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MOTIVIC THEORY OF REPRESENTATION VARIETIES VIA
TOPOLOGICAL QUANTUM FIELD THEORIES
A´NGEL GONZA´LEZ-PRIETO
Abstract. In this paper, we use lax monoidal TQFTs as an effective computational method
for motivic classes of representation varieties. In particular, we perform the calculation for
parabolic SL2(C)-representation varieties over a closed orientable surface of arbitrary genus and
any number of marked points with holonomies of Jordan type. This technique is based on a
building method of lax monoidal TQFTs of physical inspiration that generalizes the construction
of Gonza´lez-Prieto, Logares and Mun˜oz.
1. Introduction
Let G be a complex algebraic group, let M be a compact manifold and let A ⊆M be a non-
empty finite set of points. The set of representations of the fundamental groupoid Π(M,A) into
G has a natural structure of complex algebraic variety. This variety is called the G-representation
variety of (M,A) and it is denoted by XG(M,A) = Hom (Π(M,A), G). In the case that M is
connected and A has a single point, this variety is usually shorten XG(M) = Hom (pi1(M), G).
Even more, we can consider a parabolic structure Q on M . It is given by a finite set of codi-
mension two submanifolds S1, . . . , Sr ⊆ M and of conjugacy classes λ1, . . . , λr ⊆ G, called the
holonomies. In that case, we can also define the parabolicG-representation variety, XG(M,A,Q),
as the set of representations ρ : Π(M − ∪Si, A)→ G such that ρ(γi) ∈ λi if γi is a loop around
Si. As in the non-parabolic case, it has a natural structure of a complex variety.
There is a natural action of G on XG(M,A,Q) by conjugation. Thus, if G is also a reductive
group, we can also consider the GIT quotient RG(M,A,Q) = XG(M,A,Q) G. This algebraic
variety is the so-called parabolic G-character variety and it can be shown to be the moduli space
of such parabolic representations.
The understanding of the topological and algebraic structure of these character varieties is an
active area of research. A starting point is to compute their Betti numbers or, equivalently, their
Poincare´ polynomial for the case M = Σ, a closed oriented manifold, a single basepoint and
no parabolic structure. In this direction, the non-abelian Hodge theory becomes a useful tool.
Roughly speaking, this theory shows that three different moduli spaces on Σ are diffeomorphic:
the character variety, the moduli space of flat connections and the moduli space of Higgs bundles.
For a precise description of these spaces and these equivalences, see [45, 46], [44] and [9].
In this way, the topology ofRG(Σ) can be studied via a natural perfect Morse-Bott function on
the moduli space of Higgs bundles. As a result, the Poincare´ polynomial of character varieties has
been computed for G = SL2(C) [29], for G = SL3(C) [23] and for G = GL4(C) [18]. In general, in
[42] and [43] (see also [36]) a combinatorial formula is given for arbitrary G = GLn(C) provided
that n and the degree of the bundle are coprime. In the parabolic case, it has been computed
for G = SL2(C) and generic semi-simple conjugacy classes in [6] and for G = GL3(C), SL3(C) in
[17].
However the equivalences from non-abelian Hodge theory are not holomorphic, so the complex
structures on the character variety and on the moduli spaces of flat connections and Higgs
bundles do not agree. For this reason, the study of specific algebraic invariants of character
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2varieties turns out to be important. An relevant invariant of a complex variety X is its Deligne-
Hodge polynomial, e (X) ∈ Z[u±1, v±1], which is an alternating sum of the Hodge numbers of
X as in the spirit of an Euler characteristic.
Two different approaches have been used to compute the Deligne-Hodge polynomials of char-
acter varieties over a closed orientable surface. The first one, called the arithmetic method, was
introduced in [28]. It is based on a theorem of Katz inspired by the Weil conjectures. Using it,
several computations of Deligne-Hodge polynomials have been done, as in [28] for G = GLn(C)
and a parabolic structure with a single marked point and holonomy a primitive root of unit, and
for G = SLn(C) in [37]. However, in the parabolic case, very little has been advanced, being
the major achievement the computation of these polynomials for G = GLn(C) and a generic
parabolic structure in [26].
In order to overcome this problem, a new geometric method was introduced in [31]. The idea is
to stratify the representation variety into simpler pieces for which the Deligne-Hodge polynomial
can be computed easily and to add all the contributions. From this polynomial, the one of the
character variety follows by analyzing the identifications that take place in the GIT quotient.
Using this method, explicit expressions of these polynomials have been computed for the case
G = SL2(C). They were computed for at most one marked point and closed orientable surfaces
of genus g = 1, 2 in [31], for g = 3 in [34] and for arbitrary genus in [35]. In [30], the case of two
marked points is accomplished for g = 1. Finally, in [1], a mix between the arithmetic and the
geometric method was used, computing explicit expressions of the Deligne-Hodge polynomials
for G = SL2(C),SL3(C), arbitrary genus and no parabolic structure. Despite its success, this
method requires the use of very specific stratifications that are not clear how to generalize to
other groups or more general parabolic structures.
Motivated by this problem, in [22] a new categorical approach to this problem was introduced
as part of the PhD Thesis [20] of the author. In that paper, given a complex algebraic group
G, it was constructed a lax monoidal Topological Quantum Field Theory (TQFT for short)
that computes the Deligne-Hodge polynomials of G-representation varieties. Recall that a lax
monoidal TQFT is a lax monoidal symmetric functor ZG : Bdpn(Λ)→ KHS-Mod. Here KHS
is the Grothendieck ring (aka. the K-theory) of the category of Hodge structures, Bdpn(Λ) is
the category of parabolic bordisms of pairs and KHS-Mod is the category of KHS-modules.
The crucial property of this TQFT is that, if W is a closed n-dimensional manifold, A ⊆ W is
a finite set and Q is a parabolic structure on W , then ZG(W,A,Q) : KHS → KHS is a KHS-
linear morphism given by the multiplication by the image in K-theory of the Hodge structure
on the cohomology of XG(W,A,Q).
The aim of this paper is to improve ZG for computing, not only the Hodge structure, but the
whole virtual class of the representation variety in the Grothendieck ring of algebraic varieties.
It will give rise to a lax monoidal TQFT, ZG : Bdpn(Λ) → KVark-Mod, with KVark the
Grothendieck ring of algebraic varieties over an arbitrary field k. Moreover, we will show that
ZG can be used to give an effective recursive method of computation of these virtual classes,
even in the parabolic case. As an application, we will compute it for G = SL2(C), arbitrary
genus and any number of marked points of Jordan type. This recursive nature for character
varieties has also being explored in the literature, as in and [8], [10], [27] and [38]. On the other
hand, the computation of the virtual classes of representation varieties seems to be a harder
problem, being a major contribution the work [48] for quiver varieties.
In Section 2 of this paper, we extend the results of [22] and describe a method of construction
of TQFTs from two simpler pieces: a field theory and a quantisation. The idea is to consider
3an auxiliar category C with pullbacks and final object ? ∈ C, that is going to play the role
of a category of fields (in the physical sense). Let Embc be the category whose objects are
compact manifolds (maybe with boundary) but only open embeddings between them. A functor
F : Embc → C with the Seifert-van Kampen property (see Definition 2.11) gives rise to a ‘field
theory’, which is a functor FF → Span(C).
On the other hand, in Section 2.1 we introduce an algebraic object called a C-algebra. Roughly
speaking a C-algebra A is a collection of algebras Ac for all c ∈ C that preserves the functorial
structure of C. From a C-algebra, in Section 2.2 we show how to construct a functor QA :
Span(C) → A?-Mod that plays the role of a ‘quantisation’ of the fields of C. Composing
the functors from the field theory part and the quantisation, we obtain a functor Z = QA ◦
FF : Bdn → Span(C) → A?-Mod that we will show it is a lax monoidal TQFT. The same
construction can be done if we consider an extra structure on the category of bordisms given
by a sheaf, as finite configurations of points or parabolic structures (see Section 2). Therefore,
putting together all this information, we obtain the following result (Theorem 2.14).
Theorem. Let C be a category with final object ? and pullbacks and let S be a sheaf. Given a
functor F : EmbSc → C with the Seifert-van Kampen property and a C-algebra A, there exists a
lax monoidal Topological Quantum Field Theory over S, ZF,A : BdSn → A?-Modt.
In Section 3, we show how the slice categories of algebraic varieties, Var↓X , can be used as the
quantisation part of a lax monoidal TQFT. To be precise, we shall take C = Vark, the category
of k-algebraic varieties, and we will show that the Grothendieck rings of these slice categories
can be made into a Vark-algebra, KVar↓, in a natural way. In Section 3.2, we shall explain how
this Vark-algebra can be understood as a promotion of the Hodge monodromy representation
introduced in [31] for the case of coverings. Some preliminary computations are also provided
that will be useful in Section 5.
Section 4 of this paper is devoted to representation varieties. In Section 4.1 we review the
construction of the functor ZG of [22] in the context of the physical construction introduced in
this paper. In this case, the auxiliary category of fields will be C = Vark, the functor F will
be the representation variety functor and the quantisation will be induced by the Vark-algebra
KVar↓. However, even though ZG computes the virtual classes of representation varieties, for
computational purposes it is better to consider a modified TQFT, called the geometric TQFT,
and denoted ZgmG . It is built in Section 4.2 by means of a procedure called reduction. The
advantage of ZgmG is that, in general, ZG(S
1, ?) = KVar↓G is not a finitely generated module,
but ZgmG (S
1, ?) is.
As an application, in Section 5 we show how ZgmG can be used to give an effective method
of computation of virtual classes on representation varieties. We focus on the case G = SL2(C)
and we will allow arbitrary many marked points with holonomies in Λ = {[J+], [J−], {−Id}}.
Here, [J+], [J−] ⊆ SL2(C) are the set of Jordan-type matrices of traces 2 and −2 respectively.
For that purpose, in Section 5.1 we give an explicit finite set of generators for Zgm(S1, ?) in
terms of monodromies of coverings.
Observe that any closed surface Σ, endowed with A ⊆ Σ finite and Q a parabolic structure,
is a composition of the bordisms depicted in the Figure 1 below, with λ = [J+], [J−] or {−Id}.
Hence, in order to compute the virtual class of XSL2(C)(Σ, A,Q), it is enough to compute the
homomorphisms Zgm(D), Zgm(D†), Zgm(L) and Zgm(Lλ).
Towards this aim, Section 5.2 is devoted to the computation of the morphisms Zgm(D),
Zgm(D†) and Zgm(L−Id). In Section 5.3, we compute the more involved homomorphisms
Zgm(L[J+]) and Z
gm(L[J−]). Finally, in Section 5.4 we will show how the results of [35] can
4Figure 1. Basic bordisms for surfaces.
be reformulated to give Zgm(L). Putting together all this information, we obtain the main
result of this paper.
Theorem. Let Q be a parabolic structure on Σg with r marked points, of which ` are of type [J−]
or {−Id}. Then, virtual class of XSL2(C)(Σg, Q) in the Grothendieck ring of algebraic varieties
is
• If r = 0,[
XSL2(C)(Σg)
]
=
(
q2 − 1)2g−1q2g−1 + 1
2
(q − 1)2g−1q2g−1(q + 1)(22g + q − 3)
+
1
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1)+ q(q2 − 1)2g−1.
• If r > 0 and ` is even,[
XSL2(C)(Σg, Q)
]
=
(
q2 − 1)2g+r−1q2g−1 + 1
2
(q − 1)2g+r−1q2g−1(q + 1)(22g + q − 3)
+
(−1)r
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1).
• If r = ` = 1,[
XSL2(C)(Σg, Q)
]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1 + q(q2 − 1)2g−1.
• If ` > 1 is odd,[
XSL2(C)(Σg, Q)
]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Here, q = [C] ∈ KVarC denotes the Lefschetz motif.
At this point, several research lines can be addressed as continuation of this work. The first
one is to study how these computations of virtual classes of representation varieties can be used
to give the corresponding ones for the associated character varieties. This gap is filled by the
paper [21] (see also [20]).
Moreover, a wider class of punctures can be considered, as of semi-simple type. However,
in that case, new generators of Zgm(S1, ?) appear to track the semi-simple holonomies. These
generators also exhibit a complex interaction phenomenon that requires a subtler analysis. This
objective goes beyond the scope of the present paper and it has been postponed to the upcoming
paper [19].
A step further, it would be interesting to use the construction method described here to
extend the TQFT for character varieties across the non-abelian Hodge correspondence. This
will allow us to build analogous TQFTs for the moduli spaces of flat bundles and Higgs bundles
that would help to understand the whole hyperka¨hler structure.
5Finally, at a long term, we want to study the relation between ZG and ZLG, where
LG is
the Langlands dual group of G. The reason are the conjectures formulated in [25] and [28] in
the context of the mirror symmetry conjectures and the geometric Landglands proglam (see
[2]). They conjecture the existence of very astonishing symmetries between the Deligne-Hodge
polynomials for character varieties over G and LG. We hope that the kind of ideas introduced
in this paper will help to shed some light over these problems in the future.
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2. Topological Quantum Field Theories
In this section, we will describe a general recipe for constructing lax monoidal TQFTs from
two simpler pieces of data: one of geometric nature (a field theory) and one of algebraic nature (a
quantisation). It was first described in [22] in the context of representation varieties. However,
for the purposes of this paper we need a more general setting.
The idea is a very natural construction that, in fact, has been widely used in the literature
in some related form (see for example [3, 4, 13, 24]), sometimes referred to as the ‘push-pull
construction’. In this paper, we recast this construction to identify the requiered input data
in a simple way that will be useful for applications. For example, it fits perfectly with the
Grothendieck ring of algebraic varieties as in Section 3.
Let us consider the category Embc whose objects are compact differentiable manifolds, maybe
with boundary. Given compact manifolds M1 and M2 of the same dimension, a morphism
M1 → M2 in Embc is a class of smooth tame embeddings f : M1 → M2. The tameness
condition means that, for some union of connected components N ⊆ ∂M1, f extends to a
smooth embedding f˜ : M1 ∪N (N × [0, 1])→M2 with f˜−1(∂M2) = ∂M1 −N .
Two such a tame embeddings f, f ′ : M1 → M2 are declared equivalent if there exists an
ambient diffeotopy h between them i.e. a smooth map h : M2×[0, 1]→M2 such that ht = h(−, t)
is a diffeomorphism of M2 for all 0 ≤ t ≤ 1, h0 = IdM2 , ht|∂M2 = Id∂M2 for all t, and h1 ◦ f = f ′.
There are no morphisms in Embc between manifolds of different dimensions.
Example 2.1. Let M be a compact manifold and let N ⊆ ∂M be a union of connected
components of ∂M . Let U ⊆M be an open collaring aroundN , that is, an open subset ofM such
that there exists a diffeomorphism ϕ : N × [0, 1)→ U . In that case, ϕ : N × [0, 1/2]→ U ⊆M
defines a morphism in Embc. Moreover, such a morphism does not depend on the chosen
collaring as any two collars are ambient diffeotopic. For this reason, we will denote this map
N × [0, 1/2]→M in Embc just by N →M .
6Consider a sheaf S : Embc → Cat with S(∅) = ∅. By a sheaf we mean a contravariant
functor such that, given a compact manifold M and a covering {Wα}α∈Λ of M by compact
submanifolds, for any collection sα ∈ S(Wα) with S(iα,β)(sα) = S(iβ,α)(sβ) for all α, β ∈ Λ
(where, iα,β : Wα ∩ Wβ → Wα is the inclusion) there exists an unique s ∈ S(M) such that
S(iα)(s) = sα, iα : Wα →M being the inclusion maps.
Remark 2.2. • In contrast with usual sheaves, the coverings considered here are closed.
However, they also give an open covering since the embeddings iα have to extend to a
small open set around Mα by the tameness condition.
• We should think about these sheaves as a way of endowing the bordisms with and
geometric extra structure. The formulation of these extra structures as sheaves goes
back to [32, 16].
Given such a sheaf S , we define the category of embeddings over S , or just S-embeddings,
EmbSc . The objects of this category are pairs (M, s) with M ∈ Embc and s ∈ S(M) and the
initial object ∅. Observe that, if M 6= ∅ has S(M) = ∅, then M does not appear as object of
EmbSc . Given objects (M1, s1), (M2, s2) ∈ EmbSc , a morphism between them is a pair (f, α)
where f : M1 →M2 is a morphism in Embc and α : s1 → S(f)(s2) is a morphism of S(M1). If
α = 1s1 (so S(f)(s2) = s1) we will just denote the morphism by f : (M1, s1) → (M2, s2). The
composition of two morphisms (f, α) and (f ′, α′) is (f ′ ◦ f,S(f)(α′) ◦ α).
Moreover, given n ≥ 1, we define the category of n-bordisms over S , BdSn . It is a 2-category
given by the following data:
• Objects: The objects of BdSn is the subclass of objects (M, s) ∈ EmbSc with M a
(n− 1)-dimensional closed manifold.
• 1-morphisms: Given objects (M1, s1), (M2, s2) of BdSn , a morphism (M1, s1)→ (M2, s2)
is a pair (W, s) ∈ EmbSc where W is a compact n-dimensional manifold such that
∂W = M1 unionsqM2 (i.e. an unoriented bordism between M1 and M2). It also has to satisfy
that S(i1)(s) = s1 and S(i2)(s) = s2, being ik : Mk →W the inclusions for k = 1, 2.
With respect to the composition, given (W, s) : (M1, s1) → (M2, s2) and (W ′, s′) :
(M2, s2) → (M3, s3), we define (W ′, s′) ◦ (W, s) as the morphism (W ∪M2 W ′, s ∪ s′) :
(M1, s1) → (M3, s3) where W ∪M2 W ′ is the usual gluing of bordisms along M2 and
s ∪ s′ ∈ S(W ∪M2 W ′) is the object given by gluing s and s′ with the sheaf property.
• 2-morphisms: Given two 1-morphisms (W, s), (W ′, s′) : (M1, s1) → (M2, s2), a 2-cell
(W, s) ⇒ (W ′, s′) is a morphism (f, α) : (W, s) → (W ′, s′) of EmbSc with f a boundary
preserving diffeomorphism. Composition of 2-cells is just composition in EmbSc .
In this form, BdSn is not a category since, for some (M, s) ∈ BdSn , it might happen that
HomBdSn
((M, s), (M, s)) has no unit morphism. This problem can be solved by slightly weaken-
ing the notion of bordism, allowing that M itself can be seen as a bordism M : M →M . With
this modification, (M, s) : (M, s) → (M, s) is the desired unit and it is a straightforward check
to see that BdSn is a (strict) 2-category. Furthermore, it has a natural monoidal structure by
means of disjoint union of objects and bordisms.
Another important category is the category of algebras with twists. Let R be a fixed com-
mutative and unitary ring. Let M and N be two R-algebras and suppose that f, g : M → N
are two homomorphisms as R-modules. Suppose that there exist decompositions of f, g given
by R-algebras L,L′, R-algebra homomorphisms falg : M → L, galg : M → L′ and R-module
homomorphisms fmod : L→ N, gmod : L′ → N such that f = fmod ◦falg and g = gmod ◦galg. We
say that g is an immediate twist of f if there exist a R-algebra homomorphism αalg : L→ L′ and
7a R-module homomorphism αmod : L′ → L such that galg = αalg ◦ falg and gmod = fmod ◦αmod.
L
fmod
&&
αalg

M
falg
77
galg &&
N
L′
gmod
88αmod
VV
The data of an immediate twist is given by the tuple (L,L′, falg, fmod, galg, gmod, αalg, αmod). In
general, given f, g : M → N two R-module homomorphisms, we say that g is a twist of f if
there exists a finite sequence f = f0, f1, . . . , fr = g : M →M of homomorphisms such that fi+1
is an immediate twist of fi for 0 ≤ i ≤ r − 1.
To these sequences, we add the relation that if the immediate twist between fk−1 and fk is
given by (L,L′, falgk−1, f
mod
k−1 , f
alg
k , f
mod
k , α
alg, αmod) and the one between fk and fk+1 is given by
(L′, L′′, falgk , f
mod
k , f
alg
k+1, f
mod
k+1 , β
alg, βmod) then the sequence f0, . . . , fk−1, fk, fk+1, . . . fr is equiv-
alent to f0, . . . , fk−1, fk+1, . . . , fr with the immediate twist between fk−1 and fk+1 given by
(L,L′′, falgk−1, f
mod
k−1 , f
alg
k+1, f
mod
k+1 , β
alg ◦ αalg, αmod ◦ βmod).
In that case, we define the category of R-algebras with twists, R-Modt, as the category
whose objects are R-algebras, its 1-morphisms are R-modules homomorphisms and, given ho-
momorphisms f and g, a 2-morphism f ⇒ g is a twist from f to g. Composition of 2-cells
is juxtaposition of twists. With this definition, R-Modt has a 2-category structure. More-
over it is a monoidal category with the usual tensor product. Thus, the forgetful functor
R-Modt → R-Mod to the usual category of R-modules is monoidal.
Definition 2.3. Let S : Embc → Cat be a sheaf and let R be a ring. A (lax monoidal) Topo-
logical Quantum Field Theory over S , shortened (lax monoidal) S-TQFT, is a (lax) monoidal
symmetric 2-functor
Z : BdSn → R-Modt.
Remark 2.4. Recall that a functor between monoidal categories F : (C,⊗C , IC) → (D,⊗D, ID)
is said to be lax monoidal if there exists:
• A morphism α : ID → F (IC).
• A natural transformation ∆ : F (−)⊗D F (−)⇒ F (−⊗C −).
If α and ∆ are isomorphisms, F is said to be pseudo-monoidal (or just monoidal) and, if they
are identity morphisms, F is called strict monoidal.
The important point is that there exists a physically inspired construction of lax monoidal
TQFTs that allows us to construct them from simpler data. The idea of the construction is to
consider an auxiliar category C with pullbacks and final object, that is going to play the role
of a category of fields (in the physical sense). Then, we are going to split our functor Z as a
composition
Bdn
F−→ Span(C) Q−→ R-Mod,
where Span(C) is the category of spans of C (see Section 2.2). The first arrow, F, is the
field theory and we will describe how to built it in Section 2.3. The second arrow, Q, is the
quantisation part. It will be constructed by means of an algebraic tool called a C-algebra (see
Section 2.2). A C-algebra can be thought as collection of rings parametrized by C with a pair
of induced homomorphisms from every morphism of C.
82.1. C-algebras. Let C be a cartesian monoidal category (i.e. a category with finite products
where the monoidal structure is precisely to take products) and let A : C → Ring be a con-
travariant functor. If ? ∈ C is the final object, the ring A(?) plays an special role. Note that,
for every a ∈ C, we have an unique map ca : a → ? which gives rise to a ring homomorphism
A(ca) : A(?)→ A(a). Hence, we can see A(a) as a A(?)-algebra in a natural way. Such a module
structure is the one considered in the first condition of Definition 2.6 below.
Given a, b, d ∈ C with morphisms a→ d and b→ d, let p1 : a×d b→ a and p2 : a×d b→ b be
the corresponding projections. We define the external product over d
d : A(a)⊗A(d) A(b)→ A(a×d b),
by z d w = A(p1)(z) · A(p2)(w) for z ∈ A(a) and w ∈ A(b). The external product over the
final object will be denoted just by  = ? : A(a) ⊗A(?) A(b) → A(a × b). It gives a natural
transformation  : A(−)⊗A(?) A(−)⇒ A(−×−).
Remark 2.5. For b = ?, we have that p1 = λ : a × ? → a is the unital isomorphism of the
monoidal structure so it gives raise to an isomorphism A(λ) : A(a)→ A(a× ?) of A(?)-algebras.
Under this isomorphism, the external product  : A(a) ⊗ A(?) → A(a × ?) ∼= A(a) coincides
with the given A(?)-module structure on A(a).
Definition 2.6. Let (C,×, ?) be cartesian monoidal category. A C-algebra, A, is a pair of
functors
A : Cop → Ring, B : C → A(?)-Mod,
such that:
• They agree on objects, that is, A(a) = B(a) for all a ∈ C, as A(?)-modules.
• They satisfy the Beck-Chevaley condition (also known as the base change formula), that
is, given a1, a2, b ∈ C and a pullback diagram
d
g′ //
f ′

a1
f

a2 g
// b
we have that A(g) ◦B(f) = B(f ′) ◦A(g′).
• The external product  : B(−) ⊗A(?) B(−) ⇒ B(− × −) is a natural transformation
with respect to B.
Remark 2.7. • A C-algebra can be thought as a collection of algebras parametrized by C.
For this reason, we will denote Aa = A(a) for a ∈ C.
• The Beck-Chevalley condition appears naturally in the context of Grothendieck’s yoga
of six functors f∗, f∗, f!, f !,⊗ and D in which (f∗, f∗) and (f!, f !) are adjoints, and f∗
and f! satisfy the Beck-Chevalley condition. In this context, we can take A to be the
functor f 7→ f∗ and B the functor f 7→ f!. Moreover, in order to get in touch with this
framework, we will denote A(f) = f∗ and B(f) = f!.
Using the covariant functor B, for every object a ∈ C, we obtain a A?-module homomorphism
(ca)! : Aa → A?. The special element µ(a) = (ca)!(1) ∈ A?, where 1 ∈ Aa is the unit of the
ring, will be called the characteristic of a.
Example 2.8. Given a locally compact Hausdorff topological space X, let us consider the
category Sh (X) of sheaves (of rational vector spaces) on X with sheaf transformations between
9them. It is an abelian monoidal category with monoidal structure given by tensor product of
sheaves. Given a continuous map f : X → Y , we can induce two special maps at the level of
sheaves. The first one is the inverse image f∗ : Sh (Y )→ Sh (X) and it is an exact functor. We
also have the direct image with compact support functor, f! : Sh (X) → Sh (Y ). In this case,
f! is only left exact, so we can consider its derived functor Rf! : Sh (X) → D+Sh (Y ) whose
stalks are (Rkf!(F))y = Hkc (f−1(y),F) for y ∈ Y and F a sheaf on X. In this context, the
base change theorem with compact support [12, Theorem 2.3.27] implies that, for any pullback
diagram of locally Hausdorff spaces
X ×Z Y
g′ //
f ′

X
f

Y
g
// Z
there is a natural isomorphism g∗ ◦ Rf! ∼= Rf ′! ◦ g′∗. Even more, Rf! preserves the external
product.
This situation can be exploited to obtain a C-algebra. However we must surround the difficulty
that, for a general topological space, Rkf!F might not vanish for arbitrary large k. In order to
solve this problem, let us restrict to the full subcategory Top0 of the category of locally compact
Hausdorff topological spaces that have finite cohomological dimension (or, even simpler, to the
category of smooth manifolds). In this subcategory we do have Rf! : Sh (X) → DbSh (Y ),
for f : X → Y continuous, so it induces a map in K-theory f! : KSh (X) → KSh (Y ) and
analogously for f∗ : KSh (Y ) → KSh (X). Even more, f∗ is a ring homomorphism and f! is a
module homomorphism over KSh (?) = K(Q-Vect) = Z. By the previous properties, KSh (−)
is a Top0-algebra with A : f 7→ f∗ and B : f 7→ f!. Observe that the unit object in KSh (X) is
the image of constant sheaf Q
X
on X with stalk Q.
Moreover, given X ∈ Top0, let cX : X → ? the projection onto the singleton set. Then, the
characteristic of X is the object (cX)!(QX) which is a sheaf whose unique stalk is (cX)!(QX)? =
[H•c (X;Q)] = χc(X) ∈ K(Q-Vect) = Z. Hence, the characteristic of the object X is nothing but
the Euler characteristic of X (with compact support). This justifies the name ‘characteristic’.
2.2. Quantisation. Given a category C with pullbacks, we can construct the 2-category of
spans of C, Span(C). As described in [5], the objects of Span(C) are the same as the ones of C.
A morphism a→ b in Span(C) is an span, that is, a triple (d, f, g) of morphisms
d
f
  
g

a b
where d ∈ C. Given two spans (d1, f1, g1) : a → b and (d2, f2, g2) : b → c, we define the
composition (d2, f2, g2) ◦ (d1, f1, g1) = (d1 ×b d2, f1 ◦ f ′2, g2 ◦ g′1), where f ′2, g′1 are the morphisms
in the pullback diagram
d1 ×b d2
f ′2
{{
g′1
##
d1
f1

g1
$$
d2
f2
zz
g2

a b c
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Finally, a 2-morphism (d, f, g)⇒ (d′, f ′, g′) between a f← d g→ b and a f
′
← d′ g
′
→ b is a morphism
α : d′ → d (notice the inverted arrow!) such that the following diagram commutes
d′
g′

f ′

α

a b
d
g
??
f
__
Moreover, if C is a monoidal category, Span(C) inherits a monoidal structure by tensor product
on objects and morphisms.
Proposition 2.9. Let A be a C-algebra, with C a category with final object ? and pullbacks.
Then, there exists a lax monoidal 2-functor QA : Span(C)→ A?-Modt such that
QA(a) = Aa QA(d, f, g) = g! ◦ f∗ : Aa → Ab,
for a, b ∈ C and a span a f← d g→ b. The functor QA is called the quantisation of A.
Proof. More detailed, the functor QA : Span(C)→ A?-Modt is given as follows:
• For any a ∈ C we define QA(a) = Aa as A?-algebra.
• Fixed a, b ∈ C, we define the functor
(QA)a,b : Hom Span(C)(a, b)→ HomA?-Modt(Aa,Ab)
by:
– For a 1-morphism a
f← d g→ b we define QA(d, f, g) = g! ◦ f∗ : Aa → Ad → Ab.
– Let α : (d, f, g) ⇒ (d′, f ′, g′) be a 2-morphism given by a morphism α : d′ → d of
C. Since α is a 2-cell in Span(C) we have that α∗ ◦ f∗ = f ′∗ and g! ◦ α! = g′!. This
implies that (Ad,Ad′ , f∗, g!, f ′∗, g′!, α∗, α!) is an immediate twist g! ◦ f∗ ⇒ g′! ◦ f ′∗.
• For (QA)1a , a ∈ C, we take the identity 2-cell.
• Given 1-morphisms (d1, f1, g1) : a→ b and (d2, f2, g2) : b→ c we have (QA)b,c(d2, f2, g2)◦
(QA)a,b(d1, f1, g1) = (g2)!(f2)∗(g1)!(f1)∗. On the other hand, by definition of composition
in Span(C) we have (QA)a,c((d2, f2, g2) ◦ (d1, f1, g1)) = (g2)!(g′1)!(f ′2)∗(f1)∗. Here g′1 and
f ′2 are the maps in the pullback
d1 ×b d2
f ′2
{{
g′1
##
d1
f1

g1
$$
d2
f2
zz
g2

a b c.
By the Beck-Chevalley condition we have (g′1)!(f ′2)∗ = (f2)∗(g1)! and the two morphisms
agree. Thus, we can take the 2-cell (QA)a,b,c as the identity.
This proves that QA is a 2-functor. Furthermore, QA is also lax monoidal taking ∆a,b =  :
Aa ⊗Ab → Aa×b to be the external product as in Section 2.1. In order to check that, suppose
that we have spans (d, f, g) : a → b and (d′, f ′, g′) : a′ → b′. Then, since both the pullback
and the pushout maps preserve the tensor product we have that, for all z ∈ Aa and w ∈ Aa′ ,
11
g!f
∗z  g′!f ′∗w = (g × g′)!(f∗z  f ′∗w) = (g × g′)!(f × f ′)∗(z  w). Therefore, the following
diagram commutes
Aa ⊗Aa′  //
g!f
∗⊗g′!f ′∗

Aa×a′
(g×g′)!(f×f ′)∗

Ab ⊗Ab′  // Ab×b′
Hence, ∆ : A− ⊗A− → A−×− is natural, as we wanted. 
Remark 2.10. • If the functor A defining the C-algebra is monoidal, then QA is also strict
monoidal.
• If α : (d, f, g) ⇒ (d′, f ′, g′) is an invertible 2-cell between spans, then QA(d, f, g) =
g!α!α
∗f∗ = (g′)!(f ′)∗ = QA(d′, f ′, g′) since α!α∗ = (1d)∗(1d)! = 1Ad . However, if α is
not invertible, this may no longer hold and α induces a non-trivial twisting. This is the
reason of keeping track this cumbersome structure.
The construction described in this section is strongly related to the sheaf theoretic formalism
of [15, Part III], specially Chapters 7 and 8. In that paper, it is proven that a bivalent functor
Φ : C → S satisfying the six functors formalism (which is the analogous of a C-algebra) is
equivalent to a functor out of the 2-category of correspondences [15, Theorem 2.13 of Chapter
7].
2.3. Field theory. Let us fix a sheaf S . Let (W1s1) and (W2, s2) be two n-dimensional objects
of EmbSc and let (M, s) be a (n− 1)-dimensional object. Suppose that there exist tame embed-
dings f1 : (M, s) → (W1, s2) and f2 : (M, s) → (W2, s2) of boundaries, as in Example 2.1. In
that case, the pushout of f1 and f2 in Emb
S
c , (W1 ∪M W2, s1 ∪ s2), exists and it is given by the
gluing of W1 and W2 along M .
This situation will be called a gluing pushout.
Definition 2.11. Given a category C with final object, a contravariant functor F : EmbSc → C
is said to have the Seifert-van Kampen property if F sends gluing pushouts in EmbSc into
pullbacks of C and sends the initial object of EmbSc (i.e. ∅) into the final object of C.
Proposition 2.12. Let S be a sheaf, let C be a category with final object and pullbacks and let
F : EmbSc → C be a contravariant functor satisfying the Seifert-van Kampen property. Then,
there exists a monoidal 2-functor FF : BdSn → Span(C) such that
FF (M, s) = F (M, s), F (M1, s1) F (i1)← F (W, s) F (i2)→ F (M2, s2),
for all objects (M, s), (M1, s1), (M2, s2) ∈ BdSn and bordisms (W, s) : (M1, s1)→ (M2, s2) where
ik : Mk → W are the inclusions as boundaries. In this situation, the functor F is called the
geometrisation and FF is called the field theory of F .
Proof. The complete definition of F is given as follows. Given (M, s) ∈ BdSn , we just define
FF (M, s) = F (M, s). With respect to morphisms, given a bordism (W, s) : (M1, s1)→ (M2, s2)
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in BdSn , let i1 : M1 → W and i2 : M2 → W be the inclusions of M1 and M2 as boundaries of
W . The functor FF assigns the span
F (M1, s1) F (W, s)
F (i2) //
F (i1)oo F (M2, s2)
This assignment is a functor. In order to check it, let (W, s) : (M1, s1) → (M2, s2) and
(W ′, s′) : (M2, s2)→ (M3, s3) be two bordisms with inclusions ik : Mk →W and i′k : Mk →W ′.
By construction (W ′ ◦W, s ∪ s′) is the gluing pushout in EmbSc
(M2, s2)
i′2

i2 // (W, s)
j

(W ′, s′)
j′
// (W ′ ◦W, s ∪ s′)
Since F sends gluing pushouts into pullbacks, the following diagram is a pullback in C
F (W ′ ◦W, s ∪ s′) F (j) //
F (j′)

F (W, s)
F (i2)

F (W ′, s′)
F (i′2)
// F (M2, s2)
Therefore, FF (W ′, s′) ◦ FF (W, s) is given by the span
F (W ′ ◦W, s ∪ s′)
F (j)
vv
F (j′)
((
F (W, s)
F (i1)
xx
F (i2)
((
F (W ′, s′)
F (i′2)
vv
F (i′3)
&&
F (M1, s1) F (M2, s2) F (M3, s3).
Since i1 ◦ j and i′3 ◦ j′ are the inclusions onto W ′ ◦W of M1 and M3 respectively, the previous
span is also FF (W ′ ◦W ), as we wanted.
For the monoidality, let (M1, s1), (M2, s2) ∈ BdSn . As the coproduct (M1unionsqM2, s1unionsqs2) can be
seen as a gluing pushout along ∅, F also sends coproducts in BdSn into products on C. Hence,
F (M1 unionsqM2, s1 unionsq s2) = F (M1, s1) × F (M2, s2) and, since the monoidal structure on Span(C)
is given by products on C, monoidality holds for objects. For morphisms, the argument is
analogous.
For the 2-functor structure, suppose that (f, α) is a 2-cell between 1-morphisms (W, s), (W ′, s′) :
(M1, s1) → (M2, s2) of BdSn . In that case (f, α) is also a morphism in EmbSc so we obtain a
morphism F (f, α) : (W ′, s′)→ (W, s) fitting in the commutative diagram
F (W ′, s′)
F (i′2)
&&
F (f,α)

F (i1)
xx
F (M1, s1) F (M2, s2)
F (W, s)
F (i2)
88
F (i1)
ff
This produces the desired 2-morphism in Span(C). 
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Remark 2.13. We thank D. Ben-Zvi for suggesting us the name ‘field theory’ based on the
physical interpretation of TQFTs.
Composing the functors from Proposition 2.9 and Proposition 2.12, we obtain the main result
of this section.
Theorem 2.14. Let C be a category with final object ? and pullbacks. Given a functor F :
EmbSc → C with Seifert-van Kampen property and a C-algebra A, there exists a lax monoidal
Topological Quantum Field Theory over S
ZF,A : BdSn → A?-Modt.
Remark 2.15. From the explicit construction given in the proofs of Propositions 2.9 and 2.12,
the functor ZF,A satisfies:
• For an object (M, s) ∈ BdSn , it assigns ZF,A(M, s) = AF (M,s).
• For a bordism (W, s) : (M1, s1) → (M2, s2), it assigns ZF,A(W, s) = F (i2)! ◦ F (i1)∗ :
AF (M1,s1) → AF (M2,s2).
• For a closed n-dimensional manifold (W, s), seen as a bordism (W, s) : ∅ → ∅, the
homomorphism ZF,A(W, s) : A? → A? is given by multiplication by the characteristic
µ(F (W, s)) ∈ A?. This follows from the fact that, since F (∅) = ?, the inclusion i : ∅ →
(W, s) gives the projection c = F (i) : F (W, s) → ?. Hence, we have ZF,A(W )(1?) =
c! ◦ c∗(1?) = c!(1F (W,s)) = µ(F (W, s)). Here, 1? and 1F (W,s) denote the units in A? and
AF (W,s) respectively.
Remark 2.16. In the context of bordisms with sheaves, the requirement of the whimsical twist-
ing structure on A?-Modt becomes evident. The existence of a non-invertible 2-cell (f, α) :
(W, s) ⇒ (W, s′) reflects a non-invertible morphism α : s → S(f)(s′) that can be interpreted
as a restriction of the extra structure sheaf. As explained in Remark 2.10, these non-invertible
cells become non-trivial twists in A?-Modt that compare how the homomorphism changes under
morphisms of sheaves.
Remark 2.17. We can also consider the case in which the geometrisation functor F : EmbSc → C
no longer has the Seifert-van Kampen property, but it still maps the initial object into the final
object. In that case the image of a gluing pushout under F is not a pullback but, as for any
functor, it is a cone. Suppose that we have two bordisms (W, s) : (M1, s1) → (M2, s2) and
(W ′, s′) : (M2, s2)→ (M3, s3) that fit in the gluing pushout in EmbSc
(M2, s2) //

(W, s)

(W ′, s′) // (W ′ ◦W, s ∪ s′)
By definition, there exists an unique morphism φ : F (W ′◦W, s∪s′)→ F (W ′, s′)×F (M2,s2)F (W, s)
in C such that the induced diagram commutes
F (W ′ ◦W, s ∪ s′)
φ
** **
))
F (W ′, s′)×F (M2,s2) F (W, s) //

F (W ′, s′)

F (W, s) // F (M2, s2)
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This morphism φ induces a 2-morphism FF (W ′, s′)◦FF (W, s)⇒ FF (W ′ ◦W, s∪s′). Therefore,
in this case, F : BdSn → Span(C) is no longer a functor but a lax 2-functor. Thus, the induced
functor
ZF,A : BdSn → A?-Modt
is a lax monoidal symmetric lax 2-functor. We will call such a functors very lax Topological
Quantum Field Theories.
As a final remark, it is customary in the literature to focus on the field theory as a functor
F : Bdn → Span(C) and on the quantisation as a functor Q : Span(C)→ R-Mod, and to forget
about the geometrisation and the C-algebra, despite that they underlie the whole construction
(see, for example, [13, 14]). In this form, the Seifert-van Kampen property and the base change
condition are hidden, encoded in the functoriality of F of Q respectively.
However, in this paper we want to emphasize the role of the geometrisation F and the C-
algebra A in the construction. The reason is we are constructing TQFTs with a view towards
the creation of new effective computational methods of algebraic invariants. In this way, A
determines the algebraic invariant under study and F determines the object for which we are
going to compute the invariant. This principle opens the door to the development of new
computational methods based on TQFTs further than the scope of this paper.
2.4. Some useful sheaf structures. In this section, we will describe in detail some examples
of extra structures induced by sheaves. The first example is the sheaf Sp : Embc → Cat of
unordered configurations of points, also called the sheaf of pairs. For a compact manifold M , the
category Sp(M) has, as objects, finite subsets A ⊆M meeting every connected component and
every boundary component of M . Given two finite subsets A1, A2 ⊆ M , a morphism A1 → A2
in Sp(M) is an inclusion A1 ⊆ A2. With respect to morphisms, if f : M → N is an embedding
the functor Sp(f) : Sp(N) → Sp(M) is given as follows. For an object A ⊆ N it assigns
Sp(f)(A) = f−1(A) ∈ Sp(M) and, if we have an inclusion A1 ⊆ A2, then it gives the inclusion
f−1(A1) ⊆ f−1(A2) as a morphism in Sp(M). It is straighforward to check that Sp is a sheaf.
The associated categories Emb
Sp
c and Bd
Sp
n will be called the category of embeddings of pairs
and the category of n-bordisms of pairs and will be denoted by Embpc and Bdpn, respectively.
A (lax monoidal) Sp-TQFT will be referred to as a (lax monoidal) Topological Quantum Field
Theory of pairs.
Another important sheaf for applications is the so-called sheaf of parabolic structures. The
starting point is a fixed set Λ that we will call the parabolic data. We define SΛ : Embc → Cat
as the following functor. For a compact manifold W , SΛ(W ) is the category whose objects are
(maybe empty) finite sets Q = {(S1, λ1), . . . , (Sr, λr)}, with λi ∈ Λ, called parabolic structures
on W . The Si are pairwise disjoint compact submanifolds of W of codimension 2 with a co-
orientation such that Si ∩ ∂M = ∂Si transversally. A morphism Q→ Q′ between two parabolic
structures in SΛ(W ) is just an inclusion Q ⊆ Q′.
Moreover, suppose that we have a tame embedding f : W1 → W2 in Embc and let Q ∈
SΛ(W2). Given (S, λ) ∈ Q, if S ∩ f(∂W1) transversally then the intersection has the expected
dimension and, thus, f−1(S) is a codimension 2 submanifold of W1. Furthermore, the co-
orientation of S induces a co-orientation on f−1(S) by pullback. Hence, we can define SΛ(f)(Q)
as the set of pairs (f−1(S), λ) for (S, λ) ∈ Q with S ∩ f(∂W1) transversal. For short, we will
denote Q|W1 = SΛ(f)(Q). Obviously, if Q ⊆ Q′ then Q|W1 ⊆ Q′|W1 so SΛ(f) : SΛ(W2) →
SΛ(W1) is a functor. With this definition, SΛ is a sheaf, called the sheaf of parabolic structures
over Λ.
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Example 2.18. In the case of surfaces, a parabolic structure over a surface M is a set Q =
{(p1, λ1), . . . , (pr, λr)} with λi ∈ Λ and pi ∈ M points with a preferred orientation of a small
disc around them.
As for the sheaf of unordered points, the sheaf SΛ gives us categories EmbSΛc and BdSΛn , that
we will shorten Embc(Λ) and Bdn(Λ). Even more, we can combine the two previous sheaves and
to consider the sheaf Sp,Λ = (SΛ×Sp)◦∆ : Embc → Cat, where ∆ : Embc → Embc×Embc is
the diagonal functor. In that case, we will denote by Embpc(Λ) and by Bdpn(Λ) the categories
of Sp,Λ-embeddings and Sp,Λ-bordisms, respectively. In this case, a (lax monoidal) Sp,Λ-TQFT
will be called a (lax monoidal) parabolic Topological Quantum Field Theory of pairs.
2.5. Reduction of a TQFT. Let C be a category with final object and pullbacks, let F :
Embc → C be a contravariant functor with the Seifert-van Kampen property and let A be a
C-algebra. By Theorem 2.14, these data give rise to a lax monoidal TQFT Z = ZF,A : Bdn →
A?-Mod. However, for M ∈ Bdn, the module Z(M) = AF (M) may be very complicated as it
might be infinitely generated.
This problem can be mitigated if the objects F (M) have some kind of symmetry that may
be exploited. For example, suppose that there is a natural action of a group G on F (M) so
that the categorical quotient object F ′(M) = F (M)/G ∈ C can be defined. In the general case,
such a symmetry can be modelled by an assignment τ that, for any M ∈ Bdn, gives a pair
(F ′(M), τM ) where F ′(M) ∈ C and τM : F (M)→ F ′(M) is a morphism in C. Suppose also that
F ′(∅) = F (∅).
In that case, we can ‘reduce’ the field theory and to consider FF,τ : Bdn → Span(C) such
that FF,τ (M) = F ′(M) for M ∈ Bdn. For a bordism W : M1 →M2, FF,τ (W ) is the span
F ′(M1) F (W )
τM2◦F (i2) //τM1◦F (i1)oo F ′(M2) .
With this field theory, we form Zτ = QA ◦ F ′F , called the prereduction of Z by τ .
However, even if F had the Seifert-van Kampen property, FF,τ may not be a functor so Zτ
will be in general a very lax TQFT. Indeed, the prereduction Zτ is simpler than Z but, as it is
not a functor, we can no longer use it for a computational method. In this section we will show
that, under some mild conditions, we can slightly modify Zτ in order to obtain an almost-TQFT
[22], Zτ , called the reduction. The reduction has essentially the same complexity as Zτ so it can
be used to give an effective computational method.
In order to do so, consider the wide subcategory TbSn of BdSn of S-tubes. A morphism
(M, s) ∈ BdSn is an object of TbSn if there exists a compact n-dimensional manifold W such that
∂W = M . A bordism (W, s) : (M1, s1) → (M2, s2) of BdSn is called a strict tube if M1 and M2
are connected or empty. In this way, the morphisms of TbSn are disjoint unions of strict tubes,
the so-called tubes. A monoidal functor Z : TbSn → R-Mod is called an almost-TQFT over S .
Now, let Zτ : Bd
S
n → A?-Mod be a prereduction by τ . For any (M, s) ∈ TbSn connected or
empty, we will denote by V(M,s) ⊆ AF ′(M,s) the submodule generated by the images Zτ (Wr, sr)◦
. . . ◦ Zτ (W1, s1)(1) ∈ AF (M,s) of all the sequences of strict tubes (Wk, sk) : (Mk−1, sk−1) →
(Mk, sk) with M0 = ∅. Notice that, by definition, the submodules V(M,s) are invariant for strict
tubes.
Lemma 2.19. Let C be a category, let a, a′, b, b′ ∈ C and consider morphisms f! : a → a′,
f∗ : a′ → a, g : b → b′ and h : a → b. Suppose that the morphism η = f! ◦ f∗ : a′ → a′ is
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invertible, then there exists a unique morphism h′ : a′ → b′ such that h′ ◦ f! = g ◦ h.
a
h //
f!

b
g

a′
h′
//
f∗
\\
b′
Proof. First, let us prove that h′ is unique. Pre-composing with f∗ ◦η−1 : a′ → a we obtain that
g ◦ h ◦ f∗ ◦ η−1 = h′ ◦ f! ◦ f∗ ◦ η−1 = h′ ◦ η ◦ η−1 = h′.
Actually, this calculation shows the existence of that morphism since we must take h′ = g ◦ h ◦
f∗ ◦ η−1, and it is a straightforward check that h′ has the desired property. 
Proposition 2.20. Let Z : BdSn → A?-Mod be a lax monoidal TQFT and let τ be a reduction.
Suppose that, for all (M, s) ∈ BdSn , we have that (τ(M,s))! ◦ (τ(M,s))∗(V(M,s)) ⊆ V(M,s) and the
morphisms η(M,s) = (τ(M,s))! ◦ (τ(M,s))∗ : V(M,s) → V(M,s) are invertible. Then, there exists an
almost-TQFT
Zτ : TbSn → A?-Mod
such that Zτ (M, s) = V(M,s) for all (M, s) ∈ TbSn connected or empty and Zτ (W, s)◦(τ(M1,s1))! =
(τ(M2,s2))! ◦ Z(W, s) for all strict tubes (W, s) : (M1, s1) → (M2, s2). This TQFT is called the
reduction of Z via τ .
Proof. Recall that, in order to define an almost-TQFT, it is enough to define it on strict tubes and
to extend it to a general tube by tensor product [22]. Therefore, for (M, s) ∈ TbSn connected or
empty, we assign Zτ (M, s) = V(M,s). For a strict tube (W, s) : (M1, s1) → (M2, s2), by Lemma
2.19 there exists a unique morphism Zτ (W, s) : V(M1,s1) → V(M2,s2) such that the following
diagram commute
τ∗(M1,s1)V(M1,s1)
Z(W,s)
//
(τ(M1,s1))!

Z(W, s)
(
τ∗(M1,s1)V(M1,s1)
)
(τN )!

V(M1,s1) Zτ (W,s)
// V(M2,s2)
In order to prove that Zτ is a functor, suppose that (W, s) : (M1, s1)→ (M2, s2) and (W ′, s′) :
(M2, s2)→ (M3, s3) are strict tubes. Then, by the previous proposition, we have a commutative
diagram
τ∗(M1,s1)V(M1,s1)
Z(W,s)
//
(τ(M1,s1))!

Z(W, s)
(
τ∗(M1,s1)V(M1,s1)
)
(τ(M2,s2))!

Z(W ′,s′)
// Z(W ′ ◦W, s ∪ s′)
(
τ∗(M1,s1)V(M1,s1)
)
(τ(M3,s3))!

V(M1,s1) Zτ (W,s)
// V(M2,s2) Zτ (W ′,s′)
// V(M3,s3)
Therefore, we have Zτ (W ′, s′) ◦ Zτ (W, s) ◦ (τ(M1,s1))! = (τ(M3,s3))! ◦ Z(W ′, s′) ◦ Z(W, s) =
(τ(M3,s3))! ◦ Z(W ′ ◦ W, s ∪ s′) and, by uniqueness, this implies that Zτ (W ′, s′) ◦ Zτ (W, s) =
Zτ (W ′ ◦W, s ∪ s′), as we wanted to prove. 
Remark 2.21. • The almost-TQFT, Zτ : TbSn → A?-Mod, satisfies that, for all closed
n-dimensional manifolds W and s ∈ S(W )
Zτ (W, s)(1) = Zτ (W, s) ◦ (τ∅)!(1) = (τ∅)! ◦ Z(W, s)(1) = Z(W, s)(1),
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where we have used that τ∅ = 1?. Hence, Zτ and Z compute the same invariant.
• It may happen, and it will be the case for representation varieties, that η(M,s) : V(M,s) →
V(M,s) are not invertible as A?-module. However, it could happen that, for some fixed
multiplicative system S ⊆ A?, all the extensions to the localizations η(M,s) : S−1V(M,s) →
S−1V(M,s) are invertible. In that case, we can fix the problem by localizing all the
modules and morphisms of the original TQFT to obtain another TQFT, Z : Bdn →
S−1A?-Mod, to which we can apply the previous construction.
Example 2.22. For n = 2 (surfaces) and no sheaf, the unique non-empty connected object of
Tb2 is S
1. Hence, it is enough to consider V = VS1 and τ = τS1 : F (S1) → F ′(S1). Actually,
V is the submodule generated by the elements Zτ (L)g ◦ Zτ (D)(1) for g ≥ 0, where L : S1 → S1
is the holed torus and D : ∅ → S1 is the disk. That is, it is generated by the images of all the
compact surfaces with a disc removed. In that case, the only condition we need to check is that
η = τ! ◦ τ∗ : V → V is invertible.
Remark 2.23. Instead of the diagram of Lemma 2.19, we could look for a morphism Z ′τ (W, s) :
V(M1,s1) → V(M2,s2) such the diagram
τ∗(M1,s1)V(M1,s1)
Z(W,s)
// Z(W, s)
(
τ∗(M1,s1)V(M1,s1)
)
V(M1,s1)
τ∗
(M1,s1)
OO
Z ′τ (W,s)
// V(M2,s2)
τ∗
(M2,s2)
OO
commutes. In that case, in the same conditions as in Proposition 2.20, Z ′τ exists, it is an almost
TQFT and Z ′τ (W, s) = η−1(M2,s2) ◦ Zτ (W, s). We will call Z ′τ the left τ -reduction.
3. Grothendieck rings of algebraic varieties
Along this section, we will work over a fixed field k. Let X be an algebraic variety and
consider the slice category Var↓X of varieties over X. An object of this category is a pair (Y, f),
where Y is an algebraic variety and f is a regular morphism f : Y → X. Its morphisms are
intertwining regular maps between them. Moreover, given a regular morphism h : X → X ′
we have functors h! : Var↓X → Var↓X′ and h∗ : Var↓X′ → Var↓X . They are given by post-
composition, h!(Y, f) = (Y, h ◦ f) for (Y, f) ∈ Var↓X , and pullback, h∗(Z, g) = (Z ×X′ X, g′) for
(Z, g) ∈ Var↓X′ , where g′ is the regular map fitting in the diagram
Z ×X′ X //
g′

Z
g

X
h
// X ′
In particular, if we take X = ? we have that Var↓? = Vark, the usual category of k-algebraic
varieties. The functors induced by the final morphism c : X → ? are c! : Var↓X → Vark, the
map that forgets the accompanying morphism, and c∗ : Vark → Var↓X , the usual cartesian
product.
3.1. Grothendieck rings as Vark-algebras. The category Var↓X can be endowed with the
structure of a semi-ring with the disjoint union and the fibered product. In this context, for
a regular morphism h : X → X ′, the functor h! preserves the disjoint union and h∗ preserves
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both the disjoint union and the fibered product. We can form the associated Grothendieck ring
(also known as the K-theory ring), KVar↓X . It is a commutative unitary ring with unit denoted
TX = (X, IdX) ∈ KVar↓X .
Furthermore, KVar↓X inherits a natural module structure over the ring KVark = KVar↓?
given by cartesian product (i.e. fibered product over the final object). In this way, we have
that h∗ : KVar↓X′ → KVar↓X is a ring homomorphism and h! : KVar↓X → KVar↓X′ is a
KVark-module homomorphism.
These data allow us to construct a Vark-algebra, denoted KVar↓, by assigning to an object
X ∈ Vark, the ring KVar↓X . The induced morphisms are the homomorphisms h!, h∗ described
above. The Beck-Chevalley condition is a consequence of the usual base change formula for
regular morphisms.
Therefore, by Proposition 2.9, this Vark-algebra gives rise to a lax monoidal functor Q =
QKVar↓ : Span(Vark)→ KVark-Mod. By construction, to a span of the form S : ?← X → ?,
it assigns the homomorphism Q(S) : KVark → KVark such that Q(S)(?) = [X], where [X]
denotes the virtual class of X (i.e. the image of X in KVark).
Remark 3.1. • By definition, if f : X → B is a regular morphism, we have that [X, f ] =
f!(TX) ∈ KVar↓B, where TX ∈ KVar↓X is the unit of the ring. In order to get in touch
with the notation of [31], and if we want to emphasize the base space, such element will
be denoted Rf (X|B) = [X, f ], or just R (X|B) if the morphism f is clear from the
context. As we will show in the computations of Sections 3.2 and 5.4, it plays the role of
the Hodge monodromy representation introduced in [31]. For that reason, we will also
call R (X|B) the Hodge monodromy of X over B.
• In particular, if B = ?, then R (B| ?) = [B] ∈ KVark. In this sense, the Hodge mon-
odromy generalizes the usual virtual classes in the Grothendieck ring.
• Given a regular morphism X → B, since the KVark-module structure on B is given
by cartesian product, then R (F ×X|B) = [F ]R (X|B). Moreover, if Y → X is a
regular morphism with fiber F that is a locally trivial fibration in the Zariski, we can
decompose Y and X into their trivializing pieces to still get R (Y |B) = [F ]R (X|B).
This multiplicative property will be widely used in the computations of Section 5 and is
the analogous of Proposition 2.4 of [31] in the context of the Grothendieck ring.
In order to get in touch with the definition of Hodge monodromy representation of [31], we
need to consider Saito’s theory of mixed Hodge modules [41]. As described in [20], for the case
k = C and B ∈ VarC, we can substitute ring KVar↓B by the Grothendieck ring of the category
of mixed Hodge modules over B, KMB. For a regular morphism h : B → B′, there are also
well-defined operations of pushout, h! : KMB → KMB′ , and pullback, h∗ : KMB′ → KMB.
This implies that KM defines a VarC-algebra with underlying ring KM? = KHS, the
Grothendieck ring of rational (mixed) Hodge structures. For a detailed construction, see [20].
In this way, the VarC-algebra of virtual varieties, KVar↓B, can be seen as a promotion of KM
to compute, not only Hodge structure, but the whole virtual class. Further relations between
these two constructions are analyzed in [19].
In particular, if we denote by q = Q(−1) the (−1)-Tate structure of weight 2, then KMB has
a natural Z[q, q−1]-module structure inherited from the one as KVarC-module. Now, suppose
that we have a representation of mixed Hodge modules ρ : pi1(X) → Aut (V ), where V is a
mixed Hodge structure of balanced type i.e. V p,q = 0 if p 6= q. In that case, ρ naturally induces
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an element of KMX as an admissible variation of Hodge structure. Moreover, we have that
ρ =
∑
p ρ
p,p qp where ρp,p : pi1(B)→ Aut (V p,p) is the restriction of ρ to the Hodge pieces of V .
In particular, consider a regular morphism h : X → B that is a locally trivial fibration in the
analytic topology, and whose fiber F carries a balanced Hodge structure. It induces monodromy
representations on the compactly supported cohomology ρ : pi1(B) → Aut (H•c (F )). Since the
derived category is flattened in the Grothendieck ring via an alternating sum, we have that, as
an element of KMB,
R (X|B) =
∑
k
(−1)k ρ|Hkc (F ) =
∑
k,p
(−1)kHk;p,pc (F ;Q) qp.
This can be seen as an element of the representation ring of pi1(B) tensorized with Z[q±1]. This is
precisely the definition of [31] of Hodge monodromy representations. In particular, reinterpreting
Hodge monodromy representations as mixed Hodge modules, all the computations of [31, 33, 35]
can be seen as calculations of mixed Hodge modules and, at the end of the day, as calculations
of virtual classes of algebraic varieties.
3.2. Virtual covering spaces. Suppose that X and B are smooth complex varieties and that
f : X → B is a regular morphism which is a covering space in the analytic topology with
finite fiber F and degree d. In that case, the monodromy action pi1(B) → GLd(Q) determines
completely the covering. For this reason, the class R (X|B) = [X, f ] ∈ KVar↓B only depends
on the monodromy of f , which justifies the name Hodge monodromy.
In particular, for the purposes of this paper, we will focus on the following case. Fix different
points p1, . . . , ps ∈ C and take B = C− {p1, . . . , ps}. For any pi, we will consider the variety
Xpi =
{
(x, y) ∈ B × C | y2 = x− pi
}
,
with projection Xpi → B, f(x, y) = x. It defines a double covering whose monodromy action is
trivial for the loops around pj with j 6= i and the loop around pi, γpi , permutes both fibers
γpi 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
.
For this reason, it makes sense to define Spi = R (Xpi |B) − TB. It may be understood as the
non-trivial Z2-representation over γpi .
Example 3.2. Observe that Xpi is isomorphic to an affine parabola minus 2s − 1 points.
Therefore, we have that [Xpi ] = [C] − 2s − 1 and [B] = [C] − s. Thus, if c : B → ? is the final
morphism, we have that
[C]− 2s− 1 = c!R (Xpi |B) = c!(TB) + c!(Spi) = [C]− s+ c!(Spi).
This implies that the characteristic is c!(Spi) = −s − 1. This agrees with discussion after [35,
Theorem 6]. Actually, a modification of this argument shows that also that c!(Spi1×. . .×Spir ) =
−s− 1 for any r ≥ 0.
Example 3.3. Let X = C∗ − {±1} and B = C− {±2} with the double cover t : X → B given
by t(λ) = λ+ λ−1 for λ ∈ C∗ − {±1}. Let us consider the variety
X2,−2 =
{
(x, y) ∈ B × C | y2 = x2 − 4} ,
with projection X2,−2 → B, (x, y) 7→ x. We have an isomorphism C∗ − {±1} ∼= X2,−2 given by
λ 7→ (λ+ λ−1, λ− λ−1). Hence R (C∗ − {±1}|C− {±2}) = [X2,−2], which can be shown to be
equal to TC−{±2} + S2 × S−2.
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This is compatible with the interpretation of S2, S−2 as one-dimensional monodromies. In-
deed, if we take pi1(C − {±2}) = 〈γ2, γ−2〉, with γ±2 the positive small loops around ±2, then
the monodromy action is given by
γ2 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
, γ−2 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
.
That is, the monodromy action decomposes as a trivial representation and the product of the
non-trivial representations around ±2.
4. TQFTs for representation varieties
In this section we will review the definition of representation and character varieties. They
are the central objects of this paper. We will work over an algebraically closed field k.
Definition 4.1. Let Γ be a finitely generated groupoid i.e. a groupoid with finite many objects
and whose vertex groups are all finitely generated [22], and let G be an algebraic group over k.
The set of groupoid representations of Γ into G
XG(Γ) = Hom (Γ, G)
is called the representation variety.
As its name suggests, XG(Γ) has a natural algebraic structure. First of all, suppose that Γ
is a group. In that case, let Γ = 〈γ1, . . . , γr | Rα(γ1, . . . , γr) = 1〉 be a presentation of Γ with
finitely many generators, where Rα are the relations (possibly infinitely many). We define the
injective map ψ : Hom (Γ, G) → Gr given by ψ(ρ) = (ρ(γ1), . . . , ρ(γr)). The image of ψ is the
algebraic subvariety of Gr
Im ψ = {(g1, . . . , gr) ∈ Gr |Rα(g1, . . . , gr) = 1 } .
Hence, we can impose an algebraic structure on Hom (Γ, G) by declaring that ψ is a regular
isomorphism on its image. Observe that this algebraic structure does not depend on the chosen
presentation.
In the general case in which Γ is a groupoid with n nodes, pick a set J = {a1, . . . , as} of objects
of Γ such that every connected component of Γ contains exactly one element of J . Moreover,
for any object a of Γ, pick a morphism fa : a→ ai where ai is the object of J in the connected
component of a. Hence, if ρ : Γ→ G is a groupoid homomorphism, it is uniquely determined by
the group representations ρi : Γai → G for ai ∈ J , where Γai = Hom Γ(ai, ai) is the vertex group
at ai, together with the elements ga ∈ G corresponding to the morphisms fa for any object a.
Since the elements ga can be chosen without any restriction, we have a natural identification
Hom (Γ, G) ∼= Hom (Γa1 , G)× . . .×Hom (Γas , G)×Gn−s,
and each of these factors has a natural algebraic structure as representation variety. This endows
Hom (Γ, G) with an algebraic structure.
The representation variety XG(Γ) has a natural action of G by conjugation. Recall that two
representations ρ, ρ′ are said to be isomorphic if ρ′ = g · ρ for some g ∈ G.
Definition 4.2. Let Γ be a finitely generated groupoid and G an algebraic reductive group.
The Geometric Invariant Theory quotient
RG(Γ) = XG(Γ) G,
is called the character variety.
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Remark 4.3. The Geometric Invariant Theory quotient, also known as GIT quotient, is a kind
of quotient that make sense for algebraic varieties. For a complete introduction to this topic,
see [39, 40].
Example 4.4. Let M be a compact connected manifold with fundamental group Γ = pi1(M).
The fundamental group of such a manifold is finitely generated since a compact manifold has the
homotopy type of a finite CW-complex. Hence, we can form its representation variety, that we
will shorten XG(M) = XG(pi1(M)). The corresponding character variety is called the character
variety of M and it is denoted by RG(M) = XG(M) G. More generally, if A ⊆ M is a finite
set, the fundamental groupoid Π(M,A) is a finitely generated groupoid. Recall that Π(M,A)
is the groupoid whose elements are homotopy classes of paths in M between points in A. The
corresponding representation variety is denoted XG(M,A) and the associated character variety
RG(M,A).
A step further in the construction of character varieties can be done by considering an extra
structure on them, called a parabolic structure. A parabolic structure on XG(Γ), Q, is a finite
set of pairs (γ, λ), where γ ∈ Γ and λ ⊆ G is a locally closed subset which is closed under
conjugation. Given such a parabolic structure, we define the parabolic representation variety,
XG(Γ, Q), as the subset of XG(Γ)
XG(Γ, Q) = {ρ ∈ XG(Γ) | ρ(γ) ∈ λ for all (γ, λ) ∈ Q} .
As in the non-parabolic case, XG(Γ, Q) has a natural algebraic variety structure since, using
suitable generators, we have an identification XG(Γ, Q) = XG(Γ) ∩ (Gr × λ1 × . . .× λs). The
conjugacy action of G on XG(Γ) restricts to an action on XG(Γ, Q) since the subsets λi are closed
under conjugation. The GIT quotient of the representation variety by this action,
RG(Γ, Q) = XG(Γ, Q) G,
is called the parabolic character variety.
Remark 4.5. As a particular choice for the subset λ ⊆ G, we can take the conjugacy classes of
an element h ∈ G, denoted [h]. Observe that [h] ⊆ G is locally closed since, by [40, Lemma 3.7],
it is an open subset of its Zariski closure.
Example 4.6. Let Σ = Σg − {p1, . . . , ps} with pi ∈ Σg distinct points, called the punctures or
the marked points. In that case, we have a presentation of the fundamental group of Σ given by
pi1(Σ) =
〈
α1, β1 . . . , αg, βg, γ1, . . . , γs
∣∣∣∣∣∣
g∏
i=1
[αi, βi]
s∏
j=1
γs = 1
〉
,
where the γi are the positive oriented simple loops around the punctures. As parabolic structure,
we will take Q = {(γ1, λ1), . . . , (γs, λs)}. The corresponding parabolic representation variety is
XG(pi1(Σ), Q) =
(A1, B1 . . . , Ag, Bg, C1, . . . , Cs) ∈ G2g+s
∣∣∣∣∣∣∣
g∏
i=1
[Ai, Bi]
s∏
j=1
Cs = 1
Cj ∈ λj
 .
Let M be a compact differentiable manifold and let S ⊆ M be a codimension 2 closed
connected submanifold with a co-orientation. Embed the normal bundle as a small tubular
neighborhood U ⊆ M around S. Fixed s ∈ S, consider an oriented local trivialization ψ :
V ×R2 → U of the normal bundle around an open neighborhood V ⊆ S of s. In that situation,
the loop γ(t) = ψ(s, (cos t, sin t)) ∈ pi1(M − S) is called the positive meridian around s.
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Remark 4.7. • Two positive meridians around s, s′ ∈ S are conjugate to each other on
pi1(M − S).
• If S is not connected, then the conjugacy classes of meridians are in correspondence with
the connected components of S.
• A loop γ ∈ pi1(M − S) is a generalized knot. In that sense, the kernel of pi1(M − S)→
pi1(M) are the loops in M−S that ‘surround’ S. In [47], it is proven that this kernel is the
smallest normal subgroup containing all the meridians around the connected components
of S.
Take Λ to be a collection of locally closed subsets of G that are invariant under conjugation.
Suppose that Q = {(S1, λ1), . . . , (Ss, λs)} is a parabolic structure over Λ, in the sense of Section
2.4. Let us denote S =
⋃
i Si. To this parabolic structure, we can build the parabolic structure
on XG(Π (M − S,A)), where A ⊆ M is any finite set, also denoted by Q. It is the parabolic
structure Q = {(γ1,1, λ1), . . . , (γ1,m1 , λ1), . . . , (γs,1, λs), . . . , (γs,ms , λs)}, where γi,1, . . . , γi,mi is a
generating set of positive meridians around the connected components of Si (based on any point
of A). As for the non-parabolic case, we will shorten the corresponding parabolic character
variety by XG(M,A,Q) = XG(Π (M − S,A) , Q).
Remark 4.8. Suppose that M = Σg is a closed oriented surface. A parabolic structure is given
by Q = {(p1, λ1), . . . , (ps, λs)}, with pi ∈ Σg points with a preferred orientation of a small disk
around them (see Example 2.18). In that case, the meridian of pi is given by a small loop
encycling pi positively with respect to the orientation of the small disk around it. Therefore,
the associated parabolic structure of representation variety is
XG(Σg, Q) =
(A1, B1 . . . , Ag, Bg, C1, . . . , Cs) ∈ G2g+s
∣∣∣∣∣∣∣
g∏
i=1
[Ai, Bi]
s∏
j=1
Cs = 1
C
j
j ∈ λj
 ,
where j = 1 if the orientation of the disk around pj agrees with the global orientation and
j = −1 if it does not. Notice that they agree with the ones of Example 4.6.
4.1. Standard TQFT for representation varieties. In this section, we sketch the construc-
tion of a lax monoidal parabolic TQFT of pairs computing virtual classes of representation
varieties. This construction appeared for the first time in [22] in the context of computation
of virtual Hodge structures. In this paper, we will extend it to compute their virtual classes
as algebraic varieties and we will propose several variants that will be useful for computational
purposes.
Fix G an algebraic group and take as parabolic data Λ a collection of subvarieties of G that are
closed under conjugation. As the category of fields for this construction, we take the category
of algebraic varieties, Vark. The geometrisation functor XG : Embpc(Λ) → Vark is given as
follows. For (M,A,Q) ∈ Embpc(Λ), where M is a compact manifold, A ⊆M is a finite set and
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Q is a parabolic structure on M , it assigns XG(M,A,Q), the parabolic representation variety of
(M,A) on G with parabolic structure Q.
On the other hand, to a morphism (f, α) : (M,A,Q) → (M ′, A′, Q′) in Embpc(Λ), we
associate the regular morphism XG(f) : XG(M
′, A′, Q′)→ XG(M,A,Q) induced by the groupoid
homomorphism f∗ : Π(M,A) → Π(M ′, A′). Observe that, as the morphism α is just inclusion
(of points and parabolic structures), the morphism f∗ preserves the parabolic structures. By the
Seifert-van Kampen theorem for fundamental groupoids [7], the functor XG has the Seifert-van
Kampen property so it gives rise to a field theory FXG : Bdpn(Λ)→ Span(Vark).
Finally, as Vark-algebra, we will take the one constructed from the Grothendieck rings of
algebraic varieties, KVar↓, as described in Section 3.1. Therefore, Theorem 2.14 implies the
following result.
Theorem 4.9. Let G be an algebraic group and n ≥ 1. There exists a lax monoidal TQFT
ZXG,KVar↓ : Bdpn(Λ)→ KVark-Mod,
computing virtual classes of parabolic G-representation varieties.
For short we will denote ZG = ZXG,KVar↓ and we will call it the standard TQFT. Using the
properties explained in Remark 2.15, this TQFT satisfies that, for any n-dimensional connected
closed manifold W , any non-empty finite subset A ⊆ W and any parabolic structure Q in W ,
we have
ZG(W,A,Q) (?) = [XG(W,Q)]× [G]|A|−1
where ? = [?] ∈ KVark is the unit of the ring.
Remark 4.10. The virtual class [G] ∈ KVark is usually known for the standard groups.
In the case n = 2 (surfaces), this TQFT was explicitly described in [22, Section 4.3] but using
mixed Hodge modules instead of motivic classes. Observe that the morphisms of Tbp2(Λ) =
Tb
Sp,Λ
2 are generated by the set ∆ =
{
D,D†, L, P
} ∪⋃λ∈Λ {Lλ}, as depicted in Figure 2.
Figure 2.
Unraveling the definitions of the TQFT, the associated morphisms of the discs D and D†
under ZG are
ZG(D) = i! : KVark = KVar↓1 → KVar↓G, ZG(D†) = i∗ : KVar↓G → KVar↓1 = KVark.
where i : 1 ↪→ G is the inclusion. For the holed torus L : (S1, ?)→ (S1, ?) the situation is a bit
more complicated. The associated field theory is the span
G
p←− G4 q−→ G
g ←[ (g, g1, g2, h) 7→ hg[g1, g2]h−1
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Hence, the image of L under the TQFT is the morphism ZG(L) = q! ◦ p∗ : KVar↓G → KVar↓G.
For the morphism P , the associated field theory is the span
G
u←− G2 v−→ G
g ←[ (g, h) 7→ hgh−1
Thus, we have that ZG(P ) = v! ◦ u∗ : KVar↓G → KVar↓G. Finally, for the tube with parabolic
datum λ, Lλ, we have that its image under the field theory is the span
G
r←− G2 × λ s−→ G
g ←[ (g, h, ξ) 7→ hgξh−1
Therefore, its image under the TQFT is the morphism ZG(Lλ) = s! ◦ r∗ : KVar↓G → KVar↓G.
With this description, we have proven the following result.
Theorem 4.11. Let Σg be the closed oriented surface of genus g and let Q be a parabolic
structure on Σg with s marked points with data λ1, . . . , λs ∈ Λ. Then,
[XG(Σg, Q)] =
1
[G]g+s
ZG(D
†) ◦ ZG(Lλs) ◦ . . . ◦ ZG(Lλ1) ◦ ZG(L)g ◦ ZG(D)(?).
4.2. Piecewise algebraic varieties. In this section, we extend slightly the notion of an alge-
braic variety in order to allow topological spaces which are not algebraic varieties, but disjoint
union of algebraic varieties. This is similar to the construction of the Grothendieck ring KVark,
but not adding formal additive inverses and tracking the morphisms. The idea is to allow us to
consider a variation of the TQFT above that, instead of GIT quotients, uses usual quotients as
orbit spaces.
Definition 4.12. Let k be an algebraically closed field. We define the category of piecewise
varieties over k, PVark, as the category given by:
• Objects: The objects of PVark is the Grothendieck semi-ring of algebraic varieties over
k. This is the semi-ring generated by the symbols [X], for X an algebraic variety, with
the relation [X] = [U ] + [Y ] if X = U unionsq Y with U ⊆ X open and Y ⊆ X closed. It is a
semi-ring with disjoint union as sum and cartesian product as product.
• Morphisms: Given [X], [Y ] ∈ PVark a morphism f : [X] → [Y ] is given by a function
f : X → Y that decomposes as a disjoint union of regular maps. More precisely, it has
to exist decompositions [Y ] =
∑
i[Yi] and [X] =
∑
i,j [Xij ] into algebraic varieties such
that f =
⊔
i,j
fij with fij : Xij → Yi a regular morphism.
• Composition is given by the usual composition of maps. Observe that, given f : [X]→
[Y ] and g : [Y ]→ [Z], by Chevalley theorem [11], we can find a common decomposition
Y = unionsqi,jYij such that we get a decomposition into regular maps
f =
⊔
i,j,k
fijk :
⊔
i,j,k
Xijk →
⊔
i,j
Yij , g =
⊔
i,j
gij :
⊔
i,j
Yij →
⊔
i
Zi.
Hence, g ◦ f = ⊔
i,j,k
(gij ◦ fijk) is a decomposition into regular maps of g ◦ f .
Remark 4.13. • There is a functor Vark → PVark that sends X 7→ [X] and analogously
for regular maps. On the other way around, there is a forgetful functor PVark → Set
that recovers the underlying set of a piecewise variety.
• The functor Vark → PVark is not an embedding of categories. For example, let X ={
y2 = x3
}
be a cuspidal cubic affine plane curve. Observe that, removing the origin in
X, we have a decomposition [X] = [X − ?] + [?] = [A1 − ?] + [?] = [A1]. Hence, the
images of X and A1 under this functor agree, even though they are not isomorphic.
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Example 4.14. The affine line with a double point at the origin X is not an algebraic variety.
However, it is a piecewise variety since we can decompose [X] = [A1] + [?] with both pieces
locally closed subsets.
Let G be an algebraic reductive group acting on a variety X. Maybe after restricting to the
open subset of semi-stable points, we can suppose that a (good) GIT quotient pi : X → X G
exists. On X, we find the subset X1 ⊆ X of poly-stable points whose orbits have maximum
dimension. It is an open subset by an adaptation of [40, Proposition 3.13] and it is non-empty
since the set of poly-stable points is so. On the poly-stable points, the GIT quotient is an orbit
space so we have a G-invariant regular map pi1 : X1 → X1/G. Now, let Y = X −X1. As Y is
closed on X and the action of G restricts to an action on Y and we can repeat the argument
to obtain a regular G-invariant map pi2 : X2 ⊆ Y → X2/G, where X2 ⊆ Y is the set of poly-
stable points of Y of maximum dimension. Repeating this procedure, we obtain a stratification
X = X1 unionsq . . . unionsqXr and a set of regular maps pii : Xi → Xi/G where each Xi/G has a natural
algebraic structure.
Definition 4.15. Let G be a reductive group and let X be an algebraic variety. With the
decomposition above the piecewise quotient of X by G, denoted by [X/G], is the object of
PVark given by
[X/G] = [X1/G] + . . .+ [Xr/G].
We also have a piecewise quotient morphism pi = unionsqipii : [X]→ [X/G] where pii : Xi → Xi/G are
the projections on the orbit space of each of the strata.
Remark 4.16. Since all the strata considered are made of poly-stable points over the previous
stratum, no orbits are identified under the quotient. In this sense, the previous construction
says that the orbit space of X by G has the structure of a piecewise variety.
Example 4.17. Let G be an algebraic group. Given a pair of topological spaces (X,A) such
that Π(X,A) is finitely generated and a parabolic structure Q on it, we define the piecewise
character variety as the object of PVark
RG(X,A,Q) = [XG(X,A,Q)/G].
Here, G acts on XG(X,A,Q) by conjugation.
The piecewise quotients have similar properties than usual GIT quotients but in the category
PVark. More precisely, let G be a reductive group acting on a variety X and let f : [X]→ [Y ] be
a morphism of piecewise varietes which isG-invariant. Using the universal property of categorical
quotients, we have that there exists an unique piecewise regular morphism f˜ : [X/G]→ [Y ] such
that f˜ ◦ pi = f .
[X]
f //
pi

[Y ]
[X/G]
f˜
<<
The category PVark is just an intermediate step in the path from the category Vark to its
Grothendieck ring KVark. For this reason, the Vark-algebra KVar↓ of Section 3.1 extends in a
natural way to a PVark-algebra. That will be very useful in the following Section 4.3.
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4.3. Geometric and reduced TQFT. Using the reduction method of Section 2.5, here we
will describe an step further in the standard TQFT of Section 4.1.
From an algebraic group G, we considered the representation variety geometrisation XG :
Embpc(Λ)→ Vark. After the functor Vark → PVark of Remark 4.13, we may consider the re-
duction pi that assigns, to (M,A,Q) ∈ Bdpn(Λ), the piecewise character variety RG(M,A,Q) =
[XG(M,A,Q)/G] together with the piecewise quotient morphism pi(M,A,Q) : XG(M,A,Q) →
RG(M,A,Q). As explained in Section 2.5 this reduction can be used to modify the standard
TQFT, ZG, of Proposition 2.20 in order to obtain a very lax TQFT Z
gm
G = (ZG)pi : Bdpn(Λ)→
KVark-Modt.
Using the notation of Section 2.5, suppose that, for all (M,A,Q) ∈ Tbpn(Λ), the morphism
η(M,A,Q) = (pi(M,A,Q))! ◦ (pi(M,A,Q))∗ : (V(M,A,Q))0 → (V(M,A,Q))0 is invertible as a (KVark)0-
module homomorphism. In that case, the morphisms ZgmG (W,A,Q) = ZgmG (W,A,Q) ◦ η−1(M,A,Q)
give rise to a strict TQFT, the pi-reduction of ZG (Proposition 2.20). Here, (V(M,A,Q))0 stands
for the localization S−1V(M,A,Q) by an appropriate multiplicative system S ⊆ KVark.
Definition 4.18. Let G be an algebraic group and Λ a collection of conjugacy closed subvarieties
of G. The Topological Quantum Field Theories
ZgmG : Bdpn(Λ)→ KVark-Modt, ZgmG : Bdpn(Λ)→ (KVark)0-Modt,
are called the geometric TQFT and the reduced TQFT for representation varieties, respectively.
These TQFTs will be extensively used along Section 5 since, as we will see, they allow us to
compute virtual classes of representation varieties in a simpler way than the standard TQFT.
Example 4.19. In the case of surfaces, the morphisms of ZgmG can be explicitly written down
from the description of Section 4.1. Consider the set of generators ∆ =
{
D,D†, L, P
}∪{Lλ}λ∈Λ
of Tbp2(Λ) as depicted in Figure 2. Since, by definition, Z
gm
G (W,A,Q) = pi! ◦ Z(W,A,Q) ◦ pi∗
for any bordism (W,A,Q), then we have that
ZgmG (D) = (pi ◦ i)! : KVark → KVar↓[G/G], ZgmG (D†) = (pi ◦ i)∗ : KVar↓[G/G] → KVark,
ZgmG (L) = qˆ! ◦ pˆ∗ : KVar↓[G/G] → KVar↓[G/G], ZgmG (P ) = vˆ! ◦ uˆ∗ : KVar↓[G/G] → KVar↓[G/G],
ZgmG (Lλ) = sˆ! ◦ rˆ∗ : KVar↓[G/G] → KVar↓[G/G],
where qˆ = pi ◦ q, pˆ = pi ◦ p : G4 → [G/G], vˆ = pi ◦ v, uˆ = pi ◦ u : G2 → [G/G] and rˆ = pi ◦ r, sˆ =
pi ◦ s : G2 × λ→ [G/G]. Observe that pi∅ is the identity map since XG(∅) = RG(∅) = 1 and that
ZgmG (S
1, ?) = [XG(S
1, ?)/G] = [G/G].
Finally, as mentioned in Example 2.22, the only relevant submodule is V = V(S1,?) ⊆
KVar↓RG(S1,?) = KVar↓[G/G], so we can restrict the previous maps to V . Moreover, if the
morphism η = η(S1,?) : V0 → V0 is invertible, the reduction ZgmG can also be constructed.
5. SL2(C)-representation varieties
For the rest of the paper, we will focus on the case of surfaces (n = 2), the ground field
k = C and G = SL2(C), the complex special linear group of order two. In order to enlighten
the notation, we shall write VarC = Var, ZSL2(C) = Z, Z
gm
SL2(C) = Z
gm and ZgmSL2(C) = Zgm. As
an application of the previous TQFTs, we will compute the virtual classes of some parabolic
representations varieties for arbitrary genus. For that, we will give explicit expressions of the
homomorphisms of Section 4.3.
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In SL2(C), there are five special types of elements, namely the matrices
Id =
(
1 0
0 1
)
, −Id =
(
−1 0
0 −1
)
, J+ =
(
1 1
0 1
)
, J− =
(
−1 1
0 −1
)
, Dλ =
(
λ 0
0 λ−1
)
,
with λ ∈ C−{0,±1}. Observe that any element of SL2(C) is conjugated to one of those elements.
Such a distinguished representant is unique up to the fact that Dλ and Dλ−1 are conjugated for
all λ ∈ C− {0,±1}.
Hence, if we denote the orbit of A ∈ SL2(C) under conjugation by [A], we have a stratification
(1) SL2(C) = {Id} unionsq {−Id} unionsq [J+] unionsq [J−] unionsqD,
where
D =
⋃
λ∈C−{0,±1}
[Dλ] = {A ∈ SL2(C) | trA 6= 2} .
Remark 5.1. The notation [A] for the orbit of A ∈ SL2(C) is unfortunate since it collapses with
the notation for virtual classes. However, we decided to use it to get in touch with the usual
notation in the literature. We tried to use them in such a way that it should be possible to
disambiguate which one we are referring to from the context.
The virtual classes of these strata can be easily computed. Here, we will sketch the com-
putations. For more details, we refer to [31]. Recall that [SL2(C)] = q3 − q, where we
have shorten the Lefschetz motif as q = [C] ∈ KVar. In order to check it, observe that
the surjective regular map pi : SL2(C) → C2 − {(0, 0)} given by pi(A) = A(1, 0) defines a
fibration C → SL2(C) pi→ C2 − {(0, 0)}. Moreover, this fibration is locally trivial in the
Zariski topology so, in particular, it is trivial in the Grothendieck ring. Hence, we have
[SL2(C)] = [C] ·
[
C2 − {(0, 0)}] = q(q2 − 1) = q3 − q.
For the orbits of the Jordan type elements J±, their stabilizers under the conjugacy action
are Stab J± ∼= C so we have a fibration C = Stab J± → {J±} × SL2(C)→[J±]. This fibration
is locally trivial in the Zariski topology, so we have [J±] = [SL2(C)]/[C] = q
3−q
q = q
2 − 1.
Analogously, for the orbit of [Dλ] we have a locally trivial fibration C∗ → {Dλ}×SL2(C)→ [Dλ]
so [Dλ] = (q
3 − q)/(q − 1) = q2 + q.
For the computation of [D], the monodromy representation of the trace map, tr : D →
C− {±2}, is the key. Any element of D is given by a matrix
A =
(
t/2− a b
c t/2 + a
)
,
with a, b, c ∈ C, t ∈ C − {±2} and satifying t2/4 − a2 − bc = 1. With these coordinates,
the trace map is tr (a, b, c, t) = t. For b 6= 0, we can solve for c and we get that D ∩
{b 6= 0} = C × C∗ × (C− {±2}), and the trace map is projection onto the last component
so R (D ∩ {b 6= 0}|C− {±2}) = q(q − 1)TC−{±2}.
On the other hand, for b = 0 we have that D ∩ {b = 0} = C × {t2/4− a2 = 1}, which is
isomorphic to C ×X2,−2 by the map (c, a, t) 7→ (c, t, 2a). Hence, R (D ∩ {b = 0}|C− {±2}) =
qTC−{±2}+qS2×S−2. Therefore, putting together both computations we get R (D|C− {±2}) =
q2TC−{±2} + qS2 × S−2. In particular, using the projection map c : C − {±2} → ?, we obtain
that [D] = c! (R (D|C− {±2})) = q2c!(TC−{±2}) + qc!(S2 × S−2) = q3 − 2q2 − q.
Finally, with respect to the action by conjugation, observe that the GIT quotient is given
by the trace map tr : SL2(C) → SL2(C)  SL2(C) = C. Moreover, the decomposition (1)
corresponds, stratum by stratum, with the decomposition used in Example 4.15 for the definition
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of the piecewise quotient. Hence, as D  SL2(C) = C− {±2}, we have that the virtual class of
the quotient is
[SL2(C)/SL2(C)] = {Id}+ {−Id}+ {[J+]}+ {[J−]}+ [C− {±2}] .
5.1. The core submodule. Using the description of the geometric TQFT given in Section 4.3,
we have obtained that
Zgm(S1, ?) = KVar↓[SL2(C)/SL2(C)] = KVar↓{Id} ⊕KVar↓{−Id}
⊕KVar↓{[J+]} ⊕KVar↓{[J−]} ⊕KVar↓C−{±2}.
The first four summands are relative varieties over a point and, thus, they are naturally isomor-
phic to KVar. For short, in the following we will denote Θ = C− {±2}.
Let T1 ∈ KVar↓{Id}, T−1 ∈ KVar↓{−Id}, T+ ∈ KVar↓{[J+]} and T− ∈ KVar↓{[J−]} be the
units of these rings. On KVar↓Θ, we consider the unit TΘ and S2, S−2 ∈ KVar↓Θ the elements
described in Section 3.2. Pull them to KVar↓[SL2(C)/SL2(C)] via the natural inclusion. In this
situation, the set
S = {T1, T−1, T+, T−, TΘ, S2, S−2, S2 × S−2} ⊆ KVar↓[SL2(C)/SL2(C)]
will be called the set of core elements. The submodule of KVar↓[SL2(C)/SL2(C)] generated by S ,
W , is called the core submodule. The submodule W will be very important in the incoming
computations since we will show thatW is the submodule generated by the elements Zgm(L)g ◦
Zgm(D)(?) for g ≥ 0, that is W = V(S1,?) using the notations of Section 2.5.
Now, consider the quotient map tr : SL2(C)→ [SL2(C)/SL2(C)]. From this map, we can build
the endomorphism η = tr ! ◦ tr ∗ : KVar↓[SL2(C)/SL2(C)] → KVar↓[SL2(C)/SL2(C)]. This morphism
will be useful in the upcoming sections due to its role in Proposition 2.20.
Proposition 5.2. The submodule W is invariant for the morphism η. Actually, we have
η(T±1) = T±1, η(T±) = (q2 − 1)T±,
η(TΘ) = q
2TΘ + qS2 × S−2, η(S2 × S−2) = qTΘ + q2S2 × S−2,
η(S2) = q
2S2 + qS−2, η(S−2) = qS2 + q2S−2.
Proof. First of all, observe that, if i : X ↪→ [SL2(C)/SL2(C)] is the inclusion of a locally closed
subset and X¯ = tr−1(X) ⊆ SL2(C), they fit in a pullback diagram
X¯
tr |X¯ //
 _

X _
i

SL2(C)
tr
// [SL2(C)/SL2(C)]
Thus, tr ! ◦ tr ∗ ◦ i! = (tr |X¯)! ◦ (tr |X¯)∗ that is, we can compute the image of η in X¯. For this
reason, since tr |{±Id} : {±Id} → {±Id} is the identity map, we have η(T±1) = T±1. Analogously,
since (tr |[J±])∗ is a ring homomorphism, it sends units into units so, for T±, we have that
η(T±) = (tr |[J±])!T± = [J+] = (q2 − 1)T±.
For the first identity of the second row, we have (tr |D)!(tr |D)∗TΘ = (tr |D)!TD = R (D|Θ) and
the result follows from the computations of the previous section. For S2, consider the auxiliar
variety X2 =
{
(t, y) ∈ Θ× C∗ | y2 = t− 2}, for which R (X2|Θ) = TΘ + S2 (see Section 3.2),
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and the variety X ′2 =
{
(A, y) ∈ D × C∗ | y2 = tr (A)− 2}. They fit in a commutative diagram
X ′2

//
~~
X2

Θ D
tr |D
//
tr |D
oo Θ
where the rightmost square is a pullback. Hence, we have that η(TΘ)+η(S2) = (tr |D)!(tr |D)∗(TΘ+
S2) = R (X
′
2|Θ) and, thus, η(S2) = R (X ′2|Θ)− q2TΘ − qS2 × S−2 by the computation for TΘ.
In order to compute R (X ′2|Θ), observe that writing an element A ∈ X ′2 with coordinates
A =
(
t/2− a b
c t/2 + a
)
,
we get that X ′2 =
{
(a, b, c, t, y) ∈ C5 | y2 = t− 2, t2/4− a2 − bc = 1, t 6= ±2}. In this way, the
projection map becomes projection over t. For b 6= 0, we can solve for c and get that X ′2 ∩
{c 6= 0} = C × C∗ ×X2, so R (X ′2 ∩ {c 6= 0}|Θ) = q(q − 1)R (X2|Θ) = q(q − 1)(TΘ + S2). On
the other hand, we have that
X ′2 ∩ {c = 0} = C×
{
(a, t, y) ∈ C3 | y2 = t− 2, 4a2 = t2 − 4, t 6= ±2}
∼= C× {(a′, t, y) ∈ C3 | y2 = t− 2, (a′)2 = t+ 2, t 6= ±2} = C× (X2 ×Θ X−2) ,
where the last isomorphism is given by setting a′ = 2a/y. Hence, R (X ′2 ∩ {c = 0}|Θ) =
q (TΘ + S2 + S−2 + S2 × S−2). Putting both computations together, we find
R
(
X ′2
∣∣Θ) = R (X ′2 ∩ {c 6= 0}∣∣Θ)+R (X ′2 ∩ {c = 0}∣∣Θ) = q2(TΘ + S2) + q(S−2 + S2 × S−2).
From this, it follows that η(S2) = q
2S2+qS−2, as claimed. The calculations for S−2 and S2×S−2
are analogous. 
The morphism η : W → W is not invertible since, on KVar, the elements q, q − 1 and
q + 1 have no inverse. We can solve this problem by considering the localization of KVar
over multiplicative system generated by q, q − 1 and q + 1, denoted (KVar)0. Extending the
localization to W , we obtain the (KVar)0-module W0. In that module, by the proposition
above, we have an isomorphism η :W0 →W0.
Let us consider the parabolic data Λ = {{Id} , {−Id} , [J+], [J−]}, let Z : Bdpn(Λ) →
KVar-Modt be the associated standard TQFT of Section 4.1 and let Z
gm : Bdpn(Λ) →
KVar-Modt be the geometric TQFT of Section 4.3. As a result of the upcoming computa-
tions of Sections 5.3 and 5.4, we will show that W = V(S1,?). Hence, applying Proposition 2.20,
we obtain the following result.
Theorem 5.3. Let Z : Bdpn(Λ) → (KVark)0-Modt be the standard TQFT for SL2(C)-
representation varieties and let Zgm : Bdpn(Λ) → (KVark)0-Modt be the geometric TQFT.
There exists an almost-TQFT, Zgm : Tb2(Λ)→ (KVark)0-Mod, such that:
• The image of the circle is Zgm(S1, ?) =W ⊆ (KVar↓[SL2(C)/SL2(C)])0.
• For an strict tube (W,A,Q) : (S1, ?)→ (S1, ?) it assigns the morphism Zgm(W,A,Q) =
Zgm(W,A,Q) ◦ η−1 :W0 →W0.
• For a closed surface W : ∅ → ∅, it gives Zgm(W,A,Q)(?) = [XSL2(C)(W,Q)] × (q3 −
q)|A|−1.
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5.2. Discs and first tube. As a warm lap, in this section we will compute the morphisms
Zgm(L−Id), Z
gm
SL2(C)(D) and Z
gm(D†). For the first case the image under the field theory of L−Id
is the span
[SL2(C)/SL2(C)]
tr ◦pi1←− SL2(C)2 −tr ◦pi1−→ [SL2(C)/SL2(C)],
where pi1 : SL2(C)2 → SL2(C) is the projection onto the first variable. Observe that (pi1)! ◦
(pi1)
∗ : KVar↓SL2(C) → KVar↓SL2(C) is just multiplication by [SL2(C)] = q3 − q. Hence, we
have Zgm(L−Id) = (−tr )! ◦ (pi1)! ◦ (pi1)∗ ◦ tr ∗ = (q3 − q)σ! ◦ η, where σ : [SL2(C)/SL2(C)] →
[SL2(C)/SL2(C)] is the reflection that sends σ([A]) = [−A] for A ∈ SL2(C). It is straighforward
to check that
σ!(T±1) = T∓1 σ!(T±) = T∓ σ!(TΘ) = TΘ
σ!(S±2) = S∓2 σ!(S2 × S−2) = S2 × S−2.
In particular, σ!(W) ⊆ W so, by Proposition 5.2, we have that Zgm(L−Id)(W) ⊆ W . Hence,
Zgm(L−Id) = Zgm(L−Id) ◦ η−1 = (q3 − q)σ!. Thus, the matrix of Zgm(L−Id) in the generators
S of W0 is
Zgm(L−Id) = (q3 − q)

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

.
Finally, with respect to the discs D : ∅ → (S1, ?) and D† : (S1, ?)→ ∅ recall that Zgm(D) = i!
and Zgm(D†) = i∗, where i : {Id} ↪→ [SL2(C)/SL2(C)] is the inclusion. The image of the former
map is very easy to identify since, by definition Zgm(D)(?) = i!(?) = T1. For the later one,
observe that i∗T1 = ? but i∗T−1 = i∗T± = i∗TΘ = i∗S±2 = 0, so Zgm(D†) : W → KVar is
just the projection onto T1. Since η fixes T1, we also have Z
gm(D) = Zgm(D) and Zgm(D†) =
Zgm(D†).
5.3. The tube with a Jordan type marked point. In this section, we will focus on the
computation of the image of the tube L[J+] : (S
1, ?)→ (S1, ?). Again, the field theory for Zgm
on L[J+] is the span
[SL2(C)/SL2(C)]
rˆ←− SL2(C)2 × [J+] sˆ−→ [SL2(C)/SL2(C)]
tr (A) ←[ (A,B,C) 7→ tr (BACB−1) = tr (AC)
so Zgm(L[J+]) = sˆ! ◦ rˆ∗ : KVar↓[SL2(C)/SL2(C)] → KVar↓[SL2(C)/SL2(C)].
Notice that, if i : X ↪→ [SL2(C)/SL2(C)] is an inclusion of a locally closed subset, then we
have a commutative diagram
rˆ−1(X)
rˆ|rˆ−1(X) //
 _

X _
i

SL2(C)2 × [J+]
rˆ
// [SL2(C)/SL2(C)]
Hence, for any S ∈ KVar↓X , sˆ! ◦ rˆ∗ ◦ i!S = sˆ! ◦ (rˆ|rˆ−1(X))∗S. Moreover, if we decompose
[SL2(C)/SL2(C)] =
∑
k Yk with inclusions jk : Yk ↪→ [SL2(C)/SL2(C)] then sˆ! =
∑
k(jk)!(jk)
∗sˆ! =
31∑
k(jk)!(sˆ|sˆ−1(Yk))!, since
∑
k(jk)!(jk)
∗ = 1. Therefore,
Zgm(L[J+])(i!S) = sˆ! ◦ rˆ∗ ◦ i!S =
∑
k
(jk)! ◦ (sˆ|rˆ−1(X)∩sˆ−1(Yk))! ◦ (rˆ|rˆ−1(X)∩sˆ−1(Yk))∗S
Notice that we can decompose
rˆ−1(X) ∩ sˆ−1(Y ) = {(A,B,C) ∈ rˆ−1(X) | tr (AC) ∈ Y }
∼= {A ∈ tr−1(X) | tr (AJ+) ∈ Y }× (SL2(C)/C)× SL2(C),
where the last isomorphism is given by sending (A,P,B) ∈ tr−1(X) × (SL2(C)/C) × SL2(C),
in the variety downstairs, to (PAP−1, B, PJ+P−1), in the variety upstairs. For short, we shall
denote ZX,Y = rˆ
−1(X) ∩ sˆ−1(Y ) and Z0X,Y =
{
A ∈ tr−1(X) | tr (AJ+) ∈ Y
}
. Using as stratifi-
cation the decomposition [SL2(C)/SL2(C)] = {±Id}+ {[J±]}+ Θ, we can compute:
• For T1, we have rˆ−1(Id) = ZId,[J+] = [J+] × SL2(C) and sˆ is just the projection onto a
point sˆ : [J+]× SL2(C)→ {[J+]}. Hence, Zgm(L[J+])(T1) = (q2 − 1)(q3 − q)T+.
• For T−1, since [−J+] = [J−], we have rˆ−1(−Id) = Z−Id,[J−] = [J−]× SL2(C). Again, sˆ is
just the projection [J−]× SL2(C)→ {[J−]} so Zgm(L[J+])(T−1) = (q2 − 1)(q3 − q)T−.
• For T+, the situation becomes more involved since we have a non-trivial decomposition
of rˆ−1([J+]). We analize each stratum separately:
– For Id, we have Z[J+],Id = [J+] × SL2(C) since all the elements of Z[J+],Id have the
form (A−1, B,A). Thus, sˆ : [J+]× SL2(C)→ {Id} is the projection onto a point so
Zgm(L[J+])(T+)|Id = (q2 − 1)(q3 − q)T1.
– For −Id, observe that Z[J+],−Id = ∅ so Zgm(L[J+])(T+)|−Id = 0.
– For [J+], a straightforward check shows that
Z0[J+],[J+] =
{(
1 b
0 1
)∣∣∣∣∣ b ∈ C− {0,−1}
}
.
Hence, Z[J+],[J+] = (C− {0,−1})× (SL2(C)/C)× SL2(C) and sˆ is a projection onto
the singleton {[J+]}. Thus, Zgm(L[J+])(T+)|[J+] = (q − 2)(q2 − 1)(q3 − q)T+.
– For [J−], we have that
Z0[J+],[J−] =
{(
1 + a a
2
2
−4 1− a
)∣∣∣∣∣ a ∈ C
}
.
Therefore, Z[J+],[J−] = C × (SL2(C)/C) × SL2(C) so Zgm(L[J+])(T+)|[J−] = q(q2 −
1)(q3 − q)T−.
– For Θ, we have that
Z0[J+],Θ =
{(
1 + a −a2c
c 1− a
)∣∣∣∣∣ a ∈ C, c ∈ C∗ − {−4}
}
,
with the projection Z0[J+],Θ → Θ given by A 7→ c+ 2. Hence sˆ : Z[J+],Θ = Z0[J+],Θ ×
(SL2(C)/C)× SL2(C)→ Θ applies sˆ(A,B, P ) = c+ 2. In particular, sˆ is trivial, so
Zgm(L[J+])(T+)|Θ = R
(
Z[J+],Θ
∣∣Θ) = q(q2 − 1)(q3 − q)TΘ.
Summarizing, we have
Zgm(L[J+])(T+) = (q
2 − 1)(q3 − q) (T1 + (q − 2)T+ + qT− + qTΘ) .
• For T−, the calculation is very similar to the one of T+, since Z0[J−],Y = Z0[J+],−Y for
every stratum Y . Hence, we have:
– For Id, Z[J−],Id = ∅, so Zgm(L[J+])(T−)|Id = 0. Analogously, for −Id we have
Z[J−],−Id = −[J+]× SL2(C), so Zgm(L[J+])(T−)|−Id = (q2 − 1)(q3 − q)T−1.
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– For [J+], Z
0
[J−],[J+] = Z
0
[J+],[J−]
∼= C, so Zgm(L[J+])(T−)|[J+] = q(q2 − 1)(q3 − q)T+.
– For [J−], we have Z0[J−],[J−] = Z
0
[J+],[J+]
∼= C−{0,−1}. Hence, Zgm(L[J+])(T−)|[J−] =
(q − 2)(q2 − 1)(q3 − q)T−.
– For Θ, since −Θ = Θ, we have Z0[J−],Θ = Z0[J+],−Θ ∼= C × (C∗ − {−4}). Hence, sˆ is
also trivial on Z[J−],Θ so Z
gm(L[J+])(T−)|Θ = q(q2 − 1)(q3 − q)TΘ.
Summarizing, this calculation says that
Zgm(L[J+])(T−) = (q
2 − 1)(q3 − q) (T−1 + qT+ + (q − 2)T− + qTΘ) .
• For TΘ, observe that we have ZΘ,±Id = ∅ so Zgm(L[J+])(TΘ) has no components on ±Id.
In this section, we will compute the image of Zgm(L[J+])(TΘ) on [J±]. Its image on Θ
is much harder and it will be described later. For [J±] observe that Z0Θ,[J±]
∼= Z0[J±],Θ ∼=
C× (C∗ − {−4}). Hence, Zgm(L[J+])(TΘ)|[J±] = q(q − 2)(q2 − 1)(q3 − q)T±.
• For S2, Zgm(L[J+])(S2) has no components on ±Id. Again, we will only focus on its
image on [J±]. We consider the auxiliar variety
X2 =
{
(t, y) ∈ Θ× C∗ | y2 = t− 2} ,
with the fibration X2 → Θ given by (t, y) 7→ t whose monodromy representation is
R (X2|Θ) = TΘ + S2. In that case, we have a commutative diagram
Xˆ2
{{
// X2

[J+] ZΘ,[J+]sˆ
oo
rˆ
// Θ
where Xˆ2 = X2 ×Θ ZΘ,[J+]. Computing directly, we obtain that Xˆ2 ∼= X2 × C ×
(SL2(C)/C)× SL2(C). Hence, R
(
Xˆ2
∣∣∣ [J+]) = q(q2− 1)(q3− q) [X2]T+ = q(q2− 1)(q3−
q)(q − 3)T+. Since
R
(
Xˆ2
∣∣∣ [J+]) = sˆ!rˆ∗R (X2|Θ) = Zgm(L[J+])(TΘ)|[J+] + sˆ!rˆ∗S2,
we obtain that Zgm(L[J+])(S2)|[J+] = sˆ!rˆ∗S2 = −q(q2 − 1)(q3 − q)T+. Furthermore, as
ZΘ,[J+]
∼= ZΘ,[J−], we also have Zgm(L[J+])(S2)|[J−] = −q(q2 − 1)(q3 − q)T−.
• For S−2 the calculation is analogous to the one of S2 so Zgm(L[J+])(S−2)|[J+] = −q(q2−
1)(q3 − q)T+ and Zgm(L[J+])(S−2)|[J−] = −q(q2 − 1)(q3 − q)T−. The same holds for
S2 × S−2 so Zgm(L[J+])(S2 × S−2)|[J+] = −q(q2 − 1)(q3 − q)T+ and Zgm(L[J+])(S2 ×
S−2)|[J−] = −q(q2 − 1)(q3 − q)T−.
The components in Θ. The calculation of the components of the image of TΘ, S2, S−2 and S2 ×
S−2 on Θ is harder than the previous ones and it requires a subtler analysis. For this reason,
we compute it separately. First of all, observe that
Z0Θ,Θ =
{(
t
2 + a b
t′ − t t2 − a
)∣∣∣∣∣ t, t′ ∈ Θ, a, b ∈ Ct2
4 − a2 − (t′ − t)b = 1
}
.
The projections onto each copy of Θ are rˆ(a, b, t, t′) = t and sˆ(a, b, t, t′) = t′. We decompose
Z0Θ,Θ = Z1 unionsq Z2 where Z1 = Z0Θ,Θ ∩ {t = t′} and Z2 = Z0Θ,Θ ∩ {t 6= t′}. For Z1, we have the
explicit expression Z1 =
{
4a2 = (t+ 2)(t− 2)} × C, so R (Z1|Θ) = q(TΘ + S2 × S−2). Thus,
the contribution of Z1 to Z
gm(L[J+])(TΘ)|Θ is q(q2 − 1)(q3 − q)(TΘ + S2 × S−2).
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With respect to S2, we again consider X2 =
{
y2 = t− 2}, for which we have a commutative
diagram
Xˆ2

// X2

Θ Z1
sˆ
oo
rˆ
// Θ
where Xˆ2 = X2 ×Θ Z1 is the pullback of Z1 and X2 over Θ. Computing directly
Xˆ2 =
{
(t, a, y) ∈ Θ× C∗ × C× C∗
∣∣∣∣∣ 4a2 = (t+ 2)(t− 2)y2 = t− 2
}
× C,
with projection Xˆ2 → Θ given by (t, a, y, b) 7→ t. This is isomorphic to X2 ×Θ X−2 → Θ, so we
have R
(
Xˆ2
∣∣∣Θ) = q(TΘ + S2 + S−2 + S2 × S−2). Since R(Xˆ2∣∣∣Θ) = R (Z1|Θ) + sˆ!rˆ∗S2, we
finally obtain that sˆ!rˆ
∗S2 = q(S2 + S−2). Therefore, the contribution of Z1 to Zgm(L[J+])(S2)|Θ
is q(q2 − 1)(q3 − q)(S2 + S−2). By symmetry, the contribution to Zgm(L[J+])(S−2)|Θ is q(q2 −
1)(q3− q)(S2 +S−2). An analogous computation for S2×S−2 shows that the contribution of Z1
to Zgm(L[J+])(S2 × S−2)|Θ is q(q2 − 1)(q3 − q)(TΘ + S2 × S−2).
The most involved stratum is Z2. For it, we have the explicit expression
Z2 =
{(
t
2 + a
t2−4a2−4
4(t′−t)
t′ − t t2 − a
)∣∣∣∣∣ t, t′ ∈ Θ, t′ 6= ta ∈ C
}
∼= C× [(C− {±2})2 −∆] ,
where ∆ ⊆ (C−{±2})2 is the diagonal. The projections are rˆ(a, t, t′) = t and sˆ(a, t, t′) = t′, so sˆ is
a trivial fibration. Hence, R (Z2|Θ) = q(q−3)TΘ and the contribution of Z2 to Zgm(L[J+])(TΘ)|Θ
is q(q − 3)(q2 − 1)(q3 − q)TΘ.
For S2, again consider the auxiliar variety X2 =
{
y2 = t− 2} for t 6= ±2. In that case, the
pullback of X2 and Z2 over Θ is
Xˆ2 = C×
{
(t, t′, y) ∈ [(C− {±2})2 −∆]× C∗ ∣∣ y2 = t− 2} .
If we ignore the condition t 6= t′, we obtain a variety X2 which is a trivial fibration over Θ. Its
fiber is a line times an affine parabola with three points removed, so R
(
X2
∣∣Θ) = (q − 3)qTΘ.
Now, the difference X2 − Xˆ2 is a trivial line bundle times a double covering over Θ. The
fiber of the covering over t′ ∈ Θ are the two points {(t′, t′,±√t′ − 2)}, so R(X2 − Xˆ2∣∣∣Θ) =
q(TΘ +S2). Hence, R
(
Xˆ2
∣∣∣Θ) = q(q− 4)TΘ− qS2. Substracting the term from TΘ, we get that
the contribution of Z2 to Z
gm(L[J+])(S2)|Θ is −q(q2−1)(q3−q) (TΘ + S2). For S−2 and S2×S−2,
the calculations are analogous and we get a contribution of −q(q2 − 1)(q3 − q) (TΘ + S−2) and
−q(q2 − 1)(q3 − q) (TΘ + S2 × S−2), respectively.
Summarizing, if we put together the calculations for Z1 and Z2, we finally obtain that
Zgm(L[J+])(TΘ)|Θ = (q2 − 1)(q3 − q) (q(TΘ + S2 × S−2) + q(q − 3)TΘ)
= (q2 − 1)(q3 − q) ((q2 − 2q)TΘ + qS2 × S−2) ,
Zgm(L[J+])(S2)|Θ = (q2 − 1)(q3 − q) (q(S2 + S−2)− q(TΘ + S2))
= (q2 − 1)(q3 − q) (−qTΘ + qS2) ,
Zgm(L[J+])(S−2)|Θ = (q2 − 1)(q3 − q) (q(S2 + S−2)− q(TΘ + S−2))
= (q2 − 1)(q3 − q) (−qTΘ + qS−2) ,
Zgm(L[J+])(S2 × S−2)|Θ = (q2 − 1)(q3 − q) (q(TΘ + S2 × S−2)− q(TΘ + S2 × S−2)) = 0.
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In particular, we have shown that the core submodule, W , is invariant under the morphism
Zgm(L[J+]) : KVar↓[SL2(C)/SL2(C)] → KVar↓[SL2(C)/SL2(C)]. Hence, multiplying by η−1 on the
right and using the previous expression, we obtain the following theorem.
Theorem 5.4. In the set of generators S, the matrix of Zgm(L[J+]) :W0 →W0 is
Zgm(L[J+]) = (q3 − q)

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
q2 − 1 0 q − 2 q (q − 1)2 −q + 1 −q + 1 −2 q + 2
0 q2 − 1 q q − 2 (q − 1)2 −q + 1 −q + 1 −2 q + 2
0 0 q q q2 − 2 q −q + 1 −q + 1 −q + 2
0 0 0 0 0 −1 q 0
0 0 0 0 0 q −1 0
0 0 0 0 q 0 0 −1

From this computation, we can calculate the image of the tube L[J−] : (S
1, ?)→ (S1, ?). The
point is that, since [J−] = −[J+], the span associated to L[J−] fits in a commutative diagram
SL2(C)2 × [J−]
ϕ
 ''ww
SL2(C) SL2(C)2 × [J+] r //ς◦soo SL2(C)
where ϕ(A,B,C) = (A,B,−C) and ς : SL2(C) → SL2(C) is given by ς(A) = −A. Hence,
as ϕ is an isomorphism we have ϕ! ◦ ϕ∗ = 1, so Z(L[J−]) = ς! ◦ s! ◦ r∗. This implies that
Zgm(L[J−]) = σ!◦Zgm(L[J+]), where σ : [SL2(C)/SL2(C)]→ [SL2(C)/SL2(C)] is the factorization
through the quotient of ς. Hence, using the description of σ of Section 5.2, we obtain that the
matrix of Zgm(L[J−]) in W0 is
Zgm(L[J−]) = (q3−q)

0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 q2 − 1 q q − 2 q2 − 2 q + 1 −q + 1 −q + 1 −2 q + 2
q2 − 1 0 q − 2 q q2 − 2 q + 1 −q + 1 −q + 1 −2 q + 2
0 0 q q q2 − 2 q −q + 1 −q + 1 −q + 2
0 0 0 0 0 q −1 0
0 0 0 0 0 −1 q 0
0 0 0 0 q 0 0 −1

5.4. The genus tube. In this section, we discuss the case of the holed torus tube L : (S1, ?)→
(S1, ?). As described there, the standard TQFT induces a morphism Z(L) : KVar↓SL2(C) →
KVar↓SL2(C). This morphism has been implicitly studied in [31, 34, 35]. However, there, the
approach was focused on computing Hodge monodromy representations of representation vari-
eties since the TQFT formalism was not available. Despite of that, as we saw in Section 3.2,
the monodromy representation has a direct interpretation in terms of virtual classes.
Using this interpretation, in this section we will show that the computations of [35] is nothing
but the calculation of the geometric TQFT as above, with some peculiarities. For a while,
let us consider the general case of an arbitrary (reductive) group G. As explained in Section
4.1, ZG(L) = q! ◦ p∗ with p : G4 → G given by p(a, g, h, b) = a and q : G4 → G given
by q(a, g, h, b) = ba[g, h]b−1 (beware of the change of notation for the arguments). Hence,
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ZG(L)
g = (q!p
∗)g. In order to compute it explicitly, recall that we have a pullback diagram
G7 //

G4
q

G4
p
// G
where the upper arrow is (a, g, h, g′, h′, b, b′) 7→ (b−1ab, b−1gb, b−1hb, b) and the leftmost arrow
is (a, g, h, g′, h′, b, b′) 7→ (a[g, h], g′, h′, b′). Repeating the procedure, we have that ZG(L)g =
(βg)! ◦ (αg)∗ where αg, βg : G3g+1 → G are given by
αg(a, g1, h1, g2, . . . , gg, hg, b1, . . . , bg) = bg · · · b1ab−11 · · · b−1g ,
βg(a, g1, h1, g2, . . . , gg, hg, b1, . . . , bg) = a
g∏
i=1
[gi, hi].
In particular, ZG(L)
g ◦ZG(D)(?) = R
(
G3g
∣∣G), where we consider the projection γg : G3g → G,
γg(g1, h1, . . . , gg, hg, b1, . . . , bg) = βg(1, g1, h1, . . . , gg, hg, b1, . . . , bg) =
∏
i≥1[gi, hi].
Let us come back to the case G = SL2(C). The aim of the paper [35], as initiated in [31], is
to compute for g ≥ 0 the Hodge monodromy R (Yg/Z2|Θ) where
Yg =
{
(A1, B1, . . . , Ag, Bg, λ) ∈ SL2(C)2g × (C∗ − {±1})
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = Dλ
}
.
The action of Z2 on Yg is −1 · (Ai, Bi, λ) = (P0AiP−10 , P0BiP−10 , λ−1), where P0 ∈ SL2(C)
is the matrix that permutes the two vectors of the standard basis of C2, and the projection
wg : Yg/Z2 → Θ is wg(Ai, Bi, λ) = λ + λ−1. In [35], it is proven that R (Yg/Z2|Θ) ∈ W |Θ ⊆
KVar↓[SL2(C)/SL2(C)] for all g ≥ 0, where W |Θ denotes the submodule generated by TΘ, S±2 and
S2 × S−2. Moreover, they proved that there exists a module homomorphism M : W |Θ → W |Θ
such that R (Yg/Z2|Θ) = M (R (Yg−1/Z2|Θ)) , for all g ≥ 1.
Remark 5.5. In the paper [35], the variety Yg is denoted by X
g
4. However, we will not use this
notation since it is confusing with ours.
Lemma 5.6. Let Xg =
{
(Ai, Bi) ∈ SL2(C)2g |
∏g
i=1[Ai, Bi] ∈ D
}
and consider ωg : Xg → D
given by ωg(Ai, Bi) =
∏g
i=1[Ai, Bi]. Then, tr
∗R (Yg|Θ) = R (Xg|D).
Proof. Let us denote by Yg/Z2 = Yg/Z2×ΘD the pullback of wg : Yg/Z2 → Θ under tr : D → Θ,
so tr ∗R (Yg/Z2|Θ) = R
(
Yg/Z2
∣∣∣D). Now, consider the auxiliar varieties
Yg/Z2
′
=
{
(Ai, Bi, λ,Q) ∈ (Yg × SL2(C)) /Z2
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = Dλ
}
,
X ′g =
{
(Ai, Bi, Q) ∈ (Xg × SL2(C)) /Z2
∣∣∣∣∣ Q−1
g∏
i=1
[Ai, Bi]Q = Dλ
}
,
where Z2 acts on SL2(C) by −1 · Q = QP0. These varieties have morphisms Yg/Z2′ → Yg/Z2
and X ′g → Xg given by (Ai, Bi, λ,Q) 7→ ((Ai, Bi, λ), QDλQ−1) and (Ai, Bi, Q) 7→ (Ai, Bi), both
with trivial monodromy and fiber C∗.
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Moreover, we have a regular isomorphism ϕ : Yg/Z2
′ → X ′g given by ϕ(Ai, Bi, λ,Q) =
(QAiQ
−1, QBiQ−1, Q). It fits in a commutative diagram with fibrations as rows
C∗ // Yg/Z2
′ //
OO
ϕ

Yg/Z2
C∗ // X ′g // Xg
Therefore, since isomorphisms do not change the monodromy representations, we have
tr ∗R (Yg/Z2|Θ) = R
(
Yg/Z2
∣∣∣D) = 1
q − 1R
(
Yg/Z2
′∣∣∣D) = 1
q − 1R
(
X ′g
∣∣D) = R (Xg|D) ,
as we wanted to prove. 
Corollary 5.7. For g ≥ 0, we have Zgm(L) (R (Yg−1/Z2|Θ)) |Θ = (q3 − q) η (R (Yg/Z2|Θ)).
Proof. If we compute the right hand side, by the previous Lemma we have η (R (Yg/Z2|Θ)) =
tr ! ◦ tr ∗ (R (Yg/Z2|Θ)) = R (Xg|Θ) where the projection is tr ◦ ωg : Xg → Θ.
On the other hand, the left hand side can be rewritten as Zgm(L) (R (Yg−1/Z2|Θ)) |Θ =
tr ! ◦ Z(L) ◦ tr ∗ (R (Yg−1/Z2|Θ)) |Θ = tr ! ◦ Z(L) (R (Xg−1|D)) |Θ. Observe that γ−1g (D) =
Xg × SL2(C)g so R (Xg|D) = 1(q3−q)g (γg|γ−1g (D))!TXg = 1(q3−q)g (Z(L)g ◦ Z(D)(?)) |D. Using
that, we finally obtain that
tr ! ◦ Z(L) (R (Xg|D)) = 1
(q3 − q)g−1 tr ! ◦ Z(L)
(
Z(L)g−1 ◦ Z(D)(?)) |D
=
1
(q3 − q)g−1 tr ! (Z(L)
g ◦ Z(D)()) |D = (q3 − q) tr ! (R (Xg|D))
= (q3 − q)R (Xg|Θ) .
This proves the desired equality. 
Corollary 5.8. The morphism M :W |Θ →W |Θ satisfies that (q3 − q)M = η−1 ◦ Zgm(L)|Θ.
Proof. By the results of [35], the set {R (Yg/Z2|Θ)}g≥0 generate the same submodule as the
elements TΘ, S2, S−2 and S2 × S−2. Therefore, since R (Yg/Z2|Θ) = M (R (Yg−1/Z2|Θ)), from
Proposition 5.7 we obtain that (q3−q)ηM = Zgm(L) on the submodule generated by TΘ, S2, S−2
and S2 × S−2. 
Indeed, in [35, Section 9], a larger homomorphism M : W → W is defined for which the
previous one is just its restriction to W |Θ. Analogous (and simpler) calculations can be done as
in Corollary 5.7 in order to show that (q3−q)η◦M(T±1) = Zgm(L)(T±1) and (q3−q)η◦M(T±) =
Zgm(L)(T±). Hence, (q3 − q)M = η−1 ◦ Zgm(L) on the whole W . Using the explicit expression
of M from [35], we have that, in the set of generators S , the matrix of Zgm(L) is
(q3 − q)2

q + 4 1 q2 − 2q − 3 q2 + 3q q3−2q2−3q−2 −q
2 − 4q − 1 2q2 − 7q − 1 −5q − 1
1 q + 4 q2 + 3q q2 − 2q − 3 q3−2q2−3q−2 2q
2 − 7q − 1 −q2 − 4q − 1 −5q − 1
q2 − 2q − 3 q2 + 3q q4+q3
+3q+3
q4 − 3q2 − 6q q5−2q4−3q3
+q2+3q
−q4+2q3
−4q2+3q
−q4−q3
−4q2+6q −2q
3 − q2 + 3q
q2 + 3q q2 − 2q − 3 q4 − 3q2 − 6q q4+q3
+3q+3
q5−2q4−3q3
+q2+3q
−q4−q3
−4q2+6q
−q4+2q3
−4q2+3 q −2q
3 − q2 + 3q
q2 + 1 q2 + 1 q4 − 2q2 q4 − 2q2 q5−2q4−q3
+2q2−2
−q4−q3
+q2−q−1
−q4−q3
+q2−q−1
−2q3
+q2−2q−1
0 3q 3q2 −3q −3q2 4q3 − 6q2 −4q2 −3q2
3q 0 −3q 3q2 −3q2 −4q2 4q3 − 6q2 −3q2
q q q3 q3 q
4−2q3
−q2−2q −q
3 − q2 − q −q3 − q2 − q q3 − 2q2 − q

Analogous calculation can be done to obtain Zgm(L) = (q3 − q)ηMη−1.
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Remark 5.9. The previous result can be restated as that M :W0 →W0 is (up to a constant) the
left tr -reduction of the standard TQFT, as explained in Remark 2.23. However, we have chosen
to consider right tr -reductions in Section 4.3 since they are more natural from the geometric
point of view.
Let Σg be the closed surface of genus g ≥ 0. For the parabolic data Λ = {{−Id} , [J+], [J−]}
we consider a parabolic structure on Σg, Q = {(p1, [C1]), . . . , (ps, [Cs])}, where Ci = J+, J− or
−Id and p1, . . . , ps ∈ Σg with s > 0. Let us denote by r+ be the number of [J+] in Q, r− the
number of [J−] and t the number of {−Id} (so that r+ + r− + t = s). Set r = r+ + r− and
σ = (−1)r−+t.
Theorem 5.10. The virtual class of XSL2(C)(Σg, Q) is
• If σ = 1, then[
XSL2(C)(Σg, Q)
]
=
(
q2 − 1)2g+r−1q2g−1 + 1
2
(q − 1)2g+r−1q2g−1(q + 1)(22g + q − 3)
+
(−1)r
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1).
• If σ = −1, then[
XSL2(C)(Σg, Q)
]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Proof. By Theorem 4.11, we have that[
XSL2(C)(Σg, Q)
]
=
1
(q3 − q)g+sZ
gm(D†) ◦ Zgm(L[Cs]) ◦ . . . ◦ Zgm(L[C1]) ◦ Zgm(L)g ◦ Zgm(D)(?).
Moreover observe that, as Zgm is an almost-TQFT and the strict tubes commute, all these
linear morphisms commute. Hence, we can group the −Id and J− tubes together and, using
that Zgm(L−Id) ◦ Zgm(L−Id) = (q3 − q)21KVar↓SL2(C) and Zgm(L−Id) ◦ Zgm(L[J−]) = (q3 −
q)Zgm(L[J+]), we finally have:
• If σ = 1, then all the −Id tubes cancel so we have[
XSL2(C)(Σg, Q)
]
=
1
(q3 − q)g+rZ
gm(D†) ◦ Zgm(L[J+])r ◦ Zgm(L)g ◦ Zgm(D)(?).
Now, observe that, as Zgm(L) and Zgm(L[J+]) commute, they can be simultaneously
diagonalized. Hence, there exists P,A,B :W0 →W0, with A and B diagonal matrices,
such that PAP−1 = Zgm(L) and PBP−1 = Zgm(L[J+]). Therefore, we have that the
virtual class is given by[
XSL2(C)(Σg, Q)
]
=
1
(q3 − q)g+rZ
gm(D†)PBrAgPZgm(D)(?).
From the matrices of Zgm(L) and Zgm(L[J+]) for the set of generators S , the matrices
P,A and B can be explicitly calculated with a symbolic computation software. Using
these matrices, and recalling that Zgm(D) and Zgm(D†) are the inclusion and projection
onto T1 respectively, the calculation follows.
• If σ = −1, then all the −Id tubes cancel except one, so we have[
XSL2(C)(Σg, Q)
]
=
1
(q3 − q)g+r+1Z
gm(D†) ◦ Zgm(L−Id) ◦ Zgm(L[J+])r ◦ Zgm(T )g ◦ Zgm(D)(?).
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Again, decomposing PAP−1 = Zgm(T ) and PBP−1 = Zgm(L[J+]), we obtain that the
virtual class is[
XSL2(C)(Σg, Q)
]
=
1
(q3 − q)g+r+1Z
gm(D†)Zgm(L−Id)PBrAgPZgm(D)(?).
Using a symbolic computation software, the result follows.

Remark 5.11. The homomorphism Zgm(L[J+]) :W0 →W0 has non-trivial kernel. In this way, if
A is the diagonal matrix associated to Zgm(L[J+]), as in the proof of Theorem 5.10, we have that
A0 6= Id because of the vanishing eigenvalues. For this reason, we cannot directly set r = 0 in the
previous formula in order to obtain the virtual class of non-parabolic representation varieties.
However, it may be traced back the extra term lost when we set r = 0 and to obtain the formula
for the non-parabolic case[
XSL2(C)(Σg)
]
=
[
XSL2(C)(Σg, Q)
]∣∣
r=0,σ=1
+ q(q2 − 1)2g−1
=
(
q2 − 1)2g−1q2g−1 + 1
2
(q − 1)2g−1q2g−1(q + 1)(22g + q − 3)
+
1
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1)+ q(q2 − 1)2g−1.
Here
[
XSL2(C)(Σg, Q)
]∣∣
r=0,σ=1
denotes the virtual class obtained when setting r = 0 in the
formula for
[
XSL2(C)(Σg, Q)
]
in the case σ = 1 of Theorem 5.10.
Analogous considerations can be done in the case of only one marked point with conjugacy
class [−Id]. In that case, if we denote Q0 = {(p, [−Id])} with p ∈ Σg we have[
XSL2(C)(Σg, Q0)
]
=
[
XSL2(C)(Σg, Q)
]∣∣
r=0,σ=−1 + q(q
2 − 1)2g−1
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1 + q(q2 − 1)2g−1.
Now,
[
XSL2(C)(Σg, Q)
]∣∣
r=0,σ=−1 denotes the virtual class of the case σ = −1 of Theorem 5.10
after setting r = 0.
Remark 5.12. When interpreting q as a variable, the previous polynomials are also the Deligne-
Hodge polynomials [28] of the parabolic representations varieties with q = uv. This is due to
the fact that e (q) = e ([C]) = uv.
Under this point of view, the results of Theorem 5.10 generalize the previous work on Deligne-
Hodge polynomials of parabolic representation varieties to the case of an arbitrary number of
marked points. For genus g = 1, 2 and one marked point in [J±] (i.e. r+ = 1 or r− = 1), this
theorem agrees with the calculations of [31, Sections 4.3, 4.4, 11 and 12]. For arbitrary genus
and zero or one marked points, this result agrees with [35, Proposition 11]. Finally, for the case
g = 1 and two marked points in the classes [J±], this theorem agrees with the computations of
[30, Section 3].
References
[1] D. Baraglia and P. Hekmati. Arithmetic of singular character varieties and their E-polynomials. Proc. Lond.
Math. Soc. (3), 114(2):293–332, 2017.
[2] A. A. Beilinson and V. G. Drinfeld. Quantization of Hitchin’s fibration and Langlands’ program. In Algebraic
and geometric methods in mathematical physics (Kaciveli, 1993), volume 19 of Math. Phys. Stud., pages 3–7.
Kluwer Acad. Publ., Dordrecht, 1996.
39
[3] D. Ben-Zvi, S. Gunningham, and D. Nadler. The character field theory and homology of character varieties.
Preprint arXiv:1705.04266, 2017.
[4] D. Ben-Zvi and D. Nadler. Betti geometric langlands. Preprint arXiv:1606.08523, 2016.
[5] J. Be´nabou. Introduction to bicategories. In Reports of the Midwest Category Seminar, pages 1–77. Springer,
Berlin, 1967.
[6] H. U. Boden and K. Yokogawa. Moduli spaces of parabolic Higgs bundles and parabolic K(D) pairs over
smooth curves. I. Internat. J. Math., 7(5):573–598, 1996.
[7] R. Brown. Groupoids and van Kampen’s theorem. Proc. London Math. Soc. (3), 17:385–401, 1967.
[8] E. Carlsson and F. Rodriguez Villegas. Vertex operators and character varieties. Adv. Math., 330:38–60, 2018.
[9] K. Corlette. Flat G-bundles with canonical metrics. J. Differential Geom., 28(3):361–382, 1988.
[10] D.-E. Diaconescu. Local curves, wild character varieties, and degenerations. Preprint arXiv:1705.05707, 2017.
[11] J. A. Dieudonne´ and A. Grothendieck. Ele´ments de ge´ome´trie alge´brique. I, volume 166 of Grundlehren der
Mathematischen Wissenschaften. Springer-Verlag, Berlin, 1971.
[12] A. Dimca. Sheaves in topology. Universitext. Springer-Verlag, Berlin, 2004.
[13] D. S. Freed, M. J. Hopkins, J. Lurie, and C. Teleman. Topological quantum field theories from compact Lie
groups. In A celebration of the mathematical legacy of Raoul Bott, volume 50 of CRM Proc. Lecture Notes,
pages 367–403. Amer. Math. Soc., Providence, RI, 2010.
[14] D. S. Freed, M. J. Hopkins, and C. Teleman. Consistent orientation of moduli spaces. In The many facets of
geometry, pages 395–419. Oxford Univ. Press, Oxford, 2010.
[15] D. Gaitsgory and N. Rozenblyum. A study in derived algebraic geometry. Vol. I. Correspondences and duality,
volume 221 of Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2017.
[16] S. Galatius, U. Tillmann, I. Madsen, and M. Weiss. The homotopy type of the cobordism category. Acta
Math., 202(2):195–239, 2009.
[17] O. Garc´ıa-Prada, P. B. Gothen, and V. Mun˜oz. Betti numbers of the moduli space of rank 3 parabolic Higgs
bundles. Mem. Amer. Math. Soc., 187(879):viii+80, 2007.
[18] O. Garc´ıa-Prada, J. Heinloth, and A. Schmitt. On the motives of moduli of chains and Higgs bundles. J.
Eur. Math. Soc. (JEMS), 16(12):2617–2668, 2014.
[19] A´. Gonza´lez-Prieto. Virtual classes of parabolic SL2(C)-character varieties. Preprint arXiv:1906.05222, 2019.
[20] A´. Gonza´lez-Prieto. Topological quantum field theories for character varieties. PhD Thesis. Universidad
Complutense de Madrid, 2018.
[21] A´. Gonza´lez-Prieto. Stratification of algebraic quotients and character varieties. Preprint arXiv:1807.08540,
2018.
[22] A´. Gonza´lez-Prieto, M. Logares, and V. Mun˜oz. A lax monoidal Topological Quantum Field Theory for
representation varieties. Preprint arXiv:1709.05724, 2017.
[23] P. B. Gothen. The Betti numbers of the moduli space of stable rank 3 Higgs bundles on a Riemann surface.
Internat. J. Math., 5(6):861–875, 1994.
[24] R. Haugseng. Iterated spans and classical topological field theories. Mathematische Zeitschrift, 289(3):1427–
1488, 2018.
[25] T. Hausel. Mirror symmetry and Langlands duality in the non-abelian Hodge theory of a curve. In Geometric
methods in algebra and number theory, volume 235 of Progr. Math., pages 193–217. Birkha¨user Boston,
Boston, MA, 2005.
[26] T. Hausel, E. Letellier, and F. Rodriguez-Villegas. Arithmetic harmonic analysis on character and quiver
varieties. Duke Math. J., 160(2):323–400, 2011.
[27] T. Hausel, E. Letellier, and F. Rodriguez-Villegas. Arithmetic harmonic analysis on character and quiver
varieties II. Adv. Math., 234:85–128, 2013.
[28] T. Hausel and F. Rodriguez-Villegas. Mixed Hodge polynomials of character varieties. Invent. Math.,
174(3):555–624, 2008. With an appendix by Nicholas M. Katz.
[29] N. J. Hitchin. The self-duality equations on a Riemann surface. Proc. London Math. Soc. (3), 55(1):59–126,
1987.
[30] M. Logares and V. Mun˜oz. Hodge polynomials of the SL(2,C)-character variety of an elliptic curve with two
marked points. Internat. J. Math., 25(14):1450125, 22, 2014.
[31] M. Logares, V. Mun˜oz, and P. E. Newstead. Hodge polynomials of SL(2,C)-character varieties for curves of
small genus. Rev. Mat. Complut., 26(2):635–703, 2013.
[32] I. Madsen and M. Weiss. The stable moduli space of Riemann surfaces: Mumford’s conjecture. Ann. of Math.
(2), 165(3):843–941, 2007.
40
[33] J. Mart´ınez. E-polynomials of PGL(2,C)-character varieties of surface groups. Preprint arXiv:1705.04649,
2017.
[34] J. Mart´ınez and V. Mun˜oz. E-polynomials of SL(2,C)-character varieties of complex curves of genus 3. Osaka
J. Math., 53(3):645–681, 2016.
[35] J. Mart´ınez and V. Mun˜oz. E-polynomials of the SL(2,C)-character varieties of surface groups. Int. Math.
Res. Not. IMRN, (3):926–961, 2016.
[36] A. Mellit. Poincare´ polynomials of moduli spaces of higgs bundles and character varieties (no punctures).
Preprint arXiv:1707.04214, 2017.
[37] M. Mereb. On the E-polynomials of a family of SLn-character varieties. Math. Ann., 363(3-4):857–892, 2015.
[38] S. Mozgovoy. Solutions of the motivic ADHM recursion formula. Int. Math. Res. Not. IMRN, (18):4218–4244,
2012.
[39] D. Mumford, J. Fogarty, and F. Kirwan. Geometric invariant theory, volume 34 of Ergebnisse der Mathematik
und ihrer Grenzgebiete (2). Springer-Verlag, Berlin, third edition, 1994.
[40] P. E. Newstead. Introduction to moduli problems and orbit spaces, volume 51 of Tata Institute of Fundamental
Research Lectures on Mathematics and Physics. Tata Institute of Fundamental Research, Bombay; by the
Narosa Publishing House, New Delhi, 1978.
[41] M. Saito. Mixed Hodge modules. Publ. Res. Inst. Math. Sci., 26(2):221–333, 1990.
[42] O. Schiffmann. Indecomposable vector bundles and stable Higgs bundles over smooth projective curves. Ann.
of Math. (2), 183(1):297–362, 2016.
[43] M. Sergey and O. Schiffmann. Counting higgs bundles and type a quiver bundles. Preprint arXiv:1705.04849,
2017.
[44] C. T. Simpson. Higgs bundles and local systems. Inst. Hautes E´tudes Sci. Publ. Math., (75):5–95, 1992.
[45] C. T. Simpson. Moduli of representations of the fundamental group of a smooth projective variety. I. Inst.
Hautes E´tudes Sci. Publ. Math., (79):47–129, 1994.
[46] C. T. Simpson. Moduli of representations of the fundamental group of a smooth projective variety. II. Inst.
Hautes E´tudes Sci. Publ. Math., (80):5–79 (1995), 1994.
[47] J. R. Smith. Complements of codimension-two submanifolds. The fundamental group. Illinois J. Math.,
22(2):232–239, 1978.
[48] D. Wyss. Motivic classes of Nakajima quiver varieties. Int. Math. Res. Not. IMRN, (22):6961–6976, 2017.
Instituto de Ciencias Matema´ticas CSIC-UAM-UC3M-UCM. C. Nicola´s Cabrera, 13-15, 28049.
Madrid, Spain.
Escuela Te´cnica Superior de Ingenieros de Sistemas Informa´ticos, Universidad Polite´cnica de
Madrid, Calle Alan Turing s/n (Carretera de Valencia Km 7), 28031 Madrid, Spain
E-mail address: angel.gonzalez.prieto@icmat.es
