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Abstract
New families of approximations to Sturm–Liouville spectral density functions are derived for cases where the potential function
has one of several speciﬁc forms. This particular form dictates the type of expansion functions used in the approximation. Error
bounds for the residuals are established for each case. In the case of power potentials the approximate solutions of an associated
terminal value problem at ∞ are shown to be asymptotic power series expansions of the exact solution. Numerical algorithms have
been implemented and several examples are given, demonstrating the utility of the approach.
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1. Introduction
In this paper we extend the analysis in [7] to speciﬁc classes of potentials, for which iteration schemes yielding
recurrence relations for high order approximations for the solution of the terminal value problem of [7, Section 1] can
be obtained. The Sturm–Liouville problem considered is
− u′′ + qu = u, ax <∞, (1.1)
u(a) cos + u′(a) sin = 0,  ∈ [0, ], (1.2)
under the assumptions
q ∈ L1[a,∞), (1.3)
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or
q ′ ∈ L1(a,∞), q ∈ ACloc[a,∞), lim
x→∞ q(x) = 0. (1.4)
Under these assumptions, Corollary 1 or Corollary 2 of [7] apply to ensure existence and uniqueness of solutions of
the terminal value problem for P,Q,R. Letting y(x, )=y(x, ) be the solution of (1.1) ﬁxed by the initial conditions
y(a, ) = − sin , y′(a, ) = cos  (1.5)
we seek functions PN(x, ),QN(x, ), RN(x, ), N → ∞, satisfying the terminal conditions at ∞ ((2.2) below), and
for which
FNx () :=
1
[PN(x, )y(x, )2 + QN(x, )y(x, )y′(x, ) + RN(x, )y′(x, )2]
(1.6)
gives increasingly more accurate approximations to the spectral density function f () as N → ∞.
In [6] we took the constant values P(x, ) = √, Q(x, ) = 0, and R(x, ) = 1/√, corresponding to the classical
formula of Titchmarsh and Weyl, and demonstrated numerically the efﬁcacy of this choice when x was chosen sufﬁ-
ciently large. In [7] we improved on this by deriving a sequence of more sophisticated formulas for P,Q,R in terms
of the general potential q and its derivatives; these usually allowed smaller values of x to be used for a given accuracy
compared to the methods in [6], but did not take advantage of special forms of q. In this paper we assume q takes on
one of the following special forms:
• decaying exponential: q(x) = A exp(−x) for some > 0. The difﬁcult examples are when  ≈ 0;
• power function: q(x) = A/xE for E a positive rational number;
• product of a power and a trigonometric function: q(x) = [A cosx + B sinx]/xE for E a positive integer.
The latter class includes many examples that occur in the study of resonances and gives rise to points of spectral
concentration [4].
In the next section we summarize the theoretical results from [7] that are being utilized in this paper. In Section 3 we
obtain general error bounds for the approximate solutions in terms of the residuals deﬁned by (2.5) below. In Sections
4 and 5 we derive the approximation formulas and recurrence relations for slowly decaying exponential functions, and
power potentials with E a positive integer. In Section 6 we prove that the approximate solutions in the case of power
potentials are asymptotic power series expansions of the exact solution of the terminal value problem (2.1)–(2.2) below.
In Sections 7 and 8 we derive the approximate solutions and recurrence relations for power potentials with E rational,
and products of power potentials with trigonometric functions. In Section 9 some numerical examples for each class
of potential are given, and in Section 10 come clues for possible generalization of the basic method to other classes of
problems are given. Our numerical experience for the cases of slowly decaying exponential functions, power potentials
with positive rational E, and products of power and trigonometric functions is that we retain convergence of FNx to f
for ﬁxed N as x → ∞, but that for ﬁxed x, FNx is divergent as N → ∞; in other words, the behavior is similar to the
case of asymptotic power series for the power potentials when N a positive integer. The main advantage of adapting
the approximate solutions to the given form of potential is that the values of x needed for a given accuracy can be much
smaller than those for the methods in [6,7].
2. Mathematical background
In this section the theory of [7] is reviewed, showing that it is sufﬁciently general to cover the new approximations
obtained for our speciﬁc classes of potentials. First, taking the residual terms to be exactly zero in the ﬁrst order linear
system for P,Q,R we seek functions P(x, ), Q(x, ), and R(x, ) satisfying the differential equations
P ′ = (− q(x))Q,
Q′ = −2P + 2(− q(x))R,
R′ = −Q, (2.1)
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and the terminal conditions at x = ∞,
lim
x→∞P(x) =
√
,
lim
x→∞Q(x) = 0,
lim
x→∞R(x) = 1/
√
. (2.2)
Then we have the following theorem:
Theorem 1. Under the assumptions (1.3) or (1.4) the unique solution P,Q,R of (2.1), (2.2), together with the unique
solution y of the initial value problem (1.1), (1.5) give the following representation of the spectral density function for
the problem (1.1)–(1.2):
f () = 1
[Py(x, )2 + Qy(x, )y′(x, ) + Ry′(x, )2] , (2.3)
where the right-hand side is independent of x ∈ (0,∞).
Proof. The quadratic form
Pu(x, )2 + Qu(x, )u′(x, ) + R(u′(x, ))2
in the denominator of f actually varies with , but is constant in x, for any solution u(x, ) of the Sturm–Liouville
equation. Just differentiate this expression with respect to x and then for P ′, Q′, R′, and u′′, substitute the appropriate
expressions for them from (2.1) and (1.1). The resulting expression will simplify to zero. To see that (2.3) is a spectral
density function for (1.1)–(1.2) corresponding to the normalization of y in (1.5) observe that
f () = 1
[Py(x, )2 + Qy(x, )y′(x, ) + Ry′(x, )2]
= lim
x→∞
1
[Py(x, )2 + Qy(x, )y′(x, ) + Ry′(x, )2]
= lim
x→∞
1
[√y(x, )2 + y′(x, )2/√] , (2.4)
under both sets of assumptions (1.3) and (1.4). 
The error analysis for the types of approximations we consider in this paper is covered by the results in [7] (except
for the case of E = 1 in Section 6, which we discuss below). There we proved (under both assumptions (1.3) or (1.4))
the existence and uniqueness of solutions of the ‘approximate’ ﬁrst order system,
P˜ ′ = (− q(x))Q˜ + P ,
Q˜′ = −2P˜ + 2(− q(x))R˜ + Q,
R˜′ = −Q˜ + R , (2.5)
where P , Q, R are in L1[a,∞), subject to P˜ , Q˜ and R˜ satisfying the terminal conditions (2.2). From [7,
Theorem 2] we have that
F˜x() := 1
[P˜ (x, )y(x, )2 + Q˜(x, )y(x, )y′(x, ) + R˜(x, )y′(x, )2] .
has the error bound
f () − F˜x() = O
(∫ ∞
x
{|P (t)| + |Q(t)| + |R(t)|} dt
)
. (2.6)
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Moreover, if for x sufﬁciently large the derivative of the residual, Q, exists and does not change sign, and Q(x) → 0
as x → ∞, then from [7, Corollary 3] we have
f () − F˜x() = O
(
|Q(x)| +
∫ ∞
x
|P (t, )| + |R(t, )| dt
)
as x → ∞. (2.7)
The approach in this paper is constructive in that we manufacture explicit ‘solutions’ of (2.5) with known residual
terms that arise from the construction. Replace P(x, ) (and Q, and R analogously) with an estimate of the form
PN(x) =
√
+
N∑
j=1
ajj (x), (2.8)
where {aj } will depend on  but not x, and the form of each j is dictated by the form of q. The resulting sums are
substituted into (2.1) and the coefﬁcients chosen to match terms of like functions (details are in the following sections).
Then we put the computed aj ’s into (2.8) and the coefﬁcients PN,QN , and RN into (1.6), which is used for large
enough x as an estimate for the spectral density function f (). For ﬁxed N we cannot achieve equality in (2.1), but
most of the terms on both sides of (2.1) can be chosen to cancel out by choice of the {aj }, so that the residual terms are
explicitly produced and small. In particular, the N th residuals are determined from
PN = P ′N − (− q)QN ,
QN = Q′N + 2PN − 2(− q(x))RN ,
RN = R′N + QN ,
which is what we attempt to make small by the choice of coefﬁcients and expansion functions in (2.8). In fact, for most
of the potentials considered in this paper we will be able to choose the expansion functions in such a way that RN = 0.
All the forms of potentials considered in this paper satisfy the assumption (1.3) except the power potentials with
E1, and the case of E = 1 in the products of power and trigonometric functions. The power functions satisfy (1.4)
for all E ∈ (0, 1]. But, the case
q(x) = A cosx + B sinx
x
(2.9)
is not in L1(a,∞) for any positive a, and also fails to have a derivative in L1(a,∞); hence, existence and uniqueness
of solutions to the terminal value problem (2.5), (2.2) do not follow from Theorem 1 and Corollaries 1 and 2 of [7].
However, since q(x) = (x)p(x) where p(x) is periodic and ′(x) ∈ L1(a,∞), it follows from Brown et al. [4,
Section 2] that the spectral density function has the usual Titchmarsh–Weyl characterization [9]
f () = lim
x→∞
1
[√y(x, )2 + y′(x, )2/√] , (2.10)
where y is normalized by the initial conditions (1.5). The existence and uniqueness of solutions to the terminal value
problem (2.1)–(2.2) under more general assumptions than (1.3) and (1.4) is an object of ongoing research; we expect
the case (2.9) will be covered. Nevertheless, the actual constructive approach of the present paper sufﬁces to prove the
existence of a solution to the terminal value problem (2.5), (2.2) for speciﬁc choices of the residual functions in (2.5);
namely, if the computed residuals from (8.6), (8.8), and (8.11) (forE=1 andN1) are used in (2.5), then the functions
PN , QN and RN in (8.1)–(8.3), which are generated by the construction, necessarily satisfy, over any interval [a,∞),
with a > 0, the terminal value problem (2.5), (2.2). Combining this with the validity of the spectral density function
formula (2.10) for the example (2.9), we have that
lim
x→∞F
N
x () = limx→∞
1
[√y(x, )2 + y′(x, )2/√]
= f (). (2.11)
Consequently, the approximation FNx () of (1.6) converges to the spectral density function for the potential (2.9). More
generally, for any potential for which (i) the characterization (2.10) can be proved, and (ii) the constructive approach
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of the present paper can be carried out to produce a closed form solution to a system of the form (2.5) satisfying (2.2),
the FNx () approximation in (1.6) will converge as x → ∞ to the spectral density function for (1.1)–(1.2).
3. Error bounds for approximate solutions of the terminal value problem
In this section, we establish error bounds for the approximate solutions of the terminal value problem (2.5), (2.2) as
x → ∞ under the assumptions (1.3) and (1.4). These results will enable us to prove that the approximate solutions
obtained for power potentials in Section 5 are in fact asymptotic expansions of the actual solution of the terminal value
problem (2.1)–(2.2).
We will require the following variant of Gronwall’s inequality which we state without proof.
Lemma 1. Suppose that for all xx0 we have
(i) f (x)0, g(x)0, c(x)0,
(ii) c(x) monotone decreasing,
(iii) ∫∞
x
g(t) dt <∞; and
(iv)
f (x)c(x) +
∫ ∞
x
g(t)f (t) dt . (3.1)
Then for xx0,
f (x)c(x) exp
(∫ ∞
x
g(t) dt
)
. (3.2)
The following theorem gives an estimate as x → ∞ for the difference between the unique solution (P,Q,R) of the
terminal value problem (2.1)–(2.2) and the unique approximate solution (P˜ , Q˜, R˜) of (2.5),(2.2).
Theorem 2. Assume q ∈ L1(a,∞) andP ,Q,R ∈ L1[a,∞). Let (P,Q,R) be the unique solution of the terminal
value problem (2.1)–(2.2) and (P˜ , Q˜, R˜) the unique solution of the terminal value problem (2.5), (2.2). Then for the
error function
e(x, ) :=
(
P˜ (x, )
Q˜(x, )
R˜(x, )
)
−
(
P(x, )
Q(x, )
R(x, )
)
(3.3)
we have, as x → ∞, for i = 1, 2, 3, the error bound
ei(x, ) = 0
(∫ ∞
x
(|P (t)| + |Q(t)| + |R(t)|) dt
)
(3.4)
where P , Q, R are the L1 residuals in (2.5).
Proof. It follows from the ﬁrst order systems (2.1) and (2.5) satisﬁed by (P,Q,R) and (P˜ , Q˜, R˜) that e(x, ) satisﬁes
the ﬁrst order system
e′ = (A + qF)e + g, (3.5)
where
A :=
[ 0  0
−2 0 2
0 −1 0
]
, F :=
[0 −1 0
0 0 −2
0 0 0
]
, g :=
[P (x)
Q(x)
R(x)
]
. (3.6)
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Since the terminal values of (P,Q,R) and (P˜ , Q˜, R˜) are both given by (2.2), it follows that e(x, ) has the terminal
values at ∞,
e(∞, ) = lim
x→∞ e(x, ) =
(0
0
0
)
. (3.7)
It follows from Theorem 1 of [7] and its proof that the unique solution e(x, ) of the terminal value problem (3.5), (3.7)
can be represented as the unique solution of the integral equation
e(x) = −
∫ ∞
x
	(x − t)[q(t)Fe(t) + q(t)] dt (3.8)
where, as in [7, Eq. (2.9)]
	(x) = 1
2
[ 1 + cos(2√x) √ sin(2√x) (1 − cos(2√x))
−2 sin(2√x)/√ 2 cos(2√x) 2√ sin(2√x)
(1 − cos(2√x))/ − sin(2√x)/√ 1 + cos(2√x)
]
. (3.9)
is the fundamental solution matrix of the ﬁrst order constant system 	′ =A	 satisfying the initial condition 	(0)= I .
Writing (3.8) componentwise as
ei(x) = −
∫ ∞
x
[	i1(x − t)(g1 − qe2) + 	i2(x − t)(g2 − 2qe3) + 	i3(x − t)g3] dt (3.10)
and bounding the matrix elements 	ij by simple estimates we ﬁnd that for i = 1, 2, 3
|ei(x)|Di()
∫ ∞
x
(|g1(t)| + |g2(t)| + |g3(t)|) dt + Ei()
∫ ∞
x
|q(t)|(|e2(t)| + |e3(t)|) dt , (3.11)
where
D1() = max
{
1,
√

2
, 
}
, D2() = max
{
1,
1√

,
√

}
,
D3() = max
{
1√

,
1
2
√

, 1
}
and
E1() = max{1,
√
}, E2() = max
{
1√

, 2
}
, E3() = 1√

.
It follows that
|e2(x)| + |e3(x)|D()
∫ ∞
x
(|g1(t)| + |g2(t)| + g3(t)|) dt + E()
∫ ∞
x
|q(t)|(|e2(t)| + |e3(t)|) dt (3.12)
with D() = D2() + D3() and E() = E2() + E3(), and by application of Lemma 1
|e2(x)| + |e3(x)|K
∫ ∞
x
(|g1(t)| + |g2(t)| + |g3(t)|) dt , (3.13)
where K = D() exp(E() ∫∞
a
|q| dx). To get the same error bound for |e1(x)| put (3.13) in the second integral in
(3.11) for i = 1. This completes the proof of the error bound (3.4). 
Corollary 1. Let q,P , Q, and QR satisfy the assumptions of Theorem 2. In addition, assume that for sufﬁciently
large b, P , Q, R ∈ C1(b,∞), that P ′, Q′, R′ are of one sign over [b,∞), and P (x), Q(x), R(x) tend to
zero as x → ∞. Then, as x → ∞ we have the sharper error bounds
e2(x, ) = O
(
|P (x)| + |Q(x)| + |R(x)| +
∫ ∞
x
|q(x′)|
∫ ∞
x′
(|P | + |Q| + |R|) dt dx′
)
(3.14)
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and for i = 1, i = 3,
ei(x, ) = O
(
|Q(x)| +
∫ ∞
x
(|P (t)| + |R(t)|) dt +
∫ ∞
x
|q(x′)|
∫ ∞
x′
(|P | + |Q| + |R|) dt dx′
)
. (3.15)
Proof. The proof proceeds by performing integrations by parts in (3.10) to put derivatives on the residual terms of gi ,
then bounding the integrals involving g′i , removing the absolute value signs (by the assumption that g′i is of ﬁxed sign
for large x), and then integrating g′i over [x,∞). The terms involving q in (3.10), on the other hand, are handled by
applying the inequality (3.13). For e2(x) we ﬁnd in this way,
|e2(x)| =
∣∣∣∣−
∫ ∞
x
[	21(x − x′)g1(x′) + 	22(x − x′)g2(x′) + 	23(x − x′)g3(x′)] dx′
+
∫ ∞
x
q(x′)[	21(x − x′)e2(x′) + 2	22(x − x′)e3(x′)] dx
∣∣∣∣

∣∣∣∣− 12g1(x) − 12
∫ ∞
x
cos(2
√
(x − x′))g′1(x′) dx′
∣∣∣∣+
∣∣∣∣− 12√
∫ ∞
x
sin(2
√
(x − x′))g′2(x′) dx′
∣∣∣∣
+
∣∣∣∣ 12g3(x) − 12
∫ ∞
x
cos(2
√
(x − x′))g′3(x′) dx′
∣∣∣∣+ E2()
∫ ∞
x
|q(x′)|(|e2(x′)| + |e3(x′)|) dx′
 1
2
|g1(x)| + 12
∫ ∞
x
|g′1(x′)| dx′ +
1
2
√

∫ ∞
x
|g′2(x′)| dx′ +
1
2
|g3(x)| + 12
∫ ∞
x
|g′3(x′)| dx′
+ KE2()
∫ ∞
x
|q(x′)|
∫ ∞
x′
(|g1(t)| + |g2(t)| + |g3(t)|) dt dx′, (3.16)
where E2() and K are the bounds from (3.11) and (3.13), respectively. The bound (3.14) follows since∫ ∞
x
|g′i (x′)| dx′ =
∣∣∣∣
∫ ∞
x
g′i (x′) dx′
∣∣∣∣= |gi(x)|. (3.17)
Similarly,
|e3(x)| 12
∫ ∞
x
|g1(x′)|dx′+ 1
21.5
∫ ∞
x
|g′1(x′)|dx′+
1
4
|g2(x)|+ 14
∫ ∞
x
|g′2(x′)|dx′ +
1
2
∫ ∞
x
|g3(x′)| dx′
+ 1
4
√

∫ ∞
x
|g′3(x′)| dx′ + KE3()
∫ ∞
x
|q(x′)|
∫ ∞
x′
(|g1(t)| + |g2(t)| + |g3(t)|) dt dx′ (3.18)
and
|e1(x)| 12
∫ ∞
x
|g1(x′)| dx′ + 1
4
√

∫ ∞
x
|g′1(x′)| dx′ +
|g2(x)|
4
+ 1
4
∫ ∞
x
|g′2(x′)| dx′ +

2
∫ ∞
x
|g3(x′)| dx′
+
√

4
∫ ∞
x
|g′3(x′)| dx′ + KE1()
∫ ∞
x
|q(x′)|
∫ ∞
x′
(|g1(t)| + |g2(t)| + |g3(t)|) dt dx′. (3.19)
The bound (3.15) for i = 1 and i = 3 follows from (3.18) and (3.19) using (3.17) and the fact that |gi(x)| =
O(
∫∞
x
|gi(x′)| dx′). 
We now generalize Theorem 2 and Corollary 1 to the case when q satisﬁes the assumptions (1.4). In this case, we
must rely on the change of variables introduced in [7, Eqs. (2.11)–(2.12)] and Corollary 2 of [7]. Letting
s =
∫ x
a
√
− q(x′) dx′ (3.20)
where aa is chosen sufﬁciently large that  − q(t)
> 0 for some positive 
 and all t ∈ [a,∞), and deﬁning
P0(s), Q0(s), R0(s) by
P(x) = (− q(x))1.5P0(s), Q(x) = (− q(x))Q0(s), R(x) = (− q(x))0.5R0(s), (3.21)
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the terminal value problem (2.1)–(2.2) converts to the terminal value problem
d
ds
⎡
⎣ P0Q0
R0
⎤
⎦= [A0 + q0(s)F0]
⎡
⎣ P0Q0
R0
⎤
⎦ , (3.22)
⎛
⎝ P0(∞, )Q0(∞, )
R0(∞, )
⎞
⎠= lim
x→∞
⎛
⎝ P0(x, )Q0(x, )
R0(x, )
⎞
⎠=
⎛
⎜⎜⎝
1

0
1

⎞
⎟⎟⎠ , (3.23)
where
A0 :=
⎡
⎣ 0 1 0−2 0 2
0 −1 0
⎤
⎦ , F0 := diag(1.5, 1, 0.5), (3.24)
and
q0(s) := q ′(x)/(− q(x))1.5. (3.25)
Here q0(s) ∈ L1[0,∞). Similarly, deﬁning P˜0(s), Q˜0(s), R˜0(s) by
P˜ (x) = (− q(x))1.5P˜0(s), Q˜(x) = (− q(x))Q˜0(s), R˜(x) = (− q(x))0.5R˜0(s), (3.26)
the terminal value problem (2.5), (2.2) converts to the terminal value problem
d
ds
⎡
⎣ P˜0Q˜0
R˜0
⎤
⎦= [A0 + q0(s)F0]
⎡
⎣ P˜0Q˜0
R˜0
⎤
⎦+ g0, (3.27)
⎛
⎝ P˜0(∞, )Q˜0(∞, )
R˜0(∞, )
⎞
⎠= lim
s→∞
⎛
⎝ P˜0(s, )Q˜0(s, )
R˜0(s, )
⎞
⎠=
⎛
⎜⎜⎝
1

0
1

⎞
⎟⎟⎠ , (3.28)
where A0, F0, q0 are as above and
g0(s) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
P (x)
(− q(x))2
Q(x)
(− q(x))1.5
R(x)
− q(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (3.29)
It follows, under the assumptions (1.4) and P (x), Q(x), R(x) ∈ L1[a,∞), from Corollary 2 of [7] that the
terminal value problems (3.22)–(3.23), (3.27)–(3.28) have unique solutions for s ∈ [0,∞), and that the corresponding
terminal value problems (2.1)–(2.2) and (2.5), (2.2) have unique solutions for x ∈ [a,∞). The following theorem
and its corollaries give estimates for the difference between (P˜0, Q˜0, R˜0) and (P0,Q0, R0) as s → ∞ and for the
difference between (P,Q,R) and (P˜ , Q˜, R˜) as x → ∞.
Theorem 3. Assume q ′ ∈ L1[a,∞), q ∈ ACloc[a,∞), limx→∞ q(x) = 0, and P (x), Q(x), R(x) ∈ L1[a,∞).
Let (P0,Q0, R0) be the unique solution of the terminal value problem (3.22)–(3.23) and (P˜0, Q˜0, R˜0) the unique
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solution of the terminal value problem (3.27)–(3.28). Then for the error function
e0(s, ) :=
⎛
⎝ P˜0(s, )Q˜0(s, )
R˜0(s, )
⎞
⎠−
⎛
⎝ P0(s, )Q0(s, )
R0(s, )
⎞
⎠ , (3.30)
we have, as s → ∞, for i = 1, 2, 3, the error bound,
e0i (s, ) = O
(∫ ∞
s
(|g01(t)| + |g02(t)| + |g03(t)|) dt
)
. (3.31)
Proof. It follows from the ﬁrst order systems (3.22) and (3.27) satisﬁed by (P0,Q0, R0) and (P˜0, Q˜0, R˜0) that e0(s, )
satisﬁes the ﬁrst order system
e′0(s) = (A0 + q0(s)F0)e0(s) + g0(s), (3.32)
whereA0,F0, q0, g0 are deﬁned in (3.24), (3.25) and (3.29). Since the terminal values of (P0,Q0, R0) and (P˜0, Q˜0, R˜0)
are the same in (3.23) and (3.28), it follows that e0(s, ) has the terminal values at ∞,
e0(∞, ) = lim
s→∞ e0(s, ) =
(0
0
0
)
. (3.33)
It follows from Theorem 1 and Corollary 2 of [7] that the unique solution e0(s, ) of the terminal value problem
(3.32)–(3.33) can be represented as the unique solution of the integral equation
e0(s) =
∫ ∞
s
	˜(s − t)[q0(t)F0e0(t) + g0(t)] dt , (3.34)
where, as in [7, Eq. (2.19)]
	˜(s) = 1
2
⎡
⎢⎣
1 + cos(2s) sin(2s) 1 − cos(2s)
−2 cos(2s) 2 cos(2s) 2 sin(2s)
1 − cos(2s) − sin(2s) 1 + cos(2s)
⎤
⎥⎦ (3.35)
is the fundamental solution matrix of the ﬁrst order constant system 	′ = A0	 satisfying 	(0) = I . Writing (3.34)
componentwise as
e0i (s) = −
∫ ∞
s
[	˜i1(s − t)(g01 + (1.5)q0e01) + 	˜i2(s − t)(g02 + q0e02) + 	˜i3(s − t)(g03 + (0.5)q0e03)] dt ,
(3.36)
and bounding the matrix elements 	˜ij by simple estimates we ﬁnd that for i = 1, 2, 3
|e0i (s)|
∫ ∞
s
(|g01(t)| + |g02(t)| + |g03(t)|) dt + 1.5
∫ ∞
s
|q0(t)|(|e01(t)| + |e02(t)| + |e03(t)|) dt . (3.37)
Adding over i = 1, 3 and applying Lemma 1, we obtain
3∑
i=1
|e0i (s)|K
∫ ∞
s
(|g01(t)| + |g02(t)| + |g03(t)|) dt , (3.38)
where K = 3 exp(4.5 ∫∞0 |q0(s)| ds). This completes the proof of the error bound (3.31). 
Corollary 2. Let q,P , Q, R satisfy the assumptions of Theorem 3. In addition, assume that for sufﬁciently large
b, q, P , Q, R ∈ C1[b,∞), P (x), Q(x), R(x) tend to zero as x → ∞, and that the quantities 2q ′(x)P (x) +
( − q(x))P ′(x), 1.5q ′(x) Q(x) + ( − q(x))1.5Q′(x), and q ′(x)R(x) + ( − q(x))R′(x) are of one sign for
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x ∈ [b,∞). (The latter assumption is equivalent to the assumption that g′0(s) is of one sign in each component for
sufﬁciently large s. It also follows from the assumption that P , Q, R tend to zero as x → ∞, that g0(s) tends to
zero in each component as s → ∞.) Then, as s → ∞ we have the sharper error bounds,
e02(s, ) = O
(
|g01(s)| + |g02(s)| + |g03(s)| +
∫ ∞
s
|q0(s′)|
∫ ∞
s′
(|g01| + |g02| + |g03|) dt ds′
)
(3.39)
and for i = 1, i = 3,
e0i (s) = O
(
|g02(s)| +
∫ ∞
s
(|g01(t)| + |g03(t)|) dt +
∫ ∞
s
|q0(s′)|
∫ ∞
s′
(|g01| + |g02| + |g03|) dt ds′
)
. (3.40)
Proof. The proof proceeds analogously to the proof of Corollary 1. That is, we perform integrations by parts in (3.36)
to put s-derivatives on the residual terms gi0, then bound the integrals involving g′i0, then remove the absolute value
signs (by the assumption that g′0i is of ﬁxed sign for large s), and then integrate g′0i over [s,∞).
For e02(s) we ﬁnd in this way
|e02(s)| =
∣∣∣∣−
∫ ∞
s
[	˜21(s − s′)g01(s′) + 	˜22(s − s′)g02(s′) + 	˜23(s − s′)g03(s′)] ds′
∣∣∣∣

∣∣∣∣12g01(s) + 12
∫ ∞
s
cos(2(s − s′))g′01(s′) ds′
∣∣∣∣+
∣∣∣∣12
∫ ∞
s
sin(2(s − s′))g′02(s′) ds′
∣∣∣∣
+
∣∣∣∣−12g03(s) − 12
∫ ∞
s
cos(2(s − s′))g′03(s′) ds′
∣∣∣∣+ 1.5
∫ ∞
s
|q0(s′)| ·
( 3∑
i=1
|e0i (s′)|
)
ds′
 1
2
|g01(s)| + 12
∫ ∞
s
|g′01(s′)| ds′ +
1
2
∫ ∞
s
|g′02(s′)| ds′ +
1
2
|g03(s)| + 12
∫ ∞
s
|g′03(s′)| ds′
+ 1.5K
∫ ∞
s
|q0(s′)|
∫ ∞
s′
3∑
i=1
|g0i | dt ds′ (3.41)
where K is the bound from (3.38). The bound (3.39) follows since∫ ∞
s
|g′0i (s′)| ds′ =
∣∣∣∣
∫ ∞
s
g′0i (s′) ds′
∣∣∣∣= |g0i (s)|, (3.42)
by the assumption that g′0i is of ﬁxed sign for large s.
Similarly,
|e01(s)| 12
∫ ∞
s
|g01(s′)| ds′ + 14
∫ ∞
s
|g′01(s′)| ds′ +
1
4
|g02(s)| + 14
∫ ∞
s
|g′02(s′)| ds′
+ 1
2
∫ ∞
s
|g03(s′)| ds′ + 14
∫ ∞
s
|g′03(s′)| ds′ + (1.5)K
∫ ∞
s
|q0(s′)|
∫ ∞
s′
( 3∑
i=1
|g0i |
)
dt ds′, (3.43)
and
|e03(s)| 12
∫ ∞
s
|g01(s′)| ds′ + 14
∫ ∞
s
|g′01(s′)| ds′ +
1
4
|g02(s)| + 14
∫ ∞
s
|g′02(s′)| ds′
+ 1
2
∫ ∞
s
|g03(s′)| ds′ + 14
∫ ∞
s
|g′03(s′)| ds′ + 1.5K
∫ ∞
s
|q0(s′)|
∫ ∞
s′
( 3∑
i=1
|g0i |
)
dt ds′. (3.44)
The bound (3.40) for i = 1 and i = 3 follows from (3.43) and (3.44) using (3.42) and the fact that |g0i (s)| =
O(
∫∞
s
|g0i (s′)| ds′). 
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Corollary 3. Under the assumptions of Theorem 3, the error function
e(x, ) :=
(
P˜ (x, )
Q˜(x, )
R˜(x, )
)
−
(
P(x, )
Q(x, )
R(x, )
)
(3.45)
satisﬁes, as x → ∞, for i = 1, 2, 3,
ei(x, ) = O
(∫ ∞
x
(|P (t)| + |Q(t)| + |R(t)|) dt
)
. (3.46)
Proof. From (3.21) and (3.26), we have
e(x, ) =
(
(− q(x))3/2
(− q(x))
(− q(x))1/2
)
e0(s, ). (3.47)
For the integral in (3.31), we have
∫ ∞
s
3∑
i=1
|g0i (t)| dt =
∫ ∞
x
[
|P (x′)|
|− q(x′)|1.5 +
|Q(x′)|
|− q(x′)| +
|R(x′)|
|− q(x′)|0.5
]
dx′, (3.48)
so (3.46) follows from (3.47) using q(x) → 0. 
Corollary 4. Under the assumptions of Corollary 2, we have
e2(x, ) = O
(
|P (x)| + |Q(x)| + |R(x)| +
∫ ∞
x
|q ′(x′)|
∫ ∞
x′
(|P | + |Q| + |R|) dt dx′
)
, (3.49)
and for i = 1, i = 3,
ei(x, )=O
(
|Q(x)|+
∫ ∞
x
(|P (t)|+|R(t)|)dt+
∫ ∞
x
|q ′(x′)|
∫ ∞
x′
(|P |+|Q|+|R|)dt dx′
)
. (3.50)
Proof. It follows from (3.47), (3.39), (3.29), and (3.48) that
e2(x, ) = O(|e2(s, )|)
= O
(
|P (x)| + |Q(x)| + |R(x)| +
∫ ∞
x
∣∣∣∣ q ′(x′)− q(x′)
∣∣∣∣
∫ ∞
x′
(|P | + |Q| + |R|) dt dx′
)
,
and (3.49) follows from this. The bound in (3.50) follows similarly from (3.40). 
4. Formulas for slowly decaying exponential functions
In this section we assume q(x) = A exp(−x) for some > 0, and use expansions of the form
PN(x) =
√
+
N∑
j=1
aj exp(−jx), (4.1)
QN(x) =
N∑
j=1
bj exp(−jx), (4.2)
RN(x) = 1√

+
N∑
j=1
cj exp(−jx). (4.3)
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To determine the coefﬁcients, we analyze the three residuals beginning with the simplest equation
RN = R′N + QN =
N∑
j=1
[−jcj + bj ] exp(−jx).
If we deﬁne for j = 1, 2, . . . , N
jcj = bj ,
then RN = 0. Next
PN = P ′N − (− q)QN
= −
N∑
j=1
jaj exp(−jx) − [− A exp(−x)]
N∑
j=1
bj exp(−jx)
=
N∑
j=1
[−jaj − bj + Abj−1] exp(−jx) + AbN exp(−(N + 1)x).
Consequently, if we require (with the convention that b0 = 0) for j = 1, 2, . . . , N
jaj = −bj + Abj−1
then
PN = AbN exp(−(N + 1)x). (4.4)
The more difﬁcult recurrence is from QN = Q′N + 2PN − 2(− q)RN for which
QN = −
N∑
j=1
jbj exp(−jx) + 2
⎡
⎣√+ N∑
j=1
aj exp(−jx)
⎤
⎦− 2(− q)
⎡
⎣1/√+ N∑
j=1
cj exp(−jx)
⎤
⎦
=
N∑
j=1
[−jbj + 2aj − 2cj ] exp(−jx) + 2q/
√
+ 2A
N∑
j=1
cj exp(−(j + 1)x)
=
N∑
j=1
[−jbj + 2aj − 2cj + 2Acj−1 + 2Aj1/
√
] exp(−jx) + 2AcN exp(−(N + 1)x).
Here j1 refers to the Kronecker- function. Hence, by requiring for j = 1, 2, . . . , N
jbj = 2aj − 2cj + 2Acj−1 + 2Aj1/
√

we have
QN = 2AcN exp(−(N + 1)x). (4.5)
After a little algebra, it follows that
b1 = 2A√
(2 + 4) , a1 =
−2A√
2 + 4 , c1 =
2A√
(2 + 4) , (4.6)
and for j2
bj = [(4j − 2)Abj−1/(j − 1)]/(j22 + 4),
cj = bj /(j),
aj = Abj−1/(j) − cj .
162 C. Fulton et al. / Journal of Computational and Applied Mathematics 212 (2008) 150–178
The residual (4.5) and its derivative has constant sign over all x, so (2.7) implies that the resulting approximation for
the spectral density function will have an error that is O(exp(−(N + 1)x)).
While this class of problems can also be handled by the methods of [7], it serves as a simple introduction to the
techniques of this paper.
5. Formulas for power functions with integral powers
In this section assume
q(x) = A/xE
for E a positive integer. While this is a special case of the positive rational E treated in the next section, the integer
case occurs often and its derivation is straightforward. We seek approximations for P , Q, and R that have the form
PN(x) =
√
+
N∑
j=1
aj
xE+j−1
, (5.1)
QN(x) =
N∑
j=1
bj
xE+j
, (5.2)
RN(x) = 1√

+
N∑
j=1
cj
xE+j−1
. (5.3)
We start with the simplest residual for which
RN = QN + R′N =
N∑
j=1
[bj − (E + j − 1)cj ]/xE+j = 0,
if we require
bj = (E + j − 1)cj for j = 1, 2, . . . , N . (5.4)
The remaining two residuals contain sums with q factors, e.g., in PN
qQN = (A/xE)
N∑
j=1
bj /x
E+j
=
N∑
j=1
Abj/x
2E+j
=
E+N∑
j=E+1
Abj−E/xE+j .
Similarly, in QN
2qRN = 2A/(
√
xE) +
E+N∑
j=E+1
2Acj−E/xE+j−1.
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Hence,
PN = P ′N − QN + qQN
=
N∑
j=1
[−(E + j − 1)aj − bj ]/xE+j +
E+N∑
j=E+1
Abj−E/xE+j
=
⎧⎨
⎩
E∑
j=1
[−(E + j − 1)aj − bj ]/xE+j +
N∑
j=E+1
[−(E + j − 1)aj − bj + Abj−E]/xE+j
⎫⎬
⎭
+
N+E∑
j=N+1
Abj−E/xE+j .
We will require the quantity in braces to vanish, which leaves
PN =
N+E∑
j=N+1
Abj−E/xE+j = O(1/xE+N+1). (5.5)
If we adopt the convention that terms with nonpositive subscripts are zero, then the quantity in braces vanishes if and
only if
−(E + j − 1)aj − bj + Abj−E = 0 for j = 1, 2, . . . , N . (5.6)
Finally,
QN = Q′N + 2PN − 2RN + 2qRN
=
N∑
j=1
[−(E + j)bj ]/xE+j+1 +
N∑
j=1
[2aj − 2cj ]/xE+j−1 +
E+N∑
j=E+1
2Acj−E/xE+j−1 + 2A/(
√
xE)
=
⎧⎨
⎩
N∑
j=1
[−(E + j − 2)bj−2 + 2aj − 2cj + 2Aj1/
√
+ 2Acj−E]/xE+j−1
⎫⎬
⎭
+
N+E∑
j=N+1
2Acj−E/xE+j−1 − (E + N − 1)bN−1/xE+N − (E + N)bN/xE+N+1.
Again we will choose the coefﬁcients so that the quantity in braces vanishes, leaving
QN = [2AcN+1−E − (E + N − 1)bN−1]/xN+E + O(1/xE+N+1). (5.7)
Note that for x sufﬁciently large the Q-residual and its derivative has ﬁxed sign, so (2.7) implies the resulting ap-
proximation to the spectral density function will have error O(1/xN+E), assuming that the coefﬁcients can be chosen
appropriately. For the QN case we need to have
−(E + j − 2)bj−2 + 2aj − 2cj + 2Acj−E + 2Aj1/
√
= 0 for j = 1, 2, . . . , N . (5.8)
For the j = 1 case, we have from (5.4), (5.6), and (5.8) that b1 =Ec1, −Ea1 − b1 = 0, and 2a1 − 2c1 + 2A/
√
= 0,
respectively. These imply
a1 = −0.5A/
√
, c1 = 0.5A/1.5, b1 = 0.5EA/1.5. (5.9)
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For j = 2, 3, . . . , N the remaining equations can be written as
aj + cj = Abj−E/(E + j − 1),
aj − cj = 0.5(E + j − 2)bj−2 − Acj−E ,
bj = (E + j − 1)cj . (5.10)
If the right-hand sides of the ﬁrst two equations are denoted by t1 and t2, respectively, then we have
aj = 0.5(t1 + t2),
cj = 0.5(t1 − t2)/ (5.11)
along with (5.10) for an algorithm.
As a curiosity, we observe that when E is even, the equations for the variables with the even subscripts decouple
from those with odd subscripts and the even ones are homogeneous; consequently,
when E is even aj = bj = cj = 0 for all even j .
This says that for E even, P2k−1(x) = P2k(x), Q2k−1(x) = Q2k(x), and R2k−1(x) = R2k(x).
6. Approximate solutions as asymptotic power series expansions in the case of power potentials with integral
power
In the case of q(x) = A/xE , when E is a positive integer, the ﬁrst order system (2.1) has the form
w =
(
A0 + 1
xE
AE
)
w, w = (P,Q,R)T (6.1)
where A0 is given by (3.6) and
AE =
(0 −A 0
0 0 −2A
0 0 0
)
.
The system (6.1) ﬁts into the theory of linear systems with singularities of second kind at ∞ [5, Chapter 5].
In this section, we show that the (inﬁnite) power series in (5.1)–(5.3) are asymptotic power series expansions of the
exact solutions (P (x, ),Q(x, ), R(x, )) of the terminal value problem (2.1)–(2.2). First we state the deﬁnition and
some basic properties of asymptotic power series [1, p. 11; 5, p. 148].
Deﬁnition 1. An inﬁnite series
∑∞
j=0 aj /xj is an asymptotic power series expansion of a function f (x) as x → ∞ if
and only if for all N = 1, 2, 3, . . .
lim
x→∞ x
N
⎛
⎝f (x) − N∑
j=0
gj/x
j
⎞
⎠= 0. (6.2)
It follows from (6.2) that for all N1, the constants aN are deﬁned recursively in terms of f by
aN = lim
x→∞ x
N
⎛
⎝f (x) − N−1∑
j=0
aj /x
j
⎞
⎠ , (6.3)
and that
f (x) −
N∑
j=0
aj /x
j = O(1/xN+1), (6.4)
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as x → ∞. The statements (6.2) and (6.4) are therefore equivalent. The series itself may be either convergent or
divergent for ﬁxed x. When (6.2) or (6.4) holds for all N = 1, 2, 3, . . ., we indicate that the series is an asymptotic
power series expansion of f by writing
f (x) ∼
∞∑
j=0
aj /x
j
. (6.5)
We now prove that the approximate solutions obtained in Section 5 are asymptotic power series of the exact solution
(P,Q,R) of the terminal value problem.
Theorem 4. Let {aj , bj , cj }, j=1, 2, 3, . . ., be the inﬁnite sequences of constants determined by the recursion formulas
(5.9)–(5.11). Let (P (x, ),Q(x, ), R(x, )) be the solution of the terminal value problem (6.1), (2.2) on some interval
[a,∞) where a is sufﬁciently large that the residuals PN and QN are given in [a,∞) by (5.5) and (5.7). Then we
have the asymptotic power series expansions
P(x, ) ∼ √+
∞∑
j=1
aj
xE+j−1
, (6.6)
Q(x, ) ∼
∞∑
j=1
bj
xE+j
, (6.7)
R(x, ) ∼ 1√

+
∞∑
j=1
cj
xE+j−1
. (6.8)
Since the system (6.1) has a singularity of second kind at∞ (irregular singularity) these series expansions are divergent
series for ﬁxed x ∈ [a,∞), cf. [5, Chapter 5].
Proof. Making use of the truncated series deﬁned in (5.1)–(5.3), it sufﬁces to prove the relation (6.4), that is,
PN(x, ) − P(x, ) = O(1/xE+N), (6.9)
QN(x, ) − Q(x, ) = O(1/xE+N+1), (6.10)
RN(x, ) − R(x, ) = O(1/xE+N). (6.11)
There are two cases, E2 and E = 1, according as q ∈ L1[a,∞) or q ′ ∈ L1[a,∞). Here PN , QN , RN are the
approximate solutions P˜ , Q˜, R˜ in (2.5) and the residuals PN , QN , and RN =0 obtained in Section 5 are the residuals in
(2.5). For the caseE2, we apply Corollary 1 of Section 3 which gives bounds for the above errors in the approximate
solutions. We have from (5.5) and (5.7) that
|QN(x)| +
∫ ∞
x
(|PN | + |RN |) dt = O(1/xE+N)
and ∫ ∞
x
∣∣∣∣ Ax ′E
∣∣∣∣
∫ ∞
x′
(|PN | + |QN | + RN |) dt dx′ = O(1/x2E+N−2) = O(1/xE+N).
The bounds (6.9) and (6.11) for E2 therefore follow from (3.15) of Corollary 1.
For the case E = 1, we apply Corollary 4 of Section 3. This gives
|QN(x)| +
∫ ∞
x
(|PN | + |RN |) dt = O(1/xN+1)
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and ∫ ∞
x
∣∣∣∣ Ax ′2
∣∣∣∣
∫ ∞
x′
(|PN | + |QN | + |RN |) dt dx′ = O(1/xN+1).
The bounds (6.9) and (6.11) for E = 1 therefore follow from (3.50) of Corollary 4.
For (6.10) the residuals in (5.5) and (5.7) are not strong enough to yield the required error bound by applying
Corollaries 1 and 4. To overcome this difﬁculty, we need to increase the order of magnitude of the residual Q by
one power on 1/x, without changing the recursion formula (5.10) deﬁning bj . To this end, we consider instead of
(5.1)–(5.3), the truncated series
PN(x) =
√
+
N∑
j=1
aj
xE+j−1
, (6.12)
QN−1(x) =
N−1∑
j=1
bj
xE+j
, (6.13)
and
RN(x) = 1√

+
N∑
j=1
cj
xE+j−1
. (6.14)
Now there are 3N − 1 constants to ﬁx instead of 3N , since bN is not included in (6.13). The required approximation
in (6.4) now takes the form
QN−1(x, ) − Q(x, ) = O(1/xE+N), (6.15)
which is equivalent to (6.10) provided the recursions used to deﬁne b1, . . . , bN−1 are the same as in (5.9)–(5.11). We
will accomplish this by leaving the deﬁnitions of a1, . . . , aN−1 and c1, . . . , cN−1 the same as before, but changing the
deﬁnitions of aN and cN . For the residuals we observe that
RN = QN−1 + R′N = 0
if we require
bj = (E + j − 1)cj , 1jN − 1 and cN = 0. (6.16)
Similarly,
PN = P ′N − QN−1 + qQN−1
=
E+N−1∑
j=N
Abj−E/xE+j − (E + N − 1)aN/xE+N , (6.17)
if we require the N − 1 equations
−(E + j − 1)aj − bj + Abj−E = 0, 1jN − 1, (6.18)
and
QN−1 = Q′N−1 + 2PN − 2RN + 2qRN
= − (E + N − 1)bN−1/xE+N +
E+N∑
j=N+1
2Acj−E/xE+j−1, (6.19)
if we require the N equations,
(E + j − 2)bj−2 + 2(aj − cj ) + 2Aji/
√
+ 2Acj−E = 0, 1jN . (6.20)
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The solution of (6.16), (6.18) and (6.20) for 1jN − 1 gives (5.9) and (5.10) for 1jN − 1 as before.
Hence b1, . . . , bN−1 receive the same deﬁnitions as with the approximate solutions of (5.1)–(5.3). The two remaining
equations from (6.16) and (6.20) are
cN = 0 and aN = 0.5(E + N − 2)bN−2 + cN + AcN−E . (6.21)
These two coefﬁcients are the only ones that have different deﬁnitions than in the case when the truncated series
(5.1)–(5.3) are used.We now apply Corollaries 1 and 4 to prove the required error bound (6.15) for all N = 2, 3, 4, . . ..
This also proves (6.10) since there is no change to the recursions which deﬁne bj . For the caseE2, we apply Corollary
1 using the residuals in (6.17) and (6.19). This gives
|PN(x)| + |QN−1(x) + |RN(x)| = O(1/xE+N),
and ∫ ∞
x
∣∣∣∣ Ax ′E
∣∣∣∣
∫ ∞
x′
(|PN | + |QN−1| + |RN |) dt dx′ = O(1/x2E+N−2) = O(1/xE+N).
The bound (6.15) for E2 therefore follows from (3.14) of Corollary 1. For the case E = 1, we ﬁnd similarly from
(6.17) and (6.19) that
|PN(x)| + |QN−1(x)| + |RN(x)| = O(1/xN+1),
and ∫ ∞
x
∣∣∣∣ Ax ′2
∣∣∣∣
∫ ∞
x′
(|PN | + |QN−1| + |RN |) dt dx′ = O(1/xN+1).
The bound (6.15) for E = 1 therefore follows from (3.49) of Corollary 4. This completes the proof of (6.6)–(6.8). 
7. Formulas for power functions with rational powers
In this section assume
q(x) = A/xE
for E = m/n with m and n positive integers. The formulas of Section 5 are a special case having n = 1. Since the
analytical steps are similar to the integer case we just sketch the process here. We use the expansions
PN(x) =
√
+
N∑
j=1
aj
x(m+j−1)/n
, (7.1)
QN(x) =
N∑
j=1
bj
x(m+n+j−1)/n
, (7.2)
RN(x) = 1/
√
+
N∑
j=1
cj
x(m+j−1)/n
. (7.3)
As usual, the third residual is simplest yielding
RN = R′N + QN =
N∑
j=1
[−(m + j − 1)cj /n + bj ]/x(m+n+j−1)/n = 0,
if we require
bj = (m + j − 1)cj /n, 1jN . (7.4)
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Next, note that for this potential
q(x)QN(x) =
N∑
j=1
Abj/x
(2m+j+n−1)/n;
consequently,
PN = P ′N − QN + qQN
=
⎧⎨
⎩
N∑
j=1
[−(m + j − 1)aj /n − bj + Abj−m]/x(m+j+n−1)/n
⎫⎬
⎭+
N∑
j=N−m+1
Abj/x
(2m+j+n−1)/n
.
If we force the terms in braces to vanish, i.e.,
(m + j − 1)aj /n + bj = Abj−m, m + 1jN , (7.5)
the residual satisﬁes
PN = O(1/x(N+m+n)/n). (7.6)
As usual, we assume a subscripted quantity is zero if its index is out of range. Similarly,
QN = Q′N + 2PN − 2RN + 2qRN
=
N∑
j=1
[−(m + j − n − 1)bj−2n/n + 2aj − 2cj + 2Aj1/
√
+ 2Acj−m]/x(m+j−1)/n + O(1/x(N+m)/n).
Requiring
aj − cj = t2, 1jN , (7.7)
with
t2 := (m + j − n − 1)bj−2n/(2n) − Acj−m − Aj1/
√

the residual is
QN = O(1/x(N+m)/n). (7.8)
This dominates the error as x → ∞.
Solving (7.4), (7.5) and (7.7) is straightforward. With
t1 := nAbj−m/(m + j − 1)
we have
aj = 0.5(t1 + t2),
cj = 0.5(t1 − t2)/,
bj = (m + j − 1)cj /n.
Note that for sufﬁciently large x, the Q-residual and its derivative has ﬁxed sign, so (2.7) implies the resulting approx-
imation to the spectral density function will have error O(1/x(N+m)/n).
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We end this section by observing that when E is a positive irrational number, then for expansion functions it sufﬁces
to write
PN(x) =
∑
j
∑
k
ajk
x2j+kE
,
QN(x) =
∑
j
∑
k
bjk
x2j+1+kE
,
RN(x) =
∑
j
∑
k
cjk
x2j+kE
.
The double indexing complicates the description of the residuals and the convergence rates, but the analytical steps to
be carried out follow those of the rational or integer cases.
8. Formulas for products of power and trig functions
In this section assume E is a positive integer, and the potential q is given by
q(x) = [A cosx + B sinx]/xE .
In this case we write for NE
PN(x) =
√
+
N∑
j=1
Fj (x)
xE+j−1
, (8.1)
QN(x) =
N∑
j=1
Gj(x)
xE+j−1
, (8.2)
RN(x) = 1√

+
N∑
j=1
Hj(x)
xE+j−1
. (8.3)
For j1 the form of each Fj is
Fj = a1j0 +
j∑
k=1
[a1jk cos kx + a2jk sin kx]. (8.4)
The function Gj is deﬁned analogously with coefﬁcients b1jk and b
2
jk; likewise for Hj but it is written in terms of c
1
jk
and c2jk .
Note
P ′N =
N∑
j=1
[F ′j /xE+j−1 − (E + j − 1)Fj /xE+j ]
=
N∑
j=1
[F ′j − (E + j − 2)Fj−1]/xE+j−1 − (E + N − 1)FN/xN+E . (8.5)
We have adopted the following conventions concerning the subscripts
F0 = G0 = H0 = 0,
a1jk = a2jk = b1jk = b2jk = c1jk = c2jk = 0 when j < 1, k > j, or k < 0,
a2j0 = b2j0 = c2j0 = 0.
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Now
RN = R′N + QN
=
⎧⎨
⎩
N∑
j=1
[H ′j − (E + j − 2)Hj−1 + Gj ]/xE+j−1
⎫⎬
⎭− (E + N − 1)HN/xN+E , (8.6)
and the quantity in braces can be made to vanish as long as
H ′j = (E + j − 2)Hj−1 − Gj, j = 1, 2, . . . , N . (8.7)
The residual can be made identically zero if we extend the deﬁnition of (8.2) to N + 1 terms, but, as we shall see, the
order of the overall error would not be improved. Similarly, we have
PN = P ′N − QN + qQN
=
⎧⎨
⎩
N∑
j=1
[F ′j − (E + j − 2)Fj−1 − Gj + (A cosx + B sinx)Gj−E]/x2E+j−1
⎫⎬
⎭
− (E + N − 1)FN/xN+E + (A cosx + B sinx)
N+E∑
j=N+1
Gj−E/x2E+j−1.
As usual, we require the coefﬁcients to be chosen to make the quantity in braces to vanish, which leaves
PN = [−(E + N − 1)HN + (A cosx + B sinx)GN−E+1]/xN+E + O(x−(N+E+1)). (8.8)
The coefﬁcients must satisfy
F ′j = (E + j − 2)Fj−1 + Gj − (A cosx + B sinx)Gj−E (8.9)
for j = 1, 2, . . . , N . For the ﬁnal residual
QN = Q′N + 2PN − 2RN + 2qRN
=
⎧⎨
⎩
N∑
j=1
[G′j − (E + j − 2)Gj−1 + 2Fj − 2Hj + 2(A cosx + B sinx)(j1/
√

+ Hj−E)]/xE+j−1
⎫⎬
⎭− (E + N − 1)GN/xN+E + 2(A cosx + B sinx)
N∑
j=N−E+1
Hj/x
2E+j−1
.
If we require
G′j = (E + j − 2)Gj−1 − 2Fj + 2Hj − 2(A cosx + B sinx)[Hj−E + j1/
√
] (8.10)
for j = 1, 2, . . . , N then
QN = [−(E + N − 1)GN + 2(A cosx + B sinx)HN+1−E]/xN+E + O(x−(N+E+1)). (8.11)
From the form (8.4) we have
F ′j =
j∑
k=1
[−ka1jk sin kx + ka2jk cos kx] (8.12)
with analogous equations for G′j and H ′j . The terms in P ′N and Q′N involving the potential q must be reduced to
combinations of terms involving just cos kx and sin kx. Since a product of the same structure arises for both
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the P ′N and Q′N equations (and again for some of the potentials mentioned at the end of Section 10), we formalize its
analysis here.
Lemma 2. For any positive integer J , if we set d1−1 = d2−1 = d20 = d1J+1 = d2J+1 = d1J+2 = d2J+2 = 0 then
(A cosx + B sinx)
[
d10 +
J∑
k=1
(d1k cos kx + d2k sin kx)
]
= s10 +
J+1∑
k=1
[s1k cos kx + s2k sin kx],
where for k = 0, 1, . . . , J + 1
s1k = 0.5[Ad1k−1 − Bd2k−1 + Ad1k+1 + Bd2k+1 + k1(Ad10 + Bd20)]
and
s2k = 0.5[Ad2k−1 + Bd1k−1 + Ad2k+1 − Bd1k+1 − k1(Ad20 − Bd10)].
Proof. The product becomes
d10 (A cosx + B sinx) +
J∑
k=1
[Ad1k cosx cos kx + Ad2k cosx sin kx + Bd1k sinx cos kx
+ Bd2k sinx sin kx]
= d10 (A cosx + B sinx) + 0.5
J∑
k=1
{Ad1k[cos(k + 1)x + cos(k − 1)x]
+ Ad2k[sin(k + 1)x + sin(k − 1)x] + Bd1k[sin(k + 1)x − sin(k − 1)x]
+ Bd2k[cos(k − 1)x − cos(k + 1)x]}
= 0.5[Ad11 + Bd21] + [Ad10 + 0.5Ad12 + 0.5Bd22] cosx + [Bd10 + 0.5Ad22 − 0.5Bd12] sinx
+ 0.5
J+1∑
k=2
{[Ad1k−1 − Bd2k−1 + Ad1k+1 + Bd2k+1] cos kx + [Ad2k−1 + Bd1k−1 + Ad2k+1 − Bd1k+1] sin kx}
= 0.5(Ad10 + Bd20) cosx − 0.5(Ad20 − Bd10) sinx + 0.5
J+1∑
k=0
{[Ad1k−1 − Bd2k−1 + Ad1k+1 + Bd2k+1] cos kx
+ [Ad2k−1 + Bd1k−1 + Ad2k+1 − Bd1k+1] sin kx}. 
For the P ′N equation we apply Lemma 2 by replacing J with j − E, d with bj−E , and s with rj to get
(A cosx + B sinx)Gj−E = r1j0 +
j−E+1∑
k=1
[r1jk cos kx + r2jk sin kx]
with
r1jk = 0.5[Ab1j−E,k−1 − Bb2j−E,k−1 + Ab1j−E,k+1 + Bb2j−E,k+1 + k1(Ab1j−E,0 + Bb2j−E,0)]
for 0kj − E + 1, and
r2jk = 0.5[Ab2j−E,k−1 + Bb1j−E,k−1 + Ab2j−E,k+1 − Bb1j−E,k+1 − k1(Ab2j−E,0 − Bb1j−E,0)]
for 1kj − E + 1. For completeness, we set r1jk = r2jk = 0 for any remaining values of k.
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Nowwe can solve for the unknown coefﬁcients. In (8.7) we substitute the analogue of (8.12) forH ′j and the analogues
of (8.4) for Hj−1 and Gj to get
j∑
k=1
[−kc1jk sin kx + kc2jk cos kx]
= (E + j − 2)
⎧⎨
⎩
j−1∑
k=0
[c1j−1,k cos kx + c2j−1,k sin kx]
⎫⎬
⎭−
j∑
k=0
[b1jk cos kx + b2jk sin kx],
which implies (by equating coefﬁcients of linearly independent functions)
kc2jk = (E + j − 2)c1j−1,k − b1jk, 0kj , (8.13)
− kc1jk = (E + j − 2)c2j−1,k − b2jk, 1kj . (8.14)
A similar analysis of the F ′j equation (8.9) leads to
ka2jk = (E + j − 2)a1j−1,k + b1jk − r1jk, 0kj , (8.15)
− ka1jk = (E + j − 2)a2j−1,k + b2jk − r2jk, 1kj , (8.16)
and from the G′j equation (8.10)
kb2jk = (E + j − 2)b1j−1,k − 2a1jk + 2c1jk − 2Aj1k1/
√
− r3jk, 0kj , (8.17)
−kb1jk = (E + j − 2)b2j−1,k − 2a2jk + 2c2jk − 2Bj1k1/
√
− r4jk, 1kj , (8.18)
where in Lemma 2 we replace J , d , and s by j − E, 2cj−E , and rj , respectively (and relabel the superscripts on r).
Hence,
r3jk = Ac1j−E,k−1 − Bc2j−E,k−1 + Ac1j−E,k+1 + Bc2j−E,k+1 + k1(Ac1j−E,0 + Bc2j−E,0)
for 0kj − E + 1, and
r4jk = Ac2j−E,k−1 + Bc1j−E,k−1 + Ac2j−E,k+1 − Bc1j−E,k+1 − k1(Ac2j−E,0 − Bc1j−E,0)
for 1kj − E + 1. Again, to simplify later expressions, we set r3jk = r4jk = 0 for any remaining k values.
For ﬁxed j and k the above equations split into a pair of uncoupled three by three linear systems. The ﬁrst with
unknowns {a1jk, b2jk, c1jk} comes from (8.16), (8.17), and (8.14). The second has unknowns {a2jk, b1jk, c2jk} and is from
(8.15), (8.18), and (8.13). The solution is straightforward. For the ﬁrst block, set
t1 = − (E + j − 2)a2j−1,k + r2jk
= − (E + j − 2)a2j−1,k + 0.5[Ab2j−E,k−1 + Bb1j−E,k−1
+ Ab2j−E,k+1 − Bb1j−E,k+1 − k1(Ab2j−E,0 − Bb1j−E,0)],
t2 = (E + j − 2)b1j−1,k − 2Aj1k1/
√
− r3jk
= (E + j − 2)b1j−1,k − 2Aj1k1/
√
− [Ac1j−E,k−1 − Bc2j−E,k−1 + Ac1j−E,k+1
+ Bc2j−E,k+1 + k1(Ac1j−E,0 + Bc2j−E,0)],
t3 = (E + j − 2)c2j−1,k . (8.19)
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Then the equations can be written as
ka1jk + b2jk = t1,
2a1jk + kb2jk − 2c1jk = t2,
b2jk − kc1jk = t3, (8.20)
whose solution (for k > 0) is
b2jk = (−2t1 + kt2 − 2t3)/(k22 − 4),
a1jk = (t1 − b2jk)/(k),
c1jk = (b2jk − t3)/(k). (8.21)
Similarly, with
t4 = − (E + j − 2)a1j−1,k + r1jk
= − (E + j − 2)a1j−1,k + 0.5[Ab1j−E,k−1 − Bb2j−E,k−1 + Ab1j−E,k+1
+ Bb2j−E,k+1 + k1(Ab1j−E,0 + Bb2j−E,0)],
t5 = (E + j − 2)b2j−1,k − 2Bj1k1/
√
− r4jk
= (E + j − 2)b2j−1,k − 2Bj1k1/
√
− [Ac2j−E,k−1 + Bc1j−E,k−1 + Ac2j−E,k+1
− Bc1j−E,k+1 − k1(Ac2j−E,0 − Bc1j−E,0)],
t6 = (E + j − 2)c1j−1,k , (8.22)
the second system can be written
− ka2jk + b1jk = t4,
2a2jk − kb1jk − 2c2jk = t5,
b1jk + kc2jk = t6. (8.23)
The coefﬁcient matrix is identical to the one above except for a change of sign on. The system has solution (for k > 0)
b1jk = (−2t4 − kt5 − 2t6)/(k22 − 4),
a2jk = (−t4 + b1jk)/(k),
c2jk = (−b1jk + t6)/(k). (8.24)
Clearly the kth step of the process breaks down whenever  = k22/4 for the current k. The determinant of the
coefﬁcient matrices for either of these two systems vanishes when  = k22/4. Our choice of expansion functions in
(8.4) evidently imposes the restriction that  
= k22/4 for every 1kN .
For k = 0 we have, from (8.13), (8.15), and (8.17),
b1j0 = (E + j − 2)c1j−1,0,
− b1j0 = (E + j − 2)a1j−1,0 − r1j0,
2a1j0 − 2c1j0 = (E + j − 2)b1j−1,0 − r3j0.
174 C. Fulton et al. / Journal of Computational and Applied Mathematics 212 (2008) 150–178
This linear system of equations for a1j0, b
1
j0, and c
1
j0 is clearly singular. However, from the ﬁrst equation using the
subscript convention it immediately follows that b11,0 = 0; the ﬁrst two equations imply the consistency condition
a1j−1,0 + c1j−1,0 = r1j0/(E + j − 2)
for each 1<jN ; equivalently,
a1j0 + c1j0 = r1j+1,0/(E + j − 1)
for 1j <N . These sufﬁce for the existence of a solution; to ensure uniqueness we require the consistency condition
to hold at j = N as well, in order to use (8.26) for all j = 1, 2, . . . , N . Hence, with
t7 = r1j+1,0/(E + j − 1)
= 0.5[Ab1j+1−E,1 + Bb2j+1−E,1]/(E + j − 1),
t8 = 0.5[(E + j − 2)b1j−1,0 − r3j0]
= 0.5[(E + j − 2)b1j−1,0 − (Ac1j−E,1 + Bc2j−E,1)],
t9 = (E + j − 2)c1j−1,0, (8.25)
we then have the unique solution
a1j0 = 0.5(t7 + t8),
b1j0 = t9,
c1j0 = 0.5(t7 − t8)/ (8.26)
for 1jN . When j = 1 we have t7 = t8 = 0, and with the subscript conventions it follows after some calculation
that a110 = b110 = c110 = 0.
Observe that the right-hand sides (t1–t9) involve only unknowns with ﬁrst subscripts j − 1 and j −E, both of which
are less than j (E = 1 and k = 0 is a special case addressed below). Consequently, if the computation is organized with
an outer j -loop running from 1 to N , and an inner k-loop running up to j , then the 3(2j + 1) unknown coefﬁcients for
a ﬁxed j can be expressed in terms of previously computed coefﬁcients. Viewed as a whole, the linear system for the
3
∑
j (2j + 1)= 3N(N + 2) unknowns is a block lower triangular system whose diagonal consists of 3× 3 tridiagonal
blocks.
The exceptional case ofE=1 (when t7 requires the quantities b1j1 and b2j2 from level j ) does not present an obstacle
as long as the solution formulas (8.21) and (8.24) (which do not require a1j0, b1j0, or c1j0) are implemented before t8,
a1j0, and c
1
j0 are computed. Consequently, the solution procedure enables all 3(2j + 1) coefﬁcients at each j level to
be generated explicitly in terms of previously computed coefﬁcients.
The algorithm thus proceeds as follows.With an outer loop over j=1, 2, . . . , N , and an inner loop over k=1, 2, . . . , j
calculate the ﬁrst six ti from (8.19) and (8.22). Next calculate the quantities {a1jk, b2jk, c1jk, a2jk, b1jk, c2jk} from (8.21)
and (8.24); repeat for the next k. When the k-loop is ﬁnished, compute t7–t9 from (8.25). Then compute {a1j0, b1j0, c1j0}
from (8.26) and repeat for the next j . This is equivalent to a block forward substitution on the 3N(N +2)×3N(N +2)
system described above.
While the formulas are indeed complicated, they only need to be evaluated once for a given . Consequently, the
computer time required for modestN is negligible compared to that for estimating solutions to the initial value problem
(the y part of (1.6)). As we show in the next section, they allow us to use much smaller integration intervals, reducing
the total computing effort.
The residuals (8.6), (8.8) and (8.11) are each O(1/xN+E) for this example; however, the residual derivative, Q′,
involves both constant and oscillatory terms and is not of one sign for x large. Since all three residuals have the same
order of magnitude for this example, the bound (2.7) cannot reduce the order of the error for this example.Accordingly,
the best available theoretical error bound for this example is given by (2.6), that is, O(1/xN+E−1). On the other hand,
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the numerical data (for one value of ) from the ﬁnal example in the next section supports the higher rate of convergence
O(1/xN+E), in the absence of proof.
9. Numerical examples
The algorithms we have proposed require the solution of the terminal value problem (2.5)–(2.2). The numerical
method we use has been discussed in detail in [6,7]. Nothing new has been added for this paper. We remark that the
generation of the quantities y(x, ) and y′(x, ) dominates the computing time, and the addedwork to get our expansion
coefﬁcients, which depend only on , seems negligible.
For examples where exact analytical solutions are unknown, we use high order (large b) methods to generate highly
accurate approximations that are then used in the error formulas for the “exact” answer.
We begin with an example of a slowly decaying exponential potential and compare the methods of this paper with
those of [7]. We have chosen q(x) = 0.5 exp(−0.3x) on [0,∞) with a Dirichlet condition at x = 0. We numerically
estimate the solutions of the initial value problems on a ﬁnite interval with right endpoint x = b. Table 1 displays the
errors using the methods denoted F1 (corresponding to N = 0 in this paper), F2, and F3 from [7] (where the notation
F 1, F 2, and F 3 was used) as well as the methods of Section 4 for several choices of N . The error as a function of b
is oscillatory but with decaying “amplitudes”; the values of bi shown correspond to the ith local maxima in the error
curve (past b = 1 or so). The value Ei is the error at this bi . In all cases shown we used = 1.
For this example, the newer formulas are generally more accurate for a given b than those from [7]. We point out
that for very slowly decaying exponentials, where values of  are close to zero, this may not hold true, depending on
the accuracy sought. The error bound of F3, for example, is proportional to the fourth derivative of q, so it contains an
4 factor that is small.
The second example is Bessel’s equation of order one on [1,∞) with a Neumann boundary condition at x = 1.
Hence, q(x) = 0.75/x2. Here the exact answer is
f () = 2
2{[J(s)/2 + J ′(s)]2 + [Y(s)/2 + sY ′(s)]2}
with s =√. Table 2 displays errors in computed Fb for various N ; recall that when E is even, as it is here, the choices
of N = 2k − 1 and N = 2k yield the same approximation. The predicted rates are again conﬁrmed by the numerical
output; at the higher orders there is the usual fall off due to the rates being asymptotic for large b while we must use
small b to remain above roundoff level. The observed rate is computed by the usual formula
log[error (bi)/error (bj )]
log[bj /bi] .
For an example of a power potential with a rational power we have chosen q(x) = 1/x0.75 on [1,∞) with a Neumann
boundary condition at x = 1. This potential satisﬁes (1.4), so Corollary 2 of [7] applies. For slowly decaying potentials
like this one, it can be difﬁcult to estimate rates of convergence precisely; the leading term in each residual often does
not dominate until b is very large, and by then the accuracy can be at the roundoff level. Also, with rational powers
Table 1
Errors for an exponentially decaying potential (= 1)
Method b1 E1 b2 E2 b3 E3
F1 1.93 3.35 (−2) 5.399 1.14 (−2) 8.648 4.27 (−3)
F2 3.73 6.97 (−4) 5.399 −3.60 (−4) 8.648 −1.09 (−5)
F3 1.93 3.52 (−4) 5.399 1.97 (−5) 8.648 3.58 (−6)
N = 1 2.13 2.24 (−3) 5.563 2.49 (−4) 8.802 3.41 (−5)
N = 2 2.32 2.04 (−4) 5.720 8.43 (−6) 8.950 4.41 (−7)
N = 3 2.49 1.85 (−5) 5.862 2.90 (−7) 9.090 5.85 (−9)
N = 4 2.63 1.53 (−6) 5.988 9.16 (−9) 9.205 7.14 (−11)
N = 5 2.75 1.19 (−7) 6.097 2.56 (−10) 9.302 6.51 (−13)
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Table 2
Rates of convergence for Bessel’s Equation of order one (= 1)
N b1 E1 b2 E2 Observed rate Predicted rate
1 12.472 5.4311 (−6) 25.053 3.4089 (−7) 3.97 4
3 10.881 3.6808 (−7) 23.474 3.8736 (−9) 5.92 6
5 12.472 8.9802 (−9) 25.056 3.6751 (−11) 7.88 8
7 10.888 3.6766 (−9) 20.330 8.3576 (−12) 9.75 10
9 9.320 4.7809 (−9) 18.782 1.4184 (−12) 11.59 12
11 7.733 2.1724 (−8) 14.050 7.2130 (−12) 13.41 14
Table 3
Convergence rates for q(x) = x−0.75 (= 1)
Method b1 E1 b2 E2 Observed rate Predicted rate
F3 58.419 1.1485 (−9) 116.009 3.9847 (−11) 4.90 4.75
N = 5 236.683 1.2426 (−7) 476.949 2.7128 (−8) 2.17 2
N = 9 117.605 7.3071 (−8) 238.264 9.3068 (−9) 2.92 3
N = 13 72.874 5.9251 (−9) 146.252 3.1072 (−10) 4.23 4
N = 17 69.669 4.6240 (−10) 136.691 1.6700 (−11) 4.93 5
N = 21 35.792 5.7540 (−10) 68.084 1.0252 (−11) 6.26 6
N = 25 22.709 1.6525 (−9) 45.532 1.4306 (−11) 6.83 7
N = 29 17.694 2.6881 (−9) 37.421 6.0418 (−12) 8.14 8
Table 4
Errors for q(x) = sin x/x2 (= 2)
Method b1 E1 b2 E2 Observed rate Predicted rate
F1 105.507 9.189 (−6) 218.800 1.984 (−6) 2.10 2
F2 105.507 1.136 (−6) 218.800 2.457 (−7) 2.10 2
F3 105.507 1.400 (−7) 218.800 3.041 (−8) 2.09 2
N = 1 61.692 3.818 (−7) 120.430 5.040 (−8) 3.03 3
N = 2 45.517 1.898 (−8) 83.301 1.727 (−9) 4.00 4
N = 3 36.074 8.278 (−9) 73.859 2.310 (−10) 4.99 5
N = 4 30.069 2.532 (−9) 60.913 3.807 (−11) 5.95 6
N = 5 24.195 2.022 (−9) 47.859 1.570 (−11) 7.12 7
for small N many of the coefﬁcients vanish; consequently, rates may appear higher than expected. For this example
aj = bj = cj = 0 when j ∈ {2, 3, 5, 6, 8, 11, 14}. Table 3 displays errors in Fb and rates of convergence. The ‘exact’
answer, 0.51981486973391, used to compute the error is believed accurate to about 14 decimal digits.
The ﬁnal numerical example is q(x) = sin x/x2 on [0,∞) with a Dirichlet boundary condition at x = 0. We have
computed approximations and errors for the methods of Section 8 for several choices of N . These methods are well-
deﬁned as long as  
= k2/4 for some integer k. For the data presented here, we used =2. The column ‘predicted rate’
is O(1/xN+2), not O(1/xN+1), which corresponds to the best available theoretical error bound (2.6); see the discussion
at the end of Section 8. Table 4 contains the results. As in the ﬁrst example we have tabled the three methods from [7]
for comparison.
For nonoscillatory potentials the error curve oscillates in a fairly regular way (see [7]), and for large x it oscillates like
sin(2
√
x). In contrast, when q itself oscillates, the behavior can be much more irregular. The residuals have oscillatory
contributions from the potential, as well as the oscillatory terms in GN−1 and HN−1. Clearly, the complexity worsens
with N as more high frequency terms occur. To estimate error rates it is important to have b sufﬁciently large that the
leading term of the residual dominates the others. Despite the complexity of the error curve, it is clear that there is a
signiﬁcant improvement over the methods from [7].
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10. Other classes of problems
As an attempt to generalize our methodology in this paper, we could start with
PN(x) =
√
+
N∑
j=1
ajj (x),
QN(x) =
N∑
j=1
bj
′
j (x),
RN(x) = 1/
√
+
N∑
j=1
cjj (x),
where {aj , bj , cj } will depend on  but not x, and the form of each j is dictated by the form of q. The resulting
sums are substituted into (2.1) and the coefﬁcients chosen to make the respective residuals decay as fast as possible as
x → ∞. Note that this is equivalent, but not the same, as the way we proceeded in Sections 4–6. Choose the family of
expansion functions {j (x)} to be linearly independent and so that for each j
1. the potential q(x) is in the span of {k(x)},
2. the products q(x)j (x) and q(x)′j (x) are in the span of {k(x)},
3. the derivatives ′j and ′′j are in the span of {k(x)},
4. limx→∞j (x) = 0, and the j are ordered so that j+1 decays to zero as x → ∞ at least as fast as j .
Of course, the second and third properties will not hold for many potentials.
Assuming the expansion functions can be chosen to satisfy these four restrictions, the remainder of the process is
straightforward in principle. There are 3N coefﬁcients to be determined. From the form of the QN expansion, the third
residual satisﬁes
RN = R′N + QN =
N∑
j=1
(cj + bj )′j (x),
which can be made to vanish by forcing
bj = −cj for j = 1, 2, . . . , N .
The ﬁrst residual is
PN = P ′N − QN + q(x)QN =
N∑
j=1
[aj − bj ]′j (x) +
N∑
j=1
bjq(x)
′
j (x).
The spanning assumptions on the expansion set allow q′j to be expressed as linear combinations of various k . Once
this has been explicitly carried out, the ﬁrst N terms of the ﬁnal summation are set to zero, giving N more linear
homogeneous equations for the unknown coefﬁcients.
Similarly, the remaining residual is
QN = Q′N + 2PN − 2RN + 2qRN
=
N∑
j=1
[bj′′j + 2ajj − 2cjj ] + 2q/
√
+ 2
N∑
j=1
cj q(x)j (x).
Replace q(x), q(x)j , and ′′j by their appropriate representations in terms of j , and set the ﬁrst N terms to zero. The
only inhomogeneous terms in the entire 3N × 3N set arise from the 2q/√ term. Note: there is no loss of generality
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in assuming the spanning assumption on q(x) takes the form
q(x) = 11 + higher index terms,
since if the index of the slowest decaying  in q(x)were J > 1 then for j <J wewould necessarily have aj =bj =cj =0
from the ﬁrst 3(J −1) homogeneous residual equations. If this were the case, then wemight as well start the expansions
with J and re-index.
There are two other obvious classes of potentials for which the method does extend:
• q(x) = exp(−x)(A cos x + B sin x) for > 0.
• q(x) = (A cosx + B sinx)/xE for E a positive rational number.
These types of potentials are the objects of continuing research, especially for applications dealing with resonance
phenomena and spectral concentration; see Brown et al. [2–4] for examples. A further paper [8] makes use of the
present methods for the purpose of computing points of spectral concentration.
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