Singular values for products of complex Ginibre matrices with a source:
  hard edge limit and phase transition by Forrester, Peter J. & Liu, Dang-Zheng
ar
X
iv
:1
50
3.
07
95
5v
2 
 [m
ath
.PR
]  
10
 Se
p 2
01
5
SINGULAR VALUES FOR PRODUCTS OF COMPLEX GINIBRE
MATRICES WITH A SOURCE: HARD EDGE LIMIT AND
PHASE TRANSITION
PETER J. FORRESTER AND DANG-ZHENG LIU
Abstract. The singular values squared of the random matrix product Y =
GrGr−1 · · ·G1(G0 + A), where each Gj is a rectangular standard complex
Gaussian matrix while A is non-random, are shown to be a determinantal point
process with correlation kernel given by a double contour integral. When all
but finitely many eigenvalues of A∗A are equal to bN , the kernel is shown
to admit a well-defined hard edge scaling, in which case a critical value is
established and a phase transition phenomenon is observed. More specifically,
the limiting kernel in the subcritical regime of 0 < b < 1 is independent of b,
and is in fact the same as that known for the case b = 0 due to Kuijlaars and
Zhang. The critical regime of b = 1 allows for a double scaling limit by choosing
b = (1 − τ/
√
N)−1, and for this the critical kernel and outlier phenomenon
are established. In the simplest case r = 0, which is closely related to non-
intersecting squared Bessel paths, a distribution corresponding to the finite
shifted mean LUE is proven to be the scaling limit in the supercritical regime
of b > 1 with two distinct scaling rates. Similar results also hold true for the
random matrix product TrTr−1 · · ·T1(G0+A), with each Tj being a truncated
unitary matrix.
1. Introduction and main results
1.1. Introduction. The squared singular values of a matrix X are equal to the
eigenvalues of the positive semi-definite Hermitian matrix X∗X , where X∗ denotes
the Hermitian conjugate of X . An ensemble of random matrices of the form X∗X
may then contain x = 0 as the left boundary of support of the eigenvalues. Since
the eigenvalue density is strictly zero for x < 0, x = 0 is then called a hard edge (see
e.g. [27, Ch. 7]). As an explicit example, consider the ensemble of n×N (n ≥ N)
rectangular standard complex Gaussian random matrices, namely the joint density
of elements being proportional to exp{−tr(X∗X)}, and let X be a matrix from
this ensemble. Let {λj} denote the eigenvalues of the scaled positive semi-definite
matrix N−1X∗X . In the limit N → ∞ with n − N fixed, the density of {λj}
has support [0, 4]. That the support is a finite interval gives rise to this particular
scaling being referred to as global scaling, and the corresponding density as the
global density. The explicit functional form of the global density is given by the
so-called Marchenko-Pastur law (see e.g. [54])
ρMP(1) (λ) =
1
2π
√
4− λ
λ
, 0 < λ ≤ 4. (1.1)
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Note in particular the reciprocal square root singularity as the hard edge λ = 0 is
approached from above, in contrast to the square root singularity as λ→ 4−. The
point λ = 4 is an example of what is termed a soft edge, since for finite N the
eigenvalue density is not strictly zero for λ > 4.
Continuing with this example, for large N the eigenvalues in the neighbourhood
of the hard edge have spacing O(1) upon the introduction of the scaled variables
Xj = 4N
2λj (j = 1, . . . , N) (see e.g. [27, §7.2.1]). This will be referred to as hard
edge scaling. Moreover, in the limit N → ∞, and with ν0 = n − N , the limiting
state — referred to as the hard edge state — is an example of a determinantal point
process, meaning that the k-point correlation function can be written in the form
ρ(k)(X1, . . . , Xk) = det[K
h(Xj , Xl)]j,l=1,...,k (1.2)
with correlation kernel (see e.g. [27, Exercises 7.2 q.1])
Kh(x, y) =
1
4
∫ 1
0
Jν0(
√
xt)Jν0(
√
yt) dt, (1.3)
where Jν0(x) is the Bessel function of the first kind of order ν0.
Our interest in this paper is in the functional form and analytic properties of
the correlation kernel for the hard edge scaling of the squared singular values of the
product of independent random matrices
Y = GrGr−1 · · ·G1(G0 +A), (1.4)
where each Gj is an (N +νj)× (N +νj−1) standard complex Gaussian matrix (also
referred to as the complex Ginibre matrices since such non-Hermitian random ma-
trices in the square case were first studied by Ginibre [34]) with ν−1 = 0 and integers
ν0, . . . , νr ≥ 0, while A is of size (N +ν0)×N and fixed. If we focus on the singular
values of Y , the definition (1.4) can equivalently be written as a product of inde-
pendent square matrices Gj now with each being distributed according to the joint
density of elements proportional to detνj (G∗jGj) exp{−tr(G∗jGj)}; see e.g. [3, 45].
In this case the restriction on the parameters can be relaxed to ν0, ν1, . . . νr > −1,
and the main results in the present paper (for instance, Proposition 1.1, Theorems
1.2, 1.3, 3.1 and 3.2) also hold true.
In the case that all entries of A are zero, the determinantal representation of the
joint eigenvalue density and the limiting hard edge state have been the subject of
a number of recent works [3, 4, 29, 45, 46, 57]. For r nonzero, the product (1.4)
is the simplest nontrivial example of the more general product (Gr +Ar) · · · (G1 +
A1)(G0 + A0), where each Gj is random and each Aj is fixed. However for the
latter product with r ≥ 1, it is not known how to find a closed form of the joint
eigenvalue density, which is the starting point of our study (see Proposition 1.1
below), let alone to study asymptotic statistical properties.
The study of products of random matrices goes back to the pioneering work of
Furstenberg and Kesten [33] in the context of dynamical systems and their Lya-
punov exponents. Later, applications were found in Schro¨dinger operator theory
[17], in statistical physics relating to disordered and chaotic dynamical systems [20],
in wireless communication networks [59] and in combinatorics [56]. Further motiva-
tions from theoretical physics include the DMPK equation in mesoscopic quantum
transport [11, 25, 51], fluid turbulence [26, eqn.(16)] and time evolution models [50,
eqn.(1)] (the last two models can be immediately recognized after discrete integra-
tion in time).
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Products of complex Ginibre matrices, and of truncations of Haar distributed
random unitary matrices, have attracted much attention as examples of determina-
tal point processes with kernels possessing special integrability properties. The first
advance in this direction was by Akemann and coworkers [4, 3], who derived the
joint eigenvalue density and corresponding correlation kernel in terms of orthogonal
functions for the product of complex Ginibre matrices; a double integral formula for
the correlation kernel was subsequently obtained by Kuijlaars and Zhang, cf. [46,
Prop. 5.1]. These advances have opened up the possibility to study local statistical
properties, see [46, 29, 45, 40] for the hard edge limit and [48] for bulk and soft edge
limits. All these studies form part of a fast paced and very recent literature relat-
ing to the integrability and exactly solvable properties of random matrix products.
Works relating to this theme which have appeared on the electronic preprint archive
over the past few months (as of July 2015) include [48, 35, 40, 41, 39, 61, 32, 19];
we refer the reader to [2] for a recent survey article. Here we contribute to this line
of research by undertaking a comprehensive study of the hard edge state formed
by the singular values of (1.4).
The first point to note is that the hard edge state in the case A = 0 depends
on r, and thus is no longer described by the correlation kernel (1.3). This fact can
be anticipated by an analysis of the global density of the squared singular values
[5, 31, 53, 56]. The global density, which refers to the limiting density of eigenvalues
of N−r−1Y ∗Y as N →∞, is found to exhibit the hard edge singularity (see [56] or
[31, eqn (2.16)])
1
π
sin
π
r + 2
λ−1+
1
r+2 as λ→ 0+, (1.5)
which has an r-dependent exponent. In fact with the eigenvalues of Y ∗Y scaled
according to Xj = Nxj (j = 1, . . . , N), as N →∞ the hard edge state in the case
A = 0 forms a determinantal point process with limiting correlation kernel
Kh,r(x, y) =
1
(2πi)2
∫ −1/2+i∞
−1/2−i∞
du
∮
Σ
dt
r∏
j=−1
Γ(νj + u+ 1)
Γ(νj + t+ 1)
sinπu
sinπt
xty−u−1
u− t
=
∫ 1
0
G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣ux)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣uy)du,
(1.6)
where Gm,np,q denotes the Meijer G-function defined by the contour integral
Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣z) = 1
2πi
∫
γ
∏m
j=1 Γ(bj + s)
∏n
j=1 Γ(1− aj − s)∏q
j=m+1 Γ(1− bj − s)
∏p
j=n+1 Γ(aj + s)
z−sds,
(1.7)
see [49, Sect. 5.2] for the choice of the contour γ and elementary properties of
G-functions, or [8] for a gentle introduction; it is worth mentioning a particular
relation between the generalized hypergeometric function pFq and the Meijer G-
function (cf. eqn (14), [49, Sect. 5.2])
pFq
(
a1, . . . , ap; b1, . . . , bq; z
)
=∏q
l=1 Γ(bl + 1)∏p
l=1 Γ(al + 1)
G1,pp,q+1
( 1− a1, . . . , 1− ap
0, 1− b1, . . . , 1− bq
∣∣∣− z), (1.8)
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which thus gives an alternative way of writing the first Meijer G-function in the final
line of (1.6). These kernels were described in [46] and are named after Meijer G-
kernels in [45]. They also appear in the hard edge scaling for products with inverses
of Ginibre matrices [29], products of truncated unitary matrices [45], Cauchy two
matrix models [12, 13, 30], and Muttalib-Borodin biorthogonal ensembles [15, 52]
(cf. [45] for the relationship between Borodin’s expression and Meijer G-kernels).
As noted in [46, Sect. 5.3], in the case r = 0 the facts that
G1,00,2
(
0,−ν
∣∣∣ux) = (ux)−ν/2Jν(2√ux), G1,00,2(ν, 0
∣∣∣uy) = (uy)ν/2Jν(2√uy), (1.9)
show
Kh,0(x, y) = 4(y/x)ν/2Kh(4x, 4y). (1.10)
The factor of (y/x)ν/2 cancels out of the determinant (1.2), while the factors of 4
are accounted for by this same factor being present in the scaling leading to (1.3);
recall the text leading to this equation.
Consider now (1.4) with
A =
√
bNI(N+ν0)×N , (1.11)
where I(N+ν0)×N denotes the (N+ν0)×N rectangular matrix with 1’s on the main
diagonal, and 0’s elsewhere. It was shown recently in [31, Remark 3.4] that there
is a critical value of b = 1 for which as N → ∞ the left hand edge of the support
of the global scaled squared singular values equals 0 for the last time as b increases
from 0. Moreover, it was shown that the singularity of the global density has the
leading form
1
π
sin
2π
2r + 3
λ−1+
2
2r+3 as λ→ 0+, (1.12)
which gives rise to a different family of exponents to those in (1.5). We remark that
the fractional part of the exponents, 1/(r+2) and 1/(r+3/2) respectively in (1.5)
and (1.12), are the reciprocals of positive integers and half-integers, which given
knowledge of the correlation kernel (1.6) and its analogue in relation to (1.12) to be
established herein (see eqn. (1.24) below), is coincident with them being the simplest
in terms of tractability of the general rational fractional exponents accessible in the
Raney family (see e.g. [31, eqn. (2.16)]), so named due to the sequence formed by
the moments of the global density.
Let A be again given by (1.11), and consider the case r = 0 in (1.4) so that
Y = G0 +
√
bNI(N+ν0)×N . It is well known that the squared singular values allow
for an interpretation as the positions of non-intersecting particles on the half line
evolving according to the squared Bessel process with parameter d = 2(ν0 + 1)
(see e.g. [37, 38]). In this interpretation the particles all begin at the same point
bN , evolve for t = 1 time units, and furthermore are conditioned to remain non-
intersecting if the process was to continue to t → ∞. The support of the density
of such a process with a delta function initial condition Nδ(x − a) is, for Nt < a
equal at leading order to [−Nt+ a,Nt+ a] (this fact is implied by results in [43],
for example), so we see that with a = bN and t = 1, the particles first come in
contact with the wall x = 0 as b is decreased to b = 1. A functional form of the
hard edge scaled kernel in the critical case b = 1, generalised to a double scaling by
setting b = (1− τ/√N)−1, has recently been obtained in [44]. In the present paper
an alternative functional form to that in [44] is derived; see eqn. (1.25) below. The
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kernel (1.25), further specialised to ν0 = −1/2 reads
1
2π2i
( 1
ξη
)1/4 ∫ ∞
0
du
∫
iR
dv
e−τu+
1
2
u2+τv+ 1
2
v2
u− v
cos(2
√
uξ)
u1/2
cos(2
√
vη). (1.13)
With ξ and η replaced by squared variables, (1.13) is identified in [44] as the sym-
metric Pearcey kernel found in the study [16]. Moreover, our method of derivation
of this new functional form in the case r = 0 works equally as well for the double
scaling of the critical kernel in the general r case, which is our main theme. The
resulting explicit double contour integral expression is given in Theorem 1.2 below.
1.2. Main results. In preparation for the statement of our first key result, let us
introduce two auxiliary functions. The first is defined to be
Ψ(u;x) =
1
(2πi)r
1
Γ(ν0 + 1)
∫
γ1
dw1 · · ·
∫
γr
dwr
r∏
l=1
w−νl−1l e
wl
× ex/(w1···wr) 0F1
(
ν0 + 1;−ux/(w1 · · ·wr)
)
, (1.14)
where γ1, . . . , γr are paths starting and ending at negative infinity and encircling
the origin once in the positive direction, or equivalently (cf. (4.4), Sect. 4 below),
Ψ(u;x) =
1
Γ(ν0 + 1)
1
2πi
∫
γ
dw (−x)−w1F1
(
w; ν0 + 1;u
)
× Γ(w)
r∏
l=1
1
Γ(νl + 1− w) , (1.15)
with γ encircling all non-positive integers, while the other reads
Φ(v; y) =
1
2πi
∫ c+i∞
c−i∞
ds y−sφ(v; s)
r∏
l=1
Γ(νl + s), (1.16)
where c > −min{ν0, ν1, . . . , νr}, and
φ(v; s) =
1
Γ(ν0 + 1)
∫ ∞
0
dt tν0+s−1e−t0F1(ν0 + 1;−vt) (1.17)
=
Γ(ν0 + s)
Γ(ν0 + 1)
1F1(ν0 + s; ν0 + 1;−v). (1.18)
In the case r = 0 (1.14) is to be interpreted as
Ψ(u;x) =
1
Γ(ν0 + 1)
ex 0F1(ν0 + 1;−ux), (1.19)
and a calculation shows that (1.16) simplifies to read
Φ(v; y) =
1
Γ(ν0 + 1)
yν0e−y 0F1(ν0 + 1;−vy). (1.20)
The two auxiliary functions appear in a double contour integral expression for the
correlation kernel, which we present next. Its significance is that it provides the
starting point for further asymptotic analysis. The special case r = 0 was previously
obtained by Desrosiers and one of the present authors; see [24, Prop. 5].
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Proposition 1.1. Let Y be defined by (1.4), and suppose that all eigenvalues
a1, . . . , aN of A
∗A are positive. The joint density of eigenvalues for Y ∗Y can be
written in the form
PN (x1, . . . , xN ) = 1
N !
det[KN (xi, xj)]
N
i,j=1 (1.21)
with correlation kernel
KN(x, y) =
1
2πi
∫ ∞
0
du
∫
C
dv uν0e−u+vΨ(u;x)Φ(v; y)
1
u − v
N∏
l=1
u+ al
v + al
, (1.22)
where C is a counterclockwise contour encircling −a1, . . . ,−aN but not u.
Remark 1.1. When some of the parameters al’s are null, the double integral repre-
sentation (1.22) remains valid provided that
∫∞
0 du is interpreted as limε→0+
∫∞
ε du,
or for given u > 0 C is chosen such that Re{v} < u with any v ∈ C.
One of the main results in the present paper concerns a double scaling limit near
the critical point, which permits a new family of limiting kernels.
Theorem 1.2 (Critical kernel). With the kernel (1.22), for τ ∈ R let
a1 = · · · = aN = N(1− τ/
√
N)−1. (1.23)
Then we have
lim
N→∞
1√
N
KN
( ξ√
N
,
η√
N
)
=
1
2πi
∫ ∞
0
du
∫
iR
dv
(u
v
)ν0 e−τu− 12u2+τv+ 12v2
u− v
×G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣uξ)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣vη)
=: Kh,r(ξ, η; τ), (1.24)
valid uniformly for ξ, η in any compact set of (0,∞) and for τ in any compact set
of R.
In the special case r = 0, upon making use of (1.9) we see from (1.24) that
( ξ
η
)ν0/2Kh,0(ξ, η; τ) = 1
2πi
∫ ∞
0
du
∫
iR
dv
(u
v
)ν0/2 e−τu− 12u2+τv+ 12v2
u− v
× Jν0(2
√
uξ)Jν0(2
√
vη), (1.25)
where the integral form on the RHS of the above equation is similar to (1.22) with
r = 0 (cf. [24, Prop. 5]). In the study [44, displayed equation below (1.34)], this
kernel was conjectured to be an equivalent functional form to that derived therein
in the case r = 0. Our work thus provides a direct way of deriving (1.25) for the
r = 0 critical kernel. Recently, an understanding of the resulting functional identity
has been given in [22, Remark 2.26].
Theorem 1.2 quantifies the limiting correlation kernel for the situation that ak =
N(1− τ/√N)−1 (k = 1, . . . , N), which is shown to depend on τ , thus justifying the
term critical kernel. A variation on this setting is to have at most finitely many
source eigenvalues, say a1, . . . , am, go to infinity at a smaller but appropriate scale
and others remain at the same critical value. This gives rise to a multi-parameter
deformation of the critical kernel (1.24).
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Theorem 1.3 (Deformed critical kernel). With the kernel (1.22), for a fixed non-
negative integer m, let
aj =
√
Nσj , j = 1, . . . ,m and ak = N(1− τ/
√
N)−1, k = m+ 1, . . . , N, (1.26)
where τ ∈ R and σ1, . . . , σm > 0. Then we have
lim
N→∞
1√
N
KN
( ξ√
N
,
η√
N
)
=
1
2πi
∫ ∞
0
du
∫ −c+i∞
−c−i∞
dv
(u
v
)ν0 e−τu− 12u2+τv+ 12v2
u− v
×
m∏
j=1
u+ σj
v + σj
G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣uξ)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣vη)
=: Kh,rm (ξ, η; τ, σ), (1.27)
where 0 < c < min{σ1, . . . , σm}.
In the simplest case r = 0, upon making use of (1.9) we see from (1.27) that
( ξ
η
)ν0/2Kh,0m (ξ, η; τ) = 12πi
∫ ∞
0
du
∫ −c+i∞
−c−i∞
dv
×
(u
v
)ν0/2 e−τu− 12u2+τv+ 12v2
u− v
m∏
j=1
u+ σj
v + σj
Jν0(2
√
uξ)Jν0(2
√
vη). (1.28)
Even in this special case, the kernel (1.27) appears to be new.
We remark that the inter-relationship between the interpolating kernel (1.27)
and critical kernel (1.24) is similar in form to that between the interpolating Airy
kernel and Airy kernel (see e.g. [9, 1]). Furthermore, as the parameter b displayed in
eqn. (1.11) increases from zero, we will establish a phase transition at the hard edge
from the Meijer G-kernel (cf. Theorem 3.1) to the critical and deformed critical ker-
nels (cf. Theorems 1.2 and 1.3), then to the shifted mean LUE kernel (cf. Theorem
3.2); see Section 3 for more details. A similar phase transition occurs in another
random matrix product TrTr−1 · · ·T1(G0 + A), with each Tj being a truncated
unitary matrix; see Section 4.
The paper is organized as follows. Section 2 is devoted to the joint eigenvalue
probability density function (PDF) and a double contour integral representation
for the correlation kernel of the squared singular values of the product (1.4). The
proof of Proposition 1.1 will be given, and the formulas for the average of the ratio
of characteristic polynomials and a single (inverse) characteristic polynomial are
also derived. In Section 3 the hard edge limits of the kernel in different regimes are
evaluated, which include the proofs of Theorems 1.2 and 1.3. Our methods are used
to similarly analyse the product of r truncated unitary matrices and one shifted
mean Ginibre matrix in Section 4. In Section 5 further discussions on asymptotics
for large variables, and some open problems, are presented.
2. Eigenvalue PDF and double integral for correlation kernel
2.1. Correlation kernels. Consider (1.4) in the case r = 0. Let x1, . . . , xN and
a1, . . . , aN denote the eigenvalues of Y
∗Y and A∗A respectively. It is well known
(see e.g. [24, Prop. 5], [27, §11.6]) that the eigenvalue PDF of the random matrix
Y ∗Y is an example of a biorthogonal ensemble [15]
QN (x1, . . . , xN ) = 1
ZN
det[ηi(xj)]
N
i,j=1 det[ξi(xj)]
N
i,j=1, (2.1)
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where ηi(x) = x
i−1, ξi(x) = xν0e−x0F1(ν0 + 1; aix), and ZN denotes the normali-
sation. Our first task is to specify a functional form for the joint eigenvalue PDF of
Y ∗Y in the case of general r. For this purpose use will be made of a recent result
due to Kuijlaars and Stivigny [45].
Proposition 2.1 (Special case of [45, Thm. 2.1]). Let W be an n × n random
matrix, and suppose that the eigenvalue PDF of W ∗W can be written in the form∏
1≤j<k≤n
(xk − xj) det[fk−1(xj)]nj,k=1 (2.2)
for some {fk−1(x)}k=1,...,n. For ν ≥ 0, let G be an (n + ν) × n standard complex
Gaussian matrix. The squared singular values of GW , or equivalently the eigenval-
ues of (GW )∗GW , then have their PDF proportional to∏
1≤j<k≤n
(yk − yj) det[gk−1(yj)]nj,k=1, (2.3)
where
gk(y) =
∫ ∞
0
xνe−xfk
(y
x
) dx
x
, k = 0, . . . , n− 1. (2.4)
Let Y be defined in (1.4) and let a1, . . . , aN denote the eigenvalues of A
∗A.
Starting with (2.1), application of Proposition 2.1 r times in succession shows that
the joint eigenvalue PDF of Y ∗Y is equal to
1
ZN
det[ηi(xj)]
N
i,j=1 det[ξi(xj)]
N
i,j=1, (2.5)
where ηi(x) = x
i−1 and ξj(x) = Φ(−aj ;x), while with T = t1 · · · tr
Φ(v; y) =
1
Γ(ν0 + 1)
∫ ∞
0
dt1 · · ·
∫ ∞
0
dtr
r∏
i=1
tνi−1i e
−ti (
y
T
)ν0e−
y
T 0F1(ν0 + 1;−v y
T
),
(2.6)
valid for r ≥ 1 (for r = 0 ξj(x) is defined as below (2.1)). Here Φ(v; y) is actually
the same as defined in (1.16), for which application of the Mellin transform gives∫ ∞
0
ys−1Φ(v; y) dy = φ(v; s)
r∏
l=1
Γ(νl + s), (2.7)
while use of the inverse Mellin transform gives the sought expression. We stress that
when some of the aj’s in (2.5) coincide L’Hospital’s rule provides the appropriate
eigenvalue density.
The significance of the structure (2.5) is that it provides a systematic way to
compute the corresponding k-point correlation function ρ(k)(x1, . . . , xk), where the
normalization has been chosen such that integrating gives N(N −1) · · · (N−k+1),
see e.g. [27, eqn (5.1)] for the definition.
Proposition 2.2 ([15, Prop. 2.2]). With gi,j :=
∫∞
0
ηi(x)ξj(x) dx, let [gi,j ]
n
i,j=1 be
invertible for each n = 1, 2, . . . . Defining ci,j by(
[ci,j ]
N
i,j=1
)t
=
(
[gi,j ]
N
i,j=1
)−1
, (2.8)
and setting
KN(x, y) =
N∑
i,j=1
ci,jηi(x)ξj(y), (2.9)
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we have that the k-point correlation function is given by
ρ(k)(x1, . . . , xk) = det[KN(xj , xl)]
k
j,l=1. (2.10)
We are now ready to complete the proof of Proposition 1.1.
Proof of Proposition 1.1. Our first task is to compute gi,j :=
∫∞
0 ηi(x)ξj(x) dx. For
this purpose, we require the fact (see e.g. [7, eqns. (6.2.15), (6.2.33) and (4.5.2)] )
that with Lν0n (y) denoting the Laguerre polynomial of degree n, one has the Hankel
pair
Lν0n (y) =
ey
n!Γ(ν0 + 1)
∫ ∞
0
tν0+ne−t0F1(ν0 + 1;−yt) dt (2.11)
and
tn =
n!et
Γ(ν0 + 1)
∫ ∞
0
yν0Lν0n (y)e
−y
0F1(ν0 + 1;−ty) dy. (2.12)
Combination of (2.7), (1.17) and (2.11) shows that
gi,j = (i − 1)!eajLν0i−1(−aj)
r∏
l=1
Γ(νl + i). (2.13)
According to Proposition 2.2, we must now invert the matrix (2.13). With
G = [gi,j]
N
i,j=1, let C = (G
−1)t, the entries ci,j of C then satisfy
eak
N∑
i=1
(i− 1)!Lν0i−1(−ak)
r∏
l=1
Γ(νl + i) ci,j = δj,k. (2.14)
Without loss of generality we assume that a1, . . . , aN are pairwise distinct. In this
case the above equations imply
N∑
i=1
(i − 1)!Lν0i−1(u)
r∏
l=1
Γ(νl + i) ci,j = e
−aj
N∏
l=1,l 6=j
−u− al
aj − al , (2.15)
as can be verified by noting that both sides are polynomials of degree N − 1 in u
which are equal at N different points since (2.14) is satisfied. Using this implicit
formula for {ci,j} we now want to show that (2.9) implies the double contour integral
formula (1.22).
Using the integral representation of the reciprocal Gamma function
1
Γ(z)
=
1
2πi
∫
γ
w−zewdw, (2.16)
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we have from (2.9) that
KN (x, y) =
1
(2πi)r
N∑
i,j=1
ξj(y)
∫
γ1
dw1 · · ·
∫
γr
dwr
r∏
l=1
w−νl−1l e
wl
× ( x
w1 · · ·wr
)i−1 r∏
l=1
Γ(νl + i) ci,j
=
1
(2πi)r
N∑
j=1
ξj(y)
∫
γ1
dw1 · · ·
∫
γr
dwr
r∏
l=1
w−νl−1l e
wl
N∑
i=1
(i− 1)!
r∏
l=1
Γ(νl + i) ci,j
× 1
Γ(ν0 + 1)
e
x
w1···wr
∫ ∞
0
du uν0Lν0i−1(u) e
−u
0F1
(
ν0 + 1;− ux
w1 · · ·wr
)
=
1
(2πi)r
N∑
j=1
ξj(y)
∫
γ1
dw1 · · ·
∫
γr
dwr
r∏
l=1
w−νl−1l e
wl e
x
w1···wr
× 1
Γ(ν0 + 1)
∫ ∞
0
du uν0e−u0F1
(
ν0 + 1;− ux
w1 · · ·wr
)
e−aj
∏
l 6=j
−u− al
aj − al . (2.17)
Here the formulae (2.12) and (2.15) have been made use of respectively in the
second and third equalities.
Finally, with (2.6) and (1.14) in mind, these facts substituted into (2.17) imply
that
KN (x, y) =
∫ ∞
0
du uν0e−uΨ(u;x)
N∑
j=1
Φ(−aj; y) e−aj
∏
l 6=j
−u− aj
aj − al . (2.18)
We recognise the sum over j as the sum of the residues at {al} of
Φ(−v; y) 1−u− v
N∏
l=1
−u− al
v − al (2.19)
considered as a function of v. Applying the residue theorem and changing v to −v,
we thus arrive at the desired result. 
Remark 2.1. The case in which each al = 0 has been analysed previously [3, 4, 46],
but using different working. Thus instead of computing the inverse matrix (2.8),
functions
Pj−1(x) ∈ Span {η1(x), . . . , ηj(x)}, Qj−1(x) ∈ Span {ξ1(x), . . . , ξj(x)},
with the biorthogonality property
∫∞
0 Pk(x)Ql(x) dx = δk,l were constructed. In
terms of these functions (2.9) simplifies from a double sum to the single sum
KN(x, y) =
N∑
j=1
Pj−1(x)Qj−1(y). (2.20)
Instead of (1.22) with each al = 0 (which strictly speaking is ill-defined due to
the restriction on the contour C, but can be well understood in a limiting sense,
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cf. Remark 1.1) , this leads to the double integral formula
KN(x, y) =
1
(2πi)2
∫ −1/2+i∞
−1/2−i∞
du
∮
Σ
dt
r∏
j=−1
Γ(νj + u+ 1)
Γ(νj + t+ 1)
× Γ(t−N + 1)
Γ(u −N + 1)
xty−(u+1)
u− t , (2.21)
where Σ is a simple closed contour encircling anti-clockwise t = 0, 1, . . . , N − 1
but not u; see [46, Prop. 5.1] for the detailed derivation, where similar integral
representations for both multiple orthogonal functions Pj−1 and Qj−1 are first
derived and then the double integral follows from a particular combination.
Next, we further investigate Proposition 1.1 and establish a corollary under the
assumption that all but a fixed number of source parameters are equal to a. Pre-
cisely, for m ≥ 0 let am+1 = · · · = aN = a. More definitions are also needed. For
k = 1, 2, 3, . . . and n = 0, 1, 2, . . ., set
L(k)n (x; a, a1, . . . , ak−1) =
∫ ∞
0
du uν0e−uΨ(u;x)(u+ a)n
k−1∏
l=1
(u+ al), (2.22)
and
L˜(k)n (x; a, a1, . . . , ak) =
1
2πi
∫
C
dv evΦ(v;x)(v + a)−n
k∏
l=1
1
v + al
, (2.23)
where C is a counterclockwise contour encircling −a,−a1, . . . ,−ak but not any point
on the positive real axis.
Corollary 2.3. Let KN be the kernel (1.22), and for m ≥ 0 let
am+1 = · · · = aN = a. (2.24)
Then we have
KN(x, y) =
1
2πi
∫ ∞
0
du
∫
C
dv uν0e−u+vΨ(u;x)Φ(v; y)
1
u− v
(u+ a
v + a
)N−m
+
m∑
k=1
L(k)N−m(x; a, a1, . . . , ak−1) L˜(k)N−m(x; a, a1, . . . , ak), (2.25)
where C is a counterclockwise contour encircling −a but not u.
Proof. We will use the identity
1
u− v
m∏
l=1
u+ al
v + al
=
1
u− v +
m∑
k=1
∏k−1
l=1 (u+ al)∏k
l=1(v + al)
(2.26)
which has been proved by induction in [23]; see the equation (5.12) therein. A
direct proof can be given as follows. Rewriting u− v = u+ ak − (v + ak), we have
(u− v)
m∑
k=1
∏k−1
l=1 (u+ al)∏k
l=1(v + al)
=
m∑
k=1
k∏
l=1
u+ al
v + al
−
m∑
k=1
k−1∏
l=1
u+ al
v + al
=
m∏
l=1
u+ al
v + al
− 1,
(2.27)
and (2.26) follows.
Recalling (2.24), substituting (2.26) in (1.22), comparing the sought equation
with (2.22) and (2.23) this completes the proof. 
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2.2. Average of characteristic polynomials. Recall that a biorthogonal ensem-
ble [15] refers to the joint density function
QN (x1, . . . , xN ) = 1
ZN
det[ηi(xj)]
N
i,j=1 det[ξi(xj)]
N
i,j=1, (2.28)
where all variables x1, . . . , xN are assumed to lie in the same interval I ⊆ R for
simplicity.
For the special case ηi = x
i−1, the average ratio of characteristic polynomials
under the density (2.28) can be expressed in terms of the correlation kernel; thus
as a minor variant of [24, Prop. 1] we have the following.
Proposition 2.4. With the same assumption and notation as in Proposition 2.2,
let ηj(x) = x
j−1 for j = 1, 2, . . .. Then, for z ∈ C\I
E
[ N∏
l=1
x− xl
z − xl
]
=
∫
I
du
x− u
z − uKN (x, u). (2.29)
Equivalently, if for x ∈ R we define the residue
Resz=xf(z) = lim
ε→0+
1
π
Im f(x− iε), (2.30)
then
KN(x, y) =
1
x− yResz=xE
[ N∏
l=1
x− xl
z − xl
]
. (2.31)
In the case of the average of a single characteristic polynomial or its reciprocal,
alternative expressions are also available; cf. Proposition 2 of [24].
Proposition 2.5. With the same assumption and notation as in Proposition 2.2,
let ηj(x) = x
j−1 for j = 1, 2, . . .. Then,
E
[ N∏
l=1
1
z − xl
]
=
N !
ZN
∣∣∣∣∣∣∣∣∣
g1,1 g1,2 . . . g1,N
...
...
. . .
...
gN−1,1 gN−1,2 . . . gN−1,N∫
I du
ξ1(u)
z−u
∫
I du
ξ2(u)
z−u . . .
∫
I du
ξN (u)
z−u
∣∣∣∣∣∣∣∣∣
(2.32)
=
∫
I
du
1
z − u
N∑
j=1
cN,jηj(u), (2.33)
for z ∈ C\I and
E
[ N∏
l=1
(x− xl)
]
=
N !
ZN
∣∣∣∣∣∣∣∣∣
g1,1 . . . g1,N η1(x)
g2,1 . . . g2,N η2(x)
...
...
...
...
gN+1,1 . . . gN+1,N ηN+1(x)
∣∣∣∣∣∣∣∣∣
(2.34)
=
1
c˜N+1,N+1
N+1∑
j=1
c˜j,N+1x
j−1, (2.35)
where the normalization ZN = N ! det[gi,j ]
N
i,j=1, and c˜j,N+1 is the (N + 1, j) entry
of the inverse of [gi,j ]
N+1
i,j=1.
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Proof. The formulas (2.32) and (2.34) have been proved in Proposition 2 of [24].
After noting the facts [gi,j]N [ci,j ]
t
N = IN andN !/ZN = det[ci,j ]
t
N , building on (2.32)
simple manipulation gives (2.33). On the other hand, by [c˜i,j ]
t
N+1[gi,j ]N+1 = IN+1
and
N !
ZN
=
ZN+1
(N + 1)ZN
(N + 1)!
ZN+1
=
ZN+1
(N + 1)ZN
det[c˜i,j ]
t
N+1, (2.36)
we have from (2.34) that
E
[ N∏
l=1
(x− xl)
]
=
ZN+1
(N + 1)ZN
N+1∑
j=1
c˜j,N+1x
j−1, (2.37)
which further implies the sought equation (2.35) since it is a monic polynomial. 
Application of the previous two propositions gives us explicit evaluation of aver-
ages of characteristic polynomials for the product of random matrices (1.4).
Proposition 2.6. For the eigenvalue PDF (2.5), the following hold true.
(i) Let KN be the kernel (1.22), then for z ∈ C\R,
E
[ N∏
l=1
x− xl
z − xl
]
=
∫ ∞
0
du
x− u
z − uKN (x, u). (2.38)
(ii) Let Φ be given by (1.16), then for z ∈ C\R,
E
[ N∏
l=1
1
z − xl
]
=
1
2πi
(−1)N−1∏r
l=1 Γ(νl +N)
∫ ∞
0
dt
∫
C
dv evΦ(v; t)
1
z − t
N∏
l=1
1
v + al
(2.39)
where C is a counterclockwise contour encircling −a1, . . . ,−aN but not any point
on the positive real axis.
(iii) Let Ψ be given by (1.14), then
E
[ N∏
l=1
(x−xl)
]
= (−1)N
r∏
l=1
Γ(νl+N +1)
∫ ∞
0
du uν0e−uΨ(u;x)
N∏
l=1
(u+al). (2.40)
Proof. It is immediate that Proposition 2.4 implies (i). For (ii), noting that the
leading term of the Laguerre polynomial is
n!Lν0n (x) = (−x)n + · · · , (2.41)
dividing by (−u)N−1 and taking the limit u→∞ in (2.15) we see that
cN,j =
r∏
l=1
1
Γ(νl +N)
e−aj
N∏
l=1,l 6=j
1
aj − al . (2.42)
Substituting cN,j in (2.33) and noting ηj(u) = Φ(−aj ;u), we obtain (2.39).
For (iii), we first introduce an auxiliary variable aN+1 and set ηN+1(u) =
Φ(−aN+1;u). The fact that ([gi,j ]N+1)t[c˜i,j ]N+1 = IN+1 implies
c˜N+1,N+1 =
det[gi,j ]N
det[gi,j ]N+1
=
r∏
l=1
1
Γ(νl +N + 1)
e−aN+1
N∏
l=1
1
aN+1 − al . (2.43)
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Changing N to N + 1 and using (2.15), as derived in (2.17) we obtain
N+1∑
j=1
c˜j,N+1x
j−1 =
∫ ∞
0
duuν0e−uΨ(u;x)e−aN+1
N∏
l=1
−u− al
aN+1 − al . (2.44)
Combination of (2.43), (2.44) and (2.35) completes the proof of (iii). 
Again, for the eigenvalue PDF (2.5), let
QN−1(x) = Resz=xE
[ N∏
l=1
1
z − xl
]
, x ∈ (0,∞), (2.45)
then use of Proposition 2.6 (ii) shows
QN−1(x) =
1
2πi
(−1)N−1∏r
l=1 Γ(νl +N)
∫
C
dv evΦ(v;x)
N∏
l=1
1
v + al
; (2.46)
when a1, . . . , aN are pairwise distinct it is a special case of Proposition 2 [24]. Also,
let
PN (x) = E
[ N∏
l=1
(x − xl)
]
, (2.47)
combining Corollary 2.3 where m is taken to be zero and Proposition 2.6, the
correlation kernel KN given by (1.22) can be expressed as the single sum (2.20)
in terms of Pj(x) and Qj(x). Here, without loss of generality, it is assumed that
Pj(x) corresponds to the multi-parameters a1, . . . , aj while Qj(x) corresponds to
a1, . . . , aj+1.
Remark 2.2. In the special case r = 0, use of (1.19) shows that (2.40) reduces to
PN (x) =
(−1)Nex
Γ(ν0 + 1)
∫ ∞
0
uν0e−u 0F1(ν0 + 1;−xu)
N∏
l=1
(u+ al) du.
This same expression has been derived using combinatorial means in [28], and as the
solution of a partial differential equation in [14]. Furthermore, in this case QN−1(x)
and PN (x) are so-called multiple functions of type I and II respectively, and (2.20)
reduces to Corollary 7 in [24]; see [24] or [42] for more details, especially when the
parameters aj ’s coalesce into D different values. For the case of a1 = · · · = aN = 0
and general r, QN−1(x) and PN (x) are also multiple functions of type I and II
associated with r + 1 weights; see [46]. However, in the general case it remains as
a challenge to identify a multiple orthogonal functions structure.
3. Hard edge limits
In this section we choose the source A such that all but possibly a fixed number
m of the eigenvalues of A∗A are equal to bN . Three regimes are distinguished:
subcritical regime 0 < b < 1, critical regime b = 1 and supercritical regime b > 1;
as to the former two regimes, see [43] and [44] for a relevant discussion on non-
intersecting Bessel paths which corresponds to the case r = 0. In the present paper
we focus on the scaled hard edge limits in the three regimes and leave the bulk
and soft-edge limits to a future work; for the case a1 = · · · = aN = 0 the latter
two limits have been established in [48]. The critical kernel results from a double
scaling limit, and its functional form is our main result as stated in Section 1. As
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b increases from zero, we will describe a phase transition from the Meijer G-kernel
(1.6) to the critical kernel (cf. Theorem 1.2), then to the shifted mean LUE kernel
(1.22) (cf. Theorem 3.2 for the case r = 0).
3.1. Limiting kernels. We first suppose that 0 < b < 1. The hard edge scaling
in this parameter range is in fact independent of b, and the hard edge correlation
kernel (1.6) already known for the case b = 0 is reclaimed.
Theorem 3.1 (Subcritical regime). With the kernel (1.22), let
a1 = · · · = aN = bN. (3.1)
Then for 0 < b < 1, we have
lim
N→∞
1
(1− b)NKN
( ξ
(1− b)N ,
η
(1 − b)N
)
= Kh,r(ξ, η), (3.2)
where Kh,r is given by (1.6), valid uniformly for ξ, η in any compact set of (0,∞).
Proof. Introducing rescaled variables x = ξ/((1− b)N), y = η/((1− b)N) in (1.22)
and substituting u, v by uN, vN respectively, we obtain
1
(1− b)NKN
( ξ
(1− b)N ,
η
(1 − b)N
)
=
∫ ∞
0
du
∫
C
dv
× 1
2(1− b)πi
e−N(f(u)−f(v))
u− v (Nu)
ν0Ψ
(
Nu;
ξ
(1− b)N
)
Φ
(
Nv;
η
(1− b)N
)
, (3.3)
where
f(z) = z − log(b+ z). (3.4)
Although both the functions Ψ and Φ in the integrand of (3.3) depend on N , we
will see that for the large N they do not enter the saddle point equation (e.g., cf.
(3.10) and (3.11) below). So we may perform saddle-point approximations and this
is what we will do next.
Consider now the exponent on the RHS of (3.3). Since
f ′(z) = 1− 1
b + z
, (3.5)
there is a saddle point z0 = 1− b. We hereby deform the contour C into the union
of two closed contours C1
⋃ C−2 such that C1 = {z ∈ C : |z + b| = 1} and C−2 is a
clockwise contour encircling the segment [0, 1−b] but not −b (C−2 and C2 refer to the
same curve except that the former indicates the clockwise direction). For instance,
we can choose C2 as the union of two segments from −0.5b to −b+e±iǫ respectively
and an arc {z : z = −b + eiθ,−ǫ ≤ θ ≤ ǫ} for some small positive ǫ. With such
a choice, we divide the integration over C into two parts, and furthermore rewrite
the double integral on the RHS of (3.3) as a sum of two integrals, that is,
1
(1− b)NKN
( ξ
(1− b)N ,
η
(1 − b)N
)
= p.v.
∫ ∞
0
du
∫
C1
dv(·) + p.v.
∫ ∞
0
du
∫
C−
2
dv(·)
:= I1 + I2. (3.6)
Here the notation p.v. denotes the Cauchy principal value integral. It is worth
stressing that, from (3.3), we can put some restrictions on the range of u, v in the
above integrals such that u 6= 1 − b and v 6= ±i. This is done for the convenience
of subsequent asymptotic analysis only.
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As N →∞, we claim that the leading contribution of the double integral on the
RHS of (3.3) comes from the range of u ∈ (0, 1 − b) and v ∈ C2. Actually, for I2,
when u > 1 − b the v-integral vanishes by Cauchy’s theorem since the integrand
does not have any singularities inside C2, while for 0 < u < 1 application of the
residue theorem gives
I2 =
1
1− b
∫ 1−b
0
du (Nu)ν0Ψ
(
Nu;
ξ
(1− b)N
)
Φ
(
Nu;
η
(1− b)N
)
. (3.7)
Using the asymptotic expansion of the function 1F1 for the large argument
(cf. Theorem 4.2.2 and Corollary 4.2.3, [7]), for large N we have
1F1(ν0 + s; ν0 + 1;−Nv) = Γ(ν0 + 1)
Γ(1− s) (Nv)
−ν0−s(1 +O( 1
N
)
)
, Re v > 0, (3.8)
and
1F1(ν0+ s; ν0+1;−Nv) = Γ(ν0 + 1)
Γ(ν0 + s)
(−Nv)s−1e−Nv(1+O( 1
N
)
)
, Re v < 0. (3.9)
Keeping in mind (1.16) and (1.18), by definition of the Meijer G-function (1.7) we
have from (3.8) that
(Nu)ν0Φ
(
Nu;
η
(1− b)N
) ∼ Gr+1,00,r+2(ν0, . . . , νr, 0
∣∣∣ uη
1− b
)
. (3.10)
Here and below we use the notation fN ∼ gN to mean that limN→∞ fN/gN = 1.
On the other hand, consideration of the definition (1.14) shows
Ψ
(
Nu;
ξ
(1− b)N
) ∼ G1,00,r+2(0,−ν0, . . . ,−νr
∣∣∣ uξ
1− b
)
, (3.11)
where use has been made of the identity (cf. eqn (1.8))
G1,00,r+2
(
0,−ν0, . . . ,−νr
∣∣∣z) = r∏
l=0
1
Γ(νl + 1)
0Fr+1
(
ν0 + 1, . . . , νr + 1;−z
)
. (3.12)
Combining (3.7), (3.10) and (3.11), and changing variables we get
I2 → Kh,r(ξ, η). (3.13)
Next, we deal with the integral I1 and show that it is negligible. In this case
because of different asymptotic forms of 1F1 given in (3.8) and (3.9), we divide I1
into two parts as
I1 = p.v.
∫ ∞
0
du
∫
C1,+
dv(·) +
∫ ∞
0
du
∫
C1,−
dv(·) := I11 + I12, (3.14)
where C1,+ = C1
⋂{v : Re v > 0} and C1,− = C1⋂{v : Re v < 0}. Notice that
for 0 < b < 1 one can easily check that Re{f(u)} attains its global minimum at
u = 1− b over (0,∞), while Re{f(v)} attains its global maximum at v = 1− b over
C1. Therefore, for I11 combining (1.16), (1.18), (3.8) and (3.11) we have
I11 ∼ p.v.
∫ ∞
0
du
∫
C1,+
dv
1
2(1− b)πi
e−N(f(u)−f(v))
u− v
(u
v
)ν0
G1,00,r+2
(
0,−ν0, . . . ,−νr
∣∣∣ uξ
1− b
)
Gr+1,00,r+2
(
ν0, . . . , νr, 0
∣∣∣ vη
1− b
)
. (3.15)
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For this, the standard steepest descent argument shows that the main contribution
comes from the neighbourhood of the saddle point z0 = 1− b, namely,
I11 = O(1/
√
N). (3.16)
Similarly, for I12 combination of (1.16), (1.18), (3.9) and (3.11) then gives us
I12 ∼
∫ ∞
0
du
∫
C1,−
dv
1
2(1− b)πi
e−N(f(u)−f(1−b))
u− v G
1,0
0,r+2
(
0,−ν0, . . . ,−νr
∣∣∣ uξ
1− b
)
× uν0e−N(log(b+v)+1−b) 1
2πi
∫ c+i∞
c−i∞
ds
( η
1− b
)−s
(−v)s−1Nν0+2s−1
r∏
l=1
Γ(νl + s),
(3.17)
for which the integrals of u and v respectively afford us bounds O(1/√N) and
O(Nν0+2c−1e−(1−b)N). Together, we obtain the exponential decay estimation
I12 = O(Nν0+2c−3/2e−(1−b)N ). (3.18)
Combining (3.13), (3.16) and (3.18), we arrive at the equation (3.2). Further-
more, it is clear that the previously derived estimates are valid uniformly for ξ, η
in any given compact set of (0,∞). 
Remark 3.1. When all the parameters al’s are null, if we understand the double
integral representation (1.22) as described in Remark 1.1, then the same argument
as in the proof of Theorem 3.1 is also applicable. This gives another derivation of
(1.6) different from that in [46].
We turn to proofs of Theorems 1.2 and 1.3.
Proof of Theorem 1.2. Rescaling variables in (1.22), we have
1√
N
KN
( ξ√
N
,
η√
N
)
=
√
N
2πi
∫ ∞
0
du
∫
C
dv
e−N(f(u)−f(v))
u− v (Nu)
ν0Ψ(Nu;
ξ√
N
)Φ(Nv;
η√
N
), (3.19)
where f(z) = z − log(1 + z/b) with b = (1− τ/
√
N)−1. If b is equal to the critical
value 1, then the saddle point of f(z) is z0 = 0. This time, for a fixed small number
δ > 0 we choose the contour as
C = {z = −1 + (1 + 2δ)eiθ : θ0 ≤ |θ| ≤ π} ∪ LA
−
OA+ , (3.20)
where
θ0 = arccos
1 + δ
1 + 2δ
, A± = −1 + (1 + 2δ)e±iθ0 , (3.21)
and LA
−
OA+ denotes the union of two line segments from the point A− to the origin
to the point A+. It is clear that A± = (δ,±
√
(2 + 3δ)δ), and the intersections of
the y-axis and the contour C are B± = (0,±2
√
(1 + δ)δ). Moreover, the four
points come close to the origin as δ → 0, which permits us to use the Taylor series
expansion of f(v) for any v ∈ C+ defined below (3.22).
First, we divide the integral on the RHS of (3.19) into two parts
1√
N
KN
( ξ√
N
,
η√
N
)
=
∫ ∞
0
du
∫
C
−
dv (·) +
∫ ∞
0
du
∫
C+
dv (·) := I− + I+, (3.22)
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where C− = {v ∈ C : Re v < 0} and C+ = {v ∈ C : Re v > 0}. We claim that
the dominant contribution to (3.19) comes from the neighbourhoods of u0 = 0 and
v0 = 0, so we need to expand the function f(z) at z0 = 0. With the double scaling
in mind, we obtain the Taylor series
f(z) =
τz√
N
+
1
2
(1 − τ√
N
)2z2 − 1
3
(1 − τ√
N
)3z3 + · · · . (3.23)
Therefore for I+, combining (1.14), (1.16), (1.18) and (3.8), together with the
relation (3.12) and the definition of Meijer G-function (1.7) we see that
I+ ∼
√
N
2πi
∫ ∞
0
du
∫
C+
dv
e−N(f(u)−f(v))
u− v
(u
v
)ν0
G1,00,r+2
(
0,−ν0, . . . ,−νr
∣∣∣√Nuξ)Gr+1,00,r+2(ν0, . . . , νr, 0
∣∣∣√Nvη). (3.24)
Fix the two endpoints B± of C+ and deform it to the imaginary axis, then after
substituting (3.23) into (3.24) and rescaling u, v by u/
√
N, v/
√
N , we conclude that
I+ converges to the kernel defined by (1.24), uniformly for ξ, η in a compact set of
(0,∞) and for τ in a compact set of R.
Secondly, for the integral I−, combination of (1.14), (1.16), (1.18) and (3.9)
yields
I− ∼ 1
2πi
∫ ∞
0
du
∫
C
−
dv
e−Nf(u)−N log(1+v/b)
u− v u
ν0G1,00,r+2
(
0,−ν0, . . . ,−νr
∣∣∣√Nuξ)
× 1
2πi
∫ c+i∞
c−i∞
ds η−s(−v)s−1Nν0+(3s−1)/2
r∏
l=1
Γ(νl + s). (3.25)
Since for sufficiently large N ,
Re{log(1 + v
b
)} = 1
2
log
(
(1 + 2δ)2 +O( τ√
N
)
)
> log(1 + δ) (3.26)
holds true uniformly for τ in a compact set of R and for v ∈ C−, use of the steepest
descent argument leads to an exponential decay
I− = O
(
Nν0−1+1.5ce−N log(1+δ)
)
. (3.27)
Lastly, by combining the foregoing results for I− and I+, we then complete the
proof. 
Proof of Theorem 1.3. Rescaling variables in (1.22), we have
1√
N
KN
( ξ√
N
,
η√
N
)
=
1
2πi
∫ ∞
0
du
∫
C
dv Nν0+1/2uν0
e−N(f(u)−f(v))
u− v
×
m∏
j=1
(v + b)(u+ σj/
√
N)
(u+ b)(v + σj/
√
N)
Ψ(Nu;
ξ√
N
)Φ(Nv;
η√
N
), (3.28)
where f(z) = z − log(1 + z/b) with b = (1− τ/√N)−1.
Proceeding as in the proof of Theorem 1.2, Taylor expanding f(z) at z = 0, and
rescaling u, v by u/
√
N, v/
√
N , we can complete the proof. 
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We next consider the supercritical case, that is b > 1. For r = 0, the limiting
eigenvalue density has support [L1, L2] with L1 > 0 (thus the left-most end changes
from the hard to the soft edge as b increases beyond unity as already remarked in
the Introduction); see e.g. [43, 44]. However, for r > 0 and fixed ν0, ν1, . . . , νr ≥ 0,
considerations from free probability theory suggest that the support will include
the origin for general b. Nonetheless, in the simplest case of r = 0 a particular
tuning and scaling of the supercritical case can be given which, on an appropriate
length scale, effectively separates a bunch of eigenvalues near the origin from the
rescaled left-end support. A similar result is conjectured to be true for the general
r > 0.
Theorem 3.2 (Supercritical regime for r = 0). With the kernel (1.22) where r = 0,
for a fixed positive integer m let
aj = σjb/(b− 1), j = 1, . . . ,m and ak = bN, k = m+ 1, . . . , N, (3.29)
where b > 1 and σ1, . . . , σm > 0. Then we have
lim
N→∞
e(1−
1
b )(η−ξ)
(
1− 1
b
)
KN
((
1− 1
b
)
ξ,
(
1− 1
b
)
η
)
=
1
2πi
ην0
(Γ(ν0 + 1))2
×
∫ ∞
0
du
∫
C
dv 0F1(ν0 + 1;−uξ) 0F1(ν0 + 1;−vη)uν0 e
−u+v
u− v
m∏
j=1
u+ σj
v + σj
, (3.30)
where C is a counterclockwise contour encircling −σ1, . . . ,−σm but not u.
Proof. Set κ = (b − 1)/b. For the large N , we have from (1.22) with r = 0 that
(
1− 1
b
)
KN
((
1− 1
b
)
ξ,
(
1− 1
b
)
η
)
=
κ
2πi
∫ ∞
0
du
∫
C
dv uν0
e−u+v
u− v
×Ψ(u;κξ)Φ(v;κη)
m∏
j=1
u+ σj/κ
v + σj/κ
(1 + u/(bN)
1 + v/(bN)
)N−m
:= I1 + I2, (3.31)
where we have rewritten C = C1 ∪ C2 and Ij =
∫∞
0 du
∫
Cj dv (·). The closed contour
C1 encircles −σ1/κ, . . . ,−σm/κ and on its left lies the path C2 encircling −bN ,
beginning at and returning to −∞. Keeping (1.19) and (1.20) in mind, for the
choice of the contour of I2 we have used the asymptotic property of 0F1 (cf. [49,
Sect. 5.11.2])
0F1(ν0 + 1; z) =
Γ(ν0 + 1)
2
√
π
(−z)− 1+2ν04
×
(
e−2i
√−z(1 +O( 1√
z
)) + e2i
√−z(1 +O( 1√
z
))
)
, |z| → ∞, (3.32)
Again with (1.19) and (1.20) in mind, by taking the limit and changing variables,
as N → ∞ it is less difficult to know that eκ(η−ξ)I1 goes to the desired integral.
For the part I2, by the fact (3.32), taking the limit in the integrand we see that the
v-integral over the closed contour C2 equals zero since the resulting integrand has
no pole. The proof is thus completed. 
By comparison with (1.22) in the case r = 0, N = m, {al} = {σl}, substitution
of (1.19) and (1.20) shows that the RHS of (3.30) is equal to eη−ξKm(ξ, η)|{al}={σl},
which is equivalent to the kernel for the m×m Laguerre Unitary Ensemble with a
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source (see e.g. [24] or [27, Chapter 11]). For general r ≥ 1, as to the supercritical
case of b > 1 the following similar result is expected to be true
lim
N→∞
(
1− 1
b
)
KN
((
1− 1
b
)
ξ,
(
1− 1
b
)
η
)
=
1
2πi
∫ ∞
0
du
∫
C
dv
(u
κ
)ν0 e−u+v
u− v
× Ψ(u/κ;κξ)Φ(v/κ;κη)
m∏
j=1
u+ σj
v + σj
=: K˜h,rm (ξ, η;κ;σ), (3.33)
where κ = (b − 1)/b, Ψ,Φ are given by (1.14), (1.16), and C is a counterclockwise
contour encircling −σ1, . . . ,−σm but not u. To prove it, if we might control the
behavior of e−κuΨ(u;κξ) and eκvΦ(v;κη) (for instance, we can try to derive an esti-
mate eκvΦ(v;κη) = O(v−2) as v → −∞ which should further be expected to vanish
sub-exponentially), then I2 → 0 and I1 goes to the desired integral as in the proof of
Theorem 3.2. But such an estimate is yet to be found. Furthermore, we expect the
correlations implied by (3.33) to be the same as those for Km(ξ, η)|{al}={σl} after
being multiplied by the factor g(κ; η)/g(κ; ξ) for some properly chosen function g.
However, the mechanism which makes this true in the cases r ≥ 1 remains to be
clarified.
Remark 3.2. It is of interest to contrast the scalings of {aj} in Theorem 1.3 and
3.2 applying to the critical and supercritical cases respectively. Some insight as to
the chosen values is possible by restricting attention to the case r = 0, for which
the squared singular values have the interpretation as non-intersecting Brownian
particles confined to a half line, as mentioned in the Introduction. In this interpre-
tation, the initial position of particle j is aj , and the particles evolve for time t = 1.
We interpret the values in aj in Theorem 1.3 as being such that the particles at
the hard edge are all of the same order, with the k outlier particles appropriately
merging with the spectrum edge of the N − k particles which started originally at
N(1− τ/
√
N). On the other hand, in Theorem 3.2 only the k particles starting at
order unity from the hard edge are at order unity from the hard edge when t = 1,
with the remaining N − k particles never reaching the hard edge by this time.
Remark 3.3. If we strengthen the results in Theorems 1.2, 1.3, 3.1 and 3.2 from
uniform convergence into the trace norm convergence of the integral operators with
respect to the correlation kernels, then as a direct consequence we have the lim-
iting gap probabilities after rescaling, especially including the smallest eigenvalue
distribution; see [27, Chapters 8 & 9]. Since the proof of trace norm convergence
is only a technical elaboration that confirms a well-expected result, we do not give
the details.
3.2. Characteristic polynomials. In this subsection we want to evaluate scaling
limits for the ratio of characteristic polynomials according to three different regimes.
Theorem 3.3. With the eigenvalue PDF (2.5), fix m ∈ {0, 1, 2, . . . , } and let
am+1 = · · · = aN = Nb.
(i) Set aj = Nbj with bj > 0 for j = 1, . . . ,m, if 0 < b < 1, then for ζ ∈ C\R,
lim
N→∞
1
(1 − b)N E
[ N∏
l=1
xl − ξ/((1− b)N)
xl − ζ/((1− b)N)
]
=
∫ ∞
0
du
ξ − u
ζ − uK
h,r(ξ, u). (3.34)
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(ii) Set aj =
√
Nσj with σj > 0 for j = 1, . . . ,m, if b = 1/(1 − τ/
√
N) with
τ ∈ R, then for ζ ∈ C\R,
lim
N→∞
1√
N
E
[ N∏
l=1
xl − ξ/
√
N
xl − ζ/
√
N
]
=
∫ ∞
0
du
ξ − u
ζ − uK
h,r
m (ξ, u; τ, σ). (3.35)
(iii) Set aj = σjb/(b− 1) with σj > 0 for j = 1, . . . ,m, if b > 1 and m ≥ 1, then
for r = 0 and for ζ ∈ C\R,
lim
N→∞
(1− 1
b
)E
[ N∏
l=1
xl − (1− 1b )ξ
xl − (1− 1b )ζ
]
=
∫ ∞
0
du
ξ − u
ζ − u K˜
h,0
m (ξ, u; 1−
1
b
;σ). (3.36)
Proof. By Proposition 2.6, Theorems 3.1, 1.3 and 3.2 imply the sought results
although a minor modification in the proof of Theorem 3.1 is required in relation to
(3.34) (in the same circumstance the limiting subcritical kernel still holds true). 
Likewise, based on Proposition 2.6, we can prove the following theorem con-
cerning the average of one single characteristic polynomial or its inverse. For this
purpose we introduce four sets of generalised multiple functions (we say generalised
since only for r = 0 do we know the multiple polynomial system; recall Remark
2.2) of types II and I with m parameters σ1, . . . , σm > 0. For k = 1, 2 . . . ,m, we
define two sets of generalised multiple functions by
Γ(k)(x;σ1, . . . , σk−1) =
∫ ∞
0
duuν0e−τu−
1
2
u2
×G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣xu) k−1∏
j=1
(u+ σj), (3.37)
and
Γ˜(k)(x;σ1, . . . , σk) =
1
2πi
∫ i∞
−i∞
dvv−ν0eτv+
1
2
v2
×Gr+1,00,r+2
(
ν0, ν1, . . . , νr, 0
∣∣∣xv) k∏
j=1
1
v + σj
, (3.38)
while for 0 < κ ≤ 1 two sets of Laguerre-like generalised multiple functions are
defined by
L(k)(x;κ;σ1, . . . , σk−1) =
∫ ∞
0
du (u/κ)ν0e−uΨ(u/κ;κx)
k−1∏
l=1
(u+ σl), (3.39)
and
L˜(k)(x;κ;σ1, . . . , σk) = 1
2πi
∫
γ
dv evΦ(v/κ;κx)
k∏
l=1
1
v + σl
. (3.40)
Here γ is a closed path which is encircling −σ1, . . . ,−σm once in the positive di-
rection.
Theorem 3.4. With the eigenvalue PDF (2.5), fix m ∈ {0, 1, 2, . . . , } and let
am+1 = · · · = aN = Nb.
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(i) Set aj = Nbj with bj > 0 for j = 1, . . . ,m, if 0 < b < 1, then
lim
N→∞
−√N
Υ
(sub)
N
E
[ N∏
l=1
1
xl − ζ/((1 − b)N)
]
=
∫ ∞
0
du
1
ζ − uG
r+1,0
0,r+2
(
ν0, ν1, . . . , νr, 0
∣∣∣u), (3.41)
lim
N→∞
√
N
r∏
l=1
(νl +N)Υ
(sub)
N E
[ N∏
l=1
(
xl − ξ/((1− b)N)
)]
= G1,00,r+2
(
0,−ν0,−ν1, . . . , νr
∣∣∣ξ) (3.42)
where
Υ
(sub)
N = (−1)N
√
2πNν0+Ne−(1−b)N
r∏
l=1
Γ(νl +N) (1− b)ν0
m∏
j=1
(1− b+ bj). (3.43)
(ii) Set aj =
√
Nσj with σj > 0 for j = 1, . . . ,m, if b = 1/(1− τ/
√
N) , then
lim
N→∞
−√N
Υ
(cri)
N
E
[ N∏
l=1
1
xl − ζ/
√
N
]
=
∫ ∞
0
du
1
ζ − u Γ˜
(m)(u;σ1, . . . , σm), (3.44)
lim
N→∞
√
N
r∏
l=1
(νl +N)Υ
(cri)
N E
[ N∏
l=1
(
xl − ξ/
√
N
)]
= Γ(m+1)(ξ;σ1, . . . , σm) (3.45)
where
Υ
(cri)
N = (−1)NNN+(ν0−m)/2e
√
Nτ+τ2/2
r∏
l=1
Γ(νl +N). (3.46)
(iii) Set aj = σjb/(b− 1) with σj > 0 for j = 1, . . . ,m, if b > 1, then for r = 0,
lim
N→∞
−b
(b − 1)Υ(sup)N
E
[ N∏
l=1
1
xl − (1− 1b )ζ
]
=
∫ ∞
0
du
1
ζ − u L˜
(m)(u; 1−1/b;σ1, . . . , σm),
(3.47)
lim
N→∞
b
b − 1
r∏
l=1
(νl+N)Υ
(sup)
N E
[ N∏
l=1
(
xl−(1−1/b)ξ
)]
= L(m+1)(ξ; 1−1/b;σ1, . . . , σm)
(3.48)
where
Υ
(sup)
N = (−1)N(bN)N−m
(
b/(b− 1))m. (3.49)
Proof. By Proposition 2.6, following almost the same procedure as that in Theorems
3.1, 1.3 and 3.2 we can evaluate the scaling limits. As a matter of fact, the proof will
be simpler since it only involves a single variable integral. We omit the details. 
Let us conclude this section with two relationships between the limiting kernels
(cf. (1.27) and (3.33)) and the generalised multiple functions defined by (3.37)–
(3.40); cf. Corollary 2.3.
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Proposition 3.5. We have
Kh,rm (x, y; τ, σ) = Kh,r(x, y; τ)+
m∑
k=1
Γ(k)(x;σ1, . . . , σk−1) Γ˜(k)(y;σ1, . . . , σk), (3.50)
and
K˜h,rm (x, y;κ;σ) =
m∑
k=1
L(k)(x;κ;σ1, . . . , σk−1) L˜(k)(y;κ;σ1, . . . , σk). (3.51)
Proof. By use of the relation (2.26), noting the definition of involved functions
(3.37)–(3.40), term-by-term integration immediately implies the above two formu-
las. Here use has been made of K˜h,r0 (x, y;κ;σ) = 0 for the second formula. 
4. Product with truncated unitary matrices
The derivation of the double contour integral expression (1.22) for the correlation
kernel is expected to be applicable to a wider class of biorthogonal ensembles,
specifically to those characterized by the form of (2.1) with ηi(x) = x
i−1 and ξi(x) =
h(ai, x) for some appropriate function of two variables h and N generic parameters
a1, . . . , aN . In this section we consider the specific case of the biorthogonal ensemble
corresponding to the product of r truncated unitary matrices and one shifted mean
Ginibre matrix and derive a double integral representation of the correlation kernel
and analyze the scaled limits at the hard edge. Other types of products Xr · · ·X1Z,
where each Xj is a Ginibre or truncated unitary matrix while Z is a spiked Wishart
matrix of the form G0Σ or a triangular random matrix (cf. [18, 32]), are presently
under consideration [47].
Explicitly, instead of (1.4), we now consider the matrix product
Y = Tr · · ·T1(G0 +A), (4.1)
where each Tj is an (N + νj)× (N + νj−1) truncation of a Haar distributed unitary
matrix of size Mj ×Mj and G0 is an (N + ν0) × N standard complex Gaussian
matrix while A is of size (N + ν0) × N and fixed. Here ν−1 = 0, ν0, . . . , νr are
the nonnegative integers and µj := Mj − N > νj (for the general νj > −1 the
analysis below is also applicable). In the case that the matrix (G0 + A) is absent,
this product has been studied in a recent paper [40].
An analogue of Proposition 1.1 for the correlation kernel can be given. As
in Proposition 1.1, two auxiliary functions are required, and so as to stress the
structural similarities, analogous notation is used. Specifically, with r = 1, 2, . . . ,
and 0 ≤ q ≤ r, the first is defined to be
Ψq(u;x) =
1
(2πi)r
1
Γ(ν0 + 1)
∫
(0,∞)q
dt
∫
Γ
dw
q∏
l=1
tµll e
−tl
×
r∏
l=1
w−νl−1l e
wl exp
{
x
t1 · · · tq
w1 · · ·wr
}
0F1
(
ν0 + 1;−xu t1 · · · tq
w1 · · ·wr
)
, (4.2)
where Γ = γ1 × · · · × γr, and γ1, . . . , γr are paths starting and ending at −∞ and
encircling the origin anticlockwise, while the other reads
Φq(v; y) =
1
2πi
∫ c+i∞
c−i∞
ds y−sφ(v; s)
r∏
l=1
Γ(νl + s)
q∏
l=1
1
Γ(µl + s)
, (4.3)
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where φ(v; s) is given in (1.18) and c > −min{ν0, ν1, . . . , νr}. It is worth stressing
that Ψq(u;x) can be expressed as a single contour integral
Ψq(u;x) =
1
Γ(ν0 + 1)
1
2πi
∫
γ
dw (−x)−w1F1
(
w; ν0 + 1;u
)
× Γ(w)
q∏
l=1
Γ(µl + 1− w)
r∏
l=1
1
Γ(νl + 1− w) , (4.4)
where γ encircles all non-positive integers such that Re{w} < min{µ1+1, . . . , µq+1}
for any w ∈ γ. This is a nice analogue of the definition of the function Φq(v; y) and
can be derived as follows. First, the power series expansions for the two functions
ex and 0F1
(
ν0 + 1;−xu
)
give us the following relation
ex0F1
(
ν0 + 1;−xu
)
=
∞∑
k=0
1
k!
xk1F1
(− k; ν0 + 1;u), (4.5)
from which, together with the definition of the function (4.2), by term-by-term
integration we then read off
Ψq(u;x) =
1
Γ(ν0 + 1)
∞∑
k=0
1
k!
xk1F1
(− k; ν0 + 1;u)
×
q∏
l=1
Γ(µl + 1 + k)
r∏
l=1
1
Γ(νl + 1 + k)
. (4.6)
With this, noting that the integrand for the integral (4.4) has simple poles at
0,−1,−2, . . ., we thereby apply the residue theorem to get the desired result.
Proposition 4.1. Let Y be defined by (4.1), and suppose that all eigenvalues
a1, . . . , aN of A
∗A are positive. The eigenvalue PDF of Y ∗Y can be written as
PN (x1, . . . , xN ) = 1
N !
det[KN (xi, xj)]
N
i,j=1 (4.7)
with correlation kernel
KN(x, y) =
1
2πi
∫ ∞
0
du
∫
C
dv uν0e−u+vΨr(u;x)Φr(v; y)
1
u− v
N∏
l=1
u+ al
v + al
, (4.8)
where C is a counterclockwise contour encircling −a1, . . . ,−aN but not u.
Proof. Starting with the eigenvalue PDF (2.1) of (G0 + A)
∗(G0 + A), application
of [40, Corollary 2.4] r times in succession shows that the eigenvalue PDF of Y ∗Y
is proportional to
det[ηi(xj)]
N
i,j=1 det[ξi(xj)]
N
i,j=1, (4.9)
where ηi(x) = x
i−1 and with T = t1 · · · tr
ξi(x) =
1
Γ(ν0 + 1)
∫
(0,1)r
dt
r∏
l=1
tνl−1l (1− tl)µl−νl−1 (
y
T
)ν0e−
y
T 0F1(ν0 + 1; ai
x
T
).
(4.10)
Next, we proceed as in the proof of Proposition 1.1. Our first task is to compute
gi,j :=
∫∞
0 ηi(x)ξj(x) dx. For this purpose, we note that application of the Mellin
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transform gives
∫ ∞
0
ys−1ξj(y) dy = φ(−aj ; s)
r∏
l=1
B(νl + s, µl − νl), (4.11)
where the notation B(a, b) refers to the gamma function evaluation of the beta
integral and φ(v; s) is given in (1.18), while use of the inverse Mellin transform
gives
ξj(y) = Φr(−aj ; y)
r∏
l=1
Γ(µl − νl), (4.12)
where Φr is defined in (4.3) with q = r. Combining (4.11), (1.17) and (2.11), we
obtain
gi,j = (i − 1)!eajLν0i−1(−aj)
r∏
l=1
B(νl + i, µl − νl). (4.13)
According to Proposition 2.2, with G = [gi,j ]
N
i,j=1 and C = (G
−1)t, the entries
ci,j of C then satisfy
eak
N∑
i=1
(i− 1)!Lν0i−1(−ak)
r∏
l=1
B(νl + i, µl − νl) ci,j = δj,k. (4.14)
Without loss of generality we assume that a1, . . . , aN are pairwise distinct. The
above equations imply
N∑
i=1
(i − 1)!Lν0i−1(u)
r∏
l=1
B(νl + i, µl − νl) ci,j = e−aj
N∏
l=1,l 6=j
−u− al
aj − al , (4.15)
which can be verified by noting that both sides are polynomials of degree N − 1 in
u which are equal at N different points. Using this implicit formula for {ci,j} and
the integral representations
Γ(z) =
∫ ∞
0
tz−1e−tdt,
1
Γ(z)
=
1
2πi
∫
γ
w−zewdw, (4.16)
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we have from (2.9) that with T = t1 · · · tr and W = w1 · · ·wr
KN(x, y) =
1
(2πi)r
N∑
i,j=1
ξj(y)
r∏
l=1
1
Γ(µl − νl)
∫
(0,∞)r
dt
∫
Γ
dw
(
xT/W
)i−1×
r∏
l=1
(
tµll w
−νl−1
l e
wl−tl) r∏
l=1
B(νl + i, µl − νl) ci,j
=
1
(2πi)r
N∑
j=1
Φr(−aj; y)
∫
(0,∞)r
dt
∫
Γ
dw
r∏
l=1
(
tµll w
−νl−1
l e
wl−tl) exT/W
Γ(ν0 + 1)
×
N∑
i=1
(i− 1)!
r∏
l=1
B(νl + i, µl − νl) ci,j
∫ ∞
0
du uν0Lν0i−1(u)e
−u
0F1
(
ν0 + 1;−uxT/W
)
=
1
(2πi)r
N∑
j=1
Φr(−aj; y)
∫
(0,∞)r
dt
∫
Γ
dw
r∏
l=1
(
tµll w
−νl−1
l e
wl−tl) exT/W
Γ(ν0 + 1)
×
∫ ∞
0
du uν0e−u0F1
(
ν0 + 1;−uxT/W
)
e−aj
∏
l 6=j
−u− al
aj − al . (4.17)
Here the formulae (2.12) and (4.15) have been used in the second and third equalities
respectively.
Finally, recalling (4.2) we can rewrite (4.17) as
KN (x, y) =
∫ ∞
0
du uν0e−uΨr(u;x)
N∑
j=1
Φr(−aj ; y) e−aj
∏
l 6=j
−u− aj
aj − al . (4.18)
If we recognise the sum over j as the sum of the residues at {al} of the v- function
Φr(−v; y) 1−u− v
N∏
l=1
−u− al
v − al , (4.19)
by changing v to −v we then arrive at the desired result. 
At this stage it would be possible to develop the theory of the corresponding av-
eraged characteristic polynomials and their reciprocals, and then proceed to analyse
their hard edge limit; recall Sections 2.2 and 3.2. However we pass on this, and
instead analyse the hard edge phase transition analogous to the workings in Section
3.1. Specifically, taking N →∞, we keep all νj fixed and simultaneously let some of
µ1, . . . , µr go to ∞. Without loss of generality, we suppose that for some 0 ≤ q ≤ r
all ν1, . . . , νr, µ1, . . . , µq are constants, and moreover
µq+1, . . . , µr →∞ as N →∞; (4.20)
see [40, Theorem 2.8] for the assumptions.
Theorem 4.2 (Subcritical kernel). With the kernel (4.8), for a fixed nonnegative
integer m let
aj = Nσj , j = 1, . . . ,m and ak = bN, k = m+ 1, . . . , N, (4.21)
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where 0 < b < 1 and σ1, . . . , σm > 0. Set cN = (1 − b)Nµq+1 · · ·µr. Under the
assumption (4.20) we have
lim
N→∞
1
cN
KN
( ξ
cN
,
η
cN
)
=∫ 1
0
G1,qq,r+2
( −µ1, . . . ,−µq
0,−ν0, . . . ,−νr
∣∣∣uξ)Gr+1,0q,r+2( µ1, . . . , µqν0, . . . , νr, 0
∣∣∣uη) du. (4.22)
Proof. Substituting u, v by uN, vN respectively in (4.8), we obtain
1
cN
KN
( ξ
cN
,
η
cN
)
=
∫ ∞
0
du
∫
C
dv
N
2cNπi
e−N(f(u)−f(v))
u− v
×
m∏
j=1
(v + b)(u+ σj)
(u+ b)(v + σj)
(Nu)ν0Ψr
(
Nu;
ξ
cN
)
Φr
(
Nv;
η
cN
)
, (4.23)
where f(z) = z − log(b+ z).
We can complete the proof in much the same way as in that of Theorem 3.1.
But this time we need to estimate the large N leading terms of the functions Ψ and
Φ. That is, we have to rescale variables tq+1, . . . , tr and rewrite them according to
Ψr
(
Nu;
ξ
cN
)
=
1
(2πi)r
1
Γ(ν0 + 1)
∫
(0,∞)r
dt
∫
Γ
dw
r∏
j=q+1
(
µ
µj+1
j e
µj(log tj−tj))×
q∏
l=1
tµll e
−tl
r∏
l=1
w−νl−1l e
wl exp
{ ξ
(1− b)N
t1 · · · tq
w1 · · ·wr
}
0F1
(
ν0+1;− ξu
1− b
t1 · · · tq
w1 · · ·wr
)
,
(4.24)
and
Φr(Nv;
η
cN
) =
1
2πi
∫ c+i∞
c−i∞
ds
( η
(1− b)N
)−s
φ(Nv; s)
×
r∏
l=q+1
µj
Γ(µj + s)
r∏
l=1
Γ(νl + s)
q∏
l=1
1
Γ(µl + s)
, (4.25)
then apply the saddle point analysis (see e.g. [60]) to the integrals over tq+1, . . . , tr
in Ψr near the saddle point t0 = 1, or expand the integrand in Φr by the Stirling
approximation formula as µq+1, . . . , µr →∞. Tracking the same contour deforma-
tions and following almost the same analysis as in Theorem 3.1, the proof will be
done. We leave the details to the reader. 
The limiting kernel on the RHS of (4.22), with the parameter ν0 absent and
r+1 replaced by r first appeared in [40, Theorem 2.8] as the hard edge correlation
kernel for a product of truncated unitary matrices. Clearly, it reduces to the Meijer
G-kernel (1.6) in case q = 0. More generally, as remarked in [40] (cf. eqns (2.37)
and (2.38) therein), it can be interpreted as a finite rank perturbation of (1.6).
For the critical regime, tracking the same contour deformations and following
almost the same analysis as in Theorem 1.3, as for the proof of Theorem 4.2 the
required working to establish the following theorem can be given.
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Theorem 4.3 (Deformed critical kernel). With the kernel (4.8), for a fixed non-
negative integer m let
aj =
√
Nσj , j = 1, . . . ,m and ak = N(1− τ/
√
N)−1, k = m+ 1, . . . , N, (4.26)
where τ ∈ R and σ1, . . . , σm > 0. Set cN =
√
Nµq+1 · · ·µr. Under the assumption
(4.20) we have
lim
N→∞
1
cN
KN
( ξ
cN
,
η
cN
)
=
1
2πi
∫ ∞
0
du
∫ −c+i∞
−c−i∞
dv
(u
v
)ν0 e−τu− 12u2+τv+ 12 v2
u− v
×
m∏
j=1
u+ σj
v + σj
G1,qq,r+2
( −µ1, . . . ,−µq
0,−ν0, . . . ,−νr
∣∣∣uξ)Gr+1,0q,r+2( µ1, . . . , µqν0, . . . , νr, 0
∣∣∣vη), (4.27)
where 0 < c < min{σ1, . . . , σm}.
We remark that the kernels on the RHS of (4.27) reduce to the deformed critical
kernels Kh,rm in (1.27) in case q = 0. These are the most general form of critical
kernels that we have derived in the present paper. Moreover, they are new except
for the simplest case q = r = m = 0, which as previously remarked corresponds to
non-intersecting squared Bessel paths and has been studied in [22, 24, 44].
As to the supercritical regime where b > 1, when r ≥ 1 we have a similar
expectation on the scaling limit (see eqn.(3.33) and relevant description below it),
which can be stated as follows. With the kernel (4.8), for a fixed positive integer
m let
aj = σjb/(b− 1), j = 1, . . . ,m and ak = bN, k = m+ 1, . . . , N, (4.28)
where b > 1 and σ1, . . . , σm > 0. Set cN = µq+1 · · ·µrb/(b − 1), then under the
assumption (4.20) we have
lim
N→∞
1
cN
KN
( ξ
cN
,
η
cN
)
=
1
2πi
∫ ∞
0
du
∫
C
dv
(u
κ
)ν0 e−u+v
u− v
× Ψq(u/κ;κξ)Φq(v/κ;κη)
m∏
j=1
u+ σj
v + σj
, (4.29)
where κ = (b − 1)/b, Ψq,Φq are given by (4.2), (4.3), and C is a counterclockwise
contour encircling −σ1, . . . ,−σm but not u.
5. Asymptotics for large parameters and variables
5.1. Limits for large parameters. The behavior of the critical kernel (1.24)
for large values of the parameters will be discussed, one of which is the confluent
relation between correlation kernels. The first to be considered is when some of
ν1, . . . , νr, say νm+1, . . . , νr, go to infinity.
Proposition 5.1. Let Kh,r(ξ, η; τ) be the critical kernel (1.24). If 0 ≤ m < r, then
as νm+1, . . . , νr →∞ we have
(νm+1 · · · νr)Kh,r
(
(νm+1 · · · νr)x, (νm+1 · · · νr)y; τ
) −→ Kh,m(x, y; τ). (5.1)
Proof. This immediately follows from the identity (3.12) for G1,00,r+2 and the defini-
tion (1.7) for Gr+1,00,r+2. 
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The above confluent relation allows for a natural interpretation, particularly
in the original finite matrix dimension. Actually, in (1.4) substituting all Gj as
square matrices being distributed according to the joint density proportional to
detνj (G∗jGj) exp{−tr(G∗jGj)} (see the relevant description below (1.4)), then a sad-
dle point approximation shows that all Gm+1, . . . , Gr go to the identity matrix of
order N as νm, . . . , νr → ∞. Thus these matrices do not contribute to the hard
edge state.
A similar effect happens in relation to the parameter ν0 associated with G0,
although now we find that a different rescaling is necessary, and furthermore that
the limiting kernel is now subcritical.
Proposition 5.2. Let Kh,r(ξ, η; τ) be the critical kernel (1.24). For r ≥ 1, we have
lim
ν0→∞
√
ν0Kh,r
(√
ν0x,
√
ν0y; τ
)
= Kh,r−1(x, y)
∣∣∣
{ν0,...,νr−1}→{ν1,...,νr}
, (5.2)
where Kh,r−1 is given by (1.6).
Proof. Substituting u, v by
√
ν0u and
√
ν0v respectively in (1.24), we get
√
ν0Kh,r
(√
ν0x,
√
ν0y; τ
)
=
1
2πi
∫ ∞
0
du
∫
iR
dv
e−ν0(f(u)−f(v))
u− v e
−τ√ν0u+τ√ν0v
× ν0G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣ν0ux)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣ν0vy) (5.3)
where f(z) = − log z + z2/2.
Choose one saddle point z0 = 1 from f
′(z) = 0 and deform iR as the union of
one closed clockwise contour C encircling the interval [0, 1) and the vertical line
x = 1. Note that as ν0 →∞
ν0G
1,0
0,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣ν0ux)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣ν0vy)
∼ G1,00,r+1
(
0,−ν1, . . . ,−νr
∣∣∣ux)Gr,00,r+1(ν1, . . . , νr, 0
∣∣∣vy), (5.4)
proceeding as in the proof of Theorem 3.1, we can show that the dominant contri-
bution comes from the range of u ∈ [0, 1) and v ∈ C. Finally, application of the
residue theorem gives the proof. 
Similarly, for the large negative τ , we observe a transition from the critical kernel
to the Meijer G-kernel. This is to be expected, as then the parameter b in (1.11)
enters the subcritical regime b < 1, since effectively b = (1− τ/N)−1.
Proposition 5.3. Let Kh,r(ξ, η; τ) be the critical kernel (1.24). Then we have
lim
τ→−∞(−1/τ)K
h,r
(− x/τ,−y/τ ; τ) = Kh,r(x, y). (5.5)
Proof. Substituting u, v by −τu and −τv respectively in (1.24), we get
(−1/τ)Kh,r(− x/τ,−y/τ ; τ) = 1
2πi
∫ ∞
0
du
∫
iR
dv
(u
v
)ν0 e−τ2(f(u)−f(v))
u− v
×G1,00,r+2
(
0,−ν0,−ν1, . . . ,−νr
∣∣∣ux)Gr+1,00,r+2(ν0, ν1, . . . , νr, 0
∣∣∣vy) (5.6)
where f(z) = −z + z2/2. Proceeding as in the proof of Proposition 5.2, the sought
result follows. 
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Lastly, as to the critical kernel on the RHS of (4.27) with m = 0, the functions
Γ˜(1)(x) and Γ˜(0)(x) defined in (3.37) and (3.38), there exists similar asymptotic
behavior for large parameters as in the above three propositions, but we refrain
from writing them down.
5.2. Conjectures and open problems. In the concluding section of [29] a num-
ber of questions, mostly relating to asymptotics, were posed in relation to the
kernel (1.6). As we will indicate, these all carry over to the critical kernel (1.24).
It is also the case that the conjectured behaviours are all closely related to analo-
gous expected asymptotic properties of the finite N kernel (1.22). Two classes of
asymptotic problems stand out.
The first is to establish the global scaling limit of the critical one-point function.
For this we expect
lim
N→∞
N rKN (N
r+1x,N r+1x)
∣∣∣
al=N
=
1
π
ImG(x − i0), (5.7)
where w(z) := zG(z), satisfies the algebraic equation
wr+3/2 − zw1/2 + z = 0. (5.8)
The latter is known to specify the Raney distribution with parameters (3 + 2r, 2),
which according to free probability theory is the global density for the matrix (1.4)
in the critical case (see e.g. [31, Remark 3.4]). In the case of the global limit (5.7)
with al = 0 (l = 1, . . . , N), a recent achievement [48] has been the use of the double
contour integral formula (2.21) to deduce that (5.7) with w(z) := zG(z) satisfies
the algebraic equation
wr+2 − zw + z = 0. (5.9)
The latter specifies the Raney distribution with parameters (r + 2, 1), also known
as the Fuss-Catalan distribution with parameter r + 1 [56], and should give the
asymptotic behavior of global density for small argument throughout the subcritical
regime. In the supercritical regime, from a macroscopic viewpoint the number of
random matrices in the product (1.4) is effectively r, since A dominates G0 and
moreover A is proportional to the identity. This implies that the corresponding
asymptotic behaviour of the global density near the origin now corresponds to that
of the Fuss-Catalan distribution with parameter r.
To see the relevance of (5.7) to the asymptotics of the density in the critical hard
edge scaled state, Kh ,r(x, x), we recall (cf. [31, Cor. 2.5]) that it can be deduced
from (5.9) that for small x the global density has its leading asymptotics given by
(1.12). In keeping with the discussion in the concluding section of [29], this should
be the leading large x asymptotic form of Kh ,r(x, x). Combining this with the small
x asymptotic form (1.5) for the Fuss-Catalan density as applies to the subcritical
and supercritical regimes (the latter with r 7→ r − 1 as already commented), we
therefore expect
Kh ,r, (∗)(x, x) ∼
x→∞


1
π
sin
π
r + 2
x−1+
1
r+2 , (∗) = subcritical
1
π
sin
2π
2r + 3
x−1+
1
r+3/2 , (∗) = critical
1
π
sin
π
r + 1
x−1+
1
r+1 , (∗) = supercritical.
(5.10)
PRODUCTS OF COMPLEX GINIBRE MATRICES WITH A SOURCE 31
In general if the global density at the hard edge diverges as x−p, then the ex-
pected number of eigenvalues in the interval (0, s) is proportional to Ns1−p. For
this to be of order unity we must scale s 7→ N1/(1−p)s. Taking into consideration
the scaling x 7→ N r+1x already present in (5.7), this suggests that the appropriate
hard edge scalings are
x 7→


(1/N)x, subcritical
(1/
√
N)x, critical
no change, supercritical,
(5.11)
in agreement with those used in the main body of the text.
The second class of asymptotic of the type identified in the concluding section
of [29] is to compute the leading asymptotic form of the off diagonal analogue of
the LHS of (5.7), namely
KˆN (x, y)
·
:=N r+1KN (N
r+1x,N r+1y), x 6= y, (5.12)
where the dot above := indicates that terms which oscillate and average to zero
are to be ignored. To see the interest in this quantity, note from (2.10) that the
truncated (or connected) two-point correlation ρT(2),N(x1, x2) := ρ(2),N (x1, x2) −
ρ(1),N(x1)ρ(1),N (x2) is given by ρ
T
(2),N (x1, x2) = −KN(x1, x2)KN (x2, x1), so knowl-
edge of the asymptotics of Kˆ(x, y) tells us the asymptotics of
ρˆT(2),N(x, y)
·
:=N2(r+1)ρT(2),N (N
r+1x,N r+1y), x 6= y, (5.13)
With G =
∑N
j=1 g(xj) denoting a linear statistic in the bulk scaled system, in view
of the formula (see e.g. [27, eqn. (14.38)])
VarG = N2(r+1)
∫ ∞
0
dx1
∫ ∞
0
dx2 g(x1)g(x2)ρ
T
(2),N (N
r+1x1, N
r+1x2)
+N r+1
∫ ∞
0
g(x)ρ(1)(N
r+1x) dx (5.14)
one sees that (5.13) (sometimes referred to as a wide correlator; see e.g. [36]) es-
sentially determines the large N form of this fluctuation, which is expected to be
O(1) (see e.g. [27, §14.3]).
As a concrete example of this second type of asymptotics, consider the simplest
case of (1.4), namely r = 0 and A = 0. The squared singular values correspond
to the eigenvalues of G∗0G0, where G0 is a (N + ν0)×N standard complex Gauss-
ian matrix. This class of random matrices is referred to as the complex Wishart
ensemble (see e.g. [27, §3.2]). For this ensemble it is a known result that [10]
N2ρT(2),N (Nx,Ny)
·∼− 1
2π2
1
(x − y)2
(L/2)(x+ y)− xy
(x(L − x)y(L− y))1/2 , x 6= y, (5.15)
with L = 4, and where the dot above the asymptotic sign denotes a restriction to
non-oscillatory terms.
Suppose now that in the definition (5.12) of KˆN(x, y) we introduce a scale factor
L and compute instead the asymptotic form of (N r+1/L)KN(N
r+1x/L,N r+1y/L).
For the complex Wishart ensemble the RHS of (5.15) with L a variable results. For
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general r, if the original leading asymptotic form of ρ˜T(2)(x, y) was R(x, y), this will
now equal (1/L2)R(x/L, y/L). Following [10] we expect that
lim
L→∞
1
L2
R
(x
L
,
y
L
)
→ Rh(x, y), (5.16)
where Rh(x, y) is the leading non-oscillatory large x, large y asymptotic form of
the hard edge scaling of ρT(2),N (x, y). In the context of the present setting this
corresponds to seeking the large x, large y form of Kh,r(x, y). In the case of the
complex Wishart ensemble, (5.16) applied to (5.15) predicts that
ρh,T(2) (x, y)
·∼− 1
4π2
(x/y)1/2 + (y/x)1/2
(x− y)2 , (5.17)
which is in fact a known exact result (see e.g. [27, eqn. (7.75)]). The analogue of
(5.17) is known for the case r = 1, A = 0 of (1.4) [29, eqn. (5.28)], but the analogue
of (5.15) is yet to be obtained. As discussed in [29], knowledge of an asymptotic
form such as (5.17) is of interest for the computation of the variance of a scaled
linear statistic at the hard edge, Gα =
∑∞
j=1 g(xj/α) when α→∞, which is given
by
lim
α→∞
VarGα := lim
α→∞
( ∫ ∞
0
dλ1
∫ ∞
0
dλ2
×g(λ1/α)g(λ2/α)ρT,h, r(2) (λ1, λ2) +
∫ ∞
0
dλ g(λ/α)ρh, r(1) (λ)
)
. (5.18)
A number of challenges for future research present themselves from the above
discussion. We conclude this section with a list of a few more.
• Under the assumption of a1 = · · · = aN = bN with b > 0, verify the sine-
kernel in the bulk and Airy-kernel at the soft edge for (1.22) and (4.8) (see
recent monographs [6, 21, 27, 58] for the sine and Airy kernels and [48] for
recent progress on the random matrix products).
• Under the assumption of am+1 = · · · = aN = bN with b > 0, by tuning the
parameters a1, . . . , am verify the BBP transition for (1.22) and (4.8) (cf.
[9, 55]).
• Verify the transitions from the critical kernels (1.24) and (4.27) to the sine-
kernel and to the Airy-kernel (cf. [27, Exercise 7.2] and [29]).
Acknowledgments. The work of P.J. Forrester was supported by the Australian Re-
search Council for the project DP140102613. The work of D.-Z. Liu was supported
by the National Natural Science Foundation of China under grants 11301499 and
11171005. Special thanks go to Dong Wang for inviting us to the Department of
Mathematics at NUS in July 2014, and to Lun Zhang for bringing the preprint of
[22] to our attention during the drafting of this article. The anonymous referees’
constructive comments and suggestions are most appreciated.
References
1. Adler M., Dele´pine, J. and van Moerbeke, P.: Dyson’s nonintersecting Brownian motions with
a new outliers, Comm. Pure Appl. Math. 62 (2008), 334–395.
2. Akemann, G. and Ipsen, J.R.: Recent exact and asymptotic results for products of independent
random matrices, arXiv:1502.01667.
3. Akemann, G., Ipsen, J. and Kieburg, M.: Products of rectangular random matrices: singular
values and progressive scattering, Phys. Rev. E 88 (2013), 052118 [13pp].
PRODUCTS OF COMPLEX GINIBRE MATRICES WITH A SOURCE 33
4. Akemann, G., Kieburg, M. and Wei, L.: Singular value correlation functions for products of
Wishart matrices, J. Phys. A 46 (2013), 275205 [22pp].
5. Alexeev, N., Go¨tze, F. and Tikhomirov, A.: On the asymptotic distribution of singular values
of products of large rectangular random matrices, arXiv:1012.2586v2.
6. Anderson, G.W., Guionnet, A. and Zeitouni, O.: An Introduction to Random Matrices, Cam-
bridge University Press, Cambridge, 2009.
7. Andrews, G. E., Askey, R. and Roy, R.: Special Functions, Cambridge University Press (2000).
8. Beals R. and Szmigielski J.: Meijer G-functions: a gentle introduction, Notices Amer. Math.
Soc. 60 (2013), 866–872.
9. Baik, J., Ben Arous, G. and Pe´che´, S.: Phase transition of the largest eigenvalue for non-null
complex sample covariance matrices, Ann. Prob. 33(2005), no. 5, 1643–1697.
10. Beenakker, C.W.J: Universality of Bre´zin and Zee’s spectral correlator, Nucl. Phys. B 422
(1994), 515–520.
11. Beenakker, C.W.J: Random-matrix theory of quantum transport, Rev. Mod. Phys. 69 (1997),
no. 3, 731–808.
12. Bertola, M. and Bothner, T.: Universality conjecture and results for a model of several coupled
positive-definite matrices, Comm. Math. Phys. 337(3):1077–1141, 2015.
13. Bertola, M., Gekhtman, M. and Szmigielski, J.: Cauchy-Laguerre two-matrix model and the
Meijer-G random point field, Comm. Math. Phys. 326 (2014), 111–144.
14. Blaizot, J.-P., Nowak, M.A. and Warcho l, P.: Universal shocks in the Wishart random-matrix
ensemble. II. Nontrivial initial conditions, Phys. Rev. E 89 (2014), 042130.
15. Borodin, A.: Biorthogonal ensembles, Nuclear Phys. B 536 (1998), 704–732.
16. Borodin, A. and Kuan, J.: Random surface growth with a wall and Plancherel measures for
O(∞), Comm. Pure Appl. Math. 63 (2010), 831–894.
17. Bougerol, P. and Lacroix, J.: Products of random matrices with applications to Schro¨dinger
operators, volume 8 of Progress in Probability and Statistics. Birkha¨user Boston, Inc., Boston,
MA, 1985.
18. Cheliotis, D.: Triangular random matrices and biothogonal ensembles, arXiv:1404.4730.
19. Claeys, T., Kuijlaars, A. B. J. and Wang, D.: Correlation kernels for sums and prod-
ucts of random matrices, to appear in Random Matrices: Theory and Applications,
doi:10.1142/S2010326315500173, arXiv:1505.00610v2.
20. Crisanti, A., Paladin, G. and Vulpiani, A: Products of random matrices in statistical physics,
volume 104 Springer Series in Solid-State Sciences. Springer-Verlag, Berlin, 1993. With a
foreword by Giorgio Parisi.
21. Deift, P.: Orthogonal Polynomials and Random Matrices: a Riemann–Hilbert approach,
Courant Lecture Notes in Mathematics Vol. 3, Amer. Math. Soc., Providence R.I., 1999.
22. Delvaux, S. and Veto˝, B.: The hard edge tacnode process and the hard edge Pearcey process
with non-intersecting squared Bessel paths, Random Matrices: Theory Appl. 04, No. 2 (2015),
1550008, 57 pages. Preprint arXiv:1412.0831.
23. Desrosiers, P. and Forrester, P.J.: Asymptotic correlations for Gaussian and Wishart matrices
with external source, Int. Math. Res. Notices (2006), ID 27395, 1–43.
24. Desrosiers, P. and Forrester, P.J.: A note on biorthogonal ensembles, J. Approx. Th. 152
(2008), 167–187.
25. Dorokhov, O. N.: Transmission coefficient and the localization length of an electron in N
bound disordered chains, Pis’ma Zh. Eksp. Teor. Fiz. 36 (1982), 259–262 [JETP Lett. 36,
318–321].
26. Falkovich, G., Gawdzki, K. and Vergassola, M.: Particles and fields in fluid turbulence, Rev.
Mod. Phys. 73 (2001), 913–975.
27. Forrester, P.J.: Log-gases and random matrices, Princeton University Press, 2010.
28. Forrester, P.J.: The averaged characteristic polynomial for the Gaussian and chiral Gaussian
ensemble with a source, J. Phys. A 46 (2013), 345204.
29. Forrester, P.J.: Eigenvalue statistics for product complex Wishart matrices, J. Phys. A 47
(2014), 345202.
30. Forrester, P.J. and Kieburg, M.: Relating the Bures measure to the Cauchy two-matrix model,
arXiv: 1410.6883v3.
31. Forrester, P.J. and Liu, D.-Z.: Raney distributions and random matrix theory, J. Stat. Phys.
158 (2015), 1051–1082.
34 PETER J. FORRESTER AND DANG-ZHENG LIU
32. Forrester, P.J. and Wang, D.: Muttalib–Borodin ensembles in random matrix theory—
realisations and correlation functions, arXiv:1502.07147v2
33. Furstenberg, H. and Kesten, H.: Products of random matrices, Ann. Math. Stat. 31 (1960),
457–469.
34. Ginibre, J.: Statistical ensembles of complex, quaternion, and real matrices, J. Math. Phys.
6 (1965), 440–449.
35. Go¨tze, F., Naumov, A. and Tikhomirov, A.: Distribution of linear statistics of singular values
of the product of random matrices, arXiv:1412.3314.
36. Itoi, C.: Universal wide correlators in non-Gaussian orthogonal, unitary and symplectic ran-
dom matrix ensembles, Nucl. Phys. B 493 (1997), 651–659.
37. Ko¨nig, W. and O’Connell, N.: Eigenvalues of the Laguerre process as non-colliding squared
Bessel process. Elec. Commun. Probab. 6 (2001), 107–114.
38. Katori, M. and Tanemura, H.: Noncolliding squared Bessel process, J. Stat. Phys. 142 (2011),
592–615.
39. Kieburg, M.: Supersymmetry for products of random matrices, arXiv:1502.00550.
40. Kieburg, M., Kuijlaars, A.B.J. and Stivigny, D.: Singular value statistics of matrix products
with truncated unitary matrices, to appear in Int. Math. Res. Notices, arXiv:1501.03910.
41. Kuijlaars, A.B.J.: Transformations of polynomial ensembles, to appear in Contemporary
Mathematics, arXiv:1501.05506.
42. Kuijlaars, A.B.J.: Multiple orthogonal polynomial ensembles, Recent trends in orthogonal
polynomials and approximation theory, Contemp. Math. 507 (2010), 155–176.
43. Kuijlaars, A.B.J., Mart´ınez-Finkelshtein, A. and Wielonsky, F. : Non-intersecting squared
Bessel paths and multiple orthogonal polynomials for modified Bessel weights, Comm. Math.
Phys. 286 (2009), 217–275.
44. Kuijlaars, A.B.J., Mart´ınez-Finkelshtein, A. and Wielonsky, F.: Non-intersecting squared
Bessel paths: critical time and double scaling limit, Comm. Math. Phys. 308 (2011), 227–279.
45. Kuijlaars, A.B.J. and Stivigny, D.: Singular values of products of random matrices and poly-
nomial ensembles, Random Matrices: Theory and Appl. Vol. 3, No. 3 (2014), 1450011, 22
pages.
46. Kuijlaars, A.B.J. and Zhang, L.: Singular values of products of Ginibre random matrices,
multiple orthogonal polynomials and hard edge scaling limits, Comm. Math. Phys. 332 (2014),
759–781.
47. Liu, D.-Z., Wei, L. and Zhang, L., in preparation.
48. Liu, D.-Z., Wang, D. and Zhang, L.: Bulk and soft-edge universality for singular values of
products of Ginibre random matrices, to appear in Annales de l’IHP Probabilite´s et statis-
tiques, arXiv:1412.6777v2.
49. Luke, Y.L.: The Special Functions and their Approximations, Vol. 1, Academic Press, New
York, 1969.
50. May, R.M.: Will a large complex system be stable? Nature Vol. 238 (1972), 413–414.
51. Mello, P. A., Pereyra, P. and Kumar, N.: Macroscopic approach to multichannel disordered
conductors, Ann. Phys. (N.Y.) 181 (1988), 290–317.
52. Muttalib, K.A.: Random matrix models with additional interactions, J. Phys. A 28 (1995),
L159–164.
53. Neuschel, T.: Plancherel-Rotach formulae for average characteristic polynomials of products
of Ginibre random matrices and the Fuss-Catalan distribution, Random Matrices: Theory
Appl. 03, No. 1 (2014), 1450003, 18pp.
54. Pastur, L. and Shcherbina, M.: Eigenvalue distribution of large random matrices, American
Mathematical Society, Providence, RI, 2011.
55. Pe´che´, S. : The largest eigenvalue of small rank perturbations of Hermitian random matrices,
Probab. Theory and Related Fields 134 (2006), 127–173.
56. Penson, K.A., Z˙yczkowski, K.: Product of Ginibre matrices: Fuss-Catalan and Raney distri-
butions, Phys. Rev. E 83 (2011) 061118, 9 pp.
57. Strahov, E.: Differential equations for singular values of products of Ginibre random matrices,
J. Phys. A: Math. Theor 47 (2014), 325203 (27pp).
58. Tao, T.: Topics in Random Matrix Theory, Graduate Studies in Mathematics 132, Amer.
Math. Society, Providence RI, 2012.
PRODUCTS OF COMPLEX GINIBRE MATRICES WITH A SOURCE 35
59. Tulino, A.M. and Verdu´, S.: Random matrix theory and wireless communications, in Foun-
dations and Trends in Communcations and Information Theory, vol. 1, 2004, pp. 1–182. Now
Publisher, Hanover, MA.
60. Wong, R.: Asymptotic approximations of integrals, vol. 34, SIAM, 2001.
61. Zhang, L.: Local universality in biorthogonal Laguerre ensembles, to appear in Journal of
Statistical Physics, arXiv: 1502.03160.
Department of Mathematics and Statistics, The University of Melbourne, Victoria
3010, Australia; ARC Centre of Excellence for Mathematical & Statistical Frontiers
E-mail address: p.forrester@ms.unimelb.edu.au
Key Laboratory of Wu Wen-Tsun Mathematics, Chinese Academy of Sciences, School
of Mathematical Sciences, University of Science and Technology of China, Hefei 230026,
P.R. China
E-mail address: dzliu@ustc.edu.cn
