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Introduction
La the´orie du corps de classe occupe une place privile´gie´e dans les mathe´matiques. En effet, cet
ensemble de the´ore`mes est a` la base de plusieurs pans de ce qui se fait de plus pointu actuellement en
the´orie des nombres. Mais notre objectif e´tait plus pre´cis : nous avons, il y a deux ans, re´dige´ une preuve
du the´ore`me de Catalan-Miha˘ilescu. Et dans cette preuve, nous avions besoin de l’existence du corps de
Hilbert d’un corps de nombres et du The´ore`me de Cˇebotarev. On voit rapidement qu’il faut pour cela
une bonne partie des the´ore`mes principaux de la the´orie du corps de classe global. Nous avons donc fait
un se´minaire sur le sujet pour comprendre cette the´orie.
Le but est donc de prouver de la manie`re la plus directe ces deux re´sultats. Plusieurs approches sont
possibles : l’approche ade´lique, l’approche cohomologique et l’approche classique. L’approche classique
consisterait a` relire dans le texte les oeuvres de Cˇebotarev et de Takagi. Mais il serait dommage d’oublier
ce qui s’est fait par la suite visant a` ame´liorer la compre´hension profonde, notamment l’application d’Artin
et le quotient de Herbrand. En revanche, les approches ade´liques et cohomologiques nous ont paru un
peu e´loigne´es du proble`me initial. Restait donc une ligne un peu me´diane utilisant la cohomologie, mais
uniquement cyclique et en “snobant” les ade`les. Ne´anmoins, ronge´ par le remords, et voyant que la
the´orie vu avec les ade`les pouvait se de´duire assez facilement de ce que nous avions de´ja` fait, nous l’avons
mis tout de meˆme au Chapitre 13.
Pour pouvoir lire cet expose´ avec aisance, il serait pre´fe´rable d’avoir suivi au moins un cours de
the´orie e´le´mentaire des nombres. C’est-a`-dire connaˆıtre la notion de corps de nombres; la the´orie de
Galois sur ceux-ci, sur les corps finis et sur les corps p -adiques; le the´ore`me de Dirichlet sur les unite´s;
le the´ore`me “n = efr” sur les extensions d’ide´aux premiers dans une extension galoisienne de corps de
nombres; les notions de groupes de de´composition et d’inertie; les normes absolues et relatives d’e´le´ments
et d’ide´aux ainsi que quelques re´sultats basiques de l’analyse re´elle et complexe. Ces re´sultats seront tout
de meˆme rappele´s, simplement pour parler le meˆme langage avec le lecteur.
Nous espe´rons que le lecteur prendra plaisir a` parcourir (ou a` e´tudier) ce texte et que cette the´orie
cessera d’effrayer les gens, car il est vrai qu’elle est un peu dure pour des novices et trop standard pour
des mathe´maticiens actifs, donc peu de gens prennent la peine de regarder en de´tail tout cela et c’est
bien dommage !
Bien suˆr, le point de vue que nous pre´sentons ici est largement inspire´ de divers ouvrages ou articles.
Notamment [Jan], [La2] et [Neu] mais l’approche est un peu diffe´rente, un peu plus directe, plusieurs
petites erreurs ont e´te´ corrige´es (on espe`re ne pas en avoir ajoute´es) et surtout quelques de´veloppements
du genre “left to the reader” e´claircis et un peu e´toffe´s.
Voyons un peu la structure de notre texte :
Il faut conside´rer le Chapitre 0 comme une boˆıte a` malice dans laquelle se trouvent les re´sultats
importants sur lesquelles la the´orie que nous pre´senterons sera construite. On peut aussi le conside´rer
comme ce qu’on met dans notre sac a` dos avant de partir faire une excursion en montagne : il y a un peu
de tout et c’est un peu comprime´ car le sac est toujours trop petit !
Le Chapitre 1 est un chapitre d’e´chauffement sur un re´sultat technique qui n’est utilise´ qu’une fois
dans le Chapitre 2. On a he´site´ de mettre tout cela en appendice, mais personne ne lit les appendices et
en plus, il y a tout de meˆme certains raisonnements qui seront revus par la suite.
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Dans le Chapitre 2, on de´montre de manie`re analytique ce qu’on appelle la premie`re ine´galite´ du corps
de classe. On utilisera un peu d’analyse complexe, mais a` un niveau assez basique, il faut essentiellement
connaˆıtre la notion de fonctions holomorphes et me´romorphes. On montre au passage que l’application
d’Artin (vue au Chapitre 0) est surjective
Dans le Chapitre 3, on prouve le The´ore`me de Cˇebotarev faible et quelques re´sultats comme le
the´ore`me de Dirichlet sur les progressions arithme´tiques ainsi que des re´ponses sur le comportement
modulo p de polynoˆmes irre´ductibles dans Z[X ]. La fin du chapitre donne de jolis re´sultats sur les
diffe´rentes manie`res de de´composer pour un ide´al premier (par exemple, le The´ore`me de Bauer).
Le Chapitre 4 parle de cohomologie cyclique (depuis le de´but), du quotient de Herbrand et on donne
quelques calculs dans le cas d’extensions cycliques de corps de nombres.
Le Chapitre 5 est difficilement de´finissable : on calcule essentiellement l’indice [K∗ : N(L∗)K∗m],
mais c¸a ne vous dira pas grand-chose. En revanche, nous faisons une digression permettant de de´finir
l’exponentielle et le logarithmes sur les corps p-adiques et une autre digression pour savoir quand un
e´le´ment est une norme d’une extension finie dans les p-adiques.
Pour le Chapitre 6, les calculs faits aux chapitres 4 et 5 permettent, avec l’e´tude approfondie d’un di-
agramme du tonnerre, de prouver l’e´galite´ fondamentale du corps de classes pour les extensions cycliques.
Cela implique un the´ore`me connu sous le nom de “The´ore`me de la Norme de Hasse”.
Avec le Chapitre 7, nous entrons dans le monde des extensions abe´liennes avec la notion de “K-
modules admissibles”. Cela nous permet de de´montrer le grand “The´ore`me de re´ciprocite´ d’Artin”. En
corollaire, on prouve le The´ore`me de Cˇebotarev fort et le fameux “The´ore`me de Kronecker-Weber”.
C’est dans le Chapitre 8, que nous apercevons la lumie`re : on y de´finit la notion de sous-groupe de
congruence, ce qui nous permet d’e´noncer le “The´ore`me d’existence du corps de classe”. Ce re´sultat, fon-
damental, nous occupera jusqu’au Chapitre 10. Nous faisons quelques re´ductions pour pouvoir attaquer
le proble`me dans des cas plus faciles.
Dans le Chapitre 9, nous nous concentrons sur un cas “plus simple” : les extensions de Kummer.
Nous calculons un nouvel indice. Et comme interlude, nous prouvons le ce´le`bre the´ore`me de re´ciprocite´
quadratique, tout en e´tant conscient que cette preuve est probablement la plus complique´e de ce re´sultat
classique.
Au Chapitre 10, nous prouvons le the´ore`me d’existence, nous de´finissons aussi l’application d’Artin
dans le cas des extensions galoisiennes non abe´liennes. Nous utiliserons cette application au Chapitre 12.
Le Chapitre 11 e´tait initialement consacre´ a` la construction du corps de Hilbert. Pour cela, il faut
montrer que “le conducteur est admissible”. Pour parvenir a` ce re´sultat, nous de´finissons le ”symbole de
norme re´siduelle”, note´ θp. Ce symbole nous permettra en outre de prouver au Chapitre 14 les the´ore`mes
du corps de classe local. Nous prouvons donc en plus un certain nombre de re´sultats pas directement
utiles pour l’admissibilite´ du conducteur. Enfin, nous pouvons construire le corps de Hilbert.
Tout ide´al d’un corps de nombres devient principal dans son corps de Hilbert. Cette proprie´te´
remarquable est de´montre´e dans le Chapitre 12. On sort un peu des chemins arithme´tiques pour faire
une petite incursion dans la the´orie des groupes, pour bien suˆr revenir au re´sultat qui nous inte´resse.
Les notions d’ide`le et d’ade`le ont e´te´ introduit pour formuler la the´orie du corps de classe pour les
extensions infinies. Nous avons donc de´cide´ au Chapitre 13 de “recoller les morceaux” pour des lecteurs
voulant peut-eˆtre se lancer dans cette voie.
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Enfin, voyant qu’il ne fallait plus trop travailler pour obtenir les re´sultats du corps de classe local
(en caracte´ristique 0), nous avons introduit ce dernier chapitre pour cueillir encore ces re´sultats, non sans
s’eˆtre assure´ que tout corps local est bien le localise´ d’un corps de nombres.
Le premier appendice parle des nombres premiers de la forme x2 + ny2 ou x2 + xy +my2 et on y
prouve que sous certaines conditions, il y a une infinite´ de tels nombres premiers. On utilise pour la
preuve l’existence du corps de la classe d’un groupe qu’on nomme HO dans des corps quadratiques.
Le sujet du second appendice est le symbole de Hilbert. Nous en donnons les premie`res de´finitions
et les premie`res proprie´te´s.
Enfin, on pourrait nous ajouter qu’il serait judicieux de parler de la version cohomologique des
the´ore`mes du corps de classe introduite par J. Tate. Nous y avons pense´, mais il nous semble que cela
alourdirait notre propos. Mais peut-eˆtre qu’un jour, nous apporterons un appendice a` ce texte quand
nous aurons trouve´ une manie`re e´le´gante de pre´senter cela.
On espe`re bien suˆr que chaque lecteur apprendra quelque chose dans ce texte et qu’il n’he´sitera pas
a` nous signaler des erreurs, des maladresses ou des suggestions d’ame´liorations. Toute remarque est a`
envoyer a` l’adresse :
maurice.mischler@romandie.com ou maurice.mischler@vd.educanet2.ch
Par souci de ne pas trop charger le ficher informatique, nous avons enleve´ un certain nombre
d’illustrations non mathe´matiques. Vous pouvez les voir sur le site
http://mathmontmus.romandie.com/resource/12252/262704
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Chapitre 0 :
Rappels et premiers exemples
Le de´but de ce premier chapitre est une espe`ce de mise en commun des outils et re´sultats mathe´matiques
qui sont dits “bien connus”. Le plus simple serait de dire : “on conside`re connus les re´sultats de [La1],
[Sam], [Mar], [Fr-Tay] et [Nar]”. Mais c’est un peu court et pas tre`s gentil pour le lecteur. La volonte´
est aussi de se mettre d’accord sur les notations. Le lecteur connaisseur en the´orie alge´brique des nom-
bres pourra sauter les premie`res conside´rations jusqu’au paragraphe intitule´ “K-modules, application
d’Artin et compagnie”. Ce n’est qu’a` partir de la` que nous donnerons toutes les preuves (ou au moins
les re´fe´rences).
Ge´ne´ralite´ sur les corps de nombres et l’alge`bre e´le´mentaire
Les ensembles N = {0, 1, 2, 3, . . . , }, Z, Q, R et C seront suppose´e connus. Les notions de groupes,
anneaux, ide´aux, corps, modules, espaces vectoriels, alge`bres,... aussi. Si A est un anneau. On note A∗
ou U(A) l’ensemble des inversibles de A.
On rappelle la donne´e des the´ore`mes d’isomorphismes. Chaque fois que nous dirons “par les the´ore`mes
d’isomorphismes...” nous nous re´fe´rerons a` ceci :
The´ore`mes d’isomorphismes :
a) Soit G, G′ des groupes et f : G → G′ un homomorphisme de groupe de noyau H . Alors f induit
un isomorphisme f ′ : G/H → im(f) qui factorise f en la suite d’homomorphisme
G
p−→ G/H f
′
−→ im(f) i−→ G′,
ou` p et i sont les projections, respectivement les injections canoniques. Plus ge´ne´ralement, si H ′ est
un sous-groupe normal de G′ et H = f−1(H ′), on en de´duit un homomorphisme injectif :
f : G/H −→ G′/H ′
qui est un isomorphisme si f est surjectif.
b) Soient G un groupe, et H1 ⊃ H2 des sous-groupes normaux de G (H2 est alors automatiquement
normal dans H1). Alors on a un isomorphisme
(G/H2)/(H1/H2) ≃ G/H1.
c) Soient H1, H2 des sous-groupes d’un groupe G. Supposons que H1 ⊂ {x ∈ G | xH2x−1 = H2},
H1 ∩ H2 est alors un sous-groupe normal de H1 et H1H2 = H2H1 est un sous-groupe de G dans
lequel H2 est normal. Alors on a :
H1/(H1 ∩H2) ≃ (H1H2)/H2.
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Rappels et premiers exemples
Un corps de nombres est un corps de dimension finie vu comme Q-espace vectoriel. Il sera souvent
note´ K,L,E,M ou H et cette dimension se note [K : Q], pour un corps de nombres K (attention, si
G ⊃ H sont des groupes, [G : H ] sera |G/H |, le contexte permettra de distinguer). Pour simplifier, nous
conside´rerons que tous ces corps sont inclus dans le meˆme corps alge´briquement clos, disons C. On peut
montrer que pour tout corps de nombres K, il existe θ ∈ C tel que K = Q(θ). Si L ⊂ K ⊂ Q sont des
corps de nombres, alors on a [L : Q] = [L : K] · [K : Q] (le meˆme re´sultat est aussi vrai pour des corps
quelconques par exemple des corps finis).
Si K est un corps de nombres, on note souvent OK l’anneau des e´le´ments de K entiers sur Q.
On suppose connu que OK est un anneau de Dedekind, c’est-a`-dire noethe´rien, inte´gralement clos (donc
inte`gre) et tout ide´al premier non nul de OK est maximal. On peut montrer que dans ce cas-la`, l’ensemble
IK des ide´aux fractionnaires de K est un groupe abe´lien librement engendre´ par les ide´aux premiers de
OK . Remarquons que souvent on dira ide´al de K plutoˆt que de OK . La graphie est souvent a ou b pour
des ide´aux et p et P pour les ide´aux premiers ou les places infinies. Nous reviendrons plus tard sur la
notions de places. Les unite´s de OK devraient se noter O
∗
K ou U(OK)... mais nous les noterons UK .
Soit m ∈ N, m > 1. On note ζ
m
une racine m-e`me primitive de l’unite´. Le corps K = Q(ζ
m
) est
appele´ le m-ie`me corps cyclotomique. On sait que [Q(ζ
m
) : Q] = ϕ(m), ou` ϕ est l’indicateur d’Euler. Il
est bien connu, mais toujours assez de´licat a` prouver que dans ce cas OK = Z[ζm].
Soit L/K une extension de corps de nombres de degre´ n. Soit p un ide´al premier de K et P un ide´al
premier de L. On dit que P est au-dessus de p si p = P ∩ OK , ou ce qui est e´quivalent, P apparaˆıt
dans la de´composition de l’ide´al pOL et on e´crit dans ce cas P|p. On peut alors identifier OK/p a` un
sous-corps de OL/P (ces corps sont d’ailleurs finis). On notera f(P/p) = [OL/P : OK/p], qu’on appelle
le degre´ re´siduel de P/p. Si on e´crit pOL = P
e1
1 · · ·Perr et notant fi pour f(Pi/p), on a
∑r
i=1 eifi = n.
Le nombre entier ei, note´ e(Pi/p) s’appelle l’indice de ramification de Pi/p. On dit que P n’est pas
ramifie´ dans L (ou ne se ramifie pas dans L) si ei = 1 pour tout i. On peut montrer que le nombre de
p qui sont ramifie´ est fini. Par exemple, si K = Q et L = Q(ζ
m
), et si p est un nombre premier, alors
l’ide´al (p) ramifie dans L si et seulement si p divise m. Enfin, si K ⊂ L ⊂ E sont des corps de nombres,
et si p ⊂ P ⊂ P sont des ide´aux premiers des K,L,E respectivement, on a e(P/p) = e(P/P) · e(P/p);
et il en est de meˆme pour les f .
Extensions galoisiennes
Soit L/K une extension alge´brique de corps d’indice fini n. On dit qu’elle est galoisienne si |AutK(L)| =
[L : K] = n, ou` AutK(L) est l’ensemble des K-automorphismes de L. Dans ce cas, AutK(L) se note
Gal(L/K) (le groupe de Galois de L/K). Si L et K sont des corps finis, alors L/K est une exten-
sion galoisienne, mieux, elle est cyclique (le groupe de Galois est un groupe cyclique) engendre´ par
l’automorphisme de Frobenius x 7→ xq, ou` q = |K|. Supposons maintenant que L et K soient des corps de
nombres. On peut voir que tout σ ∈ Gal(L/K) agit transitivement sur les ide´aux premiers de L qui sont
au-dessus d’un ide´al p de K fixe´. Cela implique que si pOL = P
e1
1 · · ·Perr , on a e1 = e2 = · · · = er =: e et
f1 = f2 = · · · = fr =: f , et ainsi, e · f · r = n. Quand nous dirons “la the´orie de Galois implique que...”,
nous ferons re´fe´rence a` un des re´sultats suivants :
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Rappels et premiers exemples
The´ore`mes de Galois
Si K et L sont des corps, on note KL le plus petit corps contenant K et L.
a) Soit K ⊂ L ⊂ E des corps. Supposons que E/K soit une extension galoisienne de groupe G. Alors
E/L est galoisienne et Gal(E/L) = {g ∈ G | g|L = IdL} := H . De plus L/K est galoisienne si et
seulement si H est un sous-groupe normal de G et dans ce cas, Gal(L/K) ≃ G/H . Inversement, si
H1 est un sous-groupe de G, le corps L1 := Fix(H1) = {x ∈ E | h(x) = x ∀h ∈ H1}, qu’on appelle
le corps fixe par H1 est tel que Gal(E/L1) = H1.
b) Soit K ⊂ L et K ⊂ E deux extensions de corps. On suppose que L/K est galoisienne. Alors EL/L
est aussi galoisienne et Gal(EL/E) ≃ Gal(L/L ∩ E) ⊂ Gal(L/K). Cet isomorphisme est donne´ par
la restriction a` L. L’application R : Gal(EL/E) → Gal(L/K) ainsi de´finie est un homomorphisme
injectif.
c) Soit K ⊂ L et K ⊂ E deux extensions galoisiennes de corps telles que L ∩E = K. Alors EL/K est
une extension galoisienne et Gal(EL/K) ≃ Gal(L/K)×Gal(E/K).
Normes
a) La norme absolue
Soit K un corps de nombres et a un ide´al de K. Alors l’anneau OK/a est fini et son cardinal se note
N(a), la norme absolue de a. On peut voir que N(a · b) = N(a) · N(b), pour tout ide´al a et b. On
prolonge la de´finition pour tout ide´al fractionnaire de K.
b) La norme relative d’un e´le´ment
Soit L/K une extension de corps de nombres et α ∈ L. L’application µα : L → L de´finie par
µα(β) = α · β est un endomorphisme K-line´aire de L. On pose NL/K(α) = det(µα). Il est clair que
si α ∈ K, NL/K(α) = αn. On peut voir aussi que NL/K(α · β) = NL/K(α) · NL/K(β), pour tout
α, β ∈ L. Si K ⊂ L ⊂ E sont des corps de nombres et α ∈ E, on a NE/K(α) = NL/K(NE/L(α)).
De plus, si α ∈ K∗, on a N(α · OK) =
∣∣NK/Q(α)∣∣. Si σ1, . . . , σn sont les K-morphismes de L
dans C, on a NL/K(α) =
∏n
i=1 σi(α). En particulier si L/K est galoisienne de groupe G, on a
NL/K(α) =
∏
σ∈G σ(α).
c) La norme relative d’un ide´al
Soit L/K une extension de corps de nombres d’indice n. Si p et P sont des ide´aux premiers de K
et L respectivement tels que P|p, on pose NL/K(P) = pf(P/p), et on prolonge multiplicativement
cette norme a` tous les ide´aux fractionnaires de L (puisque les ide´aux premiers engendrent IK). On
voit imme´diatement que si a est un ide´al fractionnaire de K, on a NL/K(a) = a
n. De meˆme, pour
tout a ∈ L, on NL/K(a ·OL) = NL/K(a) ·OK , ou` NL/K est la norme relative de´finie pre´ce´demment.
Enfin, si l’extension L/K est galoisienne de groupe G, et a est un ide´al fractionnaire de L, alors
NL/K(a) =
∏
σ∈G σ(a).
Ramification et de´composition et automorphisme de Frobenius
Soit L/K une extension de corps de nombres et p un ide´al premier de K. On dit que p se de´compose
totalement dans L si e(P/p) = f(P/p) = 1 pour tout ide´al premier P de L tel que P|p. On a le re´sultat
3
Rappels et premiers exemples
suivant :
Lemme “de´composition-ramification”
a) Soit L1/K et L2/K deux extensions de corps de nombres. Alors l’ensemble des ide´aux premiers de
K qui se de´composent comple`tement (resp. qui ne ramifient pas) dans L1L2 est l’ensemble de ide´aux
premiers de K qui se de´composent comple`tement (resp. qui ne ramifient pas) dans L1 et dans L2.
b) Soit L/K une extension de corps de nombres et E/K la plus petite extension galoisienne contenant
L. Alors l’ensemble des ide´aux premiers de K qui se de´composent comple`tement (resp. qui ne
ramifient pas) dans L est l’ensemble de ide´aux premiers de K qui se de´composent comple`tement
(resp. qui ne ramifient pas) dans E.
Cf. [Mar, Thm. 31 + Corollary, pp. 107-108]
Soit L/K une extension galoisienne de corps de nombres de groupe G, p un ide´al premier de K et P
un ide´al premier de L tel que P|p. On de´finit le groupe de de´composition de P sur p (ou de P sur K),
Z(P/p) = Z(P/K) := {σ ∈ G | σ(P) = P}.
Si P1,P2|p, alors il existe σ ∈ G tel que Z(P1/p) = σ−1Z(P2/p)σ. Ainsi, si l’extension est abe´lienne
(G est abe´lien), alors tous les Z(P/p) sont e´gaux si p est fixe´, et on note alors ce groupe Z(L/p), ou
meˆme Z(p) s’il n’y a pas d’ambigu¨ite´, et on l’appelle le groupe de de´composition de p sur L. Revenons
au cas ge´ne´ral (G non ne´cessairement abe´lien); nous avons vu que [L : K] = n = e · f · r. On peut
aussi voir que [G : Z(P/p)] = r et |Z(P/p)| = e · f . Si σ ∈ Z(P/p), alors il de´termine un σ ∈ G :=
Gal((OL/P)/(OK/p)), et l’application σ 7→ σ est un homomorphisme surjectif de G sur G. Le noyau
de cette application se note T (P/p) ou T (P/K) et s’appelle le groupe d’inertie de P/p ou de P/K.
On a aussi, comme pour Z, T (σ(P)/p)) = σT (P/p)σ−1 pour tout σ ∈ G. On a donc |T (P/p)| = e et
Z(P/p)/T (P/p) ≃ G, de cardinal f . On a donc, pour tout σ ∈ T (P/p), σ(x) ≡ x (mod P) pour tout
x ∈ OL. Supposons que p ne ramifie pas, c’est-a`-dire e = 1 et donc le groupe d’inertie est trivial et donc
l’application σ 7→ σ est un isomorphisme de Z(P/p) sur G. Nous avons vu que le groupe de Galois G
est un groupe cyclique avec un ge´ne´rateur privile´gie´ qui est l’application ν 7→ νN(p) pour tout ν ∈ OL/P
et l’unique e´le´ment de Z(P/p) qui correspond a` cet automorphisme s’appelle aussi l’automorphisme de
Frobenius de P/p. On le note Frob(P/p). Il est caracte´rise´ comme l’e´le´ment de G qui satisfait :
Frob(P/p)(x) ≡ xN(p) (mod P) pour tout x ∈ OL.
On a aussi Frob(σ(P)/p) = σ Frob(P/p) σ−1 et donc l’ensemble {Frob(P/p) | P|p}, qu’on note
FrL/K(p) est une classe de conjugaison dans G. Si G est abe´lien, alors Frob(P/p) ne de´pend que de p,
on le notera FrobL/K(p), et on a
FrobL/K(p)(x) ≡ xN(p) (mod pOL) pour tout x ∈ OL.
De plus, si K ⊂ M ⊂ L sont des corps de nombres et p ⊂ P ⊂ P sont des ide´aux premiers de K, M
et L respectivement. Alors Frob(P/p) = Frob(P/p)|M , s’ils sont de´finis. De meˆme, Z(P/P) ⊂ Z(P/p)
et T (P/P) ⊂ T (P/p).
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Enfin, soient K ⊂ L et K ⊂ E deux extensions de corps de nombres telles que L/K soit galoisienne.
On sait par la the´orie de Galois que Gal(LE/E) peut eˆtre vu, via la restriction a` L, comme un sous-groupe
de Gal(L/K). Mais, il y a mieux : si P est un ide´al premier de LE, alors Z(P/E) (resp. T (P/E)) est
isomorphe (via la meˆme restriction) a` Z(P∩L/L∩E) (resp. a` T (P∩L/L∩E)) et peut eˆtre vu comme
un sous-groupe de Z(P ∩ L/K) (resp. de T (P ∩ L/K)).
Places et comple´tions
Soit K un corps de nombres. Une valeur absolue est une application | | : K → R, satisfaisant les
conditions, pour tout x, y ∈ K :
(1) |x| ≥ 0 et |x| = 0⇔ x = 0,
(2) |xy| = |x||y|,
(3) |x+ y| ≤ |x|+ |y|.
Si on remplace la condition (3) par la condition plus forte
(3)’ |x+ y| ≤ max(|x|, |y|),
on dit que la valeur absolue est non archime´dienne, et archime´dienne sinon.
Deux valeurs absolue | |1 et | |2 sont dites e´quivalentes s’il existe c, d ∈ R tels que pour tout x ∈ K
on ait c|x|1 ≤ |x|2 ≤ d|x|1. Si deux valeurs absolues sont e´quivalentes, elles induisent sur K la meˆme
topologie. L’ensemble des classes d’e´quivalences des valeurs absolues de K s’appellent les places de K.
Si K est un corps de nombres, nous allons donner l’ensemble de ses places.
a) Les places finies (non archime´diennes).
A chaque ide´al premier p de K, on associe une valuation vp de´finie de la manie`re suivante : si a est
un ide´al fractionnaire de K, on peut e´crire de manie`re unique a = pr · a′ ou` p ne divise pas a′ (on note
p ∤ a′). Alors on de´finit vp(a) = r. Si x ∈ K, on pose vp(x) = vp(x · OK). La valeur absolue associe´e a`
cette valuation est de´finie ainsi :
|x|p = N(p)−vp(x), x ∈ K.
On peut montrer que cette valeur absolue est non archime´dienne, que si q 6= p, les valeurs absolues | |q
et | |p sont non-e´quivalentes et que toute valeurs absolue non-archime´dienne sur K est e´quivalente a` une
de celles-ci. On note P0(K) l’ensemble des places finies.
b) Les places infinies (archime´diennes).
Supposons que [K : Q] = n. On sait qu’il existe n plongements ϕ : K → C (c’est-a`-dire des
Q-homomorphismes (injectifs)). A chacun de ces plongements on associe une valeur absolue :
|x|ϕ = |ϕ(x)|
ou` x ∈ K et | | est la norme complexe. Si ϕ(K) ⊂ R, on dit que ϕ est re´elle. Si ϕ(K) 6⊂ R, on dit que ϕ
est complexe. Si ϕ est complexe, le conjugue´ complexe ϕ de ϕ et ϕ de´finissent la meˆme place. Autrement,
ces valeurs absolues sont non-e´quivalentes. Ainsi, si n = r + 2s, ou` r est le nombre de plongements re´els
de K et 2s est le nombre de plongements complexes, on a en tout r + s places infinies.
Si K est un corps de nombres, on peut montrer qu’il n’y a pas d’autres places. Donc, en re´sume´, il y
a une infinite´ de places finies (autant que d’ide´aux premiers) et un nombre fini de places infinies...
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On note P∞(K) (resp PR(K), PC(K)) l’ensemble des places infinies (resp. re´elles, complexes) de K.
Souvent, une place infinie se notera p, comme pour les places finies.
L’ensemble de toutes les places se note bien suˆr P(K).
Revenons un instant sur les places finies. Si p ∈ P0(K), on note Kp le comple´te´ topologique (on
attribue une limite a` chaque suite de Cauchy) relativement a` la valeur absolue de´finie par p. C’est un
corps dit “local” sur lequel vp et | |p se prolongent. On de´finit
Op = {x ∈ Kp | vp(x) ≥ 0} et p̂ = {x ∈ Kp | vp(x) > 0}.
Op est un anneau local d’ide´al maximal p̂. Cet ide´al est principal, on note souvent π un ge´ne´rateur de
p̂ qu’on appelle “uniformisante”; et tout ide´al de Op est du type π
k · Op. On conside`re que K ⊂ Kp et
on note O(p) := Op ∩ K = {αβ ∈ K | α, β ∈ OK et β ∈ OK \ p}, le localise´ de OK en p. C’est aussi
anneau local et son ide´al maximal se note p˜, il est aussi principal et chaque ide´al est du type πk · O(p),
pour une uniformisante qu’on notera aussi parfois π (lorsque nous ne devrons pas utiliser les deux). On
a p ·O(p) = p˜ et p · Op = p˜ ·Op = p̂. On a aussi, pour tout k ∈ N, k > 0 :
OK/p
k ≃ O(p)/p˜k ≃ Op/p̂.
Selon l’humeur et le besoin du moment, il aurait aussi e´te´ possible de de´finir Op comme la limite du
syste`me projectif
{
OK/p
k, δk+1,k
}
, ou` δk+1,k : OK/p
k+1 → OK/pk est l’homomorphisme canonique x
(mod pk+1) 7→ x (mod pk).
Dans le cas ou` K = Q, on retrouve bien suˆr les nombres p-adiques habituels Qp.
Si L/K est une extension galoisienne de corps de nombres, p et P des ide´aux premiers de K et
L respectivement tels que P|p. Alors LP/Kp est aussi une extension galoisienne de groupe de Galois
canoniquement isomorphe a` Z(P/p). Et donc la norme vaut NLP/Kp(x) =
∏
σ∈Z(P/p) σ(x). Les autres
normes se de´finissent de manie`re identique.
Si la place p est infinie, la situation est plus simple : Kp = R si la place est re´elle et Kp = C sinon.
Nous aurons besoin de conside´rations plus fines sur les comple´tions, mais nous regarderons ces choses au
moment ou` nous en aurons besoin !
Quelques the´ore`mes
Tout d’abord un the´ore`me facile, tre`s souvent utilise´ :
The´ore`me chinois
Soit A un anneau commutatif, a et b des ide´aux de A copremiers (i.e. a + b = A). Alors on a
l’isomorphisme :
A/(ab) ≃ A/a×A/b.
Cf. [Sam, Lemme 1, §1.3, p. 22]
Un autre the´ore`me plus complique´ dont il est toujours utile de relire (ou de se souvenir de) la preuve :
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The´ore`me des unite´s de Dirichlet
Soit K un corps de nombres tel que [K : Q] = r + 2s, ou` r est le nombre de plongements re´els et 2s,
le nombre de plongements complexes. Soit UK le groupe des e´le´ments inversibles de l’anneau OK . Alors
on a l’isomorphisme :
UK ≃W × Zr+s−1,
ou` W est l’ensemble des racines de l’unite´ que K contient.
Cf. [Sam, The´ore`me 1, §4.4, p. 72].
Un autre grand classique :
The´ore`me 90 de Hilbert
Soit L/K une extension cyclique de corps d’indice fini. Mettons que Gal(L/K) =< σ >. Soit x ∈ L.
Alors NL/K(x) = 1 si et seulement s’il existe y ∈ L∗ tel que x = yσ(y) .
Cf. [La1, Thm. 6.6.1, p. 298].
A partir de maintenant les choses se´rieuses commencent :
K-modules, application d’Artin et compagnie
SoitK un corps de nombres. Nous allons de´finir un objet important. Ne´anmoins la nomenclature n’est
pas vraiment uniforme dans la litte´rature : Janusz les nomme Modulus, Lang les nomme Cycle, Neukirch,
Modul, Koch, Erkla¨rungsmodul, Washington, Divisors Lorenz Modul... il a bien fallu choisir. La notion
de module existe de´ja`, mais le nom nous a paru assez bon tout de meˆme, apre`s d’aˆpres discussions, nous
nous sommes mis d’accord avec K-module (vous n’allez tout de meˆme pas confondre avec la notion de
K-espace vectoriel...).
De´finitions (0.1)
Soit K un corps de nombres. Un K-module est une application
m : P(K)→ N
avec les proprie´te´s suivantes :
a) m(p) = 0 sauf pour un nombre fini de p,
b) m(p) = 0 si p ∈ PC(K),
c) m(p) = 0 ou 1 si p ∈ PR(K).
L’usage est d’e´crire m comme le produit formel
m =
∏
p∈P(K)
pm(p) = m0 ·m∞,
ou` m0 est identifie´ a` un ide´al (l’ide´al
∏
p∈P0(K) p
m(p)), et m∞ un sous-ensemble de PR(K) ( c’est l’ensemble
{p ∈ PR(K) | m(p) = 1}) .
7
Rappels et premiers exemples
Si m et m′ sont des K-modules, on de´finit pgcd(m,m′) comme suit :
pgcd(m,m′) =
∏
p∈P(K)
pmin(m(p),m
′(p)) = pgcd(m0,m
′
0) · (m∞ ∩m′∞).
On de´finit ppcm(m,m′) de la meˆme manie`re en remplac¸ant min par max et ∩ par ∪. Si pgcd(m,m′) =
OK · ∅ =: 1, on dit que m et m′ sont premiers entre eux. Enfin, on de´finit m ·m′ := (m0 ·m′0) · (m∞ ∪m′∞).
On ve´rifie facilement que
m ·m′ = pgcd(m,m′) · ppcm(m,m′).
Posons maintenant S0(m) = {p ∈ P0(K) | m(p) > 0}, S∞(m) = {p ∈ P∞(K) | m(p) > 0} et
S(m) = S0(m) ∪ S∞(m). Si p ∈ S(m), on e´crit p|m, et on e´crit p ∤ m dans le cas contraire.
Si m et m′ sont des K-modules, on dit que m|m′ si m(p) ≤ m′(p), pour tout p ∈ P(K). Dans ce cas-la`,
il existe un K-module n tel que m · n = m′; ce n n’est pas unique (a` cause des places infinies), mais ce
n’est pas grave ! on peut prendre par exemple celui dont les places infinies sont disjointes avec celles de
m.
Soit p ∈ P0(K) et n ∈ N, n > 0. On pose
K∗pn = {α ∈ K∗ | vp(α− 1) ≥ n}.
Soit p ∈ PR(K). Supposons que le plongement associe´ a` p soit σ : K → R; on pose
K∗p = {α ∈ K∗ | σ(α) > 0}.
Et enfin, si m est un K-module, on posera
K∗m =
⋂
p∈S(m)
K∗pm(p) .
Soit maintenant x, y ∈ K∗, on e´crira
x ≡ y (mod∗ m) ⇐⇒ x · y−1 ∈ K∗m ⇐⇒ x ≡ y (mod∗ pm(p)) ∀p ∈ S(m).
Cela permet d’e´crire
K∗m = {x ∈ K∗ | x ≡ 1 (mod∗ m)}.
Cette relation d’e´quivalence est cruciale dans tout ce qui va suivre. C’est une relations d’e´quivalence
“multiplicative”, c’est-a`-dire x ≡ y (mod∗ m) implique que x · z ≡ y · z (mod∗ m), pour tout z ∈ K,
mais pas que x + z ≡ y + z (mod∗ m) (par exemple, si K = Q et m = 5 · ∅, on a 13 ≡ 7 (mod∗ m),
mais 13 +3 6≡ 7+ 3 (mod∗ m)). Si m est re´duit a` une seule place, nous noterons pn pour m, en oubliant
les e´ventuels ∅ ou OK qui ne feraient qu’alourdir la notation.
Remarquons que vp(x − 1) ≥ n veut dire que x ∈ 1 + pn · O(p) = 1 + p˜n ou`, rappelons-le, O(p) est le
localise´ de OK en p. Cela veut aussi dire que x =
a
b avec (a, p) = (b, p) = 1 (i.e. vp(a) = vp(b) = 0) et
a ≡ b (mod pm(p)).
Remarquons encore que si x, y ∈ K∗, n ∈ N, n > 0, et p ∈ P0(K), alors
x ≡ y (mod∗ pn)⇔ x− y
y
∈ p˜n ⇔ x− y ∈ y · p˜n = p˜n+vp(y)
⇔ vp(x− y) ≥ n+ vp(y)⇔ x ≡ y (mod pn+vp(y)),
(∗)
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La dernie`re e´quivalence n’e´tant bien suˆr vraie que si x, y ∈ OK . De plus, si x ≡ y (mod∗ pn), alors il
est e´vident que vp(x) = vp(y).
Si p ∈ PR(K), dire que x ≡ y (mod∗ p) veut simplement dire que σ(x) et σ(y) ont le meˆme signe, si
σ est le plongement attache´ a` p.
Soit m un K-module et x ∈ K. Nous dirons que x est un m-entier si vp(x) ≥ 0 pour tout p ∈ S0(m).
L’ensemble des m-entiers se note O(m) et on ve´rifie que
O(m) =
⋂
p|m0
O(p),
est un anneau commutatif.
Lemme (0.2)
Soit K un corps de nombres, p ∈ P0(K), u ∈ O(p) et n ∈ N \ {0}. Alors il existe a ∈ OK tel que a ≡ u
(mod∗ pn).
Preuve
Puisque u ∈ O(p), on a u = αβ , avec α ∈ OK et β ∈ OK \ p. Puisque p est un ide´al maximal de OK ,
on a βOK + p = OK . On montre alors facilement par re´currence que βOK + p
n = OK . Il existe donc
β′ ∈ OK tel que β · β′ ≡ 1 (mod pn). En posant a = α · β′, on ve´rifie que a−uu = β · β′ − 1 ∈ pn ⊂ p˜n.
Vient maintenant un the´ore`me qui va souvent eˆtre utilise´. Il est un peu moins fort que le the´ore`me
d’approximation faible, voila` pourquoi nous l’avons appele´ le
The´ore`me (0.3) (The´ore`me d’approximation de´bile)
Soit K un corps de nombres, m et m′ des K-modules, et y, z ∈ K. Alors
il existe x ∈ K satisfaisant
{
x ≡ y (mod∗ m)
x ≡ z (mod∗ m′)
⇐⇒ y ≡ z (mod∗ pgcd(m,m′)).
Preuve
“ ⇒ ” : par hypothe`se, xy−1 ∈ K∗m et zx−1 ∈ K∗m′ . Ainsi, y−1z ∈ K∗m · K∗m′ ⊂ Kpgcd(m,m′). Cette
dernie`re inclusion est une ve´rification facile : soient α ∈ K∗m, β ∈ K∗m′ et p ∈ P0. Si min(m(p),m′(p)) = 0,
il n’y a rien a` ve´rifier, supposons donc que min(m(p),m′(p)) > 0. On a, par hypothe`se α − 1 ∈ p˜m(p) ⊂
p˜min(m(p),m
′(p)). On a la meˆme chose pour β − 1. On a donc
p˜min(m(p),m
′(p)) ∋ (α− 1)(β − 1) = αβ − 1 + (1− α) + (1 − β)︸ ︷︷ ︸
∈p˜min(m(p),m′(p))
.
On a donc αβ ∈ K
p˜min(m(p),m′(p))
. Et pour les places infinies, c’est encore plus facile : si p ∈ m∞ ∩m′∞, on
se souvient que dire que x ≡ y (mod∗ p) veut simplement dire que σ(x) et σ(y) ont le meˆme signe, ou`
σ est le plongement associe´ a` p; donc, on a y ≡ z (mod∗ p).
“ ⇐ ” : pour les places finies, c’est le the´ore`me chinois ! voila` comment on pourrait re´sumer cette
partie. Le lecteur peut tre`s bien faire cela en exercice. Mais ce n’est pas le le genre de la maison que de
laisser les parties un peu “laborieuses”.
9
Rappels et premiers exemples
Supposons donc que m0 =
∏r
i=1 p
m(pi)
i ·
∏s
j=1 q
m(qj)
j et que m
′
0 =
∏r
i=1 p
m′(pi)
i ·
∏s′
k=1 r
m′(rk)
k . Sachant
que y ≡ z (mod∗ ptii ), ou` ti = min(m(pi),m′(pi)), il faut re´soudre le syste`me
α ≡ y (mod∗ pm(pi)i ) i = 1, . . . , r1
α ≡ z (mod∗ pm′(pi)i ) i = r1 + 1, . . . , r
α ≡ y (mod∗ qm(qj)j ) j = 1, . . . , s
α ≡ z (mod∗ rm′(rk)k ) k = 1, . . . , s′.
(+)
En ayant suppose´ que r = r1 + r2 et que m(pi) ≥ m′(pi) si i = 1, . . . , r1 et que m′(pi) > m(pi) si
i = r1 + 1, . . . , r.
On se souvient que chaque anneau O(pi), O(qj) ou O(rk) posse`de une uniformisante qu’on notera
πpi , πqj ou πrk . Conside´rons l’e´le´ment
λ =
r1∏
i=1
π
vpi (y)
pi ·
r∏
i=r1+1
π
vpi (z)
pi ·
s∏
j=1
π
vqj (y)
qj ·
s′∏
k=1
π
vrk (z)
rk .
Divisons chaque terme de chaque e´quivalence du syste`me (+) par λ. On a maintenant que yλ ∈
O∗(pi), O
∗
(qj)
pour i = 1, . . . , r1 et j = 1 . . . , s; de meˆme,
z
λ ∈ O∗(pi), O∗(rk) pour i = r1 + 1, . . . , r et
k = 1 . . . , s′. En vertu du lemme pre´ce´dent, de la remarque (∗) pre´ce´dent le Lemme (0.2) et du the´ore`me
chinois, il existe ai, bj , ck ∈ OK et surtout v ∈ OK satisfaisant le syste`me
v ≡ y
λ
≡ ai (mod pm(pi)i ) i = 1, . . . , r1
v ≡ z
λ
≡ ai (mod pm
′(pi)
i ) i = r1 + 1, . . . , r
v ≡ y
λ
≡ bj (mod qm(qj)j ) j = 1, . . . , s
v ≡ z
λ
≡ ck (mod rm
′(rk)
k ) k = 1, . . . , s
′
Ainsi, en posant α = v · λ, on re´sout le syste`me (+). Donc, la partie “places finie” est re´solue.
Pour les places infinies, il suffit de voir la chose suivante : soient σ1, . . . , σr les plongements infinis
re´els de K et i ∈ {1, . . . , r}. Alors il existe αi tel que σj(αi) > 0 pour j 6= i et σi(αi) < 0. En effet, si
on doit trouver un β tel que σi(β) doit avoir un signe prescrit, on pose εi = 0 si σi(β) doit eˆtre positif et
εi = 1 si σi(β) doit eˆtre ne´gatif; le nombre
β = αε11 · · ·αεrr
re´pond a` la question. Trouvons donc ces αi. Nous savons que K = Q(θ), pour θ ∈ C. On suppose sans
limiter la ge´ne´ralite´ que σ1(θ) < σ2(θ) < · · · < σr(θ). Choisissons a0, . . . , ar ∈ Q tels que
a0 < σ1(θ) < a1 < σ2(θ) < · · · < ar−1 < σr(θ) < ar.
On ve´rifie facilement que
αi =
θ − ai−1
θ − ai
posse`de les proprie´te´s requises.
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Maintenant, il s’agit de recoller les morceaux : supposons qu’α est une solution pour la partie finie et
β est une solution pour la partie infinie, posons en outre M = N(p1 · · · pr · q1 · · · qs · r1 · · · rs′). Alors le
nombre
x = α+MN · β
avec N suffisamment grand pour que sgn(σi(x)) = sgn(σi(β)) pour tous les i ne´cessaires et pour que
les vpi(
MNβ
α ) , vqj (
MNβ
α ), vrk(
MNβ
α ) soient suffisamment grand pour que x ≡ α (mod∗ pmax(m(p),m
′(p)))
pour tout p ∈ S(ppcm(m,m′)) = {p1, . . . , pr, q1, . . . , qs, r1, . . . , rs′}.
Voici maintenant un corollaire que nous utiliserons souvent :
Corollaire (0.4)
Soient m et m′ des K-modules premiers entre eux. Alors on a l’isomorphisme
K∗/K∗mm′ ≃ K∗/K∗m ×K∗/K∗m′ .
Preuve
L’homomorphisme :
K∗ −→ K∗/K∗m ×K∗/K∗n
α 7−→ (αK∗m, αK∗n)
est surjectif. En effet, soit (β, γ) ∈ K∗ ×K∗. Par le the´ore`me d’approximation de´bile, il existe α ∈ K∗
tel que α ≡ β (mod∗ m) et α ≡ γ (mod∗ m′) et donc αK∗m = βK∗m et αK∗n = γK∗n ce qui prouve la
surjectivite´. Le noyau de cet homomorphisme est K∗m∩K∗n = K∗mn (cela suit directement des de´finitions).
On a donc un isomorphisme K∗/K∗mn ≃ K∗/K∗m ×K∗/K∗n.
De´finitions (0.5)
Soit K un corps de nombres. On rappelle que IK est le groupe des ide´aux fractionnaires. Soit S un
ensemble fini de places finies de K. On note
ISK = {a ∈ IK | vp(a) = 0 pour tout p ∈ S}.
Si m est un K-module, on note I
S0(m)
K = IK(m) , et meˆme parfois, on note IK(m) = I(m), quand il n’y
a pas d’ambigu¨ıte´.
Soit L/K une extension abe´lienne de corps de nombres et S un ensemble fini de places finies de K
contenant toutes celles qui ramifient dans L. On de´finit l’application d’Artin
ΦL/K = Φ
S
L/K : I
S
K → Gal(L/K)
comme suit : si p 6∈ S est un ide´al premier, ΦL/K(p) = FrobL/K(p); ou` FrobL/K(p) est l’homomorphisme
de Frobenius de´finit plus haut; et on prolonge ΦL/K en un homomorphisme de groupe sur I
S
K tout entier,
car les ide´aux premiers qui ne sont pas dans S engendrent ISK . Si m est un K-module, l’application
d’Artin Φ
S0(m)
L/K se note Φ
m
L/K (ou meˆme ΦL/K s’il n’y a pas d’ambigu¨ıte´). Disons sans ambages que nous
montrerons que cette application est surjective (The´ore`me (2.16)) et il sera beaucoup question du noyau
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de cette application dans le reste de ce texte. Remarquons un petit re´sultat trivial sur ce noyau : si p est
un ide´al premier dans l’ensemble de de´finition de ΦL/K , alors on a
p ∈ ker(ΦL/K) ⇐⇒ Z(P/p) = {IdL} ∀ P|p
⇐⇒ f(P/p) = 1 ∀ P|p
⇐⇒ p se de´compose totalement dans L
⇐⇒ NL/K(P) = p ∀ P|p.
Mais n’allez surtout pas croire que ce noyau n’est fait que d’ide´aux qui sont des normes d’ide´aux de L,
mais nous allons voir tout bientoˆt qu’on peut rapidement trouver une inclusion (cf. Corollaire (0.7)).
Supposons maintenant que L/K est une extension quelconque de corps de nombres. On note S˜ =
S˜L = {P ∈ P0(L) | ∃p ∈ S,P|p}. Si m est un K-module, on note
m˜ = m˜L = (m0 · OL)︸ ︷︷ ︸
=m˜0
·
∏
P∈PR(L),P|K∈m∞
P
︸ ︷︷ ︸
=m˜∞
.
On dit que m˜ est le L-module engendre´ par m. Et on a bien suˆr
I(m˜) = IL(m˜) = I
S˜0(m)
L .
Quelques re´sultats rapidement prouvables
The´ore`me (0.6)
Soit L/K et E/K deux extensions finies d’un corps de nombres K. Supposons de plus que L/K
soit une extension abe´lienne de groupe de Galois G. La the´orie de Galois nous apprend que l’extension
EL/E est aussi abe´lienne et que H := Gal(EL/E) s’identifie a` un sous-groupe de G via la restriction a`
L. Notons R : H → G cette restriction. Soit S un ensemble finie de places finies de K contenant toutes
celles qui ramifient dans L, on a :
ΦSL/K ◦NE/K = R ◦ ΦS˜EEL/E.
Preuve
On est dans la situation suivante :
K
L E
EL
abe´lienne de groupe G
p ∩K
PEL ∩ L p
PEL
PK
PL PE
P
Remarquons tout d’abord que ΦEL/E est bien de´fini sur I
S˜E
E . En effet, soit p 6∈ S˜E . Il faut montrer
que p ne ramifie pas dans EL. Soit donc PEL un ide´al de EL au-dessus de p. On a vu dans la partie
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“Ramification...” que T (PEL/p) pouvait eˆtre vu comme un sous-groupe de T ((PEL ∩ L)/(PEL ∩ K)).
Or, par de´finition de S˜E et de S, PEL ∩K = p ∩K ne ramifie pas dans L, ce qui montre que T ((PEL ∩
L)/(PEL ∩K)) = {IdL}, et donc que T (PEL/p) = {IdEL} ce qui montre que p ne ramifie pas dans EL.
Soit, comme dans l’illustration ci-dessus P un ide´al premier de OEL. Posons PL = P ∩ OL, PE =
P∩OE et PK = P∩OK les ide´aux au-dessous de P. On suppose que PK 6∈ S. Posons σ = ΦEL/E(PE),
τ = ΦL/K(PK), q = N(PK) et NE/K(PE) = P
f
K ou` f = f(PE/PK). Alors on a N(PE) = q
f .
Par de´finition de σ, on a σ(x) ≡ xN(PE) (mod P) pour tout x ∈ OEL, c’est-a`-dire que σ(x) ≡ xqf
(mod P) pour tout x ∈ OEL; cela implique que σ(x) ≡ xqf (mod PL) pour tout x ∈ OL, car σ|L est un
automorphisme de L. De meˆme, τ(x) ≡ xq (mod PL), donc, en composant f fois, on trouve τf (x) ≡ xqf
(mod PL). On en de´duit que R ◦ σ = τf , car les congruences qu’on vient de montrer donnent que R ◦ σ
et τf induisent le meˆme e´le´ment dans le groupe de Galois de l’extension (OL/PL)/(OK/PK). Puisque
PK ne ramifie pas dans OL, cette ope´ration est injective sur les e´le´ment de Z(L/PK) dont R ◦ σ et τf
font partie (cf. partie “Ramification...”). On en de´duit que
R ◦ ΦEL/E(PE) = ΦL/K(PK)f = ΦL/K(PfK) = ΦL/K ◦NE/K(PE).
On conclut par multiplicativite´.
Corollaire (0.7)
Soit L/K une extension abe´lienne de corps de nombres, et ΦL/K : I
S
K → Gal(L/K), l’application
d’Artin, alors on a NL/K(I
S˜
L ) ⊂ kerΦL/K .
Preuve
On applique le the´ore`me pre´ce´dent a` L = E. Cela donne ΦL/K ◦NL/K = ΦL/L = IdL, ce qui prouve
le corollaire.
De´finition (0.8)
Soit K un corps de nombres. On de´finit P = PK ⊂ IK le sous-groupe des ide´aux fractionnaires
principaux de K. Il est bien connu que le groupe quotient IK/PK est un groupe fini (cf. [Sam, Thm. 2,
chap IV, §3, p.71]) et e´videmment re´duit au groupe trivial si OK est un anneau principal. On appelle ce
groupe fini le groupe des classes d’ide´aux; son cardinal se note h = hK .
Soit m un K-module, on note P (m) = P ∩ I(m). On note encore K∗(m) = {x ∈ K∗ | O ·x ∈ P (m)} =
{x ∈ K∗ | vp(x) = 0 pour tout p ∈ S0(m)} = ∩p∈S0(m)O∗(p).
On note Pm = {OK · x | x ∈ K∗m}. Remarquons que OK · x = OK · y avec x ∈ K∗m n’implique pas
force´ment que y ∈ K∗m. Nous allons aussi beaucoup e´tudier I(m)/Pm qu’on appellera groupe de classes
radiales modulo m. En allemand Hasse l’appelle Strahlklassengruppe modulo m, et en anglais, on nomme
cela Ray class group modulo m. Remarquons que si m = OK · ∅ = 1, le groupe des classes radiales est le
groupe des classes usuel dont on sait qu’il est fini. On note aussi hm le cardinal |I(m)/Pm|. Nous allons
montrer que ce cardinal est fini et meˆme en donner une formule. Enfin, on notera Um pour UK ∩K∗m.
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Lemme (0.9)
Soient K un corps de nombres et a, b deux ide´aux fractionnaires de K. Conside´rons C la classe de a
modulo PK . Alors il existe c ∈ C tel que c soit premier a` b, c’est-a`-dire vp(b) · vp(c) = 0 pour tout ide´al
premier p.
Preuve
C’est aussi un corollaire du the´ore`me chinois. Supposons que a soit un “vrai” ide´al de K. Posons
a =
∏
p∈P0 p
vp(a), vp(a) ∈ N, et b =
∏
p∈P0 p
vp(b). Soit V l’ensemble des ide´aux premiers qui divisent a
ou b. Pour tout p ∈ V , on choisit xp ∈ pvp(a) \ pvp(a)+1. Par le the´ore`me chinois, il existe a ∈ OK tel que
a ≡ xp (mod pvp(a)+1). L’ide´al fractionnaire 1aa re´pond a` la question, car vp( 1aa) = vp( 1a ) + vp(a) = 0
pour tout p ∈ V ; et si p 6∈ V , alors vp(b) = 0.
Si a est un ide´al fractionnaire quelconque, alors a = a′ · a′′−1, ou` a et a′ sont des ide´aux de K. En
construisant a′ et a′′ ∈ OK comme ci-dessus pour a′ et a′′ respectivement, on voit que l’ide´al c = a′′a′ · a
posse`de les proprie´te´s requises.
Lemme (0.10)
Soient K un corps de nombres et m un K-module. Alors on a l’isomorphisme
K∗(m)/K∗m ≃
∏
p∈S0(m)
(
O(p)/p˜
m(p)
)∗
× {±1}s,
ou` s = |S∞(m)| est le nombre de place infinie divisant m.
Preuve
Puisque K∗(m) = ∩p∈S0(m)O∗(p), tout x ∈ K∗(m) est tel que (x mod p˜m(p)) ∈
(
O(p)/p˜
m(p)
)∗
. En effet,
x ∈ O(p) \ p˜, donc x · O(p) + p˜ = O(p) (p˜ est un ide´al maximal), par suite et par re´currence, on montre
que x ·O(p) + p˜m(p) = O(p), donc il existe y ∈ O(p) et α ∈ p˜m(p) tels que yx+ α = 1, ce qui veut dire que
(x mod p˜m(p)) ∈ (O(p)/p˜m(p))∗. Ainsi, l’homomorphisme
x 7→ (x mod p˜m(p))p∈S0(m) × (sgn(σp(x)))p∈S∞(m)
est bien de´fini de K∗(m) dans le groupe de droite de l’isomorphisme cherche´. Puisqu’on travaille dans(
O(p)/p˜
m(p)
)∗
, dire que x ≡ y (mod p˜m(p)) revient a` dire que x ≡ y (mod∗ pm(p)). Finalement, le
the´ore`me d’approximation de´bile montre que notre homomorphisme est surjectif et son noyau est claire-
ment K∗m.
Lemme (0.11)
Soient K un corps de nombres et a un ide´al de K. Alors
∣∣(OK/a)∗∣∣ = N(a) ·∏
p|a
(
1− 1
N(p)
)
Preuve
C’est une ge´ne´ralisation de la formule sur l’indicateur d’Euler. Par le the´ore`me chinois et le fait que
pour tout anneau produit, on a (A×B)∗ = A∗ ×B∗, on a (OK/a)∗ =
∏
p|a
(
OK/p
vp(a)
)∗
. Commenc¸ons
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donc par prouver que si a = pk, k ∈ N, alors
∣∣∣(OK/pk−1)∗∣∣∣ = N(pk) − N(pk−1). On proce`de par
re´currence sur k. Si k = 1, c’est e´vident, car OK/p est un corps. Rappelons le fait e´le´mentaire suivant :
tout homomorphisme d’anneau f : A→ B de´finit un homomorphisme de groupe f∗ : A∗ → B∗ tel que
ker(f∗) = (1 + ker(f)) ∩ A∗; et si f est surjectif et que (1 + ker(f)) ⊂ A∗, alors f∗ est aussi surjective.
Ainsi, supposons le the´ore`me vrai pour k− 1. L’homomorphisme surjectif f : OK/pk → OK/pk−1 induit
un homomorphisme f∗ :
(
OK/p
k
)∗ → (OK/pk−1)∗. Son noyau est 1 + pk−1/pk (car on montre que
1 + pk−1/pk ⊂ (OK/pk)∗ par un argument similaire a` celui du de´but du lemme pre´ce´dent. Ainsi,∣∣∣(OK/pk)∗∣∣∣ = ∣∣∣(OK/pk−1)∗∣∣∣ · ∣∣1 + pk−1/pk∣∣ (∗)= ∣∣∣(OK/pk−1)∗∣∣∣ · N(p) hyp. de rec.= N(pk)− N(pk−1).
L’e´galite´ (∗) vient du fait que ∣∣1 + pk−1/pk∣∣ = ∣∣pk−1/pk∣∣ = |OK/p| = N(p). Et on conclut, si a est
quelconque : ∣∣(OK/a)∗∣∣ =∏
p|a
N(pk)− N(pk−1) = N(a) ·
∏
p|a
(
1− 1
N(p)
)
.
The´ore`me (0.12)
Soient K un corps de nombres et m un K-module. Alors hm est fini. Plus pre´cise´ment,
hm =
2s · N(m0) ·
∏
p|m0(1 − 1N(p))
[UK : Um]
· h,
ou` s est le nombre de places infinies divisant m et h est cardinal du groupe des classes usuel.
preuve
On conside`re l’application compose´e IK(m)
incl.→֒ I nat.→ IK/PK . Elle est clairement surjective, car
dans n’importe quelle classe d’ide´aux usuelle, il est possible de trouver un repre´sentant premier a` un
ide´al fractionnaire fixe´ (ici, il s’agit de m0 (cf. lemme (0.9)). Le noyau est clairement PK(m). Ainsi,
IK(m)/PK(m) ≃ IK/PK . Or, Pm ⊂ PK(m). Donc, on a une suite exacte de groupes abe´liens :
1 −→ PK(m)/Pm −→ IK(m)/Pm −→ IK(m)/PK(m) −→ 1.
Il suffit ainsi de montrer que PK(m)/Pm est fini, de calculer son cardinal et conclure car hm =
|PK(m)/Pm| ·h, par ce qui pre´ce`de. L’application
K∗(m)→ P (m)
x 7→ Ox
est par de´finition un homomorphisme
surjectif. Donc en composant avec la projection canonique, on a un homomorphisme surjectif K∗(m)→
P (m)/Pm. Le noyau de cet homomorphisme est clairement UK ·K∗m. Les Lemmes (0.10) et (0.11) nous
montrent que |K∗(m)/K∗m| = 2s · N(m0) ·
∏
p|m0(1− 1N(p) ).
D’autre part, K∗(m) ⊃ UK ·K∗m ⊃ K∗m. Par les the´ore`mes d’isomorphismes (partie c)), on a alors que
UK ·K∗m/K∗m ≃ UK/UK ∩K∗m; et on a par de´finition que Um = UK ∩K∗m. Cela montre le the´ore`me.
Voici un lemme tre`s important quand on parle de cyclotomie, et c’est ce que nous allons faire les
prochains the´ore`mes :
Lemme (0.13)
Soit m ∈ N et K un corps de nombre contenant une racine m-ie`me de l’unite´ ζ
m
. Soit p ∈ P0(Q)
tel que p ∤ m. Soit p un ide´al de K au-dessus de p, c’est-a`-dire que p ∩ Z = pZ. L’application
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φ : OK −→ OK/p := F envoie e´videmment Z sur Fp = Z/pZ et donc |F| = N(p) = pf = q ou`
f = [OK/p : Z/pZ]. Alors on a m|q − 1. Plus pre´cise´ment, le groupe {ζim | 1 ≤ i ≤ m} ⊂ OK est envoye´
injectivement par φ. Son image est donc un sous-groupe cyclique d’ordre de m de F∗.
Preuve
Il suffit de ve´rifier que ζ
m
6≡ ζi
m
(mod p) pour tout 2 ≤ i ≤ m. Soit f = ∏mi=1(x − αi) un polynoˆme.
Alors le polynoˆme de´rive´ e´value´ en α1 vaut f
′(α1) =
∏m
i=2(α1 − αi). On applique cela a` f = Xm − 1 =∏m
i=1(X − ζ
i
m
). On trouve alors
∏m
i=2(ζm − ζ
i
m
) = mζ
m−1
m
. Puisque p est un ide´al premier et que ni m,
ni ζ
m
ne sont dans p, on en de´duit que
∏m
i=2(ζm − ζ
i
m
) 6∈ p, donc aucun ζ
m
− ζi
m
n’est dans p.
Nous allons maintenant montrer un exemple important qu’on pourrait qualifier d’exemple ge´ne´rique.
En effet, c’est le premier re´sultat qui donne un lien entre le groupe de Galois d’une extension et un groupe
de classes radiales. Tous les autres grands re´sultats de la the´orie du corps de classe seront “inspire´” de
cet exemple.
The´ore`me (0.14)
Soit m ∈ Z, m > 1, m 6≡ 2 (mod 4). Posons K = Q, L = Q(ζ
m
) et S = {p ∈ P0(Q) | p|m}. Alors
e´videmment, ISK = IK(m), avec m = mZ · ∞ ou` ∞ est l’unique place infinie de Q. Alors on a
IK(m)/Pm ≃ Gal(L/K).
Preuve
L’ensemble {ab ∈ Q∗ | a, b ∈ Z, positifs, premiers a`m} est identifiable a` ISK , car tout ide´al fractionnaire
de Q est engendre´ par deux e´le´ments, et on choisit le positif. Soit p 6∈ S. Par de´finition de l’application
d’Artin, on a dans ce cas, ΦL/K(p) = σp ∈ Gal(L/K) caracte´rise´ par σp(ζm) ≡ ζ
p
m
(mod p) pour tout
ide´al premier p de L au-dessus de p. Le Lemme (0.13) nous montre alors que σp(ζm) = ζ
p
m
. On compose
ΦL/K avec l’isomorphisme Gal(L/K)
≈−→ (Z/mZ)∗; on notera cette composition ΨL/K . Il est clair que
ΨL/K(
a
b ) =
a
b
∈ (Z/mZ)∗, ou` a et b sont les classes de a et b modulom. Cette application est e´videmment
surjective. Et on a kerΦL/K = kerΨL/K = {ab ∈ ISK | a ≡ b (mod m)} ≃ Pm ou` m = mZ · ∞. On a donc
prouve´ que IK(m)/Pm ≃ Gal(L/K).
De´finition (0.15)
Soit L/K une extension de corps de nombres. Cette extension est appele´e cyclotomique s’il existe
m ∈ N, m ≥ 1 tel que K ⊂ L ⊂ K(ζ
m
). Puisque l’extension K(ζ
m
)/K est abe´lienne, l’extension L/K est
en particulier abe´lienne aussi.
The´ore`me (0.16)
Soit K ⊂ L ⊂ K(ζ
m
) une extension cyclotomique de corps de nombres. Soit m = m0 · m∞, un
K-module tel que m|m0 (c’est-a`-dire que m · OK ⊃ m0) et tel que m∞ est l’ensemble de toutes les
places re´elles de K. Alors l’application d’Artin ΦmL/K : IK(m) → G := Gal(L/K) est bien de´finie et
Pm ⊂ kerΦmL/K .
Preuve
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Les ide´aux de premiers de K qui ramifient dans L ramifient aussi dans K(ζ
m
), donc divisent m.
Donc, ΦmL/K est bien de´finie. Puisque Φ
m
L/K = R ◦ ΦmK(ζ
m
)/K
, ou` R est la restriction Gal(K(ζ
m
)/K) →
Gal(L/K) (The´ore`me (0.6)), on peut supposer que L = K(ζ
m
). On prend donc L = K(ζ
m
). Appelons
i : Gal(K(ζ
m
)/K)→ (Z/mZ)∗ l’homomorphisme injectif usuel. Si p est un ide´al premier avec p ∈ IK(m),
on sait que ΦmL/K(p) = σ tel que σ(ζm) ≡ ζ
N(p)
m
(mod P) ou` P est n’importe quel ide´al premier de K(ζ
m
)
au-dessus de p. Par le Lemme (0.13), on en de´duit que σ(ζ
m
) = ζ
N(p)
m
. Ainsi, i(ΦmL/K(p)) = N(p), ou`
N(p) est la classe de N(p) modulo m. Par multiplicite´, on en de´duit que i(ΦmL/K(a)) = N(a) pour tout
a ∈ IK(m). Soit xOK ∈ Pm. On peut supposer que x ∈ K∗m. Par de´finition de K∗m, x est totalement
positif, donc NK/Q(x) = |NK/Q(x)| ∈ Q∗+. Donc, N(xOK) = NK/Q(x), et ainsi,
i(ΦmL/K(xOK )) = NK/Q(x). (i)
D’autre part, x ≡ 1 (mod∗ m), cela implique puisque m · OK ⊃ m0, que x− 1 ∈ m ·
⋂
p|mO(p). Soit
E/K une extension telle que E/Q soit galoisienne. Notons O˜ = OE . Pour tout e´le´ment τ ∈ Gal(E/Q), on
a τ(x)− 1 ∈ m ·⋂P|m O˜(P) (P est bien suˆr un ide´al premier de O˜). Par conse´quent, puisque NK/Q(x) est
un produit de certains de ces τ(x), on aura NK/Q(x)−1 ∈ m ·
⋂
P|m O˜(P)∩Q = m ·
⋂
p|m Z(p) := m ·Z(m).
Cela implique que NK/Q(x) ≡ 1 (mod∗ m) ce qui implique par (i) et puisque Z(m)/mZ(m) ≃ Z/mZ
que i(ΦmL/K(xOK)) = 1, et donc (puisque i est injectif) que Φ
m
L/K(xOK) est l’unite´ du groupe de Galois
Gal(L/K) et donc que Pm ⊂ kerΦmL/K .
Remarquons que ce the´ore`me sera rede´montre´ “en passant” au Chapitre 7 (Proposition (7.6)). Mais
pour une raison technique, nous aurons besoin de ce re´sultat pour montrer le the´ore`me de Cˇebotarev
pour les extensions cyclotomiques (Proposition (3.2)), c’est pourquoi, nous l’avons de´ja` mis ici.
Voici encore un re´sultat inte´ressant en lui-meˆme qui rele`ve plutoˆt de la the´orie de Galois et que
nous utiliserons 2 fois : la premie`re au Chapitre 3 (The´ore`me (3.12)) et la seconde au Chapitre 12
(The´ore`me (12.11)) :
The´ore`me (0.17)
Soit K ⊂ E ⊂ L des corps de nombres. On suppose L/K galoisienne et on pose G = Gal(L/K)
et H = Gal(L/E) ⊂ G. On note X l’ensemble des classes a` droite de G modulo H . Il est clair
que |X | = [E : K]. Soit p un ide´al premier de K et P un ide´al premier de L au dessus de p. On
suppose P non ramifie´ sur p. Soit encore σ = Frob(P/p) qui est le ge´ne´rateur de Z(P/p), le groupe
de de´composition de P sur p. On fait agir Z(P/p) sur X qui se de´compose en r orbites C1, . . . , Cr de
longueur respectivement f1, . . . , fr. Pour fixer le esprits, il existe τ1, . . . , τr ∈ G tels que
Ci = {H · τi, H · τi · σ, . . . , H · τi · σfi−1},
pour i = 1, . . . , r. Alors, en posant pi = τi(P) ∩ E, pour i = 1, . . . , r, on a la liste exacte des ide´aux
premiers de E au-dessus de p, c’est-a`-dire p ·OE = p1 · · · pr. Et de plus, on a fi = f(pi/p).
Preuve
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Il est clair que les pi sont des ide´aux premiers au-dessus de p. Montrons d’abord que pi ne de´pend
que de Ci. Fixons donc une de ces classes Ci. Tout d’abord, si H · τi = H · τ ′i , alors τ ′i = h · τi pour un
h ∈ H . Alors on a, puisque h|E est l’identite´ :
τ ′i(P) ∩ E = h(τi(P)) ∩E = h(τi(P)) ∩ h(E)
h inj.
= h(τi(P) ∩E) = τi(P) ∩ E.
D’autre part, si on prend un e´le´ment de Ci, disons H · τi · σj , alors on a :
(τi · σj)(P) ∩ E = τi(σj(P)) ∩ E σ∈Z(P/p)= τi(P) ∩ E.
Donc, pi ne de´pend bien que de Ci. Fixons donc un H · τ ∈ Ci. Alors fi = |Ci| = l’indice du stabilisateur
de H · τ dans Z(P/p). Ce stabilisateur est
{η ∈ Z(P/p) | H · τ · η = H · τ} = {η ∈ Z(P/p) | η ∈ τ−1 ·H · τ} = Z(P/p) ∩ τ−1 ·H · τ.
Ainsi,
|Ci| = [Z(P/p) : Z(P/p) ∩ τ−1 ·H · τ ] = [τ · Z(P/p) · τ−1 : τ · Z(P/p) · τ−1 ∩H ]
= [Z(τ(P)/p) : Z(τ(P)/p) ∩H ] = [Z(τ(P)/p) : Z(τ(P)/ τ(P) ∩ E︸ ︷︷ ︸
=pi
)]
=
f(τ(P)/p)
f(τ(P)/pi)
f mult.
= f(pi/p).
Donc les pi on la proprie´te´ cherche´e. En effet, si p0 est un ide´al premier de E au-dessus de p, alors il
existe τ ∈ G tel que p0 = τ(p) ∩ E (proprie´te´ galoisienne). Donc p0 = pi, ou` i est tel que Ci est l’orbite
qui contient H · τ . Enfin,
r∑
i=1
f(pi/p) =
r∑
i=1
|Ci| = |X | = [E : K].
De sorte que les pi sont deux a` deux disjoints.
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Chapitre 1 :
Un re´sultat sur j(x,K)
Ce chapitre est en fait consacre´ a` la preuve d’un unique the´ore`me qui sera utilise´ au chapitre suivant.
Voici l’e´nonce´ de ce re´sultat :
The´ore`me (1.1)
Soit K un corps de nombres et m un K-module. Alors il existe une constante ρm > 0 telle que si K est
une classe de IK(m) modulo Pm, et si j(x,K) est le nombre d’ide´aux (entiers) a ∈ K tels que N(a) ≤ x.
Alors
j(x,K) = ρm · x+O(x1− 1n )
ou` n = [K : Q], et si f(x) et g(x) sont des fonctions re´elles, on e´crit f(x) = O(g(x)) lorsqu’il existe une
constante B > 0 tel que |f(x)| < B · |g(x)|.
Notations
Pour tout ce chapitre, fixons K un corps de nombres, [K : Q] = n = r + 2s, ou` r est le nombres de
places infinies re´elles et s le nombres de places infinies complexes. Soit m = m0m∞ un K-module. Posons
r0 le nombre de places re´elles qui divisent m. Posons
v = vm : K → Rn ≃ Rr × Cs
α 7→ (σ1(α), . . . , σr0(α), σr0+1(α), . . . , σr(α), σr+1(α), . . . , σr+s(α))
avec σ1, . . . , σr0 les plongements correspondant aux places (re´elles) qui divisent m, σ1, . . . , σr, les plonge-
ments correspondant aux places re´elles et σr+1, . . . , σr+s les plongements correspondant aux places com-
plexes; on pose pour j = 1, . . . , s, σr+s+j = σr+j . On de´finit encore
l : K∗ → Rs+r
α 7→ (log |σ1(α)|, . . . , log |σr(α)|, 2 log |σr+1(α)|, . . . , 2 log |σr+s(α)|)
et
l0 : R∗
n ≃ R∗r × C∗s → Rr+s
(x1, . . . , xr, y1, . . . , ys) 7→ (log |x1|, . . . , log |xr|, 2 log |y1|, . . . , 2 log |ys|)
Il est e´vident que si α 6= 0, on a l(α) = l0(v(α)). Enfin on pose
N0 : R∗
n ≃ R∗r × C∗s → R
(x1, . . . , xr, y1, . . . , ys) 7→ |x1| · · · · · |xr | · |y1|2 · · · · · |ys|2.
Si on pose N(α) = |NK/Q(α)|, on a N(α) = N0(v(α)).
Fixons encore K une classe de I(m)/Pm. On remarque de´ja` qu’il existe b un ide´al entier (i.e. inclus dans
OK) dans la classe K
−1. En effet, si c
d
est un ide´al fractionnaire d’une classe quelconque de I(m)/Pm
avec c et d des ide´aux entiers, alors il existe t ∈ N tel que dt ∈ Pm, puisque I(m)/Pm est fini (cf.
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The´ore`me (0.12)). Alors c
d
· dt = c · dt−1 est un ide´al entier dans la meˆme classe que c
d
. Fixons donc
un de ces b dans K−1. Soit a ∈ K, un ide´al. On a alors a · b = (α) ∈ Pm, i.e. α ∈ K∗m ∩ OK . Fixons
enfin α0 ∈ OK tel que α0 ≡ 0 (mod b) et α0 ≡ 1 (mod m0) (c’est possible graˆce au the´ore`me chinois, et
puisque b et m0 sont premiers entre eux).
Lemme (1.2)
Sous les meˆmes notations que pre´ce´demment, on a j(x,K) est e´gal au nombre d’ide´aux principaux (α)
avec
a) α ≡ α0 (mod m0 · b)
b) σi(α) > 0 i = 1, . . . , r0
c) 0 < N(α) ≤ x · N(b).
Preuve
Si a ∈ K est un ide´al tel que N(a) ≤ x, alors a · b = (α) ∈ Pm, donc α est tel que σi(α) > 0 pour
i = 1, . . . , r0, α ≡ 1 (mod m0); d’autre part α ∈ b et N(α) = N(a · b) = N(a) · N(b) ≤ x · N(b). Cela
prouve que α satisfait les conditions a), b) et c). Re´ciproquement, si α ve´rifie ces trois conditions, on a
a = b−1 · (α) ∈ K est un ide´al entier, car a = b−1 · (α) ⊂ b−1 · b = OK ; et N(a) = N(b)−1 ·N(α) ≤ x. Ce
qui prouve notre lemme.
Notons temporairement U les unite´s de OK . Si α satisfait les conditions a), b) et c), alors l’ensemble
des β tels que (α) = (β) et qui ve´rifient aussi a), b) et c) est exactement l’ensemble des α ·u, avec u ∈ Um
(= U ∩K∗m). La preuve du the´ore`me des unite´s de Dirichlet montre que l(U) est un sous-Z-module libre
de rang r + s − 1 de Rr+s et le sous-espace qu’il engendre est l’hyperplan H des (xi)1≤i≤r+s tels que∑r+s
i=1 xi = 0; et alors U ≃ W × l(U) ou` W est le sous-groupe de U forme´ des racines de l’unite´ (il est
fini et cyclique). Puisque Um est d’indice fini dans U (cf. The´ore`me (0.12), il a les meˆmes proprie´te´s
que U , c’est-a`-dire que l’on a Um ≃ Wm × l(Um) ou` Wm = W ∩ Um, et l(Um) est un Z module de rang
r + s − 1 qui engendre le R-sous-espace H . Notons wm le cardinal de Wm et on choisit e1, . . . , er+s−1
une Z-base de l(Um) (donc aussi une R-base de H) que l’on comple`te en une R-base de Rr+s en ajoutant
e0 = (1, . . . , 1︸ ︷︷ ︸
r fois
, 2, . . . , 2). En vertu de la premie`re remarque de ce paragraphe, on peut, pour chaque ide´al
principal comme dans le Lemme (1.2), choisir un ge´ne´rateur α, qui outre a), b), c) ve´rifie la condition
l(α) = c0e0 +
r+s−1∑
i=1
ciei avec 0 ≤ ci < 1 pour i = 1, . . . , r + s− 1.
Dans ce cas α est entie`rement de´termine´ a` un facteur w ∈Wm pre`s. On a ainsi montre´ le
Lemme (1.3)
Sous les meˆmes notations que dans le paragraphe pre´ce´dent, on a wm ·j(x,K) est le nombre d’e´le´ments
α ∈ α0 + bm0 tels que
σi(α) > 0 si 1 ≤ i ≤ r0, 0 < N0(v(α)) ≤ x · N(b) et
l(α) = c0e0 +
r+s−1∑
i=1
ciei avec 0 ≤ ci < 1 pour i = 1, . . . , r + s− 1.
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Interrompons-nous un instant dans notre discours pour e´noncer un petit lemme sur le plongement v
vu au de´but de ce chapitre.
Lemme (1.4)
Soit K/Q un corps de nombres. Alors v(OK) est un Z-re´seau plein de Rn, c’est-a`-dire un sous-Z-
module libre de rang n de Rn contenant une R-base de Rn.
Preuve
L’homomorphisme v est clairement injectif, donc v(OK) est e´videmment un Z-module de rang n.
Reste a` voir qu’il est plein. Soit ω1, . . . , ωn une Z-base de OK . Il suffit de voir que la matrice
A :=

σ1(ω1) · · · · · · σ1(ωn)
...
...
σr(ω1) · · · · · · σr(ωn)
ℜσr+1(ω1) · · · · · · ℜσr+1(ωn)
ℑσr+1(ω1) · · · · · · ℑσr+1(ωn)
...
...
ℜσr+s(ω1) · · · · · · ℜσr+s(ωn)
ℑσr+s(ω1) · · · · · · ℑσr+s(ωn)

est de de´terminant non nul. On ve´rifie sans peine (en utilisant la relation 2ℑ(z) + i · z = i · z) que ce
de´terminant vaut 2−s · is · det(σi(ωj)1≤i,j≤n avec une “bonne” nume´rotation des σi. donc | det(A)| =
2−s · |d(K)| 12 , ou` d(K) est le discriminant de K sur Q qui est non nul (cf. [Sam, §2.7, Proposition 3, p.
47]).
Notation
On notera Γ l’ensemble des x ∈ Rs × Cs ≃ Rn tels que
i) les r0 premie`res coordonne´es de x sont > 0.
ii) 0 < N0(x) ≤ 1.
iii) l0(x) = c0e0 +
∑r+s−1
i=1 ciei, avec 0 ≤ ci < 1 pour 1 ≤ i ≤ r + s− 1.
On voit facilement que si t > 0, l0(tx) = l0(x) + log(t) · e0 (ceci graˆce a` la de´finition judicieuse de
e0 !!). De sorte que x remplit la condition iii) si et seulement si tx la remplit. Donc l’ensemble t · Γ est
l’ensemble des x ∈ Rs×Cs qui satisfont les conditions i) et iii) pre´ce´dentes et la condition 0 < N0(x) ≤ tn.
Posons Λ = v(bm0). C’est un Z-re´seau plein de Rn (c’est-a`-dire un sous-Z-module libre de rang n de
Rn contenant une R-base de Rn), car v(OK) en est un graˆce au lemme pre´ce´dent et bm0 est d’indice fini
dans OK . Posons enfin Λ0 = v(α0 + bm0) = v(α0) + Λ, le translate´ de Λ par v(α0). Ce qui pre´ce`de se
traduit alors ainsi :
Lemme (1.5)
Sous les meˆmes notations, soit pour tout t > 0, M(t) le nombre d’e´le´ments de Λ0 contenu dans t · Γ,
alors on a
wm · j(x,K) =M(t) ou` tn = x · N(b).
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On va faire maintenant un “rappel” sur la mesure de Jordan (voir [Apo] pour les de´tails).
Rappel
Soit A ⊂ Rn borne´. Un pave´ dans Rn est une produit d’intervalles borne´s de R. Le volume d’un tel
pave´ est le produit des longueurs de ces intervalles (les intervalles peuvent eˆtre ouverts, ferme´s, semi-
ouverts ou un point (dans ce cas, le volume est nul)). Le volume exte´rieur de A, v(A), est l’infimum
des
∑N
i=1 vol(Pi) pris sur tout recouvrement {P1, . . . , PN} de A par un nombre fini de pave´s. Le volume
inte´rieur v(A) est le supremum des
∑N
i=1 vol(Pi) pris sur toute famille de pave´s {P1, . . . , PN} telles que◦
P i ∩
◦
P j= ∅ pour tout i 6= j (
◦
P i veut dire l’inte´rieur de Pi) et ∪iPi ⊂
◦
A. On a toujours v(A) ≤ v(A). On
dit alors que A est J-mesurable (J pour Jordan) si v(A) = v(A). On pose alors vol(A) = v(A) = v(A).
Remarquons que si M est une matrice n× n, et P un pave´, alors vol(M ·P ) = | det(M)| · vol(P), ainsi le
volume de tout paralle´lotope est connu.
The´ore`me (1.6)
Si A ⊂ Rn est borne´, il est J-mesurable si et seulement si v(∂A) = 0 (ou` ∂A, le bord de A veut dire
A\
◦
A, et A est l’adhe´rence de A).
Preuve
Cf. [Apo, Thm. 14.9, p. 397].
De´finition (1.7)
Si (X, dX) et (Y, dY ) sont des espaces me´triques f : X → Y est dite lipschitzienne s’il existe M > 0
tel que dY (f(x), f(y)) ≤M · dX(x, y) pour tout x, y ∈ X . On appellera M constante de Lipschitz. Toute
fonction lipschitzienne est en particulier continue. Par exemple, si f : Rn → Rm est telle que les de´rive´es
partielles existent et sont continues, alors f est lipschitzienne sur tout intervalle compact.
The´ore`me (1.8)
Si f : [0; 1]k → Rn est lipschitzienne et k < n. Alors v(f([0, 1]k)) = 0.
Preuve
On a donc par hypothe`se il existe M > 0 tel que |f(x) − f(y)| ≤ M |x − y| pour tout x, y ∈ [0; 1]k.
De´coupons [0; 1]k en Nk sous-cubes de coˆte´s 1N . Si C est l’un de ces cubes, alors f(C) sera de diame`tre
≤ M · √k · 1N . Si on pose B = (M ·
√
k + 2)n, alors f(C) rencontre au plus B sous-cubes de Rn de la
forme [ i1N ;
i1+1
N ]× · · · × [ inN ; in+1N ], avec i1, . . . , in ∈ Z. Ainsi f([0; 1]k) est inclus dans la re´union d’au plus
B ·Nk cubes de coˆte´ 1N , donnant un volume infe´rieur ou e´gal a` B · N
k
Nn =
B
Nn−k < ε si N est assez grand.
Ce qui prouve que le volume exte´rieur est aussi petit que l’on veut.
De´finition (1.9)
Une partie A ⊂ Rn est dite (n − 1)-Lipschitz parame´trisable si A est contenu dans la re´union d’un
nombre fini d’images d’applications lipschitzienne fi : [0; 1]
n−1 → Rn.
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The´ore`me (1.10)
Soit A ⊂ Rn borne´e. On suppose que ∂A est (n− 1)-Lipschitz parame´trisable. Soit Λ un re´seau (ou
translate´ de re´seau) dans Rn. Posons N(t) le nombre de points de Λ contenu dans t · A. Soit vol(Λ) le
volume d’un paralle´lotope fondamental de Λ. Alors A est J-mesurable et
N(t) =
vol(A)
vol(Λ)
· tn +O(tn−1).
On rappelle que f(x) = O(g(x)) veut dire qu’il existe une constante B telle que |f(x)| ≤ B · |g(x)|.
Preuve
Le The´ore`me (1.8) et un petit raisonnement sur les recouvrements d’une union finie d’ensemble mon-
trent que v(∂A) = 0 donc par le The´ore`me (1.7) que A est J-mesurable. Soit P le paralle´lotope fonda-
mental de Λ. Posons n(t) le nombre de x ∈ Λ tels que x+ P ⊂ t·
◦
A et s(t) le nombre de x ∈ Λ tels que
(x+P )∩ t ·A 6= ∅. Il est clair que n(t) ≤ N(t) ≤ s(t), et donc que n(t) ·vol(P ) ≤ vol(t ·A) = tn ·vol(A) ≤
s(t) · vol(P ), ou encore n(t) ≤ vol(A)vol(Λ) · tn ≤ s(t). Cela implique que |N(t) − vol(A)vol(Λ) · tn| ≤ s(t) − n(t). Il
suffit donc de montrer que s(t)− n(t) = O(tn−1).
Nous avons que s(t)−n(t) est le nombre de x ∈ Λ tels que (x+P )∩(∂tA = t∂A) 6= ∅. Par hypothe`se ∂A
est contenu dans la re´union d’un nombre fini d’images d’applications lipschitzienne fi : [0; 1]
n−1 → Rn.
Il suffit donc de montrer que si f : [0; 1]n−1 → Rn est lipschitzienne, alors le nombre R(t) des x ∈ Λ tels
que (x+ P ) ∩ t · f([0; 1]n−1) 6= ∅ est un O(tn−1).
Divisons [0; 1]n−1 en [t]n−1 sous-cubes de coˆte´ 1[t] (ne pas confondre l’intervalle [0; 1] avec la partie
entie`re de t qu’on note [t]). Soit C un de ces sous-cubes. On a que f(C) est de diame`tre≤M ·√n− 1· 1[t] ≤
2M
√
n−1
t (si t ≥ 3). Donc, t · diam(f(C)) = diam(t · f(C)) ≤ 2M
√
n− 1. Cela implique qu’il existe une
constante B > 0, inde´pendante de C et de t telle que t · f(C) rencontre au plus B re´gions de la forme
x + P (x ∈ Λ). Donc, t · f([0; 1]n−1) rencontre au plus B · [t]n−1 ≤ B · tn−1 re´gions de la forme x + P
(x ∈ P ), ce qui veut dire que R(t) ≤ B · tn−1. Cela prouve notre the´ore`me.
The´ore`me (1.11)
Soit le Γ du Lemme (1.5). Alors Γ est borne´ et ∂Γ est (n− 1)-Lipschitz parame´trisable.
Preuve
Montrons tout d’abord que Γ est borne´. Soit x = (x1, . . . , xr, y1, . . . , ys) ∈ Rr×Cs ≃ Rn. La condition
ii) de la de´finition de Γ se traduit en x ∈ R∗r × C∗s et ∑ log |xi| + 2∑ log |yi| ≤ 0. Cela implique que
c0 · n ≤ 0 (car la somme des coefficients d’un vecteur est line´aire, les sommes des coefficients des ei est
nulle pour i = 1, . . . , r + s − 1 et que celle des coefficients de e0 vaut n); ce qui est e´quivalent a` c0 ≤ 0.
Ainsi, Γ est l’ensemble des x ∈ R∗r × C∗s tels que les r0 premie`res composantes de x sont positives,
c’est la condition (i) et l0(x) = c0e0 +
∑r+s−1
i=1 ciei avec 0 ≤ ci < 1 et c0 ≤ 0, c’est la condition qu’on
appellera (ii)’. On en de´duit que les composantes (dans la base canonique de Rr+s) de l0(x) sont borne´s
supe´rieurement et par conse´quent aussi les |xi| et les |yi| aussi (a` cause des logarithmes); c’est-a`-dire que
Γ est borne´.
Montrons maintenant que ∂Γ est (n − 1)-Lipschitz parame´trisable. Pour cela, il suffit de le mon-
trer pour Γ0 qui est l’ensemble des x ∈ R∗r × C∗s tels que les r premie`res composantes de x sont
positives et qui satisfait (ii)’; en effet, si x = (x1, . . . , xi, . . . , xr , y1, . . . , ys) satisfait la condition (ii)’,
alors (x1, . . . ,−xi, . . . , xr, y1, . . . , ys) le satisfait aussi, donc Γ est syme´trique par rapport aux hyperplans
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xi = 0, i = r0 + 1, . . . , r et si d’un coˆte´, le bord est (n− 1)-Lipschitz parame´trisable, l’autre coˆte´ le sera
aussi. On a en outre que vol(Γ) = 2r−r0 · vol(Γ0). Ecrivons ei = (e(1)i , . . . , e(r+s)i ), i = 1, . . . , r + s − 1.
Soit x = (x1, . . . , xr, y1, . . . , ys) ∈ Γ0. Les conditions pour x et l0(x) sont alors que x1, . . . , xr > 0, et
log(xi) =
∑r+s−1
k=1 ck ·e(i)k + c0, 1 ≤ i ≤ r et 2 log |yj| =
∑r+s−1
k=1 ck ·e(r+j)k +2c0, 1 ≤ j ≤ s avec ck ∈ [0; 1[,
k = 1, . . . , r+ s− 1 et c0 ∈]−∞; 0]. Remplac¸ons ec0 par cr+s, on a alors cr+s ∈]0; 1]. Posons aussi, pour
1 ≤ j ≤ s, yj = ρjeiθj ( ρj > 0 et 0 ≤ θj < 2π). On peut alors de´crire Γ0 comme e´tant l’ensemble des
(x1, . . . , xr, ρ1e
iθ1 , . . . , ρse
iθs) ∈ Rr × Cs tels que
xi = cr+s · e
∑
r+s−1
k=1
cke
(i)
k 1 ≤ i ≤ r
ρj = cr+s · e
1
2
∑
r+s−1
k=1
cke
(r+j)
k 1 ≤ j ≤ s
θj = 2πcr+s+j 1 ≤ j ≤ s
 (∗)
avec cr+s ∈]0; 1] et ck ∈ [0; 1[ pour toutes les valeurs de k 6= r + s (1 ≤ k ≤ n). Soit
f : [0, 1]n −→ Rr × Cs
(c1, . . . , cn) 7−→ (x1, . . . , xr, ρ1eiθ1 , . . . , ρseiθs)
donne´e par les relations (∗). Il est clair que f est continue et f([0; 1[r+s−1×]0; 1]× [0; 1[s−1) = Γ0 et donc
f([0; 1]n) = Γ0 cela vient du fait que image de tout compact est un compact et l’image de l’adhe´rence
est inclu dans l’adhe´rence de l’image. On a aussi f(]0; 1[n) ⊂ Γ0. La diffe´rence entre le cube [0; 1]n et
son inte´rieur est 2n cubes ferme´ de dimension n− 1; de plus f est lipschitzienne car partout continuˆment
de´rivable. Il suffit donc pour conclure de montrer que f(]0; 1[n) ⊂
◦
Γ0, ou encore que f :]0; 1[
n→ Rn
est une application ouverte (i.e. l’image d’un ouvert est un ouvert). Et pour cela, on observe que
f est la compose´e des quatre applications suivantes, manifestement ouvertes : ]0; 1[n
f1→ Rn f2→ Rn f3→
Rr×]0;∞[s×Rs f4→ Rr × Cs. de´finies de la fac¸on suivante :
a) f1((t1, . . . , tn)) = (t1, . . . , tr+s−1, log(tr+s), tr+s+1, . . . , tn).
b) f2 est l’application line´aire (u1, . . . , un) 7→ (u1, . . . , un) ·M , ou`
r+s︷ ︸︸ ︷
M =

e1 0 · · · 0
...
...
...
er+s−1
...
...
e0 0 · · · 0
0s×r+s Is

L’application f2 est ouverte, car M est inversible.
c) Pour f3, on applique x 7→ ex aux r premie`res coordonne´es, x 7→ e 12x aux s suivantes et on multiplie
les s dernie`res par 2π.
d) f4((x1, . . . , xr , ρ1, . . . , ρs, θ1, . . . , θs)) = (x1, . . . , xr , ρ1e
iθ1 , . . . , ρse
iθs), l’application (ρ, θ) 7→ ρeiθ
e´tant une application ouverte de ]0;∞[×R dans C, car l’image d’un cube ouvert (∆ρ,∆θ) donne
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le domaine suivant :
∆ρ
∆θ
Preuve du The´ore`me (1.1)
On a :
j(x,K)
Lemme (1.5)
=
1
wm
·M(x 1n · N(b) 1n )
Thm. (1.10) et (1.11)
=
1
wm
·
(
Vol(Γ)
Vol(Λ0)
· N(b) · x+O((x 1n · N(b) 1n )n−1)
)
= ρm · x+O(x1− 1n )
ou` ρm =
Vol(Γ)
wm
· N(b)Vol(Λ0) ne de´pend que de m. En effet, Γ et wm ne de´pendent que de m de manie`re
e´vidente; l’ide´al b est dans la classe K−1 et de´pend bien suˆr de K, mais Vol(Λ0) = Vol(Λ) = Vol(v(bm0)) =
N(b) · N(m0) · Vol(v(OK)). Ainsi, N(b)Vol(Λ0) ne de´pend aussi que de m.
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Chapitre 2 : Se´ries de Dirichlet et
premie`re ine´galite´ du corps de classe
Dans ce chapitre, nous ferons un peu d’analyse complexe pour pre´parer le chapitre suivant ou` nous
de´montrerons le the´ore`me de Cˇebotarev. Le but est aussi de prouver la premie`re ine´galite´ du corps de
classe (The´ore`me (2.20))
De´finition (2.1)
Tout le monde connaˆıt l’exponentielle complexe ez =
∑∞
n=0
zn
n! qui converge dans tout le plan com-
plexe. Si t > 0 est un nombre re´el strictement positif, on pose ts = es log(t) ou` log(t) est le logarithme
usuel des nombres re´els. Une se´rie de Dirichlet est une fonction complexe du type
∞∑
n=1
a(n)
ns
,
avec a(n), s ∈ C.
Soit b ≥ 0, δ > 0 et 0 < ε < pi2 . On de´finit aussi
D(b, δ, ε) = {s ∈ C | ℜ(s) ≥ b+ δ et | arg(s− b)| ≤ π
2
− ε}.
Graphiquement, cela donne ceci :
b
D(b, δ, ε)
δ
ε
The´ore`me (2.2)
Soit
∑∞
n=1
a(n)
ns une se´rie de Dirichlet. Posons s(n) =
∑n
i=1 a(i). On suppose qu’il existe a > 0 et
b ≥ 0 tels que |s(n)| ≤ a · nb pour tout n ≥ 1. Alors la se´rie converge uniforme´ment dans D(b, δ, ε) pour
tout δ, ε tel que δ > 0 et 0 < ε < pi2 . Cela implique que cette se´rie de´finit une fonction holomorphe sur le
demi-plan ℜ(s) > b (cf. [Con, Th. 2.1, p.147]).
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Preuve
On posera σ = ℜ(s). Donc |ts| = tσ si t > 0. On va utiliser le crite`re de convergence de Cauchy. Soit
donc u et v des entiers tels que v ≥ u+ 1 > 2; et s ∈ D(b, δ, ε). On a∣∣∣∣∣
v∑
n=u
a(n)
ns
∣∣∣∣∣ =
∣∣∣∣∣
v∑
n=u
s(n)− s(n− 1)
ns
∣∣∣∣∣ =
∣∣∣∣∣
v∑
n=u
s(n)
ns
−
v−1∑
n=u−1
s(n)
(n+ 1)s
∣∣∣∣∣
=
∣∣∣∣∣s(v)vs − s(u − 1)us +
v−1∑
n=u
s(n)
(
1
ns
− 1
(n+ 1)s
)∣∣∣∣∣
≤
∣∣∣∣s(v)vs
∣∣∣∣+ ∣∣∣∣s(u− 1)us
∣∣∣∣+ v−1∑
n=u
|s(n)| ·
∣∣∣∣ 1ns − 1(n+ 1)s
∣∣∣∣
Or, 1ns − 1(n+1)s = s ·
∫ n+1
n
dt
ts+1 , (on se souvient que
∫
(g + ih) dt =
∫
g dt + i
∫
h dt si le domaine
d’inte´gration est re´el). Ainsi,∣∣∣∣∣
v∑
n=u
a(n)
ns
∣∣∣∣∣ ≤ avσ−b + auσ−b +
v−1∑
n=u
|s| · a · nb ·
∣∣∣∣∫ n+1
n
dt
ts+1
∣∣∣∣
≤ 2a
uσ−b
+ |s| · a ·
v−1∑
n=u
∣∣∣∣∫ n+1
n
tb · dt
ts+1
∣∣∣∣
≤ 2a
uσ−b
+ |s| · a ·
∫ v
u
dt
tσ+1−b
≤ 2a
uσ−b
+ |s| · a ·
∫ ∞
u
dt
tσ+1−b
=
2a
uσ−b
+
|s| · a
(σ − b)uσ−b .
Or, puisque s est dans D, on a |s|σ−b ≤ |s−b|+bσ−b ≤ 1cos(θ) + bδ , ou` θ = arg(s − b). Puisque |θ| ≤ pi2 − ε, on
voit facilement que 1cos(θ) ≤M =: 1cos(pi2−ε) . Ainsi,∣∣∣∣∣
v∑
n=u
a(n)
ns
∣∣∣∣∣ ≤ 2a+ aM + abδuσ−b < 2a+ aM + abδuδ uniforme´ment−→ 0 lorsque u→∞.
The´ore`me (2.3)
La fonction ζ(s) =
∑∞
n=1
1
ns pour ℜ(s) > 1 se prolonge en une fonction me´romorphe, encore note´e
ζ(s) sur le demi-plan ℜ(s) > 0. Il y a un seul poˆle en s = 1 qui est simple et de re´sidu 1.
preuve
En vertu du the´ore`me pre´ce´dent (pour s(n) = n, et a = b = 1), on trouve que ζ(s) converge dans le
demi-plan ℜ(s) > 1 et y de´finit une fonction holomorphe. Conside´rons le se´rie ζ2(s) =
∑∞
n=1
(−1)n+1
ns .
On voit que |s(n)| ≤ 1. Par le the´ore`me pre´ce´dent, avec a = 1 et b = 0, on a que ζ2(s) est holomorphe
sur le demi-plan ℜ(s) > 0. Lorsque ℜ(s) > 1, la convergence est absolue. Dans ce domaine, on trouve
ζ2(s) =
1
1s
− 1
2s
+
1
3s
− 1
4s
+ · · · = 1
1s
+
1
2s
− 2
2s
+
1
3s
+
1
4s
− 2
4s
+
1
5s
+
1
6s
− 2
6s
+ · · ·
(
1
1s
+
1
2s
+
1
3s
+
1
4s
+ · · ·)− 2( 1
2s
+
1
4s
+
1
6s
+ · · ·) = ζ(s)− 2
2s
· ζ(s) = (1− 1
2s−1
) · ζ(s),
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ainsi ζ(s) =
ζ2(s)
(1− 1
2s−1
)
lorsque ℜ(s) > 1. Mais par ce qui pre´ce`de, on a que la fonction ζ2(s)
(1− 1
2s−1
)
est
me´romorphe sur le demi-plan ℜ(s) > 0 dont les poˆles (s’il y en a) sont parmi les ze´ros de (1 − 12s−1 ),
donc de la forme 1 + 2kpilog(2) · i, k ∈ Z. On conside`re ensuite ζ3(s) = 11s + 12s − 23s + 14s + 15s − 26s + · · ·.
Si cette de´finition ne vous convient pas, vous pouvez poser a(n) = 1 −∑2j=0 ζn·j , avec ζ = ζ3 = e 2ipi3
et ζ3(s) =
∑∞
n=1
a(n)
ns . Evidemment, il y aura toujours collusion de notation entre les ζn qui sont les
racines de l’unite´ et la fonction ζ de Riemann, mais le contexte permettra toujours de comprendre de
quoi on parle. Le the´ore`me pre´ce´dent s’applique a` nouveau et donc, la fonction ζ3(s) est une fonction
holomorphe sur ℜ(s) > 0; et lorsque ℜ(s) > 1, on a
ζ3(s) =
1
1s
+
1
2s
+
1
3s
− 3
3s
+
1
4s
+
1
5s
+
1
6s
− 3
6s
+ · · · = ζ(s)− 3
3s
ζ(s) = (1− 1
3s−1
)ζ(s).
Donc
ζ
3
(s)
(1− 1
3s−1
)
est un prolongement me´romorphe de ζ sur ℜ(s) > 0. Donc les poˆles sont parmi les
nombres 1 + 2lpilog(3) · i, l ∈ Z. Par unicite´ du prolongement analytique (cf. [Con, Cor. 3.8, p. 70]) on a
ζ
2
(s)
(1− 1
3s−1
)
=
ζ
3
(s)
(1− 1
3s−1
)
en dehors de leurs poˆles. De plus, puisque ces fonctions sont de´finies sur des disques
entourants ces poˆles, si s est un poˆle de l’une de ces fonctions, il doit eˆtre aussi un poˆle de l’autre. Donc,
s = 1 + 2kpilog(2) · i = 1 + 2lpilog(3) · i pour certains k et l ∈ Z; donc klog(2) = llog(3) , ou encore 2l = 3k; donc
k = l = 0. On en de´duit que le seul poˆle e´ventuel est s = 1; et c’est bien un poˆle car
∑∞
n=1
1
nσ → ∞ si
σ → 1 par valeurs > 1. Ce poˆle est simple, car les ze´ros de (1 − 12s−1 ) sont simples (la de´rive´e qui vaut
log(2)
2s−1 ne s’annule pas en s = 1).
Calculons le re´sidu en s = 1. On veut donc calculer lims→1(s − 1)ζ(s). Pour ce calcul, il suffit de
prendre des s re´els > 1. On conside`re le graphe de y = x−s.
1 2 3 4 5 6
1
2
...
La somme de aires des rectangles donne e´videmment ζ(s) et on voit que 1s−1 =
∫∞
1
dx
xs ≤ ζ(s). Cet
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autre dessin
1 2 3 4 5 6
1
2
...
montre que ζ(s)− 1 ≤ ∫∞
1
dx
xs =
1
s−1 . On en de´duit que
1
s− 1 ≤ ζ(s) ≤
s
s− 1 ,
ainsi, 1 ≤ (s− 1)ζ(s) ≤ s et donc lims→1(s− 1)ζ(s) = 1.
Rappel
Soit K un corps de nombres et m un K-module. Alors il existe une constante ρm > 0 telle que si K
est une classe de I(m) modulo Pm, et si j(x,K) est le nombre d’ide´aux a ∈ K tel que N(a) ≥ x. Alors
j(x,K) = ρm · x+O(x1− 1d )
ou` d = [K : Q].
C’est le The´ore`me (1.1) qui e´tait l’objet du Chapitre 1.
De´finition (2.4)
Soit K un corps de nombres, m un K-module et K une classe de I(m) modulo Pm. On de´finit
ζm(s,K) =
∑
a∈K
1
N(a)s
.
Evidemment, cette de´finition n’a de sens que si le convergence de cette se´rie est absolue. C’est ce que
nous allons voir incessamment.
The´ore`me (2.5)
La se´rie ζm(s,K) converge absolument sur le demi-plan ℜ(s) > 1 et se prolonge en une fonction
me´romorphe sur ℜ(s) > 1− 1d (d = [K : Q]) avec un seul poˆle en s = 1; ce poˆle est simple de re´sidu ρm.
Preuve
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Conside´rons la se´rie de Dirichlet
∑∞
n=1
a(n)
ns , avec a(n), le nombre d’ide´aux a dans K tels que N(a) = n.
Dans ce cas, s(n) =
∑n
i=1 a(i) = j(n,K). Par le The´ore`me (1.1),
s(n)
n est borne´, pour n ≥ 1. Donc il
existe A > 0 tel que |s(n)| = s(n) ≤ A · n. Le The´ore`me (2.2) s’applique et dit que la se´rie ∑∞n=1 a(n)ns
de´finit une fonction holomorphe sur le demi-plan ℜ(s) > 1. Clairement, la convergence dans ce demi-plan
est absolue, donc l’ordre des termes n’importe pas et cela justifie qu’on e´crive simplement
∑
a∈K
1
N(a)s .
Conside´rons maintenant la se´rie
∑∞
n=1
b(n)
ns , avec b(n) = a(n)−ρm (le a(n) e´tant celui de tout a` l’heure).
Pour cette nouvelle se´rie, on a s(n) =
∑n
i=1 b(i) = j(n,K)−ρm·n. Par le The´ore`me (1.1), il existe B > 0 tel
que s(n) ≤ B ·n1− 1d . A nouveau par le The´ore`me (2.2), la se´rie de´finit une fonction holomorphe (notons-la
f) sur le demi-plan ℜ(s) > 1− 1d . Lorsque ℜ(s) > 1, on voit que f(s)+ρm · ζ(s) =
∑∞
n=1
a(n)
ns = ζm(s,K).
Donc, en vertu du The´ore`me (2.3), ζm(s,K) se prolonge en une fonction me´romorphe sur ℜ(s) > 1− 1d ,
avec un seul poˆle en s = 1 qui est simple et de re´sidu ρm.
De´finitions (2.6)
a) Soit G = (G, ∗, 1) un groupe abe´lien fini. On appelle caracte`re de G tout homomorphisme χ : G −→
C∗. On note 1 le caracte`re de G qui envoie tout e´le´ment de G sur 1. L’ensemble Ĝ des caracte`res
est lui-meˆme un groupe isomorphe a` G : χ1χ2(g) := χ1(g) ·χ2(g). Remarquons que l’on a pour tout
χ ∈ Ĝ :
∑
g∈G
χ(g) =
{
0 si χ 6= 1
|G| si χ = 1.
En effet, c’est clair si χ = 1. Supposons que χ 6= 1, donc il existe h ∈ G tel que χ(h) 6= 1.
L’application g 7→ hg est clairement une bijection de G dans lui-meˆme. Donc,
∑
g∈G
χ(g) =
∑
g∈G
χ(hg) = χ(h) ·
∑
g∈G
χ(g).
Si
∑
g∈G χ(g) 6= 0, on en de´duirait que χ(h) = 1, ce qui est contradiction.
De plus, puisque G et Ĝ sont isomorphes, on a aussi pour tout g ∈ G
∑
χ∈Ĝ
χ(g) =
{
0 si g 6= 1
|G| si g = 1.
b) Soit K un corps de nombres, m un K-module et χ un caracte`re de I(m)/Pm. On de´finit
Lm(s, χ) =
∑
a∈I(m)
χ(a)
N(a)s
,
ou` χ(a) := χ(a mod Pm). Comme tout a` l’heure, cette se´rie n’est de´finie que si la convergence est
absolue. C’est e´videmment ce qu’on va voir !
The´ore`me (2.7)
La se´rie Lm(s, χ) converge absolument sur le demi-planℜ(s) > 1 et admet un prolongement me´romorphe
sur ℜ(s) > 1− 1d . Si χ 6= 1 (le caracte`re unite´), il n’y a pas de poˆle (donc le prolongement est holomorphe).
Si χ = 1, il y a un poˆle unique, simple en s = 1 et de re´sidu hmρm, (souvenons nous de hm, c’est le
cardinal du groupe I(m)/Pm).
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Preuve
La convergence est absolue sur ℜ(s) > 1, car
∣∣∣ χ(a)N(a)s ∣∣∣ = 1N(a)σ , ou` σ = ℜ(s) et parce que∑a∈I(m) 1N(a)σ
=
∑
K∈I(m)/Pm ζm(σ,K); cette somme est finie, car I(m)/Pm est fini de cardinal hm (cf. The´ore`me (0.12)).
Toujours si ℜ(s) > 1, en re´arrangeant les termes, on obtient
Lm(s, χ) =
∑
K∈I(m)/Pm
χ(K) · ζm(s,K).
On conclut en vertu du The´ore`me (2.5) et en se souvenant que
∑
K∈I(m)/Pm
χ(K) =
{
hm si χ = 1
0 sinon.
De´finitions (2.8)
a) On notera ζm(s) au lieu de Lm(s,1) =
∑
K∈I(m)/Pm ζm(s,K). On l’appellera la fonction zeˆta de m.
Et si m = 1 = OK · ∅, on note cette fonction ζK(s) qui est la fonction zeˆta de K.
b) Soit z ∈ C. Posons Log(z) = log |z|+i arg(z) ou` −π < arg(z) ≤ π, ou` log(·) est la fonction logarithme
usuelle sur les nombres re´els. On appelle Log(·) la branche principale du logarithme. On peut voir
que eLog(z) = z, pour tout z ∈ C∗. Si w ∈ C est tel que ew = z, alors il existe k ∈ Z tel que
w = Log(z) + 2kπi. De plus, si |z| < 1, alors −Log(1− z) = Log((1− z)−1) =∑∞n=1 znn .
c) Si (an)
∞
n=1 est une suite de nombres complexes non nuls, nous dirons que
∏∞
n=1 an converge si
limN→∞
∏N
n=1 an existe et est non nulle. Nous utiliserons le re´sultat suivant : si la somme∑∞
n=1 Log(an) converge absolument, alors
∏∞
n=1 an converge. Nous dirons dans ce cas que le produit∏∞
n=1 an converge absolument.
The´ore`me (2.9)
Soit K, m et χ comme avant. Alors si ℜ(s) > 1, on a la repre´sentation
Lm(s, χ) =
∏
p ∤m
(
1− χ(p)
N(p)s
)−1
,
le produit convergeant absolument. Cela prouve que Lm(s, χ) 6= 0.
Posons logLm(s, χ) =
∑
p ∤m Log
((
1− χ(p)N(p)s
)−1)
. Alors logLm(s, χ) est holomorphe sur ℜ(s) > 1
et il existe gχ(s) une fonction holomorphe sur le demi-plan ℜ(s) > 1, prolongeable holomorphiquement
au voisinage de 1 telle que
logLm(s, χ) =
∑
p ∤m
χ(p)
N(p)s
+ gχ(s),
pour tout s ∈ C tel que ℜ(s) > 1.
Voir le lemme suivant pour une explication de l’e´criture logLm(s, χ). Remarquons encore qu’ici (et
pour ce chapitre), l’e´criture p ∤ m ne concerne que les places finies.
Preuve
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Tout d’abord, la se´rie
∑
p 6 |m
χ(p)
N(p)s converge absolument sur ℜ(s) > 1, car c’est une partie de
∑
a∈I(m)
χ(a)
N(a)s ,
qui converge dans ce domaine en vertu du The´ore`me (2.7). D’autre part,
∑
p ∤m
∑∞
j=2
χ(pj)
j·N(p)sj converge
absolument si σ := ℜ(s) > 12 , car
∑
p ∤m
∞∑
j=2
1
j · N(p)σj ≤
∑
p ∤m
1
2
· 1
N(p)2σ
·
∞∑
j=0
1
N(p)σj
=
1
2
·
∑
p ∤m
1
N(p)2σ
· 1
1− 1N(p)σ
=
1
2
·
∑
p ∤m
1
N(p)σ
· 1
N(p)σ − 1 ≤
1
2
·
∑
p ∤m
1
N(p)σ
· 4
N(p)σ
.
La dernie`re ine´galite´ vient de 4(N(p)σ − 1) = N(p)σ +3N(p)σ− 4 ≥ N(p)σ +3√2− 4 ≥ N(p)σ. On a donc
prouve´ que
∑
p ∤m
∞∑
j=2
1
j · N(p)σj ≤ 2
∑
p ∤m
1
N(p)2σ
≤ 2ζm(2σ).
Et donc gχ(s) :=
∑
p ∤m
∑∞
j=2
χ(pj)
j·N(p)sj est une fonction holomorphe sur ℜ(s) > 12 , car elle converge
absolument et uniforme´ment sur tout compact de ce domaine. Maintenant, en appliquant la se´rie de la
branche principale du logarithme, avec z = χ(p)N(p)s (qui est de module < 1 si ℜ(s) > 1), on trouve que
∑
p 6 |m
χ(p)
N(p)s
+ gχ(s) =
∑
p ∤m
∞∑
j=1
χ(pj)
j · N(p)sj =
∑
p ∤m
Log
((
1− χ(p)
N(p)s
)−1)
= logLm(s, χ)
qui converge absolument et est holomorphe si ℜ(s) > 1. En choisissant une nume´rotation quelconque des
p ∤ m (c’est possible de le faire maintenant qu’on a la convergence absolue), on a
elogLm(s,χ) = lim
n→∞
e
∑n
i=1
Log
((
1− χ(pi)
N(pi)
s
)−1)
= lim
n→∞
n∏
i=1
(
1− χ(pi)
N(pi)s
)−1
=
∏
p ∤m
(
1− χ(p)
N(p)s
)−1
.
Il reste a` ve´rifier que le dernier produit est e´gal a` Lm(s, χ). Il suffit de montrer que
Lm(s, χ) = lim
N→∞
∏
p ∤m
N(p)≤N
(
1− χ(p)
N(p)s
)−1
.
Or,
∏
p ∤m
N(p)≤N
(
1− χ(p)
N(p)s
)−1
=
∏
p ∤m
N(p)≤N
 ∞∑
j=0
χ(p)j
N(p)sj
 = ∑
a∈SN
χ(a)
N(a)s
,
ou` SN est l’ensemble des ide´aux entiers, premiers a` m dont les diviseurs premiers sont de norme infe´rieure
ou e´gale a` N ; la dernie`re e´galite´ venant de la convergence absolue de la somme
∑∞
j=0
χ(p)j
N(p)sj et de la
multiplicativite´ de χ et de la norme. Ainsi,∣∣∣∣∣∣∣∣∣∣∣
∏
p ∤m
N(p)≤N
(
1− χ(p)
N(p)s
)−1
− Lm(s, χ)
∣∣∣∣∣∣∣∣∣∣∣
≤
∑
N(a)>N
a∈I(m)
1
N(a)ℜ(s)
−→ 0 si N →∞,
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en vertu du The´ore`me (2.7).
Lemme (2.10)
Si X ⊂ C est un ouvert connexe et simplement connexe et si f : X −→ C∗ est une fonction
holomorphe et non nulle, alors il existe, sur X , un logarithme de cette fonction, c’est-a`-dire une fonction
holomorphe f˜ telle que ef˜(x) = f(x). De plus, si on fixe une valeur de f˜ en un point de X , alors cette
fonction est unique. Remarquons que si f(x) = f(y), cela n’implique pas force´ment que f˜(x) = f˜(y).
Lors du the´ore`me pre´ce´dent, la fonction logLm(s, χ) e´tait un logarithme de la fonction Lm(s, χ), voila`
pourquoi, nous avons e´crit logLm(s, χ) plutoˆt que log(Lm(s, χ)).
Preuve
Cf. [Ru, Thm 13.18, p. 263]
Corollaire (2.11)
Soit K, m comme avant. Il existe h(s) une fonction holomorphe dans un voisinage V de s = 1 et g(s)
une fonction holomorphe sur ℜ(s) > 12 telles que si s est dans V et que ℜ(s) > 1, alors on a :
logζm(s) = −Log(s− 1) + h(s) =
∑
p ∤m
1
N(p)s
+ g(s) (1)
Preuve
Soit χ un caracte`re de I(m)/Pm. Si ℜ(s) > 1, alors il est clair que Log(s − 1) + logLm(s, χ) est un
logarithme de (s− 1) · Lm(s, χ). Si on prend χ = 1, alors, vu les de´finitions qu’on a faites et en vertu du
The´ore`me (2.7), la fonction (s− 1) · ζm(s) est de´finie, holomorphe et non nulle sur un voisinage de s = 1.
Donc, cette fonction posse`de un logarithme sur ce voisinage, en vertu du lemme pre´ce´dent. Notons h(s)
le logarithme qui co¨ıncide avec Log(s− 1)+ logζm(s) sur ℜ(s) > 1. On en de´duit la premie`re e´galite´. La
seconde de´coule du The´ore`me (2.9).
De´finitions (2.12)
Soient f1 et f2 des fonctions complexes de´finies sur ℜ(s) > 1. On e´crira f1 ∼ f2 si g(s) := f1(s)−f2(s)
est une fonction holomorphe sur ℜ(s) > 1 et prolongeable en une fonction toujours holomorphe au
voisinage de s = 1.
Soit K un corps de nombres et S un ensemble d’ide´aux premiers de OK . On dira que S est de densite´
de Dirichlet δ si l’une des conditions suivantes est satisfaite :
lim
s→1+
∑
p∈S
1
N(p)s
−Log(s− 1) = δ1) ∑
p∈S
1
N(p)s
∼ −δ · Log(s−1)2)
Il est clair que la condition 2) implique la condition 1). Si S satisfait la condition 2), on dit de plus
que S est re´gulier. Le Corollaire (2.11) implique que l’ensemble des ide´aux premiers de I(m) est re´gulier
de densite´ 1. Il est clair que si S est fini, sa densite´ est nulle et que si S et S′ sont disjoints de densite´ δ
et δ′, alors la densite´ de S ∪ S′ vaut δ + δ′. Cela implique, puisque l’ensemble de ide´aux premiers I(m)
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contient tous les ide´aux premiers de K sauf un nombre fini, que si S est de densite´ δ, on a 0 ≤ δ ≤ 1
et que l’ensemble des ide´aux premiers de K est re´gulier de densite´ 1. On montre aussi facilement que si
S ⊂ S′ sont de densite´ δ et δ′, alors δ ≤ δ′.
Lemme (2.13)
Soit K un corps de nombres. Alors l’ensemble des ide´aux premiers p tels que f(p/Q) > 1 est un
ensemble re´gulier de densite´ de Dirichlet nulle.
Preuve
Notons A l’ensemble de ces ide´aux. On va montrer que
∑
p∈A
1
N(p)s est holomorphe au voisinage de
s = 1. Pour tout p ∈ A, la fonction s 7→ 1N(p)s est clairement holomorphe au voisinage de s = 1. D’autre
part, puisque p ∈ A, il existe p ∈ P0(Q) tel que N(p) = pf(p,Q) ≥ p2. De plus, il y a au plus [K : Q]
nombres premiers au-dessous de p. Ainsi
∑
p∈A
1
N(p)σ
≤ [K : Q] ·
∑
p∈P0(Q)
1
p2σ
≤ [K : Q] · ζ(2σ), ou` σ = ℜ(s) > 1
2
.
Ce qui montre , en vertu du The´ore`me (2.3), que
∑
p∈A
1
N(p)s converge absolument et uniforme´ment
sur tout compact du demi-plan ℜ(s) > 12 , donc est une fonction holomorphe au voisinage de 1, cela
prouve le lemme.
Lemme (2.14)
Soit L/K une extension de corps de nombres. Alors l’ensemble S = {p ∈ P0(K) | p se de´compose
comple`tement dans L} est re´gulier de densite´ [E : K]−1 ou` E est la cloˆture galoisienne de L/K, c’est-a`-dire
la plus petite extension E/K, galoisienne, contenant L.
Preuve
Si p ∈ P(K) se de´compose comple`tement dans L, alors, en vertu du lemme “de´composition-ramification”
du Chapitre 0, page 3, il se de´compose comple`tement dans E. On a donc f(P/p) = 1 pour tout ide´al
premier P de E au-dessus de p (il y en a donc [E : K] et N(p) = N(P)). On trouve alors :
[E : K] ·
∑
p∈S
1
N(p)s
=
∑
P∈S1
1
N(P)s
,
ou` S1 = {P ∈ P0(E) | f(P/P∩K) = 1 et P est non ramifie´ sur K}. L’ensemble S1 est re´gulier de densite´
de Dirichlet 1, car pour obtenir S1, on enle`ve a` tous les ide´aux premiers de E un nombre fini d’ide´aux
(ceux qui se ramifient sur K) et un sous-ensemble de ceux qui sont de degre´ sur Q supe´rieur a` 1 qui est
de densite´ 0 (cf. Lemme (2.13) et utilisant la relation f(P/P ∩ Q) = f(P/P ∩K) · f(P ∩K/P ∩ Q)).
Cela prouve que S est de densite´ 1[E:K] .
Corollaire (2.15)
Soit L/K une extension galoisienne de corps de nombres de groupe de Galois G.
a) Soit H ⊂ G un sous-groupe normal. Alors l’ensemble
S = {p ∈ P0(K) | p est non ramifie´ dans L et Frob(P/p) ∈ H pour tout P ∈ P0(L) au-dessus de p}
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est re´gulier de densite´ 1[G:H] =
|H|
|G| .
b) De plus, si H1 et H2 sont des sous-groupes normaux de G, alors l’ensemble
S′ = {p ∈ P0(K) | p est non ramifie´ dans L et Frob(P/p) ∈ H1 ∪H1 pour tout P ∈ P0(L), P|p}
est re´gulier de densite´ |H1∪H2||G| . Ce re´sultat se ge´ne´ralise a` un nombre fini de sous-groupes.
Preuve
Pour a), posons F le corps fixe par H . Puisque H est un sous-groupe normal de G, la the´orie de
Galois nous dit que l’extension F/K est galoisienne de groupe de Galois G/H . Si p0 ∈ P0(F ) est un
ide´al premier au-dessus de p, par hypothe`se, on a Frob(p0/p) = Frob(P/p)|F = IdF dans G/H , pour
tout ide´al P ∈ P(L) au-dessus de p0. Or, on sait que Frob(p0/p) engendre Z(p0/p) qui est de cardinal
f(p0/p). Ainsi, f(p0, p) = 1, ce qui veut dire que p se de´compose totalement dans F . En re´sume´, S est
l’ensemble des ide´aux premiers de OK qui se de´composent totalement dans OF . Le Lemme (2.14) nous
apprend alors que S est re´gulier de densite´ 1[F :K] =
1
[G:H] .
Prouvons b). Les sous-groupes H1, H2 et H1 ∩H2 correspondent a` des ensembles S1, S2 et S1 ∩ S2
de densite´ de Dirichlet respectivement de |H1||G| ,
|H2|
|G| et
|H1∩H2|
|G| . Il est clair que S
′ = S1 ∪ S2 et que
∑
p∈S′
1
N(p)s
=
∑
p∈S1
1
N(p)s
+
∑
p∈S2
1
N(p)s
−
∑
p∈S1∩S2
1
N(p)s
∼ −|H1|+ |H2| − |H1 ∩H2||G| · Log(s− 1)
Ainsi, S′ est re´gulier de densite´ de Dirichlet |H1|+|H2|−|H1∩H2||G| =
|H1∪H2|
|G| .
Voici maintenant un re´sultat annonce´ depuis longtemps :
The´ore`me (2.16) (Surjectivite´ de l’application d’Artin)
Soit L/K une extension abe´lienne de groupe G et m un K-module divisible par toutes les places de
K qui ramifient dans L. Alors l’application d’Artin
ΦL/K : IK(m) −→ G
est surjective.
Preuve
Soit σ ∈ G. Notons H =< σ > le sous-groupe engendre´ par σ. Par le Corollaire (2.15), partie a),
l’ensemble S = {p ∈ P0(K) | p est non ramifie´ dans L et Frob(P/p) ∈ H pour tout P ∈ P0(L) au-dessus de p}
est de densite´ 1[G:H] . Supposons par l’absurde que σ ne soit pas atteint par ΦL/K . Notons ∪Hi la re´union
de tous les sous-groupes propres de H . Il est e´vident que ∪Hi ⊂ H , mais que ∪Hi 6= H , car σ 6∈ ∪Hi.
Donc, par hypothe`se absurde, S est inclu dans S′ = {p ∈ P0(K) | p est non ramifie´ dans L et Frob(P/p) ∈
∪Hi pour tout P ∈ P0(L) au-dessus de p}. Ainsi, on trouve, graˆce au Corollaire (2.15), partie b) :
δ(S) ≤ δ(S′) = | ∪Hi||G| <
|H |
|G| = δ(S),
ce qui est une contradiction.
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Voici un autre re´sultat important qui montre en substance que la connaissance des ide´aux premiers
qui se de´composent totalement de´termine une extension galoisienne.
The´ore`me (2.17)
Soient L1/K et L2/K deux extensions galoisiennes de corps de nombres (plonge´es dans C). Posons,
pour i = 1, 2, Si = {p ∈ P0(K) | p se de´compose comple`tement dans Li}. Alors les conditions suivantes
sont e´quivalentes :
a) L1 ⊂ L2
b) S2 ⊂ S1
c) S2 \ S1 est de densite´ de Dirichlet nulle.
Preuve
a)=⇒ b) =⇒ c) est trivial. Prouvons c)=⇒ a). Posons S = {p ∈ P0(K) | p se de´compose comple`tement
dans L1L2}. Le Lemme (2.14) nous dit que δ(S) = 1[L1L2:K] et δ(Si) = 1[Li:K] , pour i = 1, 2. Par le Lemme
“de´composition-ramification”, page 3, S = S1 ∩S2, et ainsi S2 est la re´union disjointe de S et de S2 \S1.
Donc, par hypothe`se, δ(S2) = δ(S). Ce qui montre que [L1L2 : K] = [L2 : K], donc L1L2 = L2, ce qui
veut dire que L1 ⊂ L2.
Corollaire (2.18)
Avec les meˆmes notations, On a e´quivalence entre
a) L1 = L2
b) S1 = S2
c) S1△S2 est de densite´ de Dirichlet nulle (ici △ de´signe la diffe´rence syme´trique).
Preuve
C’est imme´diat.
The´ore`me (2.19)
Soit K un corps de nombres, m un K-module et I(m) ⊃ H ⊃ Pm, H e´tant un sous-groupe. Soit
S ⊂ H ∩ P0(K) ayant une densite´ de Dirichlet δ. Posons h = [I(m) : H ]. Alors on a
δ ≤ 1
h
.
Supposons de plus que δ > 0. Soit χ un caracte`re de I(m)/H . On note ̂I(m)/H l’ensemble de ces
caracte`res. Si χ 6= 1, alors on a
Lm(1, χ) 6= 0,
et pour chaque classe K de I(m)/H , l’ensemble {p ∈ P0(K) | p ∈ K} est re´gulier, de densite´ 1h .
Remarquons que Lm(s, χ) n’a e´te´ de´finie que lorsque χ est un caracte`re de I(m)/Pm. On associera
tout caracte`re χ de I(m)/H a` χ˜ = χ ◦ ϕ ou` ϕ est l’homomorphisme canonique I(m)/Pm → I(m)/H .
Preuve
Soit χ ∈ ̂I(m)/H . En identifiant χ et χ˜, et graˆce au The´ore`me (2.9), on sait que pour tout s tel que
ℜ(s) > 1, on a :
36
Se´ries de Dirichlet et premie`re ine´galite´ du corps de classe
logLm(s, χ) =
∑
p 6 |m
χ(p)
N(p)s
+ gχ(s), (i)
avec gχ(s) une fonction holomorphe au voisinage de s = 1. Si χ 6= 1, on note n(χ) l’ordre du ze´ro de
Lm(s, χ). Graˆce au The´ore`me (2.7), on sait que n(χ) ≥ 0. On a n(χ) = 0 si et seulement si Lm(1, χ) 6= 0.
Ainsi, Lm(s, χ) = (s − 1)n(χ) · fχ(s) ou` fχ(s) est une fonction holomorphe sur un voisinage de 1 et
fχ(1) 6= 0. En vertu du Lemme (2.10), il existe une fonction logarithme (qu’on notera log fχ) tel que
pour tout s tel que ℜ(s) > 1, on ait :
logLm(s, χ) = n(χ) · Log(s− 1) + log fχ(s),
avec log fχ(s) holomorphe sur un voisinage de 1.
Si χ = 1, le Corollaire (2.11) nous dit qu’il existe une fonction f(s) holomorphe au voisinage de 1,
telle que pour tout s tel que ℜ(s) > 1, on ait
logLm(s,1) = −Log(s− 1) + f(s). (ii)
Ainsi, en sommant sur tous les χ et en remarquant que
∑
χ∈ ̂I(m)/H χ(p) =
{
0 si p 6∈ H
h si p ∈ H
(voir De´finition (2.6)), on a pour tout s tel ℜ(s) > 1 :
h ·
∑
p∈H∩P0(K)
1
N(p)s
=
∑
χ∈ ̂I(m)/H
logLm(s, χ) + g0(s) = −(1−
∑
χ6=1
nχ)Log(s− 1) + g˜(s),
ou` g0(s) et g˜(s) sont des fonctions holomorphes au voisinage de s = 1 (vous aurez remarque´ que g0 est la
somme des −gχ et g˜ est la somme de g0, des log(fχ) et de f). Par hypothe`se, si s > 1 est re´el, il existe
une fonction h(s)→ 0 lorsque s→ 1 telle que :∑
p∈S
1
N(p)s
= −(δ + h(s)) · Log(s− 1).
Si s > 1, on a
0 ≤
∑
p∈(H∩P0(K))\S
1
N(p)s
= −( 1
h
(1−
∑
χ6=1
n(χ))− δ
︸ ︷︷ ︸
(∗)
−h(s)) · Log(s− 1) + g˜(s).
Il est clair que (∗) doit eˆtre positif, car sinon l’ine´galite´ ≤ devient fausse pour des s → 1. On en de´duit
que 1h − δ
(∗∗)
≥ 1h
∑
χ6=1 n(χ) ≥ 0, ce qui prouve que δ ≤ 1h .
Supposons a` pre´sent que δ > 0. On trouve, en re´utilisant (∗∗) que 1h > 1h − δ
(∗∗)
≥ 1h ·
∑
χ6=1 n(χ);
et ainsi
∑
χ6=1 n(χ) < 1, ce qui montre que n(χ) = 0, pour tout χ 6= 1. Par de´finition des n(χ), cela
implique que pour tout χ 6= 1,
Lm(1, χ) 6= 0 et donc que logLm(s, χ) est holomorphe au voisinage de s = 1.
Soit K une classe de I(m) modulo H , et soit a ∈ K. Il est e´vident que si p ∈ P0(K) ∩ I(m), on a
p ∈ K ⇐⇒ a−1p ∈ H . Ainsi, ∑
χ∈ ̂I(m)/H χ
−1(a) · χ(p) =
{
h si p ∈ K
0 sinon
. Et donc, en re´utilisant (i) et
(ii), on trouve :
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h ·
∑
p∈K∩P0(K)
1
N(p)s
=
∑
χ∈ ̂I(m)/H
χ−1(a) ·
∑
p∈I(m)∩P0(K)
χ(p)
N(p)s
=
∑
χ∈ ̂I(m)/H
χ−1(a) logLm(s, χ)︸ ︷︷ ︸
holomorphe au vg de 1 si χ 6= 1
+gˆ(s)
= −Log(s− 1) + ˆˆg(s),
ou` gˆ(s) et ˆˆg(s) sont des fonctions holomorphes au voisinage de 1. Cela prouve que K∩P0(K) est re´gulier
de densite´ 1h et donc le the´ore`me.
Maintenant, nous pouvons enfin e´noncer le premier re´sultat important de la the´orie du corps de classe :
The´ore`me (2.20) (premie`re ine´galite´ du corps de classe)
Soit L/K une extension galoisienne, m un K-module, alors
h := [IK(m) : Pm ·NL/K(IL(m˜))] ≤ [L : K].
De plus, si on pose H = Pm · NL/K(IL(m˜)) et soit χ ∈ ̂IK(m)/H , χ 6= 1, alors Lm(1, χ) 6= 0 et si
K ∈ IK(m)/H alors K ∩ P0(K) est re´gulier de densite´ 1h .
preuve
Posons S = {p ∈ P0(K) | p se de´compose comple`tement dans L et p ∤ m}. Le Lemme (2.14) montre
que S est de densite´ δ := 1[L:K] (les premiers divisant m, ne changent rien a` l’affaire, puisqu’il n’y en a
qu’un nombre fini). On applique alors le The´ore`me (2.19) dans ce cas (on peut, car souvenons-nous que
tout ide´al premier totalement de´compose´ est une norme), cela montre notre the´ore`me.
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Chapitre 3 :
The´ore`me de Cˇebotarev
Nous allons (comme le titre peut le faire imaginer) de´montrer le the´ore`me de Cˇebotarev. A priori, ce
the´ore`me ne nous sera pas utile pour prouver les principaux re´sultats de la the´orie du corps de classe.
Mais plusieurs re´sultats obtenus aux chapitres pre´ce´dents nous permettrons de prouver un version affaiblie
de ce the´ore`me. Nous aurons ne´anmoins recourt a` un re´sultat que nous montrerons ulte´rieurement pour
passer de la version faible a` la version forte de ce the´ore`me. Mais foin de conside´ration un peu oiseuse,
voici de quoi il s’agit :
The´ore`me (3.1) (The´ore`me de Cˇebotarev)
Soit L/K une extension galoisienne de corps de nombres de groupe de Galois G. Soit C une classe de
conjugaison de G. Alors l’ensemble
A = {p | p est un ide´al premier de K non ramifie´ dans L avec FrL/K(p) = C}
est re´gulier et sa densite´ de Dirichlet vaut |C||G| .
On rappelle que si p est un ide´al de OK , FrL/K(p) est l’ensemble {Frob(P/p) | P|p}, qui est une
classe de conjugaison, car tous les Frob(P/p) sont conjugue´s entre eux si p est fixe´; et enfin Frob(P/p)
est l’unique l’e´le´ment de G qui satisfait :
Frob(P/p)(x) ≡ xN(p) (mod P) pour tout x ∈ OL.
Tout cela a e´te´ vu au Chapitre 0 en plus grand de´tail.
Nous allons montrer ce re´sultat en trois e´tapes : la premie`re lorsque L/K est une extension cyclo-
tomique (c’est a` dire que L ⊂ K(ζ) pour une certaine racine de l’unite´ ζ, la deuxie`me lorsque L/K est
abe´lienne et la troisie`me dans le cas quelconque. Nous n’aurons besoin de la the´orie du corps de classe
que dans le troisie`me cas. Le premier cas n’est qu’une compilation de re´sultats de´ja` obtenus
Proposition (3.2)
Le the´ore`me de Cˇebotarev est vrai dans le cas ou` L/K est une extension cyclotomique.
Preuve
Soit C une classe de conjugaison de G. Puisque G est abe´lien, C = {σ}, σ ∈ G. Soit m un K-module
satisfaisant les hypothe`ses du The´ore`me (0.16). Nous savons que, dans notre cas, l’application d’Artin
ΦmL/K : IK(m) −→ G est surjective (cf. Proposition (2.16)), ainsi il existe a ∈ IK(m) tel que ΦmL/K(a) = σ.
Posons H = kerΦmL/K . Nous avons vu au The´ore`me (0.16) que dans notre cas, nous avons Pm ⊂ H ⊂
IK(m). Posons S = {p ∈ P0(K) | p est non ramifie´ dans L et FrL/K(p) = {IdG}}. Le Corollaire (2.15),
partie a) nous montre que S est re´gulier de densite´ de Dirichlet 1|G| , car dans notre cas, FrL/K(p) est
re´duit a` un seul e´le´ment qui est Frob(P/p) ou` P est n’importe quel ide´al de OL au-dessus de p. Il est
enfin clair que S ⊂ H ∩P0(K). Soit K la classe de a dans IK(m)/H . Le The´ore`me (2.19) s’applique alors
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et on a donc que S′ = {p ∈ P0(K) | p ∈ K} = {p ∈ P0(K) | ΦmL/K(p) = σ} = {p ∈ P0(K) | FrL/K(p) = C}
est re´gulier de densite´ 1[IK(m):H] =
1
|G| . Cela prouve notre proposition.
On peut de´ja` montrer le the´ore`me de Dirichlet sur les progressions arithme´tiques :
Corollaire (3.3)
Si m et n sont des nombres entiers premiers entre eux, n > 1, alors il existe une infinite´ de nombres
premiers p tels que p ≡ m (mod n).
Preuve
Posons K = Q et L = Q(ζn). Posons encore σm l’e´le´ment de Gal(L/K) qui envoie ζn sur ζ
m
n . Par le
the´ore`me de Cˇebotarev applique´ a` L/K (qui est une extension cyclique), l’ensemble des premiers p de
P0(Q) tels que Frob(p/p) = σm (p est un ide´al premier de OL au-dessus de p) est de densite´ 1[L:K] 6= 0,
donc est infini. Or, de tels p sont congrus a` m modulo n, car Frob(p/p) = σm implique en particulier que
ζ
p
n ≡ ζ
m
n (mod p) ce qui veut dire (Lemme (0.13)) que ζ
p
n = ζ
m
n ou encore que p ≡ m (mod n).
Pre´parations au cas abe´lien
Lemme (3.4)
Soit L/K une extension de corps de nombres et m > 1 un entier naturel. Alors il existe une extension
M/K cyclotomique et cyclique de degre´ m telle que M ∩ L = K (les extension L/K, M/K telle que
M ∩ L = K sont dites line´airement disjointes).
Preuve
Voyons tout d’abord qu’il suffit de prouver le lemme pour K = Q : supposons donc que ce soit vrai
dans ce cas-la` et montrons le cas ge´ne´ral. Supposons donc L/K comme dans l’hypothe`se de ce lemme et
qu’il existe M/Q une extension cyclique cyclotomique de degre´ m telle que M ∩ L = Q. On a donc le
diagramme suivant :
Q
K
L
LM
KM :=M ′
K(ζn)
Q(ζn)
M
L’extension (KM =M ′)/K est e´videmment cyclotomique, carM ′ ⊂ K(ζ). De plus, puisque L∩M =
Q, on a bien suˆr M ∩K = Q. La the´orie de Galois dit que l’extension M ′/K est galoisienne de groupe
isomorphe a` Gal(M/(M ∩K)) = Gal(M/Q) qui est, par hypothe`se, un groupe cyclique de degre´ m. En
re´sume´,M ′/K est cyclotomique cyclique de degre´m. Reste a` voir que M ′∩L = K. De la meˆme manie`re
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qu’avant et puisque L ∩M = Q, on a que Gal(LM/L) est isomorphe a` Gal(M/(M ∩ L)) = Gal(M/Q)
qui est cyclique d’ordre m. En appliquant a` nouveau la the´orie de Galois au diagramme
K
L
LM = LM ′
M ′
on trouve que Gal(LM ′/L) ≃ Gal(M ′/(M ′ ∩ L)). Donc |Gal(M ′/(M ′ ∩ L))| = |Gal(M ′/K)| = m.
Cela prouve que M ′ ∩ L = K.
Prouvons alors le cas K = Q. Soit donc L/Q une extension de degre´ finie. Si L1/Q et L2/Q sont
des sous-extension cyclotomique de L/Q, alors L1L2/Q en est aussi une. Il y a donc, parmi les sous-
extensions de L/Q, une extension cyclotomique maximale L0/Q. Soit n tel que L0 ⊂ Q(ζn). Soit
p ∈ P0(Q) tel que p ∤ n et p ≡ 1 (mod m) (l’existence d’un tel p est un cas particulier du The´ore`me de
Dirichlet sur les progressions arithme´tiques, ou alors de la remarque ci-apre`s). Par maximalite´ de L0, on
a Q(ζp) ∩ L ⊂ L0 ⊂ Q(ζn). Donc Q(ζp) ∩ L ⊂ Q(ζp) ∩ Q(ζn) = Q. Comme Q(ζp)/Q est cyclique de
degre´ p− 1, il y a par la the´orie de Galois et puisque tout sous-groupe d’un groupe cyclique est normal,
il existe une sous-extension M/Q cyclique d’ordre m, c’est le sous-corps fixe par l’unique sous-groupe
d’ordre p−1m de Gal(Q(ζp)/Q).
Remarque
Soitm et n des nombres entiers, le fait de l’existence d’un nombre premier tel que p ∤ n et tel que p ≡ 1
(mod m) est effectivement un cas particulier du The´ore`me de Dirichlet sur les progressions arithme´tiques,
mais on peut le de´montrer “a` la main” de manie`re semblable a` la preuve historique d’Euclide sur l’infinite´
des nombres premiers. Dire que p ≡ 1 (mod m) est e´quivalent au fait que F∗p contient un e´le´ment d’ordre
m (car F∗p est un groupe cyclique ( [Jac1, Theorem 2.18, p.132])); cela veut dire que F
∗
p contient une
racine du polynoˆme cyclotomique Φm, c’est-a`-dire que l’e´quation Φm(X) ≡ 0 (mod p) a une solution.
Montrons qu’il y a une infinite´ de tels p (parmi ceux-la`, il y en a qui ne divisent pas n et le tour est
joue´). Si p1, . . . , pr sont des nombres premiers tels que Φm(X) ≡ 0 a une solution modulo p1, . . . , pr
(c’est possible, car l’e´quation Φm(X) = 0,±1 n’a qu’un nombre fini de solutions); alors il existe k ∈ Z
tel que |Φm(m · p1 · · · · · pr · k)| > 1. Si p|Φm(m · p1 · · · · · pr · k), alors p 6= p1, . . . , pr et p/|m, car
Φm(m · p1 · · · · · pr · k) ≡ 1 modulo p1, . . . , pr et m (le coefficient constant de tout polynoˆme cyclotomique
est 1). Cela prouve notre re´sultat.
Lemme (3.5)
Soit m et n des entiers tels que n|m, on pose T (m,n) le nombre des e´le´ments du groupe cyclique
d’ordre m qui ont pour ordre un multiple de n. Si n = pa11 · · · · · parr et m = pb11 · · · · · pbrr avec ai ≤ bi pour
tout i = 1, . . . , r. Alors
T (m,n) = m ·
r∏
i=1
(1− pai−1−bii ).
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Preuve
Graˆce au the´ore`me chinois, on voit que T (m,n) =
∏r
i=1 T (p
bi
i , p
ai
i ). De plus, T (p
b, pa) = nbre d’e´l.
d’ordre pa + nbre d’e´l. d’ordre pa+1 + · · ·+ nbre d’e´l. d’ordre pb = ϕ(pa) + ϕ(pa+1) + · · · + ϕ(pb) =
(pa − pa−1) + (pa+1 − pa) + · · ·+ (pb − pb−1) = pb − pa−1 = pb · (1 − pa−1−b), ce qui montre alors notre
lemme.
Proposition (3.6)
Le the´ore`me de Cˇebotarev affaibli est vrai pour les extensions abe´lienne. Par the´ore`me de Cˇebotarev
affaibli, on entend qu’on a la densite´ de Dirichlet, mais pas la re´gularite´.
Preuve
Soit L/K une extension abe´lienne de corps de nombres, G = Gal(L/K) et σ ∈ G d’ordre n. Soit m
un multiple de n. Soit M/K une extension cyclotomique, cyclique de degre´ m telle que M ∩ L = K;
le Lemme (3.4) nous en assure l’existence. Soit τ ∈ Gal(M/K) tel que n divise l’ordre de τ . Posons
F = LM . La the´orie de Galois nous dit que Gal(F/K) ≃ Gal(L/K)×Gal(M/K). Soit ρ ∈ Gal(F/K)
l’unique e´le´ment tel que ρ|L = σ et ρ|M = τ . Posons E = F ρ (le sous-corps de F fixe par ρ). Il est clair
que M ∩ E = M τ (le sous-corps de M fixe par τ). A priori, on a F ⊃ EM ⊃ E. On va voir, qu’en fait
F = EM . On a les e´galite´s : [F : E] = ordre de ρ = ordre de τ = [M :M τ ] = [M :M∩E] = [EM : E] (la
dernie`re e´galite´ venant de la the´orie de Galois). Donc, F = EM . On en de´duit que F/E est une extension
cyclotomique; en effet, puisque M/K est cyclotomique, on a M ⊂ K(ζ) pour une racine de l’unite´ ζ.
Donc, F = EM ⊂ EK(ζ) = E(ζ), elle est aussi cyclique (engendre´e par ρ), par la the´orie de Galois. Le
the´ore`me de Cˇebotarev pour les extensions cyclotomiques s’applique a` F/E, et donc, l’ensemble
A′τ = {q ∈ P0(E) | q ne ramifie pas dans F et ΦF/E(q) = ρ}
a une densite´ de Dirichlet δ(A′τ ) =
1
[F :E] . Si on enle`ve a` A
′
τ les ide´aux qui sont ramifie´s sur K, on trouve la
meˆme densite´. De plus, si on ne prend que les ide´aux q de A′τ tels que f(q/q∩K) = 1 (⇔ N(q∩K) = N(q)),
cela ne change rien non plus a` la densite´ (cf. Lemme (2.13)). Ainsi
A′′τ = {q ∈ P0(E) | q ne ramifie pas dans F , n’est pas ramifie´ sur K, N(q ∩K) = N(q) et ΦF/E(q) = ρ}
est tel que δ(A′τ ) = δ(A
′′
τ ). Soit encore
Aτ = {p ∈ P0(K) | p ne ramifie pas dans F et ΦF/K(p) = ρ}.
Soit q ∈ A′′τ et p = q ∩K. Alors p ∈ Aτ . En effet, par proprie´te´ de A′′τ , p ne ramifie pas dans F . Soit
x ∈ OF . On a ΦF/K(p)(x) ≡ xN(p) (mod P), ou` P est n’importe quel ide´al premier de F au-dessus de p,
en particulier pour ceux au-dessus de q. Or, par hypothe`se, N(p) = N(q). Donc, pour tout P au-dessus
de q et tout x ∈ OF , on a
ΦF/K(p)(x) ≡ xN(p) ≡ xN(q) ≡ ΦF/E(q)(x) (mod P).
Ainsi, ΦF/K(p) = ΦF/E(q) = ρ par hypothe`se sur q et puisque l’automorphisme de Frobenius est car-
acte´rise´ par ces congruences.
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Re´ciproquement, soit p ∈ Aτ et q ∈ P0(E) au-dessus de p. En particulier, on a que q ne ramifie pas sur
K et ne ramifie pas dans F . Comme ΦE/K(p) = ΦF/K(p)|E = ρ|E = IdE , on en de´duit que f(q/p) = 1,
car ΦE/K(p) = Frob(q/p) qui est d’ordre f(q/p). Ainsi, N(q) = N(p) = N(q ∩K). En particulier, cette
e´galite´ nous permet de montrer comme avant que ΦF/E(q) = ΦF/K(p) = ρ, donc q ∈ A′′τ . On vient de
voir aussi que chaque p ∈ Aτ est totalement de´compose´ dans E, c’est a` dire que p a exactement [E : K]
ide´aux premiers q au-dessus de lui. Et donc, si s > 1, on a [E : K]
∑
p∈Aτ N(p)
−s =
∑
q∈A′′τ N(q)
−s. Cela
prouve que la densite´ de Dirichlet de Aτ vaut
δ(Aτ ) =
1
[E : K]
· δ(A′′τ ) =
1
[E : K]
· 1
[F : E]
=
1
[F : K]
.
Il e´vident que pour tout τ ∈ Gal(M/K), on a
Aτ ⊂ Cσ = {p ∈ P(K) | p non ramifie´ dans L et ΦL/K(p) = σ}.
D’autre part, les Aτ sont tous disjoints, lorsque τ varie. Posons T l’ensemble des τ ∈ Gal(M/K) tels
que l’ordre de σ (= n) divise l’ordre de τ . On a
⊔
τ∈TAτ ⊂ Cσ. Ainsi, pour s > 1, on a :
1 ≥
∑
p∈Cσ N(p)
−s∑
p∈P0(K) N(p)
−s ≥
∑
τ∈T
∑
p∈Aτ N(p)
−s∑
p∈P0(K) N(p)
−s ,
et donc, en vertu de cette ine´galite´ et du calcul de δ(Aτ ), on trouve :
lim inf
s→1+
∑
p∈Cσ N(p)
−s∑
p∈P0(K) N(p)
−s ≥
T (m,n)
[ F︸︷︷︸
=LM
: K]
=
1
[L : K]
· T (m,n)
[M : K]
=
1
[L : K]
· T (m,n)
m
.
Si n = pa11 · · · · · parr , on choisit m = pb11 · · · · · pbrr avec des bi aussi grands qu’on veut. Ainsi, graˆce
au lemme pre´ce´dent, on a T (m,n)m =
∏r
i=1(1 − pai−1−bii ) → 1. Par conse´quent, pour tout ε > 1, il
existe s1 > 1 tel que si 1 < s < s1, on ait
∑
p∈Cσ
N(p)−s∑
p∈P0(K)
N(p)−s
> 1[L:K] − ε. Ce qui veut dire, en posant
fσ(s) =
∑
p∈Cσ
N(p)−s∑
p∈P0(K)
N(p)−s
que l’on a
lim inf
s→1
fσ(s) ≥ 1
[L : K]
.
On va montrer que lim sups→1 fσ(s) ≤ 1[L:K] . Tout d’abord, remarquons que pour tout s > 1, on
a
∑
σ∈G fσ(s) = 1 (c’est e´vident, car G est abe´lien et l’application d’Artin est surjective). C’est ce
raisonnement qui nous permettra de conclure : ce qu’on vient de voir nous dit que pour tout ε > 0, il
existe sσ(ε) tel que fσ(s) >
1
|G| − ε|G|−1 , si 1 < s < sσ(ε). Fixons σ0 et soit s0(ε) = minσ 6=σ0 sσ(ε). Pour
tout 1 < s < s0(ε), on a
|G|−1
|G| − (|G| − 1) · ε|G|−1 + fσ0(s) <
∑
σ∈G fσ = 1, ce qui montre que
fσ0(s) <
1
|G| + ε.
On a donc prouve´ que pour tout σ ∈ G, on a
lim sup
s→1
fσ(s) ≤ 1|G| =
1
[L : K]
,
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ce qui prouve que lims→1
∑
p∈Cσ
N(p)−s∑
p∈P0(K)
N(p)−s
= 1|G| , et donc le the´ore`me de Cˇebotarev affaibli, dans le cas
abe´lien, car l’ensemble des ide´aux premiers de K est de densite´ 1 (voir De´finitions (2.12)).
Attention ! ici, nous n’avons prouve´e que la partie “faible” du the´ore`me , c’est-a`-dire que nous avons
la densite´ de Dirichlet, mais pas la re´gularite´.
The´ore`me (3.7)
Le Cˇebotarev affaibli est vrai pour les extension galoisienne quelconque est vrai. Mieux : si le
The´ore`me de Cˇebotarev (fort) est vrai pour les extensions abe´liennes, il est vrai pour les extensions
galoisiennes quelconques.
Preuve
Soit donc L/K une extension galoisienne de corps de nombres de groupe G et soit C une classe de
conjugaison de G. Posons
A = {p ∈ P0(K) | p est non ramifie´ dans L avec FrL/K(p) = C}.
Pour la preuve, fixons, τ ∈ C et K ′ = Lτ (le corps fixe par τ). La the´orie de Galois nous dit que L/K ′
est galoisienne et Gal(L/K ′) =< τ > cyclique. Posons encore
D′ = {q ∈ P0(K ′) | q ne ramifie pas dans L, non ramifie´ sur K, f(q/q ∩K) = 1 et ΦL/K′(q) = τ}.
Soit q ∈ D′ et p = q∩K. Soit encoreP ∈ P0(L) au-dessus de q. Puisque f(q/q∩K) = 1, on a N(q) = N(p),
et donc, Frob(P/p) ≡ xN(p) = xN(q) ≡ Frob(P/q) (mod P). Ainsi, puisque les automorphismes de
Frobenius sont caracte´rise´s par ces congruences, on a Frob(P/p) = Frob(P/q) = ΦL/K′(q) = τ . On
a aussi e(P/p) = e(P/q) · e(q/p) = 1. Donc, p ∈ A. Remarquons encore au passage que l’ordre de
Frob(P/q) = f(P/q). D’autre part, l’ordre de τ = Frob(P/q) vaut [L : K ′]. Donc P est le seul ide´al de
L au-dessus de q (∗).
Re´ciproquement, soit p ∈ A. Alors il existe P ∈ P0(L) au-dessus de p tel que Frob(P/p) = τ . Alors
q := P∩K ′ n’est pas ramifie´ sur K, ni dans L; et Frob(q/p) = Frob(P/p)|K′ = τ |K′ = IdK′ . Cela montre
que f(q/p) = 1 (c’est l’ordre du Frobenius). Donc N(p) = N(q) et donc, par le meˆme argument que tout
a` l’heure, on a Frob(P/p) = Frob(P/q) = ΦL/K′(q) = τ . Ainsi, q ∈ D′.
Ainsi, on a prouve´ que q 7→ q ∩ K est une application surjective de D′ → A. L’affirmation (∗)
prouve de plus que pour chaque p ∈ A, le nombre de q dans D′ au-dessus de p est e´gal au nombre de
P ∈ P0(L) au-dessus de p tel que Frob(P/p) = τ . Soit P0 l’un de ces P. Soit σ ∈ G. Soit CG(τ)
le centralisateur de τ dans G (c’est-a`-dire les e´le´ments de G qui commutent avec τ). De la relation
Frob(σ(P0))/p) = στσ
−1, on aura Frob(σ(P0))/p) = τ si et seulement si σ ∈ CG(τ). Il est donc clair
que Z(P0/p) = {ν ∈ G | ν(P0) = P0} est un sous-groupe de CG(τ) et chaque σ(P0) est compte´
|Z(σ(P0)/p)| = |Z(P0/p)| fois. En de´finitive, le nombre de q ∈ D′ au-dessus de p ∈ A est |CG(τ)||Z(P0/p)| .
D’autre part, |C| = [G : CG(τ)] et |Z(P0/p)| = f(P0/p) = f(P0/q) = [L : K ′]. Ainsi,
|CG(τ)|
|Z(P0/p)| =
|CG(τ)| · |C|
[L : K ′] · |C| =
|G|
[L : K ′] · |C| =
[L : K]
[L : K ′] · |C| .
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Ce qui montre que si ℜ(s) > 1, on a ∑p∈AN(p)−s = |C|·[L:K′][L:K] ·∑q∈D′ N(q)−s. D’autre part, si
D = {q ∈ P(K ′) | q ne ramifie pas dans L et ΦL/K′(q) = τ},
on a
∑
q∈D N(q)
−s =
∑
q∈D′ N(q)
−s + g(s) ou` g est une fonction holomorphe sur un voisinage de 1; en
effet, pour obtenir D, on a ajoute´ a` D′ un nombre fini d’ide´aux (ceux qui ramifient sur K) et ceux dont le
f > 1, qui est un ensemble de densite´ nulle (cf. Lemme (2.13)). Par le the´ore`me de Cˇebotarev applique´
a` l’extension L/K ′ et a` D (cette extension est cyclique, donc abe´lienne; mais attention, pas force´ment
cyclique cyclotomique, donc, on ne peut donc pas faire l’e´conomie de la Proposition (3.6)), l’ensemble D
a une densite´ de Dirichlet de 1[L:K′] . Donc D
′ a aussi une densite´ de 1[L:K′] et finalement, A a une densite´
de Dirichlet |C|[L:K] .
Remarque
Dans la de´monstration pre´ce´dente, on voit que si D est re´gulier, alors A aussi. Il suffit donc de prouver
que le the´ore`me de Cˇebotarev fort pour les extensions abe´lienne. La seule preuve que nous connaissons
utilise un the´ore`me fondamental de la the´orie du corps de classe qui s’e´nonce comme suit :
Lemme (3.8)
Soit L/K une extension abe´lienne de corps de nombres. Alors il existe un K-module m, divisible par
tous les ide´aux premiers de OK qui ramifient dans L, tel que
Pm ⊂ ker(ΦL/K : IK(m)→ Gal(L/K)).
Preuve
C’est le The´ore`me (7.14) (qu’on appelle “the´ore`me de re´ciprocite´ d’Artin”). On espe`re que le lecteur
aura ve´rifie´ qu’on n’a pas utilise´ le the´ore`me de Cˇebotarev fort pour les extensions abe´liennes pour prouver
ce re´sultat.
Corollaire (3.9)
Le the´ore`me Cˇebotarev fort est vrai pour les extensions abe´liennes
Preuve
Soit C une classe de conjugaison de G = Gal(L/K) abe´lien. Puisque par le lemme pre´ce´dent il existe
m tel que Pm ⊂ ker(ΦL/K), on fait le meˆme (exactement le meˆme) raisonnement que pour la preuve
du the´ore`me de Cˇebotarev fort pour les extensions cyclotomiques (Proposition (3.2)) et on trouve que
l’ensemble {p ∈ P0(K) | p ne divise pas m et FrL/K = C} est re´gulier et de densite´ 1|G| . Comme on a
vu au lemme pre´ce´dent que m peut eˆtre divisible par tout les premiers qui ramifient dans L, l’ensemble
{p ∈ P0(K) | p ne ramifie pas dans L et FrL/K = C} est aussi re´gulier et de densite´ 1|G| (la diffe´rence
entre les deux ensembles est un ensemble fini). Cela prouve le corollaire.
INTERLUDE
Maintenant vient quelques re´sultats “annexes” qui ne sont pas directement ne´cessaires pour la preuve
des grands re´sultats que nous nous proposons de de´montrer, mais qui nous ont paru digne d’inte´reˆt. Voici
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un premier the´ore`me dont l’e´nonce´ a probablement effleure´ chacun de nous au moins une fois dans sa vie
et qui a peut-eˆtre e´te´ a` la base du the´ore`me de Cˇebotarev.
The´ore`me (3.10)
Soit f ∈ Z[X ] irre´ductible (sur Z[X ], ou sur Q[X ], c’est e´gal graˆce au lemme de Gauss (cf. [La1,
The´ore`me 4.2.3, p.191])) de degre´ n > 1. Soit p ∈ P0(Q) un nombre premier. Notons f la re´duction
modulo p de f . Alors les affirmations suivantes sont vraies :
a) Il existe une infinite´ de premiers p pour lesquels f est totalement scinde´ dans Fp[X ] (i.e. est le
produit de polynoˆmes de degre´ 1)
b) Il existe une infinite´ de premiers p tels que f n’a pas de racine dans Fp.
c) Si n est premier, il existe une infinite´ de p pour lesquels f est irre´ductible dans Fp[X ].
Preuve
Posons θ = θ1, θ2, . . . , θn les racines de f dans C. Soit L/Q le corps des racines de f (splitting
field en anglais cf. [Jac1, p. 225 et suiv.] pour plus de de´tails) et E = Q(θ). Posons G = Gal(L/Q)
et H = Gal(L/E) (= {σ ∈ G | σ(θ) = θ}). L’application τH 7→ τ(θ) est une bijection bien de´finie
de {τH | τ ∈ G} sur {θ1, . . . , θn} (ils ont le meˆme nombre d’e´le´ments et il y a surjection, G agissant
transitivement sur les racines). C’est une bijection de G-ensembles (action a` gauche).
a) Soit p un nombre premier ne divisant pas le discriminant de f (c’est le discriminant de Z[θ] comme Z-
module qui vaut aussi
∏
1≤i<j≤n(θi−θj)2); a fortiori, p ne divise pas le discriminant de E/Q, donc ne
ramifie pas dans E, ni dans L (par de´finition du corps des racines et graˆce au Lemme “de´composition-
ramification”, page 3). Soit p un ide´al premier de L au-dessus de p. Posons G = Gal((OL/p)/Fp),
σ = Frob(p/p), θi la re´duction modulo p des θi et σ le ge´ne´rateur de G (aussi appele´ Frobenius).
Puisque p ne divise pas le discriminant de f (ce qui veut dire que le discriminant de f est non nul) les
θi sont tous disjoints. Il est clair que (par de´finition de σ) σ permute les θi de la meˆme manie`re que
σ permute les θi. Les racines de f qui sont dans Fp sont celles laisse´es fixes par σ. En particulier,
f est scinde´ totalement dans Fp[X ] si et seulement si σ(θi) = θi donc si et seulement si σ(θi) = θi
pour i = 1, . . . , n; ce qui veut dire que σ = 1 dans G qui est e´quivalent au fait que p se de´compose
totalement dans L (ou dans E, cf. Lemme “de´composition-ramification”, page 3). Or, ces p ont une
densite´ de 1[L:Q] (cf. Lemme (2.14)). Ce qui prouve qu’ils sont une infinite´. Remarquons, qu’ici on
n’a pas utilise´ le the´ore`me de Cˇebotarev.
b) Sous les meˆmes notations qu’en a), dire que f n’a pas de racine dans Fp revient a` dire que σ(θi) 6= θi
ou encore σ(θi) 6= θi pour i = 1, . . . , n. Cela veut dire que σ(τH) 6= τH , ou encore σ 6∈ τHτ−1 pour
tout τ ∈ G. On va montrer que de tels σ existent toujours. Le nombre de classes des conjugue´s de
H est l’indice dans G du normalisateur de H (les τ tels que τHτ−1 = H). Comme ce normalisateur
contient H , cet indice est ≤ |G||H| . Et alors (petite subtilite´ avec l’identite´ qui est dans toutes les
classes) :
| ∪τ τHτ−1| ≤ |G||H | · (|H | − 1) + 1 = |G| −
|G|
|H | + 1 < |G|,
car |G||H| = n > 1. Donc de tels σ existent. Appliquant le the´ore`me de Cˇebotarev pour C, la classe de
conjugaison d’un de ces sigmas, on voit qu’il existe une infinite´ de p tels FrL/Q(p) = C ce qui montre la
partie b).
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c) Il est clair que f est irre´ductible ⇔ σ agit cycliquement sur les θi (si (θ1, . . . , θr) est un cycle de
l’action sur les θi, le polynoˆme (X − θ1) · · · (X − θr) est un polynoˆme qui divise f et qui est dans
Fp[X ], car laisse´ fixe par σ). Donc f est irre´ductible ⇔ σ agit cycliquement sur les θi ⇒ l’ordre de
σ est n. Re´ciproquement, si σ est d’ordre n et si de plus, n est premier, alors σ agit ne´cessairement
cycliquement sur les θi (en effet, l’ordre de σ est e´gal au ppcm de l’ordre des sous-cycles disjoints
de la permutation des θi par l’action de σ, car les θi engendrent L, et comme cet ordre est premier,
cela veut dire qu’il n’y a qu’un cycle); donc, σ agit cycliquement sur les θi, donc f est irre´ductible.
Comme n||G| et que n est premier, le the´ore`me de Cauchy (qui est un corollaire du premier the´ore`me
de Sylow (cf. [La1, Thm. 1.6.2, p. 35]), mais qu’on peut tre`s bien montrer pour lui-meˆme, mais je
ne le ferai pas, ce n’est pas digne de vous si vous avez pu lire jusqu’ici) nous assure l’existence d’un
e´le´ment τ de G d’ordre n. Chaque e´le´ment de C, la classe de conjugaison de τ , est aussi d’ordre n.
Le the´ore`me de Cˇebotarev applique´ a` C nous assure donc une infinite´ de p ∈ P0(Q) tels que le
Frob(p/p) agit cycliquement sur les θi, ce qui veut dire que f est irre´ductible dans Fp[X ].
Remarque
Dans la partie c) du the´ore`me pre´ce´dent l’hypothe`se n premier est cruciale. En effet, le polynoˆmeX4+
1 est irre´ductible dans Z[X ] (c’est le 8e polynoˆme cyclotomique) et il n’est irre´ductible dans aucun Fp :
a) Dans F2, il vaut (X + 1)4,
b) Si p ≡ 1 (mod 8), il est totalement scinde´. En effet, on a vu a` la partie a) du the´ore`me pre´ce´dent que
X4+1 se scinde totalement si et seulement si p se de´compose totalement dansQ[X ]/(X4+1) ≃ Q(ζ8),
si et seulement si f(p/p) = 1 pour tout ide´al p au-dessus de p. Or, f(p/p) est l’ordre de p modulo 8.
En effet, Frob
Q(ζ
8
)/Q
(p) =: σp, est tel que σp(ζ8) = ζ
p
8 (cf. preuve du The´ore`me (0.14)); l’ordre de
σp est l’ordre de p modulo 8 mais vaut aussi f(p/p) par de´finition. Dans notre cas, cet ordre vaut
justement 1, ce qui montre l’affirmation.
c) Si p 6≡ 1 (mod 8), on a tout de meˆme p2 ≡ 1 (mod 8). Cela veut dire qu’ici f(p/p), qui est l’ordre de
Frob
Q(ζ
8
)/Q
(p) vaut 2, il ne peut donc pas agir cycliquement sur les racines de X4 + 1, ce qui veut
dire que X4 + 1 n’est pas irre´ductible.
Le second re´sultat que nous allons pre´senter est une ge´ne´ralisation du The´ore`me (2.17) et quelques
extras.
De´finition (3.11)
Soit L/K une extension de corps de nombres. Notons S(L/K) = {p ∈ P0(K) | p se de´compose
comple`tement dans L}. Rappelons qu’on a montre´ au Lemme (2.14) que δ(S(L/K)) = 1[E:K] , ou` E est
la cloˆture galoisienne de L/K. On pose ensuite S˜(L/K) = {P ∈ P0(K) | p ne ramifie pas dans L et il
existe (au moins) un premier P de L au-dessus de p avec f(P/p) = 1}. Il est clair que si L/K est une
extension galoisienne, alors S(L/K) = S˜(L/K)
The´ore`me (3.12)
Soit L/K une extension de corps de nombres. Alors S˜(L/K) a une densite´ de Dirichlet
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δ(S˜(L/K)) ≥ 1
[L : K]
,
avec e´galite´ si et seulement si L/K est galoisienne.
preuve
Soit E/K la cloˆture galoisienne de L/K. Notons G = Gal(E/K) et H = Gal(E/L) ⊂ G. Soit p
un ide´al premier de K non ramifie´ dans L. Par le Lemme ”de´composition-ramification” de la page 3,
nous savons que p ne ramifie pas non plus dans E. Soit encore P un ide´al premier au-dessus de p et
σ = FrobE/K(P/p). Par le The´ore`me (0.17), p ∈ S˜(L/K) si et seulement s’il existe τ ∈ G tel que
H · τ · σ = H · τ , i.e. σ ∈ τ−1 · H · τ . Donc p ∈ S˜(L/K) si et seulement si σ ∈ ⋃τ∈G τ−1 · H · τ . En
observant que
⋃
τ∈G τ
−1 ·H · τ = ⋃h∈H Ch, ou` Ch est la classe de conjugaison de h, en s’inspirant de la
preuve du Corollaire (2.15), et graˆce au the´ore`me de Cˇebotarev, on en de´duit que S˜(L/K) a une densite´
de Dirichlet qui vaut ∣∣⋃
τ∈G τ
−1 ·H · τ ∣∣
|G| ≥
|H |
|G| =
1
[L : K]
,
avec e´galite´ si et seulement si H est normal dans G, si et seulement si L/K est galoisienne.
De´finition (3.13)
Soit L/K une extension de corps de nombres. On dira qu’un ide´al premier p deK non ramifie´ dans L a
une de´composition du type (f1, . . . , fr), avec f1 ≤ f2 ≤ · · · ≤ fr, si p ·OL = P1 · · ·Pr, avec f(Pi/p) = fi,
pour i = 1, . . . , r.
The´ore`me (3.14)
Soit L/K une extension de corps de nombres. Posons A = {p ∈ P0(K) | p a une de´composition du
type (f1, . . . , fr)}. Alors
A 6= ∅ ⇐⇒ A a une densite´ de Dirichlet strictement positive, et donc |A| =∞.
Preuve
Prouvons la partie ⇒ (l’autre e´tant bien suˆr triviale). Soit E/K la cloˆture galoisienne de L/K.
Notons G = Gal(E/K) et H = Gal(E/L). Soit aussi p ∈ A (suppose´ non vide). Soit encore P un
ide´al de E au-dessus de p et σ = FrobE/K(P/p). Graˆce au The´ore`me (0.17), on sait qu’il existe, pour
i = 1, . . . , r, τi ∈ Gal(E/K) tel que les Ci = {H · τi, H · τi · σ, . . . , H · τi · σfi−1} forment les orbites
de l’action de < σ > sur les classes a` droite de G modulo H et les pi := τi(P) ∩ L sont exactement
les ide´aux premiers de E au-dessus de p. Et finalement f(pi/p) = fi, pour i = 1, . . . , r. Conside´rons
C = {ρ−1 · σ · ρ | ρ ∈ G} la classe de conjugaison de σ. Par le the´ore`me de Cˇebotarev (The´ore`me (3.1)),
l’ensemble B := {q ∈ P0(K) | FrE/K(q) = C} est de densite´ de Dirichlet δ(B) > 0. Soit q ∈ B et
Q ∈ P0(E) au dessus de q. Par de´finition de B, il existe ρ ∈ G tel que FrobE/K(Q/q) = ρ−1 · σ · ρ,
i.e. FrobE/K(ρ(Q)/q) = σ = FrobE/K(P/p). Cela veut dire que les orbites de l’action de < σ > sont
e´videmment les meˆmes (= les Ci), et donc graˆce au The´ore`me (0.17) que q a une de´composition du meˆme
type que p dans E. Ainsi, q ∈ A. On a montre´ que B ⊂ A et donc 0 < δ(B) ≤ δ(A).
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Maintenant nous allons donner une ge´ne´ralisation du The´ore`me (2.17) :
The´ore`me (3.15)
Soit K un corps de nombres et L/K et M/K des extensions finie de K.
a) Supposons que M/K soit une extension galoisienne. Alors on a :
L ⊂M ⇐⇒ S(M/K) ⊂ S(L/K) ⇐⇒ δ(S(M/K) \ S(L/K)) = 0.
b) Supposons que L/K soit une extension galoisienne. Alors on a :
L ⊂M ⇐⇒ S˜(M/K) ⊂ S(L/K) (= S˜(L/K)) ⇐⇒ δ(S˜(M/K) \ S(L/K)) = 0.
Preuve
Toute les implications ⇒ sont triviales.
Montrons la partie b). Il suffit de prouver que δ(S˜(M/K)\S(L/K)) = 0 et L/K abe´lienne⇒ L ⊂M .
Soit E/K une extension galoisienne qui contient L et M . En vertu de la correspondance de Galois, il
suffit donc de montrer que Gal(E/M) ⊂ Gal(E/L), ou encore que σ|L = IdL pour tout σ ∈ Gal(E/M).
Soit donc σ ∈ Gal(E/M) ⊂ Gal(E/K). Soit C = {τστ−1 | τ ∈ Gal(E/K)}, la classe de conjugaison
de σ. Par le the´ore`me de Cˇebotarev, l’ensemble des p ∈ P0(K) tels que FrE/K(p) = C est de densite´
strictement positive. Soit donc un tel p et P ∈ P0(E) tel que FrobE/K(P/p) = σ et notons P′ = P∩OM .
On sait que σ|M = FrobM/K(P′/p). Or, puisque σ ∈ Gal(E/M), on a donc FrobM/K(P′/p) = IdM , i.e.
f(P′/p) = 1 et donc p ∈ S˜(M/K). Par hypothe`se, δ(S˜(M/K) \ S(L/K)) = 0, donc puisque l’ensemble
dans lequel nous avons e´te´ puiser p est de densite´ strictement positive, on peut supposer que p ∈ S(L/K).
Donc FrobL/K(P
′′/p) = IdL, ou` P′′ = P ∩ OL. Mais FrobL/K(P′′/p) = σ|L, donc σ|L = IdL, ce qui
montre la partie b).
Prouvons la partie a). Par hypothe`se, on a δ(S(M/K) \ S(L/K)) = 0 et M/K galoisienne. On doit
montrer que L ⊂ M . Soit L′/K la cloˆture galoisienne de L/K. En vertu du Lemme “de´composition-
ramification”, page 3, on a que S(L/K) = S(L′/K). De plus, puisque M/K est galoisienne, on a
S(M/K) = S˜(M/K). L’hypothe`se s’e´crit alors δ(S˜(M/K) \ S(L′/K)) = 0. La partie b) nous montre
alors que L′ ⊂M et donc L ⊂ L′ ⊂M .
Remarque
La partie a) de ce the´ore`me est connue sous le nom de “The´ore`me de Bauer”.
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Chapitre 4 :
Cohomologie des groupes cycliques et quotient de Herbrand
Ici, nous allons donner quelques rudiments de cohomologie cyclique en de´tail pour introduire le quotient
de Herbrand. Le lecteur expe´rimente´ (ou presse´) voudra bien ne retenir que les Lemmes (4.4) a` (4.8), et
et passer a` la section “Calculs explicites dans le cas d’extensions cycliques”
Soit G un groupe note´ multiplicativement et A un G-module, c’est-a`-dire un groupe abe´lien (A, ∗)
muni d’une action G×A→ A, (σ, a) 7→ σ(a) avec la proprie´te´ que IdG(a) = 1(a) = a, (στ)(a) = σ(τ(a))
et σ(a ∗ b) = σ(a) ∗ σ(b). Chaque e´le´ment σ de G est associe´ a` un unique e´le´ment de EndZ(A) qu’on
notera encore σ. Puisque A est un groupe abe´lien, on le munit aussi via cette action d’une structure de
Z[G]-module : (σ1 + σ2)(a) := σ1(a) ∗ σ2(a).
Supposons a` partir de maintenant que G =< σ > est cyclique d’ordre n. Posons
∆ = 1− σ et N = 1 + σ + σ2 + · · ·+ σn−1 ∈ Z[G].
Posons aussi :
∆|A : A −→ A
a 7−→ a− σ(a) en notation additive
a 7−→ a
σ(a)
en notation multiplicative,
et
N |A : A −→ A
a 7−→
n−1∑
i=0
σi(a) en notation additive
a 7−→
n−1∏
i=0
σi(a) en notation multiplicative.
Par exemple, si L/K est une extension cyclique de groupe G, si A = L∗, alors N |A = NL/K est la
norme usuelle et si A = L, alors N |A = TrL/K est la trace usuelle.
Puisque G est cyclique d’ordre n, il est e´vident que ∆N = N∆ = 0; donc Im(∆) ⊂ ker(N) et
Im(N) ⊂ ker∆. Remarquons aussi que ∆ de´pend de σ, mais si on prend un autre ge´ne´rateur de G, il a
la meˆme image et le meˆme noyau (tout cela vient de la relation (1− σ)(1 + σ+ · · ·+ σi−1) = 1− σi). On
de´finit alors
H0(A) = ker(∆|A)/N(A) et H1(A) = ker(N |A)/∆(A)
Si f : A → B est un homomorphisme de G-module (ce qui veut dire f(σ(a)) = σ(f(a)) pour
tout a ∈ A), alors on a f∆ = ∆f et fN = Nf . On en de´duit que f(ker(∆|A)) ⊂ ker(∆|B) et
f(∆(A)) ⊂ ∆(B); les meˆmes relations sont ve´rifie´es si on remplace ∆ par N . Cela implique que f induit
des homomorphismes fi : H
i(A)→ Hi(B).
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Sauf mention express, les G-modules seront note´s additivement.
Lemme (4.1) (Lemme de l’hexagone)
Soit 0 → A f→ B g→ C → 0 une suite exacte de G-module. Alors il existe des homomorphismes
δ0 : H
0(C)→ H1(A) et δ1 : H1(C)→ H0(A) tels que l’hexagone suivant soit exact partout
H1(C)
H0(A) H0(B)
H0(C)
H1(A)H1(B)
δ1
f0
g0
δ0
f1
g1
Preuve
De´finissons δ0 : le diagramme suivant est commutatif :
0
0
A
A
B
B
C
C
0
0
∆|A ∆|B ∆|C
f
f
g
g
Soit c+N(C) ∈ H0(C). Alors ∆(c) = 0 (puisque par hypothe`se c ∈ ker(∆|C)). Nous allons “chasser
dans le diagramme” : puisque g est surjective, il existe b ∈ B tel que g(b) = c. Par commutativite´ du
diagramme et puisque ∆(c) = 0, on a g(∆(b)) = 0; il existe donc a ∈ A tel que f(a) = ∆(b). D’autre
part, 0 = N(∆(b)) = N(f(a)) = f(N(a)); cela implique que N(a) = 0, par injectivite´ de f . On posera
donc
δ0(c+N(C)) = a+∆(A) ∈ H1(A).
Reste a` voir que si c′ + N(C) = c + N(C), alors a − a′ ∈ ∆(A), avec a, a′ et b, b′ de´finis par g(b) = c,
∆(b) = f(a) et g(b′) = c′, ∆(b′) = f(a′). Par hypothe`se, c − c′ = N(d) pour un d ∈ C; soit b′′ tel que
d = g(b′′) (g est surjective). On a g(b − b′ − N(b′′)) = 0, donc b − b′ − N(b′′) = f(a′′) pour un a′′ ∈ A.
Appliquons ∆ a` cette dernie`re e´galite´. On trouve f(a− a′) = f(a)− f(a′) = f(∆(a′′)), ce qui implique,
par injectivite´ de f que a − a′ = ∆(a′′). Cela montre que δ0 est bien de´finie et on ve´rifie que c’est un
homomorphisme.
En e´changeant les roˆles de ∆ et de N , on a la meˆme preuve pour de´finir δ1.
Regardons l’exactitude de l’hexagone pour les fonctions ayant un indice 0, les autres se de´duisent en
permutant N et ∆. Cette ve´rification se fait en 6 e´tapes :
i) Puisque g ◦ f = 0, on a g0 ◦ f0 = 0 ce qui implique que Im(f0) ⊂ ker(g0).
ii) Montrons l’inclusion inverse. Soit b +N(B) ∈ ker(g0). Alors b ∈ ker(∆|B) et g(b) ∈ N(C), posons
donc g(b) = N(c), c ∈ C. Il faut montrer que b ≡ f(a) (mod N(B)), avec a ∈ ker(∆|A). Il faut
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donc trouver b0 ∈ B tel que b = f(a) + N(b0). Soit b0 ∈ B tel que c = g(b0) (g est surjective).
On a donc g(b) = N(c) = N(g(b0)) = g(N(b0)) ce qui veut dire que b − N(b0) ∈ ker(g) = Im(f).
Il existe donc a ∈ A tel que b = f(a) + N(b0); appliquant ∆ a` cette dernie`re e´galite´, on trouve
0 = ∆(f(a)) + 0 = f(∆(a)), ce qui implique (f est injective) que a ∈ ker(∆|A). On a donc bien
b+N(B) = f(a) +N(B), avec a ∈ ker(∆|A). Cela prouve que ker(g0) ⊂ Im(f0).
iii) Montrons que Im(g0) ⊂ ker(δ0). Il faut appliquer δ0 a` un e´le´ment de la forme g(b) + N(C) avec
b ∈ ker(∆|B). Par de´finition, δ0(g(b) +N(C)) = a+∆(A), avec f(a) = ∆(b) = 0, donc, a = 0, par
injectivite´ de f . Cela prouve que δ0(g(b) +N(C)) = 0 +∆(A) ∈ ker(δ0).
iv) Montrons que ker(δ0) ⊂ Im(g0). Soit c ∈ ker(∆|C) tel que c+N(C) ∈ ker(δ0). Cela veut dire qu’il
existe b ∈ B et a ∈ A tels que g(b) = c, ∆(b) = f(a) et a ∈ ∆(A); disons a = ∆(a′), avec a′ ∈ A.
Il suffit de montrer que c = g(b′), avec ∆(b′) = 0. On a ∆(b) = f(a) = f(∆(a′)) = ∆(f(a′)); posons
alors b′ = b− f(a). On a ∆(b′) = 0 et g(b′) = g(b) = c, ce qui montre que c+N(C) = g0(b′+N(B)).
v) Montrons que Im(δ0) ⊂ ker(f1). Soit c ∈ ker(∆|C). On a f1(δ0(c+N(C))) = f(a)+∆(B) ou` a est tel
que f(a) = ∆(b) et g(b) = c; on en de´duit donc que f(a) ∈ ∆(B) et donc f1(δ0(c+N(C))) = 0+∆(B).
vi) Il reste a` voir que ker(f1) ⊂ Im(δ0). Soit a ∈ ker(N |A) tel que f1(a + ∆(a)) = 0, i.e. tel que
f(a) ∈ ∆(B). Alors f(a) = ∆(b) pour un b ∈ B. Posons c = g(b). On a ∆(c) = ∆(g(b)) =
g(∆(b)) = g(f(a)) = 0. Donc c+N(C) ∈ H0(C) et δ0(c+N(C)) = a+∆(A).
Cela ache`ve la preuve de ce lemme.
Lemme (4.2)
Si A
f→ B g→ C est une composition de deux homomorphismes de G-modules, alors on a (g◦f)i = gi◦fi
(i = 0, 1) et si f est un isomorphisme alors fi aussi (i = 0, 1) (il en est de meˆme pour g). D’autre part,
si A
f,g→ B sont des homomorphismes de G-modules, alors (f + g)i = fi + gi (i = 0, 1). Enfin, si on a le
diagramme commutatif suivant (les deux lignes e´tant exactes) :
0
0
A′
A
B′
B
C′
C
0
0
h i j
f ′
f
g′
g
Alors le prisme a` base hexagonale suivant est aussi exact et commutatif :
H1(C′)
H0(A′) H0(B′)
H0(C′)
H1(A′)H1(B′)
δ′1
f ′0
g′0
δ′0
f ′1
g′1
H1(C)
H0(A) H0(B)
H0(C)
H1(A)H1(B)
δ1
f0
g0
δ0
f1
g1
j1
h0 i0
j0
h1i1
Preuve
C’est une conse´quence directe des de´finitions et du Lemme de l’hexagone.
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De´finition (4.3)
Soit A un G-module tel que H0(A) et H1(A) sont finis. On appelle quotient de Herbrand le rapport
q(A) =
|H1(A)|
|H0(A)|
Lemme (4.4)
Soit 0→ A f→ B g→ C → 0 une suite exacte de G-module. Si deux des quotients q(A), q(B), q(C) sont
de´finis, alors le troisie`me aussi, et dans ce cas, on a
q(B) = q(A) · q(C).
preuve
Regardons encore une fois le diagramme du Lemme de l’hexagone :
H1(C)
H0(A) H0(B)
H0(C)
H1(A)H1(B)
δ1
f0
g0
δ0
f1
g1
Il est clair que par exemple si q(A) et q(B) sont de´finis, alors q(C) l’est aussi, car |H1(C)| =
| ker(δ1)||Im(δ1)| exactitude= |Im(g1)||Im(δ1)| ≤ |H1(B)||H0(A)| < ∞. On montre de la meˆme manie`re
que |H1(C)| <∞; donc q(C) est de´fini. Dans la meˆme veine de raisonnement, on a
|H0(A)||H0(C)||H1(B)| = | ker(f0)||Im(f0)|| ker(δ0)||Im(δ0)|| ker(g1)||Im(g1)|
et
|H1(A)||H1(C)||H0(B)| = | ker(f1)||Im(f1)|| ker(δ1)||Im(δ1)|| ker(g0)||Im(g0)|
exactitude
= |Im(δ0)|| ker(g1)||Im(g1)|| ker(f0)||Im(f0)|| ker(δ0)|.
En quotientant la seconde e´galite´ par la premie`re, on trouve q(A) · q(C) · q(B)−1 a` gauche et 1 a` droite,
ce qui montre notre lemme.
Corollaire (4.5)
Si A = A1 ⊕ · · · ⊕ An est une somme directe de G-modules, alors pour i = 0, 1, on a Hi(A) =
Hi(A1)⊕ · · · ⊕Hi(An), ainsi
q(A) =
n∏
i=1
q(Ai).
Lemme (4.6)
Si A est un G-module fini, alors q(A) = 1
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Preuve
On a
q(A) =
[ker(N |A) : Im(∆|A)]
[ker(∆|A) : Im(N |A)] =
| ker(N |A)|
|Im(∆|A)| ·
|Im(N |A)|
| ker(∆|A)| =
|A|
|A| = 1.
Corollaire (4.7)
Soit A un G-module et B un sous-G-module de A tels que [A : B] < ∞. Alors q(A) est de´fini si et
seulement si q(B) est de´fini et alors, q(A) = q(B).
Preuve
On a la suite exacte
0 −→ B incl.−→ A proj.−→ A/B −→ 0
et on conclut par le Lemme (4.4) et le Lemme (4.6).
Proposition (4.8)
Supposons que G =< σ >, avec n = |G| = m · d. Soit R un anneau inte`gre de caracte´ristique 0. Soit
A =
⊕d
i=1 Rui, un R-module de base u1, . . . , ud. On suppose que G agit par permutation des ui de la
manie`re suivante : ui+1 = σ(ui), pour i = 1, . . . , d− 1 et u1 = σ(ud) (on dira alors que A est un module
de permutation). Le R-module A devient ainsi un G-module. On suppose de plus que R/mR est fini.
Alors q(A) est de´fini et
q(A) = [R : mR]−1.
En particulier, si R = Z, q(A) = 1m .
Preuve
Remarquons que N(
∑d
i=1 λiui) =
∑d
i=1 λiN(ui) et que, pour tout i = 1, . . . , d, on a N(ui) =∑n−1
j=0 σ
j(ui) = m ·
∑d
j=1 uj . Ainsi, e´tant en caracte´ristique 0, on a :
ker(N |A) =
{
d∑
i=1
λiui |
d∑
i=1
λi = 0
}
(i)
et
Im(N |A) = m · R ·
d∑
i=1
ui. (ii)
D’autre part, avec la convention que ui = uj si i ≡ j (mod d), on a ∆(
∑d
i=1 λiui) =
∑d
i=1 λi(ui −
ui+1) = (λ1 − λd)u1 + (λ2 − λ1)u2 + · · ·+ (λd − λd−1)ud, alors on a :
ker(∆|A) =
{
d∑
i=1
λiui | λ1 = · · · = λd
}
= R ·
d∑
i=1
ui (iii)
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Enfin, tout e´le´ment de Im(∆|A) est aussi un e´le´ment de ker(N |A) ((λ1 − λd) + (λ2 − λ1) + · · · (λd −
λd−1) = 0). Et re´ciproquement, si
∑d
i=1 µiui ∈ ker(N |A), on a vu en (i) que
∑d
i=1 µi = 0, donc en
posant λi =
∑i
j=1 µj , pour i = 1, . . . , d, on a µi = λi − λi−1, avec la convention que λ0 = 0 et on a∑d
i=1 µiui = ∆(
∑d
i=1 λiui) ∈ Im(∆|A). Ce qui montre que
Im(∆|A) = ker(N |A) (iv).
Par les e´galite´s (ii) et (iii) on trouve que H0(A) = ker(∆|A)Im(N |A) = R/mR et par l’e´galite´ (iv) on a H
1(A) =
ker(N |A)
Im(∆|A) = {0}. Ainsi q(A) = 1[R:mR] .
Calculs explicites dans le cas d’extensions cycliques
Fixons pour ce paragraphe L/K une extension cyclique de corps de nombres avec G = Gal(L/K) =
< σ >, |G| = [L : K] = n. On suppose encore que [L : Q] = r + 2s et [K : Q] = r′ + 2s′, ou` r (resp.
r′) est le nombre de plongements re´els de L (resp. de K) dans C, et 2s et 2s′ le nombre de plongements
complexes de L (resp. de K) dans C.
De´finitions (4.9)
Soit p une place infinie de K (il y en a r′ + s′). On dit que p ramifie dans L si elle est re´elle et s’il
existe une place complexe de L qui prolonge p. Comme nous sommes dans un contexte galoisien, c’est
donc le cas pour toutes les places de L qui prolongent p. Dans ce cas, nous noterons ep = 2 et fp = 1. Si
p est une place infinie non ramifie´e, nous noterons ep = fp = 1. Cette de´finition implique que dans tous
les cas (fini ou infini), nous avons
n = ep · fp · rp,
ou` rp est le nombre de places qui prolongent p. Le lecteur attentif aura remarque´ que que si p est une
place finie et l’extension galoisienne, on note fp pour f(P/p), ou` P est n’importe quel ide´al premier
au-dessus de p, de meˆme pour ep.
Soit m un K-module. Il est clair que les groupes suivants sont de G-modules :
L∗, IL, OL, UL, IL(m˜).
(Voir le chapitre 0 pour les de´finitions). On supposera de plus que m est divisible par tous les ide´aux
premiers qui ramifient dans L. Puisque l’application p 7→ p ·OL est un homomorphisme injectif de IK(m)
dans IL(m˜), par abus, on identifiera IK(m) avec son image dans IL(m˜) qui est l’ensemble des ide´aux
fractionnaires a de IL(m˜) tels que σ(a) = a. En effet, si a est dans l’image de IK(m), alors σ(a) = a, car
σ|K est l’identite´. Re´ciproquement, si a =
∏
Paii est tel que σ(a) = a. On peut regrouper les Pi qui
sont au-dessus d’un meˆme p de P(K). On a donc a =
∏
p
∏
Pi|pP
ai
i =:
∏
p ap. Puisque σ permute les
Pi au-dessus de p, on a σ(ap) = ap. De plus, puisque G agit transitivement sur les Pi au-dessus de p, il
existe ap ∈ Z tel que ap = (
∏
Pi|p Pi)
ap = pap ·OL, car p ne ramifie pas dans OL. Cela montre que a est
dans l’image de IK(m).
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Proposition (4.10)
Sous les meˆmes notations que pre´ce´demment, On a :
a) H0(IL(m˜)) = IK(m)/NL/K(IL(m˜))
b) H1(IL(m˜)) = 1
c) H0(L∗) = K∗/NL/K(L∗)
d) H1(L∗) = 1.
Preuve
Prouvons a). Dire que a ∈ ker(∆|IL(m˜)) revient a` dire que σ(a) = a et donc, en vertu de la remarque
qui pre´ce`de la proposition que a ∈ IK(m).
Prouvons c). On a ker(∆|L∗) = {x ∈ L∗ | ∆(x) = 1} = {x ∈ L∗ | σ(x) = x} = {x ∈ L∗ | τ(x) = x
pour tout τ ∈ G} = Fix(G)∗ = K∗.
Prouvons d). Dire que H1(L∗) = 1 revient a` dire que pour tout x ∈ L∗, si NL/K(x) = 1, alors il existe
y ∈ L∗ tel que x = yσ(y) et c’est le the´ore`me 90 de Hilbert (cf. Chapitre 0).
Prouvons b). Soit a ∈ ker(N |IL(m˜)). Supposons, comme lors de la remarque pre´ce´dente que a =∏
p∈P0(K) ap ou` ap est le produit de toutes les puissances des ide´aux premiers de L au-dessus de p.
Notons ap =
∏r−1
i=0 P
ai
i de telle manie`re que a0 6= 0 et Pi = σi(P0), pour i = 0, . . . , r − 1 (si a0 = 0
est ine´vitable, cela veut dire que ap = OL et on posera pour la suite bp = OL, c’est notamment le cas
quand p|m). Remarquons d’abord que r > 1. En effet, si r = 1, P0 est le seul ide´al de L au-dessus de p,
cela impliquerait que dans la factorisation de NL/K(a), p apparaˆıtrait avec l’exposant f(P0|p) · a0 6= 0.
Cela est impossible puisque a ∈ ker(N |IL(m˜)) veut dire que NL/K(a) = OK . D’autre part, et pour la
meˆme raison sur l’exposant de p, le fait que NL/K(a) = OK implique que NL/K(ap) = OK pour tout p.
Calculons : OK = NL/K(ap) = p
fp·
∑
r−1
i=0
ai , ou` fp = f(Pi|p) pour tout i. Cela prouve que
∑r−1
i=0 ai = 0.
Posons alors, pour tout i = 0, . . . , r − 1, ci =
∑i
j=0 ai et bp =
∏r−2
i=0 P
ci
i . On a
∆(bp) =
∏r−2
i=0 P
ci
i∏r−1
i=1 P
ci−1
i
= Pa00 P
a1
1 · · ·Par−2r−2 P−cr−2r−1 = ap,
car −cr−2 = ar−1. On a montre´ donc que ∆(
∏
p bp) =
∏
p ap = a, ce qui veut dire que a ∈ ∆(IL(m˜)) et
donc que ker(N |IL(m˜)) = ∆(IL(m˜)) et H1(IL(m˜)) = 1.
De´finitions (4.11)
On a toujours L/K une extension cyclique de groupe G et m un K-module (juste ici, ce n’est pas
ne´cessaire qu’il contienne les premiers qui ramifient). On de´finit les applications ι : L∗ → IL, α 7→
ι(α) = α · OL, jm : IL → IL(m˜) par jm(P) = P si P ∤ m et jm(P) = OL si P|m et enfin, fm = jm ◦ ι.
Puisque m est un K-module, ι, jm et fm sont des homomorphisme de G-modules. Posons S l’ensemble
des places de L qui divisent m et L∗S = ker(fm) = {α ∈ L∗ | ι(α) n’est divisible que par des ide´aux
premiers de S} (on les nomme parfois les S-unite´s).
Lemme (4.12)
Sous les meˆme notations et hypothe`ses, si q(ker(jm)) est de´fini, alors q(ι(L
∗S)) aussi et ils sont e´gaux.
Si de plus q(UL) existe (UL est l’ensemble des unite´s de OL) alors q(L
∗S) aussi et on a
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q(L∗S) = q(UL) · q(ker(jm)).
Preuve
On a la suite exacte : 1→ ι(L∗S)→ ker(jm)→ C → 1 ou`
C = ker(jm)/ι(L
∗S) ≃ ker(jm)/(ι(L∗) ∩ ker(jm)) thm. d
′isom≃ (ker(jm) · ι(L∗))/ι(L∗),
le dernier terme est un sous-groupe de IL/ι(L
∗) qui est fini (cf. [Sam, Thm. 2, chap IV, §3, p.71]), ainsi
q(C) = 1, en vertu du Lemme (4.6) et si q(ker(jm)) existe alors q(ι(L
∗S)) aussi et ils sont e´gaux, en vertu
du Corollaire (4.7). On a aussi la suite exacte 1→ UL incl.→ L∗S ι→ ι(L∗S)→ 1. Le Lemme (4.4) applique´
a` cette suite exacte nous permet de conclure.
Comple´ments (bien utile et un peu redondant) sur les places infinies
Soit L/K une extension galoisienne (quelconque) de corps de nombre et P une place infinie de L
correspondant a` un plongement ϕ : L→ C (rappelons que ϕ est aussi un plongement correspondant a` P
et donc que deux plongements complexes conjugue´s correspondent a` la meˆme place). Si σ ∈ G, alors σ(P)
est la place qui correspond au plongement ϕ ◦ σ−1 : L→ C (ceci pour avoir σ1(σ2(P)) = (σ1 ◦ σ2)(P)).
De cette manie`re, G agit transitivement sur les places infinie de L qui prolongent une meˆme place infinie
de K. Soit | · |P, la valeur absolue qui correspond a` P (|x|P = |ϕ(x)|, pour x ∈ L et ϕ : L → C
est le plongement correspondant a` P). On a alors |x|σ(P) = |ϕ(σ−1(x))| = |σ−1(x)|P, autrement dit,
|σ(x)|P = |x|σ−1(P).
D’autre part, le groupe de de´composition de P, note´ Z(P) est le sous-groupe des e´le´ments de Gal(L/K)
tels que σ(P) = P, donc tels que ϕ◦σ−1 = ϕ ou ϕ, ainsi ce sous-groupe est d’ordre 1 ou 2. Si p = P∩K,
alors |Z(P)| = 2 si et seulement si p ramifie, en effet, tout plongement de K s’e´tend en n = [L : K]
plongements de L. Si p est une place complexe, on aura 2n plongements au-dessus, donc n places et
σ(P) = P si et seulement si σ = IdL. Si p est une place re´elle qui ne ramifie pas (donc qui reste re´elle),
il y aura aussi n places au dessus et on est dans la meˆme situation. En revanche, si p ramifie, il n’y
aura que n2 places au-dessus, donc |Z(P)| = 2, car Gal(L/K) agit transitivement sur toutes les places
au-dessus de p. Remarquons, qu’ainsi |Z(P)| = ep · fp pour tout P|p, comme pour les places finies.
Fin des comple´ments
The´ore`me (4.13)(Minkowski, si K = Q, 1900), (Herbrand, ge´ne´ral, 1930)
Soit L/K une extension galoisienne (quelconque) de groupe G et P1, . . . ,Pr+s les places infinies de
L (les r premie`res e´tant re´elles, les s suivantes e´tant complexes). Alors il existe ω1, . . . , ωr+s ∈ UL tels
que :
a) G permute les ωi de la meˆme manie`re qu’il permute les Pi (ωi ↔ Pi est un homomorphisme de
G-ensemble).
b) On a ω1 · · ·ωr+s = 1 et c’est la seule relation (sur Z entre les ωi), cela veut dire que si on prend
r+ s− 1 ωi, il sont line´airement inde´pendants sur Z, ou encore ωa11 · · ·ωar+sr+s = 1⇔ a1 = · · · = ar+s.
c) Si W est le sous-Z-module engendre´ par les ωi, alors W est un G-module d’indice fini dans UL.
Preuve
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Il est clair que c) de´coule de b) par le the´ore`me des unite´s de Dirichlet (cf. Chapitre 0).
Montrons a). Soit p une place infinie de K et choisissons P une place de L qui prolonge p. En
regardant la preuve classique du the´ore`me des unite´s de Dirichlet (cf. [Sam, Thm. 1, chap. IV, §4,
p.72]), on peut trouver un e´le´ment ω′P dans UL tel que |ω′P|Q < 1 pour toute place infinie Q 6= P de L.
Posons encore ω′′P =
∏
τ∈Z(P) τ(ω
′
P). Si Q est une place infinie de L diffe´rente de P, alors on a
|ω′′P|Q =
∏
τ∈Z(P)
|τ(ω′P)|Q =
∏
τ∈Z(P)
|ω′P|τ−1(Q) < 1,
car τ−1(Q) 6= P si τ ∈ Z(P). Soit maintenant Q une place infinie de L au-dessus de p. On choisit
ρ ∈ G tel que ρ(P) = Q et on pose ω′′Q = ρ(ω′′P); c’est inde´pendant du choix de ρ, car ω′′P est invariant
par Z(P). Si Q une place infinie de L au-dessus de p diffe´rente de P, et si R est une place infinie de L
diffe´rente de Q, alors
|ω′′Q|R = |ρ(ω′′P)|R = |ωP|ρ−1(R) < 1.
En proce´dant ainsi pour chaque place infinie de K, on obtient des ω′′1 , . . . , ω
′′
r+s ∈ UL qui sont permute´s
par G de la meˆme manie`re que les P1, . . . ,Pr+s. On a en outre que ρ1(ρ2(ω
′′
P)) = (ρ1ρ2)(ω
′′
P), faisant
de l’application Pi 7→ ω′′Pi := ω′′i un isomorphisme de G-ensemble. Puisque |ω′′i |Pj < 1 pour i 6= j,
tout choix de r + s − 1 quelconque des ω′′i sont toujours Z-line´airement inde´pendants (cf. preuve du
the´ore`me de Dirichlet). Notons p1, . . . , pr′+s′ les places infinies de K et pour chaque i = 1, . . . , r
′ + s′,
soit vi :=
∏
Pj |pi ω
′′
j . Alors vi, . . . , vr′+s′ ∈ UK , car ils sont invariants par G. Comme UK est de rang
r′+s′−1 sur Z, il existe a1, . . . , ar′+s′ ∈ Z tels que
∏r′+s′
i=1 v
ai
i = 1. Ces ai sont tous non nuls, car r
′+s′−1
quelconques des v1, . . . , vr′+s′ sont line´airement inde´pendants. On remplace les ω
′′
i par ωi := ω
′′
i
aj ou`
Pi|pj pour 1 ≤ i ≤ r + s. On a maintenant
∏r+s
i=1 ωi = 1; et par choix des ai, les ωi sont permute´s de
le meˆme manie`re que les Pi (c’est pour c¸a qu’on a du faire une incursion par les vi). Et c’est la seule
relation car r + s− 1 parmi les ωi sont line´airement inde´pendants.
Lemme (4.14)
Si L/K est une extension cyclique, alors le quotient de Herbrand de UL vaut
q(UL) =
[L : K]
2r0
,
ou` r0 est le nombre de places infinies de K qui ramifient dans L.
Preuve
Posons W le G-module engendre´ par les ωi du the´ore`me pre´ce´dent. Pour chaque place infinie p de
K, on forme (abstraitement) le Z-module libre Ap = ⊕rpi=1Zup,i ou` rp est le nombre de places infinies
de L qui prolongent p. Puis, A = ⊕p∈P∞(K)Ap. On fait agir G de telle manie`re que chaque Ap est un
module de permutation (cf. Proposition (4.8)), donc G agit transitivement sur les up,i, c’est possible,
puisque rp divise [L : K] = |G|. On conside`re le G-homomorphisme A → W de´fini en envoyant les
up,i sur les ωi de manie`re cohe´rente avec l’action de G. C’est un homomorphisme surjectif de noyau
Z · (∑p∈P∞(K)∑rpi=1 up,i) = Z avec l’action triviale de G. En bref, on a la suite exacte
0→ Z→ A→W → 1.
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Or, Z est un module de permutation (au sens de la Proposition (4.8), avec le d = 1). Donc, q(Z)
existe et vaut q(Z) = 1[L:K] . D’autre part, A = ⊕Ap, et chaque Ap est un module de permutation
(avec d = rp), donc, q(Ap) existe et en vertu du Corollaire (4.6), q(A) =
∏
p q(Ap). En outre, puisque
[L : K] = rpepfp, on a q(Ap) =
rp
[L:K] =
1
epfp
= 1|Z(P)| pour P|p. Mais, on a vu lors du rappel bien utile
que |Z(P)| =
{
1 si p ne ramifie pas dans L
2 sinon
. Ainsi,
q(A) =
1
2r0
ou` r0 est le nombre de place infinies de K qui ramifient dans L. Enfin, puisque W est d’indice fini dans
UL (partie c) du The´ore`me (4.13)), en vertu du Corollaire (4.7) et du Lemme (4.4), on a
q(UL) = q(W ) =
q(A)
q(Z)
=
[L : K]
2r0
.
The´ore`me (4.15)
Soit L/K une extension cyclique de corps de nombres. Soit m = m0 · m∞ un K-module tel que m∞
contienne toutes les places infinies de K qui ramifient dans L. Soit S l’ensemble de places de L qui
divisent m. Alors q(L∗S) existe et vaut
q(L∗S) = [L : K] ·
∏
p|m
1
epfp
.
Preuve
On a montre´ au Lemme (4.12), que si q(UL) et q(ker(jm)) existaient, alors q(L
∗S) aussi et que q(L∗S) =
q(UL) · q(ker(jm)). On a montre´ au Lemme (4.14) que q(UL) existait et valait [L:K]2r0 . Il suffit donc de
calculer q(ker(jm)); et c’est le plus facile a` voir :
Par de´finition, ker(jm) est le groupe abe´lien libre engendre´ par les ide´aux premiers de L qui sont dans
S. Notons A(p) le groupe abe´lien libre engendre´ par les ide´aux premiers de L qui sont au-dessus de p.
Alors A(p) est un sous-G-module de ker(jm) et ker(jm) = ⊕p|m0A(p). Chaque A(p) est un module de
permutation (au sens de la Proposition (4.8), avec d = rp) et G agit transitivement sur la base forme´e
des ide´aux premiers de L au-dessus de p. A nouveau, puisque [L : K] = rpepfp, la Proposition (4.8) nous
montre q(A(p)) existe et vaut 1epfp . Donc, en vertu du Corollaire (4.5), on a q(ker(jm)) existe et vaut
q(ker(jm)) =
∏
p|m0
q(A(p)) =
∏
p|m0
1
epfp
.
Enfin, en se souvenant que 2r0 =
∏
p|m∞ epfp, on trouve
q(L∗S) = q(UL) · q(ker(jm)) = [L : K] ·
∏
p|m∞
1
epfp
·
∏
p|m0
1
epfp
= [L : K] ·
∏
p|m
1
epfp
.
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Chapitre 5 :
Un calcul d’indice
Dans ce chapitre, nous allons calculer (comme son nom l’indique) un indice. Cet indice paraˆıt sorti de
nulle part, mais il sera crucial pour prouver l’e´galite´ fondamentale du corps de classe au chapitre suivant;
et cette dernie`re sera une des briques importantes pour de´montrer la re´ciprocite´ d’Artin. Ici, le lecteur
ferait bien de se souvenir des de´finitions faites au Chapitre 0 sur les K-modules aux pages 7 et suivantes.
De´finition (5.1)
Soit L/K une extension cyclique de corps de nombres de groupe G =< σ >. Posons N = NL/K la
norme de L sur K. Soit m un K-module. On pose
a(m) = [K∗ : N(L∗)K∗m]
ou`, on le rappelle, K∗m = {x ∈ K∗ | x ≡ 1 (mod∗ m)}.
Lemme (5.2)
Soit L/K une extension quelconque de corps de nombres, m = m0 ·m∞ un K-module et m˜ = m˜0 · m˜∞,
le L-module engendre´ par m. Alors on a
a) L∗m˜0 ∩K = K∗m0.
b)
N(L∗m˜) ⊂ K∗m.
Preuve
Prouvons a). L’inclusion ⊃ est e´vidente. Prouvons l’autre inclusion. Soit α ∈ L∗m˜0∩K et soit p ∈ P(K)
tel que p|m0. Posons n = np l’exposant de p dans m. Soit P ∈ P(L) tel que P|p. Alors l’exposant de P
dans m˜0 vaut n · e, ou` e = e(P/p) est l’indice de ramification de P/p. Dire que α ∈ L∗m˜0 ∩K implique
que α = 1 + x, avec x ∈ K et vP(x) ≥ n · e. Or, il est e´vident que vp(x) = e · vP(x). Donc vp(x) ≥ n,
ce qui veut dire que α = 1 + x ∈ K∗pn , ceci pour tout p|m0. Donc α ∈ ∩p|m0K∗pnp = K∗m0 . Remarquons
que si on remplace m0 par m avec d’e´ventuelles places a` l’infini, cette e´galite´ est fausse si une des places
infinie divisant m devient complexe partout par exemple.
Prouvons b). Soit x ∈ L∗m˜. Si p|m est une place infinie (donc re´elle) correspondant a` un plongement
σ : K → R. Soient σ1, . . . , σr, σr+1, σr+1, . . . , σr+s, σr+s les extensions de σ en plongements de L dans
C tels que σ1, . . . , σr soient re´elles et les autres complexes. Alors σ1, . . . , σr correspondent aux places
infinies P1, . . . ,Pr qui divisent m˜, donc σi(x) > 0 pour i = 1, . . . , r, et donc
σ(N(x)) =
r∏
i=1
σi(x) ·
s∏
j=1
σr+j · σr+j > 0,
ce qui montre que N(L∗m˜) ⊂ K∗m∞ Regardons maintenant le cas des places finies. Soit E/L l’enveloppe
galoisienne de L/K (c’est-a`-dire la plus petite extension galoisienne E/K qui contienne L). Si G =
Gal(E/K) et H = Gal(E/L), on a N(x) =
∏
σ σ(x), ou` σ parcourt un syste`me de repre´sentants de classe
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de G modulo H (a` gauche). Soit ˜˜m0 le E-module engendre´ par m0. Puisque x ∈ L∗m˜0 ⊂ E∗˜˜m0 et que ˜˜m0
est invariant par G, on a aussi σ(x) ∈ E∗˜˜m0 pour tout σ ∈ G. Ainsi, N(x) =
∏
σ σ(x) ∈ E∗˜˜m0 ∩K
a)
= K∗m0 .
Et cela montre que N(L∗m˜) ⊂ K∗m∞ ∩K∗m0 = K∗m.
Lemme (5.3)
Si m et n sont des K-modules premiers entre eux, alors on a :
a(m · n) = a(m) · a(n).
Preuve
On se souvient (Corollaire (0.4)) de l’isomorphisme : K∗/K∗mn → K∗/K∗m ×K∗/K∗n. Le passage au
quotient induit un homomorphisme surjectif
f : K∗/Kmn → K∗/(N(L∗)K∗m)×K∗/(N(L)K∗n).
Pour prouver le lemme, il suffit de montrer que ker(f) = N(L∗)K∗mn/K
∗
mn. Puisque K
∗
m ∩ K∗n = K∗mn,
il est e´vident que N(L∗)K∗mn/K
∗
mn ⊂ ker(f). Re´ciproquement, soit α · K∗mn ∈ ker(f). On a donc
α ·K∗m ⊂ N(L∗)K∗m et α ·K∗n ⊂ N(L∗)K∗n . Cela veut dire qu’il existe β1, β2 ∈ L∗ tels que α ≡ N(β1)
(mod∗ m) et α ≡ N(β2) (mod∗ n). Puisque m et n sont premiers entre eux, m˜ et n˜ le sont aussi.
En vertu du The´ore`me d’approximation de´bile (cf. The´ore`me (0.3)), il existe β ∈ L∗ tel que β ≡ β1
(mod∗ m˜) et β ≡ β2 (mod∗ n˜), c’est-a`-dire β · β−11 ∈ L∗m˜ et β · β−12 ∈ L∗n˜. Puisque N(L∗m˜) ⊂ K∗m (et
idem pour n) (cf. lemme pre´ce´dent), on a alors N(β) ≡ N(β1) (mod∗ m) et N(β) ≡ N(β2) (mod∗ n),
ainsi, α ≡ N(β) (mod∗ m) et (mod∗ n), donc (a` nouveau graˆce au the´ore`me d’approximation de´bile)
α ≡ N(β) (mod∗ m · n); ce qui montre que α ∈ N(L∗) ·K∗mn et le the´ore`me est prouve´.
En vertu du lemme qu’on vient de voir, le calcul de a(m) se re´duit au cas ou` m = pm avec m ≥ 1
entier pour les places finies et m = p pour les places infinies.
Lemme (5.4)
Si p est une place infinie re´elle et m = p, alors
a(m) = ep = epfp.
(voir De´finitions (4.9)).
preuve
Si ϕ est le plongement correspondant a` p, alors K∗m est le noyau de l’application surjective
K∗
ϕ→ R nat.→ R∗/R∗+ = {±1}.
Ainsi, [K∗ : K∗m] = 2.
Supposons que p ramifie dans L. Soit P1, . . . ,Pr les places de L qui prolongent p. Puisque p ramifie,
elles sont toutes complexes et r = n2 , ou` n = [L : K]. Soit σ1, . . . , σr les plongements correspondants
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aux Pi. Alors, pour tout x ∈ L∗, on a ϕ(N(x)) =
∏r
i=1 σi(x)σi(x) > 0. Donc, N(L
∗) ⊂ K∗m, et donc
N(L∗)K∗m = K
∗
m, donc a(m) = 2 = ep.
Supposons que p ne ramifie pas dans L. A nouveau P1, . . . ,Pr sont les places de L qui prolongent
p et σ1, . . . , σr les plongements correspondants; dans ce cas, r = n et ϕ(N(x)) =
∏r
i=1 σi(x). Par le
the´ore`me d’approximation de´bile, il est possible de trouver x ∈ L∗ tel que σ1(x) < 0 et σi(x) > 0, pour
i = 2, . . . , r. Cela prouve que N(L∗) 6⊂ K∗m, ce qui montre que N(L∗)K∗m = K∗ et donc a(m) = 1 = ep.
Passons aux places finies :
Tout d’abord un petit lemme gentil :
Lemme (5.5)
Soit A un anneau de Dedekind ne posse´dant qu’un nombre fini d’ide´aux premiers. Alors A est principal
Preuve
Soit a un ide´al de A. Puisque A est de Dedekind, il existe des ide´aux premiers p1, . . . , ps et des
r1, . . . , rs uniques tels que a = p
r1
1 · · · prss . Pour i = 1, . . . , s, fixons ai ∈ prii \ pri+1i ; c’est possible dans un
anneau de Dedekind (si prii = p
ri+1
i , alors OK = pi...). Par le the´ore`me chinois, il existe a ∈ A tel que
a ≡ ai (mod pri+1i ), pour tout i = 1, . . . , s. Alors on a aA = pr11 · · · prss = a, car pour tout ide´al premier
de A, on a vp(a) = vp(a) = vp(aA).
Lemme (5.6)
Soit p une place finie et m = pm (m ≥ 1). Alors
a) [K∗ : N(L∗) ·K∗(m)] = fp
b) a(m) = fp · [K∗(m) : (K∗(m) ∩N(L∗)) ·K∗m].
Preuve
Montrons que b) de´coule de a). On a a(m) = [K∗ : N(L∗)K∗m] = [K
∗ : N(L∗)K∗(m)][N(L∗)K∗(m) :
N(L∗)K∗m]
a)
= fp · [N(L∗)K∗(m) : N(L∗)K∗m]. L’application (qui est l’inclusion) K∗(m) → N(L∗)K∗(m)
donne un isomorphisme
K∗(m)/K∗(m) ∩N(L∗)K∗m −→ N(L∗)K∗(m)/N(L∗)K∗m.
Et, finalement, puisque K∗m ⊂ K∗(m), on a
K∗(m) ∩N(L∗)K∗m = K∗(m)K∗m ∩N(L∗)K∗m = (K∗(m) ∩N(L∗)) ·K∗m
ce qui montre la partie b).
Montrons la partie a). Pour simplifier l’e´criture, notons R = OK et R(p) le localise´ de R en p. Il
est bien connu que R(p) est un anneau de valuation discre`te (c’est une des proprie´te´ fondamentale des
anneaux de Dedekind), donc local et principal. Notons π, l’uniformisante de R(p), c’est-a`-dire l’e´le´ment
qui engendre pR(p), l’unique ide´al maximal de R(p). On remarque que dans notre cas, K
∗(m) = R∗(p).
Ainsi, tout e´le´ment x de K∗ s’e´crit de manie`re unique x = u ·πk, avec u ∈ K∗(m) et k ∈ Z. Ce qui montre
que K∗ est en bijection avec Z×K∗(m). Notons maintenant T = OL et T(p) = (R− p)−1 ·T . L’ensemble
des ide´aux premiers de T(p) est en bijection avec les ide´aux de T qui ne rencontrent pas (R − p). Ainsi,
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si P1, . . . ,Pr sont les ide´aux de T au-dessus de p, alors P1T(p), . . . ,PrT(p) est l’ensemble des ide´aux
premiers de T(p). D’autre part, puisque T est un anneau de Dedekind, alors T(p) l’est aussi. Donc, il est
principal (cf. Lemme (5.5)). Posons PiT(p) = (πi), pour i = 1, . . . , r. Ainsi, chaque e´le´ment de L
∗ s’e´crit
v · πk11 · · ·πkrr , avec v ∈ T ∗(p) et k1, . . . , kr ∈ Z. Si f = f(Pi/p) = fp, alors on a N(Pi) = pf , i = 1, . . . , r,
et donc N(πi) = ui · πf , avec ui ∈ R∗(p) = K∗(m). On en de´duit que
N(L∗) ·K∗(m) = {πfk | k ∈ Z} ·K∗(m) ≃ fZ×K∗(m).
D’ou` [K∗ : N(L∗) ·K∗(m)] = [Z×K∗(m) : fZ×K∗(m)] = f = fp.
De´finition (5.7)
Mettons-nous sous les meˆmes hypothe`ses que pre´ce´demment, c’est-a`-dire L/K est une extension cy-
clique de corps de nombres de groupe de Galois G, de cardinal n. On prend p une place finie et on
conside`re le K-module m = pm avec m ∈ N. Soit P une place de L au-dessus de p. Nous notons Kp et
LP les corps locaux associe´s aux places p et P respectivement. L’extension LP/Kp est aussi cyclique de
groupe de Galois canoniquement isomorphe a` Z(P) = {σ ∈ G | σ(P) = P} de cardinal epfp := np [cf.
Fr-Tay Th. 21, p.118]. Notons encore Op = OKp l’anneau de valuation de Kp et OP celui de LP. Soit p̂
l’unique ide´al maximal de Op et P̂ celui de OP. On note O(p) := Op ∩K le localise´ de OK en p (avant
on l’avait note´ R, mais c’e´tait parce qu’on avait besoin de T ...) et O(P) := OP ∩ L le localise´ de OL en
P. L’ide´al maximal de O(p) se note p˜ et celui de O(P) se note P˜. Les unite´s de Op devraient se noter
O∗p, mais se notent Up (attention de ne pas confondre avec le Um de la De´finition (0.8) et du The´ore`me
(0.12)) et celles de OP se notent UP, les unite´s de O(p) devraient se noter U(p) ou O
∗
(p), mais dans notre
cas, c’est K∗(m), ou` m = p · m∞. Enfin, pour k ∈ N, on e´crit U (k)p pour 1 + p̂k ⊂ 1 + p̂ ⊂ Up, car p̂ est
le seul ide´al maximal de Op. On a aussi pO(p) = p˜ et pOp = p˜Op = p̂ et OK/p
k ≃ O(p)/p˜k ≃ Op/p̂k [cf.
Fr-Tay Th. 11 + Cor, p.77]. La norme NLP/Kp sera note´e Np ou meˆme N s’il n’y a pas d’ambigu¨ıte´.
Nous avons aussi besoin d’e´tendre la de´finition de (mod∗ ) sur K∗p : si x, y ∈ K∗p et n > 0 est un
entier, alors on dit que x ≡ y (mod∗ p̂n) si x− y
y
∈ p̂n. Sur LP on de´finit cette e´quivalence de la meˆme
manie`re.
Avec tout ce petit monde, nous sommes preˆt a` e´noncer le lemme suivant
Lemme (5.8)
Soit L/K une extension cyclique de corps de nombres, p ∈ P0(K), m ∈ N, m > 0 et m = pm un
K-module. Alors on a
K∗(m)/(K∗(m) ∩N(L∗))K∗m ≃ Up/N(UP)U (m)p
ou` P est un ide´al premier de L au-dessus de p.
Preuve
Rappelons le fait e´le´mentaire suivant : tout homomorphisme d’anneau f : A → B de´finit un homo-
morphisme de groupe f∗ : A∗ → B∗ tel que ker(f∗) = (1 + ker(f)) ∩ A∗. L’homomorphisme surjectif
O(p) → O(p)/p˜m induit donc un homomorphisme O∗(p) = K∗(m) → (O(p)/p˜m)∗. Puisque O(p) est local,
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alors 1 + p˜m ⊂ K∗(m), donc cet homomorphisme est surjectif. On a aussi (O(p)/p˜m)∗ ≃ (Op/p̂m)∗ =
Up/(1 + p̂
m) = Up/U
(m)
p (l’avant dernie`re e´galite´ vient aussi du fait que Op est local). En particulier
l’homomorphisme
f : K∗(m) −→ Up/N(UP)U (m)p
x 7−→ x N(UP)U (m)p
est surjectif. Il nous reste a` faire la preuve que ker(f) = (K∗(m) ∩N(L∗))K∗m.
En regardant les de´finitions, on observe que K∗m = 1+ p˜
m ⊂ 1+ p̂m = U (m)p . Donc, K∗m ⊂ ker(f). Soit
α ∈ L∗ est tel que NL/K(α) ∈ K∗(m), alors vp(NL/K(α)) = 0, (voir le paragraphe suivant ou le Chapitre
0 pour se reme´morer la de´finition de vp); cela implique que vPi(α) = 0 pour tout ide´al Pi de L au-dessus
de p, donc que α ∈ L∗(m˜) (se souvenir de la de´finition de m˜). Soit τ1, . . . , τr un syste`me de repre´sentant
de G modulo Z(P). Alors
NL/K(α) =
∏
τ∈Z(P)
r∏
i=1
τiτ(α) =
∏
τ∈Z(P)
τ
(
r∏
i=1
τi(α)
)
= Np
(
r∏
i=1
τi(α)
)
,
et
∏r
i=1 τi(α) ∈ L∗(m˜) ⊂ UP. On a donc montre´ que K∗(m) ∩N(L∗) ⊂ Np(UP) ∩K∗ ⊂ ker(f). Et ainsi
(K∗(m) ∩N(L∗))K∗m ⊂ ker(f).
Montrons l’autre inclusion : soit donc α ∈ ker(f). Il existe donc β ∈ UP tel que αNp(β)−1 ∈ U (m)p .
Soient P1 = P,P2, . . . ,Pr les ide´aux premiers de L au-dessus de p. Comme L
∗ est dense dans LP, il
existe β0 ∈ L∗ tel que β0 ≡ β (mod∗ P̂me), ou` e = ep et x ≡ y (mod∗ P̂me) veut dire par extension
que xy ∈ 1 + P̂me. Le the´ore`me chinois pour OL nous assure l’existence d’un γ ∈ L∗ tel que
γ ≡ β0 (mod∗ P̂me1 ) et γ ≡ 1 (mod∗ P̂mej ) lorsque j > 1.
Prenons, comme tout a` l’heure τ1, . . . , τr un syste`me de repre´sentants de G modulo Z(P), mais en plus,
on impose que τ1 = IdL et τj(P) = Pj, pour tout j > 1. Alors, si j > 1 et τ ∈ Z(P), on a τ−1j τ(γ) ≡ 1
(mod∗ P̂me). Alors,
NL/K(γ) =
r∏
j=1
∏
τ∈Z(P)
τ−1j τ(γ) ≡
∏
τ∈Z(P)
τ(γ) ≡
∏
τ∈Z(P)
τ(β) = Np(β) (mod
∗ P̂me).
Puisque NL/K(γ) et Np(β) sont dans Kp et que P̂e est le seul ide´al au-dessus de p̂, cette dernie`re
congruence est vraie modulo p̂m. On a donc prouve´ que αNp(β)
−1 ≡ αNL/K(γ)−1 (mod∗ p̂m) (avec la
meˆme convention pour (mod∗ p̂m)). Et, puisque par hypothe`se αNp(β)−1 ∈ U (m)p , on a αNL/K(γ)−1 ∈
U
(m)
p ∩ K∗ = K∗m. Donc NL/K(γ) ∈ ker(f)K∗m ∩ N(L∗) ⊂ K∗(m) ∩ N(L∗) et donc, α ∈ (K∗(m) ∩
N(L∗))K∗m.
DIGRESSION
Interrompons un court instant notre propos pour un petit re´sultat technique sur les se´ries logarithmes
et exponentielles sur Kp. Et rappelons que l’on de´finit formellement
exp(x) =
∞∑
n=0
xn
n!
et log(1 + x) =
∞∑
n=1
(−1)n+1x
n
n
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De plus, si pZ est l’unique ide´al de Z au-dessous de p, on note e0 = vp(p).
Voici quelques re´sultats e´le´mentaires surKp (qu’on a de´ja` d’ailleurs vus au chapitre 0, pour la plupart) :
Puisque Op est un anneau de valuation discre`te, tout e´le´ment x de Kp s’e´crit de manie`re unique
x = u · πt ou` π est un ge´ne´rateur de p̂, appele´ uniformisante et t =: vp(x) ∈ Z ∪ {∞} est la valuation
p-adique de x (qui e´tend celle sur K). On a les proprie´te´s suivantes :
a) vp(x) =∞ ⇐⇒ x = 0
b) vp(xy) = vp(x) + vp(y)
c) vp(x+ y) ≥ inf(vp(x), vp(y)) avec e´galite´ si vp(x) 6= vp(y).
Sur Kp, on de´finit une valeur absolue ou norme qui vaut
|x|p = N(p)−vp(x).
Cette valeur absolue est non-archime´dienne. De a), b) c), on trouve |x|p = 0 ⇐⇒ x = 0, |xy|p = |x|p ·|y|p
et |x + y| ≤ sup(|x|p, |y|p) avec e´galite´ si |x|p 6= |y|p. Cette dernie`re proprie´te´ implique qu’une somme∑∞
n=0 xn converge dans Kp pour cette valeur absolue si et seulement si |xn|p tend vers 0.
Proposition (5.9)
Dans Kp, les se´ries exp(x) et log(1 + x) convergent si vp(x) > e0p−1 (on peut voir en particulier que
exp(1) = e n’existe pas dans Kp). De plus, si vp(x) > e0p−1 , on a
a) vp(exp(x) − 1) = vp(x)
b) vp(log(1 + x)) = vp(x).
Preuve
Soit n ∈ N, n ≥ 1. On ve´rifie facilement que vp(n!) = [np ] + [ np2 ] + [ np3 ] + · · ·. Ecrivons n en base p :
n = a0+a1p+ · · ·+akpk, avec ak 6= 0 et 0 ≤ ai ≤ p−1. Donc npl =
a0 + · · ·+ al−1pl−1
pl︸ ︷︷ ︸
<1
+al+ · · ·+akpk−l.
Ainsi, [ npl ] = al + · · ·+ akpk−l et donc
vp(n!) = a1 + a2(1 + p) + a3(1 + p+ p
2) + · · ·+ ak(1 + p+ · · ·+ pk−1)
= a1
p− 1
p− 1 + a2
p2 − 1
p− 1 + a3
p3 − 1
p− 1 + · · ·+ ak
pk − 1
p− 1
=
1
p− 1(n− a0 − a1 − a2 − · · · − ak) =
1
p− 1(n− S),
ou` S =
∑k
i=0 ai. On ve´rifie tout aussi facilement que vp(n!) = vp(n!) · vp(p) = vp(n!) · e0. Calculons donc
vp(
xn
n!
) = n · vp(x)− e0 · vp(n!) = n · (vp(x) − e0
p− 1)︸ ︷︷ ︸
>0 par hyp.
+
e0
p− 1 · S −→∞ si n→∞.
Cela prouve que |xnn! |p tend vers 0, donc, que la se´rie exp(x) converge. Montrons la partie a) : puisque
exp(x) − 1 = x+ x22 + x
3
6 + · · ·, il suffit de montrer que si n ≥ 2, on a vp(x
n
n! ) > vp(x). Cela est vrai :
vp(
xn
n!
)− vp(x) = (n− 1)︸ ︷︷ ︸
>0
(vp(x) − e0
p− 1)︸ ︷︷ ︸
>0
+
e0
p− 1 (−1 +
k∑
i=0
ai)︸ ︷︷ ︸
≥0
> 0,
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toujours avec n = a0 + a1p+ · · ·+ akpk, le de´veloppement de n en base p. Donc a) est prouve´.
Regardons maintenant le se´rie log(1 + x). Puisqu’on a si bien e´value´ vp(
xn
n! ), profitons-en ! on voit
que vp(
xn
n ) = vp(
xn
n! )+ vp((n− 1)!)︸ ︷︷ ︸
≥0
→∞ si n→∞. Donc, log(1+x) converge si vp(x) > e0p−1 (en fait on
vient d’observer que le domaine de convergence de log(1 + x) est plus e´tendu que celui de exp(x), ce qui
est contraire a` la situation dans C).
Pour la partie b), il suffit d’observer comme pour la partie a) que
vp(
xn
n
)− vp(x) = (n− 1)︸ ︷︷ ︸
>0
(vp(x) − e0
p− 1)︸ ︷︷ ︸
>0
+ vp((n− 1)!)︸ ︷︷ ︸
≥0
+
e0
p− 1 (−1 +
k∑
i=0
ai)︸ ︷︷ ︸
≥0
> 0.
Corollaire (5.10)
Si m >
vp(p)
p−1 , alors exp(x) est un isomorphisme de groupe p̂
m → U (m)p . La re´ciproque e´tant log(x).
Preuve
Cela de´coule de la proposition pre´ce´dente et des identite´s formelle exp(x + y) = exp(x) · exp(y),
exp(log(1 + x)) = 1 + x et log(exp(x)) = x.
Fin de la digression
Proposition (5.11)
Soit d > 0 un entier, et m > vp(d) +
vp(p)
p−1 . Alors tout e´le´ment de U
(m)
p est une puissance d-ie`me d’un
e´le´ment de Up. En particulier, si d = [LP,Kp] et m > vp(d) +
vp(p)
p−1 , alors on a
U
(m)
p ⊂ Np(UP).
Preuve
Puisque m > vp(d) +
vp(p)
p−1 >
vp(p)
p−1 , en vertu du corollaire pre´ce´dent, l’application log : U
(m)
p → p̂m
est un isomorphisme de groupe. Soit 1 + x ∈ U (m)p et y = log(1 + x) ∈ p̂m (donc, vp(y) ≥ m). Ainsi,
vp(
y
d
) = vp(y)− vp(d) ≥ m− vp(d) > vp(p)
p− 1 > 0,
donc, d’une part, yd ∈ p̂ (sa valuation est ≥ 1) et on peut en prendre son exponentielle. Posons donc
z = exp(yd) ∈ 1 + p̂ ⊂ Up. On a alors : zd = exp(d · yd ) = exp(y) = 1 + x. Cela montre que tout e´le´ment
de U
(m)
p est une puissance d-ie`me d’un e´le´ment de Up. Montrons la seconde partie de la proposition. Si
1 + x ∈ U (m)p , on vient de voir que 1 + x = zd avec z ∈ Up. Or zd = Np(z) si d = [LP,Kp]. Cela montre
la proposition.
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Corollaire (5.12)
Si d = [LP : Kp] et si m > vp(d) +
vp(p)
p−1 . Alors
a(pm) = fp · [Up : Np(UP)]
Preuve
C’est maintenant du tout cuit :
a(pm)
Lemme (5.6) b)
= fp · [K∗(m) : (K∗(m) ∩N(L∗)) ·K∗m]
Lemme (5.8)
= fp · [Up : N(UP)U (m)p ] Proposition (5.11)= fp · [Up : Np(UP)].
Reprenons un peu de cohomologie cyclique (mais cette fois dans le cas ou` l’extension est LP/Kp, le
groupe de Galois est Z(P) et le Z(P)-module est UP). Suivant les de´finitions, on a ker(∆|UP) = {x ∈
UP | σ(x) = x ∀x ∈ Z(P)} = UP ∩Kp = Up. Ainsi,
[Up : Np(UP)] = |H0(UP)| = q−1(UP) · |H1(UP)|, (∗)
ou` q(UP) est le quotient de Herbrand. Ainsi, il ne nous reste plus qu’a` calculer q(UP) et |H1(UP)|.
Jusqu’ici l’extension L/K e´tait suppose´e cyclique. Nous allons affaiblir cette hypothe`se pour obtenir
des re´sultats inte´ressants (les The´ore`mes (5.16) et (5.17)). Nous supposerons que L/K est une extension
galoisienne quelconque, mais nous imposerons seulement que LP/Kp soit cyclique.
Lemme (5.13)
Soit L/K une extension galoisienne de corps de nombres, p ∈ P0(K), P ∈ P0(L), P|p tels que LP/Kp
soit cyclique. Alors on a :
|H1(UP)| = ep.
Preuve
Par le The´ore`me 90 de Hilbert, on a ker(N |UP) = UP ∩ ∆(L∗P). Mettons que Z(P) =< τ >. Soit
x ∈ L∗P. Puisque τ(P) = P, on a vP(τ(x)) = vP(x); donc ∆(x) = xτ(x) ∈ UP. Cela prouve que
∆(L∗P) ⊂ UP et donc que ker(N |UP) = ∆(L∗P), et ainsi, H1(UP) ≃ ∆(L∗P)/∆(UP). D’autre part,
l’application
L∗P
∆−→ ∆(L∗P)→ ∆(L∗P)/∆(UP)
est e´videmment surjective. On pre´tend que le noyau est K∗p · UP. Clairement, K∗p · UP est inclu dans le
noyau, car ∆(K∗p) = {1}. Re´ciproquement, si x est un e´le´ment du noyau, cela veut dire que ∆(x) = ∆(u)
pour un u ∈ UP. Donc, ∆(xu ) = 1, i.e. xu = a ∈ K∗p, et donc x = a · u ∈ K∗p · UP. On a ainsi montre´ que
H1(UP) ≃ L∗P/(K∗p · UP).
Si π est une uniformisante (un ge´ne´rateur de P̂), l’application πk ·u 7→ (k, u) est un isomorphisme de L∗P
sur Z×UP. Puisque πep est un ge´ne´rateur de p̂OP, tout ge´ne´rateur de p̂ peut s’e´crire πep ·u, ou` u ∈ UP.
Ainsi, l’image de K∗p · UP via cet isomorphisme est epZ× UP. D’ou`, H1(UP) ≃ Z/epZ, ce qui montre le
lemme.
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Lemme (5.14)
Soit L/K une extension galoisienne de corps de nombres, p ∈ P0(K), P ∈ P0(L), P|p tels que LP/Kp
soit cyclique. Alors on a :
q(UP) = 1.
Preuve
Puisque OP est local, alors comme lors du Lemme (5.8), on voit que UP/U
(m)
P est le groupe des
unite´s de OP/P̂
(m) qui est fini, ainsi, [UP : U
(m)
P ] < ∞. Cela prouve, en vertu du Corollaire (4.7), que
q(UP) = q(U
(m)
P ), pour tout m > 1. Le Corollaire (5.10) (applique´ a` LP) montre que si m est assez
grand, l’application log : U
(m)
P → P̂m est un isomorphisme de groupe. De plus, tout e´le´ment du groupe
de Galois Z(P) est continu pour la topologie P-adique (cela se ve´rifie aise´ment en utilisant le fait que
vP(σ(x)) = vP(x) pour tout x ∈ LP et σ ∈ Z(P)). Ainsi, σ(log(x)) = log(σ(x)) pour tout σ ∈ Z(P),
d’ou` l’application log est un isomorphisme de Z(P)-module. On en de´duit donc (graˆce au Lemme (4.4),
dans le cas ou` C est trivial) que q(UP) = q(P̂
m) si m est assez grand. Ensuite, puisque P̂m est d’indice
fini dans OP, on en de´duit, graˆce au Corollaire (4.7), que q(UP) = q(OP). Par le the´ore`me de la base
normale (cf. [La1, Thm. 6.13.1, p. 320]), il existe ω ∈ LP tel que τ1(ω), . . . , τd(ω) forme une base de
LP sur Kp, ou` d = [LP : Kp] et τ est un ge´ne´rateur de Z(P). Quitte a` multiplier ω par un e´le´ment
de Kp (par exemple une bonne puissance de πep), on peut supposer que ω ∈ OP. Soit M , le sous-OP-
module engendre´ par les τ i(ω). Puisque OP et M sont des Op-modules libres de meˆme rang. Donc M
est d’indice fini dans OP. On en de´duit, graˆce au Corollaire (4.7), que q(UP) = q(M). Finalement, M
est un Op-module de permutation (dans le sens de la Proposition (4.8)), avec dans notre cas, m = 1,
G = Z(P) et R = Op. Et cela prouve que q(UP) = q(M) = 1.
The´ore`me (5.15)
Soit L/K, une extension cyclique de corps de nombres, m un K-module tel que les exposants des
diviseurs premiers finis de m soient suffisamment grands, alors on a
a(m) = [K∗ : NL/K(L∗)K∗m] =
∏
p|m
epfp.
Preuve
Cela de´coule de ce qui pre´ce`de : si m =
∏
p|m0 p
np ·∏p|m∞ pnp , alors
a(m)
Lemme (5.3)
=
∏
p|m0
a(pnp) ·
∏
p|m∞
a(pnp)
Lemme (5.4)
=
∏
p|m0
a(pnp) ·
∏
p|m∞
epfp
Corollaire (5.12)
=
∏
p|m0
fp · [Up : Np(UP)] ·
∏
p|m∞
epfp
(∗)
=
∏
p|m0
fp · q−1(UP) · |H1(UP)| ·
∏
p|m∞
epfp
Lemmes (5.13) et (5.14)
=
∏
p|m
epfp.
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DIGRESSION
The´ore`me (5.16)
Soit L/K, une extension galoisienne de corps de nombres et p un ide´al premier de K non ramifie´ dans
L et P un ide´al de L au-dessus de p. Alors
Up = Np(UP),
ou` Np = NLP/Kp .
Preuve
Puisque p ne ramifie pas, Z(p) est cyclique. Les Lemmes (5.13) et (5.14) s’appliquent alors. On a
donc q(UP) = 1 et |H1(UP)| = ep = 1. On en de´duit que H0(UP) = 1, d’ou` la proposition, puisque
par de´finition dans notre cas H0(UP) = ker(∆|UP)/Np(UP) = Up/Np(UP) (voir le raisonnement apre`s
le Corollaire (5.12)). Ce qui prouve la proposition.
Un the´ore`me semblable sera de´montre´ au Chapitre 11 (Corollaire (11.16))
Proposition (5.17)
Soit L/K, une extension galoisienne de corps de nombres et p un ide´al premier de K ramifie´ ou non
dans L et P un ide´al de L au-dessus de p tel que Z(P/p) est cyclique. Alors
[K∗p : NLP/Kp(L
∗
P)] = [LP : Kp].
Preuve
On a de´ja` vu au Lemme (5.13) que L∗P ≃ Z×UP (via une uniformisante). Ainsi, L∗P/UP ≃ Z comme
Z(P)-module (Z e´tant un Z(P)-module trivial). Donc, en vertu de la Proposition (4.8), q(L∗P/UP) =
1
|Z(P)| . D’autre part, on sait (Lemme (5.14)) que q(UP) = 1 et graˆce a` la suite exacte 1→ UP → L∗P →
L∗P/UP → 1 et au Lemme (4.4), on tire que q(L∗P) = 1|Z(P)| . D’autre part, le The´ore`me 90 de Hilbert
(ou la Proposition (4.10) d)) nous dit que |H1(L∗P)| = 1. Finalement,
1
|Z(P)| = q(L
∗
P) =
|H1(L∗P)|
|H0(L∗P)|
=
1
|H0(L∗P)|
,
ce qui montre que |K∗p/NLP/Kp(LP)| = |H0(L∗P)| = |Z(P)| = [LP : Kp].
Un re´sultat similaire sera aussi vu au Chapitre 11 (The´ore`me (11.15))
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Chapitre 6 :
L’e´galite´ fondamentale du corps de classe
pour les extensions cycliques et
the´ore`me de la norme de Hasse
Dans ce chapitre, on va prouver que l’ine´galite´ montre´e au The´ore`me (2.20) est en fait une e´galite´
dans le cas des extensions cycliques. Comme premier corollaire, on en de´duira le the´ore`me de la norme
de Hasse.
Soit L/K une extension cyclique de corps de nombres de groupe G =< σ >. Posons N = NL/K
la norme de L sur K. Soit m un K-module. Rappelons que l’application f = fm : L
∗ → IL(m˜)
est la composition de l’application ι : L∗ → IL, x 7→ xOL et de l’application jm : IL → IL(m˜),
jm(P) = P si P ∤ m et jm(P) = OL si P|m et on prolonge par multiplicativite´. Clairement, f est un
homomorphisme de G-modules. On cherche, dans un premier temps, des renseignements sur l’application
f0 : K
∗/N(L∗) = H0(L∗)→ H0(IL(m˜)) = IK(m)/N(IL(m˜)), associe´e a` f (cf. de´but du Chapitre 4).
Petite remarque :
Tout carre´ commutatif
A′
A
B′
B
α
f
f ′
β
d’homomorphismes de G-modules se prolonge de manie`re unique en un diagramme commutatif aux
lignes exactes
1
1
ker(f ′)
ker(f)
A′
A
B′
B
coker(f ′)
coker(f)
1
1
δ α
f
f ′
β γ
L’application δ = α|ker(f) est bien de´finie, car α(ker(f)) ⊂ ker(f ′). Puisque, de plus, β(Im(f)) ⊂
Im(f ′) et que par de´finition, coker(f) = B/Im(f), l’application γ est obtenue par passages aux quotients
de β. De plus, γ est surjective si β l’est et δ est injective si α l’est.
fin de la petite remarque.
Puisque, clairement, on a f(K∗) ⊂ IK(m), f(K∗m) = Pm et f(N(L∗)) ⊂ N(IL(m˜)), on peut conside´rer
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(graˆce a` la petite remarque, utilise´e 2 fois) le diagramme commutatif suivant :
11 1
1 1 1
K∗
N(L∗)K∗m
K∗
N(L∗)
N(L∗)K∗m
N(L∗)
IK(m)
N(IL(m˜))Pm
IK(m)
N(IL(m˜))
N(IL(m˜))Pm
N(IL(m˜))
coker(g)
coker(f0)
ker(d4)
ker(g)
ker(f0)
1
1
1
1
d2
d5
g
f0
d3
f∗0
d6
p∗
p
p′
d7
d4
β
α
d1
H0(IL(m˜))H
0(L∗)
le δ
de la
rema
rque
d’av
ant
d’or
dre
a(m
)
ou` f∗0 , f0 et g sont induites par f . Les applications d5, d6, d7, α et β sont des inclusions, d2 et d3
sont les surjections naturelles. Les applications d1, d4 et p
∗ sont les applications construites lors de la
petite remarque. Puisque d3 est surjectif, d4 l’est aussi. Les trois colonnes sont exactes ainsi que les
deux dernie`res lignes. Maintenant, nous allons faire une petite partie de chasse dans ce diagramme ainsi
que quelques applications des the´ore`mes d’isomorphismes. Et en 6 affirmations, nous allons prouver le
re´sultat principal de ce chapitre.
Premie`re affirmation : p∗ est surjective
En effet, soit x ∈ ker(d4). Il existe y ∈ IK(m)/N(IL(m˜)) tel que p(y) = d7(x). On a donc, par
commutativite´, p′(d3(y)) = d4(p(y)) = d4(d7(x)) = 1. Donc, d3(y) ∈ ker(p′) = Im(g); il existe donc
z ∈ K∗/N(L∗)K∗m tel que g(z) = d3(y). Puisque d2 est surjective, il existe u tel que d2(u) = z. Alors,
d3(f0(u)) = g(d2(u)) = g(z) = d3(y). Cela implique que
y
f0(u)
∈ ker(d3) = Im(d6). Il existe donc v tel
que yf0(u) = d6(v). Alors, d7(p
∗(v)) = p(d6(v)) = p( yf0(u) ) = p(y) = d7(x). Cela implique que p
∗(v) = x,
puisque d7 est injective. Cela montre notre premie`re affirmation.
Deuxie`me affirmation :
coker(f0) ≃ coker(g) (1).
En effet, de l’e´galite´ d7 ◦ p∗ ◦ f∗0 = p ◦ f ◦ d5 = 1 et du fait que d7 est injective, on tire que p∗ ◦ f∗0 = 1.
D’autre part, f(K∗m) = Pm, donc f
∗
0 est surjective. Graˆce a` ces deux faits et puisque p
∗ est surjective, on
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en de´duit que ker(d4) = 1 et donc que d4 est un isomorphisme entre coker(f0) et coker(g).
On de´finit
n(m) = [K∗m ∩ ι−1(N(IL(m˜))) : K∗m ∩N(L∗)] .
Troisie`me affirmation :
| ker(f0)| = | ker(g)| · n(m) (2).
En effet, montrons de´ja` que d1 est surjective. Soit donc x ∈ ker(g). Puisque d2 est surjective, il
existe y tel que β(x) = d2(y). On a alors d3(f0(y)) = g(d2(y)) = g(β(x)) = 1. Cela prouve que
f0(y) ∈ ker(d3) = Im(d6), il existe donc z tel que f0(y) = d6(z). Puisque f∗0 est surjective (deuxie`me
affirmation), il existe u tel que f∗0 (u) = z. Calculons : f0(d5(u)) = d6(f
∗
0 (u)) = d6(z) = f0(y). Donc
y
d5(u)
∈ ker(f0) et alors, β(d1( yd5(u) )) = d2(α(
y
d5(u)
))
α incl.
= d2(
y
d5(u)
) = d2(y) = β(x), ce qui prouve que
x = d1(
y
d5(u)
), puisque β est injective. Ce qui montre que d1 est surjective. On a ainsi prouve´ que
| ker(g)| = | ker(f0)|| ker(d1)| .
Mais, puisque α est l’inclusion, on a ker(d1) = ker(f0) ∩ ker(d2). Soit x · N(L∗) ∈ ker(f0) ∩ ker(d2). Il
existe donc y ∈ K∗m tel que x ·N(L∗) = y ·N(L∗) et f(y) ∈ N(IL(m˜)). C’est-a`-dire (voir la de´finition de
f) que ι(y) ∈ N(IL(m˜)), ou encore, y ∈ ι−1(N(IL(m˜))) ∩K∗m. Enfin, si y et y1 ∈ K∗m, alors y ·N(L∗) =
y1 ·N(L∗) ⇐⇒ yy−11 ∈ N(L∗). Ainsi,
ker(f0) ∩ ker(d2) = K
∗
m ∩ ι−1(N(IL(m˜)))
K∗m ∩N(L∗)
Ce qui montre que | ker(d1)| = n(m), ce qui montre la troisie`me affirmation.
Nous avons maintenant besoin d’un petit lemme facile, mais que nous re´utiliserons par la suite :
Lemme (6.1)
Si B est un sous-module d’indice fini d’un module A et si β est un homomorphisme de module de´fini
sur A, alors on a
[A : B] = [β(A) : β(B)] · [ker(β) : B ∩ ker(β)].
Preuve
β induit un homomorphisme surjectif A/B → β(A)/β(B) dont le noyau est ker(β) · B/B thm. d
′isom.≃
ker(β)/ ker(β) ∩B. Et cela prouve notre lemme.
Posons S l’ensemble des places de L qui divisent m et L∗S l’ensemble des S-unite´s qui est, rappelons-le,
le noyau ker(fm) = {α ∈ L∗ | ι(α) n’est divisible que par des ide´aux premiers de S}. La suite exacte de
G-modules et G-homomorphismes
1→ L∗S γ=incl.→ L∗ f=fm→ IL(m˜) λ→ V := coker(f)→ 1
se scinde en deux suites exactes (plus courtes)
1→ L∗S γ→ L∗ α→ f(L∗)→ 1 et 1→ f(L∗) β→ IL(m˜) λ→ V → 1,
ou` α est la surjection canonique et β l’inclusion de f(L∗) dans IL(m˜). Ces suites exactes correspondent
aux hexagones exacts suivants (en se souvenant du Lemme (4.1) et au fait que H1(L∗) = H1(IL(m˜)) = 1,
(Proposition (4.10))) :
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1
H1(V ) H0(f(L∗))
H0(IL(m˜))
H0(V )H1(f(L∗))
δ3
β0
λ0
δ4
1
H1(f(L∗)) H0(L∗S)
H0(L∗)
H0(f(L∗))H1(L∗S)
δ1
γ0
α0
δ2
f0
On remarque que f0 = β0 ◦ α0 (cf. Proposition (4.2)).
Quatrie`me affirmation :
On a
|coker(f0)| = |H
0(V )|
|H1(V )| ·
|H1(L∗S)|
|H1(f(L∗)| · | ker(β0) ∩ Im(α0)|. (3)
En effet, on a |coker(f0)| = [H0(IL(m˜)) : Im(β0 ◦ α0)] = [H0(IL(m˜)) : Im(β0)] · [Im(β0) : Im(β0 ◦ α0)].
D’autre part, on applique le Lemme (6.1), avec A = H0(f(L∗)) et B = Im(α0) et β = β0. On trouve
[Im(β0) : Im(β0 ◦ α0)] = [H
0(f(L∗)) : Im(α0)]
[ker(β0) : ker(β0) ∩ Im(α0)] .
D’autre part encore, [H0(f(L∗)) : Im(α0)] = |coker(α0)| = |Im(δ2)| = |H1(L∗S)|. On a aussi, [H0(IL(m˜)) :
Im(β0)] = |coker(β0)| = |Im(λ0)| et |H0(V )| = |Im(λ0)| · |Im(δ4)| = |Im(λ0)| · |H1(f(L∗))|. On obtient
alors
|coker(f0)| = |H
0(V )|
H1(f(L∗))| ·
|H1(L∗S)|
[ker(β0) : ker(β0) ∩ Im(α0)] .
Notons encore que | ker(β0)| = |Im(δ3)| = |H1(V )|. Cela prouve notre affirmation.
Cinquie`me affirmation :
| ker(f0)| = | ker(β0) ∩ Im(α0)| · |H
0(L∗S)|
|H1(f(L∗))| . (4)
En effet, ker(f0) = ker(β0 ◦α0) = α−10 (ker(β0)) est envoye´ par α0 sur ker(β0)∩ Im(α0) et a pour noyau
ker(α0) ∩ α−10 (ker(β0)) = ker(α0). Ainsi
| ker(f0)| = | ker(β0)∩Im(α0)| · | ker(α0)| = | ker(β0)∩Im(α0)| · |Im(γ0)| = | ker(β0)∩Im(α0)| · |H
0(L∗S)|
|H1(f(L∗))| .
Sixie`me affirmation :
|coker(f0)|
| ker(f0)| = q(L
∗S). (5)
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En effet, en combinant les e´quations (3) et (4), on trouve |coker(f0)|| ker(f0)| =
q(L∗S)
q(V ) . Or, V est fini, car f(L
∗)
contient ι(L∗
m˜
) = P
m˜
, donc V ≃ IL(m˜)/f(L∗) est un quotient de IL(m˜)/Pm˜ (groupe de classe ge´ne´ralise´
pour L) qui est fini (cf. The´ore`me (0.12)) donc q(V ) = 1 (cf. Lemme (4.6)). Cela prouve l’affirmation.
Nous voila` preˆt a` prouver l’e´galite´ fondamentale. Mais, il faut encore mettre ensemble tous les
pre´paratifs et observer une ou deux choses. Du grand diagramme (p. 71), on retient la ligne exacte :
1→ ker(g) β−→ K∗/N(L∗)K∗m g−→ IK(m)/N(IL(m˜))Pm p
′
−→ coker(g)→ 1.
Alors, [IK(m) : N(IL(m˜)) ·Pm] = |coker(g)| · |Im(g)| = |coker(g)|| ker(g)| ·a(m) (voir au chapitre 5 pour la de´finition
de a(m)). En vertu des e´quation (1) et (2), c’est e´gal a` a(m) · n(m) · |coker(f0)|| ker(f0)| = a(m) · n(m) · q(L∗
S) en
vertu de l’e´quation (5). Re´sumons-nous, on a
[IK(m) : N(IL(m˜)) · Pm] = a(m) · n(m) · q(L∗S). (6)
Or, si m est divisible par toutes les places qui ramifient, on sait que
q(L∗S) = [L : K] ·
∏
p|m
1
epfp
(cf. The´ore`me (4.14))
et si les exposants des places finies de m sont assez grand, on a
a(m) =
∏
p|m
epfp (cf. The´ore`me (5.15)).
Supposons que ces deux conditions (sur m) soient satisfaites. La premie`re e´galite´ du corps de classe (cf.
The´ore`me (2.20)) et ces deux derniers re´sultats, combine´s avec (6), nous donnent alors
n(m) · [L : K] = [IK(m) : N(IL(m˜)) · Pm] ≤ [L : K].
On a donc montre´ que, dans ce cas, n(m) = 1 et [IK(m) : N(IL(m˜)) · Pm] = [L : K]. Re´sumons tout cela
dans le
The´ore`me (6.2)(e´galite´ fondamentale du corps de classe pour les ext. cycliques)
Si L/K est une extension cyclique de corps de nombres et si m est un K-module divisible par toutes
les place ramifie´es et dont les exposants des places finies qui le divisent sont suffisamment grandes, alors
on a :
[IK(m) : N(IL(m˜)) · Pm] = [L : K]
et dans ces meˆmes conditions, on a n(m) = 1, ce qui peut s’e´noncer comme suit :
Corollaire (6.3)
Sous les meˆmes hypothe`ses, on a
K∗m ∩ ι−1(NL/K(IL(m˜))) = K∗m ∩NL/K(L∗).
74
L’e´galite´ fond. du corps de classe pour les ext. cycliques et thm. de la norme de Hasse
Corollaire (6.4)(The´ore`me de la Norme de Hasse)
Soit L/K une extension cyclique de corps de nombres et α ∈ K∗. Alors α est la norme d’un e´le´ment
de L si et seulement si α est un norme locale en toute ide´al premier p de K. Autrement dit :
∃β ∈ L tel que α = NL/K(β) ⇐⇒ ∀p ∈ P(K), ∃P|p et βp ∈ LP tel que NLP/Kp(βp) = α,
ou`, rappelons-le, P(K) est l’ensemble des places (finie ou infinies) de K.
Preuve
Si α = NL/K(β), alors α =
∏
ρ∈G ρ(β), ou` G = Gal(L/K). Soit p un ide´al premier de K et Z(p),
le groupe de de´composition de p, alors on sait que Z(p) = Gal(LP/Kp) pour tout ide´al premier P de L
au-dessus de p. Si G = ⊔ki=1σiZ(p) est une de´composition en classes de G modulo Z(p), alors on a
α =
∏
σ∈Z(p)
σ
(
k∏
i=1
σi(β)
)
= NLP/Kp
(
k∏
i=1
σi(β)
)
,
et
∏k
i=1 σi(β) ∈ L ⊂ LP.
Re´ciproquement, supposons que α soit une norme locale partout. Montrons d’abord que l’ide´al (α) =
αOK est la norme d’un ide´al de L. Soit p un ide´al premier de K tel que p|(α) et pa est la puissance
exacte de p dans la de´composition de (α) en ide´aux premiers. Si P est un ide´al premier de L au-dessus
de p et f = f(P/p), alors, NL/K(P) = p
f . Donc, si on arrive a` prouver que f |a, alors pa = NL/K(P
a
f )
et on conclut par multiplicativite´. On peut supposer par hypothe`se que
αOp = NLP/Kp(βp) · Op = NLP/Kp(βp ·OP).
Notons p̂ = pOp et P̂ = POP. Alors on a αOp = p̂
a et il existe b ∈ Z tel que βpOP = P̂b. Puisque
NLP/Kp(P̂) = p̂
f , en e´levant a` la puissance b, on trouve p̂a = p̂bf . Cela montre que a = bf donc que f
divise a.
Soit m un K-module tel que n(m) = 1 (c’est possible, en vertu du The´ore`me (6.2)). Ecrivons m =∏
pi∈P(K) p
bi
i et fixons, pour chaque i, Pi une place au-dessus de pi, ei = e(Pi/pi) et βi ∈ LPi tels que
α = Npi(βi), ou` Npi = NLPi/Kpi . Pour chaque i, on choisit un β
′
i ∈ L tel que β′i ≡ βi (mod∗ P̂i
biei
)
(car L est dense dans LPi , voir encore la de´finition de P̂i
biei
dans le cas infini, mais ici, c¸a veut dire
simplement qu’ils ont le meˆme signe dans le plongement conside´re´). Par le The´ore`me d’approximation
de´bile (The´ore`me (0.3)), il existe γ ∈ L tel que pour chaque i, on ait{
γ ≡ β′i (mod∗ Pbieii )
γ ≡ 1 (mod∗ Pbiei) pour les P au-dessus de pi, P 6= Pi.
(∗)
Fixons un i et conside´rons une de´composition G = Gal(L/K) =
⊔
j τjZ(pi) en choisissant τi = 1. Ainsi,
si j 6= i, τj 6= 1 et donc, τ−1j (Pbieii ) 6= Pbieii , ce qui implique par (∗) que γ ≡ 1 (mod∗ τ−1j (Pbieii )), ou
encore τj(γ) ≡ 1 (mod∗ Pbieii ). On obtient alors :
NL/K(γ) =
∏
j
∏
σ∈Z(Pi)
τjσ(γ) ≡
∏
σ∈Z(Pi)
σ(γ) = Npi(γ) ≡ Npi(β′i) (mod∗ Pbieii ).
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On a aussi que α = Npi(βi) ≡ Npi(β′i) (mod∗ P̂i
biei
), mais aussi modulo Pbieii (car elles sont dans
L∗). On a donc montre´ que α ≡ NL/K(γ) (mod∗ Pbieii ), donc aussi modulo pbii , car ce sont des
e´le´ments de K∗. Ceci est vrai pour chaque i, ce qui implique que α ≡ NL/K(γ) (mod∗ m), et alors,
αNL/K(γ)
−1 ∈ K∗m. Or on a vu au de´but de la preuve que (α) e´tait la norme d’un ide´al de L, donc
(αNL/K(γ)
−1) aussi. Puisque αNL/K(γ)−1 ∈ K∗m cet ide´al est en particulier dans IL(m˜). Cela montre
que αNL/K(γ)
−1 ∈ ι−1(NL/K(IL(m˜))). Donc, puisqu’on a choisit m de sorte que n(m) = 1, le Corollaire
(6.3), nous dit que αNL/K(γ)
−1 ∈ NL/K(L∗), et donc, α ∈ NL/K(L∗).
Remarque
L’hypothe`se d’avoir une extension L/K cyclique est obligatoire. En effet, Hasse a` montre´ que dans
Q(
√−3,√−39), le nombre 3 n’est pas une norme, mais est une norme locale partout. (Cf. [Has])
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Chapitre 7 :
La loi de re´ciprocite´ d’Artin
La loi de re´ciprocite´ d’Artin nous donne une description du noyau de l’application du meˆme nom.
De´finition (7.1)
Si L/K est une extension abe´lienne de corps de nombres, on dit qu’un K-module est admissible (pour
L/K) s’il est divisible par tous les ide´aux premiers qui ramifient dans L et si Pm ⊂ ker(ΦL/K |IK(m)).
Lemme (7.2)
Si L/K est une extension abe´lienne de corps de nombres et si m est admissible, alors
ker(ΦL/K |IK(m)) = NL/K(IL(m˜)) · Pm
et donc ΦL/K induit un isomorphisme
IK(m)/NL/K(IL(m˜)) · Pm ≃ Gal(L/K).
Preuve
On sait que NL/K(IL(m˜)) ⊂ ker(ΦL/K |IK(m)) (cf. Corollaire (0.7)). Donc on a N(IL(m˜)) · Pm ⊂
ker(ΦL/K |IK(m)). De plus, ΦL/K |IK(m) est surjective (cf. The´ore`me (2.16)), de sorte que [IK(m) :
ker(ΦL/K |IK(m))] = [L : K]. Donc on a [IK(m) : N(IL(m˜)) · Pm] ≥ [L : K]. Or, la premie`re ine´galite´ du
corps de classe (cf. The´ore`me (2.20)) nous dit que [IK(m) : NL/K(IL(m˜)) · Pm] ≤ [L : K]. Cela prouve
que ker(ΦL/K |IK(m)) = N(IL(m˜)) · Pm (puisqu’ils ont le meˆme indice dans IK(m) et que le premiers
contient le second) et donc le lemme.
Remarque
Vous aurez remarque´ que pour ce lemme nous n’avons pas eu besoin de l’e´galite´, mais seulement de
la premie`re ine´galite´.
Rappel
Soit m un entier positif tel que m 6≡ 2 (mod 4). Alors le Q-module (m) · ∞ est admissible pour
l’extension cyclotomique Q(ζm)/Q (∞ e´tant l’unique place infinie de Q). Ce re´sultat est le The´ore`me
(0.14).
Lemme (7.3)
Si L/K est une extension abe´lienne de corps de nombres et si m est un K-module admissible, alors
tout K-module m′ tel que m0|m′0 et m∞ ⊂ m′∞ est aussi admissible.
Preuve
C’est clair : ΦL/K |IK(m′) est la restriction a` IK(m′) de ΦL/K |IK(m) et Pm′ ⊂ Pm ∩ IK(m′).
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Remarque
Dans le rappel pre´ce´dent, on peut se passer de l’hypothe`sem 6≡ 2 (mod 4). En effet, si m ≡ 2 (mod 4),
il est e´vident (et bien connu) que Q(ζm) = Q(ζ m2 ). On a alors (
m
2 ) ·∞ est admissible pour Q(ζm)/Q. Et
donc, par le lemme pre´ce´dent, on a (m) · ∞ est admissible pour Q(ζm)/Q.
Lemme (7.4)
Si m est un K-module admissible pour une extension abe´lienne L/K, alors m est aussi admissible pour
E/K pour tout L ⊃ E ⊃ K.
Preuve
C’est clair : on sait que ΦE/K = R ◦ ΦL/K ou` R : Gal(L/K)→ Gal(E/K) est l’homomorphisme de
restriction (cf. on a vu cela au Chapitre 0, p. 4).
Lemme (7.5)
Soit L/K est une extension abe´lienne de corps de nombres et m un K-module admissible. Soit E/K
une extension (quelconque) de corps de nombres. Si m˜ est l’extension de m a` E (voir Chapitre 0, p. 12
pour la pre´sentation de m˜). Alors m˜ est admissible pour EL/E
Preuve
On sait que sur IE(m˜), on a R ◦ ΦEL = ΦL/K ◦ NE/K ou` R : Gal(EL/E) → Gal(L/K) est
l’homomorphisme de restriction (cf. The´ore`me (0.6)). Pour conclure, il suffit de rappeler que R est
injective et de se souvenir que NE/K(E
∗
m˜
) ⊂ K∗m (cf. partie b) du Lemme (5.2)). Donc NE/K(Pm˜) ⊂ Pm,
ce qui prouve le lemme.
Proposition (7.6)
Soit m un nombre entier positif. Soit K ⊂ E ⊂ K(ζm), une extension de corps de nombres. Si m′ est
l’extension a` K du Q-module (m) · ∞ et si m est un K-module tel que m′0|m0 et m′∞ ⊂ m∞. Alors m est
admissible pour E/K.
Preuve
C’est un corollaire des 4 lemmes pre´ce´dents : puisque (m) · ∞ est admissible pour Q(ζm)/Q, par le
Lemme (7.5), m′ est admissible pour K(ζm)/K. Par le Lemme (7.4), m
′ est admissible pour E/K et par
le Lemme (7.3), m est admissible pour E/K.
On a de´ja` montre´ cette proposition au Chapitre 0 (The´ore`me (0.16)), la preuve est ici plus simple
et nous avions besoin de ce the´ore`me pour montrer le the´ore`me de Cˇebotarev pour les extensions cy-
clotomiques. De plus, nous aurons parfois besoin des lemmes ayant permis la nouvelle preuve de ce
re´sultat.
Lemme (7.7)
Soient a et r des entiers supe´rieurs a` 1 et q un nombre premier. Alors il existe p un nombre premier
tel que l’ordre de a mod p soit qr
Preuve
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On utilise la relation
g(x) =
xq − 1
x− 1 =
[(x− 1) + 1]q − 1
x− 1
= (x− 1)q−1 + · · ·+
(
q
t
)
(x − 1)t−1 + · · ·+ q (∗)
= xq−1 + xq−2 + · · ·+ x+ 1.
Si n ≥ 2, g(n) ≥ 3. En particulier, g := g(aqr−1) ≥ 3. Soit ℓ un diviseur premier de g.
Si ℓ ne divise pas le de´nominateur de g qui est aq
r−1 − 1, alors p := ℓ | aqr − 1, ce qui veut dire que a
est d’ordre qr modulo p, et le lemme est prouve´.
Si ℓ divise aq
r−1 − 1, alors la relation (∗) prouve que ℓ = q. On va montrer que dans ce cas, g n’est pas
une puissance de q. On peut donc choisir un diviseur premier de g diffe´rent de q et celui-ci conviendra
par ce qui pre´ce`de.
a) Si q est impair, dans la relation (∗) avec x = aqr−1 , (x − 1)q−1 et les termes
(
q
t
)
(x − 1)t−1 pour
1 < t < q sont divisibles par q2, donc q2 ∤ g. Donc si g est une puissance de q, on a g = q. Mais
c’est impossible, car la relation (∗) montre que g > q.
b) Si q = 2, g = a2
r−1
+ 1. Si g est une puissance de 2, alors a est impair, a = 2k + 1. Et alors,
g = (2k + 1)2
r−1
+ 1 ≡ 2 (mod 4). Donc g = 2, mais on a vu que g ≥ 3.
Cela prouve que g n’est pas une puissance de q et donc le lemme.
De´finition (7.8)
Dans un groupe abe´lien, σ et τ sont dits inde´pendants si < σ > ∩ < τ >= {1}. Deux entiers a et b
sont dits inde´pendants modulo m si les classes de a et de b sont inde´pendants dans (Z/mZ)∗.
Lemme (7.9)
Soient a, n des entiers supe´rieurs a` 1. Supposons que n = qk11 · · · qkss (la de´composition de n en
puissance de nombres premiers). Alors il existe une infinite´ d’entiers sans facteurs carre´s m = p1 · · · ps ·
p′1 · · · p′s avec p1 < · · · < ps < p′1 < · · · < p′s premiers et p1 arbitrairement grand, tels que :
1) l’ordre de a modulo m est un multiple de n.
2) il existe b tel que l’ordre de b modulo m est un multiple de n et a, b sont inde´pendants modulo m.
Preuve
On choisit successivement des entiers r1, . . . , rs, r
′
1, . . . , r
′
s tels que ri > ki pour i = 1, . . . , s et des
nombres premiers p1, . . . , ps, p
′
1, . . . , p
′
s tel que
qr11 < p1 < q
r2
2 < p2 < · · · < qrs < ps < qr
′
1
1 < p
′
1 < q
r′2
2 < · · · < qr
′
s
s < p
′
s
ou`, pour chaque i, pi (resp. p
′
i) est choisit tel que l’ordre de a modulo pi ( resp. p
′
i) soit q
ri
i (resp. q
r′i
i ).
C’est possible graˆce au Lemme (7.7). Posons m = p1 · · · ps · p′1 · · · p′s (p1 est arbitrairement grand, car on
peut choisir r1 arbitrairement grand). Clairement (thm. chinois), l’ordre de a modulo m est q
r′1
1 · · · qr
′
s
s
qui est un multiple de n. Choisissons b tel que
b ≡ a (mod p1 · · · ps)
b ≡ 1 (mod p′1 · · · p′s).
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L’ordre de b modulo m est qr11 · · · qrss qui est un multiple de n. Ve´rifions encore que a et b sont
inde´pendants : supposons que au · bv ≡ 1 (mod m). Alors 1 ≡ au · bv ≡ au (mod p′1 · · · p′s). Donc
q
r′1
1 · · · qr
′
s
s |u, car l’ordre de a modulo p′1 · · · p′s est qr
′
1
1 · · · qr
′
s
s . Donc, au ≡ 1 (mod m) et donc aussi bv
(mod 1) (mod m).
Proposition (7.10)
Soit L/K une extension abe´lienne de corps de nombres. Posons n = [L : K] et s un entier supe´rieur
ou e´gal a` 1. Soit p un ide´al premier de K qui ne ramifie pas dans L. Alors il existe m ≥ 1 premier a` s et
a` p (i.e. m 6∈ p) tel que
a) si E = K(ζm), alors ΦE/K(p) a un ordre multiple de n.
b) E ∩ L = K.
c) il existe τ ∈ Gal(E/K) dont l’ordre est un multiple de n et qui est inde´pendant de ΦE/K(p) dans
Gal(E/K).
d) Gal(E/K) ≃ Gal(Q(ζm)/Q).
Preuve
On applique le lemme pre´ce´dent a` a = N(p) et n = n. On choisit M > 1 tel que Q(ζM ) ∩ L soit le
plus grand sous-corps dans une extension cyclotomique de Q. C’est possible, car si E1 ⊂ L ∩ Q(ζn1) et
E2 ⊂ L∩Q(ζn2), alors L∩Q(ζppcm(n1,n2)) ⊃ E1, E2 et on continue ainsi de suite, et c¸a s’arreˆte force´ment
car le degre´ de L est fini. On choisit m comme dans le lemme pre´ce´dent de sorte que m soit premier a`
s, M et p (c’est possible car on a vu que le plus petit facteur premier de m peut eˆtre aussi grand qu’on
veut). Alors, avec ce choix, on a Q ⊂ Q(ζm) ∩ L ⊂ Q(ζm) ∩ Q(ζM ) = Q. Ainsi, Q(ζm) ∩ L = Q et a
fortiori Q(ζm)∩K = Q aussi. La the´orie de Galois nous dit alors que Gal(L(ζm)/L) ≃ Gal(K(ζm)/K) ≃
Gal(Q(ζm)/Q) ≃ (Z/mZ)∗. On a donc
[L(ζm) : K(ζm)] · ϕ(m) = [L(ζm) : K(ζm)] · [K(ζm) : K] = [L(ζm) : K]
= [L(ζm) : L] · [L : K] = ϕ(m) · n.
.
Donc, [L(ζm) : K(ζm)] = n. D’autre part, la the´orie de Galois donne [L : L ∩ K(ζm)] = [L(ζm) :
K(ζm)] = n = [L : K], ce qui prouve que L ∩K(ζm) = K, donc les parties b) et d) sont prouve´es.
Par de´finition, ΦE/K(p) est l’automorphisme de E/K caracte´rise´ par ζm 7→ ζ
N(p)
m = ζ
a
dont l’ordre est
celui de a modulo m, qui est un multiple de n (par le lemme pre´ce´dent). On a donc prouve´ la partie a).
Conside´rons le b du lemme pre´ce´dent. On regarde l’automorphisme τ de E/K de´finit par τ(ζm) = ζ
b
m.
Il est clair que τ remplit les conditions de la partie c).
The´ore`me (7.11)(Lemme d’Artin)
Soit L/K une extension cyclique de corps de nombres. s > 0 un entier et p un ide´al premier de K
non ramifie´ dans L. Alors il existe m > 0 un entier premier a` s et a` p et une extension F/K telle que
a) L ∩ F = K
b) L ∩K(ζm) = K
c) L(ζm) = F (ζm)
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d) p est comple`tement de´compose´ dans F .
Preuve
Soit m et τ comme dans la proposition pre´ce´dente. On choisit σ un ge´ne´rateur de Gal(L/K) = G.
Alors, par la the´orie de Galois, L(ζm)/K est une extension abe´lienne de groupe G×Gal(K(ζm)/K). Soit
F le corps fixe par le sous-groupe H engendre´ par les e´le´ments
(σ, τ) et Φ
L(ζ
m
)/K
(p) = (ΦL/K(p),Φ
K(ζ
m
)/K
(p)).
a) L∩F est le sous-corps de L laisse´ fixe par les restrictions a` L des e´le´ments de H , donc en particulier
par (σ, τ)|L = σ. Donc L ∩ F est le sous-corps de L laisse´ fixe par G, et c’est e´videmment K.
b) est donne´ par la proposition pre´ce´dente.
c) On a F (ζm) = F · K(ζm) est le sous-corps de L(ζm) fixe par H ∩ (G × {1}). Supposons que
(σ, τ)u · (ΦL/K(p),Φ
K(ζ
m
)/K
(p))v ∈ G×{1}. Comme (cf. proposition pre´ce´dente) τ et Φ
K(ζ
m
)/K
(p)
sont inde´pendants, on a τu et Φ
K(ζ
m
)/K
(p))v = 1. Donc, u et v sont des multiples de n (toujours graˆce
a` la proposition pre´ce´dente). Ainsi, σu = 1 et (ΦL/K(p)
v = 1, ce qui implique que H ∩ (G× {1}) =
{1} × {1}. Donc F (ζm) est le sous-corps de L(ζm) fixe par {1} × {1} qui est L(ζm).
d) Si on montre que le groupe de de´composition de p dans F est trivial, alors p se de´compose to-
talement dans F et c’est (par de´finition) le sous-groupe engendre´ par ΦF/K(p). Or, ΦF/K(p) =
Φ
L(ζ
m
)/K
(p)|F = IdF (par de´finition de H .) Cela montre partie d).
En corollaire a` ce re´sultat et a` sa preuve, on peut prouver le :
Corollaire (7.12)
Soit L/K une extension cyclique de corps de nombres p1, . . . , pr des ide´aux premiers deK, non ramifie´s
dans L, et pour chaque i, Fi et mi comme dans le Lemme d’Artin associe´s a` pi. Alors, on peut choisir
les Fi et les mi de telle manie`re que si F = F1 · · ·Fr, alors on a F ∩ L = K.
Preuve
On construit F1,m1, τ1 comme pour le Lemme d’Artin et la Proposition (7.10), avec s = 1. En-
suite, supposons avoir construit Fi−1,mi−1 et τi−1, on construit Fi,mi et τi de telle manie`re que
s = m1 · · ·mi−1. On rappelle que τi ∈ Gal(K(ζmi)/K) = Gal(Q(ζm1)/Q) := Gi et ΦK(ζ
mi
)/K
(pi)
sont inde´pendants et d’ordre un multiple de n = [L : K] et que Fi est le sous-corps de L(ζm1) laisse´
fixe par Hi, le groupe engendre´ par (σ, τi) et Φ
L(ζ
mi
)/K
(pi), ou` σ est un ge´ne´rateur de G = Gal(L/K).
Mais, puisque les mi sont premiers au M de la proposition (7.10), on a vu que L ∩ K(ζmi) = K. On
montre de la meˆme manie`re que L ∩ K(ζm1···mr) = K (car, puisque les mi sont premiers entre eux,
on a ζm1 · · · ζms = ζm1···mr et m1 · · ·mr est premier avec M). Ainsi, L(ζm1···mr)/K est une exten-
sion abe´lienne de groupe G ×∏rj=1Gj , et dans cette extension, pour tout i, Fi est le corps fixe pour
H˜i := Hi×
∏
j 6=iGi. Finalement, F = F1 · · ·Fr est le corps fixe de ∩ri=1H˜i, et donc F ∩L est le sous-corps
de L fixe´ par les e´le´ments de ∩ri=1H˜i et ce dernier groupe contient (σ, τ1, . . . , τs) dont la restriction a` L
est σ qui engendre G. Donc, F ∩ L = K.
Voici un gros the´ore`me qui est le the´ore`me de re´ciprocite´ d’Artin pour les extensions cycliques.
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The´ore`me (7.13)
Soit L/K une extension cyclique de corps de nombres et m un K-module divisible par toutes les places
(finies ou infinies) qui ramifient dans L et tel que
[L : K] = [IK(m) : Pm ·NL/K(IL(m˜)]
(ce qui est re´alise´ nous l’avons vu (The´ore`me (6.2), e´galite´ fondamentale) lorsque les exposants des places
finies qui divisent m sont suffisamment grands). Alors m est K-admissible.
Preuve
Puisque ΦL/K |IK(m) est surjective (cf. Proposition (2.16)), on a e´videmment l’e´galite´ [IK(m) :
ker(ΦL/K |IK(m))] = [L : K], de sorte qu’il suffit de montrer que ker(ΦL/K |IK(m)) ⊂ Pm · NL/K(IL(m˜),
puisqu’ils ont le meˆme indice dans IK(m). Comme d’habitude, on pose n = [L : K] et σ un ge´ne´rateur
de G = Gal(L/K). Soit a ∈ IK(m) tel que ΦL/K(a) = 1. Ecrivons a =
∏r
i=1 p
ai
i , ai ∈ Z. On applique
le Corollaire (7.12) aux ide´aux p1, . . . , pr, fournissant donc les F1, . . . , Fr ,m1, . . . ,mr et F = F1 · · ·Fr.
Posons
ΦL/K(p
ai
i ) = σ
di avec di ≥ 0.
Le fait que ΦL/K(a) = 1 donne que σ
d = 1, ou` d = d1 + · · · + dr. Donc, n|d. Si m′ est un F -module
divisible par les ide´aux premiers de F qui ramifient dans LF . Alors, puisque F ∩ L = K, l’application
ΦLF/F : IF (m
′)→ Gal(LF/F ) R≃ G est une surjection, ou` R est la restriction a` L. On choisit un tel m′
qui en plus est divisible par tous les miOF et par m˜F (l’extension a` F du K-module m). Alors il existe
b0 ∈ IF (m′) ⊂ IF (m˜F ) tel que R(ΦLF/F (b0)) = σ. On a donc b := NF/K(b0) ∈ IK(m) (meˆme dans
IK(m · (mi)) ⊂ IK(m)). Par la relation R ◦ ΦLF/F = ΦL/K ◦NF/K (cf. The´ore`me (0.6)), on tire
ΦL/K(b) = σ.
L’ide´al b est la norme d’un ide´al dans Fi (car NF/K = NFi/K ◦ NF/Fi) et pi aussi, car il est totale-
ment de´compose´ dans Fi. Ainsi, par multiplicativite´, il existe un ide´al fractionnaire ci dans Fi tel que
NFi/K(ci) = p
ai
i · b−di . En outre, notant m˜i l’extension de m a` Fi, on a que ci ∈ IFi (m˜i · (mi)) (car
b0 ∈ IF (m′) et pi est premiers a` mi (cf. Proposition (7.10)) et a` m, car a ∈ IK(m)). On a donc, en vertu
du The´ore`me (0.6) et de ce qui pre´ce`de :
Ri ◦ ΦLFi/Fi(ci) = ΦL/K(NFi/K(ci)) = ΦL/K(paii ) · ΦL/K(b)−di = σdi · σ−di = 1,
ou` Ri est la restriction Gal(LFi/Fi)→ Gal(L/K). Comme cette restriction est un application injective,
on a ΦLFi/Fi(ci) = 1. D’autre part, puisque L(ζmi) = Fi(ζmi) (cf. Lemme d’Artin, partie c)), on a
Fi ⊂ LFi ⊂ Fi(ζmi). Donc, en vertu de la Proposition (7.6), tout Fi-module m′′i est admissible pourvu
que m′′i soit divisible par l’extension a` Fi du Q-module (mi) · ∞. Donc, en choisissant m′′i le ppcm de m˜i
et de l’extension a` Fi de (mi) ·∞, on a ci ∈ IFi(m′′i ) et puisque m′′i est admissible et que ci ∈ ker(ΦLFi/Fi),
alors ci ∈ Pm′′
i
·NLFi/Fi(ILFi(m˜′′i )), ou` m˜′′i est l’extension a` LFi de m′′i . C’est-a`-dire
ci = (γi) ·NLFi/Fi(di), (∗)
ou` γi ∈ Fi∗m′′
i
et di ∈ ILFi(m˜′′i ). Appliquant NFi/K de chaque coˆte´ de l’e´galite´ (∗), on obtient
paii · b−di = (NFi/K(γi)) ·NLFi/K(di) = (αi) ·NLFi/K(di)
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ou` αi = NFi/K(γi) ∈ NFi/K(Fi∗m′′i ) ⊂ NFi/K(Fi
∗
m˜i
) ⊂ K∗m (la dernie`re inclusion vient de la partie b) du
Lemme (5.2)). Ce qui veut dire que (αi) ∈ Pm. En faisant le produit sur tous les i, on trouve :
a = bd ·
∏
i
(αi) ·
∏
i
NLFi/K(di).
En posant d′i = NLFi/L(di) ∈ IL(m˜), on trouve a =
∏
i(αi) · bd · NL/K(
∏
i d
′
i). Finalement, puisque n|d
et que b est un ide´al de K, premier a` m, on a bd = NL/K(b
d
n · OL) avec b ∈ IK(m) et b dn · OL ∈ IL(m˜).
En re´sume´ :
a =
(∏
i
αi
)
︸ ︷︷ ︸
∈Pm
·NL/K(
∏
i
d′i · b
d
n · OL)︸ ︷︷ ︸
∈NL/K(IL(m˜))
.
Apre`s ce gros morceau, on peut enfin prouver et e´noncer le The´ore`me de re´ciprocite´ d’Artin pour les
extensions abe´lienne. En re´sume´, on s’y est pris d’abord avec les extensions cylotomiques (assez facile),
puis avec les extensions cycliques (tre`s difficile, on a besoin de l’e´galite´ fondamentale et a` peu pre`s tout
ce qui pre´ce`de) et maintenant, on termine aise´ment avec les extensions abe´liennes.
The´ore`me (7.14)(The´ore`me de re´ciprocite´ d’Artin)
Soit L/K une extension abe´lienne de corps de nombres et m unK-module divisible par toutes les places
(finies et infinies) ramifie´es dans L. Si les exposants des ide´aux premiers divisant m0 sont suffisamment
grands, alors m est admissible pour L/K.
Cela implique, en vertu du Lemme (7.2), l’application ΦL/K |IK(m) est un homomorphisme surjectif
de noyau Pm ·NL/K(IL(m˜)).
Preuve
Posons G = Gal(L/K) et G = C1 × · · · × Cs, avec Ci cycliques. Posons encore Hi =
∏
j 6=i Cj × 1 et
Ei le corps fixe par Hi. La the´orie de Galois nous dit que Ei/K est une extension cyclique de groupe de
Galois isomorphe a` Ci. Puisque m contient toutes les places qui ramifient dans L, il contient toutes les
places qui ramifient dans Ei, et, puisque les exposants des ide´aux premiers divisant m0 sont suffisamment
grands, alors en vertu du the´ore`me pre´ce´dent, m est admissible pour chaque extension Ei/K, ce qui
veut dire que Pm ⊂ ∩si=1 ker(ΦEi/K |IK(m)). Mais, on montre facilement, puisque L = E1 · · ·Es que
pour tout e´le´ment a ∈ IK(m), on a ΦL/K(a) = (ΦE1/K(a), . . . ,ΦEs/K(a)) ∈ C1 × · · · × Cs = G. Donc,
ker(ΦL/K |IK(m)) = ∩si=1 ker(ΦEi/K |IK(m)). Cela prouve que Pm ⊂ ker(ΦL/K |IK(m)) ce qui prouve le
the´ore`me.
Corollaire (7.15)
Le The´ore`me de Cˇebotarev fort est vrai
Preuve
Le the´ore`me pre´ce´dent est exactement le Lemme (3.8) dont nous avions besoin pour le The´ore`me de
Cˇebotarev fort.
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Corollaire (7.16)
Soit L/K une extension abe´lienne et E/K une extension galoisienne et m un K-module admissible
pour L/K. Supposons que
NE/K(IE(m˜
′)) ⊂ NL/K(IL(m˜)) · Pm
ou` m˜, (resp. m˜′) est l’extension de m a` L (resp. E). Alors L ⊂ E.
Preuve
En dehors d’un nombre fini d’ide´aux (ceux qui pourraient diviser m), chaque ide´al premier de K
comple`tement de´compose´ dans E est contenu dans NE/K(IE(m˜
′)) (c’est la norme de n’importe quel ide´al
au-dessus de lui). Donc, par hypothe`se, il est contenu dans NL/K(IL(m˜)) ·Pm = ker(ΦL/K(IK(m))), donc
il est totalement de´compose´ dans L. On a donc que tout ide´al premier de K comple`tement de´compose´
dans E est totalement de´compose´ dans L (sauf e´ventuellement un nombre fini). Cela prouve que L ⊂ E,
en vertu du The´ore`me (2.17).
Application
Soit L/Q une extension abe´lienne de corps de nombres. Par la re´ciprocite´ d’Artin, il existe m = (m)·∞
un Q-module admissible pour L/Q. On peut supposer m > 0 entier. On sait, par ailleurs qu’il est
admissible pour E/Q, avec E = Q(ζm) et meˆme que ker(ΦE/Q|IQ(m)) = Pm (cf. The´ore`me (0.14)). Or,
la re´ciprocite´ d’Artin nous montre que ce noyau est Pm ·NE/Q(IE(m˜′)). Cela prouve que NE/Q(IE(m˜′)) ⊂
Pm ⊂ Pm ·NL/Q(IL(m˜)), donc, en vertu du corollaire pre´ce´dent, L ⊂ E.
On a donc prouve´ le
The´ore`me (7.17)(The´ore`me de Kronecker-Weber)
Toute extension abe´lienne de Q est sous-extension d’une extension cyclotomique Q(ζm).
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Chapitre 8 :
Pre´paration a` la formation des classes
Nous allons, dans ce chapitre, exposer les notions de sous-groupe de congruence et de conducteur,
regarder quelques notions de bases sur eux. Puis nous allons e´noncer the´ore`me central de la the´orie du
corps de classe et faire quelques re´ductions.
De´finition (8.1)
Soit K un corps de nombres. Un sous-groupe H de IK est dit un sous-groupe de congruence s’il existe
un K-module m tel que Pm ⊂ H ⊂ IK(m). On dit alors que H est un sous-groupe de congruence pour m.
Tout d’abord quelques remarques imme´diates
Remarques
a) Si H est un sous-groupe de congruence pour m, et m′ est un K-module multiple de m ayant les meˆme
places finies, alors H est un sous-groupe de congruence pour m′. En effet, dans ce cas, Pm′ ⊂ Pm et
IK(m) = IK(m).
b) Soit H un sous-groupe de congruence pour m et m′ est un autre K-module multiple de m (le produit
de deux K-modules se fait par produit au niveau des ide´aux et par union au niveau des places infinies,
cf. Chapitre 0 pour plus de de´tails). Alors H ∩ IK(m′) est un sous-groupe de congruence pour m′.
En effet, il est clair que
IK(m
′) ⊂ IK(m)
∪ ∪
Pm′ ⊂ Pm
.
Donc Pm′ ⊂ Pm ∩ IK(m′) ⊂ H ∩ IK(m′) ⊂ IK(m′).
De´finition (8.2)
On dira que deux sous-groupes de congruence H et H ′ sont e´quivalents s’il existe un K-module m′′
tel que
H ∩ IK(m′′) = H ′ ∩ IK(m′′).
Il est clair que si m′′′ est un multiple de m′′, alors on a aussi H ∩ IK(m′′′) = H ′ ∩ IK(m′′′) (puisque
IK(m
′′′) ⊂ IK(m′′)). Ainsi, on a bien affaire a` une relation d’e´quivalence. De plus, si H (resp. H ′) sont
de´finis pour m (resp. m′), alors on peut toujours choisir pour m′′ un multiple commun de m et de m′ (par
exemple le ppcm de m,m′ et m′′), ainsi H ∩ IK(m′′) sera un sous-groupe de congruence pour m′′ .
Lemme (8.3)
Si m1 et m2 sont des K-modules tels que m1|m2 et pour i = 1, 2, Hi est un sous-groupe de congruence
pour mi tel que H2 = H1 ∩ IK(m2), alors on a
a) IK(m2)/H2 ≃ IK(m1)/H1
b) H1 = H2 · Pm1 .
En particulier la partie b) implique que si H2 provient de H1 et que m1 est fixe´, alors H1 est unique.
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Preuve
On montre d’abord que
IK(m1) = IK(m2) · Pm1 . (∗)
L’inclusion ⊃ est triviale. Re´ciproquement, soit a1 ∈ IK(m1). On peut l’e´crire a1 = a · a2 avec a2 ∈
IK(m2) et a =
∏
i p
ai
i , ou` les pi sont les ide´aux premiers qui divisent m2, mais pas m1. Par le the´ore`me
d’approximation de´bile (The´ore`me (0.3)), il existe, pour tout i, πi ∈ K tel que πi ∈ pi \ p2i et πi ≡∗ 1
(mod m1). Alors α =
∏
i π
ai
i ∈ K∗m1 et a(α)−1 est premier a` m2 (par unicite´ de la de´composition d’un
ide´al en puissances d’ide´aux premiers). Ainsi,
a1 = a(α)
−1︸ ︷︷ ︸
∈IK(m2)
· a2︸︷︷︸
∈IK(m2)
· (α)︸︷︷︸
∈Pm1
∈ IK(m2) · Pm1 .
On a a fortiori IK(m1) = IK(m2) ·H1 (car Pm1 ⊂ H1 ⊂ IK(m1)). Alors,
IK(m2)/H2 = IK(m2)/(H1 ∩ IK(m2)) thm. d
′isom.≃ (IK(m2) ·H1)/H1 = IK(m1)/H1,
prouvant a).
Pour la partie b), il est de´ja` clair que H2 · Pm1 ⊂ H1. On va montrer que ces deux groupes ont le
meˆme indice dans IK(m1), ce qui permettra de conclure. Cette premie`re inclusion implique que
H2 ⊂ (Pm1 ·H2) ∩ IK(m2) ⊂ H1 ∩ IK(m2) = H2.
On en de´duit que H2 = (Pm1 ·H2) ∩ IK(m2). D’ou`,
IK(m1)/H1
a)≃ IK(m2)/H2 = IK(m2)/((Pm1 ·H2) ∩ IK(m2))
thm. d′isom.≃ (IK(m2) ·H2︸ ︷︷ ︸
= IK(m2)
·Pm1)/(H2 · Pm1)
(∗)
= IK(m1)/(H2Pm1).
.
On a donc bien [IK(m1) : H2 · Pm1 ] = [IK(m1) : H1], et c’est ce qu’il fallait pour montrer la partie b).
Lemme (8.4)
Soit H1 et H2 des sous-groupes de congruence de´finis pour m1, respectivement m2, e´quivalents. Alors
si m = pgcd(m1,m2) (par convention, pgcd(m,m
′) = pgcd(m0,m′0) · (m∞ ∩m′∞), pour tout K-modules m
et m′, cf. Chapitre 0 pour plus de de´tails), il existe un sous-groupe de congruence H de´finit pour m tel
que H ∩ I(mi) = Hi.
Preuve
Soit m3 un K-module multiple de m1 et de m2 tel que H3 := H1 ∩ IK(m3) = H2 ∩ IK(m3), c’est
possible (cf. De´finition (8.2)). On pose
H = H3 · Pm.
On va voir que H a toutes les bonnes proprie´te´s. Tout d’abord, Pm ⊂ H ⊂ IK(m), car H3 ⊂ IK(m3) ⊂
I(K(m). On va montrer que
H ∩ IK(m3) = H3. (∗)
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Cela suffit pour montrer le lemme. En effet, conside´rons les groupesH1 et H∩IK(m1). Il sont les deux des
groupes de congruence pour m1 (pour H1, c’est l’hypothe`se et pour H∩IK(m1), on a H = H3 ·Pm ⊃ Pm1).
Par (∗) et puisque IK(m3) ⊂ IK(m1), on a IK(m3) ∩ H1 = IK(m3) ∩ (H ∩ IK(m1)) = H3. En vertu
du Lemme (8.3), on a donc H1 = H3 · Pm1 = H ∩ IK(m1). Et on montre de la meˆme manie`re que
H2 = H ∩ IK(m2).
Reste a` prouver la relation (∗). Le fait que H3 ⊂ H ∩ IK(m3) est trivial. Re´ciproquement, soit
a · (α) ∈ H ∩ IK(m3), avec a ∈ H3 et α ∈ K∗m. Puisque a et a · (α) ∈ IK(m3), a−1 aussi et donc (α) aussi.
Nous cherchons β ∈ K∗ tel que
β ∈ K∗m1 et αβ−1 ∈ K∗m2 et (β) ∈ IK(m3). (∗∗)
Supposons l’existence d’un tel β. D’une part, a · (β) ∈ H3 · Pm1
Lemme (8.3)
= H1. D’autre part, a · (β) ∈
IK(m3). On en de´duit donc que a · (β) ∈ H1 ∩ IK(m3) = H3. Puis, a · (α) = a · (β) · (αβ−1) ∈
H3Pm2
Lemme (8.3)
= H2. Et enfin,
a · (α) ∈ H2 ∩ IK(m3) = H3.
Montrons l’existence de β satisfaisant (∗∗). Supposons que la place p|m3 mais ne divise pas m1 ni m2,
alors on demande que β ≡ 1 (mod∗ p). Si p|m1 ou m2, posons pai l’exacte puissance de p qui divise
mi, i = 1, 2. Si a1 > a2, on demande que β ≡ 1 (mod∗ pa1). Dans ce cas-la`, pa2 est l’exacte puissance
de p qui divise m = pgcd(m1,m2). Donc on a β ≡ 1 (mod∗ pa2). Mais puisque α ≡ 1 (mod∗ pa2),
on a αβ−1 ≡ 1 (mod∗ pa2) (si a2 = 0, on n’a pas besoin de cette e´quivalence). Enfin, si a1 ≤ a2, on
demande que β ≡ α (mod∗ pa2). Dans ce cas, pa1 est l’exacte puissance de p qui divise m, donc α ≡ 1
(mod∗ pa1), et comme a fortiori β ≡ α (mod∗ pa1), on a β ≡ 1 (mod∗ pa1). Un tel β existe en vertu
du the´ore`me d’approximation de´bile (The´ore`me (0.3)) et il satisfait clairement les conditions (∗∗) ce qui
montre notre lemme.
Corollaire-De´finitions (8.5)
Soit H une classe d’e´quivalence de sous-groupes de congruence. Alors il existe un K-module f appele´
le conducteur de H qui a la proprie´te´ suivante : pour chaque multiple m de f, H contient un unique
sous-groupe de congruence, note´ H(m), de´fini pour m, et
H = {H(m) | f|m} et en particulier H(m) = H(f) ∩ IK(m) pour tout m multiple de f.
D’autre part, si H et H′ sont des classes d’e´quivalence de sous-groupes de congruence, on dira que
H ⊂ H′ s’il existe un K-module m tel que H(m) ⊂ H ′(m). On a alors
H ⊂ H′ ⇐⇒ f′|f
et dans ce cas, H(m) ⊂ H ′(m) pour tout f|m.
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Preuve
C’est un corollaire facile des Lemmes (8.3) et (8.4) : si H1 et H2 ∈ H sont deux groupes de´finis pour
m, le Lemme (8.4), applique´ a` m = m1 = m2, nous montre que H1 = H2. D’autre part, posons f le pgcd
de tous les K-modules pour lesquels un sous-groupe de congruence est dans H. Par le Lemme (8.4), il
existe un unique groupe de congruence H(f) de´finit pour f tel que pour tout H(m) ∈ H de´finit pour m,
on ait H(m) = H(f)∩ IK(m). Enfin, pour tout multiple m de f, on a en vertu de la remarque qui pre´ce`de
la De´finition (8.2), que H(f) ∩ IK(m) est un sous-groupe de congruence pour m e´quivalent a` H(f).
Supposons maintenant que H ⊂ H′, donc l’existence d’un m tel que H(m) ⊂ H ′(m). On sait graˆce a`
la premie`re partie que H(m) = H(f)∩ IK(m) et graˆce au Lemme (8.3) que IK(f)/H(f) ≃ IK(m)/H(m) et
cet isomorphisme est donc induit par les inclusions. On est donc dans la situation :
Pf ⊂ H(f) ⊂ ? ⊂ IK(f)
∪ ∪ ∪
Pm ⊂ H(m) ⊂ H ′(m) ⊂ IK(m)
Il existe donc un unique sous-groupe V tel que H(f) ⊂ V ⊂ IK(f) tel que H ′(m) = V ∩ IK(m). Donc, V
est un sous-groupe de congruence pour f e´quivalent a` H ′(m), ainsi V = H ′(f) ∈ H′ ce qui prouve que f′|f
et que H(f) ⊂ H(f′). Finalement, H(m) = H(f) ∩ IK(m) ⊂ H(f′) ∩ IK(m) = H ′(m) pour tout f|m.
Application-De´finition (8.6)
Soit L/K une extension abe´lienne de corps de nombres de groupe de Galois G. Soit m un K-module
admissible (cf. De´finition (7.1)). Posons H(m) le noyau de l’application d’Artin ΦL/K : IK(m) → G.
C’est un sous-groupe de congruence pour m. Il est clair que pour tout autre K-module admissible m′,
les sous-groupes H(m) et H(m′) sont e´quivalents; donc tous ces groupes de´finissent une unique classe
d’e´quivalence de sous-groupes de congruence qu’on notera
H(L/K).
Le K-module qui est le conducteur de cette classe d’e´quivalence s’appellera le conducteur de L/K, qu’on
notera f(L/K).
Remarquons que si m est un K-module avec f(L/K)|m, cela n’implique pas force´ment que m est
admissible, meˆme si le groupe H(m) existe, mais n’est pas force´ment le noyau de l’application d’Artin
restreinte a` IK(m). Ne´anmoins on a le re´sultat :
Lemme (8.7)
Soit L/K une extension abe´lienne de corps de nombres. Conside´rons H(L/K) = {H(m) | f|m}, ou`
f = f(L/K). Supposons que m soit un K-module divisible par toutes les places (finies ou infinies) qui
ramifient dans L et que f|m. Alors m est admissible pour L/K.
Preuve
Le the´ore`me de re´ciprocite´ d’Artin (cf. The´ore`me (7.14)) nous assure l’existence d’un K-module n
admissible, qui est un multiple de m et divisible par les meˆme place que m, ainsi, IK(m) = IK(n), et
donc, en vertu du Corollaire-De´finitions (8.5), H(m) = IK(m) ∩ H(f) = IK(n) ∩ H(f) = H(n). Pour
88
Pre´paration a` la formation des classes
la meˆme raison que IK(m) = IK(n), on a aussi ker(ΦL/K |IK(n)) = ker(ΦL/K |IK(m)). Puisque n est
admissible, alors H(n) = ker(ΦL/K |IK(n)), et donc, H(m) = ker(ΦL/K |IK(m)). Or, puisque H(m) est
un sous-groupe de congruence pour m, on a Pm ⊂ H(m) = ker(ΦL/K |IK(m)), ce qui veut dire que m est
admissible.
Voici un petit lemme facile qui sera utile dans bien longtemps (au The´ore`me (11.3)) mais qui peut
sans autre eˆtre e´nonce´ ici
Lemme (8.8)
Soit L/K une extension abe´lienne de corps de nombres. Soit f = f(L/K) le conducteur de L/K. Soit
p ∈ P(K) une place. Supposons que p|f, alors p ramifie dans L
Preuve
C’est aussi un corollaire du the´ore`me de re´ciprocite´ d’Artin (cf. The´ore`me (7.14)) : supposons que
p|f et que p ne ramifie pas dans L. Par le dit the´ore`me de re´ciprocite´, il existe un K-module admissible
m tel que p ∤ m. Mais puisqu’il est admissible, f|m et donc p|m, ce qui est une contradiction. On a donc
montre´ que p doit ramifier dans L.
Voici un re´sultat important :
Proposition (8.9)
Soit L/K une extension abe´lienne de corps de nombres. Alors la correspondance
L/K 7→ H(L/K)
est injective. Mieux : si L/K et L′/K sont des extensions abe´liennes contenues dans une meˆme cloˆture
alge´brique de K, on a
L ⊂ L′ ⇐⇒ H(L/K) ⊃ H(L′/K).
Preuve
Si L ⊂ L′, et si m est un K-module admissible pour L′/K, alors m est aussi admissible pour L/K
(Lemme (7.4)) et on a clairement queH ′(m) ⊂ H(m), car ΦL/K = ΦL′/K |L, ce qui montre queH(L′/K) ⊂
H(L/K). Re´ciproquement, supposons que H(L′/K) ⊂ H(L/K). Puisque les ide´aux premiers qui se
de´composent totalement dans L′ sont dans le noyau de ΦL′/K , alors (sauf e´ventuellement pour un nombre
fini : ceux qui diviseraient le conducteur de L′/K) ces ide´aux de´composent comple`tement dans L. Cela
prouve, graˆce au The´ore`me (2.17), que L ⊂ L′.
Nous pouvons alors e´noncer un des the´ore`mes centraux de la the´orie du corps de classe qui dit essen-
tiellement que la correspondance qui pre´ce`de est surjective :
The´ore`me (8.10)(The´ore`me d’existence du corps de classe)
Soit K un corps de nombres. Alors pour toute classe H d’e´quivalence de sous-groupes de congruence
de K, il existe une extension abe´lienne L/K telle que H = H(L/K). On dit alors que L/K est le corps
de classe de H (on devrait plutoˆt dire le corps de la classe H).
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On ne va pas prouver ce the´ore`me en un clin d’oeil. On va d’abord faire des re´ductions pour la preuve
finale.
De´finition (8.11)
Si H = {H(m) | f|m} est une classe d’e´quivalence de sous-groupes de congruence. On a vu au Lemme
(8.4) que les groupes IK(m)/H(m) sont isomorphes canoniquement. On notera ce groupe IK/H.
The´ore`me (8.12)
SoitK un corps de nombres. Soit H0 et H1 des classes de sous-groupes de congruence deK. Supposons
que H0 ⊂ H1 et que H0 posse`de un corps de classe L. Alors H1 en posse`de aussi un (c’est une sous-
extension de L).
Preuve
Supposons donc que H0 = H(L/K) et posons, pour i = 1, 2, fi le conducteur de Hi. Si m est
un K-module admissible pour L/K. Alors, en vertu du “Corollaire-De´finitions (8.5)”, on a f1|f0|m et
Pm ⊂ H0(m) ⊂ H1(m) ⊂ IK(m) ou` Hi(m) est le sous-groupe de congruence de Hi de´fini pour m.
Soit G = Gal(L/K) et posons G1 = ΦL/K(H1(m)) et E le corps fixe pour G1. L’application d’Artin
ΦE/K est de´finie sur IK(m) (car m contient tous les ide´aux qui ramifient dans L, donc dans E) et
ΦE/K = R ◦ΦL/K ou` R est la restriction G→ Gal(E/K) = G/G1. Si a ∈ H1(m), on a, par de´finition de
G1, ΦE/K(a) = 1 ∈ G/G1, donc H1(m) ⊂ ker(ΦE/K). Mais on a
[IK(m) : ker(ΦE/K)] = |G/G1| = [G : G1]
ΦL/K surjective
= [ΦL/K(IK(m)) : ΦL/K(H1(m))]
Lemme (6.1)
=
[IK(m) : H1(m)]
[H0(m) : H0(m) ∩H1(m)]︸ ︷︷ ︸
=H0(m)
= [IK(m) : H1(m)].
Donc, H1(m) = ker(ΦE/K) (restreint a` IK(m)) et donc H1 = H(E/K).
De´finition (8.13)
Soit E/K une extension de corps de nombres et H = {H(m) | f|m} une classe de sous-groupes de
congruence de K. Si H(m) ∈ H, on pose
HE(m˜) = {a ∈ IE(m˜) | NE/K(a) ∈ H(m)}.
Le lemme suivant montrera que tous les HE(m˜) sont des sous-groupes de congruence pour m˜ et sont
tous e´quivalents. On pose HE la classe de sous-groupes de congruence engendre´s par les HE(m˜). Le
conducteur de cette classe est donc un diviseur de f˜ ou` f est le conducteur de H. On ve´rifie aussi que si
K ⊂ E ⊂ F est une “tour” de corps de nombres, alors on a (HE)F = HF .
Lemme (8.14)
Sous les meˆmes hypothe`ses que pour la de´finition pre´ce´dente, alors tous les HE(m˜) sont des sous-
groupes de congruence pour m˜ et sont tous e´quivalents.
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Preuve
Puisque NE/K(E
∗
m˜
) ⊂ K∗m (partie b) du Lemme (5.2)), on en de´duit alors que NE/K(Pm˜) ⊂ Pm et
donc, de Pm ⊂ H(m) ⊂ IK(m), suit Pm˜ ⊂ HE(m˜) ⊂ IE(m˜). Donc HE(m˜) est bien un sous-groupe de
congruence pour m˜.
Supposons que m|m′ (par exemple on peut prendre m = f). On a donc H(m′) = H(m)∩ IK(m′). Alors
on a
HE(m˜′) = {a ∈ IE(m˜′) | NE/K(a) ∈ H(m′) = H(m) ∩ IK(m′)} ⊂ IE(m˜′) = IE(m˜′) ∩HE(m˜).
En effet : puisque m|m′, on a IK(m) ⊃ IK(m′) et donc IE(m˜) ⊃ IE(m˜′), il est clair que HE(m˜′) ⊂ IE(m˜′)∩
HE(m˜). Inversement, si a ∈ IE(m˜′) ∩ HE(m˜), alors NE/K(a) ∈ H(m) ∩ IK(m′), car NE/K(IE(m˜′)) ⊂
IK(m
′) par de´finition et NE/K(a) ∈ H(m) par hypothe`se. Cela prouve notre lemme.
The´ore`me (8.15)
Soit E/K une extension cyclique de corps de nombres et H une classe de sous-groupes de congruence
pour K. Supposons que HE ait un corps de classe L/E, alors H a aussi un corps de classe.
Preuve
Si f est le conducteur de H, choisissons un K-module m tel que f|m et tel que m˜ soit admissible pour
L/E (c’est possible en vertu du the´ore`me de re´ciprocite´ d’Artin (The´ore`me (7.14))). Alors
HE(m˜) = ker(ΦL/E : IE(m˜) −→ Gal(L/E)).
Nous allons montrer que l’extension L/K est galoisienne (meˆme abe´lienne) et que H(L/K) ⊂ H ce
qui achevera la preuve en vertu du The´ore`me (8.12).
a) L/K est galoisienne. En effet, soit σ : L→ C un K-morphisme (on peut voir L comme un sous-corps
de C). Il suffit de montrer que σ(L) = L. D’abord, σ(E) = E, puisque E/K est galoisienne. On a
que σ(L)/E est le corps de classe de σ(HE) ( on applique σ aux ide´aux des groupes de HE). Alors,
puisque m est un K-module, m˜ et invariant par σ, donc IE(m˜) l’est aussi, donc :
σ(HE(m˜)) = {σ(a) | a ∈ IE(m˜) et NE/K(a) ∈ H(m)}
= {a ∈ IE(m˜) | NE/K(σ|−1E (a)) ∈ H(m)}
= {a ∈ IE(m˜) | NE/K(a) ∈ H(m)}) = HE(m˜),
L’avant dernie`re e´galite´ vient du fait que σ|E est un K-automorphisme de E, donc un e´le´ment du
groupe de galois de E/K qui ne change pas la norme d’un ide´al. Cela prouve que σ(HE) = HE ,
donc que σ(L) = L par l’injectivite´ de la correspondance vue a` la Proposition (8.9).
b) L/K est abe´lienne. En effet, choisissons σ ∈ Gal(L/K) tel que σ|E engendre Gal(E/K) (qui est
cyclique par hypothe`se). Ainsi, tout e´le´ment µ ∈ Gal(L/K) est tel que µ|E = σa|E pour un certain
a ∈ Z. Ainsi, µ · σ−a = τ ∈ Gal(L/E). Ce qui veut dire que µ = σa · τ . Donc, pour montrer que
Gal(L/K) est abe´lien, il suffit de montrer que σ · τ = τ · σ pour tout τ ∈ Gal(L/E). Soit donc
un tel τ . Puisque l’application d’Artin est surjective (cf. The´ore`me (2.16)), il existe a ∈ IE(m˜)
tel que ΦL/E(a) = τ . On a donc στσ
−1 = σΦL/E(a)σ−1 = ΦL/E(σ(a)). Or, on a NE/K( aσ(a) ) =
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OK = 1H(m) ∈ H(m). Cela prouve que aσ(a) ∈ HE(m) = ker(ΦL/E) par hypothe`se. Et donc, on a
ΦL/E(σ(a)) = ΦL/E(a) = τ . On a alors prouve´ que σ · τ · σ−1 = τ donc, σ · τ = τ · σ. Ce qui montre
que L/K est abe´lienne. Elle est jolie cette preuve, vous ne trouvez pas ?
Terminons la preuve. Le raisonnement que nous venons de faire est valable pour tout K-module
multiple de m (c¸a ne change pas la classe). Donc on peut supposer en plus que m soit admissible pour
L/K. C’est-a`-dire que Pm ⊂ ker
(
ΦL/K : IK(m)→ Gal(L/K)
) ⊂ IK(m). D’autre part, puisque H est
une classe de sous-groupe de congruence, on a aussi Pm ⊂ H(m) ⊂ IK(m). Comme m˜ est admissible
pour L/E et que HE(m˜) = ker(ΦL/E : IE(m˜) → Gal(L/E)), on a en vertu du corollaire du The´ore`me
(0.7) que NL/E(IL(
˜˜m)) ⊂ HE(m˜), ou` ˜˜m est le L-module au-dessus de m et de m˜. Ce qui veut dire par
de´finition et par proprie´te´ de la norme que NL/K(IL(
˜˜m)) ⊂ H(m). Ainsi, on a :
Pm ⊂ Pm ·NL/K(IL( ˜˜m)) ⊂ H(m) ⊂ IK(m).
Puisque m est admissible pour L/K, le Lemme (7.2) montre que Pm ·NL/K(IL( ˜˜m)) = ker (ΦL/K |IK(m)) .
On a donc prouve´ que H(L/K) ⊂ H et donc, en vertu du The´ore`me (8.12), que H a aussi un corps de
classe.
The´ore`me (8.16)(re´duction)
Le the´ore`me d’existence (notre The´ore`me (8.10)) est vrai si on montre le re´sultat suivant :
Si H est une classe de sous-groupes de congruence de K et s’il existe un entier n tel que
a) K contient une racine primitive n-ie`me de l’unite´
b) n est un exposant de IK/H (rappel : l’exposant d’un groupe est le ppcm des ordres de ses e´le´ments,
par extension, un exposant est un entier n tel que xn est l’e´le´ment unite´ pour tout x dans le groupe),
alors H admet un corps de classe.
Preuve
Supposons donc le re´sultat de´montre´ et soit H une classe de sous-groupes de congruence d’un corps
de classe K. Posons n l’exposant de IK/H, soit β un racine primitive n-ie`me de l’unite´ et E := K(β).
Montrons que n est un exposant pour IE/HE. On choisit des corps Ki tels que
K = K1 ⊂ K2 ⊂ · · · ⊂ Kt = K(β) = E,
et tels que Ki/Ki−1 soit cyclique, pour tout i = 2, . . . , t (partant de E, on prend le corps fixe par le
sous-groupe engendre´ par un e´le´ment, qui donne Kt−1, etc..., jusqu’a` obtenir K). On de´finit alors les
classes suivantes : H1 = H,H2, . . . ,Ht = HE , Hi e´tant la classe de sous-groupes de congruence de Ki
de´finies pour tout i > 1 par
Hi = (Hi−1)Ki = HKi .
La dernie`re e´galite´ vient de la remarque vue dans la de´finition deHE . Montrons que IKi/Hi est d’exposant
n pour chaque i. C’est vrai par hypothe`se si i = 1. Supposons donc par re´currence que c’est vrai pour
i ≥ 1. Soit Hi(m) ∈ Hi le sous-groupe de congruence correspondant au Ki-module m. Supposons que
le conducteur de Hi+1 divise m˜. Alors on a Hi+1(m˜) = {a ∈ IKi+1(m˜) | NKi+1/Ki(a) ∈ Hi(m)} ∈ Hi+1.
Soit a ∈ IKi+1(m˜). Alors, NKi+1/Ki(an) = (NKi+1/Ki(a))n ∈ IKi(m)n
h.r.⊂ Hi(m). Donc, an ∈ Hi+1(m˜).
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Pre´paration a` la formation des classes
Cela prouve que n est un exposant de IKi+1/Hi+1 ≃ IKi+1(m˜)/Hi+1(m˜). Ainsi, n est un exposant de
IE/HE. Nous sommes donc bien dans l’hypothe`se du re´sultat accepte´. Donc, en cascade, chaque Hi (et
en particulier H) admet un corps de classe, en vertu du The´ore`me (8.15).
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Chapitre 9 :
Quelques re´sultats sur la the´orie des n-extensions de Kummer,
et calcul d’un nouvel indice
Interrompons un instant le propos pour donner quelques re´sultats que nous utiliserons par la suite
comme lemmes.
De´finition (9.1)
Une extension L/K de corps est dite n-extension de Kummer si K contient une racine primitive
n-ie`me de l’unite´, si L/K est abe´lienne et si n est un exposant de Gal(L/K). Il est e´vident que si K
contient une racine primitive n-ie`me de l’unite´, elle contient toutes les autres racines n-ie`me de l’unite´
(d’une meˆme cloˆture alge´brique de K).
The´ore`me (9.2)
Si L/K est une n-extension de Kummer de degre´ fini et M = M(L/K) = {α ∈ L∗ | αn ∈ K∗}, alors
Mn est un sous-groupe de K∗ contenant K∗n, Mn/K∗n est fini et L = K({ n√x | x ∈ Mn}). De plus,
l’application L/K 7→M(L/K)n est une bijection de l’ensemble des n-extensions de Kummer finies de K
et l’ensemble des sous-groupes W de K∗ tels que W ⊃ K∗n et W/K∗n est fini. En outre, on a
W/K∗n
canonique≃ ̂Gal(L/K) non canonique≃ Gal(L/K),
ou` ̂Gal(L/K) est le groupe de caracte`re de Gal(L/K).
Preuve
Soit donc L/K une n-extension de Kummer et M = {α ∈ L∗ | αn ∈ K∗}. Il est clair que M est un
sous-groupe de L∗ contenant K∗n. Posons G = Gal(L/K) et µn le groupe de racines n-ie`me de l’unite´.
Pour chaque α ∈M , on de´finit
ψ(α) : G −→ µn
σ 7−→ ψ(α)(σ) := σ(α)
α
.
C’est une application bien de´finie, puisque α ∈ M :
(
σ(α)
α
)n
= σ(α
n)
αn =
αn
αn = 1. On ve´rifie facilement
que ψ(α) est un homomorphisme (un caracte`re de G) pour tout α. En effet,
ψ(α)(στ) =
σ(τ(α))
α
=
σ(τ(α))
τ(α)
· τ(α)
α
(∗)
=
σ(α)
α
· τ(α)
α
= ψ(α)(σ) · ψ(α)(τ).
L’e´galite´ (∗) vient du fait que σ(α)α est une racine n-ie`me de l’unite´ donc appartient a` K et donc, pour
tout τ ∈ G, σ(α)α = τ(σ(α)α ) = τ(σ(α))τ(α) = σ(τ(α))τ(α) . Et on voit donc facilement que ψ : M → Ĝ est un
homomorphisme de groupe. Voyons son noyau : α ∈ ker(ψ) ⇐⇒ σ(α)α = 1 pour tout σ ∈ G ⇐⇒ α ∈
K∗. Ainsi, ψ induit un homomorphisme injectif
ψ : M/K∗ −→ Ĝ
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qui est parfois appele´ “Kummer pairing”. L’e´le´vation a` la puissance n et le passage au quotient induisent
une application surjective M → Mn → Mn/K∗n. L’e´le´ment x ∈ M est dans le noyau si et seulement
s’il existe y ∈ K∗ tel que xn = yn. Cela veut dire que xy := z est une racine n-ie`me de l’unite´, donc
z ∈ K∗, ce qui veut dire que x = z ·y ∈ K∗ et donc queM/K∗ ≃Mn/K∗n. Montrons que ψ (donc ψ) est
surjectif : soit χ un caracte`re de Ĝ/im(ψ). On peut voir χ comme un caracte`re de Ĝ trivial sur im(ψ).
Dans tout ouvrage traitant des caracte`res [cf. Fr.-Tay., (A9). p. 331 ], on peut voir que les caracte`res
de Ĝ sont les e´valuations de G, i.e. il existe σ ∈ G tel que χ(ω) = ω(σ), pour tout ω ∈ Ĝ. Dans notre
cas, ce σ a donc la proprie´te´ que ω(σ) = 1 pour tout ω ∈ im(ψ). C’est-a`-dire ψ(α)(σ) = 1 pour tout
α ∈ M ; ou encore σ(α) = α pour tout α ∈ M . Pour conclure que σ = 1 (donc que χ = 1 et donc que
Ĝ = im(ψ)), il suffit de montrer que M engendre L sur K. Le groupe G e´tant abe´lien, l’extension L/K
est une composition de sous-extensions cycliques L1/K, . . . , Lk/K (voir le de´but de la de´monstration de
la re´ciprocite´ d’Artin pour plus de de´tail (The´ore`me (7.14))) et il suffit donc de montrer que pour tout
i = 1, . . . , k, M contient un ge´ne´rateur de Li/K. On va le faire pour L1 (les autres cas seront identiques).
Soit d = [L1 : K]. On a d|n; soit ζ une racine primitive d-ie`me de l’unite´ (par hypothe`se, ζ ∈ K). Soit
C = Gal(L1/K) et σ1 un ge´ne´rateur de C. Puisque, ζ ∈ K, NL1/K(ζ) = ζ
d
= 1, par le The´ore`me de
Hilbert 90 (cf. [La1, Thm. 6.6.1, p. 298]), il existe α ∈ L1 tel que σ1(α) = ζ ·α. En e´levant a` la puissance
d, on obtient σ1(α
d) = αd, c’est-a`-dire que a := αd ∈ K. A fortiori, αn ∈ K, ce qui veut dire que α ∈M .
Conside´rons le polynoˆme Xd − a. On veut montrer que ce polynoˆme est irre´ductible dans K[X ]. Dans
L1[X ], on a X
d − a =∏d−1i=0 (X − ζiα). Supposons que Xd − a soit divisible par un polynoˆme f ∈ K[X ],
unitaire de degre´ l, avec 0 < l < d. Alors le coefficient constant de ce polynoˆme doit eˆtre de la forme
±ε · αl, ou` ε est une racine d-ie`me de l’unite´; ce qui implique (puisque les racines d-ie`me de l’unite´ sont
dans K) que αl ∈ K, cela est impossible puisque σ1(αl) = ζ l ·αl et ζ l 6= 1. On a donc montre´ que Xd−a
est irre´ductible dans K[X ], ce qui montre que α engendre L1 sur K. En de´finitive, on a montre´ que
Mn/K∗n ≃M/K∗ ψ≃ Ĝ ≃ G (∗)
donc que Mn/K∗n est fini. On a aussi montre´ que
L = K({x | x ∈M}) = K({ n√x | x ∈Mn}),
la dernie`re e´galite´ venant e´videmment du fait que les racines de l’unite´ sont dans K.
Enfin, soit W un sous-groupe de K∗ contenant K∗n tel que W/K∗n soit fini. Posons L = K({ n√x |
x ∈W}). La finitude de W/K∗n fait que L = K( n√α1, . . . , n√αm), ou` α1, . . . , αm engendrent W modulo
K∗n (on utilise toujours que µn, l’ensemble des racines n-ie`me de l’unite´, est dans K). Donc, L/K est
une extension finie. Clairement, L/K est galoisienne, car les conjugue´s des racines n-ie`me des αi sont
dans L. Si σ ∈ Gal(L/K), on a, pour tout i, σ( n√αi) = ωi,σ · n√αi, avec ωi,σ ∈ µn ⊂ K. Graˆce a` cela,
on montre que tre`s facilement que Gal(L/K) est abe´lien et admet n comme exposant. En bref, L/K est
une n-extension de Kummer.
Pour achever la preuve, il suffit de montrer que W =Mn, ou` M =M(L/K). Trivialement, W ⊂Mn.
On sait de´ja`, graˆce a` (∗) que [Mn : K∗n] = [L : K], il suffit donc de montrer que [L : K] ≤ [W : K∗n].
Supposons que l’ordre de αi modulo K
∗n est di et que les αi correspondent a` une pre´sentation deW/K∗n
comme produit de groupes cycliques :
W/K∗n ≃< α1 mod K∗n > × · · ·× < αm mod K∗n > .
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Alors, [W : K∗n] = d1 · · · dm. Par de´finition de di, on a αdii = βni , avec βi ∈ K∗, donc on peut supposer
(quitte a` remplacer βi par βi fois une racine n-ie`me de l’unite´) que ( n
√
αi)
di = βi. Ainsi n
√
αi est une
racine de Xdi − βi et donc le degre´ de n√αi sur K est ≤ di. Enfin, on a
[L : K] =[K( n
√
α1, . . . , n
√
αm) : K( n
√
α1, . . . , n
√
αm−1)] · [K( n√α1, . . . , n√αm−1) : K( n√α1, . . . , n√αm−2)]
· · · [K( n√α1) : K] ≤ [K( n√αm) : K] · · · [K( n√α1) : K] ≤ dm · · · d1 = [W : K∗n]
,
ce qui montre le the´ore`me.
Passons maintenant a` un tout autre re´sultat qui ge´ne´ralise quelque peu le the´ore`me des unite´s de
Dirichlet.
De´finition (9.3)
Soit S un ensemble de places d’un corps de nombre K. On de´finit
K∗S = {a ∈ K∗ | vp(aOK) 6= 0⇒ p ∈ S}.
Il va sans dire que si on ajoute ou enle`ve une place infinie a` S, on de change pas l’ensemble K∗S . On
supposera donc que S contienne toutes le place infinie (ainsi, l’e´nonce´ du the´ore`me suivant sera plus
e´le´gant). On pose
IK [S] le sous-groupe de IK engendre´ par les ide´aux premiers p ∈ S.
The´ore`me (9.4)(The´ore`me de Dirichlet-Chevalley-Hasse)
Soit K un corps de nombres et S un ensemble fini de places de K. On suppose que S contienne toutes
les places infinies. Alors K∗S est le produit direct d’un groupe cyclique fini (le groupe des racines de
l’unite´ de K) et d’un groupe abe´lien libre de rang |S|−1. On remarque que si S est l’ensemble des places
infinies, alors K∗S = UK et qu’on retrouve le the´ore`me classique des unite´s de Dirichlet
Preuve
Posons S0 l’ensemble des places finies de S. On a une suite exacte
1 −→ UK −→ K∗S ι−→ IK [S0]
ou` l’application ι est de´finie par ι(a) = a · OK . Soit h = hK = |IK/PK |. Il est clair que IK [S0]h ⊂
ι(K∗S) ⊂ IK [S0] (cf. [Sam, §4.2, The´ore`me 2, p. 71 ). Ainsi, ι(K∗S) est un groupe abe´lien libre de
meˆme rang que IK [S0] qui est |S0|. Puisque la suite exacte ci-dessus est forme´e de groupes abe´liens, elle
est scinde´e, donc K∗S ≃ ι(K∗S) × UK . Or, le the´ore`me classique de Dirichlet sur les unite´s (cf. [Sam,
The´ore`me 1, §4.4, p. 72]) nous apprend que UK est le produit direct du groupe des racines de l’unite´s de
K et d’un groupe abe´lien libre de rang |S \ S0| − 1. Cela prouve le the´ore`me.
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Corollaire (9.5)
Sous les meˆmes hypothe`ses que le the´ore`me pre´ce´dent, supposons de plus que K contienne une racine
primitive n-ie`me de l’unite´. Alors on a
[K∗S : (K∗S)n] = n|S|.
Preuve
Le the´ore`me pre´ce´dent nous montre que K∗S ≃< g > ×Z|S|−1, ou` g est une racine de l’unite´. Par
hypothe`se, g est d’ordre un multiple de n. Alors (K∗S)n ≃< gn > ×(nZ)|S|−1. D’ou`, par proprie´te´ de g,
K∗S/(K∗S)n ≃ Z/nZ× (Z/nZ)|S|−1 = (Z/nZ)|S|.
Un nouveau calcul d’indice
De´finition (9.6)
Supposons que K contienne une racine primitive n-ie`me de l’unite´ et soit m un K-module. On pose
c(m) = [K∗ : K∗nK∗m].
The´ore`me (9.7)
Soit K un corps de nombres contenant une racine primitive n-ie`me de l’unite´
a) Si m1 et m2 sont des K-modules premiers entre eux, alors,
c(m1m2) = c(m1) · c(m2).
Il suffit donc de calculer c(m) lorsque m = pt ou` p est une place finie ou infinie de K.
b) Si m = p est une place infinie re´elle, alors
c(m) = 2.
c) Si m = pt ou` t ∈ N et p est un ide´al premier de K, alors, si t est assez grand, on a :
c(m) = n2 · [Op : n · Op] = [O(p) : n · O(p)],
ou` Op est le comple´te´ localise´ de OK en p et O(p) est le localise´ de OK en p.
Preuve
Le the´ore`me d’approximation de´bile (The´ore`me (0.3)) nous dit que K∗/K∗m1m2 ≃ K∗/K∗m1×K∗/K∗m2.
Or, les puissances n-ie`mes se correspondent, donc
K∗nK∗m1m2/K
∗
m1m2
≃ K∗nK∗m1/K∗m1 ×K∗nK∗m2/K∗m2 .
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En quotientant, on trouve
K∗/(K∗nK∗m1m2) ≃ K∗/(K∗nK∗m1)×K∗/(K∗nK∗m2),
ce qui montre la partie a).
b) Si m = p est une place infinie re´elle, alors n = 2 (puisque K contient une racine n-ie`me de l’unite´
et posse`de un plongement re´el). Si σ est le plongement associe´ a` p, l’homomorphisme surjectif
K∗ → {±1}, x 7→ sgn(σ(x)) a pour noyau {x ∈ K∗ | σ(x) > 0} = K∗m = K∗2K∗m, ce qui montre la
partie b).
c) Supposons que m = pt ou` t ∈ N et p est un ide´al premier de K. Coupons notre indice en deux :
c(m) = [K∗ : K∗nK∗(m)] · [K∗nK∗(m) : K∗nK∗m],
ou` K∗(m) est le groupe des unite´s du localise´ de OK en p (autrement dit : K∗(m) = U(O(p)) ).
Calculons le premier terme : nous savons que O(p) est un anneau de Dedekind a` quotient fini n’ayant
qu’un seul ide´al premier, c’est donc un anneau de valuation discre`te. Il existe donc une uniformisante
π c’est -a`-dire que πO(p) = pO(p) et ainsi, tout e´le´ment de K
∗ s’e´crit de manie`re unique πk · u, avec
k ∈ Z et u ∈ K∗(m). On a donc un isomorphisme de groupe K∗ ≃ Z×K∗(m). Via cet isomorphisme,
on a que K∗n ≃ nZ×K∗(m)n et K∗(m) ≃ {0} ×K∗(m). Ce qui donne K∗nK∗(m) ≃ nZ×K∗(m)
et donc K∗/(K∗nK∗(m)) ≃ Z/nZ, ce qui prouve que
[K∗ : K∗nK∗(m)] = n.
Calculons le second terme. La composition d’applications naturelles K∗(m) → K∗nK∗(m) →
(K∗nK∗(m))/(K∗nK∗m) est surjective. Son noyau est K
∗(m) ∩ K∗nK∗m = K∗(m)nK∗m (car K∗m ⊂
K∗(m)). Donc,
[K∗nK∗(m) : K∗nK∗m] = [K
∗(m) : K∗(m)nK∗m].
Notons p˜ = pO(p). On se souvient que l’homomorphisme surjectif O(p) → O(p)/p˜t induit un homo-
morphisme O∗K(p) = K
∗(m) → (O(p)/p˜t)∗ (cf. preuve du Lemme (5.8)). Puisque O(p) est local, alors
1 + p˜t ⊂ K∗(m), donc cet homomorphisme est surjectif et son noyau est 1 + p˜t = K∗m . On a aussi
(O(p)/p˜
t)∗ ≃ (Op/p̂t)∗ = Up/(1 + p̂t) = Up/U (t)p , ou` Up = O∗p, U (t)p = 1 + p̂t et l’avant dernie`re e´galite´
vient aussi du fait que Op est local. AinsiK
∗(m)/K∗m ≃ Up/U (t)p . On a montre´ au passage queK∗(m)/K∗m
e´tait fini. Comme avant, passant au quotient par les puissances n-ie`mes, on obtient :
K∗(m)/(K∗(m)n ·K∗m) ≃ Up/(Unp · U (t)p ).
Or, si t est assez grand, on a prouve´ a` la Proposition (5.11) que U
(t)
p ⊂ Unp . Ainsi, si t est assez grand,
on a
c(m) = n · [Up : Unp ]. (∗)
Il nous reste donc a` calculer l’indice [Up : U
n
p ]. Pour cela, nous allons utiliser la q-machine (q pour
“quotient de Herbrand”) : conside´ronsG un groupe cyclique d’ordre n. Tous les G-modulesM conside´re´s
seront conside´re´s comme triviaux (σ ·x = x pour tout x ∈M et σ ∈ G). Soit doncM un tel module, note´
multiplicativement. Dans ce cas, H0(M) = ker∆/ImN = M/Mn et H1(M) = {x ∈ M | xn = 1}/{1}.
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Ainsi, |H0(Up)| = [Up : UnP ] et |H1(UP ) = n, car par hypothe`se K contient les racines n-ie`me de 1. Cela
implique alors graˆce a` (∗) que
c(m) =
n2
q(Up)
. (∗∗)
Puisque, pour tout s entier, on a Up/U
(s)
p ≃ U(Op/p̂s), on a [Up : U (s)p ] < ∞ ainsi, en vertu du Corol-
laire (4.7), on a q(Up) = q(U
(s)
p ). Le Corollaire (5.10) nous montre que si s est assez grand, alors
l’application log est un isomorphisme de U
(s)
p sur p̂
s. Et puisque [Op : p̂
s] < ∞, le Corollaire (4.7)nous
montre que
q(Up) = q(p̂
s) = q(Op),
ou` la structure de p̂s et de Op est maintenant additive, mais toujours triviale. On peut calculer q(Op)
directement : H0(Op) = Op/nOp et H
1(Op) = {0}. Ainsi, q(Op) = 1[Op:nOp] . Finalement, la relation
(∗∗) nous donne
c(m) = n2 · [Op : nOp] = n2 · [O(p) : nO(p)]
la dernie`re e´galite´ venant du fait que Op/nOp ≃ O(p)/nO(p) [cf. Fr-Tay Th. 11 + Cor, p.77].
Interlude
Nous allons prouver en passant un re´sultat bien connu. Il s’agit de la re´ciprocite´ quadratique. Ceci
explique pourquoi on appelle le The´ore`me (7.14) le The´ore`me de re´ciprocite´ d’Artin. Evidemment, ce
n’est pas la preuve la plus directe de ce re´sultat...
De´finition (9.8)
Soit n ∈ N et K un corps de nombres contenant une racine primitive n-ie`me de l’unite´ ζn. Soit
p ∈ P0(K) premier a` n, et α ∈ OK \ p. Il est clair que αN(p)−1 ≡ 1 (mod p). Donc l’image de α dans
F := OK/p note´e α est telle que αN(p)−1 = 1. Ainsi, α
N(p)−1
n est une racine n-ie`me de l’unite´ dans F. Par
le Lemme (0.13), il existe une unique racine n-ie`me de l’unite´ dans K, note´e
(
α
p
)
n
telle que(
α
p
)
n
≡ α N(p)−1m (mod p).
On e´tend cette application (appele´e symbole de puissance n-ie`me re´siduelle) multiplicativement au
niveau des de´nominateurs. Cela donne un homomorphisme de groupe(α
·
)
: IK(m) −→ µn
a 7−→
(α
a
)
n
en posant µn l’ensemble des racines n-ie`me de l’unite´ de C et en supposant que m est n’importe quel
K-module divisible pas des ide´aux premiers qui ne contiennent pas n · α.
Lemme (9.9)
Sous les meˆmes hypothe`ses que la de´finition pre´ce´dente, on a
a)
(
α
p
)
n
=
(
β
p
)
n
si α ≡ β (mod p).
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b)
(
α
p
)
n
≡ α N(p)−1n (mod p) pour tout α ∈ OK .
c)
(
αβ
p
)
n
=
(
α
p
)
n
·
(
β
p
)
n
.
d)
(
α
p
)
n
= 1 si et seulement s’il existe β ∈ OK \ p tel que α ≡ βn (mod p).
e) Si n = 2, ζ2 = −1 et K = Q, on retrouve le symbole de Legendre : soit q ∈ P(Q) et a ∈ Z avec
(a, q) = 1,
(
a
q
)
= 1 si l’e´quation x2 ≡ a (mod q) est re´soluble et −1 sinon.
f) l’application a 7→
(
a
q
)
est un homomorphisme surjectif de (Z/2pZ)∗ = F∗p sur {±1}.
Preuve
Les parties a), b) et c) de´coulent de la de´finition. Pour la partie d), posons q = N(p). S’il existe
β ∈ Ok \ p tel que α ≡ βn (mod p), alors α q−1n ≡ (βn) q−1n = βq−1 ≡ 1 (mod p). Re´ciproquement, si(
α
p
)
n
= 1, alors α
q−1
n ≡ 1 (mod p). On se souvient que F∗ est un groupe cyclique engendre´ par un
e´le´ment disons γ. Donc α ≡ γs (mod p) pour un certain 1 ≤ s ≤ q−1. Ainsi α q−1n ≡ γs· q−1n ≡ 1 (mod p).
Ainsi, l’ordre de γ qui est q − 1 divise s · q−1n , c’est a` dire que n divise s, disons, s = kn. Finalement,
α ≡ (γk)n = βn (mod p) en posant β = γk. La partie e) est un corollaire imme´diat de la partie d). La
partie f) suit de la partie c) et du fait que l’application de x 7→ x2 est un endomorphisme de F∗p de noyau
±1; donc cet endomorphisme n’est pas injectif donc pas surjectif.
The´ore`me (9.10)
Soit K un corps de nombres contenant une racine primitive n-ie`me de l’unite´, α ∈ OK , m un K-
module divisible par n · αOK . Notons L = K( n
√
α). Puisque K contient les racines n-ie`me de l’unite´,
il est e´vident que L/K est une extension galoisienne, c’est meˆme une n-extension de Kummer, donc on
se souvient de l’homomorphisme injectif ψ( n
√
α) : Gal(L/K) → µn vu lors de la preuve du The´ore`me
(9.2). Alors, le diagramme suivant commute :
µn
IK(m) Gal(L/K)
(
α
·
)
n
ΦL/K
ψ( n
√
α)
Preuve
Remarquons tout d’abord que les ide´aux premiers de K qui ramifient dans L divisent n · α. En
effet, supposons que p ∈ P0(K) ramifie dans L. Cela veut dire que p divise le discriminant de L/K (cf.
[Sam,Thm.1, Chap. 5, p.88]). Or, puisque α est entier, le discriminant de L/K divise le discriminant
de OK [ n
√
α]/OK qui lui-meˆme divise le discriminant de f := X
n − α (cf. [Sam, prop. 1, Chap. 2,p.46]
et la de´finition du discriminant d’un polynoˆme [Fr-Tay, rel. 1.5 et 1.9, pp.10-11]). Et finalement, si
f =
∏n
i=1(X − αi) avec α1 = n
√
α, on a
±Disc(f) =
∏
i6=j
(αi − αj) =
n∏
i=1
f ′(αi) = nn ·
n∏
i=1
αn−1i = n
n · αn−1 · (rac. de l’unite´).
Donc, l’application ΦL/K est bien de´finie. Soit p ∈ IK(m). Pour prouver le the´ore`me, il suffit de prouver
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que
FrobL/K(p)(
n
√
α) =
(
α
p
)
n
· n√α. (∗)
D’une part, on a FrobL/K(p)(
n
√
α) = ω· n√α, avec ω ∈ µn. D’autre part, par de´finition de l’automorphisme
de Frobenius, FrobL/K(p) ≡ ( n
√
α)
N(p)
(mod p · OL). Mais ( n
√
α)
N(p)
= α
N(p)−1
n · n√α ≡
(
α
p
)
n
· n√α
(mod p ·OL). Donc ω · n
√
α ≡
(
α
p
)
n
· n√α (mod p ·OL). Or, n
√
α est premier a` p ·OL par hypothe`se, donc
ω ≡
(
α
p
)
n
(mod p · OL) et finalement, ω =
(
α
p
)
n
en vertu du Lemme (0.13).
Corollaire (9.11)
Sous les meˆmes hypothe`ses, on suppose de plus que m est admissible pour L/K (c’est possible, en
vertu du the´ore`me de re´ciprocite´ d’Artin (The´ore`me (7.14))) et on note G l’image de Gal(L/K) par
ψ( n
√
α). Alors
(
α
·
)
n
induit un homomorphisme surjectif IK(m)/Pm → G, qu’on notera encore
(
α
·
)
n
.
Preuve
Puisque m est admissible pour L/K, Pm ⊂ ker(ΦL/K), donc en vertu du the´ore`me pre´ce´dent, Pm ⊂
ker(
(
α
·
)
n
), et on conclut en se souvenant que ΦL/K est surjective (cf. The´ore`me (2.16)).
Corollaire (9.12)(re´ciprocite´ quadratique)
Si p et q sont des nombres premiers impairs, alors on a(
p
q
)
·
(
q
p
)
= (−1) p−12 · q−12 .
preuve
Le The´ore`me (0.14) nous apprend que Q(ζp) est le corps de la classe d’e´quivalence du groupe de
congruence Pn, ou` n est le Q-module (p) · ∞, ou` ∞ est l’unique place infinie de Q. Or, on sait que
Q(ζp)/Q est une extension cyclique d’ordre p−1 pair. Par la the´orie de Galois, Q(ζp) contient une unique
extension quadratique de Q. Dans cette extension, p est le seul nombre premier qui ramifie (car c’est le
seul qui ramifie dans Q(ζp)). Or, on sait que le discriminant de Q(
√
m) =
{
4m si m ≡ 2, 3 (mod 4)
m si m ≡ 1 (mod 4)
(cf. [Sam, exemple, p. 89]) et qu’un nombre premier ramifie si et seulement s’il divise ce discriminant
(cf. [Sam, Thm. 1, p. 88]). Ainsi, puisque 2 ne ramifie pas, ce discriminant vaut ±p ≡ 1 (mod 4). Donc
ce sous-corps est Q(
√
p∗), ou` p∗ = (−1) p−12 · p.
On a vu lors de la remarque qui suit le Lemme (7.3) que que (p) ·∞ e´tait admissible pour l’extension
Q(ζp)/Q. Donc, par le Lemme (7.4), (p) · ∞ est aussi admissible pour Q(
√
p∗)/Q, et donc, par le
Lemme (7.3), (2p)·∞ =: m est admissible pour Q(√p∗)/Q. On peut donc appliquer le corollaire pre´ce´dent
avec K = Q, n = 2 et α = p∗. Dans ce cas, l’application ψ := ψ(
√
p∗) : Gal(Q(
√
p∗)/Q)→ µ2 = {±1}
est un isomorphisme, car si σ 6= Id, on a σ(√p∗) = ψ(σ) · √p∗ = (−1) · √p∗. Donc, G = µ2. On
a donc par le corollaire pre´ce´dent un homomorphisme surjectif
(
p∗
·
)
2
: IQ(m)/Pm → µ2. Or, on a
montre´ que IQ(m)/Pm ≃ (Z/2pZ)∗ ≃ (Z/pZ)∗ (cf. The´ore`me (0.14)). D’ou` un homomorphisme surjectif
ϕ : (Z/pZ)∗ → µ2. Soit q un premier impair diffe´rent de p. Suivons a` la trace l’image de q mod p par
ϕ. On a q mod p 7→ q mod 2p 7→ qZ mod Pm 7→
(
p∗
qZ
)
2
Lemme (9.9)
=
(
p∗
q
)
. En bref, ϕ(q mod p) =
(
p∗
q
)
.
D’autre part, la partie f) du Lemme (9.9) montre que
(
·
p
)
: (Z/pZ)∗ → µ2 est aussi un homomorphisme
surjectif. Le noyau de cette application est un sous-groupe d’indice 2 de (Z/pZ)∗ qui est cyclique (cf.
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[Jac1, Theorem 2.8, p.132]). Or, il n’ y a qu’un sous-groupe d’indice donne´ dans un groupe cyclique.
Cela montre que
(
·
p
)
et ϕ ont le meˆme noyau. Puisque leur image est µ2, c’est force´ment les meˆmes
applications. Cela montre que
(
p∗
q
)
=
(
q
p
)
. De cela et des parties b) et c) du Lemme (9.9), on tire
finalement(
p
q
)
·
(
q
p
)
=
(
p
q
)
·
(
p∗
q
)
=
(
p
q
)
·
(
p
q
)
·
(
(−1) p−12
q
)
=
(−1
q
) p−1
2
= (−1) p−12 · q−12 .
Les esprits chagrins re´torquerons que c’est la preuve la plus complique´e de ce fameux the´ore`me et
qu’on ne montre meˆme pas que
(
2
p
)
= (−1) p
2−1
8 . Et ils auraient raisons ! Mais au moins, on comprend
le lien entre re´ciprocite´ d’Artin et re´ciprocite´ quadratique. Nous ne faisons donc ici qu’expliquer un mot.
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Le the´ore`me principal du corps de classe
Rappelons l’e´nonce´ de ce the´ore`me, que nous avons de´ja` e´nonce´ au Chapitre 8 (The´ore`me (8.10)) :
The´ore`me (10.1) (The´ore`me d’existence du corps de classe)
Soit K un corps de nombres. Alors pour toute classe H d’e´quivalence de sous-groupes de congruence
de K, il existe une extension abe´lienne L/K telle que H = H(L/K). On dit alors que L/K est le corps
de classe de H (on devrait plutoˆt dire le corps de la classe H).
Rappelons encore exactement de quoi il s’agit : un sous-groupe H de IK est dit “de congruence”
s’il existe un K-module m tel que Pm ⊂ H ⊂ IK(m). Deux groupes de congruences H1 et H2 sont
dit e´quivalents s’il existe un K-modules m′′ tel que H1 ∩ IK(m′′) = H2 ∩ IK(m′′). On a montre´ au
Corollaire-De´finitions (8.5) que si H est une classe d’e´quivalence alors il existe un K-module f tel que
H = {H(m) | f|m}, avec H(m) = H(f) ∩ IK(m), et que tous les groupes IK(m)/H(m) avec f|m sont
isomorphe, on note ce groupe IK/H (cf. De´finition (8.11)) . D’autre part, si L/K est une extension
abe´lienne de K de degre´ fini, alors les noyaux des applications d’Artin ΦL/K : IK(m) → Gal(L/K)
forment sont e´quivalents et la classe de telle groupe ce note H(L/K). Puisque l’application d’Artin est
surjective (cf. The´ore`me (2.16)), dans ce cas, on a donc IK/H(L/K) ≃ Gal(L/K). Au Chapitre 8
(Proposition (8.9)) on a montre´ que l’application
L/K 7−→ H(L/K)
e´tait une application injective de l’ensemble des extensions abe´liennes finies de K (incluses dans C) dans
l’ensemble des classes d’e´quivalences de sous-groupes de congruence pour K. Le The´ore`me (10.1) dit
simplement que cette application est surjective.
Rappelons aussi qu’en vertu du The´ore`me (8.16) qu’il suffit de prouver ce re´sultat dans le cas ou` K
posse`de une racine primitive n-ie`me de l’unite´ et que n est un exposant du groupe IK/H.
Mais avant cela, il va falloir de´montrer un gros the´ore`me (duˆ vraisemblablement a` Herbrand) qui aura
comme corollaire imme´diat ce qu’on recherche. Donnons donc le cadre de ce the´ore`me qui est, il faut
bien l’avouer, un peu surprenant :
On suppose que K posse`de une racine primitive n-ie`me de l’unite´. On pose S1 et S2 deux ensembles
finis de places telles que S1 ∩ S2 = ∅ et S = S1 ∪ S2 remplit les trois conditions suivantes :
i) S contient toutes les places infinies.
ii) S contient toutes les places finies p telles que p|n · OK
iii) S contient toutes les places finies p telles que p|a1 · · · ak, ou` a1, . . . , ak est un syste`me fixe´ de
repre´sentants de toutes les classes de IK modulo PK
Soit m1 (resp. m2) unK-module tel que l’ensemble de places qui divisentm1 (resp. m2) soit exactement
les places non complexes de S1 (resp. S2).
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On de´finit deux sous-groupes de congruence
H1 = Pm1 · (IK(m1))n · IK [S2] ⊂ IK(m1)
H2 = Pm2 · (IK(m2))n · IK [S1] ⊂ IK(m2)
Il est clair que H1 est de´finit modulo m1 et que H2 est de´finit modulo m1. On de´finit aussi les
sous-groupes de K∗ suivants
W1 = K
S ·K∗n ∩K∗m2
W2 = K
S ·K∗n ∩K∗m1.
Le lecteur attentif aura remarque´ qu’on a “croise´” les indices ! Et finalement, pour i = 1, 2, on pose
Li = K(
n
√
Wi).
On remarque de´ja` que les extensions Li/K sont de degre´ fini. En effet : on voit facilement que l’image de
Wi par l’application K
∗ → K∗/K∗n est WiK∗n/K∗n. Et on a WiK∗n/K∗n ⊂ KSK∗n/K∗n thm.d
′isom≃
KS/KS ∩K∗n = KS/(KS)n, qui est un groupe d’ordre n|S| par le the´ore`me Dirichlet-Chevalley-Hasse
(cf. Corollaire (9.5)). Ainsi, on voit aise´ment (en utilisant un meˆme raisonnement qu’au The´ore`me (9.2))
que les extensions Li/K sont des n-extensions de Kummer. Par le meˆme The´ore`me (9.2), on a :
Gal(Li/K) ≃WiK∗n/K∗n thm.d
′isom≃ Wi/(Wi ∩K∗n). (∗)
The´ore`me (10.2)
Sous les meˆmes hypothe`ses et en supposant que les ide´aux premiers finis qui divisent m1 et m2
apparaissent dans m1 et m2 a` des puissances suffisamment grandes, alors, pour i = 1, 2, on a :
Hi ∈ H(Li/K) et mi est admissible pour Li/K.
Preuve
(I) On suppose que pour chaque ide´al premier p qui divise m1 (resp. m2), la puissance p
t|m1 (resp.
m2) soit assez grande pour que U
(t)
p ⊂ Unp . (cf. Proposition (5.11)). Alors on affirme que toute
place de S1 (resp. S2) se de´compose comple`tement dans L2 (resp. L1). En effet, prouvons-le pour
p ∈ S1 (la preuve pour un e´le´ment de S2 est identique). Il suffit de montrer que [L2P : Kp] = 1 pour
tout place P au-dessus de p, car [L2P : Kp] = e(P/p) · f(P/p) (cf. [Fr-Tay, 1.14, p. 111] pour les
places finies et aux De´finitions (4.9) pour les places infinies). Supposons que p est infinie complexe,
alors L2P = Kp = C, donc c’est en ordre. Si p est infinie re´elle, alors Kp = R et n = 2 (car K
a un plongement re´el et une racine n-ie`me de l’unite´, force´ment −1). Comme W2 ⊂ K∗m1 et que
p|m1, on a W2 ⊂ R∗+. Donc, puisque les racines carre´es de nombres positifs existent dans R, on a
L2P = Kp(
√
W2) = R(
√
W2) = R, donc c’est aussi bon pour ce cas-la`. Enfin, si p est une place finie
et si pt|m1, alors W2 ⊂ K∗m1 ⊂ U
(t)
p ⊂ Unp et donc n
√
W2 ⊂ Kp et donc L2P = Kp, ce qui re`gle la
partie (I).
(II) Sous les meˆmes hypothe`ses que (I), alors les places qui ramifient dans Li sont dans Si (pour i = 1, 2).
Montrons-le pour i = 1. Soit p une place qui ramifie dans L1. Il suffit de montrer que p ∈ S (par la
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partie (I)). Si p est infini, c’est vrai par les proprie´te´s postule´es sur S (qui posse`de toutes les places
infinies). On suppose donc p finie. Il suffit de montrer que si α ∈ K∗S et si p 6∈ S, alors p ne ramifie
pas dans K( n
√
α), car W1 ⊂ K∗S ·K∗n et L1 est un produit de tels extensions et on sait que si un
ide´al ne ramifie pas dans deux corps, alors il ne ramifie pas dans le produit de ces deux corps (cf.
[Mar, Thm. 31, p.107]). De plus, on peut supposer que α ∈ OK ∩K∗S . En effet, l’ide´al αOK = ab ,
avec a et b des ide´aux entiers uniquement divisibles par des premiers de S. Soit h = |IK/PK |. Alors
on a αOK =
a·bh−1
bh
= a·b
h−1
βOK
, avec β ∈ OK ∩ K∗S . Ainsi, α = γβ , avec γ ∈ OK ∩ K∗S . Ainsi,
K( n
√
α) = K( n
√
γ
β ) = K(
n
√
βn−1γ), car n
√
βn ∈ K puisque K posse`de toutes les racines n-ie`mes
de 1. Pour montrer que p ne ramifie pas dans K( n
√
α), il suffit de montrer que p ne divise pas le
discriminant du polynoˆme f := Xn−α. En effet (on a de´ja` donne´ ce raisonnement, mais il e´tait dans
un interlude, donc pas obligatoire; maintenant il le devient !), il est bien connu que si p ne divise pas
le discriminant de K( n
√
α)/K alors il ne ramifie pas (cf. [Sam, Thm.1, Chap. 5, p.88]). Or, puisque
α est entier, le discriminant de K( n
√
α)/K divise le discriminant de OK [ n
√
α]/OK qui lui-meˆme divise
le discriminant de f (cf. [Sam, prop. 1, Chap. 2, p.46] et la de´finition du discriminant d’un polynoˆme
[Fr-Tay, rel. 1.5 et 1.9, pp.10-11]). Et finalement, si f =
∏n
i=1(X − αi) avec α1 = n
√
α, on a
±Disc(f) =
∏
i6=j
(αi − αj) =
n∏
i=1
f ′(αi) = nn ·
n∏
i=1
αn−1i = n
n · αn−1 · (rac. de l’unite´).
Il est e´vident que p ne divise pas α · OK , car α ∈ K∗S et p ne divise pas n · OK , par la relation (ii)
de´finissant S. Cela montre (II).
Si on augmente les exposants des diviseurs premiers de m1 et de m2, cela a pour effet de remplacer les
L1 et L2 originaux par des sous-extensions de ces Li/K. Et comme il n’y a qu’un nombre fini de sous-
extensions de ces L1/K et L2/K, il arrive une situation ou` augmenter encore ces exposants ne change
plus les corps L1 et L2 correspondants (quitte a` arriver a` K, c¸a ne fait rien). On supposera dans la suite
que les exposants sont assez grands pour remplir cette condition de stabilite´, et alors, en augmentant
encore les exposants si ne´cessaire, graˆce au the´ore`me de re´ciprocite´ d’Artin, on peut supposer que m1
(resp. m2) est admissible pour L1/K (resp. pour L2/K). Posons alors
H∗i := ker(ΦLi/K |IK(mi)) = Pmi ·NLi/K(ILi(m˜i)) ∈ H(Li/K).
Il reste a` montrer que H∗i = Hi (i = 1, 2) pour terminer la preuve. Regardons de´ja` pour i = 1.
On se souvient que H1 = Pm1 · (IK(m1))n · IK [S2]. Soit p ∈ S2. On a vu en (I) que p se de´compose
totalement dans L1, donc est la norme d’un ide´al de L1 qui est premier et dans IL1(m˜1). Donc, IK [S2] ⊂
NL1/K(IL1(m˜1)). D’autre part, IK(m1)/H
∗
1
appl.d′Artin≃ Gal(L1/K) qui est par hypothe`se d’exposant n.
Donc IK(m1)
n ⊂ H∗1 . Ce qui montre que H1 ⊂ H∗1 . On montre de meˆme que H2 ⊂ H∗2 . Il reste a`
voir, pour terminer le the´ore`me, que les indices de Hi et H
∗
i dans IK(mi) sont e´gaux (pour i = 1, 2).
Autrement dit, on sait que
[IK(mi) : Hi] ≥ [IK(mi) : H∗i ] = [L : K]
(∗)
= [Wi :Wi ∩K∗n],
et il faut montrer qu’il y a e´galite´. Tout se re´sume donc a` montrer que
[IK(m1) : H1] · [IK(m2) : H2]
[W1 :W1 ∩K∗n] · [W2 :W2 ∩K∗n] = 1. (∗∗)
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En vertu de la Remarque b), du Chapitre 8 et du Lemme (8.3) b), on a pour i = 1, 2,
IK(mi)/Hi ≃ ISK/(ISK ∩Hi),
ou`, bien suˆr, ISK = IK(m1m2).
Lemme A
On a, pour i = 1, 2
K∗/(K∗n ·K∗S ·K∗mi) ≃ ISK/(ISK ∩Hi).
Preuve du Lemme A
Regardons l’application f compose´e
K∗ ι−→ IK j−→ ISK
ou`, comme toujours, l’application ι est de´finie par ι(a) = a · OK , qu’on note parfois (a) quand il n’y a
pas d’ambigu¨ıte´ et j(p) =
{
p si p 6∈ S
OK si p ∈ S .
a) f est surjective : soit a ∈ ISK . Par la proprie´te´ (iii) de S, il existe α ∈ K∗ et b ∈ IK [S] tels que
a = b · (α). Ainsi, f(α) = j(a · b−1) = a.
b) Il reste a` voir que {α ∈ K∗ | f(α) ∈ Hi} = K∗n · K∗S · K∗mi pour i = 1, 2. Montrons de´ja` “ ⊂ ”.
Soit α ∈ K∗ tel que f(α) ∈ Hi. Ecrivons ι(α) = a0 · a1, avec a0 ∈ IK [S] et a1 ∈ ISK ; on a donc
f(α) = a1 ∈ Hi. Ainsi, par de´finition de Hi, a1 = bn · (β) · c, avec b ∈ IK(mi), β ∈ K∗mi et
c ∈ IK [S3−i], et, comme en a), on peut e´crire b = b0 · (θ) avec b0 ∈ IK [S] et θ ∈ K∗. Alors,
(α · θ−n · β−1) = a0 · bn0 · c ∈ IK [S], i.e. α · θ−n · β−1 ∈ K∗S , ce qui montre que α ∈ K∗n ·K∗S ·K∗mi .
Montrons maintenant “ ⊃ ”.
i) Si α ∈ K∗mi , alors e´crivons (α) = a · b, avec a ∈ I
S3−i
K et b ∈ IK [S3−i]. Comme α, donc aussi a
est premier a` mi, on a a ∈ ISK . Et alors f(α) = a = (α)−1 · b ∈ Pmi · IK [S3−i] ⊂ Hi.
ii) f(K∗S) = {OK} ⊂ Hi.
(iii) f(K∗n) = f(K∗)n ⊂ (ISK)n ⊂ IK(mi)n ⊂ Hi.
Ce qui ache`ve la preuve du Lemme A. (Lemme A)
Lemme B
Soient A,B,C des sous-groupes d’un groupe abe´lien T (note´ multiplicativement). On suppose que
B ⊂ A et [A : B] <∞. Alors
[A : B] = [AC : BC] · [A ∩ C : B ∩C].
Preuve du Lemme B
Prenant β : T → T/C restreint a` A, le Lemme (6.1) nous apprend que
[A : B] = [β(A) : β(B)] · [ker(β) : ker(β) ∩B].
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Dans notre cas, β(A) = AC/C et β(B) = BC/C. Donc, [β(A) : β(B)] = [AC : BC] et ker(β) = A ∩ C
et B ∩ ker(β) = B ∩ A ∩ C = B ∩C. (Lemme B)
Reprenons le fil de notre calcul : il est e´vident (transitivite´ des indices) que pour i = 1, 2 :
[K∗ : K∗n ·K∗S ·K∗mi] =
[K∗ : K∗n ·K∗mi]
[K∗n ·K∗S ·K∗mi : K∗n ·K∗mi ]
.
On applique le Lemme B a` A = K∗n ·K∗S , B = K∗n et C = K∗mi, ce qui donne
[K∗n ·K∗S : K∗n] = [K∗n ·K∗S ·K∗mi : K∗n ·K∗mi] · [(K∗n ·K∗S) ∩K∗mi︸ ︷︷ ︸
=W3−i
: K∗n ∩K∗mi ].
Rappelons que
K∗n ·K∗S/K∗n thm. d
′isom≃ K∗S/(K∗S ∩K∗n) = K∗S/(K∗S)n
et le dernier de ces groupes a` n|S| e´le´ments en vertu du Corollaire (9.5). Et on aW3−i = K∗n ·K∗S ∩K∗mi
et W3−i ∩K∗n = K∗n ∩K∗mi . Enfin, on re´sume tout ce que nous venons de voir depuis la relation (∗∗) :
[IK(mi) : Hi] = [I
S
K : I
S
K ∩Hi] Lemme A= [K∗ : K∗n ·K∗S ·K∗mi ]
=
[K∗ : K∗n ·K∗mi ]
[K∗n ·K∗S : K∗n] · [(K
∗n ·K∗S) ∩K∗mi : K∗n ∩K∗mi]
=
[K∗ : K∗n ·K∗mi] = c(mi)
n|S|
· [W3−i :W3−i ∩K∗n].
Finalement, pour prouver la relation (∗∗), il reste a` montrer la relation :
c(m1 ·m2) := c(m) = n2·|S|. (∗ ∗ ∗)
Posons alors m =
∏
p∈S′ p
np , ou` S′ est l’ensemble des places non complexes de S. Alors on a c(m) =∏
p∈S′ c(p
np) (cf. The´ore`me (9.7) a)). Soit S0 ⊂ S′ le sous-ensemble des places finies de S′. Soit p ∈ S0.
Dans la partie c) du meˆme the´ore`me, on a vu que c(pnp) = n2 · [Op : n ·Op] (si np est assez grand). Ainsi,∏
p∈S0
c(pnp) = n2|S0| ·
∏
p∈S0
[Op : n ·Op]
= n2|S0| ·
∏
p∈S0
[Op : p
vp(n)Op]
= n2|S0| ·
∏
p∈S0
[OK : p
vp(n)].
Par le the´ore`me chinois, on a
∏
p∈S0
∣∣∣OK/pvp(n)∣∣∣ =
∣∣∣∣∣∣OK/
∏
p∈S0
pnp(n)
∣∣∣∣∣∣ cond. ii)= |OK/n · OK | = n[K:Q].
Ce qui montre que ∏
p∈S0
c(pnp) = n2|S0|+[K:Q].
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Soit r (resp. s) le nombre de places re´elles (resp. complexes) de K. On sait que r + 2s = [K : Q].
Si r = 0, alors [K : Q] = 2s et S′ = S0. Ainsi, c(m) =
∏
p∈S0 c(p
np) = n2|S0|+2s = n2(|S0|+s) = n2·|S|,
car on se souvient que S contient toutes les places infinies (condition i)).
Si r > 0, alors n = 2 (se souvenir pourquoi...) et en vertu du The´ore`me (9.7) b), on a c(m) =∏
p∈S0 c(p
np) · 2r = (22|S0|+r+2s) · 2r = 22·|S|. Ce qui ache`ve la de´monstration du the´ore`me.
Enfin, nous pouvons achever la preuve de ce grand et beau the´ore`me
Fin de la preuve du the´ore`me d’existence du corps de classe
Soit donc H une classe de sous-groupes de congruence. On rappelle qu’on peut supposer que K
contient les racines n-ie`mes de l’unite´ et que n est un exposant de IK/H. Soit m un K-module multiple
de f(H) et H(m) ∈ H le sous-groupe de congruence de´fini modulo m.
Appliquons le The´ore`me (10.2) au cas ou` S2 = ∅ et m2 = 1 = OK · ∅. Suppose que S1 soit construit
de telle manie`re que S = S1 satisfasse les conditions i), ii), iii) du The´ore`me (10.2) et contiennent en plus
toutes les places qui divisent m. Et on de´finit m1 toujours comme dans le The´ore`me (10.2) avec en plus
m|m1, donc H(m1) existe. Le groupe H1 du The´ore`me (10.2) est ici
H1 = Pm1 · (IK(m1))n · (1) ⊂ H(m1), (+)
car, par hypothe`se IK(m1)/H(m1) est d’exposant n. Par le The´ore`me (10.2), il existe L1/K une extension
abe´lienne telle que H1 ∈ H(L1/K). Par la relation (+) et par le Corollaire-De´finition (8.5), cela implique
que H(L1/K) ⊂ H. Donc, en vertu du The´ore`me (8.12), il existe L/K une extension abe´lienne telle que
H = H(L/K). Et c’est ce qu’il fallait de´montrer.
Application a` des extensions non abe´liennes
Soit E/K une extension galoisienne de corps de nombres de groupe de GaloisG. NotonsG′ = D(G : G)
le sous-groupe engendre´ par les commutateurs [a, b] = aba−1b−1, a, b ∈ G. Dans la litte´rature, les gens
notent plutoˆt [G : G] plutoˆt que D(G,G). Mais [·, ·] de´note de´ja` deux notions : l’indice d’un groupe dans
un autre et la dimension d’un corps dans un autre, nous n’allons pas encore “charger” la notation ! On
voit facilement que G′ est normal dans G et Gab = G/G′ est l’abe´lianise´ de G (qui est le plus grand
quotient abe´lien de G). On de´finit une application d’Artin
ΦE/K : IK(m) −→ Gab,
pourvu que le K-module m soit divisible par toutes les places de K qui ramifient dans E ainsi : si
p ∈ IK(m), on choisit un ide´al P de E au-dessus de p et on pose ΦE/K(p) = Frob(P/p) · G′ ∈ Gab.
L’application est bien de´finie pour p, car si on avait pris un autre premier P′ au-dessus de p, l’e´le´ment
Frob(P′/p) est un conjugue´ de Frob(P/p) et on voit facilement qu’ils repre´sentent la meˆme classe dans
Gab; et on prolonge comme toujours par multiplicativite´. Si L est la sous-extension de E/K fixe par
G′, alors L/K est la plus grand sous-extension abe´lienne de E/K. Soit m, comme avant, un K-module
divisible par les places de K qui ramifient dans E et supposons que les exposants des diviseurs finis
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de m soient assez grand pour que m soit admissible pour toutes les sous-extensions abe´liennes de E/K
(c’est possible en vertu du the´ore`me de re´ciprocite´ d’Artin (The´ore`me (7.14)) et puisqu’il n’y a qu’un
nombre fini de telles sous-extensions. Conside´rons la classe de sous-groupes de congruence qui contient
le sous-groupe Pm · NE/K(IE(m˜)) = H(m) (qui est de´fini modulo m). Soit F/K l’extension abe´lienne
correspondant a` cette classe de sous-groupes de congruence, i.e. Pm · NE/K(IE(m˜)) ∈ H(F/K) (cette
extension existe, bien suˆr, en vertu du the´ore`me d’existence du corps de classe).
The´ore`me (10.3)
Sous les meˆmes hypothe`ses que pre´ce´demment, alors on a
1) ker(ΦL/K) = ker(ΦE/K)
2) F = L.
3)
[IK(m) : Pm ·NE/K(IE(m˜))] = [G : G′] ≤ G = [E : K],
ou` m˜ est l’extension de m a` E; et l’ine´galite´ est e´videmment stricte si G n’est pas abe´lien.
On voit donc que la premie`re ine´galite´ du corps de classe reste vraie dans les extension non abe´lienne,
mais en aucun cas l’e´galite´, ce qui rend impossible le the´ore`me de re´ciprocite´ d’Artin et donc, dans une
certaine mesure la possibilite´ par cette me´thode de bien cerner les extension non abe´liennes.
Preuve
Prouvons 1). L’application de restriction G → Gal(L/K) induit un isomorphisme T : G/G′ →
Gal(L/K) et ΦL/K = T ◦ΦE/K . En effet, si p ∈ IK(m), P0 dans L au-dessus de p et P dans E au-dessus
de P0. On sait que FrobL/K(P0) = FrobE/K(P)|L, donc ΦL/K(p) = T ◦ ΦE/K(p) et on conclut par
multiplicativite´. Cela prouve en particulier que ker(ΦL/K) = ker(ΦE/K) .
Prouvons 2). Soit n un K-module admissible pour F/K et multiple de m. Alors on a NE/K(IE(n˜)) ⊂
NE/K(IE(m˜)) ⊂ NE/K(IE(m˜)) · Pm = H(m), ou` m˜ est le E-module qui prolonge m. Donc
NE/K(IE(n˜)) ⊂ H(m) ∩ IK(n) n multiple de m= H(n) n admissible pour F/K= Pn ·NF/K(IF (n˜′))
ou` n˜′ est le F -module qui prolonge n. Cela montre, en vertu du Corollaire (7.16) que F ⊂ E. Ainsi, par
hypothe`se, m est admissible pour F/K, ce qui veut dire que
Pm ·NE/K(IE(m˜)) = H(m) = Pm ·NF/K(IF (m˜′)) = ker(ΦF/K |IK(m)) = ker(ΦE/K |IK(m)), (∗)
la dernie`re e´galite´ se montrant comme lors de la partie 1), puisque F/K est une sous-extension (abe´lienne)
de E/K. Soit maintenantK ⊂ F ⊂ L1 ⊂ E, avec L1/K abe´lienne. AlorsNE/K(IE(m˜)) ⊂ NL1/K(IL1(m˜′′)) ⊂
NF/K(IF (m˜
′)), ou` m˜′′ est le L1-module qui prolonge m. Ainsi,
Pm ·NE/K(IE(m˜)) ⊂ Pm ·NL1/K(IL1(m˜′′)) ⊂ Pm ·NF/K(IF (m˜′)).
Or, la relation (∗) nous montre que le premier et le troisie`me groupe sont e´gaux. Donc il y a e´galite´
partout. En particulier,
NF/K(IF (m˜
′)) ⊂ Pm ·NL1/K(IL1(m˜′′)),
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ce qui prouve, en vertu du Corollaire (7.16) et puisque par hypothe`se m est admissible pour L1/K que
L1 ⊂ F . Ainsi, L1 = F , ce qui veut dire que F est la sous-extension abe´lienne maximale de E/K, et
donc que L = F .
Prouver 3) est alors un jeu d’enfant : la partie 2) et l’e´quation (∗) nous montrent que ker(ΦL/K |IK(m)) =
Pm ·NE/K(IE(m˜)). Ainsi,
IK(m)/Pm ·NE/K(IE(m˜)) ≃ G/G′ = Gab
ou encore,
[IK(m) : Pm ·NE/K(IE(m˜))] = [G : G′] ≤ |G|,
et c’est ce qu’il fallait de´montrer.
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Chapitre 11
Symbole de restes normiques, conducteur
et corps de classe de Hilbert
Dans ce chapitre nous allons montrer que le conducteur d’une extension abe´lienne est admissible, donc
il correspond a` un sous-groupe de congruence qui est le noyau de l’application d’Artin d’une extension.
Cela impliquera l’existence du corps de Hilbert (que nous construisons a` la fin de ce chapitre).
Pour parvenir a` la preuve de tout cela, nous allons de´finir et donner quelques proprie´te´s d’une ap-
plication importante : l’application θp qu’on nomme symbole de restes normiques qui interviendra a`
la fin du chapitre 13 (De´finition (13.30)) et qui sera crucial dans les re´sultats du corps de classe local
(Proposition-De´finition (14.9)).
Fixons pour ce chapitre L/K une extension abe´lienne de corps de nombres de groupe G, et posons
f = f(L/K), le conducteur de cette extension.
Commenc¸ons par donner un re´sultat qui a de´ja` e´te´ partiellement prouve´ (Lemme (7.5))
The´ore`me (11.1)(Lemme de translation)
Sous les meˆmes hypothe`ses, conside´rons E/K une extension quelconque finie de K. Alors, H(EL/E)
est l’extension a` E par les normes de H(L/K). Plus pre´cise´ment, si m est un K-module multiple de
f(L/K), alors l’extension m˜ de m a` L est un multiple de f(EL/E), et on a la relation suivante qui lie les
groupes de congruences :
H(m˜) = {a ∈ IE(m˜) | NE/K(a) ∈ H(m)},
ou` H(m˜) = H(m˜, EL/E) est le sous-groupe de congruence pour m˜ de la classe H(EL/E) et H(m) =
H(m, L/K) est le sous-groupe de congruence pour m de la classe H(L/K).
Preuve
Soit m un K-module admissible pour L/K et m˜ l’extension de m a` L. On sait (cf. The´ore`me (0.6))
que ΦEL/E est de´finie sur IE(m˜) et que R ◦ ΦEL/E = ΦL/K ◦ NE/K , ou` R : Gal(EL/E) → G est
l’injection donne´e par la restriction a` L des E-automorphismes de EL. Le Lemme (7.5) nous dit que m˜
est admissible pour EL/E. Ainsi,
H(m˜) = ker(ΦEL/E | IE(m˜)) = {a ∈ IE(m˜) | NE/K(a) ∈ ker
(
ΦL/K | IK(m)
)} =
= {a ∈ IE(m˜) | NE/K(a) ∈ H(m)}.
Et donc le re´sultat est prouve´ pour les m admissibles. Supposons maintenant que m soit un K-module
tel que f|m et posons A
m˜
= {a ∈ IE(m˜) | NE/K(a) ∈ H(m).}. On vient de voir que Am˜ = H(m˜) si m est
admissible. Or, on montre tre`s facilement que si f|m, A
m˜
= A˜
f
∩ IE(m˜). Ainsi {Am˜ | f|m} est dans une
meˆme classe d’e´quivalence de sous-groupes de congruence. Donc, {A
m˜
| f|m} ⊂ H(EL/E), puisque c’est
le cas pour les m admissibles. On en de´duit que f(EL/E)|m˜ et, par unicite´ du groupe de congruence pour
m, A
m˜
= H(m˜) pour tout m|f.
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De´finition (11.2)
Un K-module n est dit p-admissible s’il est admissible (pour L/K que nous avons suppose´e abe´lienne
de groupeG) et si p|n. On peut alors e´crire n = pa ·m, avec a ≥ 1 et p ∤ m. Supposons donc n p-admissible.
On appelle Θ (= Θ(L/K, pa,m)), l’homomorphisme obtenu par composition des applications
Θ : K∗m
ι→ IK j→ IK(n)
ΦL/K |IK(n)−→ G ,
ou` ι(x) = x ·OK et j = jn est l’homomorphisme de´fini sur les ide´aux premiers q de la manie`re suivante :
j(q) =
{
q si q ∤ n
OK si q|n . Rappelons que Z(p) = Z(L/p) = {σ ∈ G | σ(P) = P} ou` P est n’importe quel
ide´al premier de L au-dessus de p.
The´ore`me (11.3)
Sous les meˆmes hypothe`ses que pour la de´finition pre´ce´dente, on a
Im(Θ) = Z(p).
Preuve
Montrons “ ⊂ ” : Posons F le sous-corps de L fixe par Z(p). On se souvient que F est la plus grande
sous-extension de L dans laquelle p se de´compose comple`tement (cf. [Mar, Thm. 29 (1), p.104]) (c’est
aussi valable pour les places infinies, mais dans ce cas de´composer comple`tement veut simplement dire
ne pas ramifier). En particulier, p ne ramifie pas dans F . Cela implique, en vertu du Lemme (8.8) que
p ∤ f(F/K). D’autre part, puisque F ⊂ L, on a f(F/K)|f(L/K) (cf. Proposition (8.9)). Ainsi, f(F/K)|m.
De plus, les places de K qui ramifient dans F divisent m (puisque c’est une partie de celles qui ramifient
dans L et que p n’en fait pas partie). Donc, en vertu du Lemme (8.7), cela veut dire que m est admissible
pour F/K et donc (Lemme (7.2)) :
ker(ΦF/K |IK(m)) = Pm ·NF/K(IF (m˜)), (∗)
ou` m˜ est l’extension de m a` F .
Supposons p finie. Puisque p de´compose comple`tement dans F et p ∤ m, alors p ∈ ker(ΦF/K | IK(m)).
Soit maintenant α ∈ K∗m. Par de´finition, on a ι(α) = ps · a, ou` s ∈ Z et a ∈ IK(n). Alors j(ι(α)) = a =
p−s · ι(α) ∈ ker(ΦF/K | IK(m)), car p est dans ce noyau et ι(α) ∈ Pm
(∗)⊂ ker(ΦF/K |IK(m)).
Supposons p infinie. Dans ce cas, IK(m) = IK(n) et pour tout α ∈ K∗m, on a j(ι(α)) = ι(α) ∈ Pm
(∗)⊂
ker(ΦF/K |IK(m)). Donc dans les deux cas (fini et infini), on a
1G = ΦF/K(j(ι(α))) = ΦL/K(j(ι(α)))|F = Θ(α)|F .
Cela montre que Θ(α) ∈ Z(p), par la the´orie de Galois. Ainsi, on a prouve´ que Im(Θ) ⊂ Z(p).
La preuve de l’inclusion inverse “ ⊃ ” se fait par l’absurde. Supposons donc que Im(Θ) $ Z(p).
Un raisonnement facile sur les groupes abe´liens finis nous assure l’existence d’un sous-groupe G0 tel que
Im(Θ) ⊂ G0 ⊂ Z(p), avec [Z(p) : G0] = q ∈ P(Q). Posons E le sous-corps de L fixe par G0 et comme
pour la partie “ ⊂ ”, F le sous-corps de L fixe par Z(p). On a donc K ⊂ F ⊂ E ⊂ L, avec [E : F ] = q.
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Soit ζ une racine primitive q-ie`me de l’unite´. On pose F ′ = F (ζ) et E′ = E(ζ). On est donc dans la
situation :
K F E
G/G0
G/Z(p) Z(p)/G0
⊂ ⊂
F ′ = F (ζ)
∪
E′ = EF ′
∪
⊂
⊂ L
G0
On veut appliquer le The´ore`me (10.2), les roˆles de K et de n e´tant tenus ici par F ′ et q respectivement.
De plus, posons S1, l’ensemble des places de F
′ au-dessus de p et S2 un ensemble fini de places de F ′
disjoint de S1 tel que S = S1 ∪ S2 ve´rifie les conditions i) − iii) du The´ore`me (10.2). Prenons encore
m1, l’extension a` F
′ de pb, avec b ≥ 1 assez grand si p est finie; et m2 le produit de toutes les places non
complexes de S2, avec des exposants assez grands pour les places finies (toujours pour appliquer le meˆme
The´ore`me (10.2)). On supposera de plus que m˜|m2 et que n˜|m1 · m2, ou` m˜ et n˜ sont les extensions a` F ′
de m et de n.
Conside´rons alors le H2 et le L2 du meˆme The´ore`me (10.2). Rappelons que
H2 = IF ′(m2)
q · PF ′,m2 · IF ′ [S1], et que L2 est une q-extension de Kummer de F ′.
Le meˆme The´ore`me (10.2) nous apprend que H2 = H(m2, L2/F
′) est le sous-groupe de congruence dans
H(L2/F ′) de´fini modulo m2 et que m2 est admissible pour l’extension L2/F ′. On va appliquer le lemme
de translation (The´ore`me (11.1)) au diagramme :
K
E
F ′
E′ = EF ′
Puisque n est admissible pour L/K alors, en vertu du Lemme (7.4), n est admissible pour E/K.
Par le lemme de translation et sa preuve, l’extension n˜ de n a` F ′ est aussi admissible pour E′/F ′ et
(rappelons-le)
H(n˜, E′/F ′) = {a ∈ IF ′(n˜) | NF ′/K(a) ∈ H(n, E/K)}, (∗∗)
ou` H(n˜, E′/F ′) est le sous-groupe de congruence pour n˜ de la classe H(E′/F ′) et H(n, E/K) est le
sous-groupe de congruence pour n de la classe H(E/K).
D’autre part, par hypothe`se (absurde), Θ(K∗m) ⊂ G0, c’est-a`-dire que ΦL/K |IK(n) envoie j(ι(K∗m))
dans G0, qui est le sous-groupe de G forme´ des e´le´ments qui sont l’identite´ sur E. Ainsi,
j(ι(K∗m)) ⊂ ker(ΦE/K |IK(n)) = H(n, E/K). (∗ ∗ ∗).
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On va de´montrer que
H2 ∩ IF ′(n˜) ⊂ H(n˜, E′/F ′). (†)
Conside´rons donc, X ∈ H2, un ide´al premier a` n˜. Par de´finition de H2, on a X = Bq · (α) · C, avec
B ∈ IF ′(m2), α ∈ F ′∗m2 et C ∈ IF ′ [S1] (cf. Chapitres 9 et 10 pour la de´finition de ces objets) . Il faut
donc montrer (en vertu de (∗∗) ) que NF ′/K(X) ∈ H(n, E/K).
Supposons p fini. On peut e´crire B = B0·B1 avec B0 premier a` n˜ etNF ′/K(B1) = pr, ι(α) = (α) = a0·a1,
avec a0 premier a` n˜ et NF ′/K(a1) = p
s et, par de´finition de S1, NF ′/K(C) = pt. On a r · q+ s+ t = 0, car
X ∈ IF ′(n˜), et donc NF ′/K(X) est premier a` p. Cela implique que NF ′/K(X) = NF ′/K(B0)q ·NF ′/K(a0).
On sait que H(n, E/K) ⊂ H(n, F/K), ou` H(n, F/K) est le sous-groupe de congruence pour n de la
classe H(F/K) (cf. Proposition (8.9) ). L’indice de H(n, E/K) dans H(n, F/K) vaut q. En effet, puisque
n est admissible pour F/K et E/K,
H(n, F/K) = ker(ΦF/K |IK(n)) = {a ∈ IK(n) | ΦF/K(a) = ΦE/K(a)|F = IdF }
= {a ∈ IK(n) | ΦE/K(a) ∈ Gal(E/F ) ≃ Z(p)/G0}.
De meˆme, H(n, E/K) = ker(ΦE/K |IK(n)) = {a ∈ IK(n) | ΦE/K(a) = IdE}. On en de´duit que
[H(n, F/K) : H(n, E/K)] = [Z(p) : G0] = q, car l’application d’Artin ΦE/K est surjective (cf. The´ore`me
(2.16)).
Par de´finition de B0, on a NF ′/F (B0) ∈ IF (n˜′), ou` n˜′ est l’extension de n a` F . Puisque n est admissible
pour L/K, il l’est aussi pour F/K (toujours en vertu du Lemme (7.4)), et alors on a :
NF ′/F (B0) = NF/K(NF ′/F (B0) ∈ NF/K(IF (n˜′)) ⊂ Pn ·NF/K(IF (n˜′)) = H(n, F/K).
Cela implique, puisque [H(n, F/K) : H(n, E/K)] = q, que NF ′/F (B0)q ∈ H(n, E/K). D’autre part,
puisque m˜|m2,
NF ′/K(α) ∈ NF ′/K(F ′∗m2) ⊂ NF ′/K(F ′
∗
m˜) ⊂ K∗m.
La dernie`re inclusion provient de la partie b) du Lemme (5.2). D’autre part, on a :
j(ι(NF ′/K(α)) = j(NF ′/K(a0)) ·
=OK︷ ︸︸ ︷
j(NF ′/K(a1)︸ ︷︷ ︸
=ps
) = NF ′/K(a0).
Ainsi,
NF ′/K(a0) ∈ j(ι(K∗m)
(∗∗∗)⊂ H(n, E/K).
Ce qui montre que NF ′/K(X) ∈ H(n, E/K), prouvant la relation (†) dans le cas ou` p est fini. Si p est infini,
on refait exactement le meˆme calcul, avec quelques simplifications : dans ce cas, C = a1 = B1 = OK .
Soient H(m1m2, L2/F
′) le sous-groupe de congruence pour m1m2 de la classe H(L2/F ′), f(L2/F ′),
le conducteur de l’extension L2/F
′ et H(f(L2/F ′)) le sous-groupe de congruence associe´ a` f(L2/F ′).
Calculons :
H(m1m2, L2/F
′) = H(f(L2/K)) ∩ IF ′(m1m2)
= H(f(L2/K)) ∩ IF ′(m2) ∩ IF ′(n˜) ∩ IF ′(m1m2)
= H2 ∩ IF ′(n˜) ∩ IF ′ (m1m2)
(†)⊂ H(n˜, E′/F ′) ∩ IF ′(m1m2) = H(m1m2, E′/F ′).
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Cela implique, en vertu de la Proposition (8.9), que E′ ⊂ L2 .
D’apre`s la partie (I) du The´ore`me (10.2), les places de S1 sont comple`tement de´compose´es dans L2,
donc aussi dans E′. Soit pF , une place de F au-dessus de p, P une place de F ′ au-dessus de pF , P′, une
place E′ au-dessus de P et PE = P′ ∩ E. On a donc la situation :
K ⊂ F ⊂⊂
E
F ′ ⊂
E′
⊂
p pF
P
P′
PE = P
′ ∩ E
Comme P ∈ S1, on a l’indice de ramification e(P′/P) = 1 et le degre´ de P′ sur F ′ f(P′/P) = 1.
Ainsi,
e(P′/PE) · e(PE/pF ) = e(P′/pF ) = e(P′/P) · e(P/pF ) = e(P/pF ).
Mais, [F ′ : F ] | [Q(ζ) : Q] = q − 1 (the´orie de Galois), donc e(P′/PE) · e(PE/pF ) | q − 1. D’autre
part, [E : F ] = q, donc e(PE/pF ) | q. Cela implique que e(PE/pF ) = 1. Le meˆme calcul s’applique
aux f , donc f(PE/pF ) = 1. Mais alors cela veut dire que p est comple`tement de´compose´ dans E, ce qui
contredit le fait que F est le plus grand sous-corps de L dans lequel p se de´compose comple`tement. Cette
contradiction implique que Im(Θ) ⊃ Z(p) et ache`ve la (longue) preuve de ce the´ore`me.
De´finition (11.4)
Soit K un corps de nombres. On rappelle que Kp est le localise´ comple´te´ de K en la place p et
K∗p = Kp \ {0}. On note aussi Up = Op∗, le groupe des unite´s de l’anneau des entiers de Kp et p̂ = pOp,
l’ide´al maximal de Op.
Soit b ≥ 0, on de´finit
U
(b)
p =

Up si b = 0 et p fini
1 + p̂b si b > 0 et p fini
Up = K∗p = R
∗ si b = 0 et p infini re´el
K∗p,+ = R
∗
+ si b > 0 et p infini re´el
Up = K∗p = C
∗ si p est infinie complexe.
On avait de´ja` de´fini cet objet au Chapitre 5 (De´finition (5.7)), mais ici la de´finition est e´tendue dans
le cas des places infinies et si b = 0. Il est e´vident que si b′ ≥ b, alors U (b′)p ⊂ U (b
′)
p . Il s’agit aussi
d’e´tendre la de´finition de (mod∗ ). On l’avait de´ja` fait partiellement a` la De´finition (5.7), mais nous
allons ici encore un peu plus loin : si x, y ∈ K∗p, on e´crit x ≡ y (mod∗ p̂b) si x−yy ∈ p̂b pour les places
finies et b > 0. Si b = 0 ou p complexe, cela veut dire que xy ∈ Up et enfin si b > 0 dans le cas des places
infinie re´elle, cela veut dire que x et y ont le meˆme signe. Autrement dit, et pour faire court, si x, y ∈ K∗p,
p ∈ P(K) et b ∈ N, alors on a :
x ≡ y (mod∗ p̂b) ⇐⇒ x
y
∈ U (b)p .
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Proposition (11.5)
Soit K un corps de nombres, m un K-module, p ∈ P(K) \ PC(K) avec p ∤ m et b ∈ N. Alors la
composition d’homomorphisme
K∗m −֒→ K∗p −→ K∗p/U (b)p ,
est surjective (ou` la premie`re application est l’inclusion et la seconde, la projection canonique). Elle
induit un isomorphisme
K∗m/(K
∗
m ∩ U (b)p ) −→ K∗p/U (b)p .
Preuve
Soit x ∈ K∗p. Par densite´, il existe y ∈ K∗ tel que x ≡ y (mod∗ p̂b). Le the´ore`me d’approximation
de´bile (The´ore`me (0.3)) nous assure l’existence d’un e´le´ment z ∈ K∗ tel que z ≡ 1 (mod∗ m) et z ≡ y
(mod∗ pb). La deuxie`me e´quivalence veut dire que z ∈ K∗m et le deux autres veulent dire que la classe de
z modulo U
(b)
p est la meˆme que la classe de x modulo U
(b)
p , ce qui montre la surjectivite´. Enfin, le noyau
de cet homomorphisme est e´videmment K∗m ∩ U (b)p .
De´finition (11.6)
SoitK un corps de nombres, p une place non-complexe et n = pa ·m unK-module p-admissible (p ∤ m).
Supposons que b ≥ 0 est tel que K∗m ∩ U (b)p ⊂ ker(Θ(L/K, pa,m)), alors on de´finit θp(L/K, pa,m, b) :
K∗p → Z(p), l’homomorphisme compose´
θp : K∗p −→ K∗p/U (b)p ≃−→ K∗m/(K∗m ∩ U (b)p ) Θ−→ Z(p)
ou` Θ = Θ(L/K, pa,m) est de´fini par Θ(L/K, pa,m).
Si p est une place complexe, on de´finit θp : Kp → G l’homomorphisme trivial.
Remarques
a) On ve´rifie facilement que
K∗m ∩ U (b)p =

K∗
pb·m si b > 0
K∗m(p) si b = 0 et p finie
K∗m si b = 0 et p infinie
ou` K∗m(p) = {x ∈ K∗m | vp(x) = 0}.
b) Dans la de´finition pre´ce´dente, si n = pa · m, on peut prendre b = a, car K∗m ∩ U (a)p = K∗pa·m = K∗n
est dans le noyau de Θ (cf. The´ore`me (7.2) et j(ι(K∗n)) = Pn).
c) Les anglophones appellent l’applications θp le “norm-residue symbol”.
Proposition (11.7)
Sous les meˆmes hypothe`ses que pour la de´finition pre´ce´dente, alors θp(L/K, p
a,m, b) est inde´pendant
du choix du K-module p-admissible pa ·m et de l’entier b ≥ 0 tel que K∗m ∩ U (b)p ⊂ ker(Θ(L/K, pa,m)).
Preuve
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D’abord, si n est fixe´, Θ aussi et θp est inde´pendant du choix de b. En effet, supposons que U
(b′)
p ∩
K∗m ⊂ ker(Θ). Sans limiter la ge´ne´ralite´, on peut supposer que b < b′ et on a clairement le diagramme
commutatif :
K∗p
K∗p/U
(b)
p K
∗
m/(K
∗
m ∩ U (b)p )
Z(p)
K∗m/(K
∗
m ∩ U (b
′)
p )K∗p/U
(b′)
p
nat.
nat.
≃
Θb
≃
Θb′
nat. nat.
Soit maintenant n = pa ·m et n′ = pa′ ·m′ deux K-modules p-admissibles tels que n|n′. Donc m|m′ et
a ≤ a′, et on peut prendre b = a et b′ = a′. On a un diagramme commutatif :
K∗n
K∗n′
K∗m IK(m) IK(n)
IK(m
′)Km′ IK(n′)
Gincl.
incl.
incl.
incl.
ι
ι
incl.
jn
jn′
incl
ΦL/K
ΦL/K
Donc, en passant aux quotients, un diagramme commutatif :
K∗m/K
∗
n
K∗m′/K
∗
n′
Z(p)nat.
Θ(m, pa)
Θ(m′, pa
′
)
Que l’on comple`te en un diagramme toujours commutatif :
K∗p
K∗p/U
(a)
p K
∗
m/K
∗
n
Z(p)
K∗m′/K
∗
n′K∗p/U
(a′)
p
nat.
nat.
≃
Θ(m, pa)
≃
Θ(m′, pa
′
)
nat.
D’ou` l’inde´pendance en le K-module n (le cas de deux K-modules ge´ne´raux n et n′ se re´duit au cas
pre´ce´dent en passant par l’interme´diaire du ppcm de n et n′).
Remarque
Pour calculer θp lorsque p est un ide´al premier, on peut donc proce´der comme suit : on choisit d’abord
un K-module p-admissible n = pa ·m (p ∤ m) et un b ∈ N tel que K∗m ∩ U (b)p ⊂ ker(Θ(L/K, pa,m)) (par
exemple b = a) et si x ∈ K∗p, on choisit (par densite´ et graˆce au the´ore`me d’approximation de´bile,
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The´ore`me (0.3)), y ∈ K∗ tel que y ≡ 1 (mod∗ m) et y ≡ x (mod∗ p̂b), et alors,
θp(x) = ΦL/K(jn((y))) = ΦL/K
(
(y) · p−vp(y)
)
,
ou`, ΦL/K = ΦL/K |IK(n). En particulier,
Proposition (11.8)
Soit L/K une extension abe´lienne de corps de nombres. Si p est un ide´al premier non-ramifie´ dans L,
alors
θp(x) = FrobL/K(p)
−vp(x).
Preuve
Puisque la Proposition (11.7) est vraie, on peut prendre (en vertu du the´ore`me de re´ciprocite´ d’Artin,
The´ore`me (7.14)) pour m un K-module admissible tel que p ∤ m, et choisir n = p ·m et a = b = 1. Soit
x ∈ Kp. Comme dans la remarque pre´ce´dente, choisissons y ∈ K∗m tel que y ≡ x (mod∗ p̂). Alors, l’ide´al
(y) ∈ Pm, et puisque m est admissible, ΦL/K((y)) = 1. Ainsi, en vertu de la remarque pre´ce´dente,
θp(x) = ΦL/K
(
(y) · p−vp(y)
)
= ΦL/K(p)
−vp(x).
Proposition (11.9)
Soit L/K une extension abe´lienne de corps de nombres. Soit p ∈ P(K), n = pa · m un K-module p-
admissible et c ≥ 0 un nombre entier. Conside´rons Θ = Θ(L/K, pa,m) et θp. Conside´rons enfin f(L/K),
le conducteur de L/K (cf. Application-De´finition (8.6) pour la de´finition). Alors les trois conditions sont
e´quivalentes :
i) U
(c)
p ⊂ ker(θp),
ii) U
(c)
p ∩K∗m ⊂ ker(Θ),
iii) vp(f(L/K)) ≤ c.
preuve
La preuve de ii)⇒ i) est e´vident, car on peut alors de´finir θp avec b = c dans ce cas.
Pour prouver i) ⇒ ii), on peut supposer c < a, car si c ≥ a, i) et ii) sont tous les deux vrais. Par
θp, U
(c)
p est envoye´ successivement sur (on utilise b = a pour de´finir θp) U
(c)
p /U
(a)
p ⊂ Kp/U (a)p puis sur
(U
(c)
p ∩K∗m)/(U (a)p ∩ K∗m) ⊂ K∗m/(U (a)p ∩K∗m) et enfin sur Θ(U (c)p ∩K∗m) qui doit eˆtre 1 par hypothe`se.
On en de´duit bien que U
(c)
p ∩K∗m ⊂ ker(Θ).
Il reste donc a` voir que ii) ⇐⇒ iii) .
a) Supposons c ≥ 1. Si p est une place finie, alors U (c)p ∩ K∗m = Kpc·m (cf. Remarque suivant la
De´finition (11.6)) et ι(Kpc·m) = Ppc·m ⊂ IK(n). Donc
ii) ⇐⇒ Ppc·m ⊂ ker(ΦL/K |IK(n))
⇐⇒ Ppc·m ⊂ ker(ΦL/K |IK(pc ·m)) car IK(n) = IK(pc ·m)
⇐⇒ pc ·m est admissible (car pa ·m l’est et donc est div. par les places qui ram.)
⇐⇒ c ≥ vp(f(L/K)).
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Pour la dernie`re e´quivalence, ⇒ est clair et ⇐ vient du fait que pa · m est admissible, donc est un
multiple de f(L/K). Si p est infini re´el, alors dans notre cas, a = 1 = c et ii) et iii) sont vraies.
b) Supposons c = 0. Si p est finie, alors ici U
(c)
p ∩ K∗m = Up ∩ K∗m = K∗m(p) = {x ∈ K∗m |
x est premier a` p}. Et on a clairement ι(Up∩K∗m) = Pm∩IK(n). Donc la condition ii) est e´quivalente
a`
Pn ⊂ Pm ∩ IK(n) ⊂ ker(ΦL/K |IK(n)) ⊂ IK(n) (∗)
Conside´rons les deux classes de groupes de congruences : H′ = {H ′(m) | f′|m}, la classe d’e´quivalence
de H ′(n) := Pm ∩ IK(n) et de H ′(m) = Pm, et la classe H(L/K). La condition ii) est alors
e´quivalente a` dire (par (∗)) que H′ ⊂ H(L/K) qui est e´quivalente a` f(L/K)|f′ (cf. Corollaire-
De´finition (8.5)). Or, f′|m, donc (petit raisonnement facile) ii) est e´quivalent au fait que f(L/K)|m
et donc que vp(f(L/K)) = 0. Enfin, supposons que p ∈ PR(K). Dans ce cas, i) veut dire que
ker(θp) = Up = R∗ = K∗p, donc θp est l’application triviale. En suivant a` la trace les applications suc-
cessives qui de´finissent θp, cela veut dire que Pm = j(ι(K
∗
m)) ⊂ ker(ΦL/K |IK(n)) = ker(ΦL/K |IK(m)),
ce qui veut dire que m est admissible, donc que f(L/K)|m et finalement que vp(f(L/K)) = 0.
Proposition (11.10)(Premier lemme de naturalite´)
Soit E/K une extension abe´lienne de corps de nombres, L un sous-corps interme´diaire et p ∈ P(K).
Alors on a :
θp(L/K) = R ◦ θp(E/K),
ou` R : Gal(E/K)→ Gal(L/K) est la restriction habituelle a` L.
Preuve
Si p est complexe, c’est e´vident, puisque θp est l’homomorphisme trivial.
Supposons p non complexe et soit n = pa ·m un K-module p-admissible pour E/K et L/K. Alors le
diagramme suivant :
K∗m IK(m) IK(n)
Gal(E/K)
Gal(L/K)
ι jn
ΦE/K
ΦL/K
R
commute, donnant la relation Θ(L/K, pa,m) = R◦Θ(E/K, pa,m). Puis, en quotientant parK∗m∩U (a)p ,
Θ(L/K, pa,m) = R◦Θ(E/K, pa,m). Et, composant avec K∗p −→ K∗p/U (a)p ≃−→ K∗m/(K∗m∩U (a)p ), on trouve
le re´sultat.
Proposition (11.11)(Deuxie`me lemme de naturalite´)
Soit L/K une extension abe´lienne de corps de nombres (de groupeG) etE/K une extension quelconque
de corps de nombres. La the´orie de Galois montre que l’extension EL/E est aussi abe´lienne et que
H := Gal(EL/E) est identifiable a` un sous-groupe de G via la restriction a` L. Notons R : H → G cette
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restriction. Soit p ∈ P(K) et P ∈ P(E) telle que P|p. Alors on a :
θp(L/K) ◦NEP/Kp = R ◦ θP(LE/E).
Preuve
Si p est complexe, alors P aussi et donc notre e´galite´ est vraie puisque θp et θP sont triviaux.
Si p est re´elle et P complexe (p ramifie), le membre de droite de l’e´galite´ est trivial. Pour l’autre mem-
bre, l’image de NEP/Kp (= NC/R) est l’ensemble Kp
∗
+ = R
∗
+. D’autre part, ici, θp est un homomorphisme
qui part de K∗ = R∗ pour arriver dans Z(P′/p) (ou` P′ est n’importe quel ide´al premier de L au-dessus
de p) qui est ici d’ordre 1 ou 2. Or, dans tout homomorphisme de ce type, R∗+ est dans le noyau (car
tout e´le´ment est un carre´). Donc l’e´galite´ a` prouver est vraie dans ce cas.
Si p et P sont re´elles, alors p et P ramifient ou non simultane´ment dans L respectivement LE. En
effet, si p ramifie dans L alors σP′(L) 6⊂ R pour tout P′ ∈ P∞(L), P′|p et donc si P′′ ∈ P∞(EL), P′′|P,
on a σP′′ (EL) 6⊂ R car de´ja` R◦σP′′(L) 6⊂ R. Re´ciproquement, si P ramifie dans LE, soit P′′ ∈ P∞(LE),
P′′|P et posons P′ = P′′ ∩L. On a donc σP′′(LE) 6⊂ R. Supposons par l’absurde que σP′(L) ⊂ R, alors
puisque σP(E) ⊂ R, on a aussi σP′′ (LE) ⊂ R, car LE = L(α1, . . . , αk), avec des αi ∈ E pour tout i;
c’est une contradiction. Donc σP′(L) 6⊂ R ce qui veut dire que p ramifie.
Supposons donc que p et P soient re´elles et ne ramifient pas. Alors l’image de θp et de θP est triviale
(car dans ce cas, Z(p) = Z(P) = {1}). Donc, l’e´galite´ cherche´e est vraie. Maintenant, s’ils ramifient les
deux, en prenant b = a = 1, θp et θP induisent des isomorphismes
R/R∗+ −→
{
Z(L/p) ≃ {±1}
Z(LE/P) ≃ {±1}
Or, dans notre cas, NEP/Kp = NR/R = IdR et l’homomorphisme de restriction R est injectif et envoie en
toute ge´ne´ralite´ Z(LE/P) dans Z(L/p). Cela montre donc l’e´galite´ dans ce cas.
Supposons p et P finies. Pour calculer θp, on choisit (comme on l’a vu a` la remarque pre´ce´dent la
Proposition (11.8) ) un K-module p-admissible n = pa ·m (a > 0, p ∤ m ) et b = a. Il est e´vident (Lemme
(7.5)) que n˜, le E-module extension a` E de n, est P-admissible. En fait, n˜ = Pae · m′ ou` e = e(P/p),
P ∤ m′ et, clairement, m′ = m˜ · Pae22 · · ·Paerr , ou` P1 = P, P2, . . . ,Pr sont les ide´aux premiers de E
au-dessus de p, et ei = e(Pi/p). Souvenons-nous que NE/K(E
∗
m˜) ⊂ K∗m (Lemme (5.2) b)), donc a fortiori,
NE/K(E
∗
m′) ⊂ K∗m. On a aussi la relation NE/K(x · OE) = NE/K(x) · OK (voir en page 3). Enfin, ce
qu’on vient de voir, une ve´rification facile et le The´ore`me (0.6) montre que le diagramme suivant est
commutatif :
E∗m′
K∗m
IE(m
′) IE(n˜) H
IK(n)IK(n) G
NE/K NE/K NE/K
ι jn˜ ΦLE/E
ι jn ΦL/K
R
Soit x ∈ E∗P. On choisit, pour calculer θP, y ∈ E∗m′ tel que x ≡ y (mod∗ P̂ae). On a donc
R ◦ θP(x) = R ◦ ΦLE/E((y)) ·P−vP(y)) diag. prec.= ΦL/K((NE/K(y)) · p−vp(NE/K(y))).
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Donc, en vertu de la remarque pre´ce´dent la Proposition (11.8), si on montre que
NEP/Kp(x) ≡ NE/K(y) (mod∗ p̂a),
on montre la proposition. Par une preuve similaire a` la preuve du Lemme (5.2), on voit que NEP/Kp(1 +
P̂ae) ⊂ 1 + p̂a. Cela montre que NEP/Kp(x) ≡ NEP/Kp(y) (mod∗ p̂a). De plus, par de´finition de y et
de m′, si i = 2, . . . r, on a y ≡ 1 (mod∗ Paeii ). Ainsi, pour la meˆme raison que tout a` l’heure, on a
NEPi/Kp(y) ≡ NEPi/Kp(1) = 1 (mod∗ p̂a). Enfin, il est bien connu (cf. [Fr-Tay, III, 1.10, p. 110]) que
NE/K(y) =
∏r
i=1NEPi/Kp(y). En re´sume´, on a :
NE/K(y) =
r∏
i=1
NEPi/Kp(y) ≡ NEP/Kp(y) ≡ NEP/Kp(x) (mod∗ p̂a).
Corollaire (11.12)
Soit L/K une extension abe´lienne de corps de nombres. Soit p ∈ P(K) et P ∈ P(L) telle que P|p.
Alors, NLP/Kp(L
∗
P) ⊂ ker(θp).
Preuve
En choisissant E = L dans le the´ore`me pre´ce´dent, on voit que θp(L/K) ◦NLP/Kp = R ◦ θP(L/L) =
IdLP . Cela prouve le corollaire.
Proposition (11.13)(Troisie`me lemme de naturalite´)
Soit L/K une extension abe´lienne de corps de nombres. Soit p ∈ P(K) et σ : L→ C un plongement.
Alors, il est clair que σ se prolonge en un homomorphisme qu’on note encore σ : LP → C pour tout
P ∈ P(L). Notons Kσ, Lσ, pσ pour σ(K), σ(L) respectivement σ(p), Alors Lσ/Kσ est clairement aussi
une extension abe´lienne. Alors, pour tout y = σ(x) ∈ Kσpσ , on a
σ ◦ θp(L/K)(x) ◦ σ−1 = θpσ(Lσ/Kσ)(y).
Preuve
C’est une ve´rification e´vidente sachant que Z(pσ) = σZ(p)σ−1 et que σ transporte tout, faisant
commuter tout diagramme utile pour la preuve.
The´ore`me (11.14)
Sous les meˆmes hypothe`ses : si L/K est une extension abe´lienne de corps de nombres, p une place
non complexe de K et P une place de L au-dessus de p, alors on a
ker(θp) = NLP/Kp(L
∗
P).
Preuve
On a montre´ que ker(θp) ⊃ NLP/Kp(L∗P) au Corollaire (11.12). Montrons donc l’inclusion inverse : la
surjectivite´ de θp (The´ore`me (11.3)), l’inclusion que nous venons de prouver et [Fr-Tay, 1.14+4.2,pp. 111
et 143]) montrent que
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[LP : Kp] = |Z(p)| = [K∗p : ker(θp)] ≤ [K∗p : NLP/Kp(L∗p)].
Ainsi, pour montrer l’inclusion inverse, il suffit de prouver que
[K∗p : NLP/Kp(L
∗
P)] ≤ [LP : Kp]. (∗ ∗ ∗)
Si p est infinie, on se souvient que Kp = LP = R si p ne ramifie pas dans L, et dans ce cas, NLP/Kp est
l’identite´ et donc les indices cherche´s valent 1; et si p ramifie dans L, alors dans ce cas, Kp = R, LP = C
et NLP/Kp(C
∗) = R∗+ et donc les indices cherche´s valent 2, car NLP/Kp est la norme complexe.
Supposons p finie. Prouvons ce re´sultat par re´currence sur le nombre de facteurs premiers de [L : K].
Si ce nombre est 1, alors l’extension L/K est cyclique (un groupe abe´lien d’ordre premier est cyclique...).
Et dans ce cas la`, on a de´ja` prouve´ que [LP : Kp] = [K∗p : NLP/Kp(L
∗
P)] (Proposition (5.17)). Supposons
maintenant que le nombre de facteurs premiers de [L : K] soit strictement supe´rieur a` 1 et que le the´ore`me
est prouve´ pour toute extension d’indice plus petit. Choisissons une extension interme´diaire K ( E ( L,
et on pose P0 = P ∩ E. On a Kp ⊂ EP0 ⊂ LP. Si on pose N1 = NLP/EP0 et N2 = NEP0/Kp , alors
bien suˆr, NLP/Kp = N2 ◦ N1. D’autre part, le lemme technique (Lemme (6.1)) montre facilement que
[N2(E∗P0 ) : N2(N1(L
∗
P))] ≤ [E∗P0 : N1(L∗P)]. Ainsi, on a :
[K∗p : NLP/Kp(L
∗
p)] = [K
∗
p : N2(E
∗
P0)] · [N2(E∗P0 ) : N2(N1(L∗p))]
hyp. de rec+rem.
≤ [EP0 : Kp] · [E∗P0 : N1(L∗P)]
hyp. de rec
≤ [EP0 : Kp] · [LP : EP0 ].
Cela montre la relation (∗ ∗ ∗) et donc le the´ore`me.
Corollaire (11.15)
Sous les meˆmes hypothe`ses, i.e. si L/K est est une extension abe´lienne de corps de nombres, p une
place non complexe de K et P|p est une place de L au-dessus de p, alors on a :
[K∗p : NLP/Kp(L
∗
P)] = [LP : Kp].
De plus, pour c ≥ 0, on a
U
(c)
p ⊂ NLP/Kp(L∗P) ⇐⇒ c ≥ vp(f(L/K)).
Preuve
L’e´galite´ [K∗p : NLP/Kp(L
∗
P)] = [LP : Kp] a` e´te´ montre´ dans la preuve du the´ore`me pre´ce´dent. La
second affirmation est un corollaire imme´diat du the´ore`me pre´ce´dent combine´ avec la Proposition (11.9).
Lemme (11.16)
Sous les meˆmes hypothe`ses : si L/K est une extension abe´lienne de corps de nombres, p une place
non complexe de K et P une place de L au-dessus de p, alors on a
Up = NLP/Kp(UP) ⇐⇒ Up ⊂ NLP/Kp(L∗P) ⇐⇒ p est non ramifie´e dans L
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Preuve
Si p est une place infinie, c’est une ve´rification : si p est ramifie´, NLP/Kp(U
(0)
P ) = NC/R(C
∗) = R∗+ (
R∗ = U (0)p ; et si p est non ramifie´, Np(U
(0)
P ) = NR/R(R
∗) = R∗ = U (0)p .
Supposons p finie. La partie “⇒” de la premie`re e´quivalence est e´vidente. La partie “⇐” aussi :
soit π (resp. π′) une uniformisante de LP (resp. Kp). On sait que Np(π) = u · π′f , ou` f = f(P/p) et
u ∈ Up. Donc dire que Up ⊂ NLP/Kp(L∗P), implique puisque L∗P =< π > ×UP et K∗p =< π′ > ×Up, que
Up ⊂ NLP/Kp(UP), mais on a toujours NLP/Kp(UP) ⊂ Up (car la norme d’un entier est un entier) et on
trouve bien NLP/Kp(UP) = Up.
Montrons la seconde e´quivalence : Supposons que Up ⊂ NLP/Kp(L∗P), on a vu que c’est e´quivalent
au fait que Up = NLP/Kp(UP). Ainsi, toujours puisque Np(π) = u · π′f , on a que π′f est une norme
(puisque u en est une). Cela prouve que NLP/Kp(L
∗
P) =< π
′f > ×Up. Ainsi [K∗p : NLP/Kp(L∗P)] = f .
Or, on a montre´ au Corollaire (11.15) que [K∗p : NLP/Kp(L
∗
P)] = [LP : Kp] = f · e, ou` e = e(P/p). Donc
e = 1, ce qui montre que p n’est pas ramifie´ dans L. Inversement, si p est non ramifie´e, le Lemme (8.8)
nous montre que p ∤ f(L/K), donc vp(f(L/K)) = 0 ce qui implique en vertu du Corollaire (11.15) que
U
(0)
p = Up ⊂ NLP/Kp(L∗P). Le lemme est alors de´montre´.
Voila` enfin un des the´ore`mes que nous visions depuis un moment :
The´ore`me (11.17)
Soit L/K une extension abe´lienne de corps de nombres. Alors les places ramifie´es divisent le conduc-
teur. Plus pre´cise´ment, p ramifie dans L ⇐⇒ p|f(L/K). Cela implique en vertu du Lemme (8.7) que
f(L/K) est admissible.
Preuve
Soit p une place de K non complexe. Posons c l’exposant de p dans la de´composition de f. Alors on
a la se´rie d’e´quivalence :
p ∤ f ⇐⇒ c = 0 Prop. (11.9)⇐⇒ Up ⊂ ker(θp)
Thm.(11.14)⇐⇒ Up ⊂ NLP/Kp(L∗P)
Lemme(11.16)⇐⇒ p est non ramifie´e dans L.
Corollaire (11.18)(construction et existence du corps de Hilbert)
Soit K un corps de nombres. Alors il existe un (unique) corps de nombres H ⊃ K (appele´ corps de
Hilbert de K) posse´dant les proprie´te´s suivantes :
a) L’extension H/K est abe´lienne (de groupe disons G).
b) Aucune place de K ne ramifie dans H .
c) L’application d’Artin ΦH/K : IK → G est de noyau P , l’ensemble des ide´aux fractionnaires princi-
paux de K; ainsi, puisque ΦH/K est surjective (The´ore`me (2.16)), cela implique que G est isomorphe
au groupe des classes CLK = IK/P .
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En outre, L’extension H/K contient toute extension de K abe´lienne non ramifie´e (i.e. satisfaisant les
proprie´te´s a) et b) de la meˆme cloˆture alge´brique.
Preuve
Conside´rons le K-module OK (= (OK , ∅)) et la classe d’e´quivalence de sous-groupes de congruences
H = {P (m) = P ∩ IK(m) | m est un K-module}.
Il est e´vident que H est bel et bien une classe d’e´quivalence et que le conducteur de cette classe est
f = OK et le groupe de congruence associe´ a` f est P . Par le the´ore`me d’existence du corps de classe (cf.
The´ore`me (10.1)), il existe une extension abe´lienne H/K telle que H = H(H/K). Le the´ore`me pre´ce´dent
nous montre que OK est admissible, donc Gal(H/K) ≃ IK/P , d’ou` la partie c). Puisque f = OK , le
the´ore`me pre´ce´dent nous dit que l’extension H/K est non ramifie´e, d’ou` la partie b). Pour la dernie`re
affirmation, soit L/K une extension abe´lienne non ramifie´e. A nouveau, graˆce au the´ore`me pre´ce´dent,
le conducteur f = f(L/K) de cette extension vaut OK = f(H/K). Soit H(f, L/K) ∈ H(L/K), le sous-
groupe de congruence pour f(L/K). On a par de´finition Pf ⊂ H(f, L/K). Or, puisque f = OK , on a
Pf = P (f) = H(f, H/K). Cela montre que H(f, H/K) ⊂ H(f, L/K) et donc, H(H/K) ⊂ H(L/K) et donc
L ⊂ H en vertu de la Proposition (8.9). Ce qui ache`ve la preuve de ce corollaire.
Remarque
Le corps de Hilbert a encore une proprie´te´ remarquable : si K est un corps de nombres, alors tout
ide´al fractionnaire de K devient principal dans le corps de Hilbert de K. La preuve de ce re´sultat est
assez longue. Le chapitre suivant est consacre´ a` la preuve de ce re´sultat
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Chapitre 12 :
Capitulation des ide´aux d’un corps nombres
dans son corps de Hilbert
Ici, nous allons montrer que tout ide´al d’un corps de nombres devient principal vu dans le corps de
Hilbert, on dit qu’il capitule. Evidemment, dans la vraie vie, il vaut mieux que les ide´aux ne capitulent
pas, mais en mathe´matique, cela simplifie bien les choses. Avant de s’attaquer de front au proble`me,
nous devons faire une petite incursion dans la the´orie des groupe pour de´finir un homomorphisme dit
de “transfert”. Nous montrerons ensuite que cet homomorphisme est trivial sous certaines hypothe`ses,
puis nous utiliserons ce re´sultat pour re´soudre notre proble`me. Notons que ce re´sultat a e´te´ prouve´ par
Furtwa¨ngler en 1930.
De´finitions (12.1)
Soit G un groupe, H ⊂ G un sous-groupe de G et J ⊂ H un sous-groupe normal dans H . On suppose
que [G : H ] <∞ et que H/J soit abe´lien. Une transversale (a` droite) de H dans G est une partie T ⊂ G
telle que
G =
⊔
t∈T
H · t. (1)
Cette re´union est finie par hypothe`se. Soit donc T = {t1, . . . , tn} (n = [G : H ]) une transversale de H
dans G. Soit g ∈ G. Pour chaque i = 1, . . . , n, il existe hi ∈ H et j(i) ∈ {1, . . . , n} tel que ti ·g = hi · tj(i).
L’application i 7→ j(i) est une permutation de {1, . . . , n}, car Tg = {t1 · g, . . . , tn · g} est aussi une
transversale (il suffit de multiplier (1) par g). Alors on pose
Ver : G −→ H/J
g 7−→
n∏
i=1
J · hi = J ·
n∏
i=1
hi.
Cette application est “presque” l’homomorphisme de transfert, mais pas tout-a`-fait. Ne´anmoins, nous
allons voir qu’elle est inde´pendante de la transversale T et que c’est un homomorphisme de groupe.
Lemme (12.2)
Sous les meˆmes hypothe`ses, l’application Ver : G → H/J est inde´pendante de T et c’est un homo-
morphisme de groupe.
Preuve
Soit T ′ = {t′1, . . . , t′s} une autre transversale de H dans G. Choisissons une nume´rotations de t′i telle
que H · ti = H · t′i pour tout i = 1, . . . , n. Posons, pour ces meˆmes i, h′′i ∈ H tel que t′i = h′′i · ti. Soit
g ∈ G. De ti · gi = hi · tj(i) suit (en multipliant par h′′i ) h′′i · ti · gi = h′′i · hi · h′′−1j(i) · h′′j(i) · tj(i), c’est-a`-dire
t′i · g = h′i · t′j(i) avec h′i = h′′i · hi · h′′−1j(i)
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On en de´duit (en utilisant plusieurs fois que H/J est commutatif et que i 7→ j(i) est une permutation de
{1, . . . , n}) :
n∏
i=1
J · h′i =
n∏
i=1
J · h′′i · hi · h′′−1j(i) =
n∏
i=1
J · h′′i ·
n∏
i=1
J · hi ·
n∏
i=1
J · h′′−1j(i)
=
n∏
i=1
J · h′′i ·
n∏
i=1
J · hi ·
n∏
i=1
J · h′′−1i =
n∏
i=1
J · h′′i ·
n∏
i=1
J · hi ·
(
n∏
i=1
J · h′′i
)−1
=
n∏
i=1
J · hi.
Cela montre que Ver(g) ne de´pend pas de la transversale T .
Montrons a` pre´sent que c’est un homomorphisme de groupe : soit donc T = {t1, . . . , tn} une transver-
sale et g, h ∈ G. On a comme avant ti · g = hi · tj(i) et tih = h′i · tk(i), pour i = 1, . . . n, hi, h′i ∈ H ,
i 7→ j(i), i 7→ k(i) sont des permutations de {1, . . . , n}. On a alors ti · g ·h = hi · tj(i) ·h = hi ·h′j(i)tk(j(i)).
Ainsi (toujours avec les meˆmes proprie´te´s de J/H , i 7→ j(i) ) :
Ver(g · h) =
n∏
i=1
J · hi · h′j(i) =
n∏
i=1
J · hi ·
n∏
i=1
J · h′j(i)
=
n∏
i=1
J · hi ·
n∏
i=1
J · h′i = Ver(g) · Ver(h)
De´finition (12.3)
Soit G un groupe. On rappelle que G′ = D(G : G) est le sous-groupe engendre´ par les commutateurs
[a, b] = aba−1b−1, a, b ∈ G et G/G′, l’abe´lianise´ de G, est le plus grand quotient abe´lien de G. Sous
les meˆmes hypothe`ses que le lemme pre´ce´dent, mais en supposant que J = H ′. On a que l’application
Ver : G → H/H ′ est bien de´finie. Puisque H/H ′ est abe´lien et par de´finition de G′, il est clair que
G′ ⊂ ker(Ver). Ainsi, on peut de´finir une application
VG→H : G/G′ −→ H/H ′
qu’on appelle l’homomorphisme de transfert de G sur H .
Le transfert est tre`s utile pour montrer de jolis the´ore`mes sur les groupes. Nous ne pouvons pas
re´sister a` la tentation d’en citer quelques-uns, meˆme s’il ne sont pas utiles pour la suite :
The´ore`me (12.4) (The´ore`me de Schur)
Si G est groupe tel que le centre Z(G) = {x ∈ G | yx = xy ∀y ∈ G} est tel que [G : Z(G)] <∞, alors
|G′| <∞.
The´ore`me (12.5)
Soit G un groupe fini et p le plus petit diviseur de |G|. Si un des p-sous-groupe de Sylow P de G est
cyclique (donc tous...), alors il existe un sous-groupe normal N de G tel que G/N ≃ P .
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Corollaire (12.6)
Si G est un sous-groupe simple fini non abe´lien, alors les 2-sous-groupe de Sylow de G ne sont pas
cycliques.
Corollaire (12.7)
Soit G un groupe fini. Si tous les sous-groupe de Sylow de G sont cycliques, alors G est re´soluble.
En revanche le the´ore`me suivant sera le re´sultat crucial de ce chapitre. Il s’appelle le “the´ore`me de
l’ide´al principal de la the´orie des groupe” (visiblement, car l’unique corollaire connu de ce re´sultat est
pre´cise´ment le sujet de ce chapitre) :
The´ore`me (12.8)
Soit G un groupe. Supposons que [G : G′] < ∞ et que G′/G′′ soit de ge´ne´ration finie. Alors
l’homomorphisme de transfert VG→G′ est trivial (c’est-a`-dire tout est envoye´ sur 1).
La preuve de ce the´ore`me est assez longue et nous devrons tout d’abord faire ce qu’on peut appeler
une “version additive du transfert”. D’abord une
De´finition (12.9)
Soit G un groupe et H ⊂ G tel que [G : H ] <∞. On introduit Z[G] (l’anneau de groupe de G, qui est
l’ensemble des se´ries formelles
∑
g∈Gmg ·g, ou` mg ∈ Z pour tout g ∈ G). Le noyau de l’homomorphisme :
Z[G] −→ Z∑
g∈G
mg · g 7−→
∑
g∈G
mg
est un ide´al, appele´ l’ide´al d’augmentation, qu’on note IG. Remarquons que Z[H ] ⊂ Z[G] et que IH ⊂ IG.
On observe aussi que (g − 1)g∈G\{1} forme une Z-base de IG. En effet , si 0 =
∑
g 6=1mg(g − 1), on a
(
∑
g 6=1mg) · 1 =
∑
g 6=1mg · g, ce qui implique que mg = 0 pour tout g 6= 1, donc la famille est libre. De
plus, si
∑
g∈Gmg ∈ IG, on a
∑
g∈Gmg =
∑
g 6=1mg(g − 1) + (
∑
g∈G
mg)︸ ︷︷ ︸
=0
·1, donc on a la ge´ne´ration. On
montre de meˆme que si g0 ∈ G, les e´le´ments (g − 1) · g0 forment aussi une base de IG, cela vient de la
relation g − 1 = (g · g−10 − 1) · g0 − (g−10 − 1) · g0.
Notons d l’application Z[G]→ Z[G] telle que d(g) = g−1. Dans Z[G], on peut former les ide´aux I2G et
IH · IG (ce dernier n’e´tant qu’un ide´al a` droite, et donc un sous-groupe additif) ainsi que le sous-groupe
IH + IHIG.
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Lemme (12.10)(version additive du transfert)
Soit G un groupe et H ⊂ G un sous-groupe d’indice fini, ainsi que T une transversale de H dans
G. Alors il existe des isomorphismes, note´s log et une application S tels que le diagramme suivant soit
commutatif :
IG/I
2
G
G/G′
(IH + IH · IG)/(IH · IG)
H/H ′
VG→H
S
log log≃ ≃
ou` S(x mod I2G) = (
∑
t∈T t) · x mod IH · IG.
Preuve
Tout d’abord, on ve´rifie que d(x ·y) = d(x)+d(y)+d(x) ·d(y) pour tout x, y ∈ G. Ainsi, l’application
h 7→ d(h) mod IH · IG est un homomorphisme de groupe de H → (IH + IH · IG)/(IH · IG), le groupe de
droite est bien entendu additif (donc abe´lien). Cela donne donc un homomorphisme
log : H/H ′ → (IH + IH · IG)/(IH · IG).
Par les the´ore`mes d’isomorphismes (IH+IH ·IG)/(IH ·IG) ≃ IH/(IH∩IH ·IG), et donc log est surjective, car
les d(h) engendrent IH . Nous allons montrer que log est en fait un isomorphisme. Soit T une transversale
de H dans G. On notera τ , l’unique e´le´ment de T ∩H . On affirme que les e´le´ments d(h) · t avec t ∈ T et
h ∈ H \ {1} forment une base de IH + IH · IG. En effet, on vient de voir que les d(h) · τ engendrent IH .
D’autre part, IH · IG est engendre´ par les (h − 1) · (h′ · t − 1) = (h · h′ − 1) · t− (h′ − 1) · t − (h − 1) =
d(h · h′) · t− d(h′) · t− d(h · τ−1) · τ + d(τ−1) · τ . Pour l’inde´pendance, si
0 =
∑
t∈T
16=h∈H
nt,h · d(h) · t =
∑
t∈T
16=h∈H
nt,h · h · t−
∑
t∈T
 ∑
16=h∈H
nt,h
 · t.
Les h · t, t ∈ T , 1 6= h ∈ H et les t = 1 · t forment exactement tous les e´le´ments de G, donc les nt,h = 0
pour tout t, h. C’est donc une famille libre.
On de´finit un homomorphisme (par l’image de la base qu’on vient de trouver)
IH + IH · IG −→ H/H ′
d(h) · t 7−→ h mod H ′.
On vient de voir que IH · IG e´tait engendre´ par les e´le´ments d(h) · d(h′ · t) = d(h · h′) · t− d(h′) · t− d(h ·
τ−1) · τ + d(τ−1) · τ qui est envoye´ sur h · τ · h−1 · τ−1 ∈ H ′. Donc IH · IG est dans le noyau, ce qui veut
dire qu’on a l’homomorphisme
exp : IH + IH · IG/(IH · IG) −→ H/H ′
caracte´rise´ par d(h) · t 7→ h mod H ′ . Il est clair que exp est l’inverse de log : exp(log(h mod H ′)) =
exp(d(h)) = exp(d(h·τ−1)·τ−d(τ−1)·τ) = h·τ−1·τ = h. Et inversement log(exp(d(h)·t)) = log(h) = d(h),
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et on observe que d(h) · t− d(h) = d(h) · d(t) ∈ IH · IG, donc d(h) mod IH · IG = d(h) · t mod IH · IG. On
a ainsi montre´ que log (et exp) e´tait un isomorphisme. En particulier, en appliquant cela a` H = G, on
obtient aussi l’isomorphisme :
log : G/G′ 7−→ IG/I2G.
Traduisons maintenant le transfert VG→H en un homomorphisme
S : IG/I
2
G −→ IH + IH · IG/(IH · IG).
Rappelons que VG→H(g mod G′) =
∏
t∈T ht mod H
′, ou` ∀t, on a t · g = ht · t′, avec t′ ∈ T et ht ∈ H .
Cela veut dire que S(d(g) mod I2G) =
∑
t∈T d(ht) mod IH · IG. Finalement, la relation d(t) + t · d(g) =
d(ht) + d(t
′) + d(ht) · d(t′), donne en sommant sur tous les t,
∑
t∈T
d(t)︸ ︷︷ ︸
=(∗)
+
(∑
t∈T
t
)
· d(g) =
∑
t∈T
d(ht) +
∑
t′∈T
d(t′)︸ ︷︷ ︸
=(∗)
+
∑
t∈T
d(ht) · d(t′)︸ ︷︷ ︸
∈IH ·IG
.
On a donc montre´ que S(d(g) mod I2G) = (
∑
t∈T t) · d(g) mod IH · IG, ce qui montre notre lemme (les
d(g) engendrent IG).
Preuve du The´ore`me (12.8)
En remplac¸ant G par G/G′′, on se rame`ne a` prouver le the´ore`me sous l’hypothe`se que G′′ = {1},
en effet, il est clair que (G/G′′)′ = G′/G′′, que (G/G′′)′′ = G′′/G′′ = {1}, que G/G′ thm.d
′isom.≃
(G/G′′)/(G′/G′′) et que le carre´ suivant commute :
(G/G′′)/(G′/G′′)
G/G′
(G′/G′′)/(G′′/G′′)
G′/G′′
VG→G′
VG/G′′→G′/G′′
≃ ≃
car les transversales ne posent pas non plus de proble`me. Cela permet de supposer que G′ et donc
G est de ge´ne´ration finie. Pour la preuve, on fixe g1, . . . , gr un syste`me de ge´ne´rateurs de G et T une
transversale a` droite de G′ dans G. En vertu du Lemme (12.10), il s’agit donc de de´montrer que pour
tout g ∈ G, on a (∑
t∈T
t
)
· d(g) ≡ 0 (mod IG′ · IG), (∗)
car les d(g) engendrent IG.
Remarquons d’abord la chose suivante : si H ⊂ G est un sous-groupe normal, alors on a un isomor-
phisme
Z[G/H ] ≃ Z[G]/(IH · Z[G]). (∗∗)
En effet, d’abord IH · Z[G] est un ide´al bilate`re : si h ∈ H et g ∈ G, alors si h′ ∈ H est l’e´le´ment tel
que g · h = h′ · g, alors g · (h − 1) = (h′ − 1) · g. Ensuite, si T est une transversale a` droite de H dans
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G, alors Z[G] =
⊕
t∈T Z[H ] · t et IH · Z[G] =
⊕
t∈H IH · t, les de´compositions e´tant compatibles (i.e
IH · t ⊂ Z[H ] · t ∀ t). De sorte que
Z[G]/(IH · Z[G]) ≃
⊕
t∈T
(Z[H ] · t)/(IH · t) ≃
⊕
t∈T
(Z[H ]/IH) · t ≃
⊕
t∈T
Z · t, (∗ ∗ ∗)
ou` g est l’image de g dans le quotient Z[G|/(IH · Z[G]), pour tout g ∈ G; et le dernier isomorphisme
vient du fait que h − 1 ∈ IH et donc h = 1, pour tout h ∈ H . Cette dernie`re e´galite´ montre que
l’homomorphisme multiplicatif G → Z[G]/(IH · Z[G]) envoie h · t 7→ t; ce qui permet d’identifier G/H
avec {t | t ∈ T } et cela fourni l’isomorphisme (d’anneau) entre Z[G/H ] et ⊕t∈T Z · t et donc entre
Z[G/H ] et Z[G]/(IH · Z[G]) en vertu de (∗ ∗ ∗). Donc (∗∗) est prouve´. Nous appliquerons ce re´sultat a`
H = G′. Dans ce cas-la`, Z[G/G′] (et donc Z[G]/(IG′ · Z[G])) est un anneau commutatif (puisque G/G′
est un groupe commutatif). Donc nous pourrons faire un peu d’alge`bre line´aire dans ce cas-la`.
Voici encore un re´sultat : soit g ∈ G. Si on e´crit g = x1 · · ·xN , ou` xi ∈ {g1, . . . , gn, g−11 , . . . , g−1n },
pour i = 1, . . . , N , alors d(g) peut s’e´crire
d(g) =
n∑
i=1
yi · d(gi) (+)
pour des yi ∈ Z[G] tels que yi ≡ n+i − n−i (mod IG), ou` n+i = # de j tels que xj = gi et n−i = #
de j tels que xj = g
−1
i . De meˆme, d(g) =
∑n
i=1 d(gi) · zi pour certains zi ∈ Z[G], mais pour nous
n’aurons pas besoin de pre´cisions supple´mentaires sur les zi. Nous prouvons (+) par re´currence sur N .
Supposons N = 1. Si g = gk pour un k = 1, . . . , n, il n’y a rien a` prouver. Si g = g
−1
k , on observe que
d(g−1k ) = (−1− d(g−1k )) · d(gk) et (−1− d(g−1k )) ≡ −1 (mod IG). Supposons le re´sultat vrai pour N − 1
et supposons g = x · gk de longueur N . Alors on a
d(x · gk) = d(x) + d(gk) + d(x) · d(gk) H.R=
n∑
i=1
y′i · d(gi) + d(gk) + d(x) · d(gk)
=
∑
i6=k
y′i · d(gi) + ((y′k + 1) + d(x)) · d(gk).
En posant yi = y
′
i si i 6= k et yk = y′k +1+ d(x) ≡ y′k + 1 (mod IG), le re´sultat est prouve´ dans ce cas-la`.
Enfin, et de meˆme, si g = x · g−1k , on a
d(x · g−1k )
H.R
=
∑
i6=k
y′i · d(gi) + ((y′k − 1)− d(g−1k ) + d(x) · (−1− d(g−1k )))︸ ︷︷ ︸
≡(y′
k
−1) (mod I)G
·d(gk),
ce qui montre aussi le re´sultat dans ce cas-la`. Pour le fait que d(g) =
∑n
i=1 d(gi) · zi, la preuve est
similaire.
Conside´rons maintenant l’application Zn α−→ G/G′ de´finie par α
 l1...
ln
 = ∏ni=1 glii (mod G′). Cette
application est un homomorphisme surjectif de groupes, car G/G′ est abe´lien. Son noyau est un sous-
groupe de Zn d’indice [G : G′] <∞; c’est donc aussi un groupe abe´lien libre de rang n. Donc c’est l’image
d’une application Z-line´aire injective Zn
β−→ Zn (on dit que la suite exacte 0→ Zn β−→ Zn α−→ G/G′ → 1
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est une pre´sentation de G/G′). l’application β est de´crite par une matrice (mij) ∈Mn(Z) de de´terminant
[G : G′]. On a donc, pour chaque j = 1, . . . , n une relation
τj ·
n∏
i=1
g
mij
i = 1 pour un τj ∈ G′.
Appliquant d a` ces relations, en se souvenant que d(1) = 0, et en utilisant la relation (+), on trouve pour
chaque j = 1, . . . , n une relation
n∑
k=1
τjk · d(gk) = 0 avec des τjk ∈ Z[G] tels que τjk ≡ mkj (mod IG), (+∗)
(les τj de la relation pre´ce´dente ne contribuent pas aux n
+
i − n−i , car e´tant dans G′, ce sont des produits
de commutateurs ghg−1h−1 qui ont autant de + que de −). Posons τ = det(τjk) de´fini par la formule∑
σ∈Sn sgn(σ)τ1σ(1) · · · τnσ(n), et on de´finit (τ˜ik) la co-matrice de (τik) telle que τ˜ik = (−1)i+k det(τ(i, k)),
ou` τ(i, k) est la matrice obtenue en biffant dans (τik) la i
e colonne et la je ligne. Si on rappelle ces
choses-la`, c’est que Z[G] n’est pas force´ment commutatif. Pour appliquer les the´ore`mes d’alge`bre line´aire
classiques, il faut passer a` l’anneau commutatif (on vient de le voir) Z[G]/(IG′ · Z[G]) ≃ Z[G/G′]. On a
donc, pour tout i, k :
n∑
j=1
τ˜ij · τjk = δik · τ + dik avec dik ∈ IG′ · Z[G] et δij est le symbole de Kronecker.
En multipliant cette relation par d(gk) et en sommant sur k, on obtient
τ · d(gi) =
n∑
j=1
τ˜ij
(
n∑
k=1
τjk · d(gk)
)
︸ ︷︷ ︸
=0 rel.(+∗)
−
n∑
k=1
dikd(gk),
et donc τ ·d(gi) ≡ 0 (mod IG′ · Z[G] · IG︸ ︷︷ ︸
=IG′ ·IG
) pour tout i. Soit g ∈ G, on se souvient que juste apre`s la relation
(+), on a vu qu’il existait de zi ∈ Z[G] tels que d(g) =
∑n
i=1 d(gi) · zi, donc τ · d(g) =
∑n
i=1 τ · d(gi)︸ ︷︷ ︸
≡0
·zi.
On trouve alors la relation :
τ · d(g) ≡ 0 (mod IG′ · IG) pour tout g ∈ G. (++)
Notant toujours x la classe de x ∈ Z[G] modulo IG′ ·Z[G], on a a priori (cf. preuve de (∗∗)) τ =
∑
t∈T nt ·t,
avec nt ∈ Z, uniques. Soit g ∈ G. La relation τ · d(g) = τ · (g − 1) ≡ 0 (mod IG′ · IG) donne τ · g ≡ τ
(mod IG′ · IG) donc a fortiori (mod IG′ · Z[G]); et donc τ · g = τ ou encore∑
t∈T
nt · t =
∑
t∈T
nt · t · g =
∑
t∈T
nt·g−1 · t,
la dernie`re e´galite´ venant du fait que T ·g est une transversale et que G agit transitivement sur les classes
a` droite de G modulo G′; ainsi, nt·g−1 = nt pour tout t ∈ T et g ∈ G. Cela prouve que les nt sont tous
e´gaux a` un meˆme entier, disons m. On a donc
τ ≡ m ·
∑
t∈T
t (mod IG′ · Z[G]), (+ + +)
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donc a fortiori modulo IG. Mais comme τij ≡ mji (mod IG), pour tout i, j, on a τ ≡ det(mij) = [G : G′]
(mod IG). D’autre part t ≡ 1 (mod IG) pour tout t ∈ T et que |T | = [G : G′], on a donc
[G : G′] = det(mij) ≡ τ
(+++)≡ m ·
∑
t∈T
t ≡ m · [G : G′] (mod IG).
Ce qui prouve que m ≡ 1 (mod IG) (Z[G]/IG est isomorphe a` Z donc inte`gre), d’ou` m = 1, puisque
la congruence modulo IG est l’e´galite´ pour les entiers. L’e´quivalence (+ + +) devient alors τ ≡
∑
t∈T t
(mod IG′ ·Z[G]), et donc τ · d(g) ≡
(∑
t∈T t
) · d(g) (mod IG′ · Z[G] · IG︸ ︷︷ ︸
=IG′ ·IG
). Finalement, l’e´quivalence (++)
devient (∑
t∈T
t
)
· d(g) ≡ 0 (mod IG′ · IG)
qui est l’e´quivalence (∗) cherche´e, ce qui prouve le the´ore`me.
Maintenant que ce long et joli the´ore`me de the´orie de groupe est prouve´, nous pouvons revenir attaquer
le proble`me de front
The´ore`me (12.11)
Soit K ⊂ E ⊂ L des corps de nombres. On suppose L/K galoisien. Posons G = Gal(L/K) et
H = Gal(L/E) ⊂ G. Soit encore S, l’ensemble des ide´aux de K ramifie´s dans L et S′ l’ensemble des
ide´aux de E ramifie´s dans L. Alors le diagramme suivant commute :
IS
′
E
ISK
H/H ′ = Hab
G/G′ = Gab
ΦL/K
ΦL/E
i VG→H
ou` l’application i(a) = a ·OE pour tout a ∈ ISK , et les Φ on e´te´ de´fini a` la fin du Chapitre 10, dans la
section “application a` des extensions non abe´liennes”.
Preuve
Soient p un ide´al premier de K, p 6∈ S, P un ide´al premier de L au-dessus de p et σ = Frob(P/p). Le
The´ore`me (0.17) nous apprend que l’ensemble des classes a` droites de G modulo H se de´compose sous
l’action de Z(P/p) =< σ > en r orbites :
Ci = {H · τi, H · τi · σ, . . . , H · τi · σfi−1} i = 1, . . . , r,
ou`, en posant pi = τi(P) ∩ E, i = 1, . . . , r, on a i(p) = p · OE = p1 · · · pr, et pour chaque i, fi = f(pi/p).
On a vu a` la fin du Chapitre 10 que ΦL/K(p) = σ mod G
′. En s’inspirant de la preuve du The´ore`me (0.6),
on a, pour i = 1, . . . , r
FrobL/E(τi(P)/pi) = FrobL/K((τi(P)/p)
fi = (τi · σ · τ−1i )fi = τi · σfi · τ−1i .
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Ainsi,
ΦL/E(i(p)) =
r∏
i=1
τi · σfi · τ−1i mod H ′. (∗)
D’autre part, on se souvient que VG→H(σ mod G′) =
∏
ht mod H
′, ou` pour chaque t ∈ T , t · σ = ht · t′
(ht ∈ H, t′ ∈ T ), ou` T est n’importe quelle transversale a` droite de H dans G. Alors prenons par exemple
T = {τ1, τ1σ, . . . , τ1σf1−1, . . . , τr, τrσ, . . . , τrσfr−1}.
Remarquons maintenant que, pour 0 ≤ i < fj − 1, j = 1, . . . , r, on a (τj · σi) · σ = τj · σi+1, et donc
hτj ·σi = 1. Sinon, pour j = 1, . . . , r, on a (τj · σfj−1) · σ = τj · σfj = hτj·σfj−1 · τj . Ce qui veut dire que
hτj ·σfj−1 = τj · σfi · τ−1j . Et enfin,
VG→H (ΦL/K(p)) = VG→H(σ mod G′) =
r∏
i=1
τi · σfi · τ−1i mod H ′.
Ce qui donne, combine´ avec (∗), ΦL/E(i(p)) = VG→H(ΦL/K(p)).
The´ore`me (12.12)(The´ore`me des ide´aux principaux de la the´orie du corps de classe)
Soit K un corps de nombres. Notons E le corps de Hilbert de K. Alors tout ide´al de K capitule dans
E, i.e. devient principal dans E.
Preuve
Posons L le corps de Hilbert de E. L’extension L/K est abe´lienne. En effet, soit Lalg la cloˆture
alge´brique de L et ϕ : L → Lalg, un K-morphisme. Il faut voir que ϕ(L) ⊂ L. L’extension E/K e´tant
galoisienne, on a donc ϕ(E) = E. Donc ϕ(L) est une extension de E. En faisant des allers et venues avec
ϕ pour des groupes d’automorphismes (et d’inerties), on voit que ϕ(L)/E est une extension abe´lienne
non ramifie´e (Gal(ϕ(L)/E) = ϕ ·Gal(L/E) · ϕ−1). Donc ϕ(L) ⊂ le corps de Hilbert de E = L (en vertu
du Corollaire (11.18)), ce qu’il fallait voir.
Notons alors G = Gal(L/K) et H = Gal(L/E). La the´orie de Galois nous dit alors que Gal(E/K) ≃
G/H . L’extension E/K est la plus grande sous-extension abe´lienne de L/K; c’est e´vident, car L/K
est une extension non ramifie´e (il en est donc de meˆme de toute-sous extension) et nous savons que
L/K contient toute extension abe´lienne non-ramifie´e de K (cf. Corollaire (11.18)). Donc, G/H est le
plus grand quotient abe´lien de G, et alors, par de´finition, H = G′. De plus H = G′ est abe´lien, donc
G′′ = {1}. Puisque L/E est abe´lienne ΦL/E est l’application d’Artin usuelle; et on a aussi ΦL/K = Φ′E/K
(a` nouveau, car E est la plus grande sous-extension abe´lienne de L/K et vu la fin du Chapitre 10). On
veut utiliser le The´ore`me (12.11). Dans notre cas, S = S′ = ∅, ainsi ISK = IK et IS
′
E = IE . Ce meˆme
the´ore`me nous dit qu’on a le diagramme commutatif :
IE
IK
G′/G′′ ≃ G′ = Gal(L/E)
G/G′ ≃ Gal(E/K)
ΦE/K
ΦL/E
i VG→G′
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Le The´ore`me (2.16) nous dit que ΦE/K et ΦL/E sont surjectives. Le Corollaire (11.18) nous dit que
ker(ΦE/K) = PK et ker(ΦL/E) = PE , de plus i(PK) ⊂ PE . Donc le diagramme pre´ce´dent “passe au
quotients” donnant un diagramme commutatif :
IE/PE
IK/PK
G′/G′′
G/G′
ΦE/K
ΦL/E
i VG→G′
≃
≃
L’hypothe`se du The´ore`me (12.8) est satisfaite, donc l’homomorphisme VG→G′ est l’homomorphisme
trivial, donc i est aussi trivial, ce qui veut dire que i(IK) ⊂ PE , donc le the´ore`me.
Maintenant nous pouvons dire que nous avons construit le corps de Hilbert comple`tement. C’est une
certaine satisfaction et on espe`re que le lecteur aura appre´cie´ la lecture de ce texte jusqu’ici et est d’accord
que cette construction n’est pas totalement “pe´destre”.
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Chapitre 13 :
Interpre´tation ide´lique
La manie`re de pre´senter habituellement la the´orie du corps de classe passe par un nouvel objet qu’on
appelle les ide`les. Nous verrons que le The´ore`me (10.1) se traduit dans ce cadre de manie`re tre`s simple
(cf. Corollaire (13.23) et The´ore`me (13.29)). Seulement, nous trouvons (mais c’est un avis personnel) que
cette interpre´tation du corps de classe est plus obscure. C’est-a`-dire que l’e´nonce´ est tre`s court (c’e´tait
probablement la volonte´ de faire ainsi), mais toutes les difficulte´s ont e´te´ pour ainsi dire “mises sous le
tapis”. Ne´anmoins, il nous a paru important de faire le lien avec la vision classique de cette magnifique
the´orie.
De´finition (13.1)
Soit K un corps de nombres. Rappelons qu’on note P(K),P0(K),P∞(K) l’ensemble des places, des
places finies respectivement infinies de K. Pour chaque p ∈ P0(K), on note Kp le comple´te´ de K en p,
Op son anneau de valuation, vp la valuation p-adique et |x|p = N(p)−vp(x). Si p ∈ P∞(K), on note aussi
Kp le comple´te´ et si σp est un plongement qui de´finit p, on pose
|x|p =
{ |σp(x)| si p est re´elle
|σp(x)|2 si p est complexe.
Remarquons que dans le cas complexe, on avait de´finit |x|p autrement (cf. page 5) et que maintenant ce
n’est plus vraiment une valeur absolue (on n’a pas |x+ y|p ≤ |x|p + |y|p), mais sans cette de´finition (un
peu malheureuse, il est vrai), la proposition suivante ne serait pas vraie...
On note aussi
O∗p = {x ∈ Kp | |x|p = 1} ∀p ∈ P(K).
Si p ∈ P0(K), on a O∗p = Up, le groupe des unite´s de Op; et si p ∈ P∞(K), O∗p est le cercle unite´ si p est
complexe et {±1} si p est re´elle.
Proposition (13.2)
Pour tout x ∈ K∗, on a ∏
p∈P(K)
|x|p = 1.
Preuve
Soit donc x ∈ K∗. Il existe k1, . . . , kr ∈ Z et p1, . . . , pr ∈ P0(K) tels que x ·OK = pk11 · · · pkrr . D’autre
part, |x|p = 1 si p 6= pi, i = 1, . . . , r. Et donc,
∏
p∈P(K) |x|p =
∏r
i=1 |x|pi ·
∏
p∈P∞(K) |x|p. Or, d’une
part,
∏r
i=1 |x|pi =
∏r
i=1(N(pi))
−ki = N(pk11 · · · pkrr )−1 = |NK/Q(x)|−1. D’autre part, si S est l’ensemble
de tous les plongements de K dans C, on a
∏
p∈P∞(K) |x|p =
∏
σ∈S |σ(x)| =
∣∣∏
σ∈S σ(x)
∣∣ = ∣∣NK/Q(x)∣∣.
Finalement, ∏
p∈P(K)
|x|p = |NK/Q(x)|−1 ·
∣∣NK/Q(x)∣∣ = 1
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De´finition (13.3)
Soit K un corps de nombres. Un ade`le de K est une famille (αp)p∈P(K) telle que αp ∈ Kp pour tout
p ∈ P(K) et αp ∈ Op pour presque tout p ∈ P0(K). Le syntagme pour presque tout signifie “pour tout
e´le´ment de l’ensemble conside´re´ sauf, e´ventuellement, un nombre fini”. Nous re´sumerons tout cela par
“ppt”. L’ensemble des ade`les de K se note AK . En re´sume´, on a
AK =
(αp)p ∈ ∏
p∈P(K)
Kp | αp ∈ Op ppt p
 .
De meˆme, on de´finit l’ensemble des ide`les de K
IK =
(αp)p ∈ ∏
p∈P(K)
K∗p | αp ∈ O∗p ppt p ∈ P0(K)
 .
Remarquons qu’historiquement, le mot “ide`le” est ante´rieur au mot “ade`le”. Ide`le vient de ideal elements
et ade`le vient de additive ide`le. L’accent grave vient de la ressemblance avec le pre´nom fe´minin et que
les inventeurs du concept e´taient certainement francophones. Mais attention, on dit “un ade`le” et “un
ide`le”.
Clairement, AK est un sous-anneau de l’anneau produit
∏
p∈P(K)Kp et IK est un sous-groupe du
groupe produit
∏
p∈P(K)K
∗
p.
Si S est une partie finie de P(K) qui contient P∞(K), on note
AK(S) =
∏
p∈S
Kp ×
∏
p 6∈S
Op et IK(S) =
∏
p∈S
K∗p ×
∏
p 6∈S
O∗p.
Dans le cas ou` S = P∞(K), on e´crira AK(∞) et IK(∞).
Les AK(S) sont des sous-anneaux des AK et les IK(S) sont des sous-groupes des IK . Ils sont filtrants
supe´rieurement (toute re´union finie posse`de un e´le´ment qui contient cette re´union) et leur re´union donnent
AK respectivement IK .
On munit AK et IK d’une topologie comme suit :
Pour AK une base d’ouverts est l’ensemble des parties de la forme
∏
p Vp, ou` Vp est un ouvert de Kp
pour tout p ∈ P(K), et Vp = Op ppt p. Remarquons que si p ∈ P0(K), Op = {x ∈ Kp | |x|p ≤ 1} est
un ouvert malgre´ les apparences : pour la topologie p-adique de Kp, “les boules ferme´es sont ouvertes et
re´ciproquement” on dit que c’est un espace topologique totalement discontinu. De plus, dans Kp, Op est
compact (cf. [Fr-Tay, II.4, rel. (3.29), p.86]).
Pour IK , de meˆme, une base d’ouverts est l’ensemble des parties de la forme
∏
p Vp, ou` Vp est un
ouvert de K∗p pour tout p ∈ P(K), et Vp = O∗p ppt p.
Pour cette topologie, la topologie induite sur AK(S) (resp. IK(S)) est identique a` la topologie produit,
et AK(S) (resp. IK(S)) est ouvert dans AK (resp. dans IK). Comme les AK(S) et les IK(S)) sont
localement compacts (ils sont les produits finis d’espaces localement compacts avec un produit d’espaces
compacts), alors AK et IK sont localement compacts (pour tout x ∈ AK , il existe S tel que x ∈ AK(S)).
Remarquons que dans notre acceptation de termes “compact” et “localement compact”, nous incluons la
proprie´te´ d’eˆtre se´pare´. La re´union des AK(S) (resp. des IK(S)) est filtrante et on peut voir AK , (resp.
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IK) comme limite inductive des AK(S), (resp. des IK(S)). En outre, cette topologie induit sur AK (resp.
sur IK) une structure de d’anneau (resp. de groupe) topologique, car chaque AK(S) (resp. AK(S)) en
est un.
Remarque
La topologie de IK n’est pas celle induite par celle de AK . En effet, choisissons pour chaque p ∈
P0(K) une uniformisante πp de Kp et posons xp l’ide`le (1, . . . , 1, πp, 1, . . . , 1), alors, pour la topologie des
ade`les, n’importe quel voisinage de (1, . . . , 1) contient presque tous les xp, donc (1, . . . , 1) est un point
d’accumulation de la famille des xp. En revanche, pour la topologie des ide`les, IK(∞) est un voisinage
de (1, . . . , 1) et il ne contient aucun des xp.
Cette remarque est importante pour nous pousser a` la prudence quand nous raisonnerons sur ces
objets. En revanche, nous avons un re´sultat qui donne un lien entre les deux topologies :
Lemme (13.4)
L’application injective
j : IK −→ AK × AK
x 7−→ (x, x−1)
induit la topologie de IK (identifie´ a` un sous-espace de AK × AK).
Preuve
Il suffit de montrer que j est continue et que tout ouvert de IK est l’image re´ciproque d’un ouvert de
AK × AK . On remarque que
j−1
∏
p∈S
Vp ×
∏
p 6∈S
Op
×
∏
p∈S
V ′p ×
∏
p 6∈S
Op
 = ∏
p∈S
(Vp \ {0}) ∩ (V ′p \ {0})−1 ×
∏
p 6∈S
O∗p
qui est un ouvert de base de IK , car (Vp \ {0}) et (V ′p \ {0})−1 sont des ouverts de K∗p si Vp et V ′p sont des
ouverts de Kp (le passage de x a` x−1 est une application bi-continue). Donc l’application j est continue.
D’autre part,
∏
p∈S
Vp ×
∏
p 6∈S
O∗p = j
−1
∏
p∈S
Vp ×
∏
p 6∈S
Op
×
∏
p∈S
V −1p ×
∏
p 6∈S
Op
 ,
ce qui montre le lemme.
Lemme (13.5)
Soit G un groupe topologique se´pare´ et H un sous-groupe de G. Si H est discret, alors il est ferme´
Preuve
Mettons que G soit note´ multiplicativement. Soit a ∈ G\H et V un ouvert tel que V ∩H = {1} (c’est
possible puisque H est discret). On choisit un ouvert U , voisinage de 1 tel que a · U · U−1 · a ⊂ V . C’est
toujours possible, car l’application (x, y) 7→ a · x · y−1 · a−1 est une application continue de G ×G dans
G. Supposons que x, y ∈ H ∩ a · U . Alors xy−1 ∈ H et xy−1 ∈ a · U · U−1 · a ⊂ V . Donc xy−1 = 1, i.e.
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x = y. Donc le voisinage a ·U de a contient au plus un e´le´ment de H . Puisque G est se´pare´, on peut, en
restreignant a ·U si ne´cessaire, trouver un voisinage de a qui ne rencontre pas H . Donc G \H est ouvert
et donc H est ferme´.
De´finition (13.6)
Pour chaque p ∈ P(K), on suppose choisi une identification de K avec un sous-corps de Kp. Si
x ∈ K, on lui associe diagonalement l’e´le´ment (x, x, . . . , x) ∈ ∏pKp. C’est un ade`le, car |x|p ≤ 1 ppt
p. On obtient un homomorphisme d’anneau K → AK . De meˆme, si x ∈ K∗, |x|p = 1 ppt p. Donc
x 7→ (x, . . . , x) de´finit un homomorphisme de groupe de K∗ dans IK . Nous associerons K (resp. K∗)
avec son image dans AK (resp. dans IK) que nous appelleront les ade`les (resp. les ide`les) principaux.
Lemme (13.7)
Les ade`les principaux forment un sous-anneau discret (donc ferme´ en vertu du lemme pre´ce´dent) de
AK ; et les ide`les principaux forment un sous-groupe discret (et donc ferme´) de IK .
Preuve
L’inclusion IK → AK est continue (on peut la voir comme la composition des applications x 7→
(x, x−1) 7→ x qui est continue en vertu du Lemme (13.4)), donc il suffit de montrer que K est discret dans
AK . En effet, l’image re´ciproque de K de cette inclusion qui est K∗ serait alors discret dans IK (l’image
re´ciproque d’un ouvert ne rencontrant pas (1, . . . , 1) est un ouvert ne rencontrant pas (1, . . . , 1)).
Conside´rons alors l’ensemble
N =
∏
p∈P∞(K)
{α ∈ Kp | |α|p < 1} ×
∏
p∈P0(K)
Op.
Clairement N est un voisinage de (0, 0, . . . , 0) dans AK . Si x ∈ K ∩ N , alors
∏
p∈P(K) |x|p < 1 (car les
e´le´ments de Op sont tels que |α|p ≤ 1). Mais en vertu de la formule du produit (Proposition (13.2)) le
seul x ∈ K possible est x = (0, . . . , 0). Cela montre que (0, . . . , 0) est isole´, donc par translation que K
est discret dans AK .
Lemme (13.8)
Soit G un groupe topologique note´ multiplicativement. Supposons que {1} soit ferme´. Alors G est
se´pare´.
Preuve
Puisque {1} est ferme´, alors {x} est ferme´ pour tout x ∈ G par continuite´. On montre que {1} et {x}
peuvent eˆtre se´pare´s. Posons V = G \ {x} qui est ouvert. Par continuite´ de l’application (x, y) 7→ x · y, il
existe U un voisinage de 1 tel que U · U ⊂ V . Quitte a` remplacer U par U ∩ U−1, on peut supposer que
U = U−1. Alors U et x · U sont des voisinages de 1 et x sont disjoints : si U ∋ u = x · v ∈ x · U , alors
x = u · v−1 ∈ U · U ⊂ V , ce qui est une contradiction.
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Proposition-De´finition (13.9)
On note CK le groupe (multiplicatif) quotient IK/K∗ muni de la topologie quotient. On appelle CK
le groupe des classes d’ide`les. On conside`re de meˆme le groupe (additif) quotient AK/K, qu’on appellera
le groupe des classes d’ade`les. On affirme alors que ces deux groupes sont localement compacts.
Preuve
Ce fait vient du fait que K (resp. K∗) est ferme´ (et normal) dans AK (resp. dans IK) en vertu du
lemme pre´ce´dent. Supposons en toute ge´ne´ralite´ que G soit un groupe topologique localement compact
et que H soit un sous-groupe normal ferme´. Rappelons que la topologie quotient sur G/H est la plus fine
telle que l’application π : G→ G/H soit continue et donc U ⊂ G/H est ouvert si et seulement si π−1(U)
est ouvert. Il faut de´ja` montrer que G/H est se´pare´. Pour cela, il suffit de montrer comme vu au lemme
pre´ce´dent (Lemme (13.8)) que {1} est ferme´ dans G/H . C’est e´vident car π−1(G/H \ {1}) = G \ H
qui est ouvert puisque H est ferme´. Donc G/H est se´pare´. Maintenant, l’application π est ouverte,
car π−1(π(U)) = H · U = ⋃x∈H x · U qui est ouvert si U est ouvert. Enfin, pour montrer que G/H
est localement compact, il suffit par translation de trouver un voisinage compact de 1. Puisque, par
hypothe`se, G est localement compact, on conside`re U un voisinage compact de 1. Puisque π est une
application ouverte, π(U) est un voisinage de 1, il est en outre compact en vertu de la proprie´te´ bien
connue que l’image directe d’un compact par une application continue dans un espace se´pare´ est compact.
Donc G/H est localement compact.
Maintenant nous allons faire quelques investigations en vue de montrer que AK/K est en fait compact.
Nous montrerons aussi que IK/K∗ ne l’est en revanche pas. Tout d’abord voici un forme particulie`re du
the´ore`me chinois :
Lemme (13.10)
Soit p1, . . . , pn ∈ P0(K), ε1, . . . , εn des nombres re´els positifs et, pour chaque i = 1, . . . , n, αi ∈ Kpi .
Alors il existe β ∈ K tel que
|β − αi|pi ≤ εi, i = 1, . . . , n et |β|q ≤ 1 pour tout ide´al premier q 6= pi, i = 1, . . . , n.
Preuve
Puisque K est dense comme dans chaque Kp, on peut supposer que αi ∈ K pour tout i = 1, . . . , n.
Il existe m ∈ Z et β1, . . . , βn ∈ OK tel que αi = βim , pour i = 1, . . . , n. En effet, montrons-le pour α1,
on prend ensuite un de´nominateur commun : puisque α1 est alge´brique, il existe ak, ak−1, . . . , a0 ∈ Z
tels que akα
k
1 + ak−1α
k−1 + · · ·+ a0 = 0. En multipliant cette dernie`re e´galite´ par ak−1k , on montre que
ak · α1 ∈ OK et le tour est joue´. Conside´rons q1, . . . , qs les ide´aux premiers distincts des pi qui divisent
m. Par le the´ore`me chinois, il existe γ ∈ OK tel que |γ− βi|pi ≤ |m|pi · εi, ∀ i = 1, . . . , n et |γ|qj ≤ |m|qj ,
pour ∀ j = 1, . . . , s. Alors, on voit facilement que β = γm re´pond aux exigences du lemme.
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Lemme (13.11)
On a les deux e´galite´s :
a) AK(∞) +K = AK
b) AK(∞) ∩K = OK (ou` OK est e´videmment vu comme le plongement diagonal de OK dans AK).
Preuve
Montrons b). L’inclusion OK ⊂ AK(∞)∩K est claire. Inversement, si x ∈ AK(∞)∩K, alors x ∈ Op
pour tout p ∈ P0(K), c’est-a`-dire |x|p ≤ 1 pour tout p ∈ P0(K). Cela veut dire que x ∈ OK .
Montrons a). Il faut donc montrer que ∀ (ap)p ∈ AK , ∃x ∈ K tel que |ap − x|p ≤ 1, ∀p ∈ P0(K).
L’ensemble des p ∈ P0(K) tel que |ap|p > 1 est fini. Notons
T := {p ∈ P0(Q) | ∃ p ∈ P0(K), p|p, |ap|p > 1} et S := {p ∈ P0(K) | p|p pour un p ∈ T }.
Alors T et S sont finis. Posons m =
(∏
p∈T p
)k
, avec k ∈ N assez grand pour que |m ·ap|p ≤ 1 pour tout
p ∈ P0(K). Par le lemme pre´ce´dent, il existe β ∈ K tel que |m·ap−β|p ≤ |m|p pour tout p ∈ S et |β|q ≤ 1
pour tout q ∈ P0(K)\S. Alors x := βm re´pond a` la question : si p ∈ S, |m ·ap−β|p ≤ |m|p implique bien
suˆr |ap−x|p ≤ 1; et si q ∈ P0(K)\S, |aq− βm |q = 1|m|q ·|m·aq−β|q = |m·aq−β|q ≤ max(|m·aq|q, |β|q) ≤ 1.
Ce qui ache`ve la preuve du lemme.
The´ore`me (13.12)
Soit K un corps de nombres. Alors AK/K est compact (on dit alors que K est co-compact dans AK).
Preuve
Rappelons le fait suivant : supposons que [K : Q] = r + 2s. L’application
v : K → Rr × Cs ≃
∏
p∈P∞(K)
Kp
x 7→ (σ1, . . . , σr , σr+1, . . . , σr+s)
est une application telle que v(OK) est un Z-re´seau plein (les σi sont les plongements de K dans C. Et
si ω1, . . . , ωn est une Z-base de OK , alors l’ensemble
F∞ = {x ∈
∏
p∈P∞(K)
Kp | x =
n∑
i=1
ti · v(ωi) 0 ≤ ti < 1}
est un paralle´lotope fondamental (voir Lemme (1.4)). Soit F = F∞ ×
∏
p∈P0(K)Op. Il est e´vident que
l’adhe´rence F de F est compacte dans AK par le lemme de Tychonov.
Soit x ∈ AK . Notons x la classe de x dans AK/K. La partie a) du Lemme (13.11), nous assure
l’existence de y ∈ AK(∞) tel que x = y. Notons y = (y∞, y0), avec y∞ ∈
∏
p∈P∞(K)Kp. Par ce qui
pre´ce`de, il existe l ∈ OK et z∞ ∈ F∞ tel que y∞ = z∞ + l∞, ou` l∞ = v(l). On a donc y = (y − l) + l
et donc x = y = y − l et y − l ∈ F ⊂ F . Ainsi, la restriction de la projection AK → AK/K a` F est
surjective et bien suˆr continue. Puisque AK/K est localement compact (Proposition-De´finition (13.9))
et l’image d’une application continue d’un compact d’un espace se´pare´ dans un autre est compact. Cela
montre que AK/K est compact.
Nous allons maintenant prouver que CK = IK/K∗ n’est pas compact.
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De´finition (13.13)
Soit a = (ap)p ∈ IK . Alors le produit
∏
p∈PK |ap|p := |a| est bien de´fini, car c’est un produit fini,
puisque |ap|p = 1 ppt p. On appellera |a| le volume de a. L’application IK → R∗+, a 7→ |a| est clairement
un homomorphisme (puisque chacune des normes est un homomorphisme), surjective (K posse`de au
moins une place infinie p et on a R∗+ ⊂ K∗p dans lequel on choisit un e´le´ment et on met 1 aux autres
places), continue (il suffit de montrer que la restriction aux ouverts fondamentaux, qui sont du type∏
p 6∈S O
∗
p ×
∏
p∈S Np, ou` les Np sont des ouverts de K
∗
p est continue, et c’est clairement le cas, puisque
chacune des normes est continue). Le noyau de cette application est un sous-groupe ferme´, car dans
dans des groupes topologiques se´pare´s, la pre´-image d’un ferme´ est un ferme´. On note ce noyau I0K et on
appelle ce sous-groupe les ide`les spe´ciaux. Par la formule du produit (Proposition (13.2)), on a K∗ ⊂ I0K .
On note alors C0K = I
0
K/K
∗ qui est un sous-groupe ferme´ de CK = IK/K∗.
Lemme (13.14)
Il existe un isomorphisme de groupe topologique CK ≃ C0K × R∗+. En particulier, CK n’est pas
compact.
Preuve
L’application IK → R∗+, a 7→ |a| vue a` la de´finition pre´ce´dente admet une section continue : si
n = [K : Q],
R∗+ → IK
t 7→ (t 1n , . . . , t 1n︸ ︷︷ ︸
places inf.
, 1, . . . , 1︸ ︷︷ ︸
places finies
).
Donc, IK ≃ I0K × R∗+. Puisque K∗ est dans le noyau, l’application | · | induit aussi un homomorphisme
surjectif continu CK → R∗+, et la section pre´ce´dente donne aussi une section ici, ce qui montre notre
lemme.
Nous voyons donc (meˆme si cela a de´ja` e´te´ vu) que les topologies ide´liques et ade´liques sont bien
diffe´rentes. Nous allons maintenant prouver que C0K est en revanche compact. Nous allons voir que la
compacite´ de cet espace est e´quivalente au fait que le groupe des classe IK/PK est fini et au the´ore`me de
Dirichlet sur les unite´s de K, deux re´sultats que nous connaissons bien ! mais tout d’abord deux petits
lemmes de topologie des groupes :
Lemme (13.15)
Soit G un groupe topologique, K une partie compacte de G et O ⊃ K un voisinage de K. Alors il
existe U un voisinage ouvert de 1 tel que UK ⊂ O.
Preuve
Soit x ∈ K. Alors il existe Vx voisinage de 1 tel que Vxx ⊂ O (par exemple Vx = Ox−1 ). Puisque
la multiplication (x, y) 7→ x · y est par de´finition continue, il existe Ux voisinage ouvert de 1 tel que
Ux · Ux ⊂ Vx. Il est clair que {Uxx}x∈K est un recouvrement de K. Par compacite´, il existe x1, . . . , xn
tels que K ⊂ ⋃ni=1 Uxixi. Posons U = ⋂ni=1 Uxi . Alors UK ⊂ O. En effet, soit t = u · k ∈ UK. Puisque
k ∈ K ⊂ ⋃ni=1 Uxixi, il existe i et ui ∈ Uxi tel que k = ui ·xi. Donc t = u ·ui ·xi ∈ UxiUxixi ⊂ Vxixi ⊂ O.
Cela prouve le lemme.
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Lemme (13.16)
Soit
1→ H f−→ G g−→ L→ 1
une suite exacte de groupes topologiques. On suppose f, g continue et g ouverte. Supposons H et L
compacts et G se´pare´. Alors G est aussi compact.
Preuve
Comme H est compact et G est se´pare´, f est un home´omorphisme sur f(H). On peut donc identifier
H a` f(H) et f comme l’inclusion. Soit (Ui)i∈I un recouvrement ouvert de G. Pour chaque x ∈ G, Hx
est compact. Donc, il existe Ix ⊂ I, fini, tel que Hx ⊂ ∪i∈IxUi, ce qui veut dire que H ⊂
⋃
i∈Ix Uix
−1.
En vertu du lemme pre´ce´dent, il existe Ux un voisinage de 1 tel que Ux ·H ⊂
⋃
i∈Ix Uix
−1. Alors, UxHx
est un voisinage de Hx contenu dans
⋃
i∈Ix Ui. Or, puisque H est un sous-groupe normal, on a UxHx =
Ux(xHx
−1)x = UxxH =
⋃
y∈Uxx yH et comme H est le noyau de g, on a g
−1(g(UxHx)) = UxHx.
Maintenant, puisque g est ouverte et surjective, l’ensemble {g(UxHx)}x∈G est un recouvrement ouvert
de L. Puisque L est compact, il existe x1, . . . , xn ∈ G tels que L =
⋃n
i=1 g(UxiHxi). En prenant le g
−1
et en utilisant l’e´galite´ vue avant, on a G =
⋃n
i=1 UxiHxi ⊂
⋃n
i=1
⋃
j∈Ixi Ui ⊂ G. Ce qui montre que G
est compact.
The´ore`me (13.17)
Le sous-groupe des classes d’ide`les spe´ciaux C0K (cf. De´finition (13.13)) est compact.
Preuve
Conside´rons IK vu comme groupe topologique (avec la topologie discre`te) et l’homomorphisme :
ψ : IK −→ IK
a = (ap)p 7−→
∏
p∈P0(K)
pvp(ap).
Il est bien de´fini (les ide`les n’ont qu’un nombre finis de ap de valuation non nulle) et surjectif. Son
noyau est IK(∞) =
∏
p∈P∞(K)K
∗
p ×
∏
p∈P0(K)O
∗
p qui est un ouvert de IK , donc cet homomorphisme
est aussi continu. De plus, l’image de K∗ est clairement PK . D’ou` un isomorphisme topologique :
IK/(IK(∞) · K∗) ≃ IK/PK . Si on restreint l’homomorphisme IK → IK a` I0K , il est encore continu et
surjectif (on choisit judicieusement les places finies (comme pour celui de de´part) puis on s’arrange avec
les places infinies pour que le produit des normes donne 1). Le noyau est I0K(∞) := I0K ∩ IK(∞), et,
comme avant,
I0K/(I
0
K(∞) ·K∗) ≃ IK/PK , (∗)
qui est e´videmment ouverte. L’application I0K/K
∗ → I0K/(I0K(∞) · K∗) est continue par de´finition et
ouverte (cf. raisonnement dans la preuve la Proposition-De´finition (13.9)) son noyau est e´videmment
(I0K(∞) ·K∗)/K∗ qui est ouvert dans I0K/K∗ (car c’est l’image re´ciproque de {1} qui est ouvert, car on
vient de voir que I0K/(I
0
K(∞) · K∗) e´tait muni de la topologie discre`te). Ce qui nous donne une suite
exacte :
1→ (I0K(∞) ·K∗)/K∗ continue−→ I0K/K∗ continue et ouvert−→ I0K/(I0K(∞) ·K∗)→ 1. (∗∗)
D’autre part, l’inclusion I0K(∞) →֒ I0K(∞) ·K∗ est continue par de´finition, mais elle est aussi ouverte, car
I0K(∞) ·K∗ et I0K(∞) sont des ouverts de I0K . D’autre part, la projection I0K(∞) ·K∗ → (I0K(∞) ·K∗)/K∗
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est aussi ouverte et continue (cf. preuve de la Proposition-De´finition (13.9)). Ainsi, la compose´e de ces
deux applications est aussi ouverte et continue. D’ou`, par passage au quotient, un isomorphisme continu
et ouvert :
I0K(∞)/(I0K(∞) ∩K∗) ≃ (I0K(∞) ·K∗)/K∗. (∗ ∗ ∗)
On voit facilement que I0K(∞) ∩K∗ = UK et rappelons que C0K = I0K/K∗. En combinant les relations
(∗), (∗∗) et (∗ ∗ ∗) on a la suite exacte :
1→ I0K(∞)/UK continue−→ C0K continue et ouvert−→ IK/PK → 1.
En vertu du lemme pre´ce´dent, il suffit, pour achever la de´monstration, de montrer que
i) IK/PK est compact, mais cela nous le savons car c’est un groupe fini (cf. [Sam, Thm. 2, p.71]) muni
de la topologie discre`te, donc e´videmment compact.
ii) I0K(∞)/UK est compact. Pour cela, nous allons travailler encore un petit peu et utiliser le meˆme
lemme avec d’autres homomorphismes. Rede´finissons une vielle connaissance vue au chapitre 1 :
l : I0K(∞) −→ Rr+s
(ap)p 7−→ (log |ap1 |p1 , . . . , log |apr |pr︸ ︷︷ ︸
places re´elles
, log |apr+1 |pr+1 , . . . , log |apr+s |pr+s︸ ︷︷ ︸
places complexes
),
ou` r et s sont comme toujours le nombre de plongements re´els respectivement complexes de K. L’image
de l est H := {(xi) ∈ Rr+s |
∑r+s
i=1 xi = 0} et le noyau de l est
∏
p∈P(K)O
∗
p qui est compact (en
vertu du Lemme de Tychonov). De plus, l’application l est continue et ouverte, car les applications
a + bi 7→ √a2 + b2, a 7→ log(a) sont continues et ouvertes (la` ou` elles sont de´finies). En passant aux
quotients, on obtient une suite exacte :
1→
 ∏
p∈P(K)
O∗p
/UK ∩ ∏
p∈P(K)
O∗p
 −→ I0K(∞)/UK l−→ H/l(UK)→ 1.
comme avant, l’homomorphisme injectif est continu l est continu et ouvert. Il s’agit donc de montrer que
les groupes “exte´rieurs” sont compacts. Celui de gauche l’est facilement : UK est inclu dansK
∗ qui est dis-
cret dans IK (cf. Lemme (13.7)), donc UK est en particulier ferme´ et alors
(∏
p∈P(K)O
∗
p
)/(
UK ∩
∏
p∈P(K)O
∗
p
)
est compact, puisque c’est un espace compact quotiente´ par un ferme´. Enfin, le the´ore`me de Dirichlet sur
les unite´s nous dit que l(UK) est un Z-re´seau de rang n+ r− 1 = dimR(H). Cela implique que H/l(UK)
est compact. Cela prouve le the´ore`me.
De´finition (13.18)
Soit K le corps de nombres que nous traˆınons depuis le de´but de ce chapitre et m =
∏
p∈P(K) p
mp =
m0 ·m∞ un K-module. Soit b ∈ N et p ∈ P(K). Souvenons-nous des U (b)p vus lors de la De´finition (11.4).
On notera
Im =
∏
p∈P(K)
U
(mp)
p ⊂ IK
Puisque dans les corps non-archime´diens toute boule ferme´e est ouverte, Im est un sous-groupe ouvert de
IK . Il est clair que
⋂
m Im =
∏
p∈PR(K)R
∗
+ ×
∏
p∈PC(K) C
∗ ×∏p∈P0(K){1}. Remarquons que l’ensemble
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{Im | m est un K-module } est un syste`me fondamental de sous-groupes ouverts : si U est un sous-
groupe ouvert de IK , alors il existe S un ensemble fini de places contenant les places infinies tel que
U ⊃∏p 6∈S Up×∏p∈S Vp, ou` Vp est un voisinage ouvert de 1 dans K∗p. Soit p ∈ S. Si p est fini, on choisit
mp ∈ N assez grand pour que U (mp)p ⊂ Vp. Si p est infini complexe, alors on peut prendre Vp = C∗, car
tout sous-groupe ouvert est ferme´ (ve´rification facile) et donc, puisque C∗ est connexe, c’est force´ment
C∗ lui-meˆme; et pour la meˆme raison, si p est infini re´el, on peut prendre Vp = R∗+, ainsi en prenant m
le K-module contenant toutes les places infinies re´elles et dont les mp sont ceux donne´s plus haut pour
les places finies est bien tel que Im ⊂ U . Enfin, on voit facilement que si m1 et m2 sont des K-modules,
Ipgcd(m1,m2) = Im1 · Im2 et que si m1|m2, alors Im2 ⊂ Im1 .
On de´finit aussi
I′m = {(ap)p ∈ IK | ap ∈ U (mp)p ∀p|m}.
Il est clair que Im ⊂ I′m et que I′m est un ouvert de IK .
Enfin, on pose
Cm = (Im ·K∗)/K∗.
The´ore`me (13.19)
Soit m un K-module. Alors on a les isomorphismes de groupes topologiques :
IK/(Im ·K∗) ≃ I′m/(Im ·K∗m) ≃ IK(m)/Pm,
ou` K∗m, IK(m) et Pm sont les groupes connus de longue date, de´finis au Chapitre 0, K
∗
m e´tant bien entendu
associe´ a` l’ide`le principal correspondant. Le premier de ces isomorphismes est donne´ par l’inclusion
I′m ⊂ IK et le second est donne´ par l’application ψ : IK → IK vue a` la preuve du The´ore`me (13.17)
restreinte a` I′m qu’on notera de´sormais ψm.
Preuve
L’application
ψm : I′m −→ IK(m)
(ap)p 7−→
∏
p∈P0(K)
pvp(ap)
est un homomorphisme surjectif. Son noyau est Im qui est ouvert, donc cet homomorphisme est continu.
Il est clair que Pm est l’image de K
∗
m vu comme ide`le principal. Donc, en composant avec la projection
IK(m)→ IK(m)/Pm, on obtient un homomorphisme surjectif I′m → IK(m)/Pm dont le noyau est Im ·K∗m
qui est ouvert. On obtient donc le second isomorphisme
I′m/(Im ·K∗m) ≃ IK(m)/Pm.
Or, c’est une ve´rification de voir que K∗m = I
′
m ∩K∗. Donc Im ·K∗m = Im · (I′m ∩K∗) = I′m ∩ (Im ·K∗).
D’ou`,
I′m/(Im ·K∗m) = I′m/(I′m ∩ (Im ·K∗))
(∗)≃ I′m · (Im ·K∗)/(Im ·K∗) = (I′m ·K∗)/(Im ·K∗),
l’isomorphisme (∗) venant du troisie`me the´ore`me d’isomorphisme en observant de plus qu’il est continu
et ouvert, car I′m est un ouvert dans IK , donc dans I
′
m · (Im ·K∗). Enfin, on montre que I′m ·K∗ = IK .
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En effet, soit (ap)p ∈ IK . Par densite´ et graˆce au the´ore`me d’approximation de´bile, il existe α ∈ K∗ tel
que
ap
α ≡ 1 (mod∗ p̂mp) pour tout p|m, ce qui veut dire que apα ∈ U
(mp)
p pour tout p|m et donc que
(
ap
α )p ∈ I′m. Et cela prouve le premier isomorphisme :
I′m/(Im ·K∗m) ≃ IK/(Im ·K∗).
Corollaire (13.20)
Tout sous-groupe ouvert de IK contenant K∗ doit contenir un Im et est ne´cessairement d’indice fini.
De manie`re similaire, les sous-groupes ouverts de CK sont ceux qui contiennent un sous-groupe Cm. Il
sont tous d’indice fini et pour tout K-module m, on a un isomorphisme
CK/Cm ≃ IK(m)/Pm.
Et re´ciproquement, si H est un sous-groupe de CK tel que H ⊃ Cm, alors il est force´ment ouvert.
Preuve
Si H est un sous-groupe ouvert de IK , on a vu a` la De´finition (13.18) qu’il existe m un K-module
tel que Im ⊂ H . Donc, par hypothe`se, on a IK ⊃ H ⊃ Im ·K∗. En utilisant la finitude de IK(m)/Pm
(cf. The´ore`me (0.12)) et le The´ore`me (13.19), on conclut que H est d’indice fini dans IK . La seconde
assertion est e´vidente au vue du The´ore`me (13.19) et du deuxie`me the´ore`me d’isomorphisme (qui pre´serve
la continuite´). La dernie`re assertion est aussi e´vidente, car si H ⊃ Cm, il est isomorphe a` un sous-groupe
de IK(m)/Pm qui est fini avec la topologie discre`te, donc force´ment ouvert.
De´finition (13.21)
Si H est un sous-groupe ouvert de IK contenant K∗, on dit que le K-module m est admissible pour
H , si Im ⊂ H . On vu a` la De´finition (13.18) qu’un tel m existait toujours. On ve´rifie facilement que si m
et n sont admissibles pour H , alors pgcd(m, n) est aussi admissible pour H (car on a vu a` la De´finition
(13.18) que Ipgcd(m,n) = Im · In). Il existe donc un K-module f (appele´ le conducteur de H) tel que
m est admissible pour H ⇐⇒ m divise f.
On rappelle les applications
ψ : IK −→ IK
a = (ap)p 7−→
∏
p∈P0(K)
pvp(ap) et
ψm = ψ|I′m : I′m −→ IK(m)
(ap)p 7−→
∏
p∈P0(K)
pvp(ap).
Soit H comme ci-dessus et m un K-module admissible pour H . On pose
H(m) = ψ(H ∩ I′m).
Cette notation est la meˆme que celle de´finissant le sous-groupe de congruence de´fini pour m. Ce n’est
pas un hasard :
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The´ore`me (13.22)
Soit K un corps de nombres. Alors l’application
H 7−→ {H(m) | m est admissible pour H}
est une bijection de l’ensemble des sous-groupes ouverts de IK contenant K∗ sur l’ensemble des classes
d’e´quivalence de sous-groupes de congruences (voir Chapitre 8 pour les de´finitions). En outre, le conduc-
teur de H est e´gal au conducteur (au sens du Corollaire-De´finitions (8.5)) de la classe de sous-groupes
de congruence correspondante. Enfin, on a encore l’e´galite´ IK/H ≃ IK(m)/H(m).
Preuve
Soit H un sous-groupe ouvert de IK contenant K∗ et m un K-module admissible pour H . Il y a
bijection entre les sous-groupes ouverts de IK qui contiennent Im · K∗ et les sous-groupes ouverts de
IK/(Im ·K∗) qui sont en bijection, par le The´ore`me (13.19), avec les sous-groupe ouverts de IK(m)/Pm,
qui correspondent eux-meˆme aux ouverts (pour la topologie discre`te) de IK(m) qui contiennent Pm. Ces
bijections e´tant donne´es par ψ et l’inclusion, on a donc que Pm ⊂ H(m) ⊂ IK(m). Plus pre´cise´ment, la
re´ciproque de l’application H 7→ H(m) est l’application H ′ 7→ ψ−1m (H ′) ·K∗. En effet, ψ−1m (H(m)) ·K∗ =
ψ−1m (ψm(H∩I′m))·K∗ = (H∩I′m)·Im ·K∗ = H . La dernie`re e´galite´ se montre en utilisant que IK = I′m ·K∗
et que H ⊃ Im ·K∗. Re´ciproquement, on voit que ψm((ψ−1m (H ′) ·K∗) ∩ I′m) = H ′, car K∗ ∩ I′m = K∗m et
que ψm(K
∗
m) = Pm ⊂ H ′. Cela montre que H(m) est un sous-groupe de congruence pour m (au sens de
la De´finition (8.1)). On a donc un diagramme
Im ·K∗ Im ·K∗m Pm
H H ∩ I′m H(m)
IK I′m IK(m)
֒ ֒ ֒
֓
ψm
֒ ֒ ֒
En observant ce diagramme, on remarque aise´ment (graˆce au premier the´ore`me d’isomorphisme) que
IK/H ≃ IK(m)/H(m) et que tout sous-groupe de congruence (pour K) est de la forme H(m) pour un
H et un m ade´quat. De plus, pour les meˆme raisons, si H1 et H2 sont des sous-groupes ouverts de IK
contenant Im ·K∗, alors H1(m) = H2(m) implique que H1 = H2 (∗).
Supposons que m et m′ soient admissibles pour H . Alors H(m) et H(m′) sont e´quivalents (au sens
de la De´finition (8.2)). En effet, on peut supposer sans limiter la ge´ne´ralite´ en passant par le pgcd, que
m|m′ (dans ce cas, il est clair que I′m′ ⊂ I′m). Alors on a :
H(m′) = ψ(I′m′ ∩H) = ψ((I′m ∩H) ∩ I′m′)
(∗∗)
= ψ(I′m ∩H) ∩ ψ(I′m′) = H(m) ∩ IK(m′), (∗ ∗ ∗)
ce qui montre que H(m) et H(m′) sont e´quivalents. L’e´galite´ (∗∗) vient du re´sultat suivant : si A,B ⊂ G,
G est un groupe, A un sous-groupe de G, f un homomorphisme de´fini sur G tel que ker(f |G) ⊂ A, alors
f(A∩B) = f(A)∩f(B). L’inclusion⊂ est toujours vraie et triviale. Re´ciproquement, soit z ∈ f(A)∩f(B).
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Alors il existe x ∈ A et y ∈ B tels que f(x) = f(y) = z, ce qui veut dire que x−1 · y ∈ ker(f) ⊂ A, et
donc y = x · (x−1y) ∈ A.
Enfin, pour achever la preuve du the´ore`me, il faut encore voir la chose suivante : soit H1, H2 des sous-
groupes ouverts de IK contenantK∗, etm1,m2, desK-modules admissibles pourH1 etH2 respectivement,
alors on a
H1 = H2 ⇐⇒ H1(m1) ∼ H2(m2),
ou` ∼ est l’e´quivalence des sous-groupes de congruences. En effet, soit m un multiple commun de m1 et
de m2. La relation (∗ ∗ ∗) montre que H1(m1) ∼ H1(m) et H2(m2) ∼ H2(m). Ainsi
H1(m1) ∼ H2(m2) ⇐⇒ H1(m) ∼ H2(m) cor−def(8.5)∼ H1(m) = H2(m) (∗)⇐⇒ H1 = H2.
Nous pouvons maintenant e´noncer la premie`re version de la version ide´lique du corps de classe :
Corollaire (13.23)
Soit K un corps de nombres. Alors il existe une bijection entre l’ensemble des sous-groupes ouverts
H de IK contenant K∗ et l’ensemble des extensions abe´liennes L de K (contenus dans une meˆme cloˆture
alge´brique). On a en outre une bijection entre le groupe de Galois Gal(L/K) et IK/H .
Preuve
C’est un corollaire imme´diat du the´ore`me pre´ce´dent et du The´ore`me (10.1).
Nous allons maintenant pre´ciser encore un peu de quelle nature est cette bijection.
De´finition (13.24)
Soit L/K une extension de corps de nombres. Si p ∈ P(K), on note Lp =
∏
P|p LP. Alors on peut voir
AL comme le produit re´duit des Lp par rapport aux
∏
P|pOp (p fini). De meˆme, IL peut eˆtre vu comme
le produit des L∗p =
∏
P|p L
∗
P par rapport aux
∏
P|p UP (p finis). En fait, on regroupe par “paquets”.
On de´finit entre IL et IK une norme qu’on note encore NL/K :
NL/K : IL −→ IK
x = (xP)P∈P(L) 7−→ NL/K(x) = y = (yp)p∈P(K)
tel que pour tout p ∈ P(K) on ait yp =
∏
P|pNLP/Kp(xP).
Si x ∈ L∗, il est bien connu que pour tout P ∈ P(K), on a NL/K(x) =
∏
P|pNLP/Kp(x) (cf. [Fr-Tay,
Ch. III, 1.10,p.110]). Cela montre que le premier carre´ est commutatif (l’autre l’est plus trivialement) :
K∗ IK K∗ IK
L∗ IL L∗ IL
NL/K NL/K
֒
֒
֒
֒
incl.
֒
incl.
֒
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Enfin, puisque NL/K(L
∗) ⊂ K∗, NL/K induit un homomorphisme de CL → CK qu’on note encore
NL/K .
Lemme (13.25)
Soit L/K une extension de corps de nombres. Alors le diagramme suivant est commutatif
IK IK
IL IL
NL/K NL/K
ψ
ψ
Il commute ainsi :
(∏
P|pNLP/Kp(xP)
)
p
∏
p∈P0(K)
p
∑
P|p
vp(NLp/Kp (xP))
(xP)P
∏
P∈P0(L)
PvP(xP)
NL/K NL/K
ψ
ψ
Et la fle`che en traitille´ est bien de´finie
Preuve
A priori la fle`che en traitille´ est
∏
P∈P0(L)P
vP(xP) 7−→∏p∈P0(K) p∑P|p f(P/p)vP(xP).
Donc, la seule chose qu’il faut voir est que pour tout P|p, on a
vp(NLP/Kp(x)) = f(P/p) · vP(x)
pour tout x ∈ L∗P. On rappelle que x = πk · u, ou` π est une uniformisante, k ∈ Z et u ∈ UP.
Par multiplicativite´ de la norme, il suffit de voir le re´sultat pour u et πk se´pare´ment. Pour u, il est
clair que NLP/Kp(UP) ⊂ Up et que vP(u) = 0, donc les deux membres de l’e´galite´ valent 0. Enfin,
vp(NLP/Kp(π
k)) = vp(NLP/Kp(π
k) ·Op) = vp(NLP/Kp(π · OP)k) = vp(pf(P/p)·k) = f(P/p) · k = f(P/p) ·
vP(π
k).
Proposition (13.26)
Si L/K est une extension abe´lienne de corps de nombres, il existe un K-module m tel que
NL/K(IL) ⊃ Im.
Il est e´vident que tout multiple de m fait aussi l’affaire. Cela implique que NL/K(IL) est un ouvert de IK
(car alors NL/K(IL) =
⋃
x∈NL/K(IL) x · Im).
Preuve
Il suffit de trouver un K-module m tel que pour chaque p ∈ P(K), il existe P|p tel que NLP/Kp(LP) ⊃
U
(vp(m))
p (pour les autres P|p, on pose 1) et NLP/Kp(UP) ⊃ U (vp(m))p ppt les p et les P|p. On sait que
si p est non ramifie´, alors NLP/Kp(UP) = Up (Lemme (11.16)). Pour les places ramifie´es (qui sont en
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nombre fini, notons R l’ensemble de ces places) la Proposition (5.11) montre que si m est assez grand,
NLP/Kp(LP) ⊃ U (m)p (pour les places infinies, il suffit de prendre m = 1). On choisit donc pour m un
K-module
∏
p∈R p
mp avec mp > 0 et suffisamment grand si p est fini.
De´finition (13.27)
Soit L/K une extension de corps de nombres et m un K-module. On note
I′′L(m) = {(aP)P ∈ IL | aP = 1 ∀P tel que P|m˜}
Rappelons que m˜ a e´te´ de´fini a` la page 12.
Lemme (13.28)
Soit L/K une extension de corps de nombres et m un K-module. Alors on a les e´galite´s :
ψ−1(Pm ·NL/K(IL(m˜))) = K∗m · Im ·NL/K(I′′L(m))
K∗ · Im ·NL/K(I′′L(m)) = K∗ · Im ·NL/K(IL).
Preuve
Pour la premie`re e´galite´.
Montrons “⊃”. On sait que ψ(K∗m) = Pm et ψ(Im) = 1. D’autre part, ψ(NL/K(I′′L(m)))
Lemme (13.25)
=
NL/K(ψ(I′′L(m))) ⊂ NL/K(IL(m˜)) (la dernie`re inclusion est e´vidente).
Montrons “⊂”. Soit a ∈ ψ−1(Pm · NL/K(IL(m˜))). Alors ψ(a) = (α) · NL/K(a), avec α ∈ K∗m et
a ∈ IL(m˜). Soit A = (AP)P ∈ I′′L(m) tel que AP = 1 si P est infini ou si P ∤ a. Si P|a, on choisit
AP tel que vP(AP) = vP(a). Ainsi, ψ(A) = a et ψ(NL/K(A)) = NL/K(ψ(A)) = NL/K(a). Donc,
ψ(α ·NL/K(A)) = (α) ·NL/K(a) = ψ(a). Donc, a−1 · α ·NL/K(A) ∈ ker(ψm) = Im.
Pour la seconde e´galite´, “⊂” est triviale. Pour “⊃”, il suffit de montrer que NL/K(IL) ⊂ K∗ ·
Im · NL/K(I′′L(m)). Soit b = (bP)P ∈ IL. Pour tout x ∈ L∗ (plonge´ diagonalement dans IL), on a
NL/K(b) = NL/K(x) · NL/K(b · x−1). Ecrivons b · x−1 = b′ · b′′, ou` b′ = (b′P)P ∈ I′′L(m) et b′′ = (b′′P)P,
avec b′P =
{
bP · x−1 si P ∤ m˜
1 sinon
et b′′P =
{
1 si P ∤ m˜
bP · x−1 sinon . Et donc
NL/K(b) = NL/K(x)︸ ︷︷ ︸
∈K∗
· NL/K(b′)︸ ︷︷ ︸
∈NL/K(I′′L(m))
·NL/K(b′′).
Maintenant, il s’agit de choisir x de sorte que NL/K(b
′′) ∈ Im. Or, puisque NL/K(b′′)p = 1 si p ∤ m, il
suffit de de demander que NL/K(b
′′)p ∈ U (vp(m))p si p|m, c’est-a`-dire NL/K(b′′P)p ∈ U (vp(m))p si P|p et p|m.
Ceci est re´alise´ si x ≡ bP (mod∗ P̂m) pour m assez grand, si P|p et p|m. Mais cela est vrai par densite´
et en vertu du the´ore`me d’approximation de´bile (The´ore`me (0.3)).
On peut maintenant e´noncer le the´ore`me principal du corps de classe un peu plus affine´e que le
Corollaire (13.23).
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The´ore`me (13.29)
Soit K un corps de nombres. On a une correspondance bijective entre les extensions abe´liennes de K
et les sous-groupes ouverts de IK contenant K∗ . Cette correspondance est donne´e par
L/K 7−→ K∗ ·NL/K(IL).
En passant aux classes, on peut dire la meˆme chose en disant que les extensions abe´liennes de K sont en
correspondances bijective avec les sous-groupes ouverts de CK via L/K 7→ NL/K(CL). En outre on a des
isomorphismes
CK/NL/K(CL) ≃ IK/(K∗ ·NL/K(IL)) ≃ Gal(L/K),
obtenus en composant les isomorphismes
IK/(K∗ ·NL/K(IL)) ≃ IK(m)/(Pm ·NL/K(IL(m˜))) Artin≃ Gal(L/K).
Preuve
Si L/K est une extension abe´lienne, on conside`re H = H(L/K) la classe d’e´quivalence de cette
extension. Choisissons m, un K-module admissible. Le noyau de l’application d’Artin est le sous-groupe
de congruence pour m et il est e´gal a` Pm · NL/K(IL(m˜)) (cf. Lemme (7.2)). On a vu lors de la preuve
du The´ore`me (13.22) que le sous-groupe ouvert de IK associe´ a` ce sous-groupe de congruence e´tait
ψ−1(Pm ·NL/K(IL(m˜))) ·K∗. En vertu du lemme pre´ce´dent (13.28), on a alors :
ψ−1(Pm ·NL/K(IL(m˜))) ·K∗ = K∗ ·K∗m︸ ︷︷ ︸
=K∗
·Im ·NL/K(I′′L(m))
= K∗ · Im ·NL/K(IL)
= K∗ ·NL/K(IL).
La dernie`re e´galite´ vient du fait qu’en prenant un multiple ade´quat de m, on peut supposer que Im ⊂
NL/K(IL) (cf. Proposition (13.26)), et il reste e´videmment admissible.
Re´ciproquement, si H est un sous-groupe ouvert de IK contenant K∗, il lui correspond (en vertu du
The´ore`me (13.22)), une classe d’e´quivalence de sous-groupes de congruences, qui lui fait correspondre
un corps de classe L (The´ore`me (10.1)), et en “revenant” comme a` la premie`re partie, on voit que
H = K∗ ·NL/K(IL). La dernie`re partie est e´vidente au vu de ce qui pre´ce`de.
Pour terminer la partie ide´lique de cette the´orie, nous allons chercher une description “directe” de
l’homomorphisme Υ : IK → Gal(L/K). qui engendre l’isomorphisme IK/(K∗ ·NL/K(IL)) ≃ Gal(L/K).
De´finition (13.30)
Soit L/K une extension abe´lienne de corps de nombres et p une place non complexe de K. Souvenons-
nous de l’application θp : K∗p → Z(p) ⊂ Gal(L/K) vue lors de la De´finition (11.6). On pose
Υ : IK −→ Gal(L/K)
(ap)p 7−→
∏
p∈P(K)
θp(ap).
Pour presque tout p, p est non ramifie´ et ap ∈ Up. Donc (Lemme (11.16)) ap ∈ NLP/Kp(LP)
Cor. (11.12)⊂
ker(θp), donc θp(ap) = 1, donc Υ est bien de´finie. C’est un homomorphisme, car chaque θp l’est.
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Lemme (13.31)(re´ciprocite´ pour le symbole des restes normiques)
Les ide`les principaux K∗ ⊂ ker(Υ), i.e. si x ∈ K∗,∏
p∈P(K)
θp(x) = 1.
Preuve
Posons S l’ensemble des places qui ramifient ou qui divisent x. Alors
∏
p∈P(K) θp(x) =
∏
p∈S θp(x).
Supposons S = {p1, . . . , pt, pt+1, . . . , ps}, ou` p1, . . . , pt sont des places finies et pt+1, . . . , ps sont des
places infinies re´elles. Supposons que (x) =
∏t
i=1 p
ai
i . Soit m un K-module admissible pour L/K avec
m =
∏s
i=1 p
ti
i tel que ai ≤ ti pour tout i = 1, . . . , t (c’est toujours possible en vertu du the´ore`me de
re´ciprocite´ d’Artin (7.14)). On a
∏
p∈P(K) θp(x) =
∏s
i=1 θpi(x), et pour chaque i, on a m = p
ti
i · mi
(pi ∤ mi et m est pi-admissible. Pour chaque i, on peut choisir en vertu du The´ore`me d’approximation
de´bile (0.3) yi ∈ K∗ yi ≡ x (mod∗ ptii ) et yi ≡ 1 (mod∗ mi). On a donc (cf. Remarque pre´ce´dant la
Proposition (11.8)) θpi(x) = ΦL/K(jm((yi))) (avec l’abus habituel ΦL/K = ΦL/K |IK(m)). Remarquons que
x−1y1 · · · ys ∈ K∗m et que (yi) =
{
paii · ai avec ai premier a` m pour i = 1, . . . , t
ai avec ai premier a` m pour i = t+ 1, . . . , s
. Ainsi, jm((yi)) =
ai, pour tout i = 1, . . . , s. Enfin,∏
p∈P(K)
θp(x) =
s∏
i=1
ΦL/K(ai) = ΦL/K
(
s∏
i=1
ai
)
= ΦL/K
(
(y1 . . . ys)∏t
i=1 p
ai
i = (x)
)
= ΦL/K((x
−1y1 · · · ys)︸ ︷︷ ︸
∈Pm
) = 1.
The´ore`me (13.32)
Soit L/K une extension abe´lienne de corps de nombres et m un K-module admissible pour L/K.
Alors l’application Υ : IK → Gal(L/K) (ap)p 7→
∏
p∈P(K) θp(ap) induit un isomorphisme de IK/(K
∗ ·
NL/K(IL))→ Gal(L/K), obtenu en composant les homomorphismes :
IK → IK/(K∗ ·NL/K(IL)) ≃ I′m/(K∗m · Im ·NL/K(I′′L(m))) ≃ IK(m)/(Pm ·NL/K(IL(m˜)))
1
ΦL/K−→ Gal(L/K).
Vous aurez remarque´ que pour la dernie`re fle`che, on a pris 1ΦL/K au lieu de ΦL/K .
Preuve
On a Υ((ap)p) = 1 si (ap)p ∈ NL/K(IL), car alors ap ∈ NLP/Kp(LP) = ker(θp) pour tout p et P|p
(The´ore`me (11.14)). De meˆme si (ap)p = x ∈ K∗ (lemme pre´ce´dent (13.31)) et puisque le premier
isomorphisme est induit par l’injection, il suffit de ve´rifier l’assertion pour un a = (ap)p ∈ I′m. Alors
Υ((ap)p) =
∏
p∈P(K) θp(ap) =
∏
p∈S θp(ap), ou` S est l’ensemble fini des p tels que θp(ap) 6= 1. Ces p-la`
sont non ramifie´s. En effet, si p est ramifie´, alors p|m. Or, a ∈ I′m, donc a ∈ U (vp(m))p ⊂ ker(θp) au vu de la
de´finition des θp (De´finition (11.6)) et de la Remarque b) qui suit (b = a = vp(m)). Par multiplicativite´,
il suffit de prouver le re´sultat lorsque a = (ap)p est tel que ap = 1 sauf si p = p0 non ramifie´. Dans ce
cas, Υ(a) = θp0(ap0)
Prop.(11.8)
= FrobL/K(p0)
−vp0 (ap0 ). Et d’autre part, en suivant la suite d’applications
de l’e´nonce´ du the´ore`me, on a (ap)p 7→ ΦL/K(ψ((ap)p))−1 = ΦL/K(pvp0 (ap0)0 )−1 = FrobL/K(p0)−vp0 (ap0 ).
Cela montre le the´ore`me.
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Corps de classe local
La the´orie du corps de classe se de´montre maintenant assez facilement, en utilisant notamment les
re´sultats sur θp, le symbole de norme re´siduel, vus au Chapitre 11. Pour fixer les ide´es, nous allons donner
une de´finition pour nous mettre d’accord sur la notion de corps locaux (pas comme ce coquin de Serre
qui fait un livre dessus et qui ne prend meˆme pas la peine de dire ce que c’est...)
De´finition (14.1)
On appellera corps local l’un des corps suivant :
R,C, toute extension finie d’un corps Qp
(en fait il s’agit de la liste comple`te des corps topologiques localement compacts (non discrets) de car-
acte´ristique 0). Pour simplifier, on notera ‖ · ‖ la valeur absolue du corps local conside´re´. Il est e´vident
que si K est un corps de nombres et p ∈ P(K), alors Kp est un corps local. On a mieux :
The´ore`me (14.2)
Si K est un corps local, alors il existe un corps de nombres K et p une place de K tels que K = Kp.
Preuve
Si K = C ou R, c’est e´vident. On aura besoin de 3 lemmes et d’une de´finitions pour prouver ce re´sultat
dans le cas non archime´dien.
Lemme (14.3)(Lemme de Krasner)
Soit K un corps local non archime´dien, Kalg une cloˆture alge´brique de K et α, β ∈ Kalg. Notons
α = α1, α2, . . . , αn les conjugue´es de α sur K. Supposons que ‖α − β‖ < ‖αi − β‖ ∀i = 2, . . . , n. Alors
K(α) ⊂ K(β).
Preuve
Supposons d’abord connu le re´sultat suivant : si L/K est une extension alge´brique de corps locaux,
alors la valeur absolue de K se prolonge de manie`re unique sur L par la formule
∀γ ∈ L ‖γ‖ = ‖NK(γ)/K(γ)‖
1
[K(γ):K] (∗)
(cf. [Fr-Tay, 1.15, p.113]) ce qui implique que si γ1 et γ2 ∈ L sont conjugue´s (i.e. mγ1/K = mγ2/K), alors
‖γ1‖ = ‖γ2‖.
Prouvons maintenant le lemme. Supposons par l’absurde que α 6∈ K(β). Alors le polynoˆme minimal
de α sur K(β) est de degre´ > 1 et divise le polynoˆme minimal de α sur K. Il admet donc parmi ses
racines un αi0 pour un i > 1. Ainsi, α et αi0 sont conjugue´s sur K(β) et donc β−α et β−αi0 sont aussi
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conjugue´s sur K(β) (car le changement de variable x 7→ −x + β est unimodulaire). Par l’e´galite´ (∗), on
a donc que ‖β − α‖ = ‖β − αi0‖, contredisant l’hypothe`se.
Lemme (14.4)
Soit K un corps local non archime´dien, f = xn + an−1xn−1 + · · · + a0 ∈ K[x] et α une racine de f
dans une extension de K. Alors on a :
‖α‖ ≤ max(1, ‖a0‖, . . . , ‖an−1‖).
Preuve
Supposons ab absurdo que ‖α‖ > max(1, ‖a0‖, . . . , ‖an−1‖). Alors∥∥∥∥∥
n−1∑
i=0
ai · αi
∥∥∥∥∥ ≤ max0≤i≤n−1(‖ai‖ · ‖α‖i) < ‖α‖ · ‖α‖n−1 = ‖α‖n.
Cela montre que 0 6= αn +∑n−1i=0 ai · αi = f(α) = 0. C’est une contradiction .
De´finition (14.5)
Soit f =
∑n
i=0 ai · xi ∈ K[x], n ≥ 1. On de´finit ‖f‖ = maxni=0(‖ai‖). On ve´rifie facilement que c’est
une norme sur K[x].
Lemme (14.6)(Lemme de continuite´ des racines)
Soit K un corps local non archime´dien, Kalg une cloˆture alge´brique de K, f = xn+an−1xn−1+· · ·+a0 ∈
K[x] un polynoˆme irre´ductible dans K[x]. Soit encore α = α1, α2, . . . , αn les racines de f dans Kalg qui
sont bien suˆr toutes distinctes, car on est en caracte´ristique 0. Alors pour tout ε > 0, il existe δ > 0 tel
que pour tout g = xn + bn−1xn−1 + · · ·+ b0 ∈ K[x] satisfaisant ‖f − g‖ < δ, alors g admet une racine β
telle que ‖α− β‖ < ε.
Remarquons qu’en prenant δ encore plus petit, on peut avoir le re´sultat pour tout αi.
Preuve
On peut supposer que 2 ·ε < ρ := mini6=j ‖αi−αj‖. On va chercher un δ < 1 satisfaisant la conclusion.
Pour tout g = xn + bn−1xn−1 + · · ·+ b0 ∈ K[x] satisfaisant ‖f − g‖ < δ < 1 et pour tout µ racine de g,
on aura
‖µ‖
Lem. (14.4)
≤ max(1, ‖b0‖, . . . , ‖bn−1‖)
≤ max(1, ‖a0‖+ 1, . . . , ‖an−1‖+ 1)
≤ ‖f‖+ 1
(∗)
qui est inde´pendant de g, β et δ (< 1). Avec ces hypothe`ses sur g, β et δ, on a encore :
n∏
i=1
‖µ− αi‖ =
∥∥∥∥∥
n∏
i=1
(µ− αi)
∥∥∥∥∥ = ‖f(µ)‖
= ‖f(µ)− g(µ)‖ =
∥∥∥∥∥
n−1∑
i=0
(ai − bi) · µi
∥∥∥∥∥
≤ ‖f − g‖ · max
0≤i≤n−1
‖µ‖i
≤ ‖f − g‖ ·max(1, ‖µ‖n−1) ≤ δ ·max(1, ‖µ‖)n−1
(∗)
≤ δ · (‖f‖+ 1)n−1
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Si δ est suffisamment petit, alors δ · (‖f‖+ 1)n−1 < εn. Donc, il existe i tel que
‖µ− αi‖ < ε, (∗∗)
et cet i est unique. En effet, s’il existe un autre j, on aura ‖αi −αj‖ ≤ ‖µ−αi‖+ ‖µ−αi‖ < 2 · ε < ρ =
mini6=j ‖αi − αj‖, ce qui est impossible. Mais he´las, notre αi, n’est peut-eˆtre pas α.
Soit L/K une extension galoisienne finie de K qui contient les αi et µ. Soit σ ∈ Gal(L/K) tel que
σ(αi) = α (σ existe, car f est irre´ductible). On trouve enfin
‖σ(µ)− σ(αi)‖ = ‖NL/K(σ(µ − αi))‖
1
[L:K] = ‖NL/K(µ− αi)‖
1
[L:K] = ‖µ− αi‖ < ε
et enfin, β := σ(µ) est une racine de g et satisfait la conclusion de notre lemme.
Remarque
Ce re´sultat est vrai aussi en caracte´ristique positive, de meˆme si f n’est pas irre´ductible, mais la
preuve est un poil plus longue.
Fin de la preuve du The´ore`me (14.2)
Soient α tel que K = Qp(α), f = mα/Qp le polynoˆme minimal de α, n = [K : Qp] le degre´ de f , α =
α1, α2, . . . , αn les racines de f dans une cloˆture alge´brique de K. Soit ε > 0 tel que ε < mini6=j ‖αi −αj‖
et soit δ > 0 comme dans l’e´nonce´ du lemme pre´ce´dent (Lemme (14.6)). Puisque Q est dense dans
Qp, il existe un polynoˆme g ∈ Q[x] unitaire de degre´ n tel que ‖f − g‖ < δ. Par le lemme pre´ce´dent
(Lemme (14.6)), g a une racine β telle que ‖α − β‖ < ε. On pre´tend que ‖β − αi‖ > ‖β − α‖ si
i = 2, . . . , n. En effet, sinon on aurait ‖α − αi‖ ≤ max(‖α − β‖, ‖β − αi‖) = ‖α − β‖ < ε, ce qui est
contraire au choix de ε. Par le Lemme de Krasner (Lemme (14.3)), on a Qp(β) ⊃ Qp(α) = K. Mais, on
a [Qp(β) : Qp] ≤ deg(g) = n = [Qp(α) : Qp]. Cela montre alors que K = Qp(β). Il est alors clair que
K := Q(β) est dense dans K, donc K est le comple´te´ de K et donc K = Kp pour un ide´al p|p.
Un corollaire un peu plus fort :
The´ore`me (14.7)
Soit L/K une extension galoisienne de corps locaux (donc force´ment finie). Alors il existe une extension
L/K galoisienne de corps de nombres telle que K ⊂ K, L ⊂ L et des places p ∈ P(K) et P ∈ P(L) telles
que L = LP et K = Kp. On peut meˆme supposer que Gal(L/K) = Gal(L/K).
Preuve
Soit G = Gal(L/K). On choisit L un corps de nombres et P une place de L telle L = LP (c’est
possible en vertu du The´ore`me(14.2)). Alors L = K · L, car K · L est bien un sous-corps local de L dans
lequel L dense. Remplac¸ant L par
∏
σ∈G σ(L), on peut supposer que L est stable par les e´le´ments de G.
Alors σ 7→ σ|L est un homomorphisme injectif de G dans le groupe des automorphismes de L. Soit K le
sous-corps de L fixe par les σ|L. Alors L/K est une extension galoisienne de groupe de galois ≃ G, et
K ⊂ K. Alors posons p = P|K et Kp l’adhe´rence de K dans K, on a e´videmment Kp ⊂ K. Mais, L/Kp
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est une extension galoisienne de groupe de Galois ≃ Z(P/p). Donc, [L : Kp] = |Z(P/p)| ≤ |G| = [L : K],
ce qui prouve que K = Kp.
Lemme (14.8)
Soit L/K une extension abe´lienne de corps locaux, et pour i = 1, 2 Li/Ki deux extensions abe´liennes
de corps de nombres avec des places Pi de Li et pi de Ki telles que Pi|pi et L1P1 = L2P2 = L et
K1p1 = K2p2 = K. Alors on a
θp1(L1/K1) = θp2(L2/K2),
moyennant bien suˆr les identifications de Z(Pi/pi) avec Gal(L/K).
Preuve
On a le diagramme :
K1 K2
L1 K1K2 L2
K2L1 K1L2
L1L2
Les places correspondantes sont
p1 p2
P1 p P2
P′1 P
′
2
P unique, car L1P1 = L2P2 = L
unique, car K1p1 = K2p2 = K
En appliquant le deuxie`me lemme de naturalite´ (Proposition (11.11)) avec K = K2, L = L2 et E =
K1K2, on trouve θp2(L2/K2)◦NK/K = R◦θp(K1L2/K1K2), ou` R : Gal(K1L2/K2K2)→ Gal(L2/K2) est
la restriction a` L2. Or, l’image de θp(K1L2/K1K2) est Z(P
′
2/p) ≃ Gal(L/K) et l’image de θp2(L2/K2)
est Z(P2/p2) ≃ Gal(L/K) (cf. The´ore`me (11.3)). Dans ces conditions, on peut supposer (avec un
petit abus) que R = id et donc que θp2(L2/K2) = θp(K1L2/K1K2). Par un meˆme raisonnement, on a
θp1(L1/K1) = θp(K2L1/K1K2). En appliquant les premier lemme de naturalite´ (Proposition (11.10))
avecK = K1K2, L = K1L2 et E = L1L2, on a θp(K1L2/K1K2) = R◦θp(L1L2/K1K2), ou` (comme avant)
R : Z(P/p)→ Z(P′2/p) qui peut aussi eˆtre vu comme l’identite´ car a` nouveau chacun de ces groupes est
isomorphe a` Gal(L/K). Puis, on montre de manie`re identique que θp(K2L1/K1K2) = θp(L1L2/K1K2).
Enfin,
θp1(L1/K1) = θp(K2L1/K1K2) = θp(L1L2/K1K2) = θp(K1L2/K1K2) = θp2(L2/K2).
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Proposition-De´finition (14.9)
Soit L/K une extension abe´lienne de corps locaux. Alors il existe un homomorphisme
θ(L/K) : K∗ −→ Gal(L/K)
surjectif de noyau NL/K(L∗) ayant les proprie´te´s suivantes :
a) Si L/K est une extension abe´lienne de corps de nombres et P|p des places de L respectivement de
K tels que LP = L et Kp = K. Alors
θ(L/K) = θp(L/K).
b) Si en plus L/K est une extension non ramifie´e et si π est une uniformisante de K, alors, pour tout
k ∈ Z et u ∈ Up (les unite´s de K) :
θ(L/K)(πk · u) = Frob(L/K)−k.
c) Si E/K et L/K sont des extensions de corps locaux tels que L/K est abe´lienne, alors
θ(L/K) ◦NE/K = R ◦ θ(EL/E),
ou` R : Gal(EL/E)→ Gal(L/K) est la restriction a` L.
d) Soit E/L et L/K des extensions de corps locaux telles que E/K est abe´lienne. Alors
θ(L/K) = R ◦ θ(E/K),
ou` R : Gal(E/K)→ Gal(L/K) est la restriction a` L.
Preuve
L’existence de cet homomorphisme de´coule des The´ore`mes (11.3) et (11.14). La partie a) vient du
The´ore`me (14.7) et du lemme pre´ce´dent (14.8). La partie b) provient de la Proposition (11.8). La partie
c) est le deuxie`me lemme de naturalite´ (11.11). Et la partie d) est le premier lemme de naturalite´ (11.10).
Maintenant, nous devons faire un petit de´tour par les extensions de Kummer de corps locaux (voir
De´finition (9.1) pour la de´finition d’extension de Kummer).
Proposition (14.10)
Soit K un corps local et n ∈ N un nombre entier. Alors K∗/(K∗)n est fini.
Supposons que K contienne une racine primitive n-ie`me de l’unite´. Posons L = K( n
√
K∗). Alors
c’est une extension de Kummer de degre´ fini (c’est l’extension de Kummer maximale de K) et on a
NL/K(L∗) = (K∗)n.
Preuve
Soit π une uniformisante de K. On sait que K∗ ≃< π >×Up ≃ Z × Up ou` p est l’ide´al maximal de
K et Up est le sous-groupe des unite´s de K. Et (K∗)n ≃ nZ × Unp . Montrons que Up/Unp est fini. La
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Proposition (5.11) nous assure l’existence d’un entier m tel que U
(m)
p ⊂ Unp ⊂ Up. Or, Up/U (m)p est fini,
nous l’avons montre´ au de´but de la preuve du Lemme (5.8). En vertu du The´ore`me (9.2) et de ce qui
pre´ce`de, L/K est l’extension de Kummer maximale de K. Le meˆme The´ore`me (9.2) nous montre que
K∗/(K∗)n ≃ Gal(L/K). La proposition-de´finition pre´ce´dente (14.9) montre aussi que K∗/NL/K(L∗) ≃
Gal(L/K). Cela montre que NL/K(L∗) = (K∗)n, en effet, on a d’autre part (K∗)n ⊂ NL/K(L∗), car
puisque n est un exposant de Gal(L/K) (cf. The´ore`me (9.2)), on a (K∗)n ⊂ ker(θ(L/K)) = NL/K(L∗).
Maintenant un petit lemme de the´orie des groupes :
Proposition-De´finition (14.11)
Soit G un groupe fini et H un sous-groupe. On note D(G,H) le sous-groupe engendre´ par les com-
mutateurs ghg−1h−1, (g ∈ G, h ∈ H). Alors D(G,H) est un sous-groupe normal de G. De plus, l’image
de H via l’homomorphisme canonique G → G = G/D(G,H) est dans le centre de G. Enfin, si H est
normal dans G et que G/H est cyclique, alors G/D(G,H) est abe´lien.
Preuve
Tout d’abord, on montre que xD(G,H)x−1 = D(G,H) pour tout x ∈ G. Soit ghg−1h−1 ∈ D(G,H).
On a
xghg−1h−1x−1 =
[
(xg)h(xg)−1h−1
]︸ ︷︷ ︸
∈D(G,H)
· (xhx−1h−1)−1︸ ︷︷ ︸
∈D(G,H)
.
Le fait que l’image de H dans G est dans le centre est e´vident. Montrons la dernie`re partie : on note
g l’image de g ∈ G dans G. On choisit b ∈ G tel que sa classe modulo H engendre G/H . Alors tout
e´le´ment de G s’e´crit h · bm (h ∈ H,m ∈ Z). Donc tout e´le´ment de G s’e´crit h · bm. Soit h′ · bk un autre
e´le´ment de G. Alors
(h · bm) · (h′ · bk) = (h′ · bk) · (h · bm)
car h et h′ sont dans le centre de G et que b
m · bk = bm+k = bk · bm.
The´ore`me (14.12)
Soit L/K une extension galoisienne de degre´ fini de corps locaux. Supposons que Gal(L/K) soit
re´soluble. Notons Lab la sous-extension abe´lienne maximale de L/K. Alors
NL/K(L
∗) = NLab/K(L
ab∗).
(En fait le re´sultat est vrai meˆme dans le cas non re´soluble, mais nous n’avons pas besoin de le montrer,
ce serait plus long et la situation dans laquelle nous utiliserons ce re´sultat sera clairement re´soluble).
Preuve
On a clairement NLab/K(Lab
∗
) ⊃ NL/K(L∗).
Pour montrer l’inclusion inverse, on proce`de par re´currence sur n = [L : K]. Si n = 1, c’est e´vident.
Supposons donc n > 1 et le the´ore`me vrai pour tout m < n. Puisque Gal(L/K) est re´soluble, on voit
facilement qu’il admet un quotient cyclique non trivial (si vous n’eˆtes pas convaincu, voyez [La1, Prop.
1.3.1, p.20]). Autrement dit, il existe une sous-extension E/K de L/K cyclique de degre´ > 1. Soit
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M/E la sous-extension abe´lienne maximale de L/E. Il est e´vident que Gal(L/M) est le sous-groupe des
commutateurs de Gal(L/E) (on avait de´ja` fait ce raisonnement au The´ore`me (10.3)) et Gal(L/E) est
normal dans Gal(L/K). Cela implique que Gal(L/M) est normal dans Gal(L/K) (ve´rification facile,
sinon, voir [Jac1, rel. 26, p. 246]). Donc l’extension M/K est galoisienne. Notons G = Gal(M/K) et
H = Gal(M/E). Ainsi, H est un sous-groupe normal, abe´lien de G et G/H = Gal(E/K) est cyclique.
Soit F le corps fixe par D(G,H). Par le lemme pre´ce´dent (14.11), l’extension F/K est abe´lienne. On est
donc dans la situation suivante :
K
F E
M
L
abe´lienne cyclique
abe´lienne de groupe HD(G,H)
galoisienne de groupe G
De la partie c) de la Proposition-De´finition (14.9) applique´e a` L = F, E = E et K = K, on trouve
RFE→F ◦ θ(FE/E) = θ(F/K) ◦ NE/K. La partie d) de cette meˆme proposition (14.9) applique´ a` E = M,
L = FE et K = E, montre que θ(FE/E) = RM→FE ◦ θ(M/E). En combinant tout cela, on trouve
RM→F ◦ θ(M/E) = θ(F/K) ◦NE/K. (∗)
Rappelons que nous voulons montrer que NLab/K(Lab
∗
) ⊂ NL/K(L∗). Soit donc x ∈ NLab/K(Lab∗).
Puisque Lab ⊃ F,E, alors x ∈ NF/K(F∗)∩NE/K(E∗). Choisissons y ∈ E∗ tel que NE/K(y) = x. Appliquant
l’e´galite´ (∗) a` y, on trouve
θ(M/E)(y)|F = θ(F/K)(x) = idF,
car x ∈ NF/K(F∗) = ker(θ(F/K)). Cela montre que θ(M/E)(y) ∈ D(G,H), ce qui veut dire que θ(M/E)(y)
est un produit d’e´le´ments de la forme ρθ(M/E)(z)ρ−1θ(M/E)−1(z), avec ρ ∈ G et z ∈ E∗, ceci par
de´finition de D(G,H) et parce que θ(M/E) est une surjection sur H . Par le troisie`me lemme de naturalite´
(Proposition (11.13)) on a ρθ(M/E)(z)ρ−1 = θ(M/E)(ρ(z)) (car ρ(M) = M et ρ(E) = E, puisque E/K
est galoisien). Donc θ(M/E)(y) est un produit d’e´le´ments de la forme θ(M/E)(ρ(z)z ), disons,
θ(M/E)(y) = θ(M/E)
(
r∏
i=1
ρi(zi)
zi
)
,
avec z1, . . . , zr ∈ E∗ et ρ1, . . . , ρr ∈ G. Ainsi,
y′ := y ·
(
r∏
i=1
ρi(zi)
zi
)−1
∈ ker(θ(M/E)) = NM/E(M∗) hyp de rec.= NL/E(L∗).
Il existe donc l ∈ L∗ tel que NL/E(l) = y′. D’autre part, puisque ρi|E ∈ Gal(E/K), on a NE/K(ρi(zi)zi ) = 1
pour tout i. Donc, NE/K(y
′) = NE/K(y) ·NE/K
(
r∏
i=1
ρi(zi)
zi
)−1
︸ ︷︷ ︸
=1
= x. Finalement,
x = NE/K(y) = NE/K(y
′) = NE/K(NL/E(l)) = NL/K(l),
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ce qui ache`ve la (jolie) preuve du the´ore`me.
The´ore`me (14.13) (Corps de classe local)
Soit K un corps local. La correspondance
L −→ NL/K(L∗)
est une bijection (qui renverse l’inclusion) de l’ensemble des extensions abe´liennes de degre´ fini L de K
(contenue dans une meˆme cloˆture alge´brique de K), et les sous-groupes ouverts d’indices finis de K∗.
Preuve
Remarquons au passage que dans les cas archime´diens, il n’y a pas besoin de toute cette the´orie : C∗
est le seul sous-groupe ouvert de C∗ et R∗ et R∗+ sont les seuls sous-groupes ouverts de R
∗.
D’autre part, il serait judicieux de s’assurer que si L/K est une extension abe´lienne, alors NL/K(L∗) est
un ouverts de K∗. En effet, si K est archime´dien, c’est e´vident. Sinon, on sait que, via une uniformisante,
K∗ ≃ Z × Up (topologie produit, Z est muni de la topologie discre`te et Up de la topologie he´rite´e de K)
qui est un home´omorphisme de groupes topologiques. Or, en vertu de la Proposition (5.11), il existe un
entier b tel que
NLK(L∗) ⊃ (K∗)n ≃ nZ× Unp ⊃ nZ× U (b)p ,
et l’ensemble de droite est clairement un sous-groupe ouvert, donc (K∗)n ≃ ⋃x∈Unp (nZ × xU (b)p ) et
NLK(L∗) =
⋃
x∈NLK(L∗) x(K
∗)n sont aussi ouverts.
Ensuite, montrons que la correspondance L → NL/K(L∗) est injective et inverse l’inclusion : sup-
posons que NL2/K(L
∗
2) ⊂ NL1/K(L∗1). La partie c) de la Proposition-De´finition (14.9) nous montre que
θ(L1/K) ◦NL2/K︸ ︷︷ ︸
=1
= R ◦ θ(L1L2/L2). Cela montre (puisque R est injective) que l’application θ(L1L2/L2)
qui est surjective sur Gal(L1L2/L2) est l’application triviale, cela montre que Gal(L1L2/L2) est le groupe
trivial, donc que L1L2 = L2 et alors L1 ⊂ L2.
Enfin, montrons la surjection de la correspondance : soit N un sous-groupe ouvert d’indice fini de K∗.
Soit n ≥ 1 tel que (K∗)n ⊂ N (par exemple n = [K∗ : N ]). Soit µn l’ensemble des racines n-ie`mes de
l’unite´s dans la cloˆture alge´brique conside´re´e de K. Et soit enfin, L la n-extension de Kummer maximale
de K(µn). L’extension L/K est galoisienne. En effet, soit σ : L → L, un K-plongement de L dans une
cloˆture alge´brique. Soit α ∈ L. En vertu de la Proposition (14.10), il existe a ∈ K(µn) tel que αn−a = 0.
Donc, σ(α)n−σ(a) = 0. Puisque K(µn)/K est galoisienne, σ(a) ∈ K(µn). Et puisque L contient toutes les
racines n-ie`mes d’e´le´ment de K(µn) (toujours graˆce a` la Proposition (14.10)), on en de´duit que σ(α) ∈ L,
ce qui prouve que L/K est galoisienne. Et puisque K(µn)/K est cyclique, Gal(L/K) est re´soluble; on est
donc dans les hypothe`ses du the´ore`me pre´ce´dent (14.12). Ainsi, posons N0 := NLab/K(Lab
∗
) = NL/K(L∗).
D’autre part, par la Proposition (14.10), NL/K(µn)(L
∗) = (K(µn)∗)n. Donc,
N0 = NL/K(L
∗) = NK(µn)/K(NL/K(µn)(L
∗)) = NK(µn)/K((K(µn)
∗)n)
= NK(µn)/K((K(µn)
∗))n ⊂ (K∗)n ⊂ N.
D’apre`s ce qu’on a prouve´ pour l’injection, l’application E → NE/K(E∗) est une injection des sous-
extensions E/K de Lab/K dans l’ensemble des sous-groupes de K∗ qui contiennent N0. Or, θ(Lab/K)
159
Corps de classe local
induit un isomorphisme K∗/N0 ≃ Gal(Lab/K). Donc, l’ensemble de ces sous-groupes est en bijection
avec les sous-groupes de Gal(Lab/L), donc, par la the´orie de Galois avec l’ensemble des sous-extensions
de Lab/K. En particulier, il existe une sous-extension E/K de Lab/K telle que NE/K(K∗) = N . Cela
de´montre le the´ore`me.
Voila` !!!
160
Appendice I
Deux mots sur les corps quadratiques
et sur des repre´sentations de nombres premiers
De´finitions (I.i)
Soit K un corps de nombres. Un ordre sur K est un sous-anneau O de K qui est un Z-module de
ge´ne´ration finie contenant une Q-base de K. Un raisonnement classique sur l’inte´gralite´ (α · O ⊂ O ⇒ α
est entier) montre que tout ordre est inclu dans OK . C’est pourquoi OK est souvent appele´ l’ordre
maximal de K. Evidemment, si O est inclu strictement dans OK , il n’est pas inte´gralement clos, donc
l’ensemble de ses ide´aux fractionnaires ne forme pas un groupe comme c’est le cas pour OK . En revanche,
O est tout de meˆme a` quotients finis, il est donc noethe´rien, et tout ide´al premier non nul est maximal.
Clairement, si α ∈ OK , alors Z[α] est un ordre.
Concentrons-nous sur les corps quadratiques. Rappelons les re´sultats classiques sur ces corps : soit
m ∈ Z \ {1} sans facteurs carre´s et K = Q(√m). Notons dK le discriminant de K/Q. Alors on a :
dK =
{
4m si m ≡ 2, 3 (mod 4)
m si m ≡ 1 (mod 4) et OK = Z
[
dK +
√
dK
2
]
=
{
Z[
√
m] si m ≡ 2, 3 (mod 4)
Z
[
1+
√
m
2
]
si m ≡ 1 (mod 4).
Posons wK =
dk+
√
dK
2 . Si α, β ∈ K sont line´airement inde´pendants, le Z-module Zα ⊕ Zβ se note
[α, β]. Il est donc clair que OK = Z[wK ] = [1, wK ].
De´finition-Lemme (I.ii)
Pour tout entier f ≥ 1, il existe un unique ordre Of de Q(√m) tel que [OK : Of ] = f et de fait,
Of = Z[fwK ] = [1, fwK ]. On dit que f est le conducteur de l’ordre Of . Et tous les ordres sont donc de
ce type
Preuve
Puisque (Z ⊕ ZwK)/(Z⊕ ZfwK) ≃ Z/fZ, Z[fwK ] est un ordre d’indice f dans OK .
Inversement, soit O un ordre d’indice f dans OK . Alors Z ⊂ O (car O est un sous-anneau de K) et
f · OK ⊂ O. Ainsi, Z+ f · OK = Z⊕ Zfwk ⊂ O. Donc il y a e´galite´, puisqu’ils ont le meˆme indice.
De´finition-The´ore`me (I.iii)
Soit m ∈ Z \ {1} sans facteurs carre´s et K = Q(√m). Soit un entier f > 0 et O = [1, fwK ] l’unique
ordre d’indice f de K. On pose D := f2 · dK le discriminant de O. Il est e´vident que D ≡ 0 ou 1
(mod 4) et que O = [1,√D] si D ≡ 0 (mod 4) et O = [1, 1+
√
D
2 ] si D ≡ 1 (mod 4). Re´ciproquement, si
D ≡ 0, 1 (mod 4), D 6= 0, 1 n’est pas un carre´, (on dit alors que D est un discriminant), alors il existe un
unique entier f > 0 et un unique corps quadratique K, tel que D = f2 · dK (et donc, en vertu du lemme
pre´ce´dent, un unique ordre O tel que [OK : O] = f .
Preuve
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C’est a` peu pre`s e´vident : soit D un discriminant. Il existe un unique entier positif g tel que D = g2 ·m,
avec m sans facteur carre´. Si m ≡ 1 (mod 4), alors K = Q(√m) et si m ≡ 2, 3 (mod 4), alors force´ment
g est pair (par hypothe`se sur D), et dans ce cas, K = Q(
√
m) et f = g2 . L’unicite´ vient du fait que
Q(
√
h2 ·m) = Q(√m), pour tout h entier non nul.
De´finitions (I.iv)
Soit m ∈ Z \ {1} sans facteurs carre´s et K = Q(√m). Soit un entier f > 0 et O = [1, fwK ] l’unique
ordre d’indice f de K. On pose HO = {αβ · OK | α, β ∈ O, premiers a` f}, le sous-groupe de IK(f · OK)
engendre´ par les ide´aux principaux de la forme α · OK , avec α ∈ O, premier a` f . Alors, il est e´vident
que Pf ·OK ⊂ HO ⊂ IK(f · OK). Si K est re´el, on pose H+O le meˆme sous-groupe avec la contrainte
supple´mentaire que α soit totalement positif (i.e σ(α) > 0 pour tout plongement de K dans R). Alors
on a Pm ⊂ H+O ⊂ IK(m), ou` m = fOK · {σ1, σ2}, avec σ1, σ2 les deux places infinies de K (l’identite´ et
la conjugaison).
On appelle le corps de classe de O le corps de la classe de HO. Et on appelle le corps de classe e´tendu
de O le corps de la classe de H+O. On peut construire ces corps de classe en vertu du the´ore`me d’existence
du corps de classe (The´ore`me (8.10)).
Si D est un discriminant, on de´signe par QD la forme quadratique :
QD(x, y) =
{
x2 − D4 y2 si D ≡ 0 (mod 4)
x2 + xy + 1−D4 y
2 si D ≡ 1 (mod 4).
Clairement, c’est une forme quadratique entie`re (i.e. une application du type (x, y) 7→ ax2 + bxy +
cy2, a, b, c ∈ Z), primitive (pgcd(a, b, c) = 1), de discriminant b2 − 4ac = D, de´finie positive si D < 0.
The´ore`me (I.v)
Soit D un discriminant, K = Q(
√
D), et O, l’ordre de K de discriminant D (= f2 · dK). Soit L le
corps de classe de O (e´tendu dans la cas re´el (D > 0)). Soit p un nombre premier (en particulier positif),
p ∤ D. Alors on a` l’e´quivalence :
∃x, y ∈ Z tels que p = QD(x, y)⇐⇒ p est comple`tement de´compose´ dans L.
Preuve
On remarque de´ja` imme´diatement queQD(x, y) = NK/Q(x+y·wD), ou` wD =
{√
D si D ≡ 0 (mod 4)
1+
√
D
2 si D ≡ 1 (mod 4),
en vertu de la de´finition de la norme et de la De´finition-The´ore`me (I.iii). Donc, ∃x, y ∈ Z tels que p =
QD(x, y) ⇐⇒ ∃α ∈ O tel que p = NK/Q(α). Ceci est e´quivalent a` p = α · α′ ou` α′ est le conjugue´
d’α; donc ils ont le meˆme signe si K est re´el. Donc, quitte a` remplacer α par −α, on peut supposer
que α est totalement positif si K est re´el. Ainsi, ∃α ∈ O tel que p = NK/Q(α) ⇐⇒ p · OK = p · p′,
avec p = αOK ∈ P0(K) (car p est un nombre premier), et p′ ∈ P0(K) est le conjugue´ de p. Or p et p′
sont premiers a` f , puisque p l’est. Donc p et p′ sont dans HO (resp. dans H+O si K est re´el). Mais par
de´finition, HO (resp. H+O si K est re´el) est le noyau de l’application d’Artin pour l’extension L/K, donc
ils sont totalement de´compose´s dans L. Finalement,
∃x, y ∈ Z tels que p = QD(x, y) ⇐⇒ p ·OK = p · p′ avec p, p′ ∈ HO (resp. H+O si K est re´el)
⇐⇒ p ·OK = p · p′ avec p, p′ totalement de´compose´s dans L
⇐⇒ p est comple`tement de´compose´ dans L.
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Corollaire (I.vi)
Si D est un discriminant, alors l’ensemble des nombre premiers p repre´sente´ par la forme QD a une
densite´ de Dirichlet strictement positive (en particulier, il y en a une infinite´).
Preuve
C’est e´vident, en vertu du the´ore`me pre´ce´dent et du fait que l’ensemble des premiers qui de´compose
comple`tement a` une densite´ strictement positive (cf. Lemme (2.14)).
Corollaire (I.vii)
Si D est un discriminant, alors il existe fD ∈ Z[X ], unitaire et irre´ductible tel que pour tout p nombre
premier tel que p ∤ D et p ∤ disc(fD), on ait l’e´quivalence :
∃x, y ∈ Z tels que p = QD(x, y) ⇐⇒ fD est totalement scinde´ mod p
⇐⇒ fD(x) ≡ 0 (mod p) a une solution.
Preuve
Conside´rons K = Q(
√
D) et L le corps de classe construit au the´ore`me pre´ce´dent. Supposons que
L = Q(α), avec α ∈ OL (c’est possible en vertu de [Sam,Corollaire, p. 41], pour un α ∈ K, mais on
peut le supposer dans OK graˆce au raisonnement du de´but de la preuve du Lemme (13.10)). On prend
fD le polynoˆme minimal de α sur Q. Remarquons tout d’abord que l’extension L/Q est galoisienne. En
effet, soit σ : L → C un plongement. On regarde comme toujours L ⊂ C. Il s’agit de prouver que
σ(L) = L. Si σ|K = id alors σ(L) = L, puisque L/K est galoisienne. Si σ|K 6= id, alors σ(x) = x′ ou` x′
est le conjugue´ de x dans K, pour tout x ∈ K (car σ(K) = K, puisque K/Q est galoisienne). Le corps
σ(L) est une extension de σ(K) = K. Donc σ(L)/K est une extension abe´lienne, celle qui correspond
a` σ(HOD ) = {σ(αOK) | αOK ∈ HOD}. Mais σ(αOK ) = α′OK . La de´finition de HOD montre que
σ(HOD ) = HOD , car α est premier a` f si et seulement si α′ l’est et α′ est totalement positif si et
seulement si α′ l’est. Et finalement σ(L) = L et donc L/Q est galoisienne.
Terminons la preuve : le the´ore`me pre´ce´dent nous apprend que p = QD(x, y) ⇐⇒ p est totalement
de´compose´ dans L c’est a` dire f(p/p) = 1 pour tout p ∈ P0(L) tel que p|p. Cela est e´quivalent a` dire que
OL/p = Z/pZ = Fp et ainsi toutes les racines de fD (qui sont dans OL, car L/Q galoisienne) modulo p
sont dans Fp c’est-a` dire que fD est totalement scinde´ modulo p.
Reste a` voir que si fD(x) ≡ 0 (mod p) a une solution mod p, alors il est totalement scinde´ mod p.
Deux moyens de voir ceci :
1) Si p ∤ [OL : Z[α]] (ce qui est le cas ici, car p ∤ |disc(fD)| = [OL : Z[α]] · disc(OL)), on sait que les
f(p/p) sont les degre´s des facteurs irre´ductibles de la de´composition de fD dans Fp (cf. [Mar, Thm.
27, p. 79]). Donc dire que fD(x) ≡ 0 (mod p) a une solution mod p, veut dire qu’il existe p|p tel
que f(p/p) = 1, et alors f(p/p) = 1 pour tout premier p|p, car dans une extension galoisienne, tous
les f(p/p) sont e´gaux pour p fixe´. En traduction, fD est totalement de´compose´ mod p.
2) Un autre manie`re de voir serait de se souvenir que L ⊗ Qp = Qp[x]/(fD) =
∏
p|p Lp (cf. [Fr-Tay,
1.6.a, p. 109]) et que si fD = f1 · · · fr est la de´composition de fD dans Qp, on a Qp[x]/(fi) ≃ Lpi
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pour un certain pi|p. Or, [Lp : Qp] = f(p/p) (puisque p ne ramifie pas dans L (cf. [Fr-Tay, 1.14, p.
111])). Donc, dire que f a une racine mod p veut dire que fi a une racine mod p̂ (p̂ = p ·Zp). Donc
par le Lemme de Hensel (qui s’applique ici, puisque p ∤ disc(fD)(cf. [Fr-Tay, 3.25+1.9, pp. 84+10]))
fi a une racine dans Qp, ce qui veut dire que Lpi = Qp, et donc que f(pi/p) = 1 et par suite, puisque
L/Q est galoisienne, f(p/p) = 1 pour tout p|p ce qui veut dire que p est totalement de´compose´ sur
Fp et donc fD est totalement de´compose´ dans Fp, comme on vient de le voir.
On a encore un petit raffinement si le discriminant est ne´gatif :
Corollaire (I.viii)
Si D est un discriminant strictement ne´gatif, alors il existe gD ∈ Z[X ], unitaire et irre´ductible de degre´
moitie´ de celui du corollaire pre´ce´dent tel que pour tout p nombre premier tel que p ∤ D et p ∤ disc(gD),
on ait l’e´quivalence :
∃x, y ∈ Z tels que p = QD(x, y) ⇐⇒
(
D
p
)
= 1 et gD(x) ≡ 0 (mod p) a une solution,
ou`
(
D
p
)
est bien suˆr le symbole de Legendre.
Preuve
Soit K = Q(
√
D) et L comme pour les re´sultats pre´ce´dents. Remarquons d’abord que l’extension
L/Q est totalement complexe, car non re´elle, a` cause de K, et on a vu au corollaire pre´ce´dent que
L/Q e´tait galoisienne. Donc, la conjugaison complexe est un Q automorphisme de L. Soit E le sous-
corps de L fixe par la conjugaison complexe. Alors E ∩ K = Q et [E : Q] = 12 · [L : Q] = [L : K].
Donc L = E · K, et si E = Q(α), on a L = K(α) et min(α/K) = min(α/Q) ∈ Z[X ], unitaire et
irre´ductible. Prenons donc gD = min(α/Q) ∈ Z[X ] et α ∈ OE ⊂ OL. On a vu au The´ore`me (I.v) que
∃x, y ∈ Z tels que p = QD(x, y) si et seulement si p se de´compose totalement dans L. Or p se de´compose
totalement dans K si et seulement si
(
D
p
)
= 1 (car dans ce cas, x2 − D posse`de une solution modulo
p et on raisonne comme pour le corollaire pre´ce´dent). Et de meˆme, si pOK = p · p, p se de´compose
comple`tement dans L si et seulement si gD(x) ≡ 0 (mod p) a une solution. Mais, comme gD ∈ Z[X ] et
OK/p ≃ Z/pZ, cela revient a` dire que gD(x) ≡ 0 (mod p) a une solution. On fait le meˆme raisonnement
pour p et cela montre le corollaire.
Remarque
La The´orie de la multiplication complexe permet d’exhiber un α comme dans le corollaire pre´ce´dent
(c’est-a`-dire α ∈ OL re´el tel que L = K(α)) comme suit : soit Λ un re´seau dans C (c’est-a`-dire un sous-Z-
module de C engendre´ par des e´le´ment de R). On de´finit g2(Λ) = 60 ·
∑
06=λ∈Λ
1
λ4
, g3(Λ) = 140 ·
∑
06=λ∈Λ
1
λ6
,
∆(Λ) = g2(Λ)
3 − 27g3(Λ)2 qu’on prouve eˆtre le discriminant de Λ, donc 6= 0 et j(Λ) = 1728 · g2(Λ)
3
∆(Λ) . Si
O est un ordre dans le corps quadratique imaginaire K, on peut voir O comme un re´seau dans C et on
peut montrer que j(O) est un entier alge´brique tel que L = K(j(O)).
Par exemple, si D = −56, et donc O = Z⊕ Z[√−14] = OQ(√−14), alors on peut calculer que
j(O) = 23
(
323 + 228
√
2 + (231 + 161
√
2)
√
2
√
2− 1
)3
,
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“ce qui implique que” L = K(
√
2
√
2− 1). On montre facilement que le polynoˆme minimal de
√
2
√
2− 1
est x4 + 2x2 − 7 = (x2 + 1)2 − 8. Ce qui montre que la densite´ des nombres premiers impairs p 6= 7 tels
que p = x2 + 14y2 est strictement positive et
p = x2 + 14y2 ⇐⇒
(−14
p
)
= 1 et (x2 + 1)2 ≡ 8 (mod p) a une solution.
Pour plus de de´tails, voir le livre [Cox].
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Appendice II
Deux mots sur le symbole de Hilbert
De´finition (II.i)
Soit n ∈ N, K un corps de nombres contenant une racine primitive n-ie`me de l’unite´. Soit p une
place de K et Kp le comple´te´ localise´ de K en p. On conside`re encore L = Kp( n
√
K∗p) qui est la n-
extension maximale de Kummer de Kp. On sait de plus que ker(θ(L/Kp)) = (K∗p)
n (cf. Propositions
(14.9) et (14.10)). Notons G = Gal(L/Kp). On a donc un isomorphisme θ(L/Kp) : K∗p/(K
∗
p)
n ≃ G.
Notons µn l’ensemble des racines n-ie`mes de l’unite´ de K∗p. Notons comme toujours Ĝ l’ensemble des
homomorphismes de G sur µn. Puisque l’extension L/Kp est une n-extension de Kummer, nous savons
(cf. (9.2), M = K∗) que l’application χ : K∗p → Ĝ, b 7→ (σ 7→ σ(
n√
b)
n√
b
) est un homomorphisme de
noyau (K∗)n. Ainsi on a un isomorphisme χ : K∗p/(K
∗
p)
n ≃ Ĝ. Puis par composition avec le couplage
G× Ĝ→ µn, (σ, χ) 7→ χ(σ), on peut (enfin) de´finir le couplage non de´ge´ne´re´ suivant :
K∗p/(K
∗
p)
n ×K∗p/(K∗p)n −→ µn
(a, b) 7−→
(
a, b
p
)
n
:= χ(b)(θ(L/Kp)(a))
qu’on appelle n-ie`me symbole de Hilbert. Par restriction a` Kp(
n
√
b) (Proposition-De´finition (14.9), d)), le
symbole
(
a,b
p
)
n
, peut eˆtre de´fini par la relation
θ(Kp(
n
√
b)/Kp)(a)(
n
√
b) =
(
a, b
p
)
n
· ( n
√
b). (∗)
Les esprits observateurs remarquerons que cette relation ressemble droˆlement a` la relation (∗) de la preuve
du The´ore`me (9.10). Ce n’est pas un hasard :
Proposition (II.ii)
Soit n, K, p comme pour la de´finition pre´ce´dente. Posons π une uniformisante de Kp et soit α ∈ Kp.
Supposons de plus que p ∤ n · α. Alors (
π, α
p
)
n
=
(
α
p
)−1
n
,
ou`
(
α
p
)
n
est le symbole de puissance n-ie`me re´siduelle de´fini lors de la De´finition (9.8), et e´tendu de
manie`re naturelle sur Op (= OKp) puisque Op/p̂ ≃ OK/p (cf. [Fr-Tay, Theorem 11, p. 77]).
Preuve
Puisque p̂ ∤ n · α, alors p̂ ne ramifie pas dans Kp( n
√
b) (cf. [Nar, Thm. 4.17, §3, chap IV, p. 184]).
Dans ce cas, la Proposition (11.8) s’applique, et donc (en adaptant un petit peu la preuve) on obtient :
θ(Kp(
n
√
b)/Kp)(π) = FrobKp( n
√
b)/Kp
(p)−1. Et on conclut en vertu de la relation (∗) de la de´finition
pre´ce´dente et de la relation (∗) du The´ore`me (9.10).
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Proposition (II.iii)(Re´ciprocite´ de Hilbert)
Soit K un corps de nombres contenant une racine n-ie`me primitive de l’unite´, et a, b ∈ K∗. Alors∏
p∈P(K)
(
a, b
p
)
n
= 1.
Preuve
La pertinence de ce produit et la preuve de la proposition est une application directe du Lemme de
re´ciprocite´ pour les symboles des restes normiques (13.31).
The´ore`me (II.iv)
Soit n ∈ N, K un corps de nombres contenant une racine primitive n-ie`me de l’unite´, p une place de
K et Kp le comple´te´ localise´ de K en p. Alors l’application
(
·,·
p
)
n
: K∗p × K∗p → µn a les proprie´te´s
suivantes (a, b, a′, b′ ∈ K∗p) :
a)
(
aa′,b
p
)
n
=
(
a,b
p
)
n
·
(
a′,b
p
)
n
b)
(
a,bb′
p
)
n
=
(
a,b
p
)
n
·
(
a,b′
p
)
n
c)
(
a,b
p
)
n
= 1 ⇐⇒ a ∈ NKp( n√b)/Kp(Kp(
n
√
b)∗).
d)
(
a,b
p
)
n
= 1 ∀ b ⇐⇒ a ∈ (K∗p)n
e)
(
a,b
p
)
n
·
(
b,a
p
)
n
= 1
f)
(
a,1−a
p
)
n
= 1 si a 6= 1
g)
(
a,−a
p
)
n
= 1
Enfin, si n = 2,
(
a,b
p
)
2
∈ {±1}. Donc
(
a,b
p
)
2
=
(
b,a
p
)
2
en vertu de e). Et donc
(
·,·
p
)
2
: K∗p × K∗p →
{±1} est une F2-forme biline´aire syme´trique non de´ge´ne´re´e. Mais on a en plus,(
a, b
p
)
2
=
{
1 si ax2 + by2 − z2 = 0 a une solution non triviale en (x, y, z) ∈ K∗p3
−1 sinon.
Preuve
Les parties a)-d) sont imme´diates par de´finition du symbole de Hilbert. On de´montre les parties
f) et g) ensemble : soit ξ ∈ K∗p tel que ξn − b 6= 0. Alors on a ξn − b =
∏n−1
i=0 (ξ − ζ
i n
√
b), pour n
√
b
une racine n-ie`me de b fixe´e et ζ une racine primitive n-ie`me de l’unite´ fixe´e aussi. Soit d le plus grand
diviseur de n pour lequel K∗p posse`de une racine d-ie`me de b. Alors Kp(
n
√
b)/Kp est une extension de degre´
n
d := m. Les conjugue´s de ξ−ζ
i n
√
b sont les ξ−ζj n√b avec j ≡ i (mod d). En effet, n√b = m
√
d
√
b := m
√
c et
xm−c ∈ Kp[x] irre´ductible. Et si σ ∈ Gal(Kp( n
√
b)/Kp), σ(ζ
i · n√b) = ζi ·ζlm · m
√
c = ζ
i ·ζdl · m√c = ζi+dl · n√b.
Ainsi,
ξn − b =
d−1∏
i=0
NKp( n
√
b)/Kp
(ξ − ζi · n
√
b) ∈ NKp( n√b)/Kp(Kp(
n
√
b)∗),
Donc, en vertu de la partie c), on a
(
ξn−b,b
p
)
n
= 1 Prenant ξ = 1, b = 1 − a, puis ξ = 0 et b = −a, on
obtient f) et g). La partie e) re´sulte du calcul :(
a, b
p
)
n
·
(
b, a
p
)
n
=
(
a,−a
p
)
n
·
(
a, b
p
)
n
·
(
b, a
p
)
n
·
(
b,−b
p
)
n
=
(
a,−ab
p
)
n
·
(
b,−ab
p
)
n
=
(
ab,−ab
p
)
n
= 1
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Enfin, si n = 2, et que
(
a,b
p
)
2
= 1, alors, la partie c) nous apprend que a est une norme de Kp(
n
√
b)/Kp,
donc a = z2 − by2 pour certains x, y ∈ Kp. Re´ciproquement, si, ax2 + by2 − z2 = 0 a une solution non
triviale (x1, y1, z1), alors, si x1 6= 0, alors en divisant par x1, on voit que a est une norme de Kp( n
√
b)/Kp
et si y1 6= 0, alors en divisant par y1, on voit que b est une norme de Kp( n
√
b)/Kp, donc a` chaque fois(
a,b
p
)
2
= 1. Cela montre le the´ore`me.
Si n = 2 et K = Q, on peut faire des calculs plus explicites pour obtenir les meˆmes re´sultats (cf. [Ser,
Chapitre III]).
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Glossaire et symboles (dans l’ordre d’apparition )
OK l’anneau des entiers d’un corps de nombres K page 2
UK unite´s de OK page 2
f(P/p) degre´ re´siduel de P|p page 2
e(P/p) indice de ramification de P|p page 2
Gal(L/K) groupe de Galois de L/K page 2
N(a), NL/K normes absolues et relatives page 3
Z(P/p) groupe de de´composition page 4
T(P/p) groupe d’inertie page 4
Frob(P/p) automorphisme de Frobenius page 4
FrL/K(p) classe de conjugaison des Frob(P/p) page 4
vp(x), |x|p valuation et valeur absolue p-adique page 5
P0(K), P∞(K), PR(K),
PC(K), P(K) ensembles de places page 5
LP, Kp corps P, p-adiques page 5
Op = OKp et O(p) = Op ∩K comple´te´ localise´ et localise´ de OK en p page 5
p̂ et p˜ ide´aux maximaux de Op et O(p) page 5
m K-module page 7
1 le K-module unite´ page 7
S(m), S0(m), S∞(m) places divisant m page 7
K∗m K e´toile m page 7
x ≡ y (mod∗ m) congruence e´toile page 7
IK , I
S
K , IK(m) groupes d’ide´aux page 11
ΦL/K l’application d’Artin page 11
S˜, m˜, IL(m˜) extensions a` L de S, m et IK(m) page 12
PK , P (m) groupes d’ide´aux principaux page 13
K∗(m) ∩p∈S0(m)O∗(p) page 13
Pm groupe d’ide´aux principaux page 13
hm cardinal |I(m)/Pm| page 13
Um UK ∩K∗m page 13
j(x,K) ide´aux de K de norme inf. a` x page 19
v et l plongements canonique et log. page 19
l0 et N0 applications page 19
∂A,
◦
A,A bord, inte´rieur, adhe´rence de A page 21
ℜ(z),ℑ(z) partie re´elle et imaginaire de z page 21
ζ(s) la fonction zeta de Riemann page 27
ζm(s,K) fonction zeta de m et K page 29
χ(g) ∈ Ĝ caracte`re d’un groupe abe´lien G page 29
1 caracte`re unite´ page 29
Lm(s, χ) fonction L pour m et χ page 30
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ζm(s) = Lm(s,1) page 30
Log(z) branche principale du logarithme page 30
logLm(s, χ) fonction logarithme de Lm(s, χ) page 33
f ∼ g e´quivalence de f et g page 33
δ(S) densite´ de Dirichlet de S page 34
T (m,n) nombre d’e´le´ments de Cm d’ordre multiple de n page 41
S(L/K), S˜(L/K) ide´aux de K qui se de´composent page 47
∆, N,∆|A,N |A 1− σ, norme-trace page 50
H0(A), H1(A) groupes de cohomologie page 50
q(A) quotient de Herbrand page 53
fp, ep degre´s re´siduels, indices de ramification page 55
ι, jm, fm homomorphismes de G-modules page 56
L∗S les S-unite´s de L page 56
a(m) l’indice [K∗ : N(L∗)K∗m] page 61
Up, U
(k)
p Up = les inversibles de Op, U
(k)
p = 1 + p̂
k ⊂ Up page 63
exp(x), log(x+ 1) de´finition formelle des fonctions exp et log page 64
n(m) [K∗m ∩ ι−1(N(IL(m˜))) : K∗m ∩N(L∗)] page 72
m admissible m est admissible si Pm ⊂ ker(ΦL/K |IK(m)) page 77
H sous-groupe de congruence H est ainsi si Pm ⊂ H ⊂ IK(m) pour un m page 85
H classe d’e´quivalence de sous-groupe de congruence page 87
f conducteur d’une classe H page 87
H(m) ⊂ H groupe de congruence de´fini pour m dans H page 87
H(L/K) classe d’e´quivalence de´f. par les noyaux de ΦL/K page 88
f(L/K) conducteur de la classe H(L/K) (ou de L/K) page 88
IK/H IK(m)/H(m) pour n’importe quel H(m) de H page 90
HE(m˜) ∈ HE classe de E de´finie par une classe H de K page 90
L/K n-extension de Kummer page 94
K∗S {a ∈ K∗ | vp(aOK) 6= 0⇒ p ∈ S}, les S-unite´s de K page 96
IK [S] le sous-groupe de IK engendre´ par les p ∈ S page 96
c(m) [K∗ : K∗nK∗m] page 97(
α
p
)
n
symbole de puissance n-ie`me re´siduelle page 99
ΦE/K application d’Artin pour E/K non abe´lienne page 108
Θ application de Km → Gal(L/K) page 112
U
(b)
p extension de la de´f. de U
(b)
p vu p. 63 page 116
θp symbole de norme re´siduelle page 116
VG→H hom. de transfert de G sur H page 126
IG ide´al d’augmentation page 127
d(g) d(g) := g − 1 page 127
|x|p “norme p-adique” page 135
ppt “pour presque tout” page 136
AK , IK ade`les et ide`les de K page 136
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Glossaire et symboles
AK(S)
∏
p∈S Kp ×
∏
p 6∈S Op page 136
IK(S)
∏
p∈S K
∗
p ×
∏
p 6∈S O
∗
p page 136
K,K∗ ade`les et ide`les principaux page 138
CK IK/K∗ page 138
|a| ∏p∈P(K) |a|p volume d’un ide`le page 138
I0K noyau de l’application volume, ide`les spe´ciaux page 141
C0K I
0
K/K
∗ page 141
Im
∏
p∈P(K)U
(mp)
p , ou` m =
∏
p∈P(K) p
mp page 143
I′m {(ap)p ∈ IK | ap ∈ U (mp)p ∀p|m}, ou` m =
∏
p∈P(K) p
mp page 143
Cm (Im ·K∗)/K∗ page 143
ψ (ap)p 7→
∏
p∈P0(K) p
vp(ap) page 145
ψm ψ|I′m page 145
H(m) ψ(H ∩ I′m) si Im ⊂ H ⊂ IK est un sous-groupe ouvert page 145
NL/K Extension de la de´finition de norme de IL sur IK page 147
I′′L(m) {(aP)P ∈ IL | aP = 1 ∀P tel que P|m˜} page 149
Υ IK → Gal(L/K), (ap)p 7→
∏
p∈P(K) θp(ap) page 150
θ(L/K) Symbole de norme re´siduel pour L/K page 155
Of Z[fwK ] = [1, fwK ], ordre de d’indice f page 161
QD(x, y) forme quadratique entie`re lie´e au discriminant D page 162(
a,b
p
)
n
symbole de Hilbert page 166
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Index
ade`les 136
anneau de Dedekind 2
anneau des entiers d’un corps de nombres 2
application d’Artin 11
application d’Artin pour des extensions non abe´liennes 108
automorphisme de Frobenius 3
branche principale du logarithme 31
caracte`res 30
classes d’e´quivalence de sous-groupes de congruences 85
conducteur de L/K 87
conducteur d’un ordre 161
conducteur d’un sous-groupe ouvert 145
conducteur d’une classes d’e´quivalence de sous-groupes de congruences 87
corps cyclotomiques 2
corps de classe 89
corps de classe d’un ordre 162
corps de classe e´tendu d’un ordre 162
corps de Hilbert 123
corps de nombres 1
corps local 152
de´composition d’ide´aux premiers 48
degre´ re´siduel 2
densite´ de Dirichlet 33
discriminant d’un corps 21
discriminant d’un corps quadratique 101+161
discriminant d’un ordre 161
discriminant d’un polynoˆme 46
e´galite´ fondamentale du corps de classe (ext. cycliques) 74
ensemble J-mesurable 22
ensemble re´gulier 33
entiers inde´pendants modulo m 79
exponentiel formel 64
extension cyclotomique de corps de nombres 16
extension de Kummer 94
fonction lipschitzienne 22
fonctions zeta 27+29
G-modules 50
groupe de classes radiales 13
groupe de de´composition 4
172
groupe des classes d’ade`les 139
groupe des classes d’ide´aux 13
groupe des classes d’ide`les 139
groupe d’inertie 4
homomorphisme de transfert 126
ide´al d’augmentation 127
ide`les 136
ide`les spe´ciaux 141
indice de ramification 2
K-modules 7
K-modules p-admissibles 112
K-modules admissibles 77
K-modules admissibles pour un sous-groupe ouvert 145
lemme d’Artin 80
lemme de continuite´ des racines 153
lemme de Krasner 152
lemme de l’hexagone 51
lemme de naturalite´ (deuxie`me) 119
lemme de naturalite´ (premier) 119
lemme de naturalite´ (troisie`me) 121
lemme de translation 111
logarithme formel 64
module de permutation 54
normes, absolues, relatives, d’un ide´al 3
ordre sur K 161
partie (n− 1)-Lipschitz parame´trisable 22
pave´ 22
place (finie, infinie re´elle ou complexe) 5
pour presque tout 136
quotient de Herbrand 53 et suiv.
ramification des places infinies 55+57
re´duction d’un polynoˆme modulo p 45
re´seau plein 21
se´rie L de Dirichlet 30
se´rie de Dirichlet 26
sous-groupe de congruence 85
sous-groupe de congruence e´quivalents 85
sous-groupe des classes d’ide`les spe´ciaux 141
sous-groupes des commutateurs 108+1157
S-unite´s 56
symbole de Hilbert 166
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symbole de Legendre 100+164
symbole de puissance n-ie`me re´siduelle 99
symbole de reste normique 116
symbole de reste normique pour les corps locaux 156
the´ore`me [K∗p : NLP/Kp(L
∗
P)] = [LP : Kp] 69+122
the´ore`me Lm(1, χ) 6= 0 36
the´ore`me Up = Np(UP) 69+122
the´ore`me 90 de Hilbert 7
the´ore`me chinois 6
the´ore`me d’approximation de´bile 9
the´ore`me de Cˇebotarev 39 et suiv.
the´ore`me de Bauer 49
the´ore`me de Dirichlet sur les progressions arithme´tiques 40
the´ore`me de Dirichlet-Chevalley-Hasse 96
the´ore`me de Kronecker-Weber 84
the´ore`me de la norme de Hasse 75
the´ore`me de la premie`re ine´galite´ du corps de classe 38
the´ore`me de l’admissibilite´ du conducteur 123
the´ore`me de l’existence du corps de Hilbert 123
the´ore`me de l’ide´al principal de la the´orie des groupes 127
the´ore`me de pre´sentation des corps locaux 152
the´ore`me de pre´sentation d’un nombre premier par une forme quadratique 163+164
the´ore`me de re´ciprocite´ d’Artin 83
the´ore`me de re´ciprocite´ de Hilbert 167
the´ore`me de re´ciprocite´ pour le symbole des restes normiques 151
the´ore`me de re´ciprocite´ quadratique 101
the´ore`me de surjectivite´ de l’application d’Artin 35
the´ore`me des ide´aux principaux de la the´orie du corps de classe 133
the´ore`me des normes d’une extension de Kummer locale 156
the´ore`me des unite´s de Dirichlet 7
the´ore`me d’existence du corps de classe 89+103
the´ore`me d’existence du corps de classe (version ide´lique) 147+150
the´ore`me d’existence du corps de classe local 159
the´ore`mes de Galois 3
the´ore`mes d’isomorphismes, 1
transversale de H dans G 125
uniformisante 63
valeur absolue (archime´dienne, non archime´dienne) 5
valuation p-adique 63
volume d’un ide`le 141
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