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m'E^ACE 
The theory of fractional calculus is concerned with nth derivative an n-
fold integrals when n becomes an arbitrary parameter. One versed in the 
calculus finds that — r is nothing but an indefinite integral indisguise. But 
dx 
fractional orders of differentiation are more mysterious because they have no 
obvious geometric interpretation along the lines of the customary introduction 
to derivatives and integrals as slopes and areas. If one is prepared to dispense 
with a pictorial representation, however, will soon find that fractional order 
derivatives and integrals are just as tangible as those of integer order and that a 
new dimensions in mathematics opens to him when the order q of the operator 
d" becomes an arbitrary parameter. It is not a sterile exercise in pure 
mathematics - many problems in the physical sciences can be expressed and 
solved succinctly be recourse to the fractional calculus. 
A mathematician Jerome Spanier and a Chemist Keith B. Oldham 
started taking interest in the subject since 1968 when they realized that the use 
of half-order derivatives and integrals leads to a formula of certain 
electrochemical problem which is more economical and useful than the 
classical approach in terms of Pick's laws of diffusion. Their collaborative 
IV 
efforts exposed the wide variety of fields to which these ideas may be applied 
with profit. 
Thus Fractional Calculus can be categorized as applicable mathematics. 
The properties and theory of these fractional operators are proper objects of 
study in their own sight. Scientists and applied mathematicians,' in the last few 
decades, found the fractional calculus useful in various fields: rheology, 
quantitative biology, electrochemistry, scattering theory, diffusion, transport 
theory, probability, potential theory and elasticity. 
Scattered results on the theory and applications of fractional calculus 
necessitate its unified study. With this in view the present dissertation 
embodies the resuhs given from time to time by a large number of authors. 
Attempt has been made to arrange and present the said work in a systematic 
form so that it may form a basis for further research in this direction. 
The dissertation contains six chapters. The I chapter covers a 
comprehensive account of the historical origin of the theory and applications of 
fractional calculus. This account of the development of the subject has been 
given with a view to provide a base for further development of the subject. This 
chapter also contains various notations, definitions and results used in the 
present dissertation. Besides the chapter also contains brief resume of the 
contents of subsequent chapters that follow it. 
Chapter II concerns the Fractional Derivative of Composite Function. 
Certain considers the derivative of order N of the composite function f(z) = 
F(h(z)) and obtains the formula [5, p. 19] 
n=0 n ! 
Chapter III introduces a study of a Fractional Derivative and 
Generalized Taylor Series. This chapter is a continuation to our study of the 
fractional calculus by exposing the three features outlined above for certain 
integrals which are related to Taylor's series and Lagrange's expansion. We 
find it useful to distinguish three special cases 
Chapter IV deals with a Fractional Derivative and Leibniz Rule. In this 
chapter certain generalizations of the Leibniz rule for the derivative of the 
product of two functions are examined and used to generate several infinite 
series expansions relating special functions. We first review various definitions 
which have been proposed to generalize the order of the differential operator 
D: 
r d " ^ 
dz" considering finally a derivative of arbitrary order a with respect to 
g(z) of f(z) which we denote by the symbol D (^,) f (z). The latter reduces to 
the used differential operator when a = 0, 1,2, and g (z) = z. 
VI 
Chapter V concerns with a Certain Fractionals q-Integrals and 
q-Derivatives. In the Chapter gives fractional integral operators and q-
derivatives given by R. P. Agarwal [2] and W. A. Al-Salaam [10]. The operator 
studied and defined by Al-Salam [10] is 
-n -1,1 
K;« f(x)= 5 - ^ f (y - x)„_, r" f(y q'-°) d (y; q) 
where a 9^ 0, -1,-2, (1.1) 
using the series definition of the basic integral (1.1) is written as 
/ ^ / X J2, / ^^ k(Ti+a) + -k(k- l ) 
K-f(x)=(l-qr2(-N ' 
k=0 
- a f(q-«-^) (1.2) 
valid for all a. 
A special case of (1.1) in the operator 
— a (a-
2 
K r f W = ^ ^ r ( ^ f ( t -xL,( tq ' -«)d(t ;q)(a;^0,- l , -2, ) 
K;f(x)=f(x) 
(1.3) 
Al-Salam [ 10] proves that 
K«KPf(x) = K-Pf(x) 
K J , a j ^ j . a , p f ( x ) = K j ' " ^ P f ( x ) 
The operator studied and defined by Agarwal [2] in 
(1.4) 
(1.5) 
-Tl-a 
' r fW = ^ f (n-tqLt'f(t)d(t;q) 
= fe^^Zq1l-q«Lq'^'f(xq^) 
(1.6) 
(1.7) 
VII 
(1.7) is valid for all a. 
f(x)=f(x) 
Agarwal [2] proved the following results 
(1.8) 
(iii) 
(iv) 
(i) l5i;f(x)=C^f(x) 
(ii) IJ^r'-^ f(x)=IJ-'^ ^ f(x) 
= P"''^I2'' f(x) 
v/1;"''^ f(x) 
jn.^A jn.^ f (x ) rll+n
A 
> 
J 
(1.9) 
M. A. Khan [53] and [54] studied further certain operators similar to 
(1.2) and (1.6) and to extended them to more general operators. 
In VI chapter we apply the concept of fractional derivatives to obtain 
generating functions. 
The literature contains many examples of the use of fractional 
derivatives in the theory of hypergeometric functions, in solving ordinary and 
partial differential equations and integral equations, as well as in other contexts 
some of which are indicated in the references [see, for example Post [103], 
vni 
Erdelyi [18], Oldham and Spanier [90], Ross [108] and Srivastava and 
Buschman [109]]. Although other methods of solution are usually available, the 
fractional derivative approach to these problems often suggests methods that 
are not so obvious in a classical formulation. 
In the end an exhaustive and uptodate list of writing and original papers 
on the subject matter of this dissertation have been provided in the form of a 
references. 
IX 

CHAPTER - 1 
INTRODUCTION 
1. HISTORICAL DEVELOPMENTS OF FRACTIONAL 
CALCULUS: 
Fractional calculus has its origin in the question of the extension of 
meaning. A well known example is the extension of meaning of real numbers 
to complex numbers and another is the extension of meaning of factorials of 
integers to factorials of complex numbers. In generalized integration and 
differentiation the question of the extension of meaning is. Can the meaning of 
d"y derivative of integral order — - be extended to have meaning where n is any 
^ dx" 5 J 
number irrational, fractional or complex? 
Leibniz invented the above notation. Perhaps, it was have play naive 
with symbols that prompted L'. Hospital to ask Leibnitz about the possibility 
that n be what if n be -- ? asked L' Hospital Leibnitz [69] in 1695 replied, it 
will lead to a paradox'. But he added prophetically. From this apparent 
paradex, one day useful consequences will be drawn. 
K 
In 1967, Leibnitz, referring to wallis's infinite product for —, used tlie 
notation d^  y and stated that differential calculus might have been used to 
achieve the same result. 
In 1819 the first mention of a derivative of arbitrary under appears in a 
text. The French mathematician, S. F. Lacroix [66], published a 700 page text 
on differential and integral calculus in which he devoted less than two pages to 
Ihis topic. 
Starting with y = x", n a positive integer, he found the mth derivative to 
be 
d " y ^ n! ^^ „_„ 
dx"" (n-m)! 
Using Legendre's symbol F which denotes the generalized factorial and by 
replacing m by - and n by any positive real number a, in the manner typical of 
the classical formalists of this period, Lacroix obtained the formula 
d2 y_ r(a + l) a-
X 2 
dx2 r a + 
Which expresses the derivative of arbitrary order - of the function x'. He gave 
the example for y = x and derived 
2 
dx2 
because F rs^ 1 
v^y 
= - r 
2 v2j --^fK and r(2) = 1. This result in the some yielded 
by the present day Riemann-Liouville definition of a fractional derivative. It 
took 279 years since L' Hospital first raised the question for a text two appear 
solely devoted to this topic [90]. 
Euler and Fourier made mention of derivatives of arbitrary order by they 
give no application or examples. So the honour' of making the first application 
belongs to Niels Henrik Abel [1] in 1823. Abel applied the fractional calculus 
in the solution of an integral equation which arises in the formulation of the 
tautochrone problem. This problem, sometimes called the isochrone problem, is 
that of finally the shape of frictionless wire lying in a vertical plane such that 
the time of slide of a bead placed on the wire slides to the lowest point of the 
wire in the some time regardless of where the bead in placed. The branch 
istochrone problem deals with the shortest time of slide. 
Abel's solution was so elegant that it probably attracted the attention of 
Licuville [71] who made the first major attempt to give a logical definition of a 
fractional derivative. He published three long memories in 1832 and several 
more through 1855. 
Liouville's starting point in the known result for derivatives of integral 
order 
Which he extended in a natural way to derivatives of arbitrary order 
D ' e ^ = a ' e^ 
He expanded the function f(x) in the series 
00 
f(x)=Scne^"'' (1.1) 
n=0 
iind assumed the derivative of arbitrary order f(x) to be 
D^f(x)=| ;c„a:e^"^ (1.2) 
n=0 
This formula is known as Liouville's [71] first definition and has the 
obvious disadvantage that V must be restricted to values such that the series 
converges. 
Lioville's second method was applied to explicit functions of the farm x" 
^ a > 0. he considered the integral 
l=[ u^-' e-"" du (1.3) 
The transformation xu = t gives the result 
r(a) ^ ^ 
Then with the use of (1.1) he obtained after operating on both sides of 
(1.4) with D'the result 
0v^-a_(- l ) ' ' r(a + v) 3_ 
r(a) (1.5) 
Liouville was successful in applying these definitions to problems in potential 
theory. These concepts were narrow to last', said Emil Post [103]. The first 
definition is restricted to certain values of v and the second method is not 
suitable to a wide class of functions. 
Between 1835 and 1850 there was a controversy, which centered on two 
definitions of a fractional derivative. George Peacock [102] favoured Lacroix's 
generalization of a case of integral order other mathematicians favoured 
Liouvill's definition. Augustus De Morgan's [17] judgment provided to be 
accurate when he stated that the two versions may very possibly be parts of a 
more general system. 
In 1850 Willian Center [15] observed that the discrepancy between the 
Iwo versions of a fi-actional derivative focused on the fractional derivative of a 
constant. According to Peacock-Lacroix version the fractional derivative of a 
constant yields a result other than zero while according to Lioville's formula 
(1.5) the fractional derivative of a constant equal zero because r(0) = oo. 
Harold Thayer Davis [16] states. The mathematicians in the mid-
nineteenth century were aiming for a plausible definition of generalized 
differenfiation but, in fairness to them, one should note that they lacked the 
tools to examine the consequence of their definition in the complex plane. 
Riemann [106] in 1847 while a student wrote a paper published 
posthumously in which he gives a definition of a fractional operation. Probably 
Riemann was influenced by one of Lioville's memories in which Liouville 
wrote. 
The ordinary differential equation 
dx" 
has the complementary solution 
y, =Co+c,+C2x'+ + c„_, x"-' 
This 
U fW=» dx^  
should have a corresponding complementary solution. So probably Riemann 
saw fit to add a complementary function to his definition of a fractional 
integration. 
D-f(x) = - i . f ( x - t r f(t)dt + vj;(x) (1.6) 
r(v)-t 
Cayley [105] remarked in 1880 that Riemann's complementary function is of 
indeterminate nature. 
2. OPERATORS OF FRACTIONAL INTEGRATION : 
Certain integral equations can be deduced from or transformed to 
differential equations. In order to make the transformation the following 
Leibnitz's rule, concerning the differentiation of an integral involving a 
parameter is very useful. 
- j F(x,t)dt= j |-F(x,t)dt + F ( x , B ) ^ - F ( x , A ) ^ (2.1) 
'^^A(x) A ^ dx dx 
dF The formula (2.1) is valid if both F and — are continuous functions of 
dx 
both X and t and if both A' (x) and B' (x) are continuous. 
A useful application of the formula (2.1) is the derivation of the 
following formula : 
n times 
A 
Z Z Zr^ 1 times 
j j j f(x)dxdx dx= j (x-t)"-'f(t)dt (2.2) 
a a a V" ~ V • a 
Formula (2.2) is known as Cauchy's Multiple Integral formula. It 
reduces n-fold integrals into a single integral. Fractional integration is an 
immediate generalization of repeated integration. If the function f (x) is 
integrable in any interval (0, a) where a > 0, the first integral Fi(x) of f(x) is 
defined by the formula 
X 
F,(x)=jf(t)dt, 
0 
and the subsequent integrals by the recursion formula 
F,.,(x)=JF,(t)dt, r = l,2,3, 
0 
It can easily be proved by induction that for any positive integer n 
K-M) = ~ ] (x-t)"f(t)dt (2.3) 
n •' 
0 
Similarly an indefinite integral F*n(x) is defined by the formulae 
00 00 
F;(X) = -jf(t)dt, F;,(X) = -JF;(t)dt, r = l,2, 
and again it can be shown by induction that for any positive integer n, 
Fn .^(x) = - ^ ] (t-x)"f(t)dt. (2.4) 
n! ^ 
The Riemann-Liouville fractional integral is a generalization of the 
integral on the right-hand side of equation (2.3). The integral 
Ra{f(t);x}=-f- |(x-t)"- ' f( t)dt (2.5) 
r(a) J 
is convergent for a wide class of function f (t) if Re a > 0. Integral (2.5) is 
called Riemann-Liouville fractional integral of order a. Integrals of this kind 
occur in the solution of ordinary differential equations where they are called 
Euler transforms of the first kind. There are alternative notations for R^  {f (t); 
x} such as r f (x) used by Marcel Riesz. 
The Weyl fractional integral is a generalization of the integral on the 
right-hand side of equation (2.4). It is defined by the equation (Weyl) 
W„{f(t);x} = - 1 - ] (t-x)"-'f(t) dt, Re a> 0. (2.6) 
r(a) J 
A pair of operators of fractional integration of a general kind have been 
introduced by Erdelyi and Kober (see Kober [62], Erdelyi and Kober [32], 
Erdelyi [19, 20], Kober [63] and it seems appropriate to call the operators lTi,a , 
K ,^a defined below which are simple modificafions of these operators, the 
Erdelyi-Kober operators. The operators I^ , „ and K ,^ „ are defined by the 
formulae 
V f ( x ) = x-2«-2^R„|t^f 
V / 
Via) J ^ ^ du (2.7) 
and 
K,,„f(x) = x2^  w J t — M ;x' 
T(a) .•' du (2.8) 
where Re a > 0 and Re r| > 
The modified operator of the Hankel transform is defined by 
S,af(x)-f-] jt'-"J,^,„(Xt)f(t)dt, (2.9) 
Some of the important relationship among (2.7), (2.8) and (2.9) are as 
given below: 
•'ri,a-'T|+a,p ri,a+P (2.10) 
*^r| ,a^r |+a,P "~ •'^ri.a+p (2.11) 
T "^  - S 
^ri,a^Ti+a,P ~ l.a+P 
(2.12) 
(2.13) 
'^ri+a,P'^r|,a ~ -^ Ti.a+P 
"^ti^a^ti+a.p ~ •'^Ti,a+P 
<s T - <s 
(2.14) 
(2.15) 
(2.16) 
The following formula, Known as fractional integration by parts was derived 
byErdelyi[19] 
f xf(x)l, ,„g(x)dx=f xg(x)K,,„f(x)dx (2.18) 
3. FRACTIONAL DERIVATIVES AND HYPERGEOMETRIC 
FUNCTIONS : 
The simplest approach to a definition of a fractional derivatives 
commences with the formula 
— (e")=D"(e'^)=a" e" (3.1) 
where a is an arbitrary (real or complex) number. 
For a function expressible as 
f(z) = 2 c „ exp(a„z) (3.2) 
n=0 
Liouville defines the fractional derivative of order a by 
D^ {f(z)} = X c „ a:exp(a„z) (3.3) 
n=0 
In 1731 Euler extended the derivative fonnula 
D^  jz' } = X{X-\) {X-n+ l)z'-" (n = 0,l,2, ) 
r(^ + l) V-n 
r(X-n+ 1) 
to the general form : 
z''" (3.4) 
10 
where fi is an arbitrary complex number. 
(3.5) 
Another approach to fractional calculus begins with Cauchy's iterated 
integral: 
z t„ ti Ij 
K{Hz)}= J I I j f ( t , ) d t , d t , dt„ 
0 0 0 0 
" U ^ J fWCz-t r 'd t , n = l,2,3, (3.6) 
writing [i for -n, we get 
Dz {f (2)} = w ^ J f (t) (z -1)-^-' dt, Re ill) < 0, (3.7) 
where the path of integration is along a line from 0 to z in the complex t-plane 
and Re (^) <0. 
Equation (3.7) defines the Riemann-Liouville fractional integral of order 
-}x; it is usually denoted by F^ f (z). 
In case m - 1 < Re (|i) < m (m = 1, 2, 3, ), it is customary to write 
(3.7) in the form : 
D ^ { f ( z ) } = ^ D r { f ( z ) } 
dz" r ( - ^ + m ) J |f(t)(z-t)-^"'"-' dt (3.8) 
The representation (3.7) is consistent with (3.5) when f (z) = z , since 
11 
D;^M=f(^lt'(-»- dt 
z"--' 
= r(A, + l) ^x-,^Rg(^) ^ _l^ Rg(^) <0 (3.9) 
^(^-^+ 1) 
starting from the iterated integral 
„D;" {f (Z) } = ] ] ] ] f (t,) dt, dt, dt„ 
Z t„ tj tj 
= ^ - ^ ] f (t) (t-z)"-' dt, n = l,2,3, (3.10) 
(n- l j ! i 
and replacing n by -\i, we are led to the definitions 
„D^{f(z)}=^:p.]f(t)(t-z)-^-> dt, Re(^) < 0, (3.11) 
ooD^{f(z)}=f^(»Dr{f(z)}) dz 
dz" 
- J rff(t)(t-z)-^-'"-' dt (3.12) 
r(-^+m)J J 
m - 1 <Re(n)<m (m= 1,2, 3, ). 
Equation (3.11) defines the Weyl fractional integral or order -}i; it is 
usually denoted by K~*^  f (z). 
There is yet another approach based upon the generalization of Cauchy's 
integral formula: 
12 
which is employed by Nekrossow [89]. 
The Hterature contains many examples of the use of fractional 
derivatives in the theory of hypergeometric functions, in solving ordinary and 
partial differential equations and integral equations, as well as in other 
contexts. Although other methods of solution are usually available, the 
fractional derivative approach to these problems often suggests methods that 
are not so obvious in a classical formulation. 
Fractional derivative operator plays the role of augmenting parameters 
in the hypergeometric functions involved. Appling this operator on identities 
involving infinite series a large number of generating functions for a variety of 
special functions have been obtained by numerous mathematicians. 
The following theorem on term-by-term fractional differentiation 
embodies, in an explicit form, the definition of a fi-actional derivative of an 
analytic function : 
Theorem 1. If a funcfion f (z), analytic in the disc |z| < p, has the power series 
expansion 
00 
f(z) = 2 anz",|z| <p , (3.14) 
D,^{z-f(z)} = 2a„D,^{z^- '} 
provided that Re (X) > 0, Re {\x) < 0 and |z| < p. 
Yet another theorem is stated as follows. 
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Theorem 2. Under the hypotheses surrounding equation (3.14), 
D M z - f ( z ) } = | : a „ D ^ { z ^ - } 
(3.16) 
provided that Re (X,) > 0 and | z | < p. 
The following fractional derivative formulas are useful in deriving 
generating functions : 
r(M) 
Re (^) > 0,1 az I < 1,1 bz I < 1,1 cz I < 1; 
D ^ | / - ( l - y ) - % F , a,P; X 
y; 1-y 
= p^y '" 'F ja ,p ,X;Y,n ;x ,y] , 
Re(X)>0, | x | + | y | < l . 
In particular (3.17) with c = 0 yields 
D^-^{z^-'(l-az)-"(l-bzr } 
= ~^z^- 'F , [?.,a,p;n;az,bz], 
Re(?i)>0, | a z | < l , | b z | < l . 
(3.17) 
(3.18) 
(3.19) 
on the other hand, in its special case when a = 1 and b = c = 0, (3.17) reduces 
immediately to 
14 
Dr'^"('-zr}=fj^z'-SF, X,a; z (3.20) 
Re(?i)>0, | z | < l . 
Some of the interesting linear generating functions obtained with the 
help of fractional derivative operators are as follows. 
n=0 n! 
2F, 
X + n, a; x 
P; 
t"=(i-t)-SF, X, a; 
X 
1-t (3.21) 
x|<min { l , | l - t | } ; 
i^.F. 
n=0 n: 
P-n, a; x 
P; 
t "=( i - t rF , a,PA;P; 
- x t 
1-t 
x; 
(3.22) 
x | < 1 , nt 
1-t 
<1 
setting A, = P - P the special case of (3.22) gives 
z (p-p). 
n=o n 
2F, 
P-n, a; x 
P; 
=(i-tr^^(i-t+xt)-%F, P,a; 1 - 1 + xt 
P; 
which for P = 0 reduces to 
n=0 
(Pi 
n! 2F1 
n, a; x 
P; 
from (3.24), we also get 
(3.23) 
t " = ( l - t f - P ( l - t + xt)-" (3.24) 
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V (P).(y)„ p 
n=0 
n, a; x 
P; 
t" 
= F,[Y,p-a,a;5;t(l-x)t] (3.25) 
Some of the above generating functions, aided by appropriate fractional 
derivative operators are instrumental in deriving bilinear generating function. 
Notable among them are the bilinear generating functions equivalent to 
Meixner's result. 
4. FRACTIONAL DERIVATIVES VIA POCHHAMMER 
INTEGRALS 
The fractional derivative of the function F(z) in a generalization of the 
d" ¥(z) familiar derivative ——^ where the order 'n' in replaced by arbitrary 
(dz)" 
(integral, rational irrational are complex) 'a ' and m denoted by D" F(Z). 
Fractional derivative have been employed to simplify the solution of 
ordinary, partial differential and integral equations. 
If S(z) in a 'special function' (such as a Bessel, Legendre, 
hypergeometric, etc. function), then it is usually possible to represent S(z) by 
means of fractional differentiation in the form 
S(z)=h(z)D«F(z) (4.1) 
Where h(z) and F(z) are functions which are of a more elementary nature than 
S(z). 
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When using the fractional derivative to represent a special function S(z) 
in the form (4.1), F(z) must be an analytic function of either the form 
F(z) = z" f (z) (4.2) 
or 
F(Z) = ZP l„zf(z) (4-3) 
where f(z) is analytic in a region IR containing z = 0, so, let f(z) be analytic in 
the simple connected open region IR, which contains z = 0 and suppose also 
that f(0) 5t 0: Let R be the largest real number such that the circle | z | = R in 
entirely contained in IR. The following in a list of representations which were 
considered prior to Lavoi, Tremblay and Osier's [68] representation of 
Fractional derivative via Pochhammer Integrals. 
POWER OF Z 
(4.4) 
r (p-a + i) 
POWER SERIES 
for 0 < I z I < R, and P not a negative integer. 
D;(zM„zf(z)).l f'"(o)r(p.n.y-° 
n=o r(p + n - a + l) 
.[l„ z + v|;(P + n + l)-H'(P + n - a + l)] (4.6) 
for 0 < I z I < R, and P not a negative integer. 
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mEMANN-LIOUVILLE INTEGRAL 
1 D:{z^f{z))=^^^i'm{z-tr-'dt m 
forz£lR-{0}, R,(a)<OandR,(p)>-l 
GRUNWALD'S LIMIT 
^a^ 
D«f(z)=limh-<^ 2 (-1)' , F(z-kh) (4.8) 
CAUCHY TYPE INTEGRALS 
D- zP f(z) = ^^^^ t^f f(t)(t - z)-^-' dt (4.9) 
^ 27ri * 
for z G IR - {0} a not a negative integer and R^  (P) > - 1 
D« zP f(z) = ^^^^^^ l^ "^ ^ t^  f ( t ) ( z - t r - ' dt (4.10) 
^^ 2 i r ( - a ) * 
for z e IR - {0}, Re (a) < 0 and p not an integer. 
All the representations given above provide equivalent results when the 
fonctions being differentiated, and the values of z, a and p are such that the 
formulas are v^ ell defined (see [92]). A galance at the restrictions imposed on 
each of the above six forms for the execution of fractional differentiation shows 
that no representation in clearly superior in all cases. 
Lavoi, Tremblay and Osier [68] gave two single loop contour integral 
representations for D" z^  f(z). The first (4.9), could not be used if Re(a) < -1 
and the second (4.10), could not be used if Re(a) = 0. They presented a contour 
integral for D" z^  f (z) which has no 'heat of plane' restrictions. 
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The price to be paid for this greater generaUty with respect to the 
parameters a and p in that they had to employ a more complicated contour 
integration. Their interest centres on finding fractional derivatives of z'' (!„ z) 6 
f(z) where 6 is either 0 or 1. 
5. NOTATIONS, DEFINITIONS AND RESULTS USED: 
The Gamma function r(z) in defined as follows 
r(z)= 
t^-' e-' dt, 
r(z+i) 
r(z) ' 
R,(z)>0 
R,(z )<0 ,Z7t - l , - 2 , -3 
(5.1) 
The Pochhammer symbol (k)^ in defined by 
Wn = 
1, i f n = 0 
X{X + \) (?i + n - l ) , if n = 1,2,3, 
(5.2) 
Since (!)„ = n !, {X)n may be looked upon as a generalization of the 
elementary factorial. 
In terms of Gamma fiincfions, we have 
W . = ^ | ^ , ^ * 0,-1,-2, 
The binomial coefficient may now be expressed as 
(..J-(^-0 (^-n^l)_(-ir(-U 
(5.3) 
n! n 
(5.4) 
or equivalent as 
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( ^ n ) = 
r(?i+i) 
n! r(;^-n+i) (5.5) 
If follows form (5.4) and (5.5) that 
(5.6) 
which for A, = a - 1, yields 
r ( a - n ) _ (-1)" 
r(a) (l-a)„ a^O, ±1,±2,, (5.7) 
Equations (5.3) and (5.7) suggests the definition 
(^)-, = 
(-1)° 
(1-4 , n = l,2,3, »,?:0,±1,±2, (5.8) 
E q^uation (5.3) also yields 
v/hich, in conduction with (5.8) gives 
i^U=W^ 0 < k < n 
(5.9) 
(5.10) 
ForX= 1, we have 
(n-k)!=tll^, 0<k<n 
(-n)k 
which may alternatively be written in the form 
(5.11) 
(-ly n! 0<k<n 
k>n 
(5.12) 
The psi function \\i (z) defined by 
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-^^H'-'^'^-w)"' 
i„ r(z)= f v(t) * 
possesses the following properties 
(5.13) 
\|/(z)= lim l „ n - 2 (z + k)-' 
k=0 
(5.14) 
i|/(z)=-y— + X 
z n=i n(z + n) 
= -y + ( z - l ) Z [(n + l)(n + z)r 
n=0 
y being the Euler - Mascheroni constant defined by 
(5.15) 
y = lim \l + - + - + + - - l „ n U 0.5772156649 
n->«. 2 3 n 
(5.16) 
The Beta function B(a, P) in a function of two complex variable a and 
(3, defined by the Eulerian integral of the first kind. 
B ( a , p ) = { t « - ' ( l - t r d t , R , ( a ) > 0 
Re(P)>0 
The generalized hypergeometric function is defined as 
(5.17) 
pF. 
ai,a2, ,ap;z 
P1.P2, >Pp; 
V ( ° i ) » -
n^O (P,).... 
••(%l -° 
Jf, ] n (5.18) 
where pj-;^  0,-1,-2, ;j = l,2, q 
The series in (5.18) 
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(i) converges for \z\ <ooifp<q 
(ii) converges for | z | < 1 if p = q + 1, and 
(iii) diverges for all z„ z ;^  0, if p > q + 1 
furthermore, if we get 
then the pFq series with p = q + 1, in 
I. absolutely convergent for | z | = i if Re(w) > 0, 
II. conditionally convergent for | z I =1, z ?;: 1, if - 1 < Re(w) < 0, and 
III. diverges for j z | =1, if Re(w) < - 1. 
In terms of hypergeometric function we have 
QO (a)„ z" 
n=0 n 
= .Fo 
a;z (5.19) 
<o 2 " 
= S-=oFo 
n=o n 
(5.20) 
The linear transformations of hypergeometric function known as Euler's 
transformations are as follows. 
2F, 
a,b; z 
c; 
= ( l - z r 2F, a ,c -b ; z-1 
c; 
(5.21) 
C9i0,-1,-2. . . . . . . larg(l-z) | <n 
2F, 
a,b; z 
c; 
= ( l - z ) c-a-b 2F, 
c - a , c - b ; z 
c; 
(5.22) 
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c ^ 0 , - l , - 2 , larg(l-z) I <7t. 
Appell functions of two variables are defined as 
F,[a,b,b;c;x,yJ=X L ' , „, (^ "" ^ ' 
m=0 n=0 m : n ! VWm+n 
max {|x| , |y |} <1; (5-23) 
F , [ a , b , b ; c , e ; x , y ] = i ; i ^ , ^ , ( ^ ) ^ ( ^ , ) ^ x y 
| x | + | y | < l ; (5-24) 
F3[a,a,b,b;c;x,yj=2. 1 — — T ^ c L ^ 
m=0 n=0 m' 
{ | x l , l y l } < l ; (5.25) max j X , y 
. r , , . ..1 ^ v^ (aLn (b) m+n , , m , , n 
F4[a,b;c,c;x,y = 2 , 2 . , , / \ (^,\ ^ ^ 
m=0 n=0 
x| + V | y | < l (5.26) 
Lauricella (1893) further generalized the four Appell functions Fi, F2, F3 
and F4 to functions of n variables. 
F1"^  [a,b,, ,b„;c,, ,c„;x,, , x j 
^ ( 4 , . .n,„(b,L (bnL xr' x:-
m|, ni„=0 (ci)m, (cnl„ m,! m j 
|x, | + + |x„|< 1; (5.27) 
FB"^  [sp ,an'b,, ,b„;c;x,, , x J 
(aiL k l (b,l, (bnL xr- x:-/ni„ ^i 
-".. .m„=o (ci)n, , , , ^ „ m , ! m „ ! 
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max {|x,|,|x2|, , | x j } < l (5.28) 
F^ ") [a,b;ci, ,c„;x,, , x j 
V^/ni| + +m„ W/m| + + m„ Xj ' X „ " 
= s 
„=o (ciL, (cn)m„ m,! m, I 
nil, m. 
x,|+ + V|x„|<l; (5.29) 
F^ "^  [a,b,, ,b„;c;x,, , x J 
( 4 , . .m„(b.l, (bnl„ Xp X "^ E 
max 
m j m, m„=0 V^l/m, + + m„ "^1 • 
{|x,| + + | x j } < l ; (5.30) 
clearly, we have 
F ( 2 ) _ P F ( 2 ^ - F F ( 2 ) - F F ( 2 ) - F 
FO)_ F O ) _ F ( ' ) - F ( ' ) - 2 F 
Also we have 
F^ ^^  [a,bi,b2,b3;c;x,y,z] 
k=0 m=0 n=0 (c)k+m+n ^^- " ^ ' ^^^ 
Just as the Gaussian 2F1 function was generalized to pFq by increasing 
the number of numerator and denominator parameters, the four Appell 
functions were unified and generalized by Kampe'de F'eriet (1921) who 
defined a general hypergeometric function of two variables. 
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The notation introduced by Kampe'de F'eriet for his double 
hypergeometric function of superior order was subsequently abbreviated by 
Burchnall and Chaundy (1941). We recall here the definition of a more general 
double hypergeometric function (than the one defined by Kampe'de F'eriet) in 
a slightly modified notation [see for example Srivastava and Panda (1976)]. 
(apMbJ;(cJ; 
.(a.):(Pj;(Yn); X, y 
=z 
71 (a : ) nib,] nic.) r s 
J = l ^ " ^ J 
° d^L u^^ ?,fr.i r! s! 
(5.32) 
j=r ''' H 
where, for convergence 
(i) p + q < f + m + l , p + k < £ + n + l , | x | < o o , |y|<oo, or 
(ii) p + q= i +m + l,p + k= i + n + l , and 
|X|(H) +|y|(M) <l,if p>f 
max{|x|,|y| }<l,if p<^ 
(5.33) 
Although the double hypergeometric function defined by (5.32) reduces 
to the Kampe' de F'eriet function in the special case : 
q = k and m = n, 
yet it is usually referred to in the literature as the Kampe' de F'eriet function. 
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CHAPTER -n 
THE FRACTIONAL DERIVATIVE 
OF A COMPOSITE FUNCTION 
m 
CHAPTER - II 
THE FRACTIONAL DERIVATIVE OF A 
COMPOSITE FUNCTION 
1. INTRODUCTION: 
In the elementary calculus one considers i>e derivative of order N of the 
composite function f(z) = F(h(z)) and obtains the formula [5, p. 19] 
DNf(,)^f Un(z)D;;(z)f(z) 
n=o n ! 
(1.1) 
where 
u.(z)=i " (-h(z))'Drh(zr 
r=0 VV 
In the present chapter we consider the extension of (1.1) to fractional 
derivatives we derive the fiindamental result 
DS)f(z)=D«(,)< f(z)g'(z)rh(z)-h(w) 
, a+l 
h'(z) UW-g(w). (1.2) 
where the notation D'^t^\ f (z) means the fractional derivative of order a of f(z) 
with respect to g(z). The Leibniz rule for fractional derivatives is then applied 
to (1.2) to obtain the new series expansion 
a 
n=-oo v'^  + n; 
P)V+n f(z) 
F(Z,W) 
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-^rfM)st<|JE£j: ,a+l (1.3) 
where 
f a ^ r(a+i) 
V + n j r(a - V - n +1) r(v + n +1) 
The formula (1.1) from the elementary calculus is shown to be a special case of 
generalized chain rule (1.3). A few specific examples of these general results 
are studied. 
The concept of the fractional derivative with respect to an arbitrary 
function has been used in recent paper [23], [24]. However to the best of the 
author's knowledge, the full definition and notation Dg(2) f(z), introduced in 
his paper [92] are new. Indeed it is this new notation which suggests the 
possibility of investigating the fractional derivative of a composite function so 
as to generalize the calculus formula (1.1). 
The Leibniz rule for fractional derivatives was first studied by Watanabe 
[114] in 1931. Recently the author [92] found a new proof for this Leibniz rule 
which revealed its precise region of convergence in the z-plane. Since the 
Leibniz rule plays a central role in the investigation of the series expansions in 
this paper, the reader should consult [92] before proceeding. 
Finally, a few specific examples of (1.3) are examined Novel derivations 
of the known result. 
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F a , l - a ; p - a + l ; -
2 " r ( p - a + l)r 
V2 . 
' P - a + l' 
; 
r (p+i) 
and Kummer's formula 
rP 
F(a + l,p; p - a ; - l ) = 
r ( p - a ) 
2 r ( p ) r ( ^ - a 
are obtained as well as new results. 
The generalized chain rule, the Leibniz ru e^, the relation D", D'^  = D""*^'^  
and other operations illustrate that the fractional calculus exists as a natural 
extension of the elementary calculus. Recent papers illustrating the application 
of the fractional calculus to problems in ordinary, partial and integral equation 
[23], [24], [50], [52], [105] demonstrate that it is a highly suggestive tool. 
Higgins [52] has observed that "although results using fractional integral 
operators can always be obtained by other methods, the succinct simplicity of 
the formulation may often suggest approaches which might not be evident in a 
classical approach". It is hoped that this paper will further reveal the uses of 
fractional derivatives. 
2. FRACTIONAL DERIVATIVES AND LEIBNIZ RULE : 
We now review briefly the definition of fractional derivative and the 
statement of the Leibniz rule. A full discussion of these ideas is found in [92]. 
DEFINITION 1: 
The fractional derivative or order a of f(z) with respect to h(z) in 
The branch hne for (h(t) - h(z))""^ ' starts at t = z, passes through t = h"'(0) and 
continuous to infinity. The contour of integration starts at t = h~'(0), encircles 
t = z in the positive sense once and returns to t = h~'(0) without crossing the 
branch line of (h(t) - hCz))"""' f(z) and h(z) are assumed to posses sufficient 
regularity to give the integral (2.1) meaning. 
The critical use of the Leibniz rule for fractional derivative 
Dh(.) u(z) v(z) = X ! H r "(^) Dh7z) v(z) (2.2) 
requires a description of the region in the z-plane over which the series (2.2) 
converges. To simplify the following discussion use describe this region of 
convergence as the "Leibniz region" and give its definition. 
DEFINITION 2: 
Let u (h-'(z)) and v(h-'(z)) be defined and analytic on the simply 
connected region IR. Let z = 0 be an interior or boundai-y point of JR. (IR) 
denotes the set of all z such that the closed disk let 11 - z | < | z | contains only 
points t in IR u {0}. We call the set of all z in h~' ( (R)) the Leibniz region of 
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u and V with respect to h and denote it by Jju, v; h) we state the precise 
version of the Leibniz rule From [92] as a theorem for further reference. 
Theorem 1 (Leibniz rule): 
Let u (h-'(z)) and v(h-'(z)) be defined and analytic in the simply 
connected region IR. Let j u(h"'(z))dz,<j' v(h"''(z))dz and 
d" u(h~'(z))dz,<j'v(h~'(z))dz vanish our any simply closed contour in IR 
u{0} passing through the origin. Then the Leibniz rule (2.2) in true for z in 
\\ (u, v; h) and arbitrary v for which 
^ a ^ 
^v + ny 
is defined 
Having reviewed the definifion of fractional derivative and the Leibniz 
mle we proceed to study the fractional derivative of a composite function. We 
shall see that the results are easy applications of the Leibniz rule and Definition 
I. 
3. THE GENERALIZED CHAIN RULE: 
We begin by deriving the fundamental relation 
D«(,)f(z)=D«(,)< f(z)g'(z)rh(z)-h(w)^"" 
h'(z) UW-g(w), (3.1) 
The relation combined with the Leibniz rule yields the generalized chain 
rule for fractional derivatives. 
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Theorem 2: 
Let f (g~'(z)) and f(h''(z)) be defined and analytic on the simply 
connected region IR, and let the origin be an interior or boundary point of IR. 
Suppose also that g''(z) and h"'(z) are regular univalent functions on IR and 
that h~'(0)=g"'(0). Let <j" f(g"'(z))dz vanish over every simple closed 
contour in IR u {0} through the origin. Then the fundamental relation (3.1) is 
valid 
Proof: The result follows immediately upon converting both sides of the 
fundamental relation (3.1) to contour integrals i-y means of the definition of 
fractional derivative (2.1). 
The Leibniz rule can be applied to the right hand side of (3.1) once we 
select u(z) and v(z) such that. 
The Leibniz rule (2.2) yields the desired generalized chain rule at once. 
CO Z' 0^ \ jrjV+n t \^) 
^v + ny 
'h(z) f(z,w) 
r-«a-v-n 
Dh(z) 1 
f(z,w)gtz)rh(z)-h_(w) 
h'W UW-g(w), 
, a+l 
w=z 
The precise conclusion instated as a theorem. 
(3.3) 
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Theorem 3: 
Let f (z), g (z) and h (z) satisfy the conditions of theorem 2. Let 
F (h~' (z), h'' (z)) be regular on IR x IR. Let u(z) and v(z) be defined by (3.2) and 
satisfy the conditions of theorem I. Then the generalized chain rule (3.3) is 
valid for z in the Leibniz region l(u, v; h) and arbitrary v for which 
fa ^ 
^v + ny 
IS 
defined. 
We conclude the analytical investigation of the generalized chain rule by 
converting (3.3) into a form some what like the elementary calculus formula 
(1.1). The new form in 
D^(, f(z) = I ^ k(z) F(z, w)(h(z)- h(w)r 1DK(, ^ (3.4) 
where 
^n^ 
DJ(,) F(z, w)(h(z)- h(w))" 1^ ^^  = X (-h(z)y D«(,) F(z, w)h(z)"-^ 
r=0 V y^ 
(3.5) 
The elementary calculus formula (I.l) is seen as the special case in 
which a is an integer g(z) = z and F(Z, W) = 1. 
Theorem 4: 
With the hypothesis of theorem 3, the relation (3.4) and (3.5) are valid. 
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Proof: Set V = 0 in the generalized chain rule (3.3). The summation now 
extends from n = 0 to oo rather than from -oo to oo. We see at once that 
''a^ 
vny 
D"-" h ( z ) 1 
f(z,w)g'(z)fh(z)-h(w) \a+l 
h'(z) UW-g(w). 
n! 
D«(.)f(z,w)(h(z)-h(w))" 
upon writing both sides as a contour integral by (2.1). The relation (3.5) is 
obtained at once upon expanding (h(z)- h(w))" by the binomial theorem. 
It is useful to note that theorems 4 is valid even when h-'(O) and g"'(0) 
are not equal. This is seen at once upon repealing h(z) by h(z) - h(g" (0)) in 
(3.4) and observing that h'(z) and D[](^ ) do not change. 
We have demonstrated that the formulas from the elementary calculus 
for the derivatives of a composite function generalize to fractional derivatives 
in a natural way. We proceed to investigate some consequence of the 
generalized chain rule through the study of a few specific examples. 
4. EXAMPLES: 
We conclude this paper with an examination of a few special cases of 
the generalized chain rule. These require the evaluation of the fractional 
derivatives of elementary functions. A table of fractional derivatives or 
integrals such as that found in [2, vol. 2, pp. 185 - 214] is useful for this 
purpose. 
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The notation for the special functions used is that of Erdelyi, Magnus, 
Oberettinger and Tricomu [33], [34]. 
Example 1: Setting f(z)= z ' ' \g(z)=z^ and h(z)=z in the 
fundamental relation (3.1), we obtain 
D«zP-'=D^2zP-'(z + w) -a-l 
The left hand side is evaluated with the aid of the relation 
D-z" 
r(q+i)z''-« 
r (q -a + l) 
after replacing z by zl Using [2, vol. 2 no. 9, pp. 186] we obtain Kummer's 
formula 
r 
F(a + l , p ; p - a ; - l ) = 
r (p-a) 
2r(p)r(-P-a^ 
Examples 2: 
Letting f(z) = zP, g(z) = z',h(z)j(z,w) = zP(z + wf'"Vd y = 0 in 
generalized chain rule (3.3), we obtain 
r P + i 
- a + 1 
^f r(i-a+n)r(p+i)(-i)"(2r-" 
n=o r ( l - a - n ) r ( p - a + n + l)n! 
which reduce to 
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r{p-a+i)r + 1 z« 
| - a + l r(p + l) 
^ 1 1 1 
a, l - a ; p - a + l; — 
2) 
(4.1) 
It may be noted that this novel method for determining the known 
relation (4.1) provides a direct evaluation of the hypergeometric series of 
argument z = —. 
^ 2 
Examples 3; 
Setting g(z) = z, h(z) = z'^  and f (z, w) = z'' in (3.4), we obtain 
r ( q - a + l) n=o n! 
K+l^K n, 
q+1 q+2 q+K q - a + 1 q - a + 2 
K ' K ' ' K K K 
q - a + k ^ 
with the aid of [2, vol. 2, no, 11, p. 186]. This is the generalized chain rule for 
the fractional derivative of the composite function f(z) = F(z'^) in terms of 
derivatives with respect to z"^ . 
Examples 4: 
Setting g(z)=z'' ,h(z)=zand f(z, w) = z''"''*' in (3.4), we obtain using 
the Cauchy integral formula for fractional derivatives (2.1), we easily see that 
(~^)" D^ 7" (w-z)" 
n! 
t ^ O r ^ f z - ' - w P J - ^ - ' z ^ 
r(-a) 
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Finally using [2, vol. 2, no. 11, p. 186] we obtain 
D;,f(z)^^fa:^':"^'i(^^);M ^p-q-l 
r(- a) n=o r l q + n + 2| p + i ^ p 
P+l^q a + 1, 
q+1 q+2 q + p q + n + 2 q+n+3 q+n+p+1 
P P P P P P 
;l 
computation of the coefficient of DI,^  f(z)z'' '' ' by means of (3.5) rather than 
by the procedure outlined above reveals that 
p+i^p 
^ ^+^ q+^ q+p.q+n+2 q+n+3 q+n+p+1 
P P P P P P y 
equals the finite sum of gamma functions 
r ( - a ) r (q + n + 2jA (_l)"-r 
(q + n - r +1) 
r(q + l) r=0 (n-r)! r (q + n - r + 1-pa) 
Replacement of z by z^ in (4.2) yields that generalized chain rule for the 
fractional derivative of f 
f 1 ^ 
V ) 
in terms of derivatives with respect to z^  
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CHAPTER - / / / 
GENERALIZED TA YLOR SERIES 
CHAPTER - III 
FRACTIONAL DERIVATIVE AND GENERALIZED 
TAYLOR SERIES 
1. INTRODUCTION: 
The fractional derivative of order a of the function f (z) with respect to 
d" f (z) g(z),D"(z) f (z), in a generaUzation of the familiar derivative - — r ^ to 
(dg(z}) 
non integral values of a. In the author's previous papers on the fractional 
calculus three distinct features evolved. 
' (1) Certain formulas familiar from the elementary calculus were shown 
to be special cases of more general expressions involving fractional 
derivatives. These included Taylor's series [94], Leibniz rule [92], 
[93], [97], the chain rule [91] and Lagranges expansion [94]. 
(2) Through the fractional calculus we were able to relate formulas 
familiar from the study of Fourier analysis to the above-mentioned 
calculus relations. Thus, it was shown that the generalized Taylor's 
series could be viewed as an extension of the Fourier series [94] and 
that the generalized Leibniz rule was an extension of Parseval's 
relation [97]. 
(3) Most of the important special functions can be represented by 
fractional derivatives of elementary functions, such as 
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J.(z)=."^(2zrDT^(^ 
We found that our extensions of calculus formulas, when combined with 
fractional derivative representations for the higher functions, produced 
interesting series relations involving the special functions. 
This chapter continuous our study of the fractional calculus by exposing 
the three features outlined above for certain integrals which are related to 
Taylor's series and Lagrange's expansion. We find it useful to distinguish three 
special cases. 
Case 1: The expression 
•^ * r(w+v+1 j 
is an integral analogue of Taylor's series. Here, v is an arbitrary complex 
number, and z is restricted to the circle I z - ZQ I = I Zo - b |. Equation (1.1) is 
easily suggested by the generalized Taylor's series 
CO a D r ; f ( z ) | 
ntrl, r(an + V+1) 
by setting an = Wn and Aw = a. 
As a -> 0 , we see at once that this series is the approximating sum in 
the definition of the Riemann integral for equation (1.1). The integral equation 
(1.1) was mentioned is passing by G. H. Hardy [2, p. 56], but no rigorous 
derivation appears is the literature, to the best of the author's knowledge. 
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Case 2: Since the natural relation D' D'' f{z)=D'^'' f(z) is valid (with 
curtain restrictions on a, b and f (z)), a simple generalization of equation (l.I) 
Becomes 
•^ " r (w+v+ij 
Case 3: Our final relation 
D - ; [ f ( z ) 0 ' ( z ) q ( z r - ' ; 
f ( z ) = r . r ^ 0 ( z n d w (1.3) 
^ ^ •'-» r(w+v+i) ^ ^ 
is an integral analogue of Lagranges expansion. Here 0(z) = (z-ZQ)q(z) and 
the integral is valid for z on the closed curve I e(z)| = |e(b) | . Equation (1.1) is 
the special case of (1.3) in which q(z) = l (and thus 0(z) = (z-Zo). The truth 
of (1.3) is suggested at once by letting a -> 0"^  in the generalized Lagranges 
expansion [5]. 
. a D — [ f ( z ) e ' ( z ) q ( z r " - ] 
f(z)= X ^ 9 z r - (1.4) 
nt:^  r(a n + V +1) 
(1.2) and (1.3) have not, to the best of the author's knowledge, appeared before 
in the literature. 
We demonstrate in section 5 and 6 that equation (1.1) and equation (1.3) 
are generalizations of the familiar Fourier integral theorem. 
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This chapter concludes by examining special cases of equation (1.1), 
(1.2) and (1.3) in which specific functions are chosen for f(z) and 9(z). We find 
that Fourier transforms of the special functions emerge. 
2. FRACTIONAL DIFFERENTIATION 
In this section, we briefly state our definition of fractional differentiation 
so as to make the chapter self contained. The reader unfamiliar with this subject 
can refer to [92] for a discussion and motivation of the following definition. 
Definition 2.1: 
Let f (z) be analytic in the simply connected region R. Let z = b be an 
interior or boundary point of R. Assume that q^  | f(z)| | dz | exists for any 
simple closed contour C in R u {b} through b. Then, if a is not a negative 
integer and z is in R, we define the fractional derivative of under a at f (z) with 
respect to z - b to be 
2 711 * (t - z) 
for nonintegral a, the integral has a branch line which begins at t = z and passes 
through t = b. We define (t - z)"^' to be exp [(a +1) In (t - z)], where In (t - z) 
is real when t - z is positive. The notation on this integral implies that the 
contour of integration starts at t = b, on closes t = z once in the positive sense 
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and returns to t = b without crossing the branch line or leaving R u {b} when 
Re(a)<0. 
We can replace this closed contour by a line from b to z, see [92] 
1 (I f(t)dt_ 
a+l °'-'*^'''-r(-a) A (t-z) 
This integral is called the Riemann-Liouville integral when b = o, and 
permits us to extend the definition of D" to the4 case where a is a negative 
integer. 
If we wish to determine the fractional derivative of a specific function, it 
is convenient to refer to chapter 1 of [1, vol. 2] which contains of table of 
"Riemann-Liouville fractional integrals". We note that in our notation the 
Riemann-Liouville fractional integral of order a of the function f(z) is denote 
b y D - f ( z ) . 
3. MOTIVATION FOR THE GENERALIZED TAYLOR'S 
THEOREM : 
From the equation 
2a-'w-^^f(e-'(e(z)w^)) 
k<-k 
D^!r 
I 
f(z) e'(z) 
e(z) J 
-ia n+v+1 
r(a n + V +1) 
z=Zo f.( \an+v 0(z)^ (3.1) 
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The generalized Taylor's theorem features a "finite sum over k" on the 
left hand side of equation (3.1) why? An intuitive answer to this question is 
provided in this section through a formal examination of equation (3.1) in the 
special case in which a and v are integers and 0 (z) = z. 
The relationship between the generalized Taylor's series and the Fourier 
series is then suggested by the consideration of a second formal example in 
which 0 < a < 1. Together, these two examples provide invitive into the 
structure of the of the generalized Taylor's series and give preliminary 
assurance of its validity. 
The complete proof is postponed until the next section. 
Case 1: Let 9 (z) = z and a and v be integers in equation (3.1) we then 
obtain 
| ; w - ^ f ( z w ^ ) = a | ; f 3 „ , , z - ^ ^ (3.2) 
a-l 
E 
k=0 n=0 
where we have written 
fan+v or -7 \r and w = exp 
(an +vj! 
^ 2 7 l i ^ 
. The examination of the 
V a ; 
special case in which a = 3 and v = 1 in sufficient to suggest the manner in 
which the general case proceeds. 
f ( z ) = f o + f , Z + f 2 z S f 3 z ' + f , z S 
f ( z w ) = W - ' f o + f , Z + w f 2 z ' + w 2 f 3 Z ^ + U^'+ W - ' 
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w-2 f (zW^)= W ^ fo +f, Z + W" f2 7? -^W"* fj Z^  + f4 Z"* + 
summing these columns we see at once that the right hand side is 
00 
3 ^ fjn^ , z''""^ ' as equation (3.2) predicts. Equation (3.2) is true for arbitrary 
n=0 
integral a and v by an equivalent calculation. This examiple shows that the finite 
sum over k in the generalized Taylor's theorem is natural and to be expected. 
(If we think of the way in which cos h(z) is related to e^ , we see at once that 
this in the special case of (3.2) in which a = 2, v = 0, and f (z) e^  
Case 2: Let 0 < a < 1 in equation 
2a- 'w-^^f(e- '(0(z)w^)) 
k€k 
%{zT'' ((zoO ffe)e'fe)d^ 
nr 'co 2 7 t i ^ 
Q (y \a n+v+1 
we then hence 
(3.3) 
^ 27ri ^ 0(^yn+v+i \ ) V ; 
n=-a) 
Let 0fe) = |e(b)|exp(i{))O),e(z) = |e(b)|exp(i(|)) and e(z)-V(z) =?(())) in 
equation (3.3) and we obtain 
Fl^ t') = Z : r - Cb') ' ' F((|)O ) exp (- i an (|)o) d (j)o exp (i an (j)) (3.4) 
The right hand side of equation (3.4) in the Fourier series expansion of the 
function. 
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FoW = 
F((t)) forarge(b)<(t)<arge(b)+2 7r 
0 otherwise 
over the interval I (t)-arg0(b)-7i |<— since we are only interested in ^ such 
a 
that arg 0(b) < ([) < arg 9(b) + 2n, formula (3.4) is valid. This examples reveals 
that the generalized Taylor's theorem for arbitrary non integral a is nothing 
more than the Fourier series of a new function constructed from the function 
f(z). A rigorous proof of the generalized Taylor's theorem for arbitrary positive 
a could be constructed from the Fourier series analysis just given. However a 
simpler method employing contour integration (not unlike the usual proof of 
Laurent's theorem) is given in the next section. 
4. PROOF OF THE GENERALIZED TAYLOR'S SERIES : 
Having examined examples which give motivation for the structure of 
the generalized Taylor's series equation (3.1) and (3.3) we proceed to a 
rigorous derivation 
Theorem 4.1: 
Let a be real and positive and let w = exp Let 0(z) be a given 
V a ; 
function such that 
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(i) The curves C(r)= {z| 6(z)| = r} are simple and closed for each r 
such that 0 < r < p. 
(ii) 0(z) is analytic inside and C(P), and 
(iii) 0(z) has only one zero inside C(P) and that zero is a simple one 
located at z = ZQ. Let b ;i ZQ be a fixed point inside C(P). Let 9(z)'^  = 
exp (q In 9(z)) denote that branch of the function which is continuous 
and single valued on the region inside C(P) cut by the branch line 
z = zo + (b - zo)r, 0 < r, such that In 0(z) is real where 0(z) > 0. Let 
f(z) satisfy the conditions of definition 2.1 for the existence of 
D"_b f (z) for { z / z inside C(P); put z ;^  b + r exp (i arg (b - ZQ)), 0 < 
r}. Let K = { K / K integral, and arg 0(b) < arg 0(z) + 2 TI K / a < arg 
0(b) + 2 %}. Then for arbitrary v and z on {z / z on the curve 
C(10(b)I), but 0(z)' ^ 0(b)'}, the generalized Taylor's series (3.1) 
and (3.3) are valid. 
Proof : The maximum modulus theorem insures that the set of simple 
closed curves C(r), 0 < r < P are such that c(s) is contained in side C(t) for S < 
t. Let Cx denote the contour consisting of a straight line segment from £, = b to 
^ = b + x (b - zo) the curve C( 10 (b + x (b - ZQ)) I) traversed once in the 
positive sense and a straight line segment from b + x (b - ZQ) back to b. The 
contours Cg and C_5 are shown in the figure 1. 
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Bronch line 
for 9^0°' 
^-Plone 
Figure -1 
consider the integral 
i-M. f efer-'e'fe)ffe)d^  
lux -1=^ -^ -5 0(^)^-0(2)^ (4.1) 
The integrand in equation (4.1) contains poles at the points where 
0(Q' = 0(z)'. This means that 0(^) = 0(z) exp (2 ',i Ki / a) for k e K. (The set of 
integers K is defined in the hypothesis). Thus there are poles at 
^ = 0"'(0(z)w''),kGK, while the integral of equation (4.1) in analytic for all 
other values of ^ inside the closed contour Ce - C - 5. 
Each of these poles is simple because the number of roots of the 
equation 0(^) = C, | c | < p, is given by the argument principle as 
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All terms in this last sum vanish but the first which equals 1 since ^ = ZQ is a 
k\ • 
simple root of 0. The residue at ^  = 0 (0(z) w ) is given by 
|fe-0-'(0(z)w^))0fer^-'e'fe)ffe)] 
and using L. Hospital rule this becomes 
m"~' f fe) 
aefe)-' 4=9-'(e(z)w'') 
_f(e-(9(z)w-)) 
aw^^0(zy 
Thus we see from the residue theorem that 
I = X a ~ ' w " ' f ( e " ' t o w ' ) ) 
keK 
(4.2) 
Returning equation to (4.1) we see that 
27ii ^-c. -c-
. e(z)' 
2jt i 
f 9fe)-'-' e'fe)ffe)d^ ^ j^ efe)-'-' 9'fe)ffe)d^ 
1- Lefe)J e(z)' 1- 9(z). 
Expanding the denominators of both integrals is powers of 
2 711 L=n "^ ^ 
e(z) 
Left). we obtain 
,n=0 
-N 
(4.3) 
+ Z L 6fe )"" ' ' 6'(Of(4)d? e ( z r +R,(N)f R_,(N) 
where 
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R.(N)=L 
e(5) -v-1 e(z) 
efe). 
a N + a 
6'ft) f ft) <i^  
e(z) 
and 
R-6(N)=i[. 
e f t ) - - Mi) 
Le(zj. 
aN 
e'fe) ffe) d^  
1- efe)" 
.9(2). 
We note that the regularity of 9 and f permits is to deform the contours of 
integration Cg and C-5 is equation (4.3) provided the counters start and at 
^ = b and do not cross the branch line for 9(^)^"'' (see Figure 1) comparison of 
equation (4.3) with the definition of fractional derivative 
Tkan+v r:</„\ I 
_ r(an + V +1) flzo^ ) Ffe) d^ an+v+l 
yields at once 
•r-jan+v 
i = S 
f(z)e'(z) 
9(z) 
, an+v+1 
e(z) 
n=-N r(an + V +1) 
,e(,)vRe(N)+R-s(N) 
27ii 
(4.4) 
RgCN) is the sum of three integrals two over short line segments of length e 
and one over the contour c(|9(b+G(b-Zo))|). Since the integral contains 
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the term 9(z) (which modulus less than 1 if z is on C (| 0 (b) |) to the 
.mi 
power N + 1, it is easy to see that for sufficiently small G and large N, ReCN) 
can be made arbitrarily small. A similar argument holds for R_8(N). Comparing 
equations (4.2), (4.3) and (4.4) we see that theorem is proved. 
5. INTUITIVE MOTIVATION AND RELATION TO 
FOURIER ANALYSIS : 
In the introduction, we discussed a simple manner in which the integral 
analogues of Taylor's series and Lagrange's expansion are suggested by the 
author's generalized Taylor's and Lagrange's series for fractional derivatives 
by letting the parameter a -> 0"^ . In this section, we discuss motivation for the 
integral analogue of Taylor's series equation (1.1) by showing how it evolves 
formally from the Fourier integral theorem. Simultaneously, we discover that 
our integral analogue of Taylor's series is, in a certain sense, an extension of 
Fourier's integral theorem. 
In our definition of fractional differentiation (2.1) 
+1 
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choose the contour of integration to be the circle countered at ZQ passing 
through the origin. We introduce the parameter ^ on this circle through the 
relation 
t = z,+z„e'S |^|<7i 
thus we have 
^ : D r f ( z ) ^ = ^ £ 4 + z , e - ^ ) e - ^ - d ^ (5.1) 
since L.H.S of equation (5.1) in the Fourier transform of the function 
f*fe)=f(zo+Zoe'^) \^\<K 
0 Kl > ^  
We have at once from the Fourier integral theorem 
^ D" f(z)| Zo^e'"^ 
^^ J-co r (w+i ) 
If we call 
z = ZQ+Zoe''' (5.2) 
This last expression becomes 
The special case of equation (1.1) in which v = 0. In the next section, we will 
derive rigorously our must general integral equation (1.3) through a procedure 
similar to that outlined above for the special integral equation (5.3). We have 
selected this special case in order to show clearly that our integrals are 
generalizations of the Fourier integral theorem because of the introduction of 
sn 
the complex parameter "ZQ". Note that each value of ZQ determines a circle of 
equation (5.2) in the z-plane on which our integral equation (5.3) converges to 
f(z). Since in general, we are fee to very ZQ over some open set in the complex 
plane. Equation (5.3) can represent f(z) for z on an open set (determined by 
equation (5.2)) we say that we have "extended the Fourier integral theorem into 
the complex plane". 
Previously the author demonstrated that the familiar Fourier series 
OO 
n=-a> 
is in a similar series, a special case of the formula 
« a D^b' f(z) I 
fW= 1 : ' T ( z - z o r (5.4) 
ntTco r(an + v + l) 
and the parseval's relation 
is a special case of the generalized Leibniz rule 
D« u(z)v(z)= t \ "" \ Or""^ "(z) "^r v(z) (5.5) 
\^ an + vy 
Both equation (5.4) and (5.5) are extension into the complex plane of familiar 
formulas from Fourier analysis. They we have shown how another formula, the 
Fourier integral theorem, can be extended into the complex plane. 
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6. RIGOROUS DERIVATIONS : 
In this section we present rigorous derivations of equations (1.1), (1.2) 
and (1.3), whose validity has already have been suggested. The hypothesis of 
the following theorem is nearly identical to that of theorem 4.1 which discusses 
the generalized Taylor's series. The proof of this theorem is nothing more than 
a careful generalization of the formal discussion of the previous section 
countered on the Fourier integral theorem. 
Theorem: 
Ler 9(z) be a given function such that 
(i) the curves C(r) = {z| 0(z) | = r } are simple and closed for each r such 
that 0 < r < p 
(ii) 0(z) is analytic inside and on C(P), and 
(iii) 0(z) = (z - Zo) q(z), ZQ is inside C(P), and q(z) has no zeros inside 
C(P). Let b 9i Zo be a fixed point inside C(P). Let e(z)'' = exp (C In 
0(z)) denote that branch of the function which is continuous and 
single valued on the region inside C(P) cut by the branch line z = ZQ 
+ (b - Zo) r, 0 < r, such that In 0(z) is real where 0(z) > 0. 
Let f(z) satisfy the conditions of definition 2.1 for the existence of 
D"_b f (z) for { z I z in side C(P); but z ?^  b + r exp (i arg (b - zo)), < r}. Then 
for arbitrary v and z on the curve C (| 0 (b) | ) , 
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fW=£ 
p v W + V f(z)0'(z)q(z)- w-v- l 
r(w + V +1) ^ 0 ( z p dw(6.1) 
Proof: Since 0 (z) is analytic and univalent inside and on a simply 
connected region containing the curve c ( | 0(b)|), we can describe 0 (z) on 
this curve by 0 (z) = - 0 (b) e'^ , for -K<C,<TI. Define 
f*(^)=f(0-'(-0(b)e'^))e-'^^ for-7i<C<7t 
= 0 otherwise 
The Fourier integral theorem invalid for f(Q, since 
£|f(0|di;=fJf(e-'(-e(b)e'^))e-'^"|d; 
This integral is finite, since we require the possible singularity of f (z) at 
z = b to be such that j I f (z) I I d z | exists when the contour passes through z 
= b in the definition 2.1. Applying the Fourier integral theorem to f (Q, we get 
^ ^ •'-» r(w+v+i) 
'r(w + v + l) « f(e-'(-e(b))e''^)i(-e(b))e'»d(|) d w 
2ni 
f(z)= r 9(bp r(w+v+i) j{z;) f(t)0tt)dt dw 
^ ^ -L" r(w + v + l) 2ni * (t-Zof^'^' q(tf'''"' 
comparing this last expression with the definition of Fractional differentiation 
(2.1), we have equation (6.1) at once. 
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Corollary : Let f(z) = (z - b)^  g(z) where g(z) is analytic in the circular 
region R = { z | | z - b' < r }. Let ZQ e R be such that the circle C defined by 
C = {z|[ Z-ZQ|=:| b-Zgl} in contained inR. Letp > - l and p - a > - 1. 
Then 
for z on c. 
Proof: The conclusion follows at once if we get 9 (z) = z - ZQ in the 
theorem (thus obtaining equation (LI)), and replace f(z) by D'^_^^f{z), 
provided 
DzT(D^-bf(z))=D-r f(z) (6.2) 
To see that equation (6.2) is true, we expand f(z) in powers, for z e k. 
fW=2;a.(z-b)" \P+n 
n=0 
since p > - 1, we can procedure 
i^ o r ( p - a + n + l) 
The validity of this term wise differentiation is well known [92]. We note in 
particular that since p and a are restricted in the hypothesis by p > - 1, and 
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( . I < I 1 1 > ' ^ 
p - a > - 1, (i) both gamma functions appearing-m'the last expression are 
defined, and (ii) D"_[,f (z) can be differentiated fractionally. 
D^r(D;.,f(z))'=i%i±ii^>i^;: 
n=0 r(p - a - w - v + n + l) 
=D^: '^ f (z) 
Thus, equation (6.2) is valid and the corollary is proved. 
7. COMPUTATION OF FOURIER TRANSFORMS : 
We conclude our discussion of the integral analogue of Taylor's series 
by selecting specific functions for f(z), q(z), 6(z) and taking b = 0 in the three 
expressions (1.1), (1.2) and (1.3). The fractional derivatives encountered are 
computed by referring to the Table of Fractional integrals (Reiemann-Liouville 
integrals) in chapter 13.1 of [1, Vol. 2, pp. 185-200]. As an example, we set 
(j) (z) = -f in equation (1.1) and obtain 
J-oo 
J)W+V ^p 
iz-z 
r(w+V+1) ^ (z-ZoP dw 
using formula 7 in the above mentioned table, we see that 
J)W+V ^p _ r(p4-i)zs--
0 r (p-w-v+i) 
for Re (p) > - 1. A little simplification reveals that 
' z--' 
\^o = f 
^ p V / _ ^ V^" 
w + vy 
-1 dw 
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where 
^a^ 
vby 
r(a 4-1) 
r(a - b + i)r(b +1) 
Since this integral is vahd only for z on the circle | z - ZQ I = I ZQ I, we 
set z = Zo + Zo e"'^ for | (j) | < 7t we then have 
r 
f p ^ 
vW + Vy 
e-i*w+v dw=(l + e-'*)' <7r 
|(t)|>7l 
(We recall from the proof of the theorem that our integral is zero for | ([) I > TI). 
Since v is an arbitrary complex number, we can write an equivalent expression 
for this last integral by setting v = 0 and replacing the path of integration by a 
horizontal line through in (r) any real number), we obtain 
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Thus we see that our integral analogue o^ Taylor's series w of value in 
computing Fourier transforms. 
Table 7.1 lists the results of repeating the computation just performed 
with other functions. The second column lists the formula from Chapter 13.1 of 
[1, vol. 2] used to compute the fractional derivatives encountered. Entries 1 
through 18 in Table 7.1 are special case of equation (1.1), entries 1 of through 
23 are special case of equation (1.2), while equation (1.3). The notation for the 
special functions is that of et al [1]. 
Each of the Fourier transformations in Table 7.1 can also be expressed 
as an infinite sum. We know from [5] that in R.H.S of equations (1.1), (1.2) 
and (1.3) we can replace. 
00 
1^ by ^ , w by an, and dw by a, for 0 < a < 1 
n=-tio 
This means that the entries in the last column of Table 7.1 can be viewed 
not only at the Fourier transforms of the corresponding values of f(w) but also 
as 
2 f(an + v)e~'*^ '""^ ^^  
where 0 < a < 1 and is an arbitrary complex number. 
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CHAPTER - IV 
LEIBNIZ RULE 
CHAPTER - IV 
FRACTIONAL DERIVATIVE AND LEIBNIZ RULE 
1. INTRODUCTION: 
In this chapter certain generaUzations of the Leibniz rule for the 
derivative of the product of two functions are examined and used to generate 
several infinite series expansions relating special functions. We first review 
various definitions which have been proposed to generalize the order of the 
differential operator D" 
( d"^ 
, considering finally a derivative of arbitrary 
d z \ 
order a with respect to g(z) of f(z) which we denote by the symbol '^\{z) f (z)-
The latter reduces to the used differential operator when a = 0, 1, 2, and 
g (z) = z. A new proof of the formula 
D«(,) u(z)v(z)= 2 
( a ^ 
V^  + ny 
D V p u(z)Dr) v(z) (1.1) 
where 
^ a ^ 
vv + n; 
r(a + l) 
r ( a - v - n + l)r(v + n + l) 
for the fractional derivative of the product uv is given which reveals for the 
first time the precise region of convergence of the series in the z-plane. The 
special case of equation (1.1) in which v = 0 and a = 0, 1, 2, is the 
Leibniz rule from the elementary calculus. 
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The formula 
D (^z) f (z,z)= S f "" D^S:s(;r f ( z , w ) | _ (1.2) 
v^ + n. 
is shown to be a natural out growth of the generalized Leibniz rule of equation 
(1.1). Formula (1.1) is the special case of equation (1.2) in which 
f(z,w) = u(z) v(w). Formula (1.2) and several of the series expansions 
obtained form it appears to be new. 
Studies of a Leibniz rule for derivatives of arbitrary order date back to 
1832 when Liouville [10, p. 117] gave the special case of equation (1.1) in 
which v = 0. 
D > ( . ) v ( z ) = i . r ( a . l ) D r u ( z ) D > ( z ) 3^  
' ^ ^ ^ ^ n=o r ( a - n + l)n! 
Liouville invented a fractional derivative by observing that the simple relation 
D" e"^  = a" e^ , n = 0, 1, 2, could be generalized for arbitrary a by D" t^ 
- a" e^ .^ Liouville then expanded a general function in a Fourier series and 
obtained its fractional derivative by differentiating from by term. 
In 1867 and 1868 A. K. Grunwald D [7, pp. 406 - 468] and A. V. 
Lutnikov [70] found equation (1.3) by starting with a fractional derivative 
based on the so called Riemann - Liouville integral 
D«f(z)=^r M i l 
A further extension of equation (1.3) was given by E. Post [12, p. 755] 
in 1930 to functions of D more general than D«. In 1961 M. A. Bassam [3] 
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presented another derivation of equation (1.3) and recently M. Gaer and L. A. 
Rube! [38] have found a rule for the fractional derivative of a product which 
does not reduce to the Leibnitz rule. 
In 1931 Y. Watanable [114] studied equations (1.3) and (1.1) by 
expanding u(z) and v(z) in power series in z. His method does not yield the 
precise region of convergence in the z-plane. On the following pages a simple 
proof of equation (1.1) is given using a Cauchy integral formula for fractional 
derivatives. The use of the powerful tool permits us to determine the precise 
region of convergence. 
Although the Cauchy integral formula for fractional derivatives 
appeared as early as 1888 [89], it seems appropriate to include a brief section 
motivating this concept to make the chapter self contained. 
The concept of fractional derivative with respect to an arbitrary function 
has been used by A. Erdelyi [23], [24]. A natural notation is introduced for this 
concept which is useful and suggestive in applications, yet seems to be new. A 
very short table of special functions represented by fractional derivatives in 
corporating this notation is include. 
Finally equation (1.2) is used to generate certain infinite series 
expansions relating special functions of Mathematical Physics by assigning 
specific values to the functions f and g, and to the parameters a and v, some of 
the expansions thus generated are known, while others appear to be new it is 
remarkable that the proof of equation (1.2) is so simple, that it is easier than the 
66 
usual derivations of known expansions obtainable from it. An example in 
Dougall's formula [2, Vol. 1, p.7] 
71^  r(c + d-a-b-l)csc7iacsc7ib _ y, r(a + n)r(b + n) 
r ( c -a ) r (c -b) r (d-a) r (d-b) "nflt. r(c + n)r(d + n) 
which can be obtained form equation (1.1) immediately by taking 
u = z''"^"', V = z'"''"' g = z, a = c - a - l , a n d v = c - l . 
2. MOTIVATION OF FRACTIONAL DERIVATIVES : 
When motivating the concept of a derivative whose order is not to be the 
usual integer value, it is perhaps simplest to begin with the function T?. The 
elementary formula, for n and p as natural numbers D"z''=p!- zP-" (p-n) 
generalize at once to 
,_r(p-fi)zP-« 
^ ~r(p-a+i) ' 
Where the only restriction is that P ?i - 1 , -2, we can now define the 
fractional derivative of -^ f (z)„ where f (z) is analytic at z = 0, by 
differentiating the power series for •^ f (z) term by term. 
We get 
Ml 
i^ n ! r ( p - a + n + l) 
This series has the same circle of convergence as the power series for f (z) 
about z = 0. The usual starting point for a definition of fractional derivative 
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taken in recent papers [3], [23], [24], [51] is the Riemarm-Liouville fractional 
integral 
D « f ( z ) - - ^ — r ^5^®-^ (2 1) 
Here the path of integration is along a line from 0 to z in the complex ^-plane 
and Re(a) < 0. this integral can be motivated from the Cauchy formula for a 
repeated integral 
t fff(o*.*. <^^J^ 
Setting f(t,) = tf in this formula we see that the left hand side becomes 
(P + l)(|3 + 2) (P + n) r(p + n + l) ' 
Formally replacing n by a we get 
1 ^ tP dt a T P _ D?z r \a+l r(-a)J> (z-t)" 
Now the Riemann-Liouville integral seems some what reasonable as a 
definition for fractional derivative. In fact, the reader can quickly convince 
himself that this integral and the previous power series definition are equivalent 
using the elementary properties of the gamma and beta functions, provided 
Re(a) < 0. 
A third method for motivating the concept of a derivative of arbitrary 
order is to examine Cauchy's integral formula from complex variables 
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D"fW=^i f(0 d; 2 7l i^C ( 2 _ ^ ) n . l 
If we replace n by non integer a in this formula, ((^  - z)""~ no longer 
has a pole at i^  = z, but a branch point we are no longer free to deform the 
contour C at will, for the value of the integral is now a function of the point 
where C crosses the branch line for (C, - z)""~' take this point as zero as shown 
in Fig. 2. 
Figure - 2 
If we deform the contour C to C', we see that 
r(a + l) r ffe)d^ _ r ( a + l)r ^..(a.i)] r^  f(z)dC 
r ffe)dC r(-a) J' (z-c)' \a+l 
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Since this is the Riemann-Liouville integral we have the following generalized 
Cauchy 
The significance of the fact that C must start and end at (^  = 0 will appear in the 
following section. This formula was given as for back as 1888 by Nekrassov 
[89]. 
3. DERIVATIVES WITH RESPECT TO ANY FUNCTION 
AND PARTIAL DERIVATIVES 
We next assign a meaning to the derivative of order a with respect to an 
arbitrary function g (z) of f (z), and denote it by symbol D"^^^^ f (z) . To 
generate a useful definition. Consider the Riemann-Liouville integral 
" » ' W (^_^ )J„ ^^_^j„, 
And formally set w = g (z). We then require f (g (z)) = f (z) and ^ = g (t). This 
is a simple change of variables, and is all that is needed for our purpose we 
obtain 
"^W'^^' r(-a)4-'(o) ( g ( z ) - g ( . r * ' 
If we let g (t) = u g (z) we get an equivalent from for the definition 
D«,, f fz)=^(^ r iklM^A]^ (. 2) 
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If is of particular internet to set g (z) = z - a. In this case g '(0) = a and 
equation (3.1) becomes 
1 pz f(t)dt 
^ ^ - " ^ ^ r(-a)Ja ( z _ t ) -
Other notations have been used by authors of recent papers to denote this last 
integral, but the above conditions appear to make this notation, presented here 
for apparently the first time the most natural. 
The reason why the contour in equation (2.2), defining the generalized 
Cauchy integral formula, passes through zero is now clear. It must be that 
r(a + l)r(z.) ffe) d^ , . , 
27ii Jo fe-zr^ ^"^^ ^^ ^ 
The notations of this integral implies that the contour of integration 
starts at a, encircles z in the positive sense, and returns to a without enclosing 
singularities off). 
We also require fractional partial derivatives. These have been 
introduced by M. Riesz [105], and M. A. Bassam [3]. The notation 
Dg(2),h(w) f (zj w) means the fractional derivative of f(z, w) of order p with 
respect to h (w) holding z fixed followed by the derivative of order a with 
respect to g (z) holding w fixed. This is given by 
Dg(zV(w)f(z,w) 
_r(a+i)r(p + i) |.(z.) f(z)d^ Hw.) ffc;)h'fe)dCd^ 
-4n' V-(o) (g(^)_g(z))-' J^ -(o) ( h ( 0 - h ( w r ' 
(3.4) 
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Where f (z, w), g (z) and h (w) are assumed to posses sufficient regularity to 
give the definition meaning that when f (z, w) = u (z) v (z) 
Dgt).g(w) u (z) V (w) I ^^  = D«(,) u (z) DP(,) V(z) (3.5) 
4, THE PRODUCT RULE: 
We next consider extending the elementary Leibniz rule for the 
derivatives of the product of two functions, to fractional derivatives. The 
formula 
nN n r ^ V N ! D , " - " U ( Z ) D X 2 ) 
D, u(z) v ( w ) = X \ , \ 
n=o (N-nj! n! 
appears at once to generalize as 
na M M V r(a + l ) D r U ( Z ) D X Z ) 
D, u(z)v(z)=X -^ h-^ \ , (4.1) 
n=o r ( a - n + l )n! 
for arbitrary a. This formula can be derived from the Riemann-Liouville 
definition of fractional derivative by parts. It can also be derived using the 
power series method if the functions u (z) and v (z) permit. 
There is a disturbing feature of equation (4.1). It is obvious that 
D" uv = D" vu , but this fact is not clear on the right hand side since u is 
differentiated fractionally while v is differentiated in the usual elementary 
sense could it be that equation (4.1) is a special case of a more general formula 
in which the inter changeability of the function u and v is obvious? To see that 
this is the case, formally differentiate 
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^ , ^ r(v + l ) D r v D u 
^ r (v - r + l)r! 
with the operator D" " and obtain 
r=o r (v - r + l) r! 
using equation (4.1) again we obtain 
p a ^ ^ , _ y r(v + l) f r ( a - v + l ) D r " - ^ u D r ^ v 
^ r ( v - r + l) r! fc'o r ( a - v - k + l) k! 
Inter changing the order of summation and summing diagonally by 
setting n = k - r we obtain 
D:m^±± r(v + l ) r ( a - v + l ) D r - " u D r v 
n=-oo r=o r (v - r +1) r ( a - v - n - r + l)(n + r) !r! 
using elementary properties of the gamma function and the value of the 
hypergeometric function of unit argument we can sum over r to obtain the 
following generalization of equation (4.1) 
D" uv = 2 . -7-^ —-T—r— r (4.2) 
n=-oo r ( a - v - n + l)r(v + n + l) 
Theorem (Product Rule): 
Let u (z) and v (z) be analytic functions of z on the simply connected 
region IR. Suppose also that 0 is an interior or boundary point of IR and that 
the integral along any simple closed path in IR through 0 of u, v, and uv is zero. 
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Call 3 the let of all z such that the closed disk | ^ - z | < | z | contains only 
point ^ in IRu{0}. Then 
DXZ)V(Z)=X r(a + l)Dr""u(z)Dz'""v(2) 
r ( a - v - n + l)r(v + n + l) 
For z in f and all complex a and v, except negative integral a. 
Proof: 
Using the contour shown in Fig_3- We know Cauchy's integral formula 
for fractional derivatives states that 
D > ( z ) u ( z ) = l ( ^ | ^ fe ) - f e )^^ 
_ r ( a + l ) . ufe) vft) 1< 2 u i JC, (^_,)a-v.. (^_^) 
Im(f) 
- d^ 
V ~ 
te - / i« i / i 
Figure - 3 
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Using the elementary Cauchy integral formula we can reduce this to 
Ufe) r V(C) d ^ ^ 
4n' Jc. (^_,)a-i JC3-C, fe_zr(^-^) 
r(a+i) 
4n' 
f ^fe) f vfe) dr, d^  
Jc, (^_,)«-. Jc, fe_zyfc-^) 
+ 
afe) 
JC2 fe-z) a-v+1 Jc  
In the first term of this last expression, C2 can be replaced by Ci and in 
the second term, C2 can be replaced by C3. A little straight for ward 
manipulation then yields. 
na r (a + l) 
D, uv = —^ —^T^< 
-An' I fe-z) "fe_)_ f ,a-v+l J( 
vfe) d^ d^ 
'^  (r_zrfl-it^)' 
+ 
ufe) ufe) vfe-z)y d?d^ 
expanding in power series we have 
1=0 
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N+1 
+ TIE? (c-z) 
dCd^ 
+ 
u(0 '(0 
fe-^) ,a-v+l Jc, (C-z)"' 
" ^5-z^" s 
n=l v^-zy 
+ 
fe-z) 
N+1 
1-
E3" 
fe-z) 
dCd^ 
N r(a + l) c ufe)d^ k v+n+l fe-z) 
r(a+i) 
471 2 Jc, 
u(0_ r i ^ Ife-z), 
\a-v Jc fe-Zp JC3 (^-z^' C-^ d^d^ 
r(a+i) r ufe) J v(c) Ife-z). ±Z_L! f 
fe-Zr^' Jc, ( ^_2 )v ^ - ; dCd^ 
we see at once from the generalized Cauchy integral formula that Y,_^ in this 
last expression as 
y ^ r ( a + l ) D r ' " u ( z ) D r " v ( z ) 
^ ~ r ( a - v - n + l)r(v + n + l) n=-N 
It is an elementary exercise to se that the remaining two terms approach 
zero as N grows large. This is because 
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= 
z 
< 1 
for C, and ^ not zero in the first remainder, since C3 in a circle. This shows the 
reason why z e f. A similar statement holds for the second remainder. Thus the 
theorem is proved. 
5. A FURTHER GENERALIZATION OF LEIBNIZ RULE: 
To see intuitively how the formula 
Dz ffez)= Z f a ^ 
V^  + ny 
D a-v-n,v+n z, w f(z,w) (5.1) 
follows from the Leibniz rule 
D X Z ) V ( Z ) = S 
^ a ^ 
vv + ny 
o r - " u ( z ) D r v(z) (5.2) 
we expand f(z, w) in a power series in z and w, f(z,w) = Z a^^z' w' 
operating with D" and using (5.2) we get 
D« f ( z , z )=2 :a , ,D«z ' z^ 
=Z\sZ 
f a ^ 
yV + nj 
Interchanging the order of summation and using ,^3.4) we get 
D: f(z,z)=5; f a > 
v + nj Z ^,s K'"" z' o r z^  
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=z 
^ a ^ 
vv + n; 
or:"""'" z ar,s z^  w 
6. LEIBNIZ RULE : 
We consider next the Leibniz rule from elementary calculus for the 
derivative of the product of two functions u (z) and v (z) 
N f-\i\ 
D>v=2: 
n=0 y^J 
D^" u D > 
A reasonable guess for the generalization of this result to fractional 
derivatives as 
D« uv = 2 
n=0 
Aa^ 
v"; 
o r u D," V (6.1) 
This guess is indeed current, and it was given as early as 1867 by A. . 
Grunwald [41]. We now prove (6.1) (in a manner different from Grunwald) in 
the following theorem. 
Theorem : 
Let u (z), V (z) and u (z) v (z) satisfy the requirements given in the 
definition above for the existence of their fractional derivatives. Let the region 
R in this definition be the entire z-plane. Then the generalized Leibniz rule 
(6.1) is valid for all a ^ -I, -2 , -3 , and z ^  0. 
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Proof: 
We first expand v (t) in a Taylor's series about t = z 
v(t)=i:D>(z) (t-z)" (6.2) 
n=0 
we multiply both sides of (6.2) by r(a + l)(t - z)"°'"' —^ and integrate alon 2 7t 1 
the contour C of (2.2) to get 
r (a + l) ((z+) u(t)v(t) r(a + l) ({z+) u(t)dt C _l  j( ) U t ) v ( t ) _ ^   l j K .) U j t j d t p n , / X 
Tti -l^  ( t - z r ' n t ^ o 27rin!-b ( t - z p ^ ' ^ 
7. THE LEIBNIZ RULE AND PARSEVAL'S FORMULA : 
In this section we formally examine the special case of the generalized 
Leibniz rule 
Dg(.)u(z)v(z)=X a D g(z) u(z)q(zf 
v(Oeg(Mfez)q(C) - a n - V - 1 (7.1) 
C=z 
By holding z fixed and making a suitable change of variables, we shall see that 
parseval's formula [21, p. 37], familiar from the study of Fourier Series 
Emerges. 
Let us begin by assuming that (7.1) is true. With g(z) = z we have 
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r(an + v + l) o r [v(c)q(cr-^-'0gJC;z)]| 
where we recall that Q{C,;z) = {C,;z)q{Q and 0 < a < 1. Making use of the 
contour integral representation for fractional derivatives (3.3), we get 
1 j{z+) u(t)v(t)dt ^f _±_ j<^+) u(t)q(tf" ' 'dt 
27cii ( t - z r ~ . L 4 K ' ^ (t-z)"-"-^"' 
t z.) v(t)q(tr-'9,(t;2)dt (t-z) an+v+1 (7.2) 
we now fix z and select the contours of integration appearing above to coincide 
with the curve defined by 10 (t; z) | = 10 (0; z) I; that is the contour which 
passing through the origin (in the t-plane) on which 0 (t; z) has constant 
modulus. This contour we assume is a closed curve which can be 
parameterized by the variable (j) such that 
0(t;z) = |0(O,z)| e i* (7.3) 
with (j)o < (j) < ())o + 2 7r. Using (7.3) to change the variable of integration on form 
t to (j) in (7.2), and writing u (t) = u [(})], we get 
where we hence get 
uW (\k 
fW = | 0. 
0 
ot+l gi(v-a) 
(^;z] for(j)o<(j)<(j)Q+2 7i 
otherwise 
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and 
we recognize (3.3) as parseval's formula [21, p.37] 
v[(j)]e-*"* for(t)o<(l)<(l)o+2 7i 
0 otherwise 
8. THE EXTENDED LEIBNIZ RULE : 
In formally examining the special case of ilie extended Leibniz rule (7.1) 
in the previous section, we have seen that it is related to the parseval's formula 
familiar from the study of Fourier series. We now proceed to derive the 
extended Leibniz rule rigorously. We shall see that the derivation of the 
Leibniz rule follows from the generalized Taylor's series in much the same 
way that the parseval's relation follows from the Fourier series. 
We begin by stating and providing the special case of the extended 
Leibniz rule in which g (z) = z. 
Theorem 8.1: 
(i) Let R be a simply connected region in the complex plane having the 
origin as an interior or boundary point, 
(ii) Let f ( ,^ Q satisfy the condition of section (3) for the existence of 
D g f fe, C) and D« f (z, z) for ^, ^ and z in R 
(iii) Let 0 ( ,^ z) = (^  - z) q (Q be a given function such that q (Q is 
analytic for C e R and q(Q is never zero on R. 
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(iv) Assume that the curves c (z) = { ^ | 0 (^ ; z) | = I 0 (0; z) |} are 
simple and closed for each z such that C (z) c R u {0}. Assume 
also that each curve defined by { (^  | 0 (^ ; z) I = const.} interior to 
C (z) is simple and closed. 
(v) CallS = {z I C(z)CRU{0}}. 
Then for z e S, 0 < a < 1, and all a and y such that 
f a ^ 
\^ an + Vy 
is defined 
D:f(z,z)=2;a 
n=-co 
a 
an + v 
T-vtt-aii-v.an+v 
ffeC)eaC;z)qfer^^q(C)- -an - V - 1 (8.1) 
4=C=z 
where 0, ((!^ ;z) = d0fe;z) 
dC 
Proof: 
The C(z) are the curves in the complex i^ -plane which pass through the 
origin, over which the amplitude of 0 {(^\ z) is constant. For example if 0 ((^ ; z) 
= ^ -z, then C (z) is the circle centered at ^ = z passing through the origin. By 
restricting z to S (described in (v)), we insure that the curves C(z) are contained 
in the region R u [0] on which f (^ , Q is sufficiently regular for manipulations 
which follow. In particular f(^, Q can be expanded in a generalized Taylor's 
series for C E C(Z) in powers of 0 (Q z) series (ii), (iii) and (iv) are all that is 
required for its validity [94]. 
We obtain 
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^ Dr[ffe,Oe,fe;z)qfer" -^'] I 
ffeO= S a Frr-iT^ ^ (qfe)fe-z)r 
n=^ r(an + v + lj 
Multiply both sides of this last expression by —'^  /^ .\ and set C, = ^. 
r(a+i) ffc^) 
2 7ii fe-zr' I 
{2ni) 
a r ( a - f l ) q f e n 
r(an + v + l)2 7ri(^-z)' ,a-an-v+l 
Dr[ffeC)e,fe;z)qfer" '^ (8.2) 
C,=z 
since (8.2) converges for ^ on the curve C(z) in the complex ^-plane, we can 
integrate both sides along the contour C(z) with respect to ^ starting and ending 
at ^ = 0. It is clear that we can integrate term by term along the contour C(z), 
since (8.2) is really a Fourier series in the variable <) when we replace 0 ( ;^ z) 
by I 0(0; z)| e'*, 
r(a + l) f f f c p d ^ ^ f a r (a + l) 
2 ni Jc(z) (^_2)a+i ^ £ r(an + V +1)2 71 i 
i qfer-Dr[ffeOe,fe;z)qfer 
an-v-l 
t) fe-zr 
?=z 
an-v+l d^ 
comparing the integrals above with the section (2) and (3). We see at once that 
the generalized Leibniz rule (8.1) is obtained. 
Equation (8.1) can be simplified to 
00 
D«f(z,z)=2;a a 
an + v 
r\a-an-v,an+v- fc fe 0 Lqfe). 
an+v 
(8.3) U=C=2 
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If we add the restriction that f ( ,^ 0) - 0. 
Corollary 8.1: 
With the hypothesis of theorem 8.1 and f (^ , 0) = 0, the relation (8.3) is 
valid. 
Proof: 
Comparing (8.1) and (8.3) it is clear we must show that 
E TNa-an-v,an+v [ffe(;)e,(C;^)qferqfe) -an-v-1 
C=4=z 
pja-an-v,an+v-l fc fe' 0 qfe)' qfe). 
^=C=z 
The left hand side of this last relation can be written as 
E = Dp-' qfer aiHv r ( a n + v + l) K/.i) 
27 t i 0cfe;z) an+v+l 
^=z 
using (3.3) and (3.4). Integrating by parts we get 
g ^ ^ a - a n - v 
Zni •" 
^=z 
where the jump term vanished because f ( ,^ 0) = 0. Rewriting this last integral 
using the definitions of fractional differentiation section (2) and (3), and 
B{(;;z) = ((;-z)q(Q. 
We see at once that the corollary is proves. 
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9. CONNECTION WITH FOURIER ANALYSIS: 
In this section, we show that the special case of our integral analog of 
the Leibniz rule (1.1) is formally a generalization of the Parseval's formula [11, 
p.50] familiar from the study of Fourier integrals. 
Consider the definition of fractional derivatives (3.3), with a = 0. Take 
the contour of integration to be the circle parameterized by the variable "t": 
(^  = z + ze"' where - TT < t < ii. (9.1) 
We obtain at once 
z°D°f(z)^J_ p ^U^^A^-na ^^ (9 2) 
r (a + l) 2% ^^ ^ ' 
If we set 
f[t]=f(z + ze") for-7i<t<7i. 
= 0 otherwise, 
and denote the Fourier transform of f [t] by 
f*(a)=J- I f[t]e-^- dt, (9.3) 
we see that (9.2) becomes 
T ( ^ ^ = ' (^ )- (9-4) 
Thus, we see that the fractional derivative D^ f (z) (modulo a 
multiplicative factor) is in a certain sense a generalization of the Fourier 
transform. By varying z, the circle {9A) changes and, thus, the function f [t] 
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changes. We say that we have "extended the Fourier integral into the complex 
z-plane". 
Now, the simplest integral analog of the Leibniz rule is 
z"D^f(z) p z;:::DrMz) z ' i D T ^ 
r(a + i) -L" r(a-co+i) r(co+i) 
2% 
Using (9.2), we get 
J - r u(z + ze")e- '« v(z + ze-')dt 
= j ^ j - l £ u(z + z e " ) e - " " e ' - d t J ^ £ v(z + ze")e-'" dtj do 
(9.5) 
2n 
Using the notation 
u[t] = u(z + ze' ')e-' '" for-7i:<t<7X, 
= 0 otherwise, 
v[t]=v(z + ze") for-7i<t<7i, 
= 0 otherwise, 
and the notation (9.3) for Fourier transforms, we convert (9.5) into 
J - £ u[t]v[t] dt= £ u*(-co)v*(co) dco. (9.6) 
(9.6) is the Parseval's formula [11, p.50]. thus, our integral analog of the 
Leibniz rule "extends the Parseval's formula into the complex z-plane". 
We conclude this section by reviewing three connections observed in 
previous papers between formulas from Fourier analysis, and new formulas 
involving fractional derivatives. 
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1. The familiar Fourier series 
n=-co 
is (in a sense similar to that above) a special case of the generalized Taylor's 
series [94] 
ntl. r(an + y + l) 
an-y 
2. The series from of the Parseval's relation 
' ir" u [ t ]v [ t ]d t=y ^ r u[ t ]e- 'd t -^ r v[t]e-dt^ 
27t -^ "/^  
is a special case of the series from of the Leibniz rule [97] 
D>(z)v(z)=X a 
i^an + Y 
D r " - ^ u ( z ) D r ' v ( z ) . 
3. The Fourier integral theorem 
f [ ' ] = £ ^ £ f f e l ^ * ' ' ? e - d c o 
271 
is a special case of the integral analog of Taylor's series [98] 
,,.r„^ii%,-.r.. 
r(co+Y+i) 
We now leave our discussion of Fourier analysis, and present a rigorous 
derivation of out integral analog of the Leibniz rule. 
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10. RIGOROUS DERIVATIONS : 
In the previous section, we saw that our integral analog of the Leibniz 
rule is formally related to the integral form of Parseval's relation from the 
theory of Fourier transforms. It would seem natural then that a rigorous 
derivation would follows from known results on Fourier integrals. While this is 
easily achieved for function f (z, w) of a particular class, a derivation by this 
method sufficient to cover all f (z, w) of interest has escaped the author. It 
appears our integral from of the Leibniz rule is more difficult to prove than the 
series form 
n=-a> 
In particular, it is necessary to restrict f (z, w) in the following Theorem 
10.1 (see (i)) to a narrow class of functions than was necessary for the series 
from of the Leibniz rule in which only the growth of f at the origin was 
restricted by I f (z, w) | < M | z | "^  I z | ,^ for P, Q and P + Q in the interval 
(-1,0)) [100]. 
Theorem 10.1: (i) Let f ( ,^ Q = '^^  ^ ^ F (^ , Q, where Re (P), Re (Q) and Re 
(P + Q) are in the interval (- 1, co), and let F ( ,^ Q be analytic for ^ and C in the 
simply connected open subset of the complex plane R, which contains the 
origin. 
(n) Let e (C, z) = (^  - z) q (Q be a given univalent analytic fonction of C, on 
R such that q {Q is never zero on R. 
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(iii) Assume that the curves C(z) = { C I I 6 (C; z) I = 19 (0; z) I} are simple 
and closed for each z such that C(z) c R}. 
Then for z G S, and all real or complex a and y, the integral analog of 
the Leibniz rule is 
D ^ f ( z , z ) = £ l((o)d(o, (10.1) 
where 
l(co) = 
^ a ^ 
l ^ + Y, 
p>a-(0-Y,(o+Y ,(D+Y /^N-co-y-l ffe,C)e,tez)qferq(C)- 4=z;C=z 
and O.fcz): d9fe;z) 
Remark 
^ a ^ 
w + yj 
r (a+i) 
r(a-( i)-y + l) r(co + Y + l) 
is, in general, undefined when a is a negative integer. In this case, dividing 
both sides of (10.1) by r(a + l) produces a valid expression. 
Proof: The C(z) are curves in the complex ^-plane which pass through the 
origin, over which the amplitude of 0 {i^; z) is constant. For example, if 0 ( ;^ z) 
= C - z, then C(z) is the circle centred at ^ = z passing through the origin. By 
restricting z to S (described in (iv)), we insure that the curves C (z) are 
contained in the region R on which f ( ,^ Q is sufficiently regular for the 
manipulations which follow. 
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Using Definition (3.3) of fractional differentiation, we can express 
l(co)as 
U ^ r(a + l) ,(z.) ^r.) ffc,C)e,fcz)qferqfer"-^-'dCd^ 
and since G (Q z) = q(g (C - z) and f ( ,^ Q = ^ ' C^  F ( ,^ Q, we get 
. . r(a+i) h.) j(z.) 4^c'Ffcc)qfer'e,fe;z)eJC;z)dCd4 
"^"^  (2nif ^ * 0 f e - z p - ^ ^ ' 0 ( C - z r ^ ' e . fez) 
(10.2) 
Make the substitutions 
t - z = e(^;z), s - z = 0(^;z), (10.3) 
and call b = z + 0(0; z). Since 0 ( ;^ z) is a univalent function of ^ , we have 
r ; ' ' F f e C ) q f e r ' , ( , ^ , y ( , _ , ) O F ( s . t ) . (10.4) 
where 0^  (^; z) is not zero and, thus, F(s, t) is an analytic function. The curve 
C(z) has now become the circle 11 - z I = 10 (0; z) | = I b - z | in the t-plane, 
and I s - z I = I b - z | in the s-plane. Thus, if z e S, then F(s, t) is analytic for s 
and t inside and on i t - z | = | b - z | and I s - z | = I b - z | and so 
OO 00 
F(s, t )=Z Z ^ ™ n ( s - ^ r ( t -z)" (10.5) 
m=0 n=0 
where the series converges absolutely and uniformly inside and on the circles 
just mentioned. Thus, (10.2) becomes 
l(co) = l ( ^ 1^ "^^  f'^^ (s-b) ' (t-b)^ F(s,t)dtds 
(27ii)' ^ ^ (s-zf-"-^^' ( t -z^^^ ' • 
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Substituting the series for F, (10.5), into this last integral, we can then integrate 
term-wise since we have a uniformly convergent series times an integrable 
factor. We get 
,(„)= I ^±±}}^ _ 
^%Q r ( a - c o - y - m + l) r((o + y - n + l) 
r ( a - c o - Y - m + l) j{z+) ( s -b ) ds 
r((Q + Y-n + l) j(z+) ( t - b f dt 
2^ i i (t-zr^"""' 
It is well known that [6, p. 647] 
r(B+i) d..) js-hY ds_ B / .)p r(p+i)(z-br^ 
~J^ ^ (s-zr ^ -^"^  ^ ^ ' r(p-B+i) ^^^ 
and, thus, we get 
!(«)= i A,„G(co + m)H(co-n) (10.7) 
m,n=0 
where 
A.n = r ( a + l)r(P + l)r(Q-M)a,„ ( z - b p - ™ " 
G(co + m) = 
r ( a - y - c o - m + l) r ( P - a + y + co + m + l) 
H(co-n)= ^ 
r(y + CO - n +1) r(Q -y-co + n + l) 
Assume for the moment that we can integrate (10.7) term by term (we will 
prove this later) to get 
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CO 
£ l(co)dco- X m^n £ ^(co + m) H(co-n) d(o. (10.8) 
m,n=0 
From [1. vol. 2, p, 300, (21)], we get 
r G (co + m) H (co - n) dco 
r(p+Q+i) 
r(P + l)r(Q + l ) r ( a - m - n + l) r(P + Q - a + m + n + l) 
and, thus, (10.8) becomes 
r ,(„)d„= t r(a.i)r(P.Q.i)a.(z-br— 
•^ " "^iilo r ( a - m - n + l) r(P + Q - a + m + n + l) 
Using (10.6), we can write (10.9) 
•L" ^ ^ ™f.o 2xi ^ (s-z)"-"-"' 
We can interchange summation and integration 
J - ^ ' 27ii i ( s -z)" ' „^ =o - ^ '' 
since we have an integrable factor times a uniformly convergent power series. 
Using (10.5), we get 
r l((D)dco = ^^fc±il^"^ ( s - b P F ( s , s ) d s 
J-" ^ ^ 27ri * (s-zf ' ' 
and using (10.3) and (10.4), we can rewrite this as 
r i(co)dco ^(^+^) t^ ffc^)qfer'e,fe;z)d^ 
•^ " ~ 2;ri ^ e f ez r ' e^ f ez ) 
_ r (a + l)_Kz.) f fc^d^ , , 
2 7ri ^ ( ^ - z ^ ' ^^ '^^ '^^• 
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Thus, the theorem is proved as soon as we verify the term by term 
integration in (10.8). 
We know that (10.8) is correct provided 
Z I A™ I £ |G(co + m) H(co-n)| dco (10.10) 
m,n=0 
converges [10, p. 45]. It is well known that r ( a -co - l )~ ' r(co-b)~' is an 
entire function of w and that [2, Vol. 1, p. 33, (11)] 
r (a-co + l)r(co + b) 
r(cD-a)sin7r(co-a) _a_h . / \ A(CO) 
= —!^  f r-!^  = CO s m 71 (co - a j ——^  
r(co + b)7i 71 
^ where A(CO) -> 1 as to -> + OO ; and 
r ( l -co-b)s in7t(b + co) / va-b • / , \ B(CO) 
= —^  7— r^^ ^ = l-w) sm7r(co + b) —^^ 
r (a-co + l)TC • ' ^ ^ 71 
where B(£O) -> 1 as CO -> - OO . 
Thus, 
G(co + m)=A,((o)co^'-' (10.] i) 
and 
H(co-n)=B, (co)co-^~' (10 12) 
where A, (co) and B, (co) are bounded as co -> ± oo. Let 
Since by hypothesis, - 1 < P + Q, we know that 1 < r. From (10.11) and (10.12), 
we have 
93 
Thus, we may apply Holder's inequality [10, p. 382] and obtain 
£ |G(co + m)H(co-n)| dco 
< J £ |G(co + m|(M dco i ' J £ |H(a)-nJ(Q^) dco i ' , (10.14) 
since i t ± l i + iQ±li = i by (10.13). But the R.H.S. of (10.14) is independent 
r r 
of m and n (since we can replace co by co - m in G and by co + n in H), and we 
denote it by the4 constant M. Thus, combining (10.10) and (10.14), we get 
00 CO 
i ; | A . n | £ |GH|dcD<M 2 ; | A , J 
m,n=0 m,n=0 
and this last series converges. Thus (10.8) is verified and the theorem is proved. 
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CHAPTER - V 
'INTEGRALS AND 
q-DERIVATIVES 
CHAPTER - V 
CERTAIN FRACTIONAL q-INTEGRALS AND 
q-DERIVATIVES 
1. INTRODUCTION: 
In this chapter W. A. Al-Salaam [10] and R. P. Agarwal [2] have 
defined certain fractional q-integral operators. The operator studied and defined 
byAl-Salam[10]is 
1-1 v 1 
K;« f(x)=i-^ f (y-xL, y--" f(yq'-°) d(y;q) 
where a 9^ 0, -1,-2, (1.1) 
using the series definition of the basic integral (1.1) is written as 
/ \ / \^ ^ / \\r l((T)+a)+-k(k-l) 
Krf(x)=(i-qr2:(-)q ' k=0 
-a f(q-«-^) (1.2) 
valid for all a. 
A special case of (1.1) in the operator 
-!-a(a-l) 
K r f W = ~ ^ f (t-xL,f(tq'-")d(t;q)(a^0,-l,-2„ 
K;f(x)=f(x) 
Al-Salam [10] proves that 
K«K;f(x) = K-^f (x) 
(1.3) 
(1.4) 
Kj.«p.n+a,p f(x)=K;'"^P f(x) (1.5) 
The operator studied and defined by Agarwal [2] in 
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(1.7) is valid for all a. 
;f(x)=f(x) 
f 
Agarwal p.] proved the following results 
(i) i;rf(x)=irPf(x) ^ 
(ii) ijM;^^'^ f(x)=i;''^^ f(x) 
(iii) 
(iv) 
_ Jl+^-.ti jTlA f(x) y 
= i;.^  i;- .^^  f(x) 
=IT"' n-' f (x) 7 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
The object of this chapter is to study further certain operators similar to 
(1.2) and (1.6) and to extend them to more general operators. 
2. NOTATION AND DEFINITIONS: 
For Iql < l,let 
(q°l=(l-q'-)(l-q"') (l-q""-'),(q«i=l 
96 
a 
K 
(l-q°)(l-q-) (l-q"-"') 
= 1 
We then define the following basic hypergeometric functions 
A '(ar);x (bj ; . n=0 
(a,). (a,)„x-
(qUb,). (b.). 
00 ^ r 
^'«=n (.-<.")-'=? ^ 
(x-yX=x'n 
'-(-J 
q" 
qv.n 
rq'"' = | 5 ^ ( a ^ 0 , - l , - 2 ) 
The basic integrals are defined through the relations' 
f f( t)d(t ;q)=x(l-q) | ;q-^f(xq- ' ' ) 
f f(t)d(t;q)=x(l-q)f;q^f(xq'^) 
K=l 
f f(t)d(t;q) = ( l -q) | ;q^f(q^) 
3. For a complex parameter r\, Kober [62] defined the operators: 
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h;,.(z)=K„„f = ^ f (.-zrr-f(t)d. 
z" 
We now introduce the q-analogue of these operators, 
h::>=K-»f = C ^ f (t-xL.t--" f(tq'-°)d(t;q)(3.2) 
T|+a y-Ti-a , , 
h;;°„ = K ; ; ° , f = - ^ f (n - t q^ , t - - f(t) d (t; q) (3.4) 
of these four operators, the operator ^'"r in the operator I^'" f(x) of Agarwal 
[2] and the operator K]'"f in Al-Salam's operator KJ'" f(x). The remaining 
two are connected to the first two. 
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SOME ELEMENTARY RELATION BETWEEN THE 
OPERATORS:-> 11'", AND Kl'l 
±,<i 
We have 
- • q +,q 
1(^11,0 c _ T-r |-a,a JI-
+ ,q -,q 
I^{x^f(x)}=x^- 1:1- f(x) 
i;{x^^«i:^;«f(x)}=x""""P jn.a-P f(x) 
jn ,a j,+^a,p f ( x ) = I ] . « + P f ( x ) 
K .^a K^-'P f (x)= K^ ;«^ P f (x) 
»H ' M > H 
->q .q 
j n . a Tv--Ti-a-p,p r-_ Tti,a+P i^  
^+,q +,q ^ ^+,q ^ 
iv-Ti,a T - i i - a - p , p f_ r^ti.a+P f 
+ ,q +,q +,q 
I^:;'P{x^^f(x)}=xM:;5{x«^^f(x)} 
K];;-"^  {x*^  f (x)}=x" q"P K:!:^ {xf ^  f (x)} 
I];;'*' {x*^  f (x)}= ( x r q'^ '' I];; {x'^ '' f (x)) 
K:;'P{x^^f(x)}=:x-"K::S{x-^f(x)} 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
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KX^'^ {x"' f (x)}= X-" q-"P K];; {x""*'' f (x)} 
I^ ;«-P {x^ ^ f (x)}= x" q-«P I:J:P {X-«^^ f (X)} 
K];;'p {x^ ^ f (x)}= x« K :^p {x-«*^  f (x)} 
(3.14) 
The proof of (3.5), (3.6), (3.7), (3.13) and (3.14) are trivial the proofs of 
(3.8) and (3.9) are similar to those of (3.11) and (3.10) which are infact (1.5) 
and (1.10 (ii)) respectively. (3.12) can easily proved making use of (3.5), (3.8), 
(3.9), (3.10) and (3.11). 
By putting A, = - a for the upper sign and X = a for lower sign in (3.11) 
and by putting ^ = a for upper sign and X ~ -a for lower sign in (3.12) one can 
obtain some more interesting properties as special cases of (3.11) and (3.12) 
4. SOME THEOREM ON I^ ;J AND KJ «: 
Definition 1: A function g(x) will be said to have a q-fractional integral 
of under a if it can be written in either of the following four forms. 
(i) g(x) = i:;« f(x) 
(ii) g(x) = I!!;" f(x) 
(iii) g(x) = K^;; f(x) 
(iv) g(x) = K]-J f(x) 
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Theorem 4.1: 
If g(x) has a q-fractional integral of order a then the same is true for any 
order p such that a - p 9^  0, - 1 , -2, 
Proof; Let g(x) = I^'" qf(x) 
Putting (l)(x) = i:;:;'«-P f(x) 
We have 
= 1^ 1:; f(x) by (3.10) 
= g(x) 
similar proof applies to the other operators 1]'^ , K '^^  and K '^^  by using 
(3.8), (3.9) and (3.11) of course similar results held for the simpler operator 
IJ and KJ' also 
Theorem 4.2: 
If ^ I q' f ( q j | and £ | g(q'"") are convert | q |< 1 and R (|i) > 0 
r=-oo r=-oo 
then 
f f (x)K-Jg(x)d(x;q)=f g (xq -« fe f(x)d(x;q) 
and for R(|x + a)<0 (4.1) 
101 
f f(x) !!!;« g(x)d(x;qj= [ g(xq-«)K!^;; f (x) d(x;q) (4.2) 
Relation (4.1) has been proved by Agarwal [2] and (4.2) follows from (4.1) 
using (3.5) 
Theorem 4.3: 
If Z \^\^)\ ^ ^ Z \^\^j\ ^^^ convert then for | q | < l and 
r=-oo r=-<» 
R ( ^ ) > - 1, we have 
x v^y ^ v^y 
(4.3) 
and for | q | < 1 and R (fi + a) < 1, we have 
f l(t,filK^;«f(x)d(x;q)=:f -•ff-lK':;^ H^) d{x;q) 
vx; 
(4.4) 
Proof of (4.3): 
L . H . S . = f i ^ 2 q"q""<^ (q"")i; q' (l-q>^^Lq^^f(q-^) 
1 q n=-oo k=0 
=^i;f(q-)!:o'( i -q'"l ,q'"*(q'") 
1 q t=-a) k=:0 
X vxy 
This completes the proof of (4,5) and (4.4) follows from (4.3) by using (3.5) 
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Corollary 1: 
If X K w / ^^^ S Ki*^ / converges and | q | < 1 then we have 
r=-oo r=-oo 
r x - - ' ,l>fili; f(x)d(x;q)= f x - - ' f fi-1 i; Hx) d(x;q) 
JO 1 xJ * yxj 
(4.5) 
r X"-' (^f l lD«f(x)d(x;q)=f x«->ffi-lDJ(^(x)d(x;q) 
* {_xj •" ^ x ; 
(4.6) 
Theorem 4.4: 
If Y, flq' '") and J] \^W)\ are convert then for |q |< 1 and 
R ((I + a) < 0, we have 
f i ^ ( l ) l - f ( x ) d ( x ; q ) = f i f ( x q - ) l - ^ ( i q " ) d ( x ; q ) 
(4.7) 
and for R ()a.) > 0, | q | < 1, we have 
rn f i^(ljK-f(x)d(x;q)=f lf(xq-«)K-^ d(x;q) 
(4.8) 
Proof of (4.7) : The L.H.S. equals 
^ ^ ^ ^ ^ t ^(q-) i; q" (q" -L q'^ ^ f(q'^ "-"") 
rq^  n=-<» k=l 
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putting n = t + k - 1, this equals 
" " " t " ' ' Z f (q-°) t q" (q" - i L q"" *(q-'*') 
Fq* ' t=-co k=i 
= J^£fea)f(xq-)-
j i + a f -1 -H-a 
rq 
a ^ 
(a) f r 0 t — 
V x;„ 
t^(|,(tq«q'-«)d(t;q) 
r -if(xq-«)F-;(t) - q « d(x;q) q 
vx ; 
This completes the proof of (4.7) and (4.8) follows from (4.7) by using (3.5) 
Corollary 2: 
If I ; I (t)(q')| and I ; I f (q'"") converges then for R« (a) < 0 we 
have 
X \fL J X \^ J 
(4.9) 
5. THE Iq And Kq OPERATORS : 
In this section by M. U. Padhay [111] has been defined the following 
operators 
lJ(a);(b);z,M;f(x)] = ^ Tt^ AcjjB 
(1-q) * 
'W;zt 
( b ) ; \ 
f(t)d(t;q) 
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X q'^^"'U(t)B 
k=0 
•(a); zq^ 
.(b); 
f(xq') (5.1) 
and 
x^^q-^ kJ(a);(b);z,M;f(x)] = ^ f t - ' - A ^ B 
(1-q) 
= Zq'^A(t ,B 
k=0 
(a);zt 
.(b); X. 
f(t)d(t;q) 
(a); z q -
L (b); 
f(xq-^-0 (5.2) 
The following g formal properties of the operators Iq and Kq are easily obtained 
xPlJ(a);(b);z,^;f(x)]=lJ(a);(b);z,^-p:xPf(x)] (5.3) 
xPKj(a);(b);z,^;f(x)] = Kj(a);(b);z,^ + P:xPf(x)] (5.4) 
If L f(x)=g(x) then L [f{lx)] = g{Xx) (5.5) 
If K^ f(x)=g(x) then K. [f (^x)] = g (^x) (5.6) 
The last two equations express a homogeneity of the operators. They 
show that given a function f (x, y) it makes no difference whether the operators 
are applied with respect to x, y or w = xy. 
Theorem 5.1: 
If X r iq'"' / ^"^ Z S w') ^^ ^ convert then for I q I < 1, | z | < I 
and R {\i) > 0, we have 
f ^gnKq[ (a ) ; (b ) ; z , ^ ; f (x ) ]d (x ;q ) 
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JO Y 
K, 
q; 
(a);(b);z,M.;q d(x;q) (5.7) 
Proof: The L.H.S. of equation (5.7) 
( l - c O Z g l q - ^ Z q ' ^ A(t,B 
m=-a) k=0 
"(a); 
(b); 
zq k+I f(q"-") 
= (l-q)f; f (q- ' ) | : q'" A*B 
t=-00 k=0 L(b); ^ :(q-') 
= f 1 r^A X X V4y K. (a);(b);z,|i;g 
fq^ d(x;q) 
This theorem complete of the proof. 
6. FRACTIONAL INTEGRATION BY PARTS 
Theorem 6.1: 
If Z |q ' f (q ' ) | and Z |g(q'"")| are convert I q I < l,R(m)>0 and 
R(TI) > - 1 then 
f f(x)K:j,',",g(x)d(x;q)=f g(xq-") l -«f(x)d(x;q) (6.1) 
Proof: 
f f(x)K:-«g(x)d(x;q) 
J- q n=-oo k=0 
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rq^ ' t=-«) k=o 
= f g(xq-«)c«f(x)d(x;q) 
from m = 1, (6.1) gives a result due to R. P,. Agarwal [2]. 
7. TWO FUNCTIONAL TRANSFORMATION : 
Applying the formula (6.1) for fractional integration by parts, we have 
T f ( x ) = f K:«[(xyye,(-xy)]f(y)d(y;q) 
= f i r J f W ] e,(-xyq-)(xyq-f d(y;q) (7.1) 
In the notation of Hahn ([42] for the q-Laplace transform, namely if 
k s F ( x ) = f ( s ) = f F(x)e^(-sx)d(x;q) 
then 
L-;, f(s) = F(x)^{^f(s)e,(sx)ds 
where C is a simple closed contour encircling the origin, we have 
T f (x) = (xq-« f L,, X q - [y^  r , - f (y)] (7.2) 
The functional transformation 
Tf (x)= f K : « [(xyf e, (-xy)]f(y)d(y;q) (7.3) 
can easily be shown to have a close relationship with Lq, s and the K|3,'^  
operators. 
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Theorem 7.1: 
If 1^ I qr{i+p) f |qr j | jg convergent, I q I < 1, R(m) > 0 and R (T] - p) > 0, 
r=-oo 
then 
Tf(x) = K:- [xP^,(y^f(y))] (7.4) 
Proof: We have 
Kr. kkx(y^f(y))] 
n=-oo 
_mq-^(xq'-"f(l-q)^ ^ n"('^ P)f(a"l 
1 4 n=-oo 
K=l 
= f y^f(y)K- [x^,(-xy)]d(y;q) 
= Tf(x) 
still another interesting functional transformation similar to (7.3) can be 
defined through the q-integral equation 
S f ( x ) = p - [ ( x y / e , ( - x y ) ] f ( y q - ) d ( y ; q ) (7.5) 
Again by (6.1) we obtain 
Sf (x )=x ' f y^,(-xy)K:»[f(y)]d(y;q) 
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As in case of (7.3) we can on similar lines, prove that following theorem 
Theorem 7.2: 
If Y |f(q'"")|is convergent, |q |< 1, R(m) > 0, R(P) > - 1 and 
r=-a3 
R(r| + |5)>-1 
Sf(x)=C°[x»L, ,(y ' f (yq-«))] (7.7) 
from (7.6) we also get 
xPSf(x)]yPK:«f(y) (7.8) 
which gives a new representation for the KJ],'^  operator. Similarly, (7.7) gives 
(7.9) gives in version for the fractional transformation (7.5) 
L-:Jx»C,°,-'Sf(x)] = y»f(yq-<') (7.9) 
LV.X 
8 . In this section four more theorems involving IJ|,'" and K^;"" will be 
given 
Theorem 8.1: 
f^ Z |<|)(q"'j|and J^ |f(q'j|converge, lq|< 1, R(m)> 0, R(TI) > - l 
r=-Qo r=_oo 
we have 
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f i ( ^ ( ^ ] l - f ( x ) d ( x ; q ) = f ^ f ( ^ ) i r . ^ W d ( x ; q ) 
(8.1) 
Proof: 
* X I x ; 
rq^"^ n=-«> k=o 
= E(lzqI f; ^(qOl qHi+n)(i-q'"™L f(q-"') 
Fq^ s=-a) k=o 
= 2 ^ I; f(q-)i qMi+i)(i-q"™L *(q"') 
F q ^ t=-oo k=o 
(I) 
= r - f - C", *(x)d(x;q) 
* X \XJ 
Theorem 8.2: 
If £ |f(q'"") and Y U(q"')h^^ convergent, | q | < 1, R(m) > 0, 
R(r|) > 0, then we have 
f i ^ f l l K - f ( x ) d ( x ; q ) = f l f (xq-«) K - ^ f V l d(x;q) 
vx 
(8.2) 
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Proof: 
ri4-lKr,fWd('<;q) 
Fq^ n=-oo k=0 
= E&-q)l £ f(q-») X q'- (l-q'"™L *(q-") 
Tq^ ' t=-=o k=o 
1 fif 
= f -if(xq-«)K-« ct)iq« d(x;q) 
Theorem 8.3: 
If<|,(x,y) = C-« [l-xyq«]-a f(x) and 
M/(x)=i;j.'« h(x)then 
v|/(x) = 
1-q 
TT. 
v,a -v ; 
a,l 
J[y^-'(t)(x,y)d(y;q) (8.3) 
where 
h(x) = 71 
xq ,^5—; q 
X 
X , 
X 
f(x) 
provided (i) R(a) > R (v) > 0, | q | < 1, R (m) > C and (ii) the basic integrals for 
(j) (x, y) and \\f (x) converge absolutely 
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Proof: We have 
(t>(x,y)=ir. [i-xyq"L f(^ ) 
rq(") ro 
= ^ I q^^'-Ki-q"^^L -
Fq^ ' k=o 
xyq 
xq'' 
k+a 
f(xq') 
H'(x) = i :° h(x) (8.4) 
Fq^ ^ k=o 
= 4^ Iq""''(l-C™L " 
Fq^ ' k=o 
l-v-k 
xq'"^ 
x " ' , 
q 
X 
q'-' 
f(xq') 
X 
m(l-q) v,a-v 
l,a 
Xq'^ ('^ '^ )(l-q'™-) .^, 
k=0 
7t 
l-v-k 
xq^-^q ^qaq. q 
X Ik q 
l-k 
a-v „v 
>q .q 
f(xq^) 
_m(l -q) 
rq I ^ ^ 
v , a - v 
1, a 
X q''('"'^ )(l-q''^ '^")„. 
k=0 
f(xq^)X 71 
a+k+n . Aq , 
xq'"" ; 
(8.5) 
since 
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z- xq 
xq 
a+k+n 
k+n 
q"^=7r 
xq 
a+k+n 
xq ^ ^ lxa^^"-al ^ n=-oo i q , q L 
= 71 
1-v-k 
^qk+v^q ^ q a ^ q . 
X 
qk 4 „ a - v „ v 
X 
,q ,q 
(8.5) 
Provided R (a) > R (v) > 0. 
Interchanging the order of summation in (8.5) we get 
^(,)=i!l(lzq),^ 
rq (a) "^ 
v,a-v 
1, a 
Z q'^^ S q 
n=-oo k=0 
k(i+n) 
(1 „km+m 1 _ 1-q Ja-l ^ xq"^ ' " " ; 
xq 
.k+n 
f(xq^) 
using (8.4) in the above equation, we obtain 
v|;(x) = 7r. v , a - v 
l,a 
^fy-*(x,y)d(y;q) 
which proves the reset. 
9. In this section we shall study the effect of operating q-Mellin transform 
on the operators !„,, q and Km, q in the form of theorem. 
Theorem 9.1: 
If Z k ' f l q ; in convergent, |q |< 1, m is apositive integerR(r| - S)>-1, 
r=-oo 
and R(a)>l, then 
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M, I^q f(^)= m (l-q) (l-q'*'-') rqW 
X (j) 
q'-";q'^^-^ 
. m+a-] 
q;q l+r|-S+m . 
M, f(x) (9.1) 
where in the numerator and the denominator of bibasic series ^, the terms 
before the columns are on the base q and those after it are on the base q" and 
the q-analogue of Mellin transform of f (x) is defined as 
M j ( x ) = f x^-' f(x)d(x;q) 
Proof: 
M, ir , f(x) 
1 q r=-oo k=0 
=^^Eq'^f(q')l:q^"*^-^'(i-q'"'™L 
t=-00 
= ^  S q^"-^'(l-q'"™l, f X- f{x)d(x;q) 
Now 
k=0 
( q ' - l , km+m+a-I 
k=0 r=0 (q), 
I + +a-I V 
(q'-"l 
= 1 a ^ (q-o-'J x q'"*'*"' 
r-0 WA k-O 
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1 f (q'-l(l-q--^-^)(q—y 
(l-q'-^^-^) ^ (q)^  (i_.>-n-s-r 
1 f (q'-"l(q"^-^L(q"^^"-'y 
(q'-"l(q"^"l4q^^"-7 
( i -q"^") ^ (q),. (q^'^-'- ' lr. 
(l-q'^-^) (t) 
qi-a i+n-s 
^ ^ ' m+a-l 
(l-q'^'i-^)rq(") 
qi-a.qi.n-s. 
, m+a-l M. f (x) 
This completes the proof of the theorem. 
Theorem 9.2: 
in convergent, m is a positive integer R(TI + S) > 0 
and R (a) > 1 then rj, a 
M, I - f (x) . -"( '-q) 
(l-q"'*) rq'- ' 
X (() 
q;q'^'''^ 
. m+a-l f X-' f(xq-«)d(x;q) (9.2) 
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where in the numerator and the denominator of 'bibasic' series ^^, the terms 
before the columns are on the base q and those after it are on the base q"" and 
the q-analogue of Mellin transform of f (x) is defined as 
M., f(x)= f x^-' f(x)d(x;q) 
The result of this section are parallel to the results of Upadhyay [111]. 
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CHAPTER - VI 
FRACTIONAL DERIVATIVE 
CHAPTER-VI 
THE APPLICATION OF A FRACTIONAL 
DERIVATIVE 
1. INTRODUCTION: 
In this chapter we apply the concept of fractional derivatives to obtain 
generating liinctions. 
The literature contains many examples of the use of fractional 
derivatives in the theory of hypergeometric functions, in solving ordinary and 
partial differential equations and integral equations, as well as in other contexts 
some of which are indicated in the Refemces [see, for example Post (103), 
Erdelyi [18], Oldham and Spanier [90], Ross [108], Srivastava and Buschman 
[1C9]]. Although other methods of solution are usually available, the fractional 
derivative approach to these problems often suggests methods that are not so 
obvious in a classical formulation. 
2 FRACTIONAL DERIVATIVES AND HYPER-
GEOIMETRIC FUNCTIONS 
A brief historical survey 
The simplest approach to a definition of a fi-actional derivative 
commences with the formula 
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d" 
-{e-}=D«{e-}=a«e- , (1) 
where a is an arbitrary (real or complex) number. 
The idea of differentiation (and integration) to the non integer order has 
appeared surprisingly early in the history of the calculus. It is mentioned in a 
letter dated September 30, 1695, from G. W. Leibniz to G. A. I' Hospital, and 
is another letter dated May 28, 1697, from Leibniz to J. Wadis; several 
subsequent works, for example, by L. Euler in 1730, J. L. Lagrange in 1772, P. 
S. Laplace in 1812, S. F. Lacroix in 1819, J. B. J. Fourier in 1822, N. F. Abel in 
1823, J. Liouville in 1832 onward, B. Riemann in 1847 and H. Weyl in 1917, 
mention fractional derivatives in some context or the other [see Oldham and 
Spainer (1974), pp. 3 - 15 for a detailed description of these and numerous 
other occurrences of fractional derivatives in the literature]. 
For a function expressible as 
f ( z )=Z Cn exp (a„z), (2) 
n=0 
Liouville defines the fractional derivative of order a by 
Dz{f(z)}=i ;c„a^xp(a„z) . , (3) 
n=0 
Although (1) appears to be a fundamental result, it does not agree with the 
representation for fractional differentiation which we shall adopt for out study 
of special function. 
In 1731 Euler extended the derivative formula 
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^ ( ^ ^ ^ ^ ' r(A,-n + l) z^-" 
(n-0 , 1,2, ) (4) 
To the general form; 
' ^ ^ r(?.-fi + i) 
Where p. is an arbitrary complex number. 
Another approach to fractional calculus begins with Cauchy's iterated 
integral: 
D-"{fW}=r t r rf(Odt, dt, dt„, 
= r ^ f fW ( z - t r cltn = l,2,3, (6) 
(n- l j ! * 
Writing |i for - n, we get 
D^ {f(z)} = j ^ I f(t) (z -1)-- ' dt. Re {v) < 0 (7) 
where the path of integration is along a line from 0 to z in the complex t-plane 
and (as already indicated) Re()4,) < 0. 
Equation (7) defines the Rieman-Liouville fractional integral of order -
f^; it is usually denote by T^ f (z). 
In case m - 1 < Re(^) < m (m = 1, 2, 3,...), it is customary to write (7) 
the form: 
D;{f(z)} = -f^Dr{f(z)} 
dz 
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— \-r^—^ t f(z)(z-ir^'"^' dt (8) 
Jk Te representation (7) is consistent with (5) when f (z) = z , since 
D ; {f(z)} = ^ j j [ t M z - t r ' dt = j g ^ B ( X + l , -n) 
= Y:0^^'-%ReW>-l,ReW<O (9) 
Starting from the iterated integral 
.Dr{f(z)}=f r r rf(t,)dt,dt, dt„ 
- r ^ r f ( t ) ( t - z r ' dt,n = l,2,3, (n- l j * 
and replacing n by -\i, we are led to the definitions 
(10) 
,D^ {f(z)} = - ^ f f ( t ) ( t - z r - ' dt,ReW<0 (11) r(-n) ^ 
and 
dz 
F ( l ^ f f«('-'""""''"l dz^  
m - l<Re(^ )<m (m=l ,2 ,3 , ). (12) 
Equation (11) defines the Weyl fractional integral of order -^; It is 
usually denoted by K"^  f(z). 
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Extensive tables of both Riemann - Liouville and Weyl fractional 
integrals are given, among other places, in Erdelyi et al. (1954, Vol. 11, Chapter 
13). 
There is yet another approach based upon the generalization of Cauchy's 
integral formula: 
n! r _ f(t) 
D " f ^ ( ^ " = i ; ^ ^ = ( ^ * ' '^^ ' 
which is employed by Nekrassov (89). See, for details, Lavoie, Osier and 
Tremblay (676. 
The definition that we plan to adopt for our illustrations of the fractional 
derivative technique in this chapter will be based on the Riemann - Liouville 
fractional integral (7). 
Applications to Hypergeometric Functions 
We begin by proving a theorem on term-by-term fractional 
differentiation. This theorem embodies, in an explicit form, the definition of a 
fractional derivative of an analytic fiinction. 
Theorem 2.1: If a function f (z), analytic in the disc | z | < p, has the power 
series expansion 
fW=Ia„z", |z|<p, 
n=0 
then 
(14) 
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n=0 
T{X-^) n=0 
an (^)n „n 
r(?^-^i)„ 
(15) 
provided that Re(^) > 0, Re(^) < 0 and | z | < p. 
Proof: By (7) and (14) we have 
--T(^)^^-'^''''it-' dt 
Observer that 
(i) the series 
i a„ z" "^ 
n=0 
converges absolutely and, therefore, uniformly in the domain of z over the 
range of integration; and 
(ii) the integral 
^|e"(i-o-^->|d4 
is convergent provided that Re(^) > 0 and Re(^ i) < 0. 
Thus the order of integration and summation can be reversed, and we 
obtain 
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X-[i-\ 
n=0 
T{X-[i) n=0 (^-M)n 
valid for RQ{X) > 0, Re(^) < 0 and i z | < p. 
The restriction Re(^ ) < 0 can be waived if we appeal to (8). 
Consequently. Theorem 2.1. 
Theorem 2.2: Under the hypotheses surrounding equation (14), 
n=0 
provided that Re(A,) > 0 and | z | < p. 
We are now in a position to prove the following fractional derivative 
formulas which we shall need while deriving generating furictions in Section 3 
and 4. 
D^^{z^-'(l-azr(l-bz)-P(l-czr} 
= ^ ^ z ' " ' FW[;^,a,P,y;^;az,bz,cz], 
Re(A,)>0, |az|<l, |bz|<l, |cz|<l; (17) 
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Dj-^ y^-'(i-yr 2F, 
a,p; 
y; i - y 
Re(?i)>0, | x | + | y | < l . (18) 
Proof: Using the familiar expansion of expansion of hypergeometric 
representation of elementary function, we have 
D^^{z^-'(l-azr(l-bz)-P(l-czr} 
D -^M 
m,;t^ =o m!n!p! 
Z-- • Y^ V-/mvr/nv>yp ^m ^n ^p ^m+n+p 
r{X) ^,_i A (^)m.n.p (a)m (P)n (Y)P 
/m+n+p 
(az)" (bz)" (cz)P 
m! n! p! 
In particular, (17) with c = 0 yields 
D,^-^{z^-'(l-azr(l-bz)-P} 
= ^  z "^' F, [X, a, p, |i; az, bz], 
Re(x)>0, |az|<l, |bz|<l. (19) 
On the other hand, in its special case when a = 1 and b = c = 0, (17) 
reduces immediately to 
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D -^^  z^-' (1-z) 'r' ,F, 2-'l 
A,, a; 
M; 
ReW>0, | z | < l . 
Next, for Re(A.) > 0 and | x | + | y | < 1, we have 
(20) 
D x-n y ^ - ' ( i - y r 2F, 
a,P; X 
Y ; 1 - y . 
=Dr I (aLn (P i x"^  y 
m ,,^+n-l 
I m, n = 0 (Y). m! n! 
\h (YI n! ^ ^ ' ^ 
r{x) ._, ^ (aLn (P i (^ )n ^ Z l by (5) 
r(^t) 
y^"' F2[a,p,?i;Y,^;x,y], 
which proves the fractional derivative formula (18). 
In view of the fact that term-by-term fractional differentiation is used, 
applications of fractional derivative operators give rise to certain restrictions on 
the behaviour of the augmented parameters. Indeed some of the parametric 
constraints can be removed when these processes are used in conjunction with 
the principal of analytic continuation. 
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3 LINEAR GENERATING FUNCTIONS: 
Consider the elementary identities 
[(i-x)-tr=(i-t)- f X. ^ 
\-x 
(1) 
V ^ - l y 
and 
[i-(i-x)tr=(i-trMi- xt 
1-t 
(2) 
To obtain a generating function from (1), we first rewrite it as 
2 WrL(l_x)-^-"tn=(l-t)-^ ^- ^ ^ ' 
n=0 n' 
1-
1-t V ^ - ^ y 
t < 1-x . (3) 
Now multiply both sides of (3) by x° ' and apply the fractional 
a-p derivative operator D^ "^ . This yields 
p.-pjl^ ^ x - ' (l-x)-*^"t" 
=(i-tr or' X \ -
1-t V i - i y r (4) 
Interchanging the order of differentiation and summation, which is valid 
when Re(a) > 0 111 < 11- x |, we find from (4) that 
I ~K^ {x«-'(l-x)-^ -"}t" 
n=0 
=(i-t)-' Dr^  x«-' 1 - ^ 
1- t ; 
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which, in view of 2 (20), becomes 
r(a) ^H ^ 
r(p) h n! ' \ 
=^('^]xP-'(i-trsF, 
r(p) 
or, equivalently, 
n=o n! 
A, + n,a; 
X 
P ; 
A, + n,a; 
P; 
A,, a; 
' X 
P ; i - t 
X < mm (Mi-t li-
es) 
= (l-tr .F, A-, a » X 
P ; i - t (6) 
formula (6) corresponds to the special case y = 0. 
Next, assuming that | t | < | 1 - x I"', we write the identity (2) in the 
form: 
I; MLX"-' (i-xpt" 
n=0 n! 
r^ , .a- l 
= ( l - t ) X (1-x)-
f vt \ x^ 
-X 
1+-
(7) 
a - l 
where we have also multiplied both sides by x (1 - x) '^  as this will help us 
in making the result more general. 
If we apply the operator D""'^  and then reverse the order of 
differentiation and summation, which is valid when Re(a) > 0, 
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n=0 n ! 
(1-tr Dr^  x"-'(l-x)-ni + xt (8) 
Assuming further that xt 
1-t 
< 1, by 2 (19) and 2 (20), we obtain from (8) 
z M. 
n=0 n ! 
2^1 
p-n,a; 
P; 
= (l-t)-F. a,p,>.;p;x,- xt 
(9) 
Setting A, = p - p and using the relation [Erdelyi et al. (1953), vol. 1, p. 
238,Eq.(l)] 
F,[a,p,p';p + P';x,y]=(l~yr 2^ , ct> p, X — y 
P+p;i-y (10) 
we get a special case of (9) in the form; 
y (P-p)n 
n=o n! 2F, 
p-n ,a ; 
P;' 
= (l-t)«-P^p(l_t + xt)-%F, P,a; X 
P;l-t + xt (H) 
which, for p = 0, reduce to 
n=o n! 
-n , a ; 
P; 
t"=(l-t)«-P(l-t + xt)-« 
(12) 
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If we multiply (12) by f ' and then operate upon both sides by DJ ^ we 
obtain the following generalization of (12): 
^ (6)„ " n=0 
n,a; 
X 
n t 
= F, [Y,p-a ,a ;6 ;6( l -x) t ] , 
which is indeed an elegant way of presenting the special case p = q = 1 and 
b] = p of Srivastava's generating function. 
Some of the above generating functions, aided by appropriate fractional 
derivative operators, will be instrumental in deriving bilinear generating 
functions in the next section. 
4 BILINEAR GENERATING FUNCTION: 
To obtain bilinear generating functions, our starting point will be some 
of the linear generating functions of the preceding section. Before applying a 
suitable fractional derivative operator, we shall replace t in the results of 
(^-yhz—x.yt or yt 
Section 3 by ^ ^^ ^ " ^^  We discuss these cases separately. 
129 
Case 1. Generating functions formed by replacing t by (1 - y) t 
Upon replacing t in 3 (6) by (1 - y)t, multiplying both sides by y^~', and 
Y-8 
applying the fractional derivative operator D, , we have 
y i:%.F, 
n=0 n 
A, + n, a; 
X yH(l-y)" t" 
= Dl-'\f-'{l-{l-y)t)-\V, X,a; X 
P ; i - ( i - y ) t 
The restriction Re(Y) > 0 validates the interchange of differentiation and 
summation. Assuming further that | x | < 1, 
1-y 
l~x 
< 1 and 
1-t + 
yt 
i - t 
< i , 
we can apply the formulas 2(18) and 2 (20) to obtain the bilinear relation 
n=0 n! 
2F, 
^ + n,a; 
P; 
2F, 
= ( l - t ) - F, X,a,r,^,b; 
n,y; 
X yt 
1-t 1-t (1) 
which is substantially equivalent to Meixner's result [Meixner (1942), p. 345, 
Eq.(19b)]. 
In a similar manner, it follows from the generating function 5.2 (12) that 
[ef. Manocha and Sharma (1966b), p. 74, Eq. (9)]. 
n=0 
(A 
n! 
2F, 
- n , a ; 
P; F, [y,p,-n;5;wy,y]t" 
( l - t r ( l - t - f x t r F ( 4 y , p - a , a , p ; 5 ; i , ( ^ i z l ) y i , 
t~l 1-t + xt wy , (2) 
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where p is an arbitrary parameter. 
To deduce special cases of (1), we first put A, = P - p, and use Euler's 
transformation so that (1) yields 
n! n=0 
p - n , a ; 
P; 2F. 
n,y; 
( l -x ) - " ( l - t rP F (3-p,a,y;p,5; yt ( l - x ) ( t - l ) ' t - l . .(3) 
With the help of the relation [ef Bailey (19395), p. 80, Eq. (6)] 
F2[a,p,p';Y,a,x,y]=(l-y)"^' F, (3,a-P',p';y;x 
1-yJ 
(4) 
the special case p = 0 of (3) gives us the bilinear generating function: 
(p)„ 
2 n, 
n=o n! 
2F1 
- n , a ; 
P; 
2F, 
•n,y; 
5; 
= ( l - x r ' ' ( l - t + x t r F, y ,P-a ,a ;5 ; yt (x-l)yt 
t - 1 1-t + xt 
. (5) 
which indeed corresponds to the special case c = - k of Meixner's formula 
[Meixner (1942), p. 345, Eq. (19b)]. 
For 5 = j3, (5) further reduces to 
n=o n! 
-n, a, 
2F, 
n,y; 
= {i-tr-^(i.,^^,y^(^_,^^y 
2F, 
a,y; xyt 
. P ; ( l - t + xt ) ( l - t + yt) 
which is due to Meixner (1942, p. 348, Eq. (34)) 
(6) 
m 
To obtain a special case from the bilateral relation (2), we put w = 1. We 
thus arrive at an interesting generalization of (5) in the form: 
n=0 
(P)„ 
n 
2F, 
n,a; 
P ; 
2F, 
p-n,Y; 
= (l_t)-P(l-t + x t r Fi-(3) • _ yt (x-l)yt y,p-a,a,p;5;-—- ; / ,y t -1 1-t + xt (7) 
which, for p = 0, reduces at once to (5). 
Case 2. Generating Functions Formed by Replacing t By 
(i-y) 
We carry out this replacement in 3 (6), multiplying the resulting g 
equation by y^ ~', and operate upon both sides by Dj"^. We thus obtain 
n=0 n ! 
A, + n,a: 
P; 
(1-7)-'-" t" 
^ ^ ' ^' h n!(p)„ Tl-tJ v(l-t)y 
n-X-n 
2F, 
X- + n,a + n; (1-t) 
P + n; izI 
(1-t) J 
if we assume that Re)y) > 0, and also that x | < i , | y | < i , 
lO-x)(l-y) < 1. xy l - x - y - t <h 
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X 
+ 
y 
i - t 
< 1, 
we can reverse the order of differentiation and summation, This, together with 
2 (18) and 2 (20), leads us to 
(^)„ 
n=0 n! 
2F, 
X + n, a; 
X 2F, 
?i + n , y ; 
5; 
0-0" E 
n=0 
Mn M. {y\ 
n! (P)„ (5), 
' xy ^ 
v t - l y 
• F, x V A, + n, a + n, Y + n; 6 + n, 5 + n; , 
^ 1-t 1-t 
(8) 
which is equivalent to a bilinear relation due to Meixner (1942, p. 345, Eq. 
(19c)). 
Interestingly, form the elementary identity 
[(l-x)(l-y)-tr 
= (l-t)- ^ X U , y ^ 1 -
V 1 - t y 
1-- xyt 
i->^ 
1-U (1-t/ 
we have, for 
Kl-x)(l-y) < 1 and 
xyt 
( l - x - t ) ( l - y - t ) < 1 , 
that 
D r ' D r { | < ^ x « - ( l - x r - " y H ( , _ y ) - . - . J 
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^ii-ty-DT'Di'U-z 
f ^ \ 
n=0 n!(l-tf I 1-t 
-X-n 
y Y+n-1 
( ., A -x-n 
1-t V J - - i y 
This, subject to the condition Re(a) > 0, Re(y) > 0, 
X 
1-t 
< 1 and 
1-t 
< 1 , 
yields 
n! n=0 
?i + n , a ; 
P; 
X 
?i + n,y; 
5; 
y 
= (1-0" I 
n=0 n!(P)n(5)n 
xyt 
(i-tn 
^ + n, a + n , V ^ I 1 1 , X 
P + n ; 1-t 
A, + n,y + n; y 
5 + n; 1-t 
(9) 
which is precisely the aforementioned result of Meixner (1942, p. 345, Eq. 
(19c)). 
For p = 5 = A,, (9) reduces immediately to 
nro n! 
2F, 
/\. + n ,a : 
X 2^1 
?i + n,y; 
(i- tr-^i-x-tr (i-y-t)-
2Fi 
a + y; xyt 
^; ( l - x - t ) ( l - y - t ) _ (10) 
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Formula (10) is, in fact, another way of expressing Meixner's result (6), 
since each follows from the other by means of Euler's transformation. 
Making use of the generating functions 3 (9), 3,(12) and 3 (13), we 
similarly obtain the bilinear relations . 
E .^F, 
n=0 nl 
p - n , a ; 
P; 2F, 
A. + n,Y 
5; 
( l - t ) " F, M y xt y,a,a,X,p,?.;5,(3,p;—— ,x, —— , (11) 
Z (P)„ 
n=o n 
2F, 
n, a ; 
P; 
X 2^1 
?. + n,Y 
6; 
(1-tr^ (i-t+xt^F^?) y,p-a,a,?i-P;5; y y 
l - t ' l - t + xt y 
and 
I ; (P)n Wn ^ r. 
n=0 n!(5)n 
- n , a ; 
P; 
y + n,?L; 
y 
•• FG [Y, y, y, P,-a; M, 5,5; y, t, (l - x) t ] 
(12) 
(13) 
Case 3. Generating Functions Formed by Replacing t by yt or yt 
(i-y) 
Corresponding to these replacements, only 3 (12) provide new results. 
These are the bilinear relations 
y (DM p 
-" '"^xLpJ^'^^^^y t" 
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= Fj?^[Y,P-a,a,X;5;t,(l-x)t,y] (14) 
and 
^ . n!(6). '^' 2-^ 1 
- n , a ; 
X 
L P; J 2^^'! 
•(5 + n,Y + n ; 
5 + n: 
= Fi [y,(3-a,a;5;y + t,y + ( l - x ) t ] . (15) 
5. CONVERGENCE CONDITIONS 
In order that the formal proofs of the result obtained in the preceding 
sections be justified, we must establish their respective regions of convergence. 
A comprehensive idea for this type of investigation is given by Burchnall and 
Chaundy (1940, p. 263 et seq.). 
We take all the parameters in the hypergeometric functions to be real 
and positive, and the variables x, y, to be replaced by their absolute 
values I X I, I y I, ; but, for simplicity, we shall merely regard x, y, 
themselves to be positive, replacing them by | x | , | y |, in the final 
statement of the convergence conditions. 
We need then to know simple bounds for the hypergeometric functions 
with positive variables when their (positive) parameters diverge to infinity in 
some specified ways. We establish these bounds by first proving the following 
inequalities : 
2F, 
n,P; 
y ; 
^(l-x)"",y>p (1) 
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(l-x)2F, a + l,p; X 
y^  
^ 2F. 
a, (3; 
X 
y; 
, P<y<a + P; (2) 
2F, 
a +1, p; 
Y + 1; 
<I F a,P; 
y; 
, 6 = min {a, X]: (3) 
(l-x)2F, 
a + l,p; 
y + 1; 
X < I F 
0^ ' 
a,P; 
y; 
X ,(t) = min{a,p,8}; (4) 
( l-x-y)F2[a + l,p + l,P' + l;y + l,y' + l;x,y] 
< ^F2[a,P,p';y,Y';x,y],(t) = min{a,p,Y}, 
(t>9 
(t)' = min {a, P', y'}. (5) 
Proof of the inequalities (1) to (5) 
In each case we compare the ratios of corresponding coefficients on the 
two sides. More precisely, we denote by Rr (or Rj., s) the ratio of the coefficient 
of x*^  (or x"^  y^ ) on the lefty to the corresponding coefficient on the right and 
show that Rr <1 (or Rr,s < 1). It may be noted that the factors 1 - x and 1 - x - y 
are positive by virtue of the conditions necessary for the convergence of 2F1 
and F2, respectively. We thus obtain 
(i) R,=ffl^<l, if y>P; 
(y)r 
(ii) Rr _ a + r r(y + r - l ) _a(p-l)+r(p + a - y ) 
a a(p + r -1) r(P + r - l ) < 1 
since p < y < a + p ; 
,...x „ 0(a + r) (ill) R, = A f r - —? \ ^ 1, if since 9 < a, y; 
a(y + r j " 
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(iv) R , = ^ (a + r)(p + r) (y + r) - r 
_ (|)a|3 + ())(a + P - y) 
aPy+ apr < 1 , 
since y > (j) and 
ap-(|)(a + p-y) = (a-(|)) (p-({))+(t)(v-(j)) >0: 
(V) Ks = 
app' 
(a + r + s)(p + r)(p' + s) r(p^  + s) s(p + r)" 
(y + r) (y' + s) y' + s y + r 
_ # ' [ a p P ' + p'(a + p-v)r + p(a + p'-y')s + (a + p + P'-y-y')rs] 
app'(y + r) (y' + s) 
<1 
since (j) < y, (j)' < y', (() (a + p - y) < ap, (j)' (a + p' - y') < ap' [as in (iv) above], 
and 
)' (a + P + p' - y - y') < a (pcj)' + P'(|) - (j)(j)') 
<aPP'. 
for(P-(j))(p'-(l))>0. 
Repeating the inequalities (2) to (5) r times, we have the desired results: 
2F, 
2F, 
a + r,p; 
y; 
a + r,p; 
y + r; 
< ( l -x ) -^F , a, P 
y; 
X < 2F1 
a,P; 
y; 
, P<y<a + P; (6) 
e = min{a,y}; (7) 
2F, 
a + r, p + r; 
y + r; -<|(.-xr.P, a,p; , 8 = min{a,p,7}; 
(8) 
F2[a + r,p + r,P' + r;y + r,y' + r;x,y] 
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= Wn)t (^-""-yy Fja,p,p';y,y';x,y], 
(t) = min{a,p,Y}, f = min {a, P',y'} (9) 
Making use of these asymptotic forms, we get the following regions of 
validity for the results of the preceding sections: 
| t | < l - | x | and | x | < l in 3 (6); (10) 
| t | < — 1 - 7 in 3 (9), 3 (11), 3 (12) and 3 (13); (11) 
1+ X 
1-1 X I 
tl < — L i and |x |< l in4 ( l ) ; (12) 
1+ y 
111 < , , .\ , - in 4 (2), 4 (3), 4 (6) and 4 (7); 
( i - |x | ) ( i+ |y | ) 
(13) 
11 < 1 -1 X I - I y 1 -1 xy I and 1 X 1 + 1 y I + 1 xy I < 1 in 4 (8); 
(14) 
11 < (1 -1 X I) (1 - I y I), I X I < 1 and I y I < 1 in 4 (9) and 4 (10); 
(15) 
I i - | y | 
t | < ;—M and |y |< l in4( l l ) to4(14) ; (16) 
1 "T" A. I 
M <r-T—Tand|y(<lin4(I5). 071 
1+ X ^ ^ 
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