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In the past two decades, the geometric pathways involved in the transformations between inverse bicontinuous cubic
phases in amphiphilic systems have been extensively theoretically modeled. However, little experimental data exists
on the cubic-cubic transformation in pure lipid systems. We have used pressure-jump time-resolved X-ray diffraction
to investigate the transition between the gyroid QIIG and double-diamond QIID phases in mixtures of 1-monoolein in
30 wt % water. We find for this system that the cubic-cubic transition occurs without any detectable intermediate
structures. In addition, we have determined the kinetics of the transition, in both the forward and reverse directions,
as a function of pressure-jump amplitude, temperature, and water content. A recently developed model allows (at least
in principle) the calculation of the activation energy for lipid phase transitions from such data. The analysis is applicable
only if kinetic reproducibility is achieved, at least within one sample, and achievement of such kinetic reproducibility
is shown here, by carrying out prolonged pressure-cycling. The rate of transformation shows clear and consistent trends
with pressure-jump amplitude, temperature, and water content, all of which are shown to be in agreement with the
effect of the shift in the position of the cubic-cubic phase boundary following a change in the thermodynamic
parameters.
Introduction
When mixed with water, amphiphiles self-assemble to form
a wide variety of lyotropic liquid crystalline structures displaying
differing degrees of dimensionality. Commonly observed phases
include the fluid lamellar (one-dimensional (1-D)), hexagonal
(two-dimensional (2-D)) and bicontinuous cubic phases (three-
dimensional (3-D)). The fluid lamellar and bicontinuous cubic
phases are both based upon amphiphilic bilayers; in biology the
lipid bilayer is ubiquitous and forms the basic building block of
all cell membranes. The inverse bicontinuous cubic phases (Figure
1) consist of a single, continuous bilayer subdividing space into
two interpenetrating, but disconnected, water networks. The
bilayer midplane may be closely described as a surface of constant
zero mean curvature known as a triply periodic minimal surface
(TPMS). Three types of inverse bicontinuous cubic phases are
known in lipid systems. These are based on the Schwartz diamond
(D), the Schwartz primitive (P), and the Schoen gyroid (G)
minimal surfaces, and have crystallographic space groups Pn3m,
Im3m, and Ia3d, respectively. We denote these as QIID, QIIP, and
QIIG, respectively. These cubic phases have been extensively
characterized in lipid systems under equilibrium conditions and
have attracted considerable biotechnological interest for ap-
plications ranging from membrane protein crystallization1 to drug
delivery.2 However, an extremely limited amount of experimental
work has been carried out to date on the transitions by which
one cubic phase transforms into another.
The underlying TPMS for QIID, QIIP, and QIIG are inter-related
by a Bonnet transformation, which isometrically maps the
underlying minimal surfaces onto each other, so that angles,
distances, and areas at all points on the surfaces are preserved.
The Bonnet transformation is, however, physically unreasonable
as the actual mechanism of transformation, as it requires self-
intersection of the surfaces during the transformation. Hence a
considerable amount of theoretical work has been carried out to
try to define cubic-cubic transition pathways that occur without
membrane tearing or self-intersection. Such mechanisms have
been described either in terms of the TPMS at the bilayer mid-
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Figure 1. Representative images of the three inverse bicontinuous
cubic phases (from left, QIIG, QIID, and QIIP). Surfaces approximating
the underlying TPMSs are shown along with the skeletal graphs
representing the interpenetrating water channels. An enlarged insert
shows the lipid bilayer structure draped over the minimal surface.
For clarity, each side of the surface and each water channel has been
shaded differently. One crystallographic unit cell is shown for each
of the QIIG and QIIP phases, and eight are shown for the QIID phase.
                                                                                                                                                               
plane, the skeletal graphs representing the water networks, or the
medial surfaces, a concept that has recently been introduced.3
Sadoc and Charvolin4 describe the cubic-to-cubic transition
mechanism in terms of the skeletal graphs representing the water
channels (Figure 2). Here each 6-fold junction in the QIIP phase
may be pulled apart, creating two 4-fold junctions characteristic
of the QIID phase with a new water channel between them. The
reverse transition would therefore require the pushing together
of two 4-fold junctions to form a single 6-fold junction. Similarly,
each 4-fold junction in the QIID phase may be pulled apart,
resulting in two 3-fold QIIG junctions. This model had the
attractive feature that it avoided the need for self-intersection or
tearing of the interfaces. However, as the authors pointed out,
the energy barriers would probably be prohibitive for such
pathways. A similar mechanism, developed by Benedicto and
O’Brien,5 describes a continuous homotopic transformation, i.e.,
the surfaces are slowly and smoothly deformed into each other.
Deviations from minimality in the midplane surfaces, however,
also result in high energy intermediate structures.
Fogden and Hyde6 then demonstrated that a pathway between
two bicontinuous cubic phases can be traced using entirely
minimal surfaces. They considered continuous rhombohedral
and tetragonal distortions of the three cubic phases yielding a
class of TPMSs of genus 3 and possessing 3- or 4-fold symmetry
axes. This class provides all surfaces required for a direct,
topologically continuous transformation so that the surface
maintains a constant zero mean curvature throughout. Such a
route must necessarily increase Gaussian curvature heterogeneity
in the intermediate surfaces. The energetic cost of this increase
in heterogeneity is believed to be slight, however, and this model
seems to currently offer the best description of the transformation
between the inverse bicontinuous cubic phases.
The concept of a medial surface, which provides a complete
description of the surface in terms of a geometrically centered
skeleton, in this case representing one of the channels of the
TPMS, is used by Schroder et al.3 to provide a pathway of
rhombohedral TPMSs between the D and P surfaces. This
approach allows for an analysis of the extrinsic properties of the
surface such as chain stretching frustration as well as intrinsic
curvature properties.
A recent analysis by Squires et al.7 has provided a pictorial
representation of the transformation process building on these
earlier models. To aid visualization, the mechanism is divided
into three separate processes. The first involves rearrangements
within the unit cell, for example, the pulling apart or merging
of junctions described by Sadoc and Charvolin. The second
process involves a change in the size of the unit cell. For the
QIID-QIIG transition, this consists of a tetragonal distortion,
resulting in a change in the ratio of the unit cell dimensions. A
rhombohedral distortion, changing the angles within the unit
cell, occurs during the QIIP-QIID transition. Finally, in order to
conserve global constraints such as the bilayer area and volume
fraction, a further rescaling of the unit cell is required. Although
it is conceptually useful to consider the three processes separately,
they almost certainly occur simultaneously throughout the
transformation.
An experimental study of the QIIG-QIID transition has been
carried out in the lipid system 2:1 lauric acid/dilauroyl phos-
phatidylcholine (2LA/DLPC) hydrated to 50 wt % H2O using
the X-ray pressure-jump technique.8 A transient inverse hex-
agonal, HII, signal was observed during the transition, but this
is unlikely to represent a true structural intermediate (both cubic
phases have bilayer structures, while the inverse hexagonal phase
consists of cylindrical monolayers). Instead it may have been
functioning as a temporary “water donor”, allowing the mean
curvature of the bilayer to be conserved throughout the transition,
a process that requires the QIID phase to form at slightly higher
water content than that of the original QIIG phase, as a result of
the different density at which the two minimal surfaces pack
space, at the same (Gaussian) curvature.
Structural aspects of the QIIG-QIID transition have been
investigated in a separate experimental study by means of rapid
addition of water to the QIIG phase of monoolein (MO).9 The
transition occurs over a relatively long time scale, on the order
of 170 min, with both cubic phases differing strongly in their
lipid/water composition for the majority of the transformation.
Under these conditions, the transition appears to be facilitated
by an unidentified intermediate phase.
A model allowing calculation of the activation energy for
lipid phase transitions has been developed by one of us (A.M.S.)
and will be presented in detail in a forthcoming paper. The model
requires the rate of transition to be known accurately as a function
of pressure-jump amplitude and temperature for both the forward
and reverse directions. Data obtained from the 2LA/DLPC system
demonstrated an increase in rate with increasing pressure-jump
amplitude and temperature.8 However, the data were obtained
only in the QIIG-QIID direction, and the overall number of
pressure-jumps analyzed was too small to fully test the model.
Moreover, the kinetic behavior was found not to be reproducible
for pressure-jumps of the same amplitude, rendering a quantitative
analysis impossible. The present work, utilizing recent advances
made by us in achieving reproducible kinetic behavior during
fast lyotropic phase transitions, provides a comprehensive
quantitative analysis of the transition between the QIIG and QIID
cubic phases as a function of pressure-jump amplitude and
temperature, with the aim of extracting an activation energy for
the process.
The lipid system we chose for this study was the monoglyceride
1-MO. It exhibits G and D cubic phases at convenient temperatures
and hydrations, and its temperature-composition phase diagram
is well documented.10
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Figure 2. Stretching transformation between the D and G junctions
(top) and the P and D junctions (bottom). From ref 4.
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Experimental Section
Sample Preparation. Synthetic 1-MO (1-monooleoyl-rac-
glycerol) was obtained from Sigma-Aldrich (U.K.) with a purity of
99% and used without further purification. Samples were made up
to 30 wt % water by adding a known volume of HPLC-grade water
to the preweighed dry lipid, and homogenized by mechanical stirring
using a spatula. A water content of 30 wt % is below excess water
conditions for all pressures and temperatures studied. Previous studies
on the fluid lamellar-to-QIID transition demonstrated that reproduc-
ibility of kinetic behavior may be achieved following prolonged
pressure- or temperature-cycling of the system across the pertinent
phase boundary, with up to 30 temperature-cycles required.11 Here,
kinetic reproducibility was achieved following 14 pressure cycles,
and all samples were subjected to at least 14 pressure cycles across
the QIIG-QIID phase boundary. Samples were contained within 1 mm
thick Teflon spacers with mylar widows attached using double-
sided sticky tape.
Synchrotron Small-Angle X-ray Scattering (SAXS). Pressure-
jump experiments were carried out at the ID02 beamline of the
European Synchrotron Radiation Facility, Grenoble (France). The
experiments used a beam of wavelength ì ) 0.7514 Å with
dimensions 200 ím  400 ím and a typical flux of 3  1013 photons/
s. 2-D diffraction images were recorded on an image-intensified
CCD detector consisting of an X-ray Image Intensifier lens (Thomson
TTE) coupled to a FreLoN (Fast-Readout, Low-Noise) CCD device
developed at the ESRF. The CCD has an active area of 220 mm and
a frame rate of just under 10 frames per second (1024  1024
pixels). The sample-to-detector distance was 2.5 m.
Pressure-Jump Apparatus. All time-resolved experiments were
effected by pressure-jumps using an apparatus designed and built
at the University of Dortmund. The system is specifically designed
for time-resolved X-ray scattering at synchrotron facilities, permitting
bidirectional pressure-jumps of variable pressure amplitude in a
time of less than 7 ms. The cell, made from a stainless steel Ni-
Cr-Co alloy of high tensile strength (NIMONIC 90), contains a
high pressure connection to the pressurizing system. Elevated
hydrostatic pressures of between 0.1 and 4 kbar (with an accuracy
of ( 10 bar) are achieved by means of a manual pump acting on
a reservoir of water. Temperature control (with an accuracy of (
0.2 °C) is via a system of circulating water from a thermostat through
the temperature control jacket of the cell. Pressure-jumps of up to
3 kbar were achieved in 5-7 ms using pneumatic high-pressure
valves (Nova-Swiss) situated between the reservoir and the sample
chamber. The beamline shutter triggers the electronics controlling
the valves so that the pressure jump and data acquisition occur
simultaneously. A more complete description of the apparatus is
provided elsewhere.12
Pressure-Jump Experiments. Pressure-jump experiments were
carried out on four different samples, each held at a specific
temperature. Throughout this paper we describe each pressure-jump
in terms of the absolute jump amplitude (¢Pabs), which is the pressure
difference between the initial and final pressures (pstart and pend,
respectively), where ¢Pabs ) pend - pstart. For consistency, transitions
from the QIID to the QIIG phase began at a constant initial pressure of
470 ( 10 bar, and those from the QIIG to the QIID phase began at 1000
( 10 bar. Pressure-jumps from the QIID to the QIIG phase are listed
in Table 1, and those from the QIIG to the QIID phase are listed in Table
2, along with the measured rates at which each transition occurs.
Jumps are numbered in chronological order, where Jump 1 is the
first jump following the 14 pressure cycles required to achieve
reproducible kinetics. However, for clarity, pressure-jumps are listed
in order of increasing rate.
Image Analysis. Image analysis was carried out using AXcess,
an IDL-based software package developed by Dr. Andrew Heron
at Imperial College London, which allows for batch-processing and
analysis of the large data sets produced by time-resolved X-ray
experiments. Following a pressure-jump, a series of diffraction images
are generated. The program sequentially integrates each 2-D
diffraction image to produce a stacked plot of 1-D images (intensity
versus scattering vector, s) with time. Representative diffraction
patterns for the QIID and QIIG phases are shown in Figure 3, and typical
stacked plots for both the forward and reverse transitions are shown
in Figure 4. The ability to automatically track changes in lattice
parameter and intensity throughout the transition offers a very
considerable reduction in analysis time. This facilitates any necessary
modifications of experiments carried out using synchrotron radiation
and maximizes the effective use of such facilities. More details on
the use of the AXcess program for SAXS analysis are provided in
ref 13.
Results and Discussion
Structural Behavior. The p-T phase diagram for MO/30 wt
% H2O has not been explicitly determined, but is presented here
(Figure 5) on the basis of atmospheric pressure measurements
on MO/30 wt % H2O10 and assuming the QIID-QIIG phase
boundary to have an approximate slope of 25 °C/kbar, which is
typical for such systems.14
A typical transformation from the QIID to the QIIG phase is
shown in Figure 4 (left), and that from the QIIG to the QIID phase
(11) Conn, C. E.; Ces, O.; Mulet, X.; Finet, S.; Winter, R.; Seddon, J. M.;
Templer, R. H. Phys. ReV. Lett. 2006, 96, 108102.
(12) Woenckhaus, J.; Kohling, R.; Winter, R.; Thiyagarajan, P.; Finet, S. ReV.
Sci. Instrum. 2000, 71, 3895.
(13) Seddon, J. M.; Squires, A. M.; Conn, C. E.; Ces, O.; Heron, A. J.; Mulet,
X.; Shearman, G. C.; Templer, R. H. Philos. Trans. R. Soc. London, Ser. A 2006,
364, 2635.
(14) Winter, R. Biochim. Biophys. Acta 2002, 1595, 160.
Table 1. Rates of Transition (k) for Disappearance of the QIID
Phase and Appearance of the QIIG Phase during the QIID-
QIIG Transition as a Function of Absolute Pressure-Jump
Amplitude (¢Pabs) and Temperature (T) for Each Sample
sample
no.
jump
no.
T/
°C
pstart/
bar
pend/
bar
¢Pabs/
bar
k (s-1)
QIID error
k (s-1)
QIIG error
I 1 60.5 470 1250 780 0.135 0.0049 0.140 0.0051
I 2 60.5 470 1310 840 0.184 0.0057 0.184 0.0054
I 3 60.5 470 1500 1030 0.323 0.0042 0.330 0.0054
I 4 60.5 470 1620 1150 0.418 0.0052 0.409 0.0084
II 4 60.5 470 970 500 0.588 0.0138 0.553 0.0183
II 3 60.5 470 1090 620 0.901 0.0405 0.919 0.0253
II 2 60.5 470 1210 740 1.372 0.0376 1.282 0.0493
II 1 60.5 470 1260 790 1.441 0.1237 1.636 0.0187
III 4 60.5 470 950 480 0.121 0.0059 0.123 0.0056
III 3 60.5 470 1080 610 0.365 0.0107 0.367 0.0093
III 2 60.5 470 1210 740 0.798 0.0127 0.753 0.0142
III 1 60.5 470 1270 800 1.003 0.0201 0.943 0.0178
IV 1 71.4 470 1180 710 0.032 0.0017 0.038 0.0018
IV 2 71.4 470 1430 960 0.219 0.0077 0.222 0.0069
IV 3 71.4 470 1560 1090 0.301 0.0073 0.282 0.0087
Table 2. Rates of Transition (k) for Disappearance of the QIIG
Phase and Appearance of the QIID Phase during the QIIG-
QIID Transition as a Function of Absolute Pressure-Jump
Amplitude (¢Pabs) and Temperature (T) for Each Sample
sample
no.
jump
no.
T/
°C
pstart/
bar
pend/
bar
¢Pabs/
bar
k (s-1)
QIIG error
k (s-1)
QIID error
I 1 60.5 1000 480 -520 0.080 0.0100 0.080 0.0000
I 2 60.5 1000 400 -600 0.360 0.0400
I 3 60.5 1000 370 -630 0.800 0.0600
I 4 60.5 1000 330 -680 1.400 0.1200
I 5 60.5 1000 190 -810 2.480 0.2400
II 2 60.5 1000 410 -590 0.004 0.0002 0.005 0.0001
II 3 60.5 1000 380 -620 0.006 0.0002 0.005 0.000
II 1 60.5 1000 310 -690 0.022 0.0008 0.022 0.0009
III 2 60.5 1000 390 -610 0.011 0.0008 0.011 0.0011
III 3 60.5 1000 370 -630 0.022 0.0005 0.025 0.0005
III 4 60.5 1000 350 -650 0.037 0.0008 0.035 0.0007
III 1 60.5 1000 260 -740 0.215 0.0079 0.220 0.0068
IV 4 71.4 1000 660 -340 0.137 0.0000 0.129
IV 3 71.4 1000 450 -550 1.109 0.0856
IV 2 71.4 1000 320 -680 1.632 0.1583
IV 1 71.4 1000 250 -750 1.900 0.1789
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is shown in Figure 4 (right). Several features associated with the
transition are observed for all pressure-jumps:
(1) No Bragg peaks indicative of intermediate phases were
observed during the course of the transition. This is in contrast
with the QIIG-to-QIID transition in 2LA/DLPC at a fixed hydration
of 50 wt % H2O, where an HII intermediate was observed along
with a short-lived peak of intermediate origin.8 It has been
suggested that the role of the HII phase, which adopts a lower
water content than that of the system (50 wt %), is to provide
water for the QIID phase, which forms at an initial water content
of greater than 50 wt %.
(2) The lattice parameter of both cubic phases varies with time
during the course of the transformation (Figure 6). During the
QIID-QIIG transition, where the jump is to higher pressures, the
lattice parameter of both phases increases smoothly with time
for virtually all pressure-jumps. Conversely, following a pressure
jump to lower pressure, both cubic phases display a decrease in
lattice parameter with time. Here the decrease occurs in two
stages for the declining QIIG phase. For inverse lyotropic phases
under equilibrium conditions and in excess water, an increase
in pressure can lead to a dramatic increase in unit cell size.15,16
Most of this swelling results from the decrease in molecular
splay brought about by increasing pressure. This reduces the
interfacial curvature, resulting in an increased unit cell dimension.
However, the reduction in molecular splay also results in bilayer
thickening, and this adds to the increase in unit cell dimensions,
but to a smaller extent.
In our experiments, this bilayer thickening or thinning
(depending on the jump direction) plays a more significant role,
because our water composition is below the excess point. Its
effect can be seen in the QIIG-QIID transition (Figure 6, bottom).
Here, there is a 20 s period after the pressure-jump before the
QIID phase appears. In this period, the QIIG phase shrinks rapidly
by 1 Å. In the absence of another structure to exchange water
with, this change is driven by a thinning of the bilayer. However,
such a thinning necessarily means that bilayer area has increased
and additional unit cells have been created. The absence of any
extra intermediate peaks combined with a decrease in intensity
of the QIIG peaks indicates that this excess bilayer is incorporated
within a coexisting phase, which is not diffracting, rather than
forming new unit cells of either the QIIG or QIID phases. We denote
this unstructured phase U. Such behavior suggests a significant
activation barrier to the creation of channels required for the
formation of these cubic phases. Both this non-diffracting phase,
U, and the remaining QIIG phase present during Stage I are
nonequilibrium structures, and the unfavorable increase in free
energy of the system must eventually drive the formation of the
equilibrium QIID phase. This phase initially has a larger unit cell
dimension than its equilibrium value, and it shrinks over time.
Analogously to the behavior of the QIIG phase, the shrinkage
requires the expulsion of membrane material from the QIID phase.
We show that, under the limited hydration conditions employed
here, a direct Sadoc and Charvolin transformation from the QIIG
to the QIID phase also predicts the expulsion of excess membrane
material from the QIID phase. As described in Squires’ model of
the QIIG-to-QIID transition, which is based on the work of Sadoc
and Charvolin, one unit cell of QIIG does not transform directly
into one unit cell of QIID, and new repeat cells must be defined
common to both the initial and final structures.7 It is shown that,
under excess water conditions, conservation of topology requires
that a cube consisting of eight QIID unit cells is transformed into
a cube consisting of two QIIG unit cells with a corresponding ratio
of four QIID unit cells to one QIIG unit cell. However, a calculation
of the lattice parameters under limited hydration conditions based
on a total water content of 30 wt %, as here, and conserving lipid
volume fraction, indicates that one unit cell of G will give rise
to 4.35 unit cells of D, resulting in an increase in the total
topology of the system. Therefore under limited hydration
conditions, the QIID phase that forms from QIIG via a direct Sadoc
and Charvolin transformation will again have to slough off
membrane. We suggest that this excess membrane will be fed
into the unstructured phase U. Each transformation therefore
proceeds via a number of physical processes such as channel
formation in U, the fusing of 3-fold junctions in QIIG, and general
transport of lipid/water, and we suggest that these are all factors
in setting the kinetics.
In the reverse direction, the change in lattice parameter does
not show this characteristic two-stage increase except for the
very slowest jump (Sample IV, Jump I), where the QIID phase
persists over a time scale of >60 s. We feel that this discrepancy
can not, however, be explained by the time scales over which
these transitions occur. For example the two-stage decrease in
lattice parameter of the QIIG phase is observed even for relatively
fast jumps where the QIIG phase persists for <2 s. We suspect
therefore that such behavior may reflect intrinsic mechanistic
differences in the forward and reverse transitions. We have
commented above on the increase in topology required during
the QIIG-QIID transition due to the area discrepancy between these
phases. This discrepancy in area must, of course, also be present
during the reverse QIID-QIIG transition with a concomitant
destruction in topology required during this transition. Such
behavior may therefore reflect intrinsic differences in the
energetics of creation and destruction of channels.
(3) Where there are two coexisting phases, water can be
exchanged between phases as unit cells are created or destroyed.
(15) Duesing, P. M.; Seddon, J. M.; Templer, R. H.; Mannock, D. A. Langmuir
1997, 13, 2655.
(16) Winter, R.; Erbes, J.; Templer, R. H.; Seddon, J. M.; Syrykh, A.; Warrender,
N. A.; Rapp, G. Phys. Chem. Chem. Phys. 1999, 1, 887.
Figure 3. Representative small-angle diffraction patterns from the
QIIG (top) and QIID (bottom) cubic phases. An exposure time of 20 ms
was used for each image. For the QIIG phase, x6, x8, x14, x16,
x20, x22, x24, and x26 reflections are seen, and for the QIID phase,x2, x3, x4, x6, x8, and x9 reflections are seen.
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This extra degree of freedom appears to lead to slower kinetics.
Interestingly, the ratio of the lattice parameters of the QIIG and
QIID phases (a(G)/a(D)) was found to lie between 1.615 and 1.571
throughout the transformation for all pressure-jump amplitudes
and for all samples. These values bracket the Bonnet ratio (a(G)/
a(D) ) 1.576). This is the predicted ratio of lattice parameters
of these phases coexisting in excess water under equilibrium
conditions.17 Where the water is limited, as here, the two phases
necessarily compete for the water. For most of the period of
phase transformation, the ratio remains slightly higher than the
Bonnet ratio. A similar small increase in (a(G)/a(D)) relative to
that predicted by the Bonnet ratio has been observed during a
transformation from the QIIG to QIID phase in the system 2LA/
DLPC.8
Phase Transition Kinetics. The rate at which a transition
proceeds may be quantified by tracking changes in the amount
of both the growing and the disappearing phases. Provided the
scattering factor for each phase remains constant, the intensity
of the diffraction peaks corresponding to a particular phase may
be used as an indication of the amount of phase. As changes in
lattice parameter are small for both phases (<3%), any changes
in intensity are assumed to directly reflect changes in phase
composition. Changes in intensity of the x2 QIID and x6 QIIG
reflections were used to estimate changes in relative amounts of
the QIID and QIIG phases, respectively. Both peaks are high in
intensity and spatially separated from other peaks, reducing the
risk of interference from other reflections.
(17) Andersson, S.; Hyde, S. T.; Larsson, K.; Lidin, S. Chem. ReV. 1988, 88,
221.
Figure 4. “Stacked” plots showing (left) a QIID-to-QIIG transition following a pressure jump from 470 to 1210 bar, T ) 60.5 °C (Sample III,
J2) and (right) a QIIG-to-QIID transition following a pressure jump from 1000 to 370 bar, T ) 60.5 °C (Sample III, J3).
Figure 5. Estimated p-T phase diagram for MO/30 wt % water.
Figure 6. Lattice parameter as a function of time for the QIID (O)
and QIIG (b) phases during the QIID-QIIG transition (top) and during
the QIIG-QIID transition (bottom) shown in Figure 4.
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For the QIID-to-QIIG transition, a short lag period (marked
I in Figure 7, left) is observed before the appearance of the
QIIG phase. The intensity data was monitored over the time
period where both phases coexist (II in Figure 7, top). For most
jumps, the data was fitted by a single-exponential curve of the
form
The change in intensity, I, with time, t, is characterized by three
constants, I∞, A, and ô, with A being positive or negative depending
on whether I increases or decreases with time. We use ô, the time
at which the intensity is equal to I∞ + Ae-1as the characteristic
time over which the transformation occurs. The first-order rate
constant for the transformation is the reciprocal of this value. For
the smallest jumps, where changes are occurring over a much
longer time scale, a much better fit to the data is obtained by
fitting a sum of exponentials or a biexponential decay of the
form
Analogously to the monoexponential decay fits, the characteristic
time ô is the time at which the intensity is equal to I∞ + (A1 +
A2)e-1. The rate is the reciprocal of this value.
The data for the reverse QIIG-QIID transition were analyzed in
a similar way. Here the change in intensity may be divided into
three distinct stages (Figure 7, bottom). Stage I may be considered
as an initial lag period during which the intensity shows only a
very small decrease. The QIID phase appears at the beginning of
Stage II. However, the rates have been calculated from a mono-
or a biexponential decay fit to Stage III only (biexponential decay
fits were again used for the smallest pressure-jumps). No physical
significance is attached to the fit, and it is used merely to obtain
a time scale over which the transformation occurs. The exponential
curves fit the data well, thereby allowing us to calculate an accurate
time scale for all jumps and draw a direct comparison with the
results obtained following the QIID-to-QIIG transition. For all
jumps, the rate was quantified as the reciprocal of the characteristic
time ô. Typical exponential fits for jumps in both the forward
and reverse directions are shown in Figure 7.
Reproducibility. The rate of phase transitions in lipid systems
has been previously observed to increase with successive jumps.
This has been shown during the LR - HII transition in the system
DOPE in excess water,18,19 and similar behavior was observed
during the LR-QIID transition for monoelaidin (ME) coexisting
with excess water11 and during the LR-QIID transition for both
ME and MO under limited hydration conditions (our unpublished
data). Such a lack of reproducibility in kinetic behavior has, in
the past, rendered impossible the extraction of any sort of
quantitative relationship between the rate and any thermodynamic
parameter such as temperature.
However, previous work carried out by us on the fluid lamellar-
to-inverse bicontinuous cubic phase transition demonstrated that
it was possible to achieve reproducibility of kinetic behavior
during a lyotropic liquid crystalline phase transition following
prolonged pressure- or temperature-cycling.11 A similar achieve-
ment of reproducible behavior is shown here for the transition
between the QIID and QIIG phases. The intensity of both cubic
phases with time during the QIID-to-QIIG transition is shown in
Figure 8 following four successive pressure-jumps of the same
amplitude on the same sample. The rate of the transition is initially
observed to get faster with successive jumps. However, we found
that, by the 12th jump, the kinetic behavior following a specific
pressure-jump became reproducible within experimental error.
To extract an accurate relationship between the rate and the
jump-amplitude, such reproducibility must be obtained and
confirmed for every sample. Hence each sample was subjected
to a minimum of fourteen pressure-cycles across the QIID/QIIG
phase boundary, and the reproducibility of kinetic behavior was
confirmed prior to the acquisition of kinetic data.
Effect of Pressure-Jump Amplitude. An increase in the rate
of lamellar-to-nonlamellar phase transitions with increasing jump-
amplitude has been previously observed following both tem-
perature and pressure-jumps.14,19-21 It has been suggested that
such an increase may be due to an increased thermodynamic
“driving force” due to the increase in chemical potential difference
between the two phases. The lack of kinetic reproducibility has,
however, precluded the extraction of a quantitative trend. Here
the effect of pressure-jump amplitude on the speed of transition
(18) Winter, R.; Kohling, R. J. Phys.: Condens. Matter 2004, 16, S327.
(19) Erbes, J.; Gabke, A.; Rapp, G.; Winter, R. Phys. Chem. Chem. Phys.
2000, 2, 151.
(20) Tate, M. W.; Shyamsunder, E.; Gruner, S. M.; Damico, K. L. Biochemistry
1992, 31, 1081.
(21) Erbes, J.; Winter, R.; Rapp, G. Ber. Bunsen-Ges. Phys. Chem. Chem.
Phys. 1996, 100, 1713.
Figure 7. Intensity of the x2 QIID (b) and x6 QIIG (O) reflections
as a function of time for the QIID-QIIG transition (top) and for the x6
QIIG (b) and x2 QIID (O) reflections during the QIIG-QIID transition
(bottom) shown in Figure 3. Exponential decay fits to the intensity
data are shown as dotted lines.
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has been calculated for four different samples made up to a
nominal water content of 30 wt %. Jumps were carried out in
random order of jump amplitude.
We look first at the QIID to QIIG transition. The rate constants
for the appearance of the QIIG phase and the disappearance of the
QIID phase during the QIID-to-QIIG transition for all samples are
presented in Table 1. A clear increase in rate with jump amplitude
is observed, with excellent agreement between the calculated
rates for the disappearance of the QIID phase and the appearance
of the QIIG phase. It should be noted that, for the fastest jumps,
where changes in intensity occur over a very short time scale,
it was not always possible to extract a rate for both growth and
decay.
An average rate of transition (k) was taken by combining the
rate constants for the disappearance of the QIID phase and the
appearance of the QIIG phase. A graph of ln k versus ¢Pabs is
plotted in Figure 9. For all four samples, the data may be
approximated by a linear fit. Increased deviation from linearity
for Sample IV may reflect the lower overall rates displayed by
this sample. While it is not intended to discuss our proposed
model for calculation of the activation energy of the transition
here, we note that such a fit is fully in agreement with the
predictions of the model.
A further set of diffraction experiments was carried out on the
reverse QIIG-to-QIID transition. The rate constants, again similar for
Figure 8. Integrated peak intensity for the x2 QIID (top) and x6 QIIG
peaks (bottom) following a series of consecutive pressure-
jumps from 470 to 1260 bar at 60.5 °C. The data shown cor-
responds to the 7th (b), 9th (9), 11th (O), and 12th (1)
pressure-jumps carried out on Sample II. To improve clarity,
errors in the data, on the order of ( 0.3 arbitrary units, are not
shown.
Figure 9. ln k vs ¢Pabs for the QIID-QIIG transition for Samples I (b),
II (9), III (]), and IV (x). Linear fits to the data are shown as dotted
lines. Error bars shown reflect the calculated error in the exponential
fits to the data.
Figure 10. ln k vs ¢Pabs for the QIIG - QIID transition for Samples
I (b), II (9), III (]), and IV (x). Linear fits to the data are shown
as dotted lines. Error bars shown reflect the calculated error in the
exponential fits to the data.
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both appearance of the QIID phase and disappearance of the QIIG
phase (Table 2), also show a progressive increase with jump
amplitude. However a plot of ln k versus ¢P (Figure 10), similar
to that shown for the QIID-to-QIIG transition in Figure 9, may not
be approximated by a linear fit for all samples. For Samples I
and IV, the data are approximated by two straight lines, with an
abrupt discontinuity to a lower line gradient at higher pressure-
jump amplitudes. The overall rates for Samples II and III and
for all samples during the QIID-to-QIIG transition may be too low
to access this discontinuity, and more data points are required
to confirm this trend.
We suggest that the overall rate reflects the effect of coupling
of various dynamical processes throughout the transformation.
We have previously discussed the QIIG-to-QIID transition mecha-
nism where the shrinking of the QIIG phase necessitates the
expulsion of membrane material into an unstructured intermediate
phase, U. The rate of formation of the QIID phase must therefore
incorporate not only the rate of a direct topological transformation
between the QIID and QIIG phases, as proposed by Sadoc and
Charvolin, but also channel formation in the unstructured phase
U as well as transport of lipid material and water between all
three phases (D, G, and U). It is not currently possible to
deconvolute the effect of these three processes on the overall
rate. While we may therefore comment on the observed trend
between the rate and the pressure-jump amplitude, it is difficult
to directly associate this with a particular dynamical process.
Effect of Hydration. While reproducibility of kinetic behavior
may be achieved within one sample by pressure-cycling, a
pronounced variation in rate was noted between different samples.
The rate of transition as a function of pressure-jump amplitude
is shown in Figure 11 for Samples I, II, and III following pressure-
jumps from the QIID to the QIIG phase (top) and from the QIIG to the
QIID phase (bottom). For the same absolute jump amplitude
(¢Pabs ) pstart - pend), there is a substantial sample-to-sample
variation in the rate constants measured. The trend is reversed
depending on the direction of transition with the rate increasing
in the order Sample II > Sample III > Sample I for the QIID-
QIIG transition and in the order Sample I > Sample III > Sample
II for the QIIG-QIID transition.
Figure 11. Rate of transition as a function of absolute jump amplitude (¢Pabs) for the QIID-QIIG transition (top) and for the QIIG-QIID transition
(bottom). Data is shown for Sample I (32.7% H2O) (b), Sample II (31.2% H2O) (9), and Sample III (31.5% H2O) (]). For clarity, an enlarged
view of the data for the QIIG-QIID transition from Samples II and III is shown (bottom right).
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Such behavior may be ascribed to slight differences in water
content between the three samples. Samples were initially made
up to a water content of 30 wt % corresponding to 28.8% water
by volume.22 However, a comparison of the lattice parameter of
the QIID phase at 60.5 °C and 470 bar, having values of 82.91 (
0.12 Å, 80.13 ( 0.10 Å, and 80.76 ( 0.12 Å for Samples I, II,
and III respectively, indicates that the water contents of the three
samples were not identical. The actual water volume content of
the three samples may be calculated from the measured lattice
parameters using the method employed by Squires.23 As the
pressure and temperature are constant, the molecular parameters
may then be expected to remain constant between all three
samples, and differences in lattice parameter may be assumed
to directly reflect differences in water composition. In this way,
the water contents by volume of Samples I, II, and III were
calculated as 32.7%, 31.2%, and 31.5%. While absolute values
may not be considered to be accurate because of errors in the
measured molecular parameters, relative values are precise to
within 0.2%.
It is unlikely that the observed dependence of the rate of
transition on sample hydration reflects changes in the rate of
transport of water throughout the sample. This is partially because
water transport should be negligible under the limited hydration
conditions employed here, and also because the effect of hydration
levels on water transport should be the same regardless of the
direction of transition. Here we explain the difference in rate
between the three samples by considering the effect of a change
in hydration on the position of the phase boundary.
Temperature-jump data on the LR-to-QIID transition in the
closely related monoacylglyceride ME under excess water
conditions (our unpublished data) has indicated that the transition
kinetics is affected not by the absolute jump amplitude (¢Pabs
) jpend - pstartj), but by the effective jump amplitude, or the
distance jumped across the phase boundary, (¢Peff ) jpend -
pPBj). The position of the phase boundary should therefore have
a major effect on the kinetics of the transition.
Figure 12 shows a schematic pressure-temperature phase
diagram for MO/30 wt % H2O. At constant temperature, the
effect of a decrease in hydration is to shift the QIIG/QIID phase
boundary to lower pressures. Here, line a represents the phase
boundary at a particular hydration, and line b the phase boundary
at a lower hydration. To ease visualization, the QIIG/QIID coexist-
ence region has been removed. The QIID-QIIG transition is
effected by a jump to higher pressures (Figure 12, left). For the
same ¢Pabs, ¢Peff will therefore be greater for less hydrated
samples, that is, ¢Peff (b) > ¢Peff (a), and, as expected, the rate
of transformation is fastest for Sample II, the least hydrated
sample, and decreases with increasing hydration. Applying the
same argument in the reverse direction, from the QIIG to the QIID
phase (Figure 12, right), ¢Peff is greater for more hydrated
samples, that is, ¢Peff (a) > ¢Peff (b), and it is shown that these
samples will have correspondingly faster kinetics. This is again
consistent with the observed trend where the rate of transformation
is fastest for Sample I, the most hydrated sample, and decreases
with decreasing hydration.
The effect of hydration is remarkably pronounced even for
very small changes in water content. For example, the difference
in water volume fraction between samples II and III is only
0.35%, yet the rate of the QIID-QIIG transition increases by up to
four times for the same jump amplitude. Such behavior presents
(22) Pisani, M.; Bernstorff, S.; Ferrero, C.; Mariani, P. J. Phys. Chem. B 2001,
105, 3109.
(23) Squires, A. M.; Templer, R. H.; Seddon, J. M.; Woenckhaus, J.; Winter,
R.; Finet, S.; Theyencheri, N. Langmuir 2002, 18, 7384.
Figure 12. The effect of a shift in the position of the phase boundary
on the effective jump amplitude for jumps from the QIID to the QIIG
phase (left) and from the QIIG to the QIID phase (right).
Figure 13. Rate of transition as a function of absolute jump amplitude
(¢Pabs) at T ) 60.5°(b) and T ) 71.4°(]) for the QIID-QIIG transition
(top) and for the QIIG-QIID transition (bottom).
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enormous difficulties in comparing rates from different samples
that have not had water content accurately controlled. However,
the inherent danger of radiation damage precludes a large number
of experiments being carried out on one sample. Therefore, while
it is possible to monitor individual effects and observe trends
within one sample, it is difficult to provide enough data for a full
quantitative model of the transition.
Effect of Temperature. In order to calculate a value for the
activation energy of the transition the rate of transition must be
known as a function of pressure-jump amplitude in both the
forward and reverse directions and as a function of temperature.
An increase in the rate of the QIIG-QIID phase transition with
temperature, for the same jump amplitude, has been previously
explained using a standard Arrhenius-type approach.8 A plot of
ln k versus 1/T, where k is the first-order rate constant and T is
the temperature, was used to extract a value for the activation
energy for the transition.
However, we have shown in the previous section that the
effect of temperature on the position of the phase boundary should
have a pronounced effect on the rate of transformation and must
be accounted for before analyzing any Arrhenius-type effect.
Arrhenius-type behavior predicts an increase in rate at higher
temperatures, regardless of the direction of the transition. The
effect on increasing temperature on the position of the phase
boundary should, however, have an opposite effect on the rate,
depending on the direction of the transition. We refer back to
Figure 12 and consider the phase boundary at an arbitrary
hydration (a). At higher temperatures, there is a shift in the position
of the phase boundary to higher pressures. For a transition from
the QIIG to the QIID phase, which is effected by a jump down in
pressure, the effective jump amplitude is therefore higher at higher
temperatures, and the rate of transition should increase with
increasing temperature analogously to the behavior predicted
from an Arrhenius-type response. However, for jumps up in
pressure, i.e., considering the transition from the QIID to the QIIG
phase, the reverse effect is predicted, and a decrease in rate is
expected with increasing temperature, opposing any Arrhenius-
type effect.
Figure 13 plots the rate of transformation as a function of
pressure-jump amplitude at two different temperatures. Data is
shown for jumps from QIID to QIIG (top) and from QIIG to QIID
(bottom). As predicted from a consideration of the shift in position
of the phase boundary, the rate of transformation increases with
increasing temperature for jumps down in pressure, i.e., for
transitions from the QIIG to the QIID phase, and decreases with
increasing temperature for jumps up in pressure, i.e., for the
reverse transition from the QIID to the QIIG phase.
Although the hydration of both samples was kept as similar
as possible to minimize any effect of changing water content on
the position of the phase boundary (Sample II has a calculated
water content of 31.2 ( 0.2%, and that of Sample IV is 31.1 (
0.2%), the water contents are not identical, and the effect of
hydration on rate must be considered. The shift in position of
the phase boundary with increasing hydration predicts that Sample
II, the higher water content sample, should display a slower rate
of transition from the QIID to the QIIG phase and a faster rate than
Sample IV for the reverse transition. This is the reverse of what
is observed, indicating that, in this case, the effect of temperature
is dominant.
It is clear that the shift in pressure of the phase boundary on
increasing temperature has a greater effect on the absolute rate
than that expected from Arrhenius-type behavior. In order to
analyze the Arrhenius-type temperature dependence of the rate
of transformation and extract an activation energy in a similar
analysis to that carried out by Squires et al.,8 the position of the
phase boundary must be known accurately. This is, however, a
non-trivial problem. We have shown (our unpublished data) that
the position of the phase boundary depends strongly on the time
provided for equilibration of the sample at each pressure or
temperature. In some cases, equilibration times required have
been on the order of 7-8 h.24,25 It is therefore difficult to
experimentally determine the pressure at which the transformation
occurs sufficiently accurately for a full kinetic analysis.
Conclusions
We have shown a clear increase in the rate of transformation
between the QIID and QIIG cubic phases with increasing pressure-
jump amplitude in both the forward and reverse directions. For
the QIID-QIIG transition, a plot of ln k vs ¢P is linear, in line with
the predictions of our activation energy model. For the reverse
QIIG-QIID transition, where the range of rates sampled was larger,
the data appear to fit to two straight lines with a discontinuity
in line gradient at higher rates. Such behavior may reflect the
coupling of a number of dynamical processes. A potential way
of deconvoluting the effect of water transport is by observing
the change in lattice parameter following isothermal pressure-
jumps within a single QII phase region. However, at fixed
hydration, the transport of water must be accompanied by the
transport of lipid to conserve the number of water molecules per
lipid molecule. To do this, unit cells must be created or destroyed,
and channel formation or destruction is required. It seems to us
that water transport and topology changes are intrinsically linked,
and we suggest that the overall rate reflects the effect of a number
of dynamical processes, which can not, at present, be decon-
voluted.
The dependence of the rate on both temperature and water
content of the samples is shown to strongly reflect the shift in
phase boundary between the QIIG and QIID phases on varying these
parameters. The effect of water content on the kinetics is so
pronounced, however, that a comparison of the rate between
different samples that differ even slightly in hydration is
impossible. Until a reliable method is developed to very accurately
control the water content, difficulties will persist in collating
enough data to provide a full quantitative model of the transition
and extract an activation energy for the process. Future
experiments could, however, be carried out under excess water
conditions to remove such difficulties in controlling water content.
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