In this paper we study the structure of the Weyl groups of nonreduced extended affine root systems. We show that similar to the case of reduced types, an extended affine Weyl group W of type BC is semidirect product of a finite Weyl groupẆ (of type B ) and a Heisenberg-like normal subgroup H which is also a characteristic subgroup of W. Moreover, H is of the form H = H η H 0 , where both H η and H 0 are normal subgroups of H with H η ∩ H 0 = {1}, H η is naturally isomorphic to the root lattice of a finite root system of type BC . Furthermore, the semidirect product ofẆ and H η is isomorphic to the Weyl group of a Kac-Moody affine subroot system of R of type BC .
Introduction
In [1, [11] [12] [13] 21, 22] , the authors studied a newly developing class of Lie algebras, called extended affine Lie algebras (EALA for short) and their root systems, called extended affine root systems (EARS for short). EALAs are also known as quasi-simple Lie algebras.
The definition of an EARS, given in [1] , is a natural generalization of finite and affine irreducible root systems. In fact an EARS is a triple (V, (· , ·), R) where V is a real finitedimensional vector space, (· , ·) is a positive semidefinite bilinear form on V, and R is a subset of V satisfying some natural axioms (see Section 1) . If V 0 is the radical of the form, it turns out that the image R of R in V/V 0 is an irreducible finite root system (which might be nonreduced). The type and the rank of R is defined to be the type and the rank of R. The nullity of R is defined to be the dimension ν of V 0 . Besides the finite and affine irreducible ✩ Research number 810821, University of Isfahan, Iran. This research was in part supported by a grant from IPM.
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root systems, the toroidal root systems, the root systems of toroidal Lie algebras (possibly with certain derivation added) studied in [7] [8] [9] [10] are also examples of EARSs. We extend the bilinear form (· , ·) on V to the vector space V = V ⊕ (V 0 ) by natural pairing so that the form (· , ·) on V is nondegenerate. We define the Weyl group of an EARS R to be the subgroup of GL( V) generated by reflections based on nonisotropic roots of R (roots α ∈ R with (α, α) = 0). An extended affine Weyl group (EAWG for short) is the Weyl group of an EARS (see Definition 2.3). Finite and affine Weyl groups are examples of EAWGs. Moreover toroidal Weyl groups, the Weyl groups of toroidal root systems, are also EAWGs.
Weyl groups play an important role in the theory of Lie algebras and root systems. In particular, affine Weyl groups are among the most important objects in the theory of affine Kac-Moody algebras. It is natural to expect a similar role for EAWGs in the theory of EALAs (see [11, 16, 21] and [1] for some applications of EAWG in understanding of the theory of EALAs and EARSs).
In 1992, Moody and Shi [19] studied toroidal Weyl groups. Their work covers all EAWGs where the underlying root system R is simply laced with rank > 1. As part of their work and based on the deep understanding of the structure of the isotropic roots, they were able to describe the Weyl group as the semidirect product of a finite Weyl group and a Heisenberg-like normal subgroup.
In 1985, K. Saito [21] introduced axioms for EARSs. He studied these root systems and their Weyl groups. The root systems defined by Saito contain only nonisotropic roots while those defined by [1] contain isotropic roots as well. In [2] the relation between axioms of these two classes of root systems is clarified. In [3] [4] [5] , based on the knowledge of the structure of EARSs investigated in [1, Chapters II, III], we studied reduced EAWGs, the Weyl groups of EARSs of types A, D, E, B, C, F and G. It is shown there that an EAWG W is isomorphic to the semidirect product of a finite Weyl groupẆ and a characteristic subgroup H of W, where H is a 2-step nilpotent abelian group with a center which is a free abelian group of rank ν(ν − 1)/2, ν being the nullity of the root system.
In this paper we study the structure of EAWGs of type BC . (To see the structure and the classification of EARSs of type BC , see [1, Chapter II, §4] and [6] .) In Section 1, we briefly recall from [1] the structure of an EARS of type BC . In Section 2, we show that similar to the reduced cases, an EAWG W of type BC is isomorphic to the semidirect product of a finite Weyl groupẆ (of type B ) and a characteristic subgroup H of W, where H is a 2-step nilpotent abelian group with a center which is a free abelian group of rank ν(ν − 1)/2. More precisely, H = H η H 0 , where both H η and H 0 are normal subgroups of H with H η ∩ H 0 = {1}, H η is naturally isomorphic to the root lattice of a finite root system of type BC , and the semidirect product ofẆ and H η is isomorphic to the Weyl group of a Kac-Moody affine sub root system of R of type BC .
Extended affine root systems of type BC
For the theory of extended affine Lie algebras and extended affine root systems (EARS for short), the reader is referred to [1] . In particular, we will use the notation and concepts introduced there without further explanations. In this section we furnish the ground for the study of extended affine Weyl groups of type BC .
Let V be a nontrivial finite-dimensional real vector space equipped with a positive semidefinite bilinear form. Let V 0 be the radical of the form (· , ·).
Let R be a subset of V. Denote by R × (R 0 ) the set of nonisotropic (isotropic) elements of R. Then R = R × ∪ R 0 . R is called an extended affine root system in V if the following axioms hold:
∈ R for any α ∈ R × ; (R6) if α ∈ R × and β ∈ R, then there exist nonnegative integers d, u ∈ Z such that for any integer n, β + nα ∈ R if and only if −d n u, and d − u = 2(α, β)/(α, α); (R7) R × can not be decomposed as the disjoint union of two nonempty subsets R 1 and R 2 where (R 1 , R 2 ) = {0}; (R8) for any δ ∈ R 0 , there exists α ∈ R × such that α + δ∈R.
In [1] it is shown that the structure of an EARS highly depends on the so called semilattices and translated semilattices. A semilattice in a real finite-dimensional vector space U is a subset S of U such that
A translated semilattice is a subset S of U satisfying (S2)-(S4). Denote by S the Z-span of S in U .
Let R be an extended affine root system in V. It turns out that the image R of R under the projection map − : V → V/V 0 is a finite root system (containing zero) in V/V 0 , not necessarily reduced. The type and the rank of R is defined to be the type and the rank of R. The nullity of R is defined to be the dimension ν of V 0 .
In [5] , we studied the structure of the Weyl groups of reduced extended affine root systems. Here we want to study the Weyl groups of nonreduced EARSs. Therefore from now on we assume that R is an EARS of type BC . Recall that a finite root systemṘ of type BC in a real vector spaceV is of the forṁ
where {ε 1 , ε 2 , . . . , ε } is an orthogonal basis forV. Therefore we can writeṘ \ {0} = R sh ∪Ṙ lg ∪Ṙ ex whereṘ sh ,Ṙ lg , andṘ ex are the sets of short, long, and extra long roots ofṘ, respectively (if = 1, thenṘ lg = ∅).
One can find in V a preimageṘ of R, under − , so thatṘ be a finite root system in the real spanV ofṘ isometrically isomorphic to R.
where S and L are semilattices, and E is a translated semilattice in V 0 , satisfying the following conditions:
From now on, we simply write
where 
Extended affine Weyl groups
Let V, R and (· , ·) be as before. Let (V 0 ) be the dual space of V 0 . Set
Then for any two nonisotropic elements α, β ∈ V, and any elements λ, λ ∈ V, we have
Definition 2.3. We call W R the Weyl group of the extended affine root system R. When there is no confusion, we simply write W instead of W R . It follows from axioms of R that
It is convenient for us to normalize the bilinear form (· , ·) so that
Now, fix a fundamental basisΠ = {α 1 , . . . ,α } ofṘ. (Π can be considered as a basis for a finite root system of type B .) Then
Rλ i ,
Zδ i .
Note that if α ∈ R × , δ∈V 0 , and α + δ∈R, then r α+δ r α ∈ W. To describe such elements of W, we formally define, for i ∈ J and α ∈ V, the linear map t
It is easy to see that for i ∈ J, n ∈ Z, and α, β ∈ Q,
We now record some facts about elements t (i) α and c ij .
Lemma 2.6. For i, j ∈ J and α, β ∈ V, we have
Proof. The proof is straightforward. ✷ Note that by Lemma 2.6(ii), we have
for i, j ∈ J , α, β ∈ V, and w ∈ W.
Recall that in a group, the commutator of two elements x, y is defined by (x, y) := xyx −1 y −1 .
(ii) follows immediately from (i).
(iv) It is easy to see that C is an abelian subgroup of GL( V). By (2.5), C is generated by
We must show that n ij = 0 for all 1 i < j ν. For λ ∈ V we have For negative m, use the fact that r α+mδ = r −α−mδ . ✷
The following lemma expresses each element of the form r α+δ r α in terms of transformations t
where
Proof. The first claim is easy to check by a straightforward computation. By Lemma 2.9, we have
This completes the proof. ✷ As we will see in the sequel, the interesting part of the structure of W is related to the following subgroups of W. Recall from (1.1) that we have fixed a special element η. Set forα ∈Ṙ sh and w ∈ W. Note that wα + δ = w(α + δ) ∈ R and 2wα + η = w(2α + η) ∈ R. Thus both H η and H are normal. ✷ Next, let
By Lemmas 2.6 and 2.8, each element h ∈ T has the form
Lemma 2.14.
(ii) T is a torsion free group. 
Proof. (i) It is enough to show that all generators of H 0 and H
Note that if k = 1, thenα = 2β for someβ ∈Ṙ sh . So kα ∈ 2Q for k ∈ {1, 2, 4}. Thus r α+δ r α ∈ T and so H 0 ⊆ T .
Next, letα ∈Ṙ sh . Then
be an element of T in the form (2.13). Let n ∈ Z and h n = 1. Assuming h = 1, we must show that n = 0. If α 1 = α 2 = · · · = α ν = 0, then h n = c n = 1.
But c ∈ C, and C is free abelian, so n = 0. So we may assume there exists j ∈ J such that α j = 0. From Lemma 2.8, we have
for some c ∈ C. Using the fact that elements of C act as the identity onQ, we obtain Note thatẆ is isomorphic to the subgroup of GL(V) generated by elements rα |V , α ∈Ṙ × , and so it can be identified with the finite Weyl group ofṘ. (We remark that iḟ α = 2β ∈ 2Ṙ sh =Ṙ ex , thenα / ∈ R, however rα = r 2β = rβ ∈ W. Ifα ∈Ṙ ex , thenα = 2β for someβ ∈Ṙ sh , and δ = η +λ for some λ ∈ F . Since 2β +η ∈ R, we have r α = r 2β+η+λ r 2β+η r 2β+η rβ rβ ∈ H 0 H ηẆ = HẆ.
This completes the proof. ✷
We now want to describe the center of W. For this set 
(i) Z is a free abelian group of rank
Proof. (i) According to Lemma 2.8 it is enough to show that for each generator c ij of C, there exists nonzero n ij ∈ Z such that c n ij ij ∈ Z. Fix i, j ∈ J . For anyα ∈Ṙ sh , we havė α + S + 2S ⊆α + S ⊆ R sh . Thereforeα + δ i ,α − 2δ j , andα + δ i − 2δ j are in R sh . Thus
(ii) By Lemma 2.14, H ⊆ T . Now each element of T is of the form (2.13). So by Lemma 2.8,
for some c ∈ C and α i ∈Q. Since t (j ) 4α = rα +δ j rα ∈ H for all j ∈ J andα ∈Ṙ sh , we have
But C is free abelian on generators {c ij : 1 i < j ν}, so (α i ,α) = 0 for 1 i ν. Sincė R sh spansV and the form (· , ·) restricted toV is nondegenerate (in fact positive definite), we obtain α i = 0 for 1 i ν. Thus h = c ∈ C ∩ H = Z. ✷ Let us denote by C G (K) the centralizer of a subgroup K in a group G.
Lemma 2.17. (i) C W/Z (H/Z) = H/Z.
(ii) C W (H) = Z.
Proof. (i) First note that by Lemma 2.16, H/Z is an abelian group. So H/Z ⊆ C W/Z (H/Z). To prove the reverse inclusion, let w ∈ W and wZ ∈ C W/Z (H/Z). Then
rα. Proof. Let h ∈ H and h n ∈ Z for some n ∈ Z. By (2.13),
By Lemmas 2.8 and 2.16,
for some c ∈ C. For anyα ∈Ṙ sh and i ∈ J , t
Since C is a free abelian group, this gives (α i ,α) = 0, for 1 i ν. Butα ∈Ṙ sh was arbitrary, so α i = 0 for 1 i ν. Thus h = c ∈ C ∩ H = Z. ✷
Lemma 2.20. H is a characteristic subgroup of W.
Proof. Recall that Z = Cent(H) = Cent(W) and W =Ẇ ∝ H. Let ϕ : W → W be a group automorphism. Theṅ
From Lemma 2.19, we have that H/Z and ϕ(H)/ϕ(Z)
are torsion free abelian groups. By Lemma 2.17,
Moreover,
Therefore we obtain that both H/Z and ϕ(H)/ϕ(Z) are the finite conjugacy subgroups of W/Z (see [20] or [5, Lemma 3.30 
]). Hence H/Z = ϕ(H)/Z and H = ϕ(H). ✷
We close this section with a remark regarding the affine case, followed by a lemma and a corollary.
Remark 2.21. Set
(Recall that according to our convention, when = 1 we assumeṘ lg + Zη = ∅.) By [1, Chapter II, §4], up to isomorphism, R aff is the unique EARS (affine root system) of type BC and nullity ν = 1. Clearly R aff ⊆ R. Set
The group W aff can be identified with the affine Weyl group of R aff . In fact, if we let λ η ∈ (V 0 ) * be such that (η, λ η ) = 1, then the restriction of W aff to (span R aff ) ⊕ Rλ η affords a faithful representation of the affine Weyl group of R aff .
To state our final results of this section, we need to define for α ∈ V the linear map t 
As a consequence of Proposition 2.15, we obtain the following well-known fact (see [15, 17] or [18] ).
Lemma 2.24. (i) H
Proof. (i) The proof is clear from (2.22) and (2.23).
(ii) If we apply Proposition 2.15 to R = R aff , then we have W aff =Ẇ ∝ H where
So it is enough to prove that (H 0 ) a ⊆ H η . We do this by showing that H η contains all generators r α+δ r α of (H 0 ) a . If (α, α) = 2, then α =α + mη, and δ = kη for someα ∈Ṙ sh and m, k ∈ Z. Then by (2.23),
If (α, α) = 4, then α =β + mη and δ = kη for someβ ∈Ṙ lg and m, k ∈ Z. Then by Lemma 2.9 and (2.23),
(Note that 2Q ⊆ 2Q s .) Finally, if (α, α) = 8, then α = 2α + η + 2mη and δ = 2kη for someα ∈Ṙ sh and k, m ∈ Z. Then
This completes the proof. ✷ Corollary 2.25.
Proof. Since R aff ⊆ R we have (H 0 ) a ⊆ H 0 . Also as we have seen in the proof of Lemma 2.24,
Structure of H
In this section, we investigate more about the structure of H. In Lemma 2.24, we represented elements of H η in terms of transformation t (η) 2α ,α ∈Q. Also in (2.13), we represented elements of H in terms of transformations t (i) 2α ,α ∈Q, and central elements c ∈ C. But the transformations t (i) α and the central elements c might not be actually elements of H. In this section, we promote these representations to one in which the transformations and the central elements appearing in the representation are in H.
We start by investigating the structure of H 0 . As it will be apparent in the sequel, the description of the structure of H 0 is much simpler if semilattices S, L, and F are all lattices. For this reason, we set
Note that R might not be an EARS, for example, this is the case if t = ν. To see
then ( S , L , F ) is a BC-triple of the same twist-triple as (S, L, F ).
In this case R is an EARS. (For details see [1, Chapter II, §4] .)
We call W the Weyl group of R (even though R might not be an EARS). Set
At this point we need to impose a restriction to the twist-triple (t 1 , t, t 2 ) of R. Namely, from now on we assume that
In the proof of next lemma, we are careful to point out the only place in which we have to use the restriction (3.26). First, we need to introduce some new notation. Using the twist-triple (t 1 , t, t 2 ), make a partition of J as follows: 
Also put
Proof. We first show that the group on the right hand side of the equality, say T , is contained in H 0 . 
by Lemma 2.6. Finally, let t 2 + 1 i ν and α ∈ R ex =Ṙ ex + η + F . So α = 2α + η + δ for someα ∈Ṙ sh and δ∈ F . Then α + δ i ∈ R ex . Therefore t (i) α = r α+δ i r α ∈ H 0 . Again, it follows from Lemma 2.6 that (i, α) ∈ J e × Q e . Thus T ⊆ H 0 .
For the reverse inclusion, it is enough to show that T contains all generators r α+δ r α of H 0 . We divide the argument to the cases (a) α ∈ R sh ; (b) α ∈ R lg ; and (c) α ∈ R ex .
(a) α ∈ R sh : Let δ = ν i=1 m i δ i and α + δ∈ R. By Lemma 2.10,
where β 1 = 0 and
Since α ∈ R ex , we have α =α + η + λ for someα ∈Ṙ ex and λ ∈ F . Now α + δ = α +η +δ +λ ∈ R ex , so λ+δ∈ F . Therefore δ∈ F , which implies β j ∈ F for 1 j ν. Thus λ + β j ∈ F , and so α + β j =α + η + λ + β j ∈ R ex . If 1 j t 1 , then m j = 4m j for some m j ∈ Z. Now (j,
By the restriction (3.26), t = t 1 . So the case t 1 + 1 j t will not happen. Next assume t + 1 j t 2 . Then m = 2m j for some m j ∈ Z. Now (j, 2(α + β j )) ∈ J × 2Q and so
Finally, let t 2 + 1 j ν. Then (j, α + β j ) ∈ J e × Q e . Thus (t (j ) α+β j ) ∈ T . This completes the proof. ✷ For the further study of the structure of H 0 and H 0 we need to introduce some new notation. Set
Proof. Letα ∈Ṙ sh and i ∈ J s , thenα
Finally, letα ∈Ṙ ex and i ∈ J e . Since 2L + F ⊆ F , we have 2kη ∈ F and 2kη + δ i ∈ F for all k ∈ Z. Therefore,α + η + 2kη + δ i ∈ R ex andα + η + 2kη ∈ R ex . Thus
Proof. Denote by T and T the groups on the right-hand sides of the equalities in (i) and (ii), respectively. It follows from Lemmas 2.6 and 2.8 that T and T are subgroups of GL( V). By Lemma 3.28, T ⊆ H. For the reverse inclusion, it is enough by Lemma 3.27 to show that Since (i, α) ∈ J s × R sh was arbitrary, it follows from Lemma 2.6 that t (i) 4α ∈ T for (i, α) ∈ J s × Q s . The proof for the case (i, α) ∈ J × Q is similar.
Next, let (i, α) ∈ J e × R ex . Then α =α + η + δ for someα ∈Ṙ ex and δ∈ F . So t (ii) By Lemma 3.28, T ⊆ H. For the reverse inclusion, it is enough to show that T contains all generators r α+δ r α of H. If α ∈ R sh ∪ R lg , then an argument similar to that of the proof of Lemma 3.27 shows that We now show that for each i, t (i) m i (α+η) ∈ T . First let i ∈ J s . We haveα = 2β,β ∈Ṙ sh . Since L + S ⊆ S and η ∈ L, we haveβ + δ i + η ∈ R sh andβ + η ∈ R sh . So t This completes the proof of the lemma. ✷
