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Abstract
We present a calculation of vector and axial-vector form factors for each of the
octet hyperon semi-leptonic transition matrix elements by using the techniques
of lattice QCD where simulations were performed with Nf = 2 + 1 flavours of
dynamical O(a)-improved Wilson fermions. We also study the electromagnetic
form factors, axial charges and other properties of octet baryons. Errors
due to extrapolation to zero transferred momentum are reduced by applying
a twist to the boundary conditions on the lattice. Our form factor results
compare favourably with experiment and other lattice QCD determinations. By
considering an expansion about the SU(3)-flavour symmetric limit we seek to
investigate and quantify the symmetry breaking effects in these matrix elements
due to the mass splitting between the strange and light quarks. We find
good agreement with the Ademollo-Gatto theorem for the vector form factor,
a measurable amount of breaking in the axial-vector form factor and significant
effects in the weak magnetism form factor. Knowledge of the parameterisation
of SU(3)-flavour symmetry breaking allows for a series of constrained fits to be
made to the form factor results which are used to arrive at a ‘baryonic’ estimation
of the Cabibbo-Kobayashi-Maskawa matrix element |Vus|.
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Lay Summary
The Standard Model (SM) of particle physics provides a comprehensive descrip-
tion of many of the forces of nature and is one of the most successful scientific
theories to date. There are some aspects of the physical world which are not
covered by the SM however, such as the persistent difficulty of incorporating
gravity into the picture or no existing explanation of the nature of dark energy.
It is suspected then that there exists physics beyond the SM which has yet to be
discovered.
This project seeks to test the SM and investigate whether the theory can
fully account for certain physical processes called flavour changing semi-leptonic
decays. These decays involve particles called baryons, such as the proton and
neutron, which are made up of fundamental constituents called quarks. The
quarks can change from one type (or flavour) to several other types according to a
certain probability predicted by the SM which is known as a CKM matrix element.
Investigating whether measurements match these predictions thus provides one
avenue for testing the SM.
Experimental physicists measure decay rates in laboratories but this is not
yet enough information to evaluate CKM matrix elements. One must also have
knowledge of how the quarks behave via the strong nuclear force during such
decays. The strong force is described mathematically by the theory of Quantum
Chromodynamics (QCD). Due to the incredibly complicated nature of the strong
force it is impossible to solve the equations of QCD to arrive at exact solutions.
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It is possible however, to simulate these strong interactions on a computer using
the tools of lattice QCD.
Using large scale lattice QCD computer simulations we can calculate quanti-
ties called form factors which encapsulate information about the complex strong
force interactions. This work involves both computational calculations and also
the use of the mathematical techniques of group theory in order to arrive at a
precision estimation of these form factors.
Group theory provides an elegant and powerful way of understanding the
relationship between physical processes. It is a mathematical discipline that
involves the study of symmetries. Within the context of particle physics it has
many useful applications and one which we are particularly concerned with in
this work is that of flavour symmetry breaking. This involves investigating to
what extent physics would change if we were to swap one flavour of quark for
another within a physical process. We use group theory arguments along with
simulation results to quantify how large the effect of flavour symmetry breaking
is in the semi-leptonic decays of baryons.
We focus on the decays involving a change from a quark of ‘strange’ flavour
changing to one of ‘up’ flavour and calculate the associated form factors. Having
quantified the strength of flavour symmetry breaking we then go on to combine
the form factors with experimental decay rate results to arrive at a value for the
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“Tús maith, leath na hoibre.”
“A good start is half the work”




Present day high-energy physics has been successfully described by the Standard
Model, a theoretical construction which includes the fundamental building blocks
of the universe. This set of quantum field theories provide the mathematical
framework in which to describe the possible interactions between elements of
the model. Though gravity has proven difficult to incorporate successfully into
this picture, the Lagrangian of the Standard Model embodies the strong and
electroweak processes found in nature.
Quantum Chromodynamics (QCD) is the field theory describing the strong
interactions. It has an unbroken symmetry group, SU(3), associated with the
‘colour’ charge of the massless gauge bosons of the theory, gluons, and of the
fundamental spin 1/2 spinor fields, dubbed quarks, which bind together to form
hadrons such as protons and neutrons, along with more exotic matter. QCD
can only be tackled perturbatively at high energies as it is strongly coupled non-
Abelian gauge theory; the gauge bosons also interact amongst themselves. For
the low energy regime one must employ non-perturbative methods to calculate,
for example, the QCD spectrum or hadron matrix elements.
1
1.1. Motivation 2
Lattice QCD is a non-perturbative tool that has seen much development
in the past forty years. It allows for first principle calculations of low energy
hadronic quantities by adopting a Monte Carlo approach to the calculation
of path integrals on a finite-volume discretised lattice of points approximating
space-time. A discrete version of the QCD action is developed and placed on
this lattice which allows for large-scale computer simulations, the outcome being
numerical results for physical observables. Lattice QCD has provided remarkably
precise measurements of low energy quantities and we aim to use its techniques to
evaluate form factors which can be compared with existing experimental results.
The quarks of QCD come in six ‘flavours’, which are found to have different
masses. Significantly so, in certain cases. The Lie group SU(3) plays another role
here as an approximate symmetry of the three lightest flavour of quarks: the ‘up’,
‘down’ (collectively, ‘light’) and ‘strange’ quarks. This symmetry is broken due to
the mass splitting between these quarks. The effects of flavour symmetry breaking
are of great theoretical interest and it is part of our aim to quantify these effects
on the matrix elements of octet hyperons (baryons containing strange quarks).
Obviously it is impossible to test the impact of different quark masses in the
real world, as nature has already decided on specific values for us, but Lattice
QCD has no such restrictions aside from computational expense at very low quark
masses.
The Standard Model also describes the electroweak sector and it is the weak
force in particular which is important in our study of symmetry breaking. The
weak force, mediated by massive W± and Z bosons, is flavour violating and
provides the mechanism for transition between quark flavours and thus between
baryon states, such as in the familiar beta decay of the neutron. This ‘quark
mixing’, is understood within the framework of the Cabibbo theory and the
Cabibbo-Kobayashi-Maskawa (CKM) unitary matrix. Hyperon form factors,
which can be measured by experiment or calculated non-perturbatively using
2
1.2. Project Outline 3
Lattice QCD, can be combined with decay rate data to estimate the elements of
the CKM matrix.
The Standard Model contains a profusion of parameters which cannot be
known a priori, which in and of itself has prompted interest in the investigation
of physics beyond the Standard Model. The matrix element |Vus| is one of four
of these parameters stemming from the CKM matrix and is of particular interest
as a precision calculation of its value would allow one to verify if, in fact, the
CKM matrix is unitary. A violation of unitarity would indicate deficiencies in
the Standard Model and could be evidence for new physics.
1.2 Project Outline
Broadly speaking this study of octet hyperon semi-leptonic decays can be split
into three distinct areas. The first of these is the calculation of the vector and
axial-vector form factors defined through these decays. This involves setting
out the background theory that governs strong interactions and weak transitions
within the framework of the Standard Model. The necessary techniques and tools
of Lattice QCD are outlined and explored, which can be used to calculate such
form factors non-perturbatively. Results can be compared with experimental
measurements of the same quantities. This provides the majority of the work
within the project.
Secondly, an analytic approach to SU(3)-flavour symmetry breaking is taken
so as to numerically quantify the effects of flavour symmetry breaking on hyperon
strangeness changing transition form factors. Some of these form factors are
theoretically predicted to not display any leading order effects of mass-splitting.
Others have no such constraints and symmetry breaking effects may lead to
significant deviations from the SU(3) symmetry limit. The use of ‘fan plots’
will be prevalent in this study as they are useful in depicting the magnitude of
3
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symmetry breaking. Finally, the evaluation of the parameters of flavour symmetry
breaking allow for a constrained fit to form factor data which can be used to
provide a ‘baryonic’ route to evaluating the parameter |Vus| of the Standard
Model.
Chapter 2 seeks to introduce the constituent fundamental particles of the
Standard Model, in particular those interacting via the strong force. A brief
overview of the properties of Quantum Chromodynamics, the generally accepted
theory of the strong interaction, will be given in this chapter. The symmetries
of the strong force are discussed and the path integral formalism of quantum
field theory is introduced in preparation for its discretisation in Chapter 3. The
concepts of SU(2) and SU(3) flavour symmetry are to be introduced in this
chapter along with the baryon octet and decuplet representations of SU(3).
Chapter 3 provides a summary of the basics of Lattice QCD to the reader.
These methods and techniques provide the tools with which hyperon form
factors will be computed non-perturbatively. Discretisation of space-time and
the Wick rotation to Euclidean space are outlined in order to provide a sensible
mathematical scheme suitable for numerical evaluation. Lattice actions for
the gauge and fermion parts will be outlined along with some discussion of
improvement procedures. An outline of how a simulation is performed follows,
including discussion of some of the technical aspects of Lattice QCD methods,
such as implementing twisted boundary conditions. In this chapter, two and
three-point correlation functions are discussed, while their relationship to hyperon
form factors is left for later chapters. Finally, the simulation details of this study
are included at the end of the chapter.
Following this synopsis of QCD, Chapter 4 seeks to provide a similar treatment
for the weak sector. An understanding of the essentials of the weak force
is important to understand the process of hyperon semi-leptonic decays. A
description of how theories of this force evolved are followed by an introduction
4
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to the modern understanding of the weak force through various experimental
observations and theoretical developments. Quark mixing and the Cabibbo-
Kobayashi-Maskawa (CKM) are discussed in the context of their historical
development, ending with sections on the properties of the CKM matrix which is
crucial for motivating the need to evaluate the CKM matrix element |Vus|.
Chapter 5 is a longer chapter which aims to familiarise the reader with some
key concepts surrounding hyperon semi-leptonic decays and the matrix elements
of vector and axial-vector currents which will be calculated using Lattice QCD
techniques. The hyperon form factors are introduced and the long-standing
Cabibbo theory outlined in some detail, with emphasis on particular aspects
including the Ademollo-Gatto theorem and the SU(3)-flavour symmetric limit
of axial form factors. The most up-to-date experimental results available are
summarised for comparative purposes. The link between Lattice QCD correlation
functions and hyperon form factors is explained along with the necessary technical
details of their calculation, including the form factors’ momentum dependence.
Results for these vector and axial-vector form factors, using the lattice
ensembles outlined in Chapter 3, will then be shown in Chapter 6. Results
are qualitatively compared with the Cabibbo theory in regards to the effects of
flavour symmetry breaking. Both diagonal and off-diagonal form factor results are
presented. Axial charge results will be compared with other Lattice QCD results
and chiral perturbation theory estimates while isovector magnetic moment values
analysed in conjunction with recent 323 × 64 Lattice QCD results. Baryon spin
fraction results are reported with focus on that of the Λ baryon. Transition form
factors are compared with the experimental values given in the previous chapter.
The effects of flavour symmetry breaking discussed up to that point will have
been in a qualitative fashion. In Chapter 7 our goal is to quantify the effects of
SU(3)-flavour symmetry breaking seen in the hyperon form factor results of the
preceding chapter. This is done through the parameterisation of first order mass
5
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splitting in hyperon transitions; unique values for each form factor but which
share a common structure amongst transitions, dictated by the symmetry group.
A graphical presentation of fits to these parameters, known as a ‘fan plot’, has
been developed by the QCDSF-UKQCD collaboration and is used extensively
throughout this chapter. First order constrained fits to these parameters are
used to reconstruct the hyperon form factors and reduce error.
Chapter 8 aims to use the results obtained for the hyperon form factors
combined with a better understanding of the effects of SU(3)-flavour symmetry
breaking to predict a new estimate of |Vus|. This ‘baryonic’ way of determining
|Vus| is less precise than other approaches but provides for a complimentary
evaluation. The existing values of |Vus| are summarised and a discussion of the
necessary modifications to the decay rate is included. We present our result for
|Vus| using our Lattice QCD derived form factors, taking into account first order
flavour symmetry breaking effects.
The final part of this study, Chapter 9, concludes the project. Here the
previous chapters’ developments and outcomes are reflected upon. We remind the
reader of the central goals of this study and then seek to evaluate our work. The
shortcomings of the approaches taken are also discussed along with suggestion of
future modifications that could be made, in order to improve upon our efforts.
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“Three quarks for Muster Mark!
Sure he hasn’t got much of a bark
And sure any he has it’s all beside the mark.”
— James Joyce, Finnegan’s Wake
Chapter 2
Quantum Chromodynamics
The Standard Model (SM) of particle physics covers three of the four fundamental
forces of nature: the electromagnetic, weak nuclear and strong nuclear forces. It
has been a very successful theory, built over decades, as it accurately describes
the interactions between all fundamental particles known to exist, excluding the
gravitational force [1].
These fundamental particles are called the quarks and leptons, collectively
known as fermions; they have spin-1/2. Their interactions are mediated by spin-
1 gauge bosons, and transform under a local SU(3)c ⊗ SU(2)L ⊗ U(1)Y internal
symmetry. The quarks bind via gluonic interactions to form the hadrons which
make up everyday matter, which can be further subdivided into the mesons and
the baryons.
2.1 QCD in the Standard Model
Quarks and leptons are the fundamental constituents of matter and obey Fermi-
Dirac statistics. These particles and their mediating gauge bosons are shown
in Figure 2.1. The quarks are the only fermions which can interact with
gluons while the neutrinos only feel the weak nuclear force (W and Z bosons).
7
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Otherwise interactions between all fermions and forces occur. All fermions
have corresponding anti-particles which have opposite quantum numbers. Gauge
bosons are so called as the forces they represent are gauge invariant. The spin-0
Higgs boson is also a critical part of the SM, which is responsible for generating
the mass of the matter fields and was recently discovered in 2013 at the Large
Hadron Collider (LHC) [2,3].
Some of the most interesting physics arising from the SM is due to the
strong force. The particles interacting via the strong force are quarks and gluons
which combine to form hadrons. Crucially, these particular mediating gauge
bosons are also self-interacting. The strong sector of the SM is governed by
Quantum Chromodynamics (QCD) which is a relativistic quantum field theory
































































Figure 2.1: The particle content of the Standard Model of particle physics.
Experimental particle masses are taken from PDG 2013 review [4].
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2.1. QCD in the Standard Model 9
The existence of quarks were first postulated in 1964 by Gell-Mann [5]
and Zweig [6] independently of each other in order to explain the outcome of
experiments performed in the ’50s and ’60s describing the low energy spectrum
of hadronic states. Three quarks, the up (u), down (d) and strange (s), were
originally hypothesised as a manifestation of flavour-SU(3) as species of quarks
are labelled by a ‘flavour’ naming convention. Experiments conducted at the
Stanford Linear Accelerator Center (SLAC) confirmed that hadrons were indeed
composite particles [7, 8].
Later, three more flavours of quark were discovered. Along with the charm
(c) there were the bottom (b) and top (t) quarks. The quarks can be arranged













We can refer to u, c and t (Q = +2
3




According to the Pauli exclusion principle it is impossible for fermions to
have identical position and quantum states. To ensure the anti-symmetry of
all observed hadron wavefuntions (Ψ), demanded by Fermi-Dirac statistics, it is
necessary to introduce another quantum number [9] which was dubbed ‘colour’
(e.g. for the ∆++). In Equation 2.1 Ψspatial and ΨspinΨflavour can all be symmetric
so an anti-symmetric Ψcolour was required. Quarks have colour charge assignment
red (r), green (g) or blue (b). Anti-particles have colour charge r̄, ḡ or b̄.
Ψtotal = ΨspatialΨspinΨflavourΨcolour (2.1)
Experiments have only found colour singlet states, meaning that gluons and
quarks cannot exist as lone excitations; a phenomenon known as confinement.
9
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These singlets typically manifest themselves as a quark anti-quark pair (meson) or
three quarks (baryon) bound together once at sufficiently low energies. Baryons
containing strange quarks can be referred to as hyperons. Some more exotic
states of matter, such as tetraquarks are allowed by QCD but were not observed,
however very recently a possible tetraquark signal was seen at the European
Organization for Nuclear Research (CERN) [10]. Everyday matter consists mostly
of hadrons made up of the three lighter quarks as the scale of QCD is larger than
the masses of the lighter three quarks. The heavier quarks have negligible impact
on low energy dynamics as they have significantly less time to form bound states
before decaying into their lighter counterparts.
QCD is a non-Abelian gauge theory as the gluons also carry the colour charge
and so they interact amongst themselves, in addition to the quarks. It is also
the reason why the effective range of the strong force is not much larger than
a few femtometres (fermi). The coupling constant of QCD, αs, which denotes
the strength of the attraction between colour-charged particles, decreases at high
energies (asymptotic freedom [11,12]), which means that perturbative approaches
only work at these energy scales. This is known as the running of the coupling.
For the low energy sector of QCD, non-perturbative approaches such as Lattice
QCD (LQCD) must be employed.
It should be pointed out that within the context of this work there are two
kinds of SU(3) symmetry which should not be confused: SU(3)-flavour and
SU(3)-colour (SU(3)c). Flavour SU(3) symmetry, sometimes denoted SU(3)f , is
an approximate global symmetry arising from the near mass degeneracy of the u,
d and s quarks. The SU(3)-colour symmetry is the gauge group of QCD and is
a fundamental symmetry of the theory. The Lagrangian must thus be invariant
under a local transformation of the quark colour charges.
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2.2 QCD Lagrangian
The interactions of the strong force are governed by the QCD Lagrangian
containing a Dirac part which describes the dynamics of the quarks (Lquark)
and an anti-symmetric field strength tensor term (Lgluon) which is related to
the interactions of the massless gauge bosons;















where ψf is a Dirac 4-spinor with flavour and colour components. Here we sum
over the nf quark flavours and the m
f refers to the mass of a particular quark
flavour, the values of which are not known ab initio. The ψ̄f = ψf†γ0 is the adjoint
spinor and along with ψ are anti-commuting Grassmann variables. The second
term in Equation 2.2 is given later through definitions found in Equations 2.6
and 2.7. The Dirac operator /D is defined by
/D = γµDµ = γ
µ(∂µ − igAµ), (2.3)
where Dµ is the gauge covariant derivative, Aµ is the gluon field potential with
Lorentz index (µ = 0, 1, 2, 3) and g the dimensionless coupling constant of QCD,
which is related to αS by αS = g
2/4π. The γµ are known as the Dirac (or gamma)
matrices and are given by the anti-commutation relations {γµ, γν} = 2gµν (see
Appendix A.1). The field potential, Aµ, is similar to the electromagnetic field
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with the generators of the SU(3)-colour group, Tα =
λα
2
, where λα are the Gell-
Mann matrices. This group is an example of a Lie group and as such a Lie algebra
for the SU(3)-colour group can be defined as




where fαβγ (α, β, γ = 1, ..., 8) are the structure constants of SU(3) and they
define the relationship between the commutators of the group generators. They
are unique to the group. The structure constants, the generators and algebra of
SU(3) are further discussed in Appendix A.2.
Due to the non-abelian nature of the local gauge group of QCD the field









ν (x)− ∂νAαµ(x) + gfαβγAβµ(x)Aγν(x). (2.7)
Each individual flavour of quark couples to the gauge field in the same way,
because the only difference between flavours, as far as the theory of QCD is
concerned, is their mass.
A local SU(3) gauge transformation of the field ψ is given by









where θα(x) are real valued functions and parameterise rotations in SU(3)-colour
space. The covariant derivative transforms in a similar way to the field ψ
Dµψ −→ UDµψ. (2.9)
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The gluon fields transform infinitesimally as follows:








which leads to the SU(3) transformation





Finally the field strength tensor transforms as
Fµν −→ UFµνU †. (2.12)
The action of QCD, SQCD, is invariant under the discrete symmetries of
charge conjugation (C), parity (P ) and time reversal (T ), along with products of
these symmetries. The Lagrangian is invariant under Lorentz transformations
and rotations in Minkowski space-time. An extra term can be included in
LQCD (equation 2.2), parameterised by an angle θ ∈ {0, π} that provides for
the breaking of Charge Parity (CP) in the strong sector but experimentally it is
found that θ ∼ 0 which has no theoretical underpinning. This is known as the
strong CP problem [13].
It is useful to briefly introduce the functional integral, Z, containing SQCD
which is central to the Feynman path integral formalism of QCD and critical








D[A, ψ̄, ψ]e−iSQCD . (2.13)
This formulation was developed by Feynman [14] and replaces the concept of a
particle having a single trajectory in space-time with a functional integral which
13
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posits that a particle takes infinitely many trajectories weighted by a complex
phase containing the action. In a Quantum Field Theory (QFT), such as QCD, it
is a central goal to compute expectation values of observables, which are operators
made up of products of the fields of the theory. The expectation value of a physical




D[A, ψ̄, ψ]O[A, ψ̄, ψ]e−iSQCD , (2.14)
while the k-point correlation function (or correlator) of a set of time ordered





D[A, ψ̄, ψ]O1[A, ψ̄, ψ]...Ok[A, ψ̄, ψ]e−iSQCD . (2.15)
QCD path integrals defined in Minkowski space can only be solved at high energy
scales in perturbation theory.
2.3 Eightfold Way
Consider the case of QCD with a single quark field of mass m. The QCD
Lagrangian has left-handed and right-handed pieces obtained through use of the
chiral projectors, PR and PL, such that
ψR = PRψ =
1
2




with ψ = ψR + ψL and where the operators have the properties that PRPL = 0
and P 2R/L = PR/L. The QCD Lagrangian (Equation 2.2) can be written as
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where the mass term mixes chiral components. Under transformations that treat
the left-handed and right-handed components independently,
ψR −→ eiθRψR and ψL −→ eiθLψL, (2.18)
we see that the Lagrangian is only invariant in the limit of massless quarks. In
that case the Lagrangian exhibits chiral symmetry.
For the case of two massless quarks mu = md = 0 we say that LQCD is
symmetric under U(2)L ⊗ U(2)R. This group can also be written as the direct
product of the following groups:
U(2)L ⊗ U(2)R = SU(2)L ⊗ SU(2)R ⊗ U(1)V ⊗ U(1)A, (2.19)
where U(1)V and U(1)A are vector and axial symmetries. The vector symmetry
relates to the conservation of baryon number in QCD, however the axial symmetry
is violated due to quantum effects; a phenomenon known as the axial anomaly.
Due to the dynamics of QCD the symmetry SU(2)L⊗SU(2)R is spontaneously
broken down to SU(2)V ⊗ U(1)V even in the massless limit. This will result
in massless excitations of the vacuum called Goldstone bosons. Due to the
introduction of massive fermions, as seen in Equation 2.17, the chiral symmetry
will be both spontaneously and explicitly broken, resulting in the pions π+, π0,
π− which have a small but non-zero mass and are pseudo-Goldstone bosons.
The SU(2) group corresponds to the concept of isospin symmetry, I, which was
originally introduced as an attempt to explain the difference between the mass of
the proton and neutron long before the quark hypothesis. Under the strong force
the two nucleons were considered different states of the same particles, thought
at the time to be fundamental particles. This symmetry was not originally
understood to be approximate within QCD but rather one that was violated
only by the electromagnetic and weak forces.
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Due to the similarity in mass between the u and d quarks it is still natural to
group the hadrons together by their isospin because states with the same number
of u and d quarks will have similar masses. More important than their near-
degeneracy, that the masses of the u and d are much smaller than the scale of
the strong interactions ensures that isospin is a good approximate symmetry of
QCD. Isospin is often treated as an exact symmetry in LQCD.
This symmetry was further expanded into the SU(3) approximate symmetry
used today [15], with a SU(2) isospin subgroup, when the quantum number
of ‘strangeness’, S, was introduced into the model. This quantum number was
devised to explain why certain hadrons decayed at a rate much lower than
expected [16]. Strangeness is a property that is conserved by the strong force
but not by the weak force.
The hadrons can be categorised according to electric charge, Q, strangeness, S,
and the third component of isospin (or isospin projection number), I3. This can be
achieved as the strong force is flavour-blind and so does not distinguish between
flavour. These quantities are related by the Gell-Mann-Nishijima relation,




where B is the baryon number and we call Y = S + B the strong hypercharge.
SU(3) is a Lie group of rank 2 and thus its Cartan subalgebra consists of two of the
eight generators of SU(3). Two generators, T 3 and T 8 of SU(3) are empirically
related to I3 and Y as follows
I3 = T
3, Y = 2√
3
T 8. (2.21)
The tensor product of the appropriate number of quarks and anti-quarks can
be decomposed into direct sums of irreducible multiplets of the Lie algebra of
SU(3)f corresponding to the baryon and meson bound states. Theoretically
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one could speak of SU(6)-flavour symmetry but this is very badly broken at low
energies due to the large masses of the three heavier quarks; c, b and t. Discussion
from this point onward, along with the work and results herein, will focus on the
three lighter quarks: u, d and s.
The states will form multiplets which have the same isospin projection
number which combine into supermultiplets and are defined by their spin,
parity and baryon number: JP (J is spin and the intrinsic parity is P). If we
assign fundamental (triplet) representation 3 Dirac fields to the quarks we can
decompose the baryons into decuplets, octets and singlets in the following way
3⊗ 3⊗ 3 = 10S ⊕ 8M ⊕ 8M ⊕ 1A. (2.22)
These multiplets have certain symmetry properties under flavour rotation and
must be combined as in Equation 2.1 to create physical states. The decuplet is
symmetric while the singlet state, however is totally anti-symmetric in flavour and
corresponds to the Λ1 baryon which does not exist in the ground state according
to Fermi statistics. There is no way of creating a totally anti-symmetric spin
wave-function from three quarks and thus ΨspinΨflavour will be anti-symmetric.
The two octets are of mixed-symmetry and describe the same states. They are




baryon octet and the 3
2
+
baryon decuplet are shown in Figure 2.2.
By assigning fields in the conjugate representation 3̄ to the anti-quarks a meson
octet and singlet can be constructed in a similar way (prompting Gell-Mann to
first use the phrase ‘Eightfold way’ [17]), but the baryons are the focus of this
work so mesons will not be further discussed here.
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To perform low energy calculations of QCD, when the coupling of the strong
force, αS, is large, it is necessary to introduce non-perturbative formulations such
as LQCD, introduced by K. Wilson in 1974 [18]. Quantities of interest such as
hadron matrix elements can only be calculated using tools like LQCD.
We perform a Wick rotation to move to Euclidean space and proceed by
descretising space-time and putting the theory of QCD onto a hyper-cubic
lattice of finite volume. The resulting form of the partition function contains
the exponentiated Euclidean action which acts as a probability distribution
comparable to a Boltzmann factor of statistical physics. As such it is possible
to perform numerical simulations using Monte Carlo methods to calculate
expectation values of quantities of interest. Several excellent texts cover
the content of the following sections in much more detail for the interested
reader [19–22].
3.1 Path Integrals in Lattice QCD
Within the context of a QFT the path integral is a central tool for calculating
expectation values of observables. This was introduced at the end of Section 2.2.
19
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The path integral of QCD is formulated in Minkowski space as it is a relativistic
theory and has an oscillating exponential term containing the QCD action. This
form does not allow for a numerical calculation however, as the phase is highly
oscillatory.
In order to obtain a path integral which can be computed numerically it
is necessary to move to imaginary time. This corresponds to a Euclidean







D[A, ψ̄, ψ]e−SEQCD , (3.1)
where the E superscript corresponds to quantities in Euclidean space. The














Z now has the form of a partition function of statistical physics as the complex
phase now becomes a damping factor similar to a Boltzmann factor. This is
known as a Wick rotation and corresponds to the following replacements:
x0 −→ −ixE0
A0 −→ −iAE4
∂0 −→ i∂E4 ,
(3.3)
along with the appropriate change to Euclidean Dirac matrices as outlined
in Appendix A.1. The expectation value of a physical observable, O, (see
Equation 2.14) now becomes
〈O〉 =
∫
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It is not possible to simulate an infinite number of degrees of freedom on a
computer and so along with placing the theory on a finite volume lattice, we
must also approximate the path integral by replacing it with a finite sum of
gauge configurations on this lattice. The replacement of an integral with a finite
sum will naturally have associated errors which will need to be accounted for in
simulations.
3.2 Lattice Regularisation
Lattice QCD is a gauge invariant regulator of QCD which allows for a non-
perturbative treatment. This regularisation cuts off higher momentum modes
such that observables will now depend on a cut-off which is proportional to
1/a. This a is the lattice spacing corresponding to the distance between
neighbouring points in a 4-dimensional hypercubic grid, of dimension L3 × T
which approximates space-time, and onto which we place the theory of QCD.
The momentum is confined to the Brillouin zone with a momentum cut-off π
a
.
Sending a −→ 0 allows one to obtain physically meaningful results. This step,
known as taking the continuum limit, corresponds to the act of removing the
regulator. In practice one simulates at several values of the lattice spacing and
performs an extrapolation.
The symmetries of the theory are now significantly affected due to the
introduction of the lattice regulator. For example space-time symmetries such
as rotational invariance are now broken down to a discrete subgroup, but the
more symmetries which can be maintained in the discretisation process helps
to maintain the link between simulations and the continuum theory when the
continuum limit is taken. The lattice does however, preserve gauge invariance. It
will become apparent in later discussion that chiral symmetry will be broken in
certain cases.
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and it is now necessary to redefine the QCD action within the confines of this
formulation. For the remainder of the chapter, the superscript E will be dropped
and any action terms should be understood to be Euclidean. We consider first
only the fermionic part of the action, with a single quark flavour,
SF = ψ̄(x)( /D +m)ψ(x) (3.6)
where the fields are now defined exclusively on the lattice points, with x = an
and n ∈ N such that L = aN . We can now simply substitute
ψ(x) −→ U(x)ψ(x) and ψ̄(x) −→ ψ̄(x)U−1(x), (3.7)
where U ∈ SU(3), while taking the derivative to be a finite difference on the




(ψ(x+ aµ̂)− ψ(x− aµ̂)), (3.8)
but one finds that the action is no longer gauge invariant. A discrete action is
thus constructed such that gauge invariance is preserved.
This is achieved through the introduction of the parallel transporter Uµ(x)
from lattice site x to site x+ aµ̂ which is defined as








(with P indicating path ordering) which transforms under a local gauge transfor-
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mation as
Uµ(x) −→ U(x)Uµ(x)U−1(x+ aµ̂). (3.10)
As these are defined by orientation, it is also useful to introduce the notation
U−µ(x) = U
†(x− aµ̂). (3.11)
The quark fields are now defined exclusively on the lattice sites while the gauge
fields exist on the connecting lines between sites, which are known as links. The
gauge configurations mentioned in the previous section of this chapter are now
understood as a collection of values for the gauge links on the lattice. It is the
traces of closed loops (known as a ‘Wilson loop’) of link variables between lattice
sites that are now the gauge invariant quantities.













Uµ(x)δx+aµ̂,y − U †µ(x− aµ̂)δx−aµ̂,y
]
. (3.13)
It is the matrix M that needs to be inverted to compute propagators on the
lattice. The majority of the computational cost of LQCD calculations is involved
in the inversion of these large and sparse matrices.
When taking the continuum limit, this naive discretisation of the fermion
action results in extra species of fermion which are manifestly un-physical. This
is known as the problem of fermion doubling, with the extra species being referred
to as doublers. The Nielson-Ninomiya ‘no-go’ theorem [23,24] in fact shows that
these doublers are not just a result of the choice of discretisation but due to the
very act of putting fermions on a lattice, even in the case of vanishing fermion
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mass.
Ideally one would try to discretise the QCD fermion action on the lattice such
that it retains the following properties:
• Locality of the /D operator, in that it only couples nearby sites.
• The matrix in Equation 3.12 is γ5-Hermitian.
• Translational invariance.
• {γ5, /D} = 0, i.e., exact chiral symmetry.
• No doublers.
The Nielsen-Ninomiya theorem does not allow for such a formulation, and as
such, one or more of these properties needs to be dropped in any discretisation
of the fermionic part of the action. A number of solutions to this problem have
been proposed with modifications that have their own separate advantages and
drawbacks.
One straightforward change to the discretised action outlined here is to add














(ψ(x+ aµ̂) + ψ(x− aµ̂)− 2ψ(x)). (3.15)
The fermion action becomes
SF + SWF =
∑
x,y
ψ̄(x)MW (x, y)ψ(y), (3.16)
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where
















which decouples the extra fermion species when the continuum limit is taken. This
can be rewritten in terms of the hopping parameter, κ, under a reparameterisation
ψ −→
√
m+ 4/aψ and ψ̄ −→
√
m+ 4/aψ̄, as
MW (x, y) = 1− κH(x, y), (3.18)





(1− γµ)Uµ(x)δx+aµ̂,y − (1 + γµ)U †µ(x− aµ̂)δx−aµ̂,y
]
, (3.19)





This strategy is not computationally costly but the inclusion of the Wilson
term breaks chiral symmetry. A consequence of this is that the mass requires
extra, additive, renormalisation which requires a fine tuning of the bare quark
mass to compensate for [25]. There are alternative methods of constructing
the fermion action which aim to preserve some chiral properties such as the
staggered fermion formulation [26]. Fermion formulations satisfying the Ginsparg-
Wilson relation [27] can be computationally expensive but retain some desirable
properties. These other choices of fermion action will not be discussed further.
As discussed, the continuum limit is taken for a theory regularised on the
lattice, but how quickly the continuum limit is reached depends on discretisation
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effects. Such effects can be removed, order by order, through the use of Symanzik
improvement program [28, 29]. In the case of Wilson fermions, its first order
discretisation effects, O(a) are removed through the introduction of a counter-
term, known as a clover term, with a parameter which can be tuned to ensure
first order discretisation effects are cancelled [30]. This O(a)-improved Wilson










where csw is the Sheikholeslami-Wohlert parameter, which for our gauge config-
urations, has been non-perturbatively determined [31]. A typical discretisation
for the field strength tensor involves the notion of a plaquette, which is a square
made up of link variables given by











Qµν(x) ≡ Uµν(x) + Uν,−µ(x) + U−µ−ν(x) + U−ν,µ(x). (3.24)
One can now use these gauge link variables and plaquette to construct the
gauge part of the action. A simple formulation was introduced by Wilson, which
is constructed around the plaquette, and thus preserves gauge invariance. It has















ReTr [1− Uplaquette] ,
(3.25)
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with the inverse coupling , β = 6
g2
. This gauge action approaches the Yang-Mills
action in the continuum limit.
Though this action has O(a2) discretisation effects, an improved action can
be constructed which will cancel some of these second order discretisation effects
in order to reach the continuum limit more rapidly. This gauge action is given by























and c1 = − 112 . This is the tree-level
Symanzik Improved gauge action [32]. The second term in the action refers to
the rectangular Wilson loop which is built in a similar manner to the plaquette
but where the link variables follow the outline of a rectangle. The action can be
generalised to multiple fermion flavours. The action used here will be written
down in Section 3.5.
3.3 Lattice QCD Simulations
The expectation value of a physical observable O is now given by
〈O〉 =
∫
D[U, ψ̄, ψ]O[U, ψ̄, ψ]e−Slat∫
D[U, ψ̄, ψ]e−Slat
, (3.27)
where the action is a choice of discretised QCD action. The integration measures
are given by












where α, a, f , x and µ refer to Dirac, colour, flavour, co-ordinate and Lorentz
indices respectively. As the fermion part of the lattice action is linear in ψ
and ψ̄ (or bilinear in fermion fields) these contributions can be integrated out
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analytically through the use of source terms and the generating functional, which
also avoids the issue of numerically simulating Grassmann numbers. This term
is given by a Grassmann Gaussian integral which can be integrated to give
ZF =
∫
D[ψ̄, ψ]e−SF [U,ψ̄,ψ] =
∫
D[ψ̄, ψ]e−ψ̄Mψ = det(M). (3.29)
It is computationally intensive to compute this non-local factor and as such
in many LQCD calculations in the past a simplification known as the quenched
approximation was implemented. This has the effect of neglecting the dynamical
quark loops and is done by setting ZF = 1. The neglecting of the sea quarks
introduces errors that are difficult to estimate and vary depending on the quantity
being calculated. In most modern calculations (and in those computed as part of
this work) this approximation has been abandoned, though it has been used in
some of the studies with which we will compare our results.
This discretised version of the expectation value is still very time consuming
to compute in practice even using supercomputers, due to the huge number of
degrees of freedom in the path integral (O(106) to O(108) for typical lattices).
As previously mentioned the use of techniques from statistical mechanics, such
as Monte Carlo methods, can be of use here. In generating a set of gauge
configurations, importance sampling algorithms were developed [33, 34] which
would discard configurations of the gauge links that were not favoured by a
probability density function which is weighted by the LQCD action. Simulations
in this study which use dynamical fermions will use the Hybrid-Monte Carlo
(HMC) and RHMC algorithms [35,36].
These techniques involve using Markov Chains to generate the configurations.
A starting configuration which is chosen randomly is conditionally updated in
discrete simulation time steps according to some probability. At equilibrium
the probability for changing from a configuration will be the same as changing
into it. A simple example of this is the Metropolis algorithm wherein a gauge
28
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configuration U is to be updated to configuration U ′ according to an acceptance
probability given by
P = eS[U ]−S[U
′], (3.30)
where S is the action. If P is greater than unity the updated configuration is
accepted. It is a Markov chain in the sense that the process is memory-less; the
update depends only on the current state.
The quantity of interest in Equation 3.27 is now approximated by taking the






where Nconf is the number of configurations. There are statistical errors associated
with such an approximation and these generally decrease in proportion to
1/
√
Nconf so that the expectation value reaches its physical value in the limit
of an infinite number of configurations. See Appendix B.1 for a discussion of the
bootstrap algorithm which we use here to estimate statistical errors.
Simulations are performed in a finite volume typically of the order of a few
fermi. Due to computational constraints, the largest volume lattices typically
have lattice spacings which are more coarse (i.e. relatively large a), while the
lattice spacing itself is an un-physical construct. The study of effects arising from
lattice techniques come under the heading of systematics which can have varying
impact on the calculation of different physical quantities.
Decreasing discretisation effects of the action through the Symanzik improve-
ment program reduces the impact of a finite lattice spacing but generally, in order
to understand these effects lattice calculations are carried out on several differing
choices of spacing a and volume L3 × T . When the wavelength of a quantity
of interest is comparable to the size of the lattice then finite volume effects can
increasingly contribute. Work herein is performed only at one value of the lattice
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spacing.
The fact that the simulation is confined to dimensions of finite length requires
a choice of boundary conditions. Periodic boundary conditions are often chosen
for the spatial extent so that
ψ(x+ µ̂iL) = ψ(x), i ∈ 1, 2, 3, (3.32)
along with a choice of anti-periodic boundary conditions for the temporal
direction. As mentioned, the introduction of the finite spacing, a, places
restrictions on the values of momenta that can be chosen. The lattice momentum














ni, ni = 1, 2, . . . , L/a (3.34)
One can choose to implement twisted boundary conditions as this allows for a fine
tuning of the momentum of the lowest-lying state to an arbitrary value, though
is costly as it requires separate inversions for each transition to be investigated.
The introduction of twisted boundary conditions modifies the quark fields
at the boundary such that a continuous momentum spectrum (below the cut-
off), between the usual Fourier modes, becomes accessible [37–39]. This can be
expressed as
ψ(x+ êiL) = e
iθiψ(x), i ∈ 1, 2, 3, (3.35)
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This ‘twist’ can be applied to any of the spatial directions, though often only one
or two are chosen to simplify computation and limit any additional finite volume
effects, which we expect to be small [40]. In this work twists will only be applied
in the z-direction.
The primary difficulty in implementing twisted boundary conditions is that
for each twist a new set of gauge configurations are required for each choice of
twist. This is expensive to do and so one often employs partially twisted boundary
conditions instead. This means that a twist is applied to the valence quarks but
the usual periodic boundary conditions remain for the sea quarks. In practice
this means computing propagators where the gauge links {Ui(x)} are replaced
with {e
iaθi
L Ui(x)} [41]. In this work the word ‘partially’ is sometimes omitted
even when such techniques are being utilised. Any further discussion concerning
twisted boundary conditions should be understood as applying a twist to the
valence quarks only.
Another factor in performing simulations is that computational cost of matrix
inversion is inversely proportional to the bare quark mass (∝ 1/am). Practically
this means that these masses, especially light quark masses, are chosen to be
heavier that their real world counterparts. An extrapolation in the limit of
am −→ 0 is then required which depends on knowledge of a quantity’s chiral
behaviour. In the analysis performed here our data indicates linear trends and
we simply adopt such linear fits in the chiral extrapolation.
A balance must thus be struck when carrying out a simulation, between
using suitably large bare quark masses to ensure prompt matrix inversion and
choosing masses close to the chiral limit to reduce the impact of extrapolation.
As computing power increases, the choice of simulating at or near physical masses
is becoming possible and more frequent [42, 43]. The number of quarks in a
simulation is often restricted to the lighter variety. Neglecting heavier flavours
should have only a small effect on quantities calculated in this work.
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3.4 2pt and 3pt Correlation Functions
In order to calculate matrix elements, the core goal of this study, some detail is
required on the structure of two-point (2pt) and three-point (3pt) correlation
functions. Quantities such as hadron masses can be computed using 2pt
correlation functions exclusively while matrix elements require 3pt functions.
Discussion here will be restricted to correlation functions of the octet baryons.
The correlation function, similar to that found in Equation 2.15, is written as
CHΓ (t; ~p) = Γβα〈Hα(t; ~p)Hβ(0; ~p)〉 (3.37)
for a 2pt correlation function with suitable baryon interpolators, where Γ is some
Dirac structure. The interpolators correspond to Hilbert space operators creating
and annihilating the appropriate baryon states. These operators are built from
products of quark fields which will need to be integrated out before any averaging
over gauge configurations can be performed. This 2pt function describes the
creation of a baryon with momentum ~p initially and then the annihilation of
that baryon at some later time. A useful aspect of the path integral formalism
of a QFT is that one can switch between it, with the associated computational
advantages, and the operator picture for convenience.
In order to construct an appropriate operator one must build it in such a way
as to respect the symmetries of the baryon being considered. Baryons are three
quark states so the operators must also have three quark fields. Conventionally
the flavour index of a field is dropped and instead the field given a unique name,
for example ψuα(x) is relabelled uα(x) The correct quantum numbers for charge
C, parity P , and total spin J , must also be included. The baryons which are the
focus of this work are those of the JP = 1
2
+
octet (see Figure 2.2) so there is a
need to project out the positive parity state which is done by including a Dirac
projection operator Γ as seen in Equation 3.37. For unpolarised baryons this is
32
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operators which will be needed in this work are now defined,
where the charge conjugation matrix C = γ2γ4 (see Dirac matrix representations
of Appendix A.1) is chosen to encode the properties
C = −CT = C−1 = C+. (3.38)
Only a single free Dirac index is required for the baryon so two of the quarks
form a di-quark structure and the colour indices, given by Latin characters, are
contracted with the three dimensional Levi-Civita tensor, εabc, so that the baryon








































































are the interpolators for the proton, neutron, Σ+, Σ−, Λ, Ξ0 and Ξ− respec-
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with similar operators for the other anti-baryons.
The 2pt correlation function can now be written in terms of quark propagators
with momentum ~p from a source to a sink at some later point. These are created
by performing Wick contractions of the quark fields. The quark propagator is
defined through
Gqq̄(x; y)abαβ = M





for some quark of flavour q, with the Dirac fermion matrix M defined in
Equation 3.13. In contrast with 2pt correlation functions of mesons there are
no disconnected pieces for baryons, though they will contribute to 3pt functions.
As an example, the 2pt correlator for the proton can be written in the following
form,










(Tr[ΓGuū(~x, t;~0, 0)]Tr[G̃dd̄(~x, t;~0, 0)Guū(~x, t;~0, 0)]
+ Tr[ΓGuū(~x, t;~0, 0)G̃dd̄(~x, t;~0, 0)Guū(~x, t;~0, 0)]),
(3.48)
with the definition G̃ = (Cγ5Gγ5C)
T . There are two trace terms within this
expression deriving from the fact that there are two ways to contract the up




b(~0, 0)T ūaα(~0, 0). (3.49)
The ‘upper’ contractions refer to the first term in Equation 3.48.
The 3pt correlation functions are somewhat more complicated as disconnected
diagrams can appear. One refers to the insertion of a current, O, at some time τ
which satisfies 0 τ  t, where t is the time of annihilation of the baryon state
34
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Figure 3.1: The three-point correlation function of the proton where at time τ ,
the current insertion d̄Γd has some unspecified Dirac structure and is indicated
by the dashed line. The left hand diagram is the connected piece while the quark
line disconnected part is on the right. The latter is neglected in this study.
on the lattice. This current is some operator adequately reflecting the interaction
which is to be simulated, for example this would be a vector current of the form
q̄γµq for the electromagnetic current. The 3pt correlator can be written as
CHH
′




Γβα〈Hα(t; ~p ′)O(τ, ~q)Hβ(0; ~p)〉, (3.50)
where q = p − p′. With this kind of current there are both connected and
disconnected contributions as depicted in Figure 3.1 which will both affect the
physics. The disconnected pieces are significantly more difficult to compute on
the lattice, requiring propagators from all lattice sites to all other points (the so
called ‘all-to-all’ propagators) [46]. These contributions will not be computed in
this work, and where possible, quantities will be computed such that disconnected
contributions cancel.
A current may also change the flavour of quark (see Chapter 4). Such currents
are found in the weak interaction picture and will form a large part of the work
carried out here. The transitions between baryon states will need to be computed
and thus Wick contractions will need to be carried out first which differ depending
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on the states being considered. An example of how to carry out this procedure is
discussed in Appendix B.2 along with a list of the 3pt functions used in this work,
in terms of quark propagators. The 3pt functions are calculated on the lattice
using the sequential source technique which is briefly discussed in Appendix B.3.
3.5 Simulation Details
Simulations carried out in this work are run on a lattice of dimension 243×48 with
a lattice spacing of a ∼ 0.078 fm [47]. The gauge field configurations are generated
with Nf = 2 + 1 flavours of dynamical fermions (i.e. two mass-degenerate light
quarks and one strange quark) with a single step of mild stout smearing [48],
utilising the tree-level Symanzik improved gauge action and non-perturbatively
O(a) improved Wilson fermions [49].
Our action takes the form
S lat = S ′G + SuF + SdF + SsF , (3.51)











ψ̄f (x)(γµ − 1)Ũµ(x)ψf (x+ aµ̂)















The Ũ terms refer to the stout smeared (or ‘fat’) links which are designed to
smooth fluctuations in the gauge fields for the Dirac kinetic term and the Wilson
term. Regular (or ‘thin’) links are used for the clover term [50]. The stout
36
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Whilst for masses the improvement of the action will result in O(a2) discretisation
effects, the operators here are not O(a) improved [51].
Five ensembles of configurations are used with ∼ 1750 − 2000 trajectories
for each transition computed. Errors are computed using the bootstrap method
as outlined in Appendix B.1. Further details concerning these configurations
and the lattice set up can be found in an article by the QCDSF-UKQCD
collaboration [52]. The ensemble details, however, are given here in Table 3.1.
Ensemble E1 corresponds to an ‘inverse’ world where the ‘light’ quarks are heavier
than the strange.
Ensemble κl κs Mπ[MeV]
E1 0.12083 0.12104 481
E2 0.12090 0.12090 443
E3 0.12095 0.12080 414
E4 0.12100 0.12070 377
E5 0.12104 0.12062 350
Table 3.1: Outline of the five ensembles used here with corresponding pion mass.
Here β = 5.50 corresponding to a lattice spacing of a ∼ 0.078 on a 243 × 48
lattice.
The bare light quark masses are defined through the hopping parameter, κl,
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where κ0 corresponds to the flavour symmetric point. They are related in this
way as in these simulations we choose to keep the singlet mass
m̄ = (mu +md +ms)/3 = (2ml +ms)/3 (3.57)
fixed along the path to the physical point. This formulation allows for expansions
around the symmetric point (κl = κs) where we define
δmq = mq − m̄. (3.58)
The value of κ0;c = 0.121099(4) is determined by finding where the quark
mass vanishes along the symmetric line as discussed by the QCDSF-UKQCD
collaboration [52]. More motivation for the choice of fixing the quark singlet
quantity can be found in that discussion.













This is an invariant mass dimensionless ratio which has a corresponding
experimentally measured value. This quantity has a value of unity at the
symmetric point (i.e. ensemble E2), where the masses of the light and strange
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quark are equal and SU(3) symmetry is unbroken. The quantityX2π is constructed
such that first order breaking effects from M2K and M
2
π cancel, leaving the
symmetric point pseudoscalar meson mass, M20 . This provides a useful way of
describing how measurements change as these masses diverge (the subject of
Chapter 7).
The interpolators used here are those outlined in Equations 3.39-3.45 with
Jacobi smearing [53, 54] in order to improve overlap with the physical wavefunc-
tion. They are taken to have a non-relativistic (NR) projection which cuts matrix
inversion time significantly. From the 2pt correlation functions one can determine
the mass of each baryon on each of the ensembles. These are not calculated here
but were determined by the QCDSF-UKQCD collaboration (Table 22 [52]) and
those numerical values will be used later when required.
We choose to implement partially twisted boundary conditions herein and
for simplicity, twists will only be applied to the active quark (i.e. the valence
quark impinged upon by the inserted current). As hyperon form factors are
usually evaluated around q2 = 0, we wish to twist boundary conditions for each
transition (and ensemble) to attain this value of momentum transfer and negate
errors due to extrapolation from non-zero values. We also choose to have another
point corresponding to q2 = (0.075)2 to assist with interpolation when required.
Both of these choices will conveniently lead to additional points between the usual
lattice momentum Fourier modes.
In order to evaluate which twist is required for an arbitrary q2 for a transition
between state H(p) and H ′(p′) we use:
q = p− p′ = (i(EH − EH′), ~p− ~p ′),
=⇒ q2 = −(EH − EH′)2 + (~p− ~p ′)2
= 2EHEH′ − (M2H +M2H′)− 2~p.~p ′,
(3.60)
and choose the case where state H ′ is at rest (i.e. ~p ′ = 0) so that ~q = ~p. From
39
3.5. Simulation Details 40




2 − (M2H +M2H′), (3.61)
which can be rearranged to solve for
~q 2 =
(























and by considering zero lattice momenta one can solve for θH to arrive at [55]
|θH | = L
√(






The twist applied to the final state, θH′ , is taken to be zero. The twists used in this
work are shown in Tables 3.2 and 3.3. This method has been applied successfully
in several other lattice calculations of various quantities [56–58], such as pion and
kaon form factors.
Finally, as the lattice has acted as a regulator for the theory of QCD, the
bare quantities that are computed must also be renormalised in order to match
results with experiment. The multiplicative renormalisation constants which
need to be considered in this work are ZV and ZA for the vector and axial-
vector currents, respectively. There are methods, including perturbative [59]
and non-perturbative [60, 61], which can be used to compute these constants
for a particular lattice but in this work these quantities are fixed by employing
a conserved vector current and matching axial-vector computed quantities with
the well known experimental measurement of the nucleon axial charge. Ratios
40
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Transition E1 E2 E3 E4 E5
N → N 0.57458 0.57470 0.57475 0.57482 0.57497
Σ→ Σ 0.57471 0.57470 0.57465 0.57463 0.57467
Λ→ Λ 0.57466 0.57470 0.57471 0.57469 0.57470
Ξ→ Ξ 0.57479 0.57470 0.57461 0.57453 0.57452
Ξ→ Λ 0.58001 0.57470 0.59394 0.61835 0.62395
Σ→ Λ 0.57301 0.57470 0.58234 0.58497 0.57721
Λ→ N 0.57473 0.57470 0.57985 0.59941 0.65676
Ξ→ Σ 0.57433 0.57470 0.58089 0.59386 0.61383
Σ→ N 0.58087 0.57470 0.59206 0.62594 0.67050
Table 3.2: Twists, θH , applied to the active valence quark in the hyperon state,
H, such that q2 = (0.075)2 for each transition within the five ensembles used.
These are taken to be in the z-direction in each case. All values are in units of π.
Transition E1 E2 E3 E4 E5
Ξ→ Λ 0.13496 N/A 0.11166 0.18792 0.20238
Σ→ Λ 0.05158 N/A 0.05930 0.07329 0.02530
Λ→ N 0.08833 N/A 0.04381 0.12987 0.27292
Ξ→ Σ 0.08456 N/A 0.05153 0.11241 0.17588
Σ→ N 0.13870 N/A 0.10382 0.20579 0.30016
Table 3.3: Similar to Table 3.2 but for the case of q2 = 0. It is not necessary
to apply twists to the diagonal matrix elements in this case as this is achieved
naturally at q2 = q2MAX = (MH − MH′)2. This is also pertinent to transition
matrix elements at the symmetric point.
where renormalisation constants cancel will also be used extensively.
Our calculations were performed using the Chroma software suite [62],
employing the SSE optimised Dslash code [63] and Bluegene codes were optimised
with the use of BAGEL [64].
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“Appear weak when you are strong, and
strong when you are weak.”
— Sun Tzu, The Art of War
Chapter 4
Flavour Physics
Within the SM there are many free parameters that need to be fixed by
experiment, some of which can be aided by computational efforts. In particular
there are many parameters that relate to ‘flavour changing interactions’. There
are the six quark masses, three lepton masses, three quark mixing parameters
and another complex parameter corresponding to CP violation. The number of
parameters will increase if one allows for non-zero neutrino mass.
Flavour physics is a term that relates to interactions that can discriminate
between flavour. Some of these processes are flavour changing where a particle
changes flavour, whilst others are flavour conserving. QCD is flavour-blind as it
does not distinguish between quark flavours, while the weak interaction is not so,
as will be discussed in this chapter.
4.1 Weak Interactions
The quark and lepton masses are generated after the Higgs field gains a non-
zero vacuum expectation value from the spontaneous symmetry breaking of
electroweak interactions. Upon reparameterisation of the Higgs field one will
find that three vector bosons have acquired mass within the Higgs component of
42
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the SM Lagrangian. These are the electrically charged W± and the neutral Z0
mediators of the weak force. These massive particles decay, leading to a short
effective range for the weak force.
Weak interactions are the only type in the SM that allow the charge (C) and
parity (P ) symmetries to be violated. In QCD and Quantum Electrodynamics
(QED) any processes are invariant under an interchange of a particle with its own
anti-particle (charge) and upon spatial inversion (parity), whereas not all weak
decays respect these two symmetries. It was shown experimentally that parity is
not only violated in weak decays [65] but is maximally so. The weak force was
also later shown to be not invariant under the combined symmetry, called CP, in
1964 by Cronin and Fitch [66]. CP violation is a direct consequence of a theory
with three generations of quark, if quark mixing is allowed. These experiments
showed that the weak theory is a chiral theory in contrast with other fundamental
interactions as it displays this asymmetry.
In order to explain the process of nuclear beta decay n→ peν̄e, Fermi [67], in
1934, originally developed a model which involved a 4-fermion point interaction.
As this was a point interaction model there was no force mediating particle. This
is now understood to be approximate as the force is short range and only gives an






with external Dirac spinor fields and where GF is known as the Fermi constant.
This model was later displaced by the intermediate vector boson theory (IVB)
which included force mediators in direct analogy with QED and QCD. Current-
current forms of the interaction provide for a good low-energy effective description
however.
At the quark level, in Figure 4.1, one can see that the W− is responsible for
the change of electric charge of the fermion line. As was mentioned in Section 2.3,
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Figure 4.1: Example weak interactions involving the W− and Z bosons. The first
and second diagrams show a change in charge for the fermion. The solid lines in
the third diagram can be any quark or lepton.
the weak force can violate strangeness. In the first diagram there is no change in
the strangeness of the system; a strangeness conserving decay can be represented
as ∆S = 0. Similarly, ∆S = 1 corresponds to a decay in which the strangeness
quantum number of the system changes by one unit. An example would be the
second diagram in Figure 4.1. Convention requires that the flavour quantum
numbers have the same sign as their electric charge therefore s→ u is a ’positive’
change in strangeness. The empirical rule that ∆S = ∆Q has been seen to hold
in experiment for transitions which violate strangeness.
It could be possible in the SM to have an interaction where the neutral
Z0 changes the flavour of a quark (for example s → d) which is known as
a Flavour Changing Neutral Current (FCNC) though this sort of interaction
is highly suppressed by the Glashow-Iliopoulos-Maiani (GIM) mechanism. In
actuality it was the need to incorporate a suppressed FCNC into the SM that
led to the concept of the charm quark being introduced, four years before it was
discovered experimentally at the Brookhaven National Laboratory (BNL) and at
SLAC [68–70].
Turning back to the current-current picture of nuclear beta decay we find
Equation 4.1 does not provide for a modern understanding of parity and charge
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conjugation violating weak processes and needs to be modified. It is possible
to combine the gamma matrices in five different ways categorised by their
transformation under the charge and parity operators. These combinations, with
appropriate spinors, are known as bilinear covariant fields (or simply bilinears).
The vector current seen in Equation 4.1 is one of these five which are all
summarised in Table 4.1.
Name Bilinear Components C P CP
Scalar ū1u2 1 ū2u1 ū1u2 ū2u1
Pseudoscalar ū1γ5u2 1 ū2γ5u1 −ū1γ5u2 −ū2γ5u1
Vector ū1γµu2 4 −ū2γµu1 ū1γµu2 −ū2γµu1
Axial-Vector ū1γµγ5u2 4 ū2γµγ5u1 −ū1γµγ5u2 −ū2γµγ5u1
Tensor ū1σµνu2 6 −ū2σµνu1 ū1σµνu2 −ū2σµνu1
Table 4.1: Dirac bilinear covariant matrices with transformation properties under




In order for the theory to adequately replicate properties found in nature and
exhibit the symmetry violating behaviour seen in experiment it was necessary
to replace the γµ in Equation 4.1 with a vector axial-vector (V-A) Lorentz
structure γµ → γµ(1−γ5) [71,72]. The vector and axial-vector currents transform
in opposite ways under parity and thus provide for maximal parity violation.
The term (1 − γ5) ensures a weak force coupling to left-handed fermions. The
amplitude thus becomes [73,74]
M = GF√
2
(ūnγµ(1− γ5)up)(ūlγµ(1− γ5)uν̄l). (4.2)
Nuclear beta-decay is an example of a semi-leptonic decay which will be
discussed in more detail in Chapter 5. The vector current is also present in
electromagnetic interactions while both the vector and the axial-vector structure
is needed to calculate observables and for understanding the physics of hyperon
semi-leptonic (HSL) decays.
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4.2 Quark Mixing and the Cabibbo Model
The weak sector of the SM has symmetry group SU(2)L⊗U(1)Y . The Lagrangian
governing the coupling of the Higgs field to the fermions is given by the Yukawa
interaction term












Rj + h.c. (4.3)
where φ is the Higgs doublet and φ̃ = iσ2φ
∗. QILi are left-handed quark doublets
for each generation and are expressed in the interaction basis, as emphasised by
the I superscript. The dIRj and u
I
Rj are singlets for down and up-type quarks while
the Y
u/d
ij are complex Yukawa matrices operating in flavour space. The Yukawa
interaction with the Higgs condensate gives rise to both the quark masses and the
mixing between flavours of quark. The masses are expressed in the interaction
eigenbasis but can be transformed, through the use of unitary rotations, to be
diagonal in the mass eigenbasis. It is the transformation between these two bases
that allows for the mixing of quark flavours for charged W± interactions. Though
flavour is violated, total quark number is conserved in weak interactions.
If we consider at first, a flavour-SU(2) world, then the quarks will simply
appear as a left-handed doublet, (u, d)L, and two right-handed singlets, uR and
dR. The Cabibbo angle [75], θC , parameterises the rotation from the mass
eigenbasis into the weak interaction vector space. With the inclusion of the
strange quark, s, we modify the doublet to be (u, d′)L where d
′ is a mix of down
type quarks that couple to the u quark via the flavour changing weak current,










Experiment suggested that the ∆S = 0 coupling should be greater than
that of the ∆S = 1 coupling factor and so N. Cabibbo developed his model to
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accommodate that observation. Indeed recent estimations are θC ∼ 13.01◦ [76].
Upon including the charm quark, and thus the entire second generation, we can





 cos θC sin θC






The entries of the matrix relate to the probability of a down-type quark changing
to a up-type quark. This can be made more clear in the form cos θC sin θC





where, e.g., |Vcd|2 and |Vcs|2 are the relative probabilities of transitions between
down and strange quarks to charm quarks.
4.3 Cabibbo-Kobayashi-Maskawa Matrix
The Cabibbo-Kobayashi-Maskawa (CKM) matrix is the generalisation of the
Cabibbo model to the third generation of quarks. The third generation was
postulated by Kobayashi and Maskawa in order to accommodate CP violation
into the SM [77]. In a similar manner to the charm this occurred years before
the third generation was discovered experimentally. The relation is now
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is the CKM matrix. It is a unitary matrix (V V † = V †V = 1) with 9, not all
independent, complex elements. Normally a complex N × N matrix has 2N2
degrees of freedom but the CKM matrix is unitary and thus has N2 constraints.






|Vij|2 = 1, for i, j ∈ {1, 2, 3}, (4.9)





kj = 0, (4.10)
where i 6= j. The latter constraints are related to the orthogonality of the rows
and columns of the matrix.
The CKM matrix should then have 2N2 − N2 degrees of freedom, of which
N(N − 1)/2 are real rotation angles and N(N + 1)/2 are complex phases. By a
redefinition of the quark fields, 2N−1 of these can be absorbed leaving N2−2N+
1 = (N−1)2 parameters with (N(N−3)+2)/2 phases. In the 3×3 case removing
these non-observable phases leaves just one complex phase factor. This phase is
responsible for CP violation in the weak sector. The CKM matrix therefore has
(3 − 1)2 = 4 parameters of which the remaining three are real. In the case of
Equation 4.6 the same line of reasoning would lead to just one parameter: the
Cabibbo angle, θC .
The Cabibbo angle is a subset of the real parameters of the 3 × 3 case and
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is usually identified with the angle θ12 in the standard parameterisation of the
CKM matrix. The other two real parameters are θ13 and θ23 while the phase is





−s12c23 − c12s23s13e−iδ c12c23 − s12s23s13e−iδ s23c13
s12s23 − c12c23s13e−iδ −c12s23 − s12c23s13e−iδ c23c13
 (4.11)
where cij = cos θij and sij = sin θij. We can see from this that the relation between
the Cabibbo model and the CKM matrix can be written as tan θC = Vus/Vud.
Given the value of θC we expect s12 ∼ 0.22 while c12 ∼ c23 ∼ c13 ∼ 1. Other
factors such as s13 and s23 are significantly smaller and of magnitude 10
−2 or
less. This would imply that the certain flavour changes are much less likely than
others and that transitions within generations are favoured.
The current status of the elements of the CKM matrix can be found in the
most recent Particle Data Group (PDG) reviews [78,79]. They can be summarised
as follows:
• |Vud| = 0.97425(22) from superallowed nuclear 0+ → 0+ beta decays.
• |Vus| = 0.2253(14) from kaon decays, though determinations from hyperon
and tau decays are an alternative approach.
• |Vub| = 4.15(49) × 10−3 from exclusive and inclusive decays of the form
B → Xulν̄.
• |Vcd| = 0.230(11) from semi-leptonic charm decays.
• |Vcs| = 1.006(23) from semi-leptonic D or leptonic Ds decays.
• |Vcb| = 40.9(1.1) × 10−3 from inclusive and exclusive semi-leptonic decays
of B mesons to charm.
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• |Vtd| = 8.4(6)× 10−3 from B − B̄ oscillations or loop-mediated rare K and
B decays.
• |Vts| = 42.9(2.6)× 10−3 from the procedure as for |Vtd|.
• |Vtb| = 0.89(07) from top quark decays.
It is useful to display these numbers in matrix form to give a better understanding
of the probability of certain transitions and of the relative level of uncertainty.
VCKM =

0.97425(22) 0.2246(12) 4.15(49)× 10−3
0.230(11) 1.006(23) 40.9(1.1)× 10−3
8.4(6)× 10−3 42.9(2.6)× 10−3 0.89(07)
 . (4.12)
Immediately one can see that quarks usually mix within their own generation
as diagonal entries are larger. It is also evident that particular matrix elements
have significantly larger relative error in comparison with other entries within the
same row or column. This will motivate the choice of matrix element we study.
Due to the size of sin θ12 and the relative smaller sizes of sin θ13 and
sin θ23 we use the small angle approximation (sinψ ≈ ψ) to implement a
different parametrisation called the Wolfenstein parametrisation [80], which is an
expansion in the parameter λ which can be defined as λ ≈ |Vus| = sin θ12 ≈ θ12 ∼
0.22. The other parameters are now A, ρ and η (representing the CP violating
phase). This parametrisation, shown in Equation 4.13 helps to highlight the









Aλ3(1− ρ− iη) −Aλ2 1
+O(λ3). (4.13)
One can parameterise the CKM matrix in many ways but it is useful to
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note that a quantity, that is CP violating, can be constructed regardless of







23s12s13s23 sin δ ≈ λ6A2η. A primary consequence of this
result can be expressed as
(m2u −m2c)(m2c −m2t )(m2t −m2u)(m2d −m2s)(m2s −m2b)(m2b −m2d)J 6= 0, (4.14)
where mx is the mass of a quark with flavour x. It is readily apparent from
Equation 4.14 that CP violation will occur in weak interactions if there is no
degeneracy in the up or down type quarks. If any of the mixing angles, or the
phase angle, vanish then there will not be any CP violation.
The fits to the Wolfenstein parameters, as currently determined [79], are
• λ = 0.22535(65)
• A = 0.811+0.022−0.012
• ρ̄ = 0.131+0.026−0.013
• η̄ = 0.345+0.013−0.014
Here we have defined ρ̄ = ρ(1− λ2/2) and similarly η̄ = η(1− λ2/2).
It can be instructive to depict the current level of precision of these matrix
elements in a graphical way. Consider the relation




tbVtd = 0, (4.15)
arising from Equation 4.10. This equation can be represented as a triangle in the
ρ̄-η̄ complex plane as shown in Figure 4.2. It is known as a unitary triangle and
ensuring an accurate calculation of the parameters of this triangle, such as side
lengths and angles, is an ongoing field of work in theoretical and experimental
physics. The angles of the triangle can be related to the CKM matrix elements
in the following way
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There are six such triangles, but all have equal area. The area itself is related
to the level of CP violation. It is necessary to over-constrain this triangle to
ensure that it does indeed respect unitarity. If this is not the case then this would
strongly suggest the existence of physics beyond the standard model (BSM).
The various efforts to ascertain the parameters of the unitary triangle are
regularly analysed by groups such as CKMfitter. Plots are created containing
the constraints that all calculations and experiment to date have put on the
parameters. An example, produced by CKMfitter [82], is shown in Figure 4.3.
We have introduced the CKM matrix and its individual elements, along with
several parameterisations. As will be shown in Chapter 8, the form factors
calculated in this study can be combined with the experimentally obtained decay
rate data of weak processes to estimate entries of the CKM matrix, through the
use of the non-perturbative methods of LQCD. Here we are particularly interested
in studying the entry |Vus| of the matrix as will be discussed later.
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Figure 4.3: A fit produced by CKMfitter [82] showing a global fit to the
constraints on the unitary triangle from available measurements. The apex of
the triangle shows a small region that current measurement has yet to probe. If
the triangle is unitary this region will converge on a single point.
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“Why, sometimes I’ve believed as many as
six impossible things before breakfast.”
— Lewis Carroll, Through the Looking Glass
Chapter 5
Hyperon Form Factors
There have not been many recent efforts contributing to the calculation of
the hyperon properties either theoretically or experimentally, despite being of
enormous phenomenological interest. The lattice can be used to make estimates
of hyperon properties such as charge and momentum distribution, magnetic
moments, axial charges and other form factors [83–86]. Hyperon semi-leptonic
(HSL) decays can be used as an alternative, ‘baryonic’, way of estimating CKM
matrix elements such as |Vus|, which is normally calculated by considering kaon
decays [87].
One can also examine the role of SU(3)-symmetry breaking effects in such
decays. Cabibbo, Swallow and Winston argued in 2003 that it would take model-
independent calculations of SU(3) breaking effects, such as those using LQCD, to
determine these effects [88]. As such, in this work we are particularly interested
in transitions that are not strangeness preserving.
5.1 Hyperon Matrix Elements
In order to calculate hyperon form factors using LQCD it is first necessary to
calculate matrix elements with the required current operator insertion between
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states. The matrix elements take the form of
〈H i|Oj|Hk〉, (5.1)
where H i and Hk are baryon octet states and Oj are operators containing various
combinations of gamma matrices; i, j, k ∈ {1, 2, ..., 8}. Our choice of numbering
convention is outlined in Table 5.1 and is arranged such that the use of operator
number i corresponds to the same effect as the absorption of a meson with index
i.
Index Hyperon Operator Meson
1 n d̄Γs K0
2 p ūΓs K+






(ūΓu+ d̄Γd− 2s̄Γs) η
6 Σ+ ūΓd π+
7 Ξ− s̄Γu K−
8 Ξ0 s̄Γd K̄0
Table 5.1: Index convention used in this work for labelling of states and operators.
For example operator 2 can annihilate an s quark in Λ and create a u quark in
order to transition to p. The V-A current structure is required here so Γ is chosen
to be composed of the appropriate γ matrices, as discussed in Chapter 4.
As this work considers degenerate light quarks exclusively we need only
calculate one amplitude within each isospin multiplet. All other amplitudes are
calculated from isospin symmetry. For example, calculating the Ξ → Σ matrix
element allows for a determination of the Ξ− → Σ0, Ξ0 → Σ0 and Ξ0 → Σ+
amplitudes. Similarly knowing Σ+ matrix elements also provides the Σ0 and
Σ− matrix elements. When considering the 2 + 1 case the following baryon
naming convention will be understood: {p, n} → N , {Σ−,Σ0,Σ+} → Σ and
{Ξ−,Ξ0} → Ξ.
As was alluded to in Section 4.1 there are only certain physically permitted
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decays, or transitions, within the baryon octet. Transitions of the form s → d
are not permitted nor are those corresponding to ∆S = −∆Q, which have never
been observed. Within the octet the weak current will mediate these semi-leptonic









Figure 5.1: Example semi-leptonic transitions within the baryon octet
corresponding to a weak current that preserve strangeness, indicated by the arrow
to the right and those that do not, which are depicted by arrows pointing upwards
and to the right. Arrows moving up and to the left are FCNC which are highly
suppressed. We work in the isospin limit so the u and d quarks have the same
masses but are still distinguished as different flavours. Σ0 is not displayed as
transitions involving it are related to those involving the other Σ baryons in the
isospin limit. Transitions only occur between adjacent states in the octet.
Figure 5.1 also indicates all transitions between members of the set {N,Σ,Λ,Ξ}
which we wish to directly compute matrix elements for in this work, four with
∆S = 1 and one where ∆S = 0. Along with these five transition amplitudes we
also wish to calculate seven possible diagonal matrix elements. These are the four
I = 0 amplitudes, one for each element of the set but only three I = 1 amplitudes
as Λ0 → Λ0 with I = 1 is ruled out by isospin symmetry. These seven, of course,
preserve strangeness. Thus, twelve V-A matrix elements are calculated in total.
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Table 5.2: Isospin limit relations between all possible matrix elements
corresponding to transitions within the baryon octet. For example the matrix
element of the transition Ξ− → Σ− is equal to that of the Ξ0 → Σ0 up to a factor
of − 1√
2
, i.e., 〈Σ0|K0|Ξ0〉 = − 1√
2
AΣ̄ηΞ = − 1√2〈Σ
−|K0|Ξ−〉 in the isospin limit.
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These twelve can be related to all possible allowed transitions matrix elements
within the octet by SU(2) isospin symmetry (which is exact in this 2 + 1 world)
and these relationships are outlined in Table 5.2. The matrix elements are labelled
by AH̄MH and the complete set are thus
AN̄ηN , AΣ̄ηΣ, AΛ̄ηΛ, AΞ̄ηΞ (5.2)
and
AN̄πN , AΣ̄πΣ, AΞ̄πΞ, (5.3)
for the diagonal matrix elements. The off-diagonal matrix elements are
AN̄KΛ, AN̄KΣ, AΛ̄KΞ, AΣ̄KΞ, AΛ̄πΣ (5.4)
and together they make up the possible twelve amplitudes in the isospin limit.
The coefficients in Table 5.2 are Clebsch-Gordan coefficients, relating the octet
matrix elements in the basis of isospin.
A particular matrix convention for the octet baryon and meson matrices needs
to be specified. In this work we follow the convention used widely in the chiral




















































so that for some SU(3) rotation matrix, U , these three matrices transform as
M → UMU †, H → UHU † and H̄ → UH̄U †. (5.8)
5.2 Hyperon Semi-leptonic Decays
Though it is not strictly a hyperon, discussion that follows will also pertain to
the nucleon. The weak current operator JW in the transition matrix element for
a HSL decay, given generally as H → H ′lν̄l, is expressed in terms of hadronic Jh












where lµ = 〈l|Jµl |ν̄l〉 = ūlγµ(1 − γ5)vν̄l is the matrix element describing the
transition between lepton states, with external lepton Dirac spinors, and has
a V-A structure. C is the relevant Cabibbo mixing-angle (e.g. Vus for Ξ→ Λ). In
the case of only the three lightest quarks the hadron current can be expressed as
Jhµ = cos θCJ
h
µ (∆S = 0) + sin θCJ
h
µ (∆S = 1), (5.10)
where Jhµ (∆S = 0) and J
h
µ (∆S = 1) refer to the hadronic current for strangeness
preserving and strangeness changing processes respectively. The angle, θC is the
Cabibbo angle introduced in Chapter 4.
It is necessary to separate out both weak current components as the hadronic
contribution to the amplitude is significantly modified by strong force effects.
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Matrix elements of lepton-lepton processes, in contrast, are only affected by




by the V-A structure does not suffer from the large perturbations arising due to
strong effects that will be present for hadronic processes which require special
treatment as a result.
The matrix element can be written so as to emphasise the separate contri-
bution from the vector, Vµ, and the axial-vector, Aµ, components of the weak
current,
〈H ′|Jhµ |H〉 = 〈H ′|Vµ − Aµ|H〉, (5.11)
where Vµ = ūγµd and Aµ = ūγµγ5d for ∆S = 0 and Vµ = ūγµs and Aµ = ūγµγ5s
for ∆S = 1 transitions.
This matrix element can be described in terms of three vector and three axial
vector form factors through the decomposition of
〈H ′(~p ′, s′)|Jhµ |H(~p, s)〉 = ūH′(~p ′, s′)(Vµ(q) +Aµ(q))uH(~p, s), (5.12)
where we have defined the initial state H as having momentum ~p and spin s,
while the final state has momentum ~p ′ and spin s′. The momentum transfer, ~q,
is given by ~q ≡ ~p − ~p ′. In Euclidean space one can write the matrix element of
Equation 5.12 in terms of the six form factors as follows






















[γµ, γν ]. Note other authors may use differing sign conventions to those
used here [91, 92] or have a different σµν . The calculation involved in moving
the matrix element from Minkowski to Euclidean space is outlined in detail in
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Appendix C.1.
5.3 Semi-leptonic Form Factors
The form factors introduced in Equations 5.13 and 5.14 are known as the hyperon
semi-leptonic decay vector and axial-vector form factors respectively. We will
sometimes refer to the axial-vector form factors simply as the axial form factors.
The form factors are real-valued functions of the Lorentz invariants only and do
not depend on the initial and final spin states. The vector form factors are known
as the vector f1(q
2), weak magnetism f2(q
2), and the induced scalar f3(q
2), form
factors. The axial form factors are further sub-divided into the axial g1(q
2), weak
electricity g2(q
2), and the induced pseudoscalar g3(q
2), form factors.
The vector f1(q
2) and axial g1(q
2) form factors are known as the vector and
axial coupling constants gV ≡ f1(0) and gA ≡ g1(0) respectively when the
transferred momentum between the initial and final state is zero. These are
important phenomenological parameters that provide for a low-energy effective
field theory description of the hyperons. Both of these form factors are critical
for arriving at an estimation of CKM matrix elements as discussed in Chapter 8.
When we consider diagonal hyperon matrix elements, where the final state is
the same as that in the initial state, the form factors f3(q
2) and g2(q
2) are not
present. In the SU(3)-symmetric limit these form factors will also vanish. In the
Weinberg classification [93] they are known as second-class form factors.
The strong force is invariant under a rotation by π through the second com-
ponent of isospin axis, I2 and under charge conjugation. These transformations
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2). The second class form factors transform with the opposite sign to
those indicated in Equation 5.15 and thus vanish in the SU(3) limit [94]. This
occurs as states with definite G-parity transitioning to states with the same G-
parity would require form factors of the vector current to transform without a
sign change, and the opposite to hold for the axial current [95,96].
In the Cabibbo theory [75] flavour-symmetry breaking effects are ignored and
one can proceed to use the model to determine the six form factors. This is more
appropriate for hyperon form factors than for meson form factors as the mass-
splitting for the baryons is significantly smaller, though any deviations from the
Cabibbo theory would indicate flavour-symmetry breaking effects.
Gaillard and Sauvage treat the Cabibbo theory thoroughly in their 1984
Annual Review of Nuclear Physics [94], part of which will be reviewed here as it
is relevant to this discussion. Firstly, the primary assumption made by Cabibbo
was that the vector and axial components of the weak current, itself a member of
an SU(3) octet, are also members of the same SU(3) octet. Then Cabibbo noted
that the matrix element of an SU(3) octet operator between two octet states can
be decomposed into the linear combination of two reduced matrix elements FR
and DR (more about this in Chapter 7), so in general:
〈Hi|Oj|Hk〉 = fijkFR + dijkDR. (5.16)
Here fijk are the structure constants of SU(3) and dijk are defined by {Ti, Tj} =
1
3
δi,j + 2dijkTk, with SU(3) generators Tk . The three vector form factors, in the
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with i ∈ {1, 2, 3} and where each of these twelve Fj(q2) and Dj(q2) functions
are different for each form factor, all of which the Cabibbo model attempts to
determine. ACG and BCG are generalised Clebsch-Gordan coefficients for SU(3).
If one assumes that the vector part of the weak current is conserved and
further assumes that this part of the weak current is a member of the same octet
as the electromagnetic current then one can directly relate these form factors to
the known electromagnetic form factors of the proton and neutron. This part of
the Cabibbo theory is known as the generalised conserved vector current (CVC)
hypothesis. The vector component F1 and D1 can be expressed in terms of
nucleon electromagnetic form factors at q2 = 0, which are given by the electric
charges so that trivially, F1(0) = 1 and D1(0) = 0, while F2(0) and D2(0) can be
given in terms of the anomalous magnetic moments of the proton and neutron
(see Table 5.3). The f3(q
2) form factor must vanish as previously mentioned, due
to conservation of the electromagnetic current, so F3(0) = D3(0) = 0.
As the weak electricity form factor, g2(q
2), vanishes in the SU(3) symmetric
limit then we take FR5 (0) = D
R
5 (0) = 0. The form factors f3(q
2) and g3(q
2) are
suppressed in decay amplitudes by a factor of (Ml/(MH + MH′))
2, where Ml is
the lepton mass, making this factor small for the electron. Generally these form
factors are ignored in the literature because of their negligible contribution to
the transition amplitude [97, 98]. Another implication of this suppression factor
is that experimental results for f3(q
2) and g3(q
2) are non-existent, at least until
experiments involving heavier leptons are carried out as has been suggested [99].
The remaining form factor g1(q
2) is usually expressed in terms of parameters
called F and D. The axial form factors for each transition can then be understood
in terms of these two parameters. For nuclear beta decay we use the conventional
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definition of g1(0) = F +D which fixes the values for the other transitions. F and
D will appear in the chiral expansions of any baryon quantity so it is important







n→ pe−ν̄ 1 D + F F +D Mn+Mp
2Mn
(κp − κn) = 3.70
Ξ− → Ξ0e−ν̄ −1 D − F F −D MΞ−+MΞ0
2Mn
(κp + 2κn) = −2.85















Ξ0 → Σ+e−ν̄ 1 D + F F +D MΞ0+MΣ+
2Mn
(κp − κn) = 4.94
Σ− → ne−ν̄ −1 D − F F −D MΣ−+Mn
2Mn






















(κp + κn) = 0.16
Table 5.3: The SU(3) symmetric limit value of octet hyperon form factors from
the Cabibbo model. For Σ± → Λe±ν̄ the values quoted are for f2 and g1 instead
of f2/f1 and g1/f1 as f1(0) = 0 for this transition. Here the values of κp = 1.793
and κn = −1.913 are used for the anomalous magnetic moments. This table is
in part a reproduction of Table 1 from Cabibbo, Swallow and Winston’s review
of semi-leptonic decays [101], with modifications due to differing definitions for
f2(q
2). The amplitudes for the first three transitions are proportional to |Vud|,
while the rest to |Vus|.
In 1964 Ademollo and Gatto proved that first class vector form factors will
be protected from first order SU(3)-flavour symmetry breaking effects and that






− 1 = O(δm2l ), (5.19)
where f
SU(3)
1 is the value of f1 in the flavour symmetric limit. While extrapolating
to the chiral limit only ∼ (ml − m̄)2 = δm2l effects should be seen in LQCD
calculations. This is known as the Ademollo-Gatto theorem [104]. The effect
is present in semi-leptonic decays of both mesons and baryons [74, 105], but as
it is not valid for axial-vector first class form factors, it makes the calculation
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of hyperon amplitudes more involved. This is one of the primary reasons why
lattice determinations of |Vus| to date have relied on kaon decays [106]. The
weak magnetism form factor f2 will also not be protected from first order effects,
though such effects have not yet been seen in experiment at current levels of
precision [88]. Theoretical attempts have been made to quantify the effects of
symmetry breaking in the f2 form factor in addition to the Cabibbo theory. In
1979 A. Sirlin proposed several formula, now known as Sirlin’s formulae, which
express f2 for the octet transitions in terms of the anomalous magnetic moments
of octet baryons [107].
Given all of the above and as a ‘baryonic’ determination of |Vus| is one of
our aims, we focus our efforts on the form factors f1 and g1. As SU(3) flavour
symmetry breaking effects are large in the vector form factor f2 we also calculate
this form factor and present results for it. Additionally we find a poor signal-to-
noise ratio for the second class form factors making any determination of their
contributions to the matrix element difficult to determine.
The second class form factors, however, are often assumed to be small [88,
108,109], as is their contribution to |Vus|. Furthermore, the form factor g3 is also
suppressed by the lepton mass in matrix elements as already discussed. Another
motivation for focusing on the form factors f1, g1 and f2 is the relative abundance
of experimental data on them compared with the other form factors.
5.4 Diagonal Matrix Elements
As part of the CVC we have assumed the weak vector form factors are related
to the electromagnetic form factors. This should not be surprising given the
vector nature of the electromagnetic current and with a modern understanding of
electroweak unification. As the vector and axial components of the weak current
are separable and are computed independently on the lattice, the calculation
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of weak hyperon matrix elements between the same initial and final states will
include the calculation of electromagnetic form factors.
The expression for the diagonal matrix elements with a vector current will be
similar to Equation 5.13 but with f3(q
2) = 0. It is common in the literature to
name these form factors the Dirac, F1(q
2), and the Pauli, F2(q
2), form factors.
These form factors are related to the matrix element as












where Vµ is a suitable vector current of the form q̄γµq for some quark flavour, q.
The electromagnetic form factors are obtained through the use of the hadronic
vector current which is given by
JEMµ = euūγµu+ edd̄γµd+ ess̄γµs, (5.21)
with the electric charge, ef , of the valence quark of flavour f in a particular
hyperon. For example, to calculate the proton electromagnetic form factors with
two u quarks and one d quark, we use eu =
2
3
, ed = −13 and es = 0. Other
currents can also be chosen by substituting Vµ for the isovector current, J
V (u−d)
µ =
ūγµu− d̄γµd, to obtain F v1,2(q2), or the isoscalar current J
V (u+d)
µ = ūγµu + d̄γµd,
for F s1,2(q
2) form factors. As we assume isospin symmetry the electromagnetic
form factors can be decomposed into isovector and isoscalar components [110].
For the proton and neutron,
F v1,2(q
2) = F p1,2(q





2) = F p1,2(q






2) + F d1,2(q
2)
)
≡ F (u+d)1,2 (q2),
(5.22)
in the isospin limit.
The Dirac and Pauli form factors can be related to the Sachs form factors,
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which as discussed previously, can be related to the electric charge and magnetic
moment of a hyperon. As an example, for the proton, G
(p)
e (0) = 1 and G
(p)
m (0) =
1 + κ(p) = µ(p).
Similarly, for the axial current one can also describe the diagonal matrix
elements in terms of axial form factors. The form factors in this case are often
written as the axial form factor GA(q
2) (or G1(q
2)), and the induced pseudo-scalar
form factor GP (q
2) (or G2(q
2)),














µ are defined as
JA(u−d)µ = ūγµγ5u− d̄γµγ5d (5.26)
and
JA(u+d)µ = ūγµγ5u+ d̄γµγ5d. (5.27)
The diagonal axial charges, found when GA(q
2 = 0), can be related to F
and D in a similar manner to the transition matrix elements. The relations are
gNNA = F + D, g
ΣΣ
A = 2F and g
ΞΞ
A = F − D in the SU(3) limit. It will also
be useful to define ratios of these constants because operator renormalisation
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in the case of exact SU(3).
By calculating the diagonal matrix elements with the axial current q̄γµγ5q
with quark flavour q one can then use these values to determine the fraction
of the hyperon’s spin held by that particular flavour of quark (and anti-quark),
usually denoted by ∆q. Having defined the isovector axial coupling constant and
introducing the notation that gA = ∆u − ∆d then one can also define the spin
contribution of the valence quarks to a hyperon H, to be
ΣH = ∆u+ ∆d+ ∆s. (5.30)




〈H(p, s)|q̄γµγ5q|H(p, s)〉 = ∆qsµ, (5.31)
where sµ is the covariant spin vector normalised as s
2 = −1.
The ‘proton spin-crisis’ first discovered by the European Muon Collaboration
(EMC) [112] was the observation that most of the spin in the proton was not
carried by its constituent quarks as was expected. There have been many
suggestions as to the cause of this, including the effects of gluon exchange and
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of chiral symmetry. Various models have been proposed to account for these
findings (e.g. [113]) while LQCD can provide insight into the problem by non-
perturbatively calculating the spin contributions to the proton, and to the other
octet baryons, which can be compared with existing models. Though it is
computationally intensive, a full analysis of the problem would involve calculating
disconnected diagrams, which will not be done here.
Little work has been done in relation to the spin fractions of the Λ baryon
in recent years. The Λ spin fractions are of interest for a variety of reasons such
as examining the effects of SU(3) symmetry breaking on the spin in comparison
with that of the nucleon. It is also important for a variety of experimental reasons
(cf. [114]).
5.5 Current Status of Form Factors
There have been limited theoretical and experimental investigations into the
properties of the hyperon form factors in recent times though there has been
some interest shown with several calculations from LQCD in the past.
Apart from nuclear beta decay, HSL decays represent less than a percent of
the possible decay modes making them difficult to measure. Those experiments
that have been performed to determine the hyperon form factors for transitions
that are strangeness changing, ∆S = 1, make the assumption that there is no
g2(q
2) second class form factor away from the SU(3) symmetric limit. No results
are reported for g3(q
2) due to the small mass of the lepton in the decay process.
The axial-vector and vector form factors are generally reported as a ratio g1
f1
with
q2 → 0. There are limited experimental results for the weak magnetism form
factor f2(q
2). These results are summarised here in Table 5.4.
Several ∆S = 0 octet transitions are of interest to us in this study and
have been measured experimentally. Of course, the most well known form factor
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Decay g1(0) f2(0) Branching Mean
Process f1(0)exp f1(0)exp Fraction (10
−3) Lifetime (10−10s)
Λ→ p [4, 115] 0.718(15) 1.3(8) 8.34(14) 2.63(2)
Σ− → n [4, 116] −0.340(17) −1.71(35) 10.17(34) 1.479(11)
Ξ− → Λ [115] 0.25(5) 5.63(31) 1.639(15)
Ξ0 → Σ+ [117] 1.3(2) 3.8(2.3)∗ 2.53(8) 2.90(9)




(where available). Decay rates for these transitions can be found by dividing the
branching fraction by the mean lifetime of the parent hyperon. PDG [4] values
are averaged over various experimental measurements. *A factor difference of
(MH +MH′)/(MH) exists between definitions.
quantity is that of gA
gV
for nuclear beta decay which is reported as an average of
several measurements at | gA
gV
| = 1.2701(25) by the PDG [4]. It has been suggested
that the precision of this measurement could potentially be improved upon in the
near future at CERN [118]. The transition Σ− → Λ has a vanishing SU(3)
symmetric limit value for f1(0) and as the vector form factor is protected from




The few LQCD studies of the hyperon form factors that exist [47,97,98,119]
have focused on the Σ0 → n decay process, though one has involved Ξ0 →
Σ+. Several of these employ the quenched approximation, which often results
in large systematic errors which are difficult to quantify. It is common in these
studies to measure the ‘lattice’ form factors f0(q
2) (Equation 5.32) and g̃1(q
2)
(Equation 5.33) due to the ratio of correlation functions used in those calculations.
Their results will be discussed later, for comparative purposes, when calculations
of form factors from this work are presented in Chapter 6. We define
f0(q
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5.6 Calculating Form Factors
The calculation of hyperon form factors requires information about their de-
pendence on the transferred four-momentum. The four-momentum itself is
determined from the energy of the hyperon state EH(p), H ∈ {N,Σ,Λ,Ξ}. The
energy of a hyperon with momentum p is defined through the dispersion relation
EH(p) =
√
~p 2 +M2H , (5.34)
where momentum on the lattice is normally confined within the Brillouin zone of
period 2π and ~p = (px, py, pz) =
2π
L
(nx, ny, nz) is the lattice momentum. In this
work the boundary conditions are twisted such that the transferred four-momenta
can take on values between the usual momentum modes of the lattice, such as
corresponding to q2 = 0 where the form factors are of most phenomenological
interest. We will label the parameter governing this twist to zero by θ0.
The calculation of the mass of each hyperon for the ensembles used has
previously been performed by the QCDSF-UKQCD collaboration as discussed
in Section 3.5. The twists are calculated using these values for hyperon masses
as per Tables 3.2 and 3.3 and are unique to each of the twelve matrix elements.
There is no need to calculate a twist to q2 = 0 for the symmetric ensemble or for
diagonal matrix elements as this occurs at lattice momenta n̂ = (0, 0, 0) naturally.
The second twist value we perform in all cases corresponds to a point between
n̂ = (0, 0, 0) and n̂ = (1, 0, 0) (and equivalent permutations) at q2 = (0.075)2.
This value is denoted θ1.
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The four-momentum transfer can then be calculated from
q = (q4, ~q) = (i(EH(p)− EH′), ~pT − ~p ′), (5.35)
where ~pT is compact notation for







which depends on the choice of twisting angle θi ∈ {0, θ0, θ1} which we have
introduced in Section 3.3. We will always choose to twist in the z-direction
so Equation 5.36 displays this discrimination. The final state will always be
considered to be at rest (i.e. ~p ′ = 0) so the calculations simplify. Simulations here
consider all lattice momenta permutations (px, py, pz), such that ni ∈ {−1, 0, 1}.
When no twist is present and n̂ = (0, 0, 0) we call this value q2MAX = (MH−MH′)2,
which is non-zero for off-diagonal matrix elements away from the symmetric point.
Consider now the 2pt (Equation 3.37) and 3pt (Equation 3.50) point
correlation functions introduced in Section 3.4. In order to work towards
calculating form factors using LQCD we must define an appropriate ratio of
correlation functions. Building upon earlier definitions [120–122] we can write
the following important ratio between correlation functions (which has proven to
be useful for extracting form factors [123]):
RΓ(t, τ ; ~p, ~p ′;O) =
CHH
′























(t− τ ; ~p ′)
,
(5.37)
where 0  τ  t and τ is the time of current insertion between source, (0),
and sink, (t). These conditions will ensure that this particular ratio will be
independent of t and τ . The square root part will cancel any smearing from both
the source and the sink. Only the quark line connected parts of the three-point
functions are included in our analysis and disconnected contributions are ignored.
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The index Γ refers to the chosen projection operator which takes on three forms
in this work with Γpol taken in the x or z-directions and the unpolarised, Γunpol,
case making the third option. In the following set of equations i ∈ {x, z}:
Γ ≡ Γunpol = 1
2
(1 + γ4) or Γ ≡ Γpol =
1
2
(1 + γ4)iγ5γini, (5.38)
where ni indicates direction of polarisation.
In order to obtain values from the ratio in Equation 5.37 we choose to take the
middle one-third of the lattice time separation between source and sink, which
are thirteen time-slices apart. This ratio should be relatively flat over this region
in order to obtain a consistent result, an example of which is shown in Figure 5.2.
Equation 5.37 can be simplified by our choice of kinematical setup and becomes





where we introduce the abbreviations EH and EH′ for the EH(~p) and EH(~p
′)
respectively, however in our case EH′ = MH′ . We also define












A more detailed description of how to arrive at Equation 5.39 can be found in
Appendix C.2. Here the reader can also find full details about the effects of
different choices of operator O on F (Γ,O). The transferred four-momenta can
be written as
q = (i(EH −MH′), ~pT ). (5.41)
We can now write the vector Vµ, and axial Aµ, components of the matrix
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Figure 5.2: Unrenormalised ratio, R, defined in Equation 5.37 choosing
F (Γ,O) = F (V4,Γunpol) (as per 5.40) with ensemble E3 for matrix element AΣ̄KΞ
and momentum n̂ = (0, 0, 0) with no twist applied. Here τ varies as we have fixed
the sink at t = 13.
element explicitly given our choice of kinematics. First, for the vector case,
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which upon choosing each of our three values of Γ will lead to the following result,































RΓpol(t, τ ; ~p, 0;OV4 ) = 0,










which relates the ratio to the vector part of the matrix element between two
hyperon states. Superficially it may seem that the choice of x or z directions will
result in the same ratio but as twisting is only applied in the z-direction, as seen
in Equation 5.36, it is important to distinguish between the two. We will refer to
Γpolx or Γ
pol
z when wishing to be specific about direction of polarisation. We have
n̂2i = 1 when our choice of polarisation is Γ
pol
i and zero otherwise.
It should be pointed out that even by twisting to q2 = 0 it is not always
possible to extract certain form factors such as f2(0) directly and extrapolation
over q2 will be required due to factors of (EH −MH). If no twists were included
the only non-zero ratio when n̂ = (0, 0, 0) is















which makes a direct measurement of f1(0) impossible for transitions. This
motivates the inclusion of twists which provides for the necessary number
of equations to solve. Twists will also provide extra points between lattice
momentum modes at higher q2 which aids curve fitting; having one twist in
between n̂ = (0, 0, 0) and n̂ = (±1,±1,±1) will provide nine extra q2 values in
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contrast with the usual four without twisting.
A similar procedure can be followed for the axial-vector components of the
matrix elements,




























In this case one can again choose the three values of Γ in the ratio to obtain
RΓunpol(t, τ ; ~p, 0;OA4 ) = 0,
RΓunpol(t, τ ; ~p, 0;OAi ) = 0,







































where the only surviving non-zero equation at zero lattice momenta with no twist
is












Being able to choose Γpolx and Γ
pol
z is just as important for the axial current as
will be shown.
In a similar fashion to Sasaki and Yamazaki [97] we will now define several
dimensionless projected correlators, which we use as shorthand notation to make
the calculation of form factors clearer. Note the difference in convention between
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There are three for the vector current, Λ0, ΛS and ΛT and three for the axial



















where an average is taken over non-zero combinations of equivalent momenta at
each value of q2. In the case of ΛS the average over directions can also be taken
(index i). The positive and negative signs of momenta, in each case, are also taken
into account such that average is calculated correctly. For ΛT an average is taken
over the two cases of polarisation Γpolx and Γ
pol
z (as these will be equivalent) along
with direction. After averaging over permutations of momenta and directions,




















Λ̄T (q2) = f1(q
2) + f2(q
2), (5.53)
where the bar notation indicates averaging.
For the axial current we can also define similar functions. These will be
somewhat more complicated to calculate.
Λ0(q2) = −
√

















RΓpolj (t, τ ; ~p, 0;O
A
i 6=j). (5.56)
For Λ0 an average can be simply taken over both polarisation directions but ΛL
and ΛT require a more careful treatment. The goal is to create three equations
















Λ̄T (q2) = g2(q
2)− g3(q2), (5.59)
after averaging, however there will be cases, where the ratio RΓpol(t, τ ; ~p, 0;OAi )
will not simply give either one of Λ̄L or Λ̄T .
At lower q2 (n̂ = (0, 0, 0) with twist θ1, for example), the value of Equation 5.59
is impossible to determine due to the presence of pi in RΓpol(t, τ ; ~p, 0;OAi )
which can vanish identically. Having two choices of polarisation is important
here as determining Equation 5.55 will result in a calculation of Λ̄L as defined
in Equation 5.58 for Γpolx and a determination of all of the terms present in
the definition of RΓpolz (t, τ ; ~p, 0;O
A
3 ) (Equation 5.46) for the other choice of




these two quantities, accounting for appropriate kinematical factors will result in
the recovery of Λ̄T as per 5.59.
Furthermore, at higher q2 (using n̂ = (±1,±1,±1) with no twist as an example
this time) Λ̄T is easily obtainable, but calculating Equation 5.55 will not result in
the desired correspondence to Equation 5.58 in this case. A subtraction between
ΛL and ΛT in this case will allow one to arrive at the desired form of Λ̄L. Again,
averaging over equivalent momentum permutations is performed in this work
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where applicable.
We are now ready to finally write the form factors of interest in terms of
quantities calculated on the lattice. This is done simply by solving the three
simultaneous linear equations for both the vector (Equations 5.51-5.53) and axial






















































































for the axial-vector form factors.
As can be seen from the above discussion there will often be ratios that
are directly proportional to a very small pi especially when p3 = 0 and a
twist is implemented. These ratios are extremely sensitive to small numerical
fluctuations. As such these quantities, such as Λ̄S and Λ̄T for the vector current
or Λ̄T for the axial current, will have large uncertainties in these kinematical
instances. This will impact on the calculation of certain form factors especially
at q2 = 0. Fortuitously, the form factors of primary phenomenological interest to
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us, which are f1(0) and g1(0), will only depend on these quantities in a suppressed
way as can be seen from Equations 5.60 and 5.63. As discussed at the beginning
of the chapter we find our data too noisy to sucessfully extract results for the
second class form factors.
The renormalised axial-vector form factors suffer from underestimation on
the lattice in comparison with experimental results. This is something which has
been seen in numerous lattice simulations in the past [124–128] and is no different
in this work. Several reasons have been put forward to explain this discrepancy
including finite volume effects, lattice spacing effects, excited state contamination
and the methods of calculating operator renormalisation constants. These will
not be examined in this work and often ratios of quantities of interest will be
examined in order to avoid problems associated with operator renormalisation.
A final factor to consider is the behaviour of the form factors as transferred
momentum is varied and how results depend on the model used to fit that
behaviour. As simulations here are also computed directly with twist θ0 it is
possible to extract at q2 = 0 directly from lattice calculations for most of the
dimensionless projected correlators. For example, results for F2(0) from the
diagonal matrix elements, however, are not possible to compute directly and
a model must be introduced. It is useful to define, as done in many other studies,







where F (0) and M are constants which need to be fitted.
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“However beautiful the strategy, you should
occasionally look at the results.”
— Sir Winston Churchill
Chapter 6
Form Factor Results
Chapter 5 introduced hyperon form factors and outlined how to calculate them
on the lattice. This chapter contains a report of these form factors as calculated
on our 243 × 48 lattice and forms the basis of all results contained in this work.
We will first examine results which are unrenormalised and then introduce both
preliminary renormalisation constants and ratios of form factors which should
result in renormalisation constant cancellation. Results will be compared to other
lattice results when possible and also to experimental data where available.
First, results will be presented for the diagonal matrix elements before moving
on to transitions. Several sample plots will be shown to indicate the q2 dependence
of the form factors, a chiral extrapolation to the physical point will then be
performed on this data and renormalisation will be considered to arrive at our
results.
6.1 Ratio Results: An Example
The dimensionless projected correlators introduced in Section 5.6 are worth
examining before moving onto form factor results. As these were introduced
by Sasaki and Yamazaki [97] for a calculation of the Ξ→ Σ form factors it would
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be prudent to look at the same transition in this case. Figures 1, 2 and 3 in
that paper describe the ratios taken in their work. As can be seen there are at
most five values of q2 (and in most cases four or less) for each ratio whereas more
values are accessible here due to twisting.
Before any comparison, it should also be noted that the ensembles used
by Sasaki and Yamazaki are much further away from the physical pion mass
than ensembles utilised here. The lattice volume and spacings in that case are
different and the calculation is a quenched one. Though this will make any direct
comparison between values difficult, an example of Λ0, ΛS and ΛT , corresponding
to the vector component, and ΛL, Λ0 and ΛT for the axial-vector component, of
the Ξ→ Σ transition are shown in Figures 6.1 and 6.2. These can be compared
with the results of Sasaki and Yamazaki in order to ascertain if the qualitative
behaviour is similar, as it is. Though it is quite difficult to discern, there is an
extra point for ΛL and Λ0 (vector) corresponding to q2MAX in these graphs.
As mentioned in the previous chapter, those ratios that are proportional to pz
(e.g. 5.46) are sensitive to the small value of momentum, when a twist is applied,
and will result in large errors. For this reason it is necessary to drop the points
where there is a twist along with zero lattice momentum for the axial ΛT and
Λ0. A fit is then applied to the remaining points to determine a value for these
quantities at q2 = 0. This is not a problem encountered by Sasaki and Yamazaki
as they cannot simulate at these values without twisting the boundary conditions.
The question remains as to which fit is best for these ratios in order to recover
their values at q2 = 0. As these ratios are comprised of form factors an attempt
to estimate their momentum dependence using phenomenological arguments can
be made. The ratio ΛL is dominated by g1(q
2), which is often described by a
dipole fit [122,128,129] in other studies of form factors and thus ΛL is fitted with
a dipole fit. ΛT is the sum of g2(q
2), a second class form factor, and g3(q
2) which
is expected to be non-zero and can have quite a strong momentum dependence.
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Figure 6.1: Dimensionless quantities Λ0, ΛS and ΛT corresponding to the ratio of
correlators of the vector component of current in the Ξ → Σ transition, for use
in extracting vector hyperon form factors. Here the ensemble is E4.


















Figure 6.2: Dimensionless quantities ΛL, Λ0 and ΛT corresponding to the ratio
of correlators of the axial-vector component of current in the Ξ → Σ transition,
for use in extracting axial hyperon form factors. Here the ensemble is E4. Points
at q2 = 0 for Λ0 and ΛT are found by extrapolation from other points.
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The form factor g3(q
2) is expected to have what is known as a pion pole
fit [97,126,128], which is proportional to g1(q
2)/(K + q2), where K is a constant
related to the pion mass. Sasaki and Yamazaki in particular find a chiral fit for
g3(q
2) of the Ξ→ Σ decay to be difficult to perform, but their data does support
a pion pole fit. Combining this with our assumption that g1(q
2) is described by a
dipole fit, our fit for ΛT can therefore be described, in the most general form, as
ΛT (q2) =
A
1 +Bq2 + Cq4 +Dq6
, (6.1)
which is similar to a generalised fit to an arbitrary form factor as described by
Kelly [130]. In our case, however, there is some degeneracy in the constants A,
B, C and D, which is not shown here for simplicity, and which leaves us with
three parameters to be fitted.
Away from q2 = 0 the same behaviour is observed when comparing our ratios
with those using similar methods [97,126] such as those of Sasaki and Yamazaki.
For the vector case (Figure 6.1) there is some noticeable noise in ΛS (blue squares)
and ΛT (green diamonds) but these do not largely impact on the form factor
results for the vector current so the lattice calculated values of these ratios are
directly used to calculate form factors. The trend of Λ0 (red circles) is quite clear
and this makes the determination of f1(0) easier to perform as Λ
0 contributions
dominate.
For the axial current (Figure 6.2) the trends of ΛL (black squares) and Λ0
(gold circles) are similar. This is to be expected, at least at q2 = 0, where these
will combine to give g2(0) which should be zero up to SU(3)-breaking effects.
Again, ΛL, is the singularly dominant term in the estimation of g1(0) = gA and
has a clear behaviour over varying q2.
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6.2 Transferred Momentum Dependence
In this chapter only a very small subset of the possible graphs showing the q2
behaviour of the vector and axial form factors of the baryon octet will be given
because of the large number of possible plots. In most cases it is not necessary
to make a fit to our data to calculate form factor results at q2 = 0 due to our
twisting of the boundary conditions for each matrix element. It will be necessary
for the form factor F2(q
2) of the diagonal matrix elements however, as simulating
at zero transferred momenta is not possible in these cases.
Generally speaking it is this reduced fit model dependence that makes twisting
desirable. In the case of HSL decays however, given our choice of kinematics, some
model dependence is unavoidable for the axial form factors due to the presence of
very small values of momenta suppressing certain ratios of correlation functions.
This model dependence should be reduced for g1(q
2) however as the non-fitted
ratio, ΛL, dominates the estimation.
To fit f2(q
2) the dipole fit (Equation 5.66) is adopted as a function of the
transferred momentum q2. It should be highlighted that there is one important
exception to this ‘dipole-like’ trend found in our calculations. The form factor
f1(0) ∼ 0 for Σ→ Λ is unique in that its trend could also be adequately described
as linear in q2. Again, this is not particularly important as one can simulate
directly at q2 = 0 in that case.
We know | gA
gV
| = 1.2701(25) from the PDG average value. This is a useful
quantity one can use to fix ZA, the axial multiplicative renormalisation constant,
at the physical point. The value of f1(0) will, in effect, count the number of
valence quarks in the baryon with the same flavour as those found in the current
insertion. In a similar fashion, knowing this is useful in setting a value for ZV .
Ratios can of course also be examined where renormalisation constants should
cancel.
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6.3 Diagonal Vector Form Factors
The unrenormalised nucleon form factors F1(q
2) and F2(q
2) are first examined.
F1(q
2) becomes the coupling constant gV in the limit of q
2 → 0 and this can
be combined with F2(q
2) to make the Sachs form factors. It is also useful to
examine the matrix element in terms of the isovector current A(u−d) (as discussed
in Section 5.4); 〈H|A(u−d)|H〉 . We thus write gA = ∆u − ∆d for all matrix
elements. In general the label gXX;q̄qV is given to the vector coupling of baryon X
with current insertion contribution from quark flavour q.
The vector form factor F1(0) = gV should be unity for the nucleon, N ,
when considering the isovector current A(u−d). Figures 6.3 and 6.4 show the
unrenormalised results for this form factor. As can be seen there is a definite
trend over q2 that can be described by a dipole fit, however, as we can make use
of the lattice calculated value exactly at q2 = 0 we fix the form factor fit at q2 = 0
to that value, leaving only one free parameter. We find at the physical point that
gNNV = 1.15(10). We utilise the results for F1(0) from all octet baryons (four in
the isospin limit) and take an average to set ZV = 0.877(40).





π) (Equation 3.59) which is equal to the square of the symmetric
point pion mass up to second order flavour symmetry breaking corrections. A
linear fit is also made to approach the physical point from our five ensembles. The
chiral extrapolation is relatively flat which indicates good qualitative agreement
with the Ademollo-Gatto theorem. One can attempt to quantify the effects of
SU(3) symmetry breaking in this form factor and others; this will be the subject
of Chapter 7. The errors at the physical point were calculated by making fits to
the bootstraps of each ensemble.
An example of F2(q
2) can be seen in Figure 6.5 for the Λ hyperon. As can be
seen, it is necessary in this case to make a fit to the data in order to recover the
value of the form factor at F2(0). A dipole fit is assumed as is done in similar
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Figure 6.3: Unrenormalised vector form factor F1(q
2) of N for a ūγµu current
on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit has
been made to the data with F1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gNN ;ūuV = 2.32(12).
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Figure 6.4: Unrenormalised vector form factor F1(q
2) of N for a d̄γµd current
on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit has
been made to the data with F1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gNN ;d̄dV = 1.17(5).
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Figure 6.5: Unrenormalised vector form factor F2(q
2) of Λ for a s̄γµs current on
all five ensembles, where the dotted line indicates q2 = 0. A dipole fit has been
made to the data over q2 in each case. The bottom right graph is the linear
chiral extrapolation to the physical limit, which is represented by a dashed line.
The error on F2(0) = 1.28(8) at the physical point is calculated by the bootstrap
method.
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treatments of that form factor [131, 132], but as no value is measured q2 = 0 in
this case a second fit parameter F2(0), is introduced, in contradistinction to the
F1(q
2) fit. The chiral extrapolation in this figure is indicative of a form factor
that does not obey the Ademollo-Gatto theorem and has noticeable first order
symmetry breaking effects.
By combining the result for F1(q
2) with the form factor F2(q
2) the numerical
values for the Sachs form factors Ge(0) and Gm(0) as defined in Equations 5.23
and 5.24, can be determined. The results for the renormalised Sachs form factors
GRe (0) and G
R
m(0) contributions from the singly and doubly represented quarks of
the octet baryons are now given in Table 6.1. The form factor GRe (0) is identical to
FR1 (0) at q
2 = 0. The R superscript refers to a renormalised quantity. In order to
compare with experiment and other LQCD calculations we can apply the isovector
current to determine the baryon magnetic moments which has previously been
defined as µ(H) = GRm(0). The isovector magnetic moment is worth examining
as disconnected quark loops cancel. Results from this work can be compared
with those for the hyperons form factors calculated by Shanahan et al. [131] in
Table 6.2.







N 1.021(65) 2.036(84) −0.444(96) 3.14(15)
Σ 0.984(57) 2.037(93) −0.509(75) 3.62(18)
Λ 0.978(57) 1.024(49) 2.12(13) 0.106(58)
Ξ 1.025(70) 1.958(90) −0.640(85) 3.43(14)
Table 6.1: Renormalised values for GRe (0) using lattice calculated values of F
R
1 (0).
Results for the renormalised GRm(0) are partly as a result of a dipole fit to the
FR2 (0) data because it is the sum of F
R
1 (0) and F
R
2 (0). The S and D subscripts
refer to the singly and doubly represented quarks respectively. In the case of the
Λ hyperon the D subscript corresponds to either of the light quarks.
The isovector magnetic form factor results shown in Table 6.2 compare
well with experiment for the Σ and Ξ hyperons and are in fact closer to the
experimentally measured values than Shanahan et al. The result for the nucleon,
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µ(H) (µN)
H P.E. Shanahan et al. [131] Result Experiment [4]
n− p 3.8(3) 3.6(2) 4.70(6)
Σ+ − Σ− 3.0(2) 3.6(2) 3.62(3)
Ξ0 − Ξ− −0.51(8) −0.64(9) −0.60(1)
Table 6.2: Results for isovector magnetic moments along with experimental
results and values determined from another study on a 323 × 64 lattice. The
definition GRm(0) = µ
(H) has been used, where GRm(0) is a combination of F
R
1 (0),
which is directly calculated, and FR2 (0), which has been obtained from a dipole
fit.
however, is slightly further away from the experimental value than the other
lattice determination, but compares well with that lattice result suggesting that
LQCD estimations may underestimate the Gm(q
2) nucleon form factor.
It is worth noting that when considering the electromagnetic current (see
Equation 5.21) we find that GRm(0) = −0.63(5) for the Λ baryon which should
be compared with the experimental PDG global average value of µ(Λ) =
−0.613(4) [4], though disconnected loops will contribute here.
6.4 Diagonal Axial Form Factors
The axial form factor of the diagonal matrix elements G1(q
2) = GA(q
2) is
not protected from first order symmetry breaking effects in contrast with the
vector form factor F1(q
2). As before, we look at the isovector current as the
axial coupling constant gA = GA(0) has been defined in those terms, as per
Equations 5.25 and 5.26. Again, a similar notation is adopted to the vector case
with gXX;āaA being the contribution to the coupling constant of baryon X from
the a flavour quark.
Repeating the analysis from the previous section we first examine the plots
of the momentum dependence of the G1(q
2) form factor with the ūγµu and d̄γµd
contributions to the axial current for the nucleon in Figures 6.6 and 6.7. The
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non-zero q2 data for the axial form factors are generally noisier than their vector
counterparts and this is evident in these figures. The error at q2 = 0 is reduced
thanks to our boundary condition twisting.
We continue to adopt a dipole trend and comment that our data is not precise
enough to fix the momentum dependence of these form factors. Again, the value
of G1(0) is fixed to that of the lattice calculated value as it is available to us from
at the choice of zero lattice momentum. If we were to leave G1(0) as a free fit
parameter this would only result in a change to the central value of gNNA of ∼ 1%,
less than our level of precision, so we continue to constrain G1(0) in our fits.
As can be seen in the chiral extrapolation of G1(0) of Figure 6.7, there is
a slight deviation from a constant fit. This suggests that the SU(3) symmetry
breaking effects for the nucleon are in fact quite small, though larger deviations
are seen for other transitions. This will be confirmed in more detail in
later analysis of the G1(0) form factor. We can determine g
NN
A from these
extrapolations and we find gNNA = 1.28(2) which will clearly underestimate the
experimental value of gA after renormalisation as one expects ZA < 1. This is
to be expected in some sense as it is consistently found to be the case, for a
variety of possible reasons, when calculated using LQCD as discussed at the end
of Section 5.6.






, where multiplicative renormalisation constants should cancel, in Figure 6.8.
These unfortunately cannot be compared with experiment as little reliable data
exists for gΞΞA or g
ΣΣ
A . These ratios can be compared with results of other
theoretical estimations from LQCD however, such as those calculated by Lin
and Orginos [85]. The ratios defined in Equation 5.29 are also calculated and
finally we can present one of the first lattice results of GA(0) for the Λ hyperon.
The only existing bounds upon gΣΣA and g
ΞΞ
A come from large-Nc calculations
and chiral perturbation theory which are not at a particularly high level of
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Figure 6.6: Unrenormalised axial form factor G1(q
2) of N for a ūγµγ5u current
on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit has
been made to the data with G1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gNN ;ūuA = 0.934(46).
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Figure 6.7: Unrenormalised axial form factor G1(q
2) of N for a d̄γµγ5d current
on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit has
been made to the data with G1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gNN ;d̄dA = −0.312(15).
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precision [74,133]:









which can be used as a rough comparison for our results from methods










which are in accordance with the estimations above, albeit with relatively large
uncertainties. These results can also be compared with the lattice calculation








which agree with our results within 1σ.
Finally for the axial coupling constants, two ratios of axial charges can be
plotted, which are equal to unity and D
F














Figure 6.9(a) should be equal to unity in the SU(3) symmetric limit and we
determine that ratio to be 1.01(4) at this point. The second ratio, Figure 6.9(b),
can be compared with determinations of the F and D parameters. Savage
and Walden [133] examine the available experimental data and make model
independent estimates of the first order SU(3) symmetry breaking effects so that
they can then find D
F
= 1.7(3). Our result is D
F
= 1.60(5) which is in good
agreement. Using the results from H-W. Lin and K. Orginos’ work on the lattice
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(a) Ratio of axial coupling for Σ with axial coupling of nucleon























(b) Ratio of axial coupling for Ξ with axial coupling of nucleon







extrapolation to physical pion mass (dashed lines). All errors are calculated using
the bootstrap error method.
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equal to unity (black dashed line) at the
symmetric point (vertical black line in plot).
































equal to DF at the symmetric point (vertical
black line in plot).










, each with a chiral extrapolation to the physical point. Ratio (a)
is notable as it should be equal to unity, at least at the symmetric point where
ml = ms. All errors are calculated using the bootstrap error method.
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Figure 6.10: Ratios gΛΛ;s̄sA /g
NN ;d̄d





circles). Also shown is chiral extrapolation to the physical point (represented
by dotted black line). Errors are calculated using the bootstrap method.
would result in finding D
F
= 1.6(1). This is similar to the value found here as
both calculations are performed at the symmetric point.
There are other calculations of the same quantity, where the authors neglect
first order symmetry breaking effects, for example a two parameter fit has been
made to find D
F
= 1.70(4) using available experimental results [74] or a similar
calculation by Mateu and Pich [106] which finds D
F
= 1.75(3). Results are again
in agreement if the value of this ratio is taken to be at the physical point where
we find 1.75(9). It is important to point out that this ratio is not equal to D
F
now
due the appearance of higher order effects away from the symmetric point. Both
sets of authors report a poor fit due to the effects of SU(3) symmetry breaking.
The axial coupling contributions to the Λ baryon from the light and strange
quarks were also calculated in this work. The ratio of the strange contribution
to the Λ axial coupling gΛΛ;s̄sA to the axial coupling of the nucleon is taken. The
same is done with the light quark component gΛΛ;l̄lA , to the nucleon axial coupling.
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6.5 Baryon Spin Fractions: An Aside
As the individual matrix elements 〈H|q̄γµγ5q|H〉 with quark flavour q have been
calculated one can relate this to the fraction of spin carried by the constituent
quarks in a particular octet baryon as previously mentioned in Section 5.4. The
analysis of the chiral extrapolation to the physical point can be somewhat involved
and that will not be a focus here. We do however qualitatively compare our results
for these spin fractions to those of Göckeler et al. [114] and Shanahan et al [134].
The former determined the spin fraction contributions of ∆s and ∆u/d to the Λ
baryon from a quenched calculation in 2002 while the latter calculates ratios of
spin fractions of the Ξ and the Σ to that of the nucleon.
Our results, like those to be compared against, do not take into account
the contributions from disconnected diagrams including the effect of strangeness
contribution to the spin of the nucleon. This has been estimated to be anything
from a value close to zero, in recent lattice calculations [135,136], to a small, but
in some cases significant, negative contribution of the order ∆s ≈ −0.1 [137],
though these results have been disputed [138, 139]. Here only the effects of spin
carried by the light quarks in the nucleon are considered.
Firstly, the spin fractions of the strange and light quarks in the Λ baryon will
be examined. A graph showing a linear fit can be seen in Figure 6.11. Here the
experimental value of gA for the nucleon is used to set the relevant renormalisation
constant. A linear fit is adopted as is done by Göckeler et al. and we find a value of
∆s = 0.867(5) and ∆u/d = −0.048(5) which can be compared with ∆s = 0.68(4)
and ∆u/d = −0.02(4) of Göckeler et al. [114]. We can see that their result for
∆u/d is consistent with zero which is not the case here. Our result for ∆s is
also significantly larger than theirs. There are several possible reasons for this
including the fact that the reference we compare with is a quenched calculation
and that the chiral extrapolation depends only on three points, at much larger
light quark masses than those computed in this study.
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M. Gockeler et al.
D. Ashery & H.J. Lipkin
This work ∆u/d
This work ∆s
Figure 6.11: ∆s (blue circles) and ∆u/d (green squares) spin contributions to
the Λ baryon, excluding disconnected loop effects. A linear fit is made to the
physical point which is represented by the black dotted line. Also included are
results at physical point of M. Göckeler et al. [114](red crosses) and Ashery and
Lipkin [140](purple stars) for comparison.
Another likely reason for this difference could arise from the choice of
renormalisation constant ZA. In that paper the value of ZA was obtained non-
perturbatively. A very recent study of octet spin fractions using a different
procedure, known as the Feynman-Hellmann approach, was carried out by the
CSSM and QCDSF-UKQCD collaborations [141]. Using the quoted value of
∆s = 0.68(4) along with their renormalisation factor (which is reported as being
preliminary) results in a value of ∆slatt = 0.80(1) for the unrenormalised version.
Our value is ∆slatt = 0.85(3), which is not within error of the other result but
is closer than the renormalised case. This may be an indication of finite volume
effects.
We can also compare with Ashery and Lipkin [140] who rely on models which
assume SU(3) symmetry of the sea to calculate spin contributions to the Λ. They
find ∆s = 0.73(4), which again is a result smaller than ours, but to a lesser extent
in this case, and ∆u/d = −0.07(4) which indicates a possible small non-zero value
as we find. The näıve quark model predicts that the strange quark will carry all
100
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of the spin of the Λ [140]; all results presented here disagree with that.
Apart from looking at the spin contribution of each flavour of quark we can
also determine ΣH which is the total spin contributed by the valence quarks of
hyperon H. Here the ratio of spin in the Σ, Λ and Ξ to that of the nucleon,
N , is calculated. Again, a simple linear fit for our chiral extrapolation is made,
though more complicated parameterisations can be considered, such as those by











These values can be be roughly compared with those of Shanahan et al. [134]
which involves a calculation with the same set of configurations used in this work.
The chiral fit in that reference results in significantly large error bars, as they use
a more complicated chiral extrapolation, though both set of results are consistent.
Shanahan et al. find Σ
Σ
ΣN
= 0.9(1) and Σ
Ξ
ΣN




6.6 Transition Vector Form Factors
This section and the one following, will outline our results for the transition
matrix elements between octet hyperons. We first start with the vector form
factors f1(q
2) and f2(q
2). As discussed earlier, the form factor f1(q
2) is protected
from first order SU(3) flavour symmetry breaking effects by the Ademollo-Gatto
theorem. This is the only form factor considered here for which this is the case.
Due to this theorem, final results extrapolated to the physical point should be
quite similar to the value predicted by SU(3) symmetry (see Table 5.3). The form
factor f1(0) will be denoted gV in what follows and the value found in Section 6.3
will be used to renormalise.
We find our results at the physical value are entirely consistent with the SU(3)
symmetric limit prediction for gV . In fact within error, after making a linear fit,
101
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Figure 6.12: Renormalised gRV for the transition matrix elements of the baryon
octet. The transitions are: Ξ → Λ(blue squares), Ξ → Σ(green triangles), Σ →
Λ(orange stars), Σ → N(black diamonds) and Λ → N(pink circles). A linear
fit is made to the five ensembles to the physical point, which is represented by
the dotted line. The SU(3)-flavour symmetric values (see Table 5.3) are also
indicated by red crosses.
no discernible slope is found for any of the five transition matrix elements. It
can be said that our simulations are not accurate enough to detect any second
order symmetry breaking effects. Results for the vector form factor f1(0) = g
R
V
are given in Table 6.3 and depicted in Figure 6.12.
Transition gRV SU(3)
Ξ→ Λ 1.24(7) 1.225
Ξ→ Σ 0.99(6) 1
Σ→ Λ −0.008(8) 0
Σ→ N −1.00(7) −1
Λ→ N −1.20(8) −1.225
Table 6.3: Results for the renormalised form factor fR1 (0) (and thus vector
coupling constant gRV ) for the transition matrix elements between octet hyperons.
The SU(3) symmetric limit value is also shown in the rightmost column.
These results can also be compared with existing LQCD calculations available
of hyperon semi-leptonic decays such as Sasaki [119] who finds gRV = 0.973(8) for
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the Ξ → Σ transition and gRV = −0.97(2) for Σ → N . Another quenched lattice
calculation performed in 2006 by Guadagnoli et al. [98] finds gRV = −0.99(7) for
the transition Σ→ N . The results from Sasaki’s calculation are more precise than
ours and those of Guadagnoli et al. due to the ratio used, which would have been
computationally expensive to use in our work. Clearly, all lattice calculations
discussed here agree within error.
As before, only a sample of the plots of the q2 dependency of the f1 form factors
are shown here. In this instance Ξ→ Λ (Figure 6.13) and Λ→ N (Figure 6.14)
are chosen and a dipole fit fixed by the measured value at q2 = 0 is plotted.
These graphs show the unrenormalised lattice data. Again it can be seen that
our data supports a dipole fit, though this is not very important for our purposes
as we are interested in q2 = 0. As two separate twists have been made for each
transition matrix element ensemble (excepting the symmetric point) there will
be more points in between the momentum Fourier modes than is seen for the
diagonal matrix elements. These points are generally consistent within our fit.
The form factor f2(q
2) is best examined as a ratio to the vector form factor
f1(q
2) as this is how it is measured in experiment. It is also the way in which
other lattice authors often quote their results. For Σ → Λ the renormalised
value of f2(q
2) is a more sensible way of presenting results due to the small value
of f1(q
2) for this transition. The predictions of the Cabibbo theory for f2(q
2)
f1(q2)
in the SU(3) limit have already been outlined in Table 5.3. There are a few
existing experimental results (Table 5.4) and LQCD calculations that can also be
compared with.
As can be seen from Table 6.4 our results in general do not agree with the
Cabibbo model but are closer to estimations using Sirlin’s formula. This is
something that is also acknowledged by S. Sasaki in his calculation of f2 for
Ξ → Σ [97]. Our results agree with those found in existing experimental and
lattice calculations. This would suggest a weakness in the Cabibbo model for
103
6.6. Transition Vector Form Factors 104


















Ensemble 1   -   Mπ~ 481MeV


















Ensemble 2   -   Mπ~ 443MeV


















Ensemble 3   -   Mπ~ 414MeV


















Ensemble 4   -   M~ 377MeV


















Ensemble 5   -   Mπ~ 350MeV


















Figure 6.13: Unrenormalised vector form factor f1(q
2) for ∆S = 1 transition
Ξ→ Λ on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit
has been made to the data with f1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gV = 1.42(6).
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Figure 6.14: Unrenormalised vector form factor f1(q
2) for ∆S = 1 transition
Λ→ N on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit
has been made to the data with f1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gV = −1.37(7).
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this form factor and that the SU(3) flavour breaking effects are non-negligible.
Figure 6.15 does indeed display linear fits resulting in a steeper slope, for some
transitions, than those found in the equivalent plots for f1(0) (Figure 6.12). In




Cabibbo [101] Sirlin [107] Lattice Experiment
Ξ→ Λ 0.01(1) 0.16 -0.03
Ξ→ Σ 3.2(1) 4.94 2.50 3.3(2) [97] 2(1.3) [117]
Σ→ Λ 1.9(1) 2.88
Σ→ N −1.46(7) −2.31 -1.66 -1.5(8) [98] -1.71(35) [116]
Λ→ N 1.18(8) 1.96 1.40 1.3(8) [115]
Table 6.4: Results for f2(0)
f1(0)
(except for Σ→ Λ where the quoted value is fR2 (0)) as
calculated from a linear fit to the five ensembles. Also shown are predictions using
the Cabibbo theory and Sirlin’s formula. Results from other lattice calculations
and experimental determinations are presented, where available.
6.7 Transition Axial Form Factors
The final lattice results to present are those of the axial-vector form factor g1(q
2),
which is one of the most important form factors calculated here; this form factor
is sensitive to SU(3)-flavour symmetry breaking effects and contributes heavily
toward calculating the CKM matrix element |Vus|, when combined with f1 and
experimental decay rates.
The q2 behaviour is again described by a constrained dipole fit. As other
lattice results are available for Ξ → Σ and Σ → N we plot g1(q2) for these
transitions in Figures 6.16 and 6.17 respectively. We find that the axial form
factor g1 has a slightly noisier q
2 dependency than its vector counterpart. Despite
this, there is evidence of first order SU(3) breaking effects for this form factor, at
least for some of the transitions. The Ξ→ Σ and Λ→ N transitions in particular
show stronger signs of such effects, as can be seen in Figure 6.18.
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Figure 6.15: Ratio f2(0)
f1(0)
or fR2 (0) for Σ → Λ as f1 ∼ 0 for that transition. The
transitions are: Ξ → Λ(blue squares), Ξ → Σ(green triangles), Σ → Λ(orange
stars), Σ → N(black diamonds) and Λ → N(pink circles). A linear fit is made
to the five ensembles to the physical point, which is represented by the dotted
line. The red crosses represent results by Sasaki and Yamazaki [97] (Ξ→ Σ) and
Guadagnoli et al. [98] (Σ→ N).
We will briefly recap that the axial coupling gA = g1(0) can be expressed
in terms of two constants F and D in the SU(3) symmetric limit as seen in
Table 5.3. In Chapter 7 ratios of these constants will be determined using the
values of gA calculated here. For the moment, we compare results for gA with
the SU(3) symmetry limit predictions by setting the values of F and D. Here
we choose F = 0.475(4) and D = 0.793(5) from a study of the axial coupling
constants [143]. The relevant combinations of F and D are then taken for each
∆S = 1 transition. These are normalised by the Cabibbo theory prediction for
gΣΛA , of the ∆S = 0 transition, and are plotted in Figure 6.19.
As can be seen from these plots, this form factor deviates from the symmetric
limit value as mass splitting increases. Our values for this ratio of axial charges,
for each of the four transitions, indicate that the symmetric limit values do not
provide an adequate prediction at the physical point. Of course comparison with
Cabibbo theory values are naturally affected by the choice of F and D. One
107
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Figure 6.16: Unrenormalised axial-vector form factor g1(q
2) for ∆S = 1 transition
Ξ→ Σ on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit
has been made to the data with g1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gA = 1.30(5).
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Figure 6.17: Unrenormalised axial-vector form factor g1(q
2) for ∆S = 1 transition
Σ→ N on all five ensembles, where the dotted line indicates q2 = 0. A dipole fit
has been made to the data with g1(0) fixed to the lattice calculated value. The
bottom right graph is the linear chiral extrapolation to the physical limit, which
is represented by a dashed line. Here gA = 0.30(2).
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Figure 6.18: Unrenormalised results for gΞΛA (blue squares), g
ΞΣ
A (green triangles),
gΣΛA (orange stars), g
ΣN
A (black diamonds) and g
ΛN
A (pink circles). A linear
extrapolation (dashed lines) is made to the physical point (dotted line) in each
case.
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Figure 6.19: Ratio gA
gΣΛA
for each of the following four transitions: Ξ → Λ(blue
squares), Ξ → Σ(green triangles), Σ → N(black diamonds) and Λ → N(pink
circles) with a linear chiral fit to the physical point (dotted lines). Also shown,
including error, are the SU(3) predictions for the ratios from the Cabibbo model
(thick horizontal bars). We have used F = 0.475(4) and D = 0.793(5) [143].
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can see that in some cases our symmetric point value (M2π/X
2
π = 1) does not
correspond to the Cabibbo model, even within error. To be thorough, we should
also determine F and D. This is done in the following chapter.
It is also important to check the values of gA for the transition matrix elements
against what is known both theoretically and experimentally. Experiments, by
necessity, measure g1(q
2) in terms of a ratio to the vector form factor f1(q
2) and
as a result other lattice results are also presented as g1(0)
f1(0)
. The same is done for
results already outlined here where renormalisation is performed by fixing to the






Ξ→ Λ 0.22(1) 0.25(5) [115]
Ξ→ Σ 1.33(6) 1.25(3) [97] 1.3(2) [117]
Σ→ N −0.32(2) −0.28(5) [98] −0.34(2) [116]
Λ→ N 0.80(4) 0.72(2) [115]
Table 6.5: Results of ratio
gR1 (0)
fR1 (0)
for four transitions within the baryon octet. Also
shown are other lattice QCD results and experimental results for the same ratios,
where available.
Three of the four ratios presented agree with both the experimental results
and theoretical calculations. The only disagreement, in relation to Λ→ N results
and experimental measurement is marginal. This could be due to noise in the
data or to finite size effects which are known to affect axial form factors [144],
and which we do not determine, having calculated these form factors only on one
set of lattice dimensions. Our choice of renormalisation would also impact upon
these values. Results are also displayed graphically in Figure 6.20. Next we will
examine, in the following chapter, the possibility of making simultaneous fits to
lattice data in order to better constrain the chiral extrapolation.
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for Ξ → Λ(blue squares), Ξ → Σ(green triangles),
Σ → N(black diamonds) and Λ → N(pink circles) with linear extrapolation to
physical point (dotted line). Also included are experimental results (red stars)
and other lattice QCD determinations (bright blue stars). Note the latter are
displaced slightly along the x-axis for clarity.
112





In the previous chapter, results were outlined such that individual linear fits were
made for each diagonal and transition matrix element in isolation. This approach
can be improved upon by utilising knowledge of SU(3)-flavour symmetry breaking
in order to make improved fits to all of the available data simultaneously. The
number of fit parameters in such constrained and simultaneous fits are therefore
reduced.
The states in SU(3) multiplets are only degenerate to about 25% so we can
already understand the importance of quantifying the symmetry breaking effects
in general. Earlier chapters have introduced the concept of SU(3) symmetry and
qualitatively discussed the effects of breaking this symmetry on the form factors
of interest to us. We now wish to quantify those effects.
7.1 Parameterising Symmetry Breaking
In SU(3) there is just one way of forming a singlet quantity from the direct
product of two octets as seen here:
8⊗ 8 = 1⊕ 8⊕ 8⊕ 10⊕ 10⊕ 27. (7.1)
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This product is useful for describing the SU(3) breaking effects of the meson and
baryon octet masses as previously carried out by Bietenholz et al. [52]. All SU(3)
breaking effects for these masses can be described in terms of singlet, octet, 10-
plet and 27-plet quantities. A similar idea is used here to explore the symmetry
breaking effects in matrix elements.
The size of SU(3) breaking effects for hadron masses imply that they
cannot only be the result of a force such as electromagnetism, but rather must
be attributed to the strong force [145]. The hypothesis known as the Gell-
Mann-Okubo ansatz states that SU(3) breaking effects to the strong-interaction
Hamiltonian appear as the eight component of an octet [146]. The Hamiltonian
can thus be split into an SU(3) singlet part and another part which explicitly
breaks SU(3) symmetry. We can extend this to SU(2)-breaking effects by
including terms proportional to the third component of the same octet.
In the standard octet representation of SU(3) the Gell-Mann matrices λ3
and λ8 are the Cartan (i.e. simultaneously diagonal) generators. The reasoning
behind postulating that the symmetry breaking effects are proportional to λ8 can
be understood by noticing that members of an isodoublet or isotriplet within
the hadron multiplets have the same masses (neglecting electromagnetic effects).
One would thus demand that the symmetry breaking part of the Hamiltonian
commute with the third component of isospin (the horizontal axis within SU(3)
multiplets). The only generator which can do this is λ8, or hypercharge.
As the strong force is flavour blind the only differences between flavours comes
from the quark mass matrix, if electromagnetic and weak interactions are ignored.
As with the interaction Hamiltonian, the quark mass matrix can be written in
terms of a singlet part and an octet part from which flavour symmetry effects
114




























where the final two matrices in this relation are simply λ3 and λ8 (neglecting
normalisation factors). The notation used here is the same as that introduced
in Section 3.5. In the isospin symmetry limit it should be clear that the term
related to λ3 will drop out.
The idea is to classify the matrix elements by their properties under SU(2),
SU(3) and the subgroup S3 (this approach was developed by P. E. L. Rakow
and others of the QCDSF-UKQCD collaboration [147]) and then classify Taylor
expansions of mass-splitting in the same way. Only polynomials which have
symmetry matching that of the matrix elements can be considered as symmetry
breaking terms. These reduced Taylor expansions result in the constraints
mentioned at the start of this chapter.
The Cabibbo theory, as outlined in Section 5.3, assumes that the vector and
axial-vector currents transform as an octet. As this work focuses on the octet
baryons there will be three indices needed to label a hyperon matrix element,
〈H i|Oj|Hk〉 (as per Equation 5.1), with choices for the hyperons and operators
displayed in Table 5.1. We thus need to classify the following direct product in
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7.1. Parameterising Symmetry Breaking 116
terms of SU(3) multiplets:
8⊗ 8⊗ 8 =1⊕ 1⊕ 8⊕ 8⊕ 8⊕ 8⊕ 8⊕ 8⊕ 8⊕ 8
⊕ 27⊕ 27⊕ 27⊕ 27⊕ 27⊕ 27⊕ 64
⊕ 10⊕ 10⊕ 10⊕ 10⊕ 10⊕ 10⊕ 10⊕ 10
⊕ 35⊕ 35⊕ 35⊕ 35,
(7.3)
which can be arrived at using the intermediate result in Equation 7.1.
When hyperon matrix elements were introduced in Chapter 5 there was a
discussion stemming from the fact that they could be written as the combination
of two reduced matrix elements. These can now be understood as the two singlet
representations found in the direct product of three SU(3) octets as found in
Equation 7.3. The Cabibbo theory assumes perfect SU(3) symmetry, so in this
case all higher representations than the singlets would vanish.
The Taylor expansion is more naturally performed around m̄ and δmq, for
some quark of flavour q, in our work. This is because m̄ is kept constant, and is
thus a singlet, while δmq is purely a symmetry breaking term. A Taylor expansion
around some point (mu,md,ms) = (m0,m0,m0) will only have octet terms to first
order in mass-splitting [52]. Other representations are only present at (δmq)
2 and
higher. By setting mu = md polynomial terms associated with the symmetry of
the representations 10, 10, 35 and 35 will vanish, which is the case within the
isospin symmetry limit [148].
The schematic pattern for the expansion of the hyperon matrix elements can
be written as the sum of polynomials of known symmetry and rank 3 tensors
containing integers and square roots of integers which encode how the matrix
elements behave under the SU(2) subgroups of isospin, V-spin and U-spin in
particular representations. They can be thought of as three dimensional versions
of 8 × 8 Gell-Mann matrices. Given that certain representations vanish in the
isospin limit the general matrix element can be written as
116
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〈H i|Oj|Hk〉 =
∑
(singlet mass polynomial)× (singlet tensor)ijk
+
∑
(octet mass polynomial)× (octet tensor)ijk
+
∑
(27-plet mass polynomial)× (27-plet tensor)ijk
+
∑
(64-plet mass polynomial)× (64-plet tensor)ijk
+ . . .
(7.4)
The task of matching polynomials by symmetry to tensor representations of
SU(3) becomes trivial at first order but should still indicate much about flavour
symmetry breaking effects. Bietenholz et al. noted a large hierarchy between
orders in mass splitting in their analysis [52]. By looking at combinations of
decuplet baryon masses that only have contributions at particular orders they
quantified this effect, as shown in Equation 7.5. Though not the same as matrix
elements this indicates the potential benefit of quantifying symmetry breaking
effects even up to only leading order effects;
4M∆ + 3MΣ∗ + 2MΣ∗ +MΩ = 13.82GeV ∝ O(δml)0,
−2M∆ +MΣ∗ +MΩ = 0.742GeV ∝ O(δml)1,
4M∆ − 5MΣ∗ − 2MΣ∗ + 3MΩ = −0.044GeV ∝ O(δml)2,
−M∆ + 3MΣ∗ − 3MΣ∗ +MΩ = −0.006GeV ∝ O(δml)3.
(7.5)
If the analysis of SU(3) symmetry breaking effects is restricted to first order
in δmq then eight parameters are needed to describe these effects. These eight
parameters correspond to the eight octets arising in the direct product of three
octets. Though they may seem numerous, some of the parameters will only
contribute to the first class form factors of interest here. Additionally there are
less parameters than there are amplitudes calculated in this work. The polynomial
terms at first order would be 1, (m̄−m0), (δmu−δmd) and δms. In practice only
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the 1 and δms terms remain. By working in the isospin limit with a fixed singlet
mass quantity the other two terms will be zero. Equations 3.57 and 3.58 allow for
the rewriting of δms in terms of δml, which will be the parameter used from here
on to describe the first order symmetry breaking of hyperon matrix elements.
singlet octet
I AH̄′MH f d r1 r2 r3 r4 r5 s1 s2 s3
0 N̄ηN
√
3 −1 1 0 0 0 0 0 −1 0
0 Σ̄ηΣ 0 2 1 0 2
√
3 0 0 0 0 0
0 Λ̄ηΛ 0 −2 1 2 0 0 0 0 0 0
0 Ξ̄ηΞ −
√
3 −1 1 0 0 0 0 0 1 0
1 N̄πN 1
√
3 0 0 −2 0 0 2 0 0
1 Σ̄πΣ 2 0 0 0 0 0 0 −2
√
3 0
1 Ξ̄πΞ 1 −
√
3 0 0 2 0 0 2 0 0
1 Σ̄πΛ 0 2 0 1 −
√
3 1 0 0 0 0
1 Λ̄πΣ 0 2 0 1 −
√

































































































Table 7.1: Coefficients for mass polynomials from Taylor expansion of hyperon
matrix elements up to first order in SU(3)-flavour symmetry breaking. The set of
matrix elements AH̄′MH were introduced in Section 5.1 (see Equations 5.2 to 5.4).
Representations corresponding to O(δml)2 or higher are neglected. Parameters
will be different for each form factor.
Table 7.1 displays the coefficients for each parameter of the Taylor expansion
of the matrix elements in polynomials of singlet and octet SU(3) representations.
It should be emphasised that the numerical value for the parameters will be
distinct for each form factor with only the relative differences between parameters
remaining the same. The separating of the octet parameters into two distinct sets,
of ‘s’ and ‘r’ type are for reasons which will become more clear in the next section.
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The singlet parameters are labelled f and d can be directly related to the F and
D parameters introduced in earlier chapters for g1(0) as discussed later.
As can be seen, away from the symmetric point (which corresponds to
the singlet parameters), the off-diagonal matrix elements can contain terms
proportional to r4, r5 and s3. This is due to the possible presence of second
class form factors at first order in symmetry breaking, though we do not focus
thereon in this analysis. The first class form factors are written in terms of f and
d at the symmetric point while these terms vanish for second class form factors
in accordance with the Cabibbo theory. The coefficients r1, r2, r3, s1 and s2 will
be sufficient to parameterise linear order SU(3) symmetry breaking of the first
class form factors f1, f2 and g1 in our analysis [149].
Table 7.1 can be used to describe the hyperon matrix elements up to O(δml).
As an example, neglecting higher order contributions, the first three matrix
elements from Table 7.1 would be parameterised as
〈N |η|N〉 =
√
3f − d+ (r1 − s1)δml,
〈Σ|η|Σ〉 = 2d+ (r1 + 2
√
3r3)δml,
〈Λ|η|Λ〉 = −2d+ (r1 + 2r2)δml.
(7.6)
One can also construct quantities which are equal at the symmetric point as many














is one such relation. This is more clearly seen by explicitly writing out the
operators in the form q̄Γq which gives
1√
2
〈p|ūΓu− s̄Γs|p〉 = 1√
2
〈Σ+|ūΓu− d̄Γd|Σ+〉 = 1√
2
〈Ξ0|s̄Γs− d̄Γd|Ξ0〉 = 2f.
(7.8)
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In each case the non-valence contributions to each diagonal matrix element have
the same coefficient and will thus be equal at the symmetric point. The same
can be said for the doubly represented quark in each; u in the proton, u in
the Σ+ and s in the Ξ0. The pattern of doubly represented minus disconnected
contributions repeats itself throughout the relation, explaining why these are
equal at the symmetric point.
7.2 Fan Plots
Constructing quantities which are equal at the symmetric point can be presented
in a useful graphical tool which we call fan plots as they will ‘fan-out’ from the
symmetric point as the physical point is approached. This will allow the reader
to understand the effects of SU(3) symmetry breaking of matrix elements in an
intuitive and visual way. This approach was first used by the QCDSF-UKQCD
collaboration [52] to display the effects of flavour symmetry breaking for hadron
masses.
We construct two sets of fan plots for the first class form factors exclusively
in analysis performed here. Thus r4, r5 and s3 are not required as previously
discussed. Each fan plot will contain only one of the singlet parameters and will
also contain a distinct set of octet parameters (hence the division between ‘r’ and
‘s’ type). The reader should be aware that the fan plot elements labels shown
here are not to be confused with the notation used previously for reduced matrix
elements in Equation 5.17. The first fan plot which can be constructed will be
120
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termed the D-fan which is 2d at the symmetric point and is made up of
D1 ≡ −(AN̄ηN +A ¯ΞηΞ) = 2d− 2r1δml,
D2 ≡ AΣ̄ηΣ = 2d+ (r1 + 2
√
3r3)δml,


















D7 ≡ −(AN̄KΛ +AΛ̄KΞ) = 2d− 2r2δml,
(7.9)








F2 ≡ (AN̄πN +A ¯ΞπΞ) = 2f + 4s1δml,

















with elements which are all equal to 2f at the symmetric point.
We make a simultaneous fit to the various combinations of amplitudes as
indicated in the fan plots shown in Equations 7.9 and 7.10 for the form factors
f1, f2 and g1 with q
2 = 0. The parameters d, f , r1, r2, r3, s1 and s2 are determined









where F (xi) are form factors measurements with associated bootstrap error σi
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at point xi and µi are the values of the fan plot fitting functions at xi. These
parameters can then be used to reconstruct any particular matrix element of
interest. Fits are made with the Mathematica software package [150].
It is also possible to normalise these fan plot elements by quantities which will




(2D1 + 2D2 − 2D3 + 2D4 + 2D5 +D6 + 3D7) = 2d+O(δml)2, (7.12)




(F1 + F2 + 2F3 + 2F4 + 2F5) = 2f +O(δml)2, (7.13)
which is the equivalent for the elements of the F-fan. Along with cancelling
renormalisation constants, the expectation is that ratios of individual fan plot
elements and either XD or XF will reduce the noise seen in data from LQCD
simulations as was reported by W. Bietenholz et al. [52] for calculations involving
hadron masses, such as with the quantity Xπ which has been used throughout
this study. Results within each ensemble are correlated so this procedure helps
to cancel such effects. These choices for XF and XD are not unique and other
combinations could also be used for normalisation.
7.3 Fan Plot Results
All plots shown in this section relate to form factors where the transferred
momentum, q2, has been determined at zero with the help of a suitable choice of
twists. We begin by plotting XD and XF for the axial form factor g1(0). This
form factor is chosen because a linear dependence is not excluded as would be the
case with f1(0). This is performed in Figure 7.1 in order to see if these quantities
are indeed flat as would be expected. Though this plot indicates that there is
122
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Figure 7.1: Combinations XD and XF of the axial form factor g1(0) for various
hyperon amplitudes as defined in Equations 7.12 and 7.13 respectively. These
quantities are expected to not show linear effects in δml. No matrix elements
have been renormalised and fits are made to a constant. The physical point is
represented by the black dotted line.
not much linear behaviour in both XD and XF though the data is still somewhat
noisy. We do however, see reduction in noise once these quantities are used to
normalise the fan plot elements.
Leaving aside g1(0) for the moment, we now examine the form factor f1(0),
which should indicate negligible SU(3) symmetry breaking effects at first order
due to the Ademollo-Gatto theorem, and as such will provide a test of the
polynomial expansion. As the vector current is conserved and simply counts
the number of quarks for the diagonal matrix elements we can solve for f and
d by assuming all δml contributions vanish at first order. Upon renormalisation




∼ 0.707 and dR = 0, (7.14)
which is indeed what we find: fR = 0.714(35) and dR = 0.0001(7) having
renormalised by enforcing vector current conservation.
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Figure 7.2: Combinations XD and XF of the vector form factor f1(0) for various
hyperon amplitudes as defined in Equations 7.12 and 7.13 respectively. These
quantities are expected to not show linear effects in δml. No matrix elements
have been renormalised and fits are made to a constant. The physical point is
represented by the black dotted line.
The fan plot for f1(0) will in fact not show many of the usual features of a
fan plot as a result of the Ademollo-Gatto theorem. It is also not possible to
normalise the D-fan by XD for this form factor as this quantity would be very
close to zero and result in an amplification of data noise (see Figure 7.2). The
F-fan plot for the form factor f1(0), normalised by XF is displayed in Figure 7.3,
where each individual element of the plot has been separated out for convenience.
Similarly the D-fan is plotted in Figure 7.4. In this case however, no normalisation
(or operator renormalisation) has been performed. Renormalisation would have
little effect on the D-fan.
Both fan plots are accompanied by fits. These fits are not made to the data
sets of individual fan plot elements, rather they are made from a global fit to
the data in an entire fan so that the fit parameters are solved for and then used
to recreate linear fits as per Equations 7.9 and 7.10. The F-fan shows no SU(3)
flavour symmetry breaking effects within error at the physical point. Despite
not being able to normalise in order to reduce fluctuations, the D-fan also shows
124
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Figure 7.3: F-fan for the vector form factor f1(0) with each individual fan element
displayed separately for clarity. A normalisation by XF (Equation 7.13) has been
applied to each element of the fan plot. Linear fits are global fits to the F-fan
data following Equations 7.10. The vertical dashed line represents the physical
point.
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Figure 7.4: D-fan for the vector form factor f1(0) with each individual fan element
displayed separately for clarity. No renormalisation has been performed in this
case. Linear fits are global fits to the D-fan data following Equations 7.9. The
vertical dashed line represents the physical point.
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no symmetry breaking effects in our plots, albeit with larger errors in certain
instances.
In Table 7.2 the slope parameters which contribute to both fan plots are given.
All errors are calculated using the bootstrap method. This table also includes the
values of each element of both fans at the physical point. With no deviation from
unity at the physical point for the individual F-fan and D-fan elements we can say
that there is no observable SU(3) flavour symmetry breaking effects in this fan
from our data. In fact, the calculated slope parameters all vanish within errors.
Overall, results presented here show good agreement with the Ademollo-Gatto
theorem.
D-fan F-fan
d 0.002(5) f 0.813(5)
r1 −0.050(50) s1 −0.009(15)
r2 0.001(47) s2 −0.026(34)
r3 0.004(13)
D1 −0.09(11) F1/XF 0.984(21)
D2 0.028(39) F2/XF 1.020(33)
D3 −0.04(14) F3/XF 1.015(28)
D4 0.007(47) F4/XF 0.990(16)
D5 0.003(3) F5/XF 0.994(19)
D6 −0.007(17)
D7 0.00(11)
Table 7.2: Unrenormalised slope parameters for both the F and D-fans of f1(0)




, which show little evidence of SU(3)
symmetry breaking to leading order. Also shown are the values of the individual
fan elements at the physical point. The expectation is that the F elements
should show no deviation from unity while the D elements should be zero. No
renormalisation has been applied to the D-fan while the F-fan has been normalised






= 0.81 for the F-fan.
A similar set of fan plots can be constructed for the weak magnetism form
factor f2(0), but this time the form factor will not be protected from first order
effects in δml. Here we find f
R = 0.41(2) and dR = 0.88(4) so in this case it is
127
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Figure 7.5: Combinations XD and XF of the vector form factor f2(0) for various
hyperon amplitudes as defined in Equations 7.12 and 7.13 respectively. These
quantities are expected to not show linear effects in δml. No matrix elements
have been renormalised and fits are made to a constant. The physical point is
represented by the black dotted line.
possible to normalise using both XD and XF . Both of these averaged quantities
are plotted in Figure 7.5 and, as can be seen, f2(0) data is somewhat noisier than
that of g1(0) which should be expected given the results presented in Chapter 6.
There is no obvious linear trend in this plot however.
The fan plots for f2(0) do show significantly more splitting away from the
symmetric point in comparison with the vector form factor f1(0) as seen in
Figures 7.6 and 7.7. There are only a few fan plot elements which show small
flavour symmetry breaking effects in this case. Generally speaking the original,
unconstrained, data sits close to the linear fits created by finding the slope
parameters, with the possible exception of F1/XF . The D-fan plot looks slightly
more cluttered as the scale was chosen to be the same as that of the F-fan for
comparative purposes. The F-fan shows significant splitting in many cases.
As before a table containing slope parameter results and values of fan plot
elements at the physical point are included in Table 7.3. The fits themselves have
a relatively large χ
2
d.o.f
, especially for the F-fan, which may point to large second
128
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Figure 7.6: F-fan for the form factor f2(0) with each individual fan element
displayed separately for clarity. A normalisation by XF (Equation 7.13) has been
applied to each element of the fan plot. Linear fits are global fits to the F-fan
data following Equations 7.10. The vertical dashed line represents the physical
point.
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Figure 7.7: D-fan for the form factor f2(0) with each individual fan element
displayed separately for clarity. A normalisation by XD (Equation 7.12) has been
applied to each element of the fan plot. Linear fits are global fits to the D-fan
data following Equations 7.9. The vertical dashed line represents the physical
point.
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order effects in this form factor. The value of the parameters in both cases are the
largest of the form factors examined in this work. The effects of SU(3) symmetry
breaking at leading order in mass splitting seem to be non-negligible according
to results presented here.
For the Ξ→ Σ transition at least, it was noted by Sasaki and Yamazaki [97]
that the ratio f2(0)/f1(0) had the largest symmetry breaking effects of the form
factors they calculated; they found it to be ∼ 16%. We will also estimate this
value for comparison later in this chapter, but will first move to the fan plots for
the axial form factor g1(0).
D-fan F-fan
d 1.04(1) f 0.513(9)
r1 0.171(53) s1 0.095(28)
r2 −0.206(37) s2 0.003(47)
r3 −0.070(21)
D1/XD 1.146(45) F1/XF 1.003(47)
D2/XD 1.030(33) F2/XF 0.673(99)
D3/XD 0.897(33) F3/XF 1.158(48)
D4/XD 0.932(21) F4/XF 1.163(50)
D5/XD 1.037(21) F5/XF 0.840(36)
D6/XD 1.034(11)
D7/XD 0.824(32)
Table 7.3: Unrenormalised slope parameters for both the F and D-fans of f2(0)




. Also shown are the values of the individual
fan elements at the physical point. Both sets of fan plots elements have been
normalised by either XF (Equation 7.13) or XD (Equation 7.12) as appropriate.
The accuracy of the D-fan fit is given by χ
2
d.o.f
= 1.60 and χ
2
d.o.f
= 2.06 for the F-fan.
The axial-vector form factor g1(0) shows evidence of SU(3) symmetry breaking
effects in its fan plots, Figures 7.8 and 7.9. Again, the same scale is used in both
sets of fan plots. The data in these plots is less noisy than that of the f2(0)
fans and normalisation by XD and XF has significantly reduced fluctuations. All
data points, but one, lie on global linear fit lines within uncertainty. In this
case it is the D-fan which shows more splitting than the F-fan in contrast with
131
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f2(0). This highlights that despite the equations governing the fan plots being
the same, the values of parameters will vary significantly between form factors.
These parameters are included in the leftmost columns of Table 7.5 for g1(0).
In addition to the 243× 48 lattice data generated as part of this work, we will
also introduce fan plot results made from 323 × 64 ensembles, generated by J.
M. Zanotti of the QCDSF-UKQCD collaboration [148] for other projects. Some
details of those configurations are given in Table 7.4. In general this data will
have significantly smaller error bars than data on our lattice and will provide a
good indication of the effectiveness of the fan plot approach. Though g1(q
2) itself
is known to have finite size effects this comparison will utilise the normalisation





Table 7.4: Details of configurations for 323 × 64 lattice. Here β = 5.50
corresponding to a lattice spacing of a ∼ 0.078.
Unfortunately only N , Σ and Ξ diagonal matrix elements are available from
the 323 × 64 data, but this will still impact upon the combined fit as this extra
data contributes two extra points to three elements in both the F-fan and the









(3F1 + F2 + 2F3) . (7.16)
This additional data will help to constrain the slope parameters further. These
parameters do not deviate significantly from their central values as calculated
132
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Figure 7.8: F-fan for the axial-vector form factor g1(0) with each individual fan
element displayed separately for clarity. A normalisation by XF (Equation 7.13)
has been applied to each element of the fan plot. Linear fits are global fits to
the F-fan data following Equations 7.10. The vertical dashed line represents the
physical point.
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Figure 7.9: D-fan for the axial-vector form factor g1(0) with each individual fan
element displayed separately for clarity. A normalisation by XD (Equation 7.12)
has been applied to each element of the fan plot. Linear fits are global fits to
the D-fan data following Equations 7.9. The vertical dashed line represents the
physical point.
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Figure 7.10: Fan plot elements for g1(0) with extra points contributed from 32
3×
64 lattice data [148]. New points are the leftmost two points in each plot. These
extra points result in smaller errors bars at the physical point (dotted line). Fits
to other fan elements will change due to the introduction of the 323 × 64 data
but these are not shown for brevity.
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using only the 243 × 48 data but the errors are reduced significantly, indicating
consistency in our fits. These parameters can be seen in Table 7.5 and plots of
the fan plot elements that gain new points as a result of the new data are made
in Figure 7.10. The parameters in both cases are quite small and indicate quite
small, but non-negligible, symmetry breaking effects.
D-fan D-fan(32) F-fan F-fan(32)
d 0.297(2) 0.311(4) f 0.323(2) 0.342(5)
r1 0.055(19) 0.047(5) s1 0.002(71) −0.005(2)
r2 0.022(12) 0.027(11) s2 0.035(15) 0.026(3)
r3 −0.016(6) −0.010(2)
D1/XD 1.164(57) 1.132(15) F1/XF 1.055(25) 1.039(5)
D2/XD 1.000(30) 0.982(6) F2/XF 0.995(39) 1.026(12)
D3/XD 1.150(36) 1.150(33) F3/XF 0.920(31) 0.928(5)
D4/XD 0.945(22) 0.968(6) F4/XF 1.002(20) 0.987(6)
D5/XD 0.925(20) 0.935(16) F5/XF 1.053(21) 1.054(4)
D6/XD 1.027(11) 1.017(3)
D7/XD 1.067(37) 1.080(33)
Table 7.5: Unrenormalised slope parameters for both the F and D-fans of g1(0)




. Also shown are the values of the individual
fan elements at the physical point. Each fan has two columns: the left column
are solely 243 × 48 results and the right hand columns (superscript ‘32’) which
comprise both 243 × 48 and 323 × 64 data. We choose normalisation factors XD




= 1.02(1.04) and χ
2
d.o.f
= 0.92(0.90) for the F-fan, where the first
value is that for the 243 × 48 fit alone and the bracketed value is that for both
data sets.
The parameters for this form factor and for both vector form factors can now
be used to find all amplitudes within the baryon octet, at the physical point.
7.4 Reconstructing Form Factors
The form factors can be constructed at any desired choice of pion mass through
the use of Equations 7.9 and 7.10 now that the slope parameters have been
136
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determined. This section will conclude the chapter by determining a selection of
the form factors at the physical point using those slope parameters.
The first quantity to be re-examined will be the electromagnetic GRm(q
2) with
q2 = 0. The results for GRe (q
2) are trivial and will not change significantly
from results outlined in Chapter 6 as flavour symmetry breaking was found to
be negligible for the form factor f1(q
2). As was discussed previously, results
determined in this study can be compared with experimental results and with
other lattice calculations. Using the slope parameters determined in the previous
section the form factors fR1 (0) and f
R
2 (0) are calculated, again renormalising by
assuming a conserved vector current.
Table 7.6 shows some differences from Table 6.2 now that the constrained fit
slope parameters are used to find these form factors. The value for Ξ0−Ξ− moves
exactly to the experimental point while Σ+−Σ− moves towards the other lattice
determination. The n − p magnetic moment moves away from both the lattice
and experimental values, but is still within error of the lattice result. We also
now start to see some splitting between the values of Σ+−Σ− and p−n to show
a similar hierarchy seen by Shanahan et al. [131]. Errors are reduced in general.
µ(H) (µN)
H P.E. Shanahan et al. [131] New Fit Experiment [4]
n− p 3.8(3) 3.5(1) 4.70(6)
Σ+ − Σ− 3.0(2) 3.43(8) 3.62(3)
Ξ0 − Ξ− −0.51(8) −0.6(1) −0.60(1)
Table 7.6: Results for isovector magnetic moments, determined using constrained
fit slope parameters. These are presented along with experimental results and
values determined from another study on a 323× 64 lattice. This table should be
compared with Table 6.2.
A greater agreement with other lattice calculations is noticeable for the axial
charges of the outer ring of octet baryons. In the case of the axial form factor, g1,
the slope values derived by including the 323× 64 lattice are used in conjunction
with the symmetric point values of the 243 × 48 lattice. In Section 6.4 results
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were presented along with similar estimations by Lin and









which can now be compared with new values of the same quantities obtained









which is a significant improvement in resolution when comparing with our
previous values given in Equations 6.4 and 6.5. These results agree well with
those of Lin and Orginos and are of course within the predicted range from




= 0.71(2) which can be compared with our unconstrained result of
gΛΛA
gNNA
= 0.69(4); a 50% reduction in error.
Equations 6.6 and 6.7 were both used previously to determine D
F
, the ratio of
SU(3) axial constants and also to depict the effects of symmetry breaking. These
can now be better understood through the use of Table 7.1 as can be described






2f + 4s1δml +O(δm2l )
2f + (
√








3d− 4r3δml +O(δm2l )
2f + (
√
3s2 − 2s1)δml +O(δm2l )
, (7.18)





. The terms f and d can be related to the gA axial
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can be considered so that renormalisation constants cancel. The
new value from the constrained fit is now 1.592(6) at the symmetric point. This
value has a similar central value as before but due to the input of parameters
from a constrained fit the error has decreased significantly in comparison with
our original result, 1.60(5). Calling upon Lin and Orginos’ calculations again, this
result can be compared with D
F
= 1.6(1). At the physical point Equation 7.18 is
found to be 1.66(2).
The ratio 7.17 is identically equal to one using our fit parameters at the
symmetric point, as seen in Figure 7.11. Finding its value at the physical point
will indicate the strength of SU(3) symmetry breaking. We find this value to
indicate a breaking of 11(2)%. The relative error has decreased in comparison
to that consisting of original lattice data, where symmetry breaking effects are
12(7)%. As can be seen the slope (magnitude of symmetry breaking) for this
quantity has not changed significantly.
We now return briefly to the spin fraction of the Λ hyperon, and in
particular to the quantity ∆s, which we discussed in Section 6.5. We compared
our unrenormalised result to that of Chambers et al. [141] and found slight
disagreement. Before the constrained fit was carried out we had found ∆slatt =
0.852(32), whereas now the result shifts to ∆slatt = 0.837(24) which can be
compared with the Chambers et al. result of ∆slatt = 0.803(10). These results
are now in better agreement, with the proviso that disconnected contributions
have not been calculated in either case.
139
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with constrained fit physical point value calculated
from constrained fit parameters of the axial-vector form factor g1(0). Both
unconstrained (dashed) and constrained (solid) fit lines are included.
As we are working to first order in symmetry breaking effects we will not be
expecting to see flavour symmetry breaking effects in transition matrix elements
for the form factor f1(q
2). For the axial form factor g1(q
2) however, we can in
practice see symmetry breaking effects. Though the mass splitting of the hyperons
is of the order 10%, previous lattice calculations [97, 98] have found the flavour
symmetry breaking effects to be considerably smaller when calculating hyperon
transitions. The same is seen here.
Sasaki and Yamazaki [97] argue that the decay Ξ → Σ is best placed to
measure flavour symmetry breaking effects as it is identical to the beta decay
of a neutron but with the s quark interchanged with a u. Thus measuring the
constant of proportionality from the following equation should measure the effect













They report an effect of 5% in this particular transition though this does not
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seem to account adequately for errors.
The axial to vector ratio of Ξ→ Σ is reported to be 1.051(35) bigger than that






used to find 5(4)% is thus 1.188(25) which was
calculated earlier by the RIKEN-BNL-Columbia-KEK collaboration [151] using
domain wall fermions. This number matches their determination of ZAgA alone
however, not g1(0)
f1(0)
. The value of g1(0)
f1(0)
in that paper is reported to be 1.212(27).
To account for this discrepancy a result of gRA = 1.212±0.027(stat)±0.024(norm)













would result in breaking effects of 3(3)%, i.e., no measurable
symmetry breaking.
In either case the results outlined above point to small symmetry breaking
effects for this ratio. Using our constrained fit parameters we can perform the
same calculation to find an effect of 6(7)%. Our measurement of n → p is
noisier than that of Ξ → Σ, so instead we take the ratio of Ξ → Σ at the
physical point to that of the symmetric point to find effects of 3(4)% which
still has errors large enough to be unable to properly distinguish whether the
correction is positive, though confirms that the breaking effects must be small.
This is perhaps surprising given that model predictions indicate corrections from
anything between 10% to 30% [74,152,153]. Corrections are consitently reported
to be small, however, by the other lattice studies mentioned in this section.
If analysis is restricted to the axial form factor alone, flavour symmetry
breaking can be determined to a greater precision. To measure its effects the
ratio of the axial form factor at the physical point can be taken to the same
form factor at the symmetric point. This should give a good indication of how
strongly each particular transition is affected by symmetry breaking. The results
in Equation 7.22 indicate that many of the transitions do indeed show measurable
141
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Σ→ N : g1(0)
gsym1 (0)
= 7(1)%,




There is disagreement between models of flavour symmetry breaking and some of
these, outlined in detail in these references [108,154,155], support our results; R.
Flores-Mendieta et al., for example, find Ξ→ Λ (0.3− 7.2%), Σ→ N (4− 5.6%)
and Λ→ N (5− 7.2%), which indicate similar positive corrections as seen here.
In Chapter 5 we examined the Cabibbo model predictions of the form factor
g1(0) by taking the ratio of the axial coupling for the four ∆S = 1 transitions,
to that of the ∆S = 0, Σ → Λ, transition. Symmetry breaking effects were
manifest in our plots but the symmetric limit values did not always correspond
to our symmetric ensemble results due to the values of the F and D coupling
constants chosen in that case. Here, in Figure 7.12, we plot the same results
but now with the added constrained fit lines and physical point values. The
original, unconstrained, lattice data for the Σ→ N transition was noisy and the
constrained fit has now moved the physical point value down into the symmetric
limit prediction. Apart from that, the other transitions all remain apart from the
Cabibbo predictions at the physical point. Errors are also reduced in most cases.
To compare ratios of axial charges to experiment we consider ∆S = 1
transitions over the nucleon axial charge. This can be done if full SU(3) symmetry




used. This can be motivated given our lack of evidence for symmetry breaking
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Figure 7.12: Ratio g1(0)/g
ΣΛ
A for the ∆S = 1 hyperon transitions. Also indicated
are the Cabibbo model predictions of the same quantities in the SU(3) limit
using F and D constants determined through a constrained fit using Table 7.1.
Points away from the physical pion mass are the unconstrained lattice data. The
solid lines are linear fits made using the slope parameters of the constrained fit.
Dashed lines are linear fits to the original lattice data. Errors are calculated using
the bootstrap method.
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Figure 7.13: Ratio g1(0)/g
np
A for the ∆S = 1 hyperon transitions. Also indicated
are experimental results (red stars) which have been slightly shifted from the
physical point (black dotted line) for clarity, and where SU(3) symmetry has
been assumed for the vector form factor f1(0). Points away from the physical
pion mass are the unconstrained original lattice data. The solid lines are linear
fits made using the slope parameters of Table 7.1 determined from a constrained
fit. Dashed lines are linear fits to the original lattice data. Errors are calculated
using the bootstrap method.
effects at first order for that form factor. These ratios are plotted in Figure 7.13.
The solid linear fit line in each case is composed of values determined from the
constrained fit while the dashed lines are linear fits to the original data.
Generally the new fits follow a similar trend to the originals, confirming the
relationship between the transitions. The constrained fit proves its usefulness
here as the error bars are noticeably reduced; in two cases a sixfold improvement.
Unfortunately the value for Λ → N moves further away from the experimental
value and there are few other LQCD evaluations to compare with. The other
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values, however, move marginally closer to the central value of the experimental
results in each case. This improves upon Figure 6.19.
Transition Constrained Original Lattice Experiment
Ξ→ Λ 0.23(1) 0.22(1) 0.25(5)




Σ→ Λ 0.58(3) 0.59(4)
Σ→ N −0.30(1) −0.32(2) −0.28(5) −0.34(2)




(*or gR1 (0) in the case of Σ → Λ) for flavour changing octet
transitions. The ‘Constrained’ label refers to form factors reconstructed from
simultaneous fits to lattice data. Also included are other Lattice QCD and
experimental results where available. This table is, in part, a reproduction of
Table 6.5.
Though the form factor ratio g1(0)
f1(0)
needs to be renormalised it will be an
important quantity in the next chapter so it is worth estimating renormalisation
factors by utilising the conserved vector current and fixing to the nucleon axial
charge and updating our results using the constrained fit parameters. These
results are now tabulated. There is a mixed effect; the errors do not significantly
reduce as the fit for f1(0) is not very well constrained and Σ → N moves
slightly away from the experimental result. The Λ → N point moves towards
its experimental counterpart and Ξ → Σ changes quite significantly but stays
within experimental error. Both results where other lattice determinations are
available move closer to those points.
Finally we briefly comment on the flavour symmetry breaking effects in the
weak magnetism form factor f2(0). By dividing the physical point value of f2(0)
for a transition by the same quantity but at the symmetric point f sym2 (0) we can
measure how strongly the form factor breaks SU(3)-flavour symmetry. These
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Σ→ N : f2(0)
f sym2 (0)
= −2(2)%




One can see that in many cases flavour symmetry breaking effects at first order
appear quite large. Errors are sometimes significant which makes definitive
statements about the symmetry breaking of certain transitions difficult, such
as that of Ξ → Λ. Sasaki and Yamazaki [97] report a symmetry breaking effect
of 16(11)% for f2 of Ξ → Σ which shows the same positive sign of symmetry
breaking effects as those seen here. As we found a better fan plot fit for f1 and
g1 than for f2 this may point to the relative importance of incorporating second
order effects into this form factor. Aknowledging that caveat, we can still see in
Table 7.8 that uncertainties reduce after the constrained fit and still agree with
the results of Sasaki and Yamazaki and of Guadagnoli et al. [98].
Transition Original Constrained Lattice
Ξ→ Λ −1.41(11) −1.41(8)
Ξ→ Σ 1.46(12) 1.57(8) 1.5(8)
Σ→ Λ 1.85(13) 1.99(10)
Σ→ N 3.19(21) 3.05(14) 3.30(24)
Λ→ N 0.013(17) −0.10(3)
Table 7.8: Renormalised results for weak magnetism form factor fR2 (0) with
other Lattice QCD results where available. ‘Original’ refers to results from
an unconstrained linear fit while ‘Constrained’ refers to results obtained from
simultaneous fits to lattice data.
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“Decay is inherent in all compounded
things...”
— Siddhārtha Gautama, the Buddha
Chapter 8
Determination of |Vus|
Chapter 4 in part motivated the importance of determining the entries of the
CKM matrix governing the relative probabilities of flavour violating transitions
between hadrons. Confirming the predicted properties of the CKM matrix,
through evaluating its elements, is a test of the SM and may present evidence
for BSM physics. Providing for alternative avenues of calculating the elements is
also an important consistency check on existing results.
Efforts in this study have thus far focused on determining the form factors of
the octet hyperons including those of the ∆S = 1 transitions, using the techniques
of LQCD in order to compare with experimental data and measuring the effects
of flavour symmetry breaking. Now these form factor results can be used to arrive
at a hyperon derived estimation of one of the CKM matrix elements concerned
with strangeness changing processes, |Vus|.
8.1 Status of |Vus|
The first row of the CKM matrix has three entries: Vud, Vus and Vub. As quarks
are more likely to transition within their own generation the most dominant
factor is Vud, followed by Vus, while Vub is orders of magnitude smaller than
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Vud. The elements within the matrix are determined to various levels of relative
accuracy depending on how easy it is to probe those weak flavour changing
processes both experimentally and theoretically. This means that at current
levels of precision, certain parameters will dominate within the unitarity and
orthogonality constraint relationships of the CKM matrix (see Equation 4.10).
One such constraint is the equation
|Vud|2 + |Vus|2 + |Vub|2 = 1−∆, (8.1)
where ∆ = 0 preserves unitarity. This relation contains some of the more easily
accessible parameters of the matrix and has therefore received much attention.
The matrix element |Vud| is the best determined parameter of the CKM matrix
due to the prevalence of first generation quarks in nature. The highest precision
estimate of |Vud| comes from 0+ → 0+ superallowed nuclear decay [156, 157].
Neutron decay can also provide an avenue for this calculation, but as we have
laid out in previous chapters, this is not a purely vector transition and requires a
good evaluation of gA. Radiative corrections and other theoretical uncertainties
dominate the error of |Vud| determinations [158–160]. Other transitions such as
π+ → π0e+ν result in a less precise, but consistent result [158].
Within the unitarity relation 8.1 the element |Vub| is significantly smaller
(|Vub|2 ∼ 10−5) than the other two [161] and is negligible at current levels of
precision [162]. It is therefore the error associated with |Vus| that dominates
this particular unitarity relation. There have been efforts over the past years,
exploring various approaches, to reduce the error on this parameter. The three
primary routes involve kaon semi-leptonic decays, tau decays and hyperon semi-
leptonic decays.
Kaon semi-leptonic decays K → πlν̄l, abbreviated as Kl3, can be simulated
using the techniques of LQCD to arrive at a determination of the form factor
f+(0) which is then combined with measurements of lifetimes [163] and branching
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fractions from experiment (see PDG [4] or Flavianet [164] reviews of experimental
results). Theoretical estimates of electroweak radiative radiative corrections are
also required. Lattice calculations by Boyle et al. [56, 87, 165], which include
the use of partially twisted boundary conditions, have given rise to very precise
measurements of the f+(0) form factor and have significantly constrained the
value of |Vus| [166].
Figure 8.1: Results for |Vus|f+(0) using results from 2013 PDG review compared
with the 2002 review. The unitarity condition is also imposed in this plot using
calculated values of |Vud| and a lattice evaluation of f+(0) [165]. Inner (red) error
bars on this prediction are due to errors on f+(0) while the outer (black) parts
relate to uncertainties in |Vud| and |Vub|. Figure taken from the 2013 PDG review
of the CKM matrix [4].
The PDG takes the average of five results shown in Figure 8.1 (points labelled
by ‘2013’) to find |Vus|f+(0) = 0.2163(5) which leads to the following result:
|Vus| = 0.2253(14) (kaon decays). (8.2)
It should also be noted that the RBC/UKQCD collaboration had found |Vus| =
0.2237+13−8 using recent results for f+(0) from simulations involving near-physical
pion masses [56]. Lattice calculations of kaon and pion decay constants, fK and
fπ respectively, are an alternative to Kl3 decays, once experimental results for
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the pion and kaon radiative inclusive decay rates are known [167,168]. Finally we
mention that examining strangeness changing tau decays are another approach
to constraining |Vus| [169–172]. Using this process puts the estimate of |Vus| at
|Vus| = 0.2202(15) (tau decays). (8.3)
8.2 |Vus| from Hyperon Semi-leptonic Decays
The third approach mentioned previously as a means to determining |Vus|, is that
of combining hyperon semi-leptonic decay form factors with experimental decay
rates. As outlined previously this has generally been found to be less precise
than methods involving meson strangeness changing decays primarily due to the
fact that the axial-vector current includes first order flavour symmetry breaking
effects.
To evaluate |Vus| using this method, values for both the vector and axial-
vector form factors, fR1 (0) and g
R
1 (0) are required. Non-perturbative theoretical
approaches such as LQCD have provided an alternative to the use of experimental
results, many of which were performed several years ago and have significant
uncertainty. Another area where theory is required is for estimating electroweak
radiative corrections to decay rates [173, 174]. These radiative corrections are
important for reducing the deviations between theory and experiment [175,176].
In order to calculate |Vus|, the theoretically derived results for form factors
are combined with experimental measurements of total decay rates. These decay
rates are calculated by dividing the PDG branching fraction by the mean lifetime
for each particular decay channel. The four ∆S = 1 branching fractions and
mean lifetimes are given in Table 5.4, and are used in the analysis of the following
section. The decay rates are given in Table 8.1.
The equation for the decay rate can be given at different orders of mass
splitting [177] and an outline of its derivation, up to second order, is given in
150
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Table 8.1: Decay rates used in analysis here for ∆S = 1 hyperon semi-leptonic
decays.
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where we take the form factors at zero momentum transfer and with ∆ defined
through






Note that conventions vary and one can also define δ = ∆/MH . The decay rate
expression includes an approximation of vanishing lepton mass and form factors
are assumed to be renormalised quantities. Any terms due to g2 are usually
assumed to be negligible in analysis of hyperon decays [88, 106, 178]. Terms
containing f2 only begin to appear at second order (see Appendix D). As our
analysis of SU(3) symmetry breaking was to first order we will first consider
the decay rate to this same order. If the assumption is made that second order
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effects are small for the form factors f1(0) and g1(0) then we can proceed to use
Equation 8.5.
In order to evaluate |Vus| through the use of experimental decay rates, one
includes terms related to the phase space momentum because measurements vary
over a small range of momentum transfer [106, 173, 179]. These terms occur at
second order and above, so are not present at first order. These terms, given as
λf and λg in Equation 8.5 are fixed by experimental measurement and written








A. Gaillard and Sauvage [94] discuss the
sensitivity of the form factors to a variation of MA and MV and find it to be
small so we simply take MV = 0.98(5)GeV and MA = 1.25(9)GeV following
those authors. As an example, a change of 10% in both of these values would
result in a ∼ 0.5% effect on the value of |Vus|.
The electroweak radiative corrections which must be applied to the decay rate
include both model dependent, αd and model independent, αi, parts [173, 180],
along with a Coulomb correction, αc due to the interaction of the daughter
hyperon with the charged lepton. There have been various attempts to quantify
the radiative corrections which manifest as constants, specific to each decay
channel, which can be absorbed by the form factors within the matrix element
as |M |2 −→ |M |2(1 + αc)(1 + αi)(1 + αd)2 = |M |2(1 + δRC) [94, 181].
Sirlin first calculated these corrections for neutron beta decay [180, 182]
through a method which was then applied to hyperon decays [173, 183]. The
model independent terms for each transition (see Garcia and Kielanowski [173])
along with a standard determination of the model dependent correction were
found to be αd = 0.021 which is used in analysis here, and in many other studies
of hyperon decays. Other estimates of the model-independent part have also
been performed [184, 185]. In the analysis here, we follow the lead of Mateu
and Pich [186] and use the total decay rate radiative corrections as outlined in
Table 8.2.
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Table 8.2: Radiative corrections to hyperon total decay rates. Multiply by one
hundred to obtain percentage radiative corrections.
The review of HSL decays carried out by Gaillard and Sauvage [94] includes
an evaluation of |Vus|. By using the available experimental data they calculate
|Vus| = 0.231(3). This determination has been improved upon in recent times.
The value of |Vus| derived from HSL decays as quoted by the PDG is from
a comprehensive analysis performed by Cabibbo, Swallow and Winston [101],
twenty years after Gaillard and Sauvage reviewed the state of hyperon decay
experiments. Experimental results of g1(0)
f1(0)
had improved in the intervening
years [116, 187] which confirmed some predictions of the Cabibbo theory and
allowed for an updated calculation of |Vus|. Cabibbo et al. used the SU(3)
symmetric limit and model values for the form factors f1(0) and f2(0) and found
|Vus| = 0.2250(27). (8.8)
The authors acknowledged that symmetry breaking effects of second order in
the vector form factor would likely push this value slightly higher. This value is
a weighted average of the four ∆S = 1 octet transitions, so a separate evaluation
of |Vus| for each was also determined [88] which are summarised in Table 8.3.
A similar analysis was performed by Flores-Mendieta [178] shortly following
the Cabibbo et al. paper. This work also considered the decay Ξ− → Σ0e−ν̄e
which is indistinguishable in our case in the isospin limit within which we work.
The author analyses the SU(3) symmetry breaking effects for both the f1(q
2)
and g1(q
2) form factors to calculate these effects from fits to experimental data,
153






Table 8.3: |Vus| for the octet hyperon ∆S = 1 transitions by Cabibbo et al. [88,
101] where experimental g1(0)
f1(0)
results for have been combined with Cabibbo theory
predictions of f1(0) and f2(0).
and while taking the model SU(3) limit prediction for f2(0) and assuming no
contribution from g2(0), deduces that
|Vus| = 0.2199(26), (8.9)
which is similar to that found from tau decay results (Equation 8.3) and narrowly
agrees with the previous hyperon decay estimation.
An analysis of systematic errors, including those arising from SU(3) symmetry
breaking effects by Mateu and Pich [106] followed, in order to explain the
difference between the previous two estimates which differ despite relying on
the same experimental data. A reliable estimate of second order effects to both
the vector form factor and to the ratio g1(0)
f1(0)
was found by these authors to be
difficult to perform within the constraints of existing experimental data. Fits to
data at second order [186], performed using 1/NC expansions in a similar manner
to Flores-Mendieta, result in an increase in the uncertainty of |Vus|;
|Vus| = 0.226(5). (8.10)
Finally, as mentioned, independent LQCD calculations of the form factors
necessary to determine |Vus| present an alternative approach. Lattice calculations
of hyperon form factors performed by Sasaki [97, 119, 188] for the Ξ → Σ and
Σ→ N transitions have been compared with our results in previous chapters. In
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regards to |Vus|, the author calculates |Vus| through the use of experimental results
which measure |f1(0)Vus| [117] and a calculation of f1(0) through a different ratio
of correlation functions to that used in this work, which is computationally more
expensive. The advantage of this method is that symmetry breaking effects are
contained within the experimental results for the axial-vector form factor and
need not be estimated. Of course this depends on accurate experimental results
and the result presented within that study, for Ξ→ Σ,
|Vus| = 0.219(27)exp(4)theory, (8.11)
contains sizeable uncertainty related to experiment.
8.3 |Vus| Results
Our approach will be to use the constrained fit form factor results presented in
Chapter 7 and directly insert these into the corrected hyperon decay rate discussed
in the previous section. These results are constrained up to first order in flavour
symmetry breaking which enters into the form factors g1(0) and f2(0). Radiative
corrections as outlined in Table 8.2 are used in our analysis. The experimental
decay rates can be calculated using Table 5.4 (note a different decay rate for
Ξ → Σ as compared with N. Cabibbo et al. due to updated branching ratio
values [189]) and are displayed in Table 8.2.
We present our results for |Vus| at both first and second order in δ in Table 8.4.
For a full treatment at O(δ2), a second order constrained fit would need to be
made to the form factors f1 and g1, while first order is sufficient for f2. Our
weighted average results at both orders are within error of Mateu and Pich’s
result. The second order results agree with both PDG kaon and τ -decay estimates.
In fact, the combined second order result is consistent with all other estimates of
|Vus| that have been highlighted in this chapter, which can be seen in Figure 8.2.
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2 (0) |Vus| - O(δ) |Vus| - O(δ2)
Σ→ N −0.99(5) 0.30(1) 1.57(8) 0.260(16) 0.233(14)
Ξ→ Σ 1.01(6) 1.22(5) 3.05(14) 0.228(11) 0.223(11)
Ξ→ Λ 1.21(7) 0.27(1) −0.10(3) 0.254(17) 0.239(16)
Λ→ N −1.21(8) −0.93(4) −1.41(8) 0.227(11) 0.215(11)
Combined N/A N/A N/A 0.237(7) 0.225(6)
Table 8.4: |Vus| results using constrained fit form factors fR1 , fR2 and gR1 , which
are also listed. Results are presented using the semi-leptonic decay rate formula
with terms up to O(δ) and O(δ2). A weighted average of the values of |Vus| is
also taken for results at both orders.












Figure 8.2: |Vus| result for each ∆S = 1 decay (filled circles and squares) along
with weighted averages (empty circle and square) at both O(δ) (blue squares)
and O(δ2) (red circles). Also shown are estimates of |Vus| from kaon decays, τ
decays and other studies of octet hyperon semi-leptonic decays.
Encouragingly, our results and errors, at second order, are quite similar to
those of Mateu and Pich, with whom we share values of radiative corrections. In
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contrast with our methods however, along with using experimental results their
decay rate formula was computed at O(δ5) [186]. Higher order effects should
slightly shift our second order result towards their result (i.e. to the right in the
plot). The constrained fit form factors were used to calculate this result for |Vus|
and it is worth noting that the unconstrained form factors would give rise to a
result of |Vus| = 0.219(8) at second order; an increase in relative error of ∼ 30%.
Our results for individual decay channels within the octet differ from the
results of Cabibbo et al. in some respects. Differences may arise due to the
fact that we do not use the symmetric limit value for f2, nor do we use Cabibbo
model estimates of that form factor. As was discussed at length by Mateu and
Pich, there is disagreement between results of Cabibbo et al. and those of Flores-
Mendieta despite both studies effectively using the same experimental data set.
Indeed Flores-Mendieta argues his results support those found through τ decays
whilst Cabibbo et al. found results more consistent with those of kaon decays.
We also point out that by changing the renormalisation constants, our result
for |Vus| would also change. We renormalised by fixing to the experimental value
of gA in the case of ZA, and by using the conserved vector current for ZV . For
example, a variation by 5% in the value of ZA would result in a change of between
0.5% and 4.5% in |Vus| depending on the transition concerned, and similarly for
ZV . The underestimation of axial form factors is often seen in lattice calculations
when using a non-perturbatively determined ZA [190], and could significantly
impact upon our results.
At the start of this chapter and in Chapter 4 we motivated a calculation of
|Vus| as a way of testing the unitarity constraints of the CKM matrix. If we use
the PDG values for |Vud| and |Vub| we can test to see how our estimates of |Vus|
impact on unitarity relation of Equation 8.1. Working with the first order result
we find
∆ = 1− |Vud|2 + |Vus|2 + |Vub|2 = 0.005(3), (8.12)
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and at second order
∆ = 1− |Vud|2 + |Vus|2 + |Vub|2 = −0.0004(30). (8.13)
Though a 1.5σ deviation from unitarity is seen at first order, it disappears at
the next order order. At second order this corresponds to a Cabibbo angle of
θC = 13.0(4)
◦. Our approach results in larger relative errors than those of kaon
decays, but provides an alternative avenue to test unitarity through the use of
hyperon form factors determined non-perturbatively.
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“It’s the end of the world as we know it, and
I feel fine.”
— Michael Stipe, R.E.M.
Chapter 9
Conclusions
This work has focused on the calculation of octet hyperon semi-leptonic form fac-
tors of the vector and axial-vector currents. This was done for phenomenological
interest in the form factors in isolation but also to explore the effects of SU(3)-
flavour symmetry in the SU(2) isospin limit and to estimate the CKM matrix
element |Vus|. Our approach involved calculating hyperon transitions using the
techniques and tools of Lattice QCD in order to determine matrix elements,
both diagonal and off-diagonal. At all stages we compared our results with the
theoretical work of others and measurements obtained through experiment. Our
main result for |Vus| is shown in Figure 8.2.
Early on we introduced the core concepts of Quantum Chromodynamics so
that the technicalities surrounding the discretisation of the theory on the lattice
could be understood. Our lattice action was discussed along with an overview of
the techniques used in this study. In particular the partial ‘twisting’ of boundary
conditions was presented as a means to eliminating errors due to extrapolation.
Implementing twists did indeed reduce errors for the first class form factors
of primary interest to us, however twisted points were unreliable for certain
kinematical set-ups. Future work could look to expand on the choice of kinematics
by implementing twists in more than one direction. One could also consider
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having non-zero momenta for both initial and final state hyperons, though this
would be computationally costly.
In order to obtain renormalised results for the vector and axial-vector form
factors one should calculate the appropriate renormalisation constants, ZV or ZA.
In general we sought to take ratios of quantities with the same renormalisation
constants so that these unknown factors would cancel and this proved to be
quite effective. In certain instances however, such as in the estimation of |Vus|,
this was not possible. By fixing to the measured axial coupling constant, gA,
of the nucleon and relying on conservation of the vector current we could set
these values. Further work towards a non-perturbative determination of ZA, in
particular, is on-going. After ZA is found in this manner we would expect this
to alter our results for |Vus| significantly. The resolution of the problem relating
to the underestimation of axial-form factors remains important. A further future
objective would be to compute the form factors with different lattice spacings in
order to take the continuum limit. Though it is not a consideration for transition
matrix elements, a full computation of disconnected diagrams should also be
considered for certain diagonal matrix elements.
The Cabibbo model, containing the V-A theory of weak interactions, is
remarkably robust and provides an excellent theoretical platform from which
to study hyperon form factors. The vector form factor f1 was found to have no
discernible symmetry breaking effects in our work, in good agreement with the
Cabibbo model and the Ademollo-Gatto theorem. This form factor is important
for an estimation of |Vus| and in fact some authors have suggested relying on
theoretical estimates of this form factor alone, in conjunction with experimental
results for g1/f1, to calculate the CKM matrix element. The ratio of correlation
functions used by Sasaki to determine f1, involving only 3pt correlators, could also
be considered in future work though this would be more expensive to implement




The axial form factor g1 and the weak magnetism form factor f2 were
shown to display noticeable symmetry breaking effects which we quantified by
parameterising the effects of SU(3) breaking to first order. The results for g1 were
shown to be in good agreement with experimental results for those form factors
in general, albeit those experimental results often suffer from large errors. We
also chose lattice quark masses so that we could display the effects of symmetry
breaking in what we call ‘fan’ plots. Making a constrained fit to determine the
parameters of symmetry breaking showed the effectiveness of this group theoretic
method, especially in the case of the axial charges where it helped to reduce error
bars significantly. For the axial-vector case, results had noticeably smaller errors
than the available experimental data. Our fits to the weak magnetism form factor
f2 may indicate that second order effects are large in this form factor.
By calculating all possible matrix elements in the 2 + 1 case within the
baryon octet we also calculated other quantities of phenomenological interest
such as baryon spin fractions and baryon axial charges. We can also calculate
the electromagnetic form factors in the process of calculating V-A current matrix
elements. The spin fractions, axial charges and magnetic moments compared well
with other theoretical estimates and experimental values with only some small
disagreement. Our constrained fit resulted in an increase in precision of these
quantities as all were seen to display some first order symmetry breaking effects.
The inclusion of 323×64 diagonal results for octet outer-ring diagonal matrix
elements provided extra points with which to perform this constrained fit. Our
243 × 48 data did not have sufficient resolution to determine second order effects
in flavour symmetry, even with this extra data. This indicates that possible
future work would be to compute off-diagonal and Λ matrix elements on larger




This would also assist in the calculation of |Vus| at second order, though these
effects would be suppressed by the factor δ2 in the decay rate formula so would
most likely be quite small. Our value of |Vus|, though not competitive with
that from kaon form factors does agree with both kaon and τ decay PDG global
estimates. We argue this shows the importance of calculating |Vus| through several
different methods, including hyperon decays. Our result is also comparable to
that found by Mateu and Pich whose work is one of the most recent comprehensive
studies into the topic. In the future, the effect of including a possible contribution
from the g2 form factor, due to symmetry breaking effects, could also be explored.
Our work, presented in this thesis, shows that hyperon form factors can
be calculated with good precision using lattice QCD and that our calculated
form factors compare favourably with experimental results. Few Lattice QCD
calculations of these transition form factors exist and those that do often rely on
the quenched approximation and focus on one particular transition alone. We
have provided a comprehensive calculation of all transition matrix elements. We
have shown that hyperon form factors provide an important way of studying
flavour symmetry breaking and how this can be achieved. Our constrained
fit approach resulted in more precise determinations of phenomenologically
interesting quantities. We furnished evidence that |Vus|, as determined through
hyperon decays, provides an important complimentary approach to kaon and
τ decays, in probing the Standard Model by testing unitarity. Our hope is
that further publication of our research will help to generate interest in future






In this section superscripts will refer to the space in which we are considering;
these are usually suppressed for brevity. In Euclidean space, E, the metric
is denoted gEµν and has a signature (1, 1, 1, 1), meaning g
E
µν = δµν , in familiar









where σi are the Pauli spin matrices given, through the use of the Kronecker
delta, by
σi =
 δi3 δi1 − iδi2
δi1 + iδi2 −δi3
 . (A.2)
The Dirac matrices satisfy the Clifford algebra,
{γEµ , γEν } = 2δµνI4×4, (A.3)
163






















which anti-commutes past the other Dirac matrices and satisfies γ25 = I4×4 and
γ†5 = γ5. The charge conjugation matrix, C, will be necessary to create baryon
interpolators. It is defined as C = γE2 γ
E
4 .
The rotation to Minkowski space,M, changes the signature to (1,−1,−1,−1).
Any 4-vectors are related between Euclidean and Minkowski spaces via
AMi = −AEi and AM4 = −iAE0 , (A.6)
while the Dirac matrices can be similarly related in the following way:
γMi = −iγEi and γM4 = γE0 . (A.7)
The γM5 matrix is defined as
γM5 = iγ






3 ) = −γE5 . (A.8)
The algebra which the Minkowski versions of the Dirac matrices obey is given by
the anti-commutation relations
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Covariant and contravariant indices Dirac matrices are related through
γM0 = γM0 and γ
Mi = −γMi (A.11)






























= −σEij . (A.13)
A.2 The Special Unitary Group, SU(N)
The special unitary groups are integral to describing the physical interactions of
theories of the strong and weak nuclear forces. The special unitary groups are
given by the set of N × N complex matrices with a determinant of unity [191].
For G ∈ SU(3),
GG† = IN×N and det(G) = 1. (A.14)
This distinguishes them from the group U(N) which has a similar definition but
with no constraint on the determinant sign. Thus SU(N) ⊂ U(N) ⊂ GL(N,C),
where GL(N,C) is the general linear group of invertible N ×N matrices over the
complex field.
The Lie algebra of SU(N) is denoted as su(N). For SU(N) there will be a
set of N2 − 1 generators for the group. Any element of the group, G ∈ SU(3)
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with ~c ∈ RN . The generators of a group are defined through their Lie algebra as
[T i, T j] = icijkT
k, (A.16)
where cijk = −cjik are the structure constants of SU(N). The generators are
traceless and Hermitian. Non-Abelian groups, such as SU(N) correspond to
those with cijk 6= 0 for at least one structure constant. Any set of matrices
which satisfy the Lie algebra count as generators of the group and constitute
a representation of the group. The structure constants will remain the same
for different representations. The rank of a group is given by the number of
generators which can be simultaneously diagonalised.
Important physical cases include N = 2 (e.g. isospin symmetry or quantum
mechanical spin) and N = 3 (e.g. gauge group of QCD or SU(3) flavour
symmetry). For SU(2) the generators simply satisfy the Lie algebra
[T i, T j] = iεijkT
k, (A.17)
for i, j, k ∈ {1, 2, 3}, where the εijk is the usual totally anti-symmetric Levi-Civita
symbol. The generators are often written in terms of the Pauli spin matrices seen





For the case of N = 3 there will be 32 − 1 = 8 generators and in particle physics
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though the group can be defined in terms of its structure constants, independently
of its representation. In the case of SU(3) these are
[T i, T j] = ifijkT
k, (A.20)
where the structure constants can be found through the use of the Gell-Mann
matrices. Explicitly they are
f 123 = 1,










and unless related by anti-symmetric permutation of indices, are zero otherwise.




δi,j + 2dijkTk (A.22)
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where explicitly the values are



















An overview of some of the technical details of the lattice calculations which are
performed in this study.
B.1 Bootstrap Algorithm
To provide an estimate of statistical errors the use of the bootstrap algorithm is
used throughout this study. This is a re-sampling technique where out of a set of
measurements, say N , a number of bootstrap samples or boots, NB are generated
by randomly selecting N times from the original set of measurements by sampling







(θj − θ̄)2, (B.1)
is used to calculate the error, δ, where the average of the original set of
measurements is used as the central value, θ̄. In this work we take NB = 200.
When combining quantities, the separate boots for each can be combined in the
same way as a means to estimate the error in the new quantity. A similar approach
can be adopted, for example, when performing extrapolations.
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B.2 Wick Contractions
This section will provide an example of how to arrive at a 3pt correlation function
explicitly in terms of quark propagators. A full list of correlation functions will be
provided for each transition relevant to this study of hyperon matrix elements.
The baryon interpolators are given in Section 3.4 and will be used here. The
charge conjugation matrix, C, is given in Section A.1 of this appendix. Note
however that this choice of C is not unique and once the properties of the matrix
are obeyed (i.e. Equation 3.38) then the following results will hold.
We shall consider a general operator insertion at time τ , with colour indices















where we sum over all lattice sites v, w and where ρ and σ are spin indices. The
3pt correlator can be written as
CHH
′




Γγ′γ〈Hγ(t; ~p ′)O(τ, ~q)Hγ′(0; ~p)〉. (B.3)
As an example we shall choose the transition Λ→ p so the 3pt correlation function
is




Γγ′γ〈Hpγ(t; ~p ′)OΛp(τ, ~q)H
Λ
γ′(0; ~p)〉 (B.4)







f ′f (v, w; ~y, τ)ρσs
f
σ(w). (B.5)
This specific case can be written in terms of quark fields with explicit colour
and Dirac indices. We make the choice that the final state is at rest and that, as
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we are averaging over gauge fields, the source is located at (~0, 0). This gives





































To make this expression easier to deal with we will suppress the transposes and
the time dependency which will be reintroduced later. Considering only the quark
























Permuting the quark fields will introduce an overall minus sign into these terms.
Reintroducing the charge conjugation matrix and unspecified Dirac structure




























The Dirac indices may now be dropped with the use of Γ and the sum over Dirac
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where we have used the definition G̃ = (Cγ5Gγ5C)
T . In order to match up
colour indices we relabel and then permute the W1 term’s colour indices by
εabcεa
′b′c′ −→ εabcεb′a′c′ = −εabcεa′b′c′ and the second term’s with εabcεa′b′c′ −→
εcbaεb
′a′c′ = εabcεa
′b′c′ . The final expression for this 3pt function in terms of quark
propagators is







ΣΛpΓ (~0, 0; v; ~p, t)O





where the trace is over colour and Dirac indices and with
ΣΛpΓ (~0, 0; v; ~p, t) =
∑
~x
SΛpΓ (~x, t;~0, 0, ~p)Gu(~x, t; v) (B.14)
and
SΛpΓ (~x, t;~0,0, ~p) = −e
−i~p.~xεabcεa
′b′c′×
Tr{Gu(~x, t;~0, 0)G̃d(~x, t;~0, 0)}Γ + ΓGu(~x, t;~0, 0)G̃d(~x, t;~0, 0).
(B.15)
The other four transitions relevant to this project can now be given by
specifying the function S for each, though in the case of Σ → Λ there is also
a need to specify a change due to the presence of a different current operator. In
that case
Gs(w;~0, 0) −→ Gd(w;~0, 0), (B.16)
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but for the other three transitions the formulation outlined above remains valid.
The five transition 3pt correlation functions between octet states are thus
given by:
• Λ→ p
SΛpΓ (~x, t;~0, 0, ~p) = −e
−i~p.~xεabcεa
′b′c′×
Tr{Gu(~x, t;~0, 0)G̃d(~x, t;~0, 0)}Γ + ΓGu(~x, t;~0, 0)G̃d(~x, t;~0, 0).
(B.17)
• Σ− → Λ
SΣΛΓ (~x, t;~0, 0, ~p) = −e−i~p.~xεabcεa
′b′c′×
G̃s(~x, t;~0, 0)Γ̃G̃d(~x, t;~0, 0) + ΓGs(~x, t;~0, 0)G̃d(~x, t;~0, 0).
(B.18)
• Σ− → n
SΣnΓ (~x, t;~0, 0, ~p) = −e−i~p.~xεabcεa
′b′c′×
Tr{ΓGd(~x, t;~0, 0)}G̃d(~x, t;~0, 0) + G̃d(~x, t;~0, 0)Γ̃G̃d(~x, t;~0, 0).
(B.19)
• Ξ− → Λ
SΞΛΓ (~x, t;~0, 0, ~p) = −e−i~p.~xεabcεa
′b′c′×
Tr{ΓGs(~x, t;~0, 0)}G̃d(~x, t;~0, 0) + ΓGs(~x, t;~0, 0)G̃d(~x, t;~0, 0).
(B.20)
• Ξ0 → Σ+
SΞΣ(~x, t;~0, 0, ~p) = −e−i~p.~xεabcεa′b′c′×
G̃u(~x, t;~0, 0)Γ̃G̃s(~x, t;~0, 0)− Tr{Gu(~x, t;~0, 0)G̃s(~x, t;~0, 0)}Γ−
G̃u(~x, t;~0, 0)Gs(~x, t;~0, 0)Γ− ΓGu(~x, t;~0, 0)G̃s(~x, t;~0, 0).
(B.21)
We have expanded the tilde notation here to mean G̃2Γ̃G̃1 = (Cγ5G1ΓG2γ5C)
T .
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( x⃗ , t )(0⃗ ,0)
( y⃗ , τ)
H H  
(I)
  
( x⃗ , t )(0⃗ ,0)
H H  
( y⃗ , τ)
(III)
  
( x⃗ , t )(0⃗ ,0)
H H  
( y⃗ , τ)
(II)
  
( x⃗ , t )(0⃗ ,0)
( y⃗ , τ)
H H  
(IV)
Figure B.1: Depiction of the construction order for a 3pt correlation function
using the sequential source method. Ordering follows Roman enumeration.
B.3 Sequential Source Methods
The final part to this appendix will outline the ‘fixed sink’ sequential source
method for calculating the connected piece of a 3pt functions on the lattice. The
explanation for this technique will use Figure B.1 as a guide. A quark propagator
is computed as per Equation 3.47. This is rewritten as a system of linear equations
where one wishes to solve for the propagator of flavour q,
∑
w
M(x;w)Gq(w; y) = δxy, (B.22)
which is used in the first part of this method (I); two ordinary quark propagators
from point (~0, 0) to any point ~x at time t are computed.
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From Section B.2 we see that one must find ΣHH
′









′, t;~0, 0, ~p)δv′4y, (B.23)
which needs to be put into a similar form to Equation B.22 through Mabαβ(x; y) =
(γ5M





Γ (~0, 0; v; ~p, t) = γ5S
HH′†CD
Γ (~v
′, t;~0, 0, ~p)δv′4y. (B.24)
This means that ΣHH
′




′, t;~0, 0, ~p) which itself is made of the two ordinary quark
propagators. This requires a second stage of inversion. The sequential propagator
is distinguished by the red propagators in Figure B.1. We must then insert
the current operator O(τ, ~q) as in part (III). Finally another regular quark
propagator is added (IV ) to complete the 3pt correlation function.
There are several advantages to this approach of computing the correlator
including having the ability to choose operator which will be inserted and also
the total momentum transferred. This makes it particularly suited to the
computation of form factors and structure functions and is thus the ideal choice for
this work. The method is costly in certain respects. A separate matrix inversion
is required for each choice of hyperon, polarisation and sink momentum. Instead
one can compute the correlation function with the ‘fixed current’ method but this
is not used here and we refer the reader to the literature for more information [20].
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Appendix C
Matrix Elements in Lattice QCD
C.1 Matrix Element Euclideanisation
In Minkowski space (see Appendix A.1) the matrix element 5.11 can be written
in terms of vector and axial-vector contributions;






























and defining qM = pM − p′M = (EH(~p) − EH′(~p ′), ~p − ~p ′). All possible Lorentz
structures are given by this decomposition in terms of the spinors, Dirac matrices
and momentum terms. The form factors are functions of the Lorentz invariant,
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with the corresponding Minkowski version given in Appendix A.1. We also
Euclideanise momenta, so that from
qM = pM − p′M = (EH(~p)− EH′(~p ′), ~p− ~p ′), (C.5)
we find
qE = pE − p′E = (i(EH(~p)− EH′(~p ′)), ~p− ~p ′), (C.6)

















3 = −γE1 γE2 γE3 γE4 = −γE5 . (C.7)
The Minkowski vector operator is related to the Euclidean counterparts
through the Dirac matrices as
VMµ = (VM0, VMi)
= (q̄ ′γM0q, q̄ ′γMiq)
= (q̄ ′γE0 q, q̄
′iγMi q)




and similarly for the axial-vector current,
AMµ = −(AE0 , iAEi ). (C.9)
For the time component of Equation C.2, and suppressing the momentum
177
C.1. Matrix Element Euclideanisation 178
dependence of the form factors, we see










































The vector part Euclidean matrix element can now be written by using the
appropriate terms in Equation C.1 and substituting the Minkowski terms for
Euclidean ones given the findings of Equations C.8, C.10 and C.10. The the
matrix element is
〈H ′(~p ′, s′)|V Eµ (x) + AEµ (x)|H(~p, s)〉 = ūH′(~p ′, s′)(VEµ (q) +AEµ (q))uH(~p, s)eiq.x,
(C.12)
where the vector component is









The axial component is no more difficult and the only difference between the
given outline of Euclideanisation for the vector and that of the axial parts is that
for each term in the decomposition the γM5 becomes a −γE5 and thus contributes
178
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an overall minus sign which can be cancelled with the one found in Equation C.9.
Thus the axial-vector component of Equation C.12 is









C.2 Correlation Function Ratio
The 2pt and 3pt correlation functions given in Chapter 3 are reproduced here,
CHΓ (t; ~p) = Γβα〈Hα(t; ~p)Hβ(0; ~p)〉, (C.15)
CHH
′




Γβα〈Hα(t; ~p ′)O(τ, ~q)Hβ(0; ~p)〉. (C.16)
In the transfer matrix formalism we define a transfer matrix Ŝ as
Ŝ ≡ e−Ĥ, (C.17)
which can act on a state |m〉 as
Ŝ|m〉 = e−Em|m〉 where E0 = 0, (C.18)








〈m|n〉 = 2Emδmn, 〈0|0〉 = 1. (C.20)
For an arbitrary operator Ô(t) one can shift this in the temporal direction by
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using the translation operator
Ô(t) = Ŝ−tÔ(0)Ŝt = e−ĤtÔ(0)eĤt. (C.21)
Using the transfer matrix one can now write the 2pt and 3pt correlation functions
(Equations C.15 and C.16) as
CHΓ (t; ~p) = TrΓ
[





Γ (t, τ ; ~p, ~p
′;O) = TrΓ
[
ŜT−tĤ(0; ~p)Ŝt−τO(0, ~q)Ŝt ˆ̄H(0; ~p)
]
, (C.23)
where the temporal extent is restricted by the finite dimensions of the lattice.




〈H, ~p,~s| ˆ̄Hα(~0)|0〉 =
√
ZH̄ ūHα(~p,~s),
〈H̄, ~p, ~s|Ĥα(~0)|0〉 =
√
ZHvHα(~p,~s),
〈0| ˆ̄Hα(~0)|H̄, ~p, ~s〉 =
√
ZH̄ v̄Hα(~p,~s),
〈0|Ĥα(~0)|H̄, ~p, ~s〉 =
√
ZHvHα(~p,~s),























, ~e = σMH~n and σ = ±1. (C.26)
180
C.2. Correlation Function Ratio 181










































Using the definition of the 2pt correlation function given in Equation C.22
and inserting the identity, twice as indicated, and using completeness, one can
write
CHΓ (t; ~p) = TrΓI
[









































where a complete set of states has been inserted. We have also used 〈0|Ĥα|0〉 = 0
and only kept the lowest lying state of interest and neglect excited states. Using
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Equations C.24 we write













Now we use the following
Γ ≡ Γunpol = 1
2
(1 + γ4), or Γ ≡ Γpol =
1
2




unpoluH(~p,~s) = 2(EH +MH),∑
~s
v̄H(~p,~s)Γ
unpolvH(~p,~s) = 2(EH −MH).
(C.32)
which can then be used as















In the relevant regime 0 ≤ t ≤ T
2
this is
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For the 3pt correlator, in the case where t > τ , we can similarly write
CHH
′
Γ (t, τ ; ~p, ~p
′) = TrΓI
[




























































〈0|Ĥ ′α|H ′, ~p ′, ~s′〉〈H ′, ~p ′, ~s′|Ô(~q)|H, ~p,~s〉〈H, ~p,~s| ˆ̄Hα|0〉×




where we assume that t and t − τ are large enough so that excited state
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′, ~s′)〈H ′, ~p ′, ~s′|Ô(~q)|H, ~p,~s〉e−EH′ (t−τ)−EHτ .
(C.37)
By defining
〈H ′, ~p ′, ~s′|Ô(~q)|H, ~p,~s〉 = ūH′(~p ′, ~s′)O(~q)uH(~p,~s), (C.38)
one can then write the 3pt correlation function as
CHH
′
Γ (t, τ ; ~p, ~p
′) =
√
ZH′ZHF (Γ,O)e−EH′ (t−τ)−EHτ , (C.39)
where








TrΓ (EH′γ4 − i~p ′.~γ +MH′)O (EHγ4 − i~p.~γ +MH) .
(C.40)
We now wish to construct an appropriate ratio of correlation functions which
will cancel the unknown wave-functions. The ratio we use is that found in
Equation 5.37. Considering two parts of this ratio separately,
CHH
′
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which are combined to make
RΓ(t, τ ; ~p, ~p ′;O) =
CHH
′



































If we take ZH̄ = ZH and ZH̄′ = Z
′
H then these cancel in the ratio, assuming
0 τ  t T/2, and taking the particular kinematical case of ~p ′ = 0 then the
ratio can be given as



















q = (q4, ~q) = (i(EH −MH), ~p). (C.46)
A list of kinematical factors can be obtained through explicit choices of Γ and
O for Equation C.45.
F (Γunpol, I) =
EH +MH
EH
F (Γunpol, γ4) =
EH +MH
EH
F (Γunpol, ~γ) = −i ~p.~n
EH
F (Γunpol, γ5) = 0
F (Γunpol, γ4γ5) = 0
F (Γunpol, ~γγ5) = 0
F (Γunpol, σ4i) =
pi
EH
F (Γunpol, σij) = 0,
(C.47)
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with Γunpol = 1
2
(1 + γ4) and
F (Γpol, I) = 0
F (Γpol, γ4) = 0
F (Γpol, ~γ) =
~p× ~n
EH
F (Γpol, γ5) = −
~p.~n
EH
F (Γpol, γ4γ5) = −
~p.~n
EH




F (Γpol, σ4i) =
εijkpjnk
EH












H (MH ; p) H (MH' ; p')
l (0 ; pl)
νl (0 ; pνl)
Figure D.1: Depiction of three body decay with incoming parent hyperon, H,
daughter hyperon, H ′, and lepton, l, and neutrino, ν̄l, decay particles. Here the
lepton and neutrino are both taken in the massless limit.
The differential decay rate for a three-body decay, such as that shown in







where the three-body phase space dΦ3 is
dΦ3 = (2π)








with the energies of the daughter hyperon given by EH′ , the lepton by El and the
neutrino by Eν̄l . As before q
2 = (p− p′)2. The rest frame of the parent hyperon









and defining Ωl as the solid angle in the direction of ~pl and Ων̄l as a solid angle














































δ(M − EH′ − El − Eν̄l)dEH′dEldEν̄l . (D.7)
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Now define the invariant mass, mij, of particles i and j as
m2ij = p
2






















as Mν̄l = Ml = 0 in this case. Another result of the massless case here is that
m2lν̄l = (pl + pν̄l)
2 = q2. Note from Equation D.9 that dm2lν̄l = −2MHdEH′ and







For a particular m2lν̄l the term m
2
H′ν̄l
has a maximum and minimum depending on
if pν̄l is parallel or anti-parallel to pH′ [192]. The energies of the daughter hyperon
and the neutrino in the rest frame of m2lν̄l can be written as
EH′ =




























Now one can integrate over the invariant mass squared m2H′ν̄l , and also make
the replacement dm2lν̄l = dq















(M2H − q2 −M2H′)
2 − 4M2H′q2
(D.14)






2 (∆2 − q2)
1
2 , (D.15)
where the terms M and ∆ have been introduced; M = MH + MH′ and ∆ =
MH −MH′ . The differential decay rate D.1 can now be written in terms of the












where the square of the spin-averaged matrix element, |M|, has been abbreviated









and the hadron part from
















The spin averaged matrix element squared (again with a massless lepton),


















which is combined with the phase space (Equation D.16) and integrated over the






















2 (M2 − q2)
3
2×[∣∣∣∣∆g1(q2)− q2Mg2(q2)








We define δ = ∆/M and we make the substitution q2 = ∆2x leading to dq2 =
∆2dx. The phase space covers a small momentum range and so the momentum
dependence can be accounted for by modifying the f1 and g1 form factors with a


















This integral is easier to deal with by looking first at parts related to the vector
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δ4 and then neglected terms of











































= 8(1 + δ)−3
≈ 8(1− 3δ + 6δ2)
(D.25)

















































So for the vector part we find
ΓV = ∆





















































∣∣∣∣g1 + ∆2M2xλgg1 − ∆2x∆Mg2
∣∣∣∣2
+ 2∆2x




















































+ δ2x2g22 + 2xg
2




We now use the same procedure to write M
3
M3H
≈ 8(1− 3δ+ 6δ2) and calculate the




































































































f 21 + 3
(
























Note that this appears different to the decay rate found by others [101,173] which
is due to a different definitions, first of δ which is sometimes given as δ′ = ∆/MH .















To recover Equations 8.4 and 8.5 one must set g2 = 0 and, for the former,
discard terms of higher than O(δ), which will be smaller than leading order terms.
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