Introduction
Time and frequency are two fundamental bases of description for linear dynamic systems (Ramirez, 1985) . For example, given a single input and single output linear dynamic system, a three-dimensional space can be constructed for the output response with amplitude as one axis, and time and frequency as the other axes. The sinusoidal time history for each individual frequency (mode) can be treated as a projection on the time plane, existing at some distance from the origin. This distance is measured along the frequency axis. Similarly, the dynamic output response has a projection onto the frequency plane. This projection takes the form of an impulse with an amplitude. The position of the impulse coincides with the corresponding frequency. Summing multiple time plane projections produces the time history of the dynamic response. Similarly, connecting all the frequency components in the frequency plane yields a representation of the spectra diagram. The duality of the time and frequency descriptions of the dynamic response for a linear system becomes evident.
This paper exposes the close conceptual connection between time domain and frequency domain approaches to identification of modal parameters for linear dynamic systems. To identify the modal parameters including damping ratios, frequencies, mode shapes, modal participation factors, many methods have been developed using frequency spectra (transfer function) analysis (Coppolino, 1981 , Zhang et al., 1985 , Craig and Blair, 1985 or time domain methods (Juang and Pappa, 1985 , 1986 , Void et al., 1982 , Void and Russell, 1983 . The current paper will concentrate on the development of a frequency domain technique based on the approach developed by Juang and Pappa (1985) for the Eigensystem Realization Algorithm (ERA) in the time domain. Since the formulations of these two methods are closely related, the frequency domain technique will be referred to as the Eigensystem Realization Algorithm in Frequency Domain (ERA-FD). The transfer functions are basic elements for the ERA-FD, which form a complex block matrix. Through the use of the complex block matrix and the singular value decomposition, a linear model is realized for a dynamic system matching the transfer function. The realized model is then transformed into modal space for modal parameter identification. As part of ERA-FD, accuracy indicators, namely, output modal amplitude coherence and modal spectrum coherence are developed to quantify the system and noise modes.
There are a number of important features in the frequency domain analysis, including, overlap averaging and windowing (Ewins, 1984) . These features are included in the ERA-FD implementation option. The overlap averaging is used to smoothen the transfer function for the complex block matrix, while the windowing is used to concentrate the analysis on the frequency range of interest. For illustration of the algorithm, examples are shown using simulated data and experimental data from a truss structure.
Basic Formulation
Consider a linear, discrete, time-invariant system with an mdimensional input signal u(k) and an ^-dimensional output y(k), subject to disturbances, ; W= T,Y(i)u(k-i) ; £ = 0,1,2, . . . where Y(i) is the impulse response matrix. This system has the transfer function y t/«/) = 2 Y{k)e-*" a iAt; / = 0,1,2, ...
The identification problem now is the following. Generate and/or measure an input signal u(k), k = 0, ... ,7V and measure the corresponding output signal y(k), k = 0, . . . ,7V. Let the triple [A, B, C] define a discrete-time state space representation of a system (Chen, 1984) . Based on these measurements, form an estimate of the transfer function. 
A special recursive formula to compute the shifted transfer function is developed in the following section. The idea of the shifted transfer function is derived from the basic concept of system realization, i.e., Hankel matrix. The Eigensystem Realization Algorithm in frequencydomain begins by forming the r x (TV + 1) complex block matrix implies
where /" is an identity matrix of order n.
Define 0 P as a null matrix of order I, I t as identity matrix of order i and El = [0" ...,/"... ,0 f ] where I t is located at the ith position. With the aid of equations (6) 
Examination of equations (4) and (10) shows that the triple
is a minimum order realization derived from frequency domain analysis. To compute the matrix B, the integer / can be any value from 0 to TV. For simplicity, it is set to / = 0. (0) is determined by testing the singular values for zero (Juang and Pappa, 1986) . The pseudo-inverse of the matrix H s (fl) can then be given by
Now observe that, from equation (5),
Find the eigenvalue and eigenvector matrices Z and * such that y-i A ky = Z k (12 ) The desired modal damping rate and damped natural frequencies for linear systems are simply the real and imaginary parts of the eigenvalues, after transformation from the z-to the splane using relationship
where At is the data sampling interval and m is an integer.
The columns of C$r axe the desired modal shapes, and the rows of ty-'B are initial modal amplitudes.
Output Modal Amplitude Coherence
As in the time domain ERA method developed by Pappa (1985, 1986) , the modal amplitude coherence can be derived in the frequency domain. The time shifts in ERA-FD are applied only for row elements of H s (k) . The modal amplitude coherence is developed only in terms of row elements of H s (k) and named Output Modal Amplitude Coherence which is defined as the coherence between each output modal amplitude history and ideal one extrapolated using the identified eigenvalue.
Examination of equations (5), (8), and (10) 
where e is an error matrix due to noise. Observe from equation (14) that one solution holds for arbitrary
where \p^ is the £th column of the matrix V. The smaller the elements of Ce\p^ are, the more the £th mode exhibits linear, ideal behavior. If T is replaced by rm in equation (14), an equation similar to equation (15) can then be obtained as follows,
Based on equations (15) and (16) Pappa (1985, 1986) , although it is derived from transfer functions. The close conceptual connection between time domain and frequency domain approaches is thus evidenced.
Modal Spectrum Coherence
In addition to the Output Modal Amplitude Coherence in ERA-FD, the Modal Spectrum Coherence, which is calculated in terms of column elements of block matrix H s (k), is also developed.
Examination of equations (3), (11), and (12) yields
where e is an error matrix due to noise. In terms of each individual mode equation (20) becomes
where i/<j denotes the £th row of the matrix inverse ^ "'. The smaller the elements of E^= 0 ee~i kA '"iAt are, the more the £th mode exhibits linear, ideal behavior.
Based on equation (21) 
Implementation Option
In this section, a recursive formula for computing shifted transfer function is developed. The ordinary techniques of frequency domain analysis, such as averaging, peak detection, and windowing, are also included in the ERA-FD implementation. The overlap averaging is used to smooth the transfer function. The windowing is applied to concentrate the analysis on the frequency range of interest to save computation time.
Recursive Calculation of the Shifted Transfer Function. To construct the block matrix H s {k), shifted transfer functions should be computed. If the Fourier transform is used to compute the shifted transfer functions, ERA-FD would be a very time consuming method. Instead, a recursive formula to compute the shifted transfer function, using the original transfer function is developed.
As shown in equation (4), the one unit shifted transfer function is defined as follows on a certain frequency range of interest in ERA-FD. In frequency domain, modal components of a certain mode concentrate around the peak frequency of the spectrum plot. Let Pb e the~th peak frequency and K~be the length such that one of I yep. ± K~) I is a local minimum nearest to the~th peak.
If the frequency window such as w j = r1; -K~+P~; [;wj;[;P~+K~(38) 0; otherwise is applied, one of the identified modes, which has the highest accuracy indicators, will be the best estimate of the mode that derives from the~th peak, because the effects of noise and other modes are minimum. Since the frequency window such as equation (38) practically reduces the size of block matrix H s (k), it reduces the computation and storage requirements for a computer. In the case that several peak frequencies are very close and modal components overlap, using all the windows together for those peaks yields better results. Equations (31) and (32) mean that if the transfer function Yo(jWj) is known, the shifted transfer function can be computed recursively only in the frequency domain.
the identification procedure and the accuracy indicators developed above are still valid. If the additive noise in time domain is white, the Fourier transform of that noise is also white in the frequency domain, and the power of the averaged noise decreases proportional to l/(number of components averaged). If the signals in the averaging range have almost the same amplitude and phase, the power of the averaged signal will remain almost the same as well. On the other hand, if only a few signal components have the far larger power than other signal components in the range, the power of the averaged signal decreases proportional to l/(number of components averaged) (Ramirez, 1985) . In general, when the signal has a flat frequency spectrum, a large number of averaging is desirable. On the other hand, in the frequency range where signal has a sharp peak, a small number or no averaging is sufficient. Although it is difficult to determine the optimum number of averages, the following procedure yields good results for low levels of additive noise.
(1) Average the frequency components of transfer function Numerical Simulation. The dynamical equation for typical systems with initial-state-response in terms of system modes in modal space can be written as:
Examples: Simulation and Experiment Results
To illustrate the ERA-FD method, two examples are given. First, a numerical problem will be posed and solved. Second, experimental data for the truss structure shown in Fig. 1 is used. These examples are selected to illustrate the concepts derived earlier. Hz and several different levels of additive noise. Observe from Table 1 that the damping ratios assumed for the four modes increase monotonically. This situation will cause noise to affect the higher-numbered modes to a greater degree than the lower-numbered modes. The performance of the ERA-FD algorithm is studied with a decrease in signal-to-noise ratio which occurs as a function of time in damped case. The results for the case with no added noise are presented first. It is apparent from Table 1 that the ERA-FD identified modes are identical to those used in the simulation. Next the results ob- [;i;[;N (35) tained using several different levels of additive noise are shown. Inspection of these results shows that frequencies and damping of all modes are satisfactorily identified. Damping errors for Modes 3 and 4 are more than those for Modes 1 and 2. The difficulty in identifying damping for Modes 3 and 4 correlates with the effect of a considerable decrease in signalto-noise ratio which occurs with increasing time for highly damped modes. Table 2 shows the results for the case with 1 percent damping for all four modes and counterparts of Table 1 . The identified frequencies and damping ratios are more accurate than the previous case. This is expected since the signal-to-noise ratio which varies with time in this case is considerably higher than the previous case. The reduction in the magnitude of the damping has reduced the rate of decrease in signal-to-noise ratio with the time. Judging from those numerical simulations, the identified modes which have 7 = 99 percent and X = 90 percent may be acceptable. However, there is no general rule yet developed for the use of the accuracy indicators, which should be studied further using the same approach developed by Juang and Pappa (1986) for the time domain ERA.
Yo(jWj)= E Y o (jwj+m)/(2kj +I); O;
This simple example assumed discrete eigenvalues. Systems with repeated eigenvalues can also be identified by using multiple inputs and outputs.
Sample Experimental Results.
The test article, shown in Fig.  1 , is a 26.25 ft by 3.75 ft flexible truss structure. The structure is suspended from the top using several long cables attached to the top member elements. The results to be shown are from a preliminary dynamic test of the truss structure conducted by exciting the structure with random signals. The frequency response function was measured using eight accelerometers distributed over the test article as shown in Fig. 1 . The sampling rate is 256 data per second.
Three-dimensional spectra of these measurements are shown in the upper part of Fig. 2 . Each spectral peak represents one or more modes of the structure. The difference of the amplitude of each peak corresponding to the sensor location shows approximately the mode shape of the mode. After being averaged according to the procedure mentioned before, peaks are detected and a window is set for each peak. Windowed spectra are shown in the lower part of Fig. 2 . In this case eleven windows are set. For example, results for window No. 9 are shown in Table 3 . In addition to the mode which represents the peak in the window, several other modes are identified because of the coupling effects of other modes and noise. Among these modes, at least one mode should be selected as the mode which represents the spectral peak in window No. 9. The procedure is suggested as follows. First of all, the modes which are out of the frequency range should be rejected. Although mode No. 2 in Table 3 has very high accuracy indicators, this mode is out of the frequency range. In fact, this mode represents the spectral peak in window No. 8,
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Transactions of the ASME Table 3 Results for window no. 9 (Frequency range 73.0-79.0) Table 3 represents the spectral peak in window No. 9. Note that the modal frequency and the damping factor of mode No. 1 agree with those estimated from the spectral shape. In such a way, the mode which represents the peak in each window is decided as shown in Table 4 . For windows No. 1, 2, and 11, two modes are detected because they have very close and high accuracy indicators. Although the mode chosen for window No. 7 does not satisfy the accuracy indicator criteria (7 ^ 99 percent and A ^ 90 percent), this mode is thought to be the real mode, because it has the highest accuracy indicators and agrees with the estimated spectral shape. The identified modes shown in Table 5 . Good agreements are observed for the two windows as well as other windows which are not shown.
Concluding Remarks
This paper provides the proof of concept for an identification technique in the frequency domain.
Contributions of this work are twofold. First, an eigensystem realization algorithm in the frequency domain is developed for modal parameter identification of linear systems. Second, an explicit description of the relationship between time domain and frequency domain system identification methods is established in terms of mathematical formulations. Overlap averaging in the frequency domain is used to reduce the noise level of the transfer function. In addition, a "window" feature is incorporated which allows one to concentrate on the frequency range of interest, considerably reducing the computation and storage requirement for a computer. The combination of these features makes the eigensystem realization algorithm in the frequency domain attractive particularly in the case where only a small computer can be used for data analysis. The numerical results demonstrate that the frequency domain method works well. Further development is required to improve the practicality of the method.
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