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The Enumeration of Certain Run Length Sequences 
IAN F. BLAKE* 
Department ofElectrical Engineering, University of Waterloo, 
Waterloo, Ontario, N2L 3G1, Canada 
Binary block codes of length n with the property that an arbitrary catenation of 
codewords will produce a sequence with no runs of either zeros or ones of length 
greater than k, are considered. The enumeration of maximal codes is determined 
and the maximal rate such a code may have is found as the logarithm to the base 
two of the largest real root of a given polynomial. 
1. INTRODUCTION 
The application of run length coding techniques to a variety of problems 
in data transmission, communication and magnetic or optical recording is 
well established. Modelling of sequence constraints uch as maximal running 
sums and, in particular, the minimum and maximum separation of nonzero 
elements (the (d, k) codes), by finite state machines, is well studied in the 
literature (Franaszek, 1968-1981; Freiman and Wyner, 1964; Tang and 
Bahl, 1970), following the pioneering work of Shannon (1948) in this area. 
Techniques have been developed to generate fixed length codes, variable 
length codes and future dependent codes that satisfy any constraints that can 
be modelled by such finite state machines (Franaszek, 1969, 1970, 1979). 
The (d, k) codes have the property that each pair of ones is separated by 
at least d and at most k zeros and such codes have been considered both for 
the case where the codewords can be catenated without violating this 
constraint and for the case where they cannot. The specific problem of 
interest in this paper is the study of binary block codes of length n which 
satisfy the constraint that an arbitrary catenation of codewords will produce 
a sequence that has no runs of either zeros or ones of length greater than k. 
These will be referred to as (n, k) codes and since n > k there should be no 
confusion with the (d, k) codes where d < k. l A maximal code is one with 
the largest possible number of codewords for its parameters. Maximal (n, k) 
* This work was done while the author was on leave at the IBM Research Laboratory, 
Rfischlikon, Switzerland. 
1There should also be no confusion with the linear (n, k) error correcting codes of 
algebraic oding theory. 
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codes appear to have received little attention in the literature although the 
techniques of the references can be applied to this problem as well. 
Kautz (1965) and Tang and Bahl (1970) have enumerated maximal (n, k) 
and (d, k) codes, respectively, for the case where the codewords may not be 
catenated without possibly violating the sequence constraints. The 
enumeration of (d, k) codes where the codewords can be catenated appears 
in the literature for specific cases (e.g., Franaszek, 1970) but there does not 
appear to be a complete numeration for such codes available. 
There is a direct relationship between noncatenable (0, k -1 )  codes of 
length (n -1 )  and noncatenable (n, k) codes. If each codeword of the 
(0, k -1 )  code is prefaced with a zero and the bits successively summed 
modulo 2 along the word and the process repeated by prefixing the words 
with a one, a noncatenable (n, k) code results. In the case where the original 
(0, k - 1) code of length (n - 1) was catenable this process will produce a 
code of length n whose words will produce some runs of length (k + 1) when 
catenated. There will not be a one-to-one relationship between maximal 
codes in this case. 
The application of the (n, k) codes of interest here is to the encoding of 
data for systems in which long runs of either zeros or ones will degrade the 
performance of the timing and automatic gain control circuits. In such an 
application only codes of high rates, which are of the form a ratio of two 
relatively large integers, are of interest. For such rates the variable length 
and state dependent codes will be less attractive although some consideration 
is given them in the Section 4. 
Only the (n, k) codes will be considered in this article. In the next section 
a simple method for determining the maximum rate (capacity) that (n, k) 
coes can have is given as the logarithm to the base two of the largest real 
root of a given polynomial. The approach uses the fundamental result of 
Shannon for such constrained sequences. A complete numeration of the size 
of maximal (n,k) codes is given in Section 3 using the notion of 
compositions of integers. The final section briefly considers the more general 
techniques for sequence coding mentioned and gives examples of a state 
dependent code, which is much shorter than the equivalent state independent 
code, and of a variable length code. 
As a matter of notation the term sequences will refer either to a catenation 
of codewords or some other string of binary symbols. A maximal code is one 
containing the largest possible number of eodewords. 
2. THE FINITE STATE MACHINE MODEL OF SEQUENCE CONSTRAINTS 
The finite state machine which reflects the constraints of interest here, that 
the transmitted or stored sequence will have no run of either zeros or ones of 
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length greater than k, is shown in Fig. 1. Any allowable path around this 
machine will satisfy the given constraints. The capacity of such a machine is 
defined as the maximum number of bits per symbol that can be carried by 
sequences generated by the machine. For this 2k-state machine a 2k × 2k 
transition matrix D k is defined by dij -- 1 if a transition from state i to state j
is allowable and zero otherwise. The capacity of the machine (Shannon, 
1948) is then given by the logarithm to the base two of the largest real root 
of the equation 
det(Dk z -1 _ I) = O. (1) 
For many machines this is a difficult determinant to evaluate xplicitly as a 
function of z and iterative and approximation techniques are required. In this 
regard the result of Franaszek (1969), that the capacity can be bounded by 
logz{Zi J dE. } - 2 log 2 R ~< C <~ l°g2{ZiJ d~} , 
n4-R-1  n 
where R is the number of channel states and d. ~ is the (i, j )  element of the tJ 
matrix D],  is of interest. For the present finite state machine, however, it is 
possible to compute the determinant of Eq. (1) as a polynomial giving a 
simpler method for finding the machine capacity, for this case. The result is 
contained in the following: 
LEMMA. The capacity of the finite state machine of Fig. 1 is the 
logarithm to the base two of the largest real root of the polynomial 
f (z )  =Z-2k{Z2k--Z2(1 4-Z 4- Z 2 4-Z 3 4- "-" 4- Z k-l)2} 
= z -2~{z2*  - z2 ( (1  - zk ) / (1  - z ) )  2/-  
Proof. The proof is by induction on k and by determining a recursion 
relation, by direct evaluation of certain determinants. Denote 
M k = (Dkx -- I) 
0 0 0 0 0 I I ~ I 
I 0 
FIG. 1. Finite state machine for (n, k) codes. 
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for an indeterminate x, and notice that 
det(M2) = det 
- i  0 x 0 
-1  x 0 
x -1  x 
0 x 0 -1  
= 1 -- x2(1 -1- x )  2. 
For an arbitrary k the matrix is of the form 
M~= 
- -1  0 0 ... 0 x 0 0 ... 
x -1  0 ... 0 x 0 0 ... 
0 x -1  ... 0 x 0 0 ... 
• , , 
0 0 0 ... x - -1  x 0 0 ... 
0 0 0 ... x - -1  x 0 ... 
0 0 0 .-. x 0 -1  x ... 
0 0 0 ... x 0 0 -1  x .-. 
• . . 
0 0 0 ... x 0 0 0 ... 
0 
0 
0 
0 
0 
0 
0 
-1  
By an even number of row changes the bottom row of this matrix can be 
raised to the second row, the intervening rows all dropping one position, 
giving a matrix with the same determinant of the form 
- -1 
0 
x r 
0 I 
I 
0 I 
I 
0 0 
0 0 
• .. O x 0 0 
• .. x 0 0 0 
Mk-  l 
and the rest of the proof simply observes that the determinants hat result by 
expanding this matrix along the top two rows can be evaluated• The 
computations are straightforward and show that 
det(Mk) = det(Mk--1) -~  X2k -t- 2( - -  1 )k -  l xk  det(A k), (2) 
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where A k is a k × k matrix of the form 
x x 0 
x -1  x 
x 0 -1  
Ak= : 
x 0 0 
x 0 0 
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0 0 ..- 0 0 
0 0 ... 0 0 
x 0 ... 0 0 
".. 
0 0 . . . .  1 x 
0 0 ... 0 -1  
Again, this matrix can be recursively evaluated by expanding along the 
bottom row to give 
det(Ak) = ( - -1)k- lx  k + det(Ak_l) 
which readily evaluates to 
det(Ak) = ( - -1)k -~(X+X 2+X 3 + ... +xk).  
The recursion (2) then yields 
det(Mk) = 1 - x2(1 + x + x 2 ... x~-~) 2
and substituting z -  1 for x gives the result of the theorem. 
For small values of k the following values for capacity were determined: 
k Capacity 
2 0.6942 
3 0.8543 
4 0.9468 
5 0.9752 
Since these capacities were determined by finding the largest real root of a 
polynomial of degree 2k, they may be determined easily and with high 
accurac~¢. 
3. ENUMERATION OF MAXIMAL (n, k) CODES 
A general technique for constructing maximal binary block codes 
satisfying constraints that can be specified by a finite state machine is given 
in Freiman and Wyner (1964). The codewords generated can be catenated 
without violating the sequence constraints. They were successful in applying 
their technique to enumerating two codes, one satisfying the constraint that a 
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minimum number of zeros should appear between any pair of ones and the 
other satisfying a maximum number of zeros between any two ones. Using 
the terminology of that paper, the technique involves determining complete 
terminal sets of states with respect o a partial ordering imposed on the states 
and determining the number of words of length n allowable from all states in 
the set and terminating in some state in the set. The complete terminal set 
with the maximum number of such words is then determined and the 
arbitrary catenation of these codewords is, by construction, an allowable path 
around the machine and thus meets the constraints. A brief description of the 
technique is given in the Appendix along with its use in constructing a (9, 4) 
code. In using this technique to determine the maximal size of an (n, k) code, 
some problems were encountered. In the first place it is not clear from the 
limited amount of computation done, which is the complete terminal set 
giving the maximal code. Using the state labelling of Fig. 1 the complete 
terminal sets giving the maximal codes for k between 2 and 5 were found: 
k Complete terminal set 
2 2, 3 
3 3, 4, 5 or 2, 3, 4 
4 3, 4, 5, 6 
5 3, 4, 5, 6, 7 or 
4, 5, 6, 7, 8 
From this evidence it is tempting to make the obvious conjectures on the 
optimal complete terminal sets. However, it is difficult to prove that these 
conjectures will in fact hold true for larger values of k. Given that the 
conjectures are true the enumeration of the size of the maximal code from 
the complete terminal set requires the evaluation of certain cofactors of the 
determinant of Eq. (1). In the case when a minimal state appears in the 
terminal set, as was the case for the two sequence sets enumerated in 
Freiman and Wyner (1964), this is a relatively straight forward matter. In 
the present case, however, the optimal complete terminal set contained no 
minimal state and the enumeration of the codewords with this method 
appears difficult. An alternative approach to the problem was pursued based 
on the notion of composition of integers. The relationship between k- 
constrained sequences and compositions was noticed by Kautz (1965) 
although their use in the present problem will be more intricate. Denote by 
Nk(n ) the number of codewords in a maximal (n, k) code. 
A composition of the positive integer n is an ordered collection of positive 
integers, called parts, whose sum is n. The following notation is used: 
c,(n) = the number of compositions of n, no 
part of which is greater than k, 
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c~(n) = the number of compositions of n, with 
an even number of parts, no part of 
which is greater than k; 
c°(n) = the number of compositions of n, with 
an odd number of parts, no part of 
which is greater than k. 
The generating functions of these compositions are easily determined from 
Riordan (1958) as 
t - -  t k+l  
ek(t ) = ~ ek(n)t" -- tk+, , 
k 1 - -2 t+ 
t2(1 -- t~) 2 
c (t) = Z ce (n) t° -- 
k (1 - -  t )  2 - -  t2 (1  - -  tk)  2'  
t (1  - 0 (1  - ?) 
e°(t) = ~k e°(n)t" -- (1 -- 02 -- t2(1 -- tk) 2" 
It is noted (Riordan, 1958) that the numbers Ok(n) satisfy the recursion 
relation 
Ck(n ) = 2c~(n -- 1) -- G(n -- 1 -- k) + ~, .  - 6k+ 1,. 
while the numbers c~(n) satisfy 
c~(n) = 2cek(n - 1) - 2e~(n - k - 2) + c~(n -- 2k - 2) 
+ ~2,. - 2~k+2,. + ~zk+ 2,. 
for n ~ 1. For n >/2k + 2 this relation can be written as 
e~(n)= eek(n-  1) +. . .  + e~(n-k -  1) 
- e~(n  - k - 2)  . . . . .  e~(n  - 2k  - 1). 
By replacing the term e~(n- -k -1 )  with its recursion and 
consideration of it for small arguments, it can be shown that 
e~(n)=eek(n- -  1) +. - .  + c~(n--  k) ± 1 
and that in particular, 
el(n)  >/c~(n- -  1) +. , -  + c] (n - -  k + 1), n >/k + 1. 
The composition functions are monotonically increasing with 
estimates will be required for the proof of the following: 
(3) 
by careful 
r/. 
(4 )  
These 
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THEOREM. For k = 2s, s >/1, 
Nk(n)=2 jck(n- -  1 - - j )+  N ~ (s - - j ) c~(n- -  1 - - s - - j  
j= l  
(5) 
while for  k = 2s + 1, s >/1, 
Nk(n )=2 jck(n -- l -- j )  + ~. (s + 1--  j )  ck(n -- l -- s -- j )  
j= l  
+ c~(n - k -  1) + CSk+ 1, n (6) 
for n>/k  + 1. 
Proof  For the purpose of this proof the statement that a binary n-tuple 
begins with i zeros or ones and ends with j zeros or ones will imply that the 
(i + 1)th and (n -  j -  1)th bits are not the same as the ith or (n -  j)th bit, 
respectively. Notice that the specification of the maximum number of zeros 
and ones that the words of the code may end with completely specifies the 
code since if words ending with up to p zeros or up to q ones are allowed, 
then all words beginning with up to (k -  p) zeros or up to (k -  q) ones will 
be included in a maximal code. The problem then will be to determine the 
optimal numbers p and q to yield a maximal code. Only the case n > (k + 1) 
will be considered. The number of words beginning with i zeros and ending 
with j zeros is just e°(n - i -- j )  while the number of words beginning with i 
zeros and ending with j ones is c~(n- i - j ) .  The remainder of the proof 
simply uses these functions to determine the optimal p and q. Essentially the 
proof shows by direct enumeration that any change in either p or q to make 
them more nearly equal to k/2 increases the number of words in the code. 
There are four cases to check depending on the relative values ofp  and q and 
whether they exceed k/2 or not. Without loss of generality it can be assumed 
that p ~ k/2. The details of the proof are tedious and only the outline of the 
proof in two of the cases will be given to demonstrate he method. 
For the first case assume that p < q < k/2. The number of words in the 
code where words are allowed to end with up to p zeros or up to q ones can 
be enumerated as follows: 
(i) the number of words ending with up to p zeros and starting with 
up to (k -  p) zeros is 
e°(n -  2) + 2c°(n--  3) +. . .  + pe°k(n- p - -  1) + pe°(n - -p - -  2) 
+. . .  + pe°(n- -  (k -p  + 1)) + (p -  1)e°k(n-- (k -p  + 2)) 
+. . .  + e°k(n -- k); (7) 
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(ii) the number of words ending with up to q ones and starting with up 
to (k -q )  ones is 
e°(n- 2) + 2e°(n- 3) +. . .  + qe°k(n--q-- 1) 
+... + qe°(n-- (k -q  + 1)) 
+ (q -  1) c°~(n- (k--q + 2)) + ... + c°(n- k); (8) 
(iii) the number of words ending with up to q ones and starting with 
up to (k -  p) zeros is 
eek(n-- 2) + 2e~(n-- 3) +. . .  + qc~(n =q-- 1) 
+... + qe~(n-- (k -  p + 1)) 
+ (q-- 1)Cek(n-- (k--p + 2)) + . . .  + c~(n- (k- -p) -q) ;  (9) 
(iv) the number of words ending with up to p zeros and starting with 
up to (k -  q) ones is 
c~(n- 2) + 2e~(n- 3) +. . .  + pe~(n-p-- I)
+... + pc~(n - (k -  q + 1)) 
+ (p -  a)eek(n-- (k -q  + 2)) + . . .  + eek(n-- (k -  q)-p) .  (lo) 
The expressions can then be recomputed with p replaced by (p + 1) and q 
the same. Under the assumptions that p < q < (k/2) it is observed that the 
number of words beginning and ending with zeros is increased, the number 
beginning and ending with ones remains unchanged and the difference in the 
total number of words either beginning with ones and ending with zeros or 
vice versa is 
eek(n--p--2)+...+eek(n--(k--q)--(p+l)) 
- -  e~(n  - -  (k  - -  p )  - -  1 )  . . . . .  c~(n  - -  (k  - -  p )  - -  q ) .  
It is easily shown that the positive terms exceed the negative terms in both 
magnitude and number, taken term by term. 
For the second case assume that p < (k/2--1), q > k/2 and that 
p > (k -  q). A similar procedure as in the previous case is carried out with 
the difference by increasing p by one computed. The result is that the number 
of words beginning and ending with zeros is increased, the number beginning 
and ending with ones remains unchanged and the difference in the total 
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number of words either beginning with ones and ending with zeros or vice 
versa is equal to 
c~(n-  p -  2) + ... + e~(n-  (k -q ) -  (p + 1)) 
- c~(n  - (k  - p )  - 1)  . . . . .  c~(n  - (k  - p )  - q ) .  
The number of positive terms (k - q) is exceeded by the number of negative 
terms q, but the argument of the first positive term (n - p - 2) exceeds the 
argument of the first negative term. The first positive term can be replaced 
by the lower bound of Eq. (4) to give the estimate which is equal to 
c~(n  - p - 3) +. . .  + c ; (n  -p  - 3 - ~:) 
+ Cek(n-- p - -  3) +. . .  + c~(n- -  (k -q ) -  (p  + 1)) 
- e~(n - (k  - p )  - 1) . . . . .  cek(n - (k - p )  - q) 
and the number of positive terms now exceeds the number of negative terms 
and the difference is easily shown to be positive. 
By careful checking of all possible conditions on p and q, particularly for 
values close to k/2, it is seen that the number of words is optimized by 
making p and q as nearly equal to k/2 as possible. When k= 2s this is 
achieved by choosing p = q = s and, noting that 
c~(i) + c°(i) = ck(i ) 
using Eqs. (7)-(10) with these values of p and q the first part of the theorem 
results. When k is odd, k = 2s + 1, s > 0, an inspection of the equations 
shows thatp  can be chosen as s and q as (s + 1) or vice versa since an extra 
term results over choosing p and q as either s or (s + 1). The ~ik+l, n term is 
required since there will be a codeword of length k + 1 consisting of s + 1 
zeros followed by s + 1 ones (or vice versa) and this codeword escaped the 
enumeration by compositions. Thus the other condition of the theorem is 
verified. 
While the computations involved in verifying the theorem are tedious, they 
are straightforward and the results agree with intuition. It would appear that 
the unique optimal complete terminal set found for the case k even 
corresponds to the choice of p and q as (k/2). For the case of k = (2s + 1) 
odd the choice of either p=s ,  q=s+ 1 or p=s+l ,  q=s  would then 
correspond to the two optimal terminal sets. As mentioned these results were 
observed only for the values of 2 to 5 and it seems difficult to construct a 
general proof of the equivalence of these conditions from these limited obser- 
vations. 
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From the recursion relation satisfied by the ck(n ) it follows that for the 
case of k even, 
Nk(n)=2Nk(n-- 1 ) -Nk(n -k -  1), n~>2k+2 (11) 
which is the recursion satisfied by the codes of Kautz (1965), the codewords 
of which cannot be catenated without sequence constraint violations. The 
initial conditions of this recursion differ from those of Kautz (1965). 
The bracketed term of Eq. (6) satisfies a recursion of the form given in 
Eq. (11) while the numbers e~(n) satisfy the recursion of Eq. (3). With this 
information the enumeration of maximal (n, k) codes is complete. Table 1 
gives the resulting values for k between 2 and 5 and for n up to 20. The 
enumeration of the maximal codes for n < (k + 1) is also straightforward but 
not of interest here.  For  example, for n < ([k/2J + 1) Nk(n ) is just (2 n -- 2) 
since all words except the all ones and all zeros words can be included. For  
([k/2J + 1) < n < k the solution is more difficult to express. 
TABLE 1 
The NumberofFreiman-WynerSequences 
Sequence l ngth k 
n 2 3 4 5 
3 2 
4 4 7 
5 6 12 18 
6 10 23 36 43 
7 16 42 70 84 
8 26 78 134 167 
9 42 142 258 328 
10 68 262 498 644 
11 110 482 960 1266 
12 178 887 1850 2490 
13 288 1630 3566 4894 
14 466 2999 6874 9622 
15 754 5516 13250 18916 
16 1220 10146 25540 37188 
17 1974 18660 49230 73110 
18 3194 34322 94894 143731 
19 5168 63128 182914 282566 
20 8362 116111 352578 555511 
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4. COMMENTS 
Using the techniques of Freiman and Wyner (1964) the steps required in 
the development of an optimal (9, 4) code are briefly described in the 
Appendix. As far as the author is aware this is the most convenient method 
for the generation of these codes although the computations rapidly become 
tedious for values of n and k beyong about 10 and 5, respectively. The 
structure of the codes so constructed is interesting and might find use in their 
application. 
It has been observed (Franaszek, 1970) that allowing codes to be of 
variable length and state dependent in the encoding operation can lead to a 
significant reduction in the complexity of the code implementation. With the 
aid of the techniques developed in Franaszek (1970, 1979) a small code was 
constructed which illustrates this for the case of the (n, k) codes of interest 
here. 
If an (n, 3) code of rate at least -34 is needed, Table 1 indicates that a block 
code with these parameters would require length at least 8. The following 
code is state dependent in the encoding operation but state independent in the 
decoding operation and is described by means of the following: 
State 1 State 2 
0101" 0101 
1101" 1101 
0100 0100" 
I001'  1001 
0110 0110'  
1010 1010" 
1100 1100" 
1110 0010" 
where * denotes the change of state after use of codeword. It is noted that 
the top seven words in each state are identical and the only way for the 
sequence constraints to be violated is, for example, in State 1 for a word 
ending in a 1 to be followed by the bottom word in State 1. Thus the need 
for the state changes. While the encoding in this example is state dependent 
the decoding is not and, because of the shorter block length of the state 
dependent code than the state independent code with the same rate, it has 
better error propagation properties. 
A variable length code of rate ¼ was also constructed for k - -3  with 6 
words of length 4 and 16 words of length 8. The words of the code are 
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length 4 length 8 
0100 1010 0100 1011 0100 
0101 1010 1100 1011 0010 
1001 1010 0010 1011 1010 
0110 1010 0110 1011 0110 
1100 1010 1110 1011 1001 
1101 1010 1010 1011 0101 
1010 1101 1011 0001 
1010 0101 
1010 1001 
While variable length, state dependent and future dependent codes can 
yield dramatic reduction in code complexity and length for codes of low or 
medium rates, this did not always seem to be the case for codes of very high 
rate. If the code rate is of the form s/t, s and t large, the block lengths for the 
variable length codes, for example, are multiples of t, and for the parameters 
of interest a state independent block code of length t often existed. 
APPENDIX 
The state and the Hasse diagrams for the case k = 4 are shown in Fig. 2. 
The transition matrix is 
04 z 
The memory of the finite 
0 0 0 0 1 0 0 0 
1 0 0 0 1 0 0 0 
0 1 0 0 1 0 0 0 
0 0 1 0 1 0 0 0 
0 0 0 1 0 1 0 0 
0 0 0 1 0 0 1 0 
0 0 0 l 0 0 0 1 
0 0 0 1 0 0 0 0 
state machine is 4 and the final state that results 4]sl 
~ ~ ~ 0  0 0 0 i ~ i I ] 6 
(o) (b) 
Fm. 2. (a) State diagram for k=4, (b) Hasse diagram fork=4. 
TABLE 2 
S tateSequence  Al lowabi l i ty  
Sequences 
Initial 
state 0000 0001 0010 0100 1000 0011 0101 1001 
1 . . . .  2 - -  - -  5 
2 - -  - -  - -  3 2 - -  5 5 
3 - -  - -  4 3 2 6 5 5 -  
4 - -  5 4 3 2 6 5 5 
5 1 5 4 3 2 6 5 5 
6 1 5 4 3 2 6 5 5 
7 1 5 4 3 2 6 5 5 
8 1 5 4 3 - -  6 5 - -  
0110 1010 1100 0111 1011 1101 1110 111i  
1 - -  4 3 - -  6 5 4 8 
2 4 4 3 7 6 5 4 8 
3 4 4 3 7 6 5 4 8 
4 4 4 3 7 6 5 4 8 
5 4 4 3 7 6 5 4 - -  
6 4 4 3 7 6 5 - -  - -  
7 4 4 - -  7 6 - -  - -  - -  
8 4 - -  - -  7 . . . .  
TABLE 3 
Codewordsof the  Max imal (9 ,4 )  Code 
Prefixes 
1000 0100 0010 0101 0011 0111 
1100 0110 1001 1011 
1010 1101 
Suffixes 
01100 00100 00100 00100 00100 00100 
10100 01100 01100 01100 01t00  01100 
11t00  10100 10100 10100 10100 10100 
11100 11100 11100 
01010 01010 00010 00010 00010 00010 
01110 00110 01010 01010 01010 01010 
10010 01110 00110 00110 00110 00110 
11010 10010 01110 01110 01110 01110 
10110 11010 10010 10010 10010 10010 
11110 10110 11010 11010 I1010 10110 
11110 10110 10110 i0110 
11110 
643/55/1 3 16 
Table continued 
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TABLE 3 (continued) 
01001 01001 01001 00001 00001 00001 
01101 00101 00101 01001 01001 01001 
10001 01101 01101 00101 O0101 00t01 
11001 10001 10001 01101 01101 01101 
10101 11001 llOO1 10001 10001 10001 
11101 10101 10101 11001 11001 10101 
11101 11101 10101 10101 
11101 
01011 01011 00011 00011 00011 00011 
10011 10011 01011 01011 01011 01011 
11011 11011 10011 10011 10011 10011 
11011 11011 11011 
for each 4-sequence applied to an initial state from which it is allowable is 
given in Table 2. 
There are twenty-four complete terminal states, including the trivial one, 
from which no 4-sequence is allowable from all states. For each complete 
terminal set the 4-sequences allowable from each state in the set are deter- 
mined (the prefixes) and the state these sequences take the machine to are 
found. The (n -  4)-sequences (the suffixes) from these states to states in the 
complete terminal set are found for each complete terminal set and the set 
giving the maximum number of codewords determined. In this case the 
optimal complete terminal set was unique and consisted of the states 
{3, 4, 5, 6} and for this set there are 258 codewords of length 9 which can be 
generated as shown in Table 3. 
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