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In this project we explore how controllers for vehicles in a simulation-based race can be evaluated 
automatically. Different controllers for different vehicles will have to be evaluated in different track 
settings. This is a challenging software testing exercise, and we explore how a massive number of such 
tests can be performed automatically. The work will be carried out in the context of a racing competition 
where contestants shall submit code for a controller module that will be run on a vehicle simulated on a 
test racing track with unique scenarios throughout. The scenarios aim to replicate real world traffic 
situations and provide for further testing of the controller code. We explore how to design scoring 
metrics and how to evaluate the metrics on different submissions through an automated testing 
pipeline. The testing pipeline is evaluated based on its CPU and memory usage over multiple races and 
scenarios. The results display the limitations and potential of the pipeline to be adjusted for future races 
of the GRAIC competition. 
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Autonomous Systems is an exciting and promising field in future technologies. These systems include 
self-driving cars, drone-delivery systems, space exploration robots, and much more. The main goal and 
motivation behind creating autonomous systems and vehicles is to reduce the risk towards humans. 
According to government data from the National Highway Traffic Safety Administration, 94% of vehicle 
crashes are due to driver behavior and automation can help reduce this number and result in a reduced 
need for emergency services [1]. There is the potential to reduce risky driving such as driving while 
under the influence, speeding, and getting distracted. Reducing crashes will lead to lower medical bills 
and vehicle repairs charges. Fewer crashes also lead to less congestion on the roads and allows for a 
greater flow of traffic. Productivity can increase from people safely completing other tasks while in a 
vehicle running autonomously. The economy will benefit with an estimated $7 Trillion annually to be 
generated by the global autonomous vehicle market. The environment benefits as well with lower fuel 
consumption and a reduction in greenhouse gas generation from needless idling. Autonomy can also 
help people with disabilities by enabling them to transport themselves and have greater independence. 
An important and critical piece for autonomous vehicles (AVs) is to be able to test and evaluate their 
driving intelligence without human intervention. The formal definition of an AV is “a vehicle capable of 
sensing its environment and operating without human involvement” [2]. It should be able to go 
everywhere and do everything a manually controlled vehicle can. There are six levels (0 to 5) of driving 
automation detailed by the US Department of Transportation. The end result is to reach Level 5, known 
as Full Automation, where zero human attention is required, and the vehicle performs all tasks 
flawlessly.  
Currently there are no Level 5 autonomous vehicles on the road as the technology is still being 
developed. An AV requires sensors, powerful processors, complex code, and much more to operate. The 
most advanced systems use Radar, Lidar, and Cameras to monitor their surroundings for other vehicles, 
pedestrians, traffic lights, road signs, and lane markings. Some challenges that arise are the mass use of 
these sensors. If all autonomous cars drive on the same road, there is the possibility of the lidar signals 
interfering with each other. Another challenge concerns the weather conditions on a given day. Lane 
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markings can be obscured in heavy rain and snow: Will the vehicle be able to perform safely under these 
conditions?  
The main priority is how to operate these vehicles safely. Back in 2018, there was an incident where 
Uber’s self-driving vehicle led to the death of a pedestrian crossing the road. Before a truly autonomous 
vehicle can operate on the road, we have to ensure that crashes and accidents such as this do not occur. 
Systems are in development for vehicles to determine when to make a safe turn, adjust their speed 
when necessary, and detect unsafe actions occurring from another vehicle and take the appropriate 
measures to be safe [3]. There are many discussions about exactly what is deemed to be safe driving for 
an AV, but the core beliefs are avoid crashing into other vehicles, pedestrians, and objects/barriers, 
follow ‘right of way’ practices, and drive between lane lines (excluding moments when switching lanes is 
required).  
In the present day, major companies such as Tesla, Uber, and Google have made major strides in 
creating safe autonomous vehicles. Vehicles today can detect objects in front of them and calculate the 
speed of the vehicle in front of them to sense when they are slowing down in order to stop and avoid a 
crash. They are able to detect lanes and stay within the lines which is another practice of road safety. 
Tesla has even been able to utilize this object tracking and lane detection to enable a vehicle park itself 
with no help. The next and more difficult step that makes this problem hard is to account for the 
unpredictability that occurs on the road. There are always unsafe drivers on the roads who do 
unpredictable things such as attempting reckless cut-ins, or disobeying road rules such as right of way, 
or speeding through an intersection after a red light. There are many programs being developed to 
judge AV safety and there is a process being developed that can automate this evaluation.  
	
1.2	Problem	Formulation	
The testing of autonomous vehicles has proven to be difficult, as there are multiple components 
(perception, decision, control, and actuation), and no standardized benchmark for each component. An 
attempt at addressing these issues lead to the creation of GRAIC [4], the Generalized Racing Intelligence 
Competition, whose framework is outlined in Section 3. The creation of a racing competition allows for 
different decision and control algorithms to be tested and evaluated based on performance and 
behavior. The competition consists of multiple tracks with different traffic-based scenarios generated on 
each. The viability of the competitors code is evaluated based on a score which depends on vehicle 
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speed, collisions, and lane departures. A lower score indicates a better controller, as the score is 
increased as time to complete the race increases and collisions and deviation onto the sidewalk occur. 
This process of evaluating the controller code around a track can be automated and the pipeline for this 
has been developed by Minghao Jiang at the University of Illinois at Urbana Champaign [5]. The brief 
overview of the process takes vehicle controller code, opens up a racetrack map and spawns a vehicle 
on its own. The final end product will return a score the vehicle has achieved going around the racetrack 
with the code controlling its movement. The score increases as the vehicle passes through gateways and 
decreases when it crashes into other objects on the track and crosses over the road boundaries.  
We can evaluate this automation and see what improvements can be made by creating different 
scenarios to appear on the racetrack for our automatically controlled vehicle to maneuver through. A 
scenario can be described as a specific action performed by other vehicles. An example of a scenario is a 
vehicle that is attempting to merge into the lane our controller vehicle is in, and our vehicle must adjust 
to this new action and ensure that no crash occurs. These scenarios add an unexpected element to the 
track and the controller code must be able to adapt to them. With multiple different scenarios on 
different racetracks, we can evaluate how this automated pipeline performs.   
This thesis describes the current work that has been done by others at various universities across the 
country and around the world as well as the contributions from our team at the University of Illinois 
Urbana-Champaign. An explanation of the framework we use to run a simulated automatically 







Testing the safety and ability of autonomous vehicles is an integral part for development and 
deployment of said vehicles. Current testing procedures only regulate auto safety components and 
systems without considering the driving intelligence to complete the task. Due to the high 
dimensionality and the rareness of safety critical events, millions of miles would be needed to evaluate 
the safety performance of a self-driving car. Feng Shuo and his colleagues have created tests to evaluate 
the driving intelligence of an autonomous vehicle [6].  AV testing follows an agent-environment 
framework using software simulation and closed track testing. The goal is to be able to test AVs in a 
realistic environment and observe their driving intelligence by comparing to a human driver. Shuo and 
his team “discover that sparse but adversarial adjustments to the naturalistic driving environment can 
significantly reduce the required test miles”. This means that training the background vehicles to learn 
when to execute an adversarial maneuver, the surrounding environment for the testing vehicle has now 
become an intelligent environment and can be used to test for driving intelligence. Their approach is to 
create the environment that generates the testing scenarios, and as the vehicle travels down the track 
and encounters numerous adversarial scenarios, they observe how the autonomous vehicle reacts and 
performs in them. 
Daniel Fremont and colleagues from the University of California Berkeley and Boeing Research and 
Technology use a tool called VerifAI for analysis of design and safety for autonomous systems [7]. They 
specifically evaluated an experimental autonomous aircraft taxiing system that uses neural networks to 
track the centerline of the runway. They have defined runway scenarios to evaluate their system and 
they also use counter example analysis to identify distinct failure situations and confirm the cause of 
such failure. They then use these results to retrain the system and evaluate the overall performance.   
DryVR is verification tool built at the University of Illinois Urbana-Champaign [8]. To provide formal 
safety guarantees to Cyber-Physical Systems (CPS), current existing verification tools rely only on the 
mathematical model of the system. DryVR is designed to no longer need mathematical models as they 
are not as often available or are too complex for verification tools. Formal verification tools are required 
in AV testing because they can ensure that a system is free of bugs. Autonomous vehicles have many 
cyber-physical systems and testing is able to find a good number of bugs and defects. DryVR is a 
verification tool that can be used for AVs to prove that the system has no issues. For AVs, numerous 
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benchmark scenarios were created to verify if the vehicle performed the action safely or not. The main 
scenario described in [8] is a vehicle overtaking a vehicle in front of it. The actions required to achieve 
this are for the vehicle to switch to the left lane, accelerate, switch back to the right lane and thus be in 
front of the obstacle vehicle moving at a constant velocity. The results from DryVR verified the safety of 
the system and provided a counterexample when the system was not safe. It was able to verify realistic 
CPS without the need for mathematical models.  
 
	2.2	Existing	Races	and	Competitions	
There are numerous races and competitions that exist and are focused on new and improved ways of 
creating safe autonomous systems.  
The Drone-Dodge Challenge [9] is organized by a group of researchers from University of Zurich, 
Massachusetts Institute of Technology, and The Technical University of Munich (TUM). The challenge 
draws inspiration from the popular game dodgeball and repurposes it for autonomous drones. 
Participants of the competition will have to create code to fly between waypoints and avoid dynamic 
obstacles. There are two challenges that the competition is divided into: navigation in a static 
environment and navigation in a dynamic environment. Two environments are provided for the 
participants: a simple one for training/development and a more realistic testing environment where 
drones will have to avoid trees, rocks, and birds. The purpose of this competition is to create new and 
improved navigation algorithms and further the current state that the field of navigation dynamics is 
currently in. At this moment in time, current algorithms struggle with agile navigation in dynamic 
environments as they do not have the ability to “condition actions to a future object’s location”. 
Humans and animals have the ability to make predictions based on their surroundings and react 
accordingly, but artificial agents struggle. The competition hopes to advance the progression of the field 
and further one’s expertise in computer vision and control. 
Microsoft hosts an annual drone racing competition called ‘Game of Drones’ [10] to advance the 
progress of computer vision, agile trajectory planning, control, and state estimation for unmanned aerial 
vehicles. The competition is hosted on Microsoft’s open-source simulator, AirSim. The competition has 
three tiers to focus on trajectory planning and control, computer vision, and obstacle collision 
avoidance, with the entire goal of the competition being to beat human performance in drone racing. 
Tier 1 and 2 focus on planning and perception respectively, with Tier 3 being the culmination of the two. 
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The goal of Tier 1 is to go through all gates in the fastest time possible without hitting an opponent 
drone. Tier 2 will not have an opponent drone on the course, but noisy gate poses, where the next gate 
to pass through will not always be in view. The format of this tier is a time trial. After completion of the 
previous tier and meeting minimum qualification requirements, participants compete in Tier 3 to race 
against an opponent without any collisions. Microsoft has many more projects utilizing their AirSim 
environment to advance research into autonomous systems and using AI to learn from its surroundings. 
Researchers from TUM in Germany have developed CommonRoad [11], a collection of benchmarks for 
motion planning. A benchmark will consist of a traffic scenario and participants can design and visualize 
solutions to these planning problems. This allows for researchers to have a basis for evaluating and 
comparing their motion planning algorithms. The group have created a competition with a large 
database of traffic scenarios, each with planning problems, where a feasible trajectory must be 
designed. Efficiency, safety, and traffic rule compliance are evaluation metrics for the competition. They 
have wide variety of environments, each with unique scenarios that are based on real-world situations 
as well as hand crafted scenarios to create more dangerous situations. 
Here at the University of Illinois, a team of researchers has developed the Generalized Racing 






The Generalized Racing Intelligence Competition [4] was created to help further research for controller 
synthesis and autonomous vehicle testing. The competition uses ROS and the CARLA Driving Simulator 
to operate the race. The GRAIC framework has several modules shown in Figure 1. Participants of the 
competition only have to understand the perception module, decision and control, and vehicle input 
types. The perception and vehicle API are provided to them and the controller code that they will design 
is the decision and control module. This module has to take in the inputs from the perception module 
and the waypoints they must pass around the track. It will output the required inputs for the vehicle 
system.  The CARLA simulator is where the racetrack will be loaded and where the controller vehicle 
(Ego Car) will spawn along with obstacles such as pedestrians and other vehicles.  
 
Figure 1: GRAIC Framework Overview 
 
The perception module provides information about rostopics such as location, obstacles, and lane 
markers. The information for this module is defined as either static or dynamic. The module will return 
all obstacles that are within the sensing radius of the vehicle. Such dynamic obstacles will be pedestrians 
and other vehicles around the track. The user will be able to see bounding boxes around these obstacles 
as the vehicle senses them nearby. The static obstacles are also defined for the racing environment and 
they include sidewalks, fences, trees, and buildings. The location rostopic will return the position and 
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velocity of the ego vehicle. The lane markers are also provided, and they will visibly indicate the lane the 
vehicle is currently in. There are multiple waypoints (symbolized as a gate) along the track that the 
vehicles must pass through them to score points. The GRAIC interface is shown in Figure 2, displaying 
the ego vehicle, obstacles with bounding boxes, lane markers, waypoints, and the score. The decision 
and control module is what the user provides and determines the actions of the vehicles; which 
waypoint is next one to pass through, what to do if there is an obstacles in front. The competitors will 
lose points should they crash into an obstacle or if they cross the road boundary and enter the sidewalk. 
 
Figure 2: The Ego Vehicle’s Perception in GRAIC 
 
3.2	Creation	of	Tracks	and	Scenarios	
There are three tracks in total that were created for GRAIC. A sample track, the Figure Eight Track, is 
shown in Figure 3. Each of these tracks have a unique design and were created in RoadRunner; a 
program by Mathworks [12]. RoadRunner allows one to design virtually any scene you can imagine and 
export it to CARLA. The lane IDs are chosen when laying down a road along with the driving direction. 




Figure 3: The Figure Eight Track (Track #2) created for GRAIC 
 
Figures 4 and 5 display the interface of RoadRunner. There are numerous tools available to users, whose 
icons are displayed at the top of these two figures. The Road Tool and Lane Tool were used the most 
when creating the tracks for GRAIC. The first step is to use the road tool to place the first road segment 
by selecting the starting and ending point of the segment in the blank canvas provided by RoadRunner. 
Roads can be connected to create a loop and intersections can be created by crossing one road over the 
other.  
To create the figure eight, one road has to be underneath the other. RoadRunner allows this to be easily 
achieved as you can control the elevation of the road segments. The first step was to create the shape of 
the track by creating an intersection and connecting the end of one intersection to the end of the other 
intersection that is in line with it vertically. The next step was to select one of the intersecting roads and 
elevate it to the desired height using the 2D Editor Profile shown in Figure 4. As we can see in the image, 
road is approximately ten feet above the ground level and the roads leading to it have an incline 




Figure 4: RoadRunner Interface, Bridge Creation 
 
After all the road segments have placed and adjusted to create the desired shape, the lane tool is used 
next. The lane tool has many subsequent tools such as the lane width tool, add lane tool, and more. The 
driving direction is specified as well as the lane type. For the GRAIC tracks, each road segment has three 
lanes with a desired traffic flow direction of counterclockwise. The environment around the track is also 
customizable with the option to place as many props as desired anywhere around the surface. Props 
include railings, buildings, trees, traffic signs, and road equipment. 
After finalizing all the details for a track, the final step is to export it to be compatible with CARLA. Figure 
5 demonstrates the Export Preview Tool, which allows users to see if there are any issues with the track, 
such as incorrect lane IDs or driving directions specified. The waypoints and the multiple spawn 
locations for the vehicles are automatically generated when going through the process to export the 
map into CARLA. The tracks designed for the competition include a simple loop, a figure eight, and a 
small replica of the Nürburgring racetrack. The Nürburgring was created much later and was only 




Figure 5: RoadRunner Interface, Export Preview Tool 
 
Along with the tracks, scenarios involving other vehicles and pedestrians have been generated as well to 
provide some unpredictably and thoroughly test the effectiveness of the controller code. There are 
always certain scenarios that occur when driving on the road and drivers have to respond accordingly to 
continue to safely operate their vehicle and avoid crashing. Through the use of Scenario Runner, a tool 
that can be integrated with CARLA, we have generated some scenarios that can be spawned on any 
racetrack and are triggered when the Ego Car is nearby. Scenarios are designed by creating a class, 
which has functions to initialize all the actors required: _𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑎𝑐𝑡𝑜𝑟𝑠(), define the behavior of the 
actors in said scenario: _𝑐𝑟𝑒𝑎𝑡𝑒_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟(), and incorporate a list of testing criteria to determine if the 
scenario was completed successfully or not: _𝑐𝑟𝑒𝑎𝑡𝑒_𝑡𝑒𝑠𝑡_𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎(). For each scenario, a trigger point 
has to defined in a json file such that when the ego car reaches that point, the behavior of the scenario 
begins. The total length (or route) of the scenario is defined in an xml file. An example of a scenario that 
was created is when the ego vehicle is within a certain lane and suddenly another vehicle cuts into the 
lane and slows down in front of the ego car. Our ego vehicle must then slow down or safely switch lanes 




Figure 6: Lead Slowdown Scenario on display 
 
Figure 6 shows the actions of one scenario that can be implemented into GRAIC. One scenario is called 
Lead Slowdown, where there is a vehicle driving down the road. At some point this leading car will slow 
down and eventually stop. The ego vehicle must react accordingly to avoid a collision. Multiple vehicles 
operating under the same behavior can be generated. The _𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑎𝑐𝑡𝑜𝑟𝑠() function determines 
the spawn of the leading vehicle(s) and is coded in such a way that it is generated a few waypoints after 
the specified scenario trigger points. GRAIC is able to generate multiple different scenarios on the same 
track by specifying each scenario’s trigger point. With a specified trigger point, the vehicle(s) spawn 
point is specified and the _𝑐𝑟𝑒𝑎𝑡𝑒_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟() function is called. _𝑐𝑟𝑒𝑎𝑡𝑒_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟() is the function 
that defines the actions the leading vehicle(s) take. In this function, there is a set of sequences that 
occur to the vehicle. When it is recognized that the ego vehicle is at the trigger point, the “Start Driving” 
sequence already defined by scenario runner is implemented with a specified distance. Once that 
distance has been achieved, the “Start Braking” sequence begins with a specified distance. Upon 
completion of the scenario, the _𝑐𝑟𝑒𝑎𝑡𝑒_𝑡𝑒𝑠𝑡_𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎() will display whether the scenario was a success 





As GRAIC is a competition, there is a scoring function for the evaluation of the competitor’s controller 
code. Thus, an automated pipeline to evaluate the controller code was developed [5]. The design of the 
testing pipeline, outlined in figure 7, consists of three main segments: the code source, the build server, 
and the results delivery subsystem. 
 
Figure 7: Testing Pipeline Framework 
 
The participants of the competition upload their code to the code source, where the build server will 
then extract it to compile, launch, and execute the specified races. The results delivery subsystem will 
send out the results, logs, and videos via email.  
The code source is developed using Amazon Web Services (AWS). AWS Lambda is a computing service 
that executes programs and sends out a request to notify the build server to extract the submitted code. 
The build server is the main core of the pipeline and uses Jenkins Continuous Integration tool to run the 




Figure 8: Jenkins Pipeline 
 
Jenkins itself has a multi-stage pipeline outlined in Figure 8. Once executed, the pipeline will launch 
CARLA, ROS, and GRAIC. The submitted controller code file is extracted and loaded. Once that has 
completed, the execution of the race with the loaded controller code begins. The pipeline monitors and 
logs the performance and output from GRAIC and provide to the results delivery subsystem. Jenkins is 
able to run multiple GRAIC configurations as they have been contained in a Docker container. The 
container is a computing environment for our software to run in virtual isolation. It allows for it to be 
executed quickly and multiple containers can be run concurrently. The key design requirements for the 
testing pipeline are to be automated, concurrent, deterministic, and non-interference. This means that 
races for different vehicles and tracks must be triggered automatically, a set of controllers is testable on 
different tracks concurrently, each track has set race configuration resulting in unique scores, and 











GRAIC has been able to incorporate unique scenarios into the competition to replicate real world driving 
situations and evaluate the success of our competitors code based on their performance against it. 
There are six unit scenarios that can be utilized for GRAIC and they are called: Bad Merge, Ghost Cut-in, 
Lead Slowdown, Lead Cut-in, Stationary Object Crossing, and Dynamic Object Crossing. A unit scenario is 
defined as a fine-grained traffic situation that usually involves a single obstacle with one type of 
behavior, such as a vehicle cutting into your lane from one side. The six unit scenarios can be combined 
together to create composite scenarios. An example of a composite scenario is where one vehicle comes 
and suddenly cuts into our lane (one unit scenario) and then a pedestrian starts to walk in front of the 
vehicles (a second unit scenario). There are two main functions to operate our scenarios, 
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜() and 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑁𝑜𝑑𝑒(). 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜() will take from a list of unit scenarios 
and run them on the track. We run all unit scenarios first to see if any of them resulted in failure from 
the ego car. Should one scenario not have a successful outcome, that scenario is taken out of the list so 
that it is not incorporated when the composite scenarios are generated after.  The 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑁𝑜𝑑𝑒() 
function is what sets up the configuration for each scenario and run the criteria test to determine if the 
ego vehicle was able to successfully complete the scenario. 
	
4.2	Performance	Metrics	and	Evaluation	
The purpose of GRAIC is to be able to evaluate different vehicle controllers in an environment that 
replicates real-world scenarios. The testing pipeline is able to take the participants code, load up a track 
with specified scenarios, run as many races as specified, and output the score the code received. The 
pipeline evaluates the code, and this section looks at the performance of the pipeline. There are three 
main metrics that have been identified when evaluating the pipeline: CPU Usage, Memory Usage, and 
Pipeline Run Time. 
CPU usage is a measure of what percentage of one’s CPU’s cycles are being dedicated to running one 
particular program. We can evaluate how this value is affected as we run the pipeline with more 
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concurrent races occurring. When executing any program, each program has things it must load that 
have be executed. The same goes for the pipeline, which has to load the track, the ego vehicle, and the 
scenarios which have their own obstacles with specific behavior. An ideal performance of the pipeline is 
one that requires low CPU and memory usage, as high values mean a greater amount of effort is 
required from the computer to execute these tasks and this can result in your CPU not operating at its 
peak capacity. Table 1, along with figures 9 and 10, displays a statistics comparison between Track 1 and 
Track 2. 
Table 1: CPU and Memory Usage Statistics of Automated Testing Pipeline 
















Track 1 35% 50% 65% 78% 86% 
Track 2 37% 53% 67% 81% 90% 
Memory 
Usage 
Track 1 4.6% 9.2% 13.8% 18.4% 23.1% 
Track 2 4.9% 9.8% 14.7% 19.6% 24.5% 
 
Five tests were conducted on each track. First, one race with one scenario was loaded and run with the 
GRAIC baseline controller code. Next, two races are run concurrently on the testing pipeline and each 
race has one scenario loaded, for a total of two scenarios being loaded and run. Then, three races are 
run concurrently with one scenario each (three total), and this continues for four races and five races on 




Figure 9: Track 1 and 2 CPU Usage Comparison 
 
The data indicates that the more races and scenarios that are run concurrently, the CPU usage and 
memory usage increase for both tracks. The CPU usage increases by an average of 12.75% for track 1 
and an average of 13.25% for track 2 every time another race is added to run concurrently.  
 













1 Race 2 Races 3 Races 4 Races 5 Races
Track 1 and 2 CPU Usage Comparison








1 Race 2 Races 3 Races 4 Races 5 Races
Track 1 and 2 Memory Usage Comparison
Memory Usage Track 1 Memory Usage Track 2
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The memory usage increases by an average of 4.6% for track 1 and an average of 4.9% for track2 for 
every additional race running concurrently. 
The usage per test is higher for track 2 than it is for track 1 and this likely due to one main difference 
between the two tracks. Track 2 is longer in length compared to track 1 by around 500 meters. Thus, 
with extra track length, more road segments, waypoints, and spawn points have to loaded leading to the 
increase in memory usage. This is also seen in the average pipeline run time. All races are running 
concurrently when tested, and the average run time for the pipeline running the races on track 1 was 5 
minutes and 45 seconds. On track 2, the average run time was 7 minutes and 31 seconds. As track 2 is 
longer, it will take longer to complete the race. The run time of the pipeline is thus also limited by not 
only the number of concurrent races and scenarios, but also the time it takes for a controller to 
complete the track. 
5.	Conclusion	
5.1	Summary	
Based on the data collected for evaluating the testing pipeline, we can see some limitations that can be 
addressed to further improve upon it. The memory usage doesn’t appear to be a cause for huge concern 
as we haven’t approached close to 100% as we tested more races. The more detailed a map is, with 
more road segments, more lanes, and more obstacles, the file sizes can become large. The addition of 
trees and buildings for a map is purely for aesthetic purposes and aren’t required for the evaluation of 
the controller since if the vehicle crashes into a tree or a building, it means that it deviated out of the 
lane and cross the sidewalk which is detected by the scoring function already. The main importance is 
having real-world simulations appear on the road and it doesn’t have a huge impact on the memory 
usage as more scenarios are generated. The speed of the pipeline from start to finish depends greatly on 
the controller code; a controller that can finish the race in a fast time, will result in the pipeline 
execution completing quicker as well since the whole race has to be run to achieve the score. It takes a 
lot of time to run multiple races on different tracks with various scenarios, which is something to 
address as GRAIC receives more and more participants whose code must be run in all the different track 
and scenario configurations.  
The main limitation to discuss is the CPU usage. We can see that running five races concurrently with 
one scenario each causes the CPU usage to be 86% – 90%. The addition of another concurrent race 
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would further increase the usage close to 100%, when ideally, we want the usage to be low. We want to 
be able to thoroughly test the controller code, by placing it in as many real-world situations as possible. 
There is so much unpredictability that occurs on the roads and a self-driving vehicle must adapt and 
safely maneuver through all of them in order to be allowed on the road. By being able to reduce the CPU 
usage for a generating and running a scenario, we would be able to load up more concurrently and 
thoroughly test the controller further. Some changes to the scenario generation code, such as 
_𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑎𝑐𝑡𝑜𝑟𝑠(), could be altered to try and reduce the demand on the CPU. How we load the 
vehicles and how their behavior is code could possibly use some adjustments. Exploring between 
iteration versus recursion for example could lead to more efficient code. 
 
5.2	Future	Direction	
The testing pipeline and GRAIC were developed this year to address some of the difficulties in vehicle 
simulation testing and has already shown great promise in the field. The best way to further improve is 
to continue to test and see what the limitations are that can be improved next. New tracks with more 
scenarios can always be generated and tested. In terms of evaluating the pipeline, it would be 
interesting to see how different controllers influence the pipeline statistics. A more efficient controller 
could address some of the CPU usage. Issues and set a benchmark. The feedback from the participants 
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