The expectation maximization (EM) algorithm is extensively used for tomographic image reconstruction based on Positron Emission Tomography (PET) modality. The EM algorithm gives good reconstructed images compared to those created by deterministic methods such as Filtered Back Projection (FBP) and Convolution Back projection (CBP). However, the computational complexity of EM-based algorithm is high due to the iterative nature of the algorithm. Prior knowledge of the estimate has been added to the basic EM algorithm to improve image quality as well as to reduce the number of iterations required for an acceptable image quality. We have developed an algorithm which produces better quality images in much lesser number of iterations, thereby speeding up the image reconstruction task.
general form via entropy maximization (maximizing the information content) associated with the emission process rather than maximizing the likelihood function. This generalized form enables us to determine the form of prior knowledge about the object being imaged, which is not possible till now by any other means. Once prior knowledge about the object is known, then one can hope to have a reconstructed image of better quality.
Section 11 presents the entropy maximization and its relevance to PET. In section III, we bring out the form of the prior distribution. Section lV gives the implementation details. Section V discusses the results from the point of view of both quality of the image and the speed of reconstruction. Section VI concludes the paper. 
ENTROPY MAXIMIZATION
The measurements in PET, yj, j = l.,,,, M are modeled as independent Poisson variables with mean parameters 1. INTRODUCTION The PET is an imaging technique, which is potentially useful in the study of human physiology and organ functions. The PET aims at obtaining a quantitative map of spatial and temporal distribution of the radio-nucleids inside the human body by measuring the event counts of positron-electron annihilation. The PET images can be reconstructed by either analytic methods such as CBP algorithm or by iterative algorithm such as EM algorithm. An analytic algorithm usually consists of two main computations. One is filtering and the other is backprojection. An iterative algorithm, on the other hand starts with an initial guess of the solution and iteratively updates the object according to computed pseudoprojections and measured projection data. But, the time for reconstruction of images using EM algorithm for obtaining an acceptable image is very high. A large number of algorithms has been proposed to accelerate the execution of EM algorithm as well as for improving the image quality. The EM algorithm and many variants of it attempt to maximize the likelihood function which is the probability : the probability that an annihilation in pixel i is detected in detectorj,
The conditional probability for observing y, given emission parameter h, is given by Poisson distribution and can be expressed as,
The corresponding conditional entropy associated with the random processy given emission parameter h is, .
. .(5)
It can be seen that the proposed algorithm is much more general than EM-algorithm.
DETE-ATION OF PRIOR DISTRIBUTION
Maximum entropy dgorithm enables us with the determination of prior distribution. Self-nomalizing property of preserving the total activity of the estimate a constant gives, Solution to equation (7) is given by, where a is unknown. Now, substituting equation (8) . . . (7) ... ( 8) j=l Equation (9) has not shown much improvement as the number of iteration increases. Rather, the following form of prior distribution P(h) has given tremendous improvement with a very small change in power of h i.e.,
, . .( 10)
Along with this form of prior and writing equation (9) in additive form gives, Equation (1 1) is the recursive relation. We call this maximum entropy (ME) algorithm.
IMPLEMENTATION
The proposed algorithm was implemented in a simulated PET system consisting of 64 x 64 pixels and a circular ring geometry of 64 detectors. The test phantom is shown in Figure 1 . The pixel-detector probabilities were calculated as the angle of view of the j" detector tube from the center of the pixel i. Exploiting the eight fold symmetries in the system these probabilities were precomputed and stored as an array. Also, in the current study, the effects of factors such as photon attenuation and scattering are not taken into account. We are interested only in the evaluation of the proposed algorithm.
The reconstructed images using both EM and Entropy maximization algorithms are shown in Figure 2 . The proposed algorithm gives better reconstructed images compared to those created by EM algorithm The number of iterations is considerably reduced Figure 1 Original Test Phantom
CONCLUSION
The following are the conclusions on the basis of the proposed algorithm :
(1) The number of iterations has reduced considerably.
(2) Image quality is found to be much superior than the image obtained by EM-algorithm.
Moreover, one can notice that as the parameter a varies fiom 1.0 to 1.063, the number of iterations for getting better images also reduces.
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