The Halton sequence is a well-known multi-dimensional low discrepancy sequence. In this paper, we propose a new method for randomizing the Halton sequence: we randomize the start point of each component of the sequence. This method combines the potential accuracy advantage of Halton sequence in multi-dimensional integration with the practical error estimation advantage of Monte Carlo methods. Theoretically, using multiple randomized Halton sequences as a variance reduction technique we can obtain an e ciency improvement over standard Monte Carlo under rather general conditions. Numerical results show that randomized Halton sequences have better performance than not only Monte Carlo, but also randomly shifted Halton sequences and (single long) purely deterministic skipped Halton sequence.
(1) Due to the \curse of dimensionality" a straightforward generalization of one-dimensional classical integration rules cannot be used in large dimensions.
Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods yield powerful tools to break the curse of dimensionality. To evaluate the integral I(f), one takes a point set P N = fx 1 ; x 2 ; : : : ; x N g in 0; 1] s and computes the estimator
f(x i ):
In standard MC methods, the points in P N are i.i.d. samples from uniform distribution on 0; 1] s . Under MC sampling, the estimator Q(f) is a random variable with expectation I(f) and variance Thus the error of standard MC estimator is of the order O(N ? 1 2 ) in probability.
Moreover, the accuracy of the MC estimator can be estimated in a practical way using sample variance. Many variance reduction techniques, such as importance sampling, antithetic variables, control variables, latin hupercube sampling and conditional MC, have been proposed to improve the e ciency of MC method.
In QMC methods, the points used in (2) are deterministic, and are designed to provide better uniformity than the random points used in MC. The most common measure of uniformity is discrepancy. For a set J 0; 1] s and the point set P N , de ne g(J; P N ) = 1 N jP N \ Jj ? m(J); where m(J) is the volume of J, and jAj denotes the number of points in the set A.
Various kinds of discrepancy can be de ned by restricting J to a certain class of sets and taking a norm of g(J; P N ) over this class 13] . The (extreme) star discrepancy of the point set P N is de ned as D 1 (P N ) = sup J(x)2J g(J(x); P N ) ; (4) where J is the family of all subintervals of 0; 1] s with a corner at 0 and a corner at x. Another type of discrepancy that will be useful in the following study is the L 2 -star-discrepancy, which is de ned as f(x i ) V (f)D 1 (P N ); (6) where V (f) is the variation of f(x) over 0; 1] s in the sense of Hardy and Krause. Hickernell 9] de ned a family of discrepancies and generalized the Koksma-Hlawka inequality using the theory of reproducing kernel Hilbert spaces.
The star discrepancy of the best-known in nite sequences has an asymptotic order of O(N ?1 (log N) s ). The most useful property of the Koksma-Hlawka inequality is that it provides a criterion for choosing good point sets P N . The error bound (6) has limited usefulness for practical error estimation, because the variation V (f) is di culty to estimate, and the error bound is too conservative. Moreover, for realistic problems where the dimension is very large, error bounds of the type C (N ?1 (log N) s ) are not useful because the power of log N becomes quite substantial. Di culty in error estimation is a main disadvantage of QMC methods.
Since the sequences used in QMC are deterministic, it is not possible to use the Central Limit Theorem for error estimation as is done in MC. It is desirable to develop techniques which combine the potential higher accuracy of QMC with the practical error estimation ability of MC. By introducing some randomness in low discrepancy sequences, one can use statistical methods for error analysis. Con dence interval can be obtained using the Central Limit Theorem. Cranley and Patterson 3] and Joe 10] randomly shift the lattice rules. Owen 14] , 15] randomizes (t; m; s)-nets and (t; s)-sequences. Tu n 22] uses randomly shifted sequences to reduce the MC variance. Morohosi and Fushimi 12] compare the randomly shifted low discrepancy point sets with Owen's scrambling nets for practical error estimation. Spanier 20] uses a combination of MC and QMC for particle transform problems.
In this paper, we propose a new method for randomizing the Halton sequences. We call such randomized sequences as random-start Halton sequences. Such sequences preserve the equidistribution property of Halton sequence. We are interested in seeing how random-start Halton sequences can reduce the variance in comparison to MC methods and to randomly shifted sequences, and how random-start Halton sequences can improve the performance of the original Halton sequence.
In Section 2, we introduce the random-start Halton sequences, and present a theoretical investigation for error estimation. Theoretically, using multiple random-start Halton sequences as a variance reduction technique we are sure to obtain e ciency improvement over standard Monte Carlo for large enough sample size. In Section 3, we give numerical examples comparing the performance of random-start Halton sequence with the randomly shifted Halton sequence, a (single long) skipped Halton sequence and the standard MC. The Van der Corput sequence in base b is the sequence f b (n)g 1 n=0 .
It is important to point out that in order to obtain b (n + 1) from b (n), we only need add to b (n) the number 1 b = 0:1 (in base b), with a rightward carry, i.e., a carry in the opposite direction than that in the normal addition. Such a rightward carry addition will be de ned formally below. Von Neumann Kakutani transformation can also be used in multi-dimensional case.
Let b 1 ; : : : ; b s be integers that are pairwisely prime, and let x 0 = (x 0;1 ; : : : ; x 0;s ), de ne the sequence x n = (x n;1 ; : : : ; x n;s ); n = 1; 2; : : : in 0; 1] s by x n+1;i = T b i (x n;i ); i = 1; 2; : : : ; s: (9) In the vector form, we write this transformation as x n+1 = T(x n ). The n-th iteration of T is denoted by T n : T n = (T n b 1 ; ; T n bs ):
The point x 0 is called the start point of the sequence de ned by (9) . Similarly as in one dimensional case, with the start point x 0 = (0; : : : ; 0), the obtained sequence is precisely the original Halton sequence. If x 0 = (x 
Randomized Halton sequences
For any start point x 2 0; 1] s , the sequence fT n (x)g 1 n=0 is a deterministic low discrepancy sequence. In actual computation with nite precision, each such sequence is actually a skipped Halton sequence. Each such sequence can be used in QMC integration. But again, if we only use single such a sequence, the integration error will be di culty to estimate.
It is naturally to randomize the start point of the sequence de ned above, and use multiple such sequences for error estimation. Now we de ne the randomized Halton sequence.
De nition. Let x 0 = (x 0;1 ; : : : ; x 0;s ) be a random vector with uniform distribution on 0; 1] s , denoted by x 0 U 0; 1] s . The sequence x n = (x n;1 ; : : : ; x n;s ) in 0; 1] s de ned by x n = T n (x 0 ) = T n b 1 (x 0;1 ); : : : ; T n bs (x 0;s ) ; n = 0; 1; 2;
is called a random-start Halton sequence.
Based on Theorem 1, each random-start Halton sequence is a low discrepancy sequence. That means such randomization preserves the uniformity of the Halton sequence.
Note that the random-start Halton sequences are di erent from the randomly shifted Halton sequences (obtained by shifting each point in the original Halton sequence by a random vector, modulo 1). This is a new method for randomizing the Halton sequence.
Before we construct estimators for evaluating integral I(f), we need the next lemma. Lemma 2. If x = (x 1 ; : : : ; x s ) is a random vector with uniform distribution on 0; 1] s , then T(x) is also a random vector with uniform distribution on 0; 1] s , and consequently, T n (x) is also uniformly distributed on 0; 1] s for n = 1; 2; . Proof. Let In this way, each coordinate of the random vector T(x) has uniform distribution on 0; 1]. Therefore, T(x) has uniform distribution on 0; 1] s .
Variance reduction and error estimation using multiple random-start Halton sequence
Now consider the problem of evaluation of the integral I(f) and the error estimation.
The general scheme of our method is as follows.
We generate i.i.d. samples u 1 ; : : : ; u M from U 0; 1] s . For each such a sample, we take it to be a start point and generate the following point set:
The generation of such points is based on (11), it is as simple as the generation of the original Halton sequence. The reader is referred to 21] for fast generation of such point sets.
Then we take the average of function values over this point set:
f T i (u j ) ; j = 1; 2; : : : ; M:
The estimator Y (u j ) is unbiased. Indeed, from Lemma 2, for any integer i, we have
In the end, we calculate the estimator of I(f) bŷ
The calculation ofÎ MN requires MN integrand evaluations.
In such a circumstance, the nal estimatorÎ MN is also unbiased. The integration error can be estimated by statistical methods using the following sample variance: 
We will prove for a wide class of functions, the condition (14) will be satis ed for As we point out in the introduction, although QMC has nearly linear convergence, it does not have a practical way of error estimation. Theorem 4 indicates that we may slightly sacri ce the convergence rate, in exchange for the ability of practical error estimation.
The requirement in Theorems 3 and 4 that the integrand must be of bounded variation is a rather restrictive condition. Fortunately, we will show that the estimator I MN de ned in (12) also gives good results for integrands with in nite variation. We will use the following result due to Wozniakowski 24] :
f(x i ) ? I(f) 2 ; (18) where D 2 (f1 ?
is the L 2 -star-discrepancy (see (5) This completes the proof.
This theorem indicates that variance reduction may be obtained for a large class of functions using multiple random-start Halton sequences. (19) Four di erent choices of the parameters a 1 ; ; a s will be considered: (i). a 1 = = a s = 0:01; (ii). a 1 = = a s = 1; (iii). a k = k; 1 k s; (iv). a k = k 2 ; 1 k s; It is interesting to note that if a 1 = = a s , all the variables have the same importance (when a 1 = = a s = 0, the corresponding integrand was used in 6]); but if 0 < a 1 < < a s , then the in uence of x k decreases as k increases. When the dimension is large, this fact will lead to rather di erent properties of the integrands. Many authors point out that the accuracy of QMC integration depends not simply on the normal dimension of the integrand, but on its "e ective dimension" (see 2]). Based on the these arguments and the results of 18], we may expect improvement from the integrands of type (i) to type (iv).
For the integrands of the form (19) , the exact value of integrals are I(f) = 1. So we know the exact error of numerical integration. Our purpose is to investigate the variance reduction and the actual integration errors as M and N increase.
For a given N, we compute the following four estimates for j = 1; 2; ; M:
Standard MC: u i U( 0; 1] s ). Note that in these estimators T is the transformation de ned in Section 2; fxg denotes the fractional part of each coordinate of x; L is the number of terms skipped in the Halton sequence. We use L = 5000. For the skipped Halton sequence estimator, we use the successive point from a single sequence. For the randomly shifted Halton sequence estimator, we use the skipped version | we skip the rst 5000 terms of the original Halton sequence, then operate randomly shift.
The approximate value of integral is given by I(f) byÎ
The integration error can be estimated by "sample variance" as in (13):
The relative e ciencies of the rst three estimates with comparison to the standard MC estimatorÎ (1) (with the same sample size) are de ned by:
; k = 2; 3; 4:
The variance ofÎ (k) can be estimated by (20) . The expect error of the estimatorÎ (k) is q RE (Î (k) )-times smaller than the expected error of the standard MC estimator.
Remark. Since estimators using single skipped Halton sequences are not random, there is no clear theoretical basis for the corresponding sample variance and relative e ciency formulae (20) and (21) . However, if we assume that the successive pieces of the Halton sequence are negative correlated, the (20) gives a conservative estimate of the corresponding error.
We have evaluated the approximate values of the test integrals in dimension 3 s 50. The comprisons of the estimated standard derivation and relative e ciency are given in Tables 1-5 . In these tables, "Sh." denotes shifted Halton, "Sk." denotes single long skipped Halton and "Ran.St." denotes random-start Halton sequences.
Computational results show that random-start Halton sequences beat the other methods in most cases. The magnitude of improvement varies depending on the dimension s, the number of points used and the types of the integrands.
The reason of the superiority of random-start Halton sequences may be: each random-start Halton sequence is actually a skipped Halton sequence in computer. The terms that are skipped may be very large (depending on the start point x 0 , which is random in our case). Many authors showed that skipped low discrepancy sequences have better performance than the original low discrepancy sequences ( 6] , 17]).
In dimensions s 12 14 , for integrands of type (i) and (ii), random-start Halton sequences reduce the variance by a factor of 2 2; 000 compared to MC. For integrands of type (iii) and (iv), random-start Halton sequences reduce the variance by a very large factor (from hundreds or to thousands); the random-start Halton sequences estimator is more e cient than the standard MC estimator by a factor as large as 20,000 in some cases and at least 100 in all cases. Table 1 and 2 show typical results.
In dimensions s 15, for integrands of types (i) and (ii), all methods have the similar performance, the relative e ciency is not signi cantly di erent from 1 (in dimension s 40 for integrand of type (i), all methods cannot give reasonable results with the N we have used) But again, for integrands of types (iii) and (iv), random-start Halton sequences still reduce the variance by a very large factor from 20 to 30,000.
In low dimension (s = 3 7), the random-start Halton, randomly shifted Halton and the skipped Halton sequences have almost the same performance. In dimension s 7, the superiority of random-start Halton over randomly shifted and skipped Halton is clearly and evident, this superiority is more evident for the integrands of type (iii) and (iv) and in dimension s 15. Table 5 shows the absolute errors of the skipped and random-start Halton estimators in various dimensions. We do not include the absolute errors of the other two methods in Table 5 .
For all methods, the improvement of results from (i) to (iv) is evident. This trend is much more evident for random-start, randomly shifted and skipped Halton sequence estimators. This con rms the argument that the accuracy of QMC integration depends not simply on the normal dimension of the integrand, but on its e ective dimension.
Discrepancies are measures of uniformity. Here we also compute the \root mean square (generalized L 2 -star-) discrepancy" for the random-start Halton sequences, the randomly shifted Halton sequences and the pseudo-random sequences (all these sequences have random structure). Note that the generalized L 2 -star-discrepancy is di erent from the L 2 -star-discrepancy de ned in Section 1, the former includes the terms from lower-dimensional projection of the sequence ( 9] a k = 0:01 6.97e-5 3.83e-5 6.77e-4 2.55e-3 4.39e-3 2.61e-2 5.79e-1 3.53e-1 a k = 1 4.29e-6 8.34e-6 5.13e-5 3.58e-5 1.62e-2 2.83e-3 6.49e-2 8.78e-3 a k = k 1.43e-6 4.59e-6 3.22e-6 7.20e-7 2.85e-3 1.37e-4 3.10e-3 2.90e-5 a k = k 2 7.20e-7 1.79e-6 9.50e-7 3.22e-6 2.80e-4 1.79e-6 2.88e-4 2.62e-6 Ran.St. 256 1.15e-1 3.32e-2 2.76e-2 3.95e-1 2.11e-1 1.95e-1 512 8.12e-2 2.03e-2 1.59e-2 2.79e-1 1.32e-1 1.19e-1 1024 5.75e-2 1.11e-2 8.41e-3 1.97e-1 8.21e-2 7.22e-2 2048 4.06e-2 6.47e-3 4.95e-3 1.39e-1 5.31e-2 4.62e-2 4096 2.87e-2 3.62e-3 2.87e-3 9.87e-2 3.23e-2 2.75e-2 8192 2.03e-2 2.86e-3 1.97e-3 6.98e-2 1.98e-2 1.68e-2 
Conclusion
We have introduced a new randomness to the Halton sequence and de ned the socalled random-start Halton sequences. Such sequences can be generated as simply (and as fast) as the original Halton sequence. They combine the equidistribution of the Halton sequence with the ability of practical error estimation of MC. We showed theoretically that random-start Halton sequences reduce the variance compared to MC under rather general conditions. Numerical experiments showed that it is indeed the case. We observed that random-start Halton sequences reduce the variance by a large factor compared to MC and to multiple randomly shifted Halton sequences. Moreover, random-start Halton sequences have better performance than purely deterministic skipped Halton sequence. The comparison of the root mean square discrepancy also indicates the superiority of the random-start Halton sequences.
Random-start Halton sequences can be used together with other variance reduction techniques. Although the results are not included here, random-start Halton sequences with the \smoothed importance sampling" (see 11] , 23] for this technique) in general can further reduce the variance by a large factor.
Note that the idea for randomizing Halton sequence propose in this paper can be used for randomizing some other low discrepancy sequences.
