ABSTRACT A crucial step in plant breeding is the selection and combination of parents to form new crosses. Genome-based prediction guides the selection of high-performing parental lines in many crop breeding programs which ensures a high mean performance of progeny. To warrant maximum selection progress, a new cross should also provide a large progeny variance.
standard deviation of the cross. With decreasing genotyping costs, selection intensity can be increased by the use of genomebased prediction methods and consequently the importance of considering the progeny variance when deciding about future crosses increases (Zhong and Jannink 2007) . Several endeavors have been made in the past to predict the progeny variance. Earlier attempts used the phenotypic distance (Utz et al. 2001) and since the availability of markers the molecular distance of parental lines to predict progeny variance but both with limited success (Bohn et al. 1999; Hung et al. 2012) . Recently, the potential of genomic selection has been investigated for many species and in major crops such as maize and wheat it has been fully integrated in commercial breeding programs. The possibility to get dense marker genotypes allows an integration of genomic prediction in many steps of line and hybrid improvement programs (Heslot et al. 2015) . This has also led to the suggestion to use genomic estimated breeding values (GEBVs) to predict the progeny variance (Bernardo 2014; Endelman 2011; Mohammadi et al. 2015 ). An R package developed by Mohammadi et al. (2015) predicts the progeny variance by using an appropriate training population of genotyped and phenotyped inbred lines and marker effects estimated with a whole-genome regression model like ridge-regression best linear unbiased prediction (RR-BLUP, Meuwissen et al. (2001) ). Subsequently, progenies from two genotyped parental lines are simulated in silico using genetic map information. In a third step, GEBVs of the simulated progenies are predicted using marker effect estimates from the training population. The progeny variance is finally estimated as sample variance of the GEBVs. Concerns about using the sample variance of GEBVs as estimate of the genetic variance were raised as GEBVs are shrunken toward zero and thus the approach underestimates the true genetic variance (Lian et al. 2015) . Lehermeier et al. (2017) showed that a fully Bayesian estimate as proposed by Sorensen et al. (2001) improves the estimation of the genetic variance explained by markers in a given population compared to estimation based on RR-BLUP variance components by taking linkage disequilibrium (LD) between quantitative trait loci (QTL) into account. Here, we suggest to integrate this fully Bayesian estimate of the genetic variance into the usefulness criterion (UC).
Following a different rationale than the UC, Daetwyler et al. (2015) proposed the concept of selecting heterozygous lines based on their optimal haploid value (OHV). The goal of OHV is to predict the best fully homozygous line that can be produced from a heterozygous line or a cross. The authors showed that selection based on OHV increases long-term genetic gain compared to standard genomic selection based on GEBVs.
We hypothesize that an increase in genetic gain can be obtained when crosses are selected based on their estimated UC compared to their mean GEBV or their OHV. In addition, genetic variance prediction is assumed to be more accurate with a fully Bayesian estimate based on MCMC samples compared to the sample variance of the GEBVs. We investigate our hypotheses in simulation studies based on genotypic maize data under varying selection intensities, trait heritabilities, training population sizes, and model complexities. We show that the genetic variance of progenies from a cross can be derived analytically from the parental genotypes and genetic map information without the need of in silico simulations. We provide formulas for calculating the expected genetic variance for a given type of population to be created from a biparental cross taking into account the expected frequency of recombinants under different levels of inbreeding.
Material & Methods

Derivation of genetic variance among progenies
In this section and supporting File S1, we show how to derive the genetic variance of a cross under the assumption of biallelic QTL, known homozygous parental genotypes at QTL, known QTL allele substitution effects, known recombination frequencies between QTL, and absence of dominance and epistasis. We first concentrate on doubled haploid (DH) lines derived from the F1 generation of a biparental cross and then extend formulas to general forms holding also for DH lines generated from higher selfing generations than F1 and to the genotypic variance of recombinant inbred lines (RILs).
Two fully homozygous parental lines P A and P B are assumed with known QTL genotypes x P A and x P B , each a vector of length N QTL counting the number of favorable QTL alleles at each of N QTL QTL. We define the N QTL -dimensional vector of known allele substitution effects as α. The breeding values of P A and P B are then x P A α and x P B α. Further, DH progenies generated from the F1 generation of a P A × P B cross are considered. The genotypes of the progenies can be defined as X P A ×P B , a matrix with progeny as rows and the N QTL QTL genotypes as columns. The mean breeding value of the progenies can be derived as the mean of their parental lines' breeding values:
The progeny variance can be derived as:
To obtain var(X P A ×P B ), Bernardo (2014) and Mohammadi et al. (2015) suggested to simulate progenies in silico using the parental genotypes and a genetic map in order to obtain X P A ×P B . If the approach is to be implemented in breeding programs to test the variance of a high number of potential crosses, the simulation of progeny becomes a computationally intensive task as per cross a minimum of several hundred progenies need to be simulated for accurate variance estimation. In the following, we show how var(X P A ×P B ) can be derived from the parental genotypes and the recombination frequencies without the need of simulating X P A ×P B . For fully inbred lines it holds:
where the j-th diagonal entry corresponds to the variance at the j-th QTL locus var(X P A ×P B ) jj = (1 + F)2π j (1 − π j ) with inbreeding coefficient F = 1 for fully inbred DH lines and π j the allele frequency in the parental lines which by expectation also holds for the progenies (π j ∈ {0, 0.5, 1}). For DH lines, the variance at locus j is then either var(X P A ×P B ) jj = 1 if the parental alleles differ at this locus or 0 if both parental lines have the same allele and progenies will not show segregation at this locus. The off-diagonal elements of var(X P A ×P B ) show the disequilibrium covariances between two loci: var(X P A ×P B ) jl = 4D jl = 4(π jl − π j π l ), where π jl denotes the haplotype frequency. The disequilibrium parameter D jl between loci j and l can be derived from the disequilibrium parameter among both parental lines D * jl and the expected frequency of recombinants between both loci c
Depending on the parental haplotypes, D * jl is either 0 if both parental lines show the same alleles at one or both loci, or 0.25 or -0.25 depending on the linkage phase of the parents. If DH lines are generated from a later generation than F1, it needs to be considered that the expected frequency of recombinants increases with increasing number of meioses. Depending on the generation k when DH lines are generated (k = 1 for DH from F1), the expected frequency of recombinants increases to
The general formula for DH lines generated from generation k is then:
We give a full derivation for arriving at var(X P A ×P B ) and an adjustment which also holds for recombinant inbred lines (RILs) after different numbers of selfing generations in the supporting information File S1. Table 1 summarizes how the genotypic variance-covariance between two loci j and l can be derived for different populations based on the LD parameter D * jl in the parental gametes and the expected frequency of recombinants
jl between both loci in the first generation.
Estimation of progeny variance based on whole-genome regression
For estimating the variance of progeny, allele substitution effects α need to be known. QTL and their effects cannot be observed but with high marker density strong LD between markers and QTL can be exploited allowing to replace QTL with marker genotypes with only limited loss of information. We then can define the marker genotypes M P A ×P B and their N SNP -dimensional vector of allele substitution effects β accordingly. Following Mohammadi et al. (2015) and Bernardo (2014) we estimate marker effects in a phenotyped and genotyped training population with the linear regression model:
where y TP is the vector of phenotypes of a training population, β 0 is an intercept, M TP is a matrix of marker genotypes of the individuals in the training population, β and ε the vectors of marker effects and residuals. We estimate marker effects in a fully Bayesian way, assigning independent and identical Gaussian prior distributions to the marker effects β ∼ N(0, Iσ 2 β ). Residuals are also assumed to follow independent and identical Gaussian distributions: ε ∼ N(0, Iσ 2 ε ). Scaled inverse-χ 2 prior distributions are assigned to the residual and marker effect variance σ 2 ε and σ 2 β . Samples from the posterior distribution are created using a Markov chain Monte Carlo (MCMC) algorithm as implemented in the R package BGLR (Pérez and de los Campos 2014) . Hyperparameters for the scaled inverse-χ 2 prior distributions were chosen according to default rules in BGLR corresponding to relatively uninformative priors and an a priori assumption of 50% of the phenotypic variance explained by markers. We used 20,000 iterations, where the first 5000 samples were discarded as burn in. From the post burn in samples we only saved every fifth sample for posterior inference corresponding to L = 3000 samples.
To estimate progeny variance based on the whole-genome regression model given in (6), two alternative methods were used. The first method which is denoted as the "variance of posterior means" (VPM) corresponds to calculating the sample variance of the GEBVsĝ = M P A ×P Bβ as described by Mohammadi et al. (2015) and Bernardo (2014) with
withβ being the vector of posterior means of marker effects obtained from model (6) using a training population.
Following Sorensen et al. (2001) , the progeny variance can also be estimated by constructing a posterior distribution calculating in each MCMC sample the progeny variance as:
where β (s) is the s-th thinned post burn in sample from the MCMC algorithm. By using the posterior mean from all samples we obtain the estimate according to method M2 of Lehermeier et al. (2017) , which we denote here as the "posterior mean variance" (PMV):
Equation (9) can also be formulated as:
where var(β | y TP ) is the posterior variance-covariance matrix of marker effects which is estimated based on L MCMC samples: P A ×P B (7) which can be interpreted as the variation among GEBVs. The first part of equation (10) can be interpreted as variation of an individual's GEBV originating from variation of marker effect estimates. If there is no uncertainty in marker effect estimates, var(β | y TP ) = 0 and the first part is zero. In this case, estimates from PMV and VPM are equal and should approach the true genetic variance.
Usefulness and optimal haploid value of a cross
As in breeding the interest is typically both, increasing the mean of a population and identifying superior lines, crosses can be selected based on their UC (Schnell and Utz 1975) or their superior progeny value as defined by Zhong and Jannink (2007) , which is the mean of the upper fraction of the selected lines. For a normally distributed trait, the mean of the genotypic values of selected progenies from a cross is:
with µ the genotypic mean of the cross, i the selection intensity (Falconer and Mackay 1996) , and σ g the genetic standard deviation. Under absence of dominance and epistasis as assumed here, the genotypic value of a line equals its breeding value. We predicted the usefulness of crosses by estimating µ from the mean parental GEBVs and σ g using the two alternative variance estimation methods VPM and PMV as described in the previous section. The genotypic variance-covariance matrix var(M P A ×P B ) entering VPM and PMV was derived from parental genotypes and genetic map information using the formula given in Table 1 , line 1. 
(1) jl a Doubled haploid (DH) lines derived from F1 generation b Recombinant inbred lines (RILs) after k − 1 selfing generations (k = 1 equals F2 population)
For comparison, we also investigated the concept of optimal haploid value selection suggested by Daetwyler et al. (2015) to identify superior crosses. We predicted the optimal haploid value that can be generated from a cross by:
where N Segments is the number of segments in which the genome is split to calculate the OHV, H w defines a matrix with number of columns equal to the number of marker loci in segment w and rows containing the four haplotype scores (0 or 1) of the two parental lines, andβ w defines the vector containing the marker effects of segment w estimated in model (6) using a training population. Note, for fully homozygous parental lines, H w can be reduced to two rows by considering one gamete each. In our study we split each chromosome in three segments corresponding to the default value as chosen by Daetwyler et al. (2015) .
Simulations
Our simulation study consists of two main parts. In the first part we investigate the two variance estimation methods (VPM and PMV) and in the second part we assess the genetic gain from selection based on UC and OHV compared to selection based on mean GEBVs. For both we simulated a training population based on genotypic data from 10 multi-parental populations of maize DH lines from the dent heterotic group, which were published by Bauer et al. (2013) . The 841 DH lines were genotyped with the Illumina MaizeSNP50 BeadChip. After quality control and imputation of missing values as described by Lehermeier et al. (2014) , 32,801 high-quality polymorphic SNPs were available and formed the genotypic data of our training population. A genetic consensus map of the 10 biparental families was constructed by Giraud et al. (2014) and is available at Maize GDB (http://maizegdb.org/cgibin/displayrefrecord.cgi?id=9024747). Based on this genetic map information, recombination frequencies between marker pairs were derived as c (1) = 0.5(1 − exp(−2x)), with x being the map distance between two marker loci in Morgan (Haldane 1919 ).
Simulation Part 1 -Investigation of variance prediction methods:
We randomly sampled N QTL = 300 loci from the marker data of the training population to be QTL and randomly sampled QTL effects α from independent and identical normal distributions with mean zero. True genotypic effects of the training population were then defined as g TP = X TP α with X TP the QTL genotypes of the training population. To obtain phenotypic values, random error terms were sampled from a normal distribution with mean zero and variance equal to var(g TP )(1 − h 2 )/h 2 to obtain a heritability of h 2 . Heritability values varied from 0.2 to 1 in steps of 0.2. To investigate different training population sizes, subsets varying in size from 100 to 600 in steps of 100 were sampled randomly from the full training population. An only-QTL scenario and an only-marker scenario were considered. In the only-QTL scenario we exclusively included the 300 markers assigned a non-zero QTL effect in the whole-genome regression model. This can be considered as ideal situation. In the only-marker scenario we excluded the 300 markers assigned QTL effects and included a random subset of 3000 remaining markers in the whole-genome regression model. Model parameters were then estimated using the specified training population. We generated 200 crosses among randomly sampled lines from the training population. In each cross, we calculated the true genetic variance as in equation (2) using the formula given in Table  1 for DH lines derived from the F1 generation. Further, variances were estimated using VPM and PMV as described above with their average bias calculated as true variance minus the estimated variance and standardized by the true variance. The predictive correlation of the variance estimates was calculated as correlation between true variance and estimated variance among the 200 crosses. The whole simulation approach was replicated 10 times and results of bias and predictive correlation were averaged over the 10 replications.
Simulation Part 2 -Selection based on UC and OHV:
The simulation part 2 was based on a training population as simulated in part 1 with training population size of N TP = 500, N QTL = 300 and two different heritability values (h 2 = 0.2 and 0.6). Using only 3000 non-QTL markers as in the only-marker scenario of simulation part 1, we fitted a whole-genome regression model as described in equation (6). From the model we obtained GEBVs for all lines in the training population. Using the GEBVs, we selected the 100 best lines (showing largest GEBVs) to form parental lines for new crosses. We calculated the mean of the GEBVs for all 4950 potential crosses of the 100 best lines. Further, we calculated the Rogers' distance based on marker data between the parental lines of the 4950 crosses. To avoid crosses between closely related parents and to ensure high means of the crosses, we selected those crosses where parental lines showed a minimum genetic distance of 0.2 and subsequently selected the 150 crosses with the highest mean parental GEBV. We used this approach of preselecting crosses on the one hand to reduce computing time for the further calculations and on the other hand to best simulate a typical procedure in a breeding program. For comparison we additionally show results where the 150 crosses were selected by mean parental GEBV alone without restriction on parental distance (minimum distance of 0.0). For the 150 crosses we calculated the mean and the variance within each cross based on true QTL effects and based on estimated marker effects. For each cross, we calculated the true and the estimated UC with the two different variance estimation approaches. In addition, the OHV of each cross was estimated. The full simulation procedure was replicated 400 times. In each replication we selected 25 crosses based either only on their mean GEBV, based on their true or estimated UC, or based on their estimated OHV. For each of the 25 crosses we assumed a sample size of 100 progeny per cross and from those selected the best lines per cross applying different selection intensities corresponding to a selection of 1 to 100 lines per cross in steps of 1. To assess the genetic gain of the different approaches, we calculated the mean true genotypic value of the selected lines from the different selection strategies. We report results for the difference in gain between selection based on estimated UC and mean GEBV as well as between estimated OHV and mean GEBV in genetic standard deviations of the training population. An overview of the selection scheme applied in simulation part 2 is given in Figure 1 .
Data availability
Simulations were based on genotypic maize data available under http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE50558. The used genetic map can be downloaded from http://maizegdb.
org/cgi-bin/displayrefrecord.cgi?id=9024747.
Results
Simulation Part 1 Figure 2 shows the bias and predictive correlation of VPM and PMV for prediction of the variance of new crosses in the only-QTL scenario. While VPM showed an underestimation of the true genetic variance with the bias approaching zero with increasing size of the training population (N) and heritability, PMV showed an overestimation with low N and heritability and a slight underestimation with high heritability and low sample size. Except for a very low heritability of 0.2, PMV was considerably less biased than VPM. The correlation between true and estimated variance approached 1 with increasing N and heritability with estimation methods VPM and PMV, with PMV yielding a higher predictive correlation in all cases. Figure 3 shows the bias and predictive correlation for the scenario where only marker genotypes and no QTL were included in the wholegenome regression model. Compared to the only-QTL scenario predictive correlations were reduced with both, VPM and PMV but only with VPM the bias increased. With heritability of 1 and training population size of 600, the predictive correlation was 0.91 when PMV was used and 0.90 when VPM was used. In all cases PMV showed higher predictive correlations than VPM and the superiority of PMV over VPM increased with decreasing heritability.
Figure 2
Bias and predictive correlations of the genetic variance estimates for only-QTL scenario. Estimates for 200 randomly generated crosses were obtained with methods VPM (variance of posterior means) and PMV (posterior mean variance) for different heritabilities (h 2 ) and training population sizes (N). Simulation scenario with 300 QTL genotypes coded in the marker matrix.
Simulation Part 2
The efficiency of selection based on the different criteria (UC, OHV, GEBV) depends on the variation of the genetic means and genetic standard deviations between crosses. Table 2 shows the sample average and variance of the genetic mean, genetic
Variance prediction standard deviation, and UC of the 150 crosses, preselected by parental GEBVs based on simulated heritabilities of 0.2 and 0.6 and with a minimum distance between parents of 0.2 and 0.0. The average genetic mean and consequently the average UC increased with higher heritability as the preselection by GEBVs selected high performing lines more reliably. The average within cross genetic standard deviation was only marginally affected by the heritability. Similarly, the sample variance among cross genetic means and the UC were smaller with higher heritability while the sample variance of genetic standard deviations remained constant. Without restriction on parental distance, the average genetic mean increased but the average genetic standard deviation and UC decreased. The sample variance of the genetic standard deviations and UC increased compared to the fraction of crosses preselected based on a minimal parental distance of 0.2. Figure 4 shows the additional genetic gain that can be obtained when selection of crosses is based on the predicted UC or OHV compared to selection based on the mean GEBV of the parents as a function of the selection intensity within crosses for heritabilities of 0.2 ( Figure 4A ) and 0.6 ( Figure 4B ) when crosses were restricted to a minimum parental distance of 0.2. The additional gain of selection based on the UC increased with higher selection intensities. For all heritabilities and selection intensities, predicting UC based on PMV yielded the highest genetic gain. When selecting only 1% of lines per cross and with heritability 0.6, the genetic gain increased up to 0.14σ g . With heritability of 0.6, estimating the variance with method PMV yielded up to 0.01σ g more gain compared to using the variance of posterior means (VPM) as estimate. With low heritability of 0.2, the superiority of PMV over VPM increased up to 0.03σ g . Selecting crosses based on their OHV led to an increase in genetic gain compared to selection based on the mean GEBV for high selection intensity. When more than 10% progenies per cross were selected, selection based on OHV was inferior to selection based on mean GEBV. In general, selection based on estimated UC was highly superior to selection based on estimated OHV. With training population heritability of 0.6, the additional genetic gain of selecting crosses based on the UC compared to the mean GEBV was higher than for a training population heritability of 0.2. The additional genetic gain of selection based on UC compared to selection based on mean GEBVs considerably increased when crosses were not restricted to a minimum parental distance of 0.2 and reached a maximum increase of 0.20σ g for heritability 0.2 ( Figure 4C ) and 0.24 for heritability 0.6 ( Figure 4D ). Figure 5 shows the genetic gain when true UC and true OHV were used for selection of crosses compared to selection based on true mean genotypic values of parental lines considering selection among 150 potential crosses preselected by minimum genetic distance of 0.2 and heritability of 0.6 (comparable to Figure 4B ). Here, QTL effects α were assumed to be known to calculate the UC and OHV. With true effects the genetic gain from selection with UC increased up to 0.18σ g . Similarly as under the use of estimated marker effects, selection based on true OHV resulted in reduced gain compared to selection based on true UC and was only superior to selection based on mean genotypic values when keeping less than 10% of progenies per cross. In addition to selection based on true UC, Figure 5 shows selection based on artificially biased UC. For this the true genetic variance entering the UC was either divided by two to simulate a variance estimate that is biased but has a predictive correlation of 1; or a random error was added to the true genetic variance to simulate a variance estimate that is unbiased but shows predictive correlation of 0.5. A biased genetic variance in the UC led to a small decrease in genetic gain of 0.01σ g , while a genetic variance with a predictive correlation of 0.5 decreased the additional genetic gain by around one half. genetic mean (µ), standard deviation (σ g ), and usefulness criterion (UC) as well as the 
Discussion
Here we showed that increased genetic gain can be obtained when selection decisions are based on the estimated progeny variance in addition to the estimated mean of a cross. For a typical scenario of a selected proportion of 10% per cross and a heritability of 0.6, selection gain increased by 0.065σ g when the estimated UC with PMV was used for selection decisions. We assumed 100 derived progenies per selected cross. Selection intensities within crosses will be smaller with considerably fewer derived progenies per cross and consequently the additional genetic gain that can be obtained from selection based on UC will decrease. However, with decreasing genotyping costs and the implementation of genomic selection, selection intensities are likely to increase which will make selection of crosses based on UC more advantageous. Selection gain also depends on the level of variation in the genetic means and standard deviations of crosses. The additional genetic gain of selection based on UC compared to selection based on mean GEBVs was higher for a heritability of 0.6 compared to 0.2, as due to a more precise preselection of high performing parental lines based on GEBVs the variation between the genetic means of the 150 potential crosses was lower, leading to a more favorable ratio of genetic standard deviations (var(σ g )) over means (var(µ)). Without a restriction on parental distance, the 150 potential crosses showed a larger variation in genetic standard deviations and consequently the additional genetic gain of selection based on the UC considerably increased.
Considering as parental lines RILs derived from one cross, Zhong and Jannink (2007) concluded that the impact of the progeny variance of crosses on the superior progeny value decreases rapidly with increasing number of QTL. We simulated 300 QTL to warrant normally distributed genotypic values and did not see a decrease in gain when the number of QTL was increased (results not shown). The reduced selection gain when using VPM compared to PMV as variance estimate in the UC can mainly be explained from a lower predictive correlation, as a correct ranking of the crosses based on their variances is most important (Figure 5 ). However, also an underestimated variance with perfect predictive correlation slightly decreases the genetic gain as less weight is given to the variance part in the UC and selection becomes similar to selecting based on the mean of the crosses alone. An unbiased estimate of the genetic variance is clearly advantageous as it can be directly used for selecting among different crosses based on their UC. Thus, the methods suggested here are clearly superior to variance prediction methods based on phenotypic or genetic distance between parents that can at best rank the variance of different crosses (Lian et al. 2015) .
Other approaches independent of the UC have been proposed to guide mating decisions. Daetwyler et al. (2015) suggested selecting crosses or individuals based on their optimal haploid value, a concept which has been proposed in animal breeding for investigating selection limits (Cole and VanRaden 2011) . Selecting crosses based on their OHV corresponds to summing over the best haploid segments present in both parental lines. In our simulation, selection based on the estimated OHV gave an increase in genetic gain compared to selection based on mean GEBVs for high selection intensities. This is expected as the OHV potentially identifies the best line that can be derived from a cross assuming an infinite number of progeny per cross and an infinite selection intensity. With decreasing selection intensity, the genetic mean of the selected fraction moves away from the optimal value and approaches the mean GEBVs of the parents. Consequently, selection based on mean GEBVs was superior to selection based on OHV when more than 10% of lines per cross were selected. The OHV can be adapted by varying the number of segments in which absence of recombination is assumed. Thus, one might argue that a small number of segments per chromosome should be chosen if selection intensity is low and the focus is on short-term genetic gain (Goiffon et al. 2017) . We observed very similar genetic gain with one segment per chromosome compared to using three segments for estimating the OHV (results not shown). As neither selection intensity nor recombination frequencies directly enter into the OHV, selection based on OHV does not take into account the probability of realizing a specific OHV. To alleviate this shortcoming, Han et al. (2017) suggested the predicted cross value for selection which is defined as the probability that a gamete produced from a cross will only consist of desirable alleles. However, this approach does not differentiate between large and small allelic effects and similarly to other approaches would rely on knowledge or precise estimation of desirable alleles for use in practice. In contrast, selection based on UC and PMV takes into account all available information including LD between loci as well as uncertainty of effect estimates and provided an increase in genetic gain compared to selection based on mean GEBV for the entire range of selection intensities.
We showed that the variance of genotypes from a new cross can be derived analytically from parental genotypes and genetic map information and thus no in silico simulations are needed for predicting the genetic variance of progenies under the formulated assumptions. The theoretical derivation corresponds Variance prediction Figure 4 Additional gain of selecting crosses based on estimated usefulness criterion (UC) and optimal haploid value (OHV). Gain is given as the difference in mean genotypic values of the selected lines from selection based on UC or OHV compared to selecting based on mean GEBV alone, standardized by the true genotypic standard deviation σ g in the training population. Different variance estimates were used to estimate the UC (VPM, variance of posterior means; PMV, posterior mean variance). Gain is given for different fractions of selected lines per cross. Results are shown for preselected crosses based on minimum Rogers' distance between parents of 0.2 and a heritability of 0.2 (A) and 0.6 (B) as well as for crosses not preselected by parental distance and a heritability of 0.2 (C) and 0.6 (D).
Figure 5
Additional gain of selecting crosses based on true usefulness criterion (UC), true optimal haploid value (OHV), or biased UC. For the biased UC either an underestimated variance (σ 2 g = 0.5σ 2 g ) or a variance estimate with predictive correlation of cor(σ 2 g ,σ 2 g ) = 0.5 was considered. Gain is given in comparison to genetic gain when selection was based on mean parental true genotypic values, standardized by the genetic standard deviation of the training population.
to a simulation of an infinite number of progenies per cross and is most precise (see supporting File S1). The simulation of progenies can become computationally intense if the variance of several thousands of crosses needs to be predicted so we consider our approach highly advantageous for application in a breeding program. One limitation of our approach is that for the derivation of the progeny variance, assumptions regarding the expected recombination frequency need to be made. Our results are based on the assumption of known recombination frequencies by assuming the given genetic map as true and absence of interference (Haldane 1919) . In practice, precision of estimated recombination frequencies might vary between species depending on available mapping information and presence of interference. Furthermore, recombination rates might vary among crosses (Bauer et al. 2013) , which might reduce the accuracy of variance prediction and consequently the superiority of the UC. All these limitations equally apply to both, the analytical derivation of progeny variance as well as to in silico progeny simulations. The expected genetic variance depends on the population type derived from a cross. Our results are focused on DH lines derived from the F1 generation of a cross but we give comprehensive formulas also for different generations of RILs and DH lines considering the respective expected frequency of recombinants and different levels of inbreeding of the derived population. The specific formulas quantify if there is a gain in genetic variance of a cross when DH lines are derived from a later generation than F1 (Sleper and Bernardo 2016) without the need of additional time-consuming computations.
We investigated two different methods for predicting the genetic variance of newly generated crosses. Method VPM, the sample variance of the GEBVs, has been used for this and similar purposes by other authors (Bernardo 2014; Mohammadi et al. 2015; Segelke et al. 2014; Tiede et al. 2015; Wittenburg et al. 2016) . As VPM is known to underestimate the true genetic variance as it is based on shrunken marker effect estimates (Cole and VanRaden 2011; Lian et al. 2015) , we investigated its performance for obtaining accurate and precise progeny variance estimates under different training population properties. In our study, VPM largely underestimated the true genetic variance with incomplete LD between markers and QTL (only-marker scenario). Only under ideal scenarios where markers were in perfect LD with the QTL, the training population size largely exceeded the number of markers in the model, and when heritability was high, VPM provided a nearly unbiased estimate. The underestimation of VPM originates from the fact that uncertainty of the marker effect estimates is not taken into account. The posterior mean of the genetic variance calculated from MCMC samples (PMV) takes this uncertainty into account and consequently provided an improved variance estimator. As shown in equation (10), the estimated variance obtained from PMV can be split into the estimated variance obtained from VPM and a part that originates from the marker effect variances. Accordingly, it yielded consistently larger variance estimates than VPM and showed only a slight deviation from the true genetic variance for heritability values above 0.2 in the only-QTL and only-marker scenario. An overestimation was observed for very low heritability, which can be explained by model overfitting and large Monte Carlo errors due to the low signal-to-noise ratio in the training population data. As expected from theoretical considerations, variance estimates obtained from VPM and PMV converged with increasing heritability and training population size and both yielded a predictive correlation of 1 in the more ideal scenarios (only QTL in the model, h 2 = 1, N TP = 600). Zhong and Jannink (2007) made a similar observation and found that a fully Bayesian treatment of the superior progeny value was superior to using an approach based on the posterior means of marker effects (comparable to VPM). It has been shown that for a given number of markers, increasing training population size and heritability increases the accuracy of marker effect estimates (Wimmer et al. 2013) . Accordingly, as variance estimates obtained with VPM and PMV are based on marker effect estimates, they became more accurate with increasing heritability and training population size. In agreement with the results of the predictive correlations, using PMV always led to more genetic gain than using VPM and this superiority increased with decreasing heritability.
In our study we used an MCMC algorithm for obtaining both variance estimates (VPM and PMV). For VPM, MCMC would not have been necessary and variance component estimates could have been obtained with restricted maximum likelihood (REML). For PMV, an estimate for the variance-covariance matrix of the marker effects is needed. A closed form estimate for this variance-covariance matrix can only be derived under an RR-BLUP model with known variance components σ 2 β and σ 2 ε and thus given shrinkage parameter λ = σ 2 ε /σ 2 β , which is then
However, when variance components are unknown, no closed form exists and MCMC can be used to obtain an estimate. Alternatively, estimated variance components (e.g. from REML) might be plugged in to obtain var(β | y TP ) but then the uncertainty of the variance component estimates is not taken into account which might underestimate var(β | y TP ) (Sorensen et al. 2001) . This approach would provide an alternative if one wants to avoid using MCMC to save computing time. As expected, in our simulations this approach was superior considering predictive correlation and bias compared to VPM but inferior compared to PMV (results not shown).
This study is based on simulations because a large number of crosses and a large number of progenies per cross are needed for inference. Such large numbers of unselected progenies are rarely available in experimental breeding programs. Further, true genetic variances are unknown in experimental data and proper estimation requires replicated field trials to take genotype-by-environment interaction effects into account which are typically large in maize (Acosta-Pech et al. 2017). Our results might represent an upper limit for the application of selecting crosses based on UC in practical breeding. Non-additive or multi-allelic QTL effects which might affect the accuracy of variance prediction were not considered. We conjecture that the prediction of progeny variance is affected by non-additive and population-specific effects similar to the prediction of breeding values where accuracies of methods are very similar irrespective if non-additive effects are accounted for or not. In cases where non-additive effects are considered important, the wholegenome regression model to predict the genetic variance could be readily extended to include epistatic (Jiang and Reif 2015) or population-specific effects Lehermeier et al. 2015) . In addition, Bayesian whole-genome regression models including marker-specific shrinkage priors like Bayesian Lasso or BayesB could be used if large QTL effects are assumed to be segregating for the traits under study.
Predictions of the genetic variance are not only of interest for selection of crosses in plant breeding but have also been studied in animal breeding for mating decisions (Bonk et al. 2016; Segelke et al. 2014) . We concentrated here on improving a single trait in a directional selection approach. In general, knowledge of the genetic mean and variance of normally distributed breeding values allows estimating the probability that an offspring exceeds a specific threshold or that it is within a specific range. Instead of increasing the genetic variance for fast selection progress, in specific situations the goal might lie in a large mean combined with a low genetic variance for example in animal breeding to obtain a homogeneous population (Cole and VanRaden 2011; Segelke et al. 2014 ). For such inferences and subsequent mating optimizations, an unbiased and precise variance prediction as can be provided by PMV is important. The genetic variance prediction can also be extended to the prediction of genetic covariances and correlations among multiple traits. To estimate genetic correlations with PMV, genetic sample correlations among breeding values of two traits can be calculated in each post burn in MCMC sample and from those posterior means can be formed. Further, the single-trait whole-genome regression model could be extended to a multi-trait model to profit from genetic correlations for the estimation of marker effects (Jia and Jannink 2012) . We conjecture that a multivariate extension of PMV also provides a superior prediction of genetic correlations between traits compared to VPM which warrants further investigations. Knowledge of the genetic variance of single traits and genetic correlations among multiple traits of future crosses allows breeders to optimize their allocation of resources. Further, by applying formulas for different generations of inbreeding it can be deduced how selection gain changes with additional selfing steps. Here, our work provides a good starting point for the optimization of a genome-based prediction guided breeding program.
Literature Cited
Acosta-Pech, R., J. Crossa, G. de los Campos, S. Teyssèdre, B. Claustres, et al., 2017 Genomic models with genotype × environment interaction for predicting hybrid performance: an application in maize hybrids. Theor. Appl. Genet. 130: 1431.
