Introduction
The objective of large field-scale reservoir simulation is to model multiphase fluid flow processes that occur in giant oil reservoirs with sufficient details to account for reservoir heterogeneity, various reservoir-wellbore configurations, and complex fluid-rock interactions. The simulations often require using over one million grid blocks to accurately capture reservoir heterogeneity and multiphase flow behaviour in the full-field models. In the past, limited computer resources forced engineers to use coarse grid blocks for field-scale studies at the expense of accuracy. Advances in parallel computing technology provide engineers modern tools to solve previously computationally expensive problems at competitive costs.
In this paper, we developed a black-oil reservoir simulator for distributed-memory parallel environment. The serial code of a black-oil model was ported to the CRAY T3E. After pre-parallelization analysis and optimization of the code for a singleprocessor performance (1) , we used a multi-level, domain decomposition algorithm to parallelize the code. Domain decomposition involves dividing the reservoir into several subdomains, with each subdomain assigned to a separate processor element (PE). The message-passing interface (MPI) is used to exchange information between the multiple processors. The use of MPI permits the portability of the reservoir simulator from the massively parallel environments to network of workstations. We validated the code and analysed the performance of the parallel simulator using data from the Society of Petroleum Engineers comparative solution projects. The paper is organized in the following sections. First, we discuss the simulator development. Second, the domain decomposition strategy is presented, and then we discuss the results from three example test problems. These problems were designed to validate the simulator code, and to benchmark performance. The simulations were conducted to compare code performance on the CRAY T3E and the IBM SP2 parallel systems. The purpose of comparative analysis was to evaluate code portability and scalability across parallel machines.
Development and Optimization of Parallel Reservoir Simulation Tool
Our overall objective for this work is to develop a black-oil reservoir simulation tool for distributed memory parallel processors. The problem formulation and code development were patterned after "BOAST-VHS," a black oil simulator developed by Chang et al. (2) for the US Department of Energy. We developed an IMPES (Implicit Pressure Explicit Saturation), three-dimensional simulator that is portable across parallel machines and has the capability to solve large-scale problems efficiently. Our simulator called BOAST-MPI is designed as a tool for training students in the application of parallel reservoir simulation to solve large problems that are prohibitively expensive for a uni-processor environment. In the following we discuss how domain decomposition was implemented, the communication strategy and linear solvers used in the black-oil simulator.
Domain Decomposition Strategy
The physical domain is subdivided into a number of equal subdomains. Each subdomain is assigned to a different processor. In this study, we found that equal-sized subdomains yielded better 
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load balancing among the different processors. Accordingly, the global data array of a variable is partitioned among the processor nodes. However, to handle problems of data dependency whereby data required by one processor belongs to local memory of neighboring processor, we created extra rows or columns of the partitioned data arrays. Thus, to ensure full concurrency, the partitioned data array in each processor is padded with extra rows or columns of data that are needed to localize the computation. With this data partitioning strategy, the processor associated with each subdomain carry out its computations independently. Then, the (padded) overlapped data are communicated (exchanged) between neighboring processors to enforce the boundary conditions at the dividing interfaces. Figure 1 shows the domain decomposition used in this work.
Given the reservoir geometry, one can decompose its physical domain in one or more dimensions. An efficient domain decomposition algorithm is one that incurs the minimum cost of communication. Efficient inter-processor communications involve fewer messages that carry as much contiguous data as possible. In our work, the large amount of data that are overlapped and needed to be exchanged along subdomain interfaces favoured decomposition of the problem in one dimension. In reservoir problems, the number of grids (layers) along the depth is generally small compared to that of the other dimensions. Therefore, the vertical dimension (k-direction) was not considered for parallel implementation. An efficient decomposition will be along the dominant dimension. If the dimensions were of a comparable size, the well locations should play a deciding role in the dimension to decompose. For example, horizontal and slanted wells impose some additional restrictions on the problem. It is recommended that the entire wellbore be contained in a single subdomain, preferably not on the subdomain's boundary. Locating the wellbore across two subdomains means that the computations required to handle variations in the flow field and the wellbore-reservoir interactions are carried out by more than one processor. This may affect the accuracy or even the convergence of the solution due to the interim decoupling imposed by the specified domain decomposition strategy. One may have to relax the equal subdomains preference in favour of ensuring that the whole wellbore is not portioned across subdomains. For the test problems dealt with in this study, we decomposed the reservoir in the j-direction parallel to major axis of the horizontal wells. However, care must be taken for decomposition in either dimension so that the loop indexing would not conflict with Fortran's column-wise memory allocation sequence. Otherwise, the discontinuity in memory access may impact code performance and offset any advantage offered by parallel processing. Figure 1 shows the decomposition in j-direction. Figure 2 shows the overlapping boundary data exchanged between two neighboring processors.
Input-Output Data Requirements and Communication Strategy
We use MPI, a Message Passing Interface standard library, to handle the communications between processors. The large-scale input/output (I/O) data arrays are handled using a preprocessor and postprocessor. The preprocessor reads all input data (except recurrent data). The global arrays of input data are read, partitioned, and then distributed to the specified number of processors using the decomposition strategy discussed in this study. The recurrent data, however, is read in the main code, one line at a time, by a master processor, which simultaneously broadcasts each line of data to all other processors.
Communication is handled by setting-up global and local node numbering (indexing) systems for the nodes in the parallelized dimension. The global index refers to data elements across the global domain, and permits convenient treatment of boundary conditions, well calculations, and post-processing of results for visualization. The local numbering system is local to each processor. This approach simplifies the code parallelization and provides a mechanism for treating the overlapping (shared) nodes at the processor interfaces. If the global pressure array (for example) has the dimension of P(N x , N y , N z ), the partitioned pressure array in all q participating processors is redimensioned as P(N x , 0:N yl + 1, N z ), where N yl = N y /q. The local index in the parallelized dimension starts at j s = 1 and ends at j e = N yl . The padded rows ("ghost data") at the north and south of the subdomain are referenced using the index j s -1 and j e + 1, respectively. The MPI primitive, MPI_Sendrecv, is used to exchange data between neighboring processors using the local numbering.
Linear Iterative Solver
For IMPES formulation, the domain decomposition described above has no significant effect (if any) on the rate of convergence of the outer iteration used to compute the saturations. The formulation essentially involves temporal data dependencies, rather than recursive data dependency. Variables like saturations and physical properties are updated concurrently after exchanging data along the subdomains boundaries, and then transferred into the memory of the current processor.
As in all reservoir simulations, the solver consumes most of the CPU time needed for both calculations and inter-processor communications of the parallel code. We redesigned the iterative solvers in the original serial code to cope with the distributed memory paradigm. The linearized system of equations is given in matrix form as: We use the Strongly Implicit Procedure, SIP, a widely used incomplete factorization, ILU-type method. For SIP, the coefficient matrix A in Equation (1) where e is the correction vector (x k+1 -x k ) and ρ is the residual vector. The solution to the system represented by Equation ( where z is an intermediate vector. All of these steps, LU factorization, forward substitution, and backward substitution, contain recursive operations that hinder any straightforward parallelization of the code. The parallelization of such recursive methods like SIP in a distributed memory environment requires distribution of the grid normal to the index planes, and it demands significantly complicated computations for the flux integrals and numerous point-to-point (fine grid) communications. Also, the performance will be limited to that of pipelining, in which excessive CPU time is wasted as many processors are idle, waiting for data that is yet to be updated on a neighboring processor.
In distributed-memory parallelism, memory management requires efficient use of local memory that can be allocated to a single processor. Therefore, pipelining computations in ILU-type methods complicate coding and impose high computational overhead, due to the indirect indexing which limits contiguous memory access. In this study, we endeavor to fully distribute (privatize) the array of data and to keep the data arrays from being replicated on many processors (except those at the overlapped interfaces).
The domain decomposition described in the previous section results in the global matrix being split into a system of submatrices. The off diagonal submatrices (not A ii ) represent the coupling (data dependency) along the i th subdomain. The strong coupling between data residing at the interfaces can be relaxed by explicitly using data available from previous iterations. Diagonal submatrices (A ii ) are factorized into L and U matrices. The iterative scheme on the i th th subdomain is then (3) The iterations start with x (0) obtained from the previous outer iteration or from the previous time step. Upon the completion of one inner iteration on all processors, the updated variable x (1) is then exchanged across subdomain boundaries, and this step is repeated until convergence.
The dependency between subdomains at the global domain level resembles that of Jacobi-iteration type, while it is recursive within the subdomain itself. It is expected that such approximation (decoupling) will have a profound effect on the convergence rate. This effect is addressed in the next section.
Example Problems
In this section, we present the numerical results to evaluate the performance and efficiency of the parallel reservoir simulator. We used an eight-well model containing four horizontal producers and four injectors. The model is a scaled-up version of a case study presented by Ref. 2 . The rock and fluid data are taken from First SPE Comparative Solutions project (4) . Three example problems are presented.
The mesh size used for Example Problem 1 is 90 × 160 × 2 (Nx × Ny × Nz). Example Problem 2 contains 86,400 grid blocks (90 × 320 × 3) and Problem 3 has 345,000 (180 × 640 × 3) blocks. Example Problem 3 has the static address space that closely fills the maximum memory size of 32 Megawords provided by the target platform, Cray T3E. The Cray T3E at the Arctic Region Supercomputing Centre has 272 processors; each processor has 450-MHZ CPU and 256 MB (32 Megawords) of local memory. To better manage the memory allocations, most output data are handled concurrently by each processor, and then gathered (assembled) by a postprocessor. Global outputs like accumulated production and average pressures are collected and printed via the master processor in the main code. We evaluated the performance and efficiency of the parallel code by making simulation runs on different processors, and measuring the elapsed time and the speedup based on the best serial run.
Results
The parallel processing performance is best expressed in term of speedup and parallelism efficiency. The speedup is the ratio between the time required to complete a uniprocessor run and that required to complete the same size run on N processors. Note that the uniprocessor run is considered instead of the actual serial code run. The speedup as defined here better reflects the inter-processor communication or parallelism overhead. However, for all test cases, the difference between the wall clock time required for running the actual serial code and that required by the parallelized code running on one processor is small. In addition, the code performance can be expressed by the parallelism efficiency, defined as the ratio of the speedup attained over the number of running processors, N. An important aspect of performance analysis is the study of how the algorithm performance varies with parameters such as problem size, processor count, and message startup cost. In particular, we may evaluate the scalability of a parallel algorithm; that is, how effectively it can use an increased number of processors. One approach to quantifying scalability is to determine how execution time, T, and efficiency, E, vary with increasing processor count, P, for a fixed problem size and machine parameters.
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Example Problems 1 and 2
The wall clock times for the sequential and parallel runs for Example Problems 1 and 2 are listed in Table 1 . In addition to the SIP method, we evaluated the performance of LSOR and GaussSeidel (GS) iterative linear solvers. The results of code performance and speedup are shown in Figure 3 and Figure 4 . The results indicate superior performance and demonstrate the highest possible scalability (how effectively the increased number of processors is used) for up to 10 processors (PEs). For more than 10 PEs, the speedup scales reasonably well up to 20 processors. After that, the speedup gradually flattens, with no significant improvement. We even observed slight performance degradation when we used 32 or more processors. This slight degradation in performance for 32-PE runs can be attributed to the rapid increase in the communication-to-computation ratio, as well as to the repeated computations for the overlapping data. If the communication-to-computation ratio, is analysed using the ratio of the grid size of the communicated data to that of the subdomain, we found the communication overhead increases from 10% for 16 PEs up to 50% for 80 PEs (See Example Problem 2 in Table 1 ).
It is significant to note that the parallel SIP shows good scalability even for a large number of processors, considering the small sizes of test cases used in Example Problems 1 and 2. The results show that SIP gives more consistent speedup and performance efficiency than the GS and LSOR methods. An anomaly in speedup is observed for the 64-processor runs using the LSOR, and for ten processors in GS cases when the horizontal wells occupy the boundary grids of a subdomain.
Example Problem 3
We designed Example Problem 3 to use the maximum memory size (256 MB) available from a single processor of the Cray T3E machine. However, large-scale field problems would require memory space larger than the 256 MB available per processor. Such large-scale problems can be solved by adding another dimension of domain decomposition, and/or by simply specifying a minimum number of processors to compile and run the parallel code on the target T3E environment. For example, large problems can be designed to take advantage of the 69.6 Gigabytes of globally addressable memory available on the Cray T3E machine used in this work.
We also ran Example Problem 3 on the IBM SP2 system, where this memory restriction is less important. The IBM SP2 system contains 1,152 processors and 512 Gigabytes of main memory, arranged as 144 symmetric multiprocessing (SMP) compute nodes. Each node has 4 GB memory shared among its eight 222-MHz Power3 processors. The nodes are connected via a proprietary high speed (115 Mbytes/second transfer rate), bi-directional communications network. Table 2 shows the wall clock times for simulations conducted using both the CRAY T3E and IBM SP2 systems. Figure 5 shows the speedup achieved from these parallel systems relative to the best serial run. The results from this test problem indicate impressive scalability for up to 20 processors. The performance of the simulator on the SP2 system is more impressive. It shows superior scalability for runs conducted with up to 64 processors of the SP2, as compared to marginal gains in speedup from using a large
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number of processors on the Cray T3E. The higher performance achieved on the SP2 system for this test problem can be attributed to the lower costs of communication overhead in the SP2 vs. T3E.
As was discussed earlier, a major concern when applying the domain decomposition and distributed-memory based parallelism on ILU-type iterative solvers is deteriorating convergence rates as we use more processors. This concern stems from the fact that forcing parallelism by neglecting the coupling of unknowns residing on the neighboring processors restricts the performance of iterative processes on the subdomain level to that of block Jacobi preconditioning. Surprisingly, the simulation results for all of the test problems used in this study show satisfactory scalability, even for large number of PEs. Figure 6 shows the parallelism efficiency on different numbers of processors. Parallelism efficiency is defined as the speedup obtained per processor; it is a measure of iterative solver effectiveness. We observed excellent parallel efficiency for the SIP up to 32 processors. The effectiveness of the SIP with domain decomposition can be attributed to its ability to reduce the error rapidly in the very early iterations (3) .
Remarks on Location of Wellbore
For all test cases considered, the wellbore is contained within a single subdomain. This was done to minimize the computational overhead required by the interim decoupling of the flow problem and distributing the computations to more than one processor. A rigorous testing for cases that necessitate distributing the wellbore across subdomains is recommended for further study.
Conclusions
A parallel IMPES type reservoir simulator is developed in this work. We report the experience gained from the using distributedmemory parallelism and multi-level domain decomposition to develop the black oil simulation tool. The MPI standard library is used to initiate communication between processors. The use of the MPI and architecture-independent libraries ensures portability of the code from the massively parallel Cray T3E system to heterogeneous clusters of workstations. Using an SIP, ILU-type iterative solver, and domain decomposition yielded good speedup that scales very well for up to 32 processors on the Cray T3E for the test problem studied in this work. High parallel efficiency and good scalability are achieved for simulation runs conducted on an IBM SP2 system for up to 64 processors. The IBM SP2 system offered more efficient memory management and lower communication costs. 
