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ON THE LOCALIZATION OF THE ROOTS FOR KAC
POLYNOMIALS
BARRERA, GERARDO AND MANRIQUE, PAULO
Abstract. In this paper, it is considered a Kac polynomial
Wn(z) =
n−1∑
k=0
ξkz
k
,
where the coefficients ξ0, . . . , ξn−1 are independent and identically dis-
tributed non–degenerated real random variables. It is known that the
roots of a Kac polynomial concentrate near the unit circle as n → ∞
if and only if E [log (1 + |ξ0|)] < ∞. However, under the assumption of
the finiteness of the second moment on the random coefficients, we show
that the roots of a Kac polynomial do not touch the unit circle with high
probability. In fact, it is showed that it is expected that almost all roots
of Wn are in two annulus near to the unit circle. In particular, there
is an annulus of width O
(
n−2 (log n)−3
)
around the unit circle which is
free of zeros with high probability. Out proof and estimates are based
in the so–called small probability inequalities, where the principal issue
is to analyze the arithmetic properties of certain type of trigonometric
sequences.
1. Introduction
Let ξ0, . . . , ξn−1 be independent and identically (iid for short) non–degene-
rated real random variables. From them, a Kac polynomial is defined as
Wn(z) =
n−1∑
j=0
ξjz
j.
The study of a Kac polynomial goes back at least as far as the early 1930s.
But the topic has been widely worked for a long time [2, 3, 5, 8, 9, 13, 14, 12].
In particular, the localization of roots of a Kac polynomial has been stud-
ied by many authors. Shparo and Shur [18] showed that under some general
conditions the roots of a Kac polynomial concentrate near to the unit circle
as n→∞ with asymptotically uniform distribution of the argument.
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Before we continue, we introduce some useful notation. The number of
roots ofWn+1 in {z ∈ C : a ≤ |z| ≤ b} is denoted by Rn(a, b) and the number
of roots in {z ∈ C : α ≤ arg(z) ≤ β} by Sn(α, β).
Ibragimov and Zaporozhets in [7] showed that
P
(
1
n
Rn (1− δ, 1 + δ) −→
n→∞
1
)
= 1
holds for any δ ∈ (0, 1) if and only if
E [log (1 + |ξ0|)] <∞.
Also, they proved that for any α, β ∈ (−pi, pi)
P
(
1
n
Sn (α, β) −→
n→∞
β − α
2pi
)
= 1
holds for any distribution of ξ0.
Shepp and Vanderbei [17] considered standard Gaussian coefficients and
proved that
1
n
E
[
Rn
(
e−δ/n, eδ/n
)]
→ 1 + e
−2δ
1− e−2δ −
1
δ
as n → ∞ for any δ > 0. Later, Ibragimov and Zeitouni [8] extended this
result to the case iid coefficients whose common distribution belongs to the
domain of attraction of an α–stable law,
(1)
1
n
E
[
Rn
(
e−δ/n, eδ/n
)]
→ 1 + e
−αδ
1− e−αδ −
2
αδ
as n→∞ for any δ > 0. Note 1+e−αδ
1−e−αδ
− 2αδ < 1 for all δ, α > 0. If α→ 0, it
is followed
1 + e−αδ
1− e−αδ −
2
αδ
→ 0,
then (1) becomes
1
n
E
[
Rn
(
e−δ/n, eδ/n
)]
→ 0, n→∞.
In fact, Go¨tze and Zaporozhets [6] showed that if |ξ0| has a slowly varying
tail, then for any δ > 0
(2) P
(
Rn
(
e−δ/n, eδ/n
)
= 0
)
→ 1, n→∞,
i.e., the roots of a Kac polynomial with iid random coefficients such that |ξ0|
has a slowly varying tail touch the unit circle has almost zero probability.
Remember that E [X] =
∑
i≥1 P (X > i) for a positive integer random
variable X. When Wn+1 has iid coefficients whose common distribution
belongs to the domain of attraction of an α–stable law, we follow from
(1) that for δ > 0, Wn+1 has at least one root in the annulus Rδ,n :=
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z ∈ C : e−δ/n ≤ |z| ≤ eδ/n} with positive probability for all larger n and
also
P
(
Rn
(
e−δ/n, eδ/n
)
= n
)
≤ 1 + e
−αδ
1− e−αδ −
2
αδ
+ o(1).
So, our question is to determine if there exists an annulus inside of Rδ,n
such that Wn+1 has a root or not. This question was considered by Shepp
and Vanderbei [17], they conjectured that with high probability the nearest
root of Wn to the unit circle is at a distance of O
(
n−2
)
. Latter, Konyagin
and Schlag [11] showed that the conjecture is true when the coefficients have
standard Gaussian or Rademacher distribution. Additionally, Konyagin and
Schlag [11] proved that a trigonometric random polynomial
Gn(x) :=
n−1∑
j=0
ξje
ijx
whose coefficients are independent standard Gaussian satisfies
lim
n→∞
P
(
min
x∈T
|Gn(x)| < n−1/2 (log n)−γ
)
= 0,
where T = R/2piZ and γ > 1/2. Karapetyan [10] mentioned that it is
possible to extend the above result under hypothesis finite third moment on
the random coefficients, but his proof is incomplete. Latter, Barrera and
Manrique [1] extended and improved this result for iid random coefficients
with the moment generating function. They showed that for any t ≥ 1 fixed
P
(
min
z∈C : ||z|−1|<tn−2(logn)−1/2−γ
|Gn(z)| ≤ tn−1/2(log n)−γ
)
= O
(
(log n)−γ+1/2
)
,
where γ > 1/2.
Using similar ideas from Barrera and Manrique [1], it is possible to find
an annulus where theWn does not have roots with high probability when ξ0
has finite second moments. But also, we are able to give a lower bound for
the minimum value of Wn in this annulus. It is remarkable that this kind of
problem has been considered in the context of speech technology and signal
processing applications [4], where the efficiency in some algorithms become
poor when the roots of Kac polynomials are close to the unite circle. By
Theorem (2.1), we have
E
[
Rn
(
1− 1
2n2 (log n)3
, 1 +
1
2n2 (log n)3
)]
→ 0, n→∞,
which means that it is expected that in the following two annuli
R1 =
{
z ∈ C : e−δ/n ≤ |z| ≤ 1− 1
2n2 (log n)3
}
,
R2 =
{
z ∈ C : 1 + 1
2n2 (log n)3
≤ |z| ≤ eδ/n
}
,
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we can find almost all the roots of Wn when δ is large and ξ0 has finite
second moment.
This paper is organized as follows. In Section 2, we state the main result
and in Section 3 its proof is provided.
2. Main Result
It is known that Wn has iid. real or complex, the condition
E [log (1 + |ξ0|)] <∞
is necessary and sufficient for the roots to asymptotically concentrate near
the unit circumference. But in the case that |ξ0| has a slowly varying tail, we
have for δ > 0, Rn
(
e−δ/n, eδ/n
)
= 0 happens with probability approaching
to 1 as n→∞. If ξ0 is a real random variable having finite second moment,
it is also possible to find an annulus which is free of roots of Wn.
In the following we will use the next notation. Let fn, gn ∈ R be two
sequences. We write fn = O(gn) if there exists positive n0, C ∈ R such that
for all n ≥ n0 we have fn ≤ Cgn. We write fn = o (gn) if for every ε > 0
there exists n0 such that for all n ≥ n0 we have fn ≤ εgn. Then, the main
result of this work is established as follows.
Theorem 2.1. Let {ξj : j ∈ N0} be a sequence of real independent and iden-
tically distributed no–degenerate real random variables such that
(3) sup
u∈R
P (|ξ0 − u| ≤ γ) ≤ 1− q and P (|ξ0| > M) ≤ q/2
for some M > 0, γ > 0 and q ∈ (0, 1). If E [ξ0] = 0 and E
[
ξ20
]
< ∞, then
for all fixed t ≥ 1
P
(
min
z∈C:||z|−1|<tn−2(logn)−3
|Wn(z)| < tn−1/2 (log n)−2
)
= O
(
1
log n
)
.
Remark 2.2. All bounded random variables satisfy the conditions in Theo-
rem 2.1, in particular the Rademacher distribution which corresponds to the
uniform distribution on {−1, 1}.
The strategy used to prove Theorem (2.1) is the following. First, we
discretize the event
(4)
{
min
z∈C:||z|−1|<tn−2(logn)−3
|Wn(z)| < tn−1/2 (log n)−2
}
to events of the form
(5) {|Wn (exp (i2pixα))| ≤ gn} ,
with xα =
α
Nn
, α = 0, . . . , Nn−1 where Nn and gn are appropriate functions
of n. Second, the following sequence is analyzed
{exp (i2pixα) : j = 0, . . . , n− 1}
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with the intention of using the so-called small–ball inequalities in order to
show that the probability of (5) is negligible.
To write the event (4) as the union of events of the form (5) the Tay-
lor Theorem is used in order to approximate Wn in a small ball centered
at exp (i2pixα). But to do this, we need to handle the maximum value
of the derivative of Wn over the unit circle, which is denoted by ||W ′n||∞.
This is possible by using some version of the Salem–Zygmund inequality.
If ξ0, . . . , ξn−1 are iid sub–Gaussian random variables, Salem–Zymgund in-
equality says
(6) P
(
||Wn||∞ > Cpn1/2 (log n)1/2
)
= O
(
1
n2
)
,
for some appropriate positive constant Cp. In [1] was showed that (6) holds
for iid random variables with moment generating function. But the ver-
sion that we will use here is established in expectation. Assuming that
ξ0, ξ1, . . . , ξn−1 are iid with finite second moment, from Corollary 2 in [19]
we get
E [||Wn||∞] ≤ Cen1/2 (log n)1/2 ,
for some positive Ce which depends on E
[
ξ20
]
. In this point, the principal
obstacle to extend Theorem 2.1 to another type of random coefficients is
precisely to show that the Salem–Zygmund inequality holds in probability
or expectation for random variables without finite second moment.
On the other hand, we use small–ball inequalities to show
P (|Wn (exp (i2pixα))| ≤ gn)→ 0 n→∞.
This kind of inequalities permits us to consider more general random coeffi-
cients and give a new proof of the Rademacher case which can be found in
[11].
Thanks to small–ball inequalities, we only need to analyze the least com-
mon denominator (LCD) of the matrix
V :=
[
1 cos (2pixα) . . . cos ((n− 1)2pixα)
0 sin (2pixα) . . . sin ((n− 1)2pixα) ,
]
which is defined as
D(V ) := inf
{
||Θ||2 : Θ ∈ R2,dist
(
V TΘ, Zn
)
< L
√
log+
||V TΘ||2
L
}
for a fix L > 0 and where ||·||2 denotes the Euclidean norm, dist (v, Zn) is the
distance from the vector v ∈ Rn to the set Zn and log+ x = max {log x, 0}.
For more details see Section 7 of [16]. To see this, take X = [ξ0, . . . , ξn−1]
T
and note
P (||V X||2 ≤ gn) = P (|Wn (exp (i2pixα))| ≤ gn) .
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If the determinant of V V T is positive, det
(
V V T
)
> 0, we have for any
positive number a and t ≥ 0 that Theorem 7.5 in [16] says
P (‖aV X‖2 ≤ t) ≤ C
2L2
2a2(det(V V T ))1/2
(
t+
1
D(aV )
)2
,(7)
where L ≥
√
2/q and the constant C only depends on M , γ, q.
Observe that D(aV ) ≥ (1/a)D(V ). Indeed, if Θ′ = aΘ where Θ ∈ R2 is
a non–zero vector such that dist
(
V TΘ′
)
< L
√
log+
||V TΘ′||2
L . Then D(V ) ≤
||Θ′||2 = a ||Θ||2 or equivalently (1/a)D (V ) ≤ ||Θ||2. On the other hand,
from definition of D (aV ) we get (1/a)D(V ) ≤ D(aV ).
Recall the well known inequality (x + y)2 ≤ 2x2 + 2y2 for any x, y ∈ R
and (1/a)D(V ) ≤ D(aV ), we get
P (‖aV X‖2 ≤ t) ≤ 2C
2L2t2
a2 (det (V V T ))1/2
+
2C2L2
a2 (det (V V T ))1/2 (D(aV ))2
≤ 2C
2L2t2
a2 (det (V V T ))1/2
+
2C2L2
(det (V V T ))1/2 (D(V ))2
.(8)
Remembering that xα =
α
Nn
, using the greatest common divisor between
α and Nn, gcd (α,Nn), it is possible to distinguish some useful properties
of V . In particular, we are able to obtain a nice lower pair of bound-
aries for det
(
V TV
)
and dist
(
V TΘ,Zn
)
, which we will permit to show
P (||V X||2 ≤ gn)→ 0 as n→∞.
3. Proof
Recall that
Wn(z) =
n−1∑
j=0
ξjz
j for z ∈ C
is a complex polynomial, where {ξj : j = 0, . . . , n − 1} are iid. real random
variables with finite second moment. The main goal of this section is to
show that the probability P (Mn) tends to zero when n increases, where the
event Mn is defined as follows:
(9) Mn :=
{
min
z∈C:||z|−1|<tn−2(logn)−3
|Wn(z)| < tn−1/2 (log n)−2
}
,
where t ≥ 1 is any fixed constant.
Define the trigonometric random polynomial Tn(x) :=
∑n−1
j=0 ξje
ijx with
x ∈ R and denote by T ′n its derivative with respect to x. To do the notation
shorther, we denote by Gn the following event:
Gn :=
{∣∣∣∣T ′n∣∣∣∣∞ ≤ C0n3/2 log n, max
z∈C:||z|−1|<2tn−11/10
|Wn(z)| ≤ n3/2
}
,
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where C0 is a positive constant that we will precise later. We also denote
by P (A,B) the probability P (A ∩B) for any two events A and B. Notice
that
P (Mn) ≤ P (Mn,Gn) + P
(∣∣∣∣T ′n∣∣∣∣∞ > C0n3/2 log n
)
+ P
(
max
z∈C:||z|−1|<2tn−11/10
|Wn(z)| > n3/2
)
.
Using the Markov inequality, we get
P
(
max
z∈C:||z|−1|<2tn−11/10
|Wn(z)| > n3/2
)
≤ P

n−1∑
j=0
|ξj|
(
1 +
2t
n1+1/10
)j
> n3/2


≤
E
[∑n−1
j=0 |ξj|
(
1 + 2t
n1+1/10
)j]
n3/2
≤ e
2tnE [|ξ0|]
n3/2
=
e2tE [|ξ0|]
n1/2
.
Notice that the Bernstein (Theorem 14.1.1 in [15]) inequality allows to de-
duce that
P
(∣∣∣∣T ′n∣∣∣∣∞ > C0n3/2 log n) ≤ P(||Tn||∞ > C0n1/2 log n) .
Under the assumption E
[
ξ20
]
< +∞, we can apply Corollary 2 of [19] which
together with the Markov inequality implies
P
(
||Tn||∞ > C0n1/2 log n
)
≤ E [||Tn||∞]
C0n1/2 log n
≤ C(E
[
ξ20
]
)1/2n1/2 (log n)1/2
C0n1/2 log n
=
C(E
[
ξ20
]
)1/2
C0 (log n)
1/2
,
where C is a universal positive constant.
Recall that for any x ∈ R, ⌊x⌋ denotes the greatest integer less than or
equal to x. Let N :=
⌊
n2 (log n)3
⌋
and xα := α/N for α = 0, 1, . . . , N − 1.
For a ∈ C and s > 0, denote by B (a, s) the closed ball with center a and
radius s, i.e., B (a, s) = {z ∈ C : |z − a| ≤ s}. Define M′n as follows:
M′n :=
{
z ∈ C : ||z| − 1| < tn−2 (log n)−3 , n−11/10 < |arg(z)| < pi − n−11/10
}
,
and since t ≥ 1, notice that
(10) M′n ⊂
N−1⋃
α=0
α : n−11/10<|2pixα|<pi−n−11/10
B
(
ei2pixα , 2tn−2 (log n)−3
)
.
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Then
P (Mn,Gn) ≤ P
(
Gn, min
z∈B(1+0i,2tn−11/10)
|Wn(z)| < tn−1/2 (log n)−2
)
+ P
(
Gn, min
z∈B(−1+0i,2tn−11/10)
|Wn(z)| < tn−1/2 (log n)−2
)
+
N−1∑
α=0
α : n−11/10<|2pixα|<pi−n−11/10
P (Gn,Bα) ,
where
Bα :=
{
min
z∈B(ei2pixα ,2tn−2(logn)−3)
|Wn(z)| < tn−1/2 (log n)−2
}
.
In the following we will use the Taylor Theorem repeatedly in order to
reduce P (Gn,Bα) to a question of the probability of how small a sum of iid.
random variables can be.
For z ∈ B (1 + 0i, 2tn−11/10), from the Taylor Theorem we obtain
|Wn(z) −Wn(1)| ≤ |z − 1|
∣∣W ′n(1)∣∣+ |R2(z)| ,
where R2(z) is the error of the Taylor approximation of order 2. On Gn, we
have
|R2(z)| ≤
(
2tn−1−1/10
)2
1− o(1) maxz∈B(1+0i,2tn−11/10)
|Wn(z)|
≤ 4t
2n−2−1/5n3/2
1− o(1) =
4t2n−1/2−1/5
1− o(1) ,
where o(1) = 2tn−1−1/10. From the above inequality, and assuming that Gn
holds, we deduce
|Wn(z)−Wn(1)| ≤ 2tn−1−1/10
∣∣W ′n(1)∣∣ + 4t2n−1/2−1/51− o(1)
≤ 2tn−1−1/10
∣∣∣∣T ′n∣∣∣∣∞ + 4t2n−1/2−1/51− o(1)
≤ 2C0tn1/2−1/10 log n+ 4t
2n−1/2−1/5
1− o(1) .
Hence,
P
(
Gn, min
z∈B(1+0i,2tn−11/10)
|Wn(z)| < tn−1/2 (log n)−2
)
≤
P
(
|Wn(1)| ≤ 2C2tn1/2−1/10 log n
)
,
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where 2C2 = 2C0+4t+1. Since Wn(1) =
∑n−1
j=0 ξj, using Proposition 5 and
Corollary 7.6 in [16], for L ≥
√
1/q we obtain
P
(
|Wn(1)| ≤ 2C2tn1/2−1/10 log n
)
≤ C3L||a||
(
2C2t+
1
D(a)
)
,
where C3 is a positive constant and D(a) is the least common denominator
of
a =
(
n1/2−1/10 log n
)−1
(1, . . . , 1) ∈ Rn.
From Proposition 7.4 in [16] we have D(a) ≥ 12n1/2−1/10 log n. Then
P
(
|Wn(1)| ≤ 2C2tn1/2−1/10 log n
)
≤ C3L log n
n1/10
(
2C2t+
2
n1/2−1/10 log n
)
≤ (2C2t+ 2)C3L log n
n1/10
.
Notice that if z ∈ B (−1 + 0i, 2tn−11/10) and Gn holds, then the Taylor
Theorem implies
|Wn(z)−Wn(−1)| ≤ |z + 1|
∣∣W ′n(−1)∣∣ + |R2(z)|
≤ 2tn−1−1/10
∣∣∣∣T ′n∣∣∣∣∞ + 4t2n−1/2−1/51− o(1)
≤ (2tC0 + 4t2)n1/2−1/10 log n.
Therefore
P
(
Gn, min
z∈B(−1+0i,2tn−11/10)
|Wn(z)| < tn−1/2 (log n)−2
)
≤
P
(
|Wn(−1)| ≤ 2C2tn1/2−1/10 log n
)
.
Now, we will analyze Wn(−1) =
∑n−1
j=0 (−1)j ξj. Again taking L ≥
√
1/q
and applying Corollary 7.6 in [16] we deduce
P
(
|Wn(−1)| ≤ 2C2tn1/2−1/10 log n
)
≤ C3L||b||
(
2C2t+
1
D(b)
)
,
where C3 is a positive constant and D(b) is the least common denominator
of
b =
(
n1/2−1/10 log n
)−1 (
1,−1, 1, . . . , (−1)n−1) ∈ Rn.
From Proposition 7.4 in [16] we get D(b) ≥ 12n1/2−1/10 log n. Then
P
(
|Wn(−1)| ≤ 2C2tn1/2−1/10 log n
)
≤ C3L log n
n1/10
(
2C2t+
2
n1/2−1/10 log n
)
≤ (2C2t+ 2)C3L log n
n1/10
.
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Now, if z ∈ B
(
ei2pixα , 2tn−2 (log n)−3
)
and Gn holds, then from the Taylor
Theorem we get∣∣Wn(z)−Wn (ei2pixα)∣∣ ≤ ∣∣z − ei2pixα∣∣ ∣∣W ′n (ei2pixα)∣∣+ |R2(z)|
≤ 2tn−2 (log n)−3
∣∣W ′n (ei2pixα)∣∣+ 4t2n−5/2 (log n)−61− o(1)
≤ (2tC0 + 4t2)n−1/2 (log n)−2 .
where o(1) = 2tn−2 (log n)−3. Thus,
P (Gn,Bα) ≤ P
(∣∣Wn (ei2pixα)∣∣ ≤ 2tC2n−1/2 (log n)−2) .
In order to show that P (Gn,Bα) is negligible as n increases, we rewrite
the sum Wn
(
ei2pixα
)
as the product of a matrix by a vector, and then we
analyze the least common denominator of the corresponding matrix.
Define the 2× n matrix Vα as follows
Vα :=
[
1 cos (2pixα) . . . cos ((n− 1)2pixα)
0 sin (2pixα) . . . sin ((n− 1)2pixα)
]
and take X = [ξ0, . . . , ξn−1]
T ∈ Rn. Notice that
VαX =

n−1∑
j=0
ξj cos (j2pixα) ,
n−1∑
j=0
ξj sin (j2pixα)


T
∈ R2
which implies
||VαX||2 =
∣∣∣∣∣∣
n−1∑
j=0
ξje
ij2pixα
∣∣∣∣∣∣ =
∣∣Wn (ei2pixα)∣∣ .
Let Θ = r [cos (θ) , sin (θ)]T ∈ R2, where r > 0 and θ ∈ [0, 2pi). For fixed
r, θ, we have
V Tα Θ = r [cos (−θ) , cos (2pixα − θ) , . . . , cos (2(n− 1)pixα − θ)]T ∈ Rn.
We also point out that
∣∣∣∣V Tα Θ∣∣∣∣2 ≤ r√n. On the other hand, we observe
that
det
(
VαV
T
α
)
= det

 ∑n−1j=0 cos2 (j2pixα) 12∑n−1j=0 sin (2 · j2pixα)
1
2
∑n−1
j=0 sin (2 · j2pixα)
∑n−1
j=0 sin
2 (j2pixα)

 .
From the above observations, we will use the notion of least common de-
nominator for high dimensions in order to obtain an accurate upper bound
for P (Gn,Bα).
Recall we are on the condition n−11/10 < |2pixα| < pi − n−11/10. In order
to show that P (Gn,Bα) is negligible, we distinguish three cases.
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3.1. Case 1. Assume that gcd (α,N) ≥ n1+1/10 (log n)−1/2. Recall that
N =
⌊
n2 (log n)3
⌋
, then
N
gcd (α,N)
≤ n
2 (log n)3
n1+1/10 (log n)−1/2
= n1−1/10 (log n)7/2 .
Notice that 2pixα also satisfies n
−1 < |2pixα| < pi−n−1 for all large n. From
Lemma 3.2 part 1 in [11], there exist positive constants c4, C4 such that
(11) c4n
2 ≤ det (VαV Tα ) ≤ C4n2.
By the expression (14) in Appendix A, we get that the number of indices α
that satisfies the condition gcd (α,N) ≥ n1+1/10 (log n)−1/2 is at most
N1+o(1)
n1+1/10 (log n)−1/2
≤ n
2+o(1) (log n)7/2+o(1)
n1+1/10
= n1−1/10+o(1) (log n)7/2+o(1) .
From Proposition 7.4 in [16], the least common denominator of Vα satisfies
D (Vα) ≥ 1/2. Thus, using the inequalities (8) and (11) we deduce that
N−1∑
α=0
α : gcd(α,N) ≥ n1+1/10(logn)−1/2
P
(∣∣Wn (ei2pixα)∣∣ ≤ 2tC2n−1/2 (log n)−2)
≤ n1−1/10+o(1) (log n)7/2+o(1)

 2C2L2 (2tC2)2
(c4n2)
1/2
(
n1/2 (log n)2
)2 + 2C2L21
4 (c4n
2)1/2


=
4C2C22L
2t2
c
1/2
4 n
1+1/10−o(1) (log n)1/2−o(1)
+
8C2L2 (log n)7/2+o(1)
c
1/2
4 n
1/10−o(1)
.
3.2. Case 2. Assume that n
1+1/10
(logn)1/2
≥ gcd (α,N) ≥ n (log n)3. Also, remind
that N =
⌊
n2 (log n)3
⌋
. Then
n ≥ N
gcd (α,N)
≥ n1−1/10 (log n)7/2 − o(1),
where o(1) = (logn)
1/2
n1+1/10
. Notice that 2pixα satisfies n
−1 ≤ |2pixα| ≤ pi − n−1.
From Lemma 3.2 part 1 in [11] there exist positive constants c4, C4 such
that
(12) c4n
2 ≤ det (VαV Tα ) ≤ C4n2.
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Note xα =
α
N =
α′
N ′ , where α = α
′ gcd (α,N) and N = N ′ gcd (α,N).
Observe that gcd (α′, N ′) = 1. Since N ′ ≤ n, for any θ we have{
exp
(
i
(
j2pi
α′
N ′
− θ
))
: j = 0, . . . , N ′ − 1
}
={
exp
(
i
(
j2pi
1
N ′
− θ
))
: j = 0, . . . , N ′ − 1
}
.
From the last observation, we can suppose that xα = 1/N ′. Since
V Tα Θ = r [cos (−θ) , cos (2pixα − θ) , . . . , cos (2(n− 1)pixα − θ)]T ∈ Rn,
without loss of generality, we can assume ris a positive integer. If r ≤
1
2·6(2pixα)
, from the expression (17) in Appendix A, we would obtain
1
24
· 1
2pi
n1−1/10 (log n)7/2 − o (1) ≤ 1
24
· 1
2pixα
≤ dist (V Tα Θ,Zn)
≤ L
√
log+
||V Tα Θ||2
L
≤ L
√
log+
rn1/2
L
≤ L
√
log+
n3/2
L
,
which is a contradiction since L ≥
√
2/q is fixed. Consequently, we should
have r > 112(2pixα) which implies
D (Vα) >
1
12
· 1
2pi
n1−1/10 (log n)7/2 − o (1) .
Thus, using the inequalities (8) and (12) we deduce that
N−1∑
α=0
α : n
1+1/10
(log n)1/2
≥ gcd(α,N) ≥ n(logn)3
P
(∣∣Wn (ei2pixα)∣∣ ≤ 2tC2n−1/2 (log n)−2)
≤ n2 (log n)3

 2C2L2 (2tC2)2
(c4n2)
1/2
(
n1/2 (log n)2
)2


+ n2 (log n)3

 2C2L2
(c4n2)
1/2
(
1
12 · 12pi · n1−1/10 (log n)7/2 − o (1)
)2


≤ 2C
2L2 (2tC2)
2
log n
+
2C2L2
c
1/2
4
(
1
12 · 12pi
)2
n1−1/5 (log n)4 (1− o (1))2
.
3.3. Case 3. Assume that n (log n)3 ≥ gcd (α,N) ≥ n9/10 (log n)3. Since
that N =
⌊
n2 (log n)3
⌋
, then
n11/10 ≥ N
gcd (α,N)
≥ n− o (1) ,
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where o (1) = 1
n2(logn)3
. Observe that 2pixα satisfies
n−11/10 ≤ |2pixα| ≤ (n− o (1))−1
or
pi − (n− o (1))−1 ≤ |2pixα| ≤ pi − n−11/10.
From Lemma 3.2 part 2 in [11], there exist positive constants c4, C4 such
that
(13) c4n
2−1/5 ≤ det (VαV Tα ) ≤ C4n2.
On the other hand, the number of indexes α which satisfy the condition over
gcd (α,N) is at most
4N
(
1
n− o (1) −
1
n1+1/10
)
≤ 4n (log n)3
(
1
1− o (1) −
1
n1/10
)
.
Now, we need to analyze the least common denominator of Vα for this case.
In particular, we will find an appropriate lower bound for the distance from
V Tα Θ to Z
n. To do this, we will follow similar ideas in Appendix A.
As xα =
α
N =
α′
N ′ with gcd (α
′, N ′) = 1 and N ′ ≥ n−1, then all the points
in
{exp (i (j2pixα − θ)) : j = 0, . . . , n− 1}
are differents.
Let r be a positive integer and we consider the set of intervals of the
form
[
m
r ,
m+1
r
]
for all m ∈ [−r, r] ∩ Z. Write Im and Jm the corresponding
arcs on the unit circle which projection on the horizontal axe is the interval[
m
r ,
m+1
r
]
. If r < n, by the pigeonhole principle we have that there exists at
least one IM (or JM ) for some M ∈ [−r, r] ∩ Z, which contain at least n/2r
points exp (i (j2pixα − θ)) in it. For each cos (j2pixα − θ) ∈
[
M
r ,
M+1
r
]
, it is
defined
dj = min
{∣∣∣∣cos (j2pixα − θ)− Mr
∣∣∣∣ ,
∣∣∣∣cos (j2pixα − θ)− M + 1r
∣∣∣∣
}
.
Note that at most two dj can be equal and
min
0 ≤ l,k ≤ n−1
{|l2pixα − k2pixα|} ≥ 2pi 1
N ′
.
Observe that for each 0 ≤ λ ≤ L, with L = min
{⌊
n
4·2r − 32
⌋
,
⌊
N ′
2·2r·2pi − 12
⌋}
,
there exists at least one dj such that dj ≥ (2λ+ 1) 2pi 1N ′ . So, the sum of all
dj is at least
L∑
λ=0
(2λ+ 1) 2pi
1
N ′
≥ 2piL
2
N ′
,
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and taking r ≤ ⌊n1/4⌋ it is followed
2pi
L2
N ′
≥ 2pi · 1
n1+1/10
(
n3/4 − o (1)
16pi
)2
≥ 1
128pi
(
n1/4−1/20 − o (1)
)2
.
Now, let v be a vector in Rn whose entries are vj = cos (j2pixα − θ) for
each j = 0, . . . , n − 1. If a positive integer r ≤ ⌊n1/4⌋, by the previous
discussion it is followed that the vector rv = (rvj)1≤j≤n satifies
dist(rv,Zn) ≥ 1
128pi
(
n1/4−1/20 − o (1)
)2
.
Thus, if r ≤ ⌊n1/4⌋ and taking a fixed L ≥ √2/q, from the definition of
least common denominator we would deduce that
1
128pi
(
n1/4−1/20 − o (1)
)2
≤ dist (V Tα Θ,Zn) ≤ L
√
log+
||V Tα Θ||2
L
≤ L
√
log+
rn1/2
L
≤ L
√
log+
n3/4
L
,
which implies that the least common denominator of Vα should satisfy
D (Vα) ≥ n1/4. From (8), we get
N−1∑
α=0
α : n(logn)3 ≥ gcd(α,N) ≥ n9/10(logn)3
P
(∣∣Wn (ei2pixα)∣∣ ≤ 2tC2n−1/2 (log n)−2)
≤ 4n (log n)3
(
1
1− o (1) −
1
n1/10
) 2C2L2 (2tC2)2(
c4n2−1/5
)1/2 (
n1/2 (log n)2
)2


+ 4n (log n)3
(
1
1− o (1) −
1
n1/10
)(
2C2L2(
c4n2−1/5
)1/2 (
n1/4
)2
)
= 4
(
1
1− o (1) −
1
n1/10
)(
2C2L2 (2tC2)
2
c
1/2
4 n
1−1/10 log n
)
+ 4
(
1
1− o (1) −
1
n1/10
)(
2C2L2 (log n)3
c
1/2
4 n
1/2−1/10
)
.
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Appendix A. Arithmetic properties
A.1. Number 0 ≤ α ≤M such that gcd (α,M) ≥m. Observe if T is
the Euler totient function, we have
∑
α : gcd(α,M) ≥ m
0 ≤ α ≤M
1 ≤
M∑
d=⌊m⌋
d|M
T
(
M
d
)
.
Notice that T (s) ≤ s−√s for all s ∈ N. Moreover, if d(s) is the number of
divisors of s, it is well known (see Theorem 13.12 in [1]) that there exists a
absolute constant C > 0 such that
d(s) ≤ sC(log log(s))−1 .
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Hence ∑
α : gcd(α,M) ≥ m
0 ≤ α ≤M
1 ≤
(
M
m
−
√
M
m
)
MC(log log(M))
−1
≤ 1
m
M1+C(log logM)
−1
.(14)
A.2. Lower bound for dist
(
V TΘ, Zn
)
. Let n, θ be fixed numbers such
that θ ∈ [0, 2pi] and n ∈ N . Let x = 1/n and we define the following sequence
P = {exp (i (j2pix − θ)) : j = 0, . . . , n− 1} ,
where i is imaginary unity. Note P is a set of points on the unit circle which
can be looked as vertices of a regular polygon with n sides inscribed in the
unit circle.
Since the arguments of points exp (i (j2pix − θ)) are separated exactly by
a distance 2pix, the number of points exp (i (j2pix − θ)) which are in any arc
on the unit circle is at least l2pix − 2, where l is the length of the arc.
Let [y, y + 3(2pix)] be a subinterval of [−1, 1] and we consider an arc A
on the unit circle which projection on the horizontal axis is [y, y + 3(2pix)].
If the length of the arc A is l, then the number of values cos (j2pix− θ)
which are still in (y, y + 3(2pix)) is at least l2pix − 2 ≥ 3(2pix)2pix − 2 = 1 since
l ≥ 3 (2pix).
Let r be fixed positive integer and m ∈ [−r, r]∩Z. Note that there exists
at least one value
cos (j2pix − θ) ∈
(m
r
+ 3 (k − 1) (2pix) , m
r
+ 3k (2pix)
)
⊂
[
m
r
,
m+ 1
r
]
for all positive integer k ≤ 13r(2pix) .
Now, we consider all the values cos (j2pix − θ) ∈ [mr , m+1r ] and define
dj := min
{∣∣∣cos (j2pix − θ)− m
r
∣∣∣ ,
∣∣∣∣cos (j2pix − θ)− m+ 1r
∣∣∣∣
}
.
Let L be the biggest integer which satisfies (3 · 2pix)L ≤ 12r , or equivalently,
L =
⌊
1
2r(3·2pix)
⌋
. Therefore the sum of dj for all cos (j2pix− θ) ∈
[
m
r ,
m+1
r
]
is at least
L∑
λ=1
2λ (3 · 2pix) = 6 (2pix)
L∑
λ=1
λ ≥ 6 (2pix) L
2
2
≥ 3 (2pix)
(
1
2
· 1
(2r) (3 · 2pix)
)2
=
1
12
· 1
(2r)2 (2pix)
,
where the following inequality was used
L ≥ 1
2r (3 · 2pix) − 1 ≥
1
2
· 1
2r (3 · 2pix) ,
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which holds if
(15)
1
2r (2pix)
≥ 6.
Let sm be the sum of all dj for each interval
[
m
r ,
m+1
r
]
, then
(16)
m=r∑
m=−r
sm ≥ (2r)
(
1
12
· 1
(2r)2 (2pix)
)
=
1
12
· 1
(2r) (2pix)
.
From the previous analysis, we have that the distance between the vector
V ∈ Rn which entries are Vj = r cos (j2pix− θ) for j = 0, . . . , n − 1 with
x = 1/n to Zn is at least
(17) r
(
1
12
· 1
(2r) (2pix)
)
=
1
24
· 1
2pix
,
verifying that expression (15) is fulfilled.
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