We investigate the sources of bias that affect the most commonly used methods of estimation of the average degree of dominance (h ) of deleterious mutations, focusing on estimates from segregating populations. The main emphasis is on the effect of the finite size of the populations, but other sources of bias are also considered. Using diffusion approximations to the distribution of gene frequencies in finite populations as well as stochastic simulations, we assess the behavior of the estimators obtained from populations at mutation-selection-drift balance under different mutational scenarios and compare averages of h for newly arisen and segregating mutations. Because of genetic drift, the inferences concerning newly arisen mutations based on the mutation-selection balance theory can have substantial upward bias depending upon the distribution of h. In addition, estimates usually refer to h weighted by the homozygous deleterious effect in different ways, so that inferences are complicated when these two variables are negatively correlated. Due to both sources of bias, the widely used regression of heterozygous on homozygous means underestimates the arithmetic mean of h for segregating mutations, in contrast to their repeatedly assumed equality in the literature. We conclude that none of the estimators from segregating populations provides, under general conditions, a useful tool to ascertain the properties of the degree of dominance, either for segregating or for newly arisen deleterious mutations. Direct estimates of the average h from mutation-accumulation experiments are shown to suffer some bias caused by purging selection but, because they do not require assumptions on the causes maintaining segregating variation, they appear to give a more reliable average dominance for newly arisen mutations.
T HE dominance of genes controlling fitness comand García-Dorado and Caballero (2000) provide a ponents is a key issue for theoretical predictions discussion of the difficulties encountered in the interin population and quantitative genetics, as parameters pretation of the estimates of dominance obtained from such as inbreeding depression and genetic variance demutation-accumulation experiments. In this article, we pend heavily on the degree of dominance (Crow and extend the discussion to the most extensively used methKimura 1970; Lynch and Walsh 1998; Charlesworth ods based on segregating populations. and Hughes 1999). However, the dominance of genes A widely used approach is based on the analysis of chrois difficult to estimate in terms of both statistical analysis mosomes extracted from natural populations. Estimates and effort required. From mutation-accumulation exare available for several fitness components in Drosophperiments it is possible to estimate some properties of ila (mostly viability, reviewed by Simmons and Crow the dominance of new spontaneous mutations in the 1977 and García- Dorado et al. 1999 ) and rely on differabsence of substantial selection, and this is the most ent measurements of the relationship between the exdirect measure that can be obtained (see García-pression of some fitness trait in homozygous individuals Dorado et al. 2004 for a recent review and Peters et al.
and their panmictic crosses. Another widely used method 2003, Fry and Nuzhdin 2003, Szafraniec et al. 2003, is based on the comparison between the genetic load and references therein for estimates from mutations of outbred and inbred populations for the fitness trait, induced by EMS and by transposable-element inserand estimates are available for a range of species and tions). Indirect estimates of dominance can also be intraits (see Lynch and Walsh 1998, pp. 284-287) . These ferred from the genetic structure of segregating populatwo kinds of methods are the main subject of this article. tions assumed to be at the balance between mutation More sophisticated versions of the second method and directional selection. García-Dorado et al. (1999) have been developed that also incorporate additional population parameters, such as variances and covariances of a fitness component for outbred and selfed 1 edge of the genomic mutation rate (Lynch et al. 1995 )
or of one of several mutational parameters (Deng et al. 2002) . Finally, a method is based on the ratio of estiHere and henceforth, the sum is over all mutations, mates of additive and dominance variance components the subscript E denotes segregating [equilibrium (E)] (Comstock and Robinson 1952) . None of these methmutations, and the overbar indicates the arithmetic ods are considered in this article, as they have been mean. Substituting the expected pervasiveness in an infiused more rarely, may involve the previous inference nite population (Equation 1 ) into (2) we obtain the mutaof other mutational parameters, and may require the tion-selection balance (MSB) prediction of Equation 2, estimation of variance components, generally subject to larger estimation errors than those for means.
A key assumption for the inferences obtained from segregating populations to be reliable is that no substantial proportion of the standing genetic variability for which is the harmonic mean of h for newly arisen mutafitness, or for the fitness-related trait that is being studtions weighted by the inverse of their corresponding ied, should be maintained by mechanisms other than homozygous effects (1/s). From now on, the subscript mutational pressure (e.g., overdominance, soft selection, N refers to newly arisen mutations, the tilde indicates hitchhiking, etc.). Although this is surely not the case the harmonic mean, and the expression in parentheses for many wild populations, the theory provides useful is the weighting factor for the average. From Equations predictions for the mutation-selection balance "null hy-2 and 3 we note that, in the particular case of constant pothesis." Furthermore, mutation-selection balance pres, the arithmetic mean of segregating deleterious mutadictions and estimates rely on additional assumptions tions (h E ) is the unweighted harmonic mean of newly that, although explicitly stated when the underlying thearisen ones (h N ). This was initially stated by Morton ory was developed, are often ignored at the time the et al. (1956) and Hiraizumi and Crow (1960) for homoestimation technique is implemented or applied.
zygous lethal mutations. For the case of variable s, this In this article, we investigate the sources of bias that is true only for the unlikely case in which s and h are staaffect the estimation of the average degree of dominance tistically independent among newly arisen mutations (see of deleterious mutations from segregating populations below). However, it was later misleadingly employed as a at mutation-selection-drift balance, under a range of general result (Mukai 1969; Mukai et al. 1972 ; Mukai mutational and dominance models. The main emphasis and Yamaguchi 1974; Watanabe et al. 1976) . is on the finite size of the populations, a factor that has Several methods have been developed to estimate the not been so far considered. We compare the coefficient properties of the coefficient of dominance for newly of dominance of segregating mutations and newly arisen arisen or segregating deleterious mutations from data ones, along with their corresponding estimates, to claron large outbred populations. T. Mukai and co-workers ify their relationship. Finally, we assess the bias incurred obtained many estimates for viability in Drosophila melanoby selection on the estimates obtained from mutationgaster by extracting chromosomes from natural populaaccumulation experiments, so as to compare the biases tions and building homozygous and heterozygous (i.e., of direct and indirect methods of estimation. panmictic nonhomozygous) lines. Using the regression of heterozygous viabilities (y) on the sum of the genetic values for the two homozygous ones (x), or vice versa,
PREDICTIONS FOR AN INFINITE POPULATION
estimates of the average h can be obtained. Basically, AND ESTIMATION METHODS using the previous model of mutation-selection balance Assume that the mutational effects on homozygotes in an infinite population, and again disregarding homoand heterozygotes for a newly arisen mutant i are s i and zygous expression in panmictic crosses (i.e., assuming s i h i , respectively, and that h i , the coefficient of dominance, that deleterious mutations segregate at low frequenis large enough that selection against homozygotes can cies), the variances and covariances of homozygous and be ignored in a large random-mating population. The heterozygous viabilities are expected total number of individuals that carry the mu- (Morton et al. 1956; Li and Nei 1972; Crow 1979 Crow , 1993 , which we call the "pervasiveness" of the mutant, so that the regression of y on x (b y.x ) is expected to to avoid confusion between this and the true persisestimate the arithmetic mean h for segregating deleteritence time of a mutant (see García-Dorado et al. 2003) .
ous mutations weighted by s 2 , Thus, the arithmetic mean of the coefficient of dominance for segregating (equilibrium) deleterious muta- 
A method proposed by Deng (1998) , based on the relationship between outbred parents and their selfed offspring, is an alternative for outcrossers capable of
selfing if homozygous lines cannot be constructed, and the estimated average h is identical to Equation 4. Thus, as expected, both b y.x and Deng's estimates give nearly
identical values in cases where lethal mutations are excluded (Deng 1998) . The regression of heterozygous on homozygous viabilities (b y.x ) has been interpreted as 
In a segregating population W max is unknown, but for absolute viability an upper bound of W max ϭ 1 can be and, substituting Equation 1 into (6), gives an MSB used to approximate the harmonic mean through what prediction as the arithmetic mean of h for newly arisen we denote the ratio estimate, mutations weighted by s,
However, this estimate is biased toward h N ϭ 0.5 whenFinally, a simple method of estimation of the domiever W max Ͻ 1, a highly likely situation implying that nance coefficient involves estimates of the mean of a there are nongenetic causes of mortality. Thus, for h N Ͻ fitness component for outbred and inbred populations 0.5, this ratio gives an upper bound for h N (Lynch and (Lynch and Walsh 1998, pp. 283-287) . Thus, again Walsh 1998), which is, in turn, a lower bound for the assuming that deleterious mutations segregate at low arithmetic mean h N , as the harmonic mean would be frequencies, the mean of an infinite outbred populagenerally lower than the arithmetic mean. This renders tion is W O ϭ W max Ϫ 2͚p i s i h i , and that of a completely the ratio estimate difficult to interpret. inbred one is W I ϭ W max Ϫ ͚p i s i , assuming there has been To facilitate further discussions, a summary of Equano purging of deleterious mutations over the inbreedtions 2-9 is shown in 
(9a) siveness of a new mutation is limited only by selection against heterozygotes (p ϭ 1/hs). This assumption is small effects (Wright 1934; Kacser and Burns 1981; Keightley 1996) . This further complicates the interappropriate only for sh ӷ 1/2N e , where N e is the effective population size (Li and Nei 1972 Table 1 ). In contrast, the MSB prediction of h E will increase, as it corresponds to the harmonic mean 2003). Thus, for finite populations of reasonable N e , estimates of the average coefficient of dominance are of new mutations weighted by 1/s. However, the actual estimates of b y.x , 1/b x.y , and h E in finite populations can potentially biased depending on the distribution of s and h values.
be affected by drift in a manner that is difficult to predict from the MSB predictions. The first source of bias is that the distribution for the homozygous deleterious effect, f(s), may have a large probability density for deleterious effects close to zero MUTATIONAL MODELS AND (effectively neutral). This occurs, for example, for a ESTIMATION PROCEDURE gamma distribution of mutational effects with shape parameter ␤ Յ 1 (i.e., with coefficient of variation CV Ն Mutational models and parameters: A model of deleterious mutations was assumed in which the fitnesses 1), so that f(s) goes to infinity for s ϭ 0. In this case, the number of effectively neutral mutations predicted (viability) of the wild homozygous, the heterozygous, and the mutant homozygous genotypes were 1, 1 Ϫ sh, at the MSB is much larger than its real value in finite populations. In the context of the estimate of a wide and 1 Ϫ s, respectively. Homozygous effects for new mutations were sampled from a gamma distribution set of mutational parameters, the problem has been circumvented by arbitrarily discretizing the continuous with shape parameter ␤ and mean effect s. Values of ␤ larger than one were used to avoid nonzero density distribution assumed for s (Deng and Lynch 1996; Deng 1998; Deng et al. 2002) .
functions for s ϭ 0. Two widely different mutation rates per chromosome per generation, ϭ 0.2 and 0.006, The second source of bias is that, even for deleterious mutations that are not effectively neutral (s Ͼ 1/2N), with corresponding mean deleterious effects of s ϭ 0.02 and 0.2, respectively, were used to cover the range if h is small enough that selection against homozygotes becomes relevant, the MSB prediction of the mutational of estimates supported by experimental evidence for chromosome II Drosophila viability (García-Dorado pervasiveness is again biased upward. Therefore, when such mutations occur with considerable probability, Lynch et al. 1999) . A graph showing the gamma distributions used is given in Figure 1a . Lethal MSB prediction for the average h for segregating deleterious mutations is biased downward. To take an extreme mutations were ignored, as the main interest is centered on the average dominance coefficient of nonlethal deleexample, MSB predicts infinite pervasiveness for completely recessive deleterious mutations whatever the s terious mutations (Simmons and Crow 1977) . The dominance coefficient of mutations ranged bevalue. Thus, if the distribution for h gives positive density for completely recessive mutations [g(h ϭ 0) Ͼ 0], the tween 0 and 1 (i.e., over-and underdominant mutations were not considered) and was obtained in two ways. To harmonic mean of h will be zero for newly arisen deleterious mutations, so that MSB will also predict average use a distribution that gives zero density function for values of h ϭ 0, we employed a convex beta distribution dominance of zero for segregating ones (Equation 3). Again, this has been circumvented by arbitrarily discretin most cases ( Figure 1b) . As the variance of dominance coefficients empirically observed by Mukai (1969) for izing the continuous distribution assumed for h, so that very small h values are disregarded (Mukai 1969) . Benewly arisen mutations in D. melanogaster was 2 h ϭ 0.04, a value of this order was used in the analysis. Dominance cause those small h values may actually occur for mutations with substantial homozygous deleterious effects, coefficients were assigned to n mutations either at random or with a negative correlation between s and h valthis procedure induces a bias that may result in substantially flawed predictions, in particular regarding the inues. This correlation was established as follows: n values of s and n values of h were sampled from the correspondbreeding depression.
Finally, it is likely that there is a negative correlation ing distributions, and n pair values (x, y) were sampled from a normal bivariate distribution with a given correbetween s and h. Mutants affecting viability in Drosophila clearly show a negative correlation between s and h lation. For each variable, the ranking (from lower to higher) of the n values was determined. In the n (x, y) (Greenberg and Crow 1960; Simmons and Crow 1977; Caballero and Keightley 1994) , and loss-of-function pairs, the variable values were replaced by their ranking to obtain a sample with n pairs of rank orders. For mutations at loci coding for enzymes acting in metabolic pathways are often more recessive than mutations with example, the first rank order pair is (1, 956) if the first x-value was drawn with the 956th y-value, etc. Then, s overall fitness. However, some cases were considered where our interest is on the s and h values for a fitness and h values were paired according to this ranking, so as to reproduce the rank order pairing obtained in the component (viability), but mutants have a pleiotropic effect on other fitness traits. This is supported by results normal bivariate sample.
The second distribution of dominance coefficients suggesting that most deleterious mutations have pleiotropic effects on all fitness components (see Lynch was that proposed by Caballero and Keightley (1994) . Here, h values were taken from a uniform distribution and Walsh 1998, p. 345). Thus, we assumed an overall selection coefficient for fitness of sЈ ϭ cs for cs Ͻ 1, and between 0 and exp(Ϫks), where k is a constant allowing the mean dominance coefficient of newly arisen mutasЈ ϭ 1 otherwise. Values of sЈ instead of s were used for all purposes related to the production of the chromosome tions, h N , to be the desired value ( Figure 1c ). Note that partially dominant mutations are allowed with this distrisamples, both through diffusion approximation or simulation, whereas s values were used to compute genotypic bution but only for low values of s. Thus, the model also implies a negative correlation between s and h values.
viabilities to obtain estimates. Values of c were taken from a uniform distribution between 1 and 3, implying In most cases we assumed that all selection occurred at the viability level, so that the coefficients of selection that the deleterious effects on fitness of the mutations are larger than those on viability, and were assigned to and dominance of mutations were assumed to apply to specific mutations at random or assuming a given posi-
are the expected total numbers of segregating loci in the poputive correlation between s and c. This correlation was established by the same procedure as that between s and lation and in the chromosome sample, respectively. For each particular case and mutational model, 10 h (see above). The rationale for a positive correlation between s and c is that mutations of large effect are sets of 1000 mutations were sampled and their diffusion stationary frequencies (Equations 10-12) were obusually found to be deleterious for several fitness components (Hiraizumi and Crow 1960; Fernández and tained. Fixation probabilities to be used in Equation 10 were calculated by numerical integration using Simp-Ló pez-Fanjul 1996). An average value of c ϭ 2 was suggested by Mukai (1969) and Mukai and Yamaguchi son's rule. For each set of 1000 mutations, the 1000 expected distributions of gene copy numbers in a sam-(1974) for viability in D. melanogaster (see also Charlesworth and Hughes 1999). Note that, for large populaple of M chromosomes, φ M (j), and the 1000 expected total numbers of segregating loci in the sample, S M , were tions at mutation-selection balance, where homozygotes stored. Chromosomes were then simulated in which are rare, the above procedure is equivalent to assigning a number of independent loci were segregating. The a coefficient c to the coefficient of dominance (h) rather number of loci assigned was equal to the averaged S M than to the homozygous effect (s). This was the rationale for all sampled mutations in the set. The assignment of used by Mukai (1969) and Mukai and Yamaguchi particular mutations to each locus was done by sampling (1974) and would imply that each mutation presents with replacement from the 1000 mutations with a probahigher dominance for its effect on fitness than for its bility proportional to their S M value. The number of effect on viability.
copies of the mutant allele at each locus was sampled Diffusion approximations: We used Kimura's (1969) from a distribution proportional to the corresponding diffusion approximations under the infinite-sites model φ M (j), and the copies were randomly assigned to the to obtain the equilibrium frequency distribution of a chromosomes. The results given below refer to samples mutant with a specific selective effect and dominance of M ϭ 100 chromosomes from populations with sizes coefficient in a population at mutation-selection-drift N ϭ N e ϭ 10 . Some analyses were also balance. Let q be the frequency of the mutant allele at done with a larger number of chromosomes (M ϭ 400), a given locus affecting fitness (viability) and assume a but the results were similar and are not given. Homozyrandomly mating diploid population of N individuals, gous and heterozygous fitnesses (viabilities) were calcuwith an effective size N e . The stationary distribution of lated for all combinations of chromosomes [M homomutant frequencies for 1/2N Յ q Յ 1 Ϫ 1/2N in a zygotes and M(M Ϫ 1)/2 heterozygotes], assuming a nonrecurrent mutation model with infinite indepenbetween-locus multiplicative fitness model. The samdent loci was given by Kimura (1969) as pling of M chromosomes was repeated 100 times for each set of 1000 mutations and the estimates were aver-
aged. The above procedure was followed for each of the 10 sets of 1000 mutations, and mean estimates and where is the haploid mutation rate per generation, standard errors were obtained from these sets. G(q) ϭ exp(2N e sq(q ϩ 2h Ϫ 2hq)), and u(q) ϭ
The different averages for the coefficient of domi-
is the fixation probability of a nance of newly arisen mutations (representing different mutant with initial frequency q.
MSB predictions, see Table 1 ) and their standard errors The integral of N (q) with respect to q gives the exwere obtained from 100 replicates of 10,000 mutations pected number of mutations segregating with frequency each or calculated from the expected distribution of s q within the integration interval. As only large N values and h values. are considered, for each possible allelic frequency [i.e., Simulations: These were carried out to check the diffor q ϭ 1/2N, 2/2N, 3/2N, . . . , (2N Ϫ 1)/2N] we use fusion results. A single random-mating population of N ϭ 1000 individuals was set up with no initial genetic
variation and run for 10N generations before the extraction of chromosomes. This should allow for a balance as a discrete approximation to ͐ qϩ1/4N qϪ1/4N N (x)dx, i.e., as an between mutation-selection and drift to be reached approximation to the expected number of independent (Keightley and Hill 1989) . The simulation of genes loci with i segregating mutant copies and frequency q ϭ was made by the use of binary masks and bit-step operai/2N at the mutation-selection-drift balance.
tors. The model and mutational parameters were the Now assume that a random sample of M chromosame as in the diffusion approach. Free recombination somes is taken from the population. The expected numwas allowed among loci. One hundred samples of 100 ber of loci with j copies in the sample [φ M (j)] can be chromosomes each were taken from the population at calculated using binomial sampling, the end of the process to obtain estimates in the same way as above. Ten simulations were run to obtain stan-
dard errors of estimates. Table 2 shows different estimates of the average coefchromosomes with homozygous viability Ͼ60% of the ficient of dominance for a beta distribution of h values average heterozygous viability, as the main interest is assigned randomly to new mutations. Averages for newly usually on the average dominance coefficient of mildly arisen mutations, in italics, represent MSB predictions deleterious mutations (Simmons and Crow 1977 the expected averages of h. Thus, h N(1/s ) , h N(s ) , and h N To assess the bias due to selection for estimates from equal the harmonic mean, and h N(s ) equals the arithmemutation-accumulation experiments, chromosomes were tic mean. The other results (non-italic type) correspond constructed where deleterious mutations accumulated to estimates obtained from segregating populations, usfor t ϭ 20, 100, or 200 generations in lines of N ϭ ing diffusion approximations or simulations. The simu-N e ϭ 1 or 2 individuals. The procedure followed for the lation results are generally in good agreement with the construction of the mutation-accumulation chromocorresponding diffusion estimates. some lines was the following. For each line, a number For small populations, the estimates are generally of mutations Poisson distributed with mean 2Nt was larger than their MSB predictions to a variable extent sampled from mutational distributions corresponding that depends on the mutational parameters. The overesto those from Tables 3 and 4. A transition matrix of timation (up to 100%) is more evident for the case in (2N ϩ 1) ϫ (2N ϩ 1) with elements the last column, where the average degree of dominance is smaller. The decrease in bias with increasing popula-
tion numbers is apparent in most cases, showing little or no bias for N ϭ 10 7 (but see below). As s and h are where
independent for newly arisen mutations, this bias should (1 Ϫ q)sh Ϫ sq 2 }, with q ϭ j/2N, was used to calculate be ascribed to MSB predicting an excessive pervathe fixation probability of a given mutation in a line of siveness (Equation 1) for mutations with very small h size N ϭ N e . Mutants were included into the chromovalues, as it ignores drift as well as selection against some line with that probability. Note that this procedure homozygotes in finite populations. For example, for a considers selection against segregating deleterious mumutation with s ϭ 0.001 and h ϭ 0.1, the expected tations at a zygote phase but ignores any segregating pervasiveness in an infinite population is 1/sh ϭ 10,000 polymorphism at the studied generation. A case was copies, whereas the true pervasiveness in finite populaalso run were all mutations got fixed, i.e., implying no tions would be 3108, 8821, and 9965 for populations selection. One hundred chromosome lines were conwith 10 3 , 10
5
, and 10 7 individuals. The corresponding structed in this way, and the homozygous and heterozypervasiveness for a mutation with s ϭ 0.01 and h ϭ 0.01 gous viabilities were calculated assuming multiplicative would be 879, 5193, and 9759, respectively. This shows between-locus gene action. The above procedure simuthat, in finite populations, the larger s, the lower the lates selection within lines, but not selection between pervasiveness, as increasing s favors purging selection lines. To simulate line extinction as well, 0, 5, or 10% against homozygotes. of the lines with the lowest homozygous viability were Additional sources of bias arise from the use of a excluded from the analysis. Estimates were obtained between-locus additive model to predict properties of from the regression of heterozygous on homozygous a trait with between-locus multiplicative effects. Thus, a 20% upward bias is observed for the ratio estimate chromosomes (b y.x ) and from the ratio between mean when the multiplicative effect of many deleterious mutascaling effects discussed above when large deleterious effects are expressed (columns 3 and 4). Furthermore, tions causes a high depression associated with inbreeding (i.e., Table 2 , columns 1 and 2, where N e ϭ 10 7 ).
computing 1/b x.y for quasi-normal chromosomes (the usual procedure) gives too high estimates, particularly This bias is avoided using log-transformed viabilities (results not shown). In fact, the regression estimates (b y.x for higher population sizes. This is equivalent to truncating the dependent variable (x in this case), so that we no and 1/b x.y ) do not show this bias as they are estimated from log-transformed data. However, this transformalonger have randomly sampled values of the dependent variable for each considered value of the independent tion, in turn, causes some downward bias (up to ‫)%52ف‬ in the cases in columns 3 and 4, where deleterious effects one (y in this case). When doing so, x is reduced in the same proportion as xy , but in a greater proportion are large. This bias disappears when estimates are obtained in the real scale (results not shown). Note that, than y , leading to a reduction of the regression b y.x ϭ xy / y and, therefore, to an increase of the 1/b x.y estiin the cases in columns 3 and 4, individuals rarely carry more than one deleterious mutation, so that the advanmate. Table 3 gives estimates when the coefficient of domitage of log-transformation in linearizing multiplicative effects is overcome by the disadvantage of distorting nance of new mutations is beta distributed and s and h are negatively correlated (r Ϸ Ϫ0.4). Again, estimates large effects.
The estimates of 1/b x.y behave well for cases where are generally above their MSB predictions for small population sizes and the difference tends to disappear with most genetic variance is due to segregating deleterious mutations with small effect (Table 2, columns 1 and 2), increasing ones. Furthermore, h N(1/s ) is larger than h N , as weighting by 1/s increases the weight for large h due giving the arithmetic mean of dominance for newly arisen mutations (h N ) at large population numbers.
to the negative correlation r. In parallel, h N(s ) and h N(s ) and the corresponding estimates in segregating populaHowever, 1/b x.y is more sensitive than b y.x to the log- Parameters and definitions are as in Table 2 . MSB predictions (in italics) were calculated from 1,000,000 sampled mutations, using the expressions in Table 1. tions (b y.x and 1/b x.y ) decrease with a negative r, as more deleterious effects (right side). The bottom shows the average selection coefficient for mutations of different weight is given to mutations of low h. Finally, h N and the corresponding ratio estimate are not affected by a classes of h, comparing again newly arisen mutations (lines) and segregating ones (bars). The elimination of negative r, as they apply to unweighted h for newly arisen mutations. Unfortunately, only bounds can usually be mutations implies that, for each h class, the average s for segregating mutations is lower than that for new computed for the ratio estimate (upper bounds if the true h N Ͻ 0.5), as the expected fitness of a genotype ones. Table 4 gives estimates obtained when the coefficient carrying no deleterious mutations is unknown. Biases similar to those shown in Table 2 due to the multiplicaof dominance of new mutations h is uniformly distributed between 0 and a value exponentially decreasing tive effects and log-scaling are also seen in Table 3 . Figure 2 shows some parameters for the mutational with s (see Figure 1c) . Because values of h ϭ 0 are possible for any given s, MSB predictions involving the models in columns 2 and 3 of Tables 2 (r ϭ 0) and 3 (r ϭ Ϫ0.4). The top shows the percentage of newly inverse of h (harmonic means) are null. However, since drift reduces the pervasiveness of mutations with h Ϸ 0 arisen mutations with different h values (line) and the corresponding percentages for segregating mutations below its MSB prediction, estimates from segregating populations are not too different from those obtained (bars). If there is no correlation between s and h (darkly shaded bars) segregating recessive mutations are relafor the previous model with similar r (Table 3) unless the population size is very large. For this model, cases tively more frequent than newly arisen ones, whereas the opposite occurs for dominant mutations. For a negative with a large rate of deleterious mutations (columns 1 and 2) produce equilibrium populations where almost correlation between s and h (r ϭ Ϫ0.4, lightly shaded bars), the effect is reversed, as more dominant mutaall chromosomes have severely impaired viability when homozygous, so that there are virtually no chromosomes tions are associated with lower deleterious effects. These results are more apparent for cases of large average in the QN class for N e Ն 10
. This is in disagreement with empirical observations, implying that such large is smaller for QN chromosomes, which, by definition, exclude all chromosomes with low homozygous viability. rates of mildly deleterious mutations are incompatible with the model of dominance used in Table 4 . However, Table 5 shows estimates of the average coefficient of dominance assuming that mutations affecting the trait selection through pleiotropic effects on other fitness components can cause an additional reduction in the of interest have an overall negative pleiotropic effect on global fitness. This is incorporated as a total mutational deleterious frequency and a corresponding increase in the frequency of QN chromosomes (see below).
fitness effect sЈ ϭ cs, where c is a random variable with uniform distribution between 1 and 3, either uncorreThe behavior of 1/b x.y is similar to that reported in Tables 2 and 3 , except for the extremely large estimates lated to s values or with a positive correlation of 0.5 for the normal bivariate used to establish the correlation. (a 400% upward bias) obtained in the last column of Table 4 for N e ϭ 10 3 and 10
. We found that, in addition A comparison can be made between these estimates and the corresponding ones in Tables 3 and 4 (which would to the overestimation caused by finite population size, in this case there is an additional overestimation due correspond to c ϭ 1). If s and h are uncorrelated, there is also no correlation between c and h values and, thereto an increase in the genetic variance of outcrossed individuals ( 2 y ) following the N ϭ 100 bottleneck correfore, estimates of the average h are not expected to be affected by pleiotropy. In contrast, when s and c are sponding to the analyzed samples. This increase in 2 y after bottlenecking is expected in situations when a correlated, there is also a negative correlation between h and c implying a lower frequency of mutations with large proportion of the genetic variance is due to dominance deviations (Robertson 1952) , as is the case for low h. Thus, estimates of the average h are expected to increase. This is observed in Table 5 , but only by a the parameters in column 4 (see also Tables 4 and 5 in García-Dorado 2003). The reason is the increased negligible amount, indicating that for moderate correlation between the effects for different fitness compoexpression of recessive deleterious mutations due to the increased homozygosity caused by sampling. This bias nents, the impact of pleiotropy on the estimation of h is very small. However, the increased efficiency of selecincreases up to 30% with an additional bottleneck caused by resampling 100 chromosomes from the origition causes higher frequencies of QN chromosomes, which is of particular interest under the model in Table  nal 100-chromosome sample (results not shown), equivalent to one generation of maintenance in the labora-4. Thus, under this model the proportion of QN chromosomes is 60 and 46% for r(s, c) ϭ 0 and 0.5, respectory before the chromosome analysis. This warns against inadvertent overestimation due to the original sampling tively (Table 5B) . Finally, Table 6 shows estimates of the average coeffiprocedure in experimental assays. This sampling bias Table 2. cient of dominance from mutation-accumulation expertive size of the segregating population is very large (N e Ն 10 5 ). The ratio estimate has expected value h N(s ) , so that iments. The regression of heterozygous on homozygous chromosomes, b y.x , and the ratio of mean viabilities are it can be directly compared to the 1/b x.y estimate from segregating populations, which behaves in a more ergiven for chromosomes assumed to have accumulated mutations for 100 generations (results for 20 and 200 ratic way due to opposing biases. generations were similar and are not shown). Because rates and effects of mutations are estimated in mutation-DISCUSSION accumulation experiments, we can decide, depending on the latter, what scale should be used for estimating
We have investigated the sources of bias that affect the most commonly used methods of estimation of the the average coefficient of dominance. Thus, we used a log scale for models of large mutation rate (columns 1 average degree of dominance of deleterious mutations from segregating populations. We first discuss two and 2) and a real scale for models of low mutation rate and large deleterious effects (columns 3 and 4). The sources of bias that affect all the estimators considered: the finite population size and its effect for different mutation lines were assumed to have one individual (such as in hermaphroditic or selfing species) or two distributions of h and the scaling problems related to between-locus multiplicative fitness. Then, we consider individuals (such as in full-sib lines). For a mutational model of low homozygous effect (columns 1 and 2) each of the estimators and their more relevant specific sources of bias, such as the likely negative correlation there is almost no bias due to selection. However, for mutational models of large average effect (columns 3 between selective and dominance coefficients, the bottlenecks that occur during the initial sample of chromoand 4), purging selection induces an overestimation of the predictions. Nevertheless, the relative bias caused somes, or the use of QN chromosomes instead of all chromosomes. (i.e., the ratio "bias/theoretical prediction for the estimate") is usually below that of most estimates from seg-
The biases from finite population size and log scaling: Finite population size: The study has focused particularly regating populations (Tables 3 and 4 ) unless the effec- Table 2. on the finite size of populations, a key factor that has h for new mutations. Thus, segregating recessive deleterious mutations (h ϭ 0) would have infinite pervanot been considered before. On the basis of MSB predictions, estimators from segregating infinite populations siveness in infinite populations but are lost by drift or purged by selection against homozygotes in small ones. would provide inferences on the average coefficient of dominance of newly arisen mutations (h) weighted in In general, large empirical estimates of the average coefficient of dominance from natural populations could different ways by their selection coefficients (s; see Table  1 ). Our results show that, in finite segregating populabe explained, to some extent, by the population having small long-term effective population size instead of by tions, the expected values for those estimators may be substantially above the MSB predictions, so that they gene action for new mutations being close to additive.
The importance of the distribution of h:
The bias of inferprovide overestimated inferences of dominance for newly arisen mutations. The reason is that, for mutants ences on newly arisen mutations due to finite population size depends heavily on the distribution of domiwith low sh values, the MSB prediction of the pervasiveness (1/sh; García- ) is larger nance values. We have used two completely different distributions of h values. One, a beta distribution, has than the actual pervasiveness in finite populations. In other words, the number of copies in the population the practical advantage of having a density of zero for values of h ϭ 0, which is useful to check the fit between for mutants with low sh is expected to be much lower in a finite population than in an infinite one. Even estimates and MSB predictions based on the harmonic mean of h. The variance of h values assumed for this for models excluding completely recessive gene action (Tables 2 and 3) , the relative overestimation when N e ϭ distribution was around the empirical estimate obtained by Mukai (1969) ( 2 h ϭ 0.044 Ϯ 0.014), and intermedi-10 3 can be up to 75% of the MSB prediction for the regression estimates. Although the bias for those models ate negative correlations between s and h values were introduced (r Ϸ Ϫ0.4). In a second distribution, first is small when N e Ն 10 5 , it can be substantial for any population size when the distribution of h allows for proposed by Caballero and Keightley (1994) , and supported by some experimental evidence, the exeffectively recessive deleterious mutations (see Table 4 ), to the point that MSB predictions become inappropriate pected h exponentially decays for increasing s, causing a negative correlation [r(s, h) between Ϫ0.25 and Ϫ0.58; and do not allow any inference on the distribution of The distribution of h follows a beta distribution with correlation r ϭ Ϫ0.4 between s and h or a uniform distribution between 0 and exp(Ϫks). Selection is assumed to occur only within lines or both within and between lines, with 5 or 10% truncation of the lowest viability lines. Estimates for ϭ 0.2 use log-scale data whereas those for ϭ 0.006 use real-scale data. Parameters and definitions are as in Table 2. see Table 4 ], but with a substantial dispersion of h values.
where the h values were given by h ϭ 1 ⁄ 2 exp(Ϫks), so that h was almost completely determined by s and the This distribution represents a situation where deleterious mutations of any effect can occasionally be comcorrelation between s and h was close to Ϫ1. Using this dominance model, Deng (1998) investigated the pletely recessive and illustrates how in those situations strict MSB predictions involving the harmonic mean predictive value of the regression b y.x and an alternative analogous method proposed by him (see above). He will never apply. This model seems to be incompatible with high rates of even mildly deleterious mutations showed that these methods give underestimations of h N , even in the absence of overdominance. He did not (Table 4 , columns 1 and 2), as the accumulation of recessive ones renders QN chromosomes highly improbcompare, however, the estimators with their MSB predictions. If this were done, the predictions would have able. However, the inclusion of pleiotropic effects on other fitness traits reduces the accumulation of such been seen to be fairly accurate for two reasons. First, the distribution of h used by Deng allows for little variance of mutations producing a sufficient frequency of QN chromosomes.
h ( 2 h ϭ 0.003-0.017 under his mutational models), so that the harmonic mean of h for newly arisen mutations A relatively similar distribution was used by Deng and Lynch (1996) , Deng (1998), and Deng et al. (2002) , is very close to the arithmetic one (h N Ϸ h E ). Second, the simulations involved infinite population sizes, so s and h are uncorrelated, the pervasiveness of a mutation is inversely related to its dominance coefficient, so that that there is no overestimation from random loss of virtually recessive mutations due to drift. To check this, the average h value for segregating populations is smaller than that for newly arisen mutations; i.e., h E Ͻ we ran the simulations of the second column of Figure 2 illustrates that, when that correlation is negative, selection against mutations with high h value there are many segregating deleterious mutations per individual. This source of bias can be corrected by using is less intense, so that the harmonic mean of dominance coefficients for newly arisen mutations (h N ) cannot be log-transformed data. However, log-scaling induces a negative bias (up to 50%) on regression estimates (pargenerally considered a good predictor of the arithmetic mean of h for segregating genes (h E ) and it generally ticularly on 1/b x.y ) when deleterious effects are large (with mutations of small effect the bias is noticeable but occurs that h E Ͼ h N (Table 3) . Furthermore, the regression b y.x is smaller than h E due to the weighting by s 2 , almost negligible; see Tables 2-4 and Deng 1998). Thus, the decision to log-transform data to obtain regression particularly for models of low average h. For example, for the last column in Table 3 , b y.x ϭ 0.07 for N ϭ 10 5 estimates will depend on the mutational parameters, which can pose a problem of circularity when there is for quasi-normal chromosomes, whereas h E ϭ 0.23. Therefore, the relationship between b y.x and h E depends no previous information in this respect.
The estimators and their applications: The estimator largely on the joint distribution of h and s values.
The estimator 1/b x.y : Because at mutation-selection balb y.x : The most extensively used method to estimate the average dominance coefficient of deleterious mutations ance the additive variance of a population is proportional to the arithmetic mean of sh values (Mukai et al. is the regression of heterozygous on homozygous genotypic effects (b y.x ) for chromosomes extracted from seg-1974), 1/b x.y might be thought to be an appropriate estimator of dominance. However, 1/b x.y estimates the regating laboratory or natural populations (Mukai 1969; Mukai et al. 1972; Mukai and Yamaguchi 1974;  arithmetic mean of h weighted by s, which is different from the mean of sh. In addition, 1/b x.y is very sensitive Watanabe et al. 1976; Eanes et al. 1985; Hughes 1995; Johnston and Schoen 1995; Caballero et al. 1997) .
to certain sources of bias. First, 1/b x.y estimated from quasi-normal chromosomes incurs an important upThis estimate infers h N(s ) , the harmonic mean of h for newly arisen mutations weighted by s (Equation 5). It ward statistical bias due to the truncation of the dependent variable. It also shows a high sensitivity to large usually involves only quasi-normal chromosomes, inferring h N(s ) of nonsevere new mutations, which can be effects due to log-scaling. Furthermore, our results warn against the bias in 1/b x.y caused by bottlenecking during considerably larger than that for all (nonlethal) mutations depending upon the parameter and model (see the initial sampling. When the original population has substantial dominance variance caused by the presence last column in Table 4 ). Simmons and Crow (1977) review these estimates, the most common values being of many deleterious recessive mutations segregating at low frequency, even relatively large samples can show ‫.2.0ف‬
For the particular, as well as unlikely, situation where increased genetic variance due to increased frequency of homozygous deleterious mutations. This causes a subnonlethal mutations. These counteracting biases make the ratio estimates difficult to interpret. stantial increase in the variance of outcrossed individuGeneral implications and conclusions: As discussed als and, therefore, an upward bias for 1/b x.y of up to above, most of the biases shown in this study point 400%.
toward overestimations of the average coefficient of Mukai and Yamaguchi (1974) investigated the effect dominance over their MSB predictions. This may have of overdominance or other sources of balancing selecimportant consequences for many biological phenomtion on the estimates of b y.x and 1/b x.y . They showed that, ena on which the average h is a fundamental parameter, with overdominant genes, b y.x becomes smaller (see also such as the predictions on the evolution of selfing rates Deng 1998) and 1/b x.y becomes larger than the corre-(e.g., Charlesworth 1998, 1999) , sponding values due only to partially dominant genes. the evolution of sexual reproduction and genetic recomThe amount by which 1/b x.y is inflated is much larger bination (e.g., Chasnov 2000; Agrawal and Chasnov than the amount by which b y.x is reduced. Thus, with 2001; Otto 2003) , the prediction of the bottleneck overdominance one would expect that the estimates of effects on genetic variance (e.g., Wang et al. 1998) , the h N from 1/b x.y would be highly biased upward. The emsupport for different models of selection to explain gepirical results obtained with this method often give very netic variation for life-history traits (e.g., Charleslarge estimates (of the order of one or more; see, e.g., worth and Hughes 1999; Rodríguez-Ramilo et al. Mukai and Yamaguchi 1974; Watanabe et al. 1976 Watanabe et al. ), 2004 , the maintenance of genetic variation (e.g., suggesting that some of the genetic variability could Zhang et al. 2004) , etc. For example, increased allocabe maintained by balancing selection. However, other tion to sexual reproduction is more likely when deleteribiases cannot be excluded, in particular bias from trunous mutations are very recessive (Chasnov 2000) , parcation, as those estimates were computed for QN chroticularly in structured populations (Agrawal and mosomes. Therefore, the previous conclusion should Chasnov 2001; Otto 2003) . If the true average h is be treated with caution.
lower than current estimates suggest, support for the A method of estimation that combines b y.x and 1/b x.y mutational theory of the evolution of sex would be was used by Hughes (1995; see also Charlesworth stronger than previously assumed. and Hughes 1999) and is based on the square root of
As an example of how sensitive inferences from experthe ratio of the variance of heterozygotes to homozyimental data are, we can use estimates computed by
x . This is equivalent to √b y.x ϫ (1/b x.y ) and Kusakabe and Mukai (1984) for the viability of QN predicts the geometric mean of the arithmetic and the chromosomes II in a natural population of D. melanoharmonic average h weighted by s, √h N(s ) ϫ h N(s ) . This gaster (N e Ϸ 3000), whose variability was satisfactorily estimate is obviously more complicated to interpret than accounted for by MSB predictions (but see Charlesits individual components, and its sources of bias are worth and Hughes 1999). They obtained b y.x ϭ 0.18 in line with those previously discussed (these can be (0.13 for inversion-free chromosomes), but Figure 1 in inferred from Tables 2-5) . Kusakabe and Mukai (1984) shows that moderate to The estimator of the ratio: The ratio of the loads for severe deleterious effects were expressed only in homooutbred and inbred populations is the only estimate zygotes, implying that considerably smaller b y.x estimates that is not affected by the correlation between s and h, would have been obtained for the whole set of nonlethal as it estimates the harmonic mean of h values without chromosomes and suggesting low average h and strong weighting. Because of this, and because the inbreeding negative correlation between s and h. They also obtained load is a function of the inverse of the harmonic mean 1/b x.y ϭ 0.67 (0.60 for inversion-free chromosomes), of h values (Morton et al. 1956 ), this method, applied to which is higher than any of the 1/b x.y obtained from our log-transformed data, seems an appropriate estimator. simulated data. This latter result suggests that, even for However, for absolute viability, the ratio estimate is comthis population whose variability could be satisfactorily puted by assuming viability of 1 for a genotype free of accounted for by the MSB predictions, there may be deleterious mutations (Equation 9). Considering nonsubstantial genetic variation for viability that is not maingenetic sources of mortality (Lynch and Walsh 1998;  tained by the balance between deleterious mutation, García- Dorado et al. 1999) , the true mean viability of a selection, and drift, as would be the case if there were mutation-free genotype should be Ͻ1 if the true average a few loci with overdominant effects for fitness. Howdominance is Ͻ0.5, and the ratio estimate is expected ever, it should be noted that 1/b x.y was computed for to be an overestimation. Empirical estimates have been QN chromosomes, so that its high value could well be obtained for a range of vertebrates using data with differascribed to truncation of the dependent variable. ent levels of inbreeding, giving an average of 0.08 Ϯ As a general guide, we can conclude that, even assum-0.01 (Lynch and Walsh 1998) . However, those data ing that no genetic variability is maintained by balancing included lethal and semilethal mutations, which usually selection, the list of factors biasing the estimates is so show nearly recessive gene action (Simmons and Crow large (the finite size of populations, the correlation between s and h, the different weighting factors, bottle-1977), so that they should underestimate the value for (Universidade de Vigo), PGIDT01PX130104PN (Xunta de Galicia), necking, scaling, truncation, etc.) that none of the estiand BMC2002-00476 (Ministerio de Ciencia y Tecnología and Fondos mators from segregating populations is very reliable. 
