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Abstract
Measurement error (ME) in explanatory variables is a common problem in regres-
sion and survival analysis, as it may cause bias in the estimated parameters. It is shown
how the integrated nested Laplace approximations (INLA) method can handle classical
and Berkson ME in a single explanatory variable, illustrated for the case of a Weibull
regression model. To this end, a two-component error model to account for a mix of
Berkson and classical ME in a single covariate is introduced and applied to a study on
cardiovascular disease (CVD) mortality in Switzerland. In particular, the model was
used to correct for error in the self-reported mean daily number of cigarettes smoked,
as well as in reportings of systolic blood pressure (SBP). Both variables suffer from
classical error induced by an imprecision, either due to misremembering of study partic-
ipants (cigarettes), or due to practical difficulties in obtaining accurate measurements
(SBP), but also from a Berkson-type error that is induced by a rounding behavior, also
known as digit preference. In both cases, the effect estimates increased when the error
was taken into account. Therefore, an important conclusion is that ME modelling in
survival analysis is relevant, and a ready-to-use Bayesian solution including R-code is
provided.
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1. Introduction
Survival or time-to-event data frequently arise in medical applications. When a
regression model, such as the Cox or the Weibull model, is used to relate certain
covariates to the survival outcome, ME in covariates is often present, but mostly ig-
nored. However, it is well known that ME in covariates of survival models or gen-
eralized linear mixed models (GLMMs) may lead to biased estimates of the param-
eters (Fuller, 1987; Carroll et al., 2006). There is now a large body of literature on
methods to model and adjust for ME in covariates including likelihood approaches
(Carroll et al., 1984; Schafer, 1987, 1993), score function methods (Stefanski, 1989;
Nakamura, 1990), method-of-moments corrections (Fuller, 1987), simulation extrapo-
lation (SIMEX) (Cook and Stefanski, 1994; Ku¨chenhoff et al., 2006), regression cali-
bration (Carroll and Stefanski, 1990; Gleser, 1990), or Bayesian analyses (Lindley and
El-Sayyad, 1968; Clayton, 1992; Stephens and Dellaportas, 1992; Richardson and Gilks,
1993; Dellaportas and Stephens, 1995; Gustafson, 2004; Muff et al., 2015).
For survival outcomes, Gimenez et al. (1999) have considered covariate ME in the
parametric Weibull model, but most references focus on covariate ME in the Cox re-
gression model (Cox, 1972), see for instance Prentice (1982), Nakamura (1992), Hughes
(1993), Hu et al. (1998), Song et al. (2002), Tadesse et al. (2005) and Ku¨chenhoff et al.
(2007). While the Bayesian approach to model covariate error is rather popular for
GLMMs, errors in survival models have only rarely been addressed with Bayesian
methods. An interesting exception is Tadesse et al. (2005), who took a Bayesian ap-
proach to ME adjustments in Cox-type regression using a hierarchical model, estimated
by Markov chain Monte Carlo (MCMC) methods. If the latent field of the Bayesian hi-
erarchical model is Gaussian, an alternative estimation procedure is INLA (Rue et al.,
2009), which is able to handle GLMMs (Fong et al., 2010), but also several types of
survival models, including Cox and Weibull regression (Martino et al., 2011). In addi-
tion, Muff et al. (2015) have used INLA for ME adjustments in covariates of GLMMs.
The advantages of the INLA approach over MCMC methods are the absence of Monte
Carlo error in the estimates and, perhaps even more importantly, its computational
speed. In fact, Muff et al. (2015) reported computation times that were several or-
ders of magnitudes shorter than those used for MCMC sampling in a standard logistic
regression example, where one covariate affected by ME was modelled.
In this paper, we have combined Bayesian ME modelling with Weibull survival
analysis using INLA in the context of a cohort study in Switzerland aiming at CVD
prevention, where considerable ME in some covariates is expected. The dataset was
previously analyzed by Von Gunten et al. (2013) and, as a main result, it was found
that high plasma glucose concentrations (≥ 6.1 mmol/L) at baseline results in a 1.06
fold risk increase (with 95% confidence interval from 1.00 to 1.12) to die of CVD over
a mean follow-up period of 25 years. However, while the precision of plasma glucose
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measurements is not of concern, two other covariates that also led to increased CVD
mortality in the study contain considerable ME: the mean number of cigarettes smoked
per day and the SBP. Cigarette consumption was assessed by patients’ self-reports,
which were previously shown to be subject to two types of error: While the actual
cigarette consumption of the participants is subject to misremembering, also known as
recall bias (Wang et al., 2012), most participants tend to report multiples of five, ten
or twenty (Klesges et al., 1995; Wang and Heitjan, 2008), a behavior that is known as
rounding, heaping (Zelnik, 1961; Wang and Heitjan, 2008) or digit preference (Myers,
1954; Camarda et al., 2008). On the other hand, blood pressure is notoriously difficult
to measure, mainly because it is subject to large temporary fluctuations, but also due
to imprecision in the devices and their handling (Carroll et al., 2006). Moreover, some
end-digit preference in blood pressure recordings has been observed (de Lusignan et al.,
2004), hinting at additional rounding errors.
Adjusting for error in these two covariates is important and may have an impact
on the findings of Von Gunten et al. (2013). We have therefore reanalyzed their data,
adding ME models for both the mean number of cigarettes smoked per day and for
the SBP, first separately and then jointly for both covariates. As a main result, error
modelling led to larger estimated effects for both covariates, indicating that the two
variables might reduce expected survival times more than suggested by the analysis
that did not account for error in the covariates.
From a methodological point of view, the analysis of this dataset required three
generalizations of the ME models presented in Muff et al. (2015): First, and most
importantly, we introduced a two-component error model to account for two different
ME mechanisms, called classical and Berkson ME, in the same covariate. Such a two-
component error model was applied to the cigarette counts as well as to the SBP to
model the misremembering/mismeasuring and the rounding errors jointly. In compar-
ison, only simple classical and Berkson error models were introduced previously to be
handled with INLA. Second, we fitted models where ME in multiple covariates was
modelled jointly. And third, we extended the exponential family likelihoods that were
used previously to Weibull survival models that account for censoring. The rationale
to select the Weibull model was that Cox-type survival models are usually handled
within the Bayesian framework, and in particular in INLA, via the approximation of
the baseline hazard by a log-constant version of it (Tadesse et al., 2005; Martino et al.,
2011), which requires a careful partitioning of the time axis into intervals, as the results
may depend on this choice. All analyses were carried out using the R-interface R-INLA,
which can be downloaded from http://www.r-inla.org.
This paper is organized as follows: In Section 2, we introduce the dataset on CVD
and all-cause mortality in Switzerland that was analyzed in Von Gunten et al. (2013).
Section 3 describes the Weibull regression model, and two commonly used error models
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(Berkson and classical), as well as a two-component error model including a classical
and a Berkson component. In Section 4 the layers of the Bayesian hierarchical ME
models are listed, and we explain how those can be jointly modelled using the INLA
framework. Section 5 first relates the Weibull regression to the Cox regression model
used by Von Gunten et al. (2013), and deals with the application of this methodology to
the dataset introduced in Section 2. Finally, we conclude with a discussion in Section 6.
2. Survival analysis in the Swiss National Cohort Study
The National Research Program 1A (NRP 1A) in Switzerland (1977–1979) aimed at
CVD prevention. 8631 participants (men and women) were enrolled (Gutzwiller et al.,
1985). They attended an initial health examination and completed a detailed ques-
tionnaire. In the original study concept, no mortality follow-up was planned. However,
information on mortality status and - if applicable - cause of death could be obtained
by anonymous record linkage with the Swiss National Cohort (SNC). As explained in
Bopp et al. (2012), the SNC includes information on all residents of Switzerland from
the Swiss national census in the years 1990 and 2000, as well as information on death or
emigration. From the information on 8631 original participants, data of 8008 persons
could be linked with follow-up survival information from the SNC up to the year 2008.
Von Gunten et al. (2013) fitted Cox regression models to the linked NRP 1A dataset
for the outcomes all-cause and CVD mortality, stratified for men and women. 24 per-
sons had to be excluded due to missing plasma glucose measurements or because they
were younger than 16 years, leading to a study population of 7984 persons. The main
explanatory variable was blood plasma glucose concentration (mmol/L), and the fol-
lowing predictors were included as additional covariates in the analysis: age at study
entry (years), time since last meal (fasting time, h), marital status (single, married,
widowed and separated or divorced), town of residence (Aarau, Solothurn, Nyon, Vevey
and Lugano), physical activity score (0-8), a binary indicator for three main meals per
day (a proxy for healthy eating habits), body mass index (BMI, kg/m2), serum choles-
terol (mmol/L), SBP (mm Hg, mean of up to four measurements), and the average
number of cigarettes smoked per day (self-reports from the participants). Von Gunten
et al. (2013) found that high plasma glucose concentrations (≥ 6.1 mmol/L) were as-
sociated with increased risk of CVD and all-cause mortality, and that age, cholesterol
concentration, SBP and smoking also had an impact on CVD mortality.
Here, we will focus on CVD mortality of the n = 3607 male participants in the
NRP 1A study. To understand the effect of ME modelling in covariates, we will re-
analyze survival of the participants with respect to CVD mortality using a Weibull
regression model and the same covariates as in the original study. Summary statistics
of all covariates including the survival time (in days) are given in Tables 1 and 2. The
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Variable Min q1 x¯ q3 Max s
Survival time [days] 40.0 7204.5 9153.4 11355.0 11444.0 3253.4
Rescaled survival time 0.0 0.6 0.8 1.0 1.0 0.3
Glucose [mmol/L] 1.8 4.9 5.5 5.8 24.6 1.2
Age [years] 16.1 30.7 42.1 53.1 89.6 15.1
No. of cigarettes per day 0.0 0.0 6.5 10.0 80.0 11.1
Mean SBP [mm Hg] 84.0 120.0 130.0 138.0 265.0 16.7
Mean log(SBP-50) 3.5 4.2 4.4 4.5 5.4 0.2
Cholesterol [mmol/L] 5.2 5.4 5.9 6.3 7.8 0.7
BMI [kg/m²] 14.2 22.5 24.8 26.8 41.5 3.3
Fasting time [h] 0.0 1.9 4.4 5.5 23.9 3.8
Physical activity score [0-8] 0.0 3.0 3.8 5.0 8.0 1.7
Table 1: Summary statistics for the survival times and the continuous covariates for all n = 3607
individuals included in the analyses. Since we will use a log-transformed version of the mean SBP
in all the following models, the distribution of the transformed SBP is also shown here. The table
shows (from left to right) the minimum, lower quantile, mean, upper quantile, maximum value and
the standard deviation for each covariate.
survival time of a participant was censored if he was still alive at the end of the follow-
up period, or if he had died from a cause different than CVD in the observation period.
Among the considered 3607 participants with sufficient information on survival, 458
deaths attributed to CVD were observed in the follow-up period of 32 years. 87.3% of
the observations are thus censored.
Variable Levels n %
3 main meals No 1234 34.2
Yes 2373 65.8
all 3607 100.0
Marital status Married 2668 74.0
Widowed 50 1.4
Divorced or separated 127 3.5
Single 762 21.1
all 3607 100.0
Town Aarau 1332 36.9
Lugano 198 5.5
Nyon 1127 31.2
Solothurn 539 14.9
Vevey 411 11.4
all 3607 100.0
Table 2: Summary statistics for the categorical covariates.
Note that the SBP covariate was substituted here by log(SBP − 50), a transfor-
mation that helps to achieve approximate normality for the set of observations, which
is important when modelling the observed blood pressure as a proxy for the true co-
variate in the INLA framework. The same transformation has been used previously to
model ME in the measurements of SBP (Carroll et al., 2006; Muff et al., 2015). Re-
peated SBP measurements were available for a subset of patients, and the average of
the (untransformed) SBP repeats was used as covariate in the original analysis. While
75% of the participants had one SBP measurement only, 20.9% had two measurements
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and the remaining 4.1% had three or four measurements (see Table S1 in the Supple-
mentary Material). The first SBP measurement was available for all participants. If
a participant had this first measurement ≥ 140 mm Hg or if his measured diastolic
blood pressure was ≥ 90 mm Hg, a second SBP measurement was taken during the
same examination (study protocol), which resulted in a dependency among the first
two measurements. In fact, the empirical correlation between the first and the second
SBP measurements w1 and w2 was higher (≈ 0.79) than the correlation between any
other pair (j, k) of repeated measurements (values between 0.58 and 0.64). Given that
such a study protocol results in biased measurements, the second measurement was
discarded from all analyses described here, that is, only measurements 1, 3 and 4 were
used throughout the paper if they were available. In addition, four participants had the
third and one of them also the fourth SBP measurement smaller than 20 mm Hg, and
these implausible values were replaced by missing values. The average of the remaining
transformed repeats was then included as a covariate.
3. Weibull regression and error models
In this section we will first describe the Weibull regression model and the parameter-
ization that was used here. Two most commonly used error models for continuous co-
variates, namely the Berkson and the classical error models, as well as a two-component
error model with a mixture of Berkson and classical error, will then be formulated for
later use in the application to the NRP 1A study data.
3.1. Weibull model
The Weibull survival regression model is a fully parametric alternative to Cox re-
gression. Both the Weibull and the Cox model assume proportional hazards, and both
lead to asymptotically unbiased estimates of the hazard ratio (Carroll, 2003). An un-
questionable advantage of the Cox model is that no assumptions about the underlying
baseline hazard are made (Cox, 1972; Kalbfleisch and Prentice, 2002; Collett, 2015).
On the other hand, Weibull regression provides the only proportional hazards model
that also leads to an accelerated failure-time (AFT) model (Prentice and Kalbfleisch,
1979; Carroll, 2003).
Denote by t˜i the survival time and ci the censoring time of the i-th participant.
Then, the observed time is given by ti = min{t˜i, ci} with an indicator δi for CVD
death, defined as
δi =
1 if participant i died from CVD at time ti ,0 otherwise .
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Throughout the paper, we rescaled the observed survival times to the interval [0, 1],
with 1 corresponding to the longest observed survival time (i. e. 11 444 days). We
fitted Weibull survival models to (t, δ), where t = (t1, . . . , tn)
> is the vector of rescaled
observed survival times and δ = (δ1, . . . , δn)
> the vector of censoring indicators for
death due to CVD. Given an error-prone covariate vector x whose actual values are
unobserved, a matrix of error-free covariates z with covariate vectors as columns and
measurements zi of individual i as rows, and (vectors of) regression coefficients βx and
βz, the linear predictor for the i-th individual can be written as
ηi = β0 + xiβx + z
>
i βz . (1)
The extension of the equation to several error-prone covariates is straightforward, but
we avoid a more general notation for the moment to keep notation simple. The Weibull
distribution was parameterized with shape parameter γ and scale parameter λi =
exp(ηi). The hazard to die at time t ∈ [0, 1] after study entry for the i-th individual is
then given as
hi(t) = exp(ηi) γ t
γ−1 , (2)
see e. g . Collett (2015). Thanks to the interpretation of the Weibull model as an AFT
model, estimates of the effects on expected survival times from changing covariate
values can be obtained from a simple formula (see equation (3) below). The parametric
assumption of the Weibull model therefore pays off in that the results do not only
provide information on the event rates (i. e. the hazard ratio), but also on relative
changes in survival times, which can be assessed via the calculation of an acceleration
factor, denoted as the event time ratio (ETR). Using our parameterization of the
Weibull regression model, the ETR for the covariate in the k-th column, k ≥ 2, of the
matrix v =
[
1 x z
]
is given by
κ(k) = exp(−β(k)/γ) , (3)
where β(k) is the k-th component of the vector β = (β0, βx,β
>
z )
> (k = 1 corresponds
to the intercept, in which we are not interested here). This ratio quantifies the pro-
portional change expected in survival times resulting from a change by one unit in a
continuous covariate, or between two factor levels (Carroll, 2003). More generally, the
relative change in survival times between individuals i and j with covariate vectors vi
and vj is given by exp(−β>(vj − vi)/γ).
3.2. Berkson measurement error
Berkson-type error in covariates of regression models typically occurs in experimen-
tal setups (e. g . due to deviations from predefined, planned doses or concentrations),
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epidemiological studies (e. g . when assigning exposure measurements to individuals
within a radius of a measurement station), or when a rounded proxy w of a true vari-
able x is used (e. g . due to limited precision of a measurement device). Examples are
the application of fixed doses of herbicides in bioassay experiments (Rudemo et al.,
1989) or the radiation epidemiology study described in Kerber et al. (1993) and Simon
et al. (1995). Let the vector w = (w1, . . . , wn)
> be the proxy for an unobserved (latent)
covariate x = (x1, . . . , xn)
>, and u = (u1, . . . , un)> the vector of corresponding error
terms. The Berkson measurement error model (Berkson, 1950) is then given as
x = w + u , u ∼ N(0, τuD) , (4)
where w and u are assumed independent given the other covariates z. The diagonal
matrix D contains entries di > 0 to account for heteroscedasticity, with D equal to
the identity matrix if the error model is homoscedastic, and error precision τu. Please
note that we parameterize the multivariate normal distribution with mean and preci-
sion matrix, where the precision matrix is the inverse of the covariance matrix. One
important characteristic of Berkson ME is that, due to independence of w and u,
Var(x) = Var(w) + Var(u), i. e. the variance of the true unobserved covariate x is
larger than the variance of the proxy w. Finally, we assume that the survival outcome
(t, δ) is conditionally independent of the proxy w, given the true covariates x and z.
Such an ME model is called non-differential (Carroll et al., 2006) and implies that the
proxy w contains no additional information on the response (t, δ) if the true covariates
x and z are known.
3.3. Classical measurement error
While Berkson error mainly occurs in experimental setups, the classical-type error
model can usually be found in the context of measurements, which may be taken
repeatedly, e. g . in the field or in the laboratory. A prominent example are SBP values
of study participants (Carroll et al., 2006), which were used as a covariate in the
NRP 1A study investigated here. The observed proxy w is then a composition of the
true covariate x and the error term u, i. e.
w = x+ u , u ∼ N(0, τuD) , (5)
where x and u are assumed independent given z, and D is a diagonal matrix with
positive entries. Ideally, repeated measurements wij, j = 1, . . . , Jni , of the true value are
available, so that wij |xi ∼ N(xi, τudi). The repeated measurements wij are sometimes
unbalanced, but usually assumed to be conditionally independent. In contrast to the
Berkson ME, the variance of the observed proxy w in the presence of classical ME is
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larger than the variance of the true covariate, i. e. Var(w) > Var(x). We again assume
a non-differential ME model.
3.4. Two-component error model
A true covariate is sometimes blurred by multiple mechanisms, which may induce
classical and Berkson error components in the same covariate (Heid et al., 2004). For
instance, assume that an imprecisely measured covariate is rounded to a convenient
number. In this case, classical error (for the imprecision of the measurement) and
Berkson error (for the rounding) are present in the same variable. Note that this is
the situation we encounter for the cigarette consumption values that were reported by
the smoking individuals in the NRP 1A study: While participants are likely to misre-
member their actual mean cigarette consumption (Wang et al., 2012), some smokers
preferentially reported multiples of 5, 10 or 20 (Figure 1, left). A similar issue arises
for blood-pressure recordings, which are difficult to measure (classical error), and in
addition have been shown to suffer from an over-proportional representation of end-
digits 0, 5 and the even numbers 2, 4, 6 and 8, corresponding to a human-induced
rounding (Berkson) error (de Lusignan et al., 2004). The distribution of end-digits in
SBP recordings of the present study is shown in the right panel of Figure 1.
Average number of cigarettes wi
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Figure 1: Frequencies of self-reported average number of cigarettes smoked per day, excluding non-
smokers, where the peaks at multiples of five and ten are clearly visible (left), and frequencies of
observed end-digit recordings for SBP (right).
To model such an error structure, the trick is to include an additional latent variable
r for the (unobserved) mismeasured values, that is, for the remembered values by the
smokers or for the actual SBP displayed by the measurement device, respectively. The
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true values x, the reported values w and r are then related as
r = x+ uc , uc ∼ N(0, τucDc) and (6)
r = w + ub , ub ∼ N(0, τubDb) , (7)
where uc and ub are the classical and Berkson error terms, and τuc and τub are the
respective error precisions. The first equation relates the latent mismeasured or mis-
remembered values r to the true (but also latent) values x, while the second equation
implies that the reported values w are rounded versions of r. The diagonal matri-
ces Dc and Db contain as entries for individual i the scaling constants d
(c)
i and d
(b)
i ,
respectively, to account for non-constant error precisions in the two sub-models.
4. Implementation using INLA
Bayesian hierarchical modelling that combines regression and error models has al-
ready been proposed by Lindley and El-Sayyad (1968), Clayton (1992) or Richardson
and Gilks (1993). Recently, Muff et al. (2015) have shown how generalized linear
(mixed) models can be fitted in the INLA framework when there is Berkson or clas-
sical ME in a Gaussian covariate. Here, we extend the methodology to the context
of parametric survival modelling using the Weibull likelihood. At the same time, we
allow for two-component error models with a mixture of Berkson and classical error in
covariates, as well as for joint error modelling in multiple covariates. The hierarchical
model encompasses the following levels:
(i) The Weibull regression model with hazard function (2), which defines the likeli-
hood of the outcome (t, δ) as a function of the error-free covariates z, the true
unobserved covariate(s) x, and the shape parameter γ.
(ii) The error model(s), either Berkson (4), classical (5), or a combination of both with
levels (6) and (7), as described in the previous section. Error in multiple covariates
can be modelled jointly, in which case the hierarchical model is augmented by all
the respective equations.
(iii) A so-called exposure model (Gustafson, 2004), i. e. a model for each latent covari-
ate x, needs to be specified if the classical error model is used, or in the presence
of Berkson and classical ME in x. Here, we assume that the true covariate x is
Gaussian with a mean that may depend on the error-free covariates in the matrix
z:
x | z ∼ N (α01 + zαz, τxI) . (8)
A special case emerges if x is independent of z, i. e. when αz = 0. Note that
the above formulation assumes that the x are conditionally independent given
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z, although INLA is capable to deal with various Gaussian Markov random field
(GMRF) dependencies within the latent field, such as temporal or spatial pat-
terns. Still, an important prerequisite to apply INLA is the normality of x | z
(Rue et al., 2009), although recent extensions of INLA relaxed this restriction
to near-Gaussian distributions (Martins and Rue, 2014). No exposure model is
needed if a covariate suffers only from Berkson ME, because the error model (4)
automatically specifies the distribution of x |w.
(iv) We assign independent Gaussian priors to the regression coefficients β = (β0, βx,β
>
z )
>
and α = (α0,α
>
z )
> and suitable gamma priors to the hyperparameters τuc , τub , τx
and γ. It is a particularity of INLA that βx is also treated as a hyperparameter.
The reason is that the term xiβx in the regression equation is the product of two
Gaussians, and is thus not Gaussian itself. For more details, see Muff et al. (2015)
and additional explanations below.
For hierarchical models including a simple Berkson error, or a classical error with
an exposure model that is independent of other covariates (i. e. αz = 0 in (8)), the
meb and the mec models (Muff et al., 2015) are available in R-INLA. However, all mod-
els discussed here feature a more complex structure, thus the explicit formulation of a
joint model for the regression, error and exposure models is necessary. Suitably stacked
predictor vectors and a corresponding response matrix are then required. Importantly,
some of the equations in the joint model must be reformulated. For the novel classi-
cal/Berkson error model proposed here, equations (6) and (7) are written as
0 = −r + x+ uc and
−w = −r + ub ,
and the exposure model (8) for x
0 = −x+ α01 + zαz + x ,
with suitably distributed vectors uc, ub and x. Thanks to this reformulation with
pseudo-observations 0 or −w on the left, these equations can be interpreted as part
of the observation model, which enables the joint fit of the hierarchical model in
INLA. The response matrix in R-INLA then contains one separate column per equation,
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namely 
y1 NA NA NA
...
...
...
...
yn NA NA NA
NA 0 NA NA
...
...
...
...
NA 0 NA NA
NA NA −w1 NA
...
...
...
...
NA NA −wn NA
NA NA NA 0
...
...
...
...
NA NA NA 0

,
where the first column corresponds to the regression model, columns two and three
to the components of the error model, and the last column to the exposure model.
The covariate vectors must be stacked in correspondence to the response matrix. Each
equation of this joint observational model may follow a different likelihood function
and requires a different set of hyperparameters.
An inherent complication of ME modelling in INLA is that product structures
of two unknown parameters, such as xiβx in (1), are generally not supported due
to the requirement that the latent field must be (close to) Gaussian. As detailed
out in Muff et al. (2015), a computational trick is then to interpret the regression
parameter βx as a hyperparameter, so that conditionally on βx, the product xiβx is
still Gaussian. Moreover, the latent covariate x occurs not only as a product with βx
in the linear predictor, but also without a scaling in the error and exposure models.
Identical copies of the same random field x are thus needed in different contexts,
which can be implemented in INLA through the use of the copy-option (Martins et al.,
2013). To facilitate the use of the error models presented here, we provide a more
detailed description and R-INLA-code for a working example of the two-component
error model in the Supplementary Material [Insert Inline Supplementary Computer
Code “R-INLA code example of two component error model.r” here].
5. Application: CVD mortality in the Swiss National Cohort Study
A major difference in the analysis carried out here to the original approach pre-
sented in Von Gunten et al. (2013) is the substitution of SBP by its transformation
log(SBP − 50), and the replacement of the Cox by a Weibull regression model. For
comparison, Cox and Weibull models were fitted with a (partial) maximum likelihood
(ML) approach using the coxph() and survreg() functions from the survival pack-
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age (Therneau, 2015) in R version 3.3.2 (R Core Team, 2016), and a Bayesian Weibull
model using the R interface R-INLA (updated Jan 07, 2017) with the same prior dis-
tributions as will be specified later in Section 5.1.2. All continuous covariates were
centered, but not standardized. The results (Table 3) indicate that the coefficients
estimated for the Cox and the Weibull model are very similar for the NRP 1A data
subset including the 3607 male participants used here, thus replacement of the Cox
by the Weibull model seems warranted. In addition, a simultaneous p-value for the
agreement of the cumulative baseline hazards between the Weibull (fitted with ML)
and the Cox models was calculated from 10 000 bootstrap samples that were fitted with
Cox regression, using the method described in Sabane´s Bove´ and Held (2011, appendix
C.1) and Held (2004). The resulting p = 0.077 yields only weak evidence for a conflict
between Cox and Weibull regression. Figure 2 shows the 95% simultaneous credible
bounds for the log cumulative baseline hazard function, as well as the respective curve
from Weibull regression and a subset of 200 bootstrap samples fitted with Cox regres-
sion. The figure indicates that the Weibull curve stays within the credible bounds
at all times. However, this analysis ignores the uncertainty in the estimated Weibull
curve, which implies that the p-value reported above tends to be too optimistic, i. e.
too small. Note that the output for the Bayesian Weibull model in Table 3 will serve
as reference, hereafter called the naive estimates, to which the results after Bayesian
error modelling will be compared.
As mentioned in Section 3.1, the advantage of Weibull regression is its interpretation
as an AFT model, thus ETRs can be estimated as well. Estimates of the ETR values
for the NRP 1A dataset obtained from the Weibull regression model fitted with INLA
are given in Table 4 for continuous and binary covariates. For example, the ETR of
0.974 for blood glucose means that, as the blood glucose concentration increases by one
mmol/L, the expected survival time of the patient decreases by 2.6%. To obtain credible
intervals for the ETRs, which involve the ratio of two estimated parameters, the func-
tions inla.posterior.sample() and inla.hyperpar.sample() generate Monte Carlo
samples from the joint posterior distribution of the regression coefficients and the (hy-
per)parameters. For the covariate in the k-th column of v, k ≥ 2, Monte Carlo samples
of the corresponding ETR can then easily be calculated as κ
(k)
j = exp(−β(k)j /γj), where
β
(k)
j and γj denote the respective sample values of iteration j. Posterior marginals, and
in particular credible intervals, for the respective ETR can then be directly estimated
from these samples. The estimates derived from INLA, using the same priors as above
and no error modelling, are shown in Table 4. The table also contains the posterior
probabilities Pr(κ ≤ 1 | data) that the ETR is below 1, the Bayesian analogue of a one-
sided p-value. The main advantage of estimating the CIs for the ETRs using INLA in
our application is that the same procedure can also be applied to hierarchical models
including ME components.
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Cox Weibull (ML) Weibull (Bayes)
coef (se) HR coef (se) HR coef (sd) HR
Intercept - - -2.73 (0.15) - -2.64 (0.14) -
Glucose 0.06 (0.03) 1.06 0.05 (0.03) 1.06 0.06 (0.03) 1.06
Age 0.13 (0.005) 1.13 0.12 (0.005) 1.13 0.12 (0.005) 1.12
Fasting time -0.003 (0.01) 1.00 -0.002 (0.01) 1.00 -0.003 (0.01) 1.00
Phys. activity score -0.05 (0.03) 0.95 -0.05 (0.03) 0.95 -0.05 (0.03) 0.95
BMI 0.02 (0.01) 1.02 0.02 (0.01) 1.02 0.02 (0.01) 1.02
Cholesterol 0.16 (0.07) 1.18 0.16 (0.07) 1.17 0.15 (0.07) 1.16
Mean log(SBP− 50) 1.14 (0.24) 3.12 1.09 (0.24) 2.99 1.11 (0.24) 3.03
Cigarettes per day 0.027 (0.005) 1.03 0.027 (0.005) 1.03 0.025 (0.005) 1.03
3 main meals Yes -0.11 (0.12) 0.90 -0.11 (0.12) 0.90 -0.13 (0.12) 0.87
Widowed 0.38 (0.21) 1.46 0.37 (0.21) 1.44 0.38 (0.21) 1.45
Divorced/separated 0.13 (0.24) 1.14 0.13 (0.24) 1.14 0.11 (0.24) 1.12
Single 0.26 (0.18) 1.29 0.24 (0.18) 1.27 0.21 (0.17) 1.23
Lugano 0.24 (0.19) 1.27 0.20 (0.19) 1.22 0.17 (0.19) 1.19
Nyon -0.10 (0.12) 0.90 -0.10 (0.12) 0.90 -0.13 (0.11) 0.88
Solothurn 0.21 (0.16) 1.23 0.20 (0.16) 1.22 0.16 (0.16) 1.18
Vevey -0.14 (0.19) 0.87 -0.15 (0.19) 0.86 -0.18 (0.18) 0.84
Shape parameter γ - - 2.04 (0.08) - 2.02 (0.07) -
Table 3: Comparison of the β estimates from the Cox and Weibull regression models fitted to the
NRP 1A data. For the Weibull regression model, a maximum likelihood approach, as well as a Bayesian
approach using INLA, were used for fitting. None of the calculations involved error modelling.
κ Equi-tailed 95% CI Pr(κ ≤ 1 | data)
Glucose 0.973 0.948 to 0.999 0.98
Age 0.944 0.939 to 0.948 1.00
Fasting time 0.836 0.677 to 1.020 0.96
Physical activity score 1.002 0.989 to 1.015 0.42
BMI 0.990 0.976 to 1.004 0.92
Cholesterol 0.928 0.869 to 0.990 0.99
Mean log(SBP− 50) 0.582 0.459 to 0.729 1.00
No. of cigarettes per day 0.988 0.983 to 0.992 1.00
3 main meals 1.070 0.951 to 1.199 0.13
Table 4: Estimates of the ETRs (κ), equi-tailed 95% CIs and posterior probabilities Pr(κ ≤ 1|data)
for all continuous or binary covariates calculated from 10 000 Monte Carlo samples of the INLA joint
posteriors for the Weibull regression model without error modelling.
In the following subsections, we specify hierarchical error models for the reported
mean number of cigarettes smoked per day and for the SBP, and report the results of
fitting these models in R-INLA.
5.1. Error in the reported mean number of cigarettes smoked per day
The histogram of self-reported mean number of cigarettes smoked per day in the
NRP 1A study is depicted in the left panel of Figure 1. Wang et al. (2012), who related
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Figure 2: Log cumulative baseline hazard β0 + γ log(t) for the Weibull regression model, using the
estimates for β0 and γ from the ML output (black line), as well as 95% simultaneous credible bounds
for the cumulative baseline hazard of the Cox model (blue lines). Grey lines show 200 out of 10 000
bootstrap samples using Cox regression, given here for illustration.
true cigarette counts that were assessed by ecological momentary assessment (EMA),
i. e. the instantaneous recording of each cigarette as it was smoked, to retrospective
records obtained by time-line follow-back (TLFB) methods, formulated an error model
with two levels to account for both the rounding and the misremembering component
in the reported cigarette numbers.
5.1.1. Error model
A two-component error model accounting for misremembering (classical error) and
rounding (Berkson error) in the cigarette reports of smoking individuals was there-
fore specified, using equations (6) and (7). Note that this corresponds to a different
modelling strategy in comparison to Wang et al. (2012), where daily cigarette counts
were considered, while we are looking at average daily consumption, which may involve
floating point values. Moreover, our model does not directly allow for biased reports,
such as over- or underreporting of the true numbers, although such extensions could
be handled by adding respective terms to the models. In addition to the two error
modelling layers, an exposure model for the latent true smoking covariate x is needed.
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Assuming that the smoking behavior is not influenced by any other covariates, a nor-
mally distributed, independent exposure model with an average value µx and precision
τx was used for the smoking individuals. Note that the non-smokers must be treated
separately, as we assumed here that they reported their consumption correctly (i. e.,
wi = 0 implies xi = 0). We thus have
xi ∼ N(µx, τx) , (9)
if individual i was a smoker, i. e. reported wi > 0.
5.1.2. Priors
The specification of informative priors is important in the context of error modelling,
because the ensemble of all parameters is generally nonidentifiable (Gustafson, 2005).
We therefore need to carefully evaluate prior information from external validation data
and expert knowledge.
misremembering component (Classical error). We start with the determination of the
prior for τuc and the entries d
(c)
i in the scaling matrix as given in equation (6). Het-
eroscedastic error modelling is important because it has been observed previously that
lighter smokers reported their cigarette consumption with higher precision (Klesges
et al., 1995). It is thus crucial to allow the scaling constants to depend on the reported
values wi. To obtain the respective information, we used the results presented by Wang
et al. (2012), where true daily smoked values xi from EMA assessments were compared
to retrospectively reported values wi. Wang et al. (2012) assumed that the remembered
values ri (before rounding) are Poisson distributed as
E(ri |xi, bi) = exp(β0 + log(xi)β1 + bi) ,
with a random effect bi ∼ N (0, τb), and estimated the parameters as β0 = 2.32, β1 =
0.27 and τb = 1/0.09. As the true values xi and the remembered values ri are not
assumed to be integer numbers here, we only used this error model to obtain prior
information for the error precision τuc . To this end, 10 000 remembered values r˜x for
any true integer value x between 1 and 80 were simulated. Figure 3 shows that the
error variance increases linearly with the square root of smoking counts, and thus the
precision was assumed to scale as d
(c)
i ∝
√
1/wi when individual i reported wi > 0.
For x = 20, for example, the error variance was estimated to be Var(r˜20− 20 · 1) = 79.
By setting the scaling factor d
(c)
i = 1 for reported values wi = 20, we can use the τuc ∼
G(1/79, 1) prior for the error precision, with mean equal to 1/79, and a variance that is
identical to the mean. Consequently, the scaling for general wi > 0 is d
(c)
i =
√
20/wi.
Finally, non-smokers were assumed to report correct values, thus d
(c)
i = 10
15 was used
for wi = 0 to avoid numerical problems.
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Figure 3: The misremembering error variance Var(uc) for the error model of self-reported cigarette
consumption increases linearly with the square root of the true smoking value. The variances were
estimated from simulations using the model of Wang et al. (2012).
Rounding component (Berkson error). To determine the priors for the error precision
τub and the scaling factors d
(b)
i of model (7), we start with the prior distribution of the
error when the reported number was wi = 10. For a lower bound of the precision we
assumed that the remembered values lie within a range of plus or minus 5, meaning
that they are somewhere in between 5 and 15, as they would otherwise very likely
be rounded to 5, 15 or 20. Assuming a uniform (”worst-case”) distribution for the
remembered values, the lower bound for the precision is then given by 12/100. On the
other hand, the minimal spread around the reported value is assumed to be plus or
minus 1, leading to an upper bound of the precision being 3. Using these values as
2.5% and 97.5% quantiles of a gamma distribution, numerical optimization leads to the
τub ∼ G(1.92, 1.81) prior in the case of wi = 10. To determine the scaling factors d(b)i ,
we assumed the same scaling behavior as for the misremembering error, i. e. that the
error precision increases with
√
1/wi, if the value is a multiple of five. By setting the
scaling factor to d
(b)
i = 1 for wi = 10, we obtain the formula d
(b)
i =
√
10/wi for multiples
of five. For all other values we suppose that CIs are only half as wide, resulting in a
four times larger precision d
(b)
i = 4 ·
√
10/wi. Again, reported values by nonsmokers,
i. e. wi = 0, were assumed to be error-free, thus d
(b)
i = 10
15 was used. In summary, the
scaling is given as
d
(b)
i =

1015 if wi = 0 ,√
10/wi if wi mod 5 ≡ 0 ,
4 ·√10/wi otherwise .
Other priors. In the exposure model (9), the mean was fixed at µx = 17.98, which
corresponds to the average reported number by the smokers in the study, and the
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prior for the precision of the exposure model (9) was set to τx ∼ G(0.0097, 1), with
expected value and variance equal to the sampling variance calculated from the 3176
smoking individuals of the EMA records in Wang et al. (2012). For the components
of β in the regression model (1), we assumed independent normal priors inspired by
the g-prior (Zellner, 1986) for the regression coefficients in the normal linear model.
Let vc denote the design matrix of the transformed and centered observed covariates
including the error-prone covariates, with ones in the first column representing the
intercept. Moreover, let nobs be the number of observed deaths due to CVD, here
nobs = 458. It was then assumed that the prior variance of the k-th covariate is
Var(β(k)) = nobs
[
(v>c vc)
−1]
kk
,
where [.]kk is the k-th diagonal entry of the matrix. The choice of nobs (rather than
n) is motivated by extensions of BIC to survival models (Volinsky and Raftery, 2000),
although the results are not sensitive to this choice, as illustrated by a sensitivity check
in the Supplementary Material (Section 3). Assuming prior means of zero, the prior
distributions thus were
β(k) ∼ N
(
0,
{
nobs
[
(v>c vc)
−1]
kk
}−1)
. (10)
Alternatively, a multivariate prior
β ∼ N (0, n−1obs v>c vc) (11)
could have been used. It is not straightforward, but possible to implement such a
prior with a fixed covariance matrix in R-INLA (Held and Sauter, 2016). However, our
independent prior formulation (10) shares with the full g-prior (11) the attractive prop-
erty of measurement invariance under rescaling and translation, so all analyses done
here were based on independent priors. Another alternative, inspired by generalized
g-priors for GLMs (Wang and George, 2007; Li and Clyde, 2016), uses the observed
Fisher information matrix from the Weibull regression model instead of v>c vc, which
leads to similar prior precisions as in (10). Note however that the prior based on the
observed Fisher information is outcome-dependent. For the shape parameter γ of the
Weibull distribution, we used a gamma prior with mean 2, which is similar to what
was found in the naive regression analysis (γˆ = 2.02, see Table 3) and corresponds to
a linearly increasing expected baseline hazard function. Our prior thus had the form
G(2a, a) for some a > 0. In addition, assuming that a decreasing hazard is implausible,
given the age cohort and the follow-up time of more than 30 years, the probability for
a decreasing hazard was set to Pr(γ < 1) = 0.025, which led to a ≈ 5.5 and thus to
the γ ∼ G(11, 5.5) prior.
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5.1.3. Results
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Figure 4: Posterior marginal distributions (thin lines) and 95% CIs with posterior mean estimates
(point on the CI) for all regression coefficients whose respective covariate was either subject to error
modelling, or that was included as a covariate in the exposure model of SBP, as well as the shape pa-
rameter γ. The four models were the naive without any error considerations (Naive), a two-component
classical/Berkson error to account for the error in the reported cigarette consumption (Cig), a two-
component classical/Berkson error model for the blood pressure (SBP), and a joint model for the error
in both covariates (Cig & SBP).
The estimates and 95% CI for some parameters of interest are labelled as Cig in Fig-
ure 4. The estimate of the regression coefficient βcig for the mean number of cigarettes
smoked per day slightly increased from βˆcig = 0.025 (with 95% CI from 0.016 to 0.034)
in the naive model to βˆcig = 0.030 (with 95% CI from 0.019 to 0.041) after error correc-
tion. The shape parameter γ was again estimated as 2.03 (95% CI from 1.87 to 2.19).
The classical error precision for misremembering of the mean number of cigarettes
smoked per day was τˆuc = 0.025 (with 95% CI from 0.018 to 0.036), and the rounding
error precision τˆub = 1.16 (with 95% CI from 0.23 to 3.12). Posterior means and CIs
of the most relevant ETRs from 10 000 MCMC samples are graphically displayed in
Figure 5. In particular, the ETR for a single cigarette decreased from 0.988 to 0.985.
This implies that for an average daily consumption of 20 cigarettes, the expected life
time shrinks by a factor 0.75, compared to 0.78 without error modelling. However and
importantly, the coefficient and ETR for plasma glucose concentration - the main ex-
planatory variable in the study by Von Gunten et al. (2013) - were essentially unaffected
by modelling the ME in the reported cigarette values.
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Figure 5: Estimates and 95% CIs for the ETRs of the mean number of cigarettes smoked per day
(κcig), for the mean transformed systolic blood pressure (κSBP), and for blood glucose concentration
(κgluc). The estimates were derived by Monte Carlo sampling from the posterior distributions given
by INLA.
5.2. Error in systolic blood pressure measurements
Due to daily variations and imprecision in the measurement devices, the long-term
SBP cannot be precisely quantified. Single measurements at health examinations have
to be used as proxies for the long-term SBP, which may differ considerably (Carroll
et al., 2006). In addition, end-digit preference of SBP reportings are blurring the daily
measurements.
5.2.1. Error model
As in the case of cigarette misreporting, a two-component error model was for-
mulated to account for measurement imprecision (classical error) and rounding/digit
preference (Berkson error) in SBP reportings. We denote the j-th SBP measurement
for participant i by wij and the vector of all j-th measurements is given by wj, with
the i-th component encoded as missing value (NA), if the measurement wij was not
available.
Let w be the vector of the means over all available (transformed) SBP measure-
ments per participant, which corresponds to the covariate included in the original study
without error modelling. The two-component error model for the observed vector w is
then given as
r = x+ uc, uc ∼ N(0, τucDc) and (12)
r = w + ub, ub ∼ N(0, τubDb) , (13)
where uc and ub denote the vector of mean classical and Berkson error terms of the
individual measurements for each participant, and r represents the mean of the values
indicated by the measurement device before they were rounded. In addition, a model
for the latent SBP covariate is needed. As in Muff et al. (2015) we used an exposure
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model that allowed for linear dependency on other covariates. Based on subject matter
knowledge, the following six covariates were selected: blood glucose level, age at study
entry, BMI, blood cholesterol level, physical activity score and reported mean number
of cigarettes smoked per day. The exposure model can then be written as
x = α01 + z˜αz˜ + x, x ∼ N(0, τxI) , (14)
where z˜ is the submatrix containing the columns corresponding to the six covariates
mentioned above, and αz˜ = (α1, . . . , α6)
> is the vector of the respective regression
coefficients.
5.2.2. Priors
Measurement imprecision component (Classical error). The error precision prior for
a single measurement was set to τuc ∼ G(100, 1), in analogy to Muff et al. (2015,
application 5.2), where the same prior has been derived for the classical error component
from expert knowledge. As averaging over more measurements reduces the variance
of the mean error term, the diagonal entries d
(c)
i in Dc had to be scaled based on
the number of measurements per individual. Under the assumption that the included
measurements 1, 3 and 4 suffer from independent ME and using that thus the error
precision increases linearly with the number of repeats ni for patient i, the scaling
constant was given as d
(c)
i = ni.
Rounding component (Berkson error). Similar considerations as for the rounding phe-
nomenon in cigarette numbers are useful when determining priors for the rounding
error caused by digit preference in SBP reports. Here, an additional complication
comes from the fact that log(SBP − 50) instead of SBP were used in the regression
model. Let us start by considering the case when the reported value was SBP=130,
which is close to the mean of the observations in the present dataset. For a lower bound
of the precision we assume that the actual measurements lie within a range of plus or
minus 10, that is, that the measurement device showed a value between 120 and 140.
On the transformed scale, we thus assume that all values between log(130−50−10) and
log(130−50+10) are equally likely, implying a precision of 190. At the other extreme it
was assumed that the actual value lies between 129 and 131, with uniform distribution
between log(130−50−1) and log(130−50+1) on the transformed scale, which leads to
a maximal precision of 19 198. Using these two extremes as the 2.5% and 97.5% quan-
tiles of a gamma distribution, numerical optimization leads to τub ∼ G(1.113, 0.00020)
for the case of SBPi=130.
In the second step the scaling factors d
(b)
i need to be determined. Note that the
effect of adding or subtracting a constant depends on the actual SBP values due to the
log transformation. Starting our considerations with observed SBP values with end-
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digts zero (100, 110, 120, . . .), and assuming the same rounding behavior as for 130, the
precision was scaled with 1/(log(SBPi − 50 + 10)− log(SBPi − 50− 10))2, the inverse
of the squared width of the respective interval. Next, because end-digits 2, 4, 5, 6 and
8 had a similar frequency (Figure 1, right), they were scaled with the same constant,
assuming that the actual measurement spread no more than within the range of plus
or minus 2 units in these cases. Finally, for the remaining end-digits (1, 3, 7 and 9) a
maximum spread of plus or minus 1 unit was assumed. In summary, the scaling was
thus given as
d
(b)
i =

[c/(log(SBPi − 50 + 10)− log(SBPi − 50− 10))]2 for end-digit 0 ,
[c/(log(SBPi − 50 + 2)− log(SBPi − 50− 2))]2 for end-digits 2, 4, 5, 6, 8 ,
[c/(log(SBPi − 50 + 1)− log(SBPi − 50− 1))]2 for end-digits 1, 3, 7, 9 ,
where c = log(130−50+10)− log(130−50−10) was used to obtain d(b)i = 1 for the case
SBPi=130. In addition, the scaling accounted for cases where multiple measurements
of SBP were available (ni > 1), such that d
(b)
i = ni/(
∑
j 1/d
(b)
ij ), where d
(b)
ij is the
respective scaling of the jth measurement of the ith patient.
Other priors. The hyperprior for τx was set to τx ∼ G(10, 1), as described in Muff
et al. (2015, application 5.2). Priors for the components of β were again determined
as in (10). Finally, for the parameters α = (α0,α
>
z˜ )
> of the exposure model we used
a similar strategy as for the coefficients in the regression model: We chose Gaussian
priors with mean zero inspired by the g-prior in the normal linear model. In the g-prior,
the covariance matrix is proportional to n · τ−1x . Here, the variance τ−1x is unknown
and we replace it by its prior expectation E[τ−1x ] = 1/9 to obtain a prior that does
not depend on other hyperparameters. Given the reduced design matrix v˜c = [1, z˜]
consisting of the intercept and the covariates included in the exposure model only, the
prior distributions were
αk ∼ N
(
0,
{n
9
[
(v˜c
>v˜c)−1
]
kk
}−1)
, k = 0, . . . , 6 ,
assuming prior independence of αk, k = 1, . . . , 6.
5.2.3. Results
Estimates of the regression coefficients and the hyperparameters, together with the
corresponding 95% CIs, are shown in Figure 4. The estimate of the regression coefficient
βSBP increased from the naive estimate βˆSBP = 1.11 (95% CI from 0.64 to 1.57), to
βˆSBP = 1.53 (95% CI from 0.9 to 2.15). This corresponds to a change in the expected
hazard ratio exp(βˆSBP) from 3.03 to 4.60. Note, however, that also the width of the CIs
increased, i. e. error modelling added more uncertainty to the estimates. The shape
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parameter was estimated to be γˆ=2.03 (95% CI from 1.88 to 2.19). Some estimates of
ETRs after error-adjustment of SBP are displayed in Figure 5. The ETR for the blood
pressure decreased from 0.58 (95% CI from 0.46 to 0.73) in the naive model to 0.48 (95%
CI from 0.35 to 0.65). The interpretation of the ETR for the transformed SBP values
is facilitated when specific values are plugged into the formula. For instance, while an
increase in blood pressure from 120 to 160 mm Hg leads to an expected reduction in
survival time by a factor 0.78 when using the estimates of the naive model, the error-
corrected model implies a factor of 0.71. On the other hand, as when modelling the
error in the reported cigarette consumption, the slope coefficient and ETR for plasma
glucose concentration were essentially unaffected by modelling the ME in SBP.
Additional regression coefficients α from the exposure model were estimated, and
these results are given in Table 5. We conclude that all variables in the exposure model
except the number of cigarettes smoked per day seem to be associated with the SBP.
Note that including the covariates age and BMI in the exposure model for the SBP
also had an impact on the estimates of the coefficients βage and βBMI in the regression
model (see Figure 4). The estimated influence of these covariates was slightly corrected
downward, probably in compensation to the increased influence that is now attributed
to SBP.
Coefficient Equi-tailed 95% CI
Intercept 0.004 -0.002 to 0.011
Glucose 0.014 0.009 to 0.019
Age 0.004 0.003 to 0.004
BMI 0.012 0.010 to 0.014
Cholesterol 0.013 0.003 to 0.023
Physical activity score 0.005 0.0009 to 0.009
No. of cigarettes per day -0.00008 -0.0007 to 0.0005
Table 5: Estimated coefficients αz˜ in the exposure model for SBP.
5.3. Joint error modelling in both covariates
Combining error models for several covariates in a Bayesian hierarchical model is
conceptually straightforward, and once the models for error in single covariates have
been formulated, the respective implementation is simple thanks to the modular frame-
work of INLA. Here, we have combined the two-component error model for the mean
number of cigarettes smoked per day described in Section 5.1 with the classical error
model for the SBP of Section 5.2. However, the number of cigarettes smoked per day
was excluded from the exposure model, which seemed not to be associated with the
SBP (Table 5), to avoid the complication of an error prone covariate in the exposure
model of another covariate.
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The resulting model had seven levels, namely the regression model (2), the two
components (6) and (7) for the cigarette misremembering and rounding error, the
exposure model for the true cigarette numbers (9), the two-component error model
(12) and (13) for the SBP, and the exposure model for the true SBP (14). All priors
were identical to those derived in Sections 5.1 and 5.2.
5.3.1. Results
Joint error modelling led to very similar results compared to the models that were
formulated for single covariates. Namely the effects related to cigarette consumption
βˆcig = 0.030 (with 95% CI from 0.019 to 0.042) and SBP βˆSBP = 1.52 (with 95% CI
from 0.87 to 2.13), as well as the shape parameter γˆ=2.04 (95% CI from 1.87 to 2.19)
were essentially identical, although with larger uncertainty than when the errors were
modelled individually. Consequently, also the ETRs were similar among the models
(Figure 5). The results from simultaneously modelling the error in SBP and in the
mean cigarette consumption are thus consistent to those from the single covariate error
models.
5.4. Sensitivity Analysis
As mentioned in Section 5.1.2, the parameters of error models are often nonidentifi-
able, thus the results from the error modelling procedure are expected to be sensitive to
changes in the prior distribution. In the classical error component of the model given
by equation (6), for instance, the variances of the classical error uc and of the covariate
x are confounded. On the other hand, Berkson error in covariates does generally have
less severe effects on the estimates of regression coefficients, especially in the case of
log-linear regression models (Carroll et al., 2006), thus the results are expected to be
less sensitive on the prior for τub . For illustration a sensitivity check was carried out
for the model incorporating error in SBP from Section 5.2. All results are presented
in the Supplementary Material, Section 3. As expected, while the results change with
variations in the prior on τuc , there is no or only very low sensitivity on the prior choice
for the regression parameters (β, α) and for the Berkson error precision τub .
5.5. Comparison to MCMC results
In previous applications, INLA has frequently been compared to results from MCMC
sampling procedures, such as OpenBugs (Lunn et al., 2009) or JAGS (Plummer, 2003),
and it has been shown that ME modelling with INLA leads to consistent results (Muff
et al., 2015). Therefore, only a brief comparison between the INLA results and a sample
of 100 000 iterations (with a burn-in of 10 000) from an MCMC procedure generated
via the R-interface rjags (Plummer, 2003; R Core Team, 2016) is given here, namely
for the Berkson/classical error model in SBP from Section 5.2. The INLA and MCMC
posterior distributions for βˆSBP are in almost perfect agreement, as shown in Figure
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6 and Section 4 of the Supplementary Material, and the same quality of the INLA
approximation is expected for the other models. In terms of efficiency, the respec-
tive model could be fitted in roughly 4 minutes on an IntelCore i7-2640M 2.80GHz
processor, while MCMC sampling required more than 9 hours.
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Figure 6: Comparison of MCMC samples (histogram) with the posterior marginal for βˆSBP from
INLA for the Berkson/classical error model in SBP.
6. Discussion
The INLA framework has previously been shown to be a very powerful tool for
Bayesian hierarchical modelling, in particular for GLMMs (Fong et al., 2010), but
also in the context of survival regression (Martino et al., 2011). Recently, INLA has
been used to fit simple error models for continuous covariates in a GLMM context
(Muff et al., 2015). This promising methodology has been extended here in three ways:
First, we have accounted for a multi-component error structure, namely when superim-
posed Berkson and classical error components obscure a true covariate simultaneously.
Second, we have jointly modelled ME in multiple covariates. And third, we have shown
that Bayesian ME modelling in Weibull regression models is also straightforward.
Using this improved methodology we have reanalyzed the subset of male partici-
pants from the NRP 1A study, which investigated the factors that lead to increased
CVD mortality (Von Gunten et al., 2013). Accounting for a two-component (classical
and Berkson) ME in self-reported average cigarette consumption or in SBP, respec-
tively, increased the corresponding estimated regression coefficients. Moreover, error
modelling also affected slope estimates of other covariates. In turn, this means that
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the inclusion of the error-prone covariates may lead to biased parameter estimates,
an aspect that has already been discussed for Cox regression in the case of classical
covariate error (Augustin and Schwarz, 2002; Augustin, 2004). Moreover, attenuation
effects induced by classical error in covariates are known from various other types of
regressions models. Importantly, also reverse attenuation (i. e. overestimation) of ef-
fects may occur, in particular when error-prone covariates are correlated with other
predictors (Fuller, 1987; Carroll et al., 2006). Here, ME modelling in SBP led to a
slight downward correction for the estimated effects of age and BMI (Figure 4), which
are indeed related to the blood pressure according to the results in Table 5. Modelling
the ME in the cigarette counts also slightly decreased the estimated effect of age. On
the other hand, the presence of additive Berkson ME in a covariate of a Cox regression
model was found to have only negligible effects on parameter estimates, provided that
the error variance is not too large (Ku¨chenhoff et al., 2007). In fact, when the errors in
the self-reported cigarette counts were only treated as a rounding and thus as a Berk-
son error, while neglecting the misremembering (i. e. classical) component, we found
essentially no changes in the estimated parameters in comparison to the naive model
(results not shown). This also illustrates that the results are sensitive to the choice of
the error model, and that a good understanding of the error structure is important.
Here, we borrowed prior knowledge from external validation data for cigarette reporting
behavior (Wang et al., 2012) and digit preference in SBP (de Lusignan et al., 2004), as
well as from previously derived priors using expert knowledge (Muff et al., 2015). No-
tably, all results are qualitatively consistent when the subset of female participants was
analyzed (results not shown). We conclude that especially classical error components,
as those present in the blood pressure measurements or in the misremembering com-
ponent of cigarette self-reporting, should not be ignored. Given that both covariates
are frequently included as confounders, or even as main predictor in medical studies,
and that good prior knowledge of the error distributions exists, we suggest that error
modelling for these covariates should generally be considered.
Note that one concern for SBP measurements is the occurrence of the so-called white
coat hypertension effect (Khan et al., 2007), which implies that the first measurement
during a consultation often overestimates the actual patient’s SBP. Given that in this
study either only one measurement was available per consultation, or that the sec-
ond measurement had to be discarded (i. e., in the first consultation), the recorded
mean SBP values might overestimate the actual long-term SBP. To account for such
a systematic effect, the classical error model component given in equation (12) can by
extended by adding a constant vector δ such that r = δ+x+uc, where the entries of
δ represent the expected overestimation. Such an extension is however not considered
here, because it would merely relocate (shift) the variable, which affects the estimate
of intercept (β0), but not the slope parameters of interest. Of course, things become
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more complicated if the entries of δ depend on x or any other variables, such as sex or
age, but these are modelling aspects that are not in the scope of the present paper.
Bayesian approaches for ME modelling in survival models have so far not been very
popular, an interesting exception being Tadesse et al. (2005), who proposed MCMC
sampling to account for classical covariate error in Cox regression. One advantage of
the INLA approach presented here is that no sampling is required to obtain parame-
ter estimates, and that models can thus be fitted efficiently and with high accuracy.
Interesting extensions of the error models presented here can be handled as well. For
instance, Muff and Keller (2015) not only included heteroscedastic error variances, but
also heteroscedastic variances for the unobserved covariate x. In addition, the Gaus-
sian assumption for the classical error term may by replaced by, e. g . a Poisson or
negative binomial model. Such extensions are possible, as long as the latent covariate
x still has a GMRF structure, which, among others, may involve spatial or temporal
dependencies. Recent extensions of INLA relaxed the Gaussian restriction for the la-
tent field to near-Gaussian distributions, such as the Student t distribution (Martins
and Rue, 2014). Such extensions may also be useful when random effects or frailties
(e. g . subject-specific covariate effects and intercept) are added to the linear predictor
of survival models, in order to obtain robust inference in the presence of outliers, as
has been shown by McCrink (2016).
Note that there are certain limitations to the model complexity that INLA is able to
cope with. Although arbitrarily complex models can be formulated in principle, there
are practical limitations to the number of hyperparameters, as numerical integration
needs to be performed over the space of all hyperparameters (Rue et al., 2009). Here,
the model fitting procedure for the error models involving only the smoking covariate
or only the SBP, respectively, required 5 hyperparameters. On the other hand, the
joint error model required 9 hyperparameters, and the calculation took approximately
one hour, thus significantly longer than for the two models that only accounted for
error in one covariate at the time (4 minutes each). Moreover, our example illustrated
that fitting a joint model does not necessarily provide much additional insight with
respect to sequential error modelling of single covariates, although this might be dif-
ferent in other applications. Still, if a joint model fit is too demanding, combining the
results from error modelling in single covariates can lead to useful approximations, in
particular if the error-prone covariates are not correlated.
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