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Pulse propagation methods in nonlinear optics
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Blackett Laboratory, Imperial College London, Prince Consort Road, London SW7 2AZ, United Kingdom.
(Dated: November 1, 2018)
I present an overview of pulse propagation methods used in nonlinear optics, covering both full-
field and envelope-and-carrier methods. Both wideband and narrowband cases are discussed. Three
basic forms are considered – those based on (a) Maxwell’s equations, (b) directional fields, and (c) the
second order wave equation. While Maxwell’s equations simulators are the most general, directional
field methods can give significant computational and conceptual advantages. Factorizations of the
second order wave equation complete the set by being the simplest to understand. One important
conclusion is that that envelope methods based on forward-only directional field propagation has
made the traditional envelope methods (such as the SVEA, and extensions) based on the second
order wave equation utterly redundant.
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I. INTRODUCTION
Here I discuss three important ways to tackle pulse
propagation in nonlinear optics. These include methods
that both do and do not follow the traditional approach
of using pulse envelopes. The description is taken in the
1D limit, but some discussion on including transverse
effects is made. The aim is to cover the considerations
relevant when modeling wideband fields, a regime not
comprehensively treated in many standard texts [1–6].
The three ways are solving (a) Maxwell’s equations,
(b) directional Maxwell’s equations, or the (c) standard
second order wave equation. Solving Maxwell’s equa-
tions is a well established approach, with a long history
(i.e. finite difference time domain (FDTD), see e.g. [7]),
although it is computationally intensive and has gener-
ally been little used in nonlinear optics (but see e.g. [8–
10]). Practical versions of directional Maxwell’s equa-
tions have appeared only recently, such as that of Kole-
sik et al. [11, 12]; other approaches followed [13–15],
the most general being [16]. However the first proposal
dates back to Fleck in 1970 [17], although only as some-
thing of a remark in passing, rather than a full investi-
gation. The most common approaches nonlinear optics
are those based on the standard second order wave equa-
tion, particularly with regard to envelope propagation
and the celebrated slowly varying envelope approxima-
tion (SVEA). The SVEA allows us to convert the sec-
ond order wave equation into a first order equation that
can efficiently propagate narrowband pulses. Recently
the SVEA has been relaxed [18–20], extending the use to
moderate bandwidths. However, much better approaches
based on factorizing the second order wave equation also
exist. An early example can be seen in [2], but also most
notably by Blow and Wood [21], and also the recent Fer-
rando et al. [22] and Genty et al. [23]; the most general
formulation, even allowing for magnetic effects, is that of
Kinsler [24].
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We can try to solve any of these equations directly,
without recourse to an envelope and carrier representa-
tion. This means ensuring sufficient numerical resolution
to integrate each of the field oscillations as it propagates
across the simulation window. This approach is the stan-
dard one when solving Maxwell’s equations (i.e. FDTD),
but generally in nonlinear optics an envelope approach
is used. This has a number of advantages: it imposes a
direction on the modeled pulse, and it removes the fast
oscillations at the centre frequency. In combination with
a moving frame, it can turn a pulse of rapidly oscillat-
ing fields moving at the speed of light into a smooth,
nearly-stationary waveform – with commensurate gains
in simulation speed. These benefits usually come with a
restriction on the allowed bandwidth of the pulse being
modeled.
This paper is organized as follows: in section II I com-
pare field and envelope approaches. In section III I con-
sider Maxwell’s equations in both field and envelope pic-
tures, followed in section IV by the same, but utilizing
a directional rewriting of Maxwell’s equations. Then, in
section V I consider the role of second order wave equa-
tions, in particular using factorization methods. Finally,
in section VII I present some conclusions.
Although not directly relevant to the discussion here,
it is also worth noting that directional waves in unstable
resonators were quantized by Brown and Dalton[25].
II. FIELDS VS ENVELOPES
It is often remarked upon that envelope methods work
surprisingly well. However, this surprise seems to be
based largely upon the SVEA equation for pulse propa-
gation, which indeed contains many approximations (see
[20, 26]). Recently it has been shown by several groups
[11, 13, 15, 22] that equations nearly identical to those
generated by the SVEA can be found by assuming lit-
tle more than the lack of backward-going field compo-
nents. Even when revisiting Blow and Wood [21], we
can see that their mathematics contained minimal con-
straints on the bandwidth of the envelope, although their
specific nonlinearity model did contain such restrictions.
A. The definition
For envelope methods, the direction is imposed by the
form for the carrier function, and is usually a plane wave
traveling in the chosen direction. Thus the typical enve-
lope and carrier representation of some field Q is
Q(t; z) = A(t; z)eı(k0z−ω0t) +A∗(t; z)e−ı(k0z−ω0t),(1)
Q˜(ω; z) = A˜(ω + ω0; z)e
ık0z + A˜∗(ω − ω0; z)e−ık0z.(2)
In some of the following equations, I will shorten the ar-
gument of the exponential in the carrier function with
Ξ = ı (k0z − ω0t). It is worth noting that we are not re-
quired to use carrier functions with the usual exponential
form [27], e.g. in semiconductor physics, Bloch functions
are routinely used as carriers to form a basis for electron
(or hole) envelope functions.
Note that it is approximations that restrict the valid-
ity of envelope approaches, not the use of them in itself.
This is contrary to the impression that might be gained
from SVEA approaches, and even their generalizations
[18, 20]. The potential benefits of envelopes are not tied
to restrictions on the bandwidth of the pulse being mod-
eled.
B. The big advantage
Replacing real fields E and H with an envelope-carrier
description give us at least one clear advantage: it re-
moves the dominant contribution to the underlying field
oscillations. The resulting smoother envelope is there-
fore easier, and much less computationally expensive to
propagate. It is the rapidity of the fastest time-domain
modulation of the field or envelope which constrains our
time resolution, and the rapidity of the fastest spatial
modulation which constrains the spatial resolution. Note
that although we usually hope that our envelope will then
have a relatively slowly varying form, the mere replace-
ment of the EM fields by envelope-carrier combinations
imposes of itself no approximations whatsoever.
Two processes may act to twist an initially smooth
envelope into something more problematic. First, linear
dispersion can add chirp, which manifests itself as a non-
linear phase ramp across the pulse. These are usually
relatively smooth changes, and cause little problem. Sec-
ond, there are nonlinear effects. Some, such as self phase
modulation (SPM) can be relatively mild, others, such as
coupling to backward propagating waves and harmonic
generation can impose significant oscillations.
C. Nonlinear polarization terms
As mentioned above, nonlinear processes can generate
oscillatory contributions to the envelope. We can see how
this occurs by considering an instantaneous third order
nonlinearity, which depend on E3 and has the form
E3(t; z) =
[
A(t; z)eΞ +A∗(t; z)e−Ξ
]3
(3)
= A(t; z)3e+3Ξ + 3A(t; z)2A∗(t; z)e+Ξ + c.c.(4)
Here we see a useful side-effect of the envelope-carrier
representation – that nonlinear terms can be separated
into convenient components. In this example, the full
χ(3) nonlinearity splits into a third harmonic generation
(THG) term proportional to A3, and an SPM term pro-
portional to |A|2A; along with complex conjugate coun-
terparts (c.c). Clearly the THG term is non-resonant
with the chosen carrier, and keeping such non-resonant
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nonlinear terms will impose significant oscillations onto
our envelope as it propagates. Such oscillations break
approximations relying on a relatively smooth envelope,
which is why in SVEA models they are discarded; how-
ever there is no a priori requirement to do so. E.g., in
the wideband Raman model of Kinsler and New [28, 29],
the Stokes and anti-Stokes fields appeared as sidebands
on the envelope spectrum.
D. Multiple carriers, wideband envelopes
We can generalize from a single envelope-carrier pair
by using multiple envelopes with carriers at different car-
rier frequencies. However, each added envelope greatly
increases the number of individual polarization terms re-
sulting from a nonlinearity, so as a rule it is best to
use the minimum number possible. As an exercise, just
calculate the number of terms in an eqn. (3) derived
from a field defined as E = A1e
+Ξ1 + A2e
+Ξ2 + c.c, not
E = A1e
+Ξ1 + c.c!
Multiple carriers work best when there are multiple
narrowband fields which resonantly interact, such as in
an optical parametric amplifier [2, 3] (check) or for Ra-
man processes [28, 29]. In such cases we can ruthlessly
discard nonlinear polarization terms which are not per-
fectly in resonance with processes of our choosing. An-
other use for multiple carriers is for including both for-
ward and backward propagating fields.
If we use multiple carriers, and also allow wideband
envelopes, then it is possible for multiple envelopes to
cover the same piece of spectrum. In a continuous math-
ematical description this overlap will always happen, but
in a discrete or numerical implementation it will depend
on our parameters.
This overlap is not necessarily a problem, as long
as we are careful about assigning polarization terms to
whichever envelope equation we choose – we must make
sure not to add the same term twice, for example. This
can also lead to a non-unique description, in the case
where a polarization term could be equally well drive the
evolution of one of two (or more) envelopes. Neverthe-
less, such non-uniqueness does not break our model, it
just allows us a choice which we might be able to use to
our advantage. In a simulation, we could try to assist our
numerics by managing the envelope spectra by generat-
ing a total spectrum, and then reassigning components
in the overlap region according to some smoothing pro-
cedure.
The use of wideband envelopes can raise some interest-
ing issues. For example, if the bandwidth of an envelope
is greater than its carrier frequency, then the envelope
will extend into negative frequencies. This is not a prob-
lem for our physical model, since we still have to recon-
struct the field from the envelopes and carriers, and those
negative frequency components are matched by comple-
mentary positive frequency ones from the complex conju-
gate of the envelope1. Again, we might consider a spec-
tral management scheme which swaps these unexpected
components over, restoring the envelope to pure positive
frequency content (and hence its conjugate to pure neg-
ative frequency content). However, we then find that at
zero-frequency we have introduce a hard cutoff in the en-
velope spectra, and so induced unwanted oscillations in
the time domain version of the envelope.
However, while such spectral management might seem
to offer advantages, in practice it makes little difference,
and adds needless complication to simulation code. I
would consider it only if some unexpected interaction
was generating significant spectral content near the band
edge of an envelope, at a position where it would be well
within the spectral range of some other envelope; and
even then it might be easier to simply increase the enve-
lope bandwidth.
E. Directionality
A carrier imposes a direction of propagation, and most
carrier-based models silently neglect even the possibility
of backward propagating fields, even though there is a
coupling between them. However, Casperson[30] used
both forward and backward carriers to construct an en-
velope model with a separation of the forward and back-
ward field components and interactions. The more recent
paper of Sanborn et al. [31] used the same approach.
Backward traveling components, if forced onto a for-
ward traveling envelope, will appear as non-resonant
terms. If identified correctly, these can then be discarded.
See also section VI for a discussion of the coupling
between forward and backward waves which is induced
by a nonlinearity.
F. Moving frames
In combination with a suitable moving frame, an en-
velope representation can turn a pulse of rapidly oscil-
lating fields moving at the speed of light into a smooth,
nearly-stationary waveform – with commensurate gains
in simulation speed.
However, we need to guarantee that all contributions
from backward traveling components are removed, oth-
erwise the envelope will contain oscillatory components
moving at approximately twice the frame speed.
A typical moving frame is defined by for a frame speed
v as t′ = t− z/v. Thus the spatial derivatives in propa-
gation equations are altered using
∂z = ∂z′ − v∂t (5)
1 That is, they should be so matched. If they aren’t, you’ve done
something wrong.
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G. Estimating the computational cost
Consider a wideband pulse, with a bandwidth of the
order of its centre frequency ω0. In a full-field approach,
this will have the fastest modulations of the field being
of the order 2ω0. In comparison, an envelope approach
results in the fastest modulations on the envelope be-
ing of the order ω0. Simplistically we might then hope
that the envelope approach allows us to halve our time
and space resolutions whilst still retaining numerical ac-
curacy. For narrow band fields the advantage is much
clearer – a bandwidth of ω0/100 might allow resolutions
to be coarsened by a factor of 100. For fields of a wider
bandwidth, we gain little advantage, unless we shift our
carrier frequency ω0 to the centre of the spectrum, even
if that is not co-incident with the dominant frequency
component. A more comprehensive examination of the
effects of numerical resolution has been given for the non-
linear Schro¨dinger equation by Sinkin et al. [32].
Note that since the linear response (dispersion) of the
medium can be done exactly in the frequency domain, re-
gardless of step-size, it might seem more appropriate to
focus more on the role of the nonlinear response when es-
timating the necessary temporal and spatial resolutions.
However the accuracy of a propagation method cannot be
easily evaluated whilst ignoring the dispersive propaga-
tion, because both dispersive and nonlinear effects occur
simultaneously. Even if a split step method is used, they
are interleaved, and their effects cannot be disentangled.
H. Disadvantages
The slight disadvantage of using envelopes is that real
valued time dependent fields are replaced by complex
valued envelopes. This doubles the amount of storage
used during computations, and also requires the use of
complex Fourier transforms rather than the faster real
ones; although of course the spectra of the fields are com-
plex in any case. In practice, the computational cost is
small, although the complexity of the simulation code is
increased.
III. MAXWELL’S EQUATIONS
When propagating fields in free space, we use the the
source-free Maxwell’s equations. To simplify the de-
scription we transform their time-like behaviour into fre-
quency space. This enables us to write the convolutions
required to model the linear time-response of the medium
(e.g. dispersion) as multiplications. However, since the
form of the nonlinear response is not simplified by this
process, a convolution in frequency space appears. In fre-
quency space, time derivatives convert to factors of −ıω,
so the equations are
∂zH˜y(ω; z) = −ıωǫ˜(ω′) ⋆ E˜x(ω; z), (6)
∂zE˜x(ω) = −ıωµ˜(ω′) ⋆ H˜y(ω; z). (7)
The “⋆” denotes a convolution,
Q(τ) ⋆ P (t) =
∫
Q(τ)P (t− τ)dτ = F−1
[
Q˜(ω)P˜ (ω)
]
.(8)
A rather nice way to scale these equations is to define
suitable ǫn and µn corresponding to a suitably chosen
refractive index, hence µn will usually be µ0. This means
cn = 1/ǫnµn, k = ω/cn, ǫ˜n = ǫ˜(ω
′)/ǫn µ˜n = µ˜(ω
′)/µn.
We then define e =
√
ǫnE and h =
√
µnH , which ensures
e and h are of comparable sizes. This gives us the scaled
Maxwell’s equations
∂z h˜y(ω; z) = −ıkǫ˜n(ω′) ⋆ e˜x(ω; z), (9)
∂z e˜x(ω) = −ıkµ˜n(ω′) ⋆ h˜y(ω; z). (10)
It is worthwhile comparing this scaling with that from
the directional fields approach in section IV; with the
correspondences
√
ǫn ↔ αr and √µn ↔ βr.
For our purposes, there are two main ways to solve
Maxwell’s equations: either FDTD[7] or Pseudo-Spectral
Spatial Domain (PSSD)[10]. In FDTD we propagate for-
ward in time, holding the fields E(z), H(z) as a func-
tion of space. However, in nonlinear optics, it is more
convenient to use PSSD, where we propagate forward in
space, holding the fields E(t), H(t) as a function of time.
Under PSSD derivatives are calculated pseudospectrally
[33]. However, its most important feature is that the
entire time-history (and therefore frequency content) of
the pulse is known at any point in space, so applying
even arbitrary dispersion incurs no extra computational
penalty. In contrast, FDTD (or other temporally propa-
gated methods) must use convolutions or time-response
models for dispersion. Although spatially propagated
simulations (e.g. PSSD) make it difficult to incorpo-
rate reflections properly, this is not a significant con-
straint as most such simulations are only interested in
uni-directional propagation anyway.
For example, in a 1D medium with linear dispersive
properties defined by ǫr, µr, containing a third order χ
(3)
nonlinearity defined by ǫc, the equations are
∂zHy(ω; z) = −ıωǫ˜r(ω′)E˜x(ω; z)
−ıω {ǫ˜c(ω′).F [Ex(t; z)2] (ω)} ⋆ E˜x(ω; z),(11)
∂zE˜x(ω; z) = −ıωµ˜r(ω′)H˜y(ω; z), (12)
where F[Q(t)](ω) denotes the Fourier transform of some
function Q(t). This model allows for the time-response
of the nonlinearity, and is thus applicable to (weakly cou-
pled) Raman systems as well. Note that the terms de-
pendent on ǫr and µr are simple products. The linear
dispersion combined with a time-dependent third order
nonlinearity gives a permittivity function which would be
written
ǫ(τ, t) = ǫr(τ) + ǫc(τ) ⋆ E(t)
2 (13)
ǫ(τ, t) ⋆ E(t) = ǫr(τ) ⋆ E(t) +
{
ǫc(τ) ⋆ E
2(t)
}
E(t)(14)
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ǫ˜(ω′) ⋆ E˜(ω) = ǫ˜r(ω)E˜(ω)
+
{
ǫ˜c(ω
′)F
[
E2(t)
]
(ω′)
}
⋆ E˜(ω).(15)
In the case of instantaneous nonlinearity, ǫ˜E˜ = ǫ˜rE˜ +
ǫcF
[
E3
]
.
A simple and efficient way to propagate these equa-
tions is using staggered E and H fields, which allow us
to use an Euler-like integration for each field, but achieves
second-order accuracy [34]. However, while the E and H
fields necessary for a forward propagating pulse are easy
to determine for co-incident E and H , we need to use
staggered initial conditions or else we get a significant
backward propagating component. Even with correctly
staggered initial conditions, we see a small spurious back-
ward component, the size of which depends on the time
step. This backward pulse is hard to get rid of com-
pletely, but it can be filtered in the time domain when
the two pulses have propagated apart far enough. An-
other point to consider, particularly when generating the
initial conditions for very short pulses, is the zero-force
condition [35]. This can be easily satisfied by deriving
the E and H fields for the pulse from a suitable vector
potential, rather than simply assuming a form for the E
field.
When considering the solution of these these Maxwell’s
equations, it is useful to partly calculate the time deriva-
tive of eqn.(14). For dispersion and a time response χ(3)
this gives us three terms,
∂t (ǫ(τ, t) ⋆ E(t)) = ∂tǫr(τ) ⋆ E(t)
+
(
∂t
{
ǫc(τ) ⋆ E
2(t)
})
E(t)
+
{
ǫc(τ) ⋆ E
2(t)
}
(∂tE(t)) .(16)
Thus we see that to solve the equations, we will need to
calculate the derivatives of three terms: the usual disper-
sive term, the time response term, and the field. We will
also need to retain the value of the time response term
as well. Since the time response term contains a con-
volution, it is best calculated in the frequency domain,
which is particularly convenient when using pseudospec-
tral derivatives. We will need two FFT’s to transform
E and E2 into frequency space. There we construct the
dispersion term and the time response term by simple
multiplications, and set up arrays for the derivatives by
multiplying by −ıω. We then need four back transforms
for a total of six in all: one more for the time response,
and three for the time derivatives of the dispersion, time
response, and field. For an instantaneous nonlinearity,
we need only three FFT’s: two forward transforms (for
E and E3), and one back transform for the combined
derivative. In addition to these six (or three) FFT’s
needed to solve the ∂zH equation, the ∂zE equation re-
quires another two, for a total of eight (or five).
A. Envelopes
Although it is not often done, we can represent
Maxwell’s equations using an envelope and carrier repre-
sentation. We express the fields E and H using
Ex(t; z) = A(t; z)e
ı(k0z−ω0t) +A∗(t; z)e−ı(k0z−ω0t),(17)
Hy(t; z) = F (t; z)e
ı(k0z−ω0t) + F ∗(t; z)e−ı(k0z−ω0t).(18)
We insert these into the Maxwell’s equations above,
separate out the normal and complex conjugate (c.c.)
parts, cancel the carrier exponentials present on both
sides of the equations, and rearrange to leave only ∂z
terms on the RHS,
∂zF˜ (ω; z) = −ıωǫ˜(ω′) ⋆ A˜(ω; z)− ık0F˜ (ω; z), (19)
∂zA˜(ω; t) = −ıωµ˜(ω′) ⋆ F˜ (ω; t)− ık0A˜(ω; t). (20)
Of course there is still much detail hidden in the per-
mittivity ǫ˜, since it contains the nonlinearity. Conse-
quently, I do not apply this envelope definition to a
general equation of motion because how ǫ is expressed
usually depends on the field and therefore on those en-
velopes. Starting with eqn.(14), and expanding ǫ with
terms for both (linear) dispersion ǫr and a time depen-
dent χ(3) nonlinearity (ǫc) gives
ǫ(τ, t) ⋆ A(t)e+Ξ + c.c.
= ǫr(τ) ⋆
{
A(t)e+Ξ +A(t)∗e−Ξ
}
+
(
ǫc(τ) ⋆
{
A(t)2e+2Ξ
+A(t)A(t)∗ +A(t)∗2e−2Ξ
})
×{A(t)e+Ξ +A(t)∗e−Ξ} (21)
ǫ(τ, t) ⋆ A(t)e+Ξ = ǫr(τ) ⋆ A(t)e
+Ξ
+2
{
ǫc(τ) ⋆ |A(t)|2
}
A(t)e+Ξ
+
{
ǫc(τ) ⋆ A(t)
2
}
A(t)∗e+Ξ
+
{
ǫc(τ) ⋆ A(t)
2
}
A(t)e+3Ξ (22)
ǫ˜(ω + ω0)A˜(ω) = ǫ˜r(ω
′ + ω0) ⋆ A˜(ω)
+2
{
ǫ˜c(ω
′ + ω0)F
[
|A(t)|2
]
(ω′)
}
⋆ A˜(ω)
+
{
ǫ˜c(ω
′ + ω0)F
[
A(t)2
]
(ω′)
}
⋆ A˜(ω)∗
+
{
ǫ˜c(ω
′ + 3ω0)F
[
A(t)2
]
(ω′)
}
⋆ A˜(ω).
(23)
We can see in eqn. (23) that the first three of the terms
(one dispersion and two SPM-like) are resonant with the
chosen envelope, but the last (third harmonic generation)
is not, and it modulates the envelope at 2ω0, (and subse-
quently the propagation by ∼ 2k0). Note the form of the
second SPM-like term, which needs contributions from
two A(t)’s and one A(t)∗ to have the correct frequency
dependence, but the convolution is with the A(t)∗ and
not an A(t) as might be expected.
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Note that in the case of instantaneous χ(3), the third
RHS term reduces to ǫc |A(t)|2A(t), giving
ǫ(τ) ⋆ A(t)e+Ξ = ǫr(τ) ⋆ A(t)e
+Ξ + 3ǫc |A(t)|2A(t)e+Ξ
+ǫcA(t)
3e+3Ξ, (24)
ǫ˜(ω′ + ω0) ⋆ A˜(ω) = ǫ˜r(ω + ω0)A˜(ω)
+3ǫcF
[
|A(t)|2 A(t)
]
(ω)
+ǫcF
[
A(t)3
]
(ω). (25)
This expression can then be substituted directly into
eqns. (19,20)
In this formulation, we have made no “slowly varying”
approximation like those in traditional approaches [1–
6], or in the variously corrected extensions[18, 20]. The
price we pay is having two envelopes instead of one, since
now the magnetic field is explicitly retained. Also, the
model still contains backward propagating components;
which, with the chosen carrier functions, will impress os-
cillations at 2ω0 on the envelope, and oscillations of 2k0
on the propagation. placing greater demands on our nu-
merics. Unfortunately there is no way to filter these out
at any point in the simulation, because their backward
propagating nature can only be established by linking the
time-like behaviour and space-like propagation of both E
and H fields. We cannot always rely on only time-like be-
haviour to filter them out, because, e.g., both backward
propagating terms (at +k0 and −ω0) and third harmonic
generation (at +3k0 and 3ω0) are equally detuned from
the carrier (at +k0 and ω0); although we could do so if we
were in a regime where third harmonic generation were
negligible.
At the start of this subsection, we hoped that dividing
out the carrier oscillations would give us a slowly varying
pulse envelope, which would then enable us to coarsen
our numerical resolution, and speed simulations. This is
true, up to a point – but remember the most likely reason
we are using a Maxwell solver is that we want to model
a wideband situation. It is the rapidity of the fastest
time-domain modulation of the field or envelope which
constrains our time resolution, and the rapidity of the
fastest spatial modulation which constrains the spatial
resolution.
We can do better than these Maxwell equations ap-
proaches without having to use second order wave equa-
tions and their complicated approximations by using di-
rectional Maxwell’s equations, as described in the next
section.
B. Transverse effects
There are two main transverse effect likely to be of
interest in pulse propagation models: mode averaging,
and diffraction or off-axis propagation.
Mode averaging is easy to incorporate if you assume
some known transverse profile for the mode: e.g. for
an optical fibre or some other waveguide. The trans-
verse derivatives vanish, and the material properties are
evaluated as an integral over the transverse dimensions,
weighted by the mode function.
Diffraction and off-axis propagation they result from a
coupling between the vector components of the E and H
fields – including those along the propagation direction.
Thus they are much harder to understand, as compared
to a paraxial model based on (e.g.) the second order wave
equation, although they can be simulated easily enough
in a full 4D FDTD code. This is because they result
from a coupling between the vector components of the
E and H fields – including those along the propagation
direction.
IV. DIRECTIONAL MAXWELL’S EQUATIONS
To my knowledge, the earliest rewriting of Maxwell’s
equations in a directional form was by Fleck [17], who
treated a dispersionless medium and plane polarized
wave. However, the idea was not used beyond its brief
appearance there. Fleck constructed his directional fields
by combining the sum and difference of the E and H
fields, weighted by the square roots of the permittivity
ǫ and permeability µ respectively. The new combined
fields represent the forward and backward traveling com-
ponents of the total field, and we can derive first-order
wave equations for these new fields.
In the mid 1990’s, the concept was rediscovered and
used to evaluate the properties of grating structures by de
Sterke, Sipe, and co-workers [36, 37], but not applied to
pulse propagation. The work considered materials with a
spatially varying refractive index, but did not incorporate
material dispersion or nonlinearity.
This concept of using directional fields for pulse prop-
agation was not revisited until the work of Kolesik et al.
[11, 12]. After selecting a preferred direction, they then
projected out the forward-like and backward-like parts
of the propagating fields. This procedure resulted in first
order wave equations for the propagation of the forward
and backward field components. Subsequent work by
Kinsler et al. [13, 14], presented a directional rewriting
of Maxwell’s equations using a generalized form of Fleck’s
construction; note also the independent work of Mizuta
et al. [15]. All of these methods use the same basic con-
cept – use the right combination of E and H fields so as
to create a pair of forward and backward-like fields.
Here I follow the most general formulation that I know
of, which is that of Kinsler [16], as developed from ear-
lier work [13, 14]. These handle the electric and magnetic
properties of the propagation medium on an equal foot-
ing, incorporates the dispersive properties of the medium
in a very general way, and retains all the vectorial be-
haviour of the fields. The result is paired first-order
equations for the plane-polarized directional fields G±
(and a longitudinal component G◦). Although compli-
cated in the general case, these simplify greatly in the
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usual case(s) of transverse and/or paraxial propagation
regimes. The cost of using these directional fields is that
while we can efficiently remove backward propagating
contributions, computing the nonlinear terms is more de-
manding. In contrast, the work of Kolesik et al. and
Mizuta et al. is distinguished by a greater emphasis on
the practical applications of directional fields.
Because these new G± fields are directional, we can ef-
ficiently separate out the forward-going part of the field,
and neglect the backward. This is an important step, be-
cause the standard Maxwell equations based approaches
treated in the previous section could not easily remove
the backward parts of the field, and these can cause in-
convenience in numerical simulations. For example, the
spurious backward component caused by imperfect initial
conditions should no longer occur.
The definitions of the G± fields, describing the trans-
verse properties of a plane polarized EM field, in the
frequency domain are
G˜±x (ω) = α˜r(ω)E˜x(ω)± β˜r(ω)H˜y(ω), (26)
The α˜r and β˜r “reference” parameters are best chosen
to closely match the medium, whilst ignoring nonlinear
effects, so that α˜r(ω)β˜r(ω) = 1/c(ω). That is, relevant
(linear) dispersive properties of the medium are included
in the reference parameters, i.e. that α˜r(ω) = ǫ˜r(ω)
1/2.
They have the definitions
ǫ˜ = ǫ˜r(ω) + ǫ˜c(ω) = α˜
2
r(ω) + α˜r(ω) α˜c(ω), (27)
µ˜ = µ˜r(ω) + µ˜c(ω) = β˜
2
r (ω) + β˜r(ω) β˜c(ω), (28)
where the correction parameters ǫ˜c and µ˜c represent the
discrepancy between the true values and the reference.
These correction terms will usually just be the nonlin-
earity. More generally, the smaller these correction terms
are, the better the match, and the more likely it is that a
description involving only G+ will suffice. Note also that
there are alternative ways of constructing directionalG±-
like fields [14].
In the widely used moving frame defined by v =
1/αfβf , where ∂zQ = ∂z′Q − αfβf∂tQ, using these G±x
fields gives the (non-magnetic case) propagation equation
[13],
− ∂z′G˜±x = ∓ıωα˜rβ˜r (1∓ ξ) G˜±
∓ ıωα˜cβ˜r
2
⋆
[
G˜+x + G˜
−
x
]
, (29)
where ξ = αfβf/α˜rβ˜r. Although this moving frame has
no sensible limit as the frame speed tends to zero, the
stationary frame case can be recovered by setting ξ =
0 and replacing z′ by z. G± field simulations usually
assume G−x = 0, and treat only the forward traveling
components of the EM field.
Correctly writing down the form of nonlinear terms
for eqn. (29) requires some care, and consideration of
the specific nonlinearity involved. Fortunately the task
is simplified because it is simply a rewriting of the (elec-
tric) nonlinear term from Maxwell’s equations with the
appropriate scaling factors relating αc to ǫ, and G
±
x to
E.
Wave equations with a more familiar appearance can
be obtained using
E˜±(ω) = G˜±x (ω)/2α˜r(ω). (30)
These have the units of an electric field (i.e. V/m), but
actually incorporate information about the magnetic field
as well. If we take this step, we can transform back into
forward propagating “electric fields” E±, and get
− ∂z′E˜± = ∓ıωα˜rβ˜r (1∓ ξ) E˜±
∓ ıωα˜cβ˜r
2
⋆
[
E˜+ + E˜−
]
. (31)
An approximate forward-only wave equation can be
found by setting E− = 0 in eqn. (31), (or G− = 0 in
eqn. (29)). For a time response χ(3) nonlinearity, this
is
− ∂z′E˜+(ω) = −ıωα˜rβ˜r (1− ξ) E˜+(ω)
−ıω
{
β˜r ǫ˜c(ω).F
[
E+x (t)
2
]
(ω)
}
⋆ E˜+(ω)
(32)
Notice the similarity to eqn. (11), but that the field is
propagated in a single first order equation, rather than
two (i.e. both eqn. (11) and (12)). The cost is that it only
propagates forwards, but this is what we wanted. Fur-
ther, the method can be implemented using fewer Fourier
transforms than are required for a full Maxwell equa-
tion solver [13]. The gain is that of not solving for ∂zE
(eqn. (12)), which requires a pair of FFT’s if done pseu-
dospectrally. Solving for pulse propagating in a medium
with dispersion and a time dependent (or instantaneous)
third order nonlinearity therefore requires only six (or
three) FFT’s, as compared to eight (or five) for solving
Maxwell’s equations.
However, in practice the speed gain can be less clear
cut. A PSSD solver moves forward one full step dz in two
staggered steps, one integrating for the magnetic field,
and integrating for the electric field; and only the mag-
netic field integration needs to calculate the nonlinear-
ity. This staggered scheme is second order accurate even
though each stagger-step is only integrated using an Eu-
ler method. We can achieve nearly the same level of ac-
curacy for the directional fields by employing a leapfrog
algorithm [38]. If we wish to use more accurate (and so
more complicated) numerical integration algorithms (e.g.
a Runga-Kutta scheme), then we can only outperforms
the staggered (or leapfrog) PSSD schemes if the propaga-
tion step size is (greater than) twice that of the staggered
PSSD. To complicate matters further, for reasons of nu-
merical stability, we often need to tie the propagation
step dz to the time grid step dt. This means that if there
are bandwidth constraints limiting our dt, we may not
have as much much freedom to adjust dz as we might
like.
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1. Special case: χ(2)
In the case of a χ(2) nonlinearity, two different field po-
larizations are coupled together, and the equations given
above tend to obscure the final form the nonlinear term
will take. In this case, the time-domain displacement
fields D in the two polarizations are
Dx = ǫx ⋆ Ex + 2ǫ0χ
(2)ExEy = ǫx ⋆ Ex +N
(2)
x ,(33)
Dy = ǫy ⋆ Ey + ǫ0χ
(2)E2x = ǫx ⋆ Ex +N
(2)
y . (34)
If we assume that all of the linear response of the material
(denoted above by ǫx, ǫy) is absorbed into the reference
parameters α˜r, β˜r, we need only consider the nonlinear
part. Note in particular that for the Dy field (i.e. N
(2)
y )
this does not depend on Ey , meaning that the forms of
the wave equations given above (aimed largely at a χ(3)
system) are not very useful.
First, note that for a χ(3) nonlinearity
N
(3) = ǫ0χ
(3)E3, (35)
N˜
(3) = F
[
ǫ0χ
(3)E2
]
⋆ E (36)
= α˜rα˜c ⋆ E˜, (37)
and these give a nonlinear term for the wave equations
of
ıωα˜cβ˜r
2
⋆
[
G˜+x + G˜
−
x
]
= ıωβ˜r.α˜rα˜c ⋆ E˜, (38)
By comparing these χ(3) terms, we can see that in the
χ(2) case, the nonlinear terms in the G˜±x and G˜
±
y wave
equations (see eqn. (29)) will be rewritten as follows
x :
ıωα˜cβ˜r
2
⋆
[
G˜+x + G˜
−
x
]
⇒ ıωβ˜rF
[
2ǫ0χ
(2)ExEy
]
,(39)
y :
ıωα˜cβ˜r
2
⋆
[
G˜+y + G˜
−
y
]
⇒ ıωβ˜rF
[
ǫ0χ
(2)E2x
]
. (40)
These can then be put in a form containing only G˜±x , G˜
±
y
if desired, but it is simplest to reconstruct the Ex, Ey di-
rectly before calculating the nonlinear terms. If a more
extensive collection of the χ(2) coefficients needs to be
included, this procedure can be reproduced using the ap-
propriate nonlinear field combinations. Further, if the
time-response of the nonlinearity is also important, then
we can include this by replacing χ(2)ExEy and χ
(2)E2x
with appropriate convolutions: e.g. (χ(2) ⋆ Ey)Ex and
(χ(2) ⋆ Ex)Ex.
For the E˜±-like wave eqns. (31) the nonlinear terms
are
x :
ıωα˜cβ˜r
2
⋆
[
E˜+x + E˜
−
x
]
⇒ ıωβ˜r
2α˜r
F
[
2ǫ0χ
(2)ExEy
]
,(41)
y :
ıωα˜cβ˜r
2
⋆
[
E˜+y + E˜
−
y
]
⇒ ıωβ˜r
2α˜r
F
[
ǫ0χ
(2)E2x
]
. (42)
Since we will want to apply the nonlinear effects in
the time domain, we need to back-transform the terms
in eqns. (39,40) or eqns. (41,42), requiring a pair of
Fourier transforms in addition to those required to get
the time-domain fields. If using the G˜± form, there is
an additional transform, because we also need the time
domain field(s) E(t) – with the E˜± form E(t) can be
found directly.
Further simplifications can be made: e.g. in a semi-
wideband limit around a central frequency ω0, we can
assume the frequency dependence of the α˜ parameters in
the nonlinear terms vanishes, so that the transform(s) to
convert from G± to E is unecessary. In an SVEA-like
narrowband limit all these transforms vanish because (in
the nonlinear terms) the frequency dependence of the α˜
parameters vanish and the the factor of ω simple becomes
ω0.
A. Envelopes
Here I have intentionally simplified the definitions to
best match what is most likely to be used in practice: a
forward propagating G+ (or E+) only model. A more
complete description of G± envelopes, such as that in
[13], would include the role of forward and backward trav-
eling envelopes for both of G±.
We have seen that in the forward-only approximation,
G+ and E+ follow identical equations of motion. The
envelope and carrier representation of E+ is
E+(t; z) = C(t; z)eı(k0z−ω0t) + C∗(t; z)e−ı(k0z−ω0t).(43)
I do not apply this envelope definition to the general
equation of motion because how α˜c is expressed depends
on the field and therefore on those envelopes.
We now, for the case of a time response χ(3) nonlinear-
ity, substitute eqn. (43) into eqn. (32), we then (as usual)
split the normal and c.c. parts, cancel exponentials, and
rearrange leaving only the ∂z terms on the left,
− ∂z′C˜(ω) = −ıω (1− ξ) β˜rα˜rC˜(ω) + ık0C˜(ω)
−ıωβ˜rǫ˜c(ω + ω0).F
[
2 |C(t)|2
]
(ω).C˜(ω)
− ıωβ˜r ǫ˜c(ω + ω0).F
[
C(t)2
]
(ω).C˜∗(ω)
− ıωβr ǫ˜c(ω + 3ω0).F
[
C(t)2
]
(ω).C˜(ω),
(44)
The first line on the RHS will mostly cancel in the nar-
rowband case, since β˜rα˜r = 1/c(ω), and k0 = ω0/c(ω0),
thus with δ = ω − ω0 it becomes
− ı
[
ω
c(ω)
− k0
]
= −ı [k(ω)− k0]
= −ı
[
∂k
∂ω
∣∣∣∣
ω0
δ +
1
2
∂2k
∂ω2
∣∣∣∣
ω0
δ2 + ...
]
,(45)
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where in the truncated expansion on the second line we
can see the expected group velocity and group velocity
dispersion terms.
Note that eqn. (44) is directly comparable to one de-
rived from the NEE of Brabec and Krausz [18], but the
only approximation I have made is to discard backward
propagating fields. Since the NEE makes several addi-
tional approximations, eqn. (44) is more accurate and
less approximate. Indeed, Brabec and Krausz were fortu-
nate in that their chosen approximations produced a re-
sult remarkably similar to that from the less restricted di-
rectional fields approach. Note that Kolesik and Moloney
[12] also reduced their directional wave equation to a
number of special cases, including that of Brabec and
Krausz.
B. Transverse effects
As for Maxwell’s equations, there are two main trans-
verse effect likely to be of interest in pulse propagation
models: mode averaging, and diffraction or off-axis prop-
agation.
Mode averaging is easy to incorporate if you assume
some known transverse profile for the mode: e.g. for
an optical fibre or some other waveguide. The trans-
verse derivatives vanish, and the material properties are
evaluated as an integral over the transverse dimensions,
weighted by the mode function. This is just the same as
for Maxwell’s equations, although we now may be aver-
aging slightly different quantities (e.g. αr rather than ǫ).
The work of Kolesik et al. [11, 12] allows for transverse
mode structure, that of Mizuta et al. [15] for transverse
averaging over a single mode.
Diffraction and off-axis propagation are again much
harder to understand, because (again) they result from
a coupling between the vector components of the E and
H fields – including those along the propagation direc-
tion. However, second order wave equations derived from
the first order directional fields equations exhibit a ∇2⊥
diffraction term which is the same as that seen in stan-
dard second order wave equations (see e.g. eqn. (47),
in section V). This means that weakly transverse ef-
fects can be accurately incorporated by using a split step
scheme alternating between the wave equation and a ∇2⊥
diffraction term. Note that Kolesik et al. [12] had wave
equations incorporating diffraction (transverse) terms.
V. SECOND ORDER WAVE EQUATIONS
The standard second order wave equation applies to
propagation in non-magnetic materials. If we consider
the case of small transverse inhomogeneities of the po-
larization, the three dimensional wave equation in typical
notation (e.g. from [18, 20]) is
(
∂2z +∇2⊥
)
E(~r, t)− 1
c2
∂2t {ǫL(τ) ⋆ E(~r, t)} =
4π
c2
∂2t Pnl(~r, t).
(46)
Here ∇2⊥ is the transverse Laplace operator, ǫL(t) =
(2π)−1
∫∞
−∞
dωǫ˜L(ω)e
ıωt, ǫ˜L(ω) = 1 + 4πχ(ω), and χ(ω)
is the linear electric susceptibility. The electric field E
propagates along the z direction. Both E and the nonlin-
ear polarization Pnl are polarized parallel to the x axis.
Because of their starting point, methods based on this
second order equation are slightly more restricted than
those starting from Maxwell’s equations. However, the
differences in practice will likely be small, especially in
the usual case of non-magnetic propagation media.
Most uses of eqn. (46), notably the slowly vary-
ing envelope approximation (SVEA) relies on using an
envelope-carrier description for the fields, then expands
for weak dispersion, and resonant nonlinear perturba-
tions about this carrier. This approach is discussed below
in subsection VA.
Alternatively, we can attempt to factorise the equation
into a product of two first order parts, as can be done for
linear waves (see e.g. [39]). Factorization is consider-
ably more useful than the traditional approach, and is
discussed below in subsection VD.
A. Traditional approach
Unlike the other approaches discussed in this paper,
the traditional approach assumes the use of an envelope-
carrier description of the field.
Kinsler and New [20, 26] presented a comprehensive
re-derivation of the envelope propagation equation based
on the second order wave equation, which subsumes the
SVEA and Brabec and Krausz’s NEE [18] as special
cases. Since it is the most general, I use the Kinsler and
New calculation, leaving some definitions to their paper
rather than repeat them here. Noting that ξ and τ are
scaled space and time variables, that alpha and β have
different meanings from the rest of this paper, and that
Dˆ′ contains the dispersion terms, we have
∂ξA(~r⊥, ξ, τ)
=
(
−α0
β0
+ ıDˆ′
)
A(~r⊥, ξ, τ) +
(
ı/2β20
)∇2⊥
(1 + ıσ∂τ )
A(~r⊥, ξ, τ)
+
2ıπ
n20
(1 + ı∂τ )
2
(1 + ıσ∂τ )
B(~r⊥, ξ, τ ;A) +
TR
1 + ıσ∂τ
, (47)
where
TR =
[
− ıq
2
2
∂2ξ +
ı
2
(
α0
β0
− ıDˆ′
)2]
A(~r⊥, ξ, τ). (48)
Eqn. (47) is exact – it contains no more approxima-
tions than the starting point eqn. (46) except for the ex-
pansion of ǫ in powers of ω. If we set TR = 0, this gives us
a generalized few cycle envelope (GFEA) equation, which
contains the SVEA [2]. Brabec and Krausz’s NEE can
be recovered from eqn. (47) in the 1D case where phase
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and group velocities are the same (i.e. σ = 1), likewise
Porras’s SEEA [19] can be identified in the diffraction
term. Of course we cannot just set the TR term to zero
without some justification, but this has already been ex-
tensively discussed, not only in both [20], but also the
detailed analysis [26].
Now consider the complicated few-cycle correction to
the polarization term in eqn. (47), which contains par-
tial derivatives (1 + ıσ∂τ ) in the denominators. These
will need to be evaluated by Fourier transforming into
the conjugate frequency space (Ω). Further, the TR term
is divided by another such term. Clearly these might,
in wideband cases, result in denominators close to zero,
causing the approximations to fail. This means they put
a serious brake on the validity of any such approach, espe-
cially if the bandwidth of the pulse approaches the carrier
frequency.
Note that the best first order expansion of the few-
cycle corrections to the polarization term is more general
than that given by Brabec and Krausz, and contains the
group to phase velocity ratio σ, i.e.
2ıπ
n20
(1 + ı∂τ )
2
(1 + ıσ∂τ )
B(ξ, τ ;A) ≈ 2ıπ
n20
(1 + ıσ∂τ )B(ξ, τ ;A),(49)
Unfortunately for the venerable SVEA based on the
second order wave equation, and even its most general
variant presented here, the directional fields method dis-
cussed in the previous section IV has made it utterly
redundant; as, indeed, has the approach in the following
subsection VD. There is no reason to use any form of
the GFEA or SVEA when we can generate equations like
eqns. (31,32) by not only using fewer approximations,
but much simpler ones than those taken by neglecting
TR.
B. Time propagated direct solution
It is of course possible to solve the second order wave
equation by propagating it in time, either with or with-
out the use of an envelope and carrier. This approach
has been used with significant success by Scalora and co-
workers (e.g. their early work [40–42]). By propagating
in time reflections are handled correctly, an important
feature when treating structured materials. Generally
the solution is achieved retaining the second order spa-
tial derivatives (both in z and transversely in x, y), but
approximating the time derivatives to first-order. The
approximation is made using an envelope with a well-
chosen carrier frequency, and gives rise to the SVEAT,
or slowly varying envelope approximation in time.
C. Short pulse equation (SPE)
The second order wave equation can be converted into
the SPE by using a multiscale expansion [43]. First, spe-
cialize to a third-order nonlinearity (strength p) and only
second order (ordinary) dispersion (strength d) and then
rewrite the second order wave equation as
∂2zE(t; z)−
1
c21
∂2tE(t; z)− d2E(t; z)− p∂2tE(t; z)3 = 0.(50)
We introduce the scaled co-moving frame variables τ =
(t − z/c)/σ so that ∂t = (1/σ)∂τ , and zn = σnz so that
∂z = −(1/c1σ)σn∂zn ; hence after simplification eqn. (50)
becomes
− 2
c1
∂τ∂z1E(t; z)− d2E(t; z)−
p
σ2
∂2τE(t; z)
3 = 0.(51)
Now, writing the field in multiscaled form as a power
series in components Ei scaled by factors of σ, we have
E(t; z) = σE0(τ, z1, z2, ...) + σ
2E1(τ, z1, z2, ...) + ...(52)
and to leading order, we can write eqn. (51) down as the
SPE
− 2
c1
∂τ∂z1E0 − d2E0 − p∂2τE20 = 0. (53)
This equation has spawned a literature all of its own,
because it (like the ordinary nonlinear Schro¨dinger equa-
tion) provides a rich variety of mathematical solutions.
Note that what is essentially a variant of the SPE, but
specialized for HHG by generalizing the dispersion and
nonlinearity is also in use [44].
D. Factorization approach
An alternative to the traditional style of derivation dis-
cussed above, we can instead factorise the second order
wave equation in a way similar to that done for linear
waves (see e.g. [39]). This was initially suggested by
Shen [2], followed by Blow and Wood [21], and more re-
cently revisited by Ferrando et al. [22] and Genty et al.
[23]; the most general formulation, which also allows for
magnetic effects is at [24].
Note that the work of Weston examines this kind of
wave-splitting with more mathematical rigour (see e.g.
[45]), although without consideration of residual terms,
and (at least initially) in the context of reflections and
scattering. This theory was based on that from the ear-
lier work of Beezley and Krueger [46] who applied wave-
splitting concepts to optics.
First we reduce eqn. (46) to the 1D strictly paraxial
limit; then transform into frequency space. Here I re-use
the symbol β as the propagation wave vector to match the
notation of Genty et al. [23], so that β(ω) = ω
√
ǫr(ω)µ0.
The wave equation therefore is
∂2zE(t; z)−
1
c2
∂2tE(t; z)− µ0∂2t P (t; z) = 0,(54)
∇2E˜(ω; z) + β(ω)2E˜(ω; z) + µ0ω2P˜ (ω; z) = 0,(55)
∂2z E˜(ω; z) + β
2(ω)E˜(ω; z) + β2(ω)N˜ ⋆ E˜(ω; z) = 0,(56)
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where for a third order nonlinearity, with ǫc = ǫ0χ
(3),
N = µ0ǫ0χ
(3)ω2E(r, t; z)2/β(ω)2 (57)
= µ0ǫcω
2E(r, t; z)2/β(ω)2 (58)
=
χ(3)
n(ω)2
E(r, t; z)2. (59)
I now briefly consider three factorization approaches,
from the simple method of Blow and Wood [21], an im-
proved version, and finally the most rigorous approach.
Although these traditionally involve an envelope-carrier
decomposition introduced early in that calculation (see
Blow and Wood), the step is in fact unnecessary and I
omit it.
1. Simple factorization
Factorization approaches are simple in two situations:
a dispersionless medium with an instantaneous nonlin-
earity, and a dispersive medium with no nonlinearity. In
the dispersionless nonlinearity case, we can factorise in
the time domain. In the linear dispersive case, we can
factorise in the frequency domain. In the dispersive non-
linear case, it is (usually) not possible to analytically fac-
torise the second order wave equation.
Basic Blow and Wood: The simplest, but least rig-
orous method of factorising is that of Blow and Wood
[21]. Ignoring many of mathematical difficulties, Blow
and Wood ignored the details of nonlinearity and disper-
sion. Remembering that β = β(ω), and without their
envelope-carrier decomposition, they had[
∂z + ıβ
√
1 + N˜⋆
] [
∂z − ıβ
√
1 + N˜⋆
]
E˜ = 0. (60)
They then separated out the forward propagating term.
The envelope equivalent of this was then expanded us-
ing a “weak nonlinearity” assumption with a binomial
expansion, keeping only the first order corrections.
Improved Blow and Wood: The approach of
Blow and Wood ignores the mathematical difficulties
due to the use of the square root in combination with
the frequency-domain convolutions between the nonlin-
ear term N and the field spectrum E˜;
Fortunately, we can instead “complete the square”
(e.g. 1 + N ≃ 1 + N + N2/4 = (1 +N/2)2), enabling
us to preserve the convolutions correctly. This requires
us to make a weak nonlinearity approximation, but it
is one nearly identical to that used when expanding the
square root in the Blow and Wood calculation. So, with
a the weak nonlinearity constraint
1
2
N˜ ⋆ E˜ ≪ 1, (61)
we get[
∂z + ıβ
(
1 +
N˜⋆
2
)][
∂z − ıβ
(
1 +
N˜⋆
2
)]
E˜ = 0.(62)
By assuming the forward-like and backward-like terms
in square brackets factorise,[
∂z ± ıβ
(
1 +
N˜⋆
2
)]
E˜ = 0. (63)
∂zE˜ = ±ıβE˜ ± ıβ N˜⋆
2
E˜. (64)
While this equation can give excellent results, it is re-
stricted to weak nonlinearity: as we see below, it lacks the
nonlinear coupling term between the forward and back-
ward propagating fields.
2. Linear factorization
Kinsler [24] treats this approach in detail, separating
this second order equation into two first order equations,
using a method based on Ferrando et al.’s [22] application
of Greens functions. This follws early applications of
factorization to nonlinear waveguides, such as that by
Genty et al. [23] with their nonlinear envelope equation.
The first step to achieving a first order wave equation
containing the necessary physics but without unnecessar-
ily complex approximations is to rewrite the wave eqn.
(46) to emphasize those contributions that, without any
coupling, would freely propagate forward and backwards
respectively. To do this choose a specific propagation
direction (e.g. along the z-axis), and then denote the or-
thogonal components (i.e. along x and y) as transverse
behaviour. The wave equation eqn. (56) can then be
written [
∂2z +
n2(ω)ω2
c2
]
E(ω) = −Q. (65)
Here I have moved some or all of the linear response (e.g.
the refractive index) out of the total polarization, and
over to the LHS as n2(ω). The remaining polarization
term Q would then include any nonlinearity (e.g. N˜ ⋆
E˜) or atomic response; the diffraction (i.e. ∇2⊥E); and
indeed (if desired) even some linear terms such as the
angular dependence of the refractive index. After Fourier
transforming z into k-space, where the ∂z becomes −ık,
we have[−k2 + β2] E˜ = −Q (66)
E˜ =
1
k2 − β2Q =
1
(k + β) (k − β)Q(67)
E˜+ + E˜− = − 1
2β
[
1
k + β
− 1
k − β
]
Q. (68)
where E is now written as a sum of both forward and
backward propagating parts E˜ = E˜+ + E˜−. I now split
eqn. (68) into a sum of two parts, where each half rep-
resents the propagation of the forward field E+ or the
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backward field E−, and rearrange,
E˜± = ± 1/2β
k ∓ βQ (69)
[k ∓ β] E˜± = ± 1
2β
Q. (70)
Now I transform back from k-space into z, and multiply
by ı, so that
[∂z ∓ ıβ] E˜± = ± ı
2β
Q (71)
∂zE˜± = ±ıβE˜± ± ı
2β
Q. (72)
If our polarization Q contains a nonlinearity β2N˜ ⋆ E˜
and diffraction terms ∇2⊥E we have [24]
∂zE˜± = ±ıβE˜± ± ıβ
2
N˜ ⋆
[
E˜+ + E˜−
]
± ı
2β
∇2⊥
[
E˜+ + E˜−
]
.(73)
If we compare this result (i.e. eqn. (72)) with the
comparable equations for the directional fields G±, in
particular with the electric field form given in eqn. (31);
we see that they are essentially identical: since ωαrβr =
ω/cr ↔ β.
A similar procedure can be applied to eqn. (62) if
desired. Eqn. (72) is almost the same as the (more ap-
proximate) eqn. (63). Since the RHS nonlinear term is
a function of (E++E−), it provides a route for coupling
between the forward and backward waves; its form can
be obtained from the nonlinear part of (e.g.) eqn (11).
A specific example for the case of a time-response χ(3)
nonlinearity has been given in [23], but in my notation it
is identical to that for the rescaled directional G± fields
(i.e. E±), i.e. eqn. (32).
3. Special case: χ(2)
In the case of a χ(2) nonlinearity, two different field
polarizations are coupled together, and the equations
given above tend to obscure the final form the nonlin-
ear term will take. First, note that the factorisation pro-
cess changes the nonlinear term from β2ω2N˜ ⋆ E˜ into
ıβω2N˜ ⋆ E˜/2. This means that the term itself is multi-
pled by a factor of just ı/2β, and this transforming factor
is what we need to use in the general case.
For a χ(2) nonlinearity, the time-domain displacement
fields D in the two polarizations are
Dx = ǫx ⋆ Ex + 2ǫ0χ
(2)ExEy, (74)
Dy = ǫy ⋆ Ey + ǫ0χ
(2)E2x. (75)
Note in particular that the nonlinear part of the Dy field
does not depend on Ey, making the wave eqn. (72)
(aimed largely at a χ(3) system) inappropriate.
In any case, the x nonlinear term is just 2ǫ0χ
(2)ExEy,
and the y term ǫ0χ
(2)E2x so that in the pair of frequency
domain wave equations (cf eqn. (55)), the nonlinear
terms are
x : β2ω2N˜ ⋆ E˜ ⇔ 2µ0ǫ0ω2F
[
χ(2)ExEy
]
(76)
y : β2ω2N˜ ⋆ E˜ ⇔ µ0ǫ0ω2F
[
χ(2)E2x
]
, (77)
and in the factorised equations these become
x : ıµ0ǫ0
ω2
β(ω)
F
[
χ(2)ExEy
]
(78)
y : ıµ0ǫ0
ω2
2β(ω)
F
[
χ(2)E2x
]
. (79)
Since we will want to apply the nonlinear effects in the
time domain, we need to back-transform these nonlinear
terms:
x : F−1
[
ıµ0ǫ0
ω2
β(ω)
F
[
χ(2)ExEy
]]
(80)
y : F−1
[
ıµ0ǫ0
ω2
2β(ω)
F
[
χ(2)E2x
]]
. (81)
So we see that a true wideband approach to the non-
linearity requires a pair of Fourier transforms. In a semi-
wideband limit around a central frequency ω0 we can
probably assume the factor ω2/β(ω) becomes cω/n(ω0).
In an SVEA-like narrowband limit it would become
ω20/β(ω0) = cω0/n(ω0), and the need for Fourier trans-
forms vanishes.
If a more extensive collection of the χ(2) coefficients
needs to be included, this procedure can be reproduced
using the appropriate nonlinear field conbinations. If the
time-response of the nonlinearity is also important, then
we can include this by replacing χ(2)ExEy and χ
(2)E2x
with appropriate convolutions: i.e. (χ(2) ⋆ Ey)Ex and
(χ(2) ⋆ Ex)Ex.
4. Factorization and envelopes
Taking only the forward part of eqn (72), we replace
E˜+(ω) = A˜+(ω+ω0)+ A˜
∗
+(ω−ω0). Since this the equa-
tion is linear in the derivatives, when split into A˜+ and
A˜∗+ parts it looks very similar, being
∂zA˜± = ±ıβA˜± ± ıβ
2
N˜ ⋆
[
A˜± + A˜∓
]
. (82)
For the case of a time-response χ(3) nonlinearity, the
equation will be identical to that for the envelope version
of the directional G± fields, i.e. eqn. (44).
5. Factorized fields
An important feature of this approach is that we see
that any contribution (whether linear or not) that is in-
cluded in the source term will couple the forward and
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backward fields together. Consider two differing factori-
sations of the same systems; e.g. one with the loss in-
cluded in β, and one with it in the source term. The one
with the extra source contribution will see a correspond-
ing extra forward backward coupling term, apparently
conflicting with the fact that the two factorisations are
of the same system. The resolution of this conundrum is
simply that the forward and backward fields of the first
factorisations (E1±) are not the same as those for the sec-
ond (E2±); the meaning of “forward field” (or “backward
field”) differs between the two implementations. This is
perhaps clearer in the G± formulation (see section IV),
where the different factorisations would correspond to
different choices of the reference parameters αr, βr. If no
further approximations have been made, when the real
electric and magnetic fields are reconstructed from any
factorised Ei±, the answers should be in agreement.
E. Transverse effects
In common with most pulse propagation, we can
restrict ourselves to paraxial beams and incorporated
transverse effects by using a split step scheme alternat-
ing between the wave equation and the ∇2⊥ diffraction
term. This is equally applicable to either the traditional
or factorization approaches. However, in the factoriza-
tion approach we can treat the ∇2⊥E diffraction term as
a “source” term, and, like the nonlinearity, move it to
the RHS before factorising. Thus eqn. (72) could be
rewritten to include diffraction as
∂zE˜± = ±ıβE˜± ± ıβ
2
N˜ ⋆
[
E˜+ + E˜−
]
± ı
2β
∇2⊥
[
E˜+ + E˜−
]
. (83)
VI. FORWARD-BACKWARD COUPLING
We can see in eqns.(29, 31, 72) that we simplify into a
forward-only picture by dropping the part of the nonlin-
ear polarization term due to the backward field. In situ-
ations where there is no pre-existing backward field, and
where there are no interfaces to cause reflection, this is
an excellent approximation that holds true in the regime
of weak nonlinearity. It is only an approximation, be-
cause the nonlinear polarization drives both the forward
and backward fields, so in strongly nonlinear systems,
a backward wave can be generated directly by the for-
ward wave. The important “weak nonlinearity” criteria
for perturbative nonlinearities to guarantee the validity
of a forward-only model is [47]
1
n20
∑
m>1
mχ(m)Em−1 ≪ 1. (84)
On the subject of reflections from interfaces, it is worth
noting that “nonlinear” reflections can occur even if the
linear dispersion on both sides is identical – as long as the
nonlinearity changes, as in e.g. periodic poling, where its
sign changes.
Note that since nonlinearities are in practice very weak
(e.g. χ(3)E3 ∼ 0.06 at the damage threshold of fused
silica), uni-directional propagation models perform very
well, and the role of nonlinear reflections is generally neg-
ligible.
VII. CONCLUSIONS
I have described three forms for the spatial propaga-
tion of optical fields: Maxwell’s equations, directional
fields, and second order wave equations. These forms
have been describe in both standard and envelope-carrier
pictures. While solving Maxwell’s equations remains the
“gold standard” and most exact procedure, it is compu-
tationally demanding, and it can be difficult to set up
initial conditions. These difficulties are avoided by using
a directional fields approach, where we can propagate
more efficiently in the usual forward-only cases. Further,
envelope theories based on forward-only directional fields
give equations of motion similar in form to the traditional
SVEA ones based on the second order wave equation, but
without requiring complicated approximations.
When comparing the various approaches taken to di-
rectional fields, a number of important points stand out.
1. The first successful attempt at deriving useful di-
rectional versions of Maxwell’s equations was by
Kolesik et al. [11, 12].
2. The most flexible and complete formulation is the
directional G± fields of Kinsler et al. [13, 16],
relying only on simple combinations of Maxwell’s
equations to achieve a directional form. It is ap-
plicable to propagation media with any frequency-
dependent electric or magnetic properties, and vari-
ant forms [14] can be used if required.
3. The factorization style approach [21–24] gives prop-
agation equations for the electric field that can be
simply expressed and solved without the construc-
tion of the conceptually abstractG± directed fields,
even for media with a magnetic response [24].
It is encouraging that these three approaches discussed
in this paper (Maxwell’s equations, directional G± fields,
and factorized second order wave equations) all give es-
sentially identical results in the case of uni-directional
propagation in non-magnetic media.
VIII. ACKNOWLEDGMENTS
I acknowledge a wide variety of useful discussions with
G.H.C. New, S.B.P. Radnor, J.M. Dudley, and G. Genty.
I also thank N. Broderick for bringing refs. [36, 37] to
my attention; and to M. Scalora for refs. [40–42].
13 Kinsler-2007-envel
ENVEL Pulse propagation methods in NLO
Dr.Paul.Kinsler@physics.org
http://www.kinsler.org/physics/
[1] G. P. Agrawal, Nonlinear Fiber Optics (Academic Press,
Boston, 2007), 4th ed., ISBN 978-0-12-369516-1.
[2] Y. R. Shen, Principles of Nonlinear Optics (Wiley, New
York, 2003), see Chapter 3 for the factorization approach.
(old ed. 1984).
[3] R. W. Boyd, Nonlinear Optics (Academic Press, New
York, 2003), 2nd ed., 1st ed. 1994.
[4] A. Yariv, Quantum Electronics (John Wiley & Sons, New
York, 1989), 3rd ed.
[5] H. A. Haus, Waves and Fields in Optoelectronics
(Prentice-Hall, Englewood Cliffs, New Jersey, 1984).
[6] A. E. Siegman, Lasers (University Science Books, Mill
Valley, California, 1986).
[7] L. Gilles, S. C. Hagness, and L. Vaz´quez,
J. Comp. Phys. 161, 379 (2000), URL
http://dx.doi.org/10.1006/jcph.2000.6460.
[8] R. G. Flesch, A. Pushkarev, and J. V. Moloney,
Phys. Rev. Lett. 76, 2488 (1996), URL
http://prola.aps.org/abstract/PRL/v76/i14/p2488_1.
[9] L. Gilles, J. V. Moloney, and L. Vazquez,
Phys. Rev. E 60, 1051 (1999), URL
http://prola.aps.org/abstract/PRE/v60/i1/p1051_1 .
[10] J. C. A. Tyrrell, P. Kinsler, and G. H. C.
New, J. Mod. Opt. 52, 973 (2005), URL
http://journalsonline.tandf.co.uk/openurl.asp?genre=article&id=doi:10.1080/09500340512331334086.
[11] M. Kolesik, J. V. Moloney, and M. Mlejnek,
Phys. Rev. Lett. 89, 283902 (2002), URL
http://link.aps.org/doi/10.1103/PhysRevLett.89.283902 .
[12] M. Kolesik and J. V. Moloney, Phys.
Rev. E 70, 036604 (2004), URL
http://link.aps.org/abstract/PRE/v70/e036604 .
[13] P. Kinsler, S. B. P. Radnor, and G. H. C. New, Phys.
Rev. A 72, 063807 (2005), note that in this reference,
the convolution symbol between the αcβr coefficents and
the G± terms in square brackets in the frequency-domain
propagation equations was inadvertently omitted., URL
http://link.aps.org/abstract/PRA/v72/e063807 ; see
also arXiv:physics/0611215.
[14] P. Kinsler (2006), arXiv:physics/0611216, URL
http://arxiv.org/abs/physics/0611216.
[15] Y. Mizuta, M. Nagasawa, M. Ohtani, and M. Ya-
mashita, Phys. Rev. A 72, 063802 (2005), URL
http://link.aps.org/abstract/PRA/v72/e063802 .
[16] P. Kinsler, Phys. Rev. A 81, 023808 (2010), URL
http://pra.aps.org/abstract/PRA/v81/i2/e023808;
see also arXiv:0909.3407.
[17] J. A. Fleck, Phys. Rev. B 1, 84 (1970), URL
http://link.aps.org/abstract/PRB/v1/p84 .
[18] T. Brabec and F. Krausz, Phys.
Rev. Lett. 78, 3282 (1997), URL
http://link.aps.org/abstract/PRL/v78/p3282.
[19] M. A. Porras, Phys. Rev. A 60, 5069 (1999), URL
http://link.aps.org/abstract/PRA/v60/p5069.
[20] P. Kinsler and G. H. C. New, Phys. Rev. A
67, 023813 (2003), physics/0212016v1, URL
http://link.aps.org/abstract/PRA/v67/e023813 .
[21] K. J. Blow and D. Wood, IEEE J. Quan-
tum Electronics 25, 2665 (1989), URL
http://ieeexplore.ieee.org/xpls/abs_all.jsp?isnumber=1556&arnumber=40655.
[22] A. Ferrando, M. Zacares, P. F. de Cordoba, D. Binosi,
and A. Montero, Phys. Rev. E 71, 016601 (2005), URL
http://link.aps.org/abstract/PRE/v71/e016601.
[23] G. Genty, P. Kinsler, B. Kibler, and J. M.
Dudley, Opt. Express 15, 5382 (2007), URL
http://www.opticsexpress.org/abstract.cfm?id=132608.
[24] P. Kinsler, Phys. Rev. A 81, 013819 (2010), URL
http://link.aps.org/doi/10.1103/PhysRevA.81.013819;
see also arXiv:0810.5689.
[25] S. A. Brown and B. J. Dalton, J. Mod. Opt. 49, 1009
(2002).
[26] P. Kinsler (2002), arXiv:physics/0212014, URL
http://arxiv.org/abs/physics/0212014 .
[27] D. Gabor, J. Inst. Electr. Eng. (London) 93, 429 (1946).
[28] P. Kinsler and G. H. C. New, Phys. Rev. A 72,
033804 (2005), also see arXiv:physics/0606111,
physics/0606112, physics/0606111v1, URL
http://link.aps.org/abstract/PRA/v72/e033804.
[29] P. Kinsler (2006), “Wideband pulse prop-
agation: a detailed calculation including
Raman processes”, physics/0606112, URL
http://arxiv.org/abs/physics/0606112 .
[30] L. W. Casperson, Phys. Rev. A 44, 3291 (1991), URL
http://link.aps.org/abstract/PRA/v44/p3291.
[31] J. Z. Sanborn, C. Hellings, and T. D. Don-
nelly, J. Opt. Soc. Am. B 20, 152 (2003), URL
http://www.opticsinfobase.org/abstract.cfm?URI=josab-20-1-152.
[32] O. V. Sinkin, R. Holzlo¨hner, J. Zweck, and C. R. Menyuk,
IEEE J. Lightwave Technol. 21, 61 (2003).
[33] B. Fornberg, A Practical Guide to Pseudospectral Meth-
ods (Cambridge University Press, Cambridge, 1996).
[34] K. S. Yee, IEEE Trans. Anten-
nas Propagat. 14, 302 (1966), URL
http://ieeexplore.ieee.org/xpl/freeabs_all.jsp?arnumber=1138693.
[35] Zero net force condition (empty), zero force condition;
state w/o reference as per (e.g.) L. Chipperfield thesis
eqn(3.3).
[36] J. E. Sipe, L. Poladin, and C. M. de Sterke,
J. Opt. Soc. Am. A 11, 1307 (1994), URL
http://josaa.osa.org/abstract.cfm?id=691 .
[37] C. M. de Sterke, D. G. Salinas, and J. E.
Sipe, Phys. Rev. E 54, 1969 (1996), URL
http://link.aps.org/abstract/PRE/v54/p1969.
[38] W. H. Press, S. A. Teukolsky, W. T. Vettering, and
B. P. Flannery, Numerical Recipes in C: the Art of Sci-
entific Computing. (Cambridge University Press, Cam-
bridge, 1992).
[39] T. Tanuiti and K. Nishihara, Nonlinear Waves (Pitman,
1983).
[40] J. P. Dowling, M. Scalora, M. J. Bloemer, and
C. M. Bowden, J. Appl. Phys. 75, 1896 (1994), URL
http://link.aip.org/link/?JAPIAU/75/1896/1.
[41] M. Scalora, J. P. Dowling, C. M. Bowden, and M. J.
Bloemer, Phys. Rev. Lett. 73, 1368 (1994), URL
http://link.aps.org/abstract/PRL/v73/p1368.
[42] M. Scalora and M. E. Crenshaw,
Opt. Comm. 108, 191 (1994), URL
http://dx.doi.org/10.1016/0030-4018(94)90647-5.
[43] T. Schafer and C. E. Wayne,
Physica D 196, 90 (2004), URL
http://dx.doi.org/10.1016/j.physd.2004.04.007 .
[44] M. Geissler, G. Tempea, A. Scrinzi,
M. Schnu¨rer, F. Krausz, and T. Brabec,
14 Kinsler-2007-envel
ENVEL Pulse propagation methods in NLO
Dr.Paul.Kinsler@physics.org
http://www.kinsler.org/physics/
Phys. Rev. Lett. 83, 2930 (1999), URL
http://link.aps.org/abstract/PRL/v83/p2930.
[45] V. H. Weston, J. Math. Phys. 34, 1370 (1993), URL
http://link.aip.org/link/?JMAPAQ/34/1370/1.
[46] R. S. Beezley and R. J. Krueger, J. Math. Phys.
26, 317 (1985), cites Corones-DK-1983io, URL
http://link.aip.org/link/?JMAPAQ/26/317/1.
[47] P. Kinsler, J. Opt. Soc. Am. B 24, 2363
(2007), the arXiv:0707.0986 version contains
an additional appendix., 0707.0986v2, URL
http://josab.osa.org/abstract.cfm?id=140996.
15 Kinsler-2007-envel
