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1. INTRODUCTION 
Random differential and integral inclusions play an important  role in characterizing many social, 
physical, biological, and engineering problems. There are many problems in appl ied mathematics 
that  lead us to the study of dynamical systems having velocities not uniquely determined by the 
state of the systems~ but depending only loosely upon it. In these eases the classical equation 
= F(~, x) describing the dynamics of the system is replaced by a differential inclusions of the 
form ~ E F(t,x),  where F is a set valued map. 
The motivation for the study of stochastic differential inclusions came from control theory. 
The dynamics of a particle is described by dx = f(t,  2, u(t))dw(t) here the function u(-) are 
the controls (realizable by means of mechanical or dectronic  device) taking values in a bounded 
subset U of R m with the Wiener process or Brownian motion w(t). One wants to choose a 
stochastic ontrol u(.), such that  something becomes opt imal  for the corresponding trajectories 
2(.) of the above problem. For example, find stochastic ontrol u(-), such that  a part ich 20 
outside B c R ~ comes to B in shortest ime. In many examples of this type, optimal u(.) has 
a lot of jumps, so one has to work theoretical ly with measurable functions u(.). The results on 
stochastic integrodifferential nclusions motivated, part icular ly the measure solutions to impulsive 
evolutions differential inclusions (see [1]) and optimal control by Ahmed [2,3], the existence of 
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solutions using upper semicontinuous and to time optimal control problems under conditions 
of convexity. One way to study the existence problem is to consider the stochastic differential 
inclusion 
dx • F(t, x) dw(t), with F(t, x) = {f(t, x, u):  u • U} 
and this formulation has the advantage that the control variables do not appear explicitly. 
Kannan [4] studied random integrodifferential evolution equations in the finite-dimensional 
case, and Barucha-Reid and Kannan [5] analyzed a class of stochastic integrodifferential equation 
of Volterra type with unbounded coefficients in a Hilbert space. In recent years, many au- 
thors have extensively investigated the existence, uniqueness, tability, invariant measures, and 
other qualitative behaviors of solutions to differential inclusions. Theory of problems concerning 
differential and integral inclusions in deterministic cases may be found in several papers and 
monographs see (for example [6-8]). A generalization f differential inclusions to 'stochastic dif- 
ferential inclusions' called multivalued stochastic differential equations are obtained by replacing 
the term g(t) in the differential inclusions 
='(t) • -A=(t )  +:  =(t)) + g(t), =(o) = =o 
by a matrix G times the generalized derivative of the Brownian motion in which A is a multivalued 
map, f is a Lipschitz continuous map, and g is a locally integrable function. In this case, it is 
convenient to write, analogously to nonlinear stochastic differential inclusions as follows: 
dx(t) • -Ax(t) dt + f (t, x(t)) dt + G(t) dB(t), x(O) -- Xo. (1) 
gree [9] and Pettersson [10,11] showed the existence of solutions of (1), for G(t) = G(t,x(t)), 
in two different ways. The former used a fixed-point argument and the latter approximation 
techniques. 
Ahmed [12,13] obtained the existence of solutions of nonlinear stochastic differential inclusions 
by using semigroup approach and Banach fixed-point heorem. The most important problems 
examined up to now is one concerning the existence of solutions of differential inclusions, with 
the basic tools used in solving this problem were mostly the method of approximations or the 
Banach fixed-point principle. Recently, Balasubramaniam [14 t studied the existence of solutions 
of the following functional differential inclusions via integral inclusions 
dx(t) e f(t, xL)dt+G(t, xt)dB(t), a.e. te  [0,T] 
• (t) = ¢(t ) ,  t • [ - r ,  0], 
using Kakutani's fixed-point theorem [15], in which G is the set valued map, {B(t)}t>o is a Brow- 
nian motion or Wiener process and ¢(t) is a suitable initial random variable independent ofB(t). 
Deterministic ntegrodifferential equations (which describe many meaningful physical situations) 
have been widely studied by several authors (see, [16]). However, only, recently, the importance 
of stochastic integrodifferential equations has been recognized (for physical motivations, ee [5]). 
In this paper, by using semigroup methods and a fixed-point heorem for condensing map 
due to Martelli [17], we prove the existence of solutions of the following nonlinear stochastic 
integrodifferential inclusions in a Hilbert space: 
[ /: ] dx(t) • Ax(t)+ K(s,t)x(s)ds+f(t,x(t)) dt 
(2) /: ) -t-~-~ B,x(t)4- Ti(s,t)x(s)ds+G(t,x(t)) dw~(t), t C ./= [O,b l, 
=(o)==o, O) 
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where A, B], B2, . . . ,  B~ are bounded linear operators in a separable Hilbert space H with inner 
product (., .) and norm [. [, K(s,t)o<s<t<b and Ti(s,t)o<,<_t<b (i = 1,2 . . . .  ,n) are closed linear 
operators in H. Let F be another eal separable Hilbert space with inner product (., ")v and 
norm I]" [[P. wi(t) (i = 1, 2,. . .  ,n) are given F-valued mutually independent Brownian motions 
with a finite trace nuclear covariance operator Q > 0 and x0 is a Y--0-measurable H-valued 
stochastic process independent of w~(t). Let L(F, H) denotes the Banach space of all bounded 
linear operators from F into H. Assume f : J × H ~ H and G : J x H ~ 2 L(F'H) \ ¢, the space 
of nonempty subsets of the space of linear operators from F --* H are two measurable mappings 
in H-norm and LQ (F, H)-norm, respectively. In the final section, an example is worked out to 
illustrate the result. 
2. PREL IMINARIES  
Let w(t), t _> 0, be a F-valued 5v~-Wiener process with mean zero and covariance operator Q 
with tr Q < ~o (tr denotes the trace of the operator). The operator Q is given by 
E(w(t),g)(w(s),h)-- (tAs)(Qg, h), foreveryg, hEF ,  
where (., .) denote the inner product and E stands for integration with respect o probability 
measure P. Let al, a2 • L(F, H) and define ((hi,a2)) = tr (alQa~) where a~ is the adjoint of 
the operator a2 and Q • L+(F), the space of positive nuclear operators in F. Clearly L(F, H) 
furnished with the scalar product (~., .)) is a pr~Hilbert space. The completion LQ(F, H) of 
L(F,H) with respect o the topology induced by the norm []-HQ where ]]a[]~ -- ((a, a)) is a 
Hilbert space with the above norm topology. 
Let (fl, 5 v, Jet, P)  be a complete probability space furnished with complete family of right con- 
tinuons increasing sub-a-algebras {Yt, t • J} satisfying ~t C ~. Let x(t) : ~ -~ H is a continuous 
~'L-adapted, H-valued stochastic process. Let L2(5 ~, H) be the Banach space of ~-measurable, 
square integrable random variables with values in H. Since for each t >_ 0 the sub-a-algebras 
3--t are complete, L2(J~t, H) are closed subspaces of L2(~, H), and hence, they are also Banach 
spaces. 
Let L~,( H) - L~( J,H), 1 <_ p <__ oo, denote the Banach space of ~-progressively measurable 
H-valued stochastic process defined on J, satisfying E f j  Ix(t)ll~ dt < ~.  Clearly for p = 2, 
L~(H) is a Hilbert space. It is dear that the space L~(J, LQ(F, H)) ~- L~(LQ(F, H)) is a Hilbert 
space. 
Let Z -- C(J, L2(~,H)) denote the space of H-valued stochastic processes {~(t) : t • J} 
satisfying 
I1~11 ~= I1~1]~ = sup (Ell~(t)lt~) < oo. 
tE J  
It is easy to verify that Z furnished with the norm topology as defined above, is a Banach 
space. 
DEFINITION 2.1. Let A be the infinitesimal generator of a s~rongly continuous emigroup of 
bounded linear operators etA, t >_ O. Let xo be J:o-measurable H-valued stochastic processes 
satisfying E[x0[ 2 < oo. An element x • C /s  a mild solution M (2),(3) on J if there exists a 
g E L~(LQ(F, H)) is a selection o[G(t,x(t)), such that 
x(t)=e~Axo + fote(*-')A [foSK(v,s)x(-c)dv q-f (s,x(s))] ds 
(4) 
±// [ 1 ] + e (t-')A B,x(s) + T~(T, s)x(r) dr + g(s) dw~(s), for a.e. t • J. i=l  
This is more general than equation (2),(3) and a continuous olution of (4) is called a mild 
solution of (2),(3). 
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In a Hitbert space H~ a multivalued map M : H --* 2 u is convex (closed) valued, if M(a~) is 
convex (dosed) for all x • H.  M is bounded on bounded sets if M(V)  = U~ev M(x) is bounded 
in H,  for any bounded set V of g (i.e., sup~ey{sup{Hy[I : y E M(x)}} < ~) .  
M is called upper semicontinuous (u.s.c.) on H,  if for each x .  • H,  the set M(x.)  is a 
nonempty, closed subset of H,  and if for each open set V of H containing M(x.) ,  there exists an 
open neighborhood N of x. ,  such that M(N)  C_ V. 
M is said to be completely continuous if M(V) is relatively compact, for every bounded subset 
VC_H. 
If the multivalued map M is completely continuous with nonempty compact values~ then M is 
u.s.c, if and only if M has a closed graph (i.e., xn ~ x., y,, --* y,, y,~ • Mxn imply y, E Mx.) .  
M has a fixed point if there is x • H, such that x • Mx. 
In the following BCC(H)  denotes the set of all nonempty bounded~ closed and convex subsets 
of H.  
A multivalued map M : J --* BCC(H)  is said to be measurable if for each x • H the function 
X : J --* R defined by 
X($) = d (x, M(t)) = inf{d(x, z) :  z • M(t)} 
is measurable. For more details on multivalued maps see [18,19]. 
An upper semicontinuous map M : H --* H is said to be condensing if for any subset V c 
H with c~(V) ~ 0, we have a(M(V)) < a(V), where a denotes the Kuratowski measure of 
noncompactnes  (see [20]). 
We remark that a completely continuous multivalued map is the easiest example of a condensing 
map. 
Our existence results will be proved using the following fixed-point result. 
LEMMA 2.2. (See [17].) Le~ H be a HJlbert space and ~ : H ~ BCC(H)  a condensing map. If 
the set 
U={x•H:Ax•¢x ,  for someA>l}  
is bounded, then • has a fixed pohit. 
To prove the global existence of solutions of IVP (2),(31, assume the following hypotheses. 
(H1) A is the infinitesimal generator of a compact semigroup of bounded linear operators etA 
in H,  such that  
]etA]2 < M1, for some M1 > 1. 
(H2) For each t • J, K(s, t) is measurable on [0, t] and 
K(t) = ess sup {E[K(s ,  t)[ 2, 0 < s < t} 
is bounded on J.  The map t --* K(t) is continuous from J to Lcc( J ,R) .  
(Ha) For each t • J, T(s, t) is measurable [0, t] and 
I ~=I 12 1 T(t) =esssup  E ~-~T~(s,t) , 0<s <~ 
is bounded on J. The map t --* T(t) is continuous from J to L~(J ,  R). 
(H4) There exists an M2 > 0, such that 
E B,x(t) ~ M211~(t)tl 2, 
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(Hs) There exists constants 0 _< el < 1 and c2 _> 0, such that 
E[f(t,u)[2 < cl[{u[IZ +c2, t e J, u e H. 
(I-I~) w,,w2,. . .  ,Wn are real valued mutually independent Brownian motions with w(t) = 
max{w~(t), i = 1, 2 , . . . ,  n}. 
(HT) G : J × H --, BCC(LQ(F,H)) ;  (t,u) -~ G(t,u) is measurable with respect o t for each 
u 6 H, upper semicontinuous with respect o u for each t E J ,  and for each fixed u 6 H 
the set 
Sa,~ = {g 6 L~ (LQ(F,H)) : g(t) 6 G(t,u), for a.e. t • J}  
is nonempty. 
(Hs) EllG(t,u)ll~ = sup{Ellvll~:v • G(t,u)} < P(t)¢(Ellull 2) for almost all t • Jandu  • H, 
where P • L2(J, R+) and !b : R+ --* (0, oo) is continuous and increasing with 
b re(s) as < ,- + e(,_), 
where e = 3M111xo II 2 +6b2Mlc2 and rh(t) = max[6baM1 suptej  K(t) + 6bMlcl + 9-M1M2 + 
9b 2 sup Ej r ( t ) ,  9M~nP(t)l. 
(Hg) The function f is completely continuous and for any bounded set V C_ Z the set {t --* 
f(t,x(t)):~: c V} is equicontinuous in Z. 
Hypotheses (HT)-(Hg) can be shown by the following nontrivial examples. 
EXAMPLE 2.3. Define G : J × R --* 2 R by 
V(t, x) = N {g(t, v ) :  I ~ - ~1 -< ~}, 
e:>O 
where g is defined by 
f i fx  <0,  
g(t,x) = 1, i f x>0.  
Then g is discontinuous in x. 
Clearly (t,x) --* G(t,x) is measurable with respect o t for each x E R, upper semieontinuous 
with respect o x for each t E J ,  mad for each fixed x C R, the set 
SG.x = {w E L~(R) : w(t) 6 G(t,x), for a.e. t 6 J}  
is nonempty. 
Also 
EIIGff, z)I1~ = sup{Ellxll~} _ P( t )¢  (EIIxll2), 
where P : J --* R+ be a constant function, such that P(t) = i and ¢ : R+ C R ~ (0, c¢) be a 
characteristic function in R+, i.e., 
1, i f xER+,  
¢ (x )= 0, i f x•R+.  
EXAMPLE 2.4. Let 
f0 t f(t,  x) = h(s)x(s) ds, 
where h: [0, T] --* R'* is a continuous function. Let z E C([0, 7~, R'~), such that  sup0<~<T Ix(t)l _ M, 
for some M > 0. 
~ow 
-~ f (t,x(t)) -- h(t)x(t) - h(O)x(O), 
which implies that  
d 
sup ~f( t ,x ( t ) )  <2M sup Ih(t)[ .
O<_t<T ~[, O<t<T 
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Hence, the set {t ~ f(t,z(t)) : sup0<t<T Ix(t)l < M} is equicontinuous and equibounded in 
c([0, ~q, n-). 
The following lemma is crucial in the proof of our main result. 
LEMMA 2.5. (See [21].) Let I be a compact interval and Y be a Hilbert space. Let G be a 
multivaJued map satisfying (HT ) and F be a finear continuous mapping from L2( I, Y) to C( I, Y). 
Then the operator 
F o Sa: C(I ,Y) ~ BCC(C( I ,Y)) ,x  --, (F o Sa)(x) = F(Sa,=) 
is a closed graph operator in C(I,Y) x C(I,Y). 
Now, we are to state and prove our main theorem. 
3. MAIN  RESULT  
TI~EOREM 3.1. Assume that hypotheses (1-11)-(1-19) hold. Then the IV-P (2),(3) has at least one 
mild soIution on J .  
PRoof .  Transform the problem (2),(3) into a fixed-point problem. Consider the multivalued 
map # : Z ~ 2 z defined by 
(~x)(t) = {h • Z: h(t) = + .= e(~-") A e,~(~) + Jo ~(~" s)~(r) dr 
+g(~)l d,~,(~), for ~.e. t • J 
where g a So,, = {g • L~(LQ(F, II)) : a(t) c G(t,~(~)) for a.e. t ~ J}. 
REMARK. It is dear that the fixed points of ~5 are mild solutions to (2),(3). 
We shall prove that • is a completely continuous multivalued map, u.s.e, with convex dosed 
values. The proof will be given in several steps. 
STEP 1. ~X i8 eonve,,x for each x E Z. 
Indeed, if hi and h2 belong to #x, then there exists g1,9~. • So,z, such that for each t • J ,  we 
have 
/0 [/0 ] hl ( t )  = etAxo + e (t-s)A K(r,s)x('r)dr + f (s,x(s)) ds 
+ ~.~l ~te(t-~)A [Bix(s) + ~'T,(r,s)x(~')d'r + gl(s)] dw,(s) 
and 
Iv Ire l h2(t)=etaxo+ e (t-s)A K('r,s)x('r)d'r-b f(s,x(s)) ds 
°I [ I" ] + ~ e( ~-')A B~(s)  + T~(,-,s)~(,)d~- +g~(~) e,o,(s). 
Let 0 < k < 1. Then for each t E J we have 
(khl + (1 - k)h2) (t) -- etAxo + e (~-')A K(T, s)~(~-) dr + I (s, x(s)) ds 
+ ~=l ~*e(*-')A [B,x(s) + ~*T~(%s)x('r)d'r] dw,(s) 
+ ec~-,)A [kgl(~) + (1 - k)g,(,)l d~,~(s). 
i=l  
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Since SG,~ is convex (because G has convex values) we have 
(khl ÷ (1 - k)h2) E ~x, 
completing the proof of Step 1. 
We next will prove that • is a completely continuous operator. 
STEP 2. (~ maps bounded sets into bounded sets in Z. 
Indeed, it is enough to show that there exists a positive constant k, such that for each h E ~x, 
:~ • Y,, = (~ • Z :  I1~II 2 < q} one has Ilhll 2 < k. 
If h E iI>x, then there exists g E Sc,~, such that for each ~ E J we have 
h(t)=eLAzo÷ L~e(t-~)A [L'K(T,s)x('r)dT ÷ f (s,x(s))] ds 
+ ~ L ~ e (t-')A IB, x(s)+ L"  T~(T, s)x(r)d'r + g(s)] dw,(s). 
i=1 
By (H1)-(I-I6) and (Hs) we have for each t e J 
~.~<,~.~  i~.~01~ +~/ :~ .~ [ / / .~  ~<~ +, <~ <~)~] 1 ~ 
g'l I ~ L~ " ~ +3 e (e-')A E ~_B{x(s)+ T,(~',s)x(r)dv+~_,g(s) dsi a l  i= l  i----1 
f [ i  ] <_ 3M1Elxol2 + 6bM1 b EIg(r,s)1211x(~)ll~ dr + EI/  (s,x(s)) l2 ds 
+9/o'M, ~ :+b Z"E ~ II~:(~')lt' <i~- +~EIl,(s)ll{, <l~ 
<_ 3MiEIxol 2 + 6bM1 [b a suptej K(t)q + b(ciq + c=)] 
r <z )] +9M1 M2bq+basupT(t)q+n sup ~/,(z 2) P(s)ds . L tea ~e[o,q] 
Then for each h E (I>(Nq) we have 
]]hH 2 _< 3M1EixoI 2+ 6M1 sup K(t)b4q + 6Mlb2(clq + c2) + 9M1M2bq tEJ 
(/: ) +9MlsupT(t)baq+9Mln sup ¢(x  2) P(s)ds =k. tEJ xE[0,q] 
STEP 3. ~ maps bounded sets into equicontinuous sets of Z. 
Let tl,t2 • J, ti < t2 and Nq = {x C Z : Iixli 2 < q} be a bounded set of Z. 
For each z E Nq and h C ~x, there exists g • So,x, such that 
h(t)----etAxo+ Lte(t-s)A [L~K(T:s)x(~-) d'r + f (s~x(s))l ds 
÷ ~ Lte (t-s)A [Bix(s)÷ L s Ti(l",s)x(q')dT-}-g(s)] dwi(s), 
i=l 
~J .  
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Thus 
E ]h (t~) - h (tl)] 2 
<_ 9E l e ~'A _ e~,A] xol 2 
i=1 
s 2 
+ 9E e (tl-~)A Biz(s) + Ti(T , s)x(r) dr + g(s) dwi(s) 
< 91:~ ~ _ e~,~l~ El~ol ~ 
2 (cll lx(s)ll 2 + c2)] ds 
+ ~-~ f l  ~ Io~"-'~l ~ r: . .~o~,, , .~,,~ + lo.,,~.~,, ~÷o~/] ~ 
L tE J  
+ 27~o t2 e(t2-s)A_e(~l -s)AI2 
× E +bfo E ~,  d~+nEIIg(s)llb ds 
0 i= 1 
< 9 [e ~t  - e~lA] 2 Elxol 2 
+ 27 fo t2 e (t~-s)A -- e (tl-s)A 2 
x [M=llx(s)ll 2 +b2supT(t)llx(s)ll ~ + nEIIg(s)llb] ds 
tEJ 
As t2 --~ tl the right-hand side of the above inequality tends to zero. 
As a consequence of Step 2, Step 3, and (Hg) together with the Ascoli-Arzela theorem we 
conclude that • : Z --* 2 z is a compact multivalued map, and therefore, a condensing map. 
STEP 4. # has a closed graph. 
Existence of Solutions 817 
Let xn --* x., hn E ~Xn, and hn --~ h.. We shall prove that h. E ~x., hn E ~x,~ means that 
there exists g,~ E Sa,~, such that 
/0' [/o ] hn(t)=etAxo+ e (`-')A K(7",S)Xn(7")d'r'-t-f(s, xn(s)) ds 
i=1 J0  
We must prove that there exists g. E SG,~., such that 
/0' [/o ] h.(t) = etAxo q- e (t-s)A g(r,s)x.(v)dr + f (s,z.(s)) ds 
~/: [ I ,] +~_, e (~-")A B~x.(s)+ r~(r,s)z.(r)dr+9.(s dw~(s), t e J. 
Since K, f, B~ and T~ are continuous, then 
(h,~ --etAxo - ~ote(t-s)A [jC K(%s)x,,(r)dv w f (s, xn(s))] ds 
Consider the linear continuous operator 
r: L~ (LQ(K, H)) ~ Z, 
g -~ r (g ) ( t )  = ( , )  d~, ( , ) .  
i= l  
From Lemma 2.3, it follows that P o Sv is a dosed graph operator. 
Moreover, we have that 
hn(t) -e~Axo -- ~ote(e-8)A [~oSK(r,s)xn('r)dT-b f (s, xn(s)) ] ds 
_ ~ ~t e (~-')A [Bix.(s)+ ~o~T~(o-,s)x.(T)d~'] w,(s)~F (Sc,x~). 
~=I 0 
Since x~ --* x., it follows from Lemma 2.3 that 
h.(~l ~'A~O--/o'O~' ~'a[/o'~(~s,~.~d~,~X.~S~, ] d~ 
~----I 0 
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for some g. 6 SG,x.. 
Therefore,/I~ is a completely continuous multivalued map, u.s.c, with convex dosed values. In 
order to prove that ¢ has a fixed point, we need one more step. 
STEP 5. The  set  
U={x6Z:Ax6Ox,  for someA>l}  
is bounded. 
Let x 6 U. Then )~x 6 ~x for some 3, > 1. Thus there exists g E Scce, such that 
/: [i ] x(t) = A-letAxo + A -1 e (t-")A K(T,s)x(r)dr + f (s,x(s)) ds 
+A-1 ~ f0* e(*-*)A [B,x(s)+ fo'TI(T,S)X(T)dT + g(s)] dwi(s), t EJ. 
i=1 
This implies by (H,)-(H0) and (Hs) and for each t E J we have 
+ e (t-')A B,x(s) + T,(r,s)x(v)dv+g(s) 
£ _< 3Mtl[xoll 2 + 6bM~ b 2 supK(t)l[x(s)]l 2 ds 
t~ J  
£ £ +6bM1 (clllx(s)ll2 +c2)ds'b9 M1M2llx(s)l[2ds 
£ Z' + 9 b 2 sup T(t)Ilx(s)[[ 2 ds + 9Mln P(s)¢ ([tx(s)[] 2) ds 
tEJ  
2 £ _ 3M~llxoll 2 + 6b3Mx supK(t) Ilz(s)ll 2 ds + 6bM~l I[x(8)[i 2 d. 
tEJ  
2 2 + 662M~e2 + 9MxM2 II~(~)ll 2 ds + 9b 2supT(~) IMs)ll 2as ~EJ 
2 + 9Mln P(s)¢ (llz(s)II 5) d~ 
< 3M~ll,~oll ~
+ (6b3M1 supK(t)-t-6bMtcl + 9M1M2 + 9b2 sup T(t)~ [ttlx(s)t[2 ds 
\ t~ J  t6 J  ] J0 
I' + 6b~M~c2 + 9M~ P(~)e  (11~(8)11 ~) ds. 
We consider the function # defined by 
~(t) -- ~upTEIx(t)l ~ = I]x(01i~ : 0 < t < b}. 
Let t* 6 [O,t] be such that #(Q = E[z(t*)[ 2. If t* E J, by the previous inequality we have for 
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t•d  
+ (6b3M, sup K(t)+ 6bMlcl + 9M1M2 + 9b 2 sup T(t)~ ft"  #(s) ds \ tE J  tE J  ] Jo 
t. 
+ 662Mlc2 + 9Mln/, P(s)¢ (/~(s)) ds 
_< 3M~llxoll 2 
+ 6b3MtsupK(t)+6bMlcl+9M1M2+9b2supT(t) #(s)ds 
tE J  tE J  ] 
+ 6b2Mle2 + 9Mln P(s)¢ (/~(s)) ds, t • J. 
Denoting by v(t) the r ight-h~d side of the last inequality, we have 
c = v(O) -- 3Mdlxoll 2 + 6b2M~c2 
~(t)  < ~,(t), for t ~ J, 
and 
/ \ 
v'(t) < {6bSM1 sup K(t) + 6bMlcl + 9M1M2 + 9b 2 sup T(t)} #(t) + 9MlnP(t)¢(#(t) ), 
\ t6 J  tE J  ] 
v'(t) < ~( t ) [v (0  + ¢(v( t ) ) ] ,  t • J. 
This implies for each t • J that 
+ ~(----~ < ~(s )  d~ < - ~ + ¢(~) 
This inequality implies that there exists a constant L, such that v(t) <__ L, t • J, and hence, 
#(t)_<L, tE J .  Since for every t•  J ,  IIx(t)ll2 <#(t),  we have Hxll2=sup{EIx(t)l 2:0<t < b)<L, 
where L depends only on b and on the functions P and ¢. This shows that U is bounded. 
Set H --- Z. As a consequence of Lemma 2.2, we deduce that • has a fixed point which is a 
solution of (2),(3). 
4. EXAMPLE 
In general, the second-order partial differential equations Au -- 0 are similar in many ways to 
harmonic functions. However, for these partial differential equations we don't have awailable the 
various explicit formula developed for harmonic function, based on these, second-order partial 
differential equation generalize Laplace's and Poisson's equations. As in the deriwtion of Laplace 
equation, u in applications typically represents the density of some quantity, say a chemical 
concentration, equilibrium within a region O. The second-order term A : D2u = ~]~,i~ alju±~,j 
represents the second-order partial differential operator and represents the diffusion u within ~J, 
in this case the coefficients aij describing the anisotropic, hetrogeneous nature of the medium. 
The result is illustrated through a second-order diffusion stochastic integrodifferential nclusion 
i , j  
+...,~" aiu~, + fli(t-s)-~u~,u(s)ds+G(t,u(t)) 4w~($), (5) 
i 
~(t, ~) = 0 J = [0, b] × 0~, 
~(0,~)  = ~0(~) • • ~,  
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where ~t is an open-bounded domain on R '~ with smooth boundary 0~ and assume that all the 
coefficients belong to the domain of R% 
Further assume that the nonlinear function f : J x R" -* N ° is continuous and satisfying (Hs) 
and (HQ) and G : J x R n -* 2 R~ is continuous and satisfying (I-Iv) and (Hs). 
Let p > n and k be a sufficiently large positive number and define H =- Lp(~). 
To write the above problem in to an abstract formulation in H, define the operators A, Bi, T~ 
and K as follows. 
Let A be defined by 
Au = D2u, for u • D(A) 
where 
D(A) = {u • Wg(~t) : D2u E Lp(fl) and u = 0 on 0fl}. 
It  is well known that the family of operators {A(t), t • J}, as defined above, satisfies AssumI> 
tion (H1) [22]). 
Define Bi by 
N 
B~u -- E a,u~,, where a~ • C 1 (~) ,  
i=1 
then Bi satisfies Assumption (H4). 
Define the linear operator Ti(s,t) for fli • Cl(~t) and 5 < 3/4, 
N 
T,(s, t)u = ~ fl~(t - s) - 'u, , ,  
i=1 
and define the linear operator K(s,t) for 7~j • Cl(fi), 
N 
g(s,t )u = ~_, ~,j(t - s)-'u~,,~. 
i , j=  l 
It is clear that T~(s, t) and g(s,  t) satisfies Assumptions (H3) and (H2), respectively. 
With this preparation and a real-valued mutually independent Brownian motions (w~(t), i ---- 
1, 2 , . . . ,  n} the second-order diffusion process (5) can now write as an abstract formulation of 
stochastic integrodifferential nclusion of the form 
°( I' ) +~ B,u(t)+ T~(s,t)u(s)ds+G(t,u(t)) dw,(t), t • J, i= l  
u(o)  = uo. 
All the conditions stated in the Theorem 3.1 are satisfied. Hence, (5) has an unique mild 
solution u on J. 
5. CONCLUSION 
There is a wide literature on procedures for approximating the solution of a stochastic differen- 
tial inclusion. In [23], the classical Picard and Euler procedures have studied for approximating 
the solution of a finite-dimensional stochastic differential equation. On the other hand, the 
discretization of infinite-dimensional stochastic evolution equations is still a subject which has 
received a great deal of attention recently. For instance, the classical Euler's approximation 
procedure is considered for the mild solution of a class of stochastic evolution equations in [24]. 
It would be desirable in the near future to study the numerical approac~h for the convergence 
of solutions. Picard iteration scheme may be applied by using suitable Lipschitz condition and 
linear growth condition for the convergence. 
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