Abstract--Domain knowledge of real life problems are often uncertain, imprecise and inexact, therefore create difficulty in decision making while solving by conventional approaches.
significantly demonstrates its importance as a powerful design methodology to tackle uncertainties. A fuzzy logic system (FLS), described completely in terms of T1 fuzzy sets is called T1 fuzzy logic system (T1FLS), whereas a FLS with at least one T2 fuzzy set is called T2 fuzzy logic system (T2FLS). T1FLSs cannot directly handle rule uncertainties because T1 fuzzy sets are certain. T2FLSs, on the other hand, are very useful in circumstances where it is difficult to determine an exact membership function of a fuzzy set. Such cases are handled by rule uncertainties and measurement uncertainties. Like T1FLS, T2 has wide applications and truly speaking the potential of T2 systems outperforms T1 in most of the cases. The aim of the review paper is to describe T2 fuzzy systems for managing uncertainties, identifying the frontier research areas where T2 fuzzy logic are applied and proposes algorithm on application of type-2 fuzzy sets in color image segmentation.
II. MODELING UNCERTAINTY USING FUZZY LOGIC
comes in many guises and is independent of the kind of fuzzy logic (FL) or any kind of methodology one uses to handle it [2] . Uncertainty involved in any real life problem-solving situation, due to information deficiency of various forms. One of the best sources for general discussions about uncertainty is found in [3] . Two types of uncertainties, randomness and fuzziness exist, where probability theory is associated with the former and FS with the latter. Fuzziness (or vagueness) generally recognizes uncertainty resulting from the imprecise boundaries of fuzzy sets, nonspecificity (or imprecision) connected with sizes (cardinalities) of relevant sets of alternatives and strife (or discord), which expresses conflicts among the various sets of alternatives. The T1FLSs cannot directly handle rule uncertainties because they use T1 fuzzy sets that are certain. A FLS needs some measure to capture uncertainties than just a single number. The extended FL, named as T2FL able to handle uncertainties by modeling and subsequently minimizing their effects. T2FLSs move the world of FLS into a fundamentally new and important direction. T2 fuzzy logic provides the measure of dispersion and fundamental to the design of systems that include linguistic or numerical uncertainties translating into rules. T2 fuzzy set is a natural framework for handling both randomness and fuzziness. It is the third dimension of T2 membership function (MF) that allows us to evaluate the model uncertainties based on the knowledge of the problem at hand.
Linguistic and random uncertainties flow through a T2FLS and their effects can be evaluated using the Color Image Segmentation using Type-2 Fuzzy Sets Saikat Maity, Jaya Sil, Member, IEEE defuzzified and the type-reduced output of that system. The type-reduced output can be interpreted as providing a measure of dispersion about the defuzzified output. A T2FLS has more design degrees of freedom than does a T1FLS because respective T2 fuzzy sets are described by more parameters compare to T1 fuzzy sets and so a T2FLS has the potential to outperform a T1FLS, though, to date, no mathematical proof can substantiate the claim. However, in every application of T2FLS, it has been observed that T2FLS performs better compare to T1FLS.
III. EXTENSION OF TYPE1 FUZZY LOGIC SYSTEM LOGIC
For ready reference to the readers, T1 fuzzy set is described very briefly.
The knowledge used to construct the rules of a FLS is uncertain and the following way uncertainty can occur in a system: 34) The words used in antecedents and consequents of the rules can mean different things to different people. 35) Consequents obtained by polling a group of experts often are different for the same rule because the experts are not necessarily be in agreement and opinions may change with time. 36) Noisy training data.
Once the rules are established, fuzzy expert system (FES) can be viewed as a (non-linear) mapping from inputs to outputs using fuzzy If-Then rules provided by experts or can be extracted from numerical data. A typical rule: If arterial pH is low and venous pH is low, Then academia is severe. In an FES, the linguistic terms are mapped as antecedent and consequents of the rules. In general, many different functions may be used to generate T1 fuzzy subsets among which MF is a common choice. Sigmoidal and products of sigmoidal MFs are the natural choice given in equation (1) and described in fig 1. Middle MF of fuzzy set may be generated by the product of two such sigmoid, given in (1c).
where c1 is the centre of the increasing sigmoid, c2 the centre of the decreasing sigmoid, and the steepness of the slopes, or "width," of the sigmoid which in general be different for the increasing and decreasing sigmoid. Symmetrical middle sigmoids, computationally efficient can be expressed using (1d).
The concept of T2 fuzzy set was introduced by Zadeh as an extension of T1 fuzzy set whose grade of membership value itself fuzzy. A T2 membership grade [4] can be any subset in the primary membership and corresponding to each primary membership, there is a secondary membership that defines the possibilities for the primary membership. T2 fuzzy sets allow us to handle linguistic uncertainties, since "words can mean different things to different people."
A fuzzy relation of higher type (e.g., T2) has been regarded as one way to increase the fuzziness of a relation and according to Hisdal [5] "increased fuzziness in a description means increased ability to handle inexact information in a logically correct manner." Mizumoto and Tanaka [6] studied the set theoretic operations of T2 sets, properties of membership grades of such sets, and examined the operations of algebraic product and algebraic sum. Dubois and Prade [7] discussed fuzzy valued logic and obtain a formula for the composition of T2 relations as an extension of the T1 sup-star composition [8] . However, this formula is only for minimum norm [9] . A general formula for the extended sup-star composition of T2 relation is presented in [10] . Based on this formula, Karnik and Mendel established a complete T2 fuzzy logic theory to handle uncertainties in FLS parameters. Similar to a T1FLS, a T2FLS includes fuzzifier, rule base, fuzzy inference engine, and output processor, described in figure 2. The output processor includes type-reducer and defuzzifier, which generates a T1 fuzzy set output. A T2FLS is characterized by If-Then rules, but its antecedent or consequent sets are now T2 fuzzy set. Generally, T2FLS is computationally intensive due to type-reduction operation which simplified considerably when secondary membership functions become treated as interval sets having membership values either zero or one and called interval T2 sets. The T2 fuzzy logic consisting of secondary MF as interval sets, termed as "interval type-2 FLS." Use of interval sets in fuzzy logic has been discussed in Hisdal, Schwartz, and Turksen approach [11] . The most commonly used fuzzifier is a singleton but such a fuzzifier is not adequate when data get corrupted by measurement noise. In such cases, a nonsingleton fuzzifier that treats each measurement as a fuzzy number should be used for fuzzification. The theory and applications of T1FLS with nonsingleton fuzzifier are presented in Turksen approach [12] where the input is fuzzified into a T1 fuzzy set (e.g., Gaussian). To interpret the Gaussian MF the statistical knowledge (mean and variance) of the noise is supplied or estimated but in many cases, these values are not known ahead of time and may not be estimated from the data. Instead, we only have some linguistic information about the noise, like very noisy, moderately noisy, or approximately no noise. Fuzzification of such input as T1 fuzzy set does not serve the purpose because T1 MFs cannot fully represent the uncertainty associated with the linguistic information. In order to handle such uncertainties the input should be fuzzified into a T2 fuzzy set to frame in a nonsingleton T2FLS. The T1 determines input/output (I/O) space partition, antecedent and consequent variables, the number of If-Then rules (which are determined by the I/O space partition) and the number and initial locations of membership functions. The latter identifies a feasible set of parameters under the given structure. Tuning of parameters of a T1FLS is possible because its output can be expressed as a closed-form mathematical formula. Optimization methods for performing this have been extensively studied. Unfortunately, the output of a T2FLS cannot be represented by a closed-form mathematical formula and hence, there is an additional level of complexity associated with tuning its parameters. Simplifying T2 fuzzy set to interval T2 fuzzy set, the computational complexity can be significantly reduced in the appropriate applications. The reduction on the computational complexity is due to the property that all the secondary grades for an interval T2 fuzzy set are uniformly weighted (i.e., all equal to one). In general, the management of uncertainty using T2 fuzzy sets may be applied to various fields where we cannot obtain satisfactory performance with ordinary T1 fuzzy sets.
IV. SCOPE OF WORK
Image segmentation is one of the most difficult low-level image analysis tasks mainly due to vagueness in representation of images. In earlier works [13] , image segmentation was applied in monochrome color images. However, the color uncertainty was not inherited within the gray level images and later applied on red, green, blue (RGB) color space. Two main image segmentation techniques are described in the literature; region reconstruction where image plane is being analyzed using region growing process [14] and color space analysis where the color of each pixel is represented in the designated color space. Many authors have tried to determine the best color space for some specific color image segmentation problems [15] , however, there does not exist a unique color space for all segmentation problems. Computational complexity may increase significantly with reference to C(Cyan), M(Magenta),Y(Yellow), K(contrast) (CMYK) [16] color space in comparison with gray scale image segmentation. Classically, the RGB color space has been chosen for color image segmentation where a point in the image is defined by the color component levels of the corresponding R, G and B pixels. However, while the region growing techniques tend to over-segment the images, the color space analysis methods are not robust enough to significance appearance changes because they do not include any spatial information. Fuzzy logic is considered to be an appropriate tool for image analysis, applicable in CMYK and particularly for gray scale segmentation [18] .
Recently, fuzzy region oriented techniques for color image segmentation based on fuzzy logic with T1 fuzzy sets are presented in [19] . Other techniques [17] have been presented to perform color clustering in a color space [20] , based on T1 fuzzy sets and fuzzy homogeneity (or fuzzy entropy). The major concern of these techniques is spatial ambiguity among pixels, which has inherent vagueness rather than randomness. However, there still remain some sources of uncertainties with the meanings of the words used for noisy measurements and the data used to tune the parameters of T1 fuzzy sets may be noisy too. The new concept of evidence theory allows to tackling imprecision in model uncertainty used in pattern classification, and produce good results in segmentation [22] , although this technique based on CMYK model is not often used. The amount of uncertainty is evaluated using the approach proposed by Klir [21] where he generalizes the Shannon entropy to belief functions using two uncertainty measures, mainly the non-specificity measure and the discord measure. The robust method using T2 fuzzy set is another approach for handling uncertainty in image analysis has not been applied yet through it can take into account three kinds of uncertainty, namely fuzziness, discord and nonspecificity [23] . T2 fuzzy sets have grades of membership value that are themselves fuzzy. Hence, the membership function of a T2 fuzzy set is three dimensional, and it is the new third dimension that provides new design degrees of freedom for handling uncertainty. In the proposed work, color uniformity has been considered a relevant criterion to partition an image into significant regions using fuzzy entropy approach to take into account simultaneously the color and spatial properties of the pixels. For high resolution based pictures new scheme has been proposed in the paper based on CMYK color model using T2 fuzzy sets that tackles total uncertainty inherent in the images.
V. PRELIMIRERS OF TYPE-2 FUZZY SYSTEM
According to Gertrude Stein, "A rule is a rule is a rule….". The rule doesn't change, what does change is the way in which we model a rule's antecedent and consequent as fuzzy sets. The term "fuzzy set" is general that include T1 and T2 fuzzy sets (and even higher-type fuzzy sets). All fuzzy sets are characterized by MFs. A T1 fuzzy set is characterized by a two-dimensional MF, whereas a T2 fuzzy set is characterized by a three-dimensional MF. Let us take an example of linguistic variable "speed". Different values of the variable like "very high speed", "high speed", "low speed" signify the crisp value. One approach to using the 100 sets of two endpoints is to average the endpoint data and use the average values for the interval associated with "Speed". A triangular (or other shape) MF has been constructed whose base endpoints (on the x-axis) are at the two average values and whose apex is midway between the two endpoints. The T1 triangular MF has been represented in two dimensions and expressed mathematically as {(x, MF(x))| x an element of X}
However, the MF completely ignores the uncertainties associated with the two endpoints. A second approach is to make use of the average values and the standard deviations for the two endpoints. The approach blurs the location in between the two endpoints along the x-axis. Now the triangles are located in such a way so that their base endpoints can be anywhere in the intervals along the x-axis associated with the blurred average endpoints, which leads to a continuum of triangular MFs on the x-axis. Thus whole bunch of triangles, all having the same apex point but different base points are obtained as shown in figure 4 . Suppose there are exactly N such triangles, and at each value of x, MF's are represented by: MF 1 (x), MF 2 (x), …, MF N (x). Weight is assigned to each of the membership values, say w x1 , w x2 , …, w xN , representing the possibilities associated with each triangle at a particular value of x. The resulting T2 MF is expressed using (3)
Another way to represent the membership value: {(x, MF(x, w)| x an element of X and w an element of J x } where MF(x, w) is a T2 MF which is three-dimensional. Another way to visualize T2 fuzzy sets is to plot their footprint of uncertainty (FOU).
A. Footprint of Uncertainty
In T2, MF(x, w) can be represented in a two-dimensional x-w plane, consisting of only the permissible (sometimes called "admissible") values of x and w. It implies that x is defined over a range of values (its domain), say, X while w is defined over its range of values (its domain), say, W. An example of an FOU is shown in figure 5 , representing FOU for a Gaussian MF. The standard deviation of the MF is known with perfect certainty but mean, m, is uncertain and varies anywhere in the interval from m 1 to m 2 , which can be expressed as m [m 1 , m 2 ]. Uncertainty in the primary memberships of a T2 fuzzy set, Ã, consists of a bounded region and called the footprint of uncertainty (FOU). FOU is the union of all primary memberships (J x ), given in (4).
The term FOU is very useful, since it focuses our attention on the uncertainties inherent in a specific T2 membership function, whose shape is a direct consequence of the nature of the uncertainty, described in figure 6 . Moreover, FOU provides a very convenient verbal description of the entire domain of support for all the secondary grades of a T2 membership function. It depicts a T2 fuzzy set graphically in two-dimensions instead of three dimensions, and therefore overcome the difficulty. T1 and T2 MFs are distinguished using the new terminology FOU. The shaded FOUs indicate that there is a distribution that sits on top of it-the new third dimension of T2 fuzzy sets. Shape of the distribution depends on the specific choice made for the secondary grades. When the secondary grades equal to one, the resulting T2 fuzzy sets are called interval T2 fuzzy sets (IT2FS). In other words, the uniform shading over the entire FOU represents uniform weighting (possibilities) and such set is called an IT2FS. 
The upper membership function (UMF) and lower membership function (LMF) of A  are two T1 MFs that bound the FOU (see figure 7) . The UMF is associated with the upper bound of () FOUA  , denoted by () A x µ  and described in (7) while the LMF is associated with the lower bound of
, and described in (8) .
Note that x J is an interval set, i.e.
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The process of obtaining necessary information to perform segmentation leads to the correct selection of the regions of interest of the color image. The proposed work presents an application of the theory of fuzzy sets to evaluate the regions of interest with fixed accuracy. The terms fuzziness index [24] and entropy [25] provide the measurement of fuzziness in a set and are used to define the degree of uncertainty [26] of the segmentation process. To measure the fuzziness of images, a few formal definitions are discussed below. An ordinary fuzzy set A of the universe of discourse X is classically defined by its membership function
A point x for which µ A (x)=0.5 is said a crossover point of
The uncertainty is represented by the "α-cut" of fuzzy set A where a threshold α ∈ [0,1] is considered and the membership function can be defined as µ ) between A and its nearest set A 0.5 (α=0.5) defined as:
A positive scalar p is introduced to make γ(A) lie between zero and one and its value depends on the type of distance function used. In the proposed algorithm with the help "α-cut" we have used the "n-cut" of the fuzzy set. Here in (13), n is the number of elements of n-cut vector. This measure represents the area between two membership functions µ A (x) and µ α A (x), described in (14) .
where Ω represents the size of the set Ω ( linear index values )In practice we can use the discrete formula as The term entropy of fuzzy set A which is denoted as H(A) (monotonic increasing function) was first introduced by De Luca and Termini [27] , expressed in (17) .
In this work, we use the extension of the "De Luca and Termini" measure [28] to discrete images, proposed by Pal [53] for adapting to our problem. For an M×N image subset A ⊆ X with L gray levels g∈[0, L−1], the histogram h(g) and the membership function µ X (g)(consists of µ u (g) and µ l (g)) the (linear) index of fuzziness is defined in (18) and shown in figure 10 .
Entropies in gray scale image segmentation [29] are already used with T2 fuzzy sets. It is nothing but the extension of works proposed by Tizhoosh [30] . Tizhoosh [31] applied T2 fuzzy sets for gray scale image thresholding and obtain good results with very noisy images. As proposed in [32] , he used interval T2 fuzzy sets with the following "FOU": Upper Limit:
( )
Lower Limit:
( ) Here for the CMYK color model the same functions are used for image segmentation. To handle the drawback of gray scale imaging, in the proposed algorithm various correctional measures are considered. The proposed algorithm for the CMYK color image segmentation based on T2 fuzzy sets to measuring the fuzziness is presented below.
A. Algorithm for Color Image Segmentation
Read the JPEG file to be segmented Step2:
Select the proper shape of the interval base type-2 fuzzy set MF as
Fix the image size of M × N matrix; Step4:
Calculate (18) h(g) for each color component of the color space; //For linear index calculation Step5:
Calculate "n-cut" of the total image //for color pattern possibility matching with CMYK; Step6:
Initialize the position of the type-2 MF; Step7: Shift the MF with gray level ranges; Step8:
Mapping the picture colors into gray scale format; \\For contour detection
Step 9:
Calculate the values of MF : Step16: Median filtering on the segmented image to remove noise; Step17: Apply the region merging process using the acquired classes of pixels; segmented portion of images are merged Step18: Smoothing of image to reduce the number of connected components; Step19: Calculate the connected components; "n-cut" Eigenvector Step20: Calculate the number of pixels in the final image and store in a variable and compare with the original one; End.
VII. EXPERIMENTAL RESULTS
In order to test the performance of the algorithm, the sample ( figure 11, 12 In the above figures it clearly shows how the picture can be enhanced in CMYK model.
A. Type-2 fuzzy sets Entropy vs. type-1 fuzzy sets Entropy
The histogram of the color component of an image can be separated into number of peaks each corresponds to a region, and there exits a threshold at the valley between any two adjacent peaks. Fuzzy entropy represents the fuzziness of the color component of the images based on information theory and fuzzy logic and used as a criterion to select the thresholds automatically. While shifting the membership function of a fuzzy set on the histogram of a color component of the image, the fuzzy entropy values of the histogram are obtained considering the neighboring information among pixels. We employ both the local and global information in this regard. Time complexity of the proposed algorithm has been computed and compared with T1 fuzzy sets entropy approach. In figure 18 , the red graph shows T2 entropy while the green graph shows T1 entropy class. Therefore, the results of segmentation for T2 is more appropriate than T1.
VIII. CONCLUSION
Color image segmentation is a difficult task in image processing. Any unique algorithm is certainly never established to tackle all kinds of images. We have tried to apply a new algorithm provided by fuzzy set theory and approximations. The idea was to introduce the application of type-2 fuzzy sets, to take into account the total amount of uncertainty present at the segmentation stage such as fuzziness, discord and non-specificity. The examples have demonstrated the applicability of this algorithm. In the proposed algorithm the time complexity of segmentation is O(n) and therefore linear while that of in normal mode is O(n2). The number of replicate pixels is calculated. In normal segmentation the number of pixels are reduced but in here it has been enhanced.
