A time discrete variational principle is developed for the Cauchy problem of the Kramers equation with unbounded externel force elds. The variational scheme is based on the idea of maximizing a relative entropy with respect to the Kantorovich functional associated with a certain cost function. Convergence of the scheme is established. Consequently, global existence of weak solutions of the Kramers equation with a broad class of unbounded force elds and initial data is obtained. Our results also show that, in some senses, the Kramers dynamics follows, at each instant of time, the direction of a steepest descent of a free energy functional with respect to the Kantorovich functional.
Introduction
The paper concerns with the initial value problem for the Kramers equation p t = ?y r x p + r y m y ? 1 m F (x) p + kT m 2 y p for the probability density function p (x; y; t) in R n R n R 1 + ; where ; m; k and T are given positive constants, F (x) = ?mr x (x) is the spatial gradient of a given potential (x) :
This is an ultraparabolic type equation that was originally introduced in 9] to model the dynamics of particles undergoing the Brownian motion. It describes evolution of the probability density p (x; y; t) in the phase space (x; y) 2 R n R n for a 2n{dimensional stochastic process (X (t) ; Y (t)) 2 R n R n associated with the Langevin equation in the stochastic form dX (t) = Y (t) dt; dY (t) = 1 m (F (X (t)) ? Y (t)) dt + p 2 kT m dW (t) ;
where W (t) is the standard n{dimensional Brownian motion. In the physical context, m is the mass of a single particle, T is the temperature, k is the Boltzmann constant, is the Stokes' friction constant, and (x) is an external force potential. A solution p (x; y; t) is then the probability density of nding the particle at position x with velocity y at time t: The Kramers equation plays an essential role in the statistical physics 12]. It is also referred to the Kolmogorov-Fokker-Planck equation, and is used to model various physical phenomena involving small particles undergoing the Brownian motion such as the plasma and stellar dynamics 3]. The initial value problem for the Kramers equation has been studied extensively in literatures, from both the mathematics point of view and statistical physics point of view. In mathematics, it was studied under the general contexts of ultraparabolic equations and linearized Vlasov-Poisson-Fokker-Planck equation 4], 6], 10], 14], 15]. Existence and uniqueness of solutions with essentially bounded force elds F (x) can be found in above references. In statistical physics, a great deal of e orts have been made to nd explicitly exact solutions and approximate solutions 12] . Several maximum entropy principles and maximum path entropy principles 8] were developed to nd approximate solutions to the Kramers equation. It is also known 12] that the Kramers equation admits a family of stationary solutions that satisfy a variational principle. In other words, the stationary solutions can be obtained by minimizing an energy functional.
In this paper, we are interested in establishing a variational principle for the Cauchy problem of the Kramers equation. We shall present a time discrete, iterative variational scheme whose solutions serve as approximate solutions to the Kramers equation. Under rather general assumptions on the initial data and external forces that are not necessarily bounded, we shall show that the approximate solutions weakly converge to the solutions for the Cauchy problem of the Kramers equation as the time step decreases to zero. As a direct consequence of this convergence result, we establish global existence of solutions for the Kramers equation with a class of unbounded force elds. The variational scheme is based on maximizing a relative entropy, or a negative free energy functional, for the Kramers dynamics in the scale of the particle relax time with respect to a generalized Kantorovich functional. As we know, the Kantorovich functional ( 1 ; 2 ) for two probability measures 1 and 2 , associated with a cost function C (x; y; u; u); was introduced primarily for mass transference problem 11]. It may de ne a metric in a subspace of probability measures. Hence, our results shows that, in some senses (see section 4.2), the Kramers dynamics follows, at each instant of time, the direction of the steepest descent of the associated free energy functional with respect to a metric.
The variational approach in the present paper is inspired by 7] . The authors in that paper discussed a variational formulation for the non-degenerate Fokker-Planck equation in terms of the Wasserstein metric, a Kantorovich functional ( 1 ; 2 ) associated with the cost function C (x; y; u; v) = jx ? yj 2 : The results in 7] displayed the fact that the Fokker-Planck dynamics may be regarded as a steepest descent for the free energy with respect to the Wasserstein metric. Our variational formulation extend the results in 7] to the Kramers equation, a degenerate Fokker-Planck equation.
The major di culty in developing such a variational principle for the Kramers equation is the introduction of an appropriate cost function. Due to technical considerations, unlike the cost function for the Wasserstein metric, the cost function we shall use is dependent of the size of the time step. The idea for choosing such a cost function is motivated by the structure of the fundamental solution and the physics nature of the Kramers equation. We shall demonstrate that the corresponding Kantorovich functional may still be regarded as a metric in the space of all probability measures with nite second moments. Based on the transport property of the Kramers equation, this Kantorovich functional naturally leads to a generalized Kantorovich functional that will be used to construct our variational scheme. The main idea for the technical treatment of the convergence result follows from 7]. However, the generalized Kantorovich functional ( 1 ; 2 ) constructed in this paper is signi cantly di erent from the Wasserstein metric. In particular, ( 1 ; 2 ) does not satisfy the traditional triangle inequality (that is one of the key properties needed to prove convergence in 7]), and ( 1 ; 1 ) 6 = 0: In addition, this generalized free energy functional is time dependent and it blows up as the time step decrease to zero. Several technical di culties thus arise in dealing with convergence of our schemes. New methods are needed to derive necessary estimates. In the present paper, we shall restrict our attention only to the Kramers equation. In our forthcoming papers, we shall extend this approach to more general degenerate Fokker-Planck equations and VlasovPoisson-Fokker-Planck equations.
The paper is organized as follows. In the next section, we shall normalize the Kramers equation and introduce the corresponding generalized free energy. In section 3, we shall introduce a cost function and de ne the corresponding Kantorovich functional. In section 4, a discrete variational scheme will be introduced and its properties will be studied. The rst variation of the scheme will be displayed explicitly. Finally in section 5, we shall establish convergence of the variational scheme to the Kramers equation.
Generalized Free Energy Functional
For convenience, we shall normalize the Kramers equation by introducing dimensionless variables ?x ;ỹ;t as follows:
where L is the characteristic length scale, and = m= is the relaxation time of the particle dynamics (the time needed for release of the particle momentum.) The corresponding dimensionless potential~ (x) and density functionp ?x ;ỹ;t ; respectively, are de ned by To make sense of the functionals (2.4)-(2.6), some growth conditions on are needed. Throughout the paper, we shall assume 2 C 2 (R n ) ; (x) 0; for all x 2 R n ; (2.9) r 2 (x) c 0 ; for all x 2 R n ; (2.10) Assumption (2.10) implies that (x) grows quadratically for large jxj: More precisely, we may derive from (2.10) that (x) c 0 1 + jxj 2 ; jr (x)j c 0 (1 + jxj) ; (2.11) where c 0 is another constant depending only on (0) ; jr (0)j and c 0 in (2.10). We point out at this point that under (2.11), the force eld r (x) is neither bounded nor in any L p space.
Our assumptions on are weaker than those in 14, (2.27), (2.28)]. With these assumptions in mind, we see that the functionals E (p) and S 1 (p) are nite for any probability density p with a nite second moment, and consequently the Boltzmann entropy ?S 2 (p) is bounded from above (see Lemma 4.2.) 3 Generalized Kantorovich Functional
In this section, we shall introduce a cost function and the corresponding Kantorovich functional associated with the cost function. This functional de nes a probability metric. We shall then use this metric to introduce a generalized Kantorovich functional needed in the sequel.
Let B R k be the -algebra of all Borel measurable sets in R k ; and let P 0 B R k denote the collection of all Borel probability measures in B R k that have nite second moments, It is also easy to see that this set is non-empty since it contains the product measure P = 1 2 :
For any h > 0; we de ne a cost functionC h (x; y; u; v); for x; y; u; v 2 R n ; bỹ C h (x; y; u; v) = (3.4) where the in nimum is taken over all random variables (X; Y ) and (U; V ) in R n R n such that (X; Y ) has the law 1 and (U; V ) has the law 2 h ( 1 2 ) = P 1 R 2n 2 is a measure in P ( 1 ; 2 ) : For any (x; y) ; (u; v); (w; z) 2 R n R n ; obviously (by the standard triangle inequality),C (x; y; u; v) 1=2 C (w; z; u; v) 1=2 +C (x; y; w; z) 1=2 :
The assertion (2) then the minimization problem (3.2) is regarded as minimizing the total cost of the mass transference. The minimizerP h for (3.2) is the optimal transference plan. For comprehensive studies on problem (3.2) with general cost functions and applications to the probability theory, we refer to 11]. We recall that in the particular case when the cost functioñ The assertion of (2) follows. The proof is complete.
As a convention throughout the paper, for any probability density function p in R k ; i.e., p (x) is Borel measurable function in R k that satis es
we identify p to its law = p (x) dx: In that sense, the notation p 2 P 0 B R k means that its law 2 P 0 B R k ; and M i (p) means M i ( ) : In the similar manner, for any p 1 ; p 2 It may be explained physically as follows. Suppose (x; y) is the state of a particle at a certain moment t = T. In the next time step t = T + h the particle reaches the state (u; v): Then x + hy=2 is the forward position of the particle at half-time t = T + h=2 assuming the constant velocity y; while u?hv=2 is the backward position at half-time assuming the constant velocity v:
Hence, the rst term above thus measures the velocity di erence and the second term measures the di erence between the forward position and the backward position.
Variational Principle
In this section, we shall study the problem of minimizing the generalized free energy with respect to the Kantorovich functional de ned in (3.11) associated with the cost function C h :
We shall then introduce a discrete variational scheme to approximate the Kramers equation. (4.14) shows that, in the next time step t = kh; the particle, at position x with velocity y at the previous time step t = (k ? 1) h; rst moves along its velocity to the position x + hy, and then follows the direction of the least free energy with respect to the metric~ h : In that sense, the Kramers dynamics may be regarded as, at each instant of time, a steepest descent for the generalized free energy functional with respect to the distance~ h to its forward density. We believe that this is consistent with the fact that the Kramers equation includes both the transport operator @ t + y r x and the Brownian motion.
First variation of variational scheme
We now demonstrate analytically the connection between the variational principle (4.14) and the Kramers equation. To this end, we need to derive the rst variation of the scheme (4.14). p (x; y)(r x (x; y) (x; y) + r y (x; y) (x; y)) dxdy:
Hence in the distribution sense, p (x; y) can be expressed by p (x; y) = ?r x ( (x; y)p (x; y)) ? r y ( (x; y)p (x; y)) :
Using this formula, we can now proceed to compute the rst variations of the functionals E and S i (i = 1; 2) as follows: (r u C h (x; y; u; v) (u; v) + r v C h (x; y; u; v) (u; v)) P (dxdydudv): y r x ' (x; y)p (x; y)dxdy:
We have already proved the minimizer p of the minimization problem (4.2) satis es the equation 5 Convergence of variational scheme
In this section, we shall establish convergence of the time discrete scheme (4.14) to the solution of the Cauchy problem (2.1) and (2.2). Throughout the section, we always assume that p 0 2 P 0 ? B ? R 2n and that its negative entropy S 2 (p 0 ) is nite. We denote by c 1 a constant depending only on c 0 in (2.10) and (2. Proof. 
Using the rst order Taylor expansion of (u) at u ? hv=2 and (x + hy) at x + hy=2;
respectively, we obtain We now proceed to estimate I 1 Proof. Let We are now ready to show that the variational scheme (4.14) converges to the Cauchy problem (2.1) and (2.2). 
