Abstract. Motivated by giving a meaning to "The probability that a random integer has initial digit d", we define a URI-set as a random set E of natural integers such that each n ≥ 1 belongs to E with probability 1/n, independently of other integers. This enables us to introduce two notions of densities on natural numbers: The URI-density, obtained by averaging along the elements of E, and the local URI-density, which we get by considering the k-th element of E and letting k go to ∞. We prove that the elements of E satisfy Benford's law, both in the sense of URI-density and in the sense of local URI-density. Moreover, if b 1 and b 2 are two multiplicatively independent integers, then the mantissae of a natural number in base b 1 and in base b 2 are independent. Connections of URI-density and local URI-density with other well-known notions of densities are established: Both are stronger than the natural density, and URI-density is equivalent to log-density. We also give a stochastic interpretation, in terms of URI-set, of the H∞-density.
1. Introduction 1.1. Benford's law and Flehinger's theorem. Benford's law describes the empirical distribution of the leading digit of everyday-life numbers. It was first discovered by the astronomer Simon Newcomb in 1881 [11] and named after the physicist Franck Benford who independently rediscovered the phenomenon in 1938 [1] . According to this law, the proportion of numbers in large series of empirical data with leading digit d ∈ {1, 2, . . . , 9} is log 10 (1 + 1/d). More generally, defining the mantissa M (x) of a positive real number x as the only real number in [1, 10[ such that x = M (x)10 k for some integer k, Benford's law states that for any 1 ≤ α < β < 10, the proportion of numbers whose mantissa lies in [α, β] is log 10 β − log 10 α. Giving Benford's law a mathematical meaning requires to formalize the notion of "everyday-life numbers", which is far from obvious. However there have been many attempts to explain mathematically the ubiquity of this distribution in empirical datasets. One of them is Betty J. Flehinger's theorem, published in 1965 in an article entitled On the probability that a random integer has initial digit A [6] . It occurred to Flehinger that the most natural set of numbers on which we should verify Benford's distribution is the whole set of positive integers. Unfortunately, defining periods. Flehinger's idea was then to seek the limit by iteration of the process of Cesaro averaging: She inductively set Flehinger's theorem to the distribution of the whole mantissa in 1981 [9] .)
In spite of its title, Flehinger's article has no probabilistic content. A good reason is that there is no way of picking an integer uniformly at random in the set of all natural numbers. The first motivation for the present work was nevertheless to translate Flehinger's theorem in the context of probability theory: How can we interpret the probability that a (random) integer has a given initial digit? Our purpose is thus to give a meaning to the sentence "An integer picked uniformly at random has such a property".
1.2.
Roadmap of the paper. We construct in Section 2 a random infinite set E of integers, which we call a URI-set, such that averaging along the elements of E reflects the expected behaviour of a random integer. This random set enables us to introduce two notions of densities on natural numbers: The URI-density (see Section 3.1), obtained by averaging along the elements of E, and the local URIdensity (see Section 5.2), which we get by considering the k-th element of E and letting k go to ∞. We prove that the elements of E satisfy Benford's law, both in the sense of URI-density (Theorem 3.5), and in the sense of local URI-density (Theorem 5.1). Our point of view also enables to consider simultaneously the mantissae of a number in different bases, and in particular we prove a result which can be interpreted as follows: If b 1 and b 2 are two multiplicatively independent integers, then the mantissae of a natural number in base b 1 and in base b 2 are independent (Theorem 4.1). Connections of URI-density and local URI-density with other well-known notions of densities are established: We prove that both are stronger than the natural density (Theorems 3.3 and 5.2), and that in fact URI-density is equivalent to log-density (Theorem 3.6). We finish in Section 6 by giving a stochastic interpretation, in terms of URI-set, of the H ∞ -density used in Flehinger's theorem, and by raising some open problems.
The construction of the random set of integers is inspired by a previous article by the same authors [8] , where a probabilistic proof of Flehinger's theorem was provided. We summarize this proof in Section 2.1 (which can be deterministic or random) and the following transition probability: for any Borel set S ⊂ [1, 10[,
where U is a uniform random variable in [0, 1]. Let us denote by µ B the probability distribution on [1, 10[ given by Benford's law: For any 1 ≤ t < 10,
It is proved in [8] by a standard coupling argument that • µ B is the only probability distribution on [1, 10[ which is invariant under the probability transition (2);
• Whatever choice we make for the initial condition M 0 , we have for any
Borel set S ⊂ [1, 10[ and for all k ≥ 1
A connection is made between the quantities P k n (d), n ≥ 1, and the k-th step of our Markov chain: It is established in [8] that for all a ∈ [1, 10[ and all k ≥ 1,
A proof of (1), with an estimation of the speed of convergence, follows: We get for all k ≥ 1 lim inf
2.2. Construction of a random set of integers. We can interpret the Markov chain (M k ) as the sequence of mantissae of positive random variables X k , where the sequence (X k ) is itself a Markov chain such that, given X 0 , . . . , X k , X k+1 is uniformly distributed in ]0, X k [. Then X := {X k , k ≥ 0} is a discrete random set of real numbers which satisfies the following property: For any t > 0, conditionally to the fact that X∩]t, ∞[ = ∅, max(X∩]0, t]) is uniformly distributed in ]0, t], and independent of X∩]t, ∞[. Our idea is thus to imitate the structure of this random set of reals, but inside the set of natural numbers. We are looking for a random infinite set of integers E satisfying (U) for all n ≥ 1, max(E ∩ {1, . . . , n}) is uniformly distributed in {1, . . . , n};
(I) for all n ≥ 1, max(E ∩ {1, . . . , n}) is independent of E ∩ {n + 1, n + 2, . . .}.
For such a random set E, we must have by (U), for each n ≥ 1, P(n ∈ E) = P max(E ∩ {1, . . . , n}) = n = 1/n, and (I) implies that all events (n ∈ E) are independent. Conversely, picking elements of E using independent Bernoulli random variables, with P(n ∈ E) = 1/n for each n ≥ 1 gives a random set satisfying the required conditions. Indeed, for each j ∈ {1, . . . , n}, we get
Observe also that, with probability 1, the cardinality of E is infinite. Because of the uniformity property (U), such a random set E appears as a good way to modelize the uniform distribution in the set of natural numbers and will therefore be referred to as a set of uniform random integers, or URI-set.
URI-density and Benford's law
From now on, E denotes a URI-set, and we denote its ordered elements by
For each n ≥ 1, we set E n := E ∩ {1, . . . , n}.
It will be useful to give the following estimation of |E n |.
Lemma 3.1.
We recall Theorem 12 page 272 in Petrov's book [12] :
Proof of Lemma 3.1. We consider the independent centered random variables
we get by Theorem 3.2
This concludes the proof of the lemma.
3.1. URI-density. We say that a subset A of the set of natural numbers has
Note that an equivalent formulation is 1
As we expect, the URI-density generalizes the notion of natural density.
Proof. When considering the elements of E n , it will be convenient to order them backwards:
For each n ≥ 1, let a n := ½ A (n). We are going to prove the result in the form
We split the above average as
We first deal with the second term of (7) . By Properties (U) and (I), Y (n) 1 is uniformly distributed in {1, . . . , n}, and conditionally to Y
By hypothesis, as soon as Y (n) i−1 is large, K n i is close to α. For any fixed ε > 0, the number of i's such that |K n i − α| > ε is bounded independently of n. Since |E n | → ∞ a.s., it follows that
Let us now turn to the first term of (7). Define for any n ≥ 1 and i ≥ 1
In order to prove (6) , it remains to show that
Using a standard method, we first prove that (8) holds along a subsequence, then we control the oscillations to conclude. Consider n m := ⌊exp(m 2 )⌋. By lemma 3.1, convergence along the subsequence (n m ) amounts to
Observe now that the variance of A nm i is bounded, and that for i = j, E A nm i A nm j = 0. Therefore, the variance of A(n m ) is of order (ln n m )
Hence, by Borel-Cantelli, with probability 1 we have A(n m ) ≤ m −1/4 for m large enough. This proves that
Consider now an integer n ∈]n m , n m+1 [. We can write
Since A nm i is bounded and |E nm | − |E n | = o(|E n |), the second term on the RHS vanishes as m → ∞. Moreover, E nm ⊂ E n . Therefore each A which has a slightly different definition) is annihilated by some A n j , and the first term of (9) reduces to
which goes to zero as m → ∞. Since we already know that the third term goes to zero, this proves (8).
3.2. Benford's law. We say that a sequence of positive real numbers (x n ) follows Benford's law if for all 1 ≤ t < 10
Remark 3.4. We recall that this is equivalent to the uniform distribution mod 1 of the sequence (log 10 x k ) (see e.g.
[3]). Therefore, this is also equivalent to the fact that the sequence (1/x k ) follows Benford's law.
The following theorem shows that the elements of the URI-set E almost surely follow Benford's law.
Theorem 3.5. For any 1 ≤ t ≤ 10, the URI-density of {n ≥ 1 : M (n) < t} is log 10 t.
Proof. By Duncan's work [5] , this result can be viewed as a corollary of the equivalence between URI-density and log-density (see Theorem 3.6 below). However we provide a direct proof of it, in which useful ideas will be presented.
It is convenient to consider a coupling of the URI-set E and its continuous analog defined as follows: Let ξ be a Poisson process on R * + with intensity 1/x. It can be viewed as a random set of points. For any interval I, let ξ I denote the number of points in I ∩ ξ: ξ I is Poisson distributed with parameter I dx x . From ξ, define the random set E as the set of integers n ≥ 1 such that ξ ]n−1,n] ≥ 1. Since the random variables (ξ ]n−1,n] ) n≥1 are independent and
E is a URI-set.
The process ξ satisfies a property analogous to Property (U): For any a > 0, the
Let us order backwards the points of Consider now the points of ξ∩]1, +∞[: X 1 < X 2 < . . . They follow the same distribution as (1/Y 1 , 1/Y 2 , . . .). By Remark 3.4, we deduce that
hence by Borel-Cantelli, with probability one there is only a finite number of n's such that ξ ]n−1,n] ≥ 2. Coming back to the URI-set E = {N 1 = 1 < N 2 < · · · }, this implies the almost-sure existence of R such that, for all large enough k, 0 
∞ -density is stronger than natural density, in the sense used by Diaconis in [2] : If A has natural density α, then A has H ∞ -density α. The example of the set A of integer whose initial digit (when written in base 10) is 1 shows that H ∞ -density is strictly stronger than natural density. Still stronger than H ∞ -density is the notion of log-density.
A proof that log-density is stronger than H ∞ -density can be found in [3], together with an example of a set A with a log-density, but for which the H ∞ -density fails to exist.
In particular, A has URI-density α if and only if A has log-density α.
Proof. We apply Theorem 3.2: We consider the independent random variables
Since, by Lemma 3.1 |E n | ln n a.s.
we can conclude the proof of Theorem 3.6.
Independence of mantissae in different bases
All the previous results concerned numbers written in the base-10 numeral system, but extend straightforwardlly to any integer base b. We denote by M b (x) ∈ [1, b[ the mantissa in base b of a positive real number x and by µ B b the probability distribution over [1, b 
The purpose of this section is to prove the following theorem, which states that the mantissae in different bases of the elements of the URI-set E are independent, under some algebraic condition on the bases. (12) . This question is related to the so-called Schanuel's conjecture in transcendental number theory (see [10] , p. 30-31 or [13] ).
random variables taking values in (R/Z)
ℓ with common distribution ν. Assume that the only probability distribution µ such that µ * ν = µ is the Lebesgue measure on (R/Z) ℓ . Then the random walk
ℓ . In other words, it satisfies:
Proof. Denote by µ the Lebesgue measure on (R/Z) ℓ . Let M 0 be a random variable with law µ, independent of (Z k ) k≥1 . Setting
we get a stationary random walk (M k ) k≥0 . Since µ is the unique invariant measure under convolution by ν, the stationary process (M k ) k≥0 is ergodic, and by Birkhoff ergodic theorem, we get that for all cylinder
(See e.g. [7] , Corollary 2.5.2 page 38.) Therefore, we can find some m 0 ∈ (R/Z) ℓ such that, with probability 1, for all cylinder
We thus obtain that, for all cylinder C with rational endpoints,
By density of the rationals, (13) is satisfied for any cylinder C.
Proof of Theorem 4.1. As in the proof of Theorem 3.5, we consider the coupling of the URI-set with the Poisson process ξ, and we denote by
ℓ , and let ν be the common law of the Z k 's. We claim that the only probability measure µ which is invariant under convolution by ν is the Lebesgue measure on (R/Z) ℓ . Indeed, for such an invariant measure, the Fourier coefficients must satisfy
We just have to check that ν(m 1 , . . . , m ℓ ) = 1 when (m 1 , . . . , m ℓ ) = (0, . . . , 0).
where θ := As an application of Theorem 4.1 in the case ℓ = 2, we get that in almost every URI-set, we can find a CSB sequence (x k ) of type (b 1 , b 2 ), such that the sequence (M b2 (x k )) follow any probability distribution prescribed in advance on [1, b 2 [.
Local URI-density
For the sake of simplicity, we now return to the classical base 10 numeration system (but obviously the following results also hold in any integer base).
5.1.
A single element of a URI-set satisfies Benford's law. According to Theorem 3.6, Theorem 3.5 turns out to be weaker than Flehinger's theorem. However similar ideas to those developed in the proof can lead to somewhat stronger results than Theorem 3.5.
Proof. As in the proof of Theorem 3.5, we consider the URI-set E constructed from the Poisson process ξ. 
Note also that P(A m ) → 1 as m → ∞, so that choosing m large enough will enable us to condition with respect to A m without affecting too much the probability of any event. Indeed, we will make use of the following inequality, valid for any events A and B with P(A) > 0:
Let us fix an arbitrary ε > 0. We choose m large enough so that
< ε and 10 m < ε.
Conditioning with respect to J m which takes values in {1, . . . , m}, we get
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Then we write, for any 1 ≤ j ≤ m,
where
Observe that A m , which is measurable with respect to the Poisson process on ]m, +∞[, is independent of (J m = j), which is measurable with respect to the Poisson process on ]1, m]. Hence, using (16) and (17), we can bound
Again, X m k−j is measurable with respect to the Poisson process on ]m, +∞[, hence is independent of (J m = j). By (14), the contribution of D 4 can be bounded by (9/10) k−j , hence by (9/10) k−m . It remains to deal with D 2 . Since everything is conditioned on A m , we can use (15) to get
Using again (16), (17) and (14) yields
Remark that the statement of Theorem 5.1 would not hold if we replace the interval [α, β] by any Borel set S. Indeed, since N k is an integer, the probability that its mantissa belong to the set of irrational numbers is zero. In other words, the convergence of the distribution of M (N k ) to Benford's law is only a weak convergence. However, if we denote byX k the largest point of the Poisson process which is smaller than N k , thenX k ∈]N k − 1, N k ], and the distribution of M (X k ) converges to Benford's law in total variation norm.
5.2.
Local URI-density is stronger than natural density. In view of Theorem 5.1, it is natural to introduce the local URI-density of A ⊂ Z + as the limit, when k → ∞, of P(N k ∈ A) (whenever the limit exists). The purpose of this section is to prove that local URI-density is stronger than natural density: In fact, local URI-density turns out to be strictly stronger than natural density, since Theorem 5.1 proves the existence of sets A without natural densities but for which the local URI-density exists.
The proof of Theorem 5.2 is based on the following lemma.
Lemma 5.3. Let (P k ) k≥1 be a sequence of probability distributions on Z + satisfying: For any k ≥ 1, there exists n k such that
• The map n → P k (n) is non-decreasing on {1, . . . , n k } and non-increasing on {n k , n k + 1, . . . }; • For any integer m ≥ 1,
Proof. Let us fix ε > 0. Let θ ∈]0, 1[, close enough to 1 so that (1 − θ)/θ < ε. Let m ∈ Z + be such that m > 1/ε and such that, for any n ≥ m,
We choose k large enough such that
By a Fubini argument, we can write P k (A) as
We split the integral into two terms
Observe that
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Therefore
Let us turn to the estimation of I 1 . By the hypothesis on the variations of P k (n), for any 0 < t < P k (n k ), there exist n
(See Figure 5. 2.) We can rewrite I 1 as
We prove that, for 0 < t < θP k (n k ), ϕ(t) is close to the natural density of A: By (18), for any 0 < t < θP k (n k ), we have n
Hence we get the following estimation:
Using (19) with A = Z + , we get
and by the same argument as for the estimation of I 2 , we have
Observe that the second condition in the lemma is crucial. Indeed, the sequence of binomial distributions of parameter p ∈]0, 1[ defined by
satisfies the first assumption of the lemma. However there exists a set A possessing a natural density, but for which B k (A) fails to converge to this natural density as k → ∞ (see [2] , Theorem 3 page 25).
Proof of Theorem 5.2. Defining P k (n) := P(N k = n), we have to check the hypotheses of Lemma 5.3. We start by establishing an induction formula for P k (n).
Recall that P(N k = n) = 0 if n < k, and that P(
we decompose
The first term in the RHS is (1/n)P(N k−1 = n−1). The second term can be written as
This yields, for any 2 ≤ k ≤ n,
We prove by induction on n ≥ 4 that k ∈ {2, . . . , n−1} → f n (k) is a non-decreasing function. Observe that f 4 (2) = 0 and f 4 (3) = 1, hence f 4 is non-decreasing. Assume that f n−1 is non-decreasing for some n ≥ 5. Using (20), we get for 3 ≤ k ≤ n − 1
Hence, by induction, f n is non-decreasing on {2, . . . , n−2}. Moreover, for k = n−1, since P n−1 (n − 2) = 0,
Observe also that f n (2) = 0 and f n (n − 1) = (n − 3)(n − 2)/2 for all n ≥ 4. Hence, for all n ≥ 5, there exists an integer k n such that f n (k) ≤ 2 for 2 ≤ k ≤ k n and f n (k) > 2 for k > k n . Since f n−1 (k − 1) ≤ f n−1 (k) for any 3 ≤ k ≤ n − 2, we get by (22) that f n (k) ≤ f n−1 (k), which proves that n → k n is non-decreasing. For any fixed k ≥ 3, let n k be the smallest integer n such that k n ≥ k. By (21), n → P k (n) is non-decreasing upto n k and non-increasing after n k . Note that n k exists, otherwise n → P k (n) would be non-decreasing, which is obviously impossible. Therefore, the first hypothesis of Lemma 5.3 is satisfied.
For all k ≥ 3, observe that n k is characterized by the following:
To check that (P k ) satisfies the second hypothesis, we need precise estimations of f n (k). We start by establishing a formula for P k (n). Observe that for all 1 ≤ j < n, P(N k = n|N k−1 = j) is equal to
.
Hence, by conditioning, P k (n) = P(N k = n) can be rewritten as
which yields
We use this formula to estimate the denominator in the definition of f n (k):
which gives the following estimation
Applying this estimation to f n k −1 and f mn k , we get
The RHS of the above inequality can be written as a product AB, where
By (24) and (23), we get
which ensures that A is bounded (say, by 4). Moreover, an easy computation shows that B ∼ ln k ln n k , which goes to 0 as k → ∞ by (25). Recalling that f n k −1 (k) > 2 by (23), the above estimations prove the following property: For any ε > 0, for k large enough, f n (k) > 2 − ε for each n k ≤ n ≤ mn k . For such k, we get by (21)
On the other hand, we know that P k (n k ) ≥ P k (mn k ), which proves that
6. Open problems and discussion 6.1. Connection with other densities. We conjecture that the existence of local URI-density implies the existence of URI-density (and, in this case, that both coincide). It is not clear either whether local URI-density is equivalent to the H ∞ -density used by Flehinger. However we can provide the following interpretation of the H ∞ -density in terms of our URI-set. Recall that in the proof of Theorem 3.3, we ordered the elements of E n = E ∩ {1, . . . , n} backwards:
Proof. For each n ≥ 1, we introduce a non-increasing sequence of random integers ( Y (n) i ) i≥1 , with the following distribution:
is uniformly distributed in {1, . . . , n},
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We recognize P k n used in the definition of the H ∞ -density (see Section 3.3). Now, we observe that
It remains to prove that, for any fixed k,
Observe that whenever n > 1/δ, the proportion of integers i ∈ {1, . . . , n} such that δ < i/n < 1 − δ is larger than 1 − 3δ. Now, if n > 1/δ k , we have
Conditional URI-density. Let P be a subset of Z + with p∈P 1/p = ∞, so that the cardinality of P ∩ E be almost surely infinite. We have two ways to define the URI-density of A conditioned on P . First, by averaging over P ∩ E, and consider (whenever it exists) the almost-sure limit of
Second, by numbering the elements of P = {p 1 < p 2 < · · · < p n < · · · } and averaging over the random subset of P {p N1 < p N2 < · · · < p n k < · · · }, that is by considering (whenever it exists) the almost-sure limit of
Question: are these two definitions equivalent? 6.3. Asymptotic independence of successive elements in E. Another question concerning the URI-set E is the following: consider A, B ⊂ Z + , and assume that for both A and B we can define the density d(A) and d(B) (these could be the natural densities, the URI-densities, the H ∞ -densities or maybe some other notions of densities). Under which condition do we have 1 n The set A has ℓ-th log-density α if the limit of the above exists as n → ∞ and is equal to α. In fact, this notion does not yield a new density, since Diaconis proved that A has an ℓ-th log-density if and only if A has a log-density (and then, of course, both coincide). Then he proposed to define the L ∞ -density, which extends the logdensity in much the same way as H ∞ -density extends natural density: Consider lim ℓ→∞ lim inf n→∞ L(A, n, ℓ) and lim ℓ→∞ lim sup n→∞ L(A, n, ℓ). If the two limits are equal, call their common value the L ∞ -density of A. As shown in [4], L ∞ -density is strictly stronger than log-density. It is natural in this context to study iterations of the URI-density, which can be defined as follows: Let E We define the URI-density of order ℓ in the same way, averaging along the subsequence N (1) N (2) . . .
We can also introduce the infinite iteration of the URI-method, considering almost-sure limsup and liminf in the above expressions, and see if they converge to the same limit as ℓ → ∞.
Although we have shown that URI-density and log-density coincide, it is not obvious if there are connections between iterated URI-density and iterated logdensity. Can URI-densities of finite order ℓ be strictly stronger than URI-density? Can we compare the infinite iteration of both methods?
