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Background: Most nuclear structure calculations, even for full configuration interaction approaches, are per-
formed within truncated model spaces. These require consistent transformations of the Hamiltonian and operators
to account for the missing physics beyond the active space, so that several recent efforts have been devoted to
find compatible derivations of the effective operators. The effective charges employed in the shell-model cal-
culations, and fitted to reproduce experimental data, can be seen as the phenomenological counterpart of such
renormalization for electromagnetic operators.
Purpose: A coherent mapping of ab initio approaches into shell-model valence spaces requires a consistent
derivation of effective electromagnetic operators. Here, we make a first step to lay the bases for their microscopic
derivation in the context of the Self-Consistent Green’s Function approach.
Methods: We compute electric quadrupole (E2) effective charges from microscopic theory by coupling the single-
nucleon propagators to core-polarization phonons, derived consistently from a realistic nuclear interaction. Nuclear
correlations are included nonperturbatively according to the third order Algebraic Diagrammatic Construction
(ADC(3)) and the Faddeev random-phase approximation (FRPA). The polarization effects are included by eval-
uating the Feynman diagrams that couple the intermediate multi-nucleon configurations to the single-particle
transitions induced by the electromagnetic operator.
Results: The effective charges for E2 static moments and transitions are computed for selected isotopes in the
Oxygen (14O, 16O, 22O and 24O) and Nickel (48Ni, 56Ni, 68Ni and 78Ni) chains. The values found are orbital
dependent, especially for the neutron effective charges which also show a characteristic decreasing trend along
each isotopic chain. In general, the values are compatible with the phenomenological ones commonly used for
shell-model studies in the 0p 1s 0d and 1p 0f 0g 9
2
valence spaces.
Conclusion: The phenomenological shell-model effective charges can be explained through ab initio approaches,
where the sole experimental input comes from the fitting of the realistic nuclear interaction. Effective electromag-
netic operators can be derived which are tailored for different valence spaces and for specific numbers of active
nucleons.
I. INTRODUCTION
The shell-model [1] allows manageable many-body
computations of nuclei by assuming a few active nucleons
in relatively small valence spaces near the Fermi surface.
This is possible because the coupling with core nucleons
is energetically disfavoured at low excitation energies, so
it can normally be neglected. However, when electromag-
netic observables such as static moments or transitions
are calculated, effective charges for neutrons (eν) and for
protons (epi) become necessary to reproduce the experi-
mental data. In this picture, the effective charges result
from polarization effects in the nuclear core and from vir-
tual excitations to higher orbits. These are either induced
by the valence nucleons undergoing the electromagnetic
transition or by direct coupling of the electromagnetic
field to out-of-valence particles. Thus, effective charges
account for interactions with the nucleons that would be
otherwise neglected because of the inert-core approxi-
mation. Bohr and Mottelson [2] provided a version of
this interpretation in terms of the coupling between the
single-particle degrees of freedom and the collective os-
cillations associated with the deformation of the nuclear
density in the core.
The effective charge describes in this way the coupling
of the electromagnetic operator to nucleons outside the
valence space, which can be extrapolated to the electro-
magnetic transitions for other excited states and to nuclei
in a neighbourhood of the given mass region. Besides the
fact that effective charges are model-dependent quanti-
ties, their general validity throughout a given major shell
is an approximation. Simple considerations related to the
presence of shell effects and to the additivity of the field
exerted by the valence particle on the nucleons in the
core, suggest that effective charges a) must be different
for moments or transitions involving states with different
single-particle quantum numbers, and b) should display
a significant isospin dependence (see Ch. 3 of Ref. [2]). In
fact, neutron-rich isotopes far from stability have weaker
core polarization effects, due to the fact that extended
wave functions of loosely-bound neutrons have reduced
interaction with the well-bound nucleons in the core. For
instance, in light open-shell nuclei such as C or Ne iso-
topes, calculated effective charges for neutron-rich nu-
clei are closer to the bare charges (eν = 0 and epi = 1)
than the ones in the valley of stability [3]. This is also
confirmed by comparison with measured electromagnetic
moments for Boron and Lithium isotopes [4]. Moving to
heavier nuclei, the standard values for effective charges in
sd-shell nuclei, epi ' 1.4 and eν ' 0.5, have been brought
into question for neutron-rich isotopes belonging to the
Aluminum, Carbon, and Oxygen chains. Smaller values
2than the standard ones have been proposed [5–8]. Also
for several isotopes calculated in the pf valence space,
the typical values of the effective charges epi ' 1.5 and
eν ' 0.5 are not compatible with values extracted from
experimental static moments and electromagnetic tran-
sitions [9–13].
Effective charges have been derived microscopically by
computing matrix elements of electromagnetic observ-
ables, within particle-vibration coupling models based on
microscopic phenomenological interactions [3, 14, 15]. In
ab initio configuration interaction calculations, one can
relate electromagnetic observables computed within the
full space of configurations with results in a restricted
space by using proper effective operators: in this way,
the impact of excluded space correlations is evaluated
by computing the one-body and two-body parts of the
electromagnetic operator in the restricted valence space.
Effective operators have been obtained in this spirit by
transforming the bare ones via an Okubo-Lee-Suzuki
transformation within the no-core shell model [16, 17],
or via in-medium similarity renormalization group meth-
ods [18]. For effective Hamiltonians, progress has been
made in recent years by performing calculations of closed-
shell isotopes within very large model spaces and map-
ping the resulting nucleon-nucleon in medium interac-
tions into a shell-model valence space [19, 20]. This
has allowed to obtain effective interactions in the valence
space from first principles, thus to apply ab initio theory
to a large number of (open shell) isotopes. An analo-
gous strategy has also been exploited earlier on within
the Self-Consistent Green’s Function (SCGF) approach
to compute isotopes in the 1p 0f 0g 9
2
valence space [21].
However, that application was limited only to effective in-
teractions and these were computed at the lowest order in
the Feynman expansion, while higher order diagrams—
and even all-orders resummations—might be needed for
accurate computations [22].
The purpose of this work is to set an initial step to-
wards deriving effective electromagnetic charges for shell-
model applications by using SCGF theory. We start by
considering the bare one-body quadrupole electromag-
netic (E2) operator. We define effective charges from
the E2 matrix element that includes polarization correla-
tions, i.e. induced by the E2 operator itself, for very large
model spaces, and we take its ratio with the E2 matrix el-
ement with respect to uncorrelated states in the valence
space of interest. In this sense, the ratio rescales the
coupling strength (charge) of the bare electromagnetic
operator, and renormalizes the operator matrix element
computed in the restricted model space. The coupling of
the single nucleon to the correlations in the nuclear core
is achieved by adding virtual excitations to a reference
state. That means dressing the single-particle propaga-
tion with the intermediate state configurations encoded
in the self-energy. To renormalize the charge consistently
with the chosen valence space, we block those virtual ex-
citations made by the particle and hole configurations
belonging to the considered valence space.
The basic SCGF equations are reviewed in Sec. II,
while the formalism for the computation of the effective
charges is introduced in Sec. III. In Sec. IVA we discuss
the convergence of our calculations with respect to var-
ious model space parameters. The reminder of Sec. IV
presents the results for E2 effective charges of Oxygen
(14O, 16O, 22O and 24O in Sec. IVB) and Nickel (48Ni,
56Ni, 68Ni and 78Ni in Sec. IVC), whose typical shell-
model valence spaces are the 0p 1s 0d and 1p 0f 0g 9
2
, re-
spectively. Conclusions are drawn in Sec. V.
II. SELF-CONSISTENT GREEN’S FUNCTION
FORMALISM
In this section we recall the basic definitions and equa-
tions of the SCGF formalism. Extensive reviews of this
approach can be found in Refs. [23–25].
We start from a many-body Hamiltonian composed by
the kinetic energy term Tˆ and the two- (2NF) and three-
nucleon forces (3NF) Vˆ and Wˆ , i.e.
Hˆint =
∑
αβ
Tαβ a
†
αaβ +
1
4
∑
αβ
γδ
Vαβ,γδ a
†
αa
†
βaδaγ
+
1
36
∑
αβγ
µνη
Wαβγ,µνη a
†
αa
†
βa
†
γaηaνaµ , (1)
where we use Greek indexes to label the states of the
complete orthonormal single-particle basis that defines
the computational model space. The subscript ‘int’ in-
dicates that we subtract the kinetic energy for the center
of mass and the corresponding corrections are intended
as already included in the matrix elements for Tˆ and Vˆ .
The diagonalization of the Hamiltonian in Eq. (1) gives
the exact many-body wave function of the system:
Hˆint |ΨAn 〉 = EAn |ΨAn 〉 . (2)
The Hamiltonian Hˆint drives the dynamics of each nu-
cleon interacting with the nuclear medium. This is cap-
tured by the one-body propagator,
gαβ(t− t′) = − i~ 〈Ψ
A
0 |T
[
aα(t)a
†
β(t
′)
]
|ΨA0 〉 , (3)
with the time evolution of the field operators aα and aβ
given in the Heisenberg picture, and their order specified
by the time-ordering operator T .
It is useful to introduce the spectral representation of
the one-body propagator:
gαβ(ω) =
∑
n
(Xnα )∗ Xnβ
~ω − (EA+1n − EA0 ) + iη
+
∑
k
Ykα
(
Ykβ
)∗
~ω − (EA0 − EA−1k )− iη
, (4)
3that is expressed in the frequency domain via the Fourier
transform of its time representation, Eq. (3). The spec-
troscopic amplitudes in Eq. (4) are given by
Xnα ≡ 〈ΨA+1n |a†α|ΨA0 〉 ,
Ykα ≡ 〈ΨA−1k |aα|ΨA0 〉 . (5)
The exact solution of Eq. (2) entails the same physical
content as the Dyson equation for the propagator:
gαβ(ω) = g
(0)
αβ (ω) +
∑
γδ
g(0)αγ (ω)Σ
?
γδ(ω)gδβ(ω) . (6)
The unperturbed propagator in Eq. (6) is intended as
being expressed with respect to a reference state φA0 ,
g
(0)
αβ (t− t′) = −
i
~
〈φA0 |T
[
aIα(t)a
I
β
†
(t′)
]
|φA0 〉 , (7)
where the superscript ‘I’ indicates the evolution of op-
erators in the interaction picture. Eq. (7) describes the
propagation of a single nucleon with kinetic energy Tˆ and
affected by an auxiliary mean-field one-body potential Uˆ .
The expansion of the correlated propagator in terms of
the residual inter-nucleon interactions −Uˆ + Vˆ and Wˆ is
based on Eq. (7) as the reference propagator.
To make the problem computationally tractable for the
present application, we use as reference the Optimized
Reference State (OpRS) propagator. This is obtained by
reducing the number of poles of the dressed propagator,
according to the procedure detailed in Ref. [26]. This is
achieved by mapping the fully correlated propagator of
Eq. (3) to a propagator with the same number of poles
as the mean-field state, while relevant sum rules obtained
from the full propagator are forced to be fulfilled. The
obtained OpRS propagator has the following form [26–
28],
gOpRSαβ (ω) =
∑
n6∈F
(ψnα)
∗ψnβ
~ω − OpRSn + iη
+
∑
k∈F
ψkα(ψ
k
β)
∗
~ω − OpRSk − iη
,
(8)
where OpRSn/k and ψ
n/k
α are the set of the single-particle
energies and amplitudes, respectively. They form an or-
thonormal basis which is separated in occupied (∈ F )
and unoccupied (/∈ F ) states.
The Σ?γδ(ω) in Eq. (6) is the irreducible self-energy that
gives the coupling of single nucleon states to the virtual
excitations in the nuclear medium. In our calculations,
the latter are constructed as many-particle and many-
hole configurations formed from the OpRS orbits ψn/kα
and interacting through 2NFs and 3NFs. The self-energy
can be decomposed in a static part Σ∞αβ (local in time)
and a dynamic part Σ˜αβ(ω) (energy dependent):
Σ?αβ(ω) = Σ
∞
αβ + Σ˜αβ(ω)
Σ∞αβ +
1
4
∑
γδσ
µνλ
V˜ασ,γδ R
(2p1h/2h1p)
γδσ,µνλ (ω) V˜µν,βλ ,
(9)
+ + + ...pp− ladder ph− rings
ph− rings
pp− ladder
ph− rings
pp− ladder
FIG. 1. Example of diagrams that contribute to the dynamic
self-energy Σ˜αβ(ω) in Eq. (9). The wavy lines are two-body
interactions V˜ that incorporate both the 2NF and the nor-
mal ordered 3NF. Each ellipse represents an all-orders re-
summation of pp/hh ladders or ph rings. The three-lines
irreducible propagator R(2p1h/2h1p)(ω) results from combin-
ing these phonons with single-particle states to all orders, in
a Faddeev-like series [31, 32].
where the effective interaction V˜ incorporates both the
2N and 3NFs [29, 30].
The dynamical part of the self-energy Σ˜αβ(ω) can be
written in the Lehmann’s spectral representation, as
Σ˜αβ(ω)=
∑
pp′
M†αp
[
1
~ω1− (E> +C) + iη1
]
pp′
Mp′β
+
∑
qq′
Nαq
[
1
~ω1− (E< +D)− iη1
]
qq′
N†q′β ,
(10)
with p (q) being collective indexes for multiparticle-
multihole intermediate state configurations (ISCs), be-
yond the single-particle (-hole) propagation.
In Eq. (10) we limit the forward-in-time indexes p and
p′ to two-particle-one-hole (2p1h) ISCs. Analogously, we
limit the backward-in-time indexes q and q′ to two-hole-
one-particle (2h1p) ISCs. Hence, only the three-lines ir-
reducible propagator R(ω) enters Eq. (9). The matrices
Mpα and Nαq appearing in Eq. (10) are the coupling
terms linking initial and final single-particle states to the
propagation of 2p1h and 2h1p ISCs, respectively. The E>
and E< are the unperturbed energies of these ISCs and
Cpp′ and Dqq′ are the interaction matrices among them.
The denominators in Eq. (10) imply all-order summa-
tions of phonons described by pp and hh ladders and ph
rings, as well as their interference and mixing to single-
particle states. The diagrammatic content of Σ˜αβ(ω),
and hence of R(2p1h/2h1p)(ω), is sketched in Fig. 1.
In the present work we evaluate the matrices entering
Eq. (10) in two different ways. In the standard third or-
der Algebraic Diagrammatic Construction [ADC(3)] ap-
proach, the ladder and ring phonons are computed mini-
mally by resumming diagrams in the Tamm-Dancoff Ap-
proximation (TDA) [33]. The same exact resummation
can be done all at once, by computing the inverse matri-
ces in Eq. (10), or by pre-computing the single phonons
and then recoupling them through a Faddeev series as
4depicted in Fig. 1. For this reason, the method is also
referred to as the Faddeev-TDA (FTDA) approach. The
FTDA and ADC(3) approaches are exactly equivalent
and the two names will be used interchangeably in the
rest of this paper. It is also possible to compute the inter-
mediate phonons in Fig. 1 using the Random Phase Ap-
proximation (RPA), which leads to the so called Faddeev-
RPA (FRPA) approach [31, 32, 34, 35]. The ADC(3)
is the method of choice for most modern computations
of ground state properties and for studying the addi-
tion or removal of a nucleon because of its good accu-
racy and better numerical stability. However, the addi-
tional ground state correlations included into the RPA
are known to have sizeable effects on the description of
collective modes and they can be expected to impact the
effective charges induced by these. Both approaches in-
volve non-perturbative all-orders calculations and we will
compare their results in Sec. IV. The techniques to solve
the Dyson equation as single eigenvalue problem, by the
application of Lanczos-type algorithms, and other details
of our implementation are discussed in Refs. [23, 36].
III. EFFECTIVE CHARGES FROM
PARTICLE-VIBRATION COUPLING
On a fundamental level, effective charges encapsulate
the modification of the in-medium propagation of a nu-
cleon in the presence of an external field. Their most
general derivation would start with the intrinsic Hamilto-
nian Hˆint complemented with a time-dependent external
field φˆ(t):
Hˆφ(t) = Hˆint + φˆ(t) . (11)
Typically, φˆ(t) is an electromagnetic field operator car-
rying angular momentum λ and its projection µλ,
φˆ(t) ≡ e φˆ(λµλ)(t) , (12)
where we have explicitly separated the electric charge e.
The nuclear many-body wave function acquires then a
dependence on the external field, which is reflected in the
Schrödinger equation,
Hˆφ |ΨφAn 〉 = EφAn |ΨφAn 〉 . (13)
The ground state solution of the many-body problem in
Eq. (13) will then allow to introduce the propagator in
the presence of an external field [25],
gφαβ(t− t′) = −
i
~
〈ΨφA0 |T
[
aα(t)a
†
β(t
′)
]
|ΨφA0 〉 , (14)
where in this case the Heisenberg picture is generated
by Hˆφ. One would then use time-dependent perturba-
tion theory in φˆ(t) to access the transition probabilities
induced by the external field.
To select the dominant perturbative contributions to
effective charges, we refer to the physical insights given
eij e
i
j
R(2p1h)
λµλi
j
R(2p1h)
λµλ
e
i
j
λµλ
FIG. 2. Schematic representation of the relation between the
bare charge, denoted with e (= 1 for protons, = 0 for neu-
trons), and the effective charge eij required to renormalize the
electromagnetic transition of multipolarity (λµλ). The ratio
in the second term gives the correction to the bare charge due
to the core-polarization effects.
by the particle-vibration coupling model [2]. Hence, we
describe the dynamics of the single nucleon as influenced
by the collective vibrations of the surrounding nuclear
medium, which in turn are induced by the external field.
Our goal will be to embed such dynamical effects into
a single-particle space small enough that can be used
in shell-model applications. The first step is to define
the shell-model valence space (SV ) we are targeting. To
this purpose we adopt the relevant OpRS orbits from
the reference propagator (8) that results from the SCGF
computation. Specifically the single-particle energies, i,
and wave functions, |zi〉 = ∑α |α〉ziα, are
ziα =
{
(ψnα)
∗
ψkα
and i =
{
OpRSn if i=n 6∈ F ,
OpRSk if i=k ∈ F ,
(15)
where each orbit could be either occupied or unoccupied
in Eq. (8) and we introduced a generic index i for re-
ferring to both cases. Note that, in the same spirit of
Refs. [21, 37], the nucleus |ΨA0 〉 to which the propaga-
tor (3) is associated does not need to be identified as the
core nucleons of the shell-model space. In fact, one can
assume a given valence space SV and target a specific nu-
cleus inside it. For example, for 16O in a 0p 1s 0d space
only the 0s nucleons are considered to be in the ‘core’ but
the occupied 0p orbits give important mean filed contri-
butions to both effective charges and interactions. Thus,
the effective charges that we compute for a particular nu-
cleus inside SV are better tuned to the isotopes in that
neighbour of the nuclear chart.
We note that there can be different ways to choose the
energies and orbits (15) that build the model space. A
very appealing choice, from the physics point of view, is
to select the dominant quasiparticle peaks that enter the
exact propagator of Eq. (4). In this case, the orbits cor-
respond to the very same single-particle-like excitations
that have originally motivated the shell model [38, 39],
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FIG. 3. Three different topologies of Feynman diagrams contributing to 2p1h ISCs in Eq. (19). The diagram 3a is the only
first-order contribution. Diagrams 3b and 3c are the second-order ones, containing fragments of ladder and a ring series
respectively.
their wave functions would be overlap amplitudes of
Eq. (5) which describe one nucleon addition and removal
processes, and the single-particle energies would corre-
spond by construction to experimentally observed sep-
aration energies when only one valence nucleon is con-
sidered. Moreover, the exact Dyson orbits would be
immune from divergences caused by intruder states, as
discussed below. The major drawback of this route is
that the transition amplitudes (5) are fragmented so that
they are intrinsically normalised to have partial occu-
pation, in contrast to the standard shell-model assump-
tions. This fragmentation can be generated in part from
correlations inside the valence space and in part from
outside, making it difficult to disentangle how much of
this feature should be retained in the effective opera-
tor. Furthermore, whenever the experimental quasiparti-
cle peaks are not well pronounced and rather fragmented,
it becomes difficult to perform a one-to-one association
with the single-particle space. Conversely, a set of mean-
field orbits naturally defines an orthogonal single-particle
basis and it poses no ambiguity on which states have
to be identified as those belonging to the shell-model
space. Among the many possible mean-field choices, the
OpRS orbits (15) are appealing since they are explicitly
constructed to approximate as closely as possible both
the exact quasiparticle energies and ground state prop-
erties that would be computed from the Dyson orbitals
of Eq. (4) [26], [40].
Once the valence space is set, we define the effective
charge among two orbits |i〉 and |j〉 in terms of the ratio
eij = e
〈˜i|φˆ(λµλ)|j˜〉
〈i|φˆ(λµλ)|j〉 , (16)
which is an orbital-dependent quantity, as apparent also
from Fig. 2. The denominator in Eq. (16) is simply the
bare matrix element of the electromagnetic operator be-
tween the valence space orbits:
〈i|φˆ(λµλ)|j〉 =
∑
αβ
(ziα)
∗ φ(λµλ)αβ z
j
β , (17)
where the matrix element of the external field φ(λµλ)αβ is
calculated from the large model space for the SCGF cal-
culation [harmonic oscillator (HO) single-particle states
in this work].
The states |˜i〉 and |j˜〉 appearing in the numerator
of Eq. (16) represent the correlated quasiparticle states
that originate from the dynamical effects of coupling to
phonons and other excitations that lie outside the valence
space:
|˜i〉 = |i〉+
∑
p,p′ /∈SV
∑
α
[
1
1i − (E> +C)
]
pp′
Mp′α ziα |p〉
+
∑
q,q′ /∈SV
∑
α
[
1
1i − (E< +D)
]
qq′
N†q′α z
i
α |q〉 ,
(18)
where the coupling and interactions matrices are the
same as in Eq. (10) and the sum over the states |p〉 (|q〉)
is limited only to those ISCs where at least one of the
2p1h (2h1p) indexes lies outside SV .
A few comments are in order in regard to Eq. (18):
First, while this expression resembles the first order per-
turbation theory for the quasiparticle or quasihole states
|ΨA±1i 〉[41], it actually implies all-order resummations of
the ISCs through the Cpp′ and Dqq′ interaction matri-
ces. The coupling terms Mpα, Nαq also acquire contri-
butions beyond first order as per the ADC(3) and FRPA
formalisms. Second, in the spirit of the Dyson equation
and the spectral content of the self-energy (10), contri-
butions from both 2p1h and 2h1p are included. Third,
the ISCs that belong to the valence space are suppressed
from the definition of |˜i〉. This is necessary since they will
be diagonalised directly during the shell-model calcula-
tions and their contribution to the electromagnetic tran-
sition is already accounted for through the bare operator.
To avoid double counting, they should not contribute to
the effective charges. Fourth, it should be recognized
that denominators in Eq. (18) could lead to unstable re-
sults whenever the choice of some single-particle energy
i is very close to a pole of the self-energy. Since resum-
mations of multi-particle-multi-hole configurations inside
the valence space must not be included, the self-energy
6poles will generally be far from the valence space ener-
gies i. Thus, the chances for diverging denominators
are greatly suppressed. However, there will be cases in
which self-energy poles can be shifted by correlations all
the way to intrude the model space and we will see in
Sect. IV some instances when these poles cause instabil-
ities. I fact, this is the same mechanism that generates
the well know intruder state problem encountered with
shell model calculations and it can be related to the par-
tially perturbative approach taken in computing the ef-
fective interactions and operators [1, 42, 43]. Finally, to
better clarify the advantage of a fully non-perturbative
approach, we note that the expansion in Eq. (18) is in
fact the same encountered when diagonalizing the Dyson
equation. If we had chosen the ziα as the true quasipar-
ticle amplitudes, Eq. (5), then the |˜i〉 would be identified
with the exact eigenvector that diagonalises the Dyson
equation in matrix format (see Ref. [23]). It is interesting
to note that the coefficients in the above expansion are
identified as components of a Dyson eigenvector which
has finite norm. Thus, there cannot be divergences of
the above denominators because of the overall normal-
ization of |˜i〉. This works adopts OpRS orbits for our
valence space, which are only an approximation to the
Dyson eigenvectors and energies, so instabilities cannot
be ruled out.
We then compute the matrix element of the external
electromagnetic operator with respect to the quasiparti-
cle state (18) up to linear terms in the R(2p1h/2h1p)(ω)
propagator:
〈˜i|φˆ(λµλ)|j˜〉 = 〈i|φˆ(λµλ)|j〉
+
∑
αβ
∑
p p′ /∈SV
(
ziα
)∗
[Mφ(λµλ)]†αp
[
1
1j − (E>+C)
]
pp′
Mp′β z
j
β +
∑
αβ
∑
q q′ /∈SV
(
ziα
)∗
Nφ(λµλ)α q
[
1
1j − (E<+D)
]
qq′
N†q′β z
j
β
+
∑
αβ
∑
p p′ /∈SV
(
ziα
)∗
M†αp
[
1
1i − (E>+C)
]
pp′
Mφ(λµλ)p′ β z
j
β +
∑
αβ
∑
q q′ /∈SV
(
ziα
)∗
Nα q
[
1
1i − (E<+D)
]
qq′
[Nφ(λµλ)]†q′β z
j
β
=
∑
αβ
(ziα)
∗
{
φ
(λµλ)
αβ + Σ˜
L(λµ)
αβ (ω = 
j) + Σ˜
R(λµ)
αβ (ω = 
i)
}
zkβ . (19)
The last line of Eq. (19) shows that the corrections to the
bare matrix element can be cast in a spectral represen-
tation analogous to the one of the dynamic self-energy
where, however, the coupling of single-particle states to
the 2p1h and 2h1p ISCs is now affected by the external
field operator. We display analytical expressions for these
coupling matrices (Mφ(λµλ) andNφ(λµλ)) in Eqs. (20-21)
below.
Eqs. (16) and (19) can also be represented by Feyn-
man diagrams as shown in Fig. 2. Since we calculate
the propagator R(2p1h/2h1p)(ω) in the ADC(3) and FRPA
approaches, it includes the nucleon-phonon couplings as
discussed at the end of Sec. II. The lowest orders in the
expansion of this propagator give rise to the diagrams of
Fig. 3 from where the pp/hh (diagram 3b) and the ph/hp
(3c) structures are evident. The corresponding contri-
butions that include the resummation of one of these
two types of phonon are shown in Fig. 4. Diagram 4b
is particularly relevant since it explicitly incarnates the
phonon-mediated interaction of the external field with
the valence particle. This is the phenomenological con-
tribution originally discussed in [2] and it leads to the mi-
croscopic effective charges calculated in Refs. [10, 14, 44].
In the present work we employ the ADC(3) and FRPA
frameworks to include ladders as in diagram 4a and to
resum interference terms among ladders and rings to all
pp− ladder
(a)
ph− rings
(b)
FIG. 4. Diagrammatic contributions to the effective charges
that include at least one fully resummed phonon of (a) ladder
type or (b) ring type. The diagrams of Figs. 3b and 3c are
contained in these contributions (4a and 4b, respectively).
orders (see Fig. 1). The main difference between the two
approaches is that the ADC(3)/FTDA approach only al-
lows for propagations of pp, hh and ph in one time di-
rection, while the RPA also allows time inversion. The
latter generates additional time ordering such as the one
shown in Fig. 5, which correspond to effectively account-
ing for 2p2h correlations in the ground state (on top of
the OpRS ansatz) [33].
The explicit expression for computing the Cpp′ , Dqq′ ,
Mpα and Nαq matrices, as well as details of how to solve
the FRPA equation are reported in Refs. [23, 31, 32, 35,
7FIG. 5. Example of a diagram that is included in Fig. 4b
when using the FRPA expansion but that is neglected in the
ADC(3) case. This should be intended as a time-ordered,
Goldstone type, diagram.
36]. In the above derivation we have also introduced
two additional coupling matrices that link single-particle
states to the 2p1h and 2h1p ISCs by means of the external
field. Their lowest order expressions are given by
Mφ(λµλ)pα =
1√
2
∑
γ δ
(Xn1α Xn2γ −Xn2α Xn1γ )Yk3δ φ(λµλ)γδ ,
(20)
with p ≡ (n1, n2, k3) for the forward-in-time part, and
Nφ(λµλ)αq =
1√
2
∑
γ δ
φ
(λµλ)
δγ Xn3δ
(Yk1α Yk2γ − Yk2α Yk1γ )
(21)
with q ≡ (k1, k2, n3) for the backward-in-time diagrams.
These are displayed as fragments of Feynman/Goldstone
diagrams in Figs. 6a and 6b, respectively. The ex-
pressions are given in terms of the spectroscopic ampli-
tudes (5) of a dressed propagator as needed in the most
general case of full self-consistency. In this work, how-
ever, we used the ‘sc0 ’ approximation of Ref. [36] in terms
of the OpRS propagator, as it is the case for all state of
the art applications of SCGF to finite nuclei. Note that
Eqs. (20-21) involve only the external field and are still
inconsistent with the Mpα and Nαq, for which ADC(3)
and FRPA require corrections up to the second order in
the residual interaction. Further improvements to this
formalism will require deriving and implementing analo-
gous corrections to the external field couplings.
IV. RESULTS FOR THE OXYGEN AND
NICKEL CHAINS
Our purpose is to calculate shell-model effective
charges by starting from realistic nuclear interactions,
without relying on phenomenological comparisons with
electromagnetic observables. We employ the definition
in Eq. (16), which is a ratio between computed matrix
elements of a given multipole field, with and without in-
cluding correlations from outside the valence space. In
this way we assess the impact of the core-polarization
effects within the approximations discussed in Sec. III.
We have considered medium-mass isotopes in the Oxy-
gen (14O, 16O, 22O and 24O) and Nickel (48Ni, 56Ni,
λ µλ
(a)
λ µλ
(b)
FIG. 6. Diagrammatic representation of the external field
coupling vertices Mφ(λµλ) (6a) and Nφ(λµλ) (6b)
68Ni and 78Ni) chains, corresponding to the nuclear shell-
model valence spaces SV = 0p 1s 0d and 1p 0f 0g 9
2
, re-
spectively. Effective charges for these two sets of iso-
topes (along with the chosen valence spaces) are taken
as representative of their region in the nuclear chart, in
analogy with the valence-space Hamiltonian operators in
the nuclear shell-model [1] and non-perturbative nuclear
structure methods [37].
The microscopic nuclear Hamiltonian contains 2NFs
plus 3NFs, where the three-body sector has been included
in terms of an effective 2N interaction [45]. We choose
the chiral interaction NNLOsat of Ref. [46] because of
its good performance for nuclear radi and energy gaps
at the Fermi surface, given that both quantities directly
influence the computed effective charges. We focus on the
quadrupole isoscalar charges and use the corresponding
electromagnetic E2 operator,
φˆ(2µ) =
∑
i
r2i Y2µ(rˆi), (22)
in Eqs. (20-21).
As explained in Sec. III, our calculations are based
on the OpRS propagator that is obtained by solving
the Dyson equation with the ADC(3) self-energy; like-
wise, the correction terms Σ˜L(λµ)αβ (ω) and Σ˜
R(λµ)
αβ (ω) in
Eq. (19) also contain the ADC(3) or FRPA expansion of
R(2p1h/2h1p)(ω), meaning that the diagrams topologies
in Fig. 3 are used as the “seeds” for all-orders resumma-
tions of phonons as those entering the diagrams of Figs. 1
and 4. We have found that the difference in the charge
renormalization computed in the FTDA and in the FRPA
is within the 20% in the majority of cases. For a few in-
stances, we observe an erratic behaviour of the computed
effective charges that is related to the divergences of the
poles in Eq. (18), as discussed in Sec. III. We will inves-
tigate some specific cases further below, in which the en-
8ergy difference in these denominators can be of the order
of few KeV and it triggers unphysical values of the effec-
tive charges in Eq. (19). In spite of these few anomalies,
we find that trends in the computed charges are still vis-
ible. This issue arises because we exploit the true poles
of the self-energy in Eqs. (18) but we approximate the
quasiparticle energies with the poles i of the gOpRSαβ pro-
pagator, when the exact Dyson eigenstates would instead
be required for consistency. To identify these pathologi-
cal cases, we have investigated the behaviour of the en-
ergy denominators in Eq. (19) whenever our calculations
produced values of the effective charge that appeared to
be erratic or unphysical.
A. Single-particle basis and many-body truncation
We performed calculations in a spherical harmonic
oscillator (HO) basis and considered a few variations
of its parameters to asses the dependence of the re-
sults on the truncation of the model space. The
three quantities affecting the basis are the size of the
model space Nmax=max(2n+l), the HO frequency ~Ω
and the truncation of the matrix elements for the
3NF. The latter are cut to retain only matrix ele-
ments with max(N1+N2, N1+N3, N2+N3) ≤ N2max
and N3+N2+N3 ≤ N3max, where Ni labels the shell
of each interacting nucleon and we always use
N2max = N3max. For all results discussed in Sect. IVB
and IVC and when not explicitly stated, we used the
largest model space currently possible, truncating at
Nmax= 13 (14 major shells) and N3max= 16, together
with ~Ω = 20 MeV since this value was found to be the
near optimal value for ground-state energies of both O
and Ni isotopes [47].
We first investigate the dependence of effective charges
on the size of the basis by comparing calculations with
Nmax= 11 and 13. Fig. 7 displays FTDA eν values for
the oxygen isotopes. Overall, we find that some resid-
ual variations are still possible even for these large model
spaces and that these are in line with the convergence
TABLE I. Isoscalar E2 eν and epi of 24O for SV = 0p 1s 0d.
The virtual phonons coupling with the external field are cal-
culated in FRPA. The results are calculated in an HO model
space with Nmax= 13 and ~Ω = 18, 20 and 22 MeV.
eν epi
~Ω 18 MeV 20 MeV 22 MeV 18 MeV 20 MeV 22 MeV
s 1
2
d 3
2
0.134 0.141 0.148 1.034 1.041 1.025
s 1
2
d 5
2
0.255 0.260 0.265 1.156 1.156 1.157
p 1
2
p 3
2
0.495 0.446 0.497 1.186 1.181 1.180
p 3
2
0.400 0.383 0.377 1.063 1.061 1.060
d 3
2
0.158 0.167 0.176 1.007 1.010 1.003
d 3
2
d 5
2
0.255 0.261 0.274 1.190 1.184 1.191
d 5
2
0.314 0.316 0.318 1.094 1.092 1.093
FIG. 7. Oxygen isotopes eν computed in FTDA. Values
with circles (diamonds) are calculated in an Nmax = 13 (11)
HO model space. Straight lines connecting the values at
Nmax= 13 are meant to guide the eye.
observed in computing rms radii [47]. Note that all the
largest variations are for the eν values that involve the d 3
2
orbit which is at the higher end of SV and it is more sen-
sitive to intruder ISCs form the 1p 0f shell. This is also
accompanied by a slow convergence of the corresponding
OpRS single-particle energy for this orbital. Neverthe-
less, the variations of the eν values never exceed a 10%
and they all go in the direction of reducing the effective
charges when increasing Nmax. From Fig. 7 it is clear
that conclusions about the isotopic trends are unaffected
by the truncation of the model space.
Similar conclusions are found for the other models
space parameters. Tables I and II display the variation
of FRPA effective charges computed for 24O and 78Ni–
the heaviest nuclei in each isotopic chain–using oscillator
frequencies in the range ~Ω = 18-22 MeV. For 24O (Ta-
TABLE II. Same as Table I but for 78Ni in the SV = 1p 0f 0g 9
2
model space.
eν epi
~Ω 18 MeV 20 MeV 22 MeV 18 MeV 20 MeV 22 MeV
f 5
2
0.551 0.516 0.491 1.230 1.189 1.171
f 5
2
f 7
2
0.731 0.705 0.607 1.071 1.050 1.037
f 5
2
p 1
2
0.494 0.472 0.464 1.362 1.299 1.267
f 5
2
p 3
2
0.578 0.563 0.548 1.378 1.331 1.306
f 7
2
0.415 0.371 0.392 1.203 1.173 1.156
f 7
2
p 3
2
1.459 0.692 1.229 1.283 1.259 1.249
p 1
2
p 3
2
0.317 0.307 0.309 1.214 1.187 1.169
p 3
2
0.342 0.328 0.327 1.199 1.183 1.168
g 9
2
0.414 0.400 0.398 1.308 1.237 1.243
9ble I), epi and eν charges change at most by 0.016 and
0.051 for the three HO frequencies considered. This is
≤ 10% of the total correction to the bare charge, ex-
cept for the two values epi(s 12 d 32 ) and epi(d 32 ) which are
very close to 1 and show small polarization effects. Once
again, both cases involve the d 3
2
at the edge of the va-
lence space. The same conclusion can be drawn for the
neutron charges of 78Ni, in Table II. Instead, the epi val-
ues for this isotope display variations about an order of
magnitude larger (≤0.095) which comes to about 20-25%
of the polarisation effects. Similarly to 24O, we find that
the slowest convergence is seen for charges involving the
f 7
2
orbit that lies at the border between the 1s 0d and
1p 0f valence spaces. Moreover, the eν(f 72 p 32 ) behaves er-
ratically and signals diverging poles in Eqs. (18) and (19).
The effects of truncating the number of 3NF matrix
elements is shown in Tables III and IV, where we com-
pare results for N2max=N3max= 14 and 16. We find
negligible changes for 24O, thus confirming earlier find-
ings that oxygens isotopes are well converged already at
N3max= 14 [48]. The situation is not the same for the
nickels since the Fermi surfaces (for both protons and
neutrons) are in the 1p 0f 0g 9
2
and the neutron 0g 9
2
is
also fully occupied in the ground state configuration of
78Ni. Increasing N3max by only two units does not even
allow for raising the largest 3NF configuration by one full
major shell and, in fact, poor convergence of NNLOsat for
this isotope was reported for a N3max= 16 truncation in
Ref. [49]. This uncertainty is also reflected in the values
of Tab. IV and should be kept in mind when considering
the isotopic trends discussed in Sec. IVC.
Finally, we remind that neutron rich Ni isotopes with
masses A<78 are known to present substantial deforma-
tion and that there is indication of shape coexistence even
for 68Ni which is at the N=40 subshell closure [50, 51].
On the other hand, Ref. [52] reported very small B(E2)
transitions for this isotope indicating that corrections to
effective charges due to quadrupole deformations might
be small. Our recent calculations of this nucleus, with the
same interactions and model spaces used here, suggest
that 68Ni is still well described even we using a spherical
TABLE III. Isoscalar E2 eν and epi of 24O for SV = 0p 1s 0d.
The virtual phonons coupling with the external field are cal-
culated in FRPA. The results are calculated in an HO model
space with Nmax= 13, ~Ω = 20 MeV and N3max = 14 and 16.
eν epi
N3max 14 16 14 16
s 1
2
d 3
2
0.140 0.141 1.032 1.041
s 1
2
d 5
2
0.258 0.260 1.155 1.156
p 1
2
p 3
2
0.440 0.446 1.179 1.181
p 3
2
0.357 0.383 1.058 1.061
d 3
2
0.166 0.167 1.012 1.010
d 3
2
d 5
2
0.258 0.261 1.180 1.184
d 5
2
0.314 0.316 1.091 1.092
single particle basis and reproduces well the experimental
isovector dipole response [28].
As mentioned above, the use of the NNLOsat is mo-
tivated by its good performance for nuclear radi. The
results of Ref. [47] show that the model space truncation
currently possible is sufficient for the O chain and the
lighter isotopes of Ca and Ni, while convergence becomes
gradually worse going to heavier masses. And we find
that the dependence of our computed effective charges of
the model space parameters are are similat those seen for
radii. Based on all the above considerations, the trends
of effective charges discussed in the following are to be
considered reliable at a semi-quantitative level but with
a growing uncertainty for the largest Ni isotopes.
B. Oxygen isotopes in the 0p 1s 0d valence space
We now discuss E2 effective charges for the 14O, 16O,
22O and 24O isotopes. The single-particle energies and
orbits forming the valence space are those of the gOpRSαβ
propagator (8) and we consider the 0p 1
2
, 0p 3
2
, 0d 3
2
, 0d 5
2
and 1s 1
2
states for both neutrons and protons. The eν
and epi calculated in FRPA and in FTDA for the four
isotopes are collected in Tables V and VI, respectively.
For the neutron effective charges, we see a significant
dependence on the quasiparticle orbitals considered, es-
pecially for the 22O, spanning a wide range of values,
from eν(s 12 d 32 )= 0.12 to eν(p 12 p 32 )= 0.56. The eν values
involving the d 3
2
orbital are rather low (< 0.3 in most
cases) also for the isotopes in the valley of stability, 14O
and 16O.
The four isotopes considered here go from the proton-
rich 14O to the neutron drip line. Neutron effective
charges show a distinctive isotopic trend, decreasing with
the number of neutrons, as displayed also in Fig. 8. Most
values of eν in 24O are about half as compared to the ones
in 14O. The only exception to this trend is given by the
p-shell orbits in Fig. 8, where the eν appear to be quite
insensitive to the isotopic changes of many-body corre-
lations. This is expected since these are strongly bound
TABLE IV. Same as Table III, for 78Ni and SV = 1p 0f 0g 9
2
.
eν epi
N3max 14 16 14 16
f 5
2
0.610 0.516 1.300 1.189
f 5
2
f 7
2
0.774 0.705 1.072 1.050
f 5
2
p 1
2
0.565 0.472 1.446 1.299
f 5
2
p 3
2
0.680 0.563 1.472 1.331
f 7
2
0.476 0.371 1.253 1.173
f 7
2
p 3
2
0.781 0.692 1.330 1.259
p 1
2
p 3
2
0.373 0.307 1.292 1.187
p 3
2
0.397 0.328 1.283 1.183
g 9
2
0.472 0.400 1.385 1.237
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FIG. 8. Oxygen isotopes eν computed in FRPA (see Table V).
Straight lines are a guide to the eye.
orbits in the single-particle spectrum. The exception to
this flat trend is given by the p-shell eν of 22O that fol-
lows an irregular pattern. The reason for this is related to
the raise of degeneracies in the denominators of Eq. (19)
and it is discussed below. A closer comparison between
the eν values for 22O and 24O reveals a flat trend near
the dripline, with the 24O charges slightly bigger than
the 22O ones in a few cases. By comparing the values
of point-neutron rms radii, 〈r2ν〉1/2, of the four Oxygen
isotopes in Table VII, we see that this may be due to the
saturation of the polarization effect, as the two extra nu-
cleons in the 24O do not change drastically the neutron
distribution in the isotope. Note that we do not find any
sizeable deterioration of the convergence with respect to
the HO space for 22O and 24O in Fig. 7 that could be
responsible for this inversion.
The comparison between FTDA and FRPA values in
Tables V- VI shows that inclusion of the FRPA phonons
does not change significantly the renormalization of the
TABLE V. Isoscalar E2 eν of 14O, 16O, 22O and 24O for
SV = 0p 1s 0d. The virtual phonons coupling with the ex-
ternal field are calculated in FRPA and in FTDA(values in
parentheses). The results are calculated in an HOmodel space
with Nmax= 13 and ~Ω = 20 MeV.
14O 16O 22O 24O
s 1
2
d 3
2
0.27 (0.27) 0.20 (0.19) 0.12 (0.12) 0.14 (0.12)
s 1
2
d 5
2
0.42 (0.41) 0.30 (0.30) 0.23 (0.21) 0.26 (0.24)
p 1
2
p 3
2
0.45 (0.41) 0.48 (0.49) 0.56 (0.41) 0.45 (0.47)
p 3
2
0.43 (0.48) 0.30 (0.36) 0.48 (0.95) 0.38 (0.32)
d 3
2
0.28 (0.27) 0.20 (0.19) 0.16 (0.15) 0.17 (0.16)
d 3
2
d 5
2
0.47 (0.46) 0.37 (0.36) 0.26 (0.24) 0.26 (0.23)
d 5
2
0.45 (0.44) 0.30 (0.33) 0.34 (0.31) 0.32 (0.30)
FIG. 9. Oxygen isotopes epi computed in FRPA (see Ta-
ble VI). Straight lines are a guide to the eye.
charge respect to the FTDA. Most of the TDA values
differ by less than 10% compared to the FRPA ones.
However, the p 3
2
neutron orbital is particularly sensitive
to the approximation used to compute the intermediate
phonon excitations, especially in 22O where the FTDA
overestimates the polarization effect on the charge. In
both the FTDA and FRPA cases we see an erratic trend
of the charges associated to the p 3
2
neutron orbital, which
is apparent from the p 3
2
and p 1
2
p 3
2
curves in Fig. 8. Ta-
ble VIII displays the quasiparticle energies i for the neu-
tron p 3
2
orbit and the pole of the self-energy, εΣ, that is
closest to it, for each of the isotopes under consideration.
The poles of Σ˜(ω) are found by direct diagonalization of
the matrices (E>+C) and (E<+D) in Eq. (10). For the
22O, the unnaturally large eν(p 32 ) in FTDA corresponds
to the presence of a vanishing denominator (down to a
few keV) in Eq. (19).
In general these results are in line with the typical val-
ues required to match experimental electric quadrupole
properties for 0p 1s 0d nuclei: a quench of the neutron
effective charges standard values has been found for
TABLE VI. Same as in Table V but for proton effective
charges epi.
14O 16O 22O 24O
s 1
2
d 3
2
0.87 (0.69) 1.067 (1.058) 1.04 (1.04) 1.04 (1.03)
s 1
2
d 5
2
1.18 (1.17) 1.14 (1.14) 1.16 (1.16) 1.16 (1.15)
p 1
2
p 3
2
1.18 (1.17) 1.15 (1.17) 1.23 (1.21) 1.18 (1.18)
p 3
2
1.02 (1.03) 1.001 (1.014) 1.09 (1.07) 1.06 (1.05)
d 3
2
1.00 (0.46) 1.018 (1.033) 1.03 (1.04) 1.01 (1.03)
d 3
2
d 5
2
1.04 (0.79) 1.139 (1.158) 1.23 (1.22) 1.18 (1.19)
d 5
2
1.14 (1.14) 1.08 (1.09) 1.13 (1.11) 1.09 (1.09)
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TABLE VII. Theoretical point-neutron and point-proton in-
trinsic radii (in fm) of 14O, 16O, 22O and 24O, computed in
at Nmax= 13 and ~Ω= 20 MeV.
14O 16O 22O 24O
〈r2ν〉1/2 2.37 2.62 2.93 3.11
〈r2pi〉1/2 2.57 2.64 2.67 2.71
neutron-rich isotopes of Boron, Carbon, Nitrogen, Oxy-
gen and Neon [3, 5, 15]. Since the pioneeristic study by
Bohr and Mottelson [2], this effect is explained as the
result of the decoupling of the valence neutrons from the
protons in the core, and indeed we see a decreasing trend
in the charge values for increasing number of neutrons in
the Oxygen chain.
As compared to the neutron effective charges, the or-
bital dependence is less pronounced for the epi shown
in Table VI, where almost all the values are within
the 1.0-1.2 range. These epi values are all consistently
smaller than the standard phenomenological values of
∼1.5. The renormalization effect in the protons is weaker
in magnitude than in the neutrons. Therefore, we find
relative differences bigger than 10% between FTDA and
FRPA for several cases of epi. In general, proton charges
do not have an isotopic dependence, as shown by the rela-
tively flat trends in Fig. 9. This is reflected by the slowly
varying behaviour of the radial proton distribution, as
apparent from the 〈r2pi〉1/2 values in Table VII.
For the transition involving the pid 3
2
orbitals of the
neutron-deficient nucleus 14O, we obtain a negative cor-
rection to the proton charge, as one can see from the
values < 1. Also in this case, this particular value is in-
validated by a small energy denominator in Eq. (19) that
generates an erratic behaviour. The details of the single-
particle energies for the pid 3
2
orbital and of the self-energy
poles are compared to the resulting effective charge in
Table IX for various HO model spaces and frequencies.
Again, unphysical values of epi are computed when the
energy denominators become smaller than ≈50 KeV, as
for the FTDA calculation at Nmax=11 with ~ω=18 MeV.
TABLE VIII. Quasiparticle energies from the OpRS propa-
gator (second column), nearest pole of the self-energy com-
puted in FTDA (third column) and FRPA (fifth column) and
effective charges in FTDA (fourth column) and FRPA (sixth
column) of the p 3
2
neutron orbital for the Oxygen isotopes.
Energies are given in MeV.
FTDA FRPA

νp 3
2 εΣ eνp 3
2
εΣ eνp 3
2
14O -23.72 -34.92 0.48 -31.10 0.43
16O -24.44 -32.83 0.36 -30.32 0.30
22O -17.8156 -17.8103 0.95 -17.54 0.48
24O -21.46 -21.57 0.32 -21.35 0.38
C. Nickel isotopes in the 1p 0f 0g 9
2
valence space
The E2 neutron and proton effective charges for 48Ni,
56Ni, 68Ni and 78Ni isotopes presented in this section
were computed for SV = 1p 0f 0g 9
2
.
In the shell-model literature on pf shell nuclei, E2 ef-
fective charges of eν ' 0.5 and epi ' 1.5 are referred to
as the “standard” values [53]. The assumption is that
the effect of polarization (δe ' 0.5) is the same for both
neutrons and protons. However, the measurement of
the isoscalar and isovector polarization effects on mir-
ror nuclei 51Fe and 51Mn in Ref. [9], suggested differ-
ent values eν ' 0.80 and epi ' 1.15. Similarly, in other
studies [10–13], the above standard charges have been
found to miss the agreement with the experimental val-
ues of static moments and electromagnetic transitions for
several pf -shell isotopes. Moreover, Ma et al. [54] have
applied the microscopic particle-vibration model with a
Skyrme parametrization of the nuclear interaction, and
they found the standard values for eν but a quenched
value of epi ' 1.3 for the 44,46,48Ti isotopes.
The values of E2 eν and epi that we obtain for the four
Nickel isotopes are collected in Tables X and XI with
the trends of their FRPA values displayed in Figs. 10
and 11, respectively. In general, the orbital dependence
within each isotope is significant for eν . For instance, the
48Ni nucleus computed within the FRPA spans a range of
values from eν(p 32 )= 0.49 to eν(f 52 f 72 )= 0.84. The orbital
dependence is less pronounced for the epi, in line with
what we found for the Oxygen nuclei.
As shown in Table X, the two doubly-magic nuclei
48Ni and 56Ni have most eν around the standard values
eν ' 0.4-0.6. The transition within the f 5
2
and f 7
2
or-
bitals seems to be more affected by polarization effects,
as indicated by the larger charge of 0.84 in 48Ni. When
we move to 68Ni, we observe a similar trend as in the
neutron-rich Oxygen isotopes, with a quench of the po-
larization effect that brings the neutron effective charges
around the values of eν ' 0.3-0.4 for most of the orbitals.
This trend is better visualized in Fig. 10, where we dis-
play eν values up to 78Ni. We find that the isotopic trend
TABLE IX. Quasiparticle energies from the OpRS propaga-
tor (second column), nearest pole of the self-energy (third
column) and effective charges (fourth column) of the d 3
2
pro-
ton orbital for a Nmax=13 HO space with ~ω=20 MeV, and
for Nmax=11 with ~ω=18, 20 and 22 MeV in 14O. Energies are
given in MeV and calculation are in FTDA unless explicitly
stated.
Nmax, ~ω εpid 3
2
εΣ epid 3
2
13, 20 MeV (FRPA) 7.608 7.127 1.00
13, 20 MeV 7.608 7.554 0.46
11, 18 MeV 7.7259 7.743 3.54
11, 20 MeV 8.1301 8.491 1.24
11, 22 MeV 8.5427 9.298 1.18
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FIG. 10. Values of eν for 1p 0f 0g 9
2
orbitals of 48Ni, 56Ni, 68Ni
78Ni, as displayed in Table X.
is inverted for 78Ni, whose eν are in all cases bigger than
those for 68Ni. Also the epi values of 78Ni in the last col-
umn of Table XI show an inversion of the isotopic trend.
This is less the case for the eν computed in FTDA, as
seen from the values in parentheses in the last column of
Table X. However, the enhancement is systematic and
indeed we have checked for both neutron and proton ef-
fective charges that is not related to the divergences in
the energy denominators of Eq. (19). The only exception
is given by the νf 7
2
orbital, whose energy denominator
is responsible for the drastic change in the eν(f 72 p 32 ) and
eν(f 72 f
5
2 )
when moving from FTDA to FRPA. The dif-
ference between FRPA and FTDA effective charges in
78Ni could be then an hint of poor convergence of the
calculation for that isotope at Nmax= 13.
We consider proton orbitals for all four isotopes
in Table XI and find effective charges in the range
TABLE X. Isoscalar E2 eν charge for 48Ni, 56Ni, 68Ni and 78Ni
assuming SV = 1p 0f 0g 9
2
. The calculations are performed in
FRPA, with Nmax = 13 and ~Ω = 20 MeV. The FTDA results
are displayed in parentheses.
48Ni 56Ni 68Ni 78Ni
f 5
2
0.60 (0.59) 0.54 (0.51) 0.41 (0.41) 0.52 (0.48)
f 5
2
f 7
2
0.84 (0.81) 0.59 (0.56) 0.61 (0.58) 0.71 (0.52)
f 5
2
p 1
2
0.57 (0.52) 0.47 (0.44) 0.36 (0.33) 0.47 (0.43)
f 5
2
p 3
2
0.60 (0.54) 0.49 (0.45) 0.39 (0.35) 0.56 (0.49)
f 7
2
0.58 (0.55) 0.49 (0.45) 0.37 (0.35) 0.37 (0.48)
f 7
2
p 3
2
0.68 (0.65) 0.53 (0.49) 0.46 (0.43) 0.69 (0.96)
p 1
2
p 3
2
0.50 (0.48) 0.39 (0.38) 0.29 (0.29) 0.31 (0.31)
p 3
2
0.49 (0.47) 0.39 (0.38) 0.29 (0.28) 0.33 (0.32)
g 9
2
0.59 (0.53) 0.48 (0.44) 0.37 (0.35) 0.40 (0.39)
48Ni 56Ni 68Ni 78Ni
1.05
1.1
1.15
1.2
1.25
1.3
1.35
e
pi 
f5/2f7/2
p3/2
f7/2
p1/2p3/2
g9/2
f5/2p1/2
f7/2p3/2
f5/2p3/2
h_ Ω = 20 MeV
N
max
 = 13
FRPA
FIG. 11. As in Fig. 10 but for epi from Table XI.
epi ' 1.05-1.20, with several 1p orbits of 68Ni having
epi < 1.1. Also in this case, the isotopic trend (shown
for FRPA in Fig. 11) changes abruptly when reaching
78Ni and we find that polarization effects raise nearly all
effective charges. This trend for protons differs from the
one computed for 24O but could be an artefact of the
basis truncation.
V. CONCLUSIONS
We have calculated E2 effective charges for Oxygen
and Nickel isotopes, respectively for the 0p 1s 0d and
1p 0f 0g 9
2
valence spaces. The calculations were based on
the saturating realistic interaction NNLOsat. The very
large harmonic oscillator space allows to compute renor-
malization corrections to the bare charges by taking into
account the coupling of single nucleons to collective ex-
citations beyond the assumed shell-model valence space.
The core-polarization effects induced by the electromag-
TABLE XI. Same as in Table X but for proton effective
charges.
48Ni 56Ni 68Ni 78Ni
f 5
2
1.15 (1.14) 1.12 (1.15) 1.07 (1.08) 1.19 (1.18)
f 5
2
f 7
2
1.12 (1.13) 1.15 (1.17) 1.09 (1.09) 1.05 (1.10)
f 5
2
p 1
2
1.08 (1.08) 1.07 (1.07) 1.03 (1.03) 1.30 (1.22)
f 5
2
p 3
2
1.08 (1.10) 1.09 (1.09) 1.04 (1.05) 1.33 (1.26)
f 7
2
1.15 (1.16) 1.12 (1.13) 1.06 (1.08) 1.17 (1.16)
f 7
2
p 3
2
1.19 (1.18) 1.20 (1.18) 1.18 (1.17) 1.26 (1.24)
p 1
2
p 3
2
1.12 (1.12) 1.09 (1.10) 1.07 (1.08) 1.19 (1.17)
p 3
2
1.10 (1.11) 1.08 (1.09) 1.06 (1.07) 1.18 (1.17)
g 9
2
1.18 (1.19) 1.15 (1.15) 1.12 (1.12) 1.24 (1.23)
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netic field, have been described in an ab initio fashion
according to the SCGF formalism. This method allows a
systematic improvement of the description of the virtual
phonon excitations, within a many-body formalism ca-
pable to resum non-perturbatively both particle-particle,
hole-hole and particle-hole correlations with the inclu-
sion of ladder and ring diagrams, respectively. The ap-
proach allows to choose any specific valence space and
to block correlations effects from the ISCs belonging to
the valence space itself, so that they would not be dou-
ble counted in successive shell-model calculations. The
formalism can be generally applied to any one-body ex-
ternal field operator that transfers a generic angular mo-
mentum λ.
For each of the isotopes considered, we have found that
effective charges depend significantly on the orbits with
variations that are more pronounced for neutrons than
protons. Moreover, for both chains of O and Ni iso-
topes, the values of eν for given orbits are isospin de-
pendent, displaying a decreasing trend when increasing
the number of neutrons. In this respect, our calculations
confirm the effect of polarization quenching for nucleons
when the Fermi energy is approaching the neutron drip
line. In general, the E2 effective charges for the four
Oxygen isotopes we computed (see Tables V and VI) are
compatible with the phenomenological values adopted for
shell-model calculations of 0p 1s 0d isotopes. For Nickel
isotopes (see Tables X and XI), epi polarization correc-
tions are computed to be smaller than the standard shell
model values adopted ones for 1p 0f (0g 9
2
) nuclei. This
finding is also in line with the recent literature for iso-
topic chains in the Nickel region [10–13]. The results for
78Ni would need to be confirmed by further calculations
with a better assessment of the convergence in terms of
the size of the model space, beyond the Nmax= 13 and
the N3max= 16 currently possible. This will require ded-
icated work to find reliable extrapolations of these values
to larges spaces.
The present work is based on a fully ab initio treat-
ment of correlations done at the ADC(3)/FTDA and
FRPA level and it treats the external field φˆ(λ) by us-
ing linear response theory–as usually done–which is well
justified by the smallness of the fine-structure constant.
The nuclear structure effects are instead computed in a
fully non-perturbative way. Nonetheless, the formalism
for the computation of shell-model effective charges and
interactions is still at an early stage and further develop-
ments will be required to exploit the capabilities of this
approach. In particular, one important open question
is the most appropriate choice for the orbits represent-
ing the valence space and how the microscopic correla-
tions effects should be mapped onto it. In this work,
we have chosen orbits from an optimised reference state
that best describes quasiparticle states near the Fermi
surface while maintaining an orthonormal basis. While
this is an ideal choice from the applications point of view,
the present formulation can lead to diverging denomi-
nators caused by intruder ISC states and consequently
to an uncontrolled behaviour of some calculated effec-
tive charges. Even with these limitations, it was already
possible to extract the general trends of the shell-model
effective charges as a function of the isospin asymmetry.
Our results substantially confirm the empirical findings
of Refs. [3]-[13] for nuclei in the same regions of the nu-
clear chart but from a microscopic, ab initio inspired,
point of view.
This work is to be considered as a first step toward
developing a consistent formalism for mapping ab initio
SCGF theory into a shell-model framework. While the
formalism needs to be evolved to resolve the above di-
vergence issues and to include more sophisticated many-
body truncations, our results clearly show that the ap-
proach is viable. Such extensions will be the object of
future work.
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