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Response Time Bounds for Typed DAG Parallel
Tasks on Heterogeneous Multi-cores
Meiling Han, Nan Guan, Jinghao Sun, Qingqiang He, Qingxu Deng, and Weichen Liu,
Abstract—Heterogenerous multi-cores utilize the strength of different architectures for executing particular types of workload, and
usually offer higher performance and energy efficiency. In this paper, we study the worst-case response time (WCRT) analysis of typed
scheduling of parallel DAG tasks on heterogeneous multi-cores, where the workload of each vertex in the DAG is only allowed to
execute on a particular type of cores. The only known WCRT bound for this problem is grossly pessimistic and suffers the
non-self-sustainability problem. In this paper, we propose two new WCRT bounds. The first new bound has the same time complexity
as the existing bound, but is more precise and solves its non-self-sustainability problem. The second new bound explores more
detailed task graph structure information to greatly improve the precision, but is computationally more expensive. We prove that the
problem of computing the second bound is strongly NP-hard if the number of types in the system is a variable, and develop an efficient
algorithm which has polynomial time complexity if the number of types is a constant. Experiments with randomly generated workload
show that our proposed new methods are significantly more precise than the existing bound while having good scalability.
Index Terms—Heterogenerous multi-cores system, embedded real-time scheduling, response time analysis, DAG parallel task.
F
1 INTRODUCTION
Multi-cores are more and more widely used in real-time
systems, to meet rapidly increasing requirements in perfor-
mance and energy efficiency. To fully utilize the computa-
tion capacity of multi-cores, software should be properly
parallelized. A representation that can model a wide range
of parallel software is the DAG (directed acyclic graph) task
model, where each vertex represents a piece of sequential
workload and each edge represents the precedence relation
between two vertices. Real-time scheduling and analysis of
DAG parallel task models have raised many new challenges
over traditional real-time scheduling theory with sequential
tasks, and have become an increasingly hot research topic in
recent years.
Many modern multi-cores adopt heterogeneous ar-
chitectures. Examples include Zynq−7000 [37] and
OMAP1/OMAP2 [33] that integrate CPU and DSP on the
same chip, and the Tegra processors [36] that integrate CPU
and GPU on the same chip. Heterogenerous multi-cores
utilize specialized processing capabilities to handle partic-
ular computational tasks, which usually offer higher perfor-
mance and energy efficiency. For example, [38] showed that
a heterogeneous-ISA chip multiprocessor can outperform
the best same-ISA homogeneous architecture by as much
as 21% with 23% energy savings and a reduction of 32% in
energy delay product.
In this paper, we consider real-time scheduling of typed
DAG tasks on heterogeneous multi-cores, where each vertex
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is explicitly bound to execute on a particular type of cores.
Binding code segments of the program to a certain type
of cores is common practice in software development on
heterogeneous multi-cores and is supported by mainstream
parallel programming frameworks and operating systems.
For example, in OpenMP [34] one can use the proc bind
clause to specify the mapping of threads to certain process-
ing cores. In OpenCL [35], one can use the clCreateCom-
mandQueue function to create a command queue to certain
devices. In CUDA [10], one can use the cudaSetDevice
function to set the following executions to the target device.
The target of this paper is to bound the worst-case response
time (WCRT) for typed DAG tasks.
To the best of our knowledge, the only known WCRT
bound for the considered problem model was presented
in an early work [18] (called OLD-B), which is not only
grossly pessimistic, but also suffers the non-self-sustainability
problem1. In this paper we develop two new response time
bounds to address these problems:
• NEW-B-1, which dominates OLD-B in analysis pre-
cision with the same time complexity and solves its
non-self-sustainability problem.
• NEW-B-2, which significantly improves the analysis
precision by exploring more detailed task graph stuc-
ture information. NEW-B-2 is more precise, but also
more difficult to compute.
– We prove the problem of computing NEW-B-2
to be strongly NP-hard if the number of types
is a variable.
1. By a non-self-sustainable analysis method, a system decided to
be schedulable may be decided to be unschedulable when the system
parameters become “better”. We will discuss this issue in more details
in Section 3.
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– We develop an efficient algorithm to compute
NEW-B-2 with polynomial time complexity if
the number of types is a constant.
Experiments with randomly generated parallel tasks
show that the new WCRT bounds proposed in this paper
can greatly improve the analysis precision. This paper fo-
cuses on analysis of a single typed DAG task, but our results
are also meaningful to general system setting with multiple
recurrent typed DAG tasks. On one hand, the results of
this paper are directly applicable to multiple tasks under
scheduling algorithms where a subset of cores are assigned
to each individual parallel task (e.g., federated scheduling
[3], [5], [6], [29], [30]). On the other hand, the analysis of
intra-task interference addressed in this paper is a necessary
step towards the analysis for scheduling algorithms where
different tasks interfere with each other (e.g., global schedul-
ing [2], [8], [32]).
2 PRELIMINARY
2.1 Task Model
We consider a typed DAG taskG = (V,E, γ, c) to be executed
on a heterogeneous multi-core platform with different types
of cores. S is the set of core types (or types for short), and
for each s ∈ S there are Ms cores of this type (Ms ≥ 1). V
and E are the set of vertices and edges in G. Each vertex
v ∈ V represens a piece of code segment to be sequentially
executed. Each edge (u, v) ∈ E represents the precedence
relation between vertices u and v. The type function γ : V ×S
defines the type of each vertex, i.e., γ(v) = s, where s ∈ S,
represents vertex v must be executed on cores of type s. The
weight function c : V × R+0 defines the worst-case execution
time (WCET) of each vertex, i.e., v executes for at most c(v)
time units (on cores of type γ(v)).
If there is an edge (u, v) ∈ E, u is a predecessor of v,
and v is a successor of u. If there is a path in G from u
to v, u is an ancestor of v and v is a descendant of u. We
use pre(u), suc(u), ans(u) and des(u) to denote the set of
predecessors, successors, ancestors and descendants of u,
respectively. Without loss of generality, we assume G has a
unique source vertex vsrc (which has no predecessor) and a
unique sink vertex vsnk (which has no successor)2. We use
pi ∈ G to denote pi is a path in G. A path pi = {τ1, · · · , τk}
is a complete path iff its first vertex τ1 is the source vertex
of G and last vertex τk is the sink vertex. We use vol(G) to
denote the total WCET of G and vols(G) the total WCET of
vertices of type s:
vol(G) =
∑
u∈V
c(u), vols(G) =
∑
u∈V ∧γ(u)=s
c(u).
The length of a path pi is denoted by len(pi) and len(G)
represents the length of the longest path in G:
len(pi) =
∑
u∈pi
c(u), len(G) = max
pi∈G
{len(pi)}.
Example 2.1. Figure 1 illustrates a typed DAG task with two
types of vertices (type 1 marked by yellow and type 2 marked by
red). The WCET of vertex is annotated by the number next to the
2. In case G has multiple source/sink vertices, one can add a dummy
source/sink vertex to make it compliant with our model.
v1 3
v0
1
v2
2
v4 2 v5
2
v1112
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v9 4
v10 4
v6
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v3 3
v7 1 v12
2
Fig. 1. A typed DAG task τ with two types.
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(a) An execution sequence where each vertex executes for its WCET.
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time
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M1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
(b) An execution sequence where some vertices executes shorter than
their WCET.
Fig. 2. Two possible execution sequences the task in Figure1 executed
on a platform with M1 = 2 and M2 = 3.
vertex. And we can compute that vol(G) = 45, vol1(G) = 11
and vol2(G) = 34. For a path pi = {v0, v1, v7, v11, v12}, the
length is len(pi) = 19.
2.2 Runtime Behavior
A vertex is eligible for execution when all of its predecessors
have finished. Without loss of generality, we assume the
source vertex of G is eligible for execution at time 0. The
typed DAG taskG is scheduled on the heterogeneous multi-
core platform by a work-conserving scheduling algorithm:
Definition 2.1. Under a work-conserving scheduling algo-
rithm, an eligible vertex of type s must be executed if there are
available cores of type s.
We do not put any other constraints to scheduling
algorithms except the work-conserving constraint. There
are many possible instances of work-conserving schedul-
ing algorithms, e.g., the list scheduling [13] algorithm. The
results of this paper are applicable to any work-conserving
scheduling algorithm.
Execution Sequence. At runtime, the vertices of G exe-
cute at certain time according to the scheduling algorithm.
We call a trace describing which vertex executes at which
time points an execution sequence of G. Given a scheduling
algorithm, G may generate different execution sequences.
This is because, (1) the scheduling algorithm may have
nondeterminism (the scheduler may behave differently in
the same situation) and (2) each vertex may execute for
shorter than its WCET. For example, Figure 2(a) shows
an execution sequence where each vertex executes for its
WCET, while Figure 2(b) shows another execution sequence
where some vertices execute for shorter than their WCET
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but lead to a larger response time. In an execution sequence
ε, we use fε(v) to denote the finish time of vertex v. For
simplicity, we omit the subscript and only use f(v) to denote
v’s finish time when the execution sequence is clear from the
context.
Response Time. The response time of G in an execution
sequence is the finish time of the sink vertex, and the WCRT
ofG, denoted byR(G), is the maximum among the response
times of all possible execution sequences. The target of this
paper is to derive safe upper bounds for the WCRT of G.
Note that the WCRT of G is not necessarily achieved by
the execution sequence in which each vertex executes for
its WCET (even if there is only one type in the system) [13],
[14]. Therefore, one can not obtain the WCRT ofG by simply
simulating the execution of G using the WCET, but has to
(explicitly or implicitly) analyze all the possible execution
sequences of G.
2.3 Existing WCRT Bound
To our best knowledge, the only known WCRT upper bound
for the considered model was developed in an early work
[18]:
Theorem 2.1 (OLD-B). The WCRT of G is bounded by:
R(G) ≤
1− 1
max
s∈S
{Ms}
× len(G) +∑
s∈S
vols(G)
Ms
. (1)
This bound can be computed in O(|V | + |E|) time
[11]. Although OLD-B was originally derived for the list
scheduling algorithm [13], it applies to all work-conserving
scheduling algorithms. When there is only one type, it
degrades to the classical response time bound for untyped
DAG tasks [14]:
R(G) ≤ len(G) + vol(G)− len(G)
M
.
3 THE FIRST NEW WCRT BOUND
OLD-B is not only pessimistic but also suffers the problem
of being non-self-sustainable with respect to processing ca-
pacity. More specifically, the value of the WCRT bound in
(1) may increase when the number of cores (of some type)
increases, as witnessed by the following example.
Example 3.1. For the task G in Figure 1, we can calculate
its vol1(G) = 11, vol2(G) = 34 and len(G) = 19. Suppose
M1 = 2 and M2 = 3, we obtain a WCRT bound by OLD-B as
29.5. However, if we increase M1 to 20, the bound is increased to
29.93˙.
Note that the actual WCRT of G will not increase when
more cores are used. The phenomenon shown above is
merely the problem of the bound OLD-B itself rather
than the system behavior. As pointed out in [1], the self-
sustainability property is important in incremental and inter-
active design process, which is typically used in the design
of real-time systems and in the evolutionary development
of fielded systems.
In this section we will develop a new WCRT bound,
which is not only more precise than OLD-B (with the same
time complexity), but also self-sustainable. We start with
introducing some useful concepts.
Definition 3.1. The scaled graph Gˆ = (V,E, cˆ, γ) of G =
(V,E, c, γ) has the same topology (V and E) and type function
γ as G, but a different weight function cˆ:
∀v ∈ V : cˆ(v) = c(v)× (1− 1/Mγ(v)).
Definition 3.2. A critical path pi = {τ1, · · · , τk} of an
execution sequence of G is a complete path of G satisfying the
following condition:
∀τi ∈ pi \ {τ1} : f(τi−1) = max
u∈pre(τi)
{f(u)},
where f(v) is the finish time of v in this execution sequence.
For example, a complete path pi = {v0, v1, v7, v11, v12} is
the critical path for the execution sequence shown in Figure
2(a), while a complete path pi′ = {v0, v2, v7, v11, v12} is not a
critical path of this execution sequence since the v2’s finish
time is not the latest among all the predecessors of v7.
A task G may generate (infinitely) many different exe-
cution sequences at runtime, and it is in general unknown
which complete path inG is the critical path that leads to the
WCRT. In the following, we assume an arbitrary complete
path pi = {τ1, · · · , τk} to be a critical path, and derive upper
bounds for the response time of this particular critical path.
Then by getting the maximum bound among all possible
paths in G, we can safely bound the WCRT of G.
We divide [0, f(τk)) into k segments [0, f(τ1)),
[f(τ1), f(τ2)), · · · , [f(τk−1), f(τk)). For each 1 < i ≤ k,
we define
Ii = f(τi)− f(τi−1),
and let I1 = f(τ1). We define
• xi: the accumulative length of time intervals in Ii
during which τi is executing;
• yi: the accumulative length of time intervals in Ii
during which τi is not executing.
Obviously, Ii = xi + yi. Figure 3 illustrates xi, yi and Ii.
In general the time intervals counted in xi or yi may not
be continuous (e.g., [f(τ1), f(τ2)) in Figure 3). We further
define
Is =
∑
τi∈pi∧
γ(τi)=s
Ii, Xs =
∑
τi∈pi∧
γ(τi)=s
xi, Ys =
∑
τi∈pi∧
γ(τi)=s
yi,
and we know Is = Xs + Ys.
Lemma 3.1. Let pi = {τ1, · · · , τk} be a critical path of an
arbitrary execution sequence ofG, thenXs and Ys can be bounded
by
Xs ≤
∑
τj∈pi∧
γ(τj)=s
c(τj), (2)
Ys ≤
vols(G)− ∑
τj∈pi∧
γ(τj)=s
c(τj)
 /Ms. (3)
Proof. The proof of (2) is trivial. In the following, we
focus on the proof of (3). By the definition of critical
path, we know all the predecessors of τi have finished
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Fig. 3. Illustration of xi, yi and Ii.
by time f(τi−1). Therefore, when τi is not executing in
[f(τi−1), f(τi)), all the cores of type γ(τi) must be occupied
by vertices of type γ(τi) not on the critical path. Since the
total workload of vertices of type s that are not on the critical
path is at most
vols(G)−
∑
τj∈pi∧
γ(τj)=s
c(τj)
and the number of cores of type s is Ms, the accumulated
length of time intervals during which the vertices of type s
on pi are not executing is bounded by (3).
Theorem 3.1 (NEW-B-1). The WCRT of G is bounded by:
R(G) ≤ len(Gˆ) +
∑
s∈S
vols(G)
Ms
, (4)
where Gˆ is the scaled graph of G.
Proof. By (2), (3) and Is = Xs + Ys we have
Is ≤ vols(G)
Ms
+
∑
τi∈pi∧
γ(τi)=s
(1− 1/Ms) c(τi)
∑
s∈S
Is ≤
∑
s∈S
vols(G)
Ms
+
∑
s∈S
∑
τi∈pi∧
γ(τi)=s
(1− 1/Ms) c(τi)
∑
s∈S
Is ≤
∑
s∈S
vols(G)
Ms
+
∑
τi∈pi
cˆ(τi) //by the definition of cˆ(τi)∑
s∈S Is is the response time of the execution sequence with
critical path pi. Since G and Gˆ have the same topology, pi is
also a complete path in Gˆ, so
∑
τi∈pi cˆ(τi) is bounded by
len(Gˆ). Therefore, R(G) is bounded by (4).
We can compute
∑
s∈S vols(G)/Ms and construct Gˆ
based on G in O(|V |) time, and compute len(Gˆ) in O(|V |+
|E|) time [11]. Therefore, the overall time complexity to
compute NEW-B-1 is O(|V | + |E|), which is the same as
OLD-B-1. By comparing the two bounds we can conclude:
Corollary 3.1. NEW-B-1 strictly dominates OLD-B-1.
Finally, we can easily see the bound in (4) is decreasing
with respect to each Ms, so we can conclude:
Corollary 3.2. NEW-B-1 is self-sustainable with respect to
each Ms.
4 THE SECOND NEW WCRT BOUND
Our first new WCRT bound NEW-B-1 is more precise than
OLD-B, but still very pessimistic. The source of its pes-
simism comes from the step of bounding Ys. Intuitively, the
bound of Ys in (3) is derived assuming that the workload of
vertices not on the critical path are all executed in the shaded
areas in Figure 3. However, in reality much workload of
G may actually be executed outside these shaded areas.
Therefore, the length of Ys is significantly over-estimated
in (3) .
In this section, we introduce the second new WCRT
bound NEW-B-2, which eliminates workload of vertices that
cannot be executed in the shaded area, and thus reduce the
pessimism in bounding Ys.
4.1 WCRT Bound
Definition 4.1. For each vertex v ∈ V , par(v) denotes the set
of vertices that have the same type as v but are neither ancestors
nor descendants of v:
par(v) = {u|u ∈ V ∧ γ(u) = γ(v)∧ u /∈ (ans(v) ∪ des(v))}.
Definition 4.2. Let pi = {τ1, · · · , τk} be a critical path,
ivs(pi, s) is defined as
ivs(pi, s) =
⋃
τi∈pi∧
γ(τi)=s
par(τi). (5)
Example 4.1. Assume pi = {v0, v1, v7, v11, v12} is a
critical path of the task in Figure 1. We have par(v0) =
∅, par(v1) = {v2, v4, v5, v8, v9, v10}, par(v7) = {v6},
par(v11) = {v4, v5, v8, v9, v10}, par(v12) = ∅, ivs(pi, 1) =
{v6} and ivs(pi, 2) = {v2, v4, v5, v8, v9, v10}.
Intuitively, ivs(pi, s) is the set of vertices of type s that
are not on the critical path but can actually interfere with
vertices of type s on the critical path (i.e., can be executed in
the shaded area in Figure 3). Therefore, Ys can be bounded
more precisely as stated in the following Lemma.
Lemma 4.1. Let pi = {τ1, · · · , τk} be a critical path of an
arbitrary execution sequence of G, then Ys is bounded by
Ys ≤ ivs(pi, s)
Ms
(6)
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Proof. To prove the lemma, it is sufficient to prove that at
any time instant in [f(τi−1), f(τi)) when τi is not executing,
all the cores of type γ(τi) must be executing vertices in
ivs(pi, γ(τi)). We prove this by contradiction. Assuming
that at a time instant t ∈ [f(τi−1), f(τi)) when τi is not
executing, there exists a core of type γ(τi) which is not
executing vertices in ivs(pi, γ(τi)), then one of the following
two cases must be true:
• This core is idle at t. Since pi is a critical path, we
know all the predecessors of τi have finished by time
f(τi−1), so τi is eligible for execution at t, and thus
this core cannot be idle at t. Therefore, this case is
impossible.
• This core is executing a vertex u /∈ ivs(pi, γ(τi))
at t. First we know γ(u) = γ(τi), and since u /∈
ivs(pi, γ(τi)), by the definition of ivs we know u must
be a predecessor or a successor of τi, so we discuss
two cases:
– u is a predecessor of τi. Since pi is a critical
path, we know all the predecessors of τi have
finished by time f(τi−1), so a predecessor of
τi cannot start execution after f(τi−1), which
contradicts that u is executing at a time instant
t after f(τi−1).
– u is a successor of τi. A successor of τi cannot
start execution before f(τi), so this is also a
contradiction.
Therefore, this case is also impossible.
In summary, both cases are impossible, so the assumption
must be false and the lemma is proved.
Theorem 4.1 (NEW-B-2). The WCRT of G is bounded by
R(G) ≤ max
pi∈G
{R˜(pi)} (7)
where
R˜(pi) = len(pi) +
∑
s∈S
∑
v∈ivs(pi,s)
c(v)/Ms (8)
Proof. By the same idea as the proof of Theorem 3.1 but
using the new bound (6) for Ys instead of (3), we can get∑
s∈S
Is ≤ len(pi) +
∑
s∈S
∑
v∈ivs(pi,s)
c(v)/Ms
∑
s∈S Is is the response time of the execution sequence
with pi being the critical path. Finally, by getting the max-
imum bound for all complete paths (assumed to be the
critical path), the theorem is proved.
Comparing with NEW-B-1, NEW-B-2 uses a more pre-
cise upper bound of Ys, so we have
Corollary 4.1. NEW-B-2 strictly dominates NEW-B-1.
The bound in (7) is decreasing with respect to each Ms,
so
Corollary 4.2. NEW-B-2 is self-sustainable with respect to
each Ms.
u1
x11
x12
x13
u2
x21
x22 x
2
3
u3
x31 x
3
2
x33
u4
x1
4 x42
x43
v1v0 v2 v3
Fig. 4. The constructed typed DAG task G for 3-SAT problem instance
C = C1 ∧ C2 ∧ C3 ∧ C4, where C1 = x1 ∨ x2 ∨ x3, C2 = x1 ∨ x2 ∨ x3,
C3 = x1 ∨ x2 ∨ x3, C4 = x1 ∨ x2 ∨ x3.
4.2 Strong NP-Hardness
NEW-B-2 requires to compute the maximum of R˜(pi)
among all paths in the graph G. It is computationally
intractable to explicitly enumerate all the paths, the num-
ber of which is exponential. Can we develop efficient al-
gorithms of (pseudo-)polynomial complexity to compute
maxpi∈G{R˜(pi)}?
Unfortunately, this is impossible unless P = NP.
Theorem 4.2. The problem of computing maxpi∈G{R˜(pi)}
is strongly NP-hard.
Proof. We will prove the theorem by showing that even a
simpler problem of verifying whether maxpi∈G{R˜(pi)} is
larger than a given value ω is strongly NP-hard, which is
proved by a reduction from the 3-SAT problem.
Let C be an arbitrary instance of the 3-SAT problem,
which has m clauses C1
∧ C2∧ · · ·∧ Cm and n variables
{x1, x2, · · · , xn}. Each clause Cr , 1 ≤ r ≤ m, consists of
three literals, and each literal is a variable or the negation of
a variable. We construct a typed DAG G corresponding to
the 3-SAT instance as follows:
• We first construct n+ 1 vertices {v0, · · · , vn} of type
s0 with c(v0) = · · · = c(vn) = 1. v0 is the source
vertex of G and vn is the sink vertex.
• For each clause Cr , we construct a vertex ur of type
sr with c(ur) = 1, as well as two edges (v0, ur) and
(ur, vn).
• For each variable xi, we construct two paths from
vi−1 to vi:
– Positive path, which includes a vertex xri of
type sr if and only if clause Cr includes a literal
xi.
– Negative path, which includes a vertex xri if
and only if clause Cr includes a literal xi.
The WCET of each vertex on these two paths is
1
mn+1 .
Note that there are in total m + 1 types in the above
constructed DAG. Finally, we set M0 = M1 = · · · = Mm =
1 and ω = m+ n+ 1. The above construction is polynomial
as there are no more than m + n + 1 + 2nm vertices in the
constructed graph. For illustration, an example of the above
construction is given in Figure 4.
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In the following we prove that the 3-SAT prob-
lem instance C is satisfiable if and only if the bound
maxpi∈G{R˜(pi)} of the above constructed graph is strictly
greater than m+ n+ 1.
First, a complete path that leads to the largest R˜(pi)
must be one of those traversing v0, · · · , vn. The choice
between the positive and negative path between vi−1 and
vi corresponds to the choice between assigning 1 or 0 to
variable xi in the 3-SAT problem.
Since each vertex ur is neither an ancestor nor a de-
scendant of any vertex on paths traversing v0, · · · , vn, ur
is included in ivs(pi, γ(ur)) if and only if the path pi contains
at least one vertex of type γ(ur). This corresponds to that
Cr is satisfied only if it contains at least one literal assigned
with value 1. Therefore, we can conclude that all vertices ur
are included in the corresponding ivs(pi, γ(ur)) if and only
if all clauses contain at least one literal assigned with value
1, i.e., the 3-SAT problem instance C is satisfiable.
Therefore, the second item of RHS of (8) equals m if
and only if C is satisfiable. Moreover, there are at most mn
vertices corresponding to the positive and negative values
of the variables along any path traversing v0, · · · , vn, so
their total WCET must be in the range (0, mnmn+1 ). Therefore,
the length len(pi) of any such path pi must be in the range
(n+ 1, n+ 1 + mnmn+1 ), and thus in the range (n+ 1, n+ 2).
Therefore, maxpi∈G is larger than m+n+ 1 if and only if all
vertices ur are included in the corresponding ivs(pi, γ(ur)),
i.e., the 3-SAT problem instance C is satisfiable.
4.3 Computation Algorithm
The construction in the above strong NP-hardness proof
uses m+1 different types (where m is the number of clauses
in 3-SAT). In realistic heterogeneous multi-core platforms,
the number of core types is usually not very large. Will the
problem of computing maxpi∈G{R˜(pi)} remain NP-hard if
the number of types is a bounded constant? In the following,
we will present an algorithm to compute maxpi∈G{R˜(pi)}
with complexity O(|V ||S|+2), which shows that the problem
is actually in P if the number of types is a constant.
We first describe the intuition of our algorithm. Instead
of explicitly enumerating all the possible paths, our algo-
rithm will use abstractions to represent paths in the graph
searching procedure. More specifically, a path starting from
the source vertex of G and ending at some vertex τi is
abstractly represented by a tuple 〈τi,∆(τi),R(τi)〉, where
∆(τi) and R(τi) are defined in Definition 4.3 and 4.4 in
the following. The tuple will be updated when the path
is extended from τi to its successor τi+1, and eventually
when the path is extended to the sink vertex, R(τi) is the
R˜(pi) for this path. The algorithm starts with a single tuple
corresponding to the path consisting only the source vertex
and repeatedly extends the paths until they all reach the
sink vertex, then the maximal R˜(pi) among all the kept
tuples is the desired bound maxpi∈G{R˜(pi)}. The abstraction
is compact, so that many different path histories ending with
the same vertex can be represented by a single abstraction
and the total number of abstractions generated in the com-
putation is polynomially bounded.
Definition 4.3. For a path pi = {τ1, · · · , τk} in G and a
type s ∈ S, we define
δ(τi, s) =

τi, s = γ(τi)
⊥, s 6= γ(τ1) ∧ i = 1
δ(τi-1, s), s 6= γ(τi) ∧ 2 ≤ i ≤ k
and
∆(τi) = {δ(τi, s) | s ∈ S} (9)
Intuitively, δ(τi, s) is the vertex on path pi that is the
closest to τi among all the vertices of type s.
Example 4.2. In the typed task in Figure 1, there are 3
paths from v0 to v7. For the path pi1 = {v0, v1, v7}, one
can derive δ(v7, 1) = {v7} and δ(v7, 2) = {v1}. For the
path pi2 = {v0, v3, v7}, one can derive δ(v7, 1) = {v7} and
δ(v7, 2) = {v0}.
Definition 4.4. For a path pi = {τ1, · · · , τk} inG we define:
R(τi) =

c(τ1), i = 1
R(τi-1) + c(τi) +
∑
v∈ϕ(τi)
c(v)
Mγ(τi)
, 2 ≤ i ≤ k
(10)
where
ϕ(τi) = par(τi) \ par(δ(τi-1))
(since δ(τi-1) may be ⊥, we let par(⊥) = ∅ for completeness).
Lemma 4.2. For a complete path pi = {τ1, · · · , τk}, it
always holds
R(τk) = R˜(pi). (11)
Proof. The proof goes in two steps: (1) Rewrite R(τi) into
a non-recursive form R′(τi) and prove ∀τi ∈ pi : R′(τi) =
R(τi), and (2) Prove R′(τk) = R˜(pi).
We first define R′(τi) as follows:
R′(τi) =

c(τ1) i = 1
i∑
j=1
c(τj) +
∑
s∈S
∑
v∈ϕ(τj)∧
γ(τj)=s∧j≤i
c(v)
Ms
2 ≤ i ≤ k
Now we prove ∀τi∈pi : R′(τi) = R(τi) by induction:
• Base case. Both R(τ1) and R′(τ1) equal c(τ1), so the
claim holds for the base case with i = 1.
• Inductive step. SupposeR(τi-1) = R′(τi-1), we want
to prove R(τi) = R′(τi). First, we know∑
v∈ϕ(τi)
c(v)
Mγ(τi)
+
∑
s∈S
∑
v∈ϕ(τj)∧
γ(τj)=s∧j≤i−1
c(v)
Ms
=
∑
s∈S
∑
v∈ϕ(τj)∧
γ(τj)=s∧j≤i
c(v)
Ms
(12)
For simplicity we let
F(τi) =
∑
s∈S
∑
v∈ϕ(τj)∧
γ(τj)=s∧j≤i
c(v)
Ms
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so (12) can be rewritten as∑
v∈ϕ(τi)
c(v)
Mγ(τi)
+ F(τi-1) = F(τi)
⇔
∑
v∈ϕ(τi)
c(v)
Mγ(τi)
+F(τi-1)+
i∑
j=1
c(τj) = F(τi)+
i∑
j=1
c(τj)
⇔
∑
v∈ϕ(τi)
c(v)
Mγ(τi)
+R′(τi-1) + c(τi) = R′(τi)
⇔
∑
v∈ϕ(τi)
c(v)
Mγ(τi)
+R(τi-1) + c(τi) = R′(τi)
⇔ R(τi) = R′(τi)
By now, we have proved ∀τi ∈ pi : R′(τi) = R(τi). In the
following we prove R′(τk) = R˜(pi).
Let pis = {τs1 , · · · , τsh} be the subsequence of pi contain-
ing all vertices in pi with type s. By the definition of ϕ(τj):∑
v∈ϕ(τj)
∧γ(τj)=s
∧j≤k
c(v) =
∑
v∈par(τs1 )
c(v) +
∑
v∈par(τs2 )
\par(τs1 )
c(v) + · · ·+
∑
v∈par(τsh)
\par(τsh-1)
c(v) (13)
In the following we will prove∑
v∈ivs(pi,s)
c(v) =
∑
v∈par(τs1 )
c(v) +
∑
v∈par(τs2 )
\par(τs1 )
c(v) + · · ·+
∑
v∈par(τsh)
\par(τsh-1)
c(v) (14)
If (14) is true, then by (14) and (13) we have∑
v∈ϕ(τj)
∧γ(τj)=s
∧j≤k
c(v) =
∑
v∈ivs(pi,s)
c(v)
by which R′(τk) = R˜(pi) is proved.
In the following, we focus on proving (14). We use LHS
and RHS to represent the left-hand side and right-hand side
of (14), respectively. In the following, we will prove that
both LHS ≤ RHS and LHS ≥ RHS hold.
1) LHS ≤ RHS. This is proved by combining the
following two claims:
a) Any c(v) counted in LHS is also counted in
RHS. If c(v) is counted in LHS, then v must
be in some par(τsi ), and by the definition of
ivs(pi, s), we know v must be also in ivs(pi, s),
so we can conclude that all the c(v) counted
in LHS are also counted in RHS.
b) Each c(v) is counted in LHS at most once.
Suppose this is not true, then there exists
some v such that v ∈ par(τsi ) \ par(τsi-1) and
v ∈ par(τsj ) \ par(τsj-1) for some j < i− 1, so
it must be the case that
v ∈ par(τsi ) ∧ v /∈ par(τsi-1) ∧ v ∈ par(τsj )
By v ∈ par(τsi ), we know v is not a descen-
dant of τsi , and since τ
s
i-1 is a predecessor of
τsi , v is not a descendant of τ
s
i-1 either. On
the other hand, by v ∈ par(τsj ) we know v
is not an ancestor of τsj , and since τ
s
i-1 is a
descendant of τsj , v is not an ancestor of τ
s
i−1.
In summary, v is neither a descendant nor an
ancestor of τsi-1, and v has the same type as
τsi-1, which contradicts v /∈ par(τsi-1).
2) RHS ≤ LHS. It is obvious that each c(v) is counted
at most once in the RHS, so it suffices to prove
that each c(v) counted in the RHS is also counted
in LHS. Since v ∈ ivs(pi, s), v must be in some
par(τsi ). Suppose i is the smallest index such that
v ∈ par(τsi ) but v /∈ par(τsi−1), then c(v) is counted
in item
∑
v∈par(τsi )−par(τsi-1) c(v) (if i = 1 then c(v) is
counted in
∑
v∈par(τs1 ) c(v)).
In summary, we have proved both RHS ≥ LHS and RHS ≤
LHS, so (14) is true.
By Lemma 4.2, we know that by using the abstract
tuple 〈τi,∆(τi),R(τi)〉 to extend the path, eventually,
we can precisely compute R˜(pi). Therefore, we can use
〈τi,∆(τi),R(τi)〉 as the abstraction of paths to perform
graph searching. All the paths corresponding to the same
tuple can be abstractly represented by a single tuple instead
of recording each of them individually. Actually, even paths
corresponding to different tuples can be merged together
during the graph searching procedure by the domination
relation among tuples defined as follows:
Definition 4.5. Given two tuples 〈v,∆1(v),R1(v)〉 and
〈v,∆2(v),R2(v)〉 with the same vertex v, 〈v,∆1(v),R1(v)〉
dominates 〈v,∆2(v),R2(v)〉, denoted by
〈v,∆1(v),R1(v)〉 < 〈v,∆2(v),R2(v)〉,
if both of the following conditions are satisfied:
1) R1(v) ≥ R2(v)
2) ∀s: either δ1(v, s) = ⊥ or
(δ1(v, s) 6=⊥) ∧ (δ2(v, s) 6=⊥) ∧
(par(δ1(v, s)) ∩ des(δ2(v, s))=∅)
Suppose v is a successor of u. Given a tuple
〈u,∆(u),R(u)〉 for vertex u and a tuple 〈v,∆(v),R(v)〉 for
vertex v, we use
〈u,∆(u),R(u)〉 7→ 〈v,∆(v),R(v)〉
to denote that 〈v,∆(v),R(v)〉 is generated based on
〈u,∆(u),R(u)〉 according to (9) and (10).
Lemma 4.3. Suppose v is a successor of u, and
〈u,∆1(u),R1(u)〉 7→ 〈v,∆1(v),R1(v)〉
〈u,∆2(u),R2(u)〉 7→ 〈v,∆2(v),R2(v)〉
if 〈u,∆1(u),R1(u)〉 < 〈u,∆2(u),R2(u)〉, then we must have
〈v,∆1(v),R1(v)〉 < 〈v,∆2(v),R2(v)〉.
Proof. We start with proving R1(v) ≥ R2(v). Assume w1 =
δ1(u, γ(v)) and w2 = δ2(u, γ(v)), then
ϕ1(v) = par(v) \ par(w1)
ϕ2(v) = par(v) \ par(w2)
In the following we prove ϕ1(v) ⊇ ϕ2(v). By condition 2) in
Definition 4.5, one of the following two cases must hold
1) w1 = ⊥
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8
2) (w1 6=⊥) ∧ (w2 6=⊥) ∧ (par(w1) ∩ des(w2)=∅)
If w1 = ⊥, then par(w1) = ∅, so ϕ1(v) ⊇ ϕ2(v) is obviously
true. In the following we focus on the second case
(w1 6=⊥) ∧ (w2 6=⊥) ∧ (par(w1) ∩ des(w2)=∅).
Suppose ϕ1(v) + ϕ2(v) , then there must exist an x s.t.
x ∈ ϕ2(v) ∧ x /∈ ϕ1(v),
by which we know any following conditions must hold
x ∈ par(v) (15)
x ∈ par(w1) (16)
x /∈ par(w2) (17)
By (15) we have x /∈ ans(v) ∪ des(v) and thus
x /∈ ans(v) (18)
By (17), we have
x ∈ ans(w2) ∪ des(w2). (19)
Since w2 = δ2(u, γ(v)) and v ∈ suc(u), we know w2 ∈
ans(v), and thus
ans(w2) ⊂ ans(v) (20)
By (18), (19) and (20) we know x ∈ des(w2), which con-
tradicts with par(w1) ∩ des(w2) = ∅, so the assumption
ϕ1(v) + ϕ2(v) must be false, i.e., ϕ1(v) ⊇ ϕ2(v) must be
true. Therefore ∑
w∈ϕ1(v)
c(w)
Mγ(v)
≥
∑
w∈ϕ2(v)
c(w)
Mγ(v)
,
and since R1(u) ≥ R2(u) , we have
R1(u)+c(v)+
∑
w∈ϕ1(v)
c(w)
Mγ(v)
≥ R1(u)+c(v)
∑
w∈ϕ2(v)
c(w)
Mγ(v)
by which we have R1(v) ≥ R2(v).
Next we prove the second condition of the domination
relation is also true. We discuss two cases of s:
• s = γ(v). In this case δ1(v, s) = δ2(v, s) = v, so we
have (δ1(v, s) 6= ⊥)∧(δ2(v, s) 6= ⊥)∧(par(δ1(v, s))∩
des(δ2(v, s)) = ∅)
• s 6= γ(v). In this case, δ1(v, s) = δ1(u, s) and
δ2(v, s) = δ2(u, s).
– If δ1(u, s) = ⊥, then δ1(v, s) = ⊥.
– If (δ1(u, s) 6= ⊥) ∧ (δ2(u, s) 6= ⊥) ∧
(par(δ1(u, s)) ∩ des(δ2(u, s)) = ∅) holds,
then (δ1(u, s) 6= ⊥) ∧ (δ2(u, s) 6= ⊥) ∧
(par(δ1(u, s)) ∩ des(δ2(u, s)) = ∅) also holds
In summary, the second condition of the domination relation
between 〈v,∆1(v),R1(v)〉 and 〈v,∆2(v),R2(v)〉 also holds.
If a tuple A dominates another tuple B, then by repeat-
edly applying Lemma 4.3 we know it is impossible for B to
eventually lead to a larger WCRT bound than A. Therefore,
in the graph searching procedure, we can safely discard
tuples dominated by others.
Algorithm 1 shows the pseudo-code of the algorithm to
compute maxpi∈G{R˜(pi)} by using the tuple abstractions
to search over G in a width-first manner. The algorithm
uses TS to keep the set of tuples at each step, which
initially contains a single tuple 〈vsrc, {vsrc}, c(vsrc)}〉 (vsrc
is the source vertex of G). Then the algorithm repeatedly
generates new tuples for all successors of each tuple in TS
by (9) and (10). A newly generated tuple is added to TS
if there are no other tuples in TS dominating it (line 6 to
7). A tuple is removed from TS when all of its successors’
tuples have been generated. Note that the algorithm always
selects a tuple that has no predecessors in TS to generate
new tuples (line 3), so the searching procedure is width-
first. Finally, TS only contains tuples associated with the
sink vertex vsnk. By Lemma 4.2 we know, the R of each
tuple in the final TS equals the R˜(pi) of the corresponding
path pi, so the maximal R among these final tuple are the
desired maxpi∈G{R˜(pi)}. By the above discussions, we can
conclude the correctness of our algorithm:
Theorem 4.3. The return value of Algorithm 1 equals
maxpi∈G{R˜(pi)}.
Algorithm 1 Pseudo-code for computing maxpi∈G{R˜(pi)}
1: TS = {〈vsrc, {vsrc}, c(vsrc)〉}
2: while (∃〈v,∆,R〉 ∈ TS : v 6= vsnk) do
3: Select a tuple 〈v,∆,R〉 in TS s.t.
@〈v′,∆′,R′〉 ∈ TS : v′ ∈ pre(v)
4: for (each v′ ∈ suc(v)) do
5: Compute 〈v′,∆′,R′〉 using 〈v,∆,R〉 by (9) and (10)
6: if (@〈v′,∆∗,R∗〉∈TS: 〈v′,∆∗,R∗〉<〈v′,∆′,R′〉) then
7: TS = TS ∪ {〈v′,∆′,R′〉}
8: end if
9: end for
10: TS = TS \ {〈v,∆,R〉}
11: end while
12: return max{R|〈v,∆,R〉 ∈ TS}
The time complexity of Algorithm 1 depends on the total
number of tuples generated in the computation procedure.
As a tuple is put into TS only if no other tuples in TS
dominate it, the total number of tuples have ever been
recorded in TS in bounded by O(|V ||S|+1) (at most |V |
different vertcies, O(|V ||S|) different values for ∆, and only
a singleR kept for the same v and ∆). Each tuple in TS can
generate no more than |V | new tuples, so the total number
of tuples ever been generated is bounded by O(|V ||S|+2), so
the overall time complexity of Algorithm 1 is O(|V ||S|+2).
5 EVALUATION
In this section, we experimentally evaluate the performance
of our proposed analysis methods in terms of both precision
and efficiency. We compare the following WCRT bounds in
the experiments:
• OLD-B: the baseline bound in [18] (i.e., Theorem 2.1).
• NEW-B-1: our first new bound in Theorem 3.1.
• NEW-B-2: our second new bound in Theorem 4.1.
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Fig. 5. Comparison of analysis precision of different bounds.
We assume the typed DAG tasks are periodic with a
period 100 with implicit deadlines (thus we evaluate not
only the WCRT bound but also the schedulability of each
task). We first define a default parameter setting, and then
tune different parameters to evaluate the performance of
the methods regarding different parameter changing trends.
The default parameter setting is defined as follows:
• The number of types |S| is randomly chosen in the
range [5, 10], and the number of cores Ms of each
type s is randomly chosen in [2, 11].
• The DAG structure of the task is generated by the
method proposed in [9], where the number of ver-
tices |V | is randomly chosen in the range [70, 100]
and the parallelism factor pr is randomly chosen in
[0.08, 0.1] (the larger pr , the more sequential is the
graph).
• The total utilization U of the typed DAG task is
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Fig. 6. Comparison of analysis efficiency of different bounds.
randomly chosen in [1, 3], and thus the total WCET
of the task vol(G) = U × 100.
• We use the Unnifast method [7] to distribute the total
WCET to each individual vertex.
• Each vertex is randomly assigned a type in S.
Figure 5 show the evaluation results for analysis preci-
sion with different parameters changed based on the default
setting. Figure 5(a) and 5(b) show experiment results with
changing U (other parameters are the same as the default
setting). Each point in Figure 5(a) represents the acceptance
ratio of a WCRT bound, which is defined as the ratio
between the number of tasks decided to be schedulable
by a particular WCRT bound and the total number of
tasks generated, with the target utilization U on the axis.
Figure 5(b) shows the normalized WCRT bound by our new
methods (the baseline bound is 100%). Figure 5(c) and 5(d)
are results with changing |V |, Figure 5(e) and 5(f) are results
with changing pr, Figure 5(g) and 5(h) are results with
changing |S|. From these experiments we can see that our
proposed new bounds NEW-B-1 and NEW-B-2 consistently
outperform OLD-B under various parameter settings.
Figure 6 evaluates the computational efficiency of differ-
ent bounds, with different parameter changed based on the
default setting (the same as Figure 5). Experiments results
show that our first new bound NEW-B-1 is almost as effi-
cient as OLD-B, while the computation procedure of NEW-
B-2 takes much longer time. The lower efficiency of NEW-B-
2 is due to the inherent hardness of its computation problem:
exponential with respect to |S| and high-order polynomial
with respect to |V | when |S| is large. The computation time
of NEW-B-2 first increases then decreases as pr increases
because the number of possible paths is relatively smaller
with very small pr (with which the paths are typically very
short) and with large pr (with which the task graphs are
more sequential and thus the number of possible paths is not
very large). The number of different core types in realistic
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Fig. 7. State space reduction by our computation algorithm for NEW-B-2.
heterogeneous multi-cores is usually a very small number.
From Figure 6(c) we can see that the analysis procedure
can finish in several seconds when the number of types is
smaller than 8, which should be acceptable for most offline
design scenarios.
Figure 7 shows the effectiveness of our proposed algo-
rithm for computing NEW-B-2 based on the abstract path
representation, by comparing the total number of tuples
generated by our algorithm and the total number of paths
of the task graph. We can see that using our abstraction the
searching state space is reduced by typically 3 to 4 orders of
magnitude.
6 RELATED WORK
The most relevant related work is [18], which developed
the baseline WCRT bound OLD-B as stated in Section 2.3.
The analysis techniques of OLD-B are based on the classical
work by Graham [13], [14] for untyped DAG (the special case
of the model considered in this paper with only one type).
The real-time scheduling problem for multiple recurring
untyped DAG has been intensively studied, with different
scheduling paradigm including federated scheduling [2],
[8], [32] and global scheduling [3], [4], [5], [29], [30], which
are also based on the classical work by Graham [13], [14].
Similarly, although we assume a single typed DAG task in
this paper, our work would be a necessary step towards the
scheduling and analysis of multiple recurring typed DAG
tasks.
Yang et al. [40] studied the scheduling of multiple typed
DAG tasks by decomposing each DAG task into a set of
independent tasks with artificial release time and deadlines,
and then analyzed these decomposed independent tasks
by known methods under non-preemptive G-EDF (global
earliest deadline first). The work in [40] is not directly
comparable with our work due to the difference in problem
models. However, when our method (based on Graham’s
analysis framework) is extended to the multiple-DAG set-
ting in the future, a comparison between these two families
of techniques would be meaningful.
Yang et al. [40] studied the scheduling of multiple typed
DAG tasks by decomposing each DAG task into a set of
independent tasks with artificial release time and deadlines,
and then analyzed these decomposed independent tasks
by known methods under non-preemptive G-EDF (global
earliest deadline first). The work in [40] is also applicable to
the problem studies of this paper which is a special case of
the multiple DAG setting in [40]. However, we did not in-
clude experimental comparison results between our method
and [40] as the WCRT bounds yielded by the method in
[40] is much larger than our method. The transformation to
independent tasks in [40] is to handle the difficulty caused
by multiple DAGs. Therefore, the comparison between our
method and [40] under the single DAG setting will be
unfairly in favor to us. We do not want to take of advan-
tage of this to exaggerate the superiority of our method3
When our method (based on Grahams analysis framework)
is extended to the multiple-DAG setting in the future, a
comparison between these two families of techniques would
be meaningful.
The scheduling problems with different workload-
processor binding restrictions have been studied in the past,
including the inclusive processing set restriction [16], [26],
[27], [31] where for any two processor sets assigned to two
tasks, one set must be the subset of the other, the interval
processing set restriction [21], [22] where any two processing
sets may have the same machines as the other but one is not
a subset of the other and the tree-hierarchical processing set
restrictions [12], [17] where each machine is described as a
vertex of a tree and a processing set is a path from root to
a leaf. These models are all different from our work. On
the other hand, much work has been done on scheduling
of independent tasks on heterogeneous multiprocessor with
workload-processor binding restrictions [17], [23], [39], and
[24], [25] provided comprehensive surveys for this line of
work.
[15], [20] studied a special case of the problem model
of this paper, which assumes (1) two types of machines, (2)
chain-type precedence constraints (3) unit execution time
for each scheduling unit. [19] studied the special case where
the task graph structures are either in-trees, out-trees or
disjoint unions of chains. [28] considered a special case with
only two types of machines and assume the execution time
of each scheduling unit to be constant so that they can
generate a static scheduling list offline (which suffers timing
anomalies if applied to the problem model in this paper
where each task may execute shorter than its WCET).
7 CONCLUSION
This paper derives WCRT bounds for typed DAG parallel
tasks on heterogeneous multi-cores, where the workload
of each vertex in the DAG is bound to execute on a par-
ticular type of cores. The only known WCRT bound for
this problem is grossly pessimistic and suffers the non-self-
sustainability problem (a successful design may degrade to
be unsuccessful when the parameters become better). We
propose two new WCRT bounds to address these problems.
The first new bound is more precise without increasing
the time complexity and solves the non-self-sustainability
problem. The second new bound explores more detailed
task graph structure information to greatly improve the
precision, but is computationally more expensive. We prove
the strong NP-hardness of the computation problem for the
3. Nevertheless, we provide some comparison results between
our method and [40] in https://github.com/MelindaHan/
Typedscheduling for readers who are interested.
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second bound, and develop an efficient algorithm which
has polynomial time complexity if the number of types is
a constant. In next step we will extend the results of this
paper to the general setting of multiple recurring typed
DAG tasks and compare it with our families of techniques
such as the decomposition based approach [40]. Another
possible direction for our future work is to develop more
efficient algorithms that compute NEW-B-2 approximately,
which hopefully can give bounds reasonably close to those
computed by the algorithm of this paper in much shorter
time.
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