The rise of GPUs in modern high-performance systems increases the interest in porting portion of codes to such hardware. The current paper aims to explore the performance of a portable state-of-the-art FE solver on GPU accelerators. Performance evaluation is done by comparing with an existing highly-optimized OpenMP version of the solver.
Introduction
The solution of the incompressible Navier-Stokes problem, which describes the motion of Newtonian fluids, represents an open challenge for the numerical community. Given the importance of the problem, a large effort was spent over the years in the development of dedicated numerical techniques to improve the speed and the accuracy of the solution process. The use of lattice-based approaches such as the Finite Differences or Lattice-Boltzmann schemes lead to the development of highly-efficient schemes, which can deal effectively with very large computational meshes. The relative simplicity of the computational kernels together with the highly regular structure of the computations were found to fit perfectly to the architectural needs of modern accelerators. Various authors (see e.g. [1] ) were able to achieve performance boosts by developing optimized kernels with respect to their single-CPU counterparts. Although local adaptivity was shown to be very effective, any modification with respect to the simple approach of using regular meshes typically leads to a decrease in the computational efficiency and a drop in the performance boost for hardware accelerated algorithms. Furthermore, all of such techniques find major limitations in dealing with complex geometries and curved boundaries.
Unstructured discretization of the space, typically based on tetrahedral meshes, represent a possible solution for such problems. The strength of such approaches is the possibility of using body-fitted meshes and spatially adapted discretizations of the space. The price paid to achieve this advantage is an increasingly irregular computational pattern which reflects in a variable number of edges surrounding the nodes of the computational mesh. Such a situation does not represent a major problem for cachebased processors used in conjunction with OpenMP or MPI programming paradigms, since computations can be organized so to take full advantage of the cache, while the number of parallel OpenMP threads is typically kept low. However, prior experiences of the authors [2] , confirmed by the reports of others [3] , seem to suggest that only low speedups can be achieved with respect to the CPU-only solutions.
The current paper aims to examine the OpenCL porting of an OpenMP edge-based solver so as to identify and discuss the performance bottlenecks. The paper starts with a brief description of the solution algorithm used, followed by the presentation of the data structure employed and of the structure of the parallel computations. An effort is performed to make the discussion as implementation-independent as possible. The impact of using black-box solvers (such as the ViennaCL library [4] ) in comparison to in-house optimized implementations for the solution of the implicit pressure step is evaluated. Benchmarking data over platforms with different software and hardware configurations are presented so as to allow a broader comparison. Finally the impact of a run-time optimization step will be evaluated. The proposed implementation is opensource and freely available as a part of the Kratos framework [5] . More information can be found in the Wiki page for Kratos [6] .
Finite Element Formulation
Between the many existing possibilities for the solution of Navier-Stokes problem, we use a fractional-step approach. In this scheme we solve explicitly the momentum equation (using a 4-step Runge-Kutta scheme) and implicitly the pressure correction step. A detailed discussion of the algorithm is presented in [7] for the incompressible case and in [8] for the solution of Low-Mach compressible problems.
In order to understand the basic concepts of the method, we may start by considering the strong form of the Navier-Stokes equations, written for the constant-density
where u is the velocity, ν is the kinematic viscosity, p is the pressure and b is the applied body force . By applying the standard Galerkin approach, using the test functions v and q, we obtain
Equations(3-4) define the discrete equivalent of the original continuous problem. Since our goal is to use low-order simplicial meshes and equal order velocity-pressure pairs, a stabilized formulation is needed to allow the solution of the resulting mixed (u, p)
problem. Different possibilities exist for this purpose [9] . We favor here the use of the so-called split-OSS approach [10] , which is known to work properly in a wide range of applications. FIC stabilization [11, 12] could be used as an alternative since it leads to very similar discrete forms. Since a discussion of the properties of the chosen stabilization method falls outside the scope of this work, we refer the reader to the literature for a detailed description of the properties of such technique. In the following we express the stabilization terms as the non linear operators S (u) := (u · ∇v, τΠ ⊥ (u · ∇u)) and S p (p) := (q, τΠ ⊥ (∇p)) where Π ⊥ represents the orthogonal projection operator and τ is a suitably defined scalar. Reader should check [10] or [14] for a detailed description of such terms. The resulting final form of the discrete equations is
where M is the lumped mass matrix and
are linear operators obtained by integrating over the domain the Finite Element shape functions indicated with N. The convection operator C (u) is a non-linear term which depends on the velocity. It can be defined as
Equation (5) has 3 components in 3D. This is reflected in G and D being respectively 3 × 1 and 1 × 3 matrices for each couple of indices I J of the FE mesh. The description is completed by the exact definition of the stabilization terms. A detailed description of such terms, particularized to the Split-OSS case, and using the same notation used here can be found in [13] . Choosing a fractional-step approach implies approximating the original system of equations as
whereû is the so-called fractional-step velocity. The fractional-step velocity is modified at each step so that its value in the past coincides with the velocity u n , that is,
Since Equation (12) is still continuous in time, we have different options in choosing a time integration scheme to properly advance in time the momentum equation (the first of the three equations above). As we stated previously, our choice in the current work is the use of a 4th order Runge-Kutta scheme. As observed in [7, 14] , by making the fundamental approximation of considering the end-of-step velocity to depend linearly on the pressure despite the non-linearity of the convection terms, we may conclude that the end-of-step velocity can be expressed as
where p n+1 and p n indicate respectively the new value of the pressure (at time t n+1 ), and its latest known value (at time t n ). Substituting symbolically this expression into the mass conservation equation (Equation (14)) and replacing the discrete Laplacian DM −1 G with the continuous one L we obtain the equation
The above equation needs to be solved for the pressure. This ultimately leads to a solution strategy articulated in the following steps:
1. Solve Equation (12) for the fractional-step velocity,û.
2. Solve Equation (16) for the pressure, p n+1 .
3. Solve Equation (15) for the end-of-step velocity, u.
From a practical point of view, the equation to be solved in Step 1 is mathematically equivalent to the solution of a convection-diffusion equation for each of the velocity components. The pressure gradient and the external pressure term act here as source terms. The idea we leverage in this work is to take advantage of the efficient edge-based data structure described in [13, 14] to allow the efficient computation of the fractionalstep velocity.
The essential idea is that, basing on a slight approximation of the viscous and convective term, it is possible to approximate all of the operators described in terms of constant operators. Such operators can be computed at the beginning of the calculations and stored for each edge I J of the Finite Element mesh, making the approach very appealing for use on GPU since the operators can be computed on the CPU and transferred to the GPU memory for later usage.
Unfortunately while such operation is straightforward for the gradient G and divergence D operators, this is not the case neither for the convective term nor for the viscous operator. We will briefly discuss the approximations needed in the next paragraph, devoted to the edge based data structure. The final requirement for the implementation of the fractional step algorithm on GPUs, is the implementation of a solver for the pressure equation. In this work we make use of a classic CSR sparse matrix storage for the computation of the pressure system. This allows us to compare different iterative solvers and preconditioner both in CPU and in GPU.
Data Structure
As pointed out in the previous section, the efficiency of the new solver relies on the construction of constant operators, to be computed at the beginning of the calculations for each edge I J of the mesh. Our aim in the current section is to describe and justify how such operators can be defined and used, so as to define an edge-based approach.
Such approach is based on the partition of unity property of the Finite Element Method, which states that
from which follows
Here and in the following we will indicate with J the sum over all the indices J which correspond to the nodes connected by one edge to the node I. Taking into account the above properties, and making some approximations to the convection and viscous terms, it is possible to cast all of the operations needed in terms of a minimal number of operators. Following the presentation in [2] and [13] we store, on each edge I J with I J, the terms ∇ I J and G I J together with the integrals
which are obtained by numerical integration of the shape function and its derivatives on the finite element mesh. Note that Equation (20) This second algorithm is not trivially parallel since a potential write conflict arises in the computations. Furthermore, a separate loop needs to be performed to initialize the y vector to zero. This is an undesired feature, since it requires enqueuing two kernels instead of one, thus producing a non negligible overhead when translated to OpenCL.
Since a very high degree of parallelism is needed for efficient use of GPUs we choose the first option and go for the non-symmetric storage trading memory for parallel efficiency.
From a practical point of view, the computational structure we employ for the construction of the residuals could be understood as a sort of modified SpMV algorithm in which each entry A I J packs all of the needed entries, and the * is appropriately overloaded, as we shall describe next. The key advantage of such an approach is that the amount of indirect addressing is largely reduced with respect to the scalar SpMV case, thus improving the efficiency both on cache-based machines and on accelerators.
A specific characteristics of our GPU implementation is that this packing is done by storing the different terms within a cl double16 (a native opencl vector datatype). In our specific implementation the different terms are stored as
thus occupying the whole datatype.
The next subsections address the computation of the terms needed for the residual calculations, showing how the edge data can be used to express the operations needed in the residual calculation (that is, defining how to overload the operator * of the equivalent SpMV approach).
Pressure gradient computation
The computation of the pressure gradient is often required in the residual computations. A finite element code requires to either evaluate the strong pressure gradient (25) or the weak one
If we focus on the calculation of π and isolate the index I in the summation, we obtain
Using the partition of unity property (see Equation (17)) we obtain (28) showing that the gradient calculation can be expressed in terms of the ∇ I J operator as
The implementation of the Navier-Stokes equation also requires the computation of the weak pressure gradient. The obvious approach is to use integration by parts starting from the strong one to get
where we introduced the new symbol n to indicate the normal pointing to the outside of the domain. While this approach is clearly possible, it requires storing the domain surface and performing an integration over such boundary. Even if the memory cost of this additional data is typically negligible, since the surface is small compared to the volume, the computation would require on GPUs at least one additional kernel, which is undesirable due to the high latency that characterizes OpenCL kernel enqueuing.
For this reason, we prefer addressing directly the computation of the original volume integral, without recurring to additional calculations on the surface. This can be done by considering that
and using Equation (18)
which allow computing the integral of interest without having to perform surface integrals. Such operation requires accessing both G I J and ∇ I J and explains the reason why these gradients are stored. Once again our choice is to trade memory for efficiency.
Viscous term
Assuming the use of the Laplacian form for the viscous term [15] , the computation of the viscous forces can be performed using a similar approach, to give (on each component k)
if the viscosity is constant it can be taken out of the integrals. Taking into account that the term Ω ∇N I · ∇N J dΩ can be computed as the trace of
we can thus obtain
Unfortunately, if the viscosity varies in space it can not be taken outside of the integrals, thus invalidating this derivation. For the viscous case we hence need to introduce an approximation. In our work we follow [17] and approximate the viscosity with its nodal value, to obtain
alternative techniques, which approximate ν = ν I J = ν I +ν J 2 to give
are also possible with the current approach, since the calculation structure we use automatically ensures that the viscous force is zero in case of constant velocity field.
Convective term
The convective term is non-linear, and approximations are needed to allow expressing it in terms of constant operators. We follow ( [17] ) and use the approximation
which allows computing the convection term as
Split-OSS convection stabilization
Finally we need to describe the computation of the split-OSS stabilization. The contribution to node I of such stabilization is defined as
where ξ is the L 2 projection of the convective term onto the finite element mesh defined as
The edge-based approximation of the stabilization is computed as
and
Complete momentum residual calculation
Taking into account all of the above derivations, the complete residual can be computed by summing the different contributions as
Pressure calculation
The fractional-step algorithm requires the construction (and solution) of a Laplacianlike system with varying coefficients (depending on the stabilization that is locally required) as described in Equation (16) . If, as in our case, a split-OSS stabilization is assumed, the stabilization term S p assumes a form of the type
where ξ is the L 2 projection of the discontinuous pressure gradient onto the finite element space. In order to use standard iterative solver technology a sparse matrix has to be constructed. In our implementation we allocate a scalar matrix with the same graph as the original edge matrix but also containing the diagonal terms. Within each solution step of the fluid-solver we will then fill such matrix by scaling the Laplacian coefficients of the original edge matrix by the appropriate stabilization coefficients τ.
The approach described in [2, 14, 16] for the calculation of such matrix leads to a nonsymmetric system when different values are used for the stabilization coefficient on the different nodes (as the stabilization theory requires).
In the current work we tested this approach and the symmetrization approach described in [17] . Both approaches were found to work satisfactorily. We finally decided to use the symmetric form in order to be able to use the CG solver instead of the BiCGstab solver so as to enjoy a lower computational cost. As for the edge-graph, we chose not to use the symmetry of the graph of the matrix in order to ease the parallelization of the SpMV operation within the iterative solvers.
In implementation terms we need to solve a system of the type Hp = f for the pressure. The terms which correspond to I J are defined as 
so to enforce discrete conservation properties ( J H I J = 0). The right hand side f is then constructed as
where the pressure projection ξ I is to be computed as
OpenCL Implementation
The first challenge in porting programs to OpenCL or CUDA [18] platform is the difference in programming model between traditional CPU programming and OpenCL.
Modern GPUs are massively parallel devices, and may contain tens to hundreds of cores. Each of these cores is much weaker compared to the cores in multi-core CPUs, an open question. We will deal with this issue later.
Following the experiences described in Reference [2] , we ported the Navier-Stokes solver in Kratos [5] to OpenCL. The base solver leverages OpenMP technology to benefit from multi-core CPUs. This solver has been optimized over the years and is mature enough to solve real world engineering problems. It will be used as a reference when benchmarking the ported solver. Comparing the results with an optimized solver provides us with realistic results and deep insight on the real usefulness of porting available codes to GPU platforms. For a complex problem like Navier-Stokes on unstructured grids where the memory access is quite irregular, one may not expect a very high speedup, since the work to be performed is not sufficiently regular. This reasoning is in line with experiences from other researchers [21, 22] .
By analysing the computational structure of the problem we can make the following observations. In each time-step the solver computes several quantities, such as momentum residuals. These computations require looping over all nodes I of the domain. For each node I, an inner loop is made over all the nodes J surrounding such node. Each pair of nodes I J represents an edge of the Finite Element mesh and is stored in the CSR-like structure defined in Section 2. For each edge I J a large number of local floating point operations is executed. As the operations done inside the outermost loops are independent, the loop is hence perfectly parallel and can be written as an OpenCL kernel. The kernel is scheduled for execution by the OpenCL runtime in parallel on all available cores in the GPU hardware. The inner loop, which is where all the local computations are done, is moved inside the kernel which will be called once for each node I in the domain. Since the number of neighbours around each node I may vary in an unstructured grid, the work to be done in such inner loop varies depending on the node. This leads to load imbalance. Fortunately, for the Navier-Stokes problem the inner loop is computationally intensive, and has a much better computation to memory access ratio compared to convection-diffusion problem. This aspect makes the Navier Stokes problem more sutable to achieve a good speedup using GPUs than the simpler convection-diffusion problem benchmarked in [2] .
Solution of implicit pressure equation
The most important challenge in the porting process compared to [2] is the need to solve implicitly for the pressure once per time step. This implies solving a linear system of equations with a Laplacian matrix. Despite the possiblity to perform such computation on the CPU, so as to take advantage of advanced solvers and preconditioners in Kratos, this would imply transferring all the computed results back and forth to the CPU.
As the CPU-GPU data transfers are usually very slow compared to the high memory bandwidth of the GPU, this would slow down the computations. The only option left is to solve the system of equations directly on the GPU. This is more logical, as the data needed to solve the system of equation is generated and already resides in the GPU memory, and no transfer cost is to be needed. of SpMV kernels on graphics hardware has been the subject of many recent researches [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . It has been shown that the naïve implementation of SpMV kernel is quite ineffective on such platforms [23] . It is worth noting that the performance of SpMV kernels is in general highly dependent on the non-zero structure of the system matrix, which defines the memory access pattern of the kernel.
Due to small number of non-zeros in each row of the system matrix in this problem, the vectorization algorithm devised in [23] was found to be inadequate. The final conclusion was that we needed to implement a flexible optimizable solver based on
OpenCL. The essential idea of our proposal is to attempt performing vectorization over more than one line of the CSR matrix, thus allowing to take advantage of the vectorization approach even for matrices that have, as in our case, only relatively few nonzeros per row.
Implementation of a solver for linear system of equations with run-time optimization
Implementing an iterative (CG or BiCGStab) solver for linear system of equations on GPUs is a rather tedious work and requires, as a very minimum, a careful implementation of the SpMV kernel and vector dot product. Since most of the solution time was employed in the SpMV kernel, we focused our attention on the optimization of such procedure. As mentioned earlier, performance of this kernel is highly dependent on the non-zero structure of the main matrix. With almost no a priori information on the matrix structure, we tried to design an algorithm which tunes, using some param- This new kernel showed an average speed up of 5 compared to the naïve version on the test matrices of [23] . After implementation of a parallel dot product subroutine with similar tunable parameters, we had all the building blocks for a CG or BiCGStab solver. We chose to implement the three-term recurrence variant of CG (algorithm 6.18 of [34] ), which seemed like a good candidate for implementation on GPUs. For maximum performance, kernels were fused where possible, reducing the kernel launch overhead. The implemented solver was, as expected, on average 6 times faster than ViennaCL's solver on the symmetric, positive definite matrices of [23] .
As previously stated, the parameters in the SpMV and dot product kernels change the parallelization scheme of their respective kernels. Hence to obtain a good performance we needed to determine the best possible set of parameters for a given problem.
A given set of parameters can not be expected to be optimal on different hardware. This issue, known as performance portability, is very important and the subject of many recent researches [35] [36] [37] [38] [39] . Futhermore, the parameters in the SpMV and vector dot product kernels, depend strongly on the non-zero pattern of the system matrix.
Though it may be possible defining a model for each class of GPU hardware and predict the best set of parameters (like what is done in [30] ), we prefer to look for optimal parameters dynamically and decided to employ a simple brute-force approach with precise timing to determine optimal parameters. The rationale is that typical problems need several thousands of time-steps and at each step the implicit pressure equation needs to be solved. Each step will thus require calling the SpMV and dot product kernels a few hundred times. Optimizing the kernel parameters at the beginning of the calculations (and thus for the exact problem size to be handled) by a brute force approach for a limited range of eligible parameters requires only a few hundreds calls to the target functions and will thus provide only a negligible overhead with respect to the total solution cost. This approach is not only simpler but also very accurate and adapts automatically to new hardware and to different problem sizes. Of course, if the set of optimal parameters is known a priori (for example from a previous run), the information can be supplied to the program, eliminating the need for the optimization process.
Performance analysis and numerical benchmarks
In this section we present two numerical benchmarks, and compare the performance of developed OpenCL code with an existing, highly-optimized OpenMP solver.
For a broader investigation, we report all the results on some platforms with different configurations. We chose platforms with different relative ages and computational power, so that the results are not specific to a particular hardware or software. Where possible, the latest available OpenCL SDKs have been used with appropriate drivers.
The specifications of the platforms can be found in Table 1 . As mentioned earlier, memory bandwidth is the most important factor in SpMV operation, which consumes a considerable part of the solution. To have a better understanding, Table 2 lists the results of 'STREAM' memory benchmark [40] for the hosts, and a similar OpenCLbased, self-developed benchmark for devices. The values reported for hosts are measured for a single thread (i.e. without OpenMP support) with the original untuned code, so they are easily comparable with other platforms. It is noteworthy that the values reported in Table 2 represent the achieved memory bandwidth on the platforms, not the peak theoretical ones, so they constitute a good basis for comparison.
The first benchmark is the standard 'Cavity Flow' problem for which a reference solution can be found in [41] . Here we perform a refinement test and measure the performance on different test machines. The second benchmark is the classical 'Ahmed's body' test, for which we will use the same geometry as in [2] . Once again we measure the performance on different hardware.
'Cavity Flow' problem
This test consists of a unit cube (aligned with the xyz axes) for which the velocity is fixed to zero on all of the edges and on 5 out of the 6 faces. The top face is fixed to a velocity of 1 in the positive x direction. Pressure is fixed to zero on one of the y edges of the bottom surface. The simulation starts with the whole volume still and runs during sufficient time for the whole domain to be put into motion.
The definition of the test is completed by the prescription of the viscosity. If the side of the cube (which has unit length) is taken as a characteristic length, the Re (Reynolds Number) of the problem is Re = 1/ν. In our case we considered the case of Re = 100.0 for the time in the range of 0.0s to 0.1s. Three different levels of 3.14 refinement are considered and the corresponding mesh data are shown in Table 3 . The three meshes are shown in Figure 1 . Figure 2 shows a view of the velocity field at the end of the simulation. Table 4 shows the run times obtained for the problem on GPU (OpenCL) along with reference CPU implementation (OpenMP) on CPU. The results shown in the table suggest that the OpenCL implementation takes the lead for sufficiently large problem sizes. For the finest mesh a speedup above 3 is obtained on all of the benchmarked architectures, which proves that the goal of performance portability is reached. For smaller problem sizes the CPU still has the lead, probably thanks to optimal use of the cache. It is also interesting to observe how recent Core i7 3820 almost doubles the performance of the Core i7 920 for this benchmark.
We remark that for this benchmark we verified heuristically that the results appeared to be rather independent on the node renumbering scheme used. This was an unexpected result, probably related to the data encapsulation strategy used.
In order to provide a deeper characterization of the performance characteristics of the solver, we report in Table 5 a more detailed benchmark of the run times measured on the GPU for the finest mesh case. The columns labelled "CPU→GPU" and "GPU→CPU" reflect transfer times between the database on the CPU and the data Figure 3 : View of the velocity field at the surface for the 'Ahmed's body' problem structure on the GPU. The columns labelled "
Step 1" to "
Step 3" report the timings of the three steps which compose the fractional step algorithm. The results reported in the table refer to the first time step of the solution.
For the benchmark case, as expected, the number of iterations of the linear solver is very similar between the CPU and the GPU (identical for the first steps). Small differences arise during the calculations due to the differences in precision between the CPU and the GPU. Although the exact number of iterations varies from time step to one level of refinement and 380 for the finest case. Diagonal scaling is employed both on the CPU and on the GPU. The number of steps needed for the total solution phase is approximately 500 for the first level of refinement, 1500 for the second and 5400 at the maximum refinement level. Although the number of steps is not exactly identical between host and device, the differences are minimal (5437 steps on the GPU vs 5450 steps on the CPU).
If we consider for reference the corresponding results on the CPU, only three steps can be identified and are reported in Table 6 . For a fair comparison the reader should consider that all of the data managment is included in "
Step 1" and "
Step 3" in the CPU version.
A somewhat unexpected result is that the overall speedup of the OpenCL version vs. the OpenMP version is better when the overall run is considered than when a single step is benchmarked. We verified the percentage of time spent in the different algorithmic steps is very consistent when the benchmark is performed on a single step and as an average of all of the calculation steps. This leads to the conclusion that the empirical observation of the OpenCL driver performance fluctuation during the run is true.
'Ahmed's body' problem
The Ahmed's body problem is a benchmark used in the automotive industry to evaluate the performance of different solvers. In this paper we use it purely as a benchmark of numerical efficiency and report the run times obtained for a given computa- tional mesh using either OpenMP or OpenCL. The results for the different platforms considered are shown in Table 7 . The mesh used in the benchmark included around 80,000 nodes and 400,000 elements. A view of the solution is shown in Figure 3 . The
Reynolds number of this test, approximately 4 × 10 6 , is much higher than in the cavity example (the mesh used is not sufficiently fine to deliver accurate results, but enough for benchmarking purposes). A very good speedup, above 5 in almost all cases, was measured on all of the architectures benchmarked. This improvement is most likely related to a different relative importance between the pressure solution step and the momentum solution step with respect to the cavity problem.
Conclusions
The present work discusses an unstructured Navier-Stokes solver which runs natively on GPUs. The solver is benchmarked considering two relevant test cases and various meshes, showing a satisfactory speedup with respect to a reference, highly optimized OpenMP solver. Code portability is ensured by the use of the OpenCL programming language, while performance portability is addressed via an automatic optimization step, performed at the beginning of the computations. Given the relatively large sparsity of the pressure system, standard SpMV vectorization techniques were fount to be ineffective. A novel multi-line vectorization approach is developed to provide competitive performance. 
