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 With the wide ranges of real-time event feed capturing devices, there has 
been significant progress in the area of digital image processing towards 
activity detection and recognition. Irrespective of the presence of various 
such devices, they are not adequate to meet dynamic monitoring demands of 
the visual surveillance system, and their features are highly limited towards 
complex human activity recognition system.  Review of existing system 
confirms that still there is a large scope of enhancement as they lack 
applicability to real-life events and also doesn't offer optimal system 
performance. Therefore, the proposed manuscript presents a model for 
activity recognition system where the accuracy of recognition operation and 
system performance are retained with good balance. The study presents a 
simplified feature extraction process from spatial and temporal traits of the 
event feeds that is further subjected to the machine learning mechanism for 
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With the increasing usage of smart appliances, tracking and monitoring operations have become 
quite inevitable in almost all the pervasive devices [1, 2]. One such operation is called a human activity 
recognition system which is about tracking any specific mobility pattern [3]. A different application of it is 
already on the commercial markets, e.g. health care, video surveillance, and interaction between human and 
smart appliance (computing system) [4].  With the upgradation of modern imaging technologies, there is also 
an improvement in the process of capturing the feed of human-based activities.  However, there are various 
challenges associated with such activity recognition system e.g. variations of intra-classes and similarity of 
inter-classes, interaction of multiple subjects, background complexity, group activity, etc [5]. There have 
been various attempts towards usage of machine learning-based approach for solving classification problems 
in activity-recognition system, e.g. neural network, deep learning, support vector machine, etc [6-10].  
However, very less work has considered accuracy as the prominent performance parameters. 
Apart from this, accuracy in the activity recognition system is not an easy task to be accomplished as various 
parameters control accuracy, and one prominent parameter in this regard is the potential feature. One of the 
significant factors that are ignored in the majority of the existing approaches is associated with the 
identification of the index attribute in the human body that is associated with mobility and displacement. 
If such index attributes are identified, then it offers enriched information towards feature extraction. 
The conventional process of capturing human mobility can be carried out on any devices; however, 
all problems shoot up after the feed is captured owing to the presence of various problems, e.g. illumination, 
variability, dynamicity of movement, etc. Fig.1 discusses about different levels of human activity recognition 
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system with multiple aspects of applicability on commercial applications (healthcare, recognition of 
abnormal activity, etc). Theoretically, there are three ways of capturing the human activity for analyzing their 
behavior in the form of an event. In the bottom level of human activity, they are quite atomic and complex in 
the form of mobility traits. The second level consists of all sorts of actions or the activities associated with it. 
The third level is further complicated one as it consists of multiple subjects to be tracked or monitored. 
The implementation of the proposed system is carried out using various action primitives of the significant 
limbs of the subjects with different mobility conditions of their limbs. The analysis of the outcome is 
performed on the basis of such atomic actions focused on specific limb-based actions that consist of various 





































Figure 1. Levels of human activity recognition system 
 
 
Therefore, the prime objective of the proposed research work is to offer simplified modeling of 
human activity recognition system where the core emphasis is given to the feature extraction process and 
accuracy. Existing research-based solutions towards activity recognition are briefed in Section 2 followed by 
highlighting of the research problem in section 3. Section 4 introduces about the adopted methodology 
followed by section 5 discussing the algorithm implementation. Discussion of results obtained is carried out 
in Section 6 while the conclusion is briefed in Section 7. 
Our prior review work has offered a brief idea about the research work towards an activity 
recognition system [11]. The neural network was also adopted by Chen et al. [12] for extracting more 
information from the event called as knowledge distillation. However, it has been seen that dataset offers 
importance towards recognition system. Adoption of the sensory dataset is found more frequent (Franco et al. 
[13]). Plotz and Guan [14] have discussed the significance of deep learning for activity recognition system 
associated with the mobile computing system. The most recent work of Chen et al. [15] has used convolution 
neural network considering the distance between joints of inter-frames for performing activity recognition 
system over the new dataset. There are also good numbers of research where recognition of gesture and 
activity is captured from Kinect (Gavrilova et al. [16]).  The work of Hegde et al. [17] has presented an 
involuntary mechanism of daily activity recognition using sensory data. Khan et al. [18] have presented a 
correlational factor as a feature from the activity dataset captured using sensors using body area network.  
Khalifa et al. [19] have introduced a unique study where recognition is carried out from energy 
harvesting data.  Similar line of research is also carried out by Hsu et al. [20] where principal component 
analysis is used for dimensional reduction Usage of Hidden Markov Model has been used for constructing a 
framework for activity recognition as seen in work of Li et al. [21] along with usage of k-means clustering 
for feature extraction.  Hidden Markov model and supervised classification technique are also reported to be 
used in the activity recognition system (Sok et al. [22]). Recognition system over online data has been 
reported by Qi et al. [23] considering the dictionary learning mechanism. It was also reported in the existing 
system that in-depth learning-based training approach could be used for image-based activity recognition 
system (Wang et al. [24] and Tan et al. [25]). Usage of the network, e.g., WiFi signal and radio-frequencies 
were also reported to be used in human activity recognition Wang et al. [26], Wenyuan et al. [27] Activity 
recognition on the basis of smart-based data are discussed by Wang et al. [28]. Other unique research 
implementations are also witnessed in work of Yao et al. [29] Yang et al. [30] and a unique recurrent 
modeling is presented using dilation operation for activity recognition system (Xi et al. [31]). The next 
section discusses the research problem. 
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After reviewing the existing mechanism associated with an activity recognition system, it is found 
that there is very less work being carried out towards addressing the conventional challenges associated with 
it. The approaches are not reported to mitigate the problems of variation of within classes, clutter existing in 
the background, occlusion, and condition of illumination and poses of the subject (human). A closer look into 
the existing approaches will show that the majority of the existing research approaches towards activity 
recognition system is carried out over sensory data and not much on images. Although, this mechanism offers 
simplified approaches they were never accessed for their accuracy rate. Apart from this, the test environment 
is only restricted to the static dataset of activity recognition, and no much analysis has been carried out for 
online dynamic real-time feeds of events. However, such approaches are never able even to identify the 
problematic fact that amalgamation of various action-based features is never sufficient to obtain the 
variations associated with the images as well as diverse attributes connected to it, e.g., motion, shape, 
appearance, etc.  
The usage of the neural network is too much abundant and not much flexibility is offered towards 
classification problems associated with the human activities. Therefore, the classifying the real-time feed is 
one challenging aspect in activity recognition. In order to incorporate a better form of accuracy, it is required 
that the framework of the activity recognition system should carry out an effective extraction of the feature, 
precise representation of feature followed by classification of the pattern. The proposed work captures 
the real-time feed of the subject in order to obtain the depth information. However, such form of real-time 
captures will be associated with noises too that can adversely affect the precision of recognition. Therefore, 
the initial step includes the elimination of all forms of outliers as well as missing data. The proposed work is 
an extension of our prior work [32] towards an activity recognition system where the current work 
completely emphasizes improving the accuracy of the identified activity. The proposed system identifies all 
the activities on the basis of the limb movement of the human body, and hence better accuracy can be 
maintained. Therefore, the proposed system hypothesizes that if the significant limb movements can be 
identified and recognized that any form of application-oriented human activity can be developed 
commercially. 
Figure 2 highlights the mechanism of taking the event feed as an input which undergoes an 
extraction process of its index points of mobility along with depth map. The proposed system makes use of 
sequential relative joint angle existing between two varied skeletal points in order to construct a matrix for 
retaining a specific mobility pattern of the subject. This information of specific subject further assists in 
recognition of the activity once the matrix is subjected for training. All the significant mobility points 
associated with the subject is retained in a matrix from where temporal and spatial information has been used 
for extracting features. The extracted features are then subjected to the machine learning mechanism in order 
to perform activity classification. Adoption of machine learning mechanism assists in the selection of most 
relevant sequences of a relative joint angle obtained from training as well as testing data sample for 
classification of the activity. The next section will discuss the algorithm implemented for this purpose. 
 
 
Mobility index point Depth Map
Select Significant Mobility Points
Feature ExtractionàApply Machine Learning Method





Figure 2. Schematic architecture of proposed system 
 
 
2. ALGORITHM IMPLEMENTATION 
The development of the proposed algorithm initiates with the representation of the human activity, 
and therefore the first step is to construct a matrix for extraction potential features. This will enable the 
retention of maximum accuracy as well as optimize the space for computation. The proposed system makes 
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use of two forms of feature for directly representing the significant activity viz. spatial-based features ρ1 and 
temporal-based features ρ2. Using the framework of our prior work [32], the normalization of the joint 
coordinates is carried out from the real-time feeds of the subjects (human) for capturing the events. 
The referential point of the coordinate system can be obtained by averaging the three-dimensional 
coordinates corresponding to center, left, and right side of the subject. The first algorithm is responsible for 
recording the event as follows: 
 
Algorithm for Recording the Live Event 
Input: Pname (Person Name), SID (Sample ID), Sdb (structure) 
Output: E (Event) 
Start 
1. initPname, SID, Sdb, 
2. Fori=1: n n represents the last frame  
3.     (Icol, Idep)àg(vid1, vid2) 
4.     (ix, Co, Co2)àmdata. (w1, w2, w3) 
5.     S=Co(ix), S2=Co2(ix) 
6.     If (ix>0) 
7.        ZvalàS2 
8.        Ifzval<rs&&zval>re 
9.            Eàcapture (S, sum(ix)); 
10.      End 




This algorithm is responsible for capturing the live events that have a series of human activity. 
In order to narrow down the analysis, the proposed system performs a selection of a human subject and 
represents them with respect to two variables viz. Pname (Person name) and SID (Sample ID) (Line-1). 
The real-time feed of the event is captured with respect to the color image and depth image that are 
represented as variables vid1 and vid2 respectively (Line-3). A function g(x) is created to take the feed of both 
the real-time events of the human subject and store it in two discrete matrices of image colorIcol and image 
depth Idep (Line-3). In order to offer more granularity in the approach, the object associated with vid1 is stored 
in Icol, but the object associated with vid2 is stored in three different matrices, i.e., image depth, metadata 
depth, and temporal-spatial depth. A tracker variable ix is constructed that is responsible for tracing SID 
(Line-4) while a matric Co and Co2 are developed for storing the two- and three-dimensional coordinates 
respectively. Therefore, the variable S and S2 is a representation of the processed matrix of tracker 
ix (Line-5). In case there are positive numbers of the tracker/indexer of the events (Line-6), then a new matrix 
zval is constructed for capturing all the event related information in the form of S and sum of all the tracker 
variable ix (Line-9). 
The algorithm of the proposed system is designed for precise identification of the human activity 
with the aid of a simple machine learning mechanism. The idea of using a machine learning mechanism is 
targeted for offering accuracy in the identification process. In order to incorporate a greater degree of 
accuracy in the process of the activity recognition system, it is necessary that every smaller piece of 
information associated with the event should be recognized. Therefore, the proposed system implements a 
mechanism where the features are built up from spatial and temporal attributes connected to the real-time 
events in the proposed system.  The algorithm takes the input of real-time event video in the form of Is (input 
sample) which after processing yields an outcome of sfeat (sampled feature). The step involved in the 
proposed algorithm is as follows: 
 
Algorithm for activity recognition using machine learning 
Input: Is (input sample) 
Output: sfeat (sampled feature) 
Start 
1. init Is, 
2. For i=1:length(sdb) 
3.       Idepàsdb(i) //image depth 
4.       Obtain Lcor, Rcorà(x,y,z) 
5.        DAà√(∑(Li-Ri)2), where i=x,y,z 
6.        aàf(P1r, rP2) 
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7.        Aàa.180/pi 
8.        obtain sfeatà[A] 
9.        [pop score]àf2(sfeat) 
10.      If score(pop)>-thres 
11.          Ràflag positive recognition 
12.      else 




Algorithm Step Discussion: For simpler processing of real-time feed of an event, the proposed 
system digitizes the feed in order to obtain it as Is (input sample) which has both spatial and temporal 
information (Line-1). The next part of the algorithm is to obtain significant features from all the spatial data 
(sdb), which is further used for extracting the image depth Idep (Line-3). In this stage, both the colored version 
of the core skeleton as well as image depth is obtained. The colored image S is obtained from the data 
structure of sdb while image depth Idep is obtained from Line-3. The next part of the algorithm is focused on 
obtaining various potential features associated with the ankle and wrist as they are a prominent indicator of 
any significant activity. The proposed algorithm obtains the three-dimensional coordinates system from both 
the left and right ankle (Line-4). A Euclidean distance is applied for computing spatial the differences 
between the left and right ankle (Line-5) considering all the three-dimensional coordinates. Similar 
algorithmic steps, i.e. Line-4and Line-5 is used for computing the Euclidean distance between the left and the 
right wrist too.  
Although, the logic focuses on the identifying the spatial attribute of the displacement considering 
the significant limbs, e.g., ankle and wrist, however, the temporal attribute of the displacement can be known 
if the orientation measure is considered for the event captured.Therefore, the algorithm performs the 
computation of the orientation measurement of another limb, i.e. both the elbow. The algorithm computes the 
effective displacement of both the elbows viz. P1r and rP2 and applies a function f(x) on this to obtain the 
actual orientation factor associated with the elbow (Line-). The function f(x) computes inverse tangent of four 
quadrants over two variable viz. i) variable-1 for normalized cross product of P1r and rP2 and ii) dot product 
of P1r and rP2. Finally, the orientation score is obtained A (Line-7). This mechanism is performed for both 
elbow and legs orientation to finally obtain all the features sfeat from A (Line-8). The algorithm applies 
another function f2(x) over the obtained features to extract the final set of features (Line-9). However, 
the obtained feature is just for feature identification that directly assists in the activity recognition system. 
The operation carried out till this stage ensure 70% of accuracy owing to the adoption of spatial and temporal 
based features; therefore, the proposed system upgrade the function f2(x) using machine learning 
based approach. 
There are various justifications of using machine-based learning approach. Adoption of this 
approach allows the implementation of multiple forms of machine learning approaches for the purpose of 
efficient predictive recognition of human activity. The proposed system performs prediction of data with 
respect to the data history, and hence all the factors (spatial as well as temporal aspects) are considered while 
performing the training operation. When this function is applied on a set of features, the training yields 
predictive operator pop and its respective score (Line-9). After obtaining the value of the score, it is compared 
with the cut-off value thres where the positive value will ensure perfect recognition R of the activity 
(Line-11) of the event while the negative value will call for negative recognition R (Line-13). A closer look 
into this step of operation will show that this is meant for improving the accuracy of the recognition 
capability. Although the process is bit iterative in this regards, interestingly it offers the capability to reduce 
down the error-prone identifications. According to the algorithm, if the process does find a perfect match 
with its trained dataset with respect to the spatial and temporal factor, it will mean that the subject displays a 
very different movement and hence the recognition system captures that the subject is different and distinct. 
Therefore, the proposed system offers an extensive granularity in its outcome for activity recognition system 
that enables the system to perform a good balance between accuracy as well as identification performance. 
 
 
3. RESULT ANALYSIS 
This section discusses the outcomes obtained from the implementation of the proposed algorithm 
towards the identification of the human activity. The prime strategy to analyze the outcome is to assess the 
mobility of the subject in order to determine their precise activity identification. The study considers 
approximately 20 skeletal joints. Using the similar test environment of our prior experiment [32], 
the proposed system has captured a 20 x 20 matrix associated with all the sequences of the individual video.  
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In this system, all the cells in the matrix depict the sectors that are occupied by histograms. Different 
numbers of subjects are considered for this experiment where different video sequences have been captured 
and stored. The scripting of the proposed logic was carried out in MATLAB, and it offers supportability of 
both life as well as offline analysis.  
Figure 3 highlights the visual outcomes of the proposed system where it can be seen that real-time 
feeds are captured from the visual sensors in order to obtain the colored image as well as depth image. 
This information will assist in extraction spatial and temporal-based features that will finally assist in 
improving the accuracy of the proposed activity recognition system. The analysis has been carried out using 
35 subjects (only four different sample test subjects are shown in Figure 2). The next part of the analysis is 
all about assessing accuracy. After the capturing of the event has been carried out, the proposed system 
computes allthe essential mobility aspects associated with the ankle, elbow, wrist, leg, etc. Figure 4 
highlights the computation of the ankle and wrist displacement. Figure 5 and Figure 6 shows that the 
proposed system is capable of tracking all the minor and insignificant movement of the subject too. 
The system also tracks information associated with ankle, wrist, elbows, and leg as shown inFigure 5. 
The proposed system also estimates the mean matrix as well as stream map as exhibited in Figure 7 that 
offers the comprehensive evidence of accuracy obtained for all the activity identification. 
 
 














































Figure 3. Visual outcomes of proposed activity recognition 
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Figure 4. Wrist and ankle displacement calculation 
 
 










Figure 7. Matrix representations for different histograms 
 
 
The idea of the proposed system is assessed with respect to the existing approaches of activity 
recognition system, e.g. Zdraveski et al. [33], Nakagawa et al. [34], and Henpraserttae et al. [35]. 
The summarized outcome is highlighted in Figure1. 
The comparative analysis is shown in Figure 8 highlights that the proposed system offers better 
accuracy as compared to existing approaches considered for analysis. Although, the approach of Zdraveski et 
al. [33] is found to be 95%, still, its practical applicability, as well as computational complexity, is not 
computed. The approach of Nakagawa et al. [34] suffers from higher dependencies of massive data for 
identification. Similarly, the work of Henpraserttae et al. [35] doesn’t consider the problem of data 
variability, and hence they are applicable only for static datasets without any assessment of its computational 
complexity. The proposed system has exhibited 10-15% of memory consumption with 0.5341 seconds of 
processing time consumption over 532 MB of digitized data of the real-time event. Hence, the supportability 
of the proposed system is quite higher on practical ground. It should be noted that all the existing system are 
experimented and analyzed on the basis of the standard dataset. Although, it is least important about 
the format of the data, however, analysis over static dataset doesn’t prove the practicality of the existing 
solution. Moreover, the existing concepts towards activity recognition are quite hypothetical as they were 
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never assessed for their computational complexity. However, the proposed system bridges this gap and 
proves that it maintains a good balance between accuracy and its other associated performance. 










Recognition of the specific activity of the human is quite a difficult task as it suffers from various 
challenges associated with the dynamicity of movement as well as variation in the illumination condition. 
The outcome exhibits that features captured on the basis of spatial as well as temporal factors are highly 
suitable for assessing all the significant mobility/displacement of the subjects. The recognition of the activity 
was captured in the form of displacement of various significant limbs of the subject as seen from histogram 
analysis. The study outcome shows that machine-based learning approach is highly fruitful in obtaining better 
results in the form of accuracy as well as overall system performance. Therefore, the technical viability, 
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