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Resumo 
O desempenho de sistemas computacionais tem sido um requisito recorrente para um 
grande número de aplicações. Porém, nem sempre as soluções tradicionais para se me-
o desempenho como por exemplo: o aumento na freqüência de operação dos pro-
cessadores, a de processamento paralelo podem ser viáveis técnica ou eco-
nomicamente, principalmente em se tratando de um sistema dedicado. Urna alternativa 
para a melhoria de desempenho em tais sistemas é a identificação dos trechos da aplicação 
que são executados de forma pouco eficientes por software e implementá-los diretamente 
em hardware. Os candidatos naturais para esta abordagem são os laços interiores, que 
normalmente são pequenos e responsáveis por grande parte do tempo de execução e, que 
quando implementados em hardware, não fazem uso de uma grande área de silício. 
Neste trabalho propomos um co-processador reconfigurável, mapeado em memória, 
denominado Co-processador Reconfigurável Dinamicamente (CRD), capaz de exe-
cutar trechos de códigos pouco eficientes em software, tais como laços internos (kernels), 
diretamente em hardware. Com o intuito de reduzir a área ocupada pelo co-processador, 
diminuindo desta forma o custo do sistema, o CRD é dotado de uma unidade de re-
programação, que permite reutilizar os recursos disponíveis para implementar diferentes 
trechos de programa em hardware em uma mesma instãncia de execução. 
Os trechos de programas escolhidos para serem executados diretamente em hardware 
(no CRD) são aqueles responsáveis pela maior parte do tempo de execução do programa 
como um todo. O uso desta técnica mostrou um ganho total, no tempo de execução dos 
programas do benchmark DSPStone de até 20 vezes. 
Abstract 
Performance has beem a current requirement for a great number of applications. However, 
in some cases, the traditional solutions to improve performance, like: increase frequency of 
processor's operation, paral!el processing can be applied, or to be economically, 
the improvement object ís a embedded system. An alternatíve can 
adopted is to identify the blocks in source code ím:ffi<;ieJat when implemented software 
and to implement them in the hardware dírectly. Natural candidates are the inner loops, 
thats normally are small and responsible for great parte of the execution time and that 
implemented in the hardware doesn't use great silicon area. 
In this work we propose a reconfigurable coprocessor system mapped in memory called 
CRD, capable to execute inefficient codes in software, such as interna! loops (kernels), 
directly in the hardware. With intention to reduce the filled area for the ASIC, reducing 
by this way the price of the system, it has a reprogrammable unit inside of this, destined 
to fill the lack of memory that is not being more used for a hardware instruction, for other 
that it will be used in the future. 
The parts of chosen programs to be executed in the hardware are those responsible 
ones mostly of the time of program execution. The use of this technique shows a total 
speedup of up to 20 times, in the execution time of the DSPstone benchmark programs. 
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XIX 
Capítulo 
Introdução 
O desenvolvimento dos sistemas computacionais eletrônicos, tem experimentado um enorme 
crescimento desde seu surgimento, há pouco mais de 50 anos. Isto se deve à constante 
evolução nos processos tecnológicos utilizados para a sua implementação (principalmente 
CMOS), à evolução das ferramentas de auxílio ao projeto e a inovação no projeto, em 
si, dos sistemas (Arquitetura). Inicialmente a forma de computação dominante era o uso 
de grandes máquinas denominadas Mainframesl, que custavam milhares de dólares e ne-
cessitavam grande suporte técnico. O surgimento dos microprocessadores no início dos 
anos 70 e sua constante evolução proporcionou uma grande popularização dos sistemas 
computacionais o que nos permite hoje em dia comprar, por pouco mais de US$1,000.00, 
um computador pessoal com mais recursos e poder computacional do que os computa-
dores comerciais da década de 80. O resultado direto dessa evolução, onde temos por 
um lado aumento de desempenho e por outro redução dos custos, levou ao uso de siste-
mas computacionais nos mais diferenciados produtos utilizados nas atividades cotidianas, 
como telecomunicações (telefonia fixa e móvel), veículos de transporte (controle de freios, 
combustível, estabilidade de vôo etc), eletrodomésticos (controle inteligente de ar condi-
cionados, microondas, geladeiras, máquinas de lavar etc), entretenimento, equipamento 
médico e hospitalares (tomografia computadorizada etc) entre outras. 
Este novo uso dos sistemas computacionais, denominados de sistemas embarcados [10], 
tem imposto diversos desafios a evolução dos sistemas computacionais tais como portabi-
1 Computadores de grande custo e porte, capaz de suportar centenas ou milhares de usuários 
simultaneamente 
1 
2 
!idade, baixo consumo de energia, baixa disponibilidade de memória, confiabilidade, I/ O 
e curto tempo de projeto. Buscando atender a estes requisitos de os 
tem usado em suas soluções diversos tipos de processadores (RISC, 
DSP, ASIP) e em muitos casos o uso simultâneo de mais de um processador de tipos 
diferentes. 
Estima-se que aproximadamente 79% dos microprocessadores produzidos em todo o 
mundo têm como destino os sistemas embarcados e que programadores escrevem 5 vezes 
mais código para sistemas embarcados do que para computadores convencionais [56]. 
Em um grande número de aplicações, onde requisitos como área de silício, potência e 
desempenho são essenciais, a integracão de todo o em uma única tem se 
uma sistema resultante desta integracão dá-se o nome de soe 
(System-on-a-chip) [30]. Neste novo cenário, alguns desafios devem ser vencidos. Por um 
lado, se respeitada a lei de Moore, pela qual o número de transistores disponíveis em um 
chíp dobra a cada 18 meses [59] e a demanda de mercado exigindo cada vez aplicações mais 
sofisticadas, é possível implementar estas novoas aplicações em sistemas SOC. Por outro 
lado, este mesmo mercado exige cada vez mais um menor tempo de projeto o que implica 
em dizer que sistemas com milhões de transistores devem ser projetados em um espaço de 
tempo de poucos meses [54]. üma solução, que vem sendo adotada, para enfrentar estas 
novas demandas do mercado é o projeto do sistema utlizando-se o paradigma de "projeto 
baseado em plataformas". üma plataforma é uma arquitetura de hardware e software 
específica para um domínio de aplicação, mas altamente parametrízável (no número de 
componentes de cada tipo, na estrutura de comunicação, no tamanho da memória, nos 
tipos de dispositivos de E/S etc.). Uma segunda abordagem é o projeto baseado em 
IPcores (Intellectual Property) que consiste em projetar os sistemas, usando-se diversos 
cores previamente projetados e validados escolhidos dentre aqueles fornecidos por diversos 
"fabricantes". Estas estratégias viabilizam o reuso de componentes (ou núcleos) [9] 
previamente desenvolvidos e testados, o que reduz o tempo de projeto. 
Em muitos casos, as necessidades de desempenho e/ou de processamento em tempo 
real exigidas pelas aplicações não podem serem alcançadas com soluções baseadas em um 
único processador, exigindo soluções que utilizem: arquiteturas paralelas ou distribuídas 
41, 52, 65, 63] baseadas em vários processadores de propósito geral; arquiteturas 
3 
baseadas em processadores dedicados à aplicação específica (ASIPs) [95]; arquiteturas 
re<;ortfig;uráv,eis etc. Assim, com o objetivo satisfazer os novos requisitos dos sistemas 
(alto desempenho, baixo consumo de energia, alta tem-se 
observado o surgimento de novos modelos e estilos de computação. 
De uma forma geral, pode-se classificar os tipos de computação para sistemas embar-
cados em dois grandes grupos: aqueles baseados em software, representados por soluções 
implementadas em sistemas que utilizam processador(es) programável(eis) de propósito 
geral e aqueles baseados em hardware, representados pelos sistemas que utilizam processa-
dores especificamente projetados para executarem determinada tarefa. Ambas as soluções 
são bem delinlit;OJ.d<lS quaJ1W as vantagens e desvantagens em sua uc.u"'"''"'v qu:am.o ao 
custo, tempo projeto, consumo, desempenho e flexibilidade. 
No paradigma baseado em software, vê-se claramente uma grande vantagem quando 
os requisitos principais são flexibilidade e custo. Nesta abordagem tem-se um proces-
sador de propósito geral e um código contendo instruções que serão executadas neste 
processador. Segundo Pressman [67] e Yourdon [99] o processo para este desenvolvi-
mento consiste na descrição e análise do problema e no projeto da solução. Ao final desta 
etapa, o desenvolvedor possui a solução do problema e deve saber quais os paradigmas de 
programação e computação que melhor se adequam a solução proposta. Esta solução é 
então representada por um algoritmo. A codificação deste algoritmo em uma linguagem é 
então interpretada ou compilada gerando um programa executável para um determinado 
tipo e nível arquitetura!. A execução de software garante flexibilidade ao sistema, permi-
tindo que várias soluções possam ser implementadas, e portabilidade, pois uma vez que a 
solução do problema está descrita em uma linguagem, pode-se transpor a execução para 
diversas arquiteturas diferentes, visto que um compilador é quem faz a tradução do código 
fonte para o código executáveL Porém, a grande limitação deste modelo de computação 
está no baixo desempenho, ou melhor, no desempenho inferior ao que se poderia atingir 
utilizando a abordagem por hardware. 
Já no paradigma de hardware específico, ou fixo, observam-se vantagens quando o 
requisito é desempenho, porém, em contrapartida nota-se uma sub-utilizacão do sistema 
em tarefas não tão usuais. A abordagem baseada em hardware consiste em projetar um 
sistema específico para o problema que se deseja computar. Esta abordagem permite 
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sistemas com alto desempenho e de acordo com a tecnologia utilizada implementam, 
geralmente, um algoritmo. Projetos de (Application Specific ICs) tn'eram 
grande impulso com o aumento da densidade dos circuitos integrados, assim como o avanço 
de ferramentas de projeto vLSI ( Very Large Scale Integration). A falta de flexibilidade e 
o custo são os abordagem. 
Apesar do exposto, os fatores custo, desempenho e flexibilidade, mr!itcLS vezes também 
não são satisfatórios. 
É curioso observar que, comparando a abordagem em hardware e em software, em 
geral, o ponto forte de uma é o ponto fraco da outra e vice-versa. Assim, torna-se in-
teressante a busca por uma mista que aglutinar os pontos fortes ue;;u~" 
abordagens. possível solução é particionar o sistema de que as +~,.,f,,q 
que demandem menos desempenho sejam executadas em um (ou mais) processadores de 
propósito geral e as tarefas que demandem alto desempenho sejam executadas em um 
hardware específico. Para reduzir a área ocupada pelo hardware específico pode-se, ainda, 
utilizar um dispositivo progmmável (FPGA- Field Programmable Gate Array) que sob 
demanda pode ser programado para implementar diversas atividades. A esta nova abor-
dagem denomina-se computação reconfiguráveL O uso deste tipo de computação permite 
alcançar desempenhos comparáveis aos desempenhos das soluções baseadas em AS!Cs 
dedicados com flexibilidade comparáveis às soluções implementadas com processadores de 
propósito geral, urna vez que se tem várias tarefas sendo realizadas em hardware e este 
pode ser reprogramado para incorporar atualizações no sistema. 
Conforme [68], "Computação reconfigurável representa uma nova idéia em filosofia 
de computação, na qual algum agente de hardware de propósito geral é configurado para 
realizar uma tarefa específica, mas pode ser reconfigurado sob demanda para realizar outras 
tarefas específicas". 
Segundo Hartenstein [34], a proposta de hardware reconfigurável, estará cada vez mais 
presente em sistemas embarcados, onde a enorme vantagem de se incluir a reconfiguração 
de hardware é a possibilidade extra de personalização de um chip, e a atenuação do enorme 
custo de máscaras que as tecnologias nano-métricas apresentam. 
Neste trabalho propomos um co-processador reconfigurável, mapeado em memória 
denominado Co-processador Reconfigurável Dinamicamente (CRD}, capaz de exe-
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cutar trechos de códigos pouco eficientes em software, tais como laços internos (kerne!s), 
diretamente em hardware. Com o intuito de reduzir a área ocupada pelo co-processador, 
uuuuw;uuv desta forma o custo do sistema, o é de uma unidade de re-
programação, que permite reutilizar os recursos disponíveis para implementar diferentes 
or,Ol<Jrarna em hardware em uma mesma instância de execucão. 
1.1 Organização do Trabalho 
Este trabalho está organizado da seguinte forma: no próximo capítulo, são apresentados 
alguns trabalhos realizados sob a óptica da computacão reconfigurável, bem como alguns 
conceitos ml;rent!lS a área. capítulo 3 é apresentado o ambiente para o neserl-
volvimento protótipo do CRD, dando uma ênfase maior à apresentação do processador 
NIOS, utilizado como processador host do sistema. No capítulo 4, são apresentados em 
detalhes a arquitetura do CRD. No capítulo 5 é apresentada a linguagem híbrida CRDL, 
desenvolvida como parte deste trabalho e utilizada para programação do co-processador. 
No capítulo 6, são apresentados formas de se obter melhores ganhos de desempenho na 
utilização do CRD, como a utilização de paralelismo e variação da granularidade como 
critério para o particionamento entre hardware e software, além de algumas técnicas de 
implementação para contorno dos limites físicos do co-processador. 
No capítulo 7, são apresentados os ganhos obtidos na utilização do CRD em conjunto 
com o processador de propósito geral Nios, a partir de testes realizados em bancada. Os 
dados, são ainda confrontados com o tempo de execução obtido por diversos DSPs. 
Por fim, no capítulo 8, apresentamos as principais dificuldades envolvidas na ela-
boração deste trabalho, bem como algumas conclusões e trabalhos futuros. 
No final deste trabalho, é adicionado sob forma de anexo, o código fonte dos programas 
pertencentes ao DSPStone para identificação do bloco transcrito em hardware, delimitados 
pela diretiva START-PROFILING e END_PROFILING. 
Capítulo 2 
Trabalhos Relacionados 
um o hardware para execução uma dada ta-
refa pode ser modificado no tempo, adaptando-se para melhor executar a tarefa. Esta 
transformação (configuração) do hardware pode se dar de duas formas: uma de maneira 
estática, quando a configuração do hardware é realizada antes do início da execução da 
tarefa e não sofre mais alterações até o término da mesma e outra dinâmica, quando 
as adaptações no hardware são realizadas on-the-fiy1 durante a execução da tarefa. A 
configuração dinâmica, pode ainda, ser classificada como total, onde o dispositivo encerra 
a execução de determinada computação para promover a configuração de uma próxima 
instrução e parcial, onde a execução na unidade reconfigurável se dá juntamente com a 
configuração de uma próxima computação. Infelizmente com a tecnologia atual, a confi-
guração de um dispositivo programável (FPGA) gasta tempos medidos em milisegundos 
o que restringe o campo de aplicação de sistemas reconfiguráveis dinamicamente, mesmo 
quando se usa os dispositivos reconfiguráveis mais novos que admitem reconfiguração par-
ciaL Uma solução que pode ser adotada para se contornar esse problema introduzido pelo 
tempo de programação do dispositivo programável é usar a programação estática, onde 
alguns trechos do programa são escolhidos para serem implementados diretamente em 
hardware, sendo programados no dispositivo antes do início da execução da tarefa. O 
dispositivo não sofre mais alteração até o fim da execução. Nesta abordagem os disposi-
tivos programáveis podem ser previamente particionados em trechos que terão aplicação 
específica, seja como componentes de hw ou aceleradores de software. Estes pequenos 
1 em tempo de execução 
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trechos do programa para execução direta em hardware são, em geral, responsáveis pela 
mawr do tempo de execução do mesmo. 
Enabclrase encontrem diversas referências e trabalhos sobre reconfiguráveis, 
a maioria ainda está direcionado à pesquisa. Alguns trabalhos de maior interesse e 
ult.adcJs na área 
a elaboração do projeto apresentado nesta dissertação. 
SPLASH2 
SPLASH2 [11] é um dos primeiros trabalhos apresentados na literatura que possuí um 
protótipo em uma contendo FPGA's (a versão contém 
FPGAs 4010 [97]) conectada à uma SBus[l]. O 
liza o conceito de reprogramação estática, isto é, uma vez a aplicação, a sua 
solução por hardware é programada nas FPGAs e durante a execução da tarefa o hard-
ware não é mais reconfigurado. O hardware é programado para executar toda a tarefa, 
sem alternância de execução de parte da tarefa em hardware e parte da tarefa na estação 
de trabalho. Nos primeiros trabalhos, o SPLASH2 foi utilizado para executar uma ampla 
diversidade de tarefas e os seus resultados comparados com aqueles obtidos pela execução 
das mesmas tarefas, implementadas em software, executadas em uma SPARClO. Para o 
cálculo de distâncias de edição em cadeias de DNA [11, 50] obteve-se um ganho acima de 
2500 vezes. Para aplicações de computação gráfica (filtro da mediana aplicado a uma ima-
gem em tons de cinza) obteve-se ganhos de 140 vezes. Estes resultados despertaram um 
grande interesse pela computação reconfigurável em diversos centros de pesquisas. Atual-
mente, pesquisas usando o SPLASH2 vêm sendo realizadas no Supercomputing Research 
Center. 
PRISM Machines 
O PRISM Machines [5, 93] também foi, um dos primeiros protótipos com computação re-
configurável apresentado na literatura e foi desenvolvido no Virginia Polytechnin Institute. 
A versão desse protótipo, PRISM-I (Processor Reconfiguration through Instruction-Set 
Metamorphosis), consistia de uma placa com 4 Xilinx 3090 [97], conectadas a um sistema 
baseado em um processador Motorola 68010 [61]. É um hardware reconfigurável baseado 
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em uma placa mu!ti-FPGA, como no sistema Splash. A diferença no entanto, da-se pelo 
fato da transparência exist<3nt;e entre o host2 e o protótipo. Para o 
aplicações foi desenvolvido um compilador que com alguma assistência do programa-
é feita a extração do trecho de código (trechos menos eficientes) a ser implementado 
em hardware. Este compilador a execução do processamento entre o host e o 
di;;pi)Sitiv·o reconfigurável, os programas compilados rodam no processador 
do host e parcialmente na placa FPGA. 
Com o intuito de manter uma maior aproximação entre a unidade reconfigurável e o 
processador host, de forma a reduzir atrasos ocasionados pela interconexão das unidades, 
foi o PRISM-II [93], composto por um processador host(AMD29050) [2] e 
a placa (3 Xilinx 4010). 
Para ambas as máquinas, o tamanho das FPGAs limitam os laços internos a pequenas 
funções. Para estes pequenos laços implementados, conseguiu-se speed-ups de 7 a 86 vezes 
quando comparados com o host e de 2 a 25 vezes por FPGA. 
Spyder machine 
Outro protótipo muito similar ao PRISM, é o Spyder machine, desenvolvido na École 
Polytechnique Fédérale. O Spyder machine [43] estende um processador customizado com 
três Xilinx 4010 atuando como unidade de execução reconfigurável. Neste projeto, o 
programador se torna responsável pelo particionamento do programa entre o processador 
principal e a unidade de reconfiguração 
DISC 
Usando a mesma abordagem que os trabalhos anteriores, porém procurando uma forma 
de manter uma maior integração entre processador principal e unidade reconfigurável, 
pesquisadores da Brigham Young University, criaram uma máquina híbrida chamada de 
DISC, abreviação de Dynamic Instruction Set Computer [40, 94]. Sugerem neste trabalho 
manter em uma mesma FPGA o processador principal e a unidade reconfigurável. 
A FPGA utilizada é particionada em duas áreas, uma implementao módulo de controle 
global estático e outra o espaço de instruções dinâmicas. A unidade de controle estático é 
2computador hospedeiro 
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sempre executada na FPGA como uma unidade global não volátiL Seu propósito está di-
memória, recursos e canais de comunicação. 
de uma aplícação DISC iniciar, a unidade de controle global é carregada para o hard-
ware e o espaço de instruções dinâmicas é limpo. Conforme o espaço instruções 
pr•oertchidt), 11.1u•-'u'u' de sao para alocar hardware adiciona! 
novos módulos de instruções. Para reduzir o overhead3 de configuração, a FPGA é 
parcialmente configurada. 
Duas versões deste protótipo foram desenvolvidas, o DISC original e o DISC II Na 
primeira versão, o DISC utiliza dois National Semiconductor CLAy31, o segundo utiliza 
dispositivo mais poderoso. 
Apesar dos dois protótipos não possuírem um compilador, a tarefa de reconfiguração 
é desempenhada por uma ferramenta de síntese para usuais. O mecanismo de 
reconfiguração do DISC é tratado como uma pequena cache que inicia a gravação da 
programação na FPGA, na ocorrência de um miss, que gera um stall no sistema com a 
duração necessária à reconfiguração. 
Para um conjunto de aplicações baseadas em filtros utilizados em processamento de 
imagens como a convolução bidimensional, foi alcançado um desempenho de 80 vezes em 
relação a um sistema utilizando um processador de propósito geral na computação do 
mesmo algoritmo. 
Kestrel 
Outro sistema baseado em FPGAs, fazendo uso de um co-processador como unidade re-
configurável, que merece destaque é a unidade reconfigurável Kestrel [51], desenvolvida 
na University of Califórnia Santa Cruz, consistindo em um processador paralelo reconfi-
guráveL O Kestrel tem como principal objetivo, oferecer ganhos significativos em análises 
de sequências moleculares (formada por cadeias de proteínas ou aminoácidos) e outras 
aplicações em que o paralelismo de dados pode ser aplicado de forma eficiente. Dotado 
de processadores elementares que podem ser configurados de forma a obter um array 
sistólico, o projeto em questão, com um total de 512 processadores elementares, obteve 
3na grande maioria das vezes, atraso decorrente à transferência de dados 
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ganhos significativos em aplicações na área de biologia computacionaL 
O protótipo deste co-processador, com um total processadores elE,m•en,tar 
realiza comparações de de 20 a 40 vezes mais rápido que e"·.,.r·Rn trabalho 
com freqüência de 4.33 
2.1 Arquiteturas Híbridas 
Em computação reconfigurável com a utilização de FPGAs, como apresentado anterior-
mente, o dispositivo reconfigurável fica sem uso em grande parte do programa, princi-
palmente quando não executa um número considerável de repetições. Para suprir esta 
de!tlcrenCJa e tentar um aumento no desempenho destes sistemas, é o m<)d,elo 
de computação reconfigurável Mbrida, que consiste no acoplamento de um dispositivo re-
configurável a um processador, com o intuito de explorar um pouco as duas arquiteturas. 
A utilização de uma unidade reconfigurá vel separada do processador pode acarretar pro-
blemas quanto a compatibilidade de sinais e conexão de dados, fazendo com que desta 
forma a adoção de um processador de propósito geral como processador host se torne 
inviáveL A literatura apresenta como um tipo de arquitetura híbrida, processadores de 
propósito geral com alterações em seu datapath, de maneira a diminuir atrasos decorrentes 
à configuração ou programação e aumentar o desempenho de possíveis instruções desen-
volvidas em hardware. Esta abordagem cria um sistema específico integrado, diferente dos 
que utilizam uma unidade reconfigurável externa. Estes últimos, apesar de apresentarem 
perdas referentes à overheads e comunicação de dados, ganham em portabilidade devido 
à generalidade do canal de comunicação de dados e comandos. 
Com esta organização, o hardware reconfigurável seria utilizado para executar os laços 
mais internos ( kernels) de uma aplicação, enquanto o processador tradicional ficaria res-
ponsável pelo processamento da massa de código restante. 
PRISC 
Alguns projetos como o PRISC [75], Programable Instruction Set Computers, desenvol-
vido na Universidade de Harvard, sugeriam pequenas modificações em um datapath de 
um processador RISC, de forma que um novo opcode, de tamanho igual a 11 bits, fosse 
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desenvolvido com a finalidade de implementar as instruções da unidade reconfigurável. 
Com o novo opcode criado, poderiam ser gerenciadas 2048 novas instruções programadas 
na unrm1ue reconfigurável adicionaL Foram desenvolvidas diversas rerra:mem<'l.S em soft-
ware, como um compilador, destinado a determinar, converter, otimizar e programar, as 
sequências de instruções pouco em soi,tw·ane. 
Uma grande está no fato de que o protótipo PRISC é capaz de realizar ape-
nas funções cornbinacionais. Outra limitação imposta é que as novas instruções possuam 
no máximo dois operandos e produzam uma única saída, assim instruções complexas não 
podem ser implementadas diretamente no hardware. Os resultados apresentados na lite-
ratura são referentes à simulações e apresentam ganhos de 9% a 91% em relação a um 
processador propósito geraL 
MorphoSys 
Utilizando o TinyRISC [85], o projeto MorphoSys [31, 49] modifica o datapath do pro-
cessador host de forma a manter urna matriz de unidades reconfiguráveis, de tama-
nho 8x8. Com a grande finalidade de acelerar algoritmos de computação gráfica, como 
compressão de dados (codificação e decodificação em aplicações de vídeo que utilizam 
padrão MPEG [73]) e aplicações ATR (Reconhecimento Automático de Padrões) além 
de criptografia. Todas as unidades reconfiguráveis possuem uma ULA (Unidade lógica 
e Aritmética) [37] de 16 bits, dois multiplexadores que realizam a seleção das entradas 
das ULAs, uma unidade de deslocamento ( shijt) e um banco de registradores. A ma-
triz é fisicamente construída de modo a permitir urna ampla interligação entre todos os 
registradores de todas as unidades de urna linha ou coluna. 
Na análise da codificação e decodificação do padrão MPEG, em aplicações de reconhe-
cimento automático de padrões e em um algoritmo de criptografia foi reportado ganhos 
de 53 vezes quando cornparadores a um PENTIUM [42] II 233Mhz4 
GARP 
Notadamente a arquitetura Berkeley GARP [35, 91, 92], apresenta corno grande dife-
rencial entre as demais arquiteturas, um pequeno DMA (Acesso Direto à Memória) [37] 
4 Ver Comparação entre características computacionais para maiores detalhes- Seção 2.2 
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interno a unidade reconfigurável, sendo capaz de acelerar operações que necessitem trocas, 
leituras e escritas em u""""J' 
Para re<tmo<H sua reconfiguração e a transferência de dados entre os registradores do 
processador propósito geral, foram necessárias algumas modificações na estrutura 
terna do processador principal ( datapath), sendo necessária a criação de novas in<,tr,nriiPs 
para estes propósitos. A maneira adotada para a configuração de uma nova instrução no 
hardware foi o desenvolvimento de um software que recebe uma descrição comportamental 
da configuração desejada, de forma textual, e retoma um arquivo para ser incluído no 
código fonte do programa que fará uso desta nova operação. 
Para a execução do algoritmo DES (Data Encryption Standard), a literatura reporta 
ganhos de desempenho na ordem de 19 vezes, e de 17 vezes na execução 
dithering em uma imagem. 
Chimaera, ConCISe 
um filtro 
Outros trabalhos que utilizam unidade reconfigurável como unidade do processador, e 
que merecem destaque são o Chimaera [7, 45] desenvolvido na Northwestern Univer-
sity, e o ConCISe [39] desenvolvido no Philips Research Laboratories. Suas unidades 
reconfiguráveis, assim como no PRISC, são vistas como uma unidade funcional de um 
processador, onde as entradas de dados são obtidas através do register file [37] e os re-
sultados armazenados de volta. Porém, devido a falta de qualquer registrador interno, a 
unidade funcional reconfigurável não suporta a implementação de laços no circuito. 
Para todos estes sistemas apresentados, o método de configuração empregado foi o 
mesmo utilizado com sucesso pelo DISC, as configurações são executas através de um 
gerenciador de funcionalidade semelhante a uma memória cache. 
Quando aplicadas a unidade funcional reconfigurável Chimaera, speed-ups5 de 2 a 4 ve-
zes foram reportados para computações de propósito geraL Em aplicações de compressão 
(Compress Benchmark) o sistema apresentou um ganho de desempenho de Ll vezes. 
Quando submetidos a aplicações como o algoritmo lijé, onde é possível uma opti-
mização paralela agressiva, foram alcançadas taxas de até 160 vezes [45]. 
5 ganho de desempenho 
6 inventado por J. H. Conway, em 1969, o algoritmo li f e implementa um autômato celular 
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NAPAlOO 
o 100 (National Adaptative Processing Architecture) é um sistema que possui 
em um mesmo circuito a unidade reconfigurável, processador e memória, redu-
zindo problemas de comunicação e da banda de dados, entre o processador 
principal e a unidade reconfigurável. 
inovador consiste na arquitetura sua unidade reconfigurável que aceita 
mais de uma configuração ao mesmo tempo, podendo executar uma nova configuração na 
unidade de controle simultaneamente com a execução de outra. 
Através da linguagem NAPA-C [78], pedaços de código escritos em alto nível são 
em bits 
A linguagem apresentada pelos autores oferece uma grande semelhança com a 
C, apresentando diretivas para estruturação da unidade reconfigurável, como #pragma 
que limita o bloco que deve ser implementado na unidade reprogramáveL 
Resultados pouco expressivos foram demonstrados neste tipo de abordagem, raramente 
com speed-ups superiores a 2 vezes. 
2.1.1 Hardware Reconfigurável para Processamento Streamíng 
Seguindo uma outra linha, algumas pesquisas tem se dedicado ao desenvolvimento de 
hardware reconfigurável para aplicações do tipo stream 7 • Alguns exemplos de aplicações 
streams incluem filtro de audio e vídeo, compressão, descompressão e criptografia, assim 
como problemas que possam ser decompostos em operações de posições contíguas de 
memória, tais como manipulação de vetores. 
O sistema OneChip-98 [15] é uma arquitetura de reconfiguração estática, orientada a 
stream. Neste projeto somente uma entrada de stream e urna saída simples são suportados. 
Existem também restrições quanto ao tamanho da stream, tornando o sistema muito 
limitado. 
O RaPiD [38, 19, 28, 29] é um projeto desenvolvido na University o f Washington que 
busca a mesma abordagem de implementação. Sua unidade reconfigurável é composta 
de uma unidade funcional de 16 bits e os registradores são conectados por uma rede 
7 Dados em ordem sequencial, processados geralmente através de uma FIFO 
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configuráveL Utiliza-se neste projeto suporte a múltiplos streams, onde pelo menos 3 
são suportados, para um maior desempenho das aplicações submetidas ao 
sistema, a de arranjos sistólicos para grande massa de dados, 
São numerosas as aplicações do tipo streams que podem ser decompostas em uma 
sequência pequenas operações, igualmente atuantes, fazendo com que delas 
possam ser executadas em unidades de tamanhos variáveis, com sua velo-
cidade de execução proporcional à quantidade de hardware reconfigurável disponíveL 
Os trabalhos mais interessantes nesta área tem sido desenvolvidos na Carnegie M ellon 
University, sendo a unidade reconfigurável PipeRench [?, 48] o principal trabalho neste 
segmento, A proposta deste trabalho é um pipeline [37] onde todos os estágios 
são Cada estágio do do é formado por 16 pro-
cessadores elementares, onde cada um contém 8 registradores de 8 e um bloco lógico 
programável em SRA!YL Para a programação de cada estágio do pipeline são necessários 
672 bits, previamente armazenados na memória de configuração do chip, A entrada e 
saída de dados entre o pipeline e o exterior é feita através de memórias FIFO, A arquite-
tura do PipeRench, contudo, não permite trabalhar com problemas que não possam ser 
adequadamente representados sob a forma de streams, 
Apresentado em [6], o Wormhole é dotado de uma arquitetura completamente re-
configurável através de um stream que contém um cabeçalho com informações de reconfi-
guração do datapath, incluindo a reconfiguração do caminho dos dados ( crossbar routing) e 
das unidades funcionais, Em seguida ao cabeçalho aparecem os dados a serem processados 
que trilham o caminho configurado, 
2.1.2 Projetos Baseados na Modificação de Interconexões 
Alguns dos projetos mencionados, diferentemente daqueles nos quais faziam das FPGAs a 
base da sua unidade reconfigurável, criaram novas unidades para seus processadores, Ou-
tros estudos porém, têm concentrado esforços na matriz de reconfiguração, sem especificar 
exatamente como ela é conectada com a memória ou com o processador principaL 
O projeto experimental da NEC, chamado de SOP [98] (Sea Of Processar), sugere 
reotimizar os blocos lógicos de uma FPGA, uma versão do array reconfigurável foi desen-
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volvido no Tokyo Institute of Technology. 
GAs existentes de acordo com suas necessidades ou sugerir novos métodos de interligação 
entre unidades, entre eles podemos citar: CHESS, descrito por Marshall et [55], 
no lvf assachussets Institute o f Technology [22], assim como diversas 
outras estruturas e idéias como ICARUS [8], Kumar [47], Nimble [53] e Riley-2 [70], 
A partir dos anos 90, várias companhias como a Virtual Computer Corporation 
(www. vcc. com), Alpha Data Parallel Systems (www .alphadata. co. uk) e Nallatech 
Limited (www.nallatech.com), lançaram no mercado placas plug-in contendo pequenas 
quantidades de às vezes apreE:enta11do apenas uma. Estas placas quando "p!uga-
das" em uma e::qJan:sã(), como por ex,;mplo em um barramento PCI em uma ""'"''~v de 
trabalho, funcionam tipicamente como um acelerador genérico para aplicações diversas. 
2.2 Comparação entre Características Computado-
. 
na1s 
De acordo com algumas classificações e conceitos pertinentes a computação reconfigurável, 
é apresentada uma tabela comparativa (Tabela 2.2) contendo os principais trabalhos 
realizados na área. A reconfiguração, que é a possibilidade de alterar a configuração do 
dispositivo inúmeras vezes se necessário, classifica-se em: 
• Reconfiguração estática ou dinâmica 
Como visto anteriormente, chama-se reconfiguração estática aquela reconfiguração 
que é realizada com o dispositivo no estado inativo ou parado. A reconfiguração 
dinâmica é aquela realizada com o dispositivo no seu funcionamento normaL 
• Reconfiguração parcial ou total 
Define-se reconfiguração total quando é necessário reconfigurar todos os recursos 
reconfiguráveis do dispositivo. A parcial restringe-se a configuração de apenas al-
gumas partes do dispositivo. 
• Reconfiguração em tempo de execução ou compilação 
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" 
Define-se reconfiguração em tempo de execução quando existe a possibilidade de se 
reconfigurar o dispositivo durante a de execução ou (operação 
do dispositivo). A reconfiguração em tempo de compilação limita-se a o 
dispositivo no da fase execução ou processamento (normalmente durante 
a fase de co:mJJ>ila.çã<J) 
Define-se reconfiguração múltipla quando se faz necessário mais de um padrão de 
configuração (bits de configuração), armazenados no dispositivo. A reconfiguração 
única utiliza apenas um padrão. 
" Reconfiguração ou remota 
Diferencia-se o tipo de reconfiguração, entre local ou remota, pela proximidade 
(localização física) do padrão de configuração e dispositivo 
Quanto ao tipo de interface, local e remota, definida pelo tipo de conexão entre o host 
e o dispositivo reprogramável, que pode ser feita através de cabo ou memória PROM. 
Um sistema reconfigurável pode, ainda ser classificado como: 
• Monoprocessador 
• Multiprocessador: Neste caso, ainda podem extender-se à: 
1. SIMD - Single Instruction M ultiple Data 
2. MIMD - Multiple Instruction Multiple Data 
• VLIW Very-Long Instruction Word; 
s Pipelined - Também conhecido como paralelismo em nível de instrução. 
Muito empregado na área, o termo granularidade define o tamanho do grão da imple-
mentação lógica do dispositivo reconfigurável, distingue-se entre fina, média e grossa ou, 
em nível de bits, instrução ou bloco de instruções. 
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I 
I 
I 
I 
' 
I 
I 
I 
i 
Sistema I Gra.11ularidade Programabilidade Reconfiguração Interface Modelo I Domínio 
DPGA i Fino I Múltipla Dinâmica Remota Monoproc. I Computação em [21] i ' nível de bits i i 
GARP 
I 
Fino I Múltipla E-stática 
I 
Local 
I 
Monoproc. Computação em 
' 
nível de bits 
Splash 
I 
Fino I ' I 1-1últipla Estática Remota I Monoproc. Computação em I nível de bits 
' 
DEC Fino Simples Estática Remota ! Monoproc. Computação em I PeRLe-1 [64] I nível de bits 
Chimaera 
OneChip 
DlSC 
PADDl 
[80] 
MATRIX 
RaPíD 
Remare 
[58] 
RAW [90] 
PipeRench 
Mo:rphosys 
2.2.1 
Fino Simples Estática Local Monoproc. Computação em 
nível de bits 
Fino Simples Estática 
' 
Local Monoproc. Controladores, 
I i I Aceleradores I 
I Fino Simples Dinâmica Local Monoproc. propósito geral 
Grosso Simples Estática Remota v'LJW, SIMD Aplicações 
DSP 
Grosso Múltipla Dinâmica Kão M!MD Não definido 
definido 
Grosso Simples Maioria Remota Arranjo Arranjos sistólicos 
Estática Linear 
Grosso Múltipla Estática Local SJMD Aplicação de 
dados paralelos 
Misto Simples Estática Local M!MD propósito geral 
Misto Múltipla Dinâmica Remota Com Pípeline Dados e DSP 
Misto Múltipla Dinâmica Local SJMD Dados paralelos 
Tabela 2,1: Classificação de Sistemas reconfiguráveis 
Desempenho de Várias Aplicações em Sistemas Reconfi-
guráveis 
Durante a revisão bibliográfica deste trabalho procurou-se fazer uma breve comparação 
de desempenho, entre a maioria dos sistemas apresentados, porém a forma em que são 
apresentados os resultados são tanto quanto questionáveis, Para se ter uma boa base 
de comparação seria necessário ter uma equivalência entre tecnologia, padronização do 
algoritmo utilizado, exclusão de optimização de código etc. Em alguns artigos estudados 
o ganho de desempenho obtido com a implementação em hardware é ilusória, um tra-
tamento é dado antes da inclusão do código em hardware, o que já pode gerar ganhos 
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significativos através de otimizações inerentes em alguns compiladores. No capítulo de 
resultados 
mização, em alguns casos apenas com a utilização de chaves de otimização se consegue 
um ganho de desempenho razoável em determinados trechos de programas. 
Conforme apresentado o sistema Splash apresentou speed-ups 
2500% com relação a uma Workstation SPARC10, para o cálculo de distância de edição de 
cadeias de DIVA e um ganho de até 140 vezes para a execução de um filtro mediana em uma 
imagem em tons de cinza, utilizando para comparação a mesma estação. São resultados 
realmente motivadores e não é surpreendente que tenham se mantido inalcançáveis por 
vários anos. Cabe a pergunta: como foi medido o desempenho? 
Isto se deve, contudo, ao fato sistema Splash 2, contendo 17 eumSPARC10, 
ser construído em volta de um microprocessador em um único circuito integrado. Da 
mesma forma que uma placa especial com processadores SPARCs tendem a ser mais 
rápidos que um único SPARCJO. Quando o speed-up acima é dividido pelo número de 
FPGAs ativas utilizadas, o speed-up por chip cai para um fator de 147 vezes para o cálculo 
da distância de edição no caso de cadeias de DNA e abaixo de 10 para o filtro mediana em 
tons de cinza. Estes número são ainda interessantes mas coloca os speed-up por FPGA 
em uma melhor perspectiva. 
Algumas aplicações recentes em FPGAs tem seu melhor speed-up limitado entre 10 e 
30 vezes por chip, contendo somente um pequeno número de aplicações onde se encontra 
valores acima destes patamares, conforme pode se observar na tabela 2.2. 
Aplicação Dispositivo Comparação Speed-up referência 
por chip 
Reconhecimento de Splash-2 HP 770 7.5 [69] 
alvos militares (110Mhz) 
Comparação VME Card SPARC 20 7.9 [60] 
I genética 
Reconhecimento de Placa PCI Pentium 1.24 [44] 
alvos por I.R. 16 Xilinx 4020 (180)Mhz 
Tabela 2.2: 
Algumas aplicações utilizando FPGAs e seus respectivos speedups por chip 
No sistema MorphoSys, também foram reportados ganhos de desempenho notáveis [31], 
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na análise da codificação e decodificação do padrão MPEG, onde se enfatiza as fases de 
um algoritmo criptografia. Os resultados obtidos pelo M orphoSys quando confronta-
dos diretamente ao desempenho obtido por uma Workstation Pentium II 233Mhz e um 
prc)ce:ssador de sinais digitais TMS320C64X [84], são apresentados na tabela 
Processador I Ciclos de relógio I 
DSPTMS320C64X 2100 
Pentium II 29000 
MorphoSys 540 
Tabela 2.3: Desempenho para estimação de movimento em diversas plataformas 
ciclos de máquina, o MorphoSys apresenta ganhos muito significativos em 
às outras duas abordagens, porém quando se mede desempenho é imprescindível que se 
leve em consideração o tempo destinado a executar uma tarefa. O TMS320C64X é um 
DSP capaz de trabalhar em uma frequência de operação superior a 600Mhz, enquanto o 
Morphosys é limitado a lOOMhz. Nestas condições não se obtém um ganho de desempenho 
em uma abordagem em relação a outra e sim um decréscimo, ou um speed-up menor que 
um quando o MorphoSys é confrontado com o TMS320C64X. Analogamente, temos o 
processador de propósito geral Pentium [42] que mesmo operando em uma frequência 
maior ainda possui um desempenho menor que o MorphoSys sendo executado a lOOMhz. 
Comparativamente há um ganho de aproximadamente 20 vezes entre os dois sistemas. 
O que o autor do artigo relata, no entanto, é que o algoritmo que está sendo executado 
no MorphoSys é diferente daquele que está sendo executado nas outras abordagens. 
Há várias técnicas para se implementar esta aplicação, sendo a mais conhecida a do 
algoritmo BM (Blocking Matchíng), pois ele permite um projeto melhor em hardware. 
A implementação usada no Morphosys baseou-se no algoritmo FSBM (Full Search Block 
Matching), este facilmente paralelizável e portanto explorando a grande característica do 
sistema. 
Pode-se encontrar, na literatura, resultados obtidos pelos diferentes tipos de sistemas 
reconfiguráveis além dos apresentados anteriormente, porém não existe uma padronização 
no tipo algoritmo utilizado, instâncias de entrada para o problema a ser resolvido, 
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tecnologia empregada entre outros aspectos. A tabela 2.4 apresenta alguns sistemas com 
seus respectivos ganhos de desempenho. 
I Sistema I Speed~up em Sveed~up I 
' po~ FPGA I I 1 relação ao host 
PRISM i 7 a 86 2 a 25 
Kestrel I 20 a 40 N.A 
PRISC* I 1.09 a 1.91 N.A 
GARPdagger até 24 N.A 
NAPAlOO até 2 N.A 
Chimaera de 2 a 4 N.A 
Tabela 2.4: Ganhos de desempenho entre diferentes sistemas reconfiguráveis 
o "Não se Aplica", ou não foi em;ontra.da 
nenhuma referência para a categoria. 
2.3 Motivação 
Pelas duas últimas décadas, o projeto de processadores de propósito geral, tem concen-
trado esforços em aplicações stand-alone e não em real time. Porém aplicações multimídia 
estão agora começando a exercer grande impacto no WorkloadCarga da aplicação no 
espaço de trabalho do processador destes sistemas de computação [24] [46]. Tecnologia de 
componentes multimídia como vídeo-conferência, visualização de gráficos 3D, animação, 
simulação realística, reconhecimentos de voz, entre outros, estão cada vez mais ganhando 
espaço. 
Tradicionalmente, aplicações de processamento de sinais digitais são desempenhadas 
unicamente por um processador DSP, que é especializado para realizar um intenso número 
de operação existentes em vários algoritmos de processamento de sinais. 
No entanto, apesar de existirem processadores especializados com arquitetura optimi-
zada para desenvolver tarefas de processamento de sinais digitais, alguns pesquisadores 
afirmam que a utilização conjunta de um processador DSP, para o processamento es~ 
pecífico de sinais e um processador de propósito geral para outras aplicações contidas no 
contexto do Workload. Esta abordagem, no entanto, aumenta a área ocupada, o custo e 
complexidade do sistema. 
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Contudo, a importância desta tecnologia, serviços e aplicações, está cada vez mais 
ganhando consideração por desenvolvedores de microprocessadores, Alguns processadores 
como o Trimedia [87] da uwv"' Multimedia Signal Processor da Sansung, Multimedia 
[42], MIPS Digital Media eXtension (MDMX) da Mips [36, Extensions (MMX) da Intel 
81] e o (VIS) da Sun [79], possuem em hardware 
funções multimídia, Além disto, o número de fabricantes de CPUs de propósito geral 
que oferecem versões adicionadas a algumas funcionalidades de processadores 
DSPs, para acelerar o processamento de audio e vídeo, também não pára de crescer [83], 
Apesar de incorporarem a funcionalidade de alguns processadores DSPs aos processadores 
pr<)p<isii;o geral, como instruções para manipulação de som e vídeo, esta 
co!Te;spcmd:e aos mesmos ganhos se utilizados separadamente [82], 
2.4 Proposta do Trabalho 
Cada vez mais estão aparecendo diferentes abordagens de se melhorar o desempenho de 
sistemas embarcados, o que nos motivou a buscar uma outra alternativa, mais eficiente, 
para acelerar a execução de programas e que não tenha um impacto considerável no tempo 
e custo de projeto do sistema, A solução adotada foi propor uma variante da abordagem 
processador de propósito geral associado a ASICs, que reduz significativamente o tempo 
de projeto, substituindo o uso do circuito de aplicação específica por um co-processador, 
previamente projetado e verificado, na forma de um IP, pronto para ser utilizado em um 
soe, 
Apesar da abordagem da utilização de co-processadores eliminar o problema da difi-
culdade na reusabilidade de componentes, apresentada por Reinaldo Bergamashi [9] esta 
apresenta um outro fator mais preocupante, A área ocupada pelo hardware extra utili-
zado para acelerar a execução do programa cresce com o número de funções diretamente 
implementadas em hardware e em muitos casos, devido a requisitos de consumo e custos, 
é o fator limitante do projeto, Como forma de se enfrentar esse problema propomos neste 
trabalho um co-processador que utiliza um hardware de tamanho fixo e dinamicamente 
reconfigurável, capaz de executar um grande número de comandos comuns a linguagem 
de alto nível, incluindo laços do tipo for, 
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Como exemplo de aplicações que podem ser beneficiadas com o desenvolvimento de 
tal método podemos a comparação de cadeias criptografia [66, 86], 
processamento de sinais digitais 20] , processamento de imagens [ 4, 16], entre outros. 
Capítulo 3 
Ambiente de Desenvolvimento 
desenvolvido um Co-Processador ReconfigurávellJinamJcaJnente ( 
capaz ser configurado para executar um conjunto de funções com o objetivo acelerar 
a computação realizada por um processador de propósito geral. Para a prototipagem e 
implementação do CRD, foi utilizado o kit EXCALIBUR da Altera, composto por uma 
FPGA da linha APEX (APEX 20K200E) disposta em uma placa de prototipagem e o 
processador Soft-Core NIOS [18], proprietário da Altera, projetado especificamente para 
lógica programável. 
O Kit EXCALIBUR, possui ainda a ferramenta de projeto (entrada, síntese, simulação 
etc) Quartus li, um compilador C/C++, macro assemb!er, linker, debugger e bibliotecas 
de domínio público, que através de um desktop gera código executável para o processador 
NIOS. 
O CRD foi descrito utilizando-se a linguagem de descrição de hardware VHDL (Very 
High Speed Integrated Circuit Hardware Description Language) [23, 72] sintetizado com o 
software Leonardo da Mentor Graphics [57] e integrado ao soft-core NIOS com o Quartus 
II da Altera. Também foi desenvolvido uma linguagem intermediária denominada CRDL 
para auxiliar o usuário do sistema integrado NIOS f.1 CRD, a realizar as modificações no 
código fonte C/C++ da aplicação, para programar e disparar a execução de uma função 
na unidade reprogramável CRD. 
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3.1. O Processador 
3.1 O Processador NIOS 
O processador NIOS é um Soft-Core de um processador propósito geral, 
otimizado para lógica programável. O processador NIOS possui um "'''c"'"v de 5 estágios 
e pode ser configurado para usar palavras de 16 ou bits. A apresenta as 
prínc::pa1s características da CPU para palavras de 16 e bits. 
Arquitetura da CPU do NIOS 
I Detalhes I CPU 32 Bits 
-
CPU 16 Bits 
Tamanho do barramento de dados 32 16 
Largura da ULA 32 16 
Tamanho dos registradores internos 32 16 
I Tamanho do barramento de endereço 33 17 
Tamanho de uma instrução 16 I 16 
I Células lógicas 1700 1100 
Fmax (EP20K200E} Acima de 50Mhz Acima de 50Mhz 
Tabela 3.1: Características básicas do processador NIOS 
O banco de registradores do processador NIOS, pode ser configurado e conter um total 
de 128, 256 ou 512 registradores. Os programas podem acessar os registradores utilizando 
urna janela deslizante de 32 registradores. 
3.1.1 Periféricos 
Na configuração do processador NIOS, alguns periféricos podem ser incorporados ao sis-
tema, tais corno: 
" Timers programáveis de 32 bits 
• UARTs (Universal Asynchronous Receiver/Transmitter 
e DMA 
e Controlador de refresh de memória dinâmica (Versão II) 
" Entradas e Saídas paralelas de 1 a 32 bits 
e Interface Serial - "3 wire" 
" Memórias RAM e ROM on chip 
Muitos dos dispositivos são implementados internamente ao processador NIOS, e ou-
tros necessitam de um barramento para comunicação entre CPU e periférico. 
. O Processador NIOS 
Tímer Programável 
pn,se:nte trabalho, os timers programáveis foram utilizados para a medida do tempo 
de execução das 
O timer programável de 32 bits, pode ser controlado através de escritas ou leituras 
em seus registradores (Tabela 3.2) pelo processador NIOS, definindo modos e valores de 
contagem. O Timer 
de controle interno. 
por um bit 
I Ala AO Register Descrição dos bits do registrador 
I na me q 1s 1 :4 1 13 1 :2 1 n 1 ro 1 o 1 s 1 7 1 s 1 5 1 4 1 3 I 2 1 o 
o I Status I RUK TO 
' 
I 
1 'I Control ! Stop j Start COKT lTO 
" 
2 Period(l) Time-out-Period (Bits 15 - O) 
' 3 Period(H) Time-out-Period (Bits 31 - 16) 
4 Snap(l) Time-out Counter Snapshot (Bits 15 - O) 
5 Snap(H) Time-out Counter Snapshot (Bits 31 - 16) 
Tabela 3.2: Descrição dos registradores do "NIOS Timer" 
Cada timer é gerado por um Mega Wizard Plug-ln1 na ferramenta Quartus I!. Um 
sistema completo pode conter diversos timers (limitados pela capacidade da FPGA) ma-
peados em diferentes endereços, e utilizando diferentes entradas do vetor de interrupção 
do processador. 
O processador NIOS executa os seguintes tipos de controle sobre um timer repro-
gramável: 
,. Carregar o valor da contagem, através da escrita dos registradores PeriodL e 
PeriodH; 
e Início e parada da contagem pelas escritas de ls no "start" e "stop" bits no regis-
trador de controle; 
" Habilitar ou desabilitar interrupções (bit i TO) no registrador de controle; 
e Programar o modo de operação (contínuo ou por pulso) através da escrita do bit 
"cont" no registrador de controle; 
1 Ferramenta que atua como assistente no software de síntese 
I 
I 
1 
2 
3 
4 
3.1. O Processador NIOS 
Pelo fato do NIOS timer poder trabalhar tanto em sistemas de 16 ou 32 bits, todos os 
sistemas de é 
necessário executar duas operações de escritas separadas nos dois registradores 16 
(PeriodL e PeriodH) para a programação de um valor de contagem de 32 
Durante a do "M ega Wizard PZ.ug-In" para a criação timer em.oaiT<coo 
é n ec essárü que se forneça o endereço base, criado para ele e o tipo da interrupção ve-
torada associada ao mesmo. Estes valores são então utilizados automaticamente, pela 
ferramenta Quartus para gerar o mapeamento dos periféricos e futura utilização via 
software, através de arquivos em código C ( headers). Conforme é apresentado na fi-
gura 3.1, estipulou-se endereço 
que 
pelo header poderá ser utilizado. 
#define na_uartl 
#define na_uart1_irq 
#define na_timerl 
#define na_timerl_irq 
para o timerl em 440h e 25 para o inter-
software, o nome c!eitm:tc!o 
((np_uart *) Ox00000400) 
26 
((np_timer *) Ox00000440) 
25 
Figura 3.1: Código resultante do Mapeamento dos principais periféricos utilizados na 
prototipagem do sistema 
O acesso ao conjunto de registradores internos ao timer (status, controle etc) mostrados 
na tabela 3.2 pode ser realizado utilizando-se a estrutura np_timer (codificada em C) 
mostrada na figura 3.2. 
Para determinar a quantidade de ciclos gastos na execução de um trecho de instruções 
são utilizadas duas funções denominadas "starLtick" e "get_tick". A primeira serve para 
programar o valor inicial do timer e disparar sua contagem que é realizada a cada novo 
ciclo de clock, a segunda bloqueia-o e lê o valor contido em seu registrador de contagem2 
indicando quantos ciclos se passaram desde o seu disparo, retornando este valor por uma 
variáveL Um exemplo de uso destas funções pode ser visto no trecho de código mostrado 
na figura 3.3. 
2 apontado na estrutura da figura 3.2 como np_timerperiodl e np_periodoh, onde a primeira significa a 
parte baixa e a segunda a parte alta de uma variável de contagem de 32 bits 
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1 /I Timer Registers 
2 volatile struct 
3 { 
4 int np_ timerstatus; I/ read only, 2 bits (any write to ele ar 
o int np_timercontrol; I/ write/readable, 4 bits 
5 int np_timerperiodl; write/readable, 16 bits 
7 int np_timerperiodh; write/readable, 16 bits 
8 
9 
10 
int np_timersnapl; read only, 16 bits 
int np_timersnaph; /I read only, 16 bits 
} np_timer; 
Figura 3.2: Estrutura para manipulação do tímer do sistema 
o retornado por "geLtick" é então subtraído que é o número 
de ciclos necessários à execução da chamada da função e armazenamento dos valores dos 
registradores e do endereço de retorno na pilha.. A latência entre a chamada das duas 
funções é de 24 ciclos de clock. 
Para determinar o número de ciclos gastos na execução de um trecho de programa 
no NIOS ou no CRD, basta chamar a função "starUíck" imediatamente antes do trecho 
do programa e a funcão "get_tíck" imediatamente após. A figura 3.4 ilustra o uso de 
"start_tick" (linha 1) e "get_tick" (linha 4) na determinação do número de ciclos gastos 
na execução do laço, compreendidos entre as linhas 2 e 3. 
3.1.2 Terminal 
Através de uma porta serial, configurada como componente, consegue-se além de carregar 
o software que se deseja executar no processador NIOS, interagir com o processador através 
de um desktop. Pode-se realizar comandos de entradas e saídas durante a execução 
do código pelo processador, através de instruções de alto nível como o printf e getch, 
possibilitando o controle e monitoramento do programa que está sendo executado pelo 
NIOS no Kit EXCALIBUR. 
3 .3 Placa de Prototipagem 
O Kit EXCALIBUR, mostrado na figura 3.5, é uma placa de prototipagem composta por: 
. O Processador 
1 void start_tick(np_timer *timer) 
2 { 
3 timer->np_timerperiodh = PERIOD >> 16; 
4 timer->np_timerperiodl = PERIOD & Oxffff; 
5 tiroer->np_timercontrol ~ (timer->np_timercontrol & 3) 
6 + np_ timercontrol_start_mask; 
7 } 
8 
9 long get_tick(np_timer *timer) 
10 { 
11 long valor; 
12 
13 timer->np_timercontrol = (timer->np_timercontrol & 3) 
14 + np_timercontrol_stop_mask; 
15 timer->np_timersnapl = O; 
16 valor = (timer->np_timersnapl & OxOffff) 
17 + ((long)timer->np_timersnaph << 16); 
18 return PERIOD-valor-LATENCY; 
19 } 
Figura 3.3: Funções destinados a habilitar e retornar o valor do contador 
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" FPGA APEX 20K200E, dispositivo com 484 pinos encapsulado em BGA (Ball-
grid array) (Tabela 3.3). O soft-core NIOS, dependendo de quais periféricos são 
instanciados, quando sintetizados pelos software Quartus li, ocupa em média, 25% 
a 35% dos recursos disponíveis (LEs, ESBs, LUT) desta FPGA . 
.. Uma placa de desenvolvimento que permite dois métodos distintos para a confi-
guração do dispositivo APEX : A conexão JTAG, que poderá ser utilizada com o 
software Quartus li através do cabo de programação ByteBlaster, ou um controlador 
de configuração que configura o dispositivo APEX quando o mesmo é alimentado, 
através do arquivo hexout armazenado na memória flash. 
'" 1 MByte (512K x 16-bit) em memória flash . 
., 256 KBytes de SRAM (em 2 chips de 64K x 16-bit). 
" Lógica On-Board para configurar o dispositivo APEX a partir da memória flash. 
" Uma porta serial RS-232. 
1 
2 
3 
4 
.5 
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start_tick(timer); 
for (f=O;f<2;f++) 
11 Begin Profiling 
*p_z += *p_a++ * 
v1 = get_tick(timer); 
printf("\nClocks => %ld\n" ,vl); 
End Profiling 
Print 
Figura 3.4: 
• Quatro botões do tipo push-botton. 
o 1 Chave do tipo DIP (Dual in-line package) de 8 bits. 
7 segmentos. • 2 displays 
" Conector (Joint Test Action Group) para o programador ByteBlaster. 
" Oscilador de 33Mhz. 
" Circuito Power-on Reset. 
" Circuito regulador de tensão (Entrada 9V não regulada). 
Utilização máxima de Portas lógicas 526.000 
Utilização típica de Portas lógicas 211.000 
LEs 8.320 
ESBs 52 
Máximo de bits deRAM 106.496 
Máximo de macrocélulas 832 
Máximo de pinos de I/O 382 
Tabela 3.3: Características principais da FPGA APEX20K200E 
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Para o desenvolvimento do sistema foi utilizado a memória SRAM existente na placa de 
prototipagem. Por ser uma memória de acesso rápido, as instruções de escritas e leituras 
efetuadas pelo processador NIOS foram configuradas de forma a não necessitarem Wait 
States, tornando possível completar uma leitura ou escrita na memória em apenas um 
ciclo de clock. 
O Processador 
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Figura 3.5: Figura ilustrativa do kit Excalibur 
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Existe a possibilidade de se utilizar uma memória tipo flash, disponível no KIT caso 
se deseje manter o código armazenado na placa de prototipagem, caso contrário deve-se 
carregar o programa a cada execução do mesmo. 
Compilador GCC 
A escolha do GCC se baseou principalmente nos seguintes fatores: 
" Acessibilidade: O compilador GCC é parte integrante do Kit Excalibur, ferra-
menta utilizada para a prototipagem do projeto. 
" Estabilidade : O compilador já passou por um conjunto suficiente de testes para 
garantir um padrão mínimo de estabilidade em todos os seus componentes. 
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e Portabilidade : Ainda não existe uma arquitetura reconfigurável padrão no mer-
cado, nem mesmo um processador dominante no mercado de sistemas de:jrcados. 
Por isso, precisamos que a ferramenta possa ser facilmente portada para outras 
plataformas. 
Com o uso de um compilador existente para plataformas e extremamente 
possível, no experimentar o uso do CRD com diversas outras CPU's. 
Capítulo 
O Co-processador Reconfigurável 
Dinamicamente - CRD 
Uma que pode ser utilizada para aumentar o desempenho de um dado programa é 
a utilização de um component de hardware especificamente projetado para executar dire-
tamente os trechos do programa responsáveis pela maior parte de seu tempo de execução. 
Esta técnica pode ser implementada usando uma das duas possíveis abordagens básicas. 
A primeira consiste em dotar o datapath do processador com o hardware (e instruções) 
necessário à execucão de cada trecho crítico. Esta abordagem tem as seguintes restricões: 
i) O projeto do hardware extra depende do processador, podendo ser totalmente diferenci-
ados para processadores de diferentes arquiteturas; ii) O processador deve ser reprojetado 
e sintetizado; iii) Não pode ser utilizada, por exemplo, em um projeto de um SOC que 
utiliza um core de um processador proprietário. A segunda abordagem, que não apresenta 
as restricões listadas acima, consiste em projetar um co-processador para executar os tre-
chos de programas, e que seja acionado a partir de instruções já existentes no conjunto 
de instruções do processador de propósito geraL Esta abordagem tem a vantagem de 
ser independente do processador, uma vez que o co-processador pode ser, por exemplo, 
mapeado no espaço de memória do sistema e ser acionado a partir de instruções de escrita 
e leitura em memória, comuns a todos os processadores de propósito geraL 
A solução adotada neste trabalho foi a implementação de um Co-processador Re-
configurável Dinamicamente (CRD), mapeado em memória, que pode ser usado com 
diferentes processadores e é capaz de ser configurado para executar diversos trechos de 
32 
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programas, incluindo laços inteiros. A figura 4.1 mostra como o CRD pode ser utilizado 
com o processador NIOS da Altera. 
I DMA 
4.1: um sistema baseado no processador NIOS usando o ma-
peado em un,muncc 
O CRD possui duas faixas de endereços distintas, denominadas endereço de registra-
dores e endereço de programação. A faixa de endereçamento de registradores é utilizada 
para armazenar os valores a serem operados pelo CRD. Estes valores podem ser cons-
tantes, endereços de memória ou índices para manipulação de vetores. Nos endereços de 
programação são armazenadas as palavras de programação responsáveis por definirem as 
funcionalidades do datapath do CRD. A figura 4.2 mostra um diagrama dos sinais envolvi-
dos na transferência de controle da execução da CPU NIOS para o CRD. Uma leitura na 
faixa de endereços de programação, realizada através dos sinais de leitura ( #ReadnYRG ), 
seleção (SEL_PRG) e do endereço da instrução (Addf-inYRG) faz com o que o CRD ative 
o sinal SLEEP, colocando o processador NIOS em HALT1 Desta forma o processador 
torna-se mestre do barramento e dá início à execução da instrução definida pelas palavras 
de programação. Após a execução da instrução, o resultado válido é colocado nas linhas 
de dados (Data_Out) e então o sinal de SLEEP é colocado em nível lógico zero, fazendo 
desta forma, com que o processador NIOS assuma o controle do barramento e realize a 
leitura do valor entregue pelo co-processador CRD. 
Com o processador de propósito geral em HALT, o CRD durante a execução de uma 
instrução pode usar os valores armazenados em seus registradores internos como operan-
dos ou como endereços para acessos de leitura ou escrita a dados na memória ou outros 
1 Estado de espera 
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' 
Addr_in_PRG ~-E-l?-d-er-ec_o_d_e_l!_O_V_al_i_do~~ 
SEL_PRG 
#Readn_PRG 
Sleep 
~~~~ ' 
Data_Out ~'---'-: ~ 
' ' 
' 
Figura 4.2: 
dispositivos diretamente ligados ao barramento. O processamento a ser realizado é defi-
nido através das palavras de programação, previamente escritas na memória interna do 
CRD (memória de programaçãe) pelo processador, imediatamente antes da execução da 
instrução (programação dinâmica), ou armazenadas durante a carga do programa (pro-
gramação estática). O CRD manterá o processador em estado de espera pelo período 
necessário à execucão da instrucão, determinado nas palavras de programação. 
Ao final do processamento o CRD armazena o valor de retorno da funcão computada 
em um registrador, mapeado no mesmo endereço de leitura da memória de programação 
que disparou o processamento, e então o CRD desativa o sinal de SLEEP tornando 
novamente ativo o processador de propósito geraL Neste ponto o processador termina a 
leitura que disparou a execucão da ínstrucão e obtém um valor retornado pelo CRD. 
4.1 Implementação do CRD 
O CRD é composto por 7 blocos funcionais principais, interligados como mostrado na 
figura 4.3. 
O módulo de programacão (BASCELL- compreendido pela linha pontilhada) é o bloco 
efetivamente responsável pela implementacão de um novo datapath. É neste bloco que 
unidades corno deslocadores, registradores, multiplexadores, unidade lógica e aritmética 
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L, ___ _,i 
Figura 4.3: Diagrama funcional do CRD 
podem ser rearranjadas de forma semelhante a uma PAL2 , para implementarem uma dada 
funcionalidade. Na configuracão de uma instrucão, a defini cão de quais sinais serão entra-
das de um determinado bloco funcional é realizada por meio de uma rede de multiplexado-
res, dispostos estrategicamente no CRD de forma a permitir diversas possibilidades de in-
terligações entre os blocos funcionais. Os bits utilizados na seleção dos multiplexadores são 
armazenados na unidade Mem_PRG que é a memória de programacão do CRD. As funcio-
nalidades implementadas em cada um dos 7 principais blocos (REG_Bank, Addr_Counter, 
Loop_Counter, MemYRG, Addr_CMP, Loop_CMP e BASCELL) que compõe o CRD e 
mostrados na figura 4.3 estão descritos a seguir. 
2 Programmable Array Logic 
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4.1.1 Banco de Registradores 
O Banco registradores CRD, denominado no de blocos funcionais (Fi-
gura 4.3), como é um banco de registradores mternco ao co-processador, usado 
para armazenar valores operandos ou de endereços de memória (onde se encontram os 
operandos) uso pelo no processamento da função correntemente em execução. 
REG_Bank 32 registradores de 32 e quando usados para armazenar endereços 
de memória podem ser utilizados como endereços base para acesso a elementos de ve-
tores. Também podem ser utilizados para armazenar valores temporários na execução 
de uma dada função. A leitura dos dados contidos no REG_Bank só pode ser efetuada 
internamente ao e a pode ser realizada tanto pela por outros 
dispositivos externos ao co-processador e pelo próprio CRD. 
4.1.2 Contador de Endereço de Instrução 
O módulo Addr_Counter na figura 4.3, é um contador de 3 bits utilizado no controle 
da execução de uma instrução que pode ter a duração máxima de até 8 ciclos. O en-
dereço da palavra de controle que é usada para configurar o datapath em um dado ciclo 
de execução de uma instrução é aquele usado pela CPU para disparar a execução da 
instrução (endereço da memória de programação do CRD lido) concatenado com o valor 
de Addr_counter. Desta forma Addr_counter contém, para cada ciclo o deslocamento, 
em relação ao endereço inicial, onde se encontra a palavra de programação do datapath 
(enderecos múltiplos de 8). A figura 4.4 mostra de forma esquemática como é formado 
o endereço para acesso à memória de programação do CRD, bem como a organização da 
mesma. 
4.1.3 Contador de Laço de Programa 
É um contador utilizado na execução de laços pelo CRD (Loop_Counter na figura 4.3) cujo 
valor armazenado, corresponde à iteração corrente. Este valor deve, no fim da execução 
de cada iteração, ser comparado com o número total de iterações do laço para avaliar se 
mais uma iteração deve ser executada ou não. 
O número total de iterações de um laço é fornecido ao CRD durante a programação 
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Figura 4.4: Organização da memória de programação interna ao CRD. 
através das palavras de controle, de acordo com a instrução a ser implementada. Esse valor 
deverá ser zero para os casos onde a instrução não represente um laço. Na implementação 
atual, o Loop_counter é um contador de 10 bits, que permite lacos com até 1024 iteracões. 
A figura 4.5 mostra o comportamento de Loop_Counter para a execução de um laço cuja 
execução do corpo do mesmo gasta 3 ciclos de clock. 
4.1.4 Memória de Programa 
Mem-PRG é uma memória, interna ao CRD, de 128 palavras de 64 bits onde são ar-
mazenadas as configurações de até 16 instruções. Para cada instrução são reservadas 8 
palavras, o que possibilita a implementação de instruções que sejam executadas em até 8 
ciclos de relógio (1 palavra para cada ciclo). Para manter a compatibilidade com proces-
sadores de 32 bits, a Mem_PRG é vista externamente como uma memória de 256 palavras 
de 32 bits (Figura 4.4), facilitando, desta forma, a escrita das palavras de controle pela 
CPU. A palavra de memória de endereço interno z (palavra de 64 bits) corresponde às 
palavras de memória de endereços externos 2, e 2(,+l) (palavras de 32 bits) para zo, ... ,!27· 
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I ' l l I 
Instrucao :-co~ c1~- c2~ co--:- c1--:---C2~ co~ 
' 
' ' 
Clock 
r---,hhhhhhh 
__J L_j: L___j [__J: L._j L__j L..._] r __ ! !_ 
Addr_counter 
Ad<k_ CMP [EQ] 
Loop_Cou.nter 2 
Loop_C11P [EQ] 
S!eep 
Figura 4.5: Instrução de 3 ciclos de clock, repetida n vezes (no exemplo n é igual a 2). 
4.1.5 Comparadores dos Contadores de Instrução e de Laço de 
Programa 
Addr_CMP é um comparador de 3 bits que a cada ciclo de relógio compara o valor do 
Addr_counter (offset do endereco de memória de programa) com o número de ciclos da 
instrução, contida na palavra de controle (figura 4.11). O resultado desta comparação 
é utilizado para terminar a execução da instrução ou para executar mais um ciclo da 
instrução corrente. 
Loop_CMP é um comparador de 10 bits que é utilizado de forma similar à Addr_CMP, 
com objetivo de determinar o término da execução de um laço ou executar mais uma 
iteração. 
4.1.6 Módulo de Programação 
O módulo de programação (BASCELL- compreendida pela linha pontilhada na figura 4.3, 
mostrado na figura 4.6) é composto por um bloco básico e um conjunto de multiplexadores. 
Estes multiplexadores estão dispostos de forma a tornar possível um grande número de 
combinações entre os elementos do bloco básico, através de interconexões entre entrada 
e saída das diferentes unidades do mesmo. Este módulo permite programar um hardware 
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capaz de executar uma função equivalente àquela executada por um pequeno bloco de 
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Figura 4.6: Módulo de programação 
4.1.7 Bloco Básico 
Denomina-se Bloco Básico ao conjunto de unidades funcionais, listadas abaixo, com as 
quais é possível implementar a maioria das operações que normalmente ocorrem em um 
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programa típico. A figura 4. 7 mostra de forma esquemática o bloco básico. 
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Figura 4. 7: Unidades funcionais dispostas no Bloco Básico 
São as seguintes as unidades funcionais do bloco básico: 
e Unidade lógica e aritmética de 32 bits - A ULA do CRD é capaz de realizar um 
pequeno grupo de operações3 , tais como: 
Soma entre dois operandos; 
Subtração entre dois operandos; 
Multiplicação em ponto fixo de dois operandos de 32 bits; 
- Negação - Nega o conteúdo do operando; 
Compara se os dois operandos são iguais 
Compara se o primeiro operando é maior que o segundo operando 
BITO- Retoma o valor do Bit menos significativo (LSB) 
., Shift de 16 bits- Este bloco funcional executa deslocamentos à esquerda de até 16 
bits; 
" Banco de registradores - Com 4 registradores de 32 bits. 
3 É possível a codificacão de mais de 4 instrucões na ULA, com apenas 2 bits devido as saídas inde-
pendentes ZERO e RESULT onde, por exemplo, em uma operacão de soma é realizado simultaneamente 
a uma operacão de comparacão. 
4.1. Implementação do CRD 41 
" Multiplexador - Este multiplexador de duas entradas pode ser utilizado para imple-
mentar em hardware, saltos condicionais. 
controle do Bloco Básico é composta por um vetor de 
mostrado na figura 4.8, 
I I 
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10 Bits --------
Figura 4.8: Palavra de controle do Bloco Básico 
., bits .1 e .O : Seleciona a operação a ser executada ULA. 
"' bit M.O : Define a saída do multiplexador. 
conforme 
" bits SH.O - SH.3 : Definem o deslocamento a ser realizado pela unidade Shift. 
e bits R.O E R.l : Formam a entrada do decodificador do banco de registradores. 
Estes dois bits indicam qual registrador interno ao bloco básico está sendo utilizado. 
" bit ER: É o bit de "Enable" do registrador, escolhido através da palavra R. O e R.1. 
Um conjunto de instruções do processador nativo (NIOS) pode ser mapeado em uma 
instrução multiciclo do CRD de até 8 ciclos, onde a operação a ser realizada, em cada ciclo 
é determinada pela palavra de programação que aciona uma unidade funcional do Bloco 
Básico (figura 4.8). Pode-se aumentar o desempenho do CRD na execucão de um conjunto 
de instruções do processador nativo mapeando este conjunto em um número menor de 
ciclos, fazendo com que em um ciclo seja ativado mais do que um bloco funcional do Bloco 
Básico. Por exemplo, um shíft e uma operacão da ULA que podem ser executados em 
paralelo, se não houver dependências de dados entre estas funções. 
Nos casos onde há dependência de dados, pode-se acelerar a execucão configurando-se 
as unidades funcionais para executarem em série, onde a saída de uma unidade funcional 
é a entrada de outra em um próximo ciclo de relógio. Este último tipo de programação 
requer do programador um conhecimento mais profundo da temporização dos sinais do 
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hardware ( CRD) de forma a prover o tempo necessário à execucão de toda a operação, 
para determinar a freqüência de operação do 
O módulo de programação (figura 4.6) possui como entrada, uma palavra de dados 
de 32 bits e outra de controle de 33 bits. A saída é composta por uma palavra de 32 bits, 
da saída, deste módulo, o sinal ZERO que pode 
ser como sinal de controle para a unidade processamento. 
A palavra de controle do módulo de programação é composta por 33 bits (Figura 4.9), 
distribuídos da seguinte forma : 
Sel_PRG 
24f---bl 
~21 I I I I I I I li I I I I I I I I I i I I I li I I I I I I o I 
~.Basi~ Multiplex ------j 
Figura 4.9: Palavra de controle do módulo de programação 
a multiplex : Este campo é composto por 22 bits. É ele quem define a seleção da saída 
dos 7 principais multiplexadores contidos no módulo de programação. Os campos 
Mux 0_ 2 (apresentados na figura 4.6) mapeiam diretamente 3 multiplexadores de 
4 entradas, enquanto que os 16 bits restantes servem como entrada, dois a dois, 
para multiplexadores menores de 2 entradas, as quais são selecionadas, pelo sinal 
"ZERO" proveniente do bloco básico (figura 4.7). 
e Sel...PRG : Este campo é o que define se o sinal de ZERO, proveniente do bloco 
básico deve ser usado para a manipulação dos dados. Através deste campo de 
controle consegue-se implementar instruções de execução condicionais ( if then else) 
e laços. 
• bloco básico : Palavra que contém os 10 bits de controle das unidades internas ao 
bloco básico (figura 4.8). 
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4.2 Acesso ao CRD 
O programador tem acesso ao CRD realizando operações de p"·nr" ou de leitura. A 
operação escrita pode ser realizada tanto para escrever na memória de programação 
durante a configuracão de uma nova instrução a ser executada pelo CRD, quanto escrever 
no banco registradores, permitindo ao programador passar dados, endereços etc, para 
ser usado na execução das instruções no CRD. A operação de é para dis-
parar a execução de uma instrução pelo co-processador e obter um valor retornado pela 
instrução. A instrução que deverá ser executada pelo CRD é aquela cuja programação 
inicia-se no endereço lido. 
O endereçamento da mem(ma de pr<Jgramaçiio e registradores 
em dois espaços endereçamento distintos reservados para uso do co-processador. O 
espaço de endereçamento reservado à memória de configuração possui 8 bits e o significado 
de cada bit pode ser visto na figura 4.10. 
H 1141,11,~ 
'---- Bloco de 32 Bits (MEMx) {~ = ~:: 
L-------- Offset - 3 Bits {Maximo 8 alteracoes no Datapath) 
'----------- Instrucao - 4 bits {Maximo de 16 novas instrucoes) 
Pagina onde esta localizada a instrucao 
~Reservado ~ para uso interno do CRD 
Figura 4.10: Endereçamento da memória de programa. 
Em uma operação de escrita (programação de uma nova instrução no CRD) todos os 
8 bits são utilizados. Como a memória de programação do CRD é vista externamente 
como sendo uma memória de 32 bits, o bit menos significativo é utilizado para indicar a 
palavra MSB(l) ou LSB(O) de programação, os 4 bits mais significativos endereçam uma 
das 16 páginas possíveis para programação das instruções e os 3 bits restantes indicam 
qual palavra de programação está sendo escrita (uma de 8 possíveis). Assim, para a 
programação de uma instrução que será executada em 8 ciclos é feita com 16 operações 
de escrita na memória de programação do CRD. 
Em uma operação de leitura no espaço de endereçamento da memória de programacão, 
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internamente o CRD, só utiliza os 4 bits mais significativos do endereço fornecido pela 
CPU, uma vez 
do tipo XXXXOOOO. Durante a execução da instrução, pelo co-processador, o bit menos 
significativo permanece com o valor em zero (internamente a memória é vista como sendo 
de 64 largura) e os outros 3 ( offset) serão fornecidos pelo A.ddr_Count, que 
contém o zero no início execução de uma instrução no 
4.2.1 Palavra de Controle 
A palavra de controle, mostrada na figura 4.11, é uma palavra de 64 bits, armazenada 
na memória de programação do que descreve o comportamento do em de-
execução do mesmo. nova instrução no é programada 
escrevendo-se de uma a, no máximo, oito destas palavras na memória de programação, 
onde cada palavra especifica o comportamento do CRD em cada ciclo de execução desta 
nova instrução. 
Uma palavra de controle é escrita na memória de programacão do CRD por operações 
de escrita em memória, do processador (NIOS), no espaço de endereçamento destinado 
ao co-processador. Como a interface externa do CRD usa barramento de dados de 32 
bits são necessárias duas operações de escritas do processador para gravar uma palavra 
de controle na memória de programacão do CRD. 
Segmento Contagem da inst:rucao Sel_PRG 
I-- ...,__., f------1 H 
r----s.aasi~ Multiplex 
Controle do arranjo de programacao ~ 
#Readn 
Figura 4.11: Palavra de controle do CRD. 
Os bits hachurados na palavra de controle (Figura 4.11), compreendidos entre dois 
intervalos (bits 53 a 57 e 46 a 50) representam, por decisão de projeto, bits reservados 
ao sistema. Caso haja necessidade de se realizar uma expansão quanto ao número de 
bits de controle, utilizando como exemplo o acesso a dispositivos externos, ou aumento 
de tamanho da contagem máxima de um laço, estes bits podem ser utilizados. Os 33 
bits menos significativos da palavra representam a palavra de controle do módulo de 
programação (Figura 4.9). função dos demais está relacionada abaixo: 
" CONTAGEM DA INSTRUÇÃO : Os 3 bits referentes a "contagem da instrução" 
cam quantas vezes o datapath do CRD será reprogramado, ou seja, quantas palavras 
do controle são usadas para especificar a instrucão, ou ainda quantos ciclos serão 
necessários à execução da instrução no CRD. 
" LOOP : quando os 10 bits (36-45) deste campo estiverem preenchidos com zero, 
indicam que a instrução não é um laço e deve ser executada uma única vez, se 
diferente zero indica que a instrução é um laço e ser executada n + 1 vezes, 
possibilitando a implementação laços em até 210 iterações. Laços com um número 
de iterações maiores do que 1024 iterações podem ser implementados quebrando sua 
execução em diversas vezes, ou modificando-se o CRD para usar os bits reservados 
para aumentar o número de iterações possíveis. 
e MEM : O sinal MEM bit 51 da palavra de controle, indica se um determinado 
valor será acessado a partir de algum dispositivo externo ao CRD, por exemplo, a 
memória. 
" SEGMENTO : O segmento (bits 58 a 62) determina qual registrador (do banco de 
registradores do CRD) contém o endereço base de determinado operando a ser 
buscado ou gravado em uma memória externa. Pelo fato do banco de registradores 
possuir 32 registradores, esta palavra é de 5 bits. A utilização de segmentação é 
muito útil quando se trabalha com manipulação de vetores ou dados seqüenciais. 
" READN : O bit 63 da palavra de controle atua em conjunto com o bit 51(MEM). 
Este bit, determina se a operação a ser realizada pelo CRD na memória será uma 
escrita (READN=l) ou uma leitura (READN=O) 
4.2.2 Total de Recursos Utilizados 
Buscando melhor desempenho ao invés de melhor aproveitamento da área, foi reportado 
pela ferramenta de síntese que a implementação do CRD compreende aproximadamente 
4.2. 
26% dos recursos de um dispositivo da família APEX (EP20K200E). Tornaram-se ocupa-
dos 22.36 dos 8320 elementos lógicos, assim como 4352 
na FPGA. 
106496 bits de 
Capítulo 5 
Linguagem CRDL 
cujo objetivo é auxilíar o desenvolvedor a programar (configurar) e executar instruções 
no GRD. 
A programação de uma instrução, a ser executada no co-processador GRD, envolve a 
manipulação direta de bits na construção das palavras de controle e escritas em endereços 
pré-fixados, no espaçamento de memória do NIOS (endereços da memória de programação 
do GRD). A execução destas instruções envolve escritas nos endereços pré-fixados do 
banco de registradores do GRD e leituras no endereço de programação. Embora possa-se 
rearranjar os bits da palavra de programação do CRD manualmente, esta tarefa pode vir 
a tomar-se tanto complexa quanto demorada. Na grande maioria dos casos, um tempo 
maior é despendido na elaboração da seqüencia de bits que devem ser incorporados à 
palavra de programação do que propriamente ao projeto do datapath, o que pode reduzir 
o tempo para explorar diferentes abordagens e alternativas para uma melhor solução do 
problema. 
Sem a utilização de ferramentas que automatizem o ambiente de desenvolvimento, 
o processo de projeto é muito suscetível a erros e pode levar a inconsistências entre as 
representações de software e hardware. 
Os esforços para o desenvolvimento de uma nova arquitetura podem ser significati-
vamente reduzidos pela introdução de uma ferramenta baseada na transcrição de uma 
descrição do hardware para novos conjuntos de instruções. A CRDL ( GRD language) foi 
desenvolvida com o intuito de auxiliar o desenvolvedor na tarefa de transformar os blo-
47 
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cos de instruções pouco eficientes em uma nova instrução a ser executada em hardware, 
Cma linguagem 
ponsável por gerar as palavras de controle necessárias para a reconfiguração, inicialização 
e chamada da nova instrução que terá sua execução desviada para o CRD, As palavras 
de controle são enviadas ao co-processador, como utilizado em [5, 70, 
instruções de escrita e leitura em memória, 
, através 
das características principais da linguagem é o controle de passo por ciclos de 
relógio, tornando possível um melhor controle sobre as unidades do co-processador e 
sobre a descrição a cada ciclo da instrução, Cabe ainda a descrição do novo conjunto 
de instruções, o comportamento e verificação de inconsistências, como tempo máximo do 
e uma vez que o programador tem 
total liberdade no rearranjo das unidades do co-processadoL 
5.1 Utilização da CRDL 
Durante a compilação de um código fonte, o compilador utilizado para gerar o código 
objeto do sistema NIOS & CRD, deverá ser capaz de gerar dois tipos distintos de código, 
Um deles referente a execução no processador de propósito geraL De outro lado, é ne--
cessário a elaboração do código necessário à configuração, início e leitura dos resultados 
das partes do programa que serão executadas no CRD, 
Um compilador C/C++ convencional pode, facilmente, gerar o código objeto referente 
as partes do programa que serão executadas no processador de propósito geral, porém não 
são capazes de gerar o código extra de configuração e controle necessários à transferência 
de execução do processador para o CRD e vice-versa, Pelo fato do CRD ser mapeado 
em memória, a tarefa de configuração e controle pode ser realizada através de escritas e 
leituras em memória, Assim se as tarefas de configuração e controle forem explicitadas 
na forma de escrita e leitura de memória no código C/C++, um compilador convencional 
poderá ser usado para gerar o código executável finaL 
A cada ciclo de execução do datapath que será executada em hardware, são necessários 
1 Para a síntese realizada em bancada o caminho crítico sempre se manteve abaixo do período de 
execução ao qual o processador estaria sendo submetido 
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64 bits para sua programação. A fim de facilitar a tarefa do usuário na configuração do 
CRD, a ( CRDL) é capaz '"''uv•cw de encapsular a complexidade de se llHtlU!JUidx esta 
quantidade de bits em estruturas de alto níveL 
Um compilador C/C++ típico, além das fases de análise sintática, semântica, geração 
e otimização de código comuns a maioria dos compiladores, possui uma 
denominada de pré-processamento cuja finalidade principal é a substituição de macros e 
a de arquivos de definições. 
Durante a elaboração da linguagem, questionou-se sobre a inclusão de uma extensão a 
linguagem C/C++, para o pré-processamento. Uma forma viável de diferenciação entre 
os dois códigos de um programa 
detEorminas;sem o e fim 
seria a utilização de símbolos identificadores, que 
blocos da nova linguagem. Estabeleceu-se a rlir·Ativa 
#CRDL para este propósito. Assim sendo, um programa desenvolvido para este sistema 
conterá o código C/C++, para o qual será gerado código que executará no processador de 
propósito geral, e um código CRDL, destinado a elaboração das palavras de programação 
e controle do CRD, para que o mesmo execute diretamente em hardware uma dada função 
(em geral um loop interno do código original). A este programa contendo comandos em 
CJC++ e comandos CRDL denominamos código misto. Um exemplo de código misto, 
onde chamadas a duas instruções (mu!t e loop32), previamente programadas na memória 
interna do CRD são realizadas pode ser observado na figura 5.L 
for (i=O;i<10;i++) 
{ 
#CRDL 
A = mult; 
#CRDL 
B = B[i]+A; 
} 
#CRDL 
c = A * Loop32; 
#CRDL 
Figura 5.1: Exemplo de código misto submetido ao pré-processador da CRDL 
O novo pré-processador quando recebe como entrada um código misto, tem a tarefa 
de transformar o interior dos blocos demarcados pela diretiva #CRDL no seu equivalente 
CíC++, composto basicamente por e principalmente em determinados 
endereços específicos memória. O próximo passo é então compilar o código retornado 
pelo pré-processador, totalmente em v-r--r. de forma que o programa executável gerado 
possa ser executado no processador de propósito geraL 
trabalho foi utilizado como compilador CíC++ o compilador GCC [32] para o 
soft-core NIOS, distribuído pela empresa 
A extração dos blocos CRDL do código misto, delimitados pela diretiva #CRDL, é re-
alizada primeiramente pelo apontamento do lugar do código onde cada bloco foi extraído, 
para que após uma análise sintática e semântica do código retirado, o bloco retirado venha 
a ser substituído por instruções e codificados na linguagem 
enumerar a seguir as seguintes fases do pré-processamento da linguagem CRDL: 
L Separação do código CRDL : Todos os blocos que contém a diretiva #CRDL 
são copiados para um arquivo temporário e anotado sua localização no código misto. 
2. Verificação do código : Análise léxica e sintática da linguagem CRDL e geração 
das palavras de configuração do CRD através de instruções de leitura e escritas em 
memória. 
3. Substituição do código CRDL pelo equivalente em C: A substituição dos 
blocos CRDL do código misto por seu equivalente na linguagem C pode ser feito 
de duas formas. Uma delas é a substituição do código no ponto em que o trecho 
em linguagem CRDL foi retirado, ou pela disposição do código traduzido em uma 
biblioteca para que as escritas das palavras de configuração das novas instruções 
em hardware, sejam realizadas antes da execução do código final, definindo uma 
programação estática de instruções. Desta maneira a configuração de todas as novas 
instruções em hardware são realizadas na carga do programa, antes do início da 
execução do código do programa, permitindo que um número limitado de instruções, 
pela capacidade de memória interna do CRD,seja programado para sua execução. A 
outra, pela substituição anotada, a configuração da instrução no CRD é realizada no 
instante imediatamente antes de sua execução, configurando-se uma programação 
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dinâmica, permitindo que um número ilimitado de instruções seja programado para 
ex<Jct<cao no 
"''--'l-"u diferença entre a programação estática e a dinâmica, além do número 
de instruções possíveis de serem programadas é o desempenho obtido na execução 
de instrução pelo O na programação estática, para cada 
uma das instruções, é substancialmente maior, uma vez que o overhead de pro-
gramação, e desvio da execução do processador para o CRD é constituído somente 
pela execução das instruções de chamada para a execução em hardware, enquanto 
que na programação dinâmica o overhead é constituído pelo tempo gasto para a 
escrita da programação do CRD e 
da instrução no CRD. 
Devido ao fato da memória de configuração do CRD ter tamanho limitado (máximo 
de 16 instruções), quando se escolhe a abordagem de substituição de código por 
inclusão de bibliotecas, uma maneira eficiente de se alocar as instruções na memória 
disponível no CRD é requerido. Em geral, este modo é utilizado para realizar a 
configuração das instruções mais executadas no CRD. 
5.2 Codificação da Linguagem 
A linguagem CRDL é uma variante da linguagem de programação C, por este motivo, 
acessível a maioria dos desenvolvedores. Com o intuito de possibilitar a exploração en-
tre vários tipos de granularidade (nível de laço ou de instrução), ela permite manipular 
instruções simples ou multi-ciclo com a limitação máxima de 8 ciclos por instrução. O 
programador é o responsável direto por definir a quantidade de ciclos que uma instrução 
irá gastar. A palavra reservada clock indica ao pré-processador que as configurações 
necessárias para um ciclo foram terminadas e então ele passa a criar as palavras de pro-
gramação para a configuração do CRD. 
Apesar da limitação de projeto, de 8 ciclos de clock por instrução, é possível expandir 
o número de ciclos, para um determinado datapath, através da criação de duas instruções 
seqüenciais, onde a segunda seja chamada imediatamente após a execução da primeira, 
dando a impressão de que apenas uma instrução é executada, Obviamente, ganha-se uma 
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penalidade neste processo imposta pelo segundo overhead de chamada da instrução, que 
embora existe, 
5 Manipulação de Dados em Memória 
linguagem CRDL permite ao fazer uso das variáveis, ou seus respe1:üvos 
endereços, utilizados no corpo programa C/C++, Observe o código apresentado na 
figura 5,2, segunda coluna da linha 9 indica que o valor da variável A deve ser pas-
sado em tempo de execução para o registrador zero do CRD (tratado como overhead de 
inicialização), 
5 no 
Para a configuração uma nova instrução em hardware a palavra reservada inst deverá 
ser usada, como podemos ver no exemplo da figura 5,2, linha 2, A palavra reservada inst 
deve ser seguida pelo nome da instrução que será criada e o conteúdo delimitado por " {" 
e "}" pertencerá a sua execução, 
5.2.3 Realizando a Chamada da Nova Instrução 
A execução de uma instrução criada a partir da CRDL se dá toda vez que o nome definido 
através da palavra reservada inst for invocado, O valor de retorno da execução da ins-
trução pode ser carregado em uma variável definida no código C/C++ no qual o código 
CRDL está inserido, conforme pode ser visto nas linhas 10 e 12 do código apresentado na 
figura 5,2, 
Paradigma Orientado a Ciclo 
O código mostrado na figura 5,2, explora a granularidade por instrução, A linguagem 
usa a palavra chave clock para indicar a transição do datapath corrente para o próximo 
(Figura 5,5), ou diferentes estágios de um pipeline (mudança na palavra de programação), 
Este pequeno pedaço de código quando submetido ao compilador CRDL gera como saída 
duas palavras de programação de 64 bits que rearranjam as unidades funcionais do CDR 
de forma a funcionar como o desejado, Estas palavras geradas pelo pré-processamento 
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1 A = A * A· #CRDL ' 
2 B = B * B· ínst multi ' 
3 { 
4 reg.1 <- regin.O; 
5 clock; 
6 reg.O <- * regín.O 
7 clock 
8 
9 
lO 
11 
12 
13 
} 
regin. O <- A· 
' A= multi; 
regin.O <- B· 
' 
B =multi; 
#CRDL 
(a) (b) 
Figura 5.2: Codificação de uma nova instrução na linguagem CRDL. (a) codificação C 
original; (b) codificação mista CRDL e C 
são gravadas na memória de programação do co-processador através de duas escritas de 
32 bits. 
A linguagem CRDL aponta possíveis incoerências ou limitações de tarefas por ciclo. 
Caso se resolva trocar a linha 6 com a linha 5 do código apresentado na figura 5.2, no 
pré-processamento do código, será detectado a impossibilidade de se realizar 2 leituras de 
32 bits em um mesmo ciclo. 
5.3 C como Linguagem de Programação do CRD 
O programador, se desejar, pode fazer uso apenas da linguagem C/C++ para definir novas 
instruções em hardware, bem como realizar chamadas e armazenar dados nos registradores 
internos do CRD, para isto, as palavras de programação devem ser manipuladas bit a bit 
e então armazenadas nos endereços nos quais a memória do CRD está mapeada. Da 
mesma forma que valores que deverão ser manipulados como parâmetros pela instrução 
devem ser armazenados nos endereços do banco de registradores do co-processador. Uma 
leitura no endereço base da instrução dispara a execução da instrução e retoma um valor, 
em uma variável definida no programa fonte, de forma análoga à chamada de uma função 
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em C/C++. 
O código apresentado na figura é a saída do pré-processamento do bloco mostrado 
na figura 5.2. linha 1, CRD_REG contém o endereço base do banco de registradores do 
CRD, desta forma está sendo realizado uma escrita da variável "A" (definida no código 
C/C++) no primeiro registrador do banco. 3 do código, a variável MULT 
contém o endereço de gravação dos dados de reconfiguração do datapath para a realização 
da instrução mult. 
linha 9 é realizada a primeira chamada à execução da instrução MULT, sendo o 
valor de retorno armazenado na variável "A", declarada no código C/C++. O Valor de 
INST define o endereço base de leitura da memória de programação do co-processador. 
Os endereços bases são deslocados de 16 de bits (máximo de 8 mcJdrhc<1ÇCJes 
no datapath, uma palavra de 64 bits por modificação), logo INST poderá ter 16 valores 
inteiros positivos diferentes, onde cada um representa o número da instrução armazenada 
na memória de programação do CRD (de zero a quinze). 
Na linha 11 a variável "B" é armazenada no endereço base do banco de registradores do 
CRD a fim de que este valor seja utilizado pela instrução MULT e possa ser reaproveitada 
para a multiplicação em hardware desta variável. Finalmente a linha 13 realiza a execução 
da instrução MULT armazenando o resultado na variável "B". 
*CDR_REG = A· 
' 
*MULT1++ = Ox00100017; 
*MULTi++ = OxOOOOOOOO; 11 Primeiro ciclo 
*MULTi++ = Ox00100023; 
*MULT1 = Ox00000100; 11 Segundo ciclo 
A= *(CDR_PRG+INST); 
*CDR_REG = B; 
B = *(CRD_PRG+INST); 
Figura 5 .. 3: Código na linguagem C, gerado pelo pré-processamento da CRDL 
C como Linguagem de Programação do CRD 
Pequenas estruturas, laços e desvios condicionais também são possíveis de serem im-
no CRD usando-se a linguagem CRDL Um exemplo de como obter um 
melhor desempenho, com a implementação de laços, é mostrado código apresentado 
na figura 
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14 
15 
16 
17 
for(i=O;i<N; 
{ 
B [i] = B[i] * B[i+i]; 
} 
(a) 
#CRDL 
regin.O <- *B++; 
regin.1 <- *B; 
inst loop1 
{ 
} 
for (i=O;i<N;i++) 
{ 
} 
.1 <- regin.O 
clock; 
reg.O <-reg. i * regin.i[i]; 
clock; 
regin.O <- reg.O 
clock; 
temp = loop1; 
#CRDL 
(b) 
Figura 5.4: Código CRDL para implementação de um laço. (a) código C original; (b) 
código CRDL 
De acordo com a figura 5.4, o datapath criado através da CRDL se modifica 3 vezes 
para executar cada uma das iterações do laço, cada modificação é delimitada pela palavra 
chave clock. No primeiro ciclo da instrução o valor contido no endereço de memória 
apontado pelo registrador de entrada O (regin.O) é carregado em um registrador interno 
(reg.l). No segundo ciclo, é executado uma leitura do conteúdo apontado pelo registrador 
de entrada 1 ( regin.l) que é multiplicado pelo valor lido no ciclo anterior com o valor 
armazenado no registrador interno reg.J. O terceiro ciclo realiza uma escrita do valor 
obtido na multiplicação na memória do sistema (regin.O). Pode-se dizer, desta forma, que 
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a nova instrução, que executará todo o laço terá um CPI2 de 3 * n, onde n é o número 
iterações do laço, (contando somente o execução nova instrução). 
A variável temp linha 16 da figura 5.4 recebe o conteúdo de retorno do CRD, que 
neste caso não é o valor calculado pela instrução, uma vez que os valores calculados 
foram pelos CRD, na memória sistema. Entretanto, é nn,r1so 
que alguma variável receba o de retorno instrução, uma vez que é invocada 
de forma análoga à uma chamada de função C j C++. 
5.4 Caminho Crítico da Implementação 
mencionado anteriormente, o pré-processador CRDL uma análise do 
nho critico de cada configuração do datapath elaborado pelo desenvolvedor. Para que essa 
análise seja possível de ser realizada deve ser fornecido ao pré-processador os tempos de 
atraso de cada recurso disponível no bloco básico (figura 4.7). Estes atrasos podem ser 
obtidos a partir do relatório de síntese. Com este recurso, torna-se mais fácil ao desen-
volvedor a tarefa de programar o datapath do CRD para que mais do que uma operação, 
disponível no bloco básico, possa ser executada em seqüência em um mesmo ciclo de 
clock. Este tipo de execução é realizada programando-se para que uma unidade do bloco 
básico utilize como entrada a saída de outra unidade tornando este cascateamento limi-
tado pelo tamanho do período de clock utilizado, bem como pelos atrasos das unidades e 
disponibilidade de recursos no bloco básico e no módulo de programação (figura 4.6) 
Para a verificação do período necessário para a execução de um ciclo que uma instrução 
que deve ser executada em hardware, é utilizado um método bem simples. Após a monta-
gem da palavra de controle (Figura 4.11) que determina um ciclo da instrução, pesos são 
atribuídos a cada um dos bits responsáveis pela interligação do módulo de programação e 
que são representados por esta palavra. Os pesos utilizados para a computação do período 
do caminho critico são armazenados em um arquivo que contém os atrasos de todas uni-
dades (assim como tempo necessário para leitura e escrita em memória e freqüência de 
operação do CRD). A soma dos pesos (atrasos das unidades arranjadas seqüencialmente), 
não deverá possuir período maior que aquele utilizado pelo co-processador. 
2 clocks por instrução 
Latência de Leitura e Escrita 57 
5.5 Latência de Leitura e Escrita 
datapath equivalente à l apresentado na figura pode ser visto na figura 
O novo datapath equivalente a operação em software necessita dois ciclos de clock para 
ser executado, o primeiro denotado por 6 1 e o segundo denotado por primeiro 
ciclo uma leitura do operando é realizada juntamente com sua multiplicação, no segundo 
ciclo o valor calculado é armazenado no endereço do operando. 
n r 
I '·'--,---~{~~----:?31 i,, 
t~ _·•••••••-••••••••__,u u ~~--·u u_•••••••~___j~ l 
b2 
Figura 5.5: Datapath para realizar a operação de multiplicação de uma variável 
Embora haja substancial redução no tempo de execução da nova instrução deve-se 
mencionar que o tempo que foi despendido para a gravação do comportamento do datapath 
ainda não foi levado em conta. 
Neste exemplo, para se gravar o comportamento do novo datapath foram necessárias 4 
escritas em memória, duas para cada arranjo das unidades contidas no CRD. Para que a 
instrução seja executada é necessário, ainda, que os endereços de memória dos operandos a 
serem utilizados pela instrução sejam passados ao CRD (escritos no banco de regsitradores 
REG_mem). 
O tempo necessário para a escrita das palavras de programação, juntamente com os 
endereços base é denominado Overhead de programação (Figura 5.6). 
Para o cálculo do CP! de uma nova instrução, os tempos gastos na programação, 
execução e tomada dos resultados, devem ser computados. Um fator importante que não 
pode ser deixado de lado é o número total de chamadas que o processador de propósito 
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OVERHEAD 
Palavra Leitura End. BASE Palavras de programacao 
Figura 5.6: Overhead de leitura e gravação de instruções no CRD 
geral fará para a nova instrução. maior número chamadas representa uma ""'""" 
de do overhead de às chamadas, diminuindo o tempo un,wu 
da instrução. 
O gráfico apresentado na figura 5. 7 representa chamadas do bloco de instruções 
"A = A * A", em hardware e em software. Pelo fato do overhead de programação ser 
computado apenas uma vez, a tendência é que as curvas se distanciem cada vez mais de 
acordo com o crescimento de N, isto é, quanto maior o valor de N, o CP! da instrução 
que está sendo executada em hardware tende a ficar menor, melhorando com isto, o 
desempenho do sistema. 
5.5.1 Overhead em Operações com Vetores e Matrizes 
A análise dos CPis estende-se um pouco mais a dados em posições contíguas de memória, 
como vetores e matrizes. A linguagem CRDL permite estruturas simples de laços que, 
quando bem utilizadas, fazem o overhead de programação ou de leitura diminuírem consi-
deravelmente, aumentando desta forma o desempenho da nova instrução a ser executada 
em hardware pelo CRD. 
O trecho de código apresentado, através da linguagem C, na primeira parte da fi-
gura 5.8 pode ser reescrito através da linguagem CRDL de forma que possa ser possível 
sua total execução em hardware, conforme é apresentado na segunda parte da figura. 
O código do laço apresentado na primeira parte da figura 5.8 quando implementado 
através da solução por software no NIOS, não possuiu custo linear ao número de elementos 
do vetor, isto se deve ao controle, incremento e comparação com o valor final do laço. 
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Figura 5,7: Ciclos necessários para a execução do bloco de código " = A * A" em 
hardware e software 
O mesmo loop quando implementado através da linguagem CRDL apresenta o custo 
linearizado em função do número de elementos do vetor, atingindo ganhos de desempenho 
ainda superiores àqueles encontrados com a chamada de n execuções da instrução. 
for(i=O;i<N;i++) 
{ 
BASE_X[i] = BASE_X[i]*BASE_X[i+1]; 
} 
for(i=O;i<N;i++) 
{ 
} 
reg.O[i] <- regin.O[i]*regin.i[i]; 
Figura 5.8: Trecho de código responsável por estrutura simples de laço na liguagem C e 
sua transcrição para a linguagem CRDL 
Capítulo 6 
Programação de Instruções no CRD 
estrutura do um novo datapath, 
dedicado à execução de um trecho programa codificado em uma linguagem de 
níveL Trechos de programas que utilizam estruturas simples, pequenos blocos de código e 
laços internos, são possíveis de serem executados diretamente em hardware utilizando-se 
o CRD, cabendo ao programador as tarefas de especificar as palavras de controle que irão 
configurar cada ciclo de execução do novo datapath para cada trecho de programa e ainda, 
inserir no código da aplicação os comandos para disparar a execução de cada um destes 
trechos. Estas tarefas podem ser realizadas com o auxílio da CDRL, visto no capítulo 
anterior. 
6.1 Particionamento Hardware/Software 
eralmente a primeira tarefa a ser realizada, quando da utilização de sistemas de proces-
sadores de propósito geral e um hardware específico, é determinar a porção da aplicação 
que será executada no processador de propósito geral (em software) e a porção que será 
executada pelo hardware específico (diretamente em hardware). Esta tarefa é conhe-
cido como particionamento Hardware/Software (HW /SW). Uma forma de se realizar o 
particionamento HW /SW é implementar toda a aplicação em software e realizar um pro-
filíng1 da execução do sistema, utilizando-se ferramentas como gprof [32], ATOM [77] ou 
Spix [17], determinando assim, os trechos da aplicação que são responsáveis pela maior 
1le-vantamento das características de execução de determinado programa 
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parte do tempo de execução. Em seguida, analisa-se as possibilidades de implementação 
trechos diretamente em hardware. vez realizado os passos acima resta 
tetizar o hardware capaz de executar os trechos da aplicação selecionados e modificar o 
código original da aplicação para não mais conter o código que executa estes trechos, mas 
s1m, pelo código que transfere a execução para o hardware específico. 
caso hardware específico ser reprogramável também deve ser adicionado ao código 
aplicação as instruções responsáveis pela programação do hardware. 
De uma forma geral, a execução de programas tende a despender na maior parte do 
tempo de execução em uma pequena fração do código, fato esse conhecido como "regra 
do 90-10", onde 90% do tempo de execução é devido a execução de 10% do código. Em 
geral, aplicacões a embarcados tendem a seguir a 90-10 com 
uma maior freqüência, que as aplicações destinadas a estações de trabalho. 
Em [89], Dinesh et aL apresenta um detalhado estudo sobre o impacto e domínio 
de laços no tempo de execução de um programa. Dinesh, em seu trabalho, analisou três 
tipos de benchmarks: SPECINT [76] (mcf, gzip2, vpr, vortex, crafy, parser), Media-
Bench [73] (ADPCM, G721, MPEG, JPEG, Pegwit), NETBench [74] (dh, drr, ti, route 
e url), além de algumas aplicações utilizadas em criptografia (AES, 3DES, RC4, RC6, 
idea, blowfish, seal e shal). 
Os dados apresentados pelo autor (tabelas 6.1, 6.2 e 6.3) reportam a porcentagem do 
tempo de execução acumulativa dos primeiros 10 laços de cada programa, assim como o 
número de core loops do respectivo programa analisado. Define-se como core loop aquele 
laço que contribui com mais de 5% do tempo total de execução. 
Pode-se verificar no trabalho que a contribuição dos primeiros 2 a 4 laços de aplicações 
embarcadas (MediaBench e NetBench) englobam, em média, 90% do tempo de execução. 
Desta forma, é possível obter-se um ganho significativo no desempenho de uma aplicação, 
através da implementação em hardware de poucos laços que são responsáveis pela maior 
parte do tempo de execução, sem um aumento considerável na área em silício. A área de 
silício dedicada ao hardware específico pode ainda ser reduzida utilizando-se um hardware 
reprogramá veL 
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I PROGRAMA 
' Bzip2 ' 18 37 46 ! 55 
' i 
' 
Crafty 25 1 33 40 46 
Eon 3 5 7 9 
i Gap 17 26 34 41 
Gzip 29 43 54 65 
MCF 24 47 58 68 
Parser 8 --10 21 27 
Twoif 21 28 35 41 
Vortex 14 23 29 35 
Vpr 30 42 52 60 
' 
Média 19 30 38 45 
1.""""'" 6.1: Porcentagem do tempo 
SPECINT 
PROGRAMA 
ADPCM 100 100 100 100 
G721decode 47 69 87 92 
G721encode 46 68 85 90 
Jpegdecode 41 67 77 86 
' Jpegencode 29 42 54 65 I 
I Mpegdecode 76 81 84 87 
Pegwit 40 71 81 85 
Média 52 69 80 86 
Laço 
61 ' 67 
52 57 
11 13 
47 51 
73 81 
76 83 
33 38 
45 49 
37 40 
66 72 
50 55 
Laço 
100 100 
95 96 
93 94 
89 90 
75 84 
89 90 
89 92 
89 92 
62 
Core loop 
7.3 ~~ 82 i 85 6 62 oi 11 75 7 
15 16 I 17 18 o 
56 60 63 67 5 
86 90 93 1 96 6 
89 94 94 9- I o 7 
43 47 50 54 6 
52 55 58 60 4 
42 43 45 46 4 
77 81 85 87 7 
59 63 66 68 o 
Core loop 
100 100 100 100 1 
97 98 98 97 3 
95 96 97 97 3 
90 90 90 90 4 
89 92 93 95 6 
92 93 93 94 1 
94 97 98 98 3 
93 94 95 95 4 
Tabela 6.2: Porcentagem do tempo de execução dos 10 primeiros laços do benchmark 
MediaBench 
O potencial da abordagem adotada neste trabalho em melhorar o desempenho de 
um sistema foi testado, inicialmente, com a implementação no kit EXCALIBUR de dois 
sistemas que calculam a função dada pela equação 6.1. O primeiro sistema consistiu em 
um processador NJOS executando um programa escrito na linguagem C que implementa 
a função f(x) e o segundo sistema consistindo no processador NJOS e um co-processador 
dedicado capaz de executar, em hardware, o termo x'. A figura 6.1 mostra a evolução do 
tempo de execução do cálculo de x', para z variando de 1 a 10, para o cálculo realizado 
pelo processador NJOS (software) e pelo co-processador (hardware). Pode-se notar que o 
tempo gasto pelo co-processador para calcular x' ficou praticamente constante enquanto 
a implementação por software obteve um comportamento exponencial. 
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PROGRAMA Laço Core loop 
AES 78 93 I 97 100 100 1 100 100 I 100 100 100 I 2 i 
Blowfish 62 87 93 95 95 95 95 I 95 
' 
95 I 95 3 j 
DES '46 90 94 I 98 98 98 98 1 98 98 1 98 2 
I IDEA 48 I 87 95 95 95 95 95 1 95 95 I 95 3 i ! 
I RC4 95 1oo 1 1oo 100 I 100 100 100 100 100 1 100 1 
i RC6 87 100 ! 100 100 100 100 100 ! 100 100 100 2 i 
Seal '63 98 100 100 100 100 100 100 100 100 2 
I SHAl 75 98 100 100 100 100 100 100 100 100 2 
I CRC 87 99 100 100 100 100 100 100 100 100 2 
TL 71 82 90 93 95 97 98 98 99 99 3 
URL 77 95 99 100 100 100 100 100 100 100 2 
I DRR 26 48 65 80 85 87 91 93 95 95 4 
I 68 90 95 97 97 98 98 98 99 99 2 
Tabela 6.3: Porcentagem do tempo de execução dos 10 primeiros laços do benchmark 
Security e NetBench 
n 
f(x) =I: Ai *Xi (6.1) 
i= O 
A figura 6.2 mostra a evolução dos tempos de execução do cálculo da função dada pela 
equação 6.1 quando executado no sistema só com o processador NIOS (software) e quando 
executado no sistema composto pelo processador e pelo co-processador (hardware). O 
ganho de desempenho poderia ser maior se uma maior granularidade fosse utilizada para 
a implementação em hardware, como por exemplo o cálculo de A, * x' ou mesmo toda 
a função. Um limitante em se aumentar a granularidade do que será implementado 
diretamente em hardware é a área de silício necessária à sua implementação. 
6.2 Implementação por Granularidade 
O trecho de programa a ser escolhido para ser executado diretamente em hardware (no 
CRD) pode ser uma única linha de código, um bloco de linhas de código e mesmo todo 
um loop. Um fator importante a ser levado em consideração quando se realiza um parti-
cionamento hardware/software é em relação à granularidade do particionamento que tem 
influência direta no desempenho do sistema, bem como no custo e consumo. Em geral, 
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Figura 6.1: Tempo de execução da função potência (xn) implementada em hardware e 
software 
quanto maior a granularidade em sistemas deste tipo, maior será o ganho de desempe-
nho [92]. No entanto, a utilização de uma maior granularidade acarreta em maior custo 
e consumo, pois é necessário uma maior área de silício dedicada a execução da tarefa. 
Independentemente do tamanho da granularidade, vale ressaltar que para que haja um 
ganho no desempenho, com a execução da nova instrução em hardware, é necessário que 
o trecho de código escolhido utilize instruções do processador de propósito geral pouco 
eficientes, em relação às outras instruções deste processador. 
Devido aos atrasos para invocar a execução do trecho do programa no CRD os ganhos 
no desempenho são mais evidentes na substituição de laços, onde o atraso para programar 
e disparar a sua execução no CRD é diluído pelo número de iterações executadas pelo 
laço. 
Tomemos como exemplo o trecho de programa mostrado na figura 6.3. Suponha que 
se deseje implementar no CRD o comando da linha 5 (a++). Fica evidente que por 
mais eficiente que seja a execução da nova instrução, criada em hardware, dificilmente 
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Figura 6.2: Implementação da função f(x) em hardware x software 
ela terá desempenho de execução final superior à implementada por software. No pro-
cessador utilizado para a prototipagem (processador NIOS), esta instrução tem um CPI 
de 1 ciclo de clock quando executada em conjunto com outras instruções no pipeline do 
processador [18]. Somente para a configuração desta instrução no CRD será necessário 
bem mais do que isso. O mesmo não ocorre na linha de código número 9, onde o conjunto 
de instruções NIOS que irão ser executadas para implementar esta linha possuem um de-
sempenho pior que um equivalente em hardware: 92 ciclos em software contra 44 (38 para 
programação; 4 para passar o controle ao CRD e 2 para a execução propriamente dita) 
ciclos em hardware, contabilizando os overheads de programação e chamada da instrução 
e 6 ciclos sem contabilizar os overheads de programação. 
Um datapath, usando os recursos disponíveis no CRD2, capaz de executar a linha de 
código de número 9 da figura 6.3 é apresentada na figura 6.4. Este datapath executa 
em seu primeiro ciclo de execução, a leitura em memória da variável b (a qual teve seu 
2 Apresentado no capítulo 4 
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for (i=O;i<N;i++) 
{ 
i f (a>b) 
{ 
a++; 
} 
else 
{ 
a =(b » * c; 
} 
} 
Figura 6.3: Código exemplo em C 
endereço armazenado em um registrador interno do CRD durante a etapa inicialização), 
bem como seu deslocamento lógico de 2 posições para a direita, armazenando seu valor 
de saída em um dos registradores do CRD. No próximo ciclo, é realizada uma leitura 
em memória da variável c (endereço da variável c também foi previamente armazenado 
no banco de registradores na etapa de inicialização), que é multiplicado pelo resultado 
guardado no ciclo anterior, tornando assim o valor disponível para retorno ao processador 
de propósito geral. O ganho de desempenho, medido, para a execução de uma única vez 
desta instrução é de 2.09 vezes, se considerado o tempo de programação e de 15.3 vezes 
se só for considerado o tempo de chamada e execução. 
A figura 6.5 mostra o novo código, utilizando a CRDL para o trecho de programa 
mostrado na figura 6.3 com a execução do código da linha 9 no CRD. 
A nova instrução, denominada "INSTl" requer dois ciclos para execução, definidos 
pela palavra reservada clock (linhas 7 e 10), o primeiro ciclo estabelece as entradas no 
deslocador, e sua saída ligada a um registrador. O segundo ciclo realiza a operação de 
multiplicação entre o registrador e a variável c, localizada em memória. O registrador 
"reg.O" é o registrador de saída do CRD, assim sendo, o valor calculado estará pronto 
para ser transferido para o NIOS. 
Quanto maior o número de iterações maior será o speed-up alcançado pelo sistema, 
uma vez que os 38 ciclos utilizados para a programação do datapath da figura 6.4 no CRD, 
e a carga dos operandos a serem utilizados para os registradores internos são gastos uma 
6.2. Implementação por Granularidade 
n //\.• 
I &B!-i -!-
LJ 
r-1 ---.i : I 
I ~ : i 
• !-' ----~·-- • I &c i : i 
LJ : I 
• I 
Datapath para execução da 9 código apresentado anter·im:m.eni;e 
única vez. Porém, ainda assim, estará limitado a um valor um pouco maior que 15 vezes, 
determinado pela equação 6.2. 
92 * n 92 
lim - lim ( / ) = 15.33 
n-+oo 38 + 6 * n n-+oo 38 n + 6 
(6.2) 
6.2.1 Implementação de Blocos de Instruções no CRD 
Como visto anteriormente a substituição de uma única linha de código pode não propiciar 
um ganho elevado devido ao overhead de programação ser relativamente alto. 
Este problema pode ser minimizado programando o CRD para executar em hardware 
um bloco de instruções, diluindo assim o overhead de programação. A memória de pro-
gramação do CRD tem capacidade, na versão atual, para 16 instruções de até 8 ciclos 
cada. A memória de programação pode ser usada assim para definir datapaths para a 
execução de blocos ou instruções que aparecem em diversas partes do código do programa 
original, reduzindo desta forma o overhead (devido a programação), uma vez que a pro-
gramação será realizada uma única vez na primeira ocorrência da instrução. O overhead a 
partir da segunda execução da instrução resume-se ao tempo para invocar a sua execução 
no CRD. 
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#CRDL 
inst INST1 
{ 
shiftoin <- b; 
shiftoshf <- 2; 
reg"O <- shiftoout; 
clock; 
regoO <- regoO end c; 
clock; 
} 
#CRDL 
for (i=O;i<N;i++) 
{ 
if 
{ 
} 
a++ 
else 
{ 
} 
#CRDL 
INST1; 
#CRDL 
I* chamada da instrução *I 
Figura 6"5: Transcrição de código para a CRDL 
68 
Considerando ainda o código mostrado na figura 603, pode-se por exemplo projetar um 
novo datapath para substituir o código compreendido entre as linhas 3 a 9 (Figura 606), 
esperando desta forma um aumento de desempenho superior ao caso de substituição de 
uma única linha de código" 
A execução do trecho de programa mostrado na figura 603 no processador NIOS gasta 
17 ciclos se a for maior que b e 102 ciclos se a for menor que b" Assim considerando-se 
uma distribuição homogênea na execução dos dois caminhos temos em média um tempo 
de execução igual a 59 ciclos" Para a execução do mesmo trecho de programa no CRD, 
usando o datapath apresentado na figura 6"6 tem-se 14 ciclos para a inicialização dos dados 
nos registradores do co-processador (Endereço e valor das variáveis), 79 ciclos destinados 
a configuração do novo datapath (escrita das palavras de controle na memória do CRD), 
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Figura 6.6: Datapath utilizada para substituição do bloco compreendido entre as linha 3 
e 9, do código exemplo, mostrado na figura 6.3 
3 a chamada nova instrução e 5 a carga 
re~;istra(:!or do NIOS, totalizando 
speedup = (17 + 102)/2 = 0.589 (14 + 79 + 3) + 5 (6.3) 
Nota-se, no entanto, um decréscimo no desempenho quando comparado com a solução 
em software. Se considerarmos, porém, que este trecho de programa faz parte de um 
laço que será executado n vezes (Figura 6.8), um ganho de desempenho significativo 
pode ser observado, pois o overhead de programação assim como o de inicialização são 
diluídos entre as n chamadas, confonne pode ser observado na equação 6.4 e no gráfico da 
figura 6.7. O código mostrado na figura 6.8 apresenta a codificação do data.path usando-se 
CRDL. 
d l. n * (17 + 102)/2 spee up = 1m -
n-+oo (14 + 79 + 3) + (5 * n) 
(17 + 102)/2 
speedup = lim 
1
· _ = 11.9 (6.4) 
n-+oo 96 n + 0 
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Figura 6. 7: Speed-up obtido para n execuções consecutivas das instruções mostradas no 
trecho de programa da figura 6.3 utilizando-se o CRD programado com o datapath mos-
trada na figura 6.6 
1 #CRDL 
2 inst loop1 
3 { 
4 
5 
6 
7 
8 
9 
reg.1 <- regin.O; 
clock 
shift.in <- b; 
shift. shf <- 2; 
reg.O <- shift.out; 
clock; 
reg.l <-a+ reg.1; 
shift. in <- a; 
shift. shf <- O; 
clock; 
reg.O * c; 
I* carregado com 1 na etapa 
I* de inicializacao 
f* utilizacao da unidade *I 
I* como registrador *I 
10 
11 
12 
13 
14 
15 
16 
reg.O <-
shift.in 
shift .sh 
<- shift.out; 
<- O; 
17 clock; 
18 if (shift.out > b) 
19 { 
20 reg.O <- reg.l; 
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19 } 
20 
21 clock; 
22 } 
23 #CRDL 
24 
25 for ;i<N;i++) 
26 { 
27 #CRDL 
28 BLOC01; 
29 #CRDL 
30 } 
31 
Figura 6.8: chamadas a instrução BLOC01 
6.3 Implementação de Laços no CRD 
Em geral, em um programa que contenha laços aninhados, o laço mais interno será o 
responsável direto pela maior parte do tempo de execução. 
O CRD, usando seus contadores internos, é capaz de realizar em hardware operações 
de controle de laços com número de iterações conhecido antes da execução do mesmo 
(for), e manipulação de estruturas simples (Ex. vetores). Com os recursos disponíveis 
no CRD é possível o uso de uma variável de indução em hardware, tornando possível a 
manipulação de vetores ou espaços contíguos de memória. 
Voltando ao exemplo utilizado até aqui, o objetivo agora é implementar a execução 
de todo o laço em hardware, esperando desta forma melhorar ainda mais o desempenho 
da instrução. 
O ganho de desempenho neste caso torna-se superior ao anterior, pois o processador 
de propósito geral não necessita realizar as operações de indução (incremento do índice 
do vetor e comparação com o final da condição) na variável de controle, que agora são 
realizadas diretamente no CRD. A figura 6.9 mostra o ganho de desempenho quando 
todo o laço da figura 6.3 é implementado através de seu equivalente em hardware. 
atual implementação do CRD não é possível a implementação de laços aninhados, 
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Figura 6.9: Curva comparativa de desempenho, entre a execução do código, apresentado 
na figura 6.3, em hardware e software 
porém implementando-se, em hardware, somente o laço mais interno é possível obter-se 
uma considerável melhora no desempenho para diversos programas. A seguir é mostrado 
um exemplo, extraído do programa MAT1x3 (Anexo B.l2), de como pode ser implemen-
tada a execução de um laço interno usando-se o sistema NIOS f!3 CRD. 
No programa MAT1X3 é realizada a multiplicação de uma matrix 3x3 por uma matriz 
3xl, ou seja: 
(6.5) 
Onde: 
( 
yl l ( hll hl2 hl3 ) ( xl ) ( hll * xl + hl2 * x2 + h13 * x3 ) 
y2 = h21 h22 h23 * x2 = h21 * xl + h22 * x2 + h23 * x3 
y3 h31 h32 h33 x3 h31 * xl + h32 * x2 + h33 * x3 
(6.6) 
O trecho do código C que realiza essa multiplicação no programa MAT1X3 é apresen-
tado no Anexo B. 
Como no CRD não é possível implementar uma instrução que implemente laços ani-
nhados foi escolhido para ser executado no co-processador o !aço mais interno que calcula 
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o valor de y, = (h,1 * Xr + h,2 * X2 + h,3 * X3). 
A figura 6.10 mostra o trecho do código executado no NIOS responsável execução 
da multiplicação entre as matrizes H e onde um laço executado no NIOS faz sucessivas 
chamadas à instrução MAT (linha 11), implementada no CRD. linhas de código 6 a 
9, passam para o o endereço memória (do sistema) onde está localizada a 
de H a ser usada na computação, o endereço da matrix X e o endereço onde deve ser 
armazenado o resultado y, calculado. 
for (i = o i < 3, i++) 
' { 
f* do matrix 
p_crd = &CRD [O]; 
*p_crd++ = p_h; 
*p_crd++ = p_x; 
*p_crd = p_y++; 
nl = *MAT; 
p_h += 3; 
} 
Figura 6.10: Substituição do laço mais interno do programa "matrixlx3" por uma ins-
trução em hardware 
Ganhos na ordem de 8 a 12 vezes (para a programação dinâmica e estática respectiva-
mente) foram obtidos de acordo com a implementação apresentada na figura 6.10, onde 
há um compartilhamento de computação entre o NIOS e o CRD. 
Assim como o programa MAT1X3 apresenta bom ganho de desempenho ao se substi-
tuir seu laço mais interno por uma chamada de instrução em hardware, outros programas 
pertencentes ao mesmo benchmark, como LMS, MATRIX1, FIR2DIM se beneficiam desta 
técnica, como poderá ser verificado no capítulo 7, que apresenta os resultados obtidos para 
a execução de partes de seus códigos no CRD. 
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6.4 Trabalhando com as Limitações do CRD 
Conforme já mencionado, a implementação CRD possui algumas 
decorrentes de decisões de projeto que, em foram estabelecidas no sentido de recluzn 
sua complexidade e área ocupada. 
Entre as principais limitações tem-se o tamanho da memória de programação que per-
um máximo de 16 instruções programadas simultaneamente no CRD. desta 
restrição não impedir que um número maior de instruções sejam utilizadas na execução 
de uma dada aplicação (uma instrução pode ser reprogramada a qualquer momento), ela 
tem impacto no desempenho devido ao overhead envolvido na programação de uma nova 
instrução no CRD. limitação é que um contador que pode ser como 
variável de indução de laços e sua contagem é sempre crescente e a partir de zero, 
não permitindo a implementação, no CRD, de laços aninhados e de laços com variável de 
indução decrescente, por exemplo. 
Para um melhor aproveitamento da estrutura oferecida pelo CRD, pode ser necessário 
uma reestruturação dos laços do programa original. Algumas técnicas sugeridas neste 
trabalho, bem como as utilizadas em otimização de compiladores [96, 88], são apresen-
tadas a seguir e podem ser utilizadas para tonar possível ou otimizar implementações de 
instruções no CRD, devido à suas limitações. 
1. EVOLUÇÃO DA VARLÁ.VEL DE INDUÇÃO 
Para laços cujo valor inicial da variável de controle é diferente de zero é possível 
realizar modificações nos valores iniciais e finais da variável de controle de forma a 
tornar possível sua implementação no CRD. 
Por exemplo, a figura 6.11.(a) mostra um laço cuja variável de indução não ini-
cia com o valor zero, não sendo possível a sua implementação direta no CRD. 
Examinando-se este laço, observa-se que ele atualiza as posições do vetor B, com-
preendidas entre os índices J e N. Este laço pode ser reescrito, conforme mostrado 
na figura 6.ll.(b) onde as posições B[J] a B[NJ foram redefinidas como sendo C[OJ 
a C[N-J], possibilitando a sua implementação no CRD. 
2. FusÃo DE LAços 
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for ;k<N;k++) int *C; 
{ c= B+J; 
B[k] = line+ (k»2) ; for (k=O;k<(N-J);k++) 
} { 
C[k] = line+(k»2); 
} 
(a) (b) 
Figura 6.11: Código exemplo da manipulação de laços através da evolução da variável de 
indução, para proporcionar a implementação do !oop no CRD 
A fusão de !aços[96] é uma técnica empregada quando existem dois laços, embora 
que 
indução de um deles de forma 
J-'fiJCtrra-se eliminar a v~.ri~vPl 
ambos possam ser chamados por apenas uma 
instrução executada em hardware, ao contrário de duas instruções caso a técnica 
não fosse aplicada, diminuindo o espaço na memória interna do CRD e aumentando 
o desempenho final da nova instrução, pois apenas um overhead de programação é 
necessário. 
3. DISTRIBUIÇÃO DE LAÇOS 
A técnica de distribuição de laços [96, 88] propõe a separação de um laço em ou-
tros, de forma que se torne possível a implementação do mesmo em hardware. A 
figura 6.12.(a) apresenta um exemplo onde esta técnica é utilizada. Deve-se primei-
ramente aplicar a técnica de evolução da variável de indução para que a contagem 
do laço tenha seu valor inicial em zero. Porém, ao se realizar esta transformação, é 
encontrado um problema de dependência de dados na linha (6). Uma distribuição 
em dois laços (figura 6.12.(b))soluciona este problema. 
4. CONTROLE DO LOOP FORA DOS CONTADORES INTERNOS DO CRD 
Esta técnica permite que sejam efetuadas computações com decrementos e incre-
mentos superiores a uma unidade no CRD. 
0. REUTILIZAÇÃO DA CONFIGURAÇÃO DO Datapath 
Em muitos casos, diferentes instruções ou blocos de instruções representam grande 
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for (i=N-1; i>O; i--) for (i=O;i<N-1;i++) 
' 
{ L 
A[i] = B [i] + 1; A_1 = B_1 [i] + i . 
-'-' 
C[i] = A[i] I 2· 1[i] = A _1 I 2· 
' ' D[i] = 2 * C[i+1]; } } for (i=O;i<N-1; 
{ 
D_1[i] = 2 
* 
C_1 
} 
(a) (b) 
Figura 6.12: (a) Exemplo de código onde a variável de indução é decrementada, impra-
ticáv•el para substituição no CRD. (b) Aplicação distribuição de laços para 
a implementação do laço em hardware 
similaridade entre suas codificações. técnica mencionada é reaproveitar da-
tapaths criadas para execução no CRD com diferentes instâncias de entrada, ou 
como parte (bloco similar) de uma nova datapath que venha a ser idealizada. Al-
guns projetos de pesquisas, como o projeto Chameleon [14], desenvolvido pelo LSC -
Unicamp, vêm desenvolvendo ferramentas automáticas para a determinação e agru-
pamento destes blocos similares, chamados de padrões. 
6. REUTILIZAÇÃO DA CONFIGURAÇÃO DO Datapath PARA DIFERENTES FUNÇÕES 
A técnica apresentada anteriormente procura realizar a implementação em hard-
ware de instruções que tenham padrões semelhantes, padrões refinados em cima de 
seqüências de operações, independente dos argumentos de entrada. Isto invalida 
tecnicamente, árvores de expressões semelhantes, com diferença entre operadores. 
Este método consiste em realizar a montagem de um datapath (ou instrução em 
hardware) a partir da análise entre semelhanças das árvores de expressões das com-
putações candidatas a implementação. 
6.5 Explorando Paralelismo no CRD 
A arquitetura do CRD permite que algumas operações disponíveis no bloco básico (figura 
4.7), sejam executadas em paralelo, desde que não haja dependência de dados entre estas 
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operações. Como exemplo, suponha que se deseja implementar no CRD uma instrução 
que calcule o de Z dado pela na equação 6.7 abaixo: 
cutada em 7 ciclos 
i) Ler operando a1; 
ii) Ler operando I>I; 
seguinte 
iii) realizar a operação a1 * b1 e armazenar em um registrador interno ao CRD; 
Ler operando 
vi) realizar a operação a2 * b2 e armazenar em um registrador interno ao CRD; 
víi) somar os resultado calculados nos passos ( iií) com (vi) e retornar o valor. 
(6.7) 
Porém, se for explorado melhor os recursos disponíveis no CRD pode-se ter uma 
solução implementada usando-se um número menor de ciclos, conforme é apresentado: 
i) Ler operando a1; 
ii) Ler operando b1 e realizar a operação a1 * b1 , armazenando o resultado em um regis-
trador interno ao CRD; 
iii} Ler operando a2 ; 
iv) Ler operando bz e realizar a operação a2 * b2 , armazenando o resultado em um regis-
trador interno ao CRD; 
v) realizar a operação de sorna entre os valores armazenados em i i) e i v) e retornar o valor. 
O CRD pode ser programado para executar em um mesmo ciclo urna operação da 
ULA, um deslocamento lógico e urna leitura de operando da memória ou do banco de 
registradores. 
apítulo 
Resultados 
raT11t111n são apresentados os obtidos com o uso do em conjunto 
com o processador de propósito geral Nios de 32 bits da Altera. 
Para avaliar o desempenho do sistema NIOS €1 CRD foi utilizado o benchrnark 
DSPStone, cujos programas originais foram executados no NIOS e urna versão modificada 
com o uso da CDRL foram executadas no sistema NIOS €1 CRD. Os resultados obtidos 
também foram comparados com valores da execução dos mesmos códigos (originais) em 
sistemas usando diversos DSPs existentes no mercado e disponíveis na literatura [25], pois 
atualmente, a utilização de DSPs em conjunto com processadores de propósito geral tem 
sido urna estratégia adotada em projeto de sistemas dedicados que requerem um maior 
desempenho no processamento de sinais, corno aplicações multimídia [83]. 
Corno o objetivo dos experimentos realizados e apresentados a seguir é mostrar o po-
tencial do uso do sistema NIOS & CRD no ganho de desempenho, as implementações das 
instruções no CRD foram realizadas usando-se urna transcrição direta, quando possível, 
das operações descritas no código C originaL Desta forma, evitou-se contabilizar au-
mento de desempenho devido a mudanças algoritmicas na implementação das instruções 
no CRD. 
7.1 DSPStone 
Os benchmarks mais utilizados para avaliar o desempenho de sistemas em processamento 
de sinais digitais, aplicações embarcadas e multimídia podem ser classificados em dois 
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tipos: 
de aplicação (por exemplo : JPG coder e decoder, co der e decoder, 
coder e decoder, cálculo CRC, etc.). 
,. Benchmark tipo kernel Composto programas que implementam somente os 
núcleos (trechos mais executados do programa) de programas típicos da área de 
aplicação (por exemplo: FIR, Dot product, etc.) 
Neste trabalho optou-se em utilizar um benchmark tipo kernel, o DSPStone, com 
o serem 
quanto ao tempo de execução, comuns a uma grande gama de aplicações. 
O DSPStone é um benchmark composto pelos programas mostrados na tabela 7.1, 
cujos nomes refletem de forma direta a computação realizada pelo programa. Por exemplo, 
o programa DOT_Product realiza o produto escalar entre dois vetores. 
I Programa I Seção I 
DotYroduct 7.2 
Complex_multiply 7.3 
ReaLUpdate 7.4 
Biquad_one_Section 7.5 
FIR 7.6 
FIR2Dim 7.7 
MAT1x3 7.8 
Complex.-Dpdate 7.9 
N_Complex_Updates 7.10 
Convolution 7.11 
LMS 7.12 
Matrix1 7.13 
N_ReaLUpdates 7.14 
Tabela 7.1: Programas que compõem o benchmark DSPStone 
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Freqüência de operação 
síntese do processador NIOS1 e do CRD tornar possível sua execução a uma 
freqüência superior a de de:ser:volvim1mt.o Excalibur possui um oscilador fixo 
de JJi.VlillO: assim a freqüência de vvi.HL'~ foi utilizada para OS testeS apresentados a QP0'11ir 
o 
medidas de tempo de execução dos mesmos programas em diversos DSPs, obtidos 
na literatura, foram realizadas com o uso freqüências. para efeito 
de comparação, foi utilizado o tempo de execução e o número de ciclos gastos, também 
disponíveis na literatura [26]. 
Chaves de compilação 
Para as execuções dos programas no NIOS, foram realizadas duas tornadas de u"""vo 
(número de ciclos para a execução do programa) urna para o programa compilado pelo 
gcc [32] sem chaves e..xtras de otimização e outra para compilação com o uso da chave de 
otimização o2 (Ver apêndice A para diretivas de compilação). 
7.2 DoLProduct 
O kernel DOT_PRODUCT (Apêndice B.l) executa o produto vetorial entre dois vetores 
de inteiros de 2 elementos cada. A tabela 7.2.(a) apresenta o número de ciclos gastos 
para executar este programa em diversos processadores DSP e no processador de propósito 
geral NIOS. Para o processador NIOS são apresentados dois valores, um para o programa 
compilado sem otimização e outro compilando com otimização. 
A tabela 7.2.(b) apresenta o número de ciclos gastos quando o kemel DOTYRODUCT 
é executado no sistema NIOS & CRD com o código das linhas 69 e 70 (Apêndice B.l) im-
plementado no CRD. Na tabela 7.2.(b) os dados referentes à linha rotulada "Dinâmico" 
referem-se àqueles coletados quando é utilizado a programação dinâmica, isto é, a ins-
trução é programada no CRD toda vez que ela é executada. Os dados referentes à linha 
rotulada "Estático" referem-se aos dados para a programação estática, isto é, a instrução 
é programada uma única vez no CRD e a cada chamada só é executado o código para 
1 A segunda versão do soft-core do processador- NIOS I1 
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a passagem de parâmetros e ínicio da execução. Nesta tabela também sao apresenta-
ciclos necessários à: programação instrução no inicialízação 
(passagem dos parâmetros) e execução da instrução. 
j Processador I ::Y:ciclos f tempo(ns) I .. -
i Ad21 I 13 787.8 ' 
' ' 
Overhead ! Ove:rhead Ciclos de Total I tempo(ns) I 
programação 1 inicialização execução I 
I Tms32c50 I 19 475 Dinâmico 47 7 11 65 1969.7 
Dsp56001 22 666.6 Estático - 7 11 18 545.4 
I Dsp56156 58 966.6 (b) 
i NEC77016 16 484.8 
Nios I 203 6151.5 
Nios(02) I 192 5818.1 
(a) 
Tabela 7.2: Número de ciclos gastos para executar o kernel DQT_PRODUCT. (a) em 
diversos processadores DSP e no processador NIOS, com e sem otimização 02; (b) no 
sistema NJOS & CRD com programação dinâmica e programação estática. 
Os ganhos de desempenho com o uso do sistema NIOS & CRD em relação ao pro-
cessador NIOS estão apresentados na tabela 7.3, para a programação do CRD de forma 
dinâmica e estática. Para a forma estática obteve-se um speed-up de 1060% quando 
comparado ao tempo de execução do código otimizado e de 1127% quando comparado à 
execução do código não otimizado. 
I Programação do CRD Código otimizado Código não otimizado 
i Dinâmico 2.95 3.12 
I Estático 10.6 11.27 
Tabela 7.3: Speed-up do sistema NIOS & CRD em relação ao processador NIOS para o 
kernel DOT _FRODUCT 
A figura 7.1 mostra os tempos de execução para os dados obtidos na tabela 7.2.(a). 
Pode-se notar que o tempo de execução do sistema NIOS & CRD é aproximadamente 
igual ao tempo de execução dos DSPs que executam em uma menor quantidade de ciclos 
de relógio. O tempo do NJOS & CRD poderia ser reduzido caso fosse utilizado uma 
frequencia maior. 
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Desempenho do programa dot_product em alguns processad-ores 
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Figura 7.1: Tempo de execução em nanosegundos do kernel DOT_PRODUCT 
7.3 Complex_multiply 
O kernel COMPLEX_MULTIPLY executa a multiplicação entre dois números complexos. 
Na tabela 7.4.(a) são apresentados, assim como no caso anterior, o número de ciclos gastos 
para executar este kernel em diversos processadores DSP e no processador de propósito 
geral NIOS. São apresentados na tabela 7.4.(b) o número de ciclos devidos à configuração, 
chamada e execução da instrução no co-processador reconfigurável. 
O speed-up obtido através da substituição do trecho de código compreendido entre as 
linhas 49 e 50 do anexo B.3, por uma instrução equivalente em hardware em relação ao 
processador NIOS é apresentada na tabela 7.5 e a figura 7.2 mostra os tempos de execução 
em diversos processadores. 
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P:rocBSsador I ciclos i temoo(nsl I 
I 
Overhead I Overhead Ciclos de I Total tempo(ns) I 
programação I inicialização Bxecução ! ' 
> 
> 
I Ad21 I 16 969.7 
Dinâmico 168 15 22 205 6212.1 I Tms32c50 I 17 I 425 I 
i Dsp5600l I 36 1090 Estático - 15 22 37 1121.2 
i Dsp56156 
' 
I 74 ' 1233 (b) 
i NEC77016 ! 18 545.4 
' I Nios i 352 10666.6 I 
Nios (02) 328 9939.4 
(a) 
Tabela 7.4: Número de ciclos gastos para a execução do kernel COMPLEX_MULTIPLY: 
(a) em diversos processadores e no processador NIOS com e sem chave de otimização; (b) 
no sistema lVIOS €3 com dinãmíca e ""''"'''c" 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 1.6 1.71 
Estático 8.86 9.51 
Tabela 7.5: Speed-up do sistema NIOS 1!:1 CRD em relação ao processador NIOS para o 
kernel COMPLEX_MULTIPLY 
Desempenho do programa Complex_multiply em alguns processadores 
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10000 .... ~- ...... -:- ..... . . . .,. ...... ·.· 
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Figura 7.2: Tempo de execução em nanosegundos para o kernel COMPLEX_MuLTIPLY 
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7.4 ReaLUpdate 
O kernel realiza uma operação tipo MAC entre números Uma 
operaçao MAC é a execução de uma multiplicação seguida de uma operação de soma 
entre o obtido e um terceiro número (em geral, o resultado da operação 
O profile da que realiza esta operação (linha 58 do anexo B.4), em alguns 
processadores, é apresentado na tabela 7.6.(a), assim como os overheads provocados pela 
configuração e chamada da instrução pelo processador NIOS no CRD (Tabela 7.6.(b)). 
j Processador j ciclos I tempo{ns) I Overhead Overhead Cíclos de ! Total 
I 
tempo(ns) I 
programação inicialização execução ' 
Dinâmico 47 11 9 67 t203D.3 
Estático - 11 9 20 606.6 
Ad21 ' 6 i-363.6 ! 
Tms32c50 I 7 175 
I Dsp56001 I 16 484.4 
Dsp56156 28 466.6 (bJ 
I NEC77016 I 13 393.9 
' 
Nios 88 2666.6 
I Nios(02) 89 2696.9 
(a) 
Tabela 7.6: Número de ciclos gastos para executar o kernel reaLupdate: (a) em diversos 
processadores; (b) no sistema NIOS f3 CRD com programação dinâmica e programação 
estática. 
A figura 7.3 mostra os tempos de execução deste kernel em diversos processadores. 
Percebe-se que mesmo utilizando a programação estática, o conjunto NIOS f3 CRD não 
consegue equiparar-se aos DSPs, que em geral, possuem instruções para realizar operações 
tipo MAC em um ciclo de relógio, ao contrário do CRD que por decisão de projeto 
necessita de no mínimo 2 ciclos para realizar a operação, pelo fato do multiplicador estar 
inserido dentro da ULA (Ver capítulo 3). 
No entanto, se compararmos o ganho de desempenho apresentado entre o processador 
de propósito geral NIOS e o sistema NIOS f3 CRD, obtém-se ganhos na ordem de 4 vezes 
com a implementação desta instrução em hardware, conforme apresentado na tabela 7.7. 
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Desempenho do programa 'real_update' em alguns processadores 
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Figura 7.3: Tempo de execução do kernel REALUPDATE em nanosegundos 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 1.31 1.32 
Estático 4.45 4.45 
Tabela 7.7: Speed-up do sistema NIOS f!3 CRD em relação ao processador NIOS para o 
kernel REALUPDATE 
7.5 Biquad_one_section 
Para a implementação do kernel BIQUAD_QNKSECTION foram criadas 2 novas ins-
truções para realizar a computação de Wn e Yn, apresentadas na equação 7.1 e 7.2. 
Wn = Xn - al * Wn-1 - a2 * Wn-2 (7.1) 
Yn = bo * Wn + b1 * Wn-l + b2 * wn - 2 (7.2) 
A tabela 7.8.(a) apresenta o número de ciclos gastos para a execução das. linhas 67 
a 78 do Anexo B.4 em diversos processadores, já a tabela 7.8.(b) apresenta o número de 
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ciclos necessários para se programar, inicializar e computar as novas instruções criadas 
no Pode-se notar uma distinção de (20/27) para o overhead 
isto se deve ao fato a " requer um menor número de variáveis de incialização. 
em comparaçao com "INST2". 
i Processador I ciclos I temuo(ns) 
' 
. 
Overhead Overhead j Cíclos de Total tempo(ns) 
I Ad21 29 1757.5 I programação inicialização execução 
I Tms32c50 28 700 Dinâmico 47 20/27 8 276 8363.6 
' 
Estático 20/27 8 182 5515.1 I - I I Dsp56001 I 72 2181.8 
I Dsp56156 60 1000 (b) 
! NEC77016 34 1030.3 
\ Nios ' I 483 14666.6 
I Nios(02) ' l 439 13303 
(a) 
Tabela 7.8: Ciclos necessários para a execução da instrução BIQUAD_ONKSECTION em 
diversos processadores. (b) número de ciclos gastos na execucão da instrucão candidata 
em hardware utilizando programação estática e dinâmica 
A figura 7.4 apresenta o tempo de execução do kernel, para diversos processadores. 
Pode-se notar que apesar do sistema NJOS & CRD conseguir um melhor desempenho 
quando comparado a abordagem de software, ainda é inferior ao obtido com o uso de 
DSPs. O principal motivo deste moderado desempenho foi o critério adotado durante 
a criação das novas instruções. Procurando utilizar uma metodologia de implementação 
que trouxesse uma economia da memória interna do CRD o ganho de desempenho, em 
contrapartida, foi afetado. 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 1.59 1.75 
Estático 2.41 2.65 
Tabela 7.9: Speed-up do sistema NIOS f3 CRD em relação ao processador NIOS para o 
kernel BIQUAD_ONKSECTION 
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Figura 7.4: Tempo de execução do kernel BIQUAD_ONE_SECTION em nanosegundos 
7.6 Fir 
O kernel FIR é um filtro multiplicativo (Equação 7.3) que utiliza operações de multi-
plicação entre elementos de dois vetores e a cada operação o valor do elemento do primeiro 
vetor deve ser atualizado pelo anterior. 
N-1 
Lxi*YN-i 
i= O 
(7.3) 
Foi realizado, para a codificação do kernel FIR (Anexo B.5) em CRDL uma modifica-
ção em sua variável de indução (conforme mencionado no capítulo anterior) para melhor 
atender às requisições de hardware do CRD. 
A tabela 7.10.(a) apresenta os dados obtidos para a execucão do kernel Fir em alguns 
processadores DSP e o processador NIOS. A tabela 7.10.(b) apresenta os ciclos necessários 
para realizar a gravação, inicialização e chamada da instrução que executa as linhas 66 a 
75 do anexo B.9 na abordagem por hardware. 
Obteve-se ganhos superiores a 14 vezes, para um laço com um número fixo de 16 
iterações. Quando o corpo e as instruções subjacentes (Linha 74 e 75 do Anexo B.9) foram 
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i Processador ' tempo(ns) I ! ciclos 
1 Ad21 I 175 10606 I 
j Overhead I Overhead Ciclos de Total tempo(ns) 
! programação 1 inicialização execução 
i Tms32c50 i 124 3100 Dinâmico 95 I 21 108 224 6787.87 
' Dsp56001 I 324 9818.1 I Estático - I 21 108 129 3909.1 
I Dsp56156 I 232 3866.6 I (b) 
I NEC77016 I 115 3484.8 
I Nios 1 1924 58303 
! Nios(02) 1 rssg 48454 
(a) 
Tabela 7.10: Ciclos necessários para a execução da instrução fir: (a) em diversos proces-
sadores,; (b) no CRD, evidenciando os atrasos decorrentes à programação, inicialização e 
chamada da instrução 
implementadas em hardware, conforme pode ser visto na . Estudos sobre o 
comportamento do speed-up, para variações no número de iterações do laço, mostram 
ganhos de desempenho ainda maiores, chegando a mais de 4 vezes em relação ao DSP 
56156 e de quase 20 vezes quando comparado à execução no processador NIOS, para a 
execução do laço com 40 iterações, conforme é apresentado na figura 7.6 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 7.13 8.58 
I Estático 12.39 14.91 I 
Tabela 7.11: Speed-up do sistema NIOS él CRD em relação ao processador NIOS para o 
kernel "FIR" 
A figura 7.5 apresenta os tempos de execução do kernel FIR nos diversos processadores 
listados na tabela 7.10.(a) e no conjunto NIOS & CRD. Para este caso, vale notar que 
mesmo quando usada a abordagem de programação dinâmica, o tempo de execução do 
kernel FIR é menor do que o de alguns DSPs (AD21 e DSP56001). Para a programação 
estática o tempo de execução no NIOS & CRD é comparável aos dos melhores DSPs 
(DSP56156, TMS32C50 e NEC7016). Cabe aqui lembrar que o tempo de execução do 
conjunto NIOS & CRD poderia ser em torno de 50% menor, já que por limitações da 
placa de prototipagem ele está operando a 33Mhz e poderia estar operando a 50Mhz. 
Na tabela 7.12 é apresentada as equações obtidas, através de processos de interpolação 
de dados (aproximação polinomial), para os processadores NIOS e CRD, com o intuito 
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Figura 7.5: Tempo de execução em nanosegundos do kernel FIR 
de obter comparações com os processadores DSP utilizados no trabalho, levando em con-
sideração a variação do número de iterações do laço. Pode-se notar que quanto maior o 
número de laços (n) o conjunto NIOS & CRD apresenta um número menor de ciclos por 
instrução para a computação. 
Processador # ciclos 
Ad21 ll*n-1 
Tms32c50 7* n + 12 
Dsp56001 20 * n + 4 
Dsp56156 14 * n + 8 
Nios 121*n-12 
Nios & CRD 6 * n + 12 
Tabela 7.12: Equação do número de ciclos decorridos de uma execução de n iterações 
para diversos processadores na execução do kernel FIR 
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Figura 7.6: Speed-up máximo relativo em função do número de iterações do laço 
7.7 Fir2dim 
O kernel FIR2DIM é um FIR Bidimensional. Encontra-se aqui, diferentemente do que se 
tinha até então, a chamada de laços internos, linhas 117 a 140 do Anexo B.lO. O número 
de ciclos necessários para realizar esta computação em diversos processadores pode ser 
vista na tabela 7.13.(a). Neste caso, chama a atenção o ganho de desempenho obtido 
(para o caso do processador NIOS) com o uso da chave de otimização o2. 
Para um aumento de desempenho significativo neste kernel, procurou-se realizar a 
substituição dos laços internos, compreendido pelas linhas 129-130, 132-133 e 135-136, 
pelos seus equivalentes em hardware. 
Existe a chamada de três laços internos, que podem ser implementados através de 
uma mesma instrução no CRD, alterando somente os valores de inicialização. A tabela 
7.13.(b) apresenta os dados quando o overhead de programação é único, uma vez que os 
três laços são executados pela mesma instrução CRD. É apresentado, entre parênteses, 
os ciclos necessários para a inicialização de cada instrução. A primeira inicilização possui 
um maior valor (155) devido as linhas 122 a 127 do Anexo B.lO, que são parte integrante 
7. 7. Fir2dim 
da inicialização. 
O te1np·o de execução apresentado é aquele necessário à toda a computação, é, 
são computados no tempo total de 1510 ciclos (para programação dinâmica) e 1447 ciclos 
(programação estática), o tempo de execução das três chamadas das instruções executadas 
no CRD e os ciclos necessários para a computação dos laços externoss (linha 117 e 
do Anexo B.10). 
' I . 1 Processador 1 o.clos I tempo(!'S) Overhead Overhead Ciclos de I Total tempo 
Ad21 1898 115.03 programação inicia.lização execução (1'5) 
Tms32c50 1938 48.45 Dinâmico 63 216 1231 1510 45.75 
i Dsp5600l 3588 108.77 (155+32+29) 
I Dsp56156 i 9060 i 151 
NEC77016 1546 46.84 
Estático - 216(155+32+29) 1231 1447 43.84 
(155+32+29) I 
Nios 1 1ss31 510.03 (b) 
Nios(OZ) 14823 449.18 
(a) 
Tabela 7.13: Ciclos necessários para: (a) execução da instrução FIR2DIM em diversos 
processadores; (b) programação, inicialização e execução da computação no sistema NIOS 
& CRD 
O Speed-up obtido, através da substituição dos 3 laços mais internos do kernel FIR2DIM, 
por seu equivalente em hardware, pode ser visto na tabela 7.14. 
Programação do CRD Código otimizado Código não otimizado 
Dinâinico 9.81 11.14 
Estático 10.24 11.63 
Tabela 7.14: Speed-up do sistema NIOS €1 CRD em relação ao processador NIOS para o 
kernel "Fir2dim" 
Como os tempos de execução envolvidos neste caso dependem do número de iterações 
realizadas pelos laços externos e pelos laços internos, foi determinado por meio de inter-
polação, as equações que definem o número de ciclos utilizados para a execução destes 
laços no CRD e no NIOS. São apresentados nas figuras 7.7.(a) e 7.7.(b) respectivamente. 
A tabela 7.15 mostra estas mesmas equações e suas equivalentes para a execução do kernel 
FIR2DIM em diversos processadores DSP. 
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(a) 
Figura 7. 7: Curva resultante, obtidas para determinação equação polinomial que descreve 
o comportamento da computação em hardware (a) e em software (b) 
figura 7.8 mostra os teJ:nç•os de execução do kernel 
o desempenho do CRD e equivalente aos melhores DSPs. 
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Figura 7.8: Tempo de execução em nanosegundos do kemel FIR2DIM 
Usando o número de iterações do laço mais externo do kernel FIR2DIM de 1 a 20 
iterações, pode-se esboçar o gráfico comportamento do speed-up obtido com a utilização 
do CRD em relação aos outros processadores, conforme apresentado na figura 7.9 
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I Processador I Equação em função de n I 
_,f(f2T ll6n2 + 9n + 6 
Tms32c50 115n2 + 22n + 10 
Dsp56001 216n2 + 30n + 12 
Dsp56156 562n2 + 38n + 16 
Nios 1040n2 + 394n + 890 
Nios&CRD 84rl2 + 32n + 11 
Equação do ciclos decorridos N iterações 
uorMc processadores na execução do kernel Filft2lDilv1 
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Figura 7,9: Speedup máximo relativo em função do número de iterações do laço 
7.8. 
7.8 MAT1x3 
O kernel já fora discutido no capítulo anterior. apresenta-
dos os resultados obtidos conforme a implementação sugerida anteriormente. A tabela 
7.16.(a) apresenta o número de ciclos necessários para a computação do kernel em alguns 
processadores DSP e no processador NIOS. Na tabela 7.16.(b) é mostrado os de 
ciclos devido ao overhead de programação e inicialização, como o tempo de execução 
da nova instrução, que substitui o bloco de código compreendido entre as linhas 63 e 64 
do Anexo B.12. É computado no número de ciclos de execução da instrução o incremento 
de 3 unidades (incremento de linha) 2 , realizada exclusivamente pelo processador NIOS. 
j Processador I ciclos tempo(ns) Overhead Overhead Ciclos de Total 
Ad21 I 63 3818.2 programação inicialização execução (ns) 
Tms32c50 109 2725 Dinâmico 63 I 17 101 181 5484.8 
Dsp56001 186 5636.3 Estático - 17 101 118 3575,7 
Dsp56156 274 ' 4566.6 (b) 
NEC77016 84 2545.4 
Nios 1480 44848.5 
Nios(02) 864 26181.8 
(a) 
Tabela 7.16: (a) Número de ciclos necessanos para a execução do kernel mat1x3 em 
diversos DSPs. (b) Tempo dispendido na execucão da instrucão candidata em hardware, 
no sistema NIOS f:J CRD com programação dinamica e estática 
A tabela 7.17 mostra o ganho de desempenho que se obteve com a substituição das 
linhas 63 e 64 por seu equivalente em hardware. Apesar da computação de incremento de 
linha ser realizada em software, pelo processador NIOS, experimentou-se ganhos de até 
12 vezes. 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 4.77 8.17 
Estático 7.32 12.54 
Tabela 7.17: Speed-up do sistema NIOS f:J CRD em relação ao processador NIOS para o 
kernel MAT1X3 
2 Ver modificação de código proposta no capítulo anterior 
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Na figura 7.10 é evíndenciada a diferença entre os tempos 
gramação em software um processador de propósito geral 
da alternativa de pro-
e da alternativa hard-
ware/software que equiparou-se ao processamento em alguns DSPs. 
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Figura 7.10: Tempo de execução do kernel MAT1X3 em nanosegundos 
7.9 Complex_update 
Conforme vem sendo apresentado até aqui, é apresentada na tabela 7.18.(a) os tempos 
de execução para o kernel COMPLEX_UPDATE em diversos processadores. As linhas 
de código para os quais foi realizado o profile para a tomada de tempos podem são 
representadas pelas linhas 64 e 72 do Anexo R6. 
Os tempos destinados a configuração, inicialização e execução da instrução apresen-
tada no capítulo anterior (Seção 6.6.1) são apresentados na tabela 7.18.(b). Por se tratar 
de duas instruções o overhead de programação não é único, isto vale também para o 
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overhead de inicialização, que é duplo. É apresentado na coluna de overhead de inicia-
lização, o tempo gasto para a mlCH,ll<éaç:ao da nrc:me1r" chamada (31 ciclos) e da segunda 
chamada (61 ciclos) perfazendo 92 ciclos. a execução foi obtido um total de 11 ciclos 
para a primeira instrução e 16 ciclos para a segunda, destinadas a substituição do bloco 
apresentado no Anexo B.6. 
Processador ciclos tempo(ns) I Overhead Ove:rhead Ciclos de Total tempo 
Ad21 27 1636.3 programação inicialização execução (ns) 
Tms32c50 38 950 Dinâmico 95 (31)+(61) (11)+(16) 214 6484.8 
i Dsp56001 68 2060.6 Estático - (31)+(61) (11)+(16) 119 3606.1 
I Dsp56156 no 1833.3 
I NEC77016 44 1333.3 
(b) 
J Nios 
' 
387 11727.3 I 
l Nios(02) 345 10454.5 
(a) 
Tabela 7.18: Ciclos necessários para: (a) a execução do kernel COMPLEX-UPDATE em 
diversos DSPs; (b) Atrasos inerentes a programação e configuração, assim como tempo 
dispendido para execução do código em hardware 
Utilizando a codificação apresentada na seção 6.6.1, experimentou-se ganhos na or-
dem de 2 a 3 vezes na execução da instrução implementada em hardware, conforme é 
apresentado na tabela 7.19. 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 1.61 1.81 
Estático 2.89 3.25 
Tabela 7.19: Speedup do sistema NIOS 8 CRD em relação ao processador NIOS para o 
kernel COMPLEX_UPDATE 
A figura 7.11 apresenta os tempos de execução do kernel em diversos processadores. 
Pode-se notar o melhor desempenho, neste caso, dos DSPs embora o CRD apresente 
ganhos em relação ao NIOS 
7.1 O. N_Complex_Updates 
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Figura 7.11: Tempo de execução do kernel COMPLEX_UPDATE 
7.10 N _Complex_U pdates 
O kernel N_COMPLEX_UPDATE realiza n chamadas a computação envolvida no kernel 
COMPLEX-DPDATE (Anexo B.6). 
Os ciclos necessários para a execução deste kernel são apresentados na tabela 7.20.(a), 
que reporta valores para um laço com 16 iterações. 
Existem diversas possibilidades para a transformação do bloco de código candidato 
do kernel N_COMPLEX_UPDATE, compreendido entre as linhas 74 a 81 do Anexo 
B.7, em hardware. A mais trivial, no entanto, é adicionar as instruções encontradas 
em COMPLEX_UPDATE no interior de um laço de N iterações_ Contudo, conforme 
apresentado na seção anterior, os ganhos obtidos com a implementação do kernel COM-
PLEX-DPDATE foram baixos, tornando repetidas chamadas desta, uma alternativa longe 
da mais eficaz do particionamento. 
Propõe-se, como um meio de obter ganhos maiores que os apresentados em 7.19, a 
criação de duas novas instruções, uma delas responsável pelo retorno do vetor da parte real 
do número, outra da parte imaginária. Os tempos obtidos para programação, configuração 
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e execução destas instruções são apresentados na tabela 7.20.(b). 
j Processador j ciclos tempo(ns) 
Ad21 i 643 38969.7 
Overhead Overhead I Ciclos de Total \ tempo \ programação inicialização execução i (ns) 
Trns32c50 I 600 15000 Dinâ..,rlico 79 I 24 165 537 16272.7 
I Dsp5600l I 1062 32181.8 Estático - 24 155 409 11484.8 
I Dsp56155 1 2s9s 44933.3 (b) 
I NEC77016 I 738 22363.6 
Nios i 6407 194151.5 i 
I Nios(02) J 5614 170121.2 
(a) 
Tabela 7.20: Ciclos necessários para: 
versos processadores; 
(a) a execução do kernel n_complex.-update em di-
:m•c:allz:~çz:o e de uma referente 
ao bloco candidato, em hardware 
Através da criação de duas instruções em hardware, para realizar a tarefa compreendida 
entre as linhas 74 a 81 do Anexo B.7, alcançou-se desempenho próximo a 20 vezes, quando 
utilizado configuração estática, conforme é apresentado na tabela 7.21. A figura 7.12 
apresenta o tempo despendido na computação da tarefa em diversos processadores, onde 
pode-se notar a diferença entre o tempo obtido na abordagem tradicional (Software) e na 
abordagem proposta neste trabalho. 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 10.45 11.93 
Estático 19.22 21.94 
Tabela 7.21: Speed-up do sistema NIOS f3 CRD em relação ao processador NIOS para o 
kernel N_COMPLEX_UPDATE 
Através da interpolação dos dados obtidos (Figura 7.13) por uma aproximação poli-
nomial, obteve-se uma fórmula aproximada para o número de ciclos gastos tanto para o 
processador NIOS quanto para a abordagem NIOS & CRD. A tabela 7.22 apresenta as 
equações obtidas por interpolação para o número de ciclos gastos na execução deste ker-
nel em diversos processadores em função do número de iterações realizadas, que mostram 
que para grandes valores de n o desempenho do CRD tende a ser melhor que os demais 
processadores. 
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A figura 7.14 mostra o ganho de desempenho máximo relativo entre o NIOS & CRD e 
os outros processadores. A 
máximo alcançado é delimitado superiormente por 20. Reforçando os resultados apresen-
tamos alguns cálculos realizados, para a abordagem de reconfiguração dinãmíca (onde o 
overhead a se em iterações), quando comparado ao processador 
NIOS3 , onde o speed-up relativo m<iximo é dado pela equação 
~..J.. 400 . 7/n+400 t 1 ~ n ...__...., 
speedup = lim = !im -'':--:--- = 20 
n--too 216 + 20 * n n--+oo 216/n +20 
~
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Figura 7.12: Tempo obtido pela execução do kernel N_CQMPLEX_UPDATE 
3 através das equações interpoladas 
(7.4) 
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y = 7 + 400x 
interpolação dos dados obtidos para o processador NIOS 
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Figura 7.14: Speed-up máximo relativo em função do número de iterações do laço 
7.11. Convolution 
Processador Equacão 
Ad21 40 *7! + 3 
Tms32c50 37* n + 8 I 
Dsp56001 66 * n + 6 
Dsp56156 168 * n + 8 
Nios 400 * n + 7 
Nios & CRD (Dinâmico) 20 * n + 216 
Tabela 7.22: Equação do núm<;ro de ciclos decorridos de uma execução de 
para diversos processadores 
.11 c 
iterações 
É apresentado nesta parte os resultados obtidos com a implementação do 
kernel CONVOLUTION. A tabela 7.23.(a) apresenta o número de ciclos necessários 
para a execução das linhas (59) a (62) (Anexo B.8) para alguns processadores. 
Na tabela 7.23.(b) encontram-se os números de ciclos necessários à configuração e 
execução da instrução no co-processador CRD. 
Processador ciclos tempo(ms) Overhead Overhead Ciclos de Total tempo 
I Ad21 100 6060 programação inicialização execução (ms) 
I Tms32c50 90 2250 Dinâmico 95 26 102 223 6757.5 
I Dsp56001 232 7030.3 Estático - 26 102 128 3878.8 
Dsp56156 400 6666.6 (b) 
NEC77016 I 69 2090.9 
Nios 1 156o 47272.7 
I Nios(02) 1431 43363.6 
(a) 
Tabela 7.23: Número de ciclos necessários: (a) para a execução do kernel convolution em 
diversos processadores; (b) para configurar, inicializar e executar a instrução equivalente 
ao bloco de instruções candidatas em hardware 
Seguindo a implementação sugerida no capítulo anterior, promoveu-se um ganho de 
desempenho de até 12 vezes em relação ao processador NIOS, para um número de 16 
iterações, conforme é mostrado na tabela 7.24. A figura 7.15 mostra os tempos de 
execução do kernel COl'\VOLUTION em diversos DSP, no NIOS e no NIOS & CRD. 
1. Convolutíon 
Note que mesmo com o uso de configuração dinâmica o NJOS & CRD possui tempos de 
execução comparados aos DSPs. 
I Programação do CRD Código otimizado Código não otimizado 
I Dinâmico 6Al 6.99 
I Estático 11.18 I 12.18 
Tabela 7.24: Speed-up do sistema NJOS 1'1 CRD em rel:aça,o ao processador NJOS para o 
kernel 
Desempenho do programa 'Convolution' em alguns processadores 
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Figura 7.15: Tempo de execução do kernel CONVOLUTION 
Através da variação do número de iterações do laço, pode-se estimar, utilizando-se a 
interpolação dos dados, equações polinomiais para o processador NJOS e para o conjunto 
NIOS & CRD, conforme pode ser visto na tabela 7.25. Estas equações tornam-se úteis 
para estimativas relativas de desempenho para a execução de laços com um grande número 
de iterações. 
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Processador Ciclos 
Ad21 6*n+4 
1 Tms32c50 
' 
5 * 7l + 10 
1 Dsp56001 14 * 7l + 8 
Dsp56156 24*n+16 
I Nios 97 * 7l + 8 
Nios & CRD i 6 * 7l + 31 
Tabela Equações que descrevem o número de ciclos decorridos uma execução de 
iterações para diversos processadores na execução do kemel CONVOLUTION 
7.12 Lms 
Para a implementação algoritmo 
instruções, uma delas será responsável pelo filtro 
estado, a outra pela atualização do coeficiente. 
novas 
e pela atualização das variáveis de 
As primeira instrução é responsável pela substituição do laço compreendido entre 
as linhas (130) e (131) do Anexo B.ll. A segunda substitui o segundo laço codificado 
pelas linhas (145) e (146) do mesmo Anexo. Nota-se, no entanto, que o bloco de código 
compreendido entre as linhas (135) e (143) ficam fora das computações realizadas por 
estas duas novas instruções. 
1 Pegar valor de entrada 
2 Salvar valor de entrada 
3 Realizar filtro FIR 
4 Deslocar vetor X 
5 Através de d(n), calcular e(n) 
6 Atualizar coeficientes 
7 Saída de y(n) 
Figura 7.16: Etapas de execução do algoritmo true LMS 
O número de ciclos de execução do algoritmo apresentado na figura 7.16 para diversos 
processadores é reportada na tabela 7.26.(a). A tabela 7.26.(b) mostra o número de 
ciclos gastos para configuração (79 ciclos para a primeira e 63 para a segunda instrução), 
inicialização de valores (30 ciclos para a primeira e 19 ciclos para a segunda instrução) e 
execução (86 ciclos para a primeira e 72 para a segunda instrução) das instruções adiei o-
Lms 104 
nadas ao CRD. 
Processador I ciclos tempo(ns) Overhead Ciclos de 
! Ad21 ! 248 1 15030.3 
I Overhead 
programação inicialização execução 
1 Total I tempo(ns) 
I Tms32c50 I 232 5800 I 
Dsp56001 I 718 21757.5 I I 
Dsp56156 I 918 15300 I 
1 
Dinâmico I 79 30 (6+5*n) 195 16363.6 
+ + + + 
63 19 (6+4*n) 152 
NEC77016 I 249 7545.45 
Nios I 3766 114121.21 
Nios(02) I 3186 96545.45 
Estático - 30 (6 + 5 * n) 116 11818.1 I 
I 
+ + + 
I 19 (6+hn) 89 
(a) (b) 
Tabela 7.261 Número de ciclos necessários: (a) para a computacão do kernel LMS em 
processadores; (b) para overheads envolvidos na configuração e 
madaíExecução d duas instruções lm.plrlmeucaclas no CRD 
Achou-se desnecessário criar uma terceira instrução para a substituição do bloco de 
código que realiza a computação do erro no algoritmo citado. Esta tarefa torna-se de-
dicada ao processador NIOS, fazendo com que haja um processamento misto entre ele e 
o co-processador CRD. O bloco de instruções destinados a realizar esta codificação pode 
ser visualizado na figura 7.17. 
O tempo total de execução do novo bloco misto é apresentado na tabela 7.27, que mos-
tra os resultados tanto para a programação dinâmica (540 ciclos) quanto para a estática 
(398 ciclos). Os resultados são apresentados sob forma de variáveis onde1 
L lnst1 e Inst2 significam o tempo gasto para programação, inicialização e execução 
das instruções 1 e 2. 
2. TSoftware significa o tempo gasto para o processador computar as linhas 135 e 
143 do anexo B.ll (Apresentado na linha 10 e 11 da figura 7.17) 
Programação do CRD Descrição dos overheads Total Equação 
Dinâmico lnstl + Inst2 + TSofware 540 9N + 396 
Estático lnstl + Inst2 + TSofware 390 9N + 254 
Tabela 7.27: Descrição dos ciclos de clock envolvidos na computação da instrução em 
hardware 
o 
1 
2 
3 
4 
6 
7 
7.12. Lms 
y = o 
' 
*p_crd++ 
*p_crd++ 
*p_crd++ 
*p_crd 
= p_x2; 
= p_x--; 
: 
= &y; 
/1 p_x2 
// p_x 
1/ p_h 
= &X2 [1]; 
= &X[1]; 
= &H[1]; 
105 
8 nl = *FIR; 
9 
10 
11 
y += H[O] * (X[O] = x) 
error = (d - y) * delta 
//Software 
// Software -Total de 193 ciclos 
12 de clock 
13 
14 p_crd = &CRD_REG 
15 *p_crd++ = p_x; 
16 *p_crd++ = errar; 
17 *p_crd = p_h; 
18 
19 nl = *UPDT; 
20 
Figura 7.17: Modificações necessárias para a execução do novo bloco de código LMS 
Apesar da alternativa de codificação mista entre o processador NIOS e o co-processador 
CRD, experimentou-se ganhos de desempenho na ordem de 8 vezes quando comparado a 
programação estática, conforme é apresentado na tabela 7.28 e ainda desempenho supe-
rior a alguns processadores de sinais digitais mesmo para um pequeno número de iterações 
nos laços implementados, conforme mostrado na figura 7.18 
Programação do CRD Código Otimizado Código não otimizado 
Programação Dinãmica 5.9 6.97 
Programação Estática 8.16 9.65 
Tabela 7.28: Speed-up do sistema NIOS f3 CRD em relação ao processador NIOS para o 
kernel "LMS" 
Após realizar medições do tempo de execução para diferentes valores de n, pôde-se in-
terpo!ar os dados obtidos encontrando-se uma equação polinomial aproximada que repre-
senta o comportamento da computação para o processador NIOS, conforme apresentado 
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Desempenho do programa 'lms' em alguns processadores 
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Figura 7.18: Tempo de execução kernel LMS 
na tabela 7.29. Desta forma foi possível estabeler ganhos de desempenho relativos para 
diferentes valores de n do kernel "LMS", em configuração dinâmica e estática, conforme 
é apresentado nas figuras 7.19 e 7.20 respectivamente. 
Processador Ciclos 
Ad21 14 * n + 24 
Tms32c50 13 * n + 24 
Dsp56001 42*n+46 
Dsp56156 56* n + 22 
Nios 230 * n + 86 
Tabela 7.29: Equação do número de ciclos decorridos de uma execução de N iterações 
para diversos processadores na execução do kernel LMS 
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'[j· ~~~-~~-~-~ ~' --~~.J -M- "'-":" ~ : , a -
~ ........ !Hi~tl!il·ii~ ................. ~ •.• !111 ~ 111 ill 111 •• ~ ......... ~----~-& ..... ~ 
........ • i ' . i . ; . o 
o 50 100 150 200 250 300 400 450 500 
Tama.nho do !aoo (n) 
Figura 7.19: Speed-up máximo relativo em função do número de iterações do laço, consi-
derando configuração dinâmica 
Speedup relativo utilizando configuracao estatica 
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Figura 7.20: Speed-up máximo relativo em função do número de iterações do laço, consi-
derando configuração estática 
Matrixl 108 
7.13 Matrixl 
O kernel de tamanho 
O bloco código compreendido entre as linl1as 106 a 122 do Anexo B.5, 
submetidos a um profile em diversos processadores e o resultado para m'"''z''" de 
dimensões lOxlO são apresentados na tabela 7.30.(a). 
Apesar do bloco de código conter 3 laços, um interno a outro, por motivos já meneio-
nados do decorrer do trabalho foi implementado em hardware, apenas o mais interno dos 
laços. Os ciclos necessários para a configuração e execução da nova instrução pode ser 
visualizada na tabela 7.30.(b), onde diferentemente do que vínhamos apresentando até 
o overhead onüt:ido por motivações conc<oit11ais. o 
que deve ser considerado overhead de inicialização e/ ou execução ? 
Os overhead de inicialização da instrução que deve substituir o bloco compreendido 
entre as linhas 116 e 117 do Anexo B.6, pode ser contabilizados também como overhead 
de execução do processador NIOS, afinal, é necessário o resultado das computações da 
linha 110 e 112 para que seja possível a inicialização nos registradores do CRD. Assim 
como no caso anterior (Seção 7.12) temos uma computação mista entre NIOS e CRD, 
porém, neste caso a tomade de tempo entre tarefas torna-se bem mais complicada, pois 
uma depende da outra. 
Processador ciclos tempo(tts) Overhead Ciclos de Total tempo 
Ad21 6796 411.87 programação execução (J.u;) 
Tms32c50 7238 180.95 Dinâmico 63 102 7248 219.63 
Dsp56001 19494 590.72 Estático - 102 7185 217.72 
Dsp56156 55134 918.9 (b) 
NEC77016 7864 238.3 
Nios 101,187 3066.27 
Nios(02) 94198 2854.48 
(a) 
Tabela 7.30: Número de ciclos necessários para: (a) a execução do kernel matrixl em 
diversso processadores; (b) programação e execução das linhas 116 e 117 do Anexo B.6, 
em hardware 
4 A única restrição é que a dimensão da matriz tem que ser maíor que 1 
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A tabela 7.31 contém os speed-ups obtidos na substituição do laço tipo "for", mais 
computação, pela ch:arn:ada de uma 
j Programação do CRD l Código otimizado J Código não otimizado 
I Dinâmico 10.50 11.28 
I Estático 10.58 11.36 
7.31: Speed-up do sistema NIOS f!3 CRD dinâmico e estático em relação ao pro-
cessador NIOS para o kemel "Matrixl" utilizando-se matrizes de dimensões lOxlO 
A figura 7.21 descreve o comportamento da execução das linhas 104 a 124 do Anexo 
B.6 no processador NJOS para computações entre matrizes de dimensão nxn. Procurou-
se, através da dos dados encontrar uma aproximação polmornnal 
(Tabela 7.32) para realizar estudos de desempenho com o processador para valores 
rentes de n. O mesmo processo foi realizado com a abordagem NIOS & CRD conforme 
pode ser observado na figura 7.22. 
Figura 7.21: Curva resultante na inter-
polação dos dados obtidos na execução 
do kernel "matrix1" no processador 
NIOS 
/ 
Figura 7.22: Curva resultante na inter-
polação dos dados obtidos na execução 
do kernel "matrixl" no sistema NIOS f3 
CRD 
A figura 7.23 mostra o tempo de execução do bloco compreendido entre as linhas (104) 
a (124) do Anexo B.6 em diversos processadores. Pode-se comprovar que a alternativa 
NJOS & CRD em alguns casos tem desempenho superior a alguns DSPs, mesmo para 
a tomada de tempo em uma matriz de pequenas dimensões (x = y = z = 10). Caso 
matrizes de maiores dimensões estiverem envolvidas na computação, melhores resultados 
poderão ser experimentados conforme é apresentado na figura 7.24, onde há ganhos de 
aproximadamente 4 vezes em cima do processador DSP56001. 
N_ReaLUpdates 110 
I Processador I Equação em função de n 
Ad21 6 + z(9 + x(7 + 6y)) 
Tms32c50 8 + z(13 + x(21 + 5y)) 
Dsp56001 14 + z(28 + x(32 + 16y)) ' 
Dsp56156 14 + z(22 + x(44 + 54y)) l 
Nios 100 + z(130 + x(9.8 + 99y)) 
Nios&Crd 139,14 + z(l5, 24 + x(89, 33 + 3, 75y)) 
Tabela Equação do número de ciclos necessários para a execução do kernel 
TRIXl para diversos processadores 
14 N_ReaLUpdates 
O kernel N...reaLupdates a operação "reaLupdate" (Seção 7.4) vezes. ta-
7.33.(a) apresenta o de gastos durante a computação do laço com 16 
iterações, compreendido entre as linhas (61) e (62) do Anexo B.13. A tabela 7.33.(b) 
informa o número de ciclos gastos com a configuração, inicialização e execução da nova 
instrução em hardware. 
Processador ciclos tempo(ns) üverhead Overhead Ciclos de Total tempo 
Ad21 131 7939.39 programação inicialização execução (ns) 
Tms32c50 i 184 4600 Dinâmico 63 11 70 144 4363.63 
1 Dsp56001 262 7939.39 Estático - 11 70 81 2454.54 
j Dsp56156 682 11366.67 (b) 
' NEC77016 i 146 4424 I 
Nios I 1607 48696.9 I 
Nios(02) 1526 46242.4 
(a) 
Tabela 7.33: Número de ciclos necessários para: (a) a execução das linhas de profiling 
do Anexo B.l3 em diversos processadores; (b) a inicialização, programação e execução da 
instrução equivalente em hardware 
Se a codificação do kernel "reaLupdate" já obteve ganhos significativos quando im-
plementado através do CRD, é de se esperar que a codificação do kernel "N...reaLupdate" 
tenha ganhos de desempenho ainda mais altos, devido as n chamadas da instrução que 
deverão ser realizadas por hardware. A tabela 7.34 apresenta o ganho de desempenho 
obtido em relação ao processador IV! OS quando a solução NIOS & CRD é adotada. 
4. 111 
Desempenho do programa 'matrixl' em alguns processadores 
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Figura 7.23: Tempo de execução do kernel Matrixl para diferentes sistemas 
Programação do CRD Código otimizado Código não otimizado 
Dinâmico 10.59 1Ll6 
Estático 18.84 19.84 
Tabela 7.34: Speed-up do sistema NIOS & CRD em relação ao processador NIOS para o 
kernel N.REAL-DPDATE 
Pode--se perceber, através da figura 7.25 que a abordagem sugerida, tem desempenho 
melhor que todas as outras computações, mesmo para um pequeno número de iterações. 
Realizando uma aproximação polinomial com dados obtidos na variação do número de 
iterações do laço, pode-se encontrar uma equação aproximada que descreve o comporta-
mento da curva de desempenho para diversos valores de n, conforme é apresentado na 
tabela 7.35, nos permitindo realizar testes de ganho máximo de desempenho, conforme o 
apresentado na figura 7.26, onde pode-se visualizar ganhos superiores a 20 vezes, para o 
processador NIOS, quando o n aproxima-se de 250 e de aproximadamente 18 vezes quando 
comparado ao processador de sinais digitais 56156. 
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Figura 7.24: Speed-up máximo relativo em função do número de iterações do laço 
Desempenho do programa 'nrealup' em alguns processadores 
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Figura 7.25: Tempo de execução do kernel N..ReaLupdates 
7.14. 1 
Processador Ciclos 
Ad21 8 * n +3 
Tms32c50 ll*n+8 
Dsp56001 16 * n + 6 
Dsp56156 42 * n + 10 
Nios 100 * n + 7 
Nios & CRD 4 * n + 64 
Tabela 7.35: Equação do número de ciclos decorridos da execução do kernel 
N_COMPLEX-DPDATE para diversos processadores 
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Figura 7.26: Speed-up máximo relativo em função do número de iterações do laço 
apítulo 8 
Conclusões e Trabalhos Futuros 
8.1 Conclusões 
Neste trabalho foi apresentado um co-processador que, associado a um processador RISC, 
é capaz de proporcionar ganhos significativos no desempenho de aplicações dedicadas. 
De forma a reduzir a área ocupada pelo co-processador o mesmo foi dotado de uma 
matriz de interconexões, onde um cojunto de unidades básicas podem ser rearranjadas 
em tempo de execução, para implementar diferentes datapaths capazes de executar dire-
tamente, em hardware, diversos comandos e estruturas típicas de linguagens de alto nível, 
como os comandos de repetição do tipo "for". 
O co-processador é mapeado no espaço de memória do processador host, facilitando 
a sua utilização com diversos processadores de propósito geral existentes no mercado. O 
uso do co-processador não impede que outras formas para o aumento de desempenho 
também possam ser utilizadas, como a utilização e combinação de diversos processadores 
de propósito geral, co-processador reconfigurável e DSP em um mesmo SoC1 
Os resultados aqui apresentados foram obtidos para uma implementação direta dos 
trechos de programas escolhidos. Nestas implementações procurou-se ser fiel à codi-
ficação original, assim resultados ainda melhores podem ser obtidos com um estudo mais 
detalhado do trecho de programa a ser implementado em hardware e optando-se por 
uma implementação mais otimizada como mostrado, por exemplo, para o kemel COM-
PLEX_MULTIPLY. 
1 System on a chip 
114 
8.1. Conclusões 115 
Durante a fase de testes, verificou-se que o co-processador aliado a ao processador 
(NIOS), obteve ganhos na mawna programas do benchmark DSPStone, 
conforme pode ser visto na tabela 8.1 e apresentados sob outra forma, na figura 8.1. Os 
maiores speed-ups são encontrados em programas que fazem uso de laços, principalmente 
laços esses, na nova abordagem, substituídos por instruções em h>,·rl"·,rP 
I Speed-up I 
Dinâmico I Estático I 
I Programa 
DOT..PRODUCT 2.95 10.6 
COMPLEX_MULTIPLY L6 8.86 
REALUPDATE 1.31 4.45 
BIQUAD_ONE..SECTION L 59 2.41 
FIR 7.13 12.39 
FIR2DIM 9.81 ! 10.24 = 
MAT1X3 4.77 7.32 
COMPLEX_UPDATE 1.61 2.89 
N_COMPLEX_UPDATE 10.45 19.22 
CONVOLUTION 6.41 11.18 I 
LMS 5.9 8.16 
MATRIX1 10.5 10.58 
N..REALUPDATES 13.26 22.44 
Tabela 8.1: Speed-ups obtidos na utilização do sistema NIOS & CRD no benchmark 
DSPStone 
Os resultados obtidos com o uso do sistema NIOS & CRD, para o benchmark DSPS-
tone, foram comparados com valores de desempenho disponíveis na literatura para diversos 
DSPs (Digital Signal Processors). Mesmo quando o sistema NIOS & CRD está operando 
a 66% de sua freqüência nominal, obteve-se desempenho superior em diversos casos, como 
mostrado na tabela 8.2. 
Na computação de determinadas aplicações faz-se necessário a utilização de DSPs, ASP 
(Application Specific Processors) ou ASICs quando um melhor desempenho do sistema 
é requisitado. No entanto, a especialização de um processador para determinada tarefa 
traz o inconveniente da falta de flexibilidade ou ser inadequada a outras. Com o intuito 
de buscar um aumento de desempenho para o maior leque de aplicações possíveis, um 
sistema reconfigurável pode vir a ser uma abordagem eficiente para várias aplicações. 
Outro fator importante, no desenvolvimento de sistemas embarcados é quanto ao 
8.2. Trabalhos futuros 1 
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Figura 8.1: Gráfico dos speed-ups obtidos na conversão dos kernels do benchamark DSPS-
tone em hardware, utilizando a abordagem NIOS €3 CRD 
tempo de desenvolvimento. Em um mercado onde a contínua evolução tecnológica se 
faz presente, existe a real necessidade do projeto de sistemas embarcados em janelas de 
tempo cada vez mais estreitas, atrelado a isto, novos produtos têm uma vida útil cada vez 
mais curta, de modo que o retorno financeiro de seu projeto deve ser obtido em poucos 
meses [27]. Apresentando o CRD sob forma de um IP, pode-se rapidamente prototi-
par sistemas SoC, dimuindo o tempo de projeto e custo de implementação, obtendo-se 
aumento de desempenho em diversas aplicações, como exemplo, aplicações multimídia 
que vem ganhando cada vez mais espaço em sistemas de propósito geral e em sistemas 
embarcados. 
8.2 Trabalhos futuros 
Uma área que poderia ser muito bem explorada utilizando o CRD é a conversão au-
tomática de laços internos para aplicação no co-processador reconfigurá veL 
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AD21 TMS32c50 I Dsp56001 I Dsp56156 I Nec77016 
I Freqüência 16.5Mhz 40Mhz j 33Mhz I 60Mhz I 33.33Mhz 
i Programa 
I DoLProduct 1.44/04 0.87/0.24 1.22/0.34 1.77/0.49 0.88/0.24 
1 ComplexJnultiply 0.86/0.15 0.38/0.07 0.97/0.17 1.10/0.19 0.48/0.087 
I RPol Update 0.6/0.18 0.29/0.08 I 0.8/0.23 o 77/0.23 0.65/0.19 
I Biquad_one_Section 0.32/0.21 0.127/0.083 0.39/0.26 ' 0.18/0.12 0.186/0.12 
I Matrixl 1.89/1.87 0.83/0.82 2.71/2.68 4.22/4.18 1.09/1.08 
Complex..U pdate 0.45/0.25 0.26/0.14 0.57/0.31 0.51/0.28 0.36/0.21 
N_Complex..Updates 3.14/2.39 1.21/0.92 2.59/1.97 3.62/2.76 1.80/1.37 
Convolution 1.56/0.89 0.58/0.33 1.81/1.04 1.71/0.98 0.53/0.31 
FIR 2.71/1.56 0.79/0.45 2.51/1.44 0.98/0.57 0.89/0.51 
1 FIR2Dim 2.62/2.51 1.10/1.05 I 247/2.37 I 3.44/3.3 1.068/1.02 
I LMS 1.27/0.91 0.49/0.35 1.84/1.32 1.25/0.93 0.63/0.46 
I MA:T1x3 1.06/0.69 0.76/0.49 1.57/1.02 1.27/0.83 0.71/0.46 
N ..ReaLUpdates 3.23/1.81 1.87/1.05 3.23/1.81 4.63/2.6 1.8/1.01 
Tabela 8.2: Speed-up real (Estático/Dinâmico) em relação a diversos tipos de DSPs para 
valores de testes fixados no benchmark DSPstone 
O compilador seria responsável por, em tempo de compilação, realizar o profile do 
código e a troca por palavras de programação ao código menos eficaz, ou então a todos 
laços mais internos encontrados. Atualmente cabe ao programador substituir as instruções 
desejadas por seu equivalente em hardware. 
Um trabalho que pode ser explorado usando o CRD é o desenvolvimento de datapath 
com tamanho de ciclo variável. Durante a etapa de síntese do CRD sabe-se o tempo 
necessário para que cada unidade do CRD apresente uma computação válida, já em ou-
tra etapa, na contrução de determinado datapath, a linguagem CDRL, através da palavra 
de programação estima o período necessário para que a computação seja realizada, infor-
mando ao programador caso o datapath desenvolvido tenha problemas quanto ao caminho 
crítico. Uma fonna de se aumentar ainda mais o desempenho do CRD é fornecer ao co-
processador a freqüência dada pelo menor período atingido na etapa de síntese, e conforme 
o datapath for criado, a CDRL (por meio da palavra de programação) informe a quanti-
dade de ciclos que o novo datapath precisará, diminuindo desta forma o tempo necessário 
para que seja fornecido o resultado previsto no final do datapath. 
Com o intuito de se obter resultados ainda melhores, pode-se concentrar esforços 
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na modificação do datapath do processador de propósito geral ( host) a fim de diminuir 
a na chamada e execução da no co-processador. versões do 
processador NIOS já a criação de novas instruções a partir de sua configuração 
na ferramenta de trabalho ( Quartus 
8.2 Dificuldades encontradas 
Para a execução de um pequeno pedaço de código devidamente particionado no sistema 
NIOS & CRD é necessária uma grande harmonia entre todas as entidades envolvidas, o 
processador de propósito geral e seus componentes, o código a ser compilado, a linguagem 
intermediária, a síntese e desígn co-processador reconfigurável, o terminal de comu-
nicação com o sistema, entre outros. Apenas um destes operando maneira errônea, 
acarretará erro ao sistema como um todo. Como a modificação geralmente se dava em 
todas as partes do processo, ao final de uma execução, um erro tornava obrigatória a vista 
em quase todas as partes do sistema, tarefa na maioria das vezes muito cansativa. 
O fato da linguagem intermediária, responsável pela codificação do datapath do código 
a ser implementado em hardware, não ter sido completamente terminada, trouxe um au-
mento no tempo na execução dos testes. Os elementos de 64 bits, responsáveis pela confi-
guração dos novos datapaths foram estabelecidos bit a bit, ocasionando esporadicamente 
alguns equívocos. 
Mudanças no projeto inicial 
Com o intuito de diminuir o número de bits da palavra de configuração, resolveu-se 
colocar o multiplicador no interior da ULA, que mostrou-se um equívoco no decorrer do 
projeto. Da forma que foi idealizado inicialmente, o CRD torna-se incapaz de realizar uma 
instrução tipo MAC de forma eficiente. Da forma que foi concebido, é possível apenas, a 
realização de uma operação por vez na ULA do CRD. Com algumas modificações torna-se 
possível a realização da instrução pela ULA e pelo multiplicador simultaneamente. 
Outro fator que tomou-se bastante limitado no decorrer dos testes foi o incremento 
dado pelo contador interno do CRD. Pequenas modificações no projeto do contador do 
CRD poderiam ter sido levadas em conta para um melhor arranjo do particionamento, 
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tais corno passo de contagem crescente, decrescente e diferente de urna unidade, para um 
matrizes. 
8.3 Contribuições 
trabalho foi proposto urna arquitetura reconfigurável disposta em um co-processador 
mapeado em memória, que foi desenvolvido como evolução de alguns trabalhos publicados 
anteriormente, juntamente com um pré-processador de urna linguagem responsável pela 
configuração e execução das instruções que serão executadas no co-processador. 
Como fator de destaque no trabalho, pode-se citar a proposta de rearranjo dos blocos 
de uma multiplexadores, trabalhos pu-
blicados até então, assim corno a de controle de laços e instruções que determina 
o final de uma instrução multi-ciclo ou o final de laço. 
A facilidade de conexão com um processador genérico RISC, através de um co-processador, 
apresentado sob forma de um IP, mapeado em memória e de pequenas dimensões também 
podem ser evidenciados. 
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Apêndice A 
Diretivas de compilação para a 
ornada dos dados 
Os resultados mostrados nas tabelas do capítulo anterior, foram adquiridos através da 
tomada de tempo, de execução dos programas, em alguns processadores, com as seguintes 
chaves de compilação. 
e Ad21 
Compiling command (C files): 
g21 $*.c -02 -a intmem_only -map -Wall -mstatic-spill -save-temps 
-D __ ADSP2101 __ -runhdr ${ADI_DSP}/21xx/lib/2101_hdr.obj -o $*.exe 
e DSP56156 
Compiling command: 
g561c -alo -S -O -Wall -D __ DSP56156__ -D __ PROF56 __ 
-DSTART_PROFILING=' __ asm("START_PROFILING:")' 
-DEND_PROFILING=' __ asm( "END_PROFILING: ") ' $*.c 
g561c -alo -asm '-occ -L' $*.asm -o $*.cld 
., TMS320C50 
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Compiling and linking command: (assembler reference code) 
dspa -w -s $*oasm -1 -v50 -d __ TMS320C50 __ 
dsplnk $*ocmd 
" DSP56001 
g56k -alo -S -0 -D __ DSP56000__ -D __ PROF56 __ 
-DSTART _PROFILING=' __ asm( "START _PROFILING: ") ' 
-DEND_pROFILING=' __ asm( "END_PROFILING: ")' $*o c 
-alo -asm '-occ -L' .asm -o o cld 
., NEC ,uPD770xx 
Compiler: CC77016 C Compiler Version L12 Intermetrics 1993 
" Nios 
Compiling command: 
nios-elf-gcc -I o o/inc -I o 010 o/inc -I o o lo o/oo/inc 
-m32 $*oC -o $*oCoO -ç 
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10 
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Apêndice B 
Programas benchmark DSPstone 
.1 
* benchmark program: dot_product.c 
* 
* benchmark suíte: DSP-kernel 
* 
* description: dot product benchmarking 
* 
* This program performs a dot product of the forro Z=AB, 
* where A is a [1x2] vector and B is a [2x1] vector. 
* 
* 
A[1 x 2] * B[2 x 1] = Z 
* 
* vector A[1 x 2]= la1 a21 
* 
* vector B[2 x 1]= bi 
* b2 
* 
* dot product Z = a1*b1 + a2* b2 
* 
* vector elements are stored as 
* 
* A[i x 2] = { a1, ai } 
* 
* B[2 x 1] = { bl, b2 } 
* 
* 
* reference code: 
* 
*f. verification: 
* 
* organization: 
* 
* 
none 
with printf function 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
. Dot..Product 
33 
34 
35 
36 
37 
38 
* 
* 
* 
* author: 
* 
* history: 
* 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
10-05-94 C Code creation (Martinez Velarde) 
40 * $Author: schraut $ 
41 * $Date: 1995/01/26 11:10:35 $ 
42 * $Revision: 1.2 $ 
43 
44 
45 #define STORAGE_CLASS register 
46 #define TYPE int 
47 
48 void pin_down(TYPE *Z) 
49 { 
50 *Z = O ; 
51 } 
52 
53 TYPE main O 
54 { 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 } 
static TYPE A[2] 
static TYPE B[2] 
static TYPE Z 
::::: {2' 1} 
= {2,5} 
= o 
STORAGE_CLASS TYPE *p_a = &A[O] 
STORAGE_CLASS TYPE *p_b = &B[O] 
STORAGE_CLASS TYPE *p_z = &Z ; 
STORAGE_CLASS TYPE f 
pin_down(&:Z) ; 
START_PROFILING; 
for (f=O;f<2;f++) 
*p_z += *p_a++ * *p_b++ 
END_PROFILING; 
pin_down(&Z) 
return(O) 
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o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
B.2. Complex_multiply 
B.2 Complex_multiply 
I* 
* benchmark program: 
* 
* benchmark suíte: 
* 
* description: 
* reference code: 
* 
*f. verifícation: 
* 
* organízation: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
* 
* 
* 
*I 
complex_multíply.c 
DSP-kernel 
complex_multiply - filter benchmarking 
target assembly 
simulator based 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49 8888195 
e-mail· zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
9-5-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Revision: 1. 2 $ 
$Date: 1995102/01 11:54:14 $ 
#define STORAGE_CLASS static 
#define TYPE int 
void 
pin_down(TYPE *ar, TYPE *ai, TYPE *br, TYPE *bi, TYPE *cr, TYPE *Ci) 
{ 
*ar = 2 
*ai = 1 
*br = 2 
*bi = 5 
} 
void 
main() 
{ 
STORAGE_CLASS TYPE ar, ai 
STORAGE_CLASS TYPE br, bi 
STORAGE_CLASS TYPE cr, ci 
pin_down(&ar, &ai, &br, &bi, &cr, &ci) 
START _PROFILING; 
134 
R3, ReaLupdate 
50 ci = ar*bi + ai*br 
51 
52 END_PROFILING; 
53 
54 pin_down(&ar, &ai, &br, &bi, &cr, &ci) , 
55 
56 } 
57 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
B.3 ReaLupdate 
I* 
* benclllnark program: 
* 
* benclllnark suite: 
* 
* 
* 
real_update,c 
DSP-kernel 
real_update - filter benclllnarking 
* This program performs a real update of the form D = C + A*B, 
* where A, B, C and D are real numbers 
* 
* reference code: 
* 
*f. verification: 
* 
* organization: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
* 
* 
* 
*I 
target assembly 
simulator based 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov©ert,rwth-aachen.de 
Juan Martinez Velarde 
11-05-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995101130 10:06:02 $ 
$Revision: 1,3 $ 
#define STORAGE_CLASS register 
#define TYPE int 
void 
pin_down(TYPE *p) 
{ 
36 *P = O 
37 
38 } 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
B.4. Biquad_one_section 
TYPE 
main() 
{ 
static TYPE A = 
static TYPE B = 
static TYPE C = 
static TYPE D = 
10 
' 2 
1 
' o 
' 
49 STORAGE_CLASS TYPE *p_a = &A 
50 STORAGE_CLASS TYPE *p_b = &B 
51 STORAGE_CLASS TYPE *p_c = &C 
52 STORAGE_CLASS TYPE *p_d = &D 
53 
54 pin_down(&D) ; 
55 
56 START_PROFILING; 
57 
58 *p_d = *p_c + *p_a * *p_b 
59 
60 END_PROFILING; 
61 
62 pin_down(&D) 
63 
64 return(O) 
65 } 
B.4 Biquad_one_section 
o I• 
1 * benchmark program biquad_one_section.c 
2 * 
3 * benchmark suíte DSP-kernel 
4 * 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
* description 
* 
* 
benchmarking of an one iir biquad 
* The equations of the filter are: 
* w(n) = x(n) - a1•w(n-1) - a2•w(n-2) 
* y(n) = bO*w(n) + b1•w(n-1) + b2•w(n-2) 
* 
* w(n) 
* x (n)------(-)---------->-1->----bO---(+)-------> y(n) 
* A I A 
* I 11/zl I 
* I I w Cn-1) I 
* I v I 
* l-<--a1-----<-l->----b1-->-l 
* I I I 
* I 11/zl I 
• I I w(n-2) I 
BA. Biquad_one_section 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
* 
* 
I v I 
l-<--a2-----<--->----b2-->-l 
* 
* The values w(n-1) and w(n-2) are stored in w1 and w2 
* 
* 
* reference code 
* 
* func. verification 
* 
* organization 
* 
* 
* 
* 
* 
* author 
* 
* history 
* 
* 
* 
* 
*f 
from separate computation 
Aachen University of Technology - IS2 
DSP Tools Group 
phone +49(241)807887 
fax +49(241)8888195 
e-mail zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
creation 19-3-1994 
$Author: schraut $ 
$Date: 1995/01/30 07:33:38 $ 
$Revision: 1. 2 $ 
#define STORAGE_CLASS register 
#define TYPE int 
TYPE 
pin_down (TYPE x) 
{ 
return ( (TYPE) 7) 
55 } 
56 
57 
58 TYPE main () 
59 { 
60 
61 STORAGE_CLASS TYPE y, w ; 
62 
63 static TYPE x = 7, w1= 7 , w2 = 7 
64 static TYPE bO = 7, b1 = 7 b2 = 7 
65 static TYPE al = 7, a2 = 7 
66 
67 START_PROFILING; 
68 
69 
70 
71 
72 
73 
w 
w 
y 
y 
y 
= 
-= 
= 
+= 
+= 
X -
a2 
bO 
b1 
b2 
a1 
* 
w1 
* 
w2 
' 
* 
w 
' 
* 
w1 
* 
w2 
' 
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B.5. 
74 
75 w2 = w1 ; 
76 w1 = w 
77 
78 END_PROFILING; 
79 
80 x = pin_down(x) , 
81 w1 = pin_down(w1) ; 
82 w2 = pin_down(w2) ; 
83 
84 return ( (TYPE) y) ; 
85 } 
B.5 Matrixl 
o 
1 
2 
3 
4. 
5 
* benchmark program: matrixl.c 
* 
* benchmark suíte: 
* 
* description: 
* 
DSP-kernel 
generic matrix - multiply benchmarking 
1.38 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
* This program performs a matrix multiplication of the forro C=AB, 
* where A and B are two dimensional matrices of arbitrary dimension. 
* The only restriction os that the inner dimension of the arrays must 
* be greater than 1. 
* 
* 
A[X X Y] * B(Y x Z]=C[XxZ] 
* 
* la11 a12 
* I a21 a22 
* matrix A[X x Y]= I .. 
* ia(x-1)1 a(x-1)2 
* I ax1 ax2 
* 
* 
* lb11 b12 
* lb21 b22 
* matrix B [Y x Z] = I .. 
* lb(y-1)1 b(y-1)2 
* lby1 by2 
* 
* I c11 c12 
* 
lc21 c22 
* matrix c [X X Z] = I .. 
* ic(x-1)1 c(x-1)2 
* lcx1 cx2 
* 
* matrix elements are stored as 
* 
* A [X x Y] = { a11, a12, . . , a1y, 
alyl 
a2yl 
I 
a(x-1)yl 
axyl 
blzl 
b2zl 
.. I 
b(y-1)zl 
byzl 
clzl 
c2zl 
.. I 
c(x-l)z I 
cxzl 
R5. Matrixl 
* 
* 
* 
a21, a22, 
ax1, ax2, 
, a2y, ... , 
, axy} 
139 
36 
37 
38 
39 
40 
* B x Z] = { b11, b21, .. , b(y-1)1, by1, b12, b22, .. , b(y-l)z, byz} 
* 41 * C[X x Z] = { c11; c21, .. , c(x-1)1, c:x1, c12, c22, .. ,c(x-1)z, cxz } 
42 * 
43 * 
44 * reference code: 
45 * 
46 *f. verification: 
47 * 
48 * organization: Aachen University of Technology - IS2 
49 * DSP Tools Group 
50 * phone: +49(241)807887 
51 * fax: +49(241)8888195 
52 * e-mail: zivojnov@ert.rwth-aachen.de 
53 * 
54 * author: Juan Martinez Velarde 
55 * 
56 * history: 3-4-94 creation (Martinez Velarde) 
57 * 5-4-94 profiling (Martinez Velarde) 
58 * 
59 * $Author: schraut $ 
60 * $Date: 1995/03/24 08:58:48 $ 
61 * $Revision: 1.4 $ 
62 *I 
63 
64 #define STORAGE_CLASS register 
65 #define TYPE int 
66 
67 #define X 10 I* first dimension of array A *I 
68 #define Y 10 f* second dimension of array A, first dimension of array B *I 
69 #define Z 10 I* second dimension of array B *I 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
TYPE 
pin_down(TYPE A[] ' TYPE B [], { 
int i 
' 
for (i = o i < X*Y; i++) 
A[ i] = 1 
for (i = o i < Y*Z i++) 
B[i] = 1 
for (i = o i < X*Z i++) 
C[i] = o 
return ( (TYPE) O) 
} 
TYPE C[]) 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
B.6. Complex_Update 
TYPE 
mainO 
{ 
static TYPE A[X*Y] 
static TYPE B[Y*Z] 
static TYPE C[X*Z] 
STORAGE_CLASS TYPE *p_a = &A[O] 
STORAGE_CLASS TYPE *p_b = &B[O] 
STORAGE_CLASS TYPE *p_c = &C[O] 
STORAGE_CLASS TYPE f,i,k ; 
pin_down(&A[O], &B[O], &C[O]) 
START_PROFILING; 
for = O ; k < Z k++) 
{ 
140 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
p_a = &A[O] ; I* point to the beginning of array A *I 
for (i = O ; i < X; i++) 
{ 
p_b = &B [k*Y] 
*p_c = O ; 
I* take next column *I 
for (f = O ; f < Y; f++) I* do multiply *I 
*p_c += *p_a++ * *p_b++ ; 
} 
} 
END_PROFILING; 
pin_down(&A[O], &B[O], &C[O]) 
return(O) 
} 
B.6 Complex_Update 
o I* 
1 * benchmark program: 
2 * 
3 * benchmark suíte: 
4 * 
5 * description: 
complex_update.c 
DSP-kernel 
complex_update - filter benchmarking 
Complex_Update 
6 * 
7 * This program performs a complex update of the forro D = C + A*B, 
8 * where A, B, C ~ud D are complex numbers . 
9 * 
10 * 
11 * 
12 * 
13 * 
14 * 
* 
* 
A 
B 
~ 
v 
D 
= Ar 
= Br 
= C r 
= c 
* reference code: 
* 
+ 
*f. veríficatíon: 
* 
* organization: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
* 
* 
* 
*I 
+ j 
+ j 
+ j 
A*B 
Ai 
Bi 
C i
= Dr + J Di 
=> Dr = C r + Ar*Br - Ai*Bi 
=> Di = C i + Ar*Bi + Ai*Br 
target assembly 
simulator based 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax. +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
11-5-94 creatíon (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995/01/26 10:27:31 $ 
$Revision: 1.2 $ 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
#define STORAGE_CLASS register 
#define TYPE int 
void 
pin_down(TYPE *p) 
{ 
} 
*p++ = o 
*P = O 
TYPE 
main() 
{ 
static TYPE A[2] 
static TYPE 8[2] 
static TYPE C[2] 
static TYPE D[2] 
= 
= 
= 
= 
STDRAGE_CLASS TYPE 
{ 2,1 } 
{ 2,5 } 
{ 3,4 } 
{ 0,0 } 
*p_a = &A[O] 
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Z _Complex_Updates 
58 STORAGE_CLASS TYPE *p_b = &B[O] 
59 STORAGE_CLASS TYPE *p_c = &C[O] 
60 STORAGE_CLASS TYPE *p_d = &D[O] 61 
62 pin_down(&D [O]) 
' 63 
64 START_PROFILING; 
65 
66 *p_d = *p_c++ + *p_a++ * *p_b++ 
67 *p_d++ -= *p_a * *p_b--
68 
69 *p_d = *p_c + *p_a-- * *p_b++ 
70 *p_d += *p_a * *p_b 
' 71 
72 END_PROFILING; 
73 
74 pin_down(&D ) 
75 
76 return(O) 
77 } 
B.7 N_Complex_Updates 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
* benchmark program: n_complex_updates.c 
* 
* benchmark suíte: 
* 
* description: 
* 
DSP-kernel 
n complex updates - filter benchmarking 
* Tbis program performs n complex updates of the form 
* D(i) = C(i) + A(í)*B(i), 
* where A(í), B(i), C(i) and D(i) are complex·numbers, 
* and i = 1, ... ,N 
* 
* 
A(i) = 
* 
B (i) = 
* C(i) = 
* 
D(í) = 
* 
* 
* 
* reference code: 
* 
*f. verification: 
* 
* organization: 
* 
* 
* 
* 
Ar(i) + j Aí (i) 
Br(í) + j Bí(i) 
Cr(i) + j Ci(i) 
C(í) + A(í)*B(i) = Dr(í) + j Di(í) 
=> Dr(i) = Cr(í) + Ar(i)*Br(i) - Aí(i)*Bi(i) 
=> Dí(í) = Ci(i) + Ar(i)*Bi(i) + Ai(i)*Br(i) 
target assembly 
simulator based 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
7. N_Complex_Updates 
* 
* author: 
* 
* history: 
* 
* 
* 
* 
Ju~~ Martinez Velarde 
13-5-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995/01/26 11:00:36 $ 
$Revision: 1. 2 $ 
38 #define STORAGE_CLASS register 
39 #define TYPE int 
40 #define N 16 
41 
42 void 
43 pin_down(TYPE *pa, TYPE *pb, TYPE *pc, TYPE *pd) 
44 { 
45 int i ; 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
} 
for 
{ 
} 
61 TYPE 
62 main() 
63 { 
(i=O 
' 
*pa++ 
*pa++ 
*pb++ 
*pb++ 
*pc++ 
*pc++ 
*pd++ 
*pd++ 
i < N 
' 
i++) 
= 2 
= 1 
= 2 
= 5 
= 3 
= 4 
= o 
= o 
64 static TYPE A[2*N], B[2*N], C[2*N], D[2*N] ; 
65 
66 STORAGE_CLASS TYPE *p_a = &A[O], *p_b = &B[O] 
67 STORAGE_CLASS TYPE *p_c = &C[O], *p_d = &D[O] 
68 STORAGE_CLASS TYPE i ; 
69 
70 pin_down(&A[O], &B[O], &C[O], &D[O]) 
71 
72 START_PROFILING; 
73 
74 for (i = O ; i < N ; i++, p_a++) 
75 { 
76 *p_d = *p_c++ + *p_a++ * *p_b++ 
77 *p_d++ -= *p_a * *p_b--
78 
79 
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80 
81 
82 
83 
84 
B.S. Convolution 
*p_d++ += 
} 
END_PROFILING; 
85 pin_down(&A[O], &B[O], &C[O], &D[O]) 
86 
87 return (O) 
88 } 
B.8 Convolution 
* benchmark program: 
* 
* benchmark suite: 
* 
* description: 
* 
* reference code: 
* 
convolution.c 
DSP-kernel 
convolution - filter benchmarking 
target assembly 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 *f. verification: none 
* 
* organization: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Vojin Zivojnovic 
14-1-94 creation (Vojin Zivojnovic) 
144 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
* 18-3-94 asm labels included (Martinez Velarde) 
* 
* 
* 
* 
*f 
$Author: schraut $ 
$Date: 1995/01/30 07:24:54 $ 
$Revision: 1.2 $ 
#define STORAGE_CLASS register 
#define TYPE int 
#define LENGTH 16 
void pin_down(TYPE * px, TYPE * ph) 
{ 
STORAGE_CLASS TYPE i; 
for (i = o· i < LENGTH; ++i) 
' 
*px++ = 1; 
*ph++ = i· 
' } 
{ 
B.9. 
39 
40 } 
41 
42 
43 TYPE main () 
44 { 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
static TYPE 
static TYPE 
x[LENGTH]; 
h[LENGTH]; 
STORAGE_CLASS TYPE y; 
STORAGE_CLASS TYPE 
STORAGE_CLASS TYPE 
STORAGE_CLASS TYPE 
[O], &h[O]); 
START_PROFILING; 
y = O; 
= x; 
= &h[LENGTH - 1]; 
for (i = O; i < LENGTH; ++i) 
y += *px++ * *ph--; 
END _PROFILING; 
return ((TYPE) y); 
69 } 
B.9 F ir 
o I* 
1 * benchmark program: 
2 * 
3 * benchmark suíte: 
4 * 
5 * descríption: 
6 
* 7 * reference code: 
8 
* 9 *f. verification: 
10 
* 11 
* 
organization: 
12 
* 13 
* 14 
* 15 
* 16 
* 
f ir. c 
DSP-kernel 
fir - filter benchmarking 
target assembly 
simulator 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
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B.9. Fír 
* author: 
* 
* 
146 
Juan Martinez Velarde 
12-4-94 creation (Martinez Velarde) 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
* 
* 
22-1-95 START and END PROFILING Macros included 
pin_down routine -> 3 arguments (Schraut) 
* 
* 
* 
* 
*I 
$Date: 1995/01/25 17:14:52 $ 
$Author: schraut $ 
$Revision: 1. 2 $ 
#define STORAGE_CLASS register 
#define TYPE int 
#define LENGTH 16 
void 
} 
* px, TYPE * ph, TYPE 
STORAGE_CLASS TYPE 
for (i = 1; i <= LENGTH; i++) 
{ 
} 
*px++ = i; 
*ph++ = i; 
45 TYPE 
46 main() 
47 { 
48 static TYPE x[LENGTH]; 
49 static TYPE h[LENGTH]; 
50 
51 static TYPE xO = 100; 
52 
53 STORAGE_CLASS TYPE i ; 
54 STORAGE_CLASS TYPE *px, *px2 
55 STORAGE_CLASS TYPE *ph 
56 STORAGE_CLASS TYPE y; 
57 
58 pin_down(x, h, y); 
59 
60 ph = &h[LENGTH-1] 
61 px = &x[LENGTH-1] 
62 px2 = &x[LENGTH-2] 
63 
64 START_PROFILING 
6.5 
66 y = O; 
67 
68 for (i = O; i < LENGTH - 1; i++) 
B.lO. Fir2dim 
69 { 
70 y += *ph-- * *px 
71 = *px2--
72 } 
73 
74 y += *ph * *px 
75 = xO 
76 
..,-; I 
78 
79 pin_down(x, h, y); 
80 
81 return ((TYPE) y); 
82 } 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
1-5 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
Fir2dim 
* benchmark program: fir2dim. c 
* 
* benchmark suite: DSP-kernel 
* 
* description: fir2dim - filter benchmarking 
* 
* The image is an array IMAGEDIM * IMAGEDIM pixels. To provide 
* conditions for the FIR filtering, the image is surrounded by a 
* set of zeros such that the image is actually stored as a 
* ARRAYDIM * ARRAYDIM = (IMAGEDIM + 2) * (IMAGEDIM + 2) array 
* 
* 
<--ARRAYDIM--> 
* 
lO O O O OI A 
* 
lO X X .... X OI I 
* 
lO X X .... X OI ARRAY_ 
* 
lO image area OI DIM 
* 
lO X X X OI I 
* 
10 X X X OI I 
* 
lO O O .... o OI v 
* 
* The image (with boundary) is stored in row major storage. The 
* first element is array(1,1) followed by array(1,2). The last 
* element of the first row is array(1,514) following by the 
* beginning of the next column array(2,1). 
* 
* The two dimensional FIR uses a 3x3 coefficient mask: 
* 
* 
* 
* 
* 
I c11 c12 c131 
lc21 c22 c231 
lc31 c32 c33l 
* The output image is of dimension IMAGEDIM * IMAGEDIM. 
* 
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61 
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64 
65 
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O. Fir2dim 
* reference code: 
* 
*f. verification: 
* 
* 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
* 
* 
* 
#define 
#define 
#define 
#define 
#define 
void 
STORAGE_CLASS 
TYPE 
IMAGEDIM 
ARRAYDIM 
COEFFICIENTS 
target assembly 
simulator based 
Aachen University of Tecrillology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
15-5-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995/01/30 07:17:23 $ 
$Revision: L 2 $ 
register 
int 
4 
(IMAGEDIM + 2) 
3 
pin_down(TYPE *pimage, TYPE *parray, TYPE *pcoeff, TYPE *poutput) { 
STORAGE_CLASS TYPE i,f; 
for (i = O 
{ 
i < IMAGEDIM ; i++) 
} 
for (f = O f < IMAGEDIM ; f++) 
*pimage++ = 1 ; 
pimage = pimage - IMAGEDIM*IMAGEDIM 
for (i = O; i < COEFFICIENTS*CDEFFICIENTS; i++) 
*pcoeff++ = 1; 
for (i = O ; i < ARRAYDIM i++) 
*parray++ = O 
for (f = O ; f < IMAGEDIM; f++) 
{ 
*parray++ = O ; 
for (i = O ; i < IMAGEDIM 
*parray++ = *pimage++ 
*parray++ = O ; 
i++) 
85 } 
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O. Fír2dim 
86 
87 for (i : O ; i < ARRAYDIM i++) 
88 ; o ; 
89 
90 for : O ; i < IMAGEDIM * IMAGEDIM; 
91 *poutput++ : O ; 
92 } 
93 
void mainO 
{ 
94 
95 
96 
97 
98 
99 
static TYPE coefficients[COEFFICIENTS*COEFFICIENTS] 
static TYPE image[IMAGEDIM*IMAGEDIM] 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
static TYPE array[ARRAYDIM*ARRAYDIM] 
static TYPE output[IMAGEDIM*IMAGEDIM] 
STORAGE_CLASS TYPE *pimage 
STORAGE_CLASS TYPE *parray 
STORAGE_CLASS TYPE *pcoeff 
STORAGE_CLASS TYPE *poutput 
STORAGE_CLASS TYPE k, f, i; 
= &image[O] 
: &array[O], *parray2, 
: &coefficients[O] 
: &output [0] 
*parray3 
pin_down(&image[O], &array[O], &coefficients[O], &output[O]); 
pimage 
parray 
pcoeff 
poutput 
= &image [O] 
= &array[O] 
= &coefficients[O] 
= &output [0] 
START_PROFILING; 
for (k = O k < IMAGEDIM ; k++) 
{ 
for (f = O f < IMAGEDIM ; f++) 
{ 
pcoeff = &coefficients[O] ; 
parray = &array[k*ARRAYDIM + f] ; 
parray2 = parray + ARRAYDIM 
parray3 = parray + ARRAYDIM + ARRAYDIM 
*poutput = O ; 
for (i = O ; l < 3 ; i++) 
*poutput += *pcoeff++ * *parray++ ; 
for (i = O ; i < 3 ; i++) 
*poutput += *pcoeff++ * *parray2++ 
for (i = O ; i < 3 ; i++) 
*poutput += *pcoeff++ * *parray3++ 
149 
Rll. Lms 
138 poutput++ 
139 } 
140 } 
141 END_PROFILING; 
142 
143 pin_down(&image[O], &array[O], &coefficients[O], &output[O]); 
144 
145 } 
146 
B.ll Lms 
o I* 
1 * benchmark program: 
2 * 
lms.c 
3 * benchmark suite: DSP-kernel 
4 * 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
* description: 
* 
* 
lms - filter benchmarking 
* 
* 
x(n) x(n-0) ---- x(n-1) ----- x(n-i) ----- x(n-N+1) 
--->---------1 1/zl-------1 1/zl- ..... -1 1/zl----
* 1 I ------ I ------ I 
* hO h1 hi hN-1 
* \________ '---- -----' _________ / 
* 
, ______ (+) _______ / 
* 
* 
* 
I 
1---------> y(n) 
v 
* d(n) -------------------->(+)--------> e(n) 
* 
* 
* 
* Notation and symbols: 
* x(n) - Input sample at time n. 
* d(n) - Desired signal at time n. 
* y(n) - FIR filter output at time n. 
* H(n) - Filter coefficient vector at time n. H={hO,hl, .. ,hN-1} 
* X(n) - Filter state variable vector at time N. 
* X={x(O),x(n-1), ... ,x(n-N+1)} 
* delta - Adaptation gain. 
* N - Number of coefficient taps in the filter. 
* 
* PROCESSING: 
* 
* True LMS Algorithm 
* ------------------
* Get input sample 
* Save input sample 
* Do FIR 
* Shift vector X 
150 
1 Lms 
* Get d(n), calculate e(n) 
* Update coefficients 
* Dutput y(n) 
* 
* 
* System equations: 
* 
* e(n) = d(n) - H(n) X 
* H(n+1)= H(n) + delta X(n) e(n) 
* 
* References: 
(FIR filter and error) 
(Coefficient update) 
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62 
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* 01 Adaptive Digital Filters and Sígnal Analysis", Maurice G. Bellanger 
* Marcel Dekker, Inc. New York and Basel 
* 
* "The DLMS Algorithm Suitable for the Pipelined Realization of Adaptive 
* Filters 01 , Proc. IEEE ASSP Workshop, Academia Sinica, Beijing, 1986 
* 
* 
* 
* reference code: 
* 
target assembly 
*f. verification: none 
* 
* organization: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
* 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
29-3-94 creation (Martinez Velarde) 
03-4-94 first revision, optimized (Martinez Velarde) 
* $Author: schraut $ 
* $Date: 1995/01/30 07:48:50 $ 
* $Revision: 1.2 $ 
*I 
#define STORAGE_CLASS register 
#define TYPE int 
#define N 16 I* number of coefficient taps *I 
85 void 
86 pin_down(TYPE *d, TYPE *x, TYPE *delta, TYPE *p_H, TYPE *p_X) 
87 { 
88 int f ; 
89 
90 *d = 7 ; 
1. Lms 
*X = 8 91 
92 
93 
94 
95 
96 
97 
98 
99 
*delta = 1 
for 
{ 
} 
100 } 
101 
102 TYPE 
103 main() 
104 { 
= o 
*p_H++ 
*p_X++ 
f < N 
= 1 
= 1 
105 static TYPE H[N] ; f* Filter Coefficient Vector *f 
106 static TYPE X[N] ; I* Filter State Variable Vector *I 
107 
108 TYPE delta I* Adaption Gain *f 
109 TYPE d ; I* Desired signal *I 
110 TYPE x ; Input Sample *I 
111 TYPE y ; I* FIR LMS Filter Output *I 
112 STORAGE_CLASS TYPE error f* FIR error *I 
113 
114 STORAGE_CLASS TYPE f ; 
115 
116 STORAGE_CLASS TYPE *p_H, *p_X, *p_X2 
117 
118 pin_down(&d,&x,&delta,&H[O],&X[O]) 
119 
120 p_H = &H [N-1] 
121 p_X = &X [N-1] 
122 p_X2= &X[N-2] 
123 
124 START_PROFILING; 
125 
126 y = o ; 
127 
128 f* FIR filtering and State Variable Update *f 
129 
130 for (f = 1 ; f < N ; f++) 
131 y += *p_H-- * (*p_X-- = *p_X2--) 
132 
133 f* last convolution tap, get input sample *I 
134 
135 y += *p_H * (*p_X = x) 
136 
137 I* 
138 * error as the weighted difference 
139 * between desired and calculated signal 
140 * 
141 *f 
142 
152 
143 
144 
145 
146 
147 
148 
149 
150 
1"1 o~
152 
153 
154 } 
155 
Iv1atlx3 
error = (d - y) * delta ; 
for (f = O; f < N ; f++) 
*p_H++ += error * 
END_PROFILING; 
,&x,&y,&H[O] ,&X ) 
return(O) 
B.l2 Matlx3 
o I* 
1 * benchmark program: mat1x3.c 
2 * 
I* update the coefficients *I 
3 * benchmark suite: DSP-kernel 
4 * 
* description: 
* 
1x3 matrix - multiply benchmarking 
153 
5 
6 
7 
8 
9 
* 
* 
* 
I h11 h12 h13l 
lh21 h22 h23l 
lh31 h32 h331 
lx11 
* lx21 
lx31 
lyll 
= ly21 = 
ly31 
h11*x1+h12*x2+h31*x3 
h21*x1+h22*x2+h23*x3 
h31*x1+h32*x2+h33*x3 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
* 
* Element are to store in following order: 
* 
* matrix h[9]={h11,h12,h13, h21,h22,h23, h31,h32,h33} 
* vector x[3]={x1,x2,x3} 
* vector y[3]={y1,y1,y3} 
* 
* reference code: none 
* 
*f. verification: 
* 
* organization: 
* 
* 
* 
* 
* * author: 
* 
* history: 
* 
* 
* 
* 
*I 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen.de 
Juan Martinez Velarde 
31-3-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995101126 11:17:25 $ 
$Revision: 1.2 $ 
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B.13. Updates 
#define STORAGE_CLASS register 
#define TYPE int 
TYPE 
mainO 
{ 
} 
static TYPE h[9]={1,2,3,1,2,3,3,2,1} 
static TYPE x ={1,1,1} ; 
static TYPE y[3]={0,0,0} ; 
STOP~GE_CLASS TYPE *p_x = &x[O] 
STDRAGE_CLASS TYPE *p_h = &h[O] 
STORAGE_CLASS TYPE *P-Y = &y[O] 
STORAGE_CLASS TYPE f,i ; 
START_PROFILING; 
for = O ; i < 3; 
{ 
I* p_x points to the begínning of the ínput vector *I 
p_x = &x[O] 
I* do matríx multiply *I 
for (f = O ; f < 3; f++) 
*P-Y += *p_h++ * *p_x++ 
I* next element *I 
p_y++ ; 
} 
END_PROFILING; 
return(O) 
B.13 N...ReaLUpdates 
o I* 
1 * benchmark program: 
2 
* 
n_real_updates.c 
3 
* 
benchmark suíte: DSP-kernel 
4 
* 5 
* 
description: 
6 
* 
n_real_updates - filter benchmarking 
1 
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29 
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31 
32 
33 
34 
35 
36 
37 
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l'LReaL U pdates 
* This program performs n real updates of the form 
* D(i) = C(i) + A(Ü*B(i), 
* where A(i), B(i), C(i) and D(i) are real numbers, 
* and i= 1, ... ,N 
* 
* reference code: 
* 
*f. verification: 
* 
* organization: 
* 
* 
* 
* 
* 
* author: 
* 
* history: 
* 
target assembly 
simulator based 
Aachen University of Technology - IS2 
DSP Tools Group 
phone: +49(241)807887 
fax: +49(241)8888195 
e-mail: zivojnov@ert.rwth-aachen,de 
Juan Martinez Velarde 
25-5-94 creation (Martinez Velarde) 
$Author: schraut $ 
$Date: 1995/01/26 09:44:22 $ 
$Revision: L 2 $ 
#define 
#define 
#define 
STORAGE_CLASS 
TYPE 
N 
register 
int 
16 
void 
pin_down(TYPE *pa, TYPE *pb, TYPE *pc, TYPE *pd) 
{ 
STORAGE_CLASS int i ; 
for (i=O 
' 
i < N 
' 
i++) 
{ 
*pa++ = 10 
' 
*pb++ = 2 
' 
*pc++ = 10 
' 
*pd++ = o 
' } 
} 
TYPE mainO 
{ 
static TYPE A[N], B[N], C[N], D[N] ; 
STORAGE_CLASS TYPE *p_a = &A[O], *p_b = &B[O] 
STORAGE_CLASS TYPE *p_c = &C[O], *p_d = &D[O] 
STORAGE_CLASS TYPE i ; 
pin_down(&A[O], &B[O], &C[O], &D[O]) 
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B.13. N_ReaLUpdates 
} 
START_PROFILING; 
for (i = O ; i < N 
*p_d++ = *p_c++ 
END_PROFILING; 
i++) 
+ *p_a++ * *p_b++ 
pin_down(&A[O], &B[O], &C[O], &D ) 
return(O) 
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