Abstract. Polyakov's approach to the quantisation of strings is readily adapted to other types of extended object. In this paper we consider the quantisation of p-dimensional surfaces moving through spacetime, where p > I . The transition amplitude between given surface configurations is defined as a sum over all ( p + 1)-dimensional surfaces bounded by these configurations. This definition is made more precise by a careful analysis of boundary conditions. We calculate the I-loop divergences using the semiclassical approximation and the heat-kernel expansion. Our models incorporate an Einstein-Hilbert term in the action and therefore include the case of ( p + 1)-dimensional quantum gravity on a manifold with boundary; it should be possible to deal with more general theories of extended objects using similar techniques. We then consider the quantisation of the spinning membrane. Certain components of the fermion fields must be fixed on the boundary, and it turns out that there is a supersymmetric equivalence relation between different boundary configurations. A I-loop calculation is performed, and it is found that the spinning membrane is not renormalisable in any number of dimensions.
Introduction
Some time ago, Polyakov presented a way to analyse sums over random twodimensional surfaces [l] . This work has been important in a wide range of applications to string theory. In this paper we shall consider how to extend Polyakov's analysis to sums over random ( p + 1)-dimensional surfaces traced out by p-dimensional extended objects moving on some arbitrary spacetime. Such sums define amplitudes which are of particular interest for a quantum theory of gravity in p + 1 dimensions. We shall also examine the effects of boundaries and find out what boundary conditions are relevant for various types of field.
There are many ways to generalise the Polyakov string action to surfaces of higher dimension. Typically, the spacetime and the embedded surface are each equipped with their own metric as well as various other fields. Some models are designed so that, when the field equations are imposed, the surface metric is proportional to the metric induced from spacetime. The super p-brane models which have recently received attention [2] belong to this category.
However, a different type of extended object is considered here. In our models the surface and spacetime metrics differ on-shell by terms involving the surface curvature, owing to the inclusion of an Einstein-Hilbert term in the action. When there is no symmetry to prevent it, such a term can arise at the quantum level even when not present classically [3] and so it seems reasonable to allow for it in the classical action.
A bonus of our models is that they also describe ( p + 1)-dimensional quantum gravity on a manifold with boundary. To the best of our knowledge, little work has been done on boundary effects in quantum gravity.
Such models can be extended to admit a local supersymmetry on the surface, as in the case of the spinning membrane [4] . Apart from the obvious advantages of including fermions, supersymmetric theories generally have fewer arbitrary parameters than their bosonic counterparts and are often better behaved at the quantum level.
In fact there are two distinct approaches to the construction of a supersymmetric theory of extended objects. One can either supersymmetrise the surface itself (as in the Neveu-Schwarz-Ramond formulation of string theory), or else the spacetime in which it is embedded (as in the Green-Schwarz formulation). Super p-brane models are constructed with manifest spacetime supersymmetry.
In this paper we consider surfaces with manifest NSR-type supersymmetry. Our results apply strictly to these models and do not necessarily hold for models with manifest spacetime supersymmetry ; the renormalisablity or finiteness properties of the latter are still unknown.
One of the main reasons for studying extended objects is the belief that they are more likely to be renormalisable than conventional theories of interacting particles. This belief, which is fulfilled in the case of string theory, is based on the observation that interactions between extended objects are more 'spread out' than interactions between conventional point-like particles. The main aim of this paper is to develop a covariant method for calculating quantum divergences in such a model.
It is worth noting that similar models to ours have been considered by Sugamoto, who introduces a physical cut-off and calculates n-point functions for surfaces treated as point-like particles [3] . In this paper, however, we are concerned with the renormalisability of transition amplitudes between different surface configurations. We hope that our techniques can be adapted to more general theories of extended objects.
Amplitudes are defined by summing over all possible ( p + 1)-dimensional surfaces *&' with a given boundary. These amplitudes contain all of the physical information which can be obtained from the model. If the boundary has disconnected components ? & H , and then we can interpret the result as a transition amplitude from an initial configuration ?MI to a final configuration ?A2. Alternatively, it is possible to view the sum over surfaces as the definition of a quantum state '€'(?A) , in the same way that Hartle and Hawking define the quantum state of the universe [ 5 ] .
The sum over random surfaces can be performed in practice by expanding the action about solutions of the field equations with the given boundary conditions. Divergent terms arise both as volume and boundary integrals. It is important to use an expansion scheme which is covariant on configuration space when performing these calculations. Fortunately, this is relatively easy for transition amplitudes which are on-shell. An advantage of this approach is that the 1-loop corrections are determinants of positive-definite operators, whereas most other approaches give rise to operators with awkward negative eigenvalues.
We will give results for the 1-loop divergences in bosonic and fermionic theories. These results depend upon a thorough analysis of the boundary conditions for various fields. Fields which describe fluctuations in the intrinsic geometry of the boundary must all vanish ; other fields satisfy more complicated boundary conditions which are chosen so that the variation of the action is purely a volume integral and the fluctuation operators are Hermitian.
In $92-4 we discuss bosonic surfaces of dimension p > 1. The special case p = 1 can be dealt with by slightly modifying the analysis of $ 4 to allow for the conformal symmetry of the model. The case p = 3 is also important since this relates to quantum gravity with matter.
We restrict our discussion of fermions to the spinning membrane ($05-6) . The appropriate boundary term in the action is given here for the first time. We impose boundary conditions which fix half of the components of the fermion fields. The logarithmic divergence for this model consists only of a boundary term, which does not vanish in any number of spacetime dimensions.
The classical bosonic surface
A bosonic surface can be thought of as an extended p-dimensional object which sweeps out a (p + 1)-dimensional manifold ~k as it moves through some d-dimensional spacetime. We suppose that the manifold 4 is parametrised by coordinates xu and has a metric gab, while spacetime has coordinates X , and metric G,,,. The boundary of A is denoted d A .
The bosonic string is the prototype for all random surfaces. The quantum theory of bosonic strings in twenty-six dimensional spacetime is known to be 1-loop finite and conformally invariant, and for these reasons it has received a huge amount of attention in recent years. It is natural to ask whether there are any other bosonic surface theories which enjoy similar properties.
Polyakov has demonstrated that the quantum theory of strings can be derived from a classical action by summing over random surfaces [l] , in the same way that the quantum theory of a point particle can be derived from the particle action by summing over random paths. There are a number of ways that the Polyakov string action can be generalised to give an action for higher dimensional surfaces. In this paper we shall require the action to be second order in derivatives and invariant under coordinate transformations.
It is possible to introduce additional background spacetime fields, similar to the Wess-Zumino term in string theory. In principle such models are amenable to the same techniques that will be used here, but in practice the calculations are considerably more complicated and have not been attempted. Henceforth the background spacetime is assumed to have no features apart from its geometry.
Let E,P = ?,XP, so that E, = E,Vd/i?XP are the spacetime vectors tangential to A.
Then define the action to be
where dx is the usual measure on A ! ' or d A , and r(g) is the Ricci curvature scalar of Jtt. The boundary term involves the extrinsic curvature k, which is defined in terms of the outward-pointing unit normal to d~k :
For the case p=l, the cosmological constant A must vanish if the Euler-Lagrange equations are to admit any solutions.
The coordinates XP are allowed to vary in the interior of A, but are fixed on the boundary ?A. Similarly, the metric gob is allowed to vary subject to the constraint that the induced p-dimensional metric on ?A is fixed.? The boundary integral in the action is then necessary in order to cancel boundary terms which arise from the variation of r ( g ) [6] . This cancellation works to all orders of perturbation theory, as can be demonstrated by a ' p + 1' decomposition of the metric near aA.
It is worth noting that for p = 1 the two curvature terms (i.e. those involving r and k ) combine to give a multiple of the Euler characteristic of A. Since this is a topological invariant, these terms make no contribution to the field equations and are usually left out of the string action.
Covariant expressions for the variation of the action (2.1) can be obtained from the work of , or by the more geometric technique outlined in appendix 1. The vanishing of the first variation of the action implies the field equations ( 2 . 3~)
where rUh is the Ricci tensor derived from the metric gab, and the covariant derivative D, is defined as for metric connections r p and r, on spacetime and A respectively. The stress-energy tensor is (2.5) If p = 1, the left-hand side of (2.3b) vanishes identically and Tub is traceless, which implies that Tub and A must vanish identically. Consequently the original metric g,, is proportional to the metric E , . E , which is induced on JL by the spacetime metric.
Using this fact to eliminate the metric from (2.1) yields the Nambu string action.
For p > 1, however, it is not generally true that guh is proportional to E, . E,. In this case the field equation (2.3b) can be expressed as
If this equation is used to eliminate the metric then the action is proportional to the volume of A'. For small K-*, (This expression does not include the contribution of the boundary action.) Therefore in terms of the induced metric the action is non-minimal, except in the limit that IC* H 0. When p = 2 and 2 A = 8, the model is found to be renormalisable and the coefficient of the curvature term can be set to zero after renormalisation. In general, however, it is not clear how to extend our results to this limiting case.
Quantisation of the bosonic surface
Feynman's path-integral description of quantum mechanics can be naturally extended to give a method for quantising surfaces. In this context a 'Feynman path' is just the sub-manifold A swept out by the motion of the surface, subject to specified boundary conditions which fix the initial and final configurations. However before performing the functional integral, it is convenient to use analytic continuation to shift the domain of integration so that it includes only Riemannian surfaces. This is analogous to the Euclidean approach to standard quantum field theory. (In fact it is essential that the path integral includes Riemannian surfaces since these are the only ones admitting topology changes, which are required in any interacting theory.) -Suppose that C+ and C-are oriented p-manifolds embedded in spacetime, and that C-is a copy of C-but with the opposite orientation. Then the transition amplitude from C-to C , is given by where the integral is taken over all embedded Riemannian (p + 1)-manifolds which are are bounded by C+ and %-, and a covariant measure is used. This approach closely resembles the Hartle-Hawking prescription for quantum cosmology [5].
The integral can be approximated by expanding about a solution of the field equations. The variation of the metric tensor g is another rank-2 symmetric tensor on
A, denoted by h ;
However more care must be taken to describe the variation of spacetime fields in a covariant way, since a perturbation of the embedding means that one wishes to compare the fields at different points in spacetime. This is most easily done by parallelly transporting the fields along connecting geodesics. The variation of the surface can be described by the spacetime vector field 4 tangential to these geodesics. The basic procedure is outlined in [7] , but a more geometric account is given in appendix 1.
It is convenient to combine these variations into a single tangent field with coordinates
The tangent space has a natural metric : where (3.5) (3.6)
The inverse metric is then where (3.7)
The group of diffeomorphisms on A' is a symmetry group of the action. (Equivalently, the action is invariant under coordinate transformations.) Infinitesimal diffeomorphisms can be parametrised by a vector field E on L4! satisfying the boundary condition
where n is the outward pointing unit normal to ad. Under such diffeomorphisms the components of q transform according to the rule (3.9) (3.10) These transformations will often be referred to as gauge transformations throughout this article.
The invariant path integral measure is the volume form constructed from the metric Yij. To perform the integral we introduce a gauge fixing functional O, [q] and add to the action the quantity (3.1 1) where x is an arbitrary constant. This also leads to a ghost determinant in the measure.
Expanding the action to second order in the variation gives
where Sp' is the action of the unperturbed background field, and Sf' may be thought of as the action of the perturbations. The terms linear in q vanish because the background field satisfies the field equations. We now define Si , to be the covariant second functional derivative of the gauge-fixed action:
Discarding higher-order terms in the action, the functional integral standard Gaussian form. If S(*) + S g f is a positive definite functional 1 -loop contribution to the amplitude is r(l) = -log Det Gab + ;log Det Si, where 0 is the ghost operator q, = de,,/aE,.
(3.13)
reduces to the of q, then the (3.14)
(3.15)
If SL2) +Sgf is not positive definite then analytic continuation suggests that (3.14) should be taken as the definition of r(l).
If A I 0 then the operator S i j is found to be positive definite, although S, need not be. The difference is that an index has been raised by the inverse metric @j, as a consequence of the volume measure used in the path integral. The result is equivalent to the analytic continuation which is often applied to the conformal factor in quantum gravity because the action is not positive definite [8] . The covariant approach used here removes any ambiguity from this procedure.
The 1-loop amplitude r(') is usually infinite and must therefore be regularised. This is most simply done by the method of generalised i functions, as described in appendix 2. The logarithmic divergence is found to be proportional to the heat-kernel coefficient B,,, while the other divergences are proportional to the coefficients Bo,
The coefficients B, can be written as volume integrals of local quantities b N ( x ) plus boundary integrals of quantities cN (x). The renormalisability of the theory therefore depends upon the expressions for b, and c N , and so the next section is devoted to the calculation of these expressions.
B , , . . . , B,.
Operators and boundary conditions: p > 1
When considering the physics at the boundary of d it often proves useful to project a field into two parts, one of which is said to be intrinsic to a d while the other is extrinsic. Normally this distinction is quite natural, and although a universal prescription undoubtedly exists it will not be needed here. The general idea is that the intrinsic part of a field is that part which itself resembles a physical field on the p-dimensional manifold 8 4 . For example, it should carry a representation of the Lorentz group on 8 4 and of the group of diffeomorphisms on ad.
We shall use a circumflex to label that part of a field which is intrinsic to ad. It is reasonable to demand that the transition amplitudes should be unaffected by diffeomorphisms of d 4 . This is equivalent to the requirement that the physics should be independent of the coordinates used to parametrise ad. A proper treatment of the full gauge group should therefore accommodate gauge transformations for which
A physical perturbation of the boundary corresponds to a class of gauge equivalent configurations of 9. The boundary conditions are established by selecting one of these equivalence classes. Our path-integral prescription requires that the boundary is physically fixed, so the appropriate choice is the class containing the configuration 6 = 0 on 2~2'.
With this boundary condition, the second variation of the gravitational part of the action is found to be (4.3)
where huh
The second variation of the remaining part of the action is
huh -ihg,,,, and rahcd is the Riemann curvature tensor derived from gub. The operator g2 is just the square of the covariant derivative which acts on the field q , while for p > 1 the matrix W ' , is given by
It is not difficult to show that if A I 0 then SI, acts as a positive definite operator on the purely conformal modes of q. This is in marked contrast to the infamous negative eigenvalues which arise if SI , is treated as an operator.
The presence of the boundary terms prevents us from directly calculating the functional integral by taking the determinant of SI,. However, it is possible to impose restrictions on the gauge at i3A and it might be hoped that this will kill some of the boundary terms.
The difficulty with this procedure is that any restrictions on the gauge will reduce the size of the symmetry group, thereby creating additional boundary conditions on E. If too many such additional boundary conditions are imposed then the ghost operator will not admit eigenfunctions. On the other hand different problems arise if there are too few boundary conditions, as we shall see shortly.
The ghost operator is
(The field equations have been used here.) We observe that if A I 0 then 6 is positive definite, since -6",V2 + rub is the Hodge-de Rham operator.
It is essential that 0 does not admit zero modes, since this would mean that the gauge-fixing term was not doing its job properly. However, I$ acts on the space of vector fields E which are constrained by the single boundary condition n . E = 0, and consequently admits an infinite number of zero modes. We are therefore obliged to provide E with p new boundary conditions in order to disallow these modes. This reduces the gauge freedom at a&.
In order that 6 admits eigenfunctions, the new boundary conditions must be chosen so that C is self-adjoint. This will be the case if and only if However this means abandoning the intrinsic gauge invariance of the boundary, which is unacceptable.
The alternative is to require that
or equivalently
This boundary condition is satisfactory, since it eradicates the zero modes of the ghost operator while permitting intrinsic gauge transformations on 3 .~2 . It is readily seen that one may now impose a similar boundary condition on the corresponding components of h,, :
This condition is preserved by gauge transformations which satisfy (4.14). Taking the p-dimensional divergence of (4.1 6) yields the useful identity Another boundary condition can be deduced from the following argument. The raison d'gtre of the gauge-fixing term 8 is to measure the gauge deformations parametrised by E, and since n . E vanishes on 2 A ' it might be expected that n 8 should do the same.
Indeed it is generally true that the configuration space of the gauge-fixing term is a replica of the configuration space of the gauge parameter, so that boundary conditions obeyed by one must be obeyed by the other. We therefore demand that
Using (4.17), this becomes
Conditions (4.16) and (4.18) imply that
so that the only remaining boundary term in the gauge-fixed action is the integral of n . U . Fortunately this too can be eliminated.
The gauge-fixing procedure is complete, since the ghost operator no longer admits zero modes. Before proceeding with the functional integration all that remains is to impose the physical boundary conditions discussed at the beginning of this section. In principle there is a large class of gauge-equivalent boundary conditions, each of which should yield the same result for the transition amplitude. In practice, one chooses from this class the conditions which gives the simplest mathematics. We therefore set An immediate consequence of this choice is the vanishing of rz . U, so that the gaugefixed action no longer includes any boundary contributions. Also, one of the earlier boundary conditions is simplified ; equation (4.19) becomes
(4.23)
Thanks to the elimination of the boundary terms, the second-order action is now determined entirely by the differential operator S i j . Furthermore, all of the fields have the correct number of boundary conditions. It is now possible to calculate the 1-loop divergences of the theory.
The 1-loop divergences for a bosonic surface in d dimensions are proportional to the quantities
where B,,, (Sij) and E , ( S i j ) are the heat kernel coefficients of the corresponding operators, subject to the stated boundary conditions. The heat kernel coefficients are given by the integrals The I-loop divergences are therefore proportional to the volume integrals of
plus the boundary integrals of (4.27) for N = O , l , . . , p + 1.
in appendix 3), the first few b , (bosons) terms are found to be Using the results above and the standard formulae for b, and cA coefficients (listed
Since these expressions cannot vanish identically for any choice of p and d, we conclude that for p > 1 no bosonic surface of this type is strictly renormalisable at
The case p = 3 is of particular interest, as it is equivalent to four-dimensional quantum gravity in the presence of a matter field with d real components. Using (4.30) and the field equations we find that the logarithmic divergence of the 3-surface is 1 -loop.
(4.31)
The term involving the combination ruhcdruhcd -4ruhruh +r2 has been isolated because its integral is a multiple of the Euler characteristic of A, which is a topological constant and is therefore unaffected by perturbations of the surface. Such a term will not contribute to the effective field equations and may be disregarded at the perturbative level. (However, it becomes important when comparing topologically inequivalent transitions.)
Setting d = 0 yields the 1-loop logarithmic divergence for pure gravity with a cosmological constant. In this case the above result reduces to which agrees with the calculation of Christensen and Duff [9] .
Returning to the general case where p and d are arbitrary, we recall that other divergences appear as boundary integrals of the c?, coefficients. In order to calculate these coefficients it is convenient to rewrite the boundary conditions (4.16), (4.21), (4.22) and (4.23). We define projection operators P+, P-on q' by the equations 
It is clear that these boundary conditions are neither Dirichlet nor Robin, but rather a hybrid of the two types. Such boundary conditions are discussed in appendix 3.
We must also consider the boundary conditions (3.8) and (4.15) obeyed by the ghost field E. It is easily seen that these conditions also have the hybrid Dirichlet-Robin form discussed in appendix 3. On this occasion, 8.b plays the part of the projection operator P-.
The boundary terms which contribute to the divergences can now be calculated. They are c,(
To one loop, the logarithmic divergences of the bosonic 2-surface result entirely
from the boundary contribution (4.39). The above expression then reduces to
(4.40) (Note that in this case the integral of F is a multiple of the Euler characteristic of d A , which is a topological invariant.) There is no critical dimension for which all of the terms vanish independently and so the theory is not 1-loop renormalisable even in the weak sense defined in appendix 2.
The classical spinning membrane
Bosonic surfaces of the sort described in the previous sections appear not to be renormalisable at one loop, and are therefore poor candidates for a fundamental physical theory. However, it might be hoped that a supersymmetric model would be more likely to yield a satisfactory quantum theory. Indeed, a great deal of work has recently been done along these lines with encouraging results.
There are two different approaches to the supersymmetrisation of the bosonic surface. One might replace the spacetime manifold by a supermanifold, which will be parametrised by anticommuting as well as commuting coordinates. (See [lo] , for example.) One would then look for a theory which is covariant with respect to these coordinates: such a model is said to have spacetime supersymmetry. Models of this type have been constructed [2] .
Alternatively, one might introduce fields which behave like spinors on the manifold A', and then try to establish a world-tube supersymmetry between these and the usual bosonic fields on A. The resulting objects are often called spinning surfaces. This idea is not new but has not been extensively developed, except in the case of the spinning string ( p = 1). In 1978, Howe and Tucker presented an action for a spinning membrane (p=2) without boundary [4] . In this section we will extend their result to obtain an action for spinning membranes with boundaries, and in $6 we will calculate the 1-loop divergences of this model. (An O(fermions2) action is sufficient for a 1-loop calculation, provided that the background fermion fields vanish.) The same techniques can in principle be applied to a variety of similar models.
The manifold ~4 2 is assumed here to have a Lorentz signature, which means that g,, has one negative and two positive eigenvalues in our conventions. (It will not be possible to reformulate the theory on a Euclidean manifold, as was done for the bosonic surface. This reflects the fact that three-dimensional Euclidean manifolds do not admit Majorana spinors, and so it is impossible to analytically continue the model in a way which preserves the number of degrees of freedom. We are therefore obliged to use a Lorentzian formulation of quantum field theory, up until the calculation of the functional determinants.)
d,Xp', so that E , E E,pd/dXp are the spacetime vectors tangent to A. We also suppose also that there are d Majorana spinor fields y? defined on A! which transform as the components of a spacetime vector, as well as a single Majorana vector-spinor field on d l with components xu. The latter is known as the gravitino, and is the supersymmetric counterpart of the dreibein.
(The dreibein is a three-dimensional version of the tetrad: it is simply a smooth section of the orthonormal frame bundle.) The dreibein is implicit throughout the following calculations, even though it does not appear manifestly. This is achieved by letting fields have tangent space indices instead of Lorentz indices. Consequently the gamma matrices are not constant, and satisfy the identity y'yb + y b y " = 2g". However, the Dirac conjugate of a spinor is defined as ip = ytyO where y o is a constant anti-Hermitian matrix which obeys the identity yo?"+ + yuyo = 0. (We use this formulation solely to obviate the need for a further set of indices.) It is possible to use a Majorana representation in which the matrices y o and y" are real, and all spinors have real Grassmann components.
We avoid explicit reference to the spin connection, although it contributes in the usual way to the covariant derivative Va whenever the latter acts on spinors. Denoting
As in the bosonic case, we take E,p the spacetime connection by rl,, we also define a derivative D, = V , + €,fir,, which acts on fields which transform as spacetime vectors or tensors. We will use the 1.5-order formalism, in which the spin connection is determined by its field equation [ll] . In principle it therefore includes a contorsion term which is second order in the gravitino field, but this term does not contribute to any 1-loop calculations. The action of a spinning membrane without boundary can be written as the integral of the Lagrangian
where A = -4m2, yuh and yob' are the antisymmetrised products of gamma matrices with strength one, and r is the Ricci curvature scalar of A'.
The field variations resulting from a supersymmetry transformation can be described in a manifestly covariant way. As in $3, a small displacement in spacetime of the embedded manifold J" is parametrised by a field < of spacetime vectors on The field E , also behaves as a spacetime vector, and its covariant variation 6(cov)E, is defined by the same process as was used to define S(co')w, It is shown in appendix 1 that 6(""")E, = Do<. However, the fields g u h , y U and xu are all spacetime scalars and so their variations can be parametrised in the usual way.
Under an infinitesimal local supersymmetry transformation parametrised by the spinor field E, the variation of the embedding of A is described by the field of One finds that, to second order in the fermion fields, the corresponding variation of the Lagrangian density is a total divergence :
The proof of this result was presented in the original papers by Howe and Tucker [4] , and will not be reproduced here.
We turn now to the supersymmetric variation of the full action. It is clear that expression (5.3) can be integrated so that the total variation of the action is given by a boundary integral. In supergravity one usually assumes that 2 A is empty, so that this term vanishes identically. However this option is not available to us now, since at 1 -loop the logarithmic divergences are themselves given by boundary integrals. (This is easily shown by using dimensional arguments.) If we are to learn anything about the renormalisability of the theory it is essential that the boundary be non-empty, and we must therefore introduce a boundary action whose variation will cancel (5.3).
Towards this end, it is useful to introduce a pair of projection operators which act on spinor fields at the boundary ?A'. Let nu be the outward-pointing unit normal to Z L i / , and suppose that nu is spacelike everywhere (which means that nanu = 1 in our conventions). Then we define where $ = ?"nu. These operators have the following useful properties while for any Majorana spinor w
We now impose boundary conditions on the generators of the supersymmetry transformations, in order that their algebra can close. Suppose that the spinor fields F I and c2 parametrise two infinitesimal supersymmetry transformations. Then their commutator involves an infinitesimal diffeomorphism, which is parametrised by the vector field If this diffeomorphism is to be a symmetry of the theory then it must preserve the boundary, and so we require that For this criterion to hold generally, it is clear that some boundary condition must be imposed on the fields E , , e2. This argument is supported by the observation that We therefore impose on F the boundary condition 0 = P+€ on Z& (5.11) and criterion (5.9) is immediately fulfilled.
Clearly the operator P-would do the job just as well as P, ; this choice would merely result in a few changes of sign in what follows. The effectiveness of these operators depends upon the identity
and it is easily shown that there are no other (non-trivial) projection operators which enjoy this property. In this sense, P, are unique.
Moreover, this type of boundary condition is only possible when the normal vector to ?A is spacelike. If the normal is timelike, then there are no local projection operators which preserve the reality of Majorana spinors and satisfy criterion (5.12).
As an immediate consequence of the boundary condition on c , one has It takes a little work to demonstrate that the variation of the boundary action really does cancel the boundary term left over from the variation of the Lagrangian. Under an infinitesimal supersymmetry transformation one finds that the variation of S(2A',tp) is (5.23) verifying our original claim that the total action is locally supersymmetric to second order in the fermion fields.
We remark that the operators P+ can also be used to identify the components of spinor fields which are intrinsic to the boundary, in the sense outlined below. Under an infinitesimal supersymmetry transformation, the variation of the embedding of 8 4 in spacetime is described by the field (5.24) and therefore depends only on the restriction to ?A?' of E and P+y. Moreover, the variation of ~+ y is (to O(fermions2)) (5.25) which is itself determined by the restriction to ?A' of E and the embedding of 2 4 in spacetime.
( ( E ) = iey = i(p_E.)y = T ( P +~)
6:cov'(P+y) = P+y"P-e E,, = P +~J~E i U h E b
Similarly, the variation of the intrinsic metric on 2~t is The operator $,,hP-V,P-is in fact the covariant derivative intrinsic to ?J&, so that once again the variation is determined by the restriction o f f to d A .
We see that the embedding of 2 A in spacetime, the intrinsic metric on d 4 , and the projections $UhP-xb, P+y all transform into each other under supersymmetry transformations. Moreover the infinitesimal transformations are entirely determined by the restriction of E to d~t . In other words, 2,K has an intrinsic supersymmetry which relates $ u h P -~b and P+y to the intrinsic metric on 2JZ and the embedding of d A . This suggests that $uhp-%h and P+y should be thought of as the components of the fermion fields intrinsic to d,t.
A similar thing occurs when one considers the action of the diffeomorphism group on 2A'; projection operators can be used to identify the intrinsic components of the bosonic fields on ?A. One then defines an intrinsic geometry of d A to be an equivalence class of intrinsic configurations of ?A? which are related by diffeomorphisms.
In the same spirit, we may define an intrinsic supergeometry of i?A to be an equivalence class of intrinsic configurations of which are related by supersymmetry transformations. In other words, an intrinsic supergeometry of i?A is a specificationup to supersymmetry -of: the embedding of dL&' in spacetime, the intrinsic metric of ?A, and the projections 8uhp-Xh, P+W on a J t . 
Quantisation of the spinning membrane
The first stage in the development of the quantum theory is to impose appropriate boundary conditions on the fields at ?A. These boundary conditions must be chosen to ensure that the functional derivative of the action vanishes whenever the EulerLagrange equations are satisfied. We recall that the action of the spinning membrane is 
Thus, the variation of the total action is (6.8)
We therefore fix t U h P -~, , on the boundary, so that the perturbations satisfy the boundary condition o = g ''hP-6%h on ad/[ (6.9) and the variation of S vanishes.
The same analysis can be done for the bosonic fields, and one finds that it is sufficient to fix the embedding of a,&' in spacetime and the intrinsic metric of add. We conclude that the functional integral can be rewritten as
where eg is an arbitrary dreibein section consistent with g. Furthermore, exactly the same argument works at the perturbative level. (In this case we use a truncated action, and our variables of integration are the field perturbations rather than the fields themselves.) We now calculate the 1-loop corrections to the classical theory by using a covariant perturbative expansion and standard functional techniques. We choose to expand about a solution of the classical field equations with vanishing fermion fields. (Indeed, we require the background fermion fields to vanish since our expression for the action is truncated at O(fermions2). ) With this choice, the first variation of the action vanishes and the second variation can be written as the sum
where Sf' is quadratic in the perturbations of the bosonic fields and S:') is qundratic in the fermionic perturbations. There are no cross terms at this order.
The second variation of the fermionic action is most simply expressed in terms of the variables [13] (6.21)
One now finds that (6.22) (Note that there is no boundary contribution to S,'2' because of the fermion boundary conditions.) The corresponding expression for S12' was given in $4. However, before attempting to evaluate this integral we must deal with the invariance of the action under local supersymmetry transformations. The supersymmetry algebra has both bosonic and fermionic generators, denoted ea and e respectively, which must be treated by slightly different techniques. The standard Faddeev-Popov method can be used to deal with the bosonic symmetries, but the fermionic symmetries requires a modified treatment due to Nielson, Kallosh and others [14] . The procedure is outlined below. The purpose of 9 is to detect transformations generated by the spinor field 6 , so we demand that the operator 63/86 should not admit any zero eigenmodes.
We begin by introducing a fermionic gauge-fixing functional 9[h, 5 ; j . , q].
The next step is to multiply the partition function by a factor of where (6.24) (6.25) is the Jacobian factor associated with the change of variable from 9 to 6 , and a is an arbitrary anticommuting Majorana spinor field satisfying the boundary condition O = P + a on 2A.
(6.26)
The resulting product does not depend on a, so we can introduce the factor exp (ZAa), where A is some operator and (ZAa) E JI,SiAa dx (6.27) and then perform a functional integral over the field a to obtain
To remove the unwanted factor on the left-hand side we introduce a commuting Majorana spinor field c obeying the same boundary condition as a, and multiply both sides of the equation by the functional integral (The field c is known as the Nielson-Kallosh ghost.) Up to a constant factor, this integral cancels the corresponding a integral and we are left with
where N is some normalisation constant.
The determinant factor can also be expressed as a functional integral : ?:e) ( 6.30) where -e and E are treated here as independent commuting Majorana spinors.
The partition function can now be written as This expression conveniently factorises as we now find that 40) where the operator Si, is defined by the equation
And referring back to the supersymmetry transformation rules, we find that (6.42)
Before attempting to evaluate the functional integrals, it remains to ascertain boundary conditions for all the fields. The boundary condition imposed earlier on the field a implies that the only field configurations which contribute to the functional integral are those which satisfy o = P+S = y u t u h~-i b + nu p+ku on d~. The remaining boundary conditions arise because the supergeometry of the boundary is fixed. In the most convenient gauge, these boundary conditions have the form The next step in the calculation is to perform the functional integral (6.34). However this requires some care, as there are several technical subtleties which arise because fermion operators are first order.
For example, suppose that 8, is the covariant gauge derivative for some spinorial field, M is the corresponding mass matrix and $? y"3,. One generally wishes to express the determinant of the operator (9 -M ) as the square root of the determinant of (-GP2 + M 2 ) : the usual justification for this step relies upon a matrix y s which anticommutes with each of the matrices f-however no such matrix exists in the representation we are using. A related difficulty is that the eigenmodes of the Dirac operator d o not obey simple boundary conditions. Fortunately both of these problems can be dealt with by making two copies of the spin bundle with opposite orientations, and thinking of the Dirac operator as a map between the two. This procedure is outlined below.
Suppose that Y is a vector bundle on A[, and carries a spinor representation of the Lorentz group. Suppose also that X is a matrix operator on Y satisfying (6.53)
It is clear that the spaces 9, and 9-transform into each other under the operation of spatial inversion, since this operation is represented by the replacement of each by -7". We are interested in functional integrals of the form (6.54) This quantity will be unaffected if the signs of the gamma matrices are reversed, since the transformed matrices --yU define a representation which is equivalent to the original one. It follows that 2, = z- The matrices r u themselves define a representation of the Lorentz group. In fact this new representation covers the full Lorentz group 0(1,2), since one can now introduce a matrix (6.60) which anticommutes with each of the 2 ' defined above. The existence of the spaceinversion matrix 2' allows us to employ a trick which is frequently used in the four-dimensional case.
Assuming that the spinor components are anticommuting Grassmann variables, the standard expression for a Gaussian functional integral gives
Now suppose that Y is an eigenmode of the operator c~' ( x~9~ -M ) belonging to the eigenvalue i,. In terms of the decomposition (6.58) we have and hence
Therefore each eigenmode of the operator a ' (~P 9~ -M ) corresponds to an eigenmode of (-$' + M 2 ) subject to the boundary conditions
It follows that log z, = log Z-= log Det (-$' + M 2 ) (6.65) the determinant being taken over the space of sections which satisfy these boundary conditions. (Note that this result applies to spinor fields with anticommuting components: the right-hand side of (6.65) changes sign for spinors with commuting components.) The divergent parts of this quantity can be calculated by rotating to Euclidean space and using the technique of [-function regularisation. It is shown in appendix 2 that the logarithmic divergence is proportional to the heat-kernel coefficient B,, while the other divergences are proportional to the coefficients Bo, B , and B,. The coefficients B, can be expressed as the volume integral of local invariants b N ( x ) plus the surface integrals of quantities c N ( x ) . It turns out that b N ( x ) vanishes for odd N , and so the corresponding divergences are purely boundary terms. (In particular, the logarithmic divergence is a boundary integral since b, vanishes.) General expressions for the first few b , (x) and ciV (x) coefficients are given in appendix 3.
We now apply these results to determine the divergences of the fermionic part rf) of the l-loop effective action, as defined in the previous section. One finds that Ti'' = -tilog DetSij + iilog DetA +ilog Det (dO/dc) = -f i log Det (si,Sk,) + ai log Det ( X A ) + t i log Det ( : E) The vanishing of b,(SM) reflects the fact that the bosonic and fermionic fields have the same number of degrees of freedom, which follows from the supersymmetry.
If the membrane has a boundary then the coefficients cN ( S M ) are also of interest. Of particular importance is the c3 (SM) term which determines the logarithmic divergence of the spinning membrane. However, before we can calculate these quantities it is necessary to express the boundary conditions in a more amenable form.
We therefore return to the general case considered earlier: we take Y to be an arbitrary vector bundle on ,K which carries a spinor representation of the Lorentz group, while X is a matrix operator on Y satisfying conditions (6.50). We now suppose that X satisfies the additional requirement that n " 9 , X = 0 on 13~2 '. (6.72) As before, we define projection operators (6.77) This result can be used to simplify the boundary conditions for the spinor fields E , C and o which appear in the functional integral. One can then use the results of appendix 3 to calculate the boundary contributions to the first three heat kernel coefficients of the corresponding field operators.
The boundary contributions to the 1-loop divergences for the spinning membrane are the integrals over dk? of the quantities
(6.78) (Recall that o stands for the fermion fields, while E and c represent the Faddeev-Popov and Nielson-Kallosh ghosts respectively.) Expressions for cN (bosons) ( N = 1,2,3) were calculated in the previous section, so all that remains is to add on the fermion results. We thereby obtain
The last expression is of particular interest, as it represents the logarithmic divergence of the spinning membrane at one loop.
Our result shows that there is no critical dimension d in which the logarithmic divergence vanishes : furthermore it does not appear possible to absorb this divergence by a field redefinition. The theory of spinning membranes with boundaries is therefore non-renormalisable even in the weak sense defined in appendix 2.
It would be desirable to extend this result to case of spinning membranes without boundaries, but this is problematical because the logarithmic 1 -loop divergences all reside on ?A. One might therefore wish to calculate the 2-loop divergences; however this would be a formidable task. Alternatively, it might prove possible to modify our result to allow for boundaries with time-like normals. Rather than marking the physical 'edge' of the world-tube, such boundaries may be thought of as the specified initial and final configurations of the membrane. The partition function would then give the transition amplitude between these two states.
Unfortunately, we have not found a satisfactory method of specifying fermion boundary conditions on boundaries with time-like normals. In this case it is not possible to fix half of the fermion components, as there is no local projection operator which satisfies criterion (5.12). This reflects the fact that (in three dimensions) each component of a Majorana fermion is conjugate to itself; a field variable and its conjugate momentum are one and the same. It therefore appears that the only boundary conditions which generally give a discrete spectrum of fermion eigenmodes are non-local, and it is not clear how one would develop the corresponding quantum theory in this case. For each point 9 E A ' let L p ( t ) be the unique spacetime geodesic which joins the points 4(9) and 4'(9), with t an affine parameter such that field A' can be extended back to +(A') by parallel transport along the geodesics E.,y(t).
We define the covariant aariation d(Cov)A of the field A to be the difference between this induced field A' and the original field A on the sub-manifold 4 ( A ) .
As defined here, the covariant variation satisfies the product rule and the covariant variation of the spacetime metric vanishes identically. Moreover, the covariant variation of a scalar field f reduces to the standard expression:
Let 4 be the field of spacetime vectors ( d / ? t ) , which are tangent to the geodesics i y .
Thus, However the same result may be obtained by regularisation with the cut-off. If E is small then (A2.6) can be written
The explicitly €-dependent terms are normally cancelled by counterterms. If these terms are removed, one is left with [(v) as defined by (A2.7). The counterterms can be isolated by differentiating (A2.8) ;
(A2.9)
The 1-loop corrections to a physical theory generally involve quantities like log Det'A, where Det' represents the product of the positive eigenvalues of an operator A which is obtained from the second functional derivative of the classical action. One finds that log Det:
where p is a normalisation factor with dimensions (length)-'. A strictly renormalisable theory is one in which all of the terms which diverge as E. -+ 0 can be absorbed by a redefinition of the coupling constants. Alternatively one can use analytic regularisation to define
This definition gives an unambiguous result for the transition amplitudes, apart from the arbitrariness in the coefficient of [ (0) which must be fixed by experiment. Theories in which [ ( O ) can be absorbed into a coupling constant redefinition are called weakly renormalisable at one loop. It follows that the renormalisability of the 1-loop quantum theory is determined by the values of the heat kernel coefficients B,. These coefficients can be expressed as the volume integrals of local quantities b, (x) plus the boundary integrals of quantities
and the main goal of this paper is to obtain expressions for these quantities.
Appendix 3. Heat kernel coefficients
Let V be a smooth vector bundle over a compact D-dimensional Riemannian manifold A with boundary d A . Let Y be the space of smooth sections of V which satisfy some boundary condition on d A , and suppose that A is an elliptic second order differential operator which acts on 9.
It is often useful to consider the operator exp (-tA) . This operator is well defined for t > 0 and is conveniently represented by the heat kernel K(x, x'; t ) of A, which is defined to be the solution of the heat equation Then it is clear that the total ch, coefficient will just be the sum of the Dirichlet contribution and the Robin contribution. However, if this assumption is dropped we will expect to pick up terms which depend on the commutator in (A3.24). This quantity has dimensions of length-* whereas the coefficient chr has dimensions of length('-", so the commutator must be multiplied by a covariant quantity with dimensionality if it is to contribute to c N . But for h ' = 1,2 there are no such quantities, while for N = 3 the only possibilities are P, and the identity operator 1.
Consequentlythere are no additional terms in c, or c2, although it appears that c3 may contain extra terms built from the product of [A, P,] with linear combinations of P,. The trace of this product should give a finite localinvariant, and it is easily seen that there are only two linearly independent expressions satisfying this criterion which may be chosen as tr ( ( 9 * P -) ) and tr ( P _ ( g * P -) ) . However we note that tr ( ( 2 '~~) ) = 9*( tr P-) = o (A3.25) since tr P-is just the number of dimensions of the projected space, which is constant.
It is worth observing that the remaining expression can be written in terms of operators which are intrinsic to d& since P ,~' P , -= ~,(k"' + n a n b ) 9 u g b P + -= P ,~" '~$ h P , -+ P+nUg,(n'BhP,) -= P, &, .
--(A3.26) (Here kub E g"' -nonh is the intrinsic metric on dA', and 4 is the corresponding covariant derivative.) The appropriate coefficient for this quantity is determined in [ 161.
We can now write down the expressions for c1, c2 and c3 for a field obeying the boundary conditions (A3.21). 
