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Introduction ge´ne´rale
Le terme isotope de´signe des atomes ayant la meˆme place dans le tableau pe´riodi-
que de Mendele¨ıev (iso/meˆme, tope/place). Cela signifie concre`tement qu’ils ont
exactement le meˆme nombre d’e´lectrons et de protons. Les isotopes d’un meˆme
e´le´ment se diffe´rencient par leur masse (ou par leur nombre de neutrons). Cette
diffe´rence de masse est grande pour les isotopes le´gers (par exemple, la masse est
double´e entre l’hydroge`ne et le deute´rium) et devient tre`s faible pour les isotopes
lourds (entre 17O et 18O, la masse est multiplie´e par 1.06). A` la formation du
syste`me solaire, on conside`re qu’il a eu lieu un brassage initial ayant homoge´ne´ise´
les proportions de chacun des isotopes.
Les isotopes ayant la meˆme structure e´lectronique, l’e´change entre deux isotopes
ne modifie pas les proprie´te´s chimiques d’un syste`me. Ne´anmoins, en raison du
me´canisme que l’on appelle fractionnement isotopique, le rapport de concentration
entre deux isotopes dans plusieurs phases n’est plus homoge`ne. Il existe plusieurs
phe´nome`nes pouvant modifier les rapports de concentration isotopique, le plus
connu e´tant la radioactivite´ des isotopes instables. Dans ce travail, on s’inte´resse
au fractionnement des isotopes stables, a` l’e´quilibre, qui est un effet purement
quantique.
Pour mesurer le fractionnement isotopique, on utilise des spectrome`tres de masse
qui permettent de se´parer les atomes par des proce´de´s physiques. Les appareils
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de mesure les plus re´cents (en particulier MC-ICP-MS) permettent maintenant
de se´parer les isotopes tre`s lourds, ayant une masse tre`s proche (Fe, Pb, Hg par
exemple).
Lors d’un e´quilibre thermodynamique entre deux syste`mes, l’e´change d’isotopes
peut modifier les concentrations isotopiques dans chacun des syste`mes et ainsi
donner lieu au fractionnement isotopique. Cet e´change se fait de fac¸on a` minimiser
l’e´nergie totale du syste`me. Le fractionnement isotopique de´pend a` la fois des
phases a` l’e´quilibre et des conditions thermodynamiques (pression et tempe´rature).
A` partir de ce constat, on peut comprendre l’inte´reˆt que suscitent les isotopes
comme marqueurs ge´ologiques. En effet, les syste`mes ge´ologiques mettent en jeu
de nombreux e´quilibres thermodynamiques avec des conditions de pression et de
tempe´rature tre`s diffe´rentes. En mesurant le fractionnement isotopique, il est
possible d’obtenir des informations sur ces e´quilibres.
Les mesures du fractionnement isotopiques peuvent eˆtre re´alise´es de fac¸on transver-
sale (a` un instant donne´ en plusieurs endroits) et/ou longitudinale (au meˆme en-
droit a` plusieurs instants). Il est donc possible d’observer des syste`mes e´voluant
dans le temps et/ou dans l’espace. Cependant, la richesse de l’information iso-
topique est e´galement un frein a` son utilisation. En effet, puisque le fraction-
nement isotopique est un phe´nome`ne cumulatif, il est ne´cessaire d’eˆtre capable
de diffe´rencier les e´ve´nements (spatio-temporels) ayant mene´ au fractionnement
isotopique mesure´.
Pour re´pondre a` cette proble´matique, les simulations nume´riques sont promet-
teuses. D’un point de vue the´orique, il est possible de dissocier chaque me´canisme
(par exemple dissolution, pre´cipitation ou adsorption) et d’y associer une valeur de
fractionnement isotopique. D’autre part, avec des simulations nume´riques, il est
possible de faire varier les conditions de pression et de tempe´rature, soit pour re-
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produire les conditions d’un e´quilibre expe´rimental, soit pour e´tudier des syste`mes
en conditions qui sont difficilement reproductibles en laboratoire.
Dans ce travail, nous nous sommes inte´resse´s en particulier aux e´quilibres impli-
quant une phase liquide. Nous avons cherche´ a` calculer de la fac¸on la plus re´aliste
possible le facteur de fractionnement entre deux espe`ces en solution (voir chapitre
3) et entre une solution et un mine´ral (voir chapitre 4).
Les isotopes stables en Ge´ologie
Urey (1947) a publie´ un article fondateur pour l’utilisation des isotopes en ge´ologie.
Il a calcule´ les proprie´te´s de fractionnement de l’oxyge`ne dans plusieurs phases et
propose´ d’utiliser les isotopes comme marqueurs d’e´ve´nements ge´ologiques, no-
tamment en utilisant l’e´quilibre entre la calcite et l’eau pour suivre l’e´volution
de la tempe´rature. Ces travaux ont encourage´ la mise au point d’un spectro-
me`tre de masse dont la source est gazeuse (Nier, 1950) pour re´aliser des mesures
expe´rimentales du fractionnement isotopique.
L’e´volution des spectrome`tres de masse et des me´thodes analytiques a permis de
faire grandement e´voluer la discipline et de l’e´tendre a` d’autres champs d’applica-
tion tels que la biologie (humaine, Laffont et al. (2011), Hayes (2001) ou ma-
rine, Das et al. (2009)), la me´decine (Albarede et al., 2011; Jaouen et al., 2012),
l’antropologie (Lamb et al., 2014) ou encore a` l’e´tude des environnements ex-
traterrestres (Engel et Macko, 1997). En plus de ces nouvelles applications, la
pre´cision des mesures a permis de distinguer des variations de concentrations iso-
topiques tre`s faibles associe´es aux isotopes les plus lourds du tableau pe´riodique.
Puisque chaque e´le´ment peut eˆtre associe´ a` un syste`me diffe´rent (mine´ral, solu-
tion), cela a permis d’e´tendre la quantite´ d’information fournie par les isotopes.
13
D’autre part, les informations issues de plusieurs e´quilibres isotopiques peuvent
se recouper. Ces dernie`res anne´es, de nouveaux comportements ont e´te´ observe´s
(par exemple le fractionnement inde´pendant de la masse du mercure, Sherman
et al. (2010)). Ces isotopes sont souvent qualifie´s de non-traditionnels car ils sont
mesure´s depuis peu, au contraire des isotopes de C, O ou H. Ces isotopes frac-
tionnement beaucoup moins et c’est seulement avec l’apparition des spectrome`tres
de masses a` ionisation plasma et a` multi-collection (Multi Collector Inductively
Coupled Plasma Mass Spectrometry, MC-IPC-MS) qu’ils ont pu eˆtre mesure´s avec
une pre´cision suffisante pour percevoir les variations naturelles.
Element Applications
Li Alte´ration en surface, subduction, cycle du carbone
B Pale´o-Ph me´trie
C Photosynthe`se, pale´o-climatologie, flux oce´aniques
O Flux d’eau, pale´o-climatologie,
Si Alte´ration, cycle du carbone, plantes
Ca Transport au sein des plantes, pale´o-climatologie,
pale´o-oce´anologie
Fe Impact anthropique sur l’alte´ration des sols,
sources et flux oce´aniques
Mo Pale´o-redox, catalyseur biologique
Sr Equilibre eau/mine´ral, mouvement
des eaux souterraines, salinite´
Hg Environnement, flux liquides
Pb Evolution du manteau et de la crouˆte
Table 0.1.: Quelques exemples d’application des isotopes Li, C, O, Si, Ca, Fe, Mo, Sr, Hg et
Pb.
En ge´ologie, les isotopes ont permis d’e´tudier de nombreux syste`mes. Nous de´taille-
rons par la suite les applications spe´cifiques au silicium (voir chapitre 3) et au
lithium (voir chapitre 4) qui constituent la base des e´tudes que nous avons mene´es
dans cette the`se. Pour mettre en e´vidence le large spectre d’applications po-
tentielles en ge´ologie nous avons re´pertorie´ dans le tableau 0.1, de fac¸on non-
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exhaustive, les applications en ge´ologie de quelques e´le´ments. Pour plus de de´tails,
le cours de White (2013) regroupe de nombreuses informations par rapport aux
applications des isotopes en ge´ologie. Les pre´mices de l’utilisation des isotopes en
ge´ologie sont re´fe´rence´es dans le livre d’articles de revue (Wentzcovitch et Stixrude,
2001) et, re´cemment, deux autres livres traitant du sujet des isotopes stables en
ge´ochimie ont e´te´ publie´s (Valley et Cole, 2001; Johnson et al., 2001).
Notons que, bien que ces ouvrages soient oriente´s vers les applications des isotopes
en ge´ologie, chacun d’entre eux comporte un article concernant les me´thodes de
calcul du fractionnement isotopique. Cela montre l’inte´reˆt des me´thodes the´oriques
qui permettent d’obtenir des informations inde´pendantes des expe´riences. Dans la
section suivante, nous avons contextualise´ les me´thodes de calculs dans lesquelles
s’inscrit notre e´tude.
Historique et re´cents de´veloppements des me´thodes
de calcul du fractionnement isotopique
De`s 1933, Urey et Rittenberg (1933) ont pre´dit la constante d’e´quilibre de l’e´change
isotopique :
H2 + 2DI  D2 + 2HI (0.1)
a` partir des fre´quences de vibration mesure´es de ces diffe´rentes espe`ces. Leurs
re´sultats ont e´te´ confirme´s expe´rimentalement par Rittenberg et Urey (1934). En
1935, Urey et Greiff (1935) ont calcule´, a` partir de mesures expe´rimentales, les pro-
prie´te´s de fractionnement d’une vingtaine de gaz a` partir de me´thodes the´oriques.
Cependant, l’application du fractionnement isotopique entre les gaz est limite´ en
ge´ologie. Les bases des me´thodes utilise´es aujourd’hui pour le calcul du fraction-
nement isotopique a` partir des spectres vibrationnels ont e´te´ propose´es par Urey
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(1947) et Bigeleisen et Mayer (1947) puis comple´te´es par Richet et al. (1977). Dans
ces e´tudes, les auteurs se sont inte´resse´s au fractionnement isotopique pour des
mole´cules. Ces me´thodes ont ensuite e´te´ e´taye´es par Kieffer (1982) afin d’e´tudier
la matie`re condense´e (cristaux et solides amorphes).
Le nombre important d’articles de revues sur les me´thodes de calcul du fraction-
nement isotopique (par exemple, Urey, 1947; Richet et al., 1977; Kieffer, 1982;
O’Neil, 1986; Criss, 1991, 1999; Chacko et al., 2001; Schauble, 2004) indique
l’inte´reˆt qu’elles repre´sentent ainsi que l’e´volution de ces me´thodes. Un point essen-
tiel est que les me´thodes de calcul du fractionnement isotopique offrent l’opportunite´
d’obtenir des informations comple´mentaires aux expe´riences. Par exemple, il est
difficile de re´aliser expe´rimentalement un e´quilibre a` basse tempe´rature a` cause du
temps ne´cessaire pour atteindre l’e´quilibre, tandis que la tempe´rature peut facile-
ment eˆtre modifie´e dans les calculs. Au cours de notre travail, nous nous sommes
inte´resse´s a` des syste`mes liquides a` relativement basse tempe´rature (de 300 K a`
400 K).
Comme e´crit pre´ce´demment, les premie`res e´tudes e´taient base´es sur l’e´tude de
mole´cules. Ensuite, de tre`s nombreux travaux ont porte´ sur l’e´tude des proprie´te´s
de fractionnement entre mine´raux et ont montre´ qu’il e´tait possible de repro-
duire, avec un tre`s bon accord, les donne´es expe´rimentales (Schauble et al., 2006;
Me´heut et al., 2007; Blanchard et al., 2009; Me´heut et Schauble, 2014). Afin que
les re´sultats soient les plus fiables et re´alistes possible, des e´tudes ont e´te´ re´alise´es
pour utiliser des me´thodes ab initio (Baroni et al., 2001, 2004; Zhao et G., 2004)
en prenant en compte les de´veloppements les plus re´cents de ces me´thodes (par
exemple la DFT+U pour traiter les mine´raux contenant des me´taux de transition
tels que le fer, Hsu et al. (2004)). D’autre part, certains travaux se sont porte´s
sur les phe´nome`nes de fractionnement cine´tique (Cole et Chakraborty, 2001) ou
inde´pendants de la masse (Fujii et al., 2009), qui donnent lieu a` d’autres applica-
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tions.
Le calcul des proprie´te´s de fractionnement isotopique impliquant une phase li-
quide, de fac¸on re´aliste, est beaucoup plus complexe. Pour simplifier le proble`me,
le liquide est souvent traite´ en utilisant l’approximation harmonique (comme cela
est fait dans les solides pour calculer le spectre vibrationnel, Richet et al. (1977)).
De plus, les premie`res e´tudes sont parties de l’ide´e simple selon laquelle le frac-
tionnement isotopique est principalement influence´ par la structure locale autour
de l’e´le´ment auquel on s’inte´resse. En faisant cette approximation, on peut alors
assimiler une espe`ce en solution a` un cluster (super-mole´cule) constitue´ de l’espe`ce
entoure´e de quelques mole´cules d’eau (Schauble, 2011; Rustad et al., 2010b; Sher-
man, 2013; Anbar et al., 2005). Par ailleurs, Rustad et al. (2010b) proposent
d’utiliser le meˆme type de proce´de´ aussi bien pour des espe`ces aqueuses que pour
des espe`ces solides. Pour ces dernie`res, il conside`re des clusters atomiques extraits
du solide cristallin et compense´s en charge par des atomes d’hydroge`ne.
Une me´thode plus re´aliste consiste a` conside´rer une boˆıte de simulation con-
tenant un grand nombre de mole´cules d’eau (de 30 a` 60 typiquement) ainsi que
l’espe`ce en solution, qui contient l’e´le´ment auquel on s’inte´resse. Rustad et Bylaska
(2007) ont calcule´ le fractionnement du bore entre deux espe`ces en solution dans
l’approximation harmonique. Plus re´cemment, pour re´duire les temps de calcul,
Kowalski et Jahn (2011) et Kowalski et al. (2013) ont utilise´ une autre approxima-
tion (valable a` haute tempe´rature, ≈ 1000 K) consistant a` utiliser uniquement les
forces agissant sur l’atome fractionnant plutoˆt que de calculer tout le spectre de
vibration. Cependant, pour les e´quilibres entre un mine´ral et une espe`ce en solu-
tion, ces me´thodes souffrent de l’utilisation de l’approximation harmonique car les
liquides sont naturellement des syste`mes anharmoniques. Ne´anmoins, Beard et al.
(2010) (pour les isotopes du fer) et Rustad et Bylaska (2007) (pour les isotopes du
bore) ont montre´ que les calculs, pour l’e´quilibre entre deux espe`ces en solution,
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e´taient en bon accord avec les valeurs expe´rimentales dans l’approximation har-
monique. Dans cette the`se, nous avons utilise´ une me´thode de´rive´e de la me´thode
de Rustad et Bylaska (2007) pour e´tudier l’importance du de´sordre configura-
tionnel dans les liquides ainsi que les effets de spe´ciation dans l’eau sur le fraction-
nement isotopique du silicium (voir chapitre 3).
Pour aller au dela` de l’approximation harmonique, on peut utiliser la Dynamique
Mole´culaire des Integrales de Chemins (PIMD) couple´e a` une Inte´gration Thermo-
dynamique (TI) (Perez et Tuckerman, 2011). En s’appropriant cette me´thode, il
est possible de prendre en compte les effets quantiques des noyaux, essentiels pour
le calcul du fractionnement isotopique, tout en conservant l’aspect anharmonique
des syste`mes. Plusieurs e´tudes re´centes se sont inte´resse´es a` l’application de cette
me´thode au calcul du fractionnement isotopique pour l’eau (Marsalek et al., 2014;
Ceriotti et Markland, 2013; Pinilla et al., 2014).
Dans ce travail de the`se, nous avons souhaite´ re´aliser un calcul re´aliste des pro-
prie´te´s de fractionnement isotopique du lithium entre une phase liquide et un
mine´ral (voir chapitre 4). Pour cela, nous avons utilise´ la me´thode TI-PIMD et
nous avons teste´ les nouveaux de´veloppements, que nous avons publie´ en collabo-
ration avec Mark. E. Tuckerman (Marsalek et al., 2014), pour re´duire les temps
de calcul. La pre´sente e´tude est a` la fois d’inte´reˆt me´thodologique et d’inte´reˆt
ge´ologique puisque ce type de calcul n’a jamais e´te´ re´alise´ pour un autre syste`me
que l’e´quilibre eau-vapeur. On va s’inte´resser a` un cas tre`s courant et de grand
inte´reˆt en ge´ologie qui est le fractionnement entre une espe`ce dissoute et un mine´ral
(pre´cipite´).
Cette me´thode e´tant tre`s couˆteuse en terme de temps de calcul, en particulier pour
le traitement de grands syste`mes tels que les liquides, aucune e´tude portant sur
le fractionnement isotopique dans les liquides n’a encore e´te´ mene´e entie`rement
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avec des me´thodes ab initio. Afin d’aller plus loin, nous proposons en fin de the`se
(voir sec. 4.4.4) des pistes de de´veloppement pour re´duire les temps de calcul et
permettre l’utilisation de me´thodes ab initio.
Objectifs et notion de calculs re´alistes
Ce travail de the`se s’inscrit dans la continuite´ des me´thodes qui ont e´te´ pre´sente´es
dans la section pre´ce´dente. Nous nous sommes attache´s a` comprendre comment
pouvaient eˆtre calcule´s les facteurs de fractionnement a` l’e´quilibre impliquant des
phases liquides : entre deux espe`ces en solution et entre un mine´ral et une espe`ce
en solution. Ces deux e´quilibres sont associe´s a` des phe´nome`nes de spe´ciation et
de pre´cipitation.
Le titre de cette the`se s’articule autour de la notion de re´alisme. Le premier sens
que nous y accordons est que les syste`mes e´tudie´s sont les plus proches possible
des expe´riences qui ont e´te´ re´alise´es en laboratoire. Cela permet de comparer
nos calculs avec des donne´es fiables obtenues sur des e´chantillons bien maˆıtrise´s.
C’est en particulier le cas pour notre e´tude du fractionnement du lithium entre
argiles et solution. D’une part, le lithium est un e´le´ment de choix pour obtenir
un fractionnement a` l’e´quilibre expe´rimentalement. Ceci est duˆ a` sa grande dif-
fusivite´ et a` l’importance de son fractionnement. D’autre part, des expe´riences
bien contraintes et couvrant une grande plage de tempe´rature ont e´te´ re´alise´es
par Vigier et al. (2008). Ceci permet donc de valider une me´thode de calcul du
fractionnement. De plus, l’inte´reˆt de notre travail est mis en valeur au travers des
e´quilibres mode´lise´s. En effet, nous essayons de donner des informations utiles a`
la compre´hension de processus ge´ologiques concrets.
Le second sens du concept de re´alisme consiste a` utiliser les me´thodes les plus
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adapte´es possible aux syste`mes que nous e´tudions. C’est-a`-dire que les me´thodes
doivent eˆtre pre´cises et fiables tout en permettant des temps de calcul les plus
courts possible (voir tableau 1.2). Par exemple, nous avons cherche´ a` comprendre
dans quels cas il e´tait envisageable d’utiliser l’approximation harmonique, large-
ment employe´e pour les mine´raux et qui permet en outre de re´duire les temps
de calcul, quand on conside`re des syste`mes impliquant une phase liquide. En ef-
fet, lorsque l’on re´alise des calculs nume´riques, les temps de calcul sont fortement
de´pendants de la me´thode choisie. En particulier, les me´thodes utilise´es pour
calculer le fractionnement isotopique peuvent eˆtre de´pensie`res en terme de couˆt
nume´rique, notamment lorsque l’on veut conside´rer un liquide de manie`re re´aliste.
Dans ce travail de the`se, nous avons e´tudie´ deux types d’e´quilibre tre`s diffe´rents :
le premier est celui entre deux espe`ces similaires en solution, et le second est
l’e´quilibre entre un ion en solution et un mine´ral. Pour chacun de ces syste`mes,
nous avons fixe´ un grand objectif me´thodologique et, pour les e´tudier, nous les
avons adosse´s a` des applications ge´ologiques re´alistes.
Pour le premier e´quilibre, nous nous sommes inte´resse´s a` l’effet du de´sordre configu-
rationnel (qui existe dans les solutions) sur le fractionnement isotopique du sili-
cium. En e´mettant l’hypothe`se que les erreurs dues a` l’utilisation de l’approxima-
tion harmonique pour des liquides se compensent si les phases sont tre`s similaires,
comme cela avait e´te´ fait dans la litte´rature pour traiter les liquides (Rustad et
Bylaska, 2007; Beard et al., 2010), nous avons e´tudie´ l’e´quilibre entre les espe`ces
H4SiO4 et H3SiO−4 en solution. Cette e´tude avait e´galement pour but de calculer
le fractionnement isotopique duˆ a` la spe´ciation dans une solution.
En ce qui concerne le second type d’e´quilibre e´tudie´, nous avons cherche´ a` com-
prendre quelle e´tait l’erreur commise lorsque l’on se place dans l’approximation
harmonique, qui est re´gulie`rement utilise´e meˆme pour traiter les liquides. Pour
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cela, nous avons re´alise´ des calculs dans l’approximation harmonique d’une part et
en utilisant une me´thode permettant de prendre en compte l’anharmonicite´ d’autre
part. Cette dernie`re est tre`s exigeante en terme de temps de calcul. Cependant,
de tre`s re´cents de´veloppements ont e´te´ propose´s pour diminuer le couˆt nume´rique
de ces calculs. Dans le cadre de notre e´tude, nous avons souhaite´ les mettre a`
l’e´preuve sur des syste`mes ge´ologiques re´alistes. D’un point de vue ge´ologique,
cette e´tude visait a` comprendre le fractionnement isotopique du lithium durant
un e´quilibre mica-Li+aq, pertinent pour comprendre les phe´nome`nes d’alte´ration au
niveau des fonds oce´aniques.
Organisation du manuscrit
Le manuscrit est de´coupe´ en 4 chapitres. Les deux premiers concernent princi-
palement les me´thodes de calculs tandis que les deux derniers pre´sentent les deux
e´tudes que nous avons mene´es au cours de ce travail.
Dans le premier chapitre, nous pre´senterons le phe´nome`ne du fractionnement iso-
topique ainsi que son origine. Nous identifierons le lien entre les proprie´te´s ther-
modynamiques d’un e´quilibre entre deux phases et le facteur de fractionnement
isotopique. Apre`s avoir pre´sente´ les notations utilise´es dans la litte´rature, nous
introduirons le calcul du facteur de fractionnement isotopique via deux me´thodes :
soit un calcul direct de la variation d’e´nergie libre associe´e a` un e´change isotopique
a` l’aide d’une inte´gration thermodynamique (Thermodynamics Integration, TI)
soit en passant par le calcul du spectre vibrationnel harmonique.
Le chapitre 2 regroupe l’ensemble des me´thodes utilise´es dans ce travail. Dans un
premier temps, nous montrerons comment traiter les interactions interatomiques
de fac¸on empirique (en utilisant des potentiels parame´tre´s) ou avec des me´thodes
ab initio (en principe inde´pendantes de toutes donne´es expe´rimentales) qui perme-
ttent de calculer la structure e´lectronique d’un ensemble d’atomes. Ensuite, nous
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pre´senterons plusieurs types de dynamiques mole´culaires (Molecular Dynamics,
MD), qui seront par la suite utilise´es principalement afin de traiter les liquides.
En particulier, nous de´taillerons la me´thode de la dynamique mole´culaire des
inte´grales de chemins (Path Integral Molecular Dynamics, PIMD), qui permet de
prendre en compte l’aspect quantique des noyaux sans se placer dans l’approxima-
tion harmonique. En fin de chapitre, nous pre´senterons les me´thodes permettant
d’une part de calculer le spectre vibrationnel, dans l’approximation harmonique,
et d’autre part le couplage entre la TI et la PIMD (TI-PIMD).
Dans le troisie`me chapitre, nous pre´senterons l’e´tude du fractionnement isotopique
a` l’e´quilibre entre deux espe`ces en solution H4SiO4 et H3SiO−4 . En particulier, nous
nous sommes inte´resse´s aux effets du de´sordre configurationnel sur les proprie´te´s
de fractionnement calcule´es dans l’approximation harmonique. Dans un premier
temps, nous avons simule´ des liquides et e´tudie´ leurs structures. Par la suite,
nous avons calcule´ les facteurs de fractionnement pour plusieurs configurations
des liquides et e´tudie´ la corre´lation avec les proprie´te´s structurelles. A` la fin de ce
chapitre, nous discuterons e´galement de l’apport de ces calculs en ge´ologie.
Dans le dernier chapitre, nous pre´senterons l’e´tude du fractionnement isotopique
du lithium dans l’e´quilibre mica-Li+aq. Dans un premier temps, nous pre´senterons
les re´sultats d’une e´tude syste´matique, re´alise´e avec une approche empirique, de
l’effet des parame`tres de la simulation sur les proprie´te´s calcule´es. Nous avons
e´tudie´ la convergence de nos calculs en fonction de ces parame`tres. Ensuite, nous
avons explore´ diffe´rents de´veloppements permettant d’optimiser les temps de cal-
cul. Ce dans l’optique de parvenir a` un calcul sur des syste`mes re´alistes. Dans un
second temps, nous pre´senterons le calcul du facteur de fractionnement mica-Li+aq
et nous avons discute´ ces re´sultats par rapport a` des donne´es obtenues pour des
e´chantillons naturels et expe´rimentaux. Finalement, nous proposerons des per-
spectives a` ce travail, notamment afin de re´aliser les meˆmes calculs en utilisant des
me´thodes ab initio, dans le but d’eˆtre pre´dictifs et plus re´alistes.
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Chapitre 1. Calcul du facteur de
fractionnement isotopique
1.1. Introduction
L’e´quilibre thermodynamique entre deux sous-syste`mes est atteint lorsque l’e´nergie
libre du syste`me global est minimale. Par conse´quent, l’existence d’un fraction-
nement isotopique a` l’e´quilibre ne peut eˆtre explique´ que si l’e´change d’isotopes
entre deux syste`mes permet de faire varier l’e´nergie libre ; c’est-a`-dire que l’e´change
peut eˆtre favorable d’un point de vue thermodynamique a` tempe´rature et volume
fixe´s.
Puisque deux isotopes ont exactement la meˆme structure e´lectronique, l’objectif
recherche´ est de comprendre comment un changement de masse peut eˆtre la cause
d’une variation de l’e´nergie du syste`me et la minimiser par rapport aux parame`tres
internes. Nous montrerons dans un premier temps que cet effet est purement
quantique et qu’il est en grande partie issu d’effets de point ze´ro.
Dans un second temps, nous introduirons le calcul du fractionnement isotopique.
Dans cette section, nous pre´senterons les liens entre la constante d’e´change (K),
la variation d’e´nergie libre (∆F) et le facteur de fractionnement isotopique (α).
Les notations qui seront utilise´es, pour simplifier les e´critures, seront e´galement
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donne´es.
Plusieurs me´thodes permettent de calculer la variation d’e´nergie libre associe´e a` un
changement de masse, en prenant en compte l’aspect quantique des noyaux. Dans
ce travail, nous en avons utilise´ deux : la me´thode de la dynamique mole´culaire
des inte´grales de chemin (Path Integral Molecular Dynamics, PIMD) couple´e a`
l’inte´gration thermodynamique (Thermodynamics Integration, TI) qui permet de
faire un calcul direct de la variation de l’e´nergie libre, et l’approximation har-
monique qui permet, si elle est valable, de calculer l’e´nergie libre a` partir du spec-
tre de vibrations d’un syste`me. Dans ce chapitre, nous pre´senterons la TI de fac¸on
ge´ne´rale. Le couplage avec la me´thode PIMD sera pre´sente´ dans le chapitre sui-
vant. De meˆme, en ce qui concerne l’approximation harmonique, nous montrerons
uniquement comment il est possible de calculer l’e´nergie libre et le spectre de vi-
brations. Les me´thodes utiles au calcul des fre´quences et des modes de vibration
seront pre´sente´es dans le chapitre suivant.
1.2. Cause du fractionnement isotopique
Dans cette section, nous cherchons a` comprendre comment varie l’e´nergie libre
lors de la substitution d’un isotope dans un syste`me. On montrera que l’e´nergie
ne varie pas si l’on utilise la me´canique classique. Dans un second temps, on
expliquera pourquoi, dans la me´canique quantique l’e´change d’isotopes entre deux
syste`mes, peut eˆtre favorable thermodynamiquement.
Pour simplifier le proble`me, conside´rons que l’on e´tudie une mole´cule diatomique
(AY), ou` Y est l’isotope auquel on s’inte´resse et A un atome quelconque. On
de´notera A ce syste`me. Dans ce syste`me, il n’existe que l’interaction entre les
deux atomes. Pour la traiter, on se place dans l’approximation harmonique, qui,
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Figure 1.1.: Repre´sentation de deux puits de potentiels harmoniques de constante de raideur
diffe´rente. En trait noir sont repre´sente´s les puits en me´canique classique. En bleu
et en rouge, le niveau correspondant au niveau de plus basse e´nergie en me´canique
quantique pour un isotope le´ger et un isotope lourd. L’e´change isotopique entre ces
deux syste`mes est symbolise´ par des traits en pointille´s pour montrer la variation
d’e´nergie associe´e.
comme on le verra par la suite (voir sec. 1.4.2.a et fig. 1.3), est valable si les
atomes sont proches de leur position d’e´quilibre. Dans cette approximation, la
variation de l’e´nergie par rapport a` la distance interatomique est parabolique :
E1 = 1/2kA∆R2max (1.2)
ou` ∆Rmax est l’e´cart maximal a` la distance d’e´quilibre entre A et Y, et kA est
la constante de raideur associe´e a` l’interaction atomique et M est la masse d’un
isotope. Plus la liaison est raide, plus k sera grand. Si l’on repre´sente le puits de
potentiel (voir figure 1.1), plus kA est grand, plus le puits est fin (il faut donc une
plus grande e´nergie pour allonger la liaison d’une meˆme distance).
Dans l’e´quation (1.2), on remarque que l’e´nergie totale ne de´pend pas de la masse.
Deux isotopes auront donc la meˆme e´nergie dans le syste`me A. Il ne peut donc
pas eˆtre favorable e´nerge´tiquement de modifier la distribution des isotopes entre
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deux phases. Par conse´quent, en me´canique classique, on ne pre´dit pas de frac-
tionnement isotopique.
Pour pouvoir pre´dire le fractionnement des isotopes, il faut prendre en compte
le fait que les noyaux sont quantiques. En me´canique quantique, les oscillateurs
harmoniques prennent des e´nergies quantifie´es telles que :
En = ~ω(1/2 + n) (1.3)
ou` n correspond au niveau quantique (n=0 pour l’e´tat fondamental), ~ est la
constante de Planck et
ω ∝
√
k
M
(1.4)
ou` k est la constante de raideur de l’oscillateur et M la masse d’un isotope. Pour
un syste`me a` tempe´rature T, les niveaux vibrationnels sont peuple´s en suivant la
loi de Bose-Einstein.
Pour comprendre l’origine du fractionnement isotopique, on peut conside´rer le
cas d’un syste`me a` tempe´rature nulle (voir figure 1.1). Dans ce cas, seul l’e´tat
fondamental est peuple´ et on remarque que l’e´nergie du syste`me n’est pas nulle,
et qu’elle de´pend de la masse :
E0(k,M) = E(n = 0) =
1
2~ω(k,M) (1.5)
ou` ω(k,M) de´pend de la masse au travers la masse re´duite du syste`me µ(M).
On conside`re maintenant une seconde mole´cule diatomique BY que l’on appelle B.
La liaison entre Y et B est caracte´rise´e par la constante de l’oscillateur harmonique
kB. Si l’on e´crit la variation d’e´nergie pour un e´change entre deux isotopes Y et
Y∗ (qui est par convention un isotope rare de Y) entre les syste`mes A et B, cela
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donne :
∆E = (E0(kA,MY )− E0(kA,MY ∗))− (E0(kB,MY ∗)− E0(kB,MY )) (1.6)
En me´canique quantique, on observe qu’un e´change isotopique, entre deux syste`mes
A et B dont les liaisons sont diffe´rentes, fait varier l’e´nergie libre du syste`me a` pres-
sion, tempe´rature et volume constant :
∆E = ~2(
√
kA −
√
kB)(
√
1
MY
−
√
1
MY ∗
) (1.7)
Sur la figure 1.1, on remarque que les isotopes les plus lourds (qui ont une E0 plus
faible) seront situe´s de fac¸on privile´gie´e sur les sites les plus raides car cela diminue
l’e´nergie totale du syste`me (EA+EB). Par conse´quent, la proportion d’isotopes
peut eˆtre modifie´e lorsque l’on a des e´changes possibles entre des sites de deux
phases diffe´rentes a` l’e´quilibre (voir figure 1.2). En plus d’avoir montre´ que le
fractionnement isotopique est un effet purement quantique, nous avons montre´
qu’il est en partie duˆ a` un effet de point ze´ro.
1.3. Equilibre thermodynamique
L’e´quilibre thermodynamique entre deux syste`mes A et B peut donner lieu a` un
fractionnement des isotopes correspondant a` une modification de la re´partition des
isotopes entre les deux syste`mes.
Constante d’e´change Le sche´ma 1.2 repre´sente un e´quilibre entre deux phases
se´pare´es par une surface d’e´change. On conside`re l’exemple d’un e´quilibre entre un
mine´ral compose´ de deux isotopes et un liquide compose´ de mole´cules diatomiques,
forme´es par les meˆmes isotopes que le mine´ral. Les isotopes peuvent soit eˆtre
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e´change´s au sein d’un meˆme syste`me (pas de fractionnement) soit entre les deux
syste`mes (ce qui donne lieu au fractionnement isotopique). Bien que cet e´quilibre
ne soit pas une re´action chimique, on peut lui associer une e´quation d’e´quilibre de
la forme :
YA + Y ∗B = YB + Y ∗A (1.8)
ou` YA repre´sente l’isotope Y dans la phase A, Y∗ est un isotope rare de Y. Cet
e´quilibre peut alors eˆtre de´crit par une constante d’e´quilibre qui s’e´crit sous la
forme :
Kech =
[YA][Y ∗B]
[YB][Y ∗A ]
(1.9)
Si le syste`me n’est pas a` l’e´quilibre, alors le rapport de concentration, que l’on
appelle quotient de re´action et qui est note´ QR, sera diffe´rent de Kech. Le flux
d’e´change d’isotopes est traduit par la comparaison entre ces deux rapports. Par
exemple, si QR <Kech alors la re´action (1.8) va dans le sens direct.
Figure 1.2.: Sche´ma d’un e´quilibre entre un mine´ral constitue´ de deux isotopes (bleu et blanc)
et un liquide compose´ de mole´cules diatomiques constitue´es de ces deux meˆmes
isotopes. Les fle`ches noires repre´sentent les e´changes possibles au sein d’un meˆme
syste`me ou entre les deux syste`me a` l’interface.
Energie libre Pour un e´change a` l’e´quilibre thermodynamique, l’e´nergie libre de
Gibbs par atome s’e´crit :
∆G = −kBT lnKech (1.10)
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ou` kB est la constante de Boltzman. L’e´nergie libre de Gibbs s’e´crit e´galement en
fonction des variables intensives et extensives du syste`me thermodynamique :
∆G = ∆(U + PV − TS) = ∆U + ∆(PV )−∆(TS) (1.11)
ou` S est l’entropie du syste`me, U est l’e´nergie interne du syste`me. P, V et T
de´signent la pression, le volume et la tempe´rature du syste`me.
Variation d’e´nergie libre ∆F L’e´change que l’on e´tudie peut eˆtre conside´re´ a`
volume constant puisque l’on constate en ge´ne´ral qu’il n’y a pas d’effet de l’e´change
isotopique sur le volume molaire (Schauble, 2004). On a alors :
∆G = ∆U −∆(TS) = ∆F (1.12)
ou` F est l’e´nergie libre d’Helmoltz.
Par conse´quent, la constante d’e´quilibre est de´finie par la variation d’e´nergie libre
associe´e a` un e´change isotopique (eq. (1.10)) :
−kBT lnKech = ∆F (1.13)
Kech = e−∆F/kBT (1.14)
1.4. Calcul du facteur de fractionnement
1.4.1. Notations
De´finition du facteur de fractionnement Les proprie´te´s de fractionnement iso-
topique sont caracte´rise´es par le facteur de fractionnement α qui est e´gal a` la
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constante d’e´quilibre du syste`me (Urey, 1947) :
αYA−B = Kech (1.15)
Par conse´quent, le facteur de fractionnement exprime´ pour un e´change isotopique
entre les isotopes Y ∗ et Y entre les syste`mes A et B, s’e´crit, a` partir de l’e´quation
(1.13) :
lnαY ∗A−B ≈ −
∆F
kBT
= −∆FA −∆FB
kBT
(1.16)
ou`, par exemple, ∆FA correspond a` la variation d’e´nergie libre associe´e a` l’e´change
de Y par Y∗ dans le syste`me A.
Fonction de partition En physique statistique, on peut exprimer l’e´nergie libre
dans l’ensemble canonique (N,V,T) a` l’aide de la loi :
FA(M) = −kBT.ln(ZA(M)) (1.17)
ou` kB est la constante de Boltzmann, ZA est la fonction de partition du syste`me
A avec l’isotope Y. Ce qui donne, par exemple, pour la variation d’e´nergie libre
dans le syste`me A lors de l’e´change d’isotopes Y par Y∗ :
∆FA = FA(M∗)− FA(M) = −kBT (lnZA(M∗)− lnZA(M)) (1.18)
Par conse´quent, en remplac¸ant (1.18) dans (1.16), on obtient :
∆F = ∆FA −∆FB = −kBT [(lnZA(M∗)− lnZA(M))− (lnZB(M∗)− lnZB(M))]
(1.19)
Et :
αY ∗A−B =
ZA(M∗)ZB(M)
ZA(M)ZB(M∗)
(1.20)
ou` ZA(M) correspond a` la fonction de partition du syste`me A avec l’isotope Y.
D’un point de vue calculatoire, on cherche a` e´valuer la variation d’e´nergie libre30
associe´e a` un e´change isotopique entre deux syste`mes. On montre ici que cela
revient a` calculer la fonction de partition de chacun des syste`mes avec chaque
isotope.
β-facteur On de´finit ce qui s’appelle le β-facteur, tel que :
lnβY ∗A = −
∆FA
kBT
− 32 ln
M∗
M
(1.21)
ou` le second terme correspond a` la variation d’e´nergie libre pour un changement de
masse entre Y et Y∗ pour un gaz monoatomique d’isotopes. La variation d’e´nergie
libre pour un gaz monoatomique, s’e´crit :
3
2 ln
M∗
M
(1.22)
En comparant l’expression (1.21) a` celle du facteur de fractionnement (1.16), on
remarque que le β-facteur correspond a` un facteur de fractionnement the´orique
entre la phase A et un gaz monoatomique d’isotopes de Y.
Il est possible d’e´crire le β-facteur a` partir des fonctions de partition (en utilisant
l’e´quation (1.19) dans (1.21)) :
βY ∗A = ZA(M∗)/ZA(M)
(
M
M∗
)3/2
(1.23)
En associant les e´quations 1.16 et 1.21, on obtient :
lnαY ∗A−B ≈ lnβY ∗A − lnβY ∗B (1.24)
Dans cette e´quation, on remarque que le dernier terme de l’e´quation (1.21), cor-
respondant a` la contribution d’un gaz monoatomique d’isotopes de Y, s’annule.
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b-facteur On introduit la notation suivante :
lnbYA =
FA(M)
kBT
− 32 ln(M) (1.25)
En utilisant cette forme, on peut re´e´crire (1.21) :
lnβY ∗A = lnbY ∗A − lnbYA (1.26)
Facteur de fractionnement logarithmique E´tant donne´ que les facteurs de frac-
tionnement sont tre`s proches de 1 (la de´viation est ge´ne´ralement de l’ordre de
quelques h), en premie`re approximation :
ln(1 + ) ≈  (1.27)
ou`  est tre`s petit devant 1. Pour simplifier la lecture, nous discuterons les re´sultats
en terme de facteur de fractionnement α logarithmique et β-facteur logarithmique.
Lien entre fractionnement mesure´ et fractionnement calcule´ Pour estimer le
fractionnement isotopique, il faut mesurer le rapport de concentration entre deux
isotopes dans les deux phases distinctes de l’e´quilibre. Pour que les valeurs soient
comparables internationalement, on mesure e´galement la concentration dans un
standard internationnal puis on calcule la de´viation de l’e´chantillon par rapport a`
ce standard.
δY ∗ech. = 1000
([Y ∗]/[Y ])echantillon − ([Y ∗]/[Y ])std.
([Y ∗]/[Y ])std.
(1.28)
ou` δ de´signe la de´viation exprime´ enh. Pour obtenir le facteur de fractionnement
qui correspond a` la valeur que l’on calcule, il suffit de calculer le rapport des
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de´viations standards :
αY ∗A−B =
1000 + δY ∗A
1000 + δY ∗B
(1.29)
Puisque les valeurs des δ/1000 sont petites devant 1, on a une relation approche´e :
1000lnαY ∗A−B ≈ δY ∗A − δY ∗B (1.30)
Cette approximation, qui sera conside´re´e comme ve´rifie´e par la suite, nous permet
de comparer directement nos calculs de lnα aux valeurs des signatures isotopiques
δ mesure´es dans les deux phases. Il est a` noter que cette relation est conside´re´e
comme errone´e uniquement dans de tre`s rares cas impliquant uniquement les iso-
topes de l’hydroge`ne.
1.4.2. Me´thodes pour calculer le fractionnement isotopique
Pour calculer le fractionnement isotopique, il faut de´terminer la variation d’e´nergie
libre associe´e a` un changement de masse dans deux syste`mes a` l’e´quilibre. Comme
le fractionnement isotopique est un phe´nome`ne quantique, il faut que l’aspect
quantique des noyaux soit pris en compte.
En couplant la dynamique mole´culaire des inte´grales de chemins (PIMD, voir sec.
2.4) avec la me´thode de l’Inte´gration thermodynamique (voir section 1.4.2.b), il
est possible d’avoir acce`s a` la variation d’e´nergie libre d’un syste`me, pour un
changement de masse. Cette me´thode permet de prendre en compte les aspects
quantiques des noyaux sans ne´gliger l’anharmonicite´. Elle est appele´e TI-PIMD et
sera pre´sente´e dans le chapitre 2.5.1. Cependant, cette me´thode requiert beaucoup
de ressources en terme de temps de calcul.
Une autre me´thode consiste a` calculer le spectre vibrationnel lorsque l’approxima-
tion harmonique est valable. Cela permet de remonter a` l’information sur l’aspect
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quantique du noyau, et donc de calculer le fractionnement isotopique. Cepen-
dant, en ne´gligeant l’anharmonicite´ on perd une partie de cette information car
les niveaux d’e´nergie sont modifie´s lorsque l’on se place dans l’approximation har-
monique. L’erreur que l’on commet en se plac¸ant dans l’approximation harmonique
de´pends des syste`mes e´tudie´s.
1.4.2.a. Approximation harmonique
Figure 1.3.: Puis de potentiel pour une interaction entre deux atomes. La partie du potentiel
entoure´e en rouge, proche de la position d’e´quilibre, peut eˆtre approxime´e par un
potentiel harmonique.
La me´thode la plus couramment utilise´e pour calculer le fractionnement isotopique
consiste a` se placer dans l’approximation harmonique. On conside`re que cette
approximation est valable si les atomes sont dans leur position d’e´quilibre, c’est-
a`-dire que le syste`me est a` un minimum d’e´nergie (voir figure 1.3). Dans cette
approximation, il est possible de calculer les fre´quences des modes de phonon
d’un syste`me. Notons que si tous les atomes du syste`me ne sont pas dans leur
minimum d’e´nergie, on peut obtenir des fre´quences ne´gatives, correspondant a` des
modes imaginaires, signalant l’instabilite´ du syste`me. Dans cette section, nous
allons montrer comment il est possible de prendre en compte l’aspect quantique
des noyaux a` partir du spectre vibrationnel en calculant la fonction de partition
du syste`me quantique qui est relie´e au β-facteur par l’e´quation (1.23).
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Dans l’approximation harmonique, dans ce travail, nous avons uniquement e´tudie´
des syste`mes assimile´s a` des solides cristallins (soit des mine´raux, soit des con-
figurations de liquides relaxe´es a` 0 K). Notons qu’il est possible d’utiliser cette
me´thode pour d’autres syste`mes tels que des mole´cules isole´es. Pour parvenir a`
calculer le fractionnement, et donc la variation d’e´nergie libre, on conside`re un
syste`me cristallin qui est a` son minimum d’e´nergie. Dans un syste`me cristallin,
seuls les e´tats vibrationnels contribuent au fractionnement isotopique (Bottinga,
1968). On peut exprimer le rapport des fonctions de partitions intervenant dans
l’e´quation du β-facteur (eq. (1.23)) :
(
Z∗
Z
)
=
(
Z∗
Z
)
vib
=
 Nq∏
q=1
3N∏
i=1
e−µ
∗
i,q/2
e−µi,q/2
(1− e−µi,q)
(1− e−µ∗i,q)
1/Nq (1.31)
ou` µi = hνi/kBT , avec νi les fre´quences des modes de vibration du cristal (phonons),
Nq est le nombre de points q utilise´ pour e´chantillonner la zone de Brillouin et N
est le nombre d’atomes dans la maille e´le´mentaire. Dans le produit sur i, les
trois premiers modes correspondent aux branches acoustiques. Dans la suite, les
fre´quences a` Γ des modes de translation du syste`me sont implicitement ignore´es
puisqu’elles sont the´oriquement nulles.
En remplac¸ant (1.31) dans l’e´quation (1.23), le β-facteur s’e´crit sous la forme :
βY ∗A =
 Nq∏
q=1
3N∏
i=1
e−µ
∗
i,q/2
e−µi,q/2
(1− e−µi,q)
(1− e−µ∗i,q)
1/Nq ( M
M∗
)3/2
(1.32)
Dans l’approximation harmonique, il est donc possible de calculer la fonction de
partition quantique du syste`me a` partir du spectre vibrationnel calcule´ sur le
syste`me de type solide cristallin. Pour cela, on peut utiliser les me´thodes pre´sente´es
dans la section 1.4.2.a.
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Pour N e´changes isotopiques Dans le cas ou` l’on s’inte´resse a` un e´change si-
multane´ de plusieurs isotopes situe´s sur plusieurs sites cristallins identiques, il est
possible de calculer le β-facteur total avec l’e´quation :
βY ∗A =
 Nq∏
q=1
3N∏
i=1
e−µ
∗
i,q/2
e−µi,q/2
(1− e−µi,q)
(1− e−µ∗i,q)
1/NqNY ( M
M∗
)3/2
(1.33)
ou` NY correspond au nombre de sites pouvant e´changer des isotopes. La puissance
en 1/NY provient du fait que la contribution est compte´e NY fois.
The´ore`me de Teller-Redlich et Limite haute tempe´rature (LHT) A haute
tempe´rature, les effets quantiques deviennent ne´gligeables et le syste`me tend vers
un syste`me classique. Le fractionnement isotopique e´tant un phe´nome`ne purement
quantique, le facteur de fractionnement tend vers 1 dans la limite des tre`s hautes
tempe´ratures (µ << 1). Par conse´quent, pour l’e´quation de β (1.32), la re`gle de
haute tempe´rature (Kieffer, 1982) donne :
 Nq∏
q=1
3N∏
i=1
µ∗i,q
µi,q
1/Nq ( M
M∗
)3/2
= 1 (1.34)
En remplac¸ant le rapport des masses dans l’e´quation (1.32), on peut e´crire l’expression
de β dans la limite haute tempe´rature :
βY ∗A(LHT ) =
3N∏
i=1
Nq∏
q=1
ν∗q,i
νq,i
e−hν
∗
q,i/2
1− e−hν∗q,i
1− e−hνq,i
e−hνq,i/2
1/(Nq) (1.35)
Cette re`gle permet d’imposer la convergence a` haute tempe´rature. Dans ce travail,
nous avons ve´rifie´ que cette approximation e´tait valable et nous l’avons utilise´e par
simplicite´.
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Approximation du Point Gamma Pour des syste`mes de grande taille (ayant par
conse´quent une petite zone de Brillouin), la diffusion dans la zone de Brillouin
peut eˆtre ne´gligeable. Par conse´quent, il est possible de ne conside´rer que le point
Γ qui correspond au centre de la zone dans le produit de l’e´quation 1.35 :
βY ∗A(Γ, LHT ) =
(3N∏
i=3
ν∗Γ,i
νΓ,i
e−hν
∗
Γ,i/2
1− e−hν∗Γ,i
1− e−hνΓ,i
e−hνΓ,i/2
)
(1.36)
ou` les trois premiers modes (i), qui correspondent a` des modes acoustiques, sont
ne´glige´s en raison de leur fre´quence qui doit eˆtre nulle au point Γ.
1.4.2.b. Integration Thermodynamique (TI)
Nous avons vu pre´ce´demment que l’e´nergie libre F e´tait lie´e a` la fonction de parti-
tion par l’e´quation (1.17). Pour calculer la fonction de partition, il faut connaˆıtre
tous les micro-e´tats du syste`me. Pour cela, on e´chantillonne l’espace des phases
a` l’aide, par exemple, d’une dynamique mole´culaire. Dans ce travail, nous avons
utilise´ la me´thode PIMD qui permet de prendre en compte l’aspect quantique des
noyaux, ce qui est essentiel pour pre´dire le fractionnement isotopique.
Ge´ne´ralement, on ne s’inte´resse pas a` la valeur absolue de l’e´nergie libre, mais
plutoˆt a` la variation de l’e´nergie libre qui permet d’obtenir les quantite´s thermo-
dynamiques d’un syste`me. Plusieurs me´thodes ont e´te´ de´veloppe´es pour calculer
la variation d’e´nergie libre, telle que la the´orie de la perturbation de l’e´nergie libre
(FED, Zwanzig (1954)), la me´thode Adiabatic Free Energy (AFED, Rosso et al.
(2002)) ou encore, l’Inte´gration Thermodynamique (Thermodynamics Integration,
TI). Dans ce travail, nous avons utilise´ la me´thode de la TI qui consiste a` faire
e´voluer le syste`me de fac¸on adiabatique de l’e´tat initial a` l’e´tat final. Pour cela, on
introduit un parame`tre, que l’on appelle λ, qui permet de faire e´voluer le syste`me
selon un chemin quelconque. On exprime la de´rive´e continue de l’e´nergie libre par
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rapport a` λ. Afin d’obtenir la variation d’e´nergie libre entre les deux e´tats, on
re´alise ensuite une inte´gration continue telle que :
∆F =
∫ 1
0
dF (λ)
dλ
dλ (1.37)
ou` λ varie de 0 a` 1 lorsque le syste`me passe de l’e´tat initial a` l’e´tat final.
La valeur de dF/dλ peut eˆtre calcule´e avec une dynamique mole´culaire. De fac¸on
pratique, dF/dλ est calcule´e sur un nombre fini de dynamiques mole´culaires corre-
spondant a` diffe´rentes valeurs de λ a` l’aide d’estimateurs. Dans la section 2.5.1.b,
nous pre´senterons les estimateurs de dF(m)/dλ(m) que nous utiliserons pour cal-
culer les proprie´te´s de fractionnement. Par la suite, on re´alise l’inte´gration thermo-
dynamique, devenue une somme discre`te, pour λ allant de 0 a` 1. The´oriquement,
plus le nombre de points est grand, plus l’inte´grale discre`te est exacte.
1.5. Temps de calcul
Dans le tableau 1.2 sont re´pertorie´s les temps de calcul approximatifs pour dif-
fe´rentes me´thodes de calcul et plusieurs syste`mes. Ces me´thodes et ces syste`mes
seront pre´sente´s dans la suite de ce manuscrit.
Pre´cisions qu’une partie de ces donne´es est estime´e a` partir des temps de calcul
observe´s pour d’autres me´thodes. De plus, les temps de calcul observe´s l’ont e´te´ sur
des plate-formes (jade au CINES et hyperion au CALMIP) qui ont des structures
semblables (cluster de type SGI Altix ICE 8200) mais des vitesses d’exe´cution
re´elles et constate´es diffe´rentes. Ceci peut eˆtre duˆ a` l’optimisation des librairies
pour la compilation ou a` des capacite´s diffe´rentes par exemple en vitesse d’e´criture
ou de lecture. Les donne´es de ce tableau sont donc de´pendantes de ces spe´cificite´s
techniques et sont simplement donne´es a` titre d’exemple.
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Table 1.2.: Temps de calcul pour diffe´rentes me´thodes.
Me´thode Syste`me Interactions Temps de calcul
approximatifs
Relaxation[1] Si2O ab initio < 1h
Harmonique[2] Si2O ab initio 1 h
CPMD[3] H4SiO4 ab initio 10 000 h
Relaxation[1] H4SiO4 ab initio 500 h
Harmonique[2] H4SiO4 ab initio 5000 h
Relaxation[1] Li+ empirique << 1 h
Harmonique[2] Li+ empirique < 1 h
TI-PIMD[4] Li2O empirique 1000 h
TI-PIMD[4] Li+ empirique 5000 h
TI-PIMD[4] Li+ ab initio 250 000 h (estimation)
1 Calcul d’optimisation des positions a` 0 K ;
2 Calcul du β-facteur dans l’approximation harmonique sur un
syste`me relaxe´ pour un seul point q de la zone de Brillouin ;
3 Calcul d’une trajectoire CPMD ;
4 Calcul du β-facteur avec la me´thode TI-PIMD.
Ce tableau permet de constater que les temps de calcul avec des potentiels em-
piriques sont significativement plus courts que ceux avec des me´thodes ab ini-
tio (pour plus de de´tails sur ces me´thodes, voir sec. 2.2). D’autre part, on
peut observer que la me´thode TI-PIMD (voir sec. 2.5.1) ne´cessite des ressources
nume´riques importantes. En particulier, si on choisit de re´aliser une TI-PIMD ab
initio. Ne´anmoins, la me´thode TI-PIMD permet une meilleure paralle´lisation que
les me´thodes utilise´es pour le calcul dans l’approximation harmonique.
1.6. Conclusion
Dans ce chapitre, nous avons montre´ que le fractionnement isotopique e´tait un
effet purement quantique duˆ, en partie, a` des effets de point ze´ro. Dans un sec-
ond temps, nous avons montre´ que pour calculer ce fractionnement isotopique a`
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l’e´quilibre, il est ne´cessaire de calculer la variation d’e´nergie libre associe´e a` un
e´change d’isotopes entre les deux syste`mes. Cela peut eˆtre fait en ayant recours
a` la me´thode PIMD, couple´e a` l’inte´gration thermodynamique. Enfin, nous avons
montre´ que, dans l’approximation harmonique, le spectre vibrationnel permet de
calculer les proprie´te´s de fractionnement isotopique.
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Chapitre 2. Me´thodologie
2.1. Introduction
Le facteur de fractionnement mesure le partage isotopique entre deux phases. Dans
ce travail, nous nous sommes inte´resse´s au fractionnement isotopique a` l’e´quilibre
car il est plus facile a` calculer et permet de discuter de nombreux syste`mes. Pour
le calculer, nous avons vu qu’il e´tait ne´cessaire de calculer la variation d’e´nergie
libre qui est associe´e a` un e´change d’isotopes entre les deux syste`mes (voir sec.
1.2).
Bien que le fractionnement isotopique se mesure a` l’e´chelle macroscopique, il s’agit
d’un phe´nome`ne purement atomique. Pour le comprendre, on cherche donc a`
simuler des syste`mes a` l’e´chelle atomique et a` calculer leurs proprie´te´s (en par-
ticulier ∆F). Dans l’introduction ge´ne´rale, nous avons vu que les me´thodes de
calculs du β-facteur associe´es a` une phase solide sont bien maˆıtrise´es et permet-
tent d’obtenir des re´sultats pre´cis et fiables. Dans ce travail de the`se, nous nous
sommes inte´resse´s principalement a` de nouvelles me´thodes pour calculer la vari-
ation d’e´nergie libre associe´e a` un changement de masse dans une phase liquide.
Dans ce chapitre, nous nous attacherons donc a` pre´senter les me´thodes utilise´es
dans ce travail (les applications sont pre´sente´es au chapitres 3 et 4).
En se plac¸ant dans l’approximation de Born-Oppenheimer (voir Born et Oppen-
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heimer (1927) et sec. 2.2), il est possible de dissocier le syste`me nucle´ique du
syste`me e´lectronique, qui de´finit les interactions entre les noyaux. On peut donc
traiter d’une part le mouvement des noyaux et d’autre part les interactions. Il exis-
te plusieurs me´thodes pour traiter les interactions entre atomes, parmi lesquelles :
les me´thodes empiriques, qui sont simples a` mettre en place et qui sont adapte´es
pour e´tudier de grands syste`mes ou des syste`mes e´voluant dans le temps ou pour
calculer des proprie´te´s statistiquement (Dynamique Mole´culaire, voir sec. 2.3.2) ;
les me´thodes dites ab initio, pour lesquelles on cherche a` calculer la structure
e´lectronique. On s’inte´ressera en particulier a` la the´orie de la fonctionnelle densite´
(Density Functionnal Theory, DFT sec. 2.2.2) qui permet de re´aliser des cal-
culs semi-quantitatifs et predictifs des proprie´te´s physico-chimiques (dissociation
de mole´cules, par exemple). Cependant, ces me´thodes requie`rent beaucoup de
ressources nume´riques ce qui limite leur application a` des syste`mes de petite taille.
Pour traiter les liquides, on a recours a` des me´thodes de dynamique mole´culaire
(DM ou Molecular Dynamics, MD). En dynamique mole´culaire classique, les noy-
aux des atomes sont traite´s classiquement (points). Puisque le fractionnement iso-
topique est un phe´nome`ne nucle´aire quantique (voir chapitre 1), il est ne´cessaire
de prendre en compte l’aspect quantique des noyaux. Pour cela, il est possible
de calculer la fonction de partition quantique du syste`me a` partir du spectre de
vibrations en se plac¸ant dans l’approximation harmonique (voir sec. 2.5.2).
Ne´anmoins, cette approximation est inadapte´e pour traiter des syste`mes anhar-
moniques tels que les liquides auxquels on s’inte´resse dans ce travail. Pour aller
au-dela` de l’approximation harmonique tout en conside´rant l’aspect quantique
des noyaux, on peut utiliser la me´thode des Inte´grales de Chemin (Path Integral
Molecular Dynamics, PIMD, voir sec. 2.4). En couplant cette me´thode avec une
Inte´gration Thermodynamique (TI-PIMD, sec. 2.5.1), il est possible de calculer les
proprie´te´s de fractionnement isotopique, a` tempe´rature finie et sans approximation
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non-controˆlable (telles que l’approximation harmonique).
Ce chapitre est donc organise´ de la fac¸on suivante : d’abord, nous de´taillerons les
me´thodes permettant de calculer les interactions entre atomes ; nous pre´senterons
la me´thode de la dynamique mole´culaire avec des interactions de type empiriques
puis ab initio. Nous nous inte´resserons ensuite a` la PIMD qui permet de pren-
dre en compte l’aspect quantique des noyaux, tout en conservant l’information
sur l’anharmonicite´ du syste`me ; et enfin, nous montrerons comment calculer le
fractionnement isotopique a` partir de la me´thode TI-PIMD ou par le calcul des
vibrations dans l’approximation harmonique.
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2.2. Description des interactions
Dans cette partie, nous allons de´crire le calcul des interactions entre atomes dans
un syste`me en physique du solide. On se place dans l’approximation de Born-
Oppenheimer (Born et Oppenheimer, 1927) qui permet de se´parer le syste`me
e´lectronique (interactions entre atomes) du mouvement des atomes. Cette ap-
proximation est base´e sur le fait que la masse d’un proton est environ 1800 fois
plus grande que la masse d’un e´lectron, ce qui permet de supposer que la vitesse
des noyaux est tre`s infe´rieure a` celle des e´lectrons. On souhaite donc calculer les
forces agissant sur les atomes d’un syste`me polyatomique.
2.2.1. Potentiels empiriques
La me´thode la plus simple est de proposer une forme analytique qui reproduit les
donne´es expe´rimentales. Cette me´thode est dite “empirique” puisque les parame`tres
du potentiel sont de´termine´s a` partir des mesures expe´rimentales. Plus pre´cise´ment,
on cherche a` reproduire les proprie´te´s structurales, dynamiques (vibration, diffu-
sion) et e´ventuellement e´nerge´tiques de ces phases. Pour une phase solide, la
structure est donne´e par les expe´riences de diffraction donnant les parame`tres de
maille et positions re´duites. Pour les liquides, la structure est donne´e par la fonc-
tion de distribution radiale, mesure´e par diffraction de neutron. Les proprie´te´s
vibrationnelles d’un solide sont donne´es par les fre´quences vibrationelles mesure´es
par spectroscopie Raman ou infra-rouge, ou par diffusion ine´lastique de neutrons.
Pour un liquide, les proprie´te´s vibrationelles peuvent eˆtre calcule´es a` partir de
la fonction d’auto-corre´lation des vitesses et compare´es aux spectres infra-rouge.
Dans cette section, nous allons de´crire les potentiels que nous avons utilise´s dans
le cadre de l’e´tude de l’e´quilibre entre Li2O et Li+ dans l’eau.
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Les potentiels sont construits comme une superposition de termes de´crivant les
interactions inter-atomiques (force coulombienne, interactions fortes ou liaisons
covalentes, par exemple). Ces potentiels sont tre`s largement utilise´s, principale-
ment en raison de leur simplicite´ d’utilisation, mais aussi car les temps de calcul
sont courts par rapport a` ceux des me´thodes ab initio (voir sec. 2.2.2).
Un des inte´reˆts des potentiels empiriques est que les forces sont obtenues analy-
tiquement en de´rivant le potentiel (fonction continue et de´rivable). Par exemple,
les forces entre deux atomes se´pare´s d’une distance R s’e´crivent :
F = −∇V (R,Θ) (2.38)
ou` V est le potentiel d’interaction entre les deux atomes, qui ne de´pend ici que de
la distance interatomique et de l’angle forme´ par trois atomes.
Les potentiels empiriques sont caracte´rise´s par le type d’interactions qu’ils de´crivent
(par exemple : Lennard Jones — liaisons faibles ; Buckinham — liaisons ioniques
; EAM — me´taux) et par le nombre d’atomes qui sont en interaction (par ex-
emple les potentiels de paire entre deux atomes). Les potentiels empiriques sont
donc peu transfe´rables et peu adapte´s pour e´tudier des structures complexes. Par
exemple, dans notre e´tude nous nous sommes inte´resse´s au mine´ral Li2O et a` la
polylithionite, qui ne peuvent eˆtre traite´s avec les meˆmes potentiels.
Dans notre e´tude, nous avons calcule´ les proprie´te´s de fractionnement du lithium
en solution avec la me´thode TI-PIMD (voir sec. 2.5.1). Comme nous le verrons
par la suite, cette me´thode est une me´thode lourde en terme de temps de calcul.
Par conse´quent, nous avons opte´ pour l’utilisation de potentiels empiriques, afin
d’avoir, dans un premier temps, une vue globale des difficulte´s de la me´thode.
Dans la section suivante, nous pre´sentons les potentiels qui ont e´te´ utilise´s pour ce
travail. Plusieurs types d’interaction ont e´te´ conside´re´s.
45
Pour traiter les interactions e´lectrostatiques dues aux charges, nous avons utilise´
le potentiel de Coulomb :
V (RIJ)Coul. =
e2
4pi0
Z(I)Z(J)
R2IJ
(2.39)
ou`RIJ est la distance interatomique, Z est la charge des ions, e la charge e´le´mentaire
d’un e´lectron et 0 la constante die´lectrique dans le vide. Pour mode´liser les inter-
actions intramole´culaires dans la mole´cule d’eau, nous avons utilise´ un potentiel
harmonique et un potentiel harmonique angulaire qui sont de la forme :
V (RIJ) = −kR2IJ (2.40)
V (θ) = −kθθ2 (2.41)
ou` θ est l’angle forme´ par trois atomes (ĤOH pour l’eau). k et kθ sont des cons-
tantes associe´es a` la raideur de l’oscillateur harmonique.
Les forces re´pulsives, dans les liaisons ioniques, ont e´te´ mode´lise´es avec des poten-
tiels de type Buckingham (Buckingham, 1938) :
V (RIJ)Buck. = A exp [−BRIJ ] (2.42)
ou` RIJ est la distance interatomique, A et B sont des constantes parame´tre´es.
Les liaisons faibles, de type Van Der Waals, ainsi que l’effet du principe de superpo-
sition de Pauli, re´pulsif, sont mode´lise´s avec des potentiels de type Lennard-Jones
(Jones, 1924) :
V (RIJ)LJ = 4
[(
σ
RIJ
)12
−
(
σ
RIJ
)6]
= 
[(
r0
r
)12
− 2
(
r0
r
)6]
(2.43)
ou`  correspond a` l’e´nergie d’ionisation, σ a` la distance d’e´quilibre et r0 est la
distance pour laquelle le potentiel est minimum.
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Li2O
Type d’interaction Type de potentiel Re´fe´rence Interaction Donne´es
Charge Coul. (eq. (2.39)) Goel et al. (2004) O2− Z(O2−) : -1.5
Li+ Z(Li+) : +0.75
Ionique Buck. (eq. (2.42)) Goel et al. (2004) Li-O A : 1822 eV ; B : 4.07 A˚−1
Li+, Cl−, H2O
Type d’interaction Type de potentiel Re´fe´rence Interaction Donne´es
Charge Coul. (eq. (2.39)) Lyubartsev et al. (2001) Li+ Z(Li+) : +1
Cl− Z(Cl+) : -1
Paesani et al. (2006) H+ Z(H+) : +0.42
O2− Z(O2−) : -0.84
Intra-mole´culaire Harm. (eq. (2.40)) Paesani et al. (2006) O-H kO−H : 45.92 eV.A˚−2
ĤOH k
ĤOH
: 3.29 eV.rad−2 ; θeq : 112°
Inter-mole´culaire Buck. (eq. (2.42)) Lyubartsev et al. (2001) Li-O A : 387.42 eV ; B : 3.63 A˚−1
L-J (eq. (2.43)) Paesani et al. (2006) O-O σ : 3.165 A˚ ;  : 0.00161 eV
Heinzinger (1985) Li-Li σ : 2.37 A˚ ;  : 0.00154 eV
Li-Cl σ : 3.615 A˚ ;  : 0.00164 eV
Cl-O σ : 4.02 A˚ ;  : 0.00192 eV
Cl-Cl σ : 4.86 A˚ ;  : 0.00174 eV
Pas d’interactions H-H -
autres que la charge Li-H -
O· · ·H -
Table 2.3.: Caracte´ristiques et valeurs des parame`tres des potentiels utilise´s pour le syste`me Li2O et le liquide compose´ d’atomes de
lithium, de chlore et de mole´cules d’eau.
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2.2.1.a. Potentiels d’interactions pour Li2O
Li2O est un solide ionique. Nous avons mode´lise´ les interactions en utilisant les
potentiels propose´s par Goel et al. (2004). Ces potentiels ont e´te´ cre´e´s pour re-
produire au mieux le spectre de fre´quences de Li2O, au de´triment des proprie´te´s
structurales. Dans le cadre de l’e´tude du facteur de fractionnement, qui est forte-
ment lie´ aux proprie´te´s vibrationnelles des syste`mes, il s’agit donc de potentiels
bien adapte´s. Puisque Li2O est un solide ionique, les liaisons ont e´te´ mode´lise´es
avec une charge ainsi qu’avec les potentiels de type Buckingham (voir tab. 2.3).
2.2.1.b. Potentiels d’interactions pour le lithium en solution
La phase liquide est naturellement un syste`me anharmonique. Pour l’e´tude du
fractionnement du lithium entre mine´ral et solution, nous avons choisi d’utiliser
la me´thode TI-PIMD (voir sec. 2.5.1) qui permet de prendre en compte les effets
quantiques sur les noyaux en conside´rant l’anharmonicite´ des syste`mes. L’un des
proble`mes avec les potentiels empiriques est qu’une grande partie d’entre eux est
cre´e´e en se basant sur des structures expe´rimentales, qui incluent de´ja` des effets
nucle´aires quantiques (en particulier les effets quantiques sur la structure, Stern
et Berne (2001)). Par conse´quent, si l’on utilise ces potentiels avec la me´thode
TI-PIMD, le risque est de prendre en compte deux fois ces effets (Wallqvist et
Berne, 1985). Paesani et al. (2006) montrent qu’il est possible, en optimisant
les parame`tres a` partir d’une trajectoire PIMD, de ne pas prendre en compte
l’effet quantique dans le potentiel. Une autre approche consiste a` parame´trer
les potentiels a` partir de dynamiques mole´culaires ab initio classiques, au lieu de
donne´es expe´rimentales. Dans ce cas le proble`me e´voque´ pre´ce´demment ne se pose
pas. Dans cette e´tude, nous avons pris soin d’utiliser des potentiels qui ont soit e´te´
cre´e´s a` partir de dynamiques mole´culaires ab initio, soit explicitement construits
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pour ne pas prendre en compte les effets dus a` l’aspect quantique des noyaux.
Figure 2.4.: Sche´ma du potentiel a` trois poˆles pour la mole´cule d’eau
Mode`le pour la mole´cule d’eau Dans ce travail, nous nous sommes inte´resse´s
a` des solutions aqueuses. Les mode`les les plus simples sont rigides (O-H et ĤOH
fige´s) et comprennent 3 sites (H et O portent chacun une charge et O interagit
avec les autres mole´cules d’eau via un potentiel de type Lennard-Jones, voir figure
2.4). Cependant, il existe un nombre important de mode`les allant jusqu’aux plus
complique´s, prenant en compte les e´lectrons non-liants de l’oxyge`ne ou encore une
correction du moment dipolaire de la mole´cule d’eau.
Parmi les plus re´pandus, on compte les mode`les Transferable Intermolecular Poten-
tial (TIP, Jorgensen (1981)) et les de´rive´s du mode`le Simple Point Charge (SPC,
Berendsen et al. (1981), voir figure 2.4). Par exemple, le mode`le SPC/E de Berend-
sen et al. (1987) est un mode`le rigide a` 3 sites qui conside`re, en plus, un terme
correctif au moment dipolaire de la mole´cule d’eau. Certains mode`les de´rive´s du
mode`le SPC ajoutent des degre´s de liberte´ et sont dits “flexibles” (la distance O-H
et l’angle ĤOH e´voluent sous l’influence de potentiels harmoniques), c’est le cas
du mode`le SPC/Fw (Wu et al., 2006). Ce mode`le donne de bons re´sultats pour
le calcul des proprie´te´s thermodynamiques, structurales et cine´tiques malgre´ sa
simplicite´.
Cependant, tous ces potentiels empiriques ont e´te´ construits pour reproduire la
structure expe´rimentale des liquides a` partir de dynamiques mole´culaires clas-
siques. Comme la structure des liquides inclue des effets quantiques, ces potentiels
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contiennent artificiellement des effets quantiques (voir chapitre 4). Re´cemment,
Paesani et al. (2006) ont propose´ d’adapter le mode`le SPC/Fw en excluant ex-
plicitement la contribution des effets nucle´aires quantiques. Pour cela, ils ont
utilise´ la me´thode PIMD (que l’on pre´sentera par la suite, voir sec. 2.4) qui per-
met de re´aliser une dynamique mole´culaire en prenant en compte ces effets. La
PIMD, a` 300 K, a e´te´ d’abord re´alise´e avec le potentiel flexible SPC/Fw, ou` les
re´sultats observe´s e´taient en de´saccord avec l’expe´rience (de´structuration du liq-
uide a` cause de la sur-estimation de l’affaiblissement de la liaison hydroge`ne par
les effets nucle´aires quantiques). Par la suite, les parame`tres du mode`le ont e´te´
rede´finis dans le but que les re´sultats de la PIMD soient en accord avec l’expe´rience
pour donner le mode`le q-SPC/Fw (Quantum Simple Point Chage Flexible Water
model).
En raison de sa grande simplicite´, de son parame´trage adapte´ a` la me´thode PIMD,
et de sa capacite´ a` bien reproduire les proprie´te´s structurales (voir sec. 4.3) et dy-
namiques de l’eau, nous avons choisi dans notre e´tude d’utiliser ce dernier mode`le.
Ce mode`le est compose´ de 3 sites correspondant aux trois atomes de la mole´cule
d’eau. Pour les interactions intramole´culaires, puisqu’il s’agit d’un mode`le flex-
ible, on de´finit un oscillateur harmonique pour la liaison O-H (voir tableau 2.3)
ainsi qu’un oscillateur harmonique angulaire qui permet de controˆler l’angle ĤOH
de fac¸on a` ce qu’il oscille autour de 112°. Notons que cet angle est volontaire-
ment choisi plus grand que celui de la mole´cule d’eau mesure´ expe´rimentalement
(104.45°) afin de mieux reproduire le moment dipolaire de la mole´cule. En ce qui
concerne les interactions intermole´culaires, les forces e´lectrostatiques de coulomb
sont prises en compte en attribuant une charge +q a` chaque atome H et -2q a`
l’atome O (voir tableau 2.3).
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Potentiel Li-O Dans le cadre de cette e´tude, le choix des potentiels empiriques
pour la liaison Li-O est central puisque les premiers voisins du lithium sont ex-
clusivement des atomes d’oxyge`ne (dans nos mode`les, pour le liquide, il s’agit
d’atomes d’oxyge`ne des mole´cules d’eau voisines). Nous avons de´cide´ d’utiliser
des potentiels de´finis par Lyubartsev et al. (2001) (voir tableau 2.3). Dans cette
e´tude, les auteurs ont cherche´ a` mode´liser l’interaction Li+-O dans l’eau en se ba-
sant sur des dynamiques mole´culaires ab initio classiques (me´thode CPMD, voir
sec. 2.3.3.a). Ils ont montre´ que les potentiels de type Buckingham sont bien
adapte´s pour correspondre aux donne´es obtenues par dynamique mole´culaire ab
initio, ce qui est cohe´rent avec le fait que la liaison est ionique. Ces potentiels
sont obtenus en utilisant le mode`le SPC pour l’eau et en utilisant la me´thode
Monte-Carlo inverse´e.
Dans Lyubartsev et al. (2001), l’aspect structural de la solution est compare´ entre
les me´thodes ab initio et les dynamiques mole´culaires avec potentiels empiriques.
Les auteurs remarquent un bon accord entre les deux pour un syste`me contenant
32 mole´cules d’eau (correspondant a` celui utilise´ pour la dynamique mole´culaire
ab initio). Malheureusement, ils observent aussi (voir figure 1 de Lyubartsev et al.
(2001)) des effets de taille pour un syste`me plus grand (contenant 256 mole´cules
d’eau) car le syste`me utilise´ pour de´finir les parame`tres du potentiel est trop petit.
En particulier, on remarque que dans le petit syste`me la solution est sur-structure´e.
Ne´anmoins, ils notent que la distance Li-O moyenne est correcte, c’est-a`-dire que
la premie`re couche de voisins du lithium, a` laquelle nous nous inte´ressons par-
ticulie`rement, est bien reproduite. De plus, puisque le potentiel est issu d’un
parame´trage base´ sur des dynamiques mole´culaires classiques, les effets quantiques
nucle´aires ne sont pas pre´sents, ce qui est un atout dans l’objectif d’utiliser la
me´thode PIMD. Dans notre e´tude, nous avons pris soin de ve´rifier que les struc-
tures de nos liquides sont bien en accord avec les donne´es obtenues sur de l’eau
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(calculs : Stern et Berne (2001); mesures expe´rimentales : Soper (2000)).
Autres potentiels de la solution Dans nos liquides, nous avons e´quilibre´ la
charge du lithium avec autant d’atomes de chlore. Pour cette raison, nous avions
besoin de potentiels d’interaction pour Li-Cl et Cl-O. De plus, dans les syste`mes
comprenant plusieurs atomes de lithium et donc de chlore, nous avions besoin des
potentiels d’interaction Li-Li et Cl-Cl. Dans nos syste`mes, Li et Cl sont e´loigne´s
et la liaison Cl-O est faible. D’autre part, les proprie´te´s de fractionnement iso-
topique sont fortement lie´es a` la structure locale autour des e´le´ments fractionnants.
L’influence de l’atome de Cl, que nous avons utilise´ comme contreion, peut alors
eˆtre ne´glige´e. Par conse´quent, on conside`re que les interactions avec l’atome de Cl
interactions sont faibles et on peut utiliser des potentiels de type Lennard-Jones
(forces de type Van der Waals). Les parame`tres des potentiels sont pre´sente´s dans
le tableau 2.3 et sont issus de l’e´tude de Heinzinger (1985). Dans cette e´tude,
les auteurs ont parame´tre´ leurs potentiels a` partir d’une dynamique mole´culaire
classique en comparant avec des donne´es expe´rimentales sur la structure. Par
conse´quent, des effets quantiques sont inclus dans les potentiels. Ce proble`me est
a priori minime, d’une part car on ne s’inte´resse pas a` l’effet de la pre´sence du
chlore dans la solution (nous avons ve´rifie´ que dans nos dynamiques, la distance
entre Li et Cl dans la solution e´tait grande devant la distance Li-Cl ionique) et
d’autre part, en raison du fait que O et Cl sont des atomes lourds pour lesquels
les effets quantiques sont certainement limite´s.
Limites L’une des principales limitations a` l’utilisation des potentiels empiriques
est qu’ils sont difficilement transfe´rables. En particulier, lorsque l’on conside`re des
mine´raux complexes, tels que la polylithionite (voir sec. 4.3.1). D’autre part, il
serait inte´ressant d’e´tudier en de´tails la transfe´rabilite´ des potentiels en fonction de
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la tempe´rature et de la densite´. En particulier, pour la solution, nous avons utilise´
des potentiels, cre´e´s pour des syste`mes a` 300 K, a` plusieurs tempe´ratures (300
K, 365 K et 400 K). Dans la section suivante, nous pre´sentons la DFT (Density
Functionnal Theory) qui permet de calculer la structure e´lectronique du syste`me et
donc de re´aliser des calculs cohe´rents pour des syste`mes tre`s diffe´rents. De plus, ces
me´thodes permettent de faire des calculs inde´pendants des mesures expe´rimentales.
2.2.2. Calcul de la structure e´lectronique
Pour de´passer les limites des potentiels empiriques, on cherche a` re´soudre l’e´quation
de Schro¨dinger inde´pendante du temps (Schro¨dinger, 1926, eq. (2.45)) pour des
e´lectrons du syste`me (en conside´rant toujours l’approximation de Born-Oppenheimer
qui permet de se´parer le mouvement des e´lectrons de celui des noyaux). En
re´solvant cette e´quation, il est possible de calculer l’e´nergie de l’e´tat fondamental.
Le proble`me est que le nombre de variables dans l’e´quation de Schro¨dinger croˆıt
tre`s rapidement avec le nombre d’atomes ce qui rend, en principe, le proble`me insol-
vable. Il existe cependant des me´thodes qui permettent de re´soudre ces e´quations
(appele´es ab initio, car elles permettent de de´crire inte´gralement le syste`me quan-
tique sans connaˆıtre a priori ses caracte´ristiques (forces d’interactions, distances
d’e´quilibre, fre´quences de vibrations)). Dans ce chapitre, nous allons pre´senter
l’une de ces me´thodes, appele´e Density Functionnal Theory (DFT).
2.2.2.a. Hamiltonien du syste`me e´lectronique
Avec la DFT, on souhaite re´soudre l’e´quation de Schro¨dinger pour le syste`me
e´lectronique d’un syste`me atomique dont le Hamiltonien s’e´crit, pour n e´lectrons
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et N atomes, sous la forme suivante :
Hˆ =
− ~22me
∑
i
∇2i +
∑
i,I
ZIe
2
ri −RI +
1
2
∑
i!=j
e2
ri − rj + EII
 (2.44)
ou` I correspond aux noyaux de charge ZI , de position RI et de masse M et i, j
deux e´lectrons du syste`me de charge e, de masse me et de position ri. et rj. Le
premier terme de´crit l’e´nergie cine´tique des e´lectrons, tandis que les deux termes
suivants correspondent aux interactions colombiennes entre particules charge´es
(noyaux charge´s positivement et e´lectrons charge´s ne´gativement). EII est l’e´nergie
d’interaction entre atomes qui est ici suppose´e constante puisque les atomes sont
fixes. Dans la suite, les notations en lettres majuscules (R, M, I) repre´senteront
les noyaux et en lettres minuscules (r, m et i) les e´lectrons.
En me´canique quantique, l’e´nergie du syste`me de´crit ci-dessus est obtenue en
re´solvant l’e´quation de Schro¨dinger inde´pendante du temps :
HˆΨ = EΨ (2.45)
Par convention, le Hamiltonien (2.44), qui de´crit la partie e´lectronique du syste`me
(et qui donc caracte´rise les interactions entre les atomes), peut s’e´crire sous la
forme simplifie´e suivante :
Hˆ = [Tˆ + Vˆext + Vˆee + EII ] (2.46)
Ou` Vˆext correspond au potentiel agissant sur les e´lectrons duˆ a` la pre´sence des
noyaux, Vˆee correspond aux interactions e´lectrons-e´lectrons et Tˆ est le terme de
l’e´nergie cine´tique des e´lectrons.
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2.2.2.b. Matrice densite´
E´tant donne´ que la re´solution de l’e´quation de Schro¨dinger pour le Hamiltonien
2.45 est une fonction a` 3n variables, l’effort ne´cessaire pour la calculer croˆıt tre`s
rapidement. Meˆme pour des syste`mes assez petits (quelques dizaines d’atomes),
les ordinateurs actuels ne peuvent obtenir cette solution en un temps raisonnable.
C’est ce qui motive encore aujourd’hui l’utilisation de la DFT qui, comme cela
sera de´taille´ dans la section 2.2.2.c, consiste a` montrer que la densite´ qui minimise
l’e´nergie (ou plus exactement la fonctionnelle e´nergie de la densite´) est la densite´
exacte de l’e´tat fondamental. Ceci permet de remplacer le proble`me a` 3n variables
en un proble`me a` 3 variables d’espace (la densite´ e´tant une fonction des variables
d’espace).
En me´canique quantique, on de´finit l’ope´rateur densite´ comme le produit scalaire
suivant :
nˆ = pi | Ψi〉〈Ψi | (2.47)
ou` | ψi〉 sont les fonctions d’ondes du syste`me e´lectronique et pi est la probabilite´
moyenne d’occupation de l’e´tat i. Ce qui permet d’e´crire la valeur moyenne d’une
observable :
〈Aˆ〉 = pi〈Ψi|Aˆ|Ψi〉 = Tr(nˆAˆ) (2.48)
On peut donc, avec la connaissance de l’ope´rateur densite´, calculer la valeur
moyenne d’une observable. La matrice densite´ introduit une dimension statistique
au syste`me quantique au lieu d’une description par des fonctions d’onde.
2.2.2.c. The´orie de la fonctionnelle de la densite´
The´ore`me d’Hohenberg-Khon En 1964, Honhenberg et Kohn ont publie´ deux
the´ore`mes fondateurs de la DFT. Le premier de ces the´ore`mes pose un cadre
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the´orique pour re´soudre l’e´quation de Schro¨dinger, tandis que le second rend cette
the´orie re´alisable d’un point de vue pratique. L’objectif d’Hohenberg et Kohn
(1964) e´tait de montrer qu’a` partir d’une fonctionnelle de la densite´, on peut
obtenir la solution exacte pour un syste`me a` plusieurs particules. Ils ont pour cela
de´montre´ les deux the´ore`mes suivants :
Premier the´ore`me Pour tout syste`me de particules en interaction e´voluant dans
un potentiel externe Vext(r), la densite´ n0(r) de l’e´tat fondamental permet de
de´terminer exactement (a` une constante pre`s) Vext(r).
Connaissant le potentiel externe d’un syste`me, on peut calculer les fonctions d’onde
du syste`me (e´tats e´lectroniques) dont celles de l’e´tat fondamental en re´solvant
l’e´quation de Schro¨dinger. D’autre part, la connaissance des fonctions d’onde de
l’e´tat fondamental permet de calculer la densite´ n0(r) de cet e´tat comme nous
l’avons vu dans l’e´quation 2.47. D’apre`s ce the´ore`me, en connaissant n0(r) on
peut calculer Vext(r), ce qui implique que l’on peut faire e´voluer Vext(r) de fac¸on
re´cursive jusqu’a` ce que la valeur du potentiel soit converge´e (ce proce´de´ est appele´
Self-Consistency et donne naissance a` l’appellation Self-Consistent Field method
dont la DFT est l’une des de´clinaisons) :
Vext(r) HK⇐= n0(r)
S ↓ ↑
Ψi({r}) → Ψ0({r})
(2.49)
ou` HK de´signe les the´ore`mes de Honenberg et Kohn et S de´signe la re´solution de
l’e´quation de Schro¨dinger, Ψi est la fonction d’onde de l’e´tat i et Ψ0 est la fonction
d’onde de l’e´tat fondamental.
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De l’e´tat fondamental aux e´tats excite´s La connaissance de l’e´tat fondamental
d’un syste`me permet de calculer des proprie´te´s essentielles telles que l’e´nergie totale
ou la structure d’e´quilibre du syste`me. La DFT est une me´thode qui permet de
calculer de fac¸on pre´cise les proprie´te´s de l’e´tat fondamental. Pour calculer de
fac¸on pre´cise les proprie´te´s des syste`mes atomiques excite´s, d’autres me´thodes ont
vu le jour, notamment la Time-Dependent DFT (TDDFT, Runge et Gross (1984)).
Second the´ore`me L’e´nergie du syste`me peut s’exprimer sous la forme d’une
fonctionnelle densite´ E[n(r)] pour tout potentiel externe. La densite´ qui minimise
cette fonctionnelle est la densite´ de l’e´tat fondamental. Pour cette densite´, l’e´nergie
est la valeur de l’e´nergie dans l’e´tat fondamental.
Ce the´ore`me indique que la seule connaissance de la densite´ permet de calculer
l’e´nergie du syste`me dans l’e´tat fondamental, ce qui permet de remplacer le syste`me
a` n corps a` 3n variables par un syste`me a` un corps (qui est la densite´) a` 3 vari-
ables. La densite´ est a` la fois variable et solution du syste`me. Pour obtenir la
densite´ e´lectronique de l’e´tat fondamental, il sera donc ne´cessaire de proce´der par
ite´rations. L’e´nergie, dans ce cadre the´orique, s’e´crit :
EHK [n(r))] = T [n(r)] + EHartree[n(r)] +
∫
Vext(r)n(r)dr + EII (2.50)
ou` EII est l’e´nergie d’interaction entre les noyaux. Le terme de Hartree correspond
a` l’interaction entre les e´lectrons.
La de´monstration de ces deux the´ore`mes est maintenant couramment pre´sente´e
(Martin, 2004) et se base sur des reformulations usuelles de l’e´quation de l’e´nergie
en me´canique quantique.
Cependant, bien que le nombre de variables soit significativement re´duit, ces
the´ore`mes ne donnent pas la forme que doit avoir la fonctionnelle de la densite´.
57
On a donc simplement de´place´ le proble`me. Notamment, il n’est pas possible de
trouver une forme analytique a` T[n], la fonctionnelle de l’e´nergie cine´tique, dans
le cas ou` les e´lectrons sont en interaction.
Ansatz de Kohn-Sham De`s 1965, W. Kohn et L. Sham (Kohn et Sham, 1965) ont
propose´ un ansatz (principe) consistant a` remplacer le syste`me de n e´lectrons en
interaction (qui ne peut eˆtre re´solue analytiquement) par un syste`me a` n e´lectrons
inde´pendants subissant un potentiel externe. On peut alors remplacer la formule
(2.50) par :
EKS[n(r)] =
∫
Vext(r)n(r)dr+EHartree[n(r)]+EII +Exc[n(r)]+TKS[n(r)] (2.51)
ou` TKS est le terme de l’e´nergie cine´tique des e´lectrons libres sans interaction et
la somme des quatre premiers termes correspond au potentiel dans lequel ils se
de´placent. Exc[n(r)] est le terme d’e´change et corre´lation qui est le seul terme
non connu (qui sera calcule´ de manie`re approche´e, voir sec. 2.2.2.e) dans cette
formulation de l’e´nergie. Ceci permet d’e´crire un e´quation de Schro¨dinger sous la
forme :
Hˆφi(r) = iφi(r) (2.52)
ou` φi(r) sont les orbitales mono-e´lectroniques arbitraires de Kohn-Sham. Con-
trairement aux e´quations pre´ce´dentes, ici ce ne sont plus les fonctions d’onde mais
les orbitales e´lectroniques φi qui permettent de de´crire le syste`me. Ces e´quations
sont inde´pendantes et peuvent eˆtre re´solues analytiquement.
Il est a` noter que la formulation de la DFT, jusqu’a` l’ansatz de Kohn et Sham, ne
ne´cessite que tre`s peu d’approximations (Born-Oppenheimer) puisqu’elle ne se base
que sur des reformulations du proble`me. Le choix de la fonctionnelle permettant
de calculer le terme d’e´change et corre´lation est donc crucial (voir sec. 2.2.2.e).
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Dans ce formalisme, la densite´ e´lectronique s’exprime a` l’aide des orbitales mono-
e´lectroniques :
nˆ =
n∑
i
|φi〉〈φi| (2.53)
Un sche´ma inte´ressant, similaire a` celui donne´ pre´ce´demment (voir eq. (2.49)),
est pre´sente´ dans le livre de Richard M. Martin (Martin, 2004) pour comprendre
quelles sont les approximations utilise´es dans le but de parvenir au calcul de la
densite´ de l’e´tat fondamental. La partie gauche du sche´ma montre qu’avec les
Vext(r) HK⇐= n0(r) KS⇔ n0(r) HK0=⇒ VKS(r)
↓ ↑ ↑ ↓
Ψi({r}) → Ψ0({r}) Φi=1,n(r) ← Ψi(r)
the´ore`mes de Hohenberg et Kohn, il est possible, a` partir du potentiel externe
Vext agissant sur les atomes, de calculer les fonctions d’onde, et notamment celle
de l’e´tat fondamental. En calculant la densite´ on peut alors obtenir le potentiel
Vext. La partie droite du sche´ma concerne le meˆme syste`me mais avec le principe de
Kohn et Sham qui permet cette fois-ci de ne plus avoir un syste`me avec les fonctions
d’onde de n e´lectrons a` calculer mais un syste`me avec n orbitales inde´pendantes.
2.2.2.d. Calcul des forces
Connaissant la densite´ de l’e´tat fondamental, il est possible de calculer l’e´nergie
via sa fonctionnelle. Le the´ore`me d’Hellmann-Feynman (Feynman, 1939) donne la
relation permettant de calculer la variation d’e´nergie (E) en fonction d’une variable
du syste`me. En conside´rant la variation de l’e´nergie en fonction de la position, on
obtient les forces selon l’e´quation :
F = −∂E
∂R =
[
< Ψ | −∂H
∂R | Ψ > + <
dΨ
dR | H | Ψ > + < Ψ | H |
dΨ
dR >
]
(2.54)
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ou` Ψ est la fonction d’onde du syste`me e´lectronique.
Pour un e´tat propre, et si la base de projection (ondes planes, gaussienne...) est
comple`te et ne de´pend pas de la position des ions, dΨ
dR = 0. Dans le Hamiltonien,
les termes d’e´nergie cine´tique et de potentiel ne de´pendent pas des positions des
atomes, il reste donc :
F = −
∫
n(r)∂Vext(n(r))R dn(r)−
∂EII
∂R (2.55)
Dans le cas ge´ne´ral, les termes en dΨ
dR ne s’annulent pas, ce qui engendre des forces
supple´mentaires a` calculer. Par exemple, si la base est locale, il est ne´cessaire de
calculer la de´rive´e de la base d’ondes par rapport aux positions atomiques (Lin,
2002).
2.2.2.e. E´nergie d’e´change et corre´lation
Comme nous l’avons e´voque´ dans le paragraphe pre´ce´dent, la forme analytique de
l’e´nergie d’e´change et corre´lation n’est pas connue. Il faut donc avoir recourt a` des
mode`les pour formaliser cette fonctionnelle de la densite´. Il existe plusieurs fonc-
tionnelles de la densite´ qui de´crivent le terme de l’e´nergie d’e´change et corre´lation
pouvant eˆtre locales ou non-locales.
La premie`re fonctionnelle qui a e´te´ propose´e est de´rive´e du seul cas pour lequel
l’e´nergie d’e´change et corre´lation est connue, qui est le gaz homoge`ne d’e´lectrons.
Il s’agit d’une forme locale appele´e Local Density Approximation (LDA). Les fonc-
tionnelles de type GGA (Generalized Gradient Approximation) prennent en con-
side´ration la variation de la densite´ dans l’espace. On peut les e´crire sous la forme
ge´ne´rale suivante :
EGGAxc [n] =
∫
n(r)xc[n,∇n]dr (2.56)
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Il existe plusieurs formes de fonctionnelles de ce type dont deux des plus utilise´es
sont la fonctionnelle PBE (Perdew et al., 1996) et la fonctionnelle BLYP (Becke,
1988; Lee et al., 1988; Miehlich et al., 1989). Certaines sont construites a` partir
de donne´es empiriques (sur un grand nombre de structures) et d’autres a` partir
de principes de la me´canique quantique. Dans ce travail, nous avons utilise´ la
fonctionnelle GGA de type BLYP qui, pour l’eau, a montre´ un bon accord en-
tre l’expe´rience et les fonctions de distribution radiales (RDF) qui de´crivent la
structure du liquide (Sprik et al., 1996; Lin et al., 2012).
2.2.2.f. Imple´mentation
Pe´riodicite´ Afin de calculer les proprie´te´s du syste`me sur lequel on souhaite
travailler, il est ne´cessaire de le mode´liser dans un espace en trois dimensions. Il est
alors trivial d’imaginer une boˆıte de simulation dans laquelle on place une mole´cule
ou une macromole´cule a` e´tudier. Cependant, s’il est the´oriquement possible de
de´crire des objets macroscopiques, la taille du syste`me qui peut eˆtre simule´ est
contrainte techniquement. En effet, si l’on souhaite calculer l’e´nergie d’un syste`me
a` un instant t et que l’on suppose que tous les atomes du syste`me interagissent
entre eux, il est ne´cessaire de calculer pour N atomes l’e´nergie potentielle due a`
ses (N-1) voisins, ce qui fait au final N(N-1) ope´rations.
Cette limite peut eˆtre repousse´e en utilisant des potentiels d’interactions em-
piriques qui seront pre´sente´s par la suite mais, pour de nombreux proble`mes ou`
l’on souhaite utiliser des me´thodes ab initio, seuls quelques certaines d’atomes peu-
vent eˆtre conside´re´es (cela de´pend e´galement de la proprie´te´ physique a` laquelle on
souhaite acce´der). Si l’on conside`re une boˆıte en trois dimensions d’un empilement
d’une centaine d’atomes compacts, ses arreˆtes ne mesurent que quelques dizaines
d’angstro¨ms, ce qui est tre`s infe´rieur aux dimensions de la plupart des structures
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Figure 2.5.: Boˆıte de simulation. Seuls les atomes situe´s dans la boˆıte centrale rouge sont
simule´s. Les interactions avec leurs voisins hors de la boˆıte sont reproduites a`
l’aide de conditions pe´riodiques aux bords de cette boˆıte.
que l’on peut e´tudier (empilements atomiques ou cristaux par exemple).
Pour re´duire au maximum la taille de la boˆıte de simulation, il est possible de
modifier les conditions aux bords de la boˆıte. La me´thode la plus largement
utilise´e, et qui permet de reproduire des syste`mes de taille the´oriquement infinie,
est celle des conditions aux bords pe´riodiques. La figure 2.5 illustre la cas d’un
cristal 2D (agencement d’atomes pe´riodique) dont les atomes de la cellule ini-
tiale (rouge) sont reproduits pe´riodiquement suivant les deux directions de l’espace
(noir). Dans cette me´thode, un atome se situant en bordure de boˆıte interagira
avec les atomes voisins dans la cellule de simulation (rouge) ainsi qu’avec les voisins
appartenant aux cellules images (noir). Ainsi, on peut reproduire un cristal par-
fait infini puisque tous les atomes interagissent avec leurs voisins les plus proches
quelque soit leur position dans la boˆıte. On supprime donc les effets des bords de
la boˆıte, cependant, cela peut e´galement induire des proble`mes dus a` la pe´riodicite´
(somme de dipoˆles infinie (Cohen et Keffer, 1955) ou aux effets de taille.
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Base d’ondes planes Pour re´soudre l’e´quation de Kohn et Sham, on projette
les fonctions d’onde sur une base. La base d’ondes planes pre´sente de nombreux
avantages (paralle´lisable, adapte´e aux syste`mes pe´riodiques et passage rapide de
l’espace re´el a` l’espace re´ciproque et inversement (FFT)). En utilisant le the´ore`me
de Bloch, on peut e´crire les orbitales de KS sous la forme :
φi(k) =
1√
Ω
∑
G
cki (G)eiG.r (2.57)
ou` cki (G) sont les coefficients d’onde plane et G est un vecteur unitaire du re´seau
re´ciproque afin que les ondes planes aient la pe´riodicite´ du re´seau, k est un vecteur
d’onde appartenant a` la premie`re zone de Brillouin et ω est le volume de la boˆıte de
simulation. The´oriquement, la somme sur les vecteurs G devrait eˆtre infinie. En
pratique, on de´finit une limite pour laquelle les vecteurs ne sont plus conside´re´s,
de´finie par l’e´nergie de cutoff :
1
2 | G + k |
2< Ecutoff (2.58)
Plus l’e´nergie de cutoff est grande, plus de petites variations dans la fonction d’onde
pourront eˆtre prises en compte. Avec cette base, les temps de calcul sont lie´s a`
l’e´nergie de cutoff choisie. L’inconve´nient majeur est que meˆme les re´gions vides
de l’espace (voir figure 2.6) seront dote´es d’un tre`s grand nombre d’ondes planes ce
qui rallonge grandement les calculs, par exemple pour les syste`mes non-pe´riodiques
(ou non compacts) tels que des mole´cules, des surfaces ou des agre´gats.
Pour calculer la densite´, l’e´nergie de cutoff doit eˆtre choisie plus e´leve´e e´tant donne´
qu’elle est calcule´e comme le carre´ d’une fonction d’onde (voir eq. (2.47)), ce qui
fait que ses variations sont plus rapides. Dans la base d’ondes planes, la densite´
e´lectronique (et donc l’e´nergie) peut eˆtre e´crite comme une somme sur les vecteurs
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d’onde de la zone de Brillouin :
n(r) = 1
Nk
∑
k
∑
i
| φk,i(r) |2 (2.59)
ou` Nk est le nombre de points k de la zone de Brillouin. A` nouveau, cette
somme devrait eˆtre infinie mais il est possible d’e´chantillonner la zone de Bril-
louin (inte´gration dans la zone de Brillouin, Monkhorst et Pack (1976)) afin de
limiter le nombre de calculs graˆce a` des conside´rations de syme´trie. De nom-
breuses proprie´te´s peuvent eˆtre e´crites sous cette forme ce qui donne une grande
importance a` l’e´chantillonnage de cette zone ainsi qu’a` l’e´nergie de cutoff choisie.
Figure 2.6.: Sche´matisation des variations de la fonction d’onde en fonction de la densite´
e´lectronique.
Pseudo-potentiels Proche des noyaux, la fonction d’onde (et la densite´) varie
tre`s rapidement (voir figure 2.6) ce qui ne´cessite des e´nergies de cutoff plus e´leve´es.
Pour re´duire la durete´ du potentiel, on conside`re en premie`re approximation que
les e´lectrons de cœur ne participent pas a` la liaison, ce qui fait que l’on peut appro-
ximer leur densite´ par celle de l’atome isole´ (approximation de cœurs gele´s). Pour
cela, on utilise souvent des pseudo-potentiels qui se´parent les e´lectrons de cœur des
e´lectrons des couches supe´rieures (valence). Les e´lectrons de cœur, qui jouent peu
de roˆle dans les liaisons inter-atomiques, sont remplace´s par un potentiel re´pulsif
tandis que les e´lectrons de valence sont de´crits par des pseudo-fonctions d’onde.
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Figure 2.7.: Sche´ma du remplacement de la fonction d’onde par un pseudo-potentiel.
Cela permet de conside´rer des e´nergies de cutoff moins e´leve´es et donc de re´duire
les temps de calcul. Cependant, la contrainte est que le pseudo-potentiel doit avoir
la meˆme valence que le ve´ritable Hamiltonien du syste`me.
Hamann et al. (1979) ont propose´ une me´thode pour ge´ne´rer des pseudo-potentiels
de type norm-conserving qui ont comme particularite´ d’avoir une densite´ e´gale
pour des rayons supe´rieurs a` un rayon de coupure rc donne´. Pour ge´ne´rer un
pseudo-potentiel, il est ne´cessaire de calculer, pour un atome isole´, la fonction
d’onde en conside´rant tous les e´lectrons. Les pseudo-fonctions d’onde sont ensuite
construites afin de respecter les crite`res norm-conserving et le pseudo-potentiel est
obtenu a` partir de la re´solution de l’e´quation de Schro¨dinger.
Il existe des bases de donne´es dans lesquelles sont re´pertorie´s des pseudo-potentiels
ge´ne´re´s a` l’aide de diffe´rentes fonctionnelles et pour les diffe´rents atomes du tableau
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pe´riodique. Cependant, ces pseudo-potentiels doivent eˆtre consciencieusement
valide´s avant d’eˆtre utilise´s afin, notamment, de choisir une e´nergie de cutoff
suffisamment e´leve´e pour que l’e´nergie et les forces du syste`me calcule´es soient
converge´es.
2.2.2.g. Pseudo-potentiels utilise´s dans cette e´tude
Dans cette e´tude, les pseudo-potentiels utilise´s ont e´te´ ge´ne´re´s avec une fonction-
nelle BLYP (de type GGA). Tous les pseudo-potentiels sont issus des bases de
donne´es de Quantum Espresso (pw-scf, Giannozzi et al. (2009)) ou de CPMD
(CPMD, 1997) excepte´ le pseudo-potentiel pour le lithium que nous avons ge´ne´re´.
Pour les syste`mes comprenant du silicium, nous avons utilise´ un pseudo-potentiel
qui permet de re´duire l’e´nergie de cutoff a` 80 Ry. Pour le lithium, en PIMD, nous
avons duˆ utiliser un potentiel tous e´lectrons (voir sec. 2.2.2.h).
2.2.2.h. Pseudo-potentiel du lithium
Ge´ne´ration du pseudo-potentiel du lithium Certaines bases de donne´es de
pseudo-potentiels proposent des pseudo-potentiels pour le lithium. Cependant,
ils n’ont pas e´te´ utilise´s pour re´aliser les calculs en PIMD car ils comprennent des
corrections non-line´aires pour les e´lectrons de cœur (non linear core corrections,
NLCC Louie et al. (1982)), ou bien ils sont e´crits dans un format qui n’est pas
adapte´ au code utilise´ PINY MD (Martyna et Tuckerman, 2005).
Afin de re´aliser des trajectoires PIMD ab initio pour le calcul du fractionnement
isotopique du lithium, nous avons ge´ne´re´ un pseudo-potentiel du lithium a` 3
e´lectrons de type Troullier-Martin (Troullier et Martins, 1991) en utilisant la fonc-
tionnelle BLYP. La structure de re´fe´rence utilise´e pour ge´ne´rer le pseudo-potentiel
est la meˆme que celle utilise´e pour les autres pseudo-potentiels durs du lithium
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(1s22p12s0, avec des rayons de coupure 0.75, 2.7 et 0.75). Le pseudo-potentiel
a e´te´ ge´ne´re´ avec le code de ge´ne´ration de pseudo-potentiels inte´gre´ a` Quantum
Espresso (Giannozzi et al., 2009).
Convergence de la pression La figure 2.8 pre´sente l’e´volution de la pression
d’un cristal de Li2O (avec le parame`tre de maille expe´rimental : Bijvoet et al.,
1926) en fonction de l’e´nergie de cutoff choisie pour la base d’ondes planes pour
diffe´rents pseudo-potentiels. La convergence du pseudo-potentiel avec corrections
non-line´aires pour les e´lectrons de cœur est atteinte a` 120 Ry et reste stable jusqu’a`
200 Ry tandis que les deux potentiels sans correction convergent plus rapidement
mais oscillent autour d’une valeur de pression moyenne. La convergence est donc
plus difficilement atteinte avec les potentiels tous e´lectrons.
Figure 2.8.: Calcul de la pression sur Li2O vs Ecut. [1] : pseudo-potentiel du lithium avec
correction pour les atomes de cœur issu de la base de donne´es pw-scf
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2.3. Dynamique mole´culaire
Dans la premie`re partie de ce chapitre, nous avons pre´sente´ deux me´thodes per-
mettant de calculer les interactions entre les e´lectrons. Cette partie est consacre´e
a` la dynamique mole´culaire pour laquelle la description des interactions entre les
atomes est essentielle.
La dynamique mole´culaire (DM) est une approche statistique tre`s re´pandue pour
le calcul des proprie´te´s thermodynamiques d’un syste`me (notamment un syste`me
liquide). Dans la dynamique mole´culaire classique, on conside`re que les noyaux
sont ponctuels. Le syste`me e´lectronique est alors conside´re´ comme inde´pendant du
syste`me nucle´ique (approximation de Born-Oppenheimer, voir 2.2.2). Connaissant
les forces, on fait e´voluer le syste`me le long d’une trajectoire (par exemple, en
inte´grant les e´quations de Newton) et on calcule l’espe´rance mathe´matique d’une
variable du syste`me (voir 2.3).
Pour produire une trajectoire en dynamique mole´culaire, il est ne´cessaire d’avoir
acce`s aux interactions pour de´finir les forces agissant sur les atomes et donc la po-
sition des atomes au pas de temps t+∆t. Pre´cisons que l’intervalle d’inte´gration
∆t choisi pour l’inte´gration temporelle de la dynamique doit ne´cessairement cor-
respondre a` une pe´riode plus petite que celle associe´e a` la plus grande fre´quence
de vibration du syste`me.
Selon la fac¸on dont sont prises en compte les interactions, cela donne lieu a` la
dynamique mole´culaire dite “empirique” (potentiels empiriques) ou ab initio (telles
que la BOMD et la CPMD, voir sec. 2.3.3).
Ne´anmoins, il est possible d’aller au-dela` de l’approximation classique et de con-
side´rer l’aspect quantique des noyaux. Une me´thode de choix pour faire cela, est
d’utiliser la Dynamique Mole´culaire des Inte´grales de Chemin (PIMD, voir sec.
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2.4). A` nouveau, les interactions peuvent eˆtre traite´es de fac¸on empirique ou alors
il est possible de faire un calcul de nature totalement quantique (en calculant la
densite´ e´lectronique, avec la DFT par exemple).
L’exploration de l’espace des phases peut ne´cessiter une trajectoire longue. Nous
verrons par la suite qu’il est possible d’acce´le´rer la vitesse de l’e´chantillonnage
en utilisant des thermostats, en perdant ne´anmoins des informations sur les pro-
prie´te´s dynamiques telles que le coefficient de diffusion d’une espe`ce en solution,
ou la viscosite´ d’un fluide (Viscardy et Gaspard, 2003). Pour ces proprie´te´s, on
s’inte´resse a` l’e´volution de la boˆıte de simulation dans le temps (de´placement des
atomes dans la boˆıte), qui est modifie´e par les thermostats.
Fonction de partition En physique statistique, la fonction de partition (Z) est
lie´e a` la probabilite´ pour le syste`me d’eˆtre dans l’un des e´tats microscopiques
(il s’agit des configurations des atomes appele´es micro-e´tats) du syste`me. Les
proprie´te´s thermodynamiques (pression, e´nergie, e´nergie libre...) peuvent eˆtre
de´termine´es a` partir de cette fonction ainsi que de ses de´rive´es. Cette dernie`re
de´pend de l’e´nergie de tous les micro-e´tats accessibles au syste`me.
Z =
∑
i
e−βi (2.60)
ou` i corespond a` l’e´nergie du micro-e´tat i et β = 1kBT . La probabilite´ que le
syste`me soit dans un micro-e´tat donne´ s’e´crit :
Pi =
1
Z
e−βi (2.61)
ou` Z ponde`re la probabilite´ de sorte que la somme de toutes les probabilite´s soit
e´gale a` 1. On remarque ici que les e´tats de haute e´nergie ont une probabilite´
plus faible d’eˆtre observe´s, ce qui est cohe´rent avec le principe de minimisation de
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l’e´nergie (les e´tats d’e´nergie plus basse sont plus stables).
Observable et dynamique mole´culaire Pour des syste`mes de´sordonne´s a` grande
e´chelle (tels que des liquides), la taille du syste`me est bien plus grande que celle de
la boˆıte de simulation et il n’existe pas de pe´riodicite´. Cependant, d’un point de
vue pratique, on peut de´crire un liquide global comme un ensemble de micro-e´tats.
On assimile les micro-e´tats a` des boˆıtes plus petites (voir figure 2.9). La valeur
d’une observable A mesure´e a` l’e´chelle macroscopique est alors e´gale a` l’inte´grale
ponde´re´e sur tous les micro-e´tats possibles.
< A >λ=
∫
λ a(i)e−βλdλ∫
λ e
−βλdλ
(2.62)
ou` λ correspond a` l’ensemble des configurations de la trajectoire, a(i) est la fonction
associe´e a` l’observable A.
La dynamique mole´culaire permet d’atteindre tous les micro-e´tats et donc de re-
produire le liquide global en faisant e´voluer une unique boˆıte dans le temps. Pour
cela, il est ne´cessaire que le syste`me e´volue de fac¸on ergodique afin de correctement
e´chantillonner l’espace des phases (le chemin suivi par l’e´tat initial doit atteindre
tous les autres e´tats avec la meˆme probabilite´ d’apparition que dans le liquide
global de´coupe´ en micro-e´tats). D’un point de vue mathe´matique, on e´crit la
relation suivante correspondant au principe ergodique :
< A >λ=
∫
λ a(i)e−βEλdλ∫
λ e
−βEλdλ
= lim
t−>∞
1
t
∫ t0+t
t0
Adt = a¯ (2.63)
D’un point de vue sche´matique (figure 2.9), cela correspond a` l’assimilation de
l’e´tat obtenu a` chaque pas de temps a` un nouveau micro-e´tat. Lorsque l’e´chantillonnage
est correctement reproduit, on dit que le syste`me est e´quilibre´. Ce qui est tre`s
inte´ressant puisque l’on obtient ainsi une proprie´te´ thermodynamique a` partir
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Figure 2.9.: Repre´sentation sche´matique de la dynamique mole´culaire pour simuler une phase
liquide. La valeur d’une observable calcule´e sur le liquide dans sa globalite´ est
e´gale a` celle calcule´e sur une succession de configurations inde´pendantes obtenues
sur les petites boˆıtes noires.
d’un e´chantillonnage et d’une me´thode statistique.
Algorithme d’inte´gration Il existe plusieurs me´thodes pour inte´grer les forces
afin de faire e´voluer la dynamique mole´culaire. Dans ce travail, nous avons utilise´
l’algorithme Velocity-Verlet (Verlet, 1967) qui est tre`s re´pandu car il permet d’utili-
ser peu de me´moire (et donc de re´duire les temps de calcul). En 1967, Verlet
(1967) propose un algorithme permettant d’obtenir la position des atomes au temps
t+∆t en utilisant un de´veloppement de Taylor autour de t+∆t et t-∆t. C’est
une me´thode encore tre`s utilise´e aujourd’hui qui est essentielle a` la dynamique
mole´culaire. L’e´quation de Taylor permet d’e´crire le de´veloppement suivant :
R(t+ ∆t) = R(t) + V(t)∆t+ (1/2)A(t)∆t2 (2.64)
V(t+ ∆t/2) = V(t) + (1/2)A(t)∆t (2.65)
ou` R, V et A sont les positions, les forces et l’acce´le´ration des atomes du syste`me.
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Ce qui permet d’obtenir :
V(t+ ∆t) = V(t+ ∆t/2 + ∆t/2) = V(t+ ∆t/2) + (1/2)A(t+ ∆t/2)∆t (2.66)
L’acce´le´ration peut eˆtre obtenue en inte´grant le potentiel :
A(t+ ∆t) = −(1/M)∇V (R(t+ ∆t)) (2.67)
ou` M est la masse des atomes. En remplac¸ant l’e´quation (2.64) dans l’e´quation
(2.67), on obtient :
A(t+ ∆t) = −(1/M)∇V
(
R(t) + V(t)∆t+ (1/2)A(t)∆t2
)
(2.68)
Il est donc possible de calculer l’acce´le´ration au temps t+∆t en connaissant la
position, la vitesse et l’acce´le´ration a` l’instant t.
Ensembles thermodynamiques Il existe plusieurs ensembles thermodynamiques
qui correspondent a` des re´alite´s expe´rimentales que l’on peut souhaiter reproduire
nume´riquement. L’ensemble micro-canonique, pour lequel le nombre de particules,
le volume et l’e´nergie totale sont conserve´s (N,V,E), correspond a` un syste`me isole´
(pas d’e´changes d’e´nergie ou de particules). Les autres ensembles sont compose´s
du syste`me a` e´tudier et d’un re´servoir de taille infinie qui e´change avec le syste`me
principal pour controˆler les parame`tres de la dynamique (par exemple, de la chaleur
sous forme d’e´nergie, ou des particules). L’ensemble canonique (N,V,T) correspond
a` un syste`me a` l’e´quilibre thermique, l’ensemble isobarique (N,P,T) correspond a`
un syste`me controˆle´ en pression et en tempe´rature et l’ensemble grand canonique
(V,T,µ) correspond a` un syste`me a` l’e´quilibre chimique.
Selon l’expe´rience que l’on souhaite reproduire, il est ne´cessaire de controˆler cer-
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tains parame`tres pour que les micro-e´tats soient parcourus en accord avec l’ensem-
ble choisi. Par exemple, l’ensemble (N,V,T) peut eˆtre obtenu en utilisant des ther-
mostats pour contraindre la tempe´rature (voir section 2.3.1). Dans cette e´tude,
nous avons place´ les syste`mes dans l’ensemble (N,V,T) car nous souhaitons e´tudier
des phe´nome`nes a` tempe´rature finie. En principe (Polyakov et Kharlashina, 1994),
pour calculer le fractionnement isotopique a` l’e´quilibre, il faudrait se placer dans
l’ensemble (N, P, T). Ceci est lie´ aux faibles effets isotopiques sur la densite´ atom-
ique qui sont documente´s uniquement pour les isotopes de l’hydroge`ne. Nous avons
conside´re´ que ces effets pouvaient eˆtre ne´glige´s dans le cadre de notre e´tude.
2.3.1. Thermostats
Afin de re´aliser une dynamique mole´culaire dans l’ensemble (N,V,T), il est ne´ces-
saire de controˆler correctement la tempe´rature. D’autre part, les thermostats
permettent d’acce´le´rer l’exploration de l’espace des phases, rendant plus efficace
le calcul des proprie´te´s statistiques. Il en existe plusieurs types qui permettent
de reproduire plus ou moins bien la distribution des moments de la quantite´ de
mouvement correspondant a` l’ensemble (N,V,T). De nombreux travaux ont e´te´
mene´s pour les ame´liorer.
Les thermostats les plus utilise´s aujourd’hui consistent a` ajouter des termes (varia-
bles) au syste`me pour imiter les proprie´te´s d’un bain thermique qui controˆlerait la
tempe´rature. Autrement dit, le mouvement d’une particule est modifie´ re´gulie`re-
ment par un terme externe modifiant son impulsion. Il en existe deux grandes
cate´gories : les thermostats ge´ne´ralise´s pour lesquels on utilise un seul bain pour
tout le syste`me et les thermostats massifs (locaux) qui sont applique´s a` tous les
degre´s de liberte´ du syste`me. Dans le cas des thermostats ge´ne´ralise´s, les termes
correctifs applique´s a` chaque particule sont calcule´s a` partir de l’e´nergie cine´tique
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de l’ensemble des particules, de manie`re a` maintenir une e´nergie cine´tique totale
(donc une tempe´rature) rigoureusement constante. Dans le cas des thermostats
massifs en revanche, le terme correctif applique´ a` un atome donne´ ne de´pend que
de son impulsion propre. Ce type de thermostat est a priori plus propice a` une
exploration efficace de l’espace des phases, mais permet une certaine fluctuation
de la tempe´rature du syste`me.
Par ailleurs on distingue deux types de thermostats : les thermostats stochas-
tiques et les thermostats de´terministes. Dans le cas des thermostats stochastiques,
un tirage ale´atoire (des perturbations applique´es) est effectue´ a` chaque applica-
tion. Un cas tre`s simple consiste a` rede´finir toutes les vitesses a` partir d’un tirage
ale´atoire selon une loi gaussienne autour de la vitesse moyenne correspondant a` la
tempe´rature choisie (v¯2 ∝T, Andersen (1980)). Ceci peut permettre de calculer
une structure de liquide. Cependant, dans ce cas particulier, on perd l’ergodicite´
du syste`me. On n’est donc plus en mesure de calculer une observable en utilisant
les configurations de la trajectoire. Certains thermostats stochastiques conservent
cependant l’ergodicite´. Parmi les thermostats importants de type stochastique,
on notera le thermostat de Langevin (Bussi et al., 2007) pour lequel on remplace
les e´quations de la me´canique Newtonienne par d’autres e´quations diffe´rentielles
dans lesquelles intervient un terme de type stochastique (Stochastic Differencial
Equations, SDE). Ces approches de type Langevin sont actuellement tre`s e´tudie´es
pour ame´liorer la dynamique (notamment avec des bains thermiques quantiques,
Dammak et al. (2009)). Enfin, la me´thode GLE (generalized Langevin equations,
Stella et al. (2014)) fait partie des nouveaux thermostats qui sont actuellement
de´veloppe´s, notamment pour la me´thode PIMD que nous utilisons dans ce travail
(Ceriotti et al., 2011).
Les thermostats de´terministes sont eux re´alise´s en appliquant une perturbation
fonction uniquement des caracte´ristiques (position et vitesse) des particules a`
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l’instant t. Il s’agit typiquement de forces de type frottement (ou “anti-frottement”,
qui acce´le`rent une particule au lieu de la freiner). Avec ces thermostats, on conserve
en principe l’ergodicite´. Le thermostat de Nose´-Hoover (Martyna et al., 1992), qui
est de´crit dans la section suivante (sec. 2.3.1), permet de reproduire l’ensemble
(N,V,T). C’est celui que nous avons utilise´ dans cette e´tude. Il s’agit d’un thermo-
stat de´terministe pouvant eˆtre soit massif soit ge´ne´ralise´. D’autre part, ils peuvent
eˆtre adapte´s pour diffe´rents types de dynamiques et en particulier la dynamique
ab initio CPMD (Martyna et al., 1992).
Thermostats de Nose´-Hoover Au cours de cette the`se, nous avons utilise´ des
thermostats de Nose´-Hoover (Martyna et al., 1992) applique´s a` tous les degre´s
de liberte´ du syste`me. Ces thermostats consistent a` ajouter aux e´quations du
mouvement des noyaux un terme de la forme d’un terme de friction. Les e´quations
de Nose´-Hoover sont de´finies ainsi :
MIR¨I = −∇IVext(R)−MI η˙R˙I (2.69)
Qη¨ =
N∑
I=1
MIR˙2I − gkBT (2.70)
ou` g est le nombre de degre´s de liberte´s (g=3N-1). Le terme Q est alors assimile´
a` une masse associe´e au thermostat, η correspond a` un degre´ de liberte´ ajoute´ au
syste`me associe´ au thermostat. Par conse´quent le terme MI η˙R˙I est un terme de
friction entre les deux syste`mes, qui permet l’e´change d’e´nergie.
Avec ces e´quations, la quantite´ qui est conserve´e est le Hamiltonien total du
syste`me incluant le thermostat :
H = Vext(R) +
N∑
I=1
1
2MIR˙
2
I +
1
2Qη˙
2 + gkBTη (2.71)
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ou` Vext(R) est le potentiel duˆ a` la pre´sence des ions. En pratique, on couple
a` chaque degre´ de liberte´ du syste`me un thermostat de type Nose´-Hover (Nose´-
Hoover massif). D’autre part, un seul thermostat ne permet pas d’assurer dans
tous les cas une distribution canonique correcte (en particulier pour les syste`mes
tre`s harmoniques, Martyna et al. (1992)). Pour ame´liorer l’efficacite´ de la simu-
lation a` produire une trajectoire ergodique, on utilise des chaˆınes de plusieurs
thermostats (Nose´ Hoover Chains, NHC, typiquement de longueur 4). Dans le cas
d’une chaˆıne a` deux thermostats, le coefficient η d’un thermostat est affecte´ par
l’action d’un thermostat secondaire. Pour cette chaˆıne, a` la place des e´quations
(2.69), on a le syste`me d’e´quations :
MIR¨I = −∇IVext(R)−MI η˙1R˙I (2.72)
Q1η¨1 = [
N∑
I=1
MIR˙2I − gkBT ]−Q1η˙1η˙2 (2.73)
Q2η¨2 = Q1η˙12 − kBT (2.74)
Cependant, chaque ajout de thermostat augmente le nombre de degre´s de liberte´,
ce qui peut allonger les temps de calcul. Tout au long de ce travail, nous avons
utilise´ des chaˆınes NHC massives de longueur 4.
Pour des dynamiques mole´culaires classiques, l’imple´mentation est facilite´e par le
fait que l’ordre de grandeur des fre´quences du syste`me soit connu. Le controˆle de la
tempe´rature a` l’aide de thermostats est plus complique´ dans le cas des PIMD pour
plusieurs raisons. Premie`rement, une PIMD est naturellement non-ergodique (voir
sec. 2.4.3), et il est donc ne´cessaire d’utiliser des thermostats permettant d’obtenir
des valeurs statistiquement correctes. D’autre part, l’imple´mentation en est plus
difficile car le spectre vibrationnel est se´pare´ en deux : d’une part le spectre
vibrationnel du syste`me classique ; d’autre part celui d’oscillateurs harmoniques
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introduits par la me´thode (voir sec. 2.4), de fre´quences tre`s diffe´rentes. Par
exemple, pour une simulation PIMD la fre´quence maximale est d’environ 8000
cm−1 pour l’eau au lieu de 3500 cm−1 en MD classique (voir Markland (2012)).
Les proble`mes spe´cifiques a` la PIMD seront discute´s en section 2.4.3.
2.3.2. Dynamique mole´culaire empirique
La dynamique mole´culaire empirique consiste a` conside´rer des potentiels d’inter-
action empiriques entre les atomes. Dans ce cas, le calcul des positions des atomes
a` t+∆t se fait en de´rivant l’e´nergie potentielle pour obtenir le champ de forces
(eq. 2.38). L’e´quation du potentiel e´tant analytique, les inte´grales peuvent eˆtre
calcule´es de fac¸on analytique ou par diffe´rences finies.
Cette dynamique mole´culaire e´tant base´e sur des potentiels empiriques, elle a
les meˆmes avantages (vitesse de calculs) et inconve´nients (non pre´dictif et peu
transfe´rable). Cela reste malgre´ tout une me´thode largement utilise´e, souvent pour
e´tudier des syste`mes assez grands ou ne´cessitant une longue trajectoire (diffusion).
2.3.3. Dynamique mole´culaire ab initio
E´tant donne´ qu’il est possible de calculer les interactions entre atomes a` l’aide
de me´thodes ab initio (par exemple la DFT), on peut envisager de re´aliser une
dynamique mole´culaire ab initio. Du fait qu’il faille conside´rer deux sous-syste`mes
(les noyaux d’un coˆte´ et les e´lectrons de l’autre), il existe des techniques spe´cifiques
a` ce type de dynamique mole´culaire. En particulier, nous allons pre´senter la
me´thode CPMD dans lequel on fait e´voluer conjointement les deux syste`mes dis-
tincts que sont les noyaux et les e´lectrons.
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De´placement classique du noyau En premie`re approximation les noyaux sont
localise´s (leur fonction d’onde est peu e´tendue par rapport aux distances inter-
atomiques), on peut interpreˆter leur mouvement par un mouvement classique de´crit
par la relation de Newton :
MI{R¨I} = −∇JVe({RI(t)}) (2.75)
ou` le potentiel effective Ve correspond a` la densite´ e´lectronique dans laquelle se
de´placent les atomes :
Ve =
∫
ψ∗Heψdr (2.76)
ou` ψ est la fonction d’onde e´lectronique.
Hamiltonien e´lectronique En conside´rant, comme nous l’avons fait dans la par-
tie 2.2, que les atomes sont fixes par rapport aux e´lectrons ( l’approximation
de Born-Oppenheimer), et que ces derniers se de´placent dans un champ de po-
tentiel cre´e´ par les noyaux, le Hamiltonien du syste`me est donc le Hamiltonien
e´lectronique utilise´ pour la DFT (eq. (2.44)).
BOMD Une me´thode pour re´aliser une dynamique mole´culaire ab initio, ap-
pele´e dynamique mole´culaire de Born-Oppenheimer (BOMD), consiste a` calculer
a` chaque pas de temps l’e´tat fondamental e´lectronique puis a` calculer les forces
agissant sur les atomes pour faire e´voluer le syste`me. Cependant, cette me´thode
est assez lourde a` cause de la ne´cessite´ de recalculer la densite´ e´lectronique a` chaque
pas de temps. L’e´quation du Lagrangien re´gissant cette dynamique mole´culaire
peut s’e´crire sous la forme :
LBOMD =
∑
I
1
2MIR˙
2
I− < ψ0 | Hˆe | ψ0 > (2.77)
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ou` Hˆe est le Hamiltonien du syste`me e´lectronique. Le premie`re terme correspond
a` un terme d’e´nergie cine´tique des noyaux traite´s classiquement tandis que le
second terme correspond a` l’e´nergie potentielle du syste`me (due aux interactions
e´lectroniques).
2.3.3.a. CPMD
Car et Parrinello (1985b) ont propose´ la me´thode appele´e dynamique mole´culaire
Car Parrinello (CPMD). Le principe est de se´parer le mouvement des e´lectrons et
du noyau en donnant une masse fictive aux e´lectrons (alors qu’avec la me´thode
BOMD les e´lectrons n’interviennent que pour calculer les forces d’interaction, dans
la me´thode CPMD, il y a en fait deux dynamiques distinctes). Pour cela, on
ajoute un terme d’e´nergie aux e´quations du mouvement qui correspond a` l’e´nergie
cine´tique des e´lectrons. Le syste`me e´lectronique doit e´voluer inde´pendamment
du syste`me nucle´ique afin que les e´lectrons restent tre`s proches de leur niveau
fondamental.
Le formalisme propose´ pour cette me´thode est le formalisme Lagrangien, notam-
ment car il est plus facile d’obtenir les e´quations du mouvement avec contraintes
dans ce formalisme. Le Lagrangien propose´ par Car et Parrinello s’e´crit sous la
forme suivante :
LCP =
∑
I
1
2MIR˙
2
I +
1
2
∑
i
µi < φ˙i | φ˙i > −
∑
i,j
Λij < φi|φj > −δij
−EKS (2.78)
ou` Λij est un ope´rateur Lagrangien construit de manie`re a` imposer une con-
trainte d’orthogonalisation sur les orbitales φi, µi est la masse fictive des orbitales
e´lectroniques fictives φi, EKS est l’e´nergie de Kohn-Sham (voir (2.51)).
Les e´quations d’Euler-Lagrange de la me´canique Lagrangienne permettent d’e´crire
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le syste`me suivant :
MIR¨I = −∇I EKS [{φi}, {RJ}] (2.79)
µiφ¨i(r) = − δEKS
δφ∗i (r)
+
∑
j
Λijφj(r), (2.80)
ou` le second terme dans l’e´quation (2.80) correspond a` la contrainte d’orthonorma-
lisation (Payne et al., 1992).
Si µi → 0, ces e´quations se rapprochent des e´quations du mouvement de la BOMD
qui est donc la limite exacte de cette me´thode. Notons e´galement que, puisque
cette me´thode se base sur des e´quations analytiques, elle est re´versible dans le
temps (contrairement a` la BOMD ou a` des me´thodes de type Monte Carlo). Cela
permet de respecter le fait que les proprie´te´s physiques sont inde´pendantes de
l’e´coulement du temps.
Notons que dans l’ensemble (N, V, E), l’e´nergie conserve´e correspond a` l’e´nergie
totale du syste`me nucle´ique et l’e´nergie cine´tique des e´lectrons fictifs.
Choix des parame`tres Le point essentiel de la me´thode CPMD est que le mou-
vement des noyaux et des e´lectrons doit eˆtre adiabatique. Autrement dit, on veut
e´viter des transferts d’e´nergie trop importants entre le syste`me e´lectronique et
le syste`me nucle´ique. L’objectif est que le syste`me e´lectronique doit rester froid,
c’est-a`-dire non excite´. Pour cela, il faut que les spectres de vibrations du syste`me
e´lectronique et du syste`me nucle´ique ne se superposent pas, ce qui entraˆınerait
un couplage entre les deux syste`mes re´chauffant les e´lectrons. On doit en parti-
culier choisir correctement la masse µi associe´e aux orbitales fictives ainsi que le
pas de temps de la dynamique. La tempe´rature d’un syste`me de particules e´tant
proportionnelle au carre´ de la vitesse et a` la masse, on peut e´crire :
Tnuc ∝
∑
I
MIR˙
2
I (2.81)
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Te ∝
∑
i
µi < φ˙i | φ˙i > (2.82)
Le choix des masses fictives µi et du pas de temps de la dynamique mole´culaire ∆t
sont lie´s. D’une part, le pas de temps d’une dynamique mole´culaire doit toujours
eˆtre infe´rieur a` la plus petite pe´riode de vibration du syste`me. Pour la CPMD,
la fre´quence la plus grande est lie´e au syste`me e´lectronique, le pas de temps doit
ve´rifier :
∆t < 1
ωmaxe
(2.83)
ou` ωmaxe est la fre´quence maximale du spectre e´lectronique des orbitales fictives.
D’autre part, ωmaxe est relie´ a` la masse fictive µi par la relation approche´e suivante :
ωmaxe ≈ (
Ecutoff
µi
)1/2 (2.84)
ou` l’e´nergie Ecutoff correspond a` l’e´nergie maximum choisie pour tronquer la base
d’ondes planes. Par conse´quent, il faut que ∆t respecte l’e´quation suivante :
∆t < ( µi
Ecutoff
)1/2 (2.85)
Il faut choisir des valeurs permettant un compromis entre une petite masse fictive
µi, qui diminue la tempe´rature du syste`me e´lectronique (couplage moins fort entre
le syste`me e´lectronique et le syste`me nucle´ique, voir eq. (2.82)), et un pas de temps
important qui permet d’acce´le´rer la dynamique. La valeur de µi est habituellement
comprise entre 400 et 1000 a.u. et le ∆t est compris entre 0.1 et 0.25 fs, ce qui,
selon les syste`mes, est environ 10 fois plus petit que pour une BOMD. Cela est
contrebalance´ par le fait que les temps de calcul sont plus rapides entre chaque
pas.
Notons que cette me´thode est plus difficile a` utiliser pour des syste`mes me´talliques
(Blo¨chl et Parrinello, 1992) car les spectres de fre´quences des e´lectrons et des
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noyaux se superposent et l’e´nergie cine´tique est transmise des noyaux vers les
e´lectrons.
2.3.3.b. Re´sume´
La dynamique mole´culaire permet d’e´chantillonner l’espace des phases pour avoir
acce`s aux proprie´te´s statistiques du syste`me. Il est possible soit d’utiliser des
potentiels empiriques, soit d’utiliser des me´thodes ab initio afin de calculer les
forces d’interaction interatomiques du syste`me et de le faire e´voluer dans le temps.
Dans les dynamiques pre´sente´es dans cette section, nous avons conside´re´ que les
atomes e´taient classiques (ponctuels).
Dans ce travail, nous avons utilise´ les dynamiques mole´culaires classiques pour
e´tudier des syste`mes liquides (par exemple H4SiO4 en solution ou Li+ en solu-
tion, voir chapitres 3 et 4. Cependant, nous souhaitons e´tudier le fractionnement
isotopique qui est un phe´nome`ne nucle´aire quantique. E´tant donne´ que les dy-
namiques mole´culaires classiques ne prennent pas en compte l’aspect quantique
des noyaux, il n’est pas possible de calculer le fractionnement isotopique directe-
ment a` partir de ces dynamiques. Comme nous le verrons dans la partie 2.5.2
et dans le chapitre 3, on se sert de l’approximation harmonique pour calculer les
proprie´te´s vibrationnelles des configurations du liquide afin de calculer la fonction
de partition quantique du syste`me (c’est-a`-dire la fonction de partition qui prend
en compte l’aspect quantique des noyaux). Ne´anmoins, en faisant cela, on perd
l’information de l’anharmonicite´ dans le syste`me.
Pour aller plus loin, il faut pouvoir conserver l’information de l’anharmonicite´ du
syste`me (que l’on a lorsque l’on re´alise la dynamique mole´culaire) tout en prenant
en compte l’aspect quantique des noyaux. Pour cela, une me´thode de choix est la
PIMD, qui est pre´sente´e dans la section suivante.
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2.4. Dynamique mole´culaire des Inte´grales de
Chemin (Path Integrals Molecular Dynamics,
PIMD)
Dans la suite de ce chapitre, nous allons pre´senter la dynamique mole´culaire
des Inte´grales de Chemin (Path Integrals Molecular Dynamics, PIMD) qui est
une me´thode permettant d’acce´der, a` tempe´rature finie, aux proprie´te´s de frac-
tionnement isotopique en conside´rant a` la fois l’aspect quantique des noyaux et
l’anharmonicite´ des syste`mes. Dans ce travail, nous cherchons a` calculer le frac-
tionnement isotopique a` l’e´quilibre de syste`mes impliquant une phase liquide, qui
sont par nature anharmoniques. Dans cette section, la PIMD sera pre´sente´e puis,
en section 2.5.1, on pre´sentera sont couplage a` l’inte´gration thermodynamique
(Thermodynamics Integration, TI) qui permet de calculer la variation d’e´nergie
libre associe´e a` un changement de masse dans un syste`me.
La PIMD est base´e sur la the´orie des inte´grales de Chemin (R. P. Feynman et
Hibbs, 1965). En remplac¸ant, dans la dynamique mole´culaire, le mouvement des
noyaux quantiques par une inte´grale fonctionnelle (ou somme) de plusieurs trajec-
toires classiques, on peut traiter l’aspect quantique du noyau avec une pre´cision,
controˆlable the´oriquement, aussi grande que l’on veut.
2.4.1. Inte´grales de Chemin
Tout syste`me quantique peut eˆtre de´crit par la fonction d’onde ψ, qui s’e´crit a`
l’instant t :
ψ(q1, t1) =
∫
K(q1, t1|q0, t0) ψ(q0, t0)dq0 (2.86)
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ou` K est le propagateur de la particule qui permet de faire e´voluer le syste`me a`
partir du temps pre´ce´dent t0. Dans la the´orie des Inte´grales de Chemin de Feyn-
man (Feynman, 1939), le propagateur peut s’e´crire sous la forme d’une inte´grale
fonctionnelle (c’est-a`-dire une inte´grale sur une fonction, qui est l’action S[q(t)])
telle que :
K(qN , tN |q0, t0) =
∫
Dq(t) e+ i S[ q(t) ]~ (2.87)
On remarque qu’ici, S[q(t)] correspond a` l’action de´finie en me´canique classique.
L’interpre´tation propose´e par Feynmann consiste a` dire qu’il est possible de cal-
culer le propagateur du syste`me en conside´rant tous les continus reliant le point
initial au point final (en ponde´rant les chemins par leur probabilite´, c’est-a`-dire
en respectant le principe de moindre action). Sur la base de cette the´orie, nous
allons, dans la suite de cette section, pre´senter le calcul de la fonction de partition,
qui permet de de´finir un syste`me thermodynamique.
2.4.2. PIMD
Dans cette section, la convention des unite´s atomiques ~=m=e=1 sera utilise´e,
kB=315777 K.
Fonction de partition quantique Un syste`me thermodynamique peut eˆtre entie`re-
ment de´crit par sa fonction de partition (voir 2.3). Dans cette section, nous allons
montrer comment la dynamique mole´culaire des Inte´grales de Chemin permet, a`
partir d’un ensemble de trajectoires classiques, de prendre en compte l’aspect quan-
tique des noyaux. Pour cela, on cherchera a` mettre en e´vidence un Hamiltonien
permettant d’e´chantillonner la fonction de partition du syste`me tout en prenant
en compte l’aspect quantique des noyaux. Conside´rons tout d’abord la fonction de
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partition sous sa forme quantique, qui s’e´crit (dans l’espace des positions {R}) :
Z = Tr[exp(−βHˆ)] =
∫
< R1| exp(−βHˆ)|R1 > dR1 (2.88)
ou` R1 est la position d’un atome (qui dans le formalisme pre´sente´ ensuite (voir eq.
(2.96)), sera re´plique´ plusieurs fois), β = 1
kBT
et Hˆ est l’ope´rateur Hamiltonien du
syste`me qui s’e´crit sous la forme :
Hˆ = Tˆ + Vˆ (2.89)
ou` Tˆ est l’ope´rateur de l’e´nergie cine´tique et Vˆ l’ope´rateur de l’e´nergie poten-
tielle. E´tant donne´ que les ope´rateurs quantiques Vˆ et Tˆ ne commutent pas, on a
l’ine´galite´ suivante :
exp(Tˆ + Vˆ ) 6= exp(Tˆ ) exp(Vˆ ) (2.90)
The´ore`me de Trotter On cherche donc a` e´valuer l’exponentielle exp(Tˆ + Vˆ ).
Pour cela, on utilise le the´ore`me de Trotter-Kato (Trotter, 1959, Ichinose et al.
(2004)) qui permet de de´velopper exp(Vˆ + Tˆ ), au second ordre :
exp(−β[Tˆ + Vˆ ]) = lim
P−>∞
[
exp(−β Vˆ2P ) exp(−β
Tˆ
P
) exp(−β Vˆ2P )
]P
(2.91)
ou` P est le nombre de Trotter.
Notons que l’on peut e´galement e´crire ce de´veloppement aux ordres supe´rieurs.
D’autre part, tous les termes d’ordres impairs s’annulent. Dans le cadre de ce
travail, nous utiliserons e´galement le de´veloppement au quatrie`me ordre qui per-
met de re´e´crire le potentiel effectif tel que (Takahashi et Imada, 1984 et Perez et
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Tuckerman, 2011) :
V 4(R) = V 2(R) +
N∑
I=1
P∑
s=1
1
24MIP 2ω2P
[
∂V
∂RI,s
]2
(2.92)
ou` V4 est un potentiel effectif pour le de´veloppement au 4e`me ordre que l’on peut
remplacer dans l’e´quation (2.91) correspondant au de´veloppement au second ordre.
Application a` la fonction de partition Dans ce paragraphe, l’objectif est de
montrer que, dans l’espace des repre´sentations, la fonction de partition peut eˆtre
re´e´crite sous forme d’une inte´grale fonctionnelle des positions. Commenc¸ons par
appeler Zs le terme entre crochets dans l’e´quation (2.91) :
Zˆs = exp(−β Vˆ2P ) exp(−β
Tˆ
P
) exp(−β Vˆ2P ) (2.93)
ou` Zˆs est un ope´rateur correspondant a` ce que l’on appelle une section de la
fonction de partition du syste`me et P est le nombre de Trotter. En utilisant
l’e´quation (2.91), on peut re´e´crire l’e´quation de la fonction de partition (2.88) sous
la forme :
Z = lim
P−>∞
∫
< R1|(Zˆs)P |R1 > dR1 (2.94)
On a la relation de fermeture :
1 =
∫
|R >< R|dR (2.95)
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On inse`re (P-1) fois la relation de fermeture dans l’e´quation (2.94), avec R allant
de R2 a` RP :
Z = lim
P−>∞
∫
< R1|Zˆs|R2 >< R2|Zˆs|R3 > ...
< RP−1|Zˆs|RP >< RP |Zˆs|R1 > dR1dR2...dRP
(2.96)
Les positions Rs sont choisies arbitrairement pour chaque section due a` la fac-
torisation de la fonction de partition. Elles vont correspondre par la suite a` des
re´pliques du syste`me. En pratique, on les choisit initialement en re´fe´rence a` une
particule libre, et on les laisse e´voluer selon le Hamiltonien d’interaction de la
PIMD (eq. (2.113)).
La fonction ZˆPs est re´partie entre P termes de la forme < Rs−1|Zˆs|Rs >. Entre
chacun de ces termes, on a inse´re´ les relations de fermeture
∫ |R >< R|dR et
re´arrange´ l’e´quation en plac¸ant les inte´grales (qui sont toutes inde´pendantes) au
de´but.
Dans la nouvelle e´quation de la fonction de partition (2.96), on remarque que les
termes que l’on doit calculer sont de la forme :
< Rs|Zˆs|Rs+1 >=< Rs| exp(−β Vˆ2P ) exp(−β
Tˆ
P
) exp(−β Vˆ2P )|Rs+1 > (2.97)
ou` RP+1 = R1 (closed rings) et ou` Rs correspond a` la position d’un atome dans
la subdivision s, introduite par la factorisation de Trotter.
Dans l’e´quation (2.97), l’ope´rateur de l’e´nergie potentielle Vˆ est diagonal, ce qui
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donne :
< Rs|Zˆs|Rs+1 >=< Rs| exp(−β Tˆ
P
)|Rs+1 > e−
β
2P [V (Rs)+V (Rs+1)] (2.98)
Pour calculer le premier terme, correspondant a` l’e´nergie cine´tique, dans l’e´quation
(2.98), on peut introduire la relation de fermeture pour les moments :
< Rs| exp(−β Tˆ
P
)|Rs+1 >=
∫
< Rs| exp(−β Tˆ
P
)|ps >< ps|Rs+1 > dps (2.99)
L’ope´rateur Tˆ est diagonal dans la base des moments p et son action donne :
Tˆ |p >= p
2
2M (2.100)
Dans l’e´quation (2.99), on peut donc permuter Tˆ et |p > :
< Rs| exp(−β Tˆ
P
)|Rs+1 >=
∫
< Rs|ps > exp(−β Tˆ
P
) < ps|Rs+1 > dps (2.101)
Or, < R|p >= 12pi exp(iRp). Ce qui nous donne, en remplac¸ant (2.101) et (2.100)
dans (2.99) :
< Rs| exp(−β Tˆ
P
)|Rs+1 >= 12pi
∫
exp
(
− β
P
ps2
2M + ips(Rs −Rs+1)
)
dps (2.102)
En utilisant l’identite´ remarquable suivante :
− β
P
ps2
2M + ips(Rs −Rs+1) =
− β2MP
(ps − iMP
β
(Rs −Rs+1)
)2
−
(
iMP
β
)2
(Rs −Rs+1)2
 (2.103)
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On a, en remplac¸ant dans (2.102) :
< Rs| exp(−β Tˆ
P
)|Rs+1 >=
1
2pi
∫
exp
− β2MP
(ps − iMP
β
(Rs −Rs+1)
)2
−
(
iMP
β
)2
(Rs −Rs+1)2
 dp
(2.104)
Apre`s factorisation, on remarque notamment que le premier terme dans l’exponentielle
de l’e´quation (2.104) est de la forme gaussienne :
∫ +∞
−∞
1
σ
√
2pi
e−
(x−µ)2
2σ2 dx = 1 (2.105)
avec σ2 = MP
β
, µ = iMP
β
(Rs −Rs+1)2 et x=ps.
En remplac¸ant la forme gaussienne dans l’e´quation (2.104), on obtient :
< Rs| exp(−β Tˆ
P
)|Rs+1 >=
(
MP
2piβ
)1/2
exp
(−MP
2β (Rs −Rs+1)
2
)
(2.106)
Nous avons finalement une expression pour le terme < Rs| exp(−β TˆP )|Rs+1 >
qui ne de´pend que des positions des atomes dans chaque section de la fonction
de partition Zˆs. En inse´rant les e´quations (2.98) et (2.106) dans l’e´quation de
la fonction de partition (2.96), on obtient la forme canonique de la fonction de
partition quantique pour 1 atome :
Z =
(
MP
2piβ
) 3P
2
lim
P−>∞
∫
exp(−β
P∑
s=1
[1
2Mω
2
P (Rs −Rs+1)2 +
1
P
V (Rs)
]
dR1...RP
(2.107)
ou` ωP =
√
P
β
.
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Pour N atomes, on multiplie les fonctions de partition des N atomes pour obtenir :
Z =
(
MP
2piβ
) 3P
2
lim
P−>∞
∫
dR
exp(−β
N∑
I=1
P∑
s=1
[1
2MIω
2
P (RI,s −RI,s+1)2 +
1
P
V (Rs)
]
(2.108)
ou` dR correspond a` une inte´grale sur l’ensemble des sections de la fonction de
partition Zˆs dans la factorisation de Trotter. On a donc une fonction de partition
qui est mise sous une forme classique mais qui reproduit les proprie´te´s de la fonction
de partition quantique lorsque P tend vers l’infini.
Puisque la forme de la fonction de partition est une inte´grale sur les positions, il
est possible d’e´chantillonner cette inte´grale avec une dynamique mole´culaire. Pour
cela, on peut utiliser la dynamique mole´culaire des Inte´grales de Chemin (PIMD).
Notons que la fonction de partition peut e´galement eˆtre e´chantillonne´e par une
me´thode stochastique de type Monte Carlo (PIMC, Barker (1979)).
Pour re´aliser l’e´chantillonnage a` l’aide d’une dynamique mole´culaire, il est ne´cessaire
d’introduire la quantite´ de mouvement (p) afin de pouvoir inte´grer les e´quations
classiques du mouvement.
E´chantillonner les Inte´grales de chemin en dynamique mole´culaire Pour in-
troduire le vecteur impulsion, on peut prendre une forme gaussienne :
∫ ∞
−∞
dp exp
(
− βdp
2
2MP
)
=
(
β
2piMP
)−1/2
(2.109)
ou` M est une masse arbitraire, qui est e´quivalente a` l’e´quation :
(
β
2piMP
)−1/2 ∫ +∞
−∞
e−
βp2
2MP dp = 1 (2.110)
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Pour simplifier, on peut utiliser des masses telles que M = M . Dans la suite de
cette section, nous e´voquerons d’autres me´thodes qui utilisent un choix de masse
diffe´rent pour modifier les proprie´te´s d’e´chantillonnage.
En introduisant (2.110) dans (2.106), on obtient :
< Rs| exp(−β Tˆ
P
)|Rs+1 >= 12pi
∫
exp
(
− β
P
[
p2s
2M +
MP 2
2β2 (Rs −Rs+1)
2
])
dps
(2.111)
En re´introduisant (2.111) et (2.98) dans (2.96), on obtient la fonction de partition
du syste`me pour N atomes :
Z =
( 1
2pi
)P ∫
dR
∫
dp
exp
(
−β
N∑
I=1
P∑
s=1
[ ps
2MI
+ 12MIω
2
P (RI,s+1 −RI,s)2 +
1
P
V (Rs)
])
(2.112)
Le Hamiltonien associe´ a` cette fonction de partition (voir eq. (2.88)) pour N
atomes s’e´crit alors :
Hˆ(R,p) =
N∑
I=1
P∑
s=1
[
p2s
2MI
+ 12MIω
2
P (RI,s+1 −RI,s)2 +
1
P
V (Rs)
]
(2.113)
Cet Hamiltonien est de´compose´ en une somme de Hamiltoniens classiques p2s2MI +
1
P
V (Rs) de´finis par une quantite´ de mouvement p et se de´plac¸ant dans un champ
de forces de potentiel V=V/P. Les particules sont d’autre part lie´es par un terme
de type oscillateur harmonique 12MIω
2
P (RI,s+1 −RI,s)2.
Notons que la forme de la fonction de partition dans l’e´quation (2.112) est e´quiva-
lente a` celle de l’e´quation 2.107. D’un point de vue pratique, l’e´chantillonnage de
la fonction de partition se fera en utilisant uniquement les positions des atomes,
c’est-a`-dire en utilisant l’e´quation (2.107).
91
Comparaison de la forme classique et de la forme quantique Les Hamiltoniens
d’une particule classique et d’une particule quantique s’e´crivent :
Hclassique =
p2
2M + V (R) (2.114)
Hquantique =
P∑
s=1
(
ps2
2M +
1
P
V (Rs) +
M(PkBT )2
2 (Rs −Rs+1)
2
)
(2.115)
On observe que le nombre de Trotter P de´termine la qualite´ avec laquelle sera
traite´e la partie quantique. Lorsque P=1, Rs=Rs+1, le Hamiltonien quantique est
e´gal au Hamiltonien classique (il s’agit donc de la limite classique). Lorsque P=∞,
on traite parfaitement l’aspect quantique de la particule.
Repre´sentation sche´matique pour des noyaux Si l’on sche´matise la formule
mathe´matique (voir figure 2.10) obtenue pour la fonction de partition quantique
(2.113), on peut dissocier plusieurs termes diffe´rents.
Premie`rement, chaque noyau peut eˆtre duplique´ en P re´pliques (appartenant a`
P re´pliques du syste`me provenant de la de´composition de Trotter) formant un
anneau polyme`re. Chaque re´plique e´volue selon une dynamique classique avec
les autres atomes de la meˆme re´plique tel que Hs = p
2
s
2M +
1
P
V (Rs) (ou` Hs est
le Hamiltonien associe´ a` la section de fonction de partition Zˆs (voir eq. (2.88)).
D’autre part, les re´pliques d’un meˆme anneau sont relie´es entre elles par le terme
MI(PkBT )2
2 (Rs−Rs+1)2. Chaque re´plique e´volue a` la tempe´rature Treplique = P.Tsyst.
(Markland (2012)). Nous pouvons ainsi e´chantillonner la fonction de partition a`
l’aide de P dynamiques mole´culaires classiques corre´le´es.
Point de vue dynamique On remarque qu’a` l’introduction de la quantite´ de
mouvement, aucune contrainte n’est en principe ne´cessaire sur la valeur de la
masse que nous assignons aux re´pliques de chacun des atomes. Il est donc possible
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Figure 2.10.: Repre´sentation sche´matique d’une mole´cule diatomique dans la me´thode PIMD
par rapport a` la dynamique mole´culaire classique. Les re´pliques (de meˆme
nume´ro) e´voluent comme des MD classiques inde´pendantes. Les re´pliques ap-
partenant a` un meˆme atome (de meˆme couleur) interagissent avec leur voisine
via un terme d’oscillateur harmonique. Les traits en pointille´s repre´sentent les
interactions interatomiques.
d’e´crire un Hamiltonien de forme plus ge´ne´rale que celui de l’e´quation (2.113),
sous la forme (Markland, 2012) :
H(R,p) =
N∑
I=1
[
1
2p
T
I [M]−1pI +
P∑
s=1
{
MIω
2
p
2 (RI,s −RI,s+1)
2 + 1
P
V (RI,s)
}]
(2.116)
ou` la matrice [M] est la matrice de masses du syste`me arbitrairement introduites
dans l’e´quation (2.110), les masses MI ne sont pas arbitraires et correspondent aux
masses des atomes (elles proviennent du terme d’e´nergie cine´tique de la fonction
de partition, eq. (2.107)).
Pour optimiser l’e´chantillonnage, il est possible de modifier les masses de la ma-
trice M (tant que la syme´trie de la matrice est respecte´e, que les masses sont
re´elles et positives). Quelque soit le choix des masses, les proprie´te´s statistiques
sont en principe correctes, seule la dynamique sera affecte´e par ce changement de
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masses. Cette liberte´ de choix a donne´ lieu a` des mode`les diffe´rents pour ame´liorer
l’efficacite´ de l’e´chantillonnage. Notamment, la me´thode centroid MD (CMD, Cao
et Voth (1994) parties I et II) et la me´thode Ring Polymer MD (RPMD, Braams
et Manolopoulos (2006)) qui permettent, par exemple, d’e´tudier les proprie´te´s de
diffusion (Pe´rez et al., 2009).
2.4.3. Difficulte´s d’e´chantillonnage en PIMD et changement
de variables
Le point essentiel de toute dynamique mole´culaire est de respecter le principe
ergodique. En PIMD, le comportement du syste`me est domine´ par les oscillateurs
harmoniques (voir eq. (2.113)) car le potentiel interatomique est atte´nue´ par P
(facteur de Trotter) tandis que, dans un meˆme temps, les oscillateurs harmoniques
sont multiplie´s par ω2P , qui croit line´airement avec le nombre de re´pliques. Le
proble`me est que les oscillateurs harmoniques rendent le syste`me non-ergodique
(Hall et Berne, 1984, Berne et Thirumalai (1986)). Dit autrement, un potentiel
harmonique entraˆıne une localisation des particules y e´tant soumises, limitant
l’exploration de l’espace des phases. Pour que le syste`me soit ergodique, il est
important d’ame´liorer l’exploration de l’espace des phases (Martyna et al., 1992).
Le second point essentiel est que le pas de temps de la dynamique est limite´, comme
nous l’avons vu, par la fre´quence la plus grande des oscillations du syste`me. Dans
l’e´quation (2.113), la fre´quence maximale est due aux oscillateurs harmoniques que
l’on a imple´mente´ entre les re´pliques (elle est environ
√
5 fois plus grande que pour
le meˆme syste`me traite´ classiquement, voir Markland, 2012). Par exemple, pour
une mole´cule d’eau vibrant classiquement a` 3500cm−1, la fre´quence maximale de la
PIMD sera de 8000cm−1. Enfin, en PIMD, le spectre de fre´quences est tre`s large.
Par conse´quent, il est tre`s important de bien prendre en compte ces difficulte´s.
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Tuckerman et al. (1993) ont propose´ une me´thode efficace pour re´pondre a` ces
proble`mes. Elle consiste a` effectuer un changement de variable line´aire de la forme :
uI,s =
P∑
s=1
UsRI,s (2.117)
ou` uI,s est la nouvelle coordonne´e, U est une matrice de de´terminant 1 arbitraire.
Cette me´thode permet de diagonaliser les oscillateurs harmoniques qui couplent
les re´pliques dans l’e´quation (2.113). Selon le choix de la matrice U, on re´alise soit
un changement de variable de type staging (Tuckerman et al., 1996) soit de type
normal modes (Martyna et al., 1999). En faisant cela, le Hamiltonien (2.113) peut
s’e´crire :
Hˆ(R,p) =
N∑
I=1
P∑
s=1
[ ps
2Ms +
1
2MI,sω
2
P (usI)2 +
1
P
V (Rs)
]
(2.118)
ou` MI,s est une masse re´elle tandis queMs est une masse arbitraire que l’on intro-
duit dans l’e´quation (2.110). Afin d’optimiser l’exploration de l’espace des phases,
les masses peuvent eˆtre modifie´es de fac¸on a` se´parer les modes de hautes fre´quences
et de basses fre´quences et a` diagonaliser la partie harmonique du syste`me.
Par exemple, on peut faire un changement de variable selon la me´thode staging
qui rede´finit les masses telles que : M1 =0 et Ms =sMI,1/(s − 1), ou` MI,1 est
la masse re´elle de l’atome I dans la premie`re re´plique. Cette me´thode permet
e´galement de re´aliser des inte´grations multi-e´chelles (utiliser des pas de temps
diffe´rents pour diffe´rents termes du Hamiltonien e´tant donne´ que l’on connaˆıt le
mode de vibration de chaque terme, Tuckerman et al. (1993)). En utilisant un
changement de variables, il est possible d’appliquer les thermostats sur les modes
pour optimiser le thermostat (voir Ceriotti et al. (2010) et Tuckerman et al. (1993)).
Pour optimiser l’e´chantillonnage de l’espace des phases, il existe e´galement le
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changement de variable de type normal modes (Berne et Thirumalai, 1986) mais
son utilisation est moins efficace que la me´thode staging. D’autre part, il existe
des me´thodes qui ont vu le jour re´cemment (par exemple les thermostats Path
Integral generalized Langevin equation, Ceriotti et Manolopoulos (2012); Ceriotti
et al. (2011)).
Dans la partie 2.5.1, nous verrons qu’il est e´galement possible d’optimiser le traite-
ment de la PIMD (estimateurs) en utilisant une factorisation de Trotter au 4e`me
ordre, eq (2.92). L’objectif de ces nouvelles me´thodes est toujours de mieux
e´chantillonner l’espace des phases pour que la convergence soit atteinte plus rapi-
dement.
2.4.4. Formation des anneaux
La me´thode PIMD e´tant largement moins re´pandue que les me´thodes pre´sente´es
pre´ce´demment (DFT, MD et CPMD), nous allons pre´senter l’initialisation une
simulation en PIMD. Pour cela, il est ne´cessaire de pouvoir placer les diffe´rentes
re´pliques a` l’instant initial et de pouvoir e´valuer les forces agissant sur les atomes.
Plusieurs caracte´ristiques sont associe´es aux anneaux. Premie`rement, le centre de
masse est appele´ centro¨ıde et est de´fini de la fac¸on suivante :
rc =
1
P
P∑
s=1
Rs (2.119)
La distance moyenne entre deux re´pliques de´pend du nombre de re´pliques et est
de´finie par :
d =
√
β
PM
(2.120)
Afin de former les anneaux, il est ne´cessaire de de´finir la position des centro¨ıdes
pour chaque atome du syste`me. En pratique, on utilise les positions obtenues
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pour une trajectoire classique d’un syste`me a` l’e´quilibre thermodynamique. La
re´partition des re´pliques autour des centro¨ıdes peut se faire selon deux me´thodes.
La premie`re me´thode consiste a` mettre toutes les re´pliques a` la meˆme position (cen-
tro¨ıde) et a` e´quilibrer le syste`me pour une simulation d’environ 100 ps. L’inconve´-
nient est que, si la tempe´rature n’est pas controˆle´e, l’expansion des anneaux va
provoquer une chute brutale de la tempe´rature. Il est donc ne´cessaire de contrain-
dre fortement le syste`me a` l’aide de thermostats.
La seconde me´thode consiste a` re´partir les re´pliques de fac¸on a` respecter la dis-
tribution d’une particule semi-libre, soumise uniquement aux inte´grations de type
ressorts harmoniques entre ses re´pliques. Les re´pliques sont alors re´parties via une
distribution gaussienne autour des positions d’e´quilibre pour e´viter que le syste`me
ne soit trop de´se´quilibre´ au temps initial.
2.4.5. Re´sume´ de la PIMD
La PIMD permet, a` partir de trajectoires classiques, de reproduire les proprie´te´s
d’un syste`me dont les noyaux sont quantiques. Puisqu’il s’agit d’une dynamique
mole´culaire, on est a` tempe´rature finie et on prend en compte l’anharmonicite´
du syste`me (via la forme des potentiels empiriques ou par le calcul de la densite´
e´lectronique par des me´thodes ab initio). Dans cette me´thode, il est possible de
paralle´liser, entre chaque pas, le calcul des forces pour chacune des P re´pliques du
syste`me e´voluant inde´pendamment. Dans un second temps, on ajoute les oscil-
lateurs harmoniques pour faire e´voluer la position des noyaux dans chacune des
re´pliques. Il est possible de coupler la PIMD soit avec des potentiels empiriques
soit avec des me´thodes ab initio telles que la CPMD. Pour plus de de´tails, on peut
se re´fe´rer au travail de Marx et Parrinello (1996) qui a fonde´ l’ide´e du couplage
entre ces deux me´thodes.
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2.5. Calcul du fractionnement
2.5.1. Calcul du facteur de fractionnement avec la me´thode
TI-PIMD
Inte´gration thermodynamique L’inte´gration thermodynamique (Thermodynam-
ics Integration, TI) permet de calculer la variation d’e´nergie libre associe´e a` un
changement de masse (voir sec. 1.4.2.b). Dans cette section, nous allons mon-
trer comment coupler cette me´thode avec les PIMD dans le but de calculer le
fractionnement isotopique.
2.5.1.a. Choix des masses
Pour re´aliser l’inte´gration thermodynamique, nous avons vu dans la section 1.4.2.b
qu’il e´tait ne´cessaire d’e´chantillonner dF/dλ, pour plusieurs valeurs de λ, ou` λ est
un parame`tre permettant de faire e´voluer le syste`me. L’Integration Thermody-
namique peut eˆtre re´alise´e sur un chemin quelconque pris par λ entre 0 et 1, voir
eq. (1.37). Par exemple pour un changement de masse entre deux isotopes, il est
possible de choisir une variation line´aire telle que :
M(λ) = Ma ∗ (1− λ) +Mb ∗ λ (2.121)
Re´cemment, un nouvel e´chantillonnage a e´te´ propose´ (Marsalek et al., 2014; Ce-
riotti et Markland, 2013) pour re´duire le nombre de masses ne´cessaires a` la TI.
Dans l’approximation harmonique, l’e´nergie libre s’e´crit sous la forme :
Fharm(ω) =
~ω
2 + kBT ln
(
1− exp( ~ω
kBT
)
)
(2.122)
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ou`, dans l’approximation harmonique, ω =
√
k
m
. D’autre part, si on conside`re que
le fractionnement isotopique, a` l’e´quilibre, est essentiellement un effet de point
ze´ro, alors on peut conside´rer que :
Fharm(ω) ≈ ~ω2 (2.123)
Par conse´quent, si l’on e´tudie un syste`me domine´ par les interactions harmoniques,
en premie`re approximation l’e´nergie libre est proportionnelle a` l’inverse de la racine
carre´e de la masse. Marsalek et al. (2014) ont sugge´re´ d’utiliser une variation de
λ inversement proportionnelle a` la racine carre´e de la masse :
1√
M(λ)
= 1− λ√
Ma
+ λ√
Mb
(2.124)
En faisant cette parame´trisation pour l’inte´gration thermodynamique, on s’attend
a` avoir une corre´lation quasi-line´aire entre dF/dλ et λ. Cette approximation sera
ve´rifie´e et utilise´e dans le cadre de l’e´tude du fractionnement isotopique du lithium
entre un mine´ral et une solution (voir sec. 4.3.6.c).
2.5.1.b. Estimateurs pour la variation d’e´nergie libre
Pour calculer la variation de l’e´nergie libre associe´e a` une variation de la masse a`
l’aide de l’inte´gration thermodynamique, il faut connaˆıtre l’expression de la de´rive´e
de l’e´nergie libre en fonction de λ (ou` λ est le parame`tre de masse) :
F (λ) = − 1
β
lnZ(λ) (2.125)
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On appelle estimateur A la variation de l’e´nergie libre pour une masse donne´e :
A = dF (λ)
dλ
= − 1
βZ(λ)
dZ(λ)
dλ
(2.126)
En de´rivant l’e´quation (2.107), par rapport a` un changement de masse d’une seule
particule, par rapport a` λ, on obtient :
dZ(λ)
dλ
= 3P2
dM(λ)
dλ
Z(λ)
M(λ)
+
∫
dR
(
−β
P∑
s=1
1
2
dM(λ)
dλ
ω2P (Rs −Rs)2
)
(2.127)
×
(
M(λ)P
2piβ
) 3P
2
exp
(
−β
P∑
s=1
1
2M(λ)ω
2
P (Rs −Rs)2 +
1
P
V (Rs)
)
avec, d’apre`s l’e´quation (2.107) :
Z(λ) =
∫
dR ×
(
M(λ)P
2piβ
) 3P
2
exp
(
−β
P∑
s=1
1
2M(λ)ω
2
P (Rs −Rs)2 +
1
P
V (Rs)
)
(2.128)
Estimateur primitif a` l’ordre 2 L’estimateur A le plus simple est obtenu en
de´rivant la fonction de partition (voir eq. (2.127)) puis en remplac¸ant dans
l’e´quation (2.126) :
Aprim,2 = −M
′(λ)
M(λ) <
3P
2β −
P∑
s=1
1
2M(λ)ω
2
P (Rs −Rs+1)2 >λ (2.129)
ou` M′=dM/dλ.
Cet estimateur est appele´ primitif car il de´rive directement de la fonction de par-
tition et il est du second ordre car Z est approxime´e au second ordre dans le
the´ore`me de Trotter. Il ne de´pend que de la position Rs des re´pliques et peut
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donc eˆtre e´chantillonne´ avec la PIMD. Les autres parame`tres dont il de´pend ex-
plicitement (masse et tempe´rature au travers de β) sont e´galement des parame`tres
connus de la dynamique.
Estimateur primitif a` l’ordre 4 L’estimateur primitif au second ordre ne´cessite
un grand nombre de re´pliques pour eˆtre converge´, ce qui augmente le temps de
calcul (voir Marsalek et al. (2014)). Afin de re´duire les temps de calcul, il est
possible de calculer l’estimateur primitif au 4e`me ordre (c’est-a`-dire en utilisant
l’expression du the´ore`me de Trotter au 4e`me ordre, voir Perez et Tuckerman (2011)).
Par de´rivation de la fonction de partition au 4e`me ordre, on obtient l’estimateur :
Aprim,4 = −M
′(λ)
M(λ) <
3P
2β −
P∑
s=1
1
2M(λ)ω
2
P (Rs −Rs+1)2
+
P∑
s=1
1
24M(λ)ω2PP 2
(
dV
Rs
)
2 >λ (2.130)
Aprim,4 = Aprim,2 − M
′(λ)
M(λ) <
P∑
s=1
1
24M(λ)ω2PP 2
(
dV
Rs
)
2 >λ (2.131)
Notons ici que cet estimateur de´rive du 4e`me ordre mais que, en PIMD, la dy-
namique est re´alise´e en utilisant un Hamiltonien (eq. (2.113)) obtenu en utilisant
le the´ore`me de Trotter au 2nd ordre. Par conse´quent, l’e´chantillonnage de la tra-
jectoire PIMD est incorrect. Pour rectifier cet e´chantillonnage, on peut utiliser la
me´thode de Takashi-Imada (Perez et Tuckerman, 2011) :
F (λ) =
∫ < Aprim,4 exp(−βVTI) >t
< exp(−βVTI) >t (2.132)
< ... >t de´signant la valeur moyenne temporelle sur l’ensemble des valeurs de A
et VTI est tel que :
VTI =
N∑
I=1
P∑
s=1
1
24M(λ)ω2P
(
dV
dRs
)2
(2.133)
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ou` TI de´signe le nom des auteurs Takashi et Imada.
Estimateur viriel a` l’ordre 2 L’incertitude de l’estimateur primitif (au second et
donc au quatrie`me ordre) croit avec le nombre de re´pliques (Marsalek et al., 2014),
a` cause du terme ωP qui est proportionnel a` la racine carre´e de P. Le the´ore`me du
viriel permet de remplacer dans l’expression (2.129) le terme de l’e´nergie cine´tique
(Parrinello et Rahman, 1984):
2Tˆ + Vˆ = 0 (2.134)
Tˆ = −12 Vˆ = −
1
2R.F (2.135)
Or, si l’on suppose que les valeurs moyennes temporelles des estimateurs viriels et
primitifs au second ordre sont e´gales, on a (Marsalek et al., 2014) :
Avir,2 ≡ Aprim,2 = −M
′(λ)
M(λ) < T > (2.136)
En identifiant l’e´quation (2.136) a` l’e´quation de l’estimateur primitif du second
ordre (2.129), on peut e´crire le terme de l’e´nergie cine´tique issu du primitif tel
que :
Tˆ =<
(
3P
2β −
P∑
s=1
1
2M(λ)ω
2
P (Rs −Rs+1)2
)
>λ (2.137)
En identifiant cette e´quation avec celle de l’e´nergie cine´tique dans le the´ore`me du
viriel (2.135), on obtient l’estimateur viriel du 2nd ordre, qui s’e´crit :
Avir,2 = −M
′(λ)
M(λ) <
1
2P
P∑
s=1
Rs
dV
dRs
>λ (2.138)
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Cet estimateur peut e´galement s’e´crire par rapport aux coordonne´es du centro¨ıde
(voir sec. 2.4.4) en utilisant l’e´quation :
Avir,2 = −M
′(λ)
M(λ) <
1
2P
P∑
s=1
(Rs −Rc) dV
dRs
+ 32β >λ (2.139)
ou` Rc est le vecteur position du centro¨ıde, le terme ajoute´ 3/2β correspond a`
la valeur moyenne de l’e´nergie cine´tique du centro¨ıde, qui a e´te´ pre´alablement
soustraite a` l’e´quation (2.138) pour introduire la position du centro¨ıde.
Pour re´aliser l’e´chantillonnage de cet estimateur, il est ne´cessaire d’extraire des
PIMD a` la fois les positions et les forces agissant sur chaque re´plique du syste`me.
Estimateur viriel a` l’ordre 4 Jusqu’a` tre`s re´cemment, les trois estimateurs pre´sen-
te´s ci-dessus e´taient les trois estimateurs connus pour calculer la variation d’e´nergie
libre par rapport a` λ. En collaboration avec Mark E. Tuckerman, nous avons
propose´ un nouvel estimateur qui combine les avantages du viriel (peu de fluctu-
ations temporelles) et du 4e`me ordre (convergence rapide en fonction du nombre
de re´pliques, voir 4.3.6). L’estimateur se construit a` partir des trois ope´rateurs
connus tel que (Marsalek et al., 2014) :
Avir,4 = Avir,2 + Aprim,4 − Aprim,2 (2.140)
Notons que pour une raison similaire a` celle concernant l’estimateur primitif du
quatrie`me ordre, cet estimateur doit eˆtre ponde´re´ (eq. (2.132)) pour corriger
l’e´chantillonnage de la PIMD. Pour cela, on utilise la me´thode de Takashi-Imada
(Marsalek et al., 2014). Dans ce travail, nous avons cherche´ a` e´tudier l’efficacite´ de
ces estimateurs pour le calcul des proprie´te´s de fractionnement isotopique. Dans
la section 4.3.6, nous allons montrer que les estimateurs du 4e`me ordre permettent
de re´duire le nombre de re´pliques ne´cessaires pour les calculs.
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2.5.2. Calcul du facteur de fractionnement dans
l’approximation harmonique
Comme on l’a vu en section (voir sec. 1.4.2.a), en calculant le spectre de vibrations
du syste`me, dans l’approximation harmonique, il est possible de calculer la fonction
de partition quantique du syste`me et donc la variation d’e´nergie libre pour un
changement de masse. Pour cela, il est ne´cessaire que le syste`me soit dans un
minimum d’e´nergie.
Dans un cristal forme´ d’un ensemble de N cellules unitaires, on peut e´crire les
forces agissant sur un atome comme :
Fα(Il) = − ∂V
∂Rα(Il)
(2.141)
ou` α est un indice carte´sien indiquant la direction de la force, I est l’indice de
l’atome dans une cellule et l correspondant a` l’indice de la cellule ou` est place´
l’atome. A` partir d’un ensemble de vecteurs forces, on peut calculer la matrice des
constantes de forces :
Φαβ(Il, Jl′) = −∂Fβ(Jl
′)
∂Rα(Il)
(2.142)
ou` β est un autre axe carte´sien, J est la position d’un autre atome dans la cellule l’.
Les coefficients de la matrice correspondent donc a` la variation de la force agissant
sur un atome J ayant e´te´ de´place´ selon l’axe β par rapport a` une variation d’un
autre atome I se de´plac¸ant dans une autre direction α. Elle peut eˆtre calcule´e en
utilisant la me´thode des de´placements finis (voir sec. 2.5.2) ou la me´thode DFPT
(voir sec. 2.5.2). A` partir de la matrice des constantes de forces, on peut calculer
la matrice dynamique :
Dαβ(IJ,q) =
1√
MIMJ
∑
l′
Φαβ(I0, Jl′) exp(iq · [R(Jl′)−R(I0)]) (2.143)
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ou` I0 correspond a` l’atome I dans la cellule initiale 0.
Pour calculer le spectre vibrationnel, on cherche les valeurs propres de la matrice
dynamique :
− ω2ξ = Dαβ(I, J,q)ξ (2.144)
ou` ξ sont les vecteurs propres du syste`me.
De´placements finis La me´thode des de´placements finis permet de calculer (2.142)
a` partir de l’e´quation suivante :
Φαβ(Il, Jl′) ' −Fβ(Jl
′; ∆Rα(Il))− Fβ(Jl′)
∆Rα(Il)
(2.145)
ou` ∆R correspond a` un petit de´placement le long d’un axe carte´sien du syste`me.
On diffe´rencie donc les forces agissant sur l’atome J (pour le syste`me dans sa
position initiale) et sur le meˆme atome J (lorsque l’atome I est de´place´ de la valeur
de ∆R selon un axe diffe´rent de celui pour lequel on calcule les forces). Plus ∆R
est proche de 0 plus l’approximation est juste puisque l’on reste dans la partie
harmonique du potentiel proche du minimum d’e´nergie. Nume´riquement, si l’on
choisit un de´placement trop petit, la variation de forces sera trop faible.
En pratique, comme nos calculs sont pe´riodiques, on ne peut pas de´placer de
manie`re diffe´rente un meˆme atome dans deux cellules diffe´rentes (l et l’). En
conse´quent, on ne peut calculer que Φαβ(I0, J0), et donc on ne peut obtenir que
les fre´quences pour q=0 (fre´quences au point Γ de la zone de Brillouin). La seule
manie`re d’agrandir l’e´chantillonnage de la zone de Brillouin est de conside´rer une
super-cellule comprenant plusieurs cellules primitives.
Density Functional Perturbation Theory En DFT, il est possible d’utiliser la
me´thode Density Functional Perturbation Theory (DFPT, Baroni et al. (2001))
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pour construire la matrice dynamique D(q). Pour cela, on utilise l’e´quation suiv-
ante :
Dαβ(I, J,q) =
∂2E(R)
∂uα(I,q)∂uβ(J,q)
(2.146)
ou` u(I, q) est un mouvement pe´riodique de l’ensemble des atomes de vecteur
d’onde q.
Point Gamma Expe´rimentalement, on observe dans les mate´riaux polarise´s (Ba-
roni et al., 2001) que les fre´quences TO-LO sont se´pare´es a` Gamma. Ceci est duˆ au
fait que les forces sont modifie´es par la polarisation induite par un champ e´lectrique
E ou par une distorsion du re´seau cristallin. On appelle Z* les charges effectives
qui sont dues a` une distorsion du re´seau cristallin et ∞ le tenseur dielectrique qui
traduit la polarisation induite par un champ E. ∞ et Z* s’e´crivent e´galement sous
la forme de de´rive´es de l’e´nergie au second ordre (Baroni et al., 2001) et permettent
de corriger les fre´quences calcule´es a` Gamma.
D’autre part, pour des syste`mes dont la zone de Brillouin est petite, on peut
ne´gliger les effets de dispersion et ne calculer les fre´quences de vibrations qu’au
point Γ. Cette approximation a e´te´ utilise´e dans ce travail lorsque l’on s’inte´ressait
a` des phases liquides pour lesquelles la boˆıte de simulation est grande (pour e´viter
les effets de taille) et donc la zone de Brillouin est restreinte.
Une fois que nous avons obtenu les fre´quences de vibrations, soit par la me´thode
des de´placements finis, soit par DFPT, on utilise la formule donne´e dans le chapitre
pre´ce´dent (voir sec. 1.4.2.a, eq. (1.35)) afin de calculer le facteur de fractionnement
the´orique β associe´e a` chacune des phases.
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2.6. Codes de simulation
Dans ce travail, plusieurs codes ont e´te´ utilise´s selon les calculs que nous avons
souhaite´ re´aliser. Ces codes ont e´te´ construits pour appliquer les me´thodes que
nous avons pre´sente´es dans cette section.
Les calculs empiriques sur des syte`mes statiques (calculs de phonons, optimisa-
tion de structure, etc.) ont tous e´te´ re´alise´s avec le code Gulp (qui est un code
oriente´ vers les calculs empiriques sur des structures solides, Gale (1997)). No-
tamment, nous avons e´tudie´ le syste`me Li2O et calcule´ son spectre vibrationnel
pour obtenir les proprie´te´s de fractionnement isotopique (voir section 4.3.2). Le
code Gulp a e´galement e´te´ utilise´ pour e´tudier le liquide dans l’approximation
harmonique. Les calculs DFT sur des syste`mes statiques ont e´te´ re´alise´s avec le
code Quantum Espresso (Giannozzi et al., 2009). Ce code a e´te´ utilise´ principale-
ment pour l’e´tude du fractionnement isotopique du silicium entre deux espe`ces en
solution (voir chapitre 2). Les calculs de dynamique mole´culaire ab initio ont e´te´
re´alise´s avec le code CPMD (CPMD, 1997). Ce code a e´te´ utilise´ pour produire
des trajectoires de liquide (par exemple H4SiO4 dans l’eau, voir chapitre 3). Enfin,
les dynamiques PIMD ont e´te´ calcule´es avec le code PINY MD qui est un code
de´veloppe´ par Mark. E. Tuckerman et Gleen J. Martyna (Martyna et Tuckerman,
2005).
2.7. Conclusion
Les me´thodes qui ont e´te´ pre´sente´es dans ce chapitre permettent de de´crire, faire
e´voluer et calculer les proprie´te´s d’un syste`me compose´ d’un ensemble d’atomes.
Les avantages et inconve´nients de chacune des me´thodes pre´sente´es permettent de
les distinguer en fonction des besoins. Les me´thodes ab initio permettent d’avoir
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une information fiable et surtout inde´pendante des mesures effectue´es, bien qu’en
contrepartie elles soient plus lourdes en terme de temps de calcul.
Souvent, on privile´giera les me´thodes ab initio pour le travail que nous menons
car l’objectif est de parvenir a` pre´voir et expliquer des phe´nome`nes de fac¸on
re´aliste. En conservant l’inde´pendance par rapport aux donne´es expe´rimentales,
nous sommes en mesure d’apporter des informations comple´mentaires. Cependant,
pour l’e´tude des proprie´te´s de fractionnement avec la me´thode TI-PIMD, il a e´te´
ne´cessaire de tester la me´thode avec des potentiels empiriques.
Dans les chapitres suivants, nous allons nous attacher a` l’e´tude de deux proble´mati-
ques concernant notamment les phases liquides pour lesquelles d’autres outils
seront pre´sente´s au fil du manuscrit.
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Chapitre 3. Calcul du
fractionnement du silicium entre
deux espe`ces en solution
3.1. Introduction
Graˆce aux progre`s re´cents des me´thodes d’analyse, les isotopes du silicium ont
re´cemment e´merge´ comme e´tant des outils prometteurs pour estimer l’impact de
l’alte´ration en surface sur le budget global du CO2 a` long terme (Opfergelt et
Delmelle, 2012, et re´fe´rences incluses), pour comprendre la formation des sols
(Ziegler et al., 2005), ou encore pour comprendre les mesures de production oce´ani-
que (De La Rocha et al., 1998). Dans ces environnements, les causes connues de la
variation des valeurs de fractionnement isotopique sont la pre´cipitation des argiles
ou de la silice (Basile-Doelsch et al., 2005; Georg et al. (2007)), la pre´cipitation
de la silice organique (de la Rocha et al., 1997; Hendry et Robinson, 2012), la
dissolution de la silice (Demarest et al., 2009), ou l’adsorption de la silice sur
des oxydes (Delstanche et al., 2009). Dans tous ces processus, le fractionnement
des isotopes a lieu lors d’un e´change entre un solide et un liquide. Pour pouvoir
interpre´ter ces observations, il est primordial de pouvoir attribuer une valeur de
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fractionnement a` chaque processus e´lementaire, en particulier pour les processus a`
l’e´quilibre entre un mine´ral et une solution ou entre diffe´rentes espe`ces en solution
(effets de spe´ciation). Les formes les plus abondantes de silicium en solution a`
tempe´rature ambiante sont l’acide silicique H4SiO4(aq) (que l’on notera H4 dans
la suite), et sa base H3SiO−4 (aq) (que l’on notera H3). Dans ce travail, nous nous
sommes concentre´s sur l’e´quilibre entre ces deux espe`ces ainsi qu’a` deux mine´raux,
le quartz et la kaolinite.
Les me´thodes the´oriques, base´es sur des me´thodes ab initio, ont prouve´ leur
capacite´ a` pre´dire le fractionnement isotopique a` l’e´quilibre pour de nombreux
syste`mes, parmis lesquels des solides et des gaz, pour les isotopes du silicium
(e.g. Schauble et al. (2006); Me´heut et al. (2009); Huang et al. (2013)). Pour
ces phases, les facteurs de fractionnement sont calcule´s de fac¸on satisfaisante en
utilisant l’approximation harmonique (voir section 1.4.2.a). Le succe`s de cette ap-
proximation repose sur le fait que, dans les gaz ou dans les solides, les atomes se
de´placent autour de leur position d’e´quilibre avec de faibles amplitudes.
Pour les liquides, en particulier pour les solutions aqueuses, en revanche, les
me´thodes a` utiliser pour traiter le calcul du fractionnement isotopique restent
une question ouverte. La majorite´ des e´tudes se basent sur une approche de type
cluster (ou super-mole´cule) (Yamaji et al., 2001; Domagal-Goldman et Kubicki,
2008; Hill et Schauble, 2008; Zeebe (2009), 2010; Hill et al. (2010); Rustad et al.
(2010a),b), dans laquelle l’espe`ce dissoute a` laquelle on s’inte´resse (par exemple :
Fe2+, Fe3+, H3BO3) est entoure´e de mole´cules d’eau (couche de solvatation). Ce
cluster est traite´ en utilisant les me´thodes adapte´es aux mole´cules isole´es et ses
proprie´te´s de fractionnement isotopique sont calcule´es en utilisant l’approximation
harmonique. Dans ces approches se cachent de multiples difficulte´s a` prendre en
compte telles que : le nombre de mole´cules d’eau a` conside´rer ; la syme´trie du
cluster ; la ne´cessite´ de faire un traitement cohe´rent pour les diffe´rentes espe`ces ;
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ou encore, s’il faut conside´rer des mode`les pour remplacer explicitement le solvant
(voir par exemple Zeebe (2009) ; Rustad et Dixon (2009)). Une autre limite a`
ces approches est que l’on ne conside`re pas l’aspect dynamique des solutions. En
particulier, l’arrangement des mole´cules d’eau autour de l’espe`ce a` laquelle on
s’inte´resse e´volue constament dans une solution tandis que les approches re´centes
ne prennent en ge´ne´ral en compte qu’une ou deux configurations, celles qui ont
l’e´nergie la plus basse et qui donc sont les plus stables.
Re´cemment, Schauble (2011) a propose´ d’utiliser des mine´raux hydrate´s pour rem-
placer la solution. Cependant, a` notre connaissance, cette approche ne peut eˆtre
utilise´e dans le cas de l’acide silicique car il n’existe pas de compose´s hydrate´s
contenant les espe`ces H4SiO4 ou H3SiO−4 . La me´thode de choix pour traiter les
solutions est la dynamique mole´culaire (DM). La premie`re e´tude du calcul du frac-
tionnement isotopique base´ sur la dynamique mole´culaire est celle de Rustad et
Bylaska (2007) qui ont e´tudie´ le fractionnement isotopique du bore entre deux
espe`ces en solution B(OH)3(aq) et B(OH)−4 (aq). Plus pre´cise´ment, ils ont re´alise´
une dynamique mole´culaire des deux syste`mes liquides puis ont extrait une con-
figuration de chaque trajectoire qu’ils ont relaxe´ a` 0 K. Ensuite, ils ont calcule´
les fre´quences de vibration dans l’approximation harmonique en conside´rant que
les configurations relaxe´es e´taient des structures semblables a` des cristaux. En
utilisant cette me´thode, la valeur du fractionnement isotopique de´duite est en tre`s
bon accord avec les valeurs expe´rimentales.
Dans cette e´tude, nous avons suivi l’approche de Rustad et Bylaska (2007) mais
nous avons extrait plusieurs configurations dans le but de comprendre clairement
les effets de de´sordre configurationnel dans les solutions. On conside`re que les
solutions sont un ensemble statistique de configurations (voir section 2.3). Par
conse´quent, les proprie´te´s de fractionnement sont calcule´es en faisant la moyenne
sur les diffe´rentes configurations extraites de la trajectoire. L’inconve´nient majeur
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de cette approche est son couˆt en terme de temps de calcul. En effet, pour que le
syste`me soit reproduit de fac¸on re´aliste, nous avons simule´ des syste`mes contenant
une centaine d’atomes, ce qui entraine un couˆt computationnel largement plus im-
portant que pour la plupart des solides. Pour apporter une solution a` ce proble`me,
Kowalski et Jahn (2011) ont propose´ de ne calculer qu’une partie des proprie´te´s
de vibration, en ne conside´rant dans le calcul que le de´placement d’un nombre
limite´ d’atomes (et, dans leur cas, seulement du lithium). Plus pre´cise´ment, ils
ont utilise´ une approximation valable a` haute tempe´rature qui permet d’utiliser
les forces locales agissant sur un atome au lieu de calculer le spectre de vibrations.
Puisque cette me´thode re´duit de fac¸on significative les couˆts de calculs, elle permet
de conside´rer l’aspect dynamique de la solution de fac¸on plus re´aliste puisque l’on
peut e´tudier un plus grand nombre de configurations (seule une relaxation locale
des positions est ne´cessaire). Dans cette e´tude, nous avons essaye´ d’utiliser une
approche similaire (voir section 3.3.3.d) mais cela a donne´ des re´sultats impre´cis
pour nos syste`mes a` 300 K. A` la place, nous avons analyse´ avec attention la relation
entre les proprie´te´s de fractionnement et la structure des liquides, pour pouvoir
e´tudier de fac¸on rationnelle le de´sordre configurationnel. Cela nous a permis de
proposer une approche nouvelle pour re´duire le nombre de configurations a` cal-
culer, et donc re´duire les temps de calcul. Dans ce chapitre, nous pre´sentons les
re´sultats du calcul du β-facteur du quartz, qui est utilise´ comme une re´fe´rence.
Nous expliquons les approximations que nous avons utilise´es pour le calcul du β-
facteur dans les liquides. Dans la seconde section, nous donnons les principaux
re´sultats obtenus pour les deux syte`mes H4 et H3. Premie`rement, nous mon-
trons l’e´tude de la structure du liquide et ensuite l’analyse des re´sultats obtenus
pour le calcul des proprie´te´s de fractionnement isotopique. Enfin, l’importance du
de´sordre configurationnel est discute´e et nous avons mis en e´vidence l’inte´reˆt que
peuvent apporter ces calculs pour des applications en ge´ologie.
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3.2. Parame`tres des simulations
3.2.1. De´tails des parame`tres pour les liquides
Deux liquides — l’un fait de 60 mole´cules d’eau et une mole´cule de H4SiO4 et
l’autre fait de 60 mole´cules d’eau et une mole´cule de H3SiO−4 — ont e´te´ simule´s
par MD ab initio en utilisant la me´thode de Car-Parrinello (CPMD, Car et Par-
rinello (1985a)). Les de´tails des parame`tres utilise´s pour les calculs DFT utilise´s
en CPMD (cutoff en energie, fonctionnelle d’e´change corre´lation, pseudopotentiels
et e´chantillonnage de la zone de Brillouin) sont donne´s plus loin. Nous sommes
partis d’une configuration de 64 mole´cules d’eau, e´quilibre´e en utilisant une dy-
namique mole´culaire classique a` 300 K dans une boˆıte cubique d’arreˆte 12.41A˚(Lee
et Tuckerman, 2006), de densite´ 1. Dans cette boˆıte, 4 mole´cules d’eau ont e´te´ rem-
place´es par l’espe`ce H4 (resp. H3), la densite´ de ces deux syste`mes est 1.020 (resp.
1.019). Avant de de´marrer la dynamique mole´culaire ab initio, nous avons re´alise´
une optimisation ge´ome´trique pour minimiser les forces agissant sur les atomes,
dues au remplacement de 4 mole´cules d’eau par une mole´cule de taille moyenne.
En ce qui concerne la dynamique, le pas de temps choisi est de 0.12 fs pour toutes
les dynamiques CPMD. Pour le syste`me H3, qui est charge´, nous avons utilise´
une charge de fond uniforme pour assurer la neutralite´ du syste`me. Pour chaque
syste`me, la proce´dure suivante a e´te´ utilise´e : premie`rement, une bre`ve dynamique
mole´culaire est re´alise´e dans l’ensemble (N, V, E) durant 1 ps jusqu’a` ce qu’une
tempe´rature stable soit atteinte. Ensuite, le syste`me est doucement amene´ a` la
tempe´rature de notre e´tude (300 K) durant 2 ps en incre´mentant la tempe´rature a`
chaque pas. Comme cela a e´te´ pre´sente´ dans le chapitre 2, les thermostats utilise´s
pour controˆler la tempe´rature sont des thermostats de Nose´-Hoover massifs (Mar-
tyna et al., 1992). La fre´quence des thermostats a e´te´ choisie a` 3000 cm−1 et leur
masse fictive est de 800 a.u. Les deux liquides ont e´te´ e´quilibre´s durant 15 ps dans
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l’ensemble (N, V, T) et les donne´es ont e´te´ collecte´es durant les 40 ps suivantes de
la trajectoire. Toutes les 10 ps, les e´lectrons ont e´te´ refroidis a` 0 K pour atteindre
la surface d’e´nergie de Born-Oppenheimer et assurer que les orbitales de Kohn
et Sham restent proches de celles de l’e´tat fondamental. Dans le but d’acce`der
a` la pression dynamique des liquides, d’autres trajectoires inde´pendantes ont e´te´
re´alise´es a` diffe´rents cutoffs en e´nergie (80, 140 et 160 Ry) et le tenseur des con-
traintes a e´te´ calcule´. La pression dans les liquides a e´te´ calcule´e comme la valeur
moyenne de la trace de ce tenseur. En particulier, ces re´sultats seront utilise´s pour
e´tudier l’erreur due a` la diffe´rence de pression dans les calculs entre le liquide et
le solide (voir section 3.3.3.c).
De´tails des parame`tres des calculs des modes de vibration Les β-facteurs
ont e´te´ obtenus a` partir des e´quations (1.32) et (1.35) en utilisant les fre´quences
phonon calcule´es par la me´thode DFPT (Baroni et al., 2001). Pour les solides,
ces fre´quences de phonons sont calcule´es sur la structure cristalline relaxe´e a` 0 K
et a` pression nulle. Pour les liquides, des configurations ont e´te´ extraites et les
positions des atomes ont e´te´ relaxe´es a` 0 K puis les phonons ont e´te´ calcule´s sur
ces structures dite “structures inhe´rentes” (Inherent Structures, IS).
Nous avons utilise´ l’approximation GGA (generalized-gradient approximation) et la
fonctionnelle d’e´change-corre´lation de Becke, Lee et Par (BLYP, Becke, 1988; Lee
et al., 1988). La fonctionnelle BLYP est connue pour donner une bonne description
de l’eau liquide (structure et dynamique, Sprik et al. (1996); Lin et al. (2012)).
Comme cela est montre´ par ces auteurs, la fonctionnelle PBE donne un moins
bon accord avec les mesures expe´rimentales de la structure de l’eau liquide. Pour
les fre´quences de vibration, Silvestrelli et al. (1997) et Lee et Tuckerman (2007)
ont montre´ la capacite´ de la fonctionnelle BLYP a` reproduire de fac¸on correcte
le spectre infrarouge de l’eau. Cependant, pour l’e´tude des silicates, par exem-
114
ple les silicates hydrate´s (Me´heut et al., 2007), les liquides silicate´s (Po¨hlmann
et al., 2004), ou meˆme pour les espe`ces du silicium dissoutes (Spiekermann et al.,
2012a,b), la fonctionnelle PBE est souvent pre´fe´re´e. Comme cela est discute´ dans
les sections 3.3.2 (Table 3.4) et 3.3.3.b, la BLYP sure´stime les distances Si-O davan-
tage que la PBE par rapport aux valeurs expe´rimentales. Ne´anmoins, le spectre de
vibrations harmoniques (Figure 3.15) et les proprie´te´s de fractionnement calcule´es
pour des solides avec les fonctionnelles BLYP et PBE sont en tre`s bon accord (Fig-
ure 3.16). Afin d’e´tudier le lien entre la structure des liquides et les proprie´te´s de
fractionnement, la fonctionnelle BLYP a e´te´ pre´fe´re´e a` la PBE pour cette e´tude.
Les e´lectrons de coeur sont de´cris par des pseudopotentiels de type norm conserv-
ing (Troullier et Martins, 1991) selon l’e´quation de Kleinman-Bylander (Kleinman
et Bylander, 1982). Les de´tails de simulation pour le quartz et la kaolinite sont
ceux utilise´s par Me´heut et al. (2007). Pour les liquides, les fonctions d’ondes
e´lectroniques sont projete´es sur une base d’ondes planes en utilisant une e´nergie
de cutoff de 80 Ry, et le cutoff pour la densite´ de charge est de 4Ecut. Notons
que seul le point Γ est utilise´ pour l’e´chantillonnage de la zone de Brillouin, la
dispersion est donc ne´glige´e.
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3.3. Re´sultats
Dans ce papier, les β-facteurs de l’α-quartz, β30SiQ, est calcule´. Ce re´sultat sera
ensuite utilise´ comme une re´fe´rence dans le sens ou` les proprie´te´s de fractionnement
seront discute´es en terme de α(liquide, quartz). Les proprie´te´s de fractionnement
de la kaolinite ont e´galement e´te´ calcule´es pour permettre une comparaison di-
recte entre les facteurs de fractionnement calcule´s avec la fonctionnelle BLYP et
ceux calcule´s avec la fonctionnelle PBE (voir section 3.3.3.c), qui sont valide´s par
rapport aux donne´es naturelles (Me´heut et al., 2009; Me´heut et Schauble, 2014).
Ensuite, nous avons teste´ l’application de l’e´quation (1.35) au cas de H4 et H3 en
solution.
3.3.1. Proprie´te´s structurales et dynamiques des liquides
Dans les deux liquides, les espe`ces H4 et H3 ne se disloquent pas durant toute la
dynamique mole´culaire ab initio. Le processus de diffusion prend place au travers
de la formation et de la se´paration des liaisons hydroge`ne. Pour cela, les mole´cules
H4 ou H3 peuvent e´changer un proton avec les mole´cules d’eau du liquide. Dans le
cas de l’espe`ce H3, un des atomes d’oxyge`ne n’ayant pas de liaison covalente avec
un hydroge`ne, on remarque que cette liaison est remplace´e par 3 liaisons hydroge`ne
avec 3 mole´cules d’eau de la premie`re couche de solvatation. Dans la figure 3.11, un
exemple de structures pour H4 et H3 autour de l’atome Si est montre´e. Par la suite,
on notera O* l’atome d’oxyge`ne de H3 qui ne forme pas de liaison covalente avec
un atome d’hydroge`ne. Les atomes d’oxyge`ne qui appartiennent aux mole´cules H4
et H3 et faisant une liaison covalente avec un atome d’hydroge`ne seront note´s OH.
Enfin, les atomes d’oxyge`ne appartenant aux mole´cules d’eau seront note´s Ow.
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Figure 3.11.: Premie`re couche de solvatation de l’espe`ce H4 (a) et de l’espe`ce H3 (b) durant la
trajectoire MD ab initio a` 300 K.
3.3.1.a. Fonctions de distribution radiale
Les fonctions de distribution radiale (Radial Distribution Functions, RDF) ont
e´te´ calcule´es sur les 40 dernie`res ps de la trajectoire. La distribution peut eˆtre
moyenne´e sur tous les atomes d’un meˆme type :
gij(r) =
dnij(r)
4pir2drρi
(3.147)
ou` dnij est le nombre d’atomes j a` une distance comprise entre r et r + dr de
l’atome i, ρi = Ni/V , V est le volume et Ni est le nombre d’atomes de type i. La
fonction de distribution radiale donne une mesure des corre´lations spatiales entre
les atomes du liquide.
Dans la figure 3.12, les RDFs entre les diffe´rentes paires d’atomes pre´sentes dans
le liquide sont montre´es. Dans le but d’anayser en de´tails la structure et la
corre´lation dans les deux liquides, nous avons distingue´ les paires relatives aux
atomes d’oxyge`ne dans les mole´cules d’eau (Ow) et les atomes d’oxyge`ne dans H4
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et H3, note´s OH quand il y a une liaison covalente avec un atome d’H, ou O* sinon.
Notons que, a` cause de la normalisation utilise´e dans l’e´quation 3.147, l’amplitude
des pics peut eˆtre tre`s diffe´rente pour des RDF impliquant un seul atome (par
exemple Si et O*) ou un large nombre d’atomes (par exemple Ow et H dans les
mole´cules d’eau).
Les courbes gOH (Fig.3.12(a)) montrent la relation entre les atomes d’oxyge`ne et
d’hydroge`ne dans le syste`me liquide. Comme cela peut eˆtre observe´ dans l’eau
liquide a` 300 K (Soper, 2000), la RDF Ow-H pour les atomes d’oxyge`ne dans les
mole´cules d’eau (lignes pleines) pre´sente un premier pic autour de 1A˚ correspon-
dant a` la longueur de la liaison covalente dans les mole´cules d’eau. Le second
pic, autour de 1.7 A˚, correspond aux liaisons hydroge`ne entre les mole´cules d’eau
voisines (Hura et al., 2003). On peut noter que pour les deux syste`mes, les RDFs
Ow-H sont superpose´es en ce qui concerne les mole´cules d’eau (lignes noires et
rouges). Pour l’atome d’oxyge`ne lie´ au silicium (OH, lignes noire et rouge en tirets),
on observe presque le meˆme comportement ge´ne´ral : un premier pic autour de 1
A˚ et un second autour de 1.7 A˚. Le premier pic correspond aux liaisons covalentes
dans les espe`ces H4 et H3 et le second pic indique que les atomes d’oxyge`ne OH sont
lie´s a` des mole´cules d’eau par des liaisons hydroge`ne. Ce second pic, cependant,
est le´ge`rement de´cale´ vers les plus grandes distances par rapport a` celui des atomes
des mole´cules d’eau, cela indique que les liaisons hydroge`ne sont le´ge`rement plus
longues dans ce cas (voir encart). A` nouveau, il n’y a pas de diffe´rences majeures
entre les deux syste`mes liquides e´tudie´s H4 et H3. Il est inte´ressant de noter que
les courbes en noir diffe`rent de la courbe en rouge de fac¸on significative apre`s le
second minimum (a` environ 2.5 A˚). Les RDFs impliquant un atome OH montrent
un double pic situe´ a` ∼3.1 A˚ et ∼3.5 A˚ alors qu’il est absent dans les RDFs des
Ow. Cette se´paration entre les deux pics peut eˆtre attribue´e a` la corre´lation entre
les atomes OH et les atomes d’hydroge`ne des mole´cules d’eau de la seconde et
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Figure 3.12.: Fonction de distribution radiale pour (a)O-H, (b)O-O et (c)O-Si dans les syste`mes
H4 (lignes noires) et H3 (lignes rouges).
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troisie`me couche de solvatation. Enfin, la RDF entre les atomes O* et les atomes
d’hydroge`ne dans le syste`me H3 (ligne en pointille´s bleue) pre´sente un premier
pic a` une distance le´ge`rement infe´rieure a` celle observe´e typiquement dans l’eau
liquide, et on observe un second pic situe´ au meˆme endroit que le troisie`me pic
observe´ dans la RDF de OH-H. Le premier pic correspond aux mole´cules d’eau qui
forment une liaison hydroge`ne plus courte a` cause de la charge sur O*.
La courbe gOO (Fig.3.12(b)) pre´sente la corre´lation entre les diffe´rents atomes
d’oxyge`ne et le reste des atomes des deux syste`mes liquides. En lignes pleines, on
observe la correlation entre les atomes d’oxyge`ne des mole´cules d’eau. Le premier
pic a` 2.73 A˚ et le second a` 3.4 A˚ sont tre`s proche de ce qui est observe´ pour de
l’eau liquide pure en utilisant des simulations ab initio avec la fonctionnelle PBE
mais aussi sur des analyses des spectres de rayons-X et de diffusion de neutrons
(Hura et al., 2003; Soper, 2000). Les positions et les intensite´s des pics sont les
meˆmes pour les deux liquides. Les courbes en tirets montrent la corre´lation entre
les atomes OH et les autres O pour les deux syste`mes : elles sont tre`s proches de
celles obtenues pour les RDFs O-O des mole´cules d’eau, sauf que l’intensite´ des
pics est diffe´rente. Cela peut eˆtre explique´e de fac¸on simple par la normalisation
utilise´e dans l’e´quation 3.147. Ne´anmoins, il est possible d’observer un de´calage
tre`s faible des premiers pics vers les plus courtes distances dans la RDFs de OH-O
par rapport a` celle des Ow-O. Puisque les distances OH—H sont plus longues dans
nos calculs que celles de Ow—H dans l’eau liquide, ce de´calage peut eˆtre explique´
par le fait que l’angle OH—H-Ow est plus petit que l’angle Ow—H-Ow. A` longues
distances, on observe e´galement une troisie`me couche de solvatation autour des
atomes OH a` ∼5.25 A˚ qui n’est pas observe´e dans l’eau liquide. Cela indique
l’effet de la pre´sence de la mole´cule H4 ou H3 qui implique une modification de la
structure du liquide. La RDF entre O* et les autres atomes du syste`me (ligne bleue
en pointille´s) est tre`s proche de celle des atomes OH-O. On observe a` nouveau le
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troisie`me pic autour de 5.25 A˚.
La courbe gSiO (Fig.3.12(c)) entre le silicium et les atomes OH (lignes rouges)
pre´sente un pic autour de 1.65 A˚ qui correspond a` la liaison covalente Si-O dans
H4 et H3. Dans H3, le maximum de ce pic (1.665 A˚) est de´cale´ d’environ 0.025 A˚
vers les plus longues distances par rapport a` celui dans H4 (1.652 A˚ ). Cependant,
la dispersion des distances des liaisons Si-OH est plus faibles dans H3 (σ=0.065A˚)
que dans H4 (σ=0.081 A˚ ) (voir encart). Cela suppose que le te´trae`dre SiO4 est
plus contraint dans la mole´cule H3 que dans la mole´cule H4 a` cause de la pre´sence
de la charge ne´gative sur O*. La RDF entre l’atome Si et l’atome O* (lignes bleues
en pointille´s) montre un pic a` 1.60 A˚, ce qui est tre`s infe´rieur a` celui des autres
liaisons Si-OH dans le syste`me. Cela confirme l’effet de distorsion due a` la pre´sence
d’une charge sur O*.
3.3.1.b. De´placement carre´ moyen
Le de´placement carre´ moyen (Mean Squared Displacement, MSD) correspond a` la
valeur moyenne du carre´ des de´placements entre l’instant t et l’instant initial de
la trajectoire :
< R2(t) >= 1
N
N∑
I=1
< (RI(t)−RI(0))2 >t (3.148)
ou` RI est la position d’un atome I, N est le nombre d’atomes d’un meˆme type,
<...>t de´signe une moyenne sur les intervalles de temps. Notons qu’en pratique, il
est e´galement ne´cessaire de soustraire le mouvement du centre de masse du syste`me
global.
Le MSD nous renseigne sur le caracte`re diffusif des atomes dans le syste`me. Par
exemple, si le syste`me est un solide, alors le MSD va rapidement atteindre une
valeur de saturation correspondant a` la distance maximale de vibration des atomes.
Dans les liquides, on peut observer typiquement trois re´gimes. Au de´but de la
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Figure 3.13.: De´placement carre´ moyen (MSD) des atomes H, O (des mole´cules d’eau) et Si
dans H4 et H3. Les pentes 1:1 et 2:1 sont repre´sente´es pour guider les yeux.
trajectoire, l’atome est dans un re´gime dit balistique, c’est-a`-dire que le MSD est
proportionnel a` t2. Cela est duˆ au fait que l’atome se de´place comme si il e´tait
insensible a` la pre´sence des atomes voisins. Dans un second temps, la pre´sence des
atomes voisins limite la diffusion de l’atome que l’on conside`re. Ce re´gime est dit
de “cage” car l’atome est confine´, le MSD croˆıt faiblement. Si l’e´nergie thermique
est suffisante, alors l’atome peut s’e´chapper de sa “cage” et atteindre un re´gime
dit “diffusif”. Dans ce re´gime, le mouvement de l’atome est proportionnel a` t. On
peut calculer le coefficient de diffusion selon la loi de diffusion d’Einstein :
D = lim
t−>∞
1
6t < R
2(t) > (3.149)
Dans cette e´tude nous avons utilise´ des thermostats afin d’optimiser l’e´chantillonnage
et de controˆler la tempe´rature. Comme nous l’avons mentionne´ pre´ce´demment (sec.
2.3.1) l’utilisation de thermostats modifie les proprie´te´s dynamiques du syste`me,
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par conse´quent nous ne pouvons pas extraire le coefficient de diffusion a` partir de
ces MSD. Ne´anmoins, il est possible d’observer les diffe´rents re´gimes atteints par
les atomes du syste`me au cours du temps.
Dans la figure 3.13, les courbes correspondant aux atomes O et H ne concernent
que les atomes des mole´cules d’eau. Dans les deux syste`mes, si l’on compare
la forme globale des courbes en noir et en rouge, on remarque que les atomes
d’hydroge`ne diffusent mieux que ceux d’oxyge`ne. Ceci est duˆ au fait que la masse
de l’atome d’hydroge`ne est plus faible que celle de l’atome d’oxyge`ne. Pour ces
deux type d’atome, le re´gime balistique se termine dans les 100 premie`res fs. Sur la
courbe des atomes d’hydroge`ne (en rouge), l’inflexion de la courbe correspondant
au re´gime de cage est bien visible. En fin de trajectoire, on observe que le re´gime
diffusif est bien atteint.
En comparaison, les atomes de silicium diffusent plus lentement. En particulier,
le re´gime balistique dure jusqu’a` environ 10 ps. Ceci est duˆ au fait que l’atome
de silicium est pre´sent uniquement au sein des espe`ces H4 et H3 qui sont de taille
plus importante que les mole´cules d’eau. En toute fin de trajectoire, c’est-a`-dire
au bout de 30 ps, on observe que le re´gime diffusif est atteint pour les atomes de
silicium. Dans cette e´tude, nous avons de´cide´ d’interrompre les trajectoires au bout
de 40 ps afin que tous les atomes du syste`me aient pu atteindre un re´gime diffusif.
L’objectif souhaite´ e´tait de pouvoir observer des configurations tre`s diffe´rentes.
Notons que pour cela, il n’est pas ne´cessaire que le mouvement de H4 et H3 soit
diffusif. Il suffit que les mole´cules alentours diffusent.
3.3.1.c. Couches de solvatation
La premie`re couche de mole´cules d’eau autour de H4 et H3 a e´te´ analyse´e pour
comprendre l’effet potentiel d’une modification de la structure du liquide sur la
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forme du te´trae`dre SiO4. Nous discuterons dans la section 3.4.1.c de l’importance
de cet effet pour les proprie´te´s de fractionnement isotopique. Pour une structure
Figure 3.14.: Probabilite´ de pre´sence de mole´cules d’eau formant une liaison hydroge`ne autour
de l’atome H d’un silanol (a) ou de l’atome O d’un silanol (b) le long de la
trajectoire a` 300 K.
inhe´rente donne´e (Inherent Structure, IS), le nombre de liaisons hydroge`ne pour un
atome O (resp. H) d’un silanol ou un atome H d’un silanol (resp. O) correspond au
nombre de mole´cules d’eau situe´es dans la premie`re couche de solvatation. Seuls
les atomes H d’une mole´cule d’eau (resp. O) situe´s dans une sphe`re dont le rayon
est donne´ par les RDFs de O-H (voir figure 3.12(a)) sont utilise´s pour compter
le nombre de liaisons hydroge`ne. Pour les deux syste`mes, ces rayons de coupure
ont e´te´ choisis e´gaux a` 2.45 A˚. La figure 3.14 montre la probabilite´ d’observer un
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certain nombre de liaisons hydroge`ne sur un atome H d’un silanol (a) et un atome
O d’un silanol (OH ou O*) (b) de H4 ou H3.
Premie`rement, on peut noter que, dans la plupart des configurations de H4 et H3,
l’atome H du silanol a le meˆme environnement, c’est-a`-dire qu’il y a une seule
mole´cule d’eau dans le voisinage (Figure 3.14(a)). D’autre part, l’influence de
la charge sur O* est mise en e´vidence par l’environnement tre`s stable puisque
dans 99% des configurations, il y a trois mole´cules d’eau autour de O* (Figure
3.14(b), barres vides bleues). Par conse´quent, les diffe´rences entre les diffe´rentes
configurations sont principalement observe´es autour des atomes OH. Pour H4
(Figure 3.14(b), barres noires) ou H3 (Figure 3.14(b), barres rouges), ∼77% des
atomes OH de H4 (et ∼71% des atomes OH de H3) forment une seule liaison
hydroge`ne, ∼18% des atomes OH de H4 (et ∼24% des atomes OH de H3) en
forment deux et un petit nombre (∼3%) n’en forme pas.
3.3.2. Proprie´te´s structurales et vibrationnelles du quartz et de
la kaolinite
Pour le quartz et la kaolinite, les positions des atomes et les parame`tres de maille
sont relaxe´s a` pression nulle jusqu’a` ce que les forces re´siduelles soient infe´rieures a`
10−3 Ry/A˚. Les proprie´te´s structurales du quartz et de la kaolinite sont pre´sente´es
dans le tableau 3.4 et compare´es aux calculs pre´ce´dents base´s sur d’autres fonc-
tionnelles (Me´heut et al., 2007). Avec la fonctionnelle BLYP, les parame`tres de
maille du quartz et de la kaolinite sont surestime´s d’environ +2.5% a` +3% dans
nos calculs par rapport aux mesures expe´rimentales. Cette valeur est le´ge`rement
supe´rieure (de ∼+1%) en comparaison de ce qui avait e´te´ trouve´ en utilisant la
fonctionnelle PBE (Me´heut et al., 2007).
Les proprie´te´s vibrationnelles calcule´es pour le quartz sont compare´es a` l’expe´rience
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Table 3.4.: Proprie´te´s structurales du quartz et de la kaolinite calcule´es avec la fonctionnelle
BLYP et compare´es aux calculs avec les fonctionnelles PBE et LDA et aux donne´es
expe´rimentales. d¯SiO de´signe la valeur moyenne de la distance Si-O dans le te´trae`dre.
BLYP PBE[1] LDA[1] EXP[3] error BLYP/EXP
Quartz
a [A˚] 5.092 5.031 4.866 4.912 3.5%
c [A˚] 5.590 5.518 5.352 5.404 4.5%
d¯SiO 1.632 1.629 1.614 1.608 1.5%
Kaolinite
a [A˚] 5.269 5.226 - 5.154 2.2%
b [A˚] 9.144 5.244 - 8.942 2.3%
c [A˚] 7.660 7.509 - 7.391 3.5%
d¯SiO 1.646 1.633 - 1.615 2.0%
1 Me´heut et al. (2007)
3 Will et al. (1988) pour le quartz, Bish (1993) pour la kaolinite
et aux calculs utilisant d’autres fonctionnelles dans la figure 3.15. Contrairement a`
ce que l’on observe avec les proprie´te´s structurales (tableau 3.4), les fonctionnelles
PBE et BLYP donnent des re´sultats similaires en ce qui concerne le calcul des
fre´quences de vibration, c’est-a`-dire qu’elles sous-estiment chacune les fre´quences
expe´rimentales (respectivement de -4.7% et de -4.4%).
3.3.3. Incertitudes et β-facteurs
Dans cette section, nous pre´sentons les proprie´te´s de fractionnement isotopique de
l’α-quartz et de la kaolinite, deux cristaux, et nous discutons de la ge´ne´ralisation
de l’e´quation 1.35 aux liquides. Par la suite, nous faisons l’application au cas de
H4 et H3 en solution. Enfin, les sources d’incertitudes potentielles dans ces calculs
seront analyse´es consciencieusement.
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Figure 3.15.: Fre´quences calcule´es pour le quartz νCALC et compare´es aux valeurs
expe´rimentales νEXP. BLYP fait re´fe´rence a` ce travail, [2]: Me´heut et al. (2007),
[3]: Gonze et al. (1992). Les fre´quences expe´rimentales (Zakharova et al., 1974;
Gervais et Piriou (1975)) sont extrapole´es comme de´taille´ dans Gonze et al.
(1992). La re´gression line´aire donne νEXP ∼ 1.047 /1.044/ 1.020 × νCALC re-
spectivement pour les fonctionnelles PBE / BLYP / LDA. La ligne en pointille´s
indique la corre´lation 1:1.
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3.3.3.a. Tests statistiques et valeur p
Dans la suite, nous allons utiliser plusieurs tests statistiques afin de tester les
corre´lations que nous pre´senterons. Nous utiliserons le test de Chow, qui permet
de tester si la re´gression line´aire calcule´e pour deux sets de donne´es diffe´rents peut
eˆtre remplace´e par une re´gression line´aire unique. Afin de comparer des donne´es
calcule´es avec la fonctionnelle PBE et les donne´es de notre travail obtenues avec la
fonctionnelle BLYP, nous utiliserons le test ANCOVA, qui permet de ve´rifier que
deux re´gression, ayant une ordonne´e a` l’origine diffe´rente, ont une pente similaire.
Enfin, nous exploiterons le test de Wilcoxon, qui sert a` ve´rifier que la distribution
(espe´rance) de deux e´chantillons est bien diffe´rente.
Dans chacun de ces tests, une hypothe`se est e´mise ainsi que son hypothe`se contraire
(appele´e hypothe`se nulle). Par convention, on de´fini la valeur p (p-value en anglais)
comme la probabilite´ pour que le test soit un “faux positif”, c’est-a`-dire le risque
de se tromper lorsque l’on rejette l’hypothe`se nulle. La valeur de p traduit donc la
confiance que l’on peut accorder au test re´alise´, plus elle est faible (typiquement
infe´rieure a` 0.05), plus le test est fiable.
3.3.3.b. β-facteurs
Les re´sultats sont discute´s en terme des β-facteurs logarithmiques (ln β) et de
facteurs de fractionnement α logarithmiques (ln α) en parties par milliers (h).
Pour le quartz et la kaolinite, les β-facteurs ont e´te´ calcule´s tous les 0.5×106/T2
(en K−2), et a` 300 K. Pour les structures inhe´rentes du liquide (32 au total), les
β-factors ont e´te´ calcule´s a` 373 K, 300 K et 273 K. A` 300 K, le β-facteurs du
silicium s’e´tend de 67.2h, pour le quartz, a` 62.9h, pour une structure inhe´rente
de H3. A` cause de leur variation par rapport a` la valeur moyenne, nous avons choisi
de discuter ces β-facteurs par rapport au quartz pour pouvoir les comparer. De
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plus, Me´heut et Schauble (2014) ont montre´ qu’il existait une corre´lation entre les
proprie´te´s de fractionnement dans les silicates (solides) et la longueur moyenne de
la liaison Si-O, d¯SiO. Pour cette raison, toutes les proprie´te´s de fractionnement des
mine´raux, et e´galement des IS, calcule´es a` 300 K, sont repre´sente´es dans la figure
3.16 comme une fonction de la distance moyenne Si-O (voir e´galement fig. 3.18
pour les IS). Les proprie´te´s de fractionnement isotopique calcule´es sur les mine´raux
avec la fonctionnelle PBE (Me´heut et Schauble, 2014) sont aussi repre´sente´es dans
la figure 3.16, pour pouvoir les comparer aux calculs effectue´s dans ce travail avec
la fonctionnelle BLYP.
Pour H4, nous avons aborde´ le proble`me en choississant 12 IS le long de la tra-
jectoire de fac¸on totalement arbitraire. Suite a` cette prospection, nous avons
se´lectionne´ 10 IS de fac¸on pe´riodique, de fac¸on a` nous assurer que l’e´chantillonnage
est fait de fac¸on ale´atoire. Ces 10 IS seront utilise´es pour calculer les proprie´te´s de
fractionnement du liquide et quand nous comparerons les re´sultats entre H4 et H3.
Les 12 IS additionnelles sont utilise´es pour obtenir une meilleure statistique pour
la loi de re´gression sur H4, et pour discuter des diffe´rentes manie`res de choisir les
IS en fonction de leur proximite´ par rapport a` la distance moyenne Si-O (voir sec-
tion 3.4.1.b). Comme pour les mine´raux calcule´s dans Me´heut et Schauble (2014),
les IS des liquides H4 et H3 pre´sentent une corre´lation entre leurs proprie´te´s de
fractionnement isotopique et leur distance moyenne d¯SiO. Si on conside`re les deux
liquides se´pare´ment, ces relations line´aires sont calcule´es comme :
lnα30SiIS−quartz = −199 ∗ (d¯SiO − 1.6390), (R2 = 0.91, p = 9.8 ∗ 10−12, n = 22),
(3.150)
pour H4,
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Figure 3.16.: Facteurs de fractionnement calcule´s entre les IS extraites des deux liquides et le
quartz, et entre des mine´raux et le quartz, en fonction de la valeur moyenne de
la distance Si-O, d¯SiO. Les symboles pleins correspondent a` ce travail (BLYP),
les triangles rouges repre´sentent les IS extraites du liquide H3, les carre´s noirs
montrent les IS extraites du liquide H4, les cercles repre´sentent les mine´raux
(quartz et kaolinite). Les cercles vides correspondent aux calculs sur les mine´raux
de Me´heut et Schauble (2014) re´alise´s avec la fonctionnelle PBE. Les lignes en
pointille´s sche´matisent les re´gressions line´aires : pour la fonctionnelle PBE, tous
les mine´raux sauf la fosterite ont e´te´ utilise´s pour la re´gression, ce qui donne
lnα30SiPBEmineral−quartz = −183∗(d¯SiO−1.6296) (R2=0.98, p= 3∗10−5, n=7) ; tandis
que pour la fonctionnelle BLYP, toutes les IS et les mine´raux sont conside´re´s,
ce qui donne : lnα30SiBLYPIS,mineral−quartz = −169 ∗ (d¯SiO − 1.6363) (R2=0.94, p<
2.2 ∗ 10−16, n=34).
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lnα30SiIS−quartz = −148∗(d¯SiO−1.6321), (R2 = 0.89, p = 4∗10−5, n = 10), (3.151)
pour H3, et
lnα30SiIS−quartz = −195 ∗ (d¯SiO − 1.6383), (R2 = 0.98, p = 3 ∗ 10−16, n = 20),
(3.152)
lorsque H4 et H3 sont conside´re´s ensemble, R2 est le coefficient de corre´lation, p
est la probabilite´ associe´e a` la confiance sur l’estimation de la re´gression line´aire et
n est le nombre de IS conside´re´es. Pour cette corre´lation, nous avons uniquement
utilise´ les IS choisies pe´riodiquement, par conse´quent, le poids statistique est le
meˆme pour les deux espe`ces.
Le test de Chow (Chow, 1960) indique que les re´gressions line´aires (3.150) et
(3.151) sont significativement e´quivalentes (p=0.052). Par conse´quent, on peut
conside´rer une seule re´gression pour les deux syste`mes (3.152). Nous allons discuter
comment utiliser cette corre´lation line´aire pour re´duire le couˆt, en terme de temps
de calcul, ne´cessaire pour estimer le fractionnement isotopique dans les liquides,
dans la section 3.4.1.
Nos calculs re´alise´s avec la fonctionnelle BLYP sur le quartz et la kaolinite suivent
e´galement, de fac¸on acceptable, la loi de re´gression que l’on observe sur les IS (see
Figure 3.16). Pour comparer les fonctionnelles BLYP et PBE, nous avons cal-
cule´ la re´gression line´aire en incluant tous nos calculs avec la fonctionnelle BLYP
(mine´raux et IS ont e´te´ conside´re´s de fac¸on semblable, voir la le´gende de la figure
3.16). Le test ANCOVA indique que les droites de re´gression pour les fonction-
nelles BLYP et PBE sont significativement e´quivalentes avec p=0.34. De plus,
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le facteur de fractionnement calcule´ pour le syste`me kaolinite-quartz donne une
valeur similaire a` 300 K, c’est-a`-dire -1.61 h avec la fonctionnelle BLYP et -1.69
h avec la fonctionnelle PBE (voir aussi figure 3.17). La re´gression line´aire obtenue
avec la fonctionnelle BLYP apparaˆıt par conse´quent comme une translation hori-
zontale de celle obtenue avec la fonctionnelle PBE, en allant vers les plus longues
distances Si-O. Cela est en accord avec ce que nous avons discute´ dans la section
3.3.2 et avec les re´sultats du tableau 3.4.
La dispersion autour de la valeur moyenne des valeurs de lnα30Siliquid−quartz est
assez importante pour les deux syste`mes H4 et H3 : les valeurs s’e´tendent de -1.88
a` -2.61h pour H4 avec une erreur quadratique moyenne de σα=0.42h et de -2.65
a` -4.16h pour H3 avec une erreur quadratique moyenne de σα=0.36h.
En faisant la moyenne sur les 10 valeurs lnα30SiIS−quartz obtenues a` partir des 10
IS prises de fac¸on pe´riodique le long de la trajectoire, on obtient la valeur moyenne
des facteurs de fractionnement qui sont -2.09 ± 0.13h et -3.69 ± 0.10h pour H4
et H3, respectivement. En combinant ces deux valeurs moyennes, on estime une
valeur moyenne du facteur de fractionnement entre les deux espe`ces en solution
lnα30SiH3−H4 de -1.60 ± 0.17h. Ce re´sultat signifie que que H4 est enrichi en
isotopes lourds 30Si.
La de´pendance en tempe´rature de ces proprie´te´s de fractionnement isotopique
est pre´sente´e plus en de´tails dans la figure 3.17 et une loi polynomiale en 1/T
est propose´e pour reproduire la tendance de l’e´volution (tableau 3.5). Ici, les
proprie´te´s des liquides ont e´te´ moyenne´es sur les 10 IS et la barre d’erreur est
donne´e par l’erreur standard (voir aussi section 3.4.1.a).
On peut noter que, pour les proprie´te´s de fractionnement des IS, seule la valeur
calcule´e a` 300 K est cohe´rente avec la simulation en dynamique mole´culaire.
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Figure 3.17.: Proprie´te´s de fractionnement entre H4 (en noir), H3 (en rouge) et le quartz a`
273 K, 300 K et 333 K moyenne´es sur 10 IS pour chaque liquide. Les lignes en
pointille´s : corre´lations provenant du tableau 3.5, extrapole´e a` haute tempe´rature.
Les lignes bleues repre´sentent les proprie´te´s de fractionnement entre la kaolinite et
le quartz avec les fonctionnelles BLYP et PBE. Les parame`tres de la mode´lisation
sont reporte´es dans le tableau 3.5.
phase T(◦C) a b
kaolinite 0-1141 -21.90 20.0
H4 0-50 -4.70 -42.3
H3 0-50 -32.07 -2.6
Table 3.5.: Mode´lisation de 1000 lnα30Siphase−quartz base´e sur le polynoˆme ax2+bx3, avec
x=102/T .
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En principe, une trajectoire diffe´rente aurait duˆ eˆtre re´alise´e a` 373 K et 273 K
e´galement. Par conse´quent, les proprie´te´s de fractionnement impliquant des liq-
uides, calcule´es a` ces deux dernie`res tempe´ratures, sont a` conside´rer uniquement
pour discuter les re´sultats de fac¸on qualitative.
3.3.3.c. Incertitudes
La pre´cision des calculs du β-facteur peut eˆtre alte´re´e par trois causes diffe´rentes :
les erreurs nume´riques sur le calcul des fre´quences harmoniques, l’incohe´rence entre
les pressions pour les diffe´rentes phases (solides ou liquides dans notre e´tude) et le
fait que l’on ne´glige l’anharmonicite´.
Les erreurs nume´riques peuvent apparaˆıtre a` cause du choix des parame`tres en
DFT tels que le cutoff en e´nergie choisi, l’e´chantillonnage de la zone de Brillouin
pour le calcul de la densite´ d’e´tats (points k) ou pour le calcul des proprie´te´s de
vibrations (points q). Pour le quartz et la kaolinite, ces parame`tres ont de´ja` e´te´
optimise´s avec la fonctionnelle PBE par Me´heut et al. (2007) (voir 3.3.2). Pour les
IS, l’effet de ces parame`tres sur la valeur du β-facteur du silicium a e´te´ teste´ et les
re´sultats sont pre´sente´s dans le tableau 3.6. En particulier, ce tableau montre que
l’approximation du point Γ conduit a` une le´ge`re surestimation (d’environ 0.1h)
du β-facteur des IS.
Plus pre´cise´ment, comme pour la fonctionnelle PBE, l’utilisation de la fonctionnelle
BLYP est une approximation qui conduit a` des erreurs syste´matiques sur le calcul
des fre´quences de vibrations harmoniques. Finley et Stephens (1995) ont teste´
cette fonctionnelle sur un grand nombre de mole´cules, tous les re´sultats tendent a`
conclure que la fonctionnelle BLYP sous-estime les fre´quences harmoniques, avec
une erreur relative allant de –11% a` +2% et avec une erreur moyenne relative
de -3.3%. Dans le cas du quartz, la fonctionnelle BLYP sous-estime typiquement
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q points Ecut(Relax) [Ry] Ecut(Phonons) [Ry] β-factor [%]
2*2*2 120 120 64.995
1*1*1 120 120 64.985
Γ 120 120 65.092
Γ 80 120 65.095
Γ 80 80 65.088
Table 3.6.: Liste des β30SiH4 -facteurs obtenus pour diffe´rentes grilles de points q (2*2*2, 1*1*1
et a` Γ) ou pour diffe´rentes e´nergies de cutoff pour la relaxation des positions atom-
iques (Relax) et pour le calcul des proprie´te´s vibrationnelles (Phonons) : 80 Ry et
120 Ry.
les fre´quences harmoniques de -5%, ce qui est tre`s proche de ce que l’on obtient
avec la fonctionne PBE (voir section 3.3.2). Nous supposons que les fre´quences de
vibration des IS sont e´galement sous-estime´es d’environ -5%, ce qui, comme cela a
de´ja` e´te´ discute´ dans Me´heut et al. (2009), me`ne a` sous-estimer la valeur du facteur
du β-facteur de ∼ -5% a` basse tempe´rature. Pour le facteur de fractionnement,
Me´heut et al. (2009) ont e´mis l’hypothe`se que si l’erreur commise sur les fre´quences
de vibration est uniforme, le calcul du facteur de fractionnement entre deux phases
me`ne a` une compensation, de fac¸on partielle, des erreurs. Par conse´quent, l’erreur
sur le facteur de fractionnement α devrait eˆtre de l’ordre de celle pour le β-facteur
et donc de l’ordre de celle pour les fre´quences de vibration, c’est-a`-dire environ -5%.
Dans le cadre de cette e´tude, la comparaison entre nos valeurs de fractionnement
calcule´es pour l’e´quilibre quartz-kaolinite avec les valeurs calcule´es par Me´heut
et al. (2009) en utilisant la fonctionnelle PBE permet de discuter cette supposition.
Les erreurs commises sur le calcul des fre´quences de vibration avec les fonctionnelles
BLYP et PBE sont similaires (voir section 3.3.2). Par conse´quent, en accord avec
le raisonnement pre´sente´ ci-dessus, si la compensation des erreurs est parfaite,
les deux fonctionnelles devraient donner un re´sultat identique. En re´alite´, on
obtient des re´sultats le´ge`rement diffe´rents (d’environ 5%) (PBE: -1.61h; BLYP:
-1.69h). Bien que cette diffe´rence soit tre`s proche des limites analytiques, elle
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montre les limites de l’hypothe`se simple d’une compensation totale des erreurs.
En additionnant les erreurs, on peut conside´rer que les fonctionnelles BLYP et
PBE me`nent a` une sous-estimation du β-facteur allant de 0% a` 10%.
Une autre source importante d’erreur est l’incohe´rence entre les pressions pour
des liquides et des solides. D’une part, nos liquides ont e´te´ calcule´s en utilisant
le volume expe´rimental des solutions a` tempe´rature ambiante. D’autre part, nos
solides ont e´te´ relaxe´s a` pression nulle avant que l’on calcule les proprie´te´s de
fractionnement isotopique. Notons que cette incohe´rence est un proble`me re´current
pour l’e´tude des proprie´te´s de fractionnement entre un mine´ral et une solution. Une
me´thode parfaitement cohe´rente consisterait a` re´aliser une dynamique mole´culaire
a` pression nulle et constante pour le liquide, et, comme cela est de´ja` le cas, une
relaxation a` pression nulle des solides. Cependant, les dynamiques mole´culaires a`
pression constante (ensemble (N, P, T)) sont tre`s lourdes en terme de temps de
calcul et sont par conse´quent peu utilise´es. Pour s’e´manciper de cette contrainte,
Kowalski et Jahn (2011) ont choisi de conside´rer les liquides et les solides au volume
expe´rimental (par conse´quent, en utilisant les parame`tres de mailles expe´rimentaux
pour les solides). Ne´anmoins, cette approche n’est pas parfaitement satisfaisante
pour les calculs des proprie´te´s de fractionnement dans les mine´raux, comme cela
a e´te´ discute´ dans Me´heut et al. (2007). D’autre part, Rustad et Dixon (2009) et
Rustad et al. (2010b) ont conside´re´ des clusters pour les solides et les liquides. De
cette manie`re, ils ont e´te´ capables de relaxer les deux syste`mes de fac¸on cohe´rente.
Pour acce´der a` l’importance de cet effet dans le cadre de notre e´tude, la pression
dynamique a e´te´ estime´e a` 300 K dans les syste`mes liquides. Pour H4, la press-
sion dynamique est converge´e a` 6.5 kbar a` 160 Ry (voir section 3.2.1 pour plus
de de´tails). La pression statique dans les IS de H4 a` 0 K est approximativement
e´gale a` 4.7 kbar (moyenne sur les 18 IS). Pour traduire cette diffe´rence de pression
en terme d’erreurs sur le calcul des proprie´te´s de fractionnement isotopique, nous
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devons connaˆıtre l’effet d’une modification de la pression sur le β-facteur. Pour
cela, nous avons conside´re´ une IS pour laquelle nous avions de´ja` calcule´ les pro-
prie´te´s de fractionnement avec un volume expe´rimental, puis nous avons augmente´
le volume de +2% puis recalcule´ le β-facteur. En faisant cela, nous avons obtenu
une diminution de la pression de -4.7 kbar pour l’IS relaxe´e (de 5.8 a` 1.1 kbar),
conjointement a` une diminution de ln β30SiIS de -0.22h. Cela suppose, par exten-
sion, que l’incohe´rence de pression d’environ 5-7 kbar entre le liquide et le solide
se solde par une erreur pour le calcul du facteur de fractionnement liquide-mine´ral
d’environ +0.3h.
La dernie`re source d’erreur, et probablement la plus difficile a` e´valuer, est l’erreur
due a` l’approximation harmonique sur le calcul des proprie´te´s de fractionnement
isotopique. Dans les cristaux, l’approximation harmonique est, en principe, valide
pour des tempe´ratures e´loigne´es de la tempe´rature de fusion, c’est-a`-dire tant que
les atomes se de´placent dans la proximite´ de leur position d’e´quilibre. Dans des
e´tudes re´centes (Blanchard et al., 2009; Me´heut et al., 2009; Schauble, 2011), le
calcul des proprie´te´s de fractionnement isotopique dans cette approximation ont
montre´ un tre`s bon accord avec les mesures pour plusieurs types de cristaux et
plusieurs e´le´ments.
Concernant les liquides, au contraire, on s’attend a` ce que l’anharmonicite´ joue un
roˆle important dans les proprie´te´s de fractionnement isotopique. Ne´anmoins, dans
des e´tudes re´centes, diffe´rentes me´thodes ont e´te´ propose´es pour calculer tout de
meˆme les facteurs de fractionnement dans l’approximation harmonique (Yamaji
et al., 2001; Domagal-Goldman et Kubicki, 2008; Hill et Schauble, 2008; Zeebe,
2009, 2010; Hill et al., 2010; Rustad et al., 2010b,a; Rustad et Bylaska, 2007).
On doit a` Beard et al. (2010) une discussion tre`s inte´ressante sur les effets de
l’anharmonicite´. Cette e´tude souligne que les calculs DFT des facteurs de fraction-
nement Fe2+/Fe3+aq sont en bon accord avec les valeurs expe´rimentales tandis que les
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facteurs de fractionnement liquide-solide calcule´s tendent a` eˆtre sur-estime´s. Ces
re´sultats sugge`rent que l’erreur amene´e par l’approximation harmonique pouvait
se compenser entre deux phases similaires (deux espe`ces dissoutes ou alors deux
solides). Cela met e´galement en avant le fait que le traitement de l’anharmonicite´
doit eˆtre fait de fac¸on prudente lorsque l’on s’inte´resse a` un e´quilibre entre deux
phases diffe´rentes. Dans le chapitre 4, nous pre´sentons l’application de la me´thode
TI-PIMD au cas du lithium, qui permet d’aller au-dela` de l’approximation har-
monique. En suivant l’e´tude de Beard et al. (2010), nous faisons ici deux hy-
pothe`ses : la premie`re est que pour l’e´quilibre H4-H3, les effets de l’anharmonicite´
s’annulent ; la second est que les facteurs de fractionnement liquide-quartz, ou`
le quartz sert simplement de re´fe´rence, surestiment la valeur re´elle du fraction-
nement isotopique a` cause de l’approximation harmonique. Notons que la tendance
de l’anharmonicite´ a` re´duire le β-facteur est sugge´re´e par d’autre observations.
Premie`rement, l’approximation harmonique tend a` sur-estimer les fre´quences de
vibration, ce qui augmente le β-facteur des solides ou des mole´cules (cf. Me´heut
et al. (2007), Balan et al. (2009), Richet et al. (1977)). D’autre part, les distances
Si-O sont le´ge`rement plus longues avant relaxation (voir section 3.4.1.a). Cela peut
eˆtre vu comme un effet de l’anharmonicite´, qui est correctement pris en compte
dans la dynamique ab initio mais qui est perdu lors de la relaxation. Si l’on suit les
re´sultats observe´s dans la figure 3.16, cela peut eˆtre vu comme une augmentation
du facteur de fractionnement liquide-quartz dans l’approximation harmonique.
Pour conclure, nous allons conside´rer que : (1) la fonctionnelle BLYP tend a` sous-
estimer la valeur absolue de lnα30Si de 0% a` 10% (a` 25°C, de 0 a` 0.2h pour
H4 typiquement); (2) que l’incohe´rence de pression me`ne a` une sur-estimation du
β-facteur dans le liquide d’environ +0.3h, et donc du facteur de fractionnement
liquide-quartz a` 300 K ; (3) que les effets de l’anharmonicite´ se compensent pour
l’e´quilibre solution-solution mais que cela me`ne a` une sur-estimation du facteur
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de fractionnement liquide-solide. Puisque le liquide est toujours plus le´ger que le
solide, en ce qui concerne nos calculs, ces effets vont tous dans le meˆme sens, c’est-
a`-dire que l’on estime que le liquide est isotopiquement plus lourd que le liquide
re´el.
3.3.3.d. Modes de phonon partiels
Comme cela est discute´ dans la section 3.4.1.d, la matrice dynamique peut eˆtre
tronque´e en supposant que seulement un faible nombre d’atomes participe aux
proprie´te´s de fractionnement. Cette approche a e´te´ teste´e sur deux IS : une
pour le liquide H4 l’autre pour le liquide H3 (voir tableau 3.7). Nous avons ap-
plique´ diffe´rentes troncations a` leurs matrices dynamiques : nous n’avons garde´
que l’atome de silicium, nous n’avons conserve´ que la mole´cule H4 ou H3 entie`re,
ou alors nous n’avons garde´ que la mole´cule plus la premie`re couche de solvatation.
IS du liquide H4 IS du liquide H3 diffe´rence
atomes ln β30SiIS [h] atomes ln β30SiIS [h] [h]
H4SiO4+62H2O 65.44 H3SiO−4 +62H2O 64.17 +1.28
H4SiO4+8H2O 66.56 H3SiO−4 +9H2O 64.58 +1.98
H4SiO4 67.63 H3SiO−4 67.09 +0.54
Si 83.99 Si 77.00 +6.99
Table 3.7.: β30SiIS-facteurs obtenus pour diffe´rentes troncatures de la matrice dynamique.
Malgre´ un gain significatif en temps de calcul, cette approximation me`ne a` de trop
grandes erreurs pour nos syste`mes. Pour le fractionnement solide-liquide, l’erreur
associe´e a` cette approximation va de ∼ 15h lorsque l’on utilise uniquement le Si
a` ∼ 1h avec la premie`re couche de mole´cules d’eau. Cependant, pour le calcul
du facteur de fractionnement liquide-liquide, on peut s’attendre a` ce qu’une partie
des erreurs s’annule lorsque l’on utilise le meˆme niveau d’approximation pour les
deux phases. La colonne 5 du tableau 3.7 correspond au calcul du facteur de frac-
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tionnement en utilisant le meˆme niveau d’approximation. Ces re´sultats montrent
que l’erreur va de 6h (en n’utilisant qu’un seul atome) a` 0.7h en utilisant la
premie`re couche de solvatation. Bien que cette erreur soit tre`s infe´rieure a` celle
pour le calcul du facteur de fractionnement solide-liquide, elle reste bien trop large
pour pouvoir la conside´rer de fac¸on pratique dans nos syste`mes a` 300 K.
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3.4. Discussion
3.4.1. Dispersion statistique et corre´lation entre la structure et
les proprie´te´s de fractionnement
La figure 3.16 montre (i) que les proprie´te´s de fractionnement des IS sont disperse´es
pour un liquide donne´, et (ii) qu’elles sont corre´le´es avec d¯SiO. Cette corre´lation
est raisonnable, sachant que l’on s’attend a` ce que les liaisons les plus longues soit
les plus faibles — ce qui favorise la pre´sence d’isotopes le´gers (voir par exemple,
Schauble (2004), et voir la discussion dans Me´heut et Schauble (2014)).
Dans la premie`re partie de cette section, nous analyserons la distribution statis-
tique de la valeur moyenne des distances Si-O dans les IS et les proprie´te´s de frac-
tionnement correspondantes. Nous discuterons des me´thodes permettant d’obtenir
une valeur pour le fractionnement isotopique d’un liquide a` partir de plusieurs IS.
En particulier, il est possible d’utiliser la corre´lation entre les distances Si-O et
lnα30SiIS−quartz (Fig. 3.16) pour choisir astucieusement les configurations que l’on
souhaite calculer pour calculer les proprie´te´s de fractionnement, et ainsi re´duire le
couˆt nume´rique.
Puisque la valeur moyenne des distances Si-O est fortement corre´le´e avec les pro-
prie´te´s de fractionnement isotopique, nous pouvons analyser les autres parame`tres
qui pourraient influencer le fractionnement isotopique en observant leur corre´lation
par rapport aux distances moyennes Si-O. La seconde partie de cette section
pre´sentera un exemple de cette approche ; nous montrerons l’influence de la
premie`re couche de mole´cules d’eau sur les proprie´te´s de fractionnement. Dans la
troisie`me partie, nous analyserons la contribution de chaque mode vibrationnel au
fractionnement isotopique dans diffe´rentes IS, dans le but d’essayer de comprendre
l’effet d’une modification de la structure de H4 ou H3 en terme de vibration.
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3.4.1.a. La proble´matique du de´sordre configurationnel
Comme cela est montre´ dans la section 3.3, les valeurs de lnα30SiIS−quartz peuvent
varier de fac¸on significative d’une configuration a` l’autre. Pour obtenir une valeur
pour le liquide, nous avons besoin de calculer la valeur moyenne de lnα30SiIS−quartz
de fac¸on statistique sur la trajectoire du liquide. Puisque les proprie´te´s de fraction-
nement et la distance moyenne Si-O sont fortement corre´le´es, et puisque obtenir la
distance Si-O est beaucoup plus rapide en ce qui concerne les temps de calcul que
de calculer le β-facteur, nous allons utiliser cette corre´lation pour discuter de la
distribution statistique des proprie´te´s de fractionnement. En d’autres termes, nous
allons conside´rer que la corre´lation observe´e dans la figure 3.16 permet d’extrapoler
les observations faites sur les distances Si-O aux proprie´te´s de fractionnement.
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Table 3.8.: Liste des proprie´te´s structurales et de fractionnement des syste`mes H4 et H3 pour diffe´rents sets de configurations.
〈d¯SiO(traj)〉 fait re´fe´rence a` la valeur moyenne des distances Si-O avant relaxation. 〈d¯SiO(IS)〉 fait re´fe´rence a` la valeur
moyenne des distances Si-O apre`s relaxation.
te´trae`dre SiO4 Nb. de liaisons hydroge`ne Proprie´te´s
sur le O du silanol OH de fractionnement
E´chantillonnage 〈d¯SiO(traj)〉 σ 〈d¯SiO(IS)〉 σ 1 H2O 2 H2O 〈lnα〉 σ
Type Nb. de [ A˚ ] [%] [h]
conf.
Trajectoire 8000 1.6522 0.0178 - - 79 18 - -
Arbitraire[1] 50 1.6523 0.0167 1.6492 0.0020 75 19 - -
Pe´riodique[2] 20 1.6537 0.0177 1.6494 0.0022 76 19 - -
H4 Pe´riodique[2] 10 1.6545 0.0152 1.6493 0.0020 75 20 -2.09 0.42
Se´lectionne´s[3] 4 1.6573 0.0081 1.6492 0.0004 - - -2.06 0.24
Se´lectionne´s[3] 1 1.6516 - 1.6491 - - - -2.01 -
Trajectoire 8000 1.6575 0.0171 - - 71 24 - -
Pe´riodique[2] 20 1.6590 0.0160 1.6569 0.0021 72 23 - -
H3 Pe´riodique[2] 10 1.6581 0.0157 1.6571 0.0020 73 20 -3.69 0.33
Se´lectionne´s[3] 4 1.6532 0.0196 1.6572 0.0004 66 33 -3.69 0.17
Se´lectionne´s[3] 1 1.6378 - 1.6577 - 66 33 -3.62 -
1 Toutes les configurations e´chantillonne´es, de fac¸on pe´riodique ou arbitraires le long de la trajectoire ;
2 Configurations e´chantillonne´es pe´riodiquement le long de la trajectoire.
3 Configurations choisies parmi toutes celles calcule´es par rapport a` leur distance moyenne d¯SiO qui est proche de celle du
liquide.
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Le re´sultat de notre analyse est pre´sente´ dans le tableau 3.8. Les valeurs pour
〈d¯SiO(traj)〉 et pour 〈d¯SiO(IS)〉 sont obtenues en moyennant sur les diffe´rents e´chantil-
lons d’IS extraites de la trajectoire de la dynamique mole´culaire :
〈d¯SiO(traj)〉 = 1
n
n∑
i=1
d¯SiO(traj) (3.153)
〈d¯SiO(IS)〉 = 1
n
n∑
i=1
d¯SiO(IS) (3.154)
ou` n fait re´fe´rence au nombre d’IS se´lectionne´es : 50 pour H4 et 20 pour H3 au
total.
Comme cela a e´te´ mentionne´ pre´ce´demment (voir section 3.3.3.b), nous discutons
des diffe´rents types d’e´chantillonnage pour extraire les configurations de la tra-
jectoire des liquides. Des configurations ont e´te´ extraites de fac¸on re´gulie`re le
long de la trajectoire (e´chantillonnage “pe´riodique”), d’autres configurations ont
e´te´ extraites de fac¸on arbitraire (e´chantillonnage “arbitraire”) et d’autres ont e´te´
se´lectionne´es par rapport a` la valeur de leur distance moyenne d¯SiO, qui est proche
de la valeur moyenne calcule´e pour toute la trajectoire (e´chantillonnage “se´lectif”).
Si nous regardons toutes les distances moyennes Si-O dans le te´trae`dre avant re-
laxation (d¯SiO(traj)), nous pouvons observer que les diffe´rents e´chantillonnages
(n=50, 20, et 10 pour H4; n=20 et 10 pour H3) ne peuvent pas eˆtre distingue´s les
uns des autres ni de la trajectoire totale, en ce qui concerne les valeurs moyennes
et le σ de leurs distances Si-O. Le meˆme re´sultat est observe´ apre`s relaxation
(d¯SiO(IS)). Cela sugge`re fortement que notre e´chantillonnage avec n=10 est statis-
tiquement repre´sentatif de la solution globale. Plus pre´cise´ment, la distance Si-O
varie au cours de la relaxation de 〈d¯SiO(traj)〉 = 1.652 ± 0.018 A˚ a` 〈d¯SiO(IS)〉 =
1.649 ± 0.002 A˚ pour H4, et de 〈d¯SiO(traj)〉 = 1.658 ± 0.017 A˚ a` 〈d¯SiO(IS)〉 =
1.657 ± 0.002 A˚ pour H3. La largeur de la distribution statistique est e´galement
diminue´e d’un facteur 10, tandis que leur valeur moyenne reste quasi-identique ou
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diminue le´ge`rement.
Nous pouvons donc supposer que les e´chantillonnages avec n=10 sont repre´sentatifs
de la distribution totale et les utiliser pour calculer les proprie´te´s de fractionnement
des IS a` partir de leurs proprie´te´s vibrationnelles, en suivant le protocole pre´sente´
dans la section 3.4.1.d. Les proprie´te´s de fractionnement isotopique des liquides
sont alors obtenues en moyennant sur les IS, et leur incertitude est donne´e par
la moyenne de l’erreur standard (SE= σ/
√
n), ce qui donne : lnα30SiH4−quartz =
−2.09± 0.13h (SE, n=10), et lnα30SiH3−quartz = −3.69± 0.10h (SE, n=10).
3.4.1.b. Utilisation de la corre´lation entre d¯SiO et lnα30Si
Il est pre´fe´rable de profiter de la corre´lation entre lnα30SiIS−quartz et d¯SiO pour
limiter le nombre d’IS sur lesquelles on calcule les proprie´te´s de fractionnement.
En effet, une simple relaxation des IS, qui donne d¯SiO(IS), est typiquement 50 fois
plus rapide a` calculer qu’un calcul de vibrations donnant acce`s a` lnα30SiIS−quartz.
Une premie`re possibilite´ est de conside´rer que la corre´lation observe´e sur la figure
3.16 sera la meˆme quelque soit l’espe`ce en solution du silicium que l’on conside`re.
Comme cela a e´te´ observe´ dans la section 3.3.3.b, la corre´lation obtenue pour H4 et
H3 ne peut eˆtre distingue´e, cette supposition est donc valide statistiquement. Une
fois que la corre´lation est e´tablie, les proprie´te´s de fractionnement de toutes les
IS supple´mentaires peuvent eˆtre simplement de´duites a` partir de leur corre´lation
avec les distances moyennes Si-O d¯SiO(IS).
Cette approche est illustre´e sur la figure 3.18. Nous supposons que le fraction-
nement isotopique a e´te´ calcule´ pour des IS de H4 et que la re´gression est e´tablie
pour la trajectoire de H4 (Eq. (3.150)). Pour H3, seules les trajectoire de dy-
namique mole´culaire ont e´te´ simule´es et des configurations ont e´te´ extraites et
relaxe´es. Par conse´quent nous avons acce`s a` la valeur moyenne sur les configura-
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Figure 3.18.: Principe des deux me´thodes propose´es pour re´duire le couˆt nume´rique du calcul
des proprie´te´s de fractionnement dans les solutions, en utilisant la corre´lation ob-
serve´e entre lnα30SiIS−quartz et d¯SiO(IS). Premie`re approche : la loi de re´gression
pour H4 (Eq. (3.150)) est extrapole´e a` 〈d¯SiO(IS,H3)〉 (lignes noires, triangle
noir), et vice-versa (ligne rouge, carre´ rouge). Les barres d’erreurs repre´sentent
l’intervalle de confiance sur la valeur pre´dite pour une re´gression line´aire (Equa-
tion 4.39 de Davis (2002)). Seconde approche : les IS ayant la plus proche valeur
moyenne d¯SiO ont e´te´ choisies. Les petits signes + repre´sentent les 12 IS extraites
arbitrairement de la trajectoire H4, alors que les grands + (et x) repre´sentent les
IS e´chantillonne´es pe´riodiquement sur les trajectoires de H4 (resp. H3) (voir sec-
tion 3.3.3.b). Le carre´ noir et le triangle rouge repre´sentent les valeurs obtenues
en faisant la moyenne sur les 10 IS de lnα30SiIS−quartz.
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tions relaxe´es des distances Si-O, 〈d¯SiO(IS,H3)〉 = 1.657A˚ (voir tableau 3.8). Pour
calculer lnα30SiH3−quartz, nous appliquons l’e´quation (3.150) a` 〈d¯SiO(IS,H3)〉, ce
qui donne lnα30SiH3−quartz = −3.64 ± 0.50h (triangles noirs dans la figure 3.18),
au lieu de −3.69 ± 0.10h (triangles rouges dans la figure 3.18). Dans l’autre
sens — en appliquant l’e´quation (3.151) a` 〈d¯SiO(IS,H4)〉 = 1.649A˚ - on obtient
lnα30SiH4−quartz = −2.51 ± 0.43h (carre´s rouges sur la figure 3.18) au lieu de
−2.09 ± 0.13h (carre´s noirs sur la figure 3.18). Comme nous pouvons le voir,
l’incertitude associe´e a` cette me´thode est environ 3 fois plus grande qu’en calcu-
lant la valeur moyenne sur les 10 IS, mais le couˆt en terme de temps de calcul est
environ 500 fois plus court.
D’apre`s cette approche, si on veut e´tudier d’autres espe`ces (par exemple H2SiO2−4 ),
on doit appliquer l’e´quation (3.152) a` 〈d¯SiO(IS,H2SiO2−4 )〉 obtenu a` partir de la
trajectoire d’une dynamique mole´culaire de H2SiO2−4 . Une second approche con-
siste a` choisir les IS pour lesquelles on calcule les proprie´te´s de fractionnement a`
partir de cette corre´lation. Puisque la relation entre lnα30SiIS−quartz et d¯SiO(IS)
est line´aire, si l’on choisit des IS particulie`res qui ont la distance moyenne Si-O
e´gale (ou proche) de la distance moyenne statistique (d¯SiO(IS) ≈ 〈d¯SiO(IS, liquid)〉),
alors, la valeur des proprie´te´s de fractionnement sera proche (lnα30Siliquid−quartz =
〈lnα30SiIS−quartz〉). En d’autres termes, en choississant les IS ayant une distance
Si-O proche de la moyenne statistique pour calculer leurs lnα30SiIS−quartz, on
doit obtenir un ensemble de valeurs qui a la meˆme valeur moyenne que celle
de l’ensemble global, mais avec une plus petite dispersion. Si on conside`re que
〈d¯SiO(IS)〉 est connue pre´cise´ment, et que l’on peut choisir des IS avec d¯SiO(IS) tre`s
proche de 〈d¯SiO(IS)〉, alors l’e´cart type de cet ensemble se´lectionne´ doit simple-
ment correspondre a` l’erreur moyenne quadratique de la re´gression (0.14h pour
la re´gression (3.152)), ce qui est trois fois plus petit que pour l’ensemble global
(cela signifie qu’il faut 9 fois moins de configurations pour calculer les proprie´te´s
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de fractionnement avec la meˆme precision).
Par exemple, pour chaque liquide, nous avons choisi 4 IS avec d¯SiO(IS) proche
de la valeur moyenne 〈d¯SiO(IS)〉 (points entoure´s sur la figure 3.18), et nous avons
calcule´ la valeur moyenne de lnα30SiIS−quartz (voir tableau 3.8). Le re´sultat est tre`s
proche de la valeur de re´fe´rence obtenue avec 10 IS, avec une dispersion le´ge`rement
supe´rieure a` ce qui e´tait attendu, mais qui est environ la moitie´ (au lieu du tiers) de
la dispersion pour tout l’ensemble. Cela peut eˆtre duˆ au fait que l’e´chantillonnage
est trop petit, ou a` cause de la dispersion de d¯SiO(IS) qui est non-ne´gligeable (voir
tableau 3.8).
3.4.1.c. Relation entre les distances Si-O et la premie`re couche de
solvatation
Puisque la distance moyenne Si-O est fortement corre´le´e avec les proprie´te´s de
fractionnement isotopique, il est inte´ressant de regarder en de´tails la relation entre
la structure du liquide et les distances Si-O. Un parame`tre potentiellement impor-
tant est la nature de la premie`re couche de solvatation. Dans ce travail, nous avons
regarde´ le nombre de mole´cules d’eau lie´es par une liaison hydroge`ne a` un atome
O ou H des silanols (voir section 3.3.1.c). Nous avons vu que, dans les trajectoires
des liquides H4 et H3, le nombre moyen de liaisons hydroge`ne e´tait essentiellement
de 1 avec un atome H d’un silanol et de 3 avec un atome O∗ d’un silanol de H3.
Les variations de la couche de solvatation sont dues a` des modifications du nombre
de liaisons hydroge`ne avec un atome OH d’un silanol.
La figure 3.19(a) montre que chaque distance Si-OH augmente en moyenne avec le
nombre de liaisons hydroge`ne. Plus pre´cise´ment, ce nombre de liaisons hydroge`ne
varie de 0 a` 2 ; l’ajout d’une liaison hydroge`ne augmente d¯SiO(IS) de 0.020 A˚ (voir la
le´gende de la figure 3.19). Notons que la distance Si-O∗ est toujours plus courte que
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Figure 3.19.: Influence de l’environnement des atomes d’oxyge`ne des silanols sur la longueur
de la liaison Si-O (dSi−O). (a) distance Si-O en fonction du nombre de liaisons
hydroge`ne autour d’un atome O : OH sont des groupes hydroxyle de H4 (croix
noires) ou H3 (signe plus rouge), O* repre´sente l’atome charge´ ne´gativement
dans H3 (e´toiles bleues). Les lignes en pointille´s correspondent aux re´gressions
line´aires. H4: dSi−O = 1.626+0.0203*NH−bonds (R2=0.59, p=2.3*10−16); H3:
dSi−O = 1.646+0.0224*NH−bonds (R2=0.69, p=2.7*10−16) (b) distance moyenne
Si-O dans le te´trae`dre (d¯SiO(IS)) en fonction du nombre total de liaisons hy-
droge`ne sur les atomes O des silanols (OH ou O*). Les lignes en alternance
points-tirets correspondent aux valeurs statistiques moyennes 〈d¯SiO(IS)〉 sur les
IS ayant le meˆme nombre de liaisons hydroge`ne.
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les autres distances Si-OH malgre´ le nombre plus important de liaisons hydroge`ne.
D’autre part, les distances Si-OH dans H3 sont syste´matiquement plus longues que
dans H4 pour un nombre donne´ de liaisons hydroge`ne (voir 3.12(c)). Un test de
comparaison Wilcoxon entre les distances Si-OH de H4 et H3 indique que les deux
e´chantillons sont significativement diffe´rents (p< 2.210−6). Ces deux remarques
sont en accord avec la discussion sur les structures mine´rales de Me´heut et Schauble
(2014). D’apre`s cette e´tude, le partage d’un e´lectron d’un atome d’aluminium ou
de magne´sium avec un atome d’oxyge`ne provoque le raccourcissement de la liaison
Si-O associe´e, et une e´longation des autres distances Si-O dans le te´trae`dre. Dans
notre cas, l’atome d’oxyge`ne est charge´ ne´gativement, ce qui re´duit la distance
Si-O∗. Nous observons e´galement une e´longation les distances Si-OH .
Un nombre plus important de mole´cules d’eau dans la premie`re couche de sol-
vatation, et par conse´quent un plus grand nombre de liaisons hydroge`ne sur une
espe`ce (H4 ou H3), devrait tendre a` augmenter la distance moyenne d¯SiO. La
figure 3.19(b) montre effectivement la corre´lation positive entre d¯SiO et le nombre
total de liaisons hydroge`ne sur les 4 atomes O des silanols (OH and O∗ confondus :
R2=0.59, p=1.9*10−6 pour H4 et R2=0.61, p=3.9*10−3 pour H3). L’augmentation
de d¯SiO de 4 a` 5 liaisons hydroge`ne pour H4, et de 6 to 7 liaisons hydroge`ne pour
H3 est significatif d’apre`s un test de Wilcoxon (p=1.7*10−5 and p=7.5*10−4, re-
spectivement), mais l’augmentation du facteur de fractionnement avec le nombre
de liaisons hydroge`ne est moins e´vident.
Notons e´galement que, bien que nous ayons trouve´ des IS avec des silanols n’ayant
aucune liaison hydroge`ne, nous n’avons pas trouve´ de H4 ayant 3 liaisons hydroge`ne
au total autour des 4 atomes OH des silanols. Cela indique que le silanol sans
liaisons hydroge`ne est toujours compense´ par un autre silanol ayant au moins 2
liaisons hydroge`ne.
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Cette relation entre la forme du te´trae`dre et le nombre de mole´cules d’eau dans
la premie`re couche de solvatation donne une ide´e de l’importance de cette couche
sur les proprie´te´s de fractionnement isotopique. Au final, le nombre de mole´cules
d’eau dans la premie`re couche de solvatation modifie les distances Si-O, et par
conse´quent les proprie´te´s de fractionnement isotopique. En conclusion, les pro-
prie´te´s de fractionnement sont modifie´es par la structure locale du liquide autour
de H4 ou H3.
3.4.1.d. Vibrational analysis
Les donne´es pre´sente´es pre´ce´demment relient la valeur moyenne des distances Si-
O d¯SiO dans le te´trae`dre, le nombre de mole´cules d’eau dans la premie`re couche
de solvatation et le facteur de fractionnement, ce qui sugge`re que la plupart des
contributions au facteur de fractionnement sont dues aux modes de vibration des
atomes du te´trae`dre SiO4. Me´heut et al. (2009) ont calcule´ la contribution de
chaque mode pour plusieurs mine´raux, en particulier la forsterite qui a un degre´
de polyme´risation (Q0), qui peut eˆtre conside´re´ e´gal a` celui de H4 et H3. Ils ont
observe´ une contribution importante des modes ν3 (modes du te´trae`dre de type
out-of-phase stretching) avec des fre´quences allant de 700 a` 1000 cm−1.
La meˆme me´thode a e´te´ utilise´e dans cette e´tude pour les IS de H4 et H3. Dans la
figure 3.20, la contribution de chaque mode au β30SiIS total est trace´e pour deux
configurations diffe´rentes de chaque liquide : la configuration avec la distance
moyenne d¯SiO la plus courbe ((a) et (c)) et la plus longue ((b) et (d)). De plus, les
vecteurs propres de la matrice dynamique ont e´te´ observe´s pour de´terminer le type
de mode associe´ a` chaque fre´quence contribuant de manie`re importante aux pro-
prie´te´s de fractionnement (voir Me´heut et al. (2009)). Nous pouvons distinguer
une premie`re contribution autour de 400 cm−1, qui correspond a` des modes du
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Figure 3.20.: Contribution des modes de vibration au ln β30SiIS-facteur total pour deux con-
figurations de H4 (lignes pleines : (a) avec la plus courte distance d¯SiO et (b)
avec la plus longue distance d¯SiO) et H3 (lignes en tirets: (c) avec la plus courte
distance d¯SiO et (d) avec la plus longue distance d¯SiO).
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te´trae`dre de type bending appele´s ν1. Cette contribution est tre`s similaire pour
tous les syste`mes et sera donc ignore´e car elle contribuera peu au facteur de frac-
tionnement. Le domaine de fre´quences contribuant le plus est situe´ entre 700 et
1100 cm−1, et il repre´sente 75% de toutes les contributions vibrationnelles. Ces
contributions sont essentiellement dues a` des modes ν3. Pour les IS de H4, on ob-
serve principalement une seule contribution dans ce domaine. Pour les IS ayant une
distance d¯SiO plus longue, on observe un de´calage vers les plus basses fre´quences
de cette contribution, ce qui se traduit par un plus petit β-factor total. Dans
le cas de H3, on distingue une se´paration des modes ν3 en deux contributions :
une autour de 750 et l’autre autour de 950cm−1. Cette se´paration est accentue´e
lorsque la diffe´rence entre la distance moyenne d¯SiOH et la distance dSiO∗ augmente
(dans (c), 0.065 A˚ et dans (d), 0.082 A˚ ). Il est inte´ressant de voir que les modes
a` ∼750 cm−1 sont toujours associe´s a` des modes de stretching des liaisons Si-OH
(ou` O* bouge tre`s peu dans les vecteurs propres correspondants) tandis qu’a` plus
haute fre´quence (∼950 cm−1) seuls des modes de stretching Si-O* sont observe´s.
Ces observations sont en accord avec la de´pendance observe´e entre les proprie´te´s
de fractionnement et dSiO.
3.4.2. Implications en ge´ologie
Dans les environnements de surface, le silicium en solution est quasi-exclusivement
sous forme H4. H3 est la seconde espe`ce la plus abondante et le rapport H3/H4
varie typiquement de 10−1 a` 10−5 (pKa(H4/H3)= 9.9 a` 30◦C, Lide (2004); valeurs
typiques du pH pour des eaux naturelles en surface : 5.5 a` 8.5). Par conse´quent, on
peut conside´rer que l’e´quilibre mine´ral-H4 est repre´sentatif de l’e´quilibre mine´ral-
solution. Avec ces conside´rations, nos calculs pre´disent un facteur de fraction-
nement de +2.1h entre le quartz et la solution, et de +0.4h entre la kaolinite et
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Figure 3.21.: Facteurs de fractionnement calcule´s entre un mine´ral et H4, et au sein d’une so-
lution entre les espe`ces H3 et H4. Comparaison avec les valeurs naturelles ou
expe´rimentales estime´es du facteur de fractionnement du silicium associe´ a` une
pre´cipitation inorganique. Carre´s : facteurs de fractionnement estime´s pour des
argiles dissous naturels (Georg et al., 2007) (la tempe´rature est choisie comme
une valeur moyenne des donne´es de Georg et al. (2007), c’est-a`-dire 7 ◦C). Tri-
angles : facteurs de fractionnement estime´s par des expe´riences pour de la silice
inorganique dissoute (Li et al., 1995).
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la solution, a` 25 ◦C (fig. 3.21). Ces valeurs montrent un de´saccord total avec les
observations naturelles. Dans les sols, les argiles sont souvent enrichis en isotopes
le´gers du silicium par rapport au silicate parent (Opfergelt et Delmelle, 2012, et
re´fe´rences incluses), et Georg et al. (2007) ont estime´ un facteur de fractionnement
de -1.5h associe´ a` la pre´cipitation d’argiles (carre´s dans la figure 3.21), ce qui peut
eˆtre compare´ a` notre valeur de +0.4h. Concernant la silice, des e´chantillons na-
turels, en particulier des silcre`tes, sont aussi enrichis en isotopes le´gers (Opfergelt
et Delmelle, 2012, et re´fe´rences incluses). En se basant sur les expe´riences de
pre´cipitation de silice (Li et al., 1995), le facteur de fractionnement estime´ est de
-1h lors de la pre´cipitation. Si l’on fait l’hypothe`se que la silice amorphe et le
quartz ont des proprie´te´s d’e´quilibre similaires, on peut comparer cette valeur a`
celle que nous avons calcule´e de +2.1h pour l’e´quilibre quartz-H4. Par rapport
au cas de l’argile, le de´saccord avec l’expe´rience est encore plus significatif.
Ce dernier peut eˆtre explique´ par (1) un processus de fractionnement hors-e´quilibre
dans les processus de fractionnement naturels, et (2) des erreurs de calculs. Les
erreurs issues de notre proce´dure sont discute´es dans la section 3.3.3.c. Dans le cas
d’un e´quilibre solide-solution, notre calcul devrait sous-estimer et non sur-estimer
le facteur de fractionnement re´el. De plus, notons que si l’e´quilibre gouvernait le
me´canisme de fractionnement, les argiles et la silice devraient avoir des comporte-
ments assez diffe´rents, avec un facteur de fractionnement quartz-argile de +1.7h.
Les observations naturelles (Opfergelt et Delmelle, 2012, et re´fe´rences incluses),
sugge`rent au contraire que la silice et les argiles pre´cipitent avec un me´canisme
de fractionnement isotopique tre`s similaire. Il est inte´ressant de noter que les
isotopes du silicium se comportent diffe´remment de ceux de l’oxyge`ne pour les
meˆmes syste`mes du point de vue du me´canisme fractionnement isotopique. Pour
les isotopes de l’oxyge`ne, les calculs du fractionnement isotopique quartz-eau et
kaolinite-eau, base´s sur la meˆme me´thode (Me´heut et al., 2007), ou base´s sur des
155
estimations des fre´quences de vibration a` partir de mesures expe´rimentales pour
le quartz et l’eau (Kawabe, 1978), ont montre´ un bon accord avec les valeurs
naturelles, a` haute et basse tempe´ratures. E´tant donne´ ces arguments, nous pro-
posons que l’e´quilibre entre les espe`ces H4 et H3 en solution donne lieu a` un e´change
isotopique au sein de la solution, en raison du fait que le passage de H4 a` H3 (et
inversement) est un processus de de´protonation (protonation), qui est un processus
simple et rapide. D’apre`s les re´sultats de nos calculs, le facteur de fractionnement
H3-H4 est significatif (-1.6±0.3h). Malgre´ la petite concentration d’espe`ces autres
que H4 pour une solution commune, ce large effet de fractionnement isotopique
sugge`re un impact potentiellement important des effets de spe´ciation sur le frac-
tionnement du silicium. Par conse´quent, une variation du pH de la solution, ou
la pre´sence d’autres espe`ces interagissant avec H4 devraient induire des effets de
fractionnement importants.
3.5. Conclusion
Dans ce chapitre, nous avons de´veloppe´ une me´thodologie pour calculer les pro-
prie´te´s de fractionnement entre espe`ces en solution. Cette me´thode est base´e sur
une mode´lisation re´aliste des espe`ces en solution. Premie`rement, les liquide sont
simule´s avec une dynamique mole´culaire ab initio, ensuite des configurations in-
dividuelles de la trajectoire sont extraites et relaxe´es, ce qui donne des structures
inhe´rentes (IS). Les proprie´te´s de fractionnement de ces IS sont calcule´es. Cette
e´tude montre l’importance des effets de de´sordre configurationnel dans les liq-
uides pour le calcul des proprie´te´s de fractionnement. Ces effets doivent eˆtre pris
correctement en compte pour que l’estimation des proprie´te´s soit pre´cise. D’autre
part, la corre´lation line´aire entre les proprie´te´s de fractionnement et les autres pro-
prie´te´s des IS, telles que la longueur des liaisons Si-O, peuvent eˆtre exploite´es pour
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re´duire efficacement les temps de calcul, en limitant le nombre d’IS sur lesquelles
on calcule les spectres de vibrations.
Nous avons estime´ les proprie´te´s de fractionnement du quartz, de la kaolinite et
d’espe`ces en solutions (H4SiO4 et H3SiO−4 ). Nous trouvons que quartz-H4SiO4,
kaolinite-H4SiO4 et H3SiO−4 -H4SiO4 fractionnent respectivement de +2.1±0.2h;
+0.4±0.2h et -1.6±0.3h. Les deux premie`res valeurs sont incohe´rentes avec les
donne´es mesure´es sur des e´chantillons naturels. Enfin, l’important effet de frac-
tionnement entre H4SiO4 et H3SiO−4 en solution souligne l’importance potentielle
des effets de spe´ciation pour les isotopes du silicium dans des environnements
naturels.
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Chapitre 4. Calcul du
fractionnement du lithium entre une
espe`ce en solution et un mine´ral
4.1. Introduction
Le lithium est un me´tal pre´sent en solution sous forme ionique (Li+) et sous forme
d’oxyde dans les mine´raux (notamment dans de nombreux silicates tels que la
pe´talite, la staurolite, la le´pidolite, etc.). Il existe de nombreux re´servoirs iso-
topiques dont la composition a e´te´ mesure´e et qui s’e´tale de -20h (pe´ridotite et
pyroxe´nites) a` +40h (eau de mer, Tang et al., 2007; Tomascak, 2004). De nom-
breuses e´tudes ont montre´ le potentiel des isotopes du lithium pour devenir des
traceurs isotopiques en ge´ologie (Tang et al., 2007; Huh et al., 2001; Lui-Heung
et Edmond, 1988; Moriguti et Nakamura, 1998; Tomascak, 2004; White, 2013,
chapitre 11).
Les isotopes du lithium sont utilise´s pour e´tudier l’alte´ration des roches en surface
(Huh et al., 1998; Henderson, 2002; Raymo et al., 1988). L’enrichissement des
eaux en 7Li par rapport aux roches avec lesquelles elles sont en e´quilibre (Huh
et al., 1998, 2001; Pistiner et Henderson, 2003) conduit a` une forte disparite´ des
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mesures de fractionnement observe´es sur la crouˆte continentale (Raymo et al.,
1988). D’autre part, les isotopes du lithium peuvent potentiellement eˆtre utilise´s
pour tracer le cycle du manteau dans les zones de subduction (Tang et al., 2007).
Pour cette application, ce sont les proprie´te´s de diffusion du lithium qui sont mises
en avant (Jr. et al., 1984; You et al., 1996). De fac¸on ge´ne´rale, les isotopes
du lithium sont des marqueurs prometteurs puisqu’ils diffusent rapidement et en
raison de la grande diffe´rence de masse entre les deux isotopes 6Li et 7Li.
Tang et al. (2007) mentionnent la ne´cessite´ de comprendre les facteurs influant le
facteur de fractionnement isotopique pour les e´quilibres entre des mine´raux et une
solution. Dans cet article de revue, les auteurs insistent sur le fait qu’il s’agit d’un
point clef pour de´velopper l’utilisation des isotopes du lithium comme marqueurs
ge´ologiques. En effet, l’e´quilibre mine´ral/liquide est implique´ dans de nombreux
processus ge´ologiques (formation de roches, alte´ration par une solution, etc.).
Dans ce travail, nous souhaitons de´velopper une me´thodologie pour calculer le frac-
tionnement isotopique entre une phase mine´rale et une espe`ce en solution. Pour
confronter les re´sultats obtenus a` des donne´es expe´rimentales, on s’inte´resse aux
isotopes du lithium. La premie`re raison, d’un point de vue pratique, est que l’on
cherche a` calculer des variations de l’e´nergie libre associe´es a` un changement de
masse (voir chapitre 1) et que cette variation sera d’autant plus grande que la vari-
ation de masse est importante. La seconde raison est que l’on souhaite comprendre
le processus de fractionnement lors d’un e´quilibre entre une phase liquide et une
phase solide. Pour pre´senter le syste`me ge´ologique auquel on s’inte´resse, plusieurs
mesures re´alise´es sur des e´chantillons expe´rimentaux et naturels sont repre´sente´es
dans la figure 4.22. Il existe une variabilite´ non ne´gligeable entre ces donne´es
qui traduit des syste`mes et des conditions thermodynamiques diffe´rentes. Avec
les simulations nume´riques, il est possible de travailler sur des syste`mes dont la
composition et la structure sont connues et qui peuvent apporter des informations
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Figure 4.22.: En trait plein bleu : valeur moyenne calcule´e de lnα6Li dans l’approximation
harmonique sur 10 configurations (voir 4.3.7). En rouge, les valeurs mesure´es
sur des e´chantillons expe´rimentaux de Wunder et al. (2007), Vigier et al. (2008)
et Williams et Hervig (2005). En vert, les valeurs mesure´es sur des e´chantillons
naturels de Chan et al. (1992), Chan et al. (1993) et Magenheim et al. (1995)
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sur un e´quilibre liquide/mine´ral de´fini. Dans cette e´tude, on s’est principalement
inte´resse´ aux fractionnements expe´rimentaux estime´s par Vigier et al. (2008) car
ils ont e´te´ re´alise´es sur des syste`mes expe´rimentaux bien controˆle´s et parce qu’ils
s’e´tendent sur une plage de tempe´rature assez basse (400-600 K).
Sur la figure 4.22, on a repre´sente´ la courbe (en bleu) correspondant aux calculs
obtenus dans l’approximation harmonique avec des potentiels empiriques (plus de
de´tails sont donne´s en section 4.3.7) pour un syste`me similaire a` celui de Vigier
et al. (2008). Il s’agit de l’e´quilibre entre l’ion Li+ en solution et un mine´ral de
type mica. Plus pre´cise´ment, l’e´tude de Vigier et al. (2008) conside`re des smectites
(hectorites : mica trioctae`drique magne´sien) tandis que nous avons mode´lise´ de la
polylithionite (mica trioctae`drique alumineux). On s’aperc¸oit que les donne´es sont
tre`s mal reproduites et que l’on surestime l’enrichissement en 6Li du mine´ral (ce
qui correspond a` un enrichissement artificiel de la phase liquide). Ceci est cohe´rent
avec l’ide´e que l’anharmonicite´, qui est plus importante dans la phase liquide, a
tendance a` diminuer la valeur du β-facteur. Autrement dit, dans l’approximation
harmonique, on favorise la pre´sence d’isotopes lourds dans les syste`mes ou` les effets
de l’anharmonicite´ sont significatifs. Ainsi, si l’on calcule le fractionnement entre
un liquide (anharmonique) et un mine´ral (peu anharmonique), on surestime la
concentration en isotopes lourds dans la solution. Re´cemment, d’autres e´tudes ont
e´te´ mene´es pour comprendre le fractionnement entre un mine´ral et une solution.
Dans l’approximation harmonique, les calculs, base´s le plus souvent sur les modes
de vibration de clusters contenant seulement quelques mole´cules d’eau entourant le
cation, donnent des re´sultats tre`s variables et souvent en de´saccord avec les donne´es
expe´rimentales. Beard et al. (2010) constatent en particulier sur les isotopes du fer,
que les fractionnements mine´ral-solution expe´rimentaux sont syste´matiquement
plus positifs que la plupart des estimations the´oriques, en cohe´rence avec l’ide´e
propose´e ci-dessus. Notons toutefois que Rustad et al. (2010b) semblent parvenir
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a` corriger ce de´saccord dans le cas du fer. Cet auteur note cependant que le
proble`me reste entier pour d’autres e´le´ments.
A` partir de ce constat, il est ne´cessaire d’utiliser une me´thode allant au-dela` de
l’approximation harmonique. Cette proble´matique est rendue plus complique´e par
le fait que l’on s’inte´resse notamment a` une phase liquide. Une me´thode de choix
pour traiter les noyaux de fac¸on quantique sans se placer dans l’approximation
harmonique est la me´thode des inte´grales de chemins (voir sec. 2.4). Pour calculer
les proprie´te´s de fractionnement isotopique, il est ne´cessaire d’avoir acce`s a` la vari-
ation d’e´nergie libre associe´e a` un changement de masse (voir Perez et Tuckerman
(2011)). Pour cela, on utilise la me´thode de l’inte´gration thermodynamique (TI,
voir sec. 1.4.2.b). Cette me´thode, couple´e a` la PIMD sera de´note´e TI-PIMD dans
la suite.
Rappelons que cette me´thode est tre`s couˆteuse en terme de temps de calcul. Pour
alle´ger les calculs, et pour pouvoir tester la me´thode et les nouveaux de´veloppements
sur nos syste`mes, nous avons re´alise´ les calculs en utilisant des potentiels em-
piriques (excepte´ pour le syste`me Li2O ou` l’on a e´galement re´alise´ des calculs avec
des me´thdodes ab initio).
Re´cemment, plusieurs travaux ont porte´ sur le calcul des proprie´te´s de fraction-
nement isotopique dans le syste`me eau-vapeur pour ame´liorer l’efficacite´ de la
me´thode (Ceriotti et Markland, 2013; Marsalek et al., 2014; Markland et Berne,
2012 et Pinilla et al. (2014)). Dans le travail que nous avons publie´ en col-
laboration avec M. E. Tuckerman (Marsalek et al., 2014), nous nous sommes
e´galement inte´resse´s aux isotopes du lithium dans un cluster pour tester les nou-
veaux de´veloppements (estimateur du 4e`me ordre viriel et e´chantillonnage de la
masse, voir secs. 2.5.1.b et 2.5.1.a).
Dans l’e´tude pre´sente´e ici, nous nous sommes attache´s a` l’application de cette
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me´thode et de ses derniers de´veloppements pour l’e´tude d’un syste`me ge´ologique
re´aliste. D’un point de vue me´thodologique, on cherche a` donner des outils
pour optimiser la convergence en fonction des parame`tres de la simulation (nom-
bre de re´pliques par exemple). On souhaite e´galement comprendre l’effet de
l’anharmonicite´ sur les proprie´te´s de fractionnement isotopique. Pour cela, les cal-
culs ont e´te´ mene´s en paralle`le dans l’approximation harmonique et par la me´thode
TI-PIMD. Enfin, les re´sultats e´tant calcule´s pour des syste`mes re´alistes, ils permet-
tent e´galement de discuter de leur validite´ et de leur inte´reˆt quant aux informations
qui peuvent eˆtre apporte´es.
L’organisation de ce chapitre suit l’ordre suivant. Les parame`tres de simulation
sont pre´sente´s (structure initiale des boˆıtes de simulation, parame`tres), les pro-
prie´te´s vibrationnelles du solide et structurelles du liquide sont e´tudie´es avec des
potentiels empiriques. Ensuite, les re´sultats obtenus pour le calcul des estimateurs
sont pre´sente´s pour chaque parame`tre choisi et sont traite´s pour de´finir des crite`res
de convergence sur chacun des parame`tres. Dans la dernie`re partie de la section
4.3, les calculs des proprie´te´s de fractionnement d’une part dans l’approximation
harmonique et d’autre part avec la me´thode TI-PIMD sont pre´sente´s. Dans cette
partie, des calculs ab initio sont e´galement pre´sente´s a` titre de comparaison. Enfin,
nous avons discute´ les re´sultats obtenus et nous les avons compare´s aux donne´es
expe´rimentales.
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4.2. Parame`tres des simulations
Dans cette section, nous allons pre´senter les diffe´rentes phases e´tudie´es.
Figure 4.23.: Repre´sentation sche´matique de la structure de la structure de Li2O. Les atomes
d’oxyge`ne sont repre´sente´s en rouge et ceux de lithium en gris.
Li2O Nous avons e´tudie´ le mine´ral Li2O qui est un mine´ral simple de structure
cubique face centre´e. La maille conventionnelle comporte 8 atomes de lithium et
4 atomes d’oxyge`ne et a un parame`tre de maille de 4.61A˚ (Bijvoet et al., 1926).
Li2O est un cristal ionique dans lequel les atomes de lithium sont situe´s dans des
sites te´trae´driques forme´s par 4 atomes d’oxyge`ne. La distance expe´rimentale Li-O
est de 2A˚ (Bijvoet et al., 1926). En plus de la maille conventionnelle Li8O4, nous
avons mode´lise´ les supercellules 2x2x2 (Li2O)32 et 3x3x3 (Li2O)108 afin d’e´tudier
les effets de taille (voir sec. 4.3.6).
Polylithionite Nous avons choisi de nous baser en priorite´ sur l’ensemble de
donne´es de Vigier et al. (2008) car les tempe´ratures de l’e´tude sont proches de celles
auxquelles on s’inte´resse (basses tempe´ratures de l’ordre de 300 a` 400 K). Dans ces
travaux, les mine´raux synthe´tise´s sont des smectiques dont les sites octae´driques
sont soit occupe´s par des atomes de magne´sium soit pour des atomes de lithium
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(voir figure 4.24). Leur composition s’e´crit (Mg3−xLix)Si4O10(OH)2Liechx , ou` Liech
correspond aux atomes de lithium interstitiels interchangeables. La structure est
difficilement mode´lisable du fait de la structure de´sordonne´e des atomes de lithium
et de leur faible concentration. Par exemple, pour les e´chantillons les plus con-
centre´s de Vigier et al. (2008), x = 0.24. Nous avons pre´fe´re´ conside´rer un mine´ral
de composition octae´drique bien de´finie, la polylithionite, pour confronter nos
re´sultats a` des donne´es expe´rimentales ou naturelles. Guggenheim et Bailey (1975)
ont de´termine´ sa structure expe´rimentalement. Ils proposent un mode`le ordonne´
(de syme´trie C2) pour lequel les atomes de lithium ont des positions bien de´finies.
Notons cependant que la composition chimique de la polylithionite commune est
KLi2Al(Si4O10)(F, OH)2 avec des teneurs en F pouvant eˆtre importantes. Par
souci de simplicite´ nous avons choisi une polylithionite sans fluor. L’analogie entre
la polylithionite mode´lise´e et la smectite n’est pas e´vidente ; Kowalski et Jahn
(2011) ont notamment montre´ des variations non ne´gligeables entre les proprie´te´s
de fractionnement de diffe´rents polytypes de la polylithionite. Cependant, la com-
paraison des donne´es impliquant des micas alumineux et magne´siens montre peu
de diffe´rence entre les deux (voir discussion en 4.4.3 et figure 4.41).
Dans ces deux mine´raux mode´lise´s et synthe´tise´s, les atomes de lithium sont situe´s
dans une couche de sites octae´driques (voir figure 4.24) forme´s par 6 atomes
d’oxyge`ne. Cette couche est situe´e entre deux couches de te´trae`dres SiO4. L’ensem-
ble (Tetra-Octa-Tetra) est organise´ en feuillets, se´pare´s soit par des atomes de
potassium (polylithionite), soit par des atomes de magne´sium ou lithium (smec-
tite synthe´tise´e par Vigier et al. (2008)). Afin de mesurer la composition isotopique
du lithium dans les sites octae´driques uniquement, Vigier et al. (2008) ont proce´de´
d’abord a` une substitution des Li+ interfoliaires par des cations NH+4 . Dans la
structure mode´lise´e, les sites octae´driques qui ne sont pas occupe´s par un atome
de lithium sont occupe´s par des atomes d’aluminium tandis qu’ils sont occupe´s
par des atomes de magne´sium dans les mine´raux synthe´tise´s.
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Figure 4.24.: Repre´sentation sche´matique de la structure du mine´ral smectite et polylithiolite.
Les sites te´trae`driques de la smectite synthe´tise´e par Vigier et al. (2008) sont
remplis par les ions Li+ ou Mg+ et les sites te´trae`driques de la polylithionte sont
remplis par les ions Al+ ou Li+. La structure en feuillets comprend trois e´tages T
(tetrae´dre, SiO4) O (octae´drique) et T. Dans chacune des structures, les cations
inter-feuillets sont pre´sents pour compenser la charge. Dans la polylithionite, les
ions inter-feuillets sont des ions K+.
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Liquide La phase liquide est construite a` partir d’une boˆıte de 64 mole´cules d’eau
dont les positions ont e´te´ extraites d’une dynamique mole´culaire a` 300 K dans une
boˆıte de dimension 12.41 A˚ (correspondant a` une densite´ de 1.005). Dans cette
boˆıte, deux mole´cules d’eau ont e´te´ remplace´es par 1 atome de lithium et un atome
de chlore (pour conserver la neutralite´ du syste`me). Dans cette e´tude, le syste`me
obtenu est de´note´ Li+ et tous les re´sultats discute´s sont obtenus avec ce syste`me.
A` partir de cette configuration, une autre boˆıte de simulation a e´te´ construite pour
e´tudier les effets de taille (Li4[H2O]510). Les re´sultats sont pre´sente´s dans la section
4.3.6.
Calcul du fractionnement Dans ce chapitre, deux me´thodes sont utilise´es pour
calculer le fractionnement isotopique. La premie`re me´thode consiste a` utiliser
l’approximation harmonique (voir sec. 2.5.2) pour calculer le spectre vibrationnel
puis le β facteur du syste`me. La seconde me´thode consiste a` utiliser la TI-PIMD
(voir sec. 2.5.1) pour calculer directement la variation d’e´nergie libre associe´e a`
un changement de masse.
Mode´lisation des interactions Les calculs empiriques sont re´alise´s en utilisant
les potentiels pre´sente´s en section 2.2.1. Pour Li2O et Li+-O (dans la solution),
il s’agit de potentiels de type Buckingham. Pour la mole´cule d’eau, le potentiel
utilise´ est le potentiel q-SPC/Fw, la liaison Li-O est mode´lise´e avec un potentiel de
type Buckingham et les autres interactions sont traite´es en utilisant des potentiels
de type Lennard-Jones adapte´s pour les liaisons faibles (voir sec. 2.2.1).
Pour les calculs ab initio, les pseudopotentiels utilise´s sont de type Troullier-
Martins (Troullier et Martins, 1991) et ont e´te´ ge´ne´re´s avec la fonctionnelle BLYP.
Le cutoff en e´nergie utilise´ est de 160 Ry en accord avec la courbe de convergence
de la pression calcule´e sur le syste`me Li2O (voir sec. 2.2.2.f).
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Dynamique Mole´culaire Pour les dynamiques mole´culaires empiriques et ab ini-
tio, la tempe´rature est controˆle´e avec des chaˆınes de thermostats de type Nose´-
Hoover (Martyna et al., 1992). Chaque PIMD est pre´ce´de´e d’une MD e´quilibre´e,
a` tempe´rature finie, durant 20 ps. La configuration finale sert de point initial
pour mettre en place les re´pliques (voir sec. 2.4) puis le syste`me est a` nouveau
e´quilibre´ durant 20 ps. Enfin, une trajectoire PIMD est simule´es. La longueur de
la trajectoire de´pends de la convergence des estimateurs (voir sec. 4.3.6).
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4.3. Re´sultats
Dans cette partie, nous pre´sentons les re´sultats que nous avons obtenus lors de cette
e´tude. Dans un premier temps, nous avons ve´rifie´ que les potentiels empiriques
utilise´s e´taient bien adapte´s pour le calcul des fre´quences de vibration pour le
solide. Ensuite, nous avons e´tudie´ la structure du liquide. Puis, nous avons e´tudie´
la convergence des estimateurs de la me´thode TI-PIMD en fonction des parame`tres
de simulation et pour des nouveaux de´veloppements (choix d’une seule masse et
4e`me estimateur viriel).
4.3.1. Structure Li2O et polylithionite
Dans le tableau 4.9, nous pre´sentons les parame`tres de maille calcule´s et expe´ri-
mentaux pour Li2O et pour la polylithionite. Notons que les calculs ab initio ont
e´te´ re´alise´s avec la fonctionnelle PBE et avec la fonctionnelle BLYP.
BLYP PBE Emp. Exp.
Polylithionite, Guggenheim et Bailey (1975)
a - 5.25 - 5.20
b - 9.09 - 9.01
c - 10.50 - 10.12
angle β - 100.24 - 100.77
Li2O, Goel et al. (2004)
a 4.62 4.63 4.62 4.60
Table 4.9.: Parame`tres structurels calcule´s et expe´rimentaux de la polylithionite et de Li2O
4.3.2. Spectre vibrationnel de Li2O
Dans cette partie, les proprie´te´s vibrationnelles du syste`me Li2O calcule´es avec des
potentiels empiriques (Goel et al., 2004) et des me´thodes ab initio sont compare´es
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aux fre´quences expe´rimentales.
Goel et al. (2004) ont utilise´ des potentiels empiriques de type Buckingham (voir
sec. 2.2.1) afin de reproduire les mesures expe´rimentales des fre´quences de vibra-
tions. Les fre´quences mesure´es correspondent aux fre´quences selon les axes de plus
haute syme´trie (∆, Σ et Λ) de la zone de Brillouin (voir figure 4.25, a` droite). En
utilisant la DFPT (Baroni et al., 2001) en ab initio, nous avons calcule´ les courbes
de dispersion correspondant aux mesures expe´rimentales (Osaka et Shindo, 1984,
figure 4.25). Les calculs sont re´alise´s sur la maille Li8O4 en utilisant la me´thode
DFPT.
Le spectre vibrationnel a e´te´ e´galement calcule´ (voir sec 4.3.2). D’autre part, les
calculs empiriques re´alise´s par Goel et al. (2004) ont e´te´ reproduits afin de calculer
l’accord entre les fre´quences calcule´es avec un potentiel empirique et les mesures
expe´rimentales (Fayler et al., 1987).
Dans la figure 4.26, les valeurs des fre´quences calcule´es par des me´thodes ab initio
et empiriques ont e´te´ trace´es en fonction de la valeur expe´rimentale. L’erreur sur
le calcul des fre´quences empiriques est de 1% tandis qu’elle est de 3% en utilisant
la fonctionnelle BLYP.
4.3.3. Fonctions de distribution radiales du liquide
Afin de ve´rifier que le liquide est correctement simule´ par les potentiels empiriques
que nous avons utilise´s (mode`le de l’eau q-SPC/Fw, Buckingham et Lennard-Jones,
voir sec. 2.2.1), nous avons e´tudie´ les fonctions de distribution radiales du syste`me
Li+. De plus, afin d’e´tudier l’effet de la prise en compte des effets quantiques
nucle´aires sur la structure de notre liquide, nous avons compare´ les RDF calcule´es
avec la me´thode PIMD et la MD classique (voir figures 4.28 (a), (b) et (c)). D’autre
part, ces re´sultats sont compare´s aux donne´es expe´rimentales de Soper (2000)
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Figure 4.25.: A` gauche : fre´quences de Li2O expe´rimentales (points rouges) et courbes de
dispersion calcule´es par des me´thodes ab initio avec la fonctionnelle BLYP. A`
droite : chemins parcourus pour le calcul des proprie´te´s vibrationnelles dans
l’espace re´ciproque. Les points de syme´trie (Γ, X et L) sont indique´s en rouge et
les directions de syme´trie (∆, Σ et Λ) en bleu.
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Figure 4.26.: Calcul de la variation des fre´quences de Li2O calcule´es (en rouge BLYP, en
bleu potentiels empiriques, Goel et al. (2004)) par rapport aux valeurs mesure´es
expe´rimentalement par Fayler et al. (1987))
.
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et aux calculs de Stern et Berne (2001), pour de l’eau liquide, re´alise´s avec des
potentiels empiriques MCDHO (mobile charge densities in harmonic oscillators),
qui, bien qu’ils soient diffe´rent de ceux que nous avons utilise´s, se´parent e´galement
les effets quantiques nucle´aires pour ne pas les prendre en compte plusieurs fois.
Dans la figure 4.27, les fonctions de distribution radiales (RDF), calcule´es avec les
potentiels empiriques a` 300 K obtenues sur une trajectoire PIMD sont pre´sente´es
pour le syste`me Li+. Pour simplifier, les courbes correspondant aux fonctions
de distribution des mole´cules d’eau sont en bleu et les RDF associe´es au lithium
sont d’une autre couleur. Comme le sugge`rent Lyubartsev et al. (2001), seule
la premie`re couche de solvatation, compose´e de 4 mole´cules d’eau a` tempe´rature
ambiante, est influence´e par la pre´sence du cation Li+. En effet, pour l’eau liquide,
on observe le pic caracte´ristique des liaisons covalentes O-H centre´ en 1A˚ ainsi que
le pic de la liaison hydroge`ne entre 1.4 et 2.4A˚, ce qui est similaire a` ce qui est
observe´ pour de l’eau liquide (Soper, 2000; Stern et Berne, 2001).
Sur la distribution des distances entre les atomes Li-Cl, on ve´rifie qu’il n’y a
pas de recombinaison entre les deux ions au cours de la trajectoire (dans LiCl,
d(LiCl)=2.7A˚ et sur la figure 4.27 d(LiCl)>4A˚).
Sur la RDF Li-O, on remarque que le premier pic est situe´ a` environ 2A˚, ce
qui correspond aux distances calcule´es pour les atomes d’oxyge`ne des mole´cules
d’eau de la premie`re couche autour du lithium obtenu par des me´thodes ab initio
(Lyubartsev et al., 2001).
Dans les figures 4.28 (a), (b) et (c), nous avons trace´ les RDF associe´es aux atomes
des mole´cules d’eau afin d’observer l’effet de la prise en compte des effets quan-
tiques nucle´aires et afin de comparer cet effet aux calculs de Stern et Berne (2001)
et aux donne´es expe´rimentales de Soper (2000). Rappelons que le mode`le em-
pirique que nous avons utilise´ pour l’eau (q-SPC/Fw) a e´te´ choisi pour que les
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Figure 4.27.: Fonctions de distribution radiales (RDF) calcule´es sur une trajectoire PIMD du
liquide Li+ a` 300 K. Les RDF associe´es aux mole´cules d’eau sont repre´sente´es en
bleu (en pointille´s O-O, en tirets O-H et en trait plein H-H). En orange : RDF
Li-H ; en rouge : RDF Li-O ; et en vert : RDF Li-Cl).
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Figure 4.28.: Comparaison des RDF calcule´es sur une trajectoire PIMD et MD a` 300 K. (a),
RDF O-O. (b), RDF O-H. (c), RDF H-H.
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effets quantiques nucle´aires ne soient pas de´ja` inclus dans le potentiel (voir sec.
2.2.1).
Dans la figure 4.28 (a), on observe que le premier pic correspondant aux distances
O-O est situe´ autour de 2.7A˚ pour les deux trajectoires. Ne´anmoins, comme
le montrent les calculs de Stern et Berne (2001), la prise en compte des effets
quantiques nucle´aires e´largit le´ge`rement ce pic et de´cale son maximum vers les
plus grandes distances.
La RDF O-H est inte´ressante (voir fig. 4.28 (b)) car elle de´crit a` la fois les li-
aisons covalentes dans la mole´cule d’eau et les liaisons hydroge`ne. Dans l’eau, le
pic des liaisons covalentes est situe´ autour a` 1A˚ et celui des liaisons hydroge`ne,
plus large, est situe´ entre 1.4 et 2.4A˚. Stern et Berne (2001) ont montre´ que, en
utilisant une me´thode prenant en compte les effets quantiques nucle´aires (avec la
me´thode PIMD) mais en utilisant des potentiels excluant les effets quantiques, le
pic de la liaison covalente s’e´largissait pour avoir une forme similaire a` celui mesure´
par Soper (2000). Dans nos calculs, avec le mode`le q-SPC/Fw, nous observons
e´galement un e´largissement de ce pic. De plus, la valeur du maximum d’intensite´
(≈15) s’accorde avec les mesures expe´rimentales. Ce re´sultat traduit le fait qu’en
prenant en compte les effets nucle´aires quantiques, les atomes d’hydroge`ne peu-
vent se de´placer plus loin des minima d’e´nergie du syste`me. Pour les plus grandes
distances, l’effet de la prise en compte des effets quantiques nucle´aires est moins
significative mais on remarque tout de meˆme un de´calage vers le plus grandes
distances.
Pour la liaison H-H (voir fig. 4.28 (c)), on retrouve des variations similaires entre
nos calculs et les re´sultats de Stern et Berne (2001). A` nouveau, l’effet le plus
marque´ se situe sur le premier pic, pour lequel l’intensite´ est divise´e par 2. De
fac¸on ge´ne´rale, pour les RDF associe´es aux atomes des mole´cules d’eau, on observe
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une le´ge`re de´structuration du liquide (diminution des maxima et augmentation des
minimums) en PIMD.
4.3.4. Notations
Afin de calculer le facteur de fractionnement α d’un e´quilibre solide-solution, nous
allons utiliser la me´thode TI-PIMD qui permet d’avoir acce`s aux valeurs des β-
facteur de solides et de liquides. Nous rappelons que l’on peut de´finir un b-facteur
(voir sec. 1.4.1) tel que :
lnb(M) = F (M)
kBT
− 32kBT ln(M) (4.155)
Et que le b-facteur est relie´ au β-facteur par :
lnβ = lnb(M∗)− lnb(M) (4.156)
ou` M∗ et M sont les masses des deux isotopes.
Le β-facteur est donc relie´ a` la variation d’une fonction thermodynamique avec le
facteur masse. Dans le cadre de la me´thode de l’inte´gration thermodynamique, on
peut e´crire :
lnβ =
∫ 1
0
lnb(λ)
dλ
(4.157)
ou` λ est un parame`tre fonction de la masse de l’atome, variant entre 0 et 1 lorsque
la masse varie de M a` M∗.
Le lien entre dlnb/dλ et l’e´nergie libre du syste`me est donne´ par :
dlnb(λ)
dλ
= 1
kBT
[
dF
dλ
− 32
dM(λ)
dλ
]
(4.158)
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On peut calculer dlnb(λ)/dλ(t) pour un pas donne´ d’une trajectoire PIMD a` partir
de diffe´rents estimateurs de dF(λ)/dλ. Les diffe´rents estimateurs sont le primitif du
2nd (Primitive 2nd) et du 4e`me ordre (primitive 4th), ainsi que les deux estimateurs
viriels correspondants (virial 2nd et 4th). Dans la me´thode PIMD, les estimateurs
instantane´s fluctuent sensiblement au cours de l’e´chantillonnage de l’espace des
phases. Le dlnb(λ)/dλ du syste`me sera donne´ par la moyenne temporelle de cet
estimateur sur la trajectoire PIMD. E´nonce´ autrement, la me´thode PIMD permet
d’e´chantillonner l’e´nergie libre sur l’espace des phases du syste`me.
Pour simplifier les e´critures, nous de´finissons une grandeur B tel que :
B(Li2O) = 〈dlnb(t)/dλ〉t (Li2O) (4.159)
B(Li+) = 〈dlnb(t)/dλ〉t (Li+Cl−[H2O]62) (4.160)
B est une moyenne temporelle d’un estimateur pour une trajectoire de dynamique
mole´culaire PIMD caracte´rise´e par une dure´e, un nombre de re´pliques (P), une
tempe´rature (T) et une masse ou un parame`tre λ. Dans cette partie, nous allons
e´tudier la de´pendance de B par rapport a` ces parame`tres et pour les diffe´rents
estimateurs possibles, de manie`re a` obtenir une valeur converge´e et associe´e a` une
erreur bien de´finie. Dans la suite, on appellera B “l’estimateur”, par simplification.
Pour alle´ger la notation, on omettra volontairement d’indiquer les parame`tres qui
seront pre´cise´s dans le texte. Notons que les masses du lithium sont donne´es en
unite´ de masse protonique (a. m. u.).
Dans cette e´tude, le parame`tre de masse λ a e´te´ choisi proportionnel a` 1√
(M)
(Marsalek et al., 2014, voir sec. 2.5.1.a). Dans ces conditions, on peut montrer
que :
lnβ ≈ Bλ=0.5 (4.161)
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Ceci permet d’obtenir une bonne approximation du β-facteur en n’effectuant qu’une
seule dynamique, pour la masse M=6.489 du lithium (λ = 0.5, voir sec. 4.3.6.c).
4.3.5. Calcul des estimateurs en fonction du temps
Dans cette section, nous pre´sentons l’ensemble de nos calculs de B en fonction du
temps pour tous les parame`tres a` conside´rer. Ces re´sultats bruts seront ensuite
exploite´s dans la section 4.3.6 afin de rechercher les parame`tres optimaux de la
PIMD et pour tester les nouveaux de´veloppements de la me´thode.
Exemple d’e´volution en fonction du temps La figure 4.29 pre´sente la variation
de B(Li+) pour une trajectoire re´alise´e en utilisant 16 re´pliques, une masse du
lithium 6.015 et un tempe´rature de 300 K. La longueur de la trajectoire est de
0.75 ns. A` l’exception de l’estimateur viriel du 2nd ordre (en noir), on observe une
forte variabilite´ des estimateurs en de´but de trajectoire. Notons que les estimateurs
primitifs 4e`me ordre (en vert) et viriel 4e`me ordre (en bleu) sont obtenus a` partir de
l’estimateur primitif du 2nd ordre (en rouge), dont la variabilite´ est forte en de´but
de trajectoire.
Notons que dans la suite de ce chapitre, on ne s’inte´ressera plus qu’aux estimateurs
viriels (2nd ordre et 4e`me ordre).
Variation du nombre de re´pliques Dans les figures 4.30 (a) et 4.30 (b), l’e´volution
des estimateurs viriels du 2nd ordre et du 4e`me ordre de B(Li+) est calcule´e pour
plusieurs trajectoires correspondant a` des nombres de re´pliques diffe´rents. On note
qu’en augmentant le nombre de re´pliques, les fluctuations de l’estimateur du 4e`me
ordre sont moins importantes pour le liquide (voir figure 4.30 (b)). Notamment,
pour 8 et 16 re´pliques, la convergence est significativement moins rapide qu’avec
32 et 64 re´pliques. Dans la partie 4.3.6, un crite`re pour caracte´riser la convergence
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Figure 4.29.: Calcul de B(Li+) [h], obtenu a` partir de diffe´rents estimateurs (viriel 2nd ordre,
en noir ; viriel 4e`me ordre, en bleu ; primitif 2nd ordre, en rouge ; primitif 4e`me
ordre, en vert) en fonction du temps sur une trajectoire de 0.75ns.
est propose´ et teste´ sur les estimateurs viriels en utilisant une trajectoire re´alise´e
avec 16 re´pliques. La convergence en fonction du nombre de re´pliques sera discute´e
en section 4.4.
Pour B(Li2O) (figures 4.31 (a) et 4.31 (b)), les fluctuations sont de faible amplitude
et rapidement amorties par rapport aux fluctuations relatives au syste`me liquide.
Cela est duˆ au fait que les atomes sont localise´s et donc que l’espace des phases a`
explorer est significativement re´duit par rapport a` celui du liquide.
Variation de la tempe´rature Les courbes 4.30 (c) et 4.30 (d) montrent l’e´volution
de B(Li+) pour plusieurs tempe´ratures (a` 300 K, 365 K et 400 K). Les courbes
4.31 (c) et 4.31 (d) montrent l’e´volution de B(Li2O) en fonction de la tempe´rature
(a` 300 K, 365 K et 400 K). La masse utilise´e est m=6.4866 et correspond a` λ=0.5.
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Figure 4.30.: E´volution des estimateurs de B(Li+) en fonction du temps pour un nombre de
re´pliques variable (P), pour trois tempe´ratures et pour 6 masses diffe´rentes. La
colonne de gauche correspond aux calculs avec l’estimateur viriel du 2nd ordre et
la colonne de droite correspond aux calculs avec l’estimateur viriel du 4e`me ordre.
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Figure 4.31.: E´volution des estimateurs de B(Li2O) en fonction du temps pour un nombre
de re´pliques variable (P) et pour trois tempe´ratures. La premie`re colonne cor-
respond aux calculs avec l’estimateur viriel du 2nd ordre et la seconde colonne
avec l’estimateur viriel du 4e`me ordre. Les pointille´s repre´sentent une valeur
e´quivalente obtenue dans l’approximation harmonique (calcul a` Γ sur (Li2O)32,
voir texte 4.3.5.
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Dans la figure 4.31 (c) et (d), les pointille´s repre´sentent la valeur obtenue pour
lnβ7LiLi2O dans l’approximation harmonique en utilisant des potentiels empiriques
(voir 4.13) a` 300 K, 365 K et 400 K. Cette valeur est comparable a` la valeur de
B(Li2O) pour λ=0.5 obtenue en TI-PIMD (voir sec. 4.3.6.c).
Variation de la masse L’e´volution des valeurs de B(Li+) est trace´e pour diffe´rentes
masses pour l’estimateur viriel du 2nd ordre dans la figure 4.30 (e) et l’estimateur
viriel du 4e`me ordre dans la figure 4.30 (f). Dans le cadre de ce travail, on
s’inte´resse aux trajectoires re´alise´es pour plusieurs masses comprises en 6Li et 7Li.
L’objectif est d’optimiser l’inte´gration thermodynamique (associe´e a` un change-
ment de masse), en vue d’obtenir la variation d’e´nergie libre et le β facteur (voir
sec. 4.3.6.c). On observe que pour toutes les masses choisies, les fluctuations
sont tre`s importantes avec l’estimateur viriel du 4e`me ordre en comparaison avec
l’estimateur viriel du 2nd ordre.
184
4.3.6. Convergence des estimateurs
Le couˆt computationnel augmente proportionnellement au nombre de re´pliques,
a` la longueur des trajectoires et au nombre de masses ne´cessaires pour re´aliser
l’inte´gration thermodynamique :
tTI−PIMD = tPIMD.Nm = tDM .P.Nm
ou` tDM correspond au couˆt en temps de calcul d’une dynamique mole´culaire clas-
sique, P est le nombre de re´pliques, et Nm est le nombre de masses choisies pour
l’inte´gration thermodynamique. Pour calculer les proprie´te´s de fractionnement a`
l’aide de la me´thode TI-PIMD, il est essentiel d’optimiser les parame`tres (nombre
de re´pliques et nombre de masses) ainsi que la longueur des trajectoires pour
minimiser les temps de calcul. Dans cette section, les tests (re´alise´s a` l’aide
de potentiels empiriques, voir sec. 2.2.1) de la convergence en fonction de ces
parame`tres sont pre´sente´s. D’autre part, l’e´tude des effets de taille et de la con-
centration en lithium dans la solution sur le calcul des proprie´te´s de fractionnement
est pre´sente´e. Les calculs ont e´te´ re´alise´s a` 300 K. En accord avec l’ide´e que l’effet
de l’anharmonicite´ est plus important pour les isotopes les plus le´gers (Marsalek
et al., 2014), la masse du lithium utilise´e dans cette section est de 6.015 a.m.u.
4.3.6.a. Convergence temporelle
Parame`tre de convergence On de´finit un parame`tre de convergence qui permet
de calculer l’e´cart maximum entre toutes les valeurs de B durant les 100 dernie`res
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picosecondes et l’instant t’.
B100(t′) = B(t′)−max (B(t)−B(t′)) (4.162)
∀t ∈ [t′ − 100, t′] (4.163)
ou` B (t ∈ [tn−100, tn]) correspond a` toutes les valeurs prises par B dans l’intervalle
des 100 dernie`res ps.
Crite`re de convergence Pour caracte´riser la convergence du liquide en fonction
du temps des estimateurs de B, nous avons choisi arbitrairement un crite`re tel
que le parame`tre de convergence B100 doit valoir moins de 1h durant 100ps. Ce
crite`re correspond a` l’ordre de grandeur des oscillations qui perdurent le long de
la trajectoire.
Cas du liquide Une trajectoire de 0.8 ns a e´te´ calcule´e pour le syste`me Li+
avec 16 re´pliques (voir figure 4.29). Afin de ve´rifier le crite`re propose´ ci-dessus,
on trace l’e´volution du parame`tre propose´ dans l’e´quation (4.163) le long de la
trajectoire. Puisque l’on souhaite que le crite`re soit ve´rifie´ durant au moins 100
ps, la trajectoire doit durer au moins 100 ps de plus que le premier instant auquel
le crite`re est ve´rifie´.
Dans la figure 4.32, nous avons repre´sente´ l’e´volution de B100(Li+) (eq. (4.163))
pour l’estimateur viriel du 2nd ordre. Afin de ve´rifier que l’estimateur est bien con-
verge´, on souhaite e´galement que le crite`re de convergence soit respecte´ durant au
moins 100 ps. Pour l’estimateur viriel du 2nd ordre, on observe que la convergence
est atteinte pour 125ps.
Dans la figure 4.33, B100(Li+), obtenu en utilisant l’estimateur viriel du 4e`me ordre,
est pre´sente´ en fonction du temps. Sur cette figure, on remarque que le crite`re est
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Figure 4.32.: Evolution de B100(Li+) en fonction du temps, calcule´e avec le viriel du 2nd ordre,
pour une trajectoire de 750 ps produite a` 300 K, avec 16 re´pliques et m=6.015
a.m.u. Le trait en pointille´s correspond au crite`re de convergence de 1h.
atteint environ a` 125 ps puis n’est plus respecte´ entre 150 ps et 300 ps. Apre`s
300 ps, le crite`re est respecte´ durant au moins 100 ps. Ce re´sultat est en accord
avec les variations que l’on observe sur la figure 4.30 (b), ou` l’on remarque que les
fluctuations de l’estimateur viriel du 4e`me ordre sont importantes pour 16 re´pliques.
Les plus fortes fluctuations de l’estimateur du 4e`me ordre peuvent eˆtre dues a`
l’utilisation des forces au carre´ (voir eq. (2.140)). D’autre part, il est possible que le
re´-e´chantillonage de la trajectoire (2.132) soit une source d’erreurs nume´riques. En
particulier, Ceriotti et al. (2012) discutent de l’efficacite´ du re´-e´chantillonage pour
les syste`mes de grandes taille. Celui-ci fait intervenir une exponentielle qui tend
vers 0 lorsque le nombre de particules augmente (somme sur le nombre de particules
dans l’e´quation (2.132)). Il est donc possible que les fluctuations observe´es soient
dues au fait que la limite nume´rique soit atteinte pour le calcul de l’exponentielle.
Cette ide´e est souligne´e par le fait que, pour un plus grand nombre de re´pliques,
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les fluctuations sont diminue´es. En effet, l’exponentielle est e´galement de´pendante
du nombre de re´pliques.
Figure 4.33.: Evolution de B100(Li+) en fonction du temps, calcule´e avec le viriel du 4e`me ordre,
pour une trajectoire de 750 ps produite a` 300 K, avec 16 re´pliques et m=6.015
a.m.u. Le trait en pointille´s correspond au crite`re de convergence de 1h.
Cas de Li2O Pour le mine´ral Li2O, nous avons utilise´ le parame`tre de convergence
B25 avec un crite`re tel que B25 soit infe´rieur a` 1h durant un temps de 25ps car les
fluctuations des estimateurs enregistre´es (voir figure 4.31 (b)) sont tre`s infe´rieures
a` celles obtenues pour le liquide (voir 4.30 (b)).
La figure 4.34 montre la variation de B25(Li2O) (voir eq. 4.163). Avec un crite`re de
convergence de 1h durant au moins 25ps, cet estimateur est converge´ de`s 50 ps. La
vitesse de convergence, tre`s diffe´rente de celle pour les liquides, peut eˆtre explique´
par la localisation des atomes dans les cristaux, ce qui implique que l’espace des
phases a` explorer est re´duit.
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Figure 4.34.: Evolution de B25(Li2O) en fonction du temps, calcule´e avec le viriel du 4e`me ordre,
pour une trajectoire de 16ps produite a` 300 K, avec 16 re´pliques et m=6.015 a.m.u.
Le trait en pointille´s correspond au crite`re de convergence de 1h.
4.3.6.b. Convergence en fonction du nombre de re´pliques
L’augmentation du nombre de re´pliques permet de mieux prendre en compte
l’aspect quantique des noyaux (augmentation du degre´ de factorisation dans l’approxi-
mation de Trotter (voir section 2.4)). Cependant, afin de re´duire les temps de cal-
cul, on cherche a` estimer le nombre de re´pliques minimum ne´cessaires pour chacun
des syste`mes.
Dans la figure 4.35, on observe la convergence des estimateurs viriels (2nd ordre
et 4e`me ordre) en fonction du nombre P de re´pliques pour le liquide. La valeur
calcule´e pour 64 re´pliques est conside´re´e comme e´tant la valeur converge´e. En
utilisant le the´ore`me du viriel au 2nd ordre, l’e´cart est infe´rieur a` 1h a` partir de
32 re´pliques tandis qu’en utilisant le the´ore`me du viriel au 4e`me ordre, l’e´cart est
infe´rieur a` 1h a` partir de 16 re´pliques.
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Figure 4.35.: Evolution de B(Li+) en fonction du nombre de re´pliques utilise´es, calcule´e avec
le viriel du 2nd et 4e`me ordre, pour des trajectoires de 350 ps produites a` 300 K,
avec 16 re´pliques et m=6.015. Les traits sont trace´s pour guider la lecture. La
ligne en pointille´s repre´sente la valeur converge´e a` 64 re´pliques.
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Dans la figure 4.36, on observe la convergence des estimateurs viriels (2nd ordre
et 4e`me ordre) en fonction du nombre P de re´pliques pour le mine´ral Li2O. A`
nouveau, la convergence est atteinte a` moins de 1h en utilisant 32 re´pliques pour
l’estimateur viriel du 2nd ordre et 16 re´pliques pour l’estimateur viriel du 4e`me
ordre.
Le viriel du 4e`me ordre permet donc d’ame´liorer la description quantique d’un
syste`me, ce qui offre l’opportunite´ d’utiliser un nombre de re´pliques re´duit.
Figure 4.36.: Evolution de B(Li2O) en fonction du nombre de re´pliques utilise´es, calcule´e avec
le viriel du 2nd et 4e`me ordre, pour des trajectoires de 50 ps produites a` 300 K,
avec 16 re´pliques et m=6.015. Les traits sont trace´s pour guider la lecture. La
ligne en pointille´s repre´sente la valeur converge´e a` 64 re´pliques.
Notons que ces re´sultats correspondent e´galement a` ce que nous avons pu observer
sur d’autres syste`mes tels que l’eau ou un cluster simple comprenant 1 Li et 4
mole´cules d’eau (voir Marsalek et al. (2014)).
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4.3.6.c. E´chantillonnage de la masse
L’e´chantillonnage de la masse (voir sec. 2.5.1.a) peut eˆtre choisi arbitrairement
dans l’Inte´gration Thermodynamique pour un e´change isotopique. Dans ce chapitre,
nous avons utilise´ un parame`tre λ qui est proportionnel a` l’inverse de la racine
carre´e de la masse (voir sec. 2.5.1.a et Marsalek et al. (2014)).
Dans ce travail, nous avons teste´ cet e´chantillonnage en fonction du nombre de
masses conside´re´es (voir figure 4.37). Pour cela, des inte´grations thermodynamiques
diffe´rentes sont calcule´es : une sur l’intervalle subdivise´ en deux parts e´gales
(λ = 0.5, m=6.4866) ; la seconde sur trois masses correspondant a` une nouvelle
subdivision (λ = 0.25; 0.5; 0.75) ; et une dernie`re sur 7 masses a` nouveau re´parties
re´gulie`rement (λ = 0.125; 0.25; 0.375; 0.5; 0.625; 0.75; 0.875). Notons que les masses
sont choisies re´gulie`rement de fac¸on a` re´aliser une inte´gration e´quiponde´re´e.
Dans la figure 4.37, les valeurs de B(Li+) sont calcule´es pour 7 masses suivant un
e´chantillonnage en racine carre´e de la masse. La tempe´rature est fixe´e a` 300 K
et nous avons utilise´ 16 re´pliques. Pour cet e´chantillonnage, les valeurs obtenues
avec les estimateurs viriels au 2nd et 4e`me ordre sont calcule´es. Notons que le fait
que le viriel du 2nd ordre ne soit pas comple`tement converge´ a` P=16 ne change pas
les re´sultats sur l’e´chantillonnage de la masse (on observe toujours la corre´lation,
de´cale´e vers les valeurs infe´rieures). On remarque tout de meˆme que l’e´cart entre
le viriel du 2nd et du 4e`me ordre varie en fonction des masses choisies.
nombre de masses lnβ [h]
pour la TI Viriel 2nd Viriel 4e`me
1 63.6 69.2
3 63.9 69.1
7 63.6 69.3
Table 4.10.: Valeurs de lnβ pour des inte´grations thermodynamiques a` 1, 3 ou 7 points (ou
masses) calcule´es avec les estimateurs viriels du 2nd et du 4e`me ordre.
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Figure 4.37.: B(Li+) obtenus a` l’aide des estimateurs viriels du 2nd et 4e`me ordre en fonction du
parame`tre de masse λ pour un e´chantillonnage m(λ) inversement proportionnel
a` la racine carre´e de la masse (voir sec. 2.5.1.a). Les barres d’erreurs de ±
1h correspondent au crite`re choisi pour la convergence en temps. Les traits en
pointille´s correspondent a` la re´gression line´aire calcule´e pour les 7 masses.
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Dans le tableau 4.10, nous avons re´pertorie´ les valeurs de lnβ obtenues en inte´grant
B en utilisant 1, 3 ou 7 masses dans l’inte´gration thermodynamique (TI). L’erreur
commise en utilisant une unique masse est de 0.2h par rapport a` la valeur obtenue
en re´alisant une inte´gration thermodynamique avec 7 masses ce qui est infe´rieur
a` l’incertitude due a` la convergence temporelle (1 h). Cet e´chantillonnage de la
masse pour e´tudier le lithium en solution est donc tre`s inte´ressant pour re´duire le
nombre de calculs ne´cessaires pour e´valuer les proprie´te´s de fractionnement.
4.3.6.d. Effets de taille et de dispersion
Pour un solide, on a montre´ que les phe´nome`nes de dispersion phononique devaient
eˆtre correctement pris en compte afin de calculer ses proprie´te´s de fractionnement
(e.g. Me´heut et Schauble (2014)). Ceci revient a` conside´rer les interactions de
paire a` une distance suffisante (un maillage 2x2x2 de la zone de Brillouin e´quivaut
par exemple a` un calcul conside´rant les interactions jusqu’a` 2 parame`tres de maille
de distance). Dans les codes de dynamique mole´culaire en ge´ne´ral, les effets de
dispersion ne sont pas pris en compte, et le seul e´chantillonnage possible est le
point Γ. Pour compenser, il est ne´cessaire de conside´rer une maille suffisam-
ment grande. Dans le cadre de cette e´tude, il est donc ne´cessaire de s’assurer
que les proprie´te´s de fractionnement calcule´es sont bien converge´es par rapport
a` la taille du syste`me. Dans le tableau 4.11, nous avons re´pertorie´ les valeurs
du fractionnement (soit Bλ=0.5 qui est obtenu avec la me´thode TI-PIMD soit lnβ
que l’on calcule directement dans l’approximation harmonique) en fonction de la
taille (colonne) et des parame`tres du calcul (ligne: traitement des interactions et
e´chantillonnage de la zone de Brillouin).
Pour les calculs harmoniques sur Li2O (partie supe´rieure droite du tableau 4.11),
le calcul sur une maille unitaire avec un maillage tre`s fin de 888 peut servir de
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TI-PIMD Harmonique
Syste`me Bλ=0.5 (≈lnβ) [h] lnβ [h]
Empirique ab initio Empirique ab initio
Γ 222 888 Γ 222 888
(Li2O) - - 52.2 50.7 51.5 - - 54.9
(Li2O)4 61.0 53.7 - - - 52.1 - -
(Li2O)32 53.0 52.4 51.2 - - 54.8 - -
(Li2O)108 52.2 - - - - - - -
Li1[H2O]62 45.4 - 52.5 54.0 - - - -
Li4[H2O]496 45.1 - - - - - - -
Table 4.11.: Tableau des valeurs du β-facteur obtenues avec la me´thode TI-PIMD ou dans
l’approximation harmonique, avec des potentiels empiriques ou des me´thodes ab
initio, pour plusieurs tailles de boˆıte, et plusieurs maillages des points q de la
zone de Brillouin pour le calcul du spectre vibrationnel. Notons que les re´sultats
donne´s pour le syste`me Li2O sont calcule´s a` 400 K tandis que pour le liquide,
la tempe´rature est de 365 K. Dans les calculs TI-PIMD, nous avons utilise´ 16
re´pliques et la masse est telle que λ = 0.5 (pour plus de de´tails voir 4.3.6.c).
re´fe´rence pour e´tudier la convergence. On peut voir qu’en ab initio comme en
empirique, un calcul limite´ au point gamma sur une supermaille (Li2O)32 (maille
cubique 2x2x2) donne une valeur parfaitement converge´e. Pour le liquide, on
observe que l’effet de la dispersion est non-ne´gligeable (≈ 2h). Ne´anmoins, cette
erreur est faible en comparaison de l’incertitude due a` la dispersion des valeurs du
β-facteur, pour diffe´rentes IS (voir sec. 4.3.7.a).
Regardons ensuite les effets de taille en TI-PIMD (partie gauche du tableau 4.11).
Pour Li2O, le calcul devrait eˆtre converge´ pour (Li2O)32 d’apre`s le calcul har-
monique. En effet, les calculs avec potentiel empirique sur (Li2O)32 et (Li2O)108
donnent le meˆme re´sultat aux incertitudes pre`s (±1 h pour la PIMD). Toujours
pour (Li2O) mais en ab initio cette fois, nous pouvons comparer les calculs har-
moniques a` Γ sur (Li2O)4 et (Li2O)32 aux calculs e´quivalents en TI-PIMD. Le
calcul harmonique donne un effet de 1.7h duˆ a` la taille insuffisante de (Li2O)4.
Pour le calcul TI-PIMD, on observe une variation similaire, proche de l’incertitude
de la me´thode. Notons que ces calculs ab initio PIMD sont pre´liminaires et pro-
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bablement insuffisamment converge´s.
Avec des potentiels empiriques en revanche (colonne 1), la valeur de B est tre`s
diffe´rente dans (Li2O)4 , par rapport a` sa valeur converge´e dans (Li2O)32/108. Cet
effet de taille ne se retrouve pas sur les calculs ab initio. Il est tre`s probable qu’il
soit duˆ a` des proble`mes de rayon de coupure des potentiels empiriques. Notons
que, lorsque nous avons re´alise´ ces calculs, nous avons choisi un rayon de coupure
tel que rc=a/2 ou` a est la longueur des areˆtes de la boˆıte de simulation cubique.
Ceci est ne´cessaire afin d’e´viter une sur-structuration artificielle du liquide (voir sec
2.2.2.f). Pour cette raison, il est essentiel de conside´rer des syste`mes suffisamment
grands quand on utilise des potentiels empiriques.
Entre les deux liquides, on constate que le calcul est bien converge´ pour Li1[H2O]62.
Notons que ce syste`me est plus grand que (Li2O)32 (parame`tres de maille: 12.4 vs
9.2 A˚), ce qui confirme l’ide´e qu’il est bien converge´ en taille. D’apre`s ces re´sultats,
et afin d’eˆtre le plus cohe´rent possible entre les calculs harmoniques et la TI-PIMD,
nous avons choisi de toujours utiliser les syste`mes (Li2O)32 et Li1[H2O]62 ; les
calculs harmoniques ont pour leur part e´te´ re´alise´s en e´chantillonnant uniquement
les fre´quences a` Γ.
4.3.7. Calcul des proprie´te´s de fractionnement isotopique
4.3.7.a. Liquides dans l’approximation harmonique
Le calcul des proprie´te´s de fractionnement a e´te´ re´alise´ dans l’approximation har-
monique en suivant le protocole e´tabli dans le chapitre 3 sur le silicium en solution.
Avec les potentiels empiriques, 10 configurations ont e´te´ extraites de la trajectoire
de dynamique mole´culaire classique re´alise´e a` 365 K. Les valeurs du fractionnement
sont calcule´es sur les structures relaxe´es (IS, inherent structures) donne´es dans le
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tableau 4.12.
Nume´ro de la configuration d¯LiO [A˚] lnβ7LiLi+ [h]
1 1.758 67.70
2 1.773 65.58
3 1.746 73.98
4 1.742 68.75
5 1.774 65.96
6 1.738 73.77
7 1.815 59.42
8 1.773 67.17
9 1.849 50.20
10 1.783 64.96
Valeur moyenne 1.78 65.73
Erreur standard (SE) 0.04 7.33
Table 4.12.: Distance moyenne Li-O, calcule´e par rapport aux 4 atomes d’oxyge`ne les plus
proches du lithium, et valeurs de lnβ7LiLi+ calcule´es dans l’approximation har-
monique sur 10 configurations extraites ale´atoirement le long de la trajectoire de
MD classique (365 K).
Dans la figure 4.38, les valeurs du β-facteur logarithmique (lnβ) sont calcule´es
en fonction de la distance moyenne d¯LiO entre le lithium et les 4 mole´cules d’eau
de la couche de solvatation. La valeur moyenne de la distance Li-O sur les 10
configurations relaxe´es 〈dLiO(IS)〉 est 1.78 ± 0.04(SE) A˚, ce qui est infe´rieur au
maximum du pic calcule´ a` 365 K (≈1.9A˚, voir 4.28). Ceci est duˆ a` la relaxation a`
0 K.
L’e´cart entre les deux valeurs extreˆmes du β-facteur est de ≈ 24h et la valeur
moyenne est de 65.7 ± 7.3 (SE) h. On observe une corre´lation entre la distance
moyenne d¯LiO et le β-facteur. La pente correspondant a` cette corre´lation est lnβ =
−194.12(d¯LiO − 2.1136) et le coefficient de corre´lation R2 vaut 0.81.
Ce type de corre´lation entre les proprie´te´s de fractionnement et la structure locale
a e´te´ observe´e et discute´e pour le cas du silicium en solution (au sein de H4SiO4
et H3SiO−4 , voir sec. 3.4.1) et sous forme mine´rale (Me´heut et Schauble, 2014).
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Figure 4.38.: Evolution de la valeur de lnβLi2O en fonction de la distance moyenne Li-O, cal-
cule´e par rapport aux 4 atomes d’oxyge`ne les plus proches du lithium. La ligne
rouge, de pente -194.12 et d’ordonne´e a` l’origine 410.3, correspond a` la courbe de
re´gression line´aire pour les 10 configurations utilise´es.
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Ces re´sultats confirment que le fractionnement est principalement influence´ par la
structure locale autour des isotopes.
De plus, il faut remarquer que, dans le cas du lithium en solution, la variation de
distance entre les deux configurations extreˆmes est environ 10 fois plus importante
que dans le cas du silicium en solution. Ceci est probablement duˆ au fait que
le lithium est lie´ a` 4 atomes d’oxyge`ne (appartenant a` des mole´cules d’eau) par
des liaisons faibles, tandis que le silicium forme des liaisons covalentes avec les 4
atomes d’oxyge`ne. Par conse´quent, la structure autour du lithium est moins rigide,
ce qui peut mener a` des configurations tre`s diffe´rentes. L’effet du de´sordre config-
urationnel e´tant tre`s important, l’incertitude sur le calcul de la valeur moyenne du
β-facteur dans l’approximation harmonique est donc de l’ordre de 7h, ce qui cor-
respond a` l’erreur standard. Cela peut e´galement expliquer pourquoi le coefficient
de corre´lation est moins bon que pour le cas du silicium.
4.3.7.b. Solides dans l’approximation harmonique
Dans cette e´tude, nous avons calcule´ le β facteur de Li2O dans l’approximation
harmonique avec des me´thodes ab initio sur la maille primitive (2Li, 1O) avec
une grille 8x8x8 (Monkhorst et Pack, 1976). Les re´sultats sont pre´sente´s sur la
figure 4.39 (ab initio : tirets rouges). Li2O est utilise´ ici comme re´fe´rence pour
permettre de comparer nos re´sultats. La valeur du β-facteur de Li2O calcule´e avec
des me´thodes ab initio sera utilise´e afin de comparer les re´sultats avec un mine´ral
plus complexe (polylithionite, voir sec. 4.3.7.b).
Avec des potentiels empiriques, il est difficile de reproduire correctement les pro-
prie´te´s structurelles et vibrationnelles de mine´raux complexes. Par conse´quent, la
polylithionite a e´te´ e´tudie´e en utilisant des me´thodes ab initio. Les calculs ont e´te´
re´alise´s dans l’approximation harmonique en accord avec le fait que l’on observe
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peu d’effets anharmoniques dans le mine´ral Li2O dans la plage de tempe´ratures a`
laquelle on s’inte´resse (voir sec. 4.3.7).
Figure 4.39.: β facteurs calcule´s dans l’approximation harmonique pour les mine´raux Li2O et
polylithionite (voir sec. 4.2). Le β facteur de Li2O calcule´ en ab initio peut eˆtre
approxime´ par la loi lnβ=8.47±0.05 106T 2 . Le β facteur de la polylithionite (voir
figure 4.39) peut eˆtre approxime´ par la loi lnβ=5.01±0.03 106T 2 .
Aux tempe´ratures correspondant aux dynamiques PIMD des liquides (de 300 a` 400
K), le β-facteur de la polylithionite est compris entre 32h et 57h. A` partir des
valeurs du β-facteur calcule´es pour la polylithionite et Li2O, nous avons mode´lise´
la variation par une loi de re´gression line´aire du facteur de fractionnement telle que
: lnα6Lipolylithionite−Li2O = 5.36 10
6
T 2 - 0.278
109
T 3 . Aux trois tempe´ratures auxquelles
nous nous sommes inte´resse´s, il varie de +37.9h a` 300 K, puis +27.0h a` 365
K et enfin +22.8h a` 400 K. Dans la suite de cette e´tude, nous utiliserons ces
valeurs comme un interme´diaire pour avoir acce`s au facteur de fractionnement
polylithionite-Li+.
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4.3.7.c. Proprie´te´s de partage isotopique
Le tableau 4.13 regroupe toutes les proprie´te´s de fractionnement calcule´es a` dif-
fe´rentes tempe´ratures (300 K, 365 K et 400 K), avec ou sans approximation har-
monique et avec des me´thodes empiriques ou ab initio.
Le bloc supe´rieur du tableau regroupe les re´sultats obtenus avec des potentiels
empiriques tandis que le bloc infe´rieur comprend les re´sultats obtenus avec des
me´thodes ab initio. Pour chacun de ces blocs, les trois lignes principales rassem-
blent les re´sultats obtenus a` trois tempe´ratures (300, 365 et 400 K). Pour chaque
tempe´rature, nous avons re´alise´ des calculs dans l’approximation harmonique ou
en utilisant la me´thode TI-PIMD puis nous avons calcule´ la diffe´rence ∆anh entre
ces deux calculs. Les deux premie`res colonnes correspondent au calcul du β-facteur
de Li2O et du β-facteur de Li+. Enfin, la dernie`re colonne correspond au calcul du
facteur de fractionnement α entre le mine´ral et la solution. Cette valeur correspond
a` la diffe´rence entre les deux β-facteurs.
Dans la section 4.4, nous allons utiliser uniquement les re´sultats obtenus avec des
potentiels empiriques. En effet, la me´thode TI-PIMD e´tant tre`s lourde en terme
de temps de calcul, nous n’avons pu obtenir les re´sultats pour toutes les phases
en utilisant ces potentiels. Ci-dessous, nous allons discuter des difficulte´s pour
transfe´rer et comparer les re´sultats obtenus avec diffe´rentes me´thodes.
En ce qui concerne le mine´ral, nous avons vu dans la partie 4.3.2, que les fre´quences
de vibrations sont sous-estime´es lorsque l’on utilise la fonctionnelle BLYP par
rapport a` l’expe´rience ainsi qu’aux calculs empiriques. L’erreur entre le calcul
re´alise´ avec la fonctionnelle BLYP et les calculs empiriques est ici de 6 a` 7 %.
Pour le liquide, avec les potentiels empiriques les re´sultats sont obtenus en moyen-
nant sur 10 IS tandis qu’en utilisant des me´thodes ab initio seules 1 IS a e´te´ utilise´e.
Il est difficile d’estimer l’erreur entre les deux calculs avec un nombre d’IS diffe´rent.
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Le fait de ne´gliger l’anharmonicite´ introduit des erreurs que nous e´valuerons dans
la partie suivante. De plus, il n’est pas possible a` partir des re´sultats obtenus avec
des potentiels empiriques d’estimer l’erreur faite dans l’approximation harmonique
avec les me´thodes ab initio.
Le choix de discuter les re´sultats obtenus avec les potentiels empiriques est motive´
par le fait que nous disposons des donne´es pour chaque syste`me et chaque me´thode.
Notons malgre´ tout que la transfe´rabilite´ de ces potentiels entre le liquide et le
mine´ral n’est pas possible. Par conse´quent, les potentiels utilise´s sont diffe´rents
pour les deux phases et l’erreur due a` cette non-transfe´rabilite´ ne peut eˆtre e´value´e.
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lnβ7LiLi2O [h] lnβ7LiLi+ [h] lnα7LiLi2O−Li+ [h]
Empirique
Approx. Harm. +87.8 +93.9 ± 7 -6.1 ± 7
300 K TI-PIMD +88.6 ± 1 +69.0 ± 1 +19.6 ± 1
∆anh -0.8 ± 1 +24.9 ± 8 +25.7 ± 8
Approx. Harm. +60.8 +65.8 ± 7 -5.0 ± 7
365 K TI-PIMD +60.5 ± 1 +45.4 ± 1 +15.1 ± 1
∆anh +0.3 ± 1 +20.0 ± 8 +20.1 ± 8
Approx. Harm. +51.2 +55.9 ± 7 -4.7 ± 7
400 K TI-PIMD +53.0 ± 1 +35.6 ± 1 +17.4 ± 1
∆anh -1.8 ± 1 +20.3 ± 8 +22.1 ± 8
ab initio
Approx. Harm. +92.9 +75.5 +17.4
300 K TI-PIMD - - -
∆anh - - -
Approx. Harm. +65.1 +53.3 +11.8
365 K TI-PIMD - - -
∆anh - - -
Approx. Harm. +54.9 +44.6 +10.3
400 K TI-PIMD +52.4 ± 1 - -
∆anh +2.5 ± 1 - -
Table 4.13.: Proprie´te´s de fractionnement calcule´es dans l’approximation harmonique ou pour un calcul en
TI-PIMD a` 300 K, 365 K et 400 K pour l’e´quilibre entre le mine´ral Li2O et la solution. La
diffe´rence correspond a` la part de fractionnement ne´glige´e dans l’approximation harmonique.
∆anh voir texte sec. 4.4.
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4.4. Discussion
Dans cette e´tude, nous avons teste´ la convergence des estimateurs utilise´s dans la
me´thode TI-PIMD. Ensuite, nous avons re´alise´ des calculs dans l’approximation
harmonique et en TI-PIMD sur le mine´ral Li2O et la solution Li+. Les re´sultats
sont re´pertorie´s dans le tableau re´capitulatif 4.13. On aborde dans un premier
temps l’incertitude associe´e a` la me´thode TI-PIMD. Ensuite, afin de discuter
de l’effet de l’anharmonicite´ dans le mine´ral Li2O, nous discutons les hypothe`ses
suivantes :
1- dans les solides, le β-facteur est correctement calcule´ en utilisant l’approxima-
tion harmonique.
2- dans les liquides, l’approximation harmonique ne permet pas d’obtenir une
bonne estimation du β-facteur.
En fin de section, les re´sultats, obtenus pour le facteur de fractionnement (α) de
l’e´quilibre entre la polylithionite et un ion Li+ in solution, sont discute´s. Pour ce
syste`me re´aliste, les valeurs obtenues a` 300 K, 365 K et 400 K sont compare´es aux
re´sultats obtenus dans l’approximation harmonique ainsi qu’aux valeurs mesure´es
(voir fig. 4.41).
4.4.1. Incertitude de la me´thode TI-PIMD
Dans ce chapitre, nous avons montre´ que la convergence des estimateurs B de´pend
des parame`tres utilise´s pour calculer la trajectoire PIMD (voir sec. 4.3.6). Comme
nous avons vu, le crite`re de convergence en temps a e´te´ choisi a` ±1h, en utilisant
16 re´pliques et l’estimateur du 4e`me ordre. D’autre part, l’e´cart entre B(Li+) (ou
B(Li2O)) calcule´ avec 16 et 64 re´pliques est infe´rieur a` 1h. De meˆme, en utilisant
une seule masse, B(Li+) n’est pas significativement diffe´rent de celui calcule´ en
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re´alisant l’inte´gration thermodynamique sur 7 masses. Pour calculer le β-facteur,
on a vu dans la section 4.3.6 que l’on pouvait utiliser une seule masse telle que
λ=0.5 (pour un e´chantillonnage inversement proportionnel a` la racine carre´e de la
masse) en utilisant la relation suivante :
lnβ ≈ Bλ=0.5 (4.164)
Par conse´quent, on peut estimer que l’incertitude sur le β-facteur calcule´ en TI-
PIMD est de l’ordre de 1h. On note que cette incertitude est relativement faible
par rapport a` l’incertitude obtenue pour le calcul de lnβLi+ , re´alise´ sur 10 configu-
rations prises au hasard et calcule´ dans l’approximation harmonique. L’incertitude
sur αLi2O−Li+ est donc de l’ordre de ±1.4h (voir 4.41).
Cette incertitude totale peut eˆtre re´duite en utilisant des trajectoires plus longues,
mais comme cela a e´te´ discute´ en section 4.3.6, la convergence est limite´e par les
fluctuations des estimateurs.
4.4.2. Anharmonicite´ de la liaison Li-O
Pour e´tudier l’anharmonicite´ des liaisons, nous de´finissons ∆anh qui correspond a`
la diffe´rence entre la valeur du β-facteur obtenu par un calcul anharmonique (dans
notre cas avec la me´thode TI-PIMD) et un calcul harmonique :
∆anh = lnβ[TI− PIMD]− lnβ[Harmonique] (4.165)
En d’autres termes, ∆anh est la part anharmonique du β-facteur. Cela signifie que
plus ∆anh est important, plus il est ne´cessaire de re´aliser des calculs en prenant a` la
fois en compte les effets nucle´aires quantiques et l’anharmonicite´. Notons que pour
un solide, le β-facteur harmonique est bien de´fini. Pour un liquide en revanche,
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nous l’avons de´fini arbitrairement comme la valeur moyenne sur plusieurs IS (voir
sec. 4.3.7.a).
Dans les figures 4.40 (a) et (b), nous avons repre´sente´ le ∆anh pour les β-facteurs
(18O et D) de la mole´cule d’eau, estime´s par Richet et al. (1977). Ces calculs sont
base´s d’une part sur un mode`le de Morse (anharmonique) pour le potentiel de
la mole´cule d’eau, et d’autre part sur des donne´es spectroscopiques mesure´es par
Khachkuruzov (1959) sur la mole´cule d’eau.
Les figures 4.40 (c) (Li2O) et 4.40 (d) ( Li+) correspondent a` nos calculs (cf tableau
4.13) pour les isotopes du lithium.
Effets de l’anharmonicite´ dans Li2O Dans la litte´rature, les mine´raux sont tou-
jours traite´s dans l’approximation harmonique (par exemple, Me´heut et al. (2007);
Balan et al. (2005); Schauble et al. (2006)) et les re´sultats obtenus sont en bon
accord avec les expe´riences. En effet, pour des tempe´ratures tre`s infe´rieures a`
la tempe´rature de fusion (quasi-harmonic approximation, Goel et al. (2007)), les
effets de l’anharmonicite´ sont ne´gligeables dans les solides. En particulier, Goel
et al. (2007) ont montre´ que la capacite´ calorifique (qui, comme les proprie´te´s de
fractionnement isotopique, est lie´e aux vibrations des phonons dans les cristaux)
de Li2O e´tait correctement calcule´e dans l’approximation harmonique pour des
tempe´ratures infe´rieures a` 1100 K.
Dans la figure 4.40 (b), on remarque que le ∆anh est infe´rieur a` 1h excepte´ a` 400
K, ou` il est de l’ordre de 2h. Ne´anmoins, en comparant avec le ∆anh obtenu pour
la solution, cette valeur reste relativement faible. De plus, les potentiels que nous
avons utilise´s ont e´te´ cre´e´s pour des syste`mes a` 300 K, on peut donc conside´rer
que l’hypothe`se 1, formule´e dans l’introduction de cette section, est valide.
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Figure 4.40.: Comparaison des β-facteurs harmoniques et anharmoniques (voir texte) pour
l’eau (isotopes de H et O), Li2O et Li+ (isotopes de Li). En rouge : calculs har-
moniques, en bleu : calculs anharmoniques. Encart : contribution anharmonique
∆anh (eq. (4.165)). Pour les calculs TI-PIMD (Li+, Li2O), la taille des symboles
correspond a` l’incertitude sur les estimateurs (sec. 4.4.1). Pour le calcul har-
monique de Li+ elles repre´sentent la dispersion des valeurs sur les diffe´rentes IS
(4.3.7.a)
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Effets de l’anharmonicite´ dans le liquide Dans la figure 4.40 (c), ∆anh(Li+)
ge´ne`re des barres d’erreurs de l’ordre de 8h a` cause de l’incertitude sur le calcul
dans l’approximation harmonique (qui provient de la tre`s grande dispersion des
valeurs de lnβ observe´e sur les 10 IS). Ne´anmoins, a` 300 K, 365 K et 400 K,
on remarque que ∆anh est de l’ordre de 20h, ce qui est tre`s significatif. La part
anharmonique du β-facteur est d’environ 60% a` 400 K (20.3h pour ln β = 35.6h)
et d’environ 30% a` 300 K (24.9h pour ln β = 69.0h). Cela signifie que sur la plage
de tempe´ratures e´tudie´e, l’approximation harmonique ne peut pas eˆtre utilise´e. Ce
re´sultat confirme l’hypothe`se 2 formule´e dans l’introduction de cette section.
Si l’on compare au cas de la mole´cule d’eau a` 300 K, l’anharmonicite´ de la li-
aison OH correspond a` un effet de 150h sur le fractionnement de l’hydroge`ne,
et de seulement 3h pour l’oxyge`ne. Le lithium est donc situe´ entre les deux en
valeur absolue. Cependant, cet effet est tre`s important relativement au β-facteur
du lithium (30-60%). Il le sera encore plus relativement au fractionnement solide-
Li+ (voir figure 4.41). Ceci est duˆ au fait que cette contribution est ne´gligeable
dans le cas du solide (cf ci-dessus). Dans le cas de la mole´cule d’eau, la con-
tribution anharmonique repre´sente 5% du β − facteur. Pour un fractionnement
mine´ral-solution, elle semble rester d’environ 3h dans le cas de l’oxyge`ne (partage
quartz-eau, Me´heut et al. (2007)). Par contre, dans le cas de l’hydroge`ne, une
importante compensation d’erreur se produit, car solide et solution contiennent
en ge´ne´ral la meˆme liaison OH, avec une anharmonicite´ similaire. La contribu-
tion sur le fractionnement brucite-H2O par exemple, semble eˆtre de l’ordre de 15
h(Me´heut et al., 2009). L’importance de´terminante de la prise en compte des
effets anharmoniques pour un calcul correct des proprie´te´s de fractionnement de
(Li+) provient d’une part de la masse le´ge`re de (Li+), mais aussi et surtout de la
tre`s grande variabilite´ de l’environnement de (Li+) dans la solution.
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Effet de la tempe´rature Les courbes de la figure 4.40 (a) montrent une de´crois-
sance significative de la part anharmonique lorsque la tempe´rature augmente (elle
est typiquement divise´e par 2 entre 25 et 100◦C). Dans nos syste`mes, nous consta-
tons au contraire une relative constance de la valeur absolue de ∆anh. Les barres
d’erreur associe´es a` notre calcul sont cependant trop importantes pour nous perme-
ttre d’eˆtre plus pre´cis. Cependant, cette observation semble en accord avec l’ide´e
que la relative importance de l’anharmonicite´ doive augmenter avec la tempe´rature.
Si l’on re´alise les calculs dans l’approximation harmonique, on constate en effet
que l’erreur relative a` la valeur de lnβ pour les tempe´ratures 300 K, 365 K et 400
K est significativement diffe´rente. Dans le paragraphe pre´ce´dent, nous avons vu
que l’erreur a` 400 K e´tait environ 2 fois plus importante que celle a` 300 K.
4.4.3. Facteur de fractionnement mine´ral-Li+ calcule´ et
expe´rimental
En introduction, nous avions montre´ que les calculs dans l’approximation har-
monique ne reproduisaient pas les re´sultats expe´rimentaux du fractionnement entre
une phase liquide et un mine´ral (voir figure 4.41). Dans le but d’eˆtre plus re´aliste,
nous avons utilise´ la me´thode TI-PIMD, permettant d’inte´grer l’aspect quantique
des noyaux sans avoir a` se placer dans l’approximation harmonique. Cela permet
de prendre en compte les effets anharmoniques pour les proprie´te´s de fraction-
nement des liquides. Dans cette e´tude, nous avons ve´rifie´ les deux hypothe`ses de
l’introduction de cette section.
1- l’approximation harmonique est adapte´e pour calculer le lnβ-facteur d’un
mine´ral.
2- pour les liquides, il est ne´cessaire de tenir compte de l’anharmonicite´ pour
traiter correctement les effets quantiques des noyaux.
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Dans ce travail, nous avons calcule´ d’une part le fractionnement lnα6Limine´ral−Li2O
dans l’approximation harmonique avec des me´thodes ab initio, et d’autre part,
le fractionnement lnα6LiLi2O,liquide avec des potentiels empiriques, a` la fois avec
la me´thode TI-PIMD et dans l’approximation harmonique. Le fractionnement
isotopique mine´ral-solution est donne´ par la relation suivante :
lnα6Limineral−Li+ = lnα6Limineral−Li2O + lnα6LiLi2O−liquide (4.166)
Figure 4.41.: En trait plein bleu : valeur moyenne calcule´e de lnα6Li dans l’approximation
harmonique sur 10 IS (extraites d’une MD a` 300 K, voir sec. 4.3.7). En carre´s
bleus : valeurs de lnα6Li calcule´es avec la me´thode TI-PIMD a` 300 K, 365 K
et 400 K. En rouge : les valeurs mesure´es sur des e´chantillons expe´rimentaux de
Wunder et al. (2007), Vigier et al. (2008) et Williams et Hervig (2005). En vert
: les valeurs mesure´es sur des e´chantillons naturels de Chan et al. (1992), Chan
et al. (1993) et Magenheim et al. (1995)
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Dans la figure 4.41, les re´sultats obtenus par les calculs (harmoniques et TI-
PIMD) du fractionnement polylithionite-Li+ sont compare´s aux re´sultats obtenus
par mesure sur des e´chantillons expe´rimentaux et naturels similaires a` notre struc-
ture mode`le. En particulier, les mesures de Wunder et al. (2007) sont celles qui
correspondent le mieux, d’un point de vue mine´ralogique, a` notre calcul. Les
mine´raux pre´cipite´s sont des mica alumineux — polylithionite ou trilithionite.
Dans la plupart des autres e´tudes, qui se concentrent sur les produits d’alte´ration
des mate´riaux magne´siens des fonds des oce´ans, le mate´riau pre´cipite´ est princi-
palement constitue´ de mica magne´siens — smectites, chlorite. On peut comparer
les deux expe´riences de Wunder et al. (2007) et de Vigier et al. (2008) correspon-
dant aux deux types de micas — polylithionite et smectite — a` des tempe´ratures
proches (≈400 K). Les valeurs sont sensiblement identiques attestant d’un faible
effet de la nature des cations octae´driques autres que le Li+, ce qui justifie la com-
paraison de notre calcul aux donne´es obtenues sur diffe´rents mica magne´siens a`
plus basse tempe´rature. Ces fractionnements smectite-Li+ suivent une tendance
re´gulie`re en fonction de la tempe´rature (pointille´s rouges sur la figure 4.41), a`
l’exception de la valeur donne´e par Williams et Hervig (2005) a` 575 K. Ne´anmoins,
dans cette e´tude, les auteurs ont remarque´ une forte disparite´ dans leurs mesures
en fonction de la taille des mine´raux synthe´tise´s (entre 2.1h et 11.6h a` 575 K). Ils
pre´cisent que l’e´cart par rapport a` d’autres donne´es mesure´es, sur des e´chantillons
expe´rimentaux ou naturels, peut eˆtre duˆ a` des effets de taille ou bien a` des diffi-
culte´s expe´rimentales pour enlever les atomes de lithium pre´sents entre les couches
du mine´ral en feuillets (voir structure smectite 4.24).
On remarque que nos calculs TI-PIMD sont en bon accord avec les valeurs mesure´es
sur des e´chantillons expe´rimentaux (Vigier et al., 2008; Wunder et al., 2007). En
particulier, a` 365 K, on remarque que nos donne´es sont en tre`s bon accord avec
les mesures expe´rimentales de Vigier et al. (2008). A` plus haute tempe´rature, la
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valeur estime´e par la me´thode TI-PIMD semble eˆtre en dec¸a` des mesures re´alise´es
par Vigier et al. (2008) et Wunder et al. (2007), cela peut s’expliquer par le fait
que les potentiels utilise´s pour la liaison Li+-O dans le liquide ont e´te´ cre´e´s pour
une tempe´rature de 300 K.
Dans l’approximation harmonique, on surestime la quantite´ de 7Li pre´sent dans la
solution, qui est donc plus lourde que la solution re´elle. En TI-PIMD, les re´sultats
obtenus avec des potentiels empiriques montrent que la solution est beaucoup plus
le´ge`re que ce qui est estime´ avec la me´thode harmonique. Ce re´sultat est cohe´rent
avec le fait que l’approche harmonique alourdisse artificiellement les phases les
plus anharmoniques, c’est-a`-dire ici le liquide.
En ce qui concerne les mesures re´alise´es sur des e´chantillons naturels, qui sont
donne´es pour des tempe´ratures faibles allant jusqu’a` 15°C, on remarque que nos
donne´es TI-PIMD semblent en relativement bon accord -sachant que l’extrapolation
de nos donne´es a` d’autres tempe´ratures est simplement qualitative.
Dans leurs travaux de revue, Tang et al. (2007) mettent en avant l’intereˆt que
repre´sente la compre´hension du fractionnement isotopique du lithium entre un
mine´ral et une espe`ce en solution. Graˆce a` ces nouvelles me´thodes, on dispose ici
d’un moyen d’obtenir des informations sur les processus basiques tels qu’une disso-
lution a` l’e´quilibre d’un mine´ral dans l’eau. Cela permet de simplifier les syste`mes
globaux en e´tudiant me´canisme par me´canisme le fractionnement isotopique qui
est associe´.
En plus de montrer que l’approximation harmonique ne peut pas eˆtre utilise´e
pour les liquides, ces re´sultats prometteurs nous encouragent a` poursuivre cette
e´tude, dans l’objectif de re´aliser tous les calculs avec des me´thodes ab initio, pour
mieux comprendre la me´thode et pour eˆtre capable de pre´dire le fractionnement
isotopique de fac¸on certaine. Les pistes envisage´es pour permettre ces calculs
seront pre´sente´es dans la section suivante.
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4.4.4. Perspectives
Comme nous l’avons e´voque´ dans l’introduction ge´ne´rale, notre objectif est de
re´aliser les calculs les plus re´alistes possible, c’est-a`-dire : en e´tudiant des syste`mes
proches des syste`mes e´tudie´s expe´rimentalement, en utilisant des me´thodes a` la
fois adapte´es au proble`me et permettant d’obtenir des re´sultats dans un temps
raisonnable.
Le but pratique est de pouvoir pre´dire un fractionnement a` l’e´quilibre afin de
comple´menter les mesures expe´rimentales, et de ve´rifier en particulier que celles-ci
correspondent bien a` un fractionnement d’e´quilibre. Notre approche s’est montre´e
valide dans le cas du lithium, pour lequel la haute diffusivite´ de l’e´le´ment assure
que les donne´es expe´rimentales correspondent bien a` un e´quilibre. Elle montrera
tout son inte´reˆt en e´tant e´tendue a` d’autres e´le´ments tels que le Fer ou le Nickel,
tre`s importants en ge´ochimie.
L’e´tude pre´sente´e ici comporte des re´sultats qui peuvent eˆtre exploite´s pour mieux
comprendre l’inte´reˆt de la me´thode et pour de´velopper les calculs du fraction-
nement isotopique entre un mine´ral et une solution.
Convergence de l’estimateur viriel du 4e`me ordre Sur la courbe 4.30 (b), on
observe que l’estimateur viriel du 4e`me ordre fluctue beaucoup jusqu’a` 16 re´pliques.
Ce re´sultat est confirme´ par la convergence en temps de l’estimateur (voir sec.
4.3.6) qui est de l’ordre de 300 ps tandis que l’estimateur viriel du 2nd ordre est
converge´ a` partir de 150 ps pour 16 re´pliques. D’autre part, sur la figure 4.35, on
remarque que l’estimateur viriel du 2nd ordre est converge´ a` 32 re´pliques a` moins
de 1h par rapport a` la valeur a` 64 re´pliques.
D’un point de vue pratique, en terme de temps de calcul, il est sensiblement
e´quivalent de re´aliser une PIMD a` 32 re´pliques durant 150 ps ou une PIMD a`
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16 re´pliques durant 300 ps. A` partir de ces observations, il semble inte´ressant de
comparer ces deux estimateurs plus en de´tails en fonction des syste`mes e´tudie´s. No-
tamment, il est important d’e´tudier leur comportement en utilisant des me´thodes
ab initio.
Calculs ab initio Dans ce travail, nous avons principalement utilise´ des poten-
tiels empiriques qui sont peu transfe´rables pour avoir une vue d’ensemble de la
proble´matique, et pour e´tudier les re´cents de´veloppements de la me´thode TI-PIMD
afin de pre´parer les calculs avec les me´thodes ab initio. D’autre part, les potentiels
utilise´s ont e´te´ cre´e´s a` partir de donne´es obtenues a` 300 K et ne devraient pas eˆtre
utilise´s a` d’autres tempe´ratures. L’utilisation de me´thodes ab initio semble donc
importante pour mieux comprendre et pour pre´dire le fractionnement isotopique
entre un liquide et un mine´ral.
L’inconve´nient des me´thodes ab initio est qu’elles requie`rent un temps de calcul
beaucoup plus conse´quent que les calculs empiriques.
Au cours de ce travail, nous avons estime´ les temps de calcul pour re´aliser les
meˆmes calculs avec des me´thodes ab initio, en se basant sur les temps de calcul
que nous avons constate´s pour une trajectoire CPMD re´alise´e avec le code PINY
(que nous utilisons e´galement pour les trajectoires PIMD).
Pour le mine´ral Li2O (quelques calculs ont e´te´ re´alise´s en ab initio, voir tableau
4.13) la convergence en temps e´tant atteinte rapidement, il est possible de re´aliser
les calculs en utilisant environ 20 000 heures de calcul. Pour le liquide Li+ cepen-
dant, il faudrait environ 200 000 heures de calcul pour chaque TI-PIMD, en util-
isant une seule masse (λ=0.5) et avec 16 re´pliques, pour chaque tempe´rature et
pour une trajectoire d’au moins 300 ps pour que l’estimateur viriel du 4e`me or-
dre soit converge´. Cette estimation de´pend principalement de la qualite´ de la
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paralle´lisation et de l’architecture des processeurs de calculs utilise´s.
Dans cette e´tude, nous avons e´galement remarque´ que l’on e´tait fortement con-
traint par l’e´nergie de cutoff (tre`s e´leve´e, autour de 180Ry) que l’on doit utiliser
pour les calculs ab initio. Dans le syste`me Li+ cette e´nergie de cutoff ne peut
eˆtre re´duite a` cause du pseudopotentiel tre`s dur du lithium a` trois e´lectrons. Afin
de re´aliser des calculs ab initio en TI-PIMD, il semblerait inte´ressant de pouvoir
utiliser des pseudopotentiels plus e´volue´s avec, notamment, des corrections de cœur
non-line´aires, qui, comme nous l’avons vu dans la section 2.2.2.f, permettent de
faire converger le calcul de la pression en fonction de l’e´nergie de cutoff autour de
120Ry ou encore des potentiels ultrasofts (Vanderbilt, 1985).
D’autre part, dans cette e´tude, nous n’avons pas utilise´ les thermostats les plus
re´cents (Generalized Langevin Equation et bains quantiques en particulier) qui
optimisent l’e´chantillonnage de l’espace des phases. Cela permet de faire converger
plus rapidement les estimateurs, et on peut e´galement envisager que cela permette
de re´duire l’incertitude sur le calcul de B(Li+).
Enfin, en ab initio, on peut imaginer utiliser des syste`mes plus petits car on
s’affranchit des proble`mes de rayon de coupure des potentiels empiriques. L’incon-
ve´nient pour les liquides est que l’on risque de sur-structurer artificiellement la
solution, mais, on peut nuancer ce proble`me : on s’inte´resse ici au phe´nome`ne de
fractionnement isotopique qui est principalement influence´ par la structure locale.
Une autre possibilite´ consiste a` utiliser des potentiels empiriques adapte´s aux con-
ditions de la simulation. Il faut pour cela cre´er dans un premier temps les potentiels
a` partir d’une dynamique ab initio (comme Lyubartsev et al. (2001)), dans les con-
ditions requises. Dans un deuxie`me temps seulement, on proce´dera a` la PIMD a`
partir des potentiels empiriques. Dans un premier temps, on pourrait re´aliser une
e´tude de la transfe´rabilite´ du potentiel propose´ par Lyubartsev et al. (2001) a`
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d’autres conditions de tempe´rature et pression.
4.5. Conclusion
Dans l’e´tude pre´sente´e dans ce chapitre, nous avons cherche´ a` calculer de fac¸on
re´aliste le facteur de fractionnement entre un mine´ral (Li2O) et une solution (Li+,
Cl−, [H2O]62). Afin de de´montrer l’importance de l’anharmonicite´ combine´e avec
la prise en compte de l’aspect quantique des noyaux (en TI-PIMD), nous avons
re´alise´ en paralle`le des calculs dans l’approximation harmonique.
D’un point de vue me´thodologique, nous avons teste´ la convergence des calculs en
fonction des parame`tres de simulation (nombre de re´pliques, etc) et des conditions
(tempe´rature). Nous avons mis en place les re´cents de´veloppements (Marsalek
et al., 2014) qui permettent de re´duire les temps de calcul.
Dans Li2O, l’erreur commise par l’utilisation de l’approximation harmonique s’est
ave´re´e ne´gligeable tandis que, dans le liquide, nous avons observe´ une erreur im-
portante de l’ordre de 20h. La me´thode TI-PIMD a donc permis de calculer un
facteur de fractionnement re´aliste entre la polylithionite et une solution contenant
un ion Li+ avec une incertitude de l’ordre de 1.4h.
D’un point de vue ge´ologique, l’accord obtenu entre le facteur de fractionnement
calcule´ et mesure´ par Vigier et al. (2008) est tre`s prometteur pour l’utilisation de
ces me´thodes dans le but de comprendre les processus de fractionnement pour des
e´quilibres mine´ral/liquide.
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Conclusion ge´ne´rale
Le calcul des proprie´te´s de fractionnement isotopique dans des syste`mes a` l’e´quilibre
impliquant des phases liquides est un proble`me au cœur de plusieurs e´tudes re´centes.
Plusieurs aspects de la solution rendent ce proble`me complexe : contrairement aux
solides, les liquides sont de´sordonne´s et e´voluent au cours du temps, ce qui implique
la ne´cessite´ d’utiliser des me´thodes statistiques ; d’autre part, les liquides sont an-
harmoniques, ce qui limite l’utilisation de me´thodes, valables dans l’approximation
harmonique, qui sont bien maˆıtrise´es pour le calcul du fractionnement isotopique.
L’objectif des e´tudes re´centes est de faire e´merger une me´thode qui soit a` la fois
pre´cise, adapte´e et pratique, c’est-a`-dire abordable nume´riquement et facile a` met-
tre en place. En ce sens, nous avons axe´ notre travail autour de la notion de
re´alisme qui englobe les trois caracte`res cite´s ci-dessus. Dans ce travail, nous
avons explore´ deux types d’e´quilibre tre`s diffe´rents.
Le premier est l’e´quilibre entre deux espe`ces en solution, pour lequel nous nous
sommes place´s dans l’approximation harmonique afin que notre approche soit sem-
blable a` celle aborde´e pour les mine´raux. Nous nous sommes inte´resse´s en partic-
ulier au fractionnement entre les espe`ces H4SiO4 et H3SiO−4 en solution. Les deux
syste`mes the´oriques correspondants sont tre`s semblables, pour cela on s’attend a`
ce que les erreurs dues a` l’approximation harmonique se compensent en partie.
De plus, nous avons utilise´ une approche statistique en relaxant plusieurs config-
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urations extraites d’une trajectoire de dynamique mole´culaire afin de prendre en
compte le de´sordre configurationnel.
Nous avons montre´ que les proprie´te´s de fractionnement de´pendent fortement de
la configuration e´tudie´e et qu’elles sont corre´le´es avec la structure du te´trae`dre
SiO4, en particulier avec la distance moyenne des liaisons Si-O. En exploitant
cette corre´lation, nous avons montre´ qu’il e´tait possible d’estimer plus rapidement
le fractionnement isotopique de deux manie`res diffe´rentes. La premie`re consiste
a` extrapoler la loi de re´gression line´aire a` une distance Si-O correspondant a` la
distance moyenne du liquide global et la seconde consiste a` ne se´lectionner que des
configurations favorables, ayant une distance moyenne Si-O proche de la valeur
moyenne statistique du liquide global.
Nous avons pu mettre en e´vidence un important fractionnement entre les espe`ces
H4SiO4 et H3SiO−4 en solution, comparable aux fractionnements observe´s naturelle-
ment. Ce re´sultat est original compte-tendu de la simplicite´ du processus de
de´protonation liant les deux espe`ces. Ce fractionnement est potentiellement signi-
ficatif pour expliquer les signatures isotopiques du silicium observe´es naturellement
entre un pre´cipite´ et une solution.
Le second e´quilibre auquel nous nous sommes inte´resse´s est l’e´quilibre entre une
espe`ce en solution et un solide mine´ral. Les deux phases e´tant tre`s diffe´rentes, nous
avons choisi de traiter de la fac¸on la plus re´aliste possible ce syste`me en utilisant la
me´thode TI-PIMD. Dans cette e´tude, nous avons utilise´ des potentiels empiriques
afin de tester les nouveaux de´veloppements et de choisir les parame`tres optimaux
pour re´aliser les calculs.
Cette me´thode nous a permis de montrer qu’en prenant en compte les effets
quantiques des noyaux sans ne´gliger l’anharmonicite´, le β-facteur pour un solide
cristallin est similaire a` celui obtenu dans l’approximation harmonique pour les iso-
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topes du lithium. Cette constatation est d’ailleurs probablement valide pour la plu-
part des syste`mes isotopiques (a` l’exception de l’hydroge`ne, cf. ??). Cette approx-
imation est donc adapte´e pour les mine´raux. Dans un second temps, nous avons pu
montrer que dans les liquides, il est crucial de prendre en compte l’anharmonicite´.
En utilisant la me´thode TI-PIMD, nous avons calcule´ le facteur de fractionnement
polylithionite-Li+ et nous l’avons compare´ a` des donne´es obtenues pour des e´chantil-
lons naturels et expe´rimentaux ayant une structure mine´rale proche. Nos re´sultats
sont en tre`s bon accord avec les donne´es mesure´es. Ils montrent par ailleurs un ef-
fet significatif de l’anharmonicite´ estime´ a` 200 % a` 300 K pour le calcul du facteur
de fractionnement lnα.
Nous espe´rons avoir pu faire transparaˆıtre, au travers de ce travail, l’inte´reˆt suscite´
par les calculs pour comprendre et pre´dire le fractionnement isotopique. En trai-
tant de fac¸on re´aliste des syste`mes ge´ologiques, nous avons obtenu des re´sultats
concordants avec les expe´riences. L’un des avantages de ces calculs est qu’ils peu-
vent eˆtre re´alise´s sur de nombreux syste`mes, et ce pour diffe´rentes tempe´ratures,
afin d’e´tudier les syste`mes ge´ologiques. En documentant le facteur de fraction-
nement isotopique associe´ a` des me´canismes simples, on peut espe´rer e´tudier par la
suite des mode`les plus complexes. Les me´thodes les plus avance´es, telles que la TI-
PIMD, qui permettent de prendre en compte de fac¸on satisfaisante l’anharmonicite´
pour calculer des effets quantiques des noyaux, sont encore difficiles a` mettre
en place et demandent des ressources nume´riques importantes. Ne´anmoins, les
de´veloppements les plus re´cents permettent de re´duire de fac¸on significative le
couˆt de ces calculs et laisse espe´rer la possibilite´ de les re´aliser avec des me´thodes
ab initio sur des syste`mes re´alistes.
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Re´sume´
Le fractionnement des isotopes est utilise´ comme marqueur d’e´ve´nements ge´ochimi-
ques pour de multiples applications. Les calculs permettent d’expliquer et de
quantifier les me´canismes de fractionnement pour des conditions parfois difficiles a`
atteindre expe´rimentalement ; ils permettent de de´composer les me´canismes sous-
jacents responsables du fractionnement mesure´.
Au cours de cette e´tude, nous nous sommes inte´resse´s aux isotopes du silicium
— dans le quartz, la kaolinite, H4SiO4,aq et H3SiO−4,aq — et du lithium — dans
Li2O, la polylithionite et Li+ en solution. Nous avons mis en place des approches
pour re´aliser des calculs re´alistes et, si possible, pre´dictifs afin de comprendre des
fractionnements isotopique a` l’e´quilibre impliquant au moins une phase liquide.
D’une part, nous avons montre´ l’importance de la prise en compte du de´sordre con-
figurationnel dans les liquides. D’autre part, nous avons montre´ qu’il est crucial de
prendre en compte de l’anharmonicite´, particulie`rement pour l’e´tude d’un e´quilibre
entre un mine´ral et une solution. Les re´sultats pre´sente´s dans ce manuscrit sont
en bon accord avec les facteurs de fractionnement isotopique mesure´s sur des
e´chantillons naturels ou expe´rimentaux, ce qui met en avant l’inte´reˆt d’utiliser
ces nouvelles me´thodes.
Abstract
Plentiful applications of isotopes recently emerged in geology since the isotopic
fractionation properties are markers of geochemical events. With calculations,
one can explain and quantify a fractionation mechanism in conditions that can
be challenging to achieve experimentally. Therefore, it is possible to decompose
underlying mechanisms that lead to a measured fractionation factor.
In the course of this study, we were interested in isotopes of silicon — in quartz,
kaolinite, H4SiO4,aq and H3SiO−4,aq — and of lithium — in Li2O, polylithionite and
Li+ in solution. We took up methods that are well suited to perform realists and,
if possible, predictive calculations for equilibriums implying at least one liquid
phase.
This study highlights the importance of the configurational disorder in liquids.
We pointed at the necessity to take into account the effects of anharmonicity, in
particular for the study of equilibria between a mineral and a solution. Moreover,
results showed in this manuscript are in good agreement with the experimental
and natural data that have been measured, which features the interest of these
new methods.
