This paper presents a logic appropriate for mass terms, that is, a logic that does not presuppose interpretation in discrete models. Models may range from atomistic to atomless. This logic is a generalization of the author's work on natural language reasoning. The following claims are made for this logic. First, absence of variables makes it simpler than more conventional formalizations based on predicate logic. Second, capability to deal effectively with discrete terms, and in particular with singular terms, can be added to the logic, making it possible to reason about discrete entities and mass entities in a uniform manner. Third, this logic is similar to surface English, in that the formal language and English are "well-translatable," making it particularly suitable for natural language applications. Fourth, deduction performed in this logic is similar to syllogistic, and therefore captures an essential characteristic of human reasoning.
Introduction
This paper presents a logic appropriate for mass terms, that is, a logic that does not presuppose interpretation in discrete models. Models may range from atomistic to atomless. This logic is a generalization of the logic for reasoning in natural language presented in [5] . It is also related, in its objectives, to the generalization of first-order logic defined by Roeper [8] .
Claims made for this logic are the following. First, absence of variables makes it simpler than more conventional predicate logics such as [8] . Second, capability to deal effectively with discrete terms, and in particular with singular terms, can be added to the logic, making it possible to reason about discrete entities and mass entities in a uniform manner. Third, this logic is similar to surface English, in that the formal language and English are "well-translatable" [3] , making it particularly suitable for natural language applications. Fourth, deduction performed in this logic is similar to syllogistic, and therefore captures an essential characteristic of human reasonmg.
The first claim is supported by the body of this paper. The definition of the language, its semantics, its axiomatization, and the proofs of soundness and completeness are simpler and more straightforward than the more conventional formulation given in [8] . Support for the second claim can be found in Section 4. The third and fourth claims are essentially those made for the discrete version of this logic. Support for these claims can be found in [5, 6] . No claims are made for solving the many linguistic and philosophical problems related to mass terms. 5 . If X is a unary expression and Y is a (n + 1)-ary expression then (XY) is a n-ary expressiOn.
In the sequel, superscripts and parentheses are dropped whenever no confusion can result. Metavariables are used as follows: Rn ranges over 'Rn; R ranges over 'R-1; The first property is known as the distributive property of mass terms [2, 7] . It is imposed on basic expressions by the second restriction on the denotation function F.
The first and second properties together motivate the definition of satisfaction for X = Y. As a consequence of the definition of satisfaction for X = Y, I I= a X iff V/3 s;;; a: I ~.6 X i:ff'V/3 s;;; a: 31 s;;; (3: I F"Y X. This together with the third property motivates the so-called cumulative property of mass terms [2, 7] , which is assured for basic expressions by the third restriction on the denotation function :F. For more on mass terms, see [2, 7] . Roeper [7] gives a clear and concise presentation of the necessary background for a logic of mass terms. Bunt [2] provides a comprehensive review of the linguistic and philosophical issues as well as a logic of mass terms.
The following lemma and corollary establish the distributive, cumulative, and complement properties in the general case. ( 5)). 0
A Boolean structure
The semantics of the previous subsection defines a
Boolean structure for LN. Use of this structure simplifies the soundness argument The following abbreviations in .CN are motivated by this Boolean structure.
The situation can be summarized as follows. L is a Boolean lattice with meet n such that lXI n IYI =IX n Yl, complement* such that lXI* = lXI, join U such that lXI U IYI = IXUYI, bounds ITI and ITI, and ordered by inclusion such that lXI ~ IYI iff IX ~ Yl = ITI. The expression XY has the Boolean property: IXYI = ITI iff lXI C IYI*· It follows immediately that: The universal closure of a n-ary expression X E eN is defined to be the nullary expression (AT)n X. The axiom schemas of eN are the following.
BT. The universal closure of every schema that can be obtained from a tautologous Boolean wff by uniform substitution of metavariables of eN for sentential variables, n for /\, and -for -,
where n = max(l,m) and j = 
Xn · · · Xt"RY"'+l, which contradicts the assumption of validity. 0
Next completeness of the axiomatization is shown. The proof is in the style of Henkin.
But because of the absence of atomicity, the construction of an interpretation is not the standard one. Therefore the proof of the satisfiability theorem is given in full.
First some definitions are needed. Let f ~eN be a set of sentences. f is consistent iff it does not contain X1 , ..
• , Xn such that X1 n · · · n Xn is in 'T. f is complete iff for every sentence X E eN, either X or X is in f. f is saturated iff it is complete, consistent and contains RT, ARX and Xn · · · X 1 ARYn+l for some R E 'R1 whenever it contains Xn · · · X 1XYn+l. f* is the set of sentences obtained from r by uniform substitution of .mi for R~ in each X E r. (ii) From (i) and axiom BT, "T(T ~X). Hence ITI is the lower bound of A. (iii) above. Satisfaction of the second requirement follows from axiom SS and property (iv). That the third requirement is satisfied can be seen as follows. Suppose Rpq) ), which make the same assertion (see [7, 8] ). Far from increasing expressiveness, the variables seem to get in the way of understanding.
Where a logic is desired for models that are nonatomic but not atomless, the present logic can be supplemented by adding singular predicates, S = { Si : i E w}, with semantics:
for each S E S, F(S) = {(a)} for some (not necessarily unique) atom a E A and axiom schema (Sis a metavariable ranging overS):
In this way, reasoning about mass terms and reasoning about discrete terms can be dealt with uniformly under a single logic.
Having established a sound and complete axiomatization, one can proceed to prove theorems similar to those of [5] . Principal among these is the Monotonicity Theorem, to simplify the statement.) These theorems provide an approach to reasoning that is similar to syllogistic and, because of the closeness of the expressions involved to surface English, is termed "surface reasoning" [6] .
