OUR HYPOTHESES, VARIABLES, AND METHOD OF ANALYSIS
Our goal in this study was to determine whether there are monthly fluctuations in Canadian homicide activity. To do so, we performed a regression analysis in which the dependent variable, yijk, is the number of homicides of a given type by city (i), year (j) and month (k). Five types of homicides are considered: (1) all homicides, (2) homicides not involving strangers (Var. 18, Relationship of Suspect to Victim, is 1 = immediate family, 2 = kinship, or 3 = common-law), (3) homicides involving strangers (Var. 18 is 4 = nondomestic (other), 5 = nondomestic (criminal act), or 6 = unsolved), (4) homicides associated with robbery or theft (Var. 15, Apparent Motive, is 5 = robbery or theft), and (5) homicides associated with sexual assault or rape (Var. 15 is 6 = sexual assault or rape). In this study we treat the event of homicide. A homicide with more than one victim is counted as a single event and coded according to the information for the first victim. Homicides with more than one suspect are also coded according to the information for the The effect of the ith season is measured by the seasonal coefficient, ,i, and its statistical significance may also be assessed with a likelihood-ratio or Wald test.
Application to Murder Data.
Regression-ARIMA models were fitted to the monthly and quarterly data sets. The fitted models passed all diagnostic checks. For each model, d = 1 and 00 = 0. For most models p = 0 and q = 1 was sufficient. The likelihood-ratio tests for significant seasonality are presented in Table 3 . Note that the NDNC series exhibits significant seasonality at less than 1% for both monthly and quarterly aggregations. The quarterly TOT series is significant at 1%, but the monthly series is not significant at 5%. The quarterly SHOT series is significant at 5% but again the monthly aggregation is not significant at this level. Tables 4 and 5 show the seasonal coefficients 3i and their significance levels when compared to their estimated standard deviations. The pattern originally found in the box plots and in the X-I -ARIMA analysis is confirmed.
Note the apparent anomaly in Table 5 . None of the Pi coefficients is apparently significantly different from zero for the SHOT and NDNC quarterly series although the likelihood-ratio test indicates significant seasonality. As a check, the Wald test for seasonality (4.2.2) was computed, and it indicates the parameters are jointly significant (Table 3) 
OUR HYPOTHESES, VARIABLES, AND METHOD OF ANALYSIS
Our goal in this study was to determine whether there are monthly fluctuations in Canadian homicide activity. To do so, we performed a regression analysis in which the dependent variable, yijk, is the number of homicides of a given type by city (i), year (j) and month (k). Five types of homicides are considered: (1) all homicides, (2) homicides not involving strangers (Var. 18, Relationship of Suspect to Victim, is 1 = immediate family, 2 = kinship, or 3 = common-law), (3) homicides involving strangers (Var. 18 is 4 = nondomestic (other), 5 = nondomestic (criminal act), or 6 = unsolved), (4) homicides associated with robbery or theft (Var. 15, Apparent Motive, is 5 = robbery or theft), and (5) homicides associated with sexual assault or rape (Var. 15 is 6 = sexual assault or rape). In this study we treat the event of homicide. A homicide with more than one victim is counted as a single event and coded according to the information for the first victim. Homicides with more than one suspect are also coded according to the information for the first suspect. These somewhat arbitrary coding rules only affect the decision concerning inclusion of a homicide in groups for homicides of the types 2-5 defined above.
Monthly fluctuations in homicide activity may be due to monthly fluctuations in other observable factors that affect the level of homicide activity. Identification of such factors may lead to policy recommendations concerning ways of reducing homicide rates. In addition, there may be monthly fluctuations in homicide activity for which no cause can be found. Evidence of this sort would still be useful, for instance, in scheduling the deployment of law-enforcement personnel. It would also provide motivation for a continued search for the factors causing the monthly fluctuation.
Our (1) The numbers of homicides involving strangers, homicides associated with robbery or theft, and homicides associated with sexual assault or rape are expected to fall as the temperature falls below the freezing point because of decreased opportunity. The opposite pattern is expected for domestic homicide rates, since people are more likely to be at home when it is very cold.
(2) The numbers of homicides associated with robbery or theft will be higher when unemployment rates are higher, because robbery and theft rates are expected to be higher when opportunities for gainful employment are fewer. Also, domestic homicide rates are expected to be positively associated with unemployment rates due to increased domestic strife in hard economic times.
(3) More homicides of all sorts are expected to take place on Fridays and Saturdays because there are more social interactions and more alcohol is consumed on weekends, since many people do not have to get up for work on Saturday and Sunday, and because of the Friday paycheck phenomenon (collection of a paycheck makes individuals more tempting robbery targets, provides ready financing for going out and drinking, and may encourage fights over money).
The homicide data provided to us are for 11 designated cities, as well as an "other or unknown" category for city of offence, over the time period of 1961-1980. We confine our analysis to homicides in the 11 designated cities, since there is no way of collecting corresponding temperature or unemployment data for an unknown city. Average monthly temperature data for cities are taken from Environment Canada (1961-1980). Provincial monthly unemployment-rate data are available from 1975-1980, and regional monthly unemployment-rate data are available for 1965 -1974 , in Statistics Canada (1965 -1980 . Since no data on provincial or regional unemployment rates are available prior to 1965, we confine our analysis to the time period of 1965-1980. The unemployment rate variable used in this study, X3ijk, is not seasonally adjusted, since we are interested in relating homicide activity over months to unemployment conditions, rather than in judging trends in unemployment after accounting for seasonal fluctuations. Temperatures are expressed in Celsius degrees in our analysis. We have also counted the number of Fridays, x jk, and the number of Saturdays, x2jk, in each month in each year. From our temperature data we have created two variables: (1) a positive temperatures variable x4ijk, set equal to the average monthly temperature when this is positive and set equal to zero otherwise, and (2) a negative temperatures variable Xijk, set equal to the average monthly temperature when this is negative and set equal to zero otherwise. Thus we include five explanatory variables in our analysis, which are related in an obvious manner to our three hypotheses stated above.
Of course, we do not have data for a number of other factors which could lead to differences among cities or over time in homicide activity. Some of these factors do not fluctuate appreciably from month to month. For instance, there are more people in some cities than others, and the populations of cities usually change gradually over time. There are persistent differences in the age structure of the population from one city to another, and the age structure of a population changes slowly over time. There may be city-specific and persistent differences in the level and nature of policing activities. Persistent unobservable city-specific factors are denoted by zij. From the subscripts of this error term, it can be seen that we make the simplifying assumption that these persistent city-specific factors change over years, but do not change from month to month within any given year. Unobservable factors which change from month to month as well as over years are denoted 
is singular, since for every column the sum of the off-diagonal elements equals the negative of the diagonal element. The condition (4) implies as well that the complete variance-covariance matrix = {flij; i = 1,2, ... ,llj 1, ...16}
is also singular. The application of OLS to Equation (2) may result in some loss of efficiency (and hence some distortion of the estimated standard errors), although the OLS estimates will still be unbiased. In our present case the loss of efficiency is likely to be quite small because the off-diagonal elements of lij are one-eleventh of the magnitude of the diagonal elements. To obtain efficient estimates, one would need to apply a generalized least-squares procedure for the case where the variance-covariance matrix is singular.
[For example, see Theil, 1971.]
EMPIRICAL RESULTS
When we estimated Equation (2) including a constant term, the constant term was found to be statistically insignificant in all cases, as it should be. Thus we reestimated Equation Tables 6-10 of a positive relationship between our positive temperatures variable and homicide activity. For our negative temperatures variable, however, we find weak evidence of a positive relationship between this variable and homicides involving strangers, homicides associated with robbery or theft, and homicides associated with sexual assault or rape; but not domestic homicides. Thus hypothesis (1) is partially confirmed. When monthly dummy variables were introduced into our equations in addition to our five explanatory variables listed across the tops of our tables, the contribution of these dummies taken as a group was never found to be significantly different from zero. Nor were we able to detect any sign pattern in the estimated coefficients for these dummies. Thus we have found no evidence of any remaining unexplained monthly fluctuation. 
IMPLICATIONS
We have found monthly fluctuations in homicide activity associated with the number of Fridays in the month, and with negative temperatures. These findings suggest that information on the day of occurrence, as well as perhaps the outside temperature at the time of occurrence, should be added to the information Statistics Canada currently compiles on homicides. This would allow hypotheses involving day of the week and temperature patterns in the occurrence of homicides in Canada to be more rigorously tested. If it were possible to control more precisely for monthly fluctuations due to these factors, it might also be easier to identify fluctuations associated with other variables such as the unemployment rate.
