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I. INTRODUCTION 
A. Historical Background 
The interaction of high energy photons with the 
atomic nucleus has been a subject of interest to 
physicists for more than thirty years. The first study 
of a photpnuclear reaction was done by Chadwick and 
Goldhaber in 1934 (1). They used ThC gamma radiation 
to bombard deuterium. Investigation of the nuclear photo-
effect using machine generated electromagnetic radiation 
did not begin until after 1940 (2). 
Since then a good deal of work has been done on the 
nuclear photoeffect in the energy region extending to 30 
Mev. This region includes the giant dipole resonance which 
dominates the photonuclear cross section curves. In recent 
years the experimental resolution has improved and struc­
ture in the giant resonance has often been observed. 
Publications by research groups in Canada (3)» England (4), 
Prance' (.5) and Australia (6) indicate the chronological 
development of knowledge about the giant resonance region 
of Ca^ ®. Articles by Bishop and Wilson (7)» Berman (8) 
and Levinger (9) present excellent general reviews of the 
nuclear photoeffect. 
In 1948 Goldhaber and Teller (10) presented three 
models for nuclear dipole absorption of electromagnetic 
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radiation. Later papers (11, 12, 13, l4) developed their 
second model. The nucleus was considered to be composed 
of neutron and proton fluids which were caused to oscil­
late by incident electromagnetic radiation. The funda­
mental mode of oscillation corresponded to the giant 
resonance. This interpretation was called the hydrodynami-
cal model. 
After development of the shell model of the nucleus 
(15) several articles offering a shell model interpretation 
of the giant resonance were published (l6, 17). In 1959 
the residual or particle hole Interaction was proposed to 
explain the energy of the giant resonance (18). Specific. 
40 
calculations for the Ca nucleus have been made (19, 20, 
21). 
Studies of photoreaction cross sections in the region 
beyond the giant resonance have been sparse. Possibly this 
can be attributed to the limited energy range of the beta­
trons and linacs commonly involved in photonuclear research 
and to difficulties encountered in the analysis of high 
energy data. Nevertheless several experiments have been 
reported which indicate that a good deal of cross section 
remains to be examined in the energy region above 30 Mev 
(22, 23). In light of several theoretical papers which 
predict resonances at energies above 30 Mev (14, 24), a more 
thorough investigation of this region is indicated. 
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Until recently the techniques available for conversion 
of the experimental yield into cross section (25» 26) were 
such that errors in the data often produced oscillating 
errors in the cross sections. In fact wild oscillations 
occurred In the cross section when analysis was extended 
to regions above the giant resonance and when many data 
points were considered. 
The least structure technique for conversion of the 
experimental yield into cross section (27, 28) was 
developed in 1902 and has been used since then with good 
results (29). This method enables one to Investigate the 
region above the giant resonance because the cross section 
solutions are smoothed, but at the expense of experimental 
resolution. 
Lq 
B. Motivation for a Ca Experiment 
Sum rule calculations by Levlnger and Bethe (30) 
give a value for the Integrated cross section for El 
absorption as, 
/OG 
(XgldE = 6o ^  (l+0.8x) Mev-mlllibams. 
X is the exchange fraction in the nuclear potential (xùil/2). 
Dispersion theory calculations (31) give, 
4 
150 Mev 
CT dE = 60 f (1-^) Mev-millibams * 
This Integral includes absorption by all multipoles but 
the additive term is considered to be good to only about 
30 per cent» 
The disadvantage of the first expression is the 
indefinite upper limit. The disadvantage of the second 
is that experimental evaluation of the difference between 
the high energy photon absorption cross section for free 
nucléons and bound nucléons is necessary. Both of these 
Ilq 
calculations give values of 840 Mev-millibarns for Ca . 
Experimental determinations of the integrated cross 
J[lQ 
section for several photoreactions in Ca have been made. 
Johansson (32) estimates that, 
'28 Mev 
Gp dE = 440 Mev-millibams . 
Lindenberger and Scheer (33) give, 
'33 Mev 
(an + gpy, + ^ pn^  ^~ ± 1? Mev-millibams. 
0 
The sum of about $60 Mev-milllbams is far short of the 
theoretical predictions. One would expect that a signifi­
cant amount of cross section has not been measured when the 
energy range extends only to about 30 Mev, 
Recent measurements (23) for Ca^  ^give, 
30 Mev 
aE = .27 .^ 60 , 
'80 Mev 
Cm- dE 
'Tn 
30 Mev 
=  . 3 5  ( 6 0  f ) .  
The cross sections are defined by + 3or^  ^
+ ... . This is good experimental evidence for a 
large amount of cross section in the 30 to 60 Mev region 
in Ca^ ®. 
C. Outline of the Experimental Technique 
In the main body of this dissertation a thorough dis­
cussion of the techniques involved in the experiment con-
40 ducted at the Iowa State synchrotron on Ca will 
be given. A brief outline of the procedure will be given 
in the following paragraphs for those who may not care to 
delve in detail into the experlmenta;l procedure, 
Bremsstrahlung from the Iowa State electron synchrotron 
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was used to irradiate a metallic calcium sample. The 
positron activity which resulted was counted by two Nal 
scintillation detectors placed on either, side of the 
sample. Using a coincidence technique and a multichannel 
analyzer in a two parameter configuration, data points 
were taken in eight timewise steps for each run. The ' 
runs were taken from 15.0 to 65.0 Mev in 0.5 Mev steps. 
The activities generated which had halfllves of 
much greater than 1 second were subtracted and the result­
ing yield due mainly to the three reactions Ca^ C^y, n)Ca^ ,^ 
Ca^ (^Y,2n)Ca^ ® and Ca^ ®(y,pn)K^ ®* was obtained., Analysis 
of the yield by the least structure method was completed 
and resonance structure in the cross section observed. 
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II. THEORETICAL CONCEPTS 
Throughout this section the symbols L, M have been 
used instead of the traditional symbols for the angular 
momentum quantum numbers, U and m. In typewritten copy 
the letter J and the number 1 are often confused. 
This treatment of multipole radiation is taken from 
Blatt and Weisskopf 04, pp. 583 to 600). 
1. Definitions 
The electric multipole fields of order L, M outside 
the source of radiation can be defined as, 
The magnetic multipole fields of order L, M are given by. 
A. Outline of Multipole Radiation 
Eg(L,M,î) = . 
Hg(L,M,r) = Uj^ (kr)X|^ jj(0,cp). 
(1) 
(2 )  
Ejj^ (L,M,r) = u^ (kr)Xjjj(0,c(>) , 
"^ (L.M.r) = - |^ (kr)X^ (^8,cp)j 
u^ (kr) = - n^ (kr) + i j^ (kr). (5) 
(4) 
(3) 
where n^ (kr) and j^ (kr) are the spherical Neuman and the 
8 
spherical Bessel functions respectively. The"X|^ (8i9) are 
the vector spherical harmonics defined by, 
x^ (0,cp) = ——, L = -irxiy. (6) 
 ^L(L+1) 
The parity of a multipole field is given by, 
Parity ^  (L,M.,r) = (-1)^  $ 
Parity î^ (^L,M,r) = (-l)^ "*"^ . 
One quantum of pure multipole radiation of order L,M has 
angular momentum fiL with z component M. 
2. Expansions 
The multipole fields form a complete set. Therefore 
any field ^ (î) and H(r) which obeys Maxwell's equations 
can be expanded in terms of multipoles. In particular the 
plane wave expansion for the electric field can be written. 
Aj-Cl+iJ) 
E(?) = -=== e"- = Z iA+i" \| 2Tr(2L+l) 
- m 
+ 1, Î) + î,a. 1 
where 1 and J are the unit vectors and A+ is a constant. 
The first choice of sign is for right circular polarization 
the second is for left circular polarization. In this case 
and must be regular at r=0 so the spherical Neumann 
function is not used in Equation 5 .  
3, Transition 'probabilities - nuclear emission and absorp­
tion 
The probability of a nuclear transition from state a 
to state b with emission of a quantum of electric multi-
pole radiation of wave number k is, 
Tg(LM) = —8^ L+1)—_— 
fiL |j:2L+l)îî] hiai ^  • (8) 
where r is the nuclear radius and kr«l. For magnetic 
multipole radiation the transition probability is given 
by, 
T^ (L,M) = —Mk!âl__ 1£2L+1 I |2 (9) OTTiL+i; le \ r 
fiL pEL+D'.y l^ LMl 
where kr«l. 
The multipole moments are due to charge and current 
distributions in the nucleus as well as nucléon spin. 
electric: = e 
z A * 
protons 
-Ik efi 
L+1 A' /'p ï£Mt9p'1'p>^ -(''IVVa'^ ' 
P 
nucléons 
10 
mgnetloî  ^
protons 
* /^  WVV^ "'»îVa''lV-
nucléons 
and. ij(^  are the "nuclear wave functions, u^  the dipole 
moment of nucléon p and the spin operator for nucléon p. 
The absorption probability can be related to the 
emission probability since the first process is the Inverse 
of the second. Consider absorption from an unpolarized 
beam of electromagnetic radiation where the absorber and 
source are separated by a large distance. In this case the 
absorption probability for electric mutlipole radiation 
of order L is, 
The probability for magnetic multipole absorption is obtained 
by replacing by S(uj^ )^duj is the flux of quanta 
with frequency between w and w+dco. 
4. Estimation of transition strength 
Estimations of transition probabilities for a single 
proton, bound in a spherical well with no exchange forces 
or spin orbit coupling considered, have been made by 
11 
Moszkowski (35)» These estimates have been converted. Into 
ratios for several multlpoles and given.at several energies 
in Table 1. 
Table 1. Hatlo of transition probabilities for several 
multlpoles 
Ratio 1 Mev 5 Mev 10 Mev 
%1 
E^1 
= 1.6x10"^  1.60^  1.6o^  1,60^  
E^2 
E^1 
= 1..2X10"-5E^  0.00^  0.03^  0.12% 
B. Sum Bules 
1. Integrated cross section - zero exchange mixture 
The probability of exciting the nucleus from state a 
to state b by absorption of electric multipole radiation 
of order L when the Incident flux is s(uj)daj Is given by 
(3^ , p. 596), 
For the dipole case » 
12 
W is the transition energy. If we ignore the contribution 
due to nucléon spin the moments are calculated from, 
^ 
protons 
Since the contributions of | l®l-ll^  and [q^ qI^  
to the sum rules are equivalent (34, p. 655) it is suffi­
cient to evaluate ( 
The definition for the spherical harmonics is (34, 
p. 783),. 
-léS? 
glMcp^  
Then 
®10 = % 
z /" * 
7^ p 
protons 
mif, = ® \_!^ J 2 0p 
protons 
l®lor = AP 'p ^ 
protons 
The absorption probability for electric dlpole radiation 
13 
is. then given by. 
A.d) = SM 
Il 
protons 
(12) 
Consider that a is the ground state of the nucleus. 
The oscillator strength for a transition from the ground 
state a to state "b is given "by, 
a^b -
2MW 
a : f 3=1 J 
protons 
Zp ( 1 3 )  
A useful property of the oscillator strength for an electron 
system is called the generalized Thomas-Beiche-Kuhn sum 
rule (36, p. 1?), 
1 'ab = 'Vl. 
Now for the nuclear case if p is the summation index 
for protons and n the index for neutrons. 
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The final term involves motion of the center of mass of the 
nucleus. Only the first two terms deal with dipole absorp­
tion. Therefore ignoring center of mass motion we can 
consider a sum over the protons as equivalent to a sum 
over protons with effective charge eN/A plus a sum over 
neutrons of effective charge -eZ/A. 
The sum rule for the nucleus then gives. 
I " p I p. Â 'p"p' V'P 
+ 
n • n 
iT 1? t? • k 
Now is Ag(l) were divided by the fluz, the cross sec­
tion for the transition a to b would be the result. 
" . . ' i f  m U  f w  
' protons 
"ab . 
The integrated cross section is then given by, 
/: ® 2îT^ e^ h  ^ _ 2TT^ -^  a(W)dW . z  ^  ( f  ) .  ( 1 5 )  0  ^
15 
A more thorough explanation of the sum rule calcula­
tions is given by Levinger (36, pp. 17-26). 
2. Exchange forces ^  bremsstrahlung weighted integrated 
cross section 
Levinger and Bethe have considered the effects due to 
exchange forces on the expression for the integrated cross 
section (30). With exchange, for dipole absorption, 
/a> 
1 2 2 
I (^W)dW = M (1+0.8x) Mev-bams. (16) 
Jo 
X is the fraction of the nuclear potential due to exchange. 
The bremsstrahlung weighted integrated cross section. 
has been estimated for both electric dipole and electric 
quadrupole radiation (30). 
T is the average kinetic energy for a nucléon in the 
nucleus and ^ r^ )^  is the expectation value of the square 
of the nuclear radius in the ground state. 
16 
/i» 
0 
(17) 
y T 
0 
Levinger and Bethe (30) estimate this ratio at about 6^  for 
1. Formulation of the problem 
Consider the nucleus to be composed of a proton fluid 
and a neutron fluid inside a shell of fixed radius. The 
density of the proton fluid is Pp(?,t) and that of the 
neutron fluid is P^ (?,t). Then under the assumption of a 
constant nuclear density, P^ , one can write, 
Pop and PQ  ^are the equilibrium proton and neutron fluid 
densities respectively. 
If the nuclear fluids are set into vibration 
C. Hydrodynamical Model 
o^ ^  + Pj^ (?,t). 
17 
Therefore, 
Pp(f,t) = Pgp + 
(18) 
Pn(r.t) = - N(î,t). 
This model allows the neutron and proton fluid densities 
to oscillate 180° out of phase. 
Supposing the fluids are set Into oscillation. The 
wave equation for these longitudinal oscillations can be 
written as, 
 ^ (19) 
where u Is the velocity of the disturbance In the nuclear 
medium. 
2. Solutions 
To separate the variables define, 
N{?,t) = E(r)Y(e,^ )T(t). 
Then, 
H(r)Y(s.,) ^  ^ [r2 
r sine ^ L J r sin 0 j 
18 
Dividing by N(?,t) allows, 
(20) 
2. a sin 0 
where is a constant. The negative sign was chosen be­
cause oscillatory solutions are desired. Then 
+ u^ C^ T(t) = 0. 
dt^  
The solution of this equation c^  be written, 
T(t) = A^ sinwt + B^ cosujt , if ou = uC^ . 
Supposing N(r,0) = 0, then 
T(t) = A^ sinujt. (21) 
The energy of the system is. 
= -huC^ . (22) 
Prom Equation 20 we obtain. 
19 
1 è p^ B(r)' 
H(r) jr 
+ —i—ifïti. 
+ 1 J __1 
YTëliT 1 sine ^ 8 A- sine 
3Y(i 
sln 8 
V 
Then, 
[• 93 I + A(r) = K E(r) 
and 
1 è r 
sine  ^0 
sin e ^ 
j0 
I, 
(23) 
+ Y(e,») K = 0. (24) 
The solutions to Equation 2k which are finite and 
single valued for ail e and ^  are characterized by L and M 
(37» p. 50). Then, 
= CLM fil (G°8e)elM*. L > |M | ' 
and 
M —  ( O ,  +  1 ,  +  2  • • • ) ,  
K = L(L+1) for these solutions. Let us choose M=0 since 
the eigenvalues are Independent of M. The P^ (^cos8) are 
the Legendre polynomials which are a special case of the 
associated Legendre functions, P^ (^cos@) (37, p. 51). 
20 
Equation 23 becomes. 
ê + Cl' r) - L(L+1) B(r) = 0. 
Let E(r) = r C^ r). Then after differentiating and multi­
plying by r^ ^^ , 
+r +L(L+1^ \ 
X(C^ T) = 0. (25) 
r^ d^ (C.r) dX(O.r) 
The function X(C^ r) satisfies Bessel*s equation (38, 
p. 157) and has the general solution (38, p. l46). 
Xl'V' = VL4 (V + V-L-l (V)-
The (C^ r) are the Bessel functions of half-odd-Integral 
order. 
-1/2. D, E, 
Rj^ (r) - r Xj^ 'CC^ r) - p72 
1/2 1/2 
= 1^ Jl/Ci?) + &L Ci ^^ (V) 
where J^ /C^ r) and n^ (C^ r) are spherical Bessel and Neumann 
functions respectively (39, p. 77). However nj^ (C^ r) becomes 
unbounded as r->0 (39, p. 78) and represents a physically 
unacceptable solution. Then E^  = = 0 for this problem. 
21 
The solutionsto the Equation 19 which are every-; 
where finite and single.valued and which vanish at 
t = 0 are therefore, 
PL°(oo88) sinwj^ jjt (26) 
where L = 0, 1, 2 The .subscript N is explained later. 
3. Energy relationships 
From Equation 22 ^luj = fiuC^ . To determine we apply 
the boundary condition that* 
JT 
vanishes at the nuclear surface where r = r_. This is a 
consequence of the assumption that the nuclear surface has , 
a fixed radius. Values of r which correspond to maximum 
amplitude of density oscillation correspond to minimum radial 
fluid displacement. 
Positions of maxima and minima of j^ (C^ r) are given 
in Table 2 (40), where N-indicates the number of antinodes 
in the interval o<r<r„. 
— — s 
Now the solution L=1 is commonly called the dipole 
solution. The energy associated with this solution .(H) Is, 
(0^ (^dipole) = 2.08 . 
¥e are primarily interested in ratios of the overtone 
22 
energy to the dipole fundamental. Table 3,gives the ratio 
of 
Table 2. Solutions to the hydrodynamloal problem 
L 
N 
Values of 
1 2 
Cir 
Form of solution 
0 4.49 7.72 Jo(Cir) 8inu,o%t 
1 2.08 5.94 J^ (C^ r) cose sinwiift 
2 3.34 7.29 2^(^ 1^ ) (3cos^ô-l)slnuj2N^ 
3 4.51 J^ (C2_r)(S co3^ e-3oosd)slnu)^ t^ 
4 5.64 j^ (C^ r) (35 oos^ 0-3Ooos^ 0+3)sinujj;j^ jjt 
5 6.75 (63cos 0^-7OOOS^Ô+15COS0 )slnaj j^(f1 
Table 3. Energy ratios for solutions to the hydrodynamloal 
problem 
L N L^N^ '^ ll 
. 1 1 1.00 100.0 
2 1 1.60 8.0 
3 1 . 2.16 0.5. 
4 1 2.71 0.07 
1 2 2.86 2.0 
5 1 3.24 
2 2 3.50 
23 
This problem was treated in 1950 in the literature in 
much greater detail for dipole-solutions (11, 12). The 
theory gives, 
*""11 = ^^  Mev. (27) 
The relative strengths of the various solutions which were 
calculated by Danos (13, l4) are also given in Table 3. 
D. Shell Model 
1. General review 
In the shell model approach to the nuclear•problem 
one considers a given nucléon individually and assumes that 
the actions of all the other nucléons can be averaged to a 
static potential. Each nucléon can be characterized by 
. . t  
individual quantum numbers which determine the energy -
level to which it belongs. The energy levels are filled 
with protons and neutrons independently according to the 
Pauli principle. An ezcited state is formed when one or 
several nucléons leaves the equilibrium.shell for a higher 
energy shell. 
The energy levels of the nuclear shells cannot be 
exactly calculated since the nuclear potential is not 
known. However the nuclear magic numbers are explained by 
considering two potentials, those of the harmonic oscillator 
and the infinite spherical well. As a first approximation 
24 
the level sequence Is taken to be that which one arrives at 
by averaging the energies, calculated, using the two poten­
tials, for a given state. A strong spin orbit coupling 
alters the pattern somewhat. 
The shell model oan account for many of the ground 
state and lower excited state properties of nuclei. Jensen 
believes it will break down for highly excited states where 
collective effects will become important (41). 
2. Giant resonance 
Wilkinson has discussed the giant resonance in terms 
of shell model El transitions (l6). The clustering of El 
transitions around one oscillator spacing is said to 
account for the giant resonance. 
Calculations of El transition strengths using an 
infinite spherical well potential model showed that the 
strongest transitions should be between states with the 
same radial quantum number with the orbital quantum number, 
L, increasing by one unit. The results of the calculations 
by Wilkinson (1?) are shown in Table 4. 
3. Besidual interactions 
The shell model calculations were unable to account 
for the energy of the giant resonance. Experimental ener­
gies were much larger than shell model estimates of one 
oscillator spacing. This problem was alleviated for magic 
25 
Table 4. Overlap Integrals for the shell model 
Transition 
type 
IL 1(1+1) 
2L >2(L+1) 
3L 9-3(1+1) 
IL >2(1-1) 
11 >-2(1+1) 
21 >3(1-1) 
0.280 0.380 0.440 0.490 0.530 0.560 0.580 
0.230 0.280 0.330 0.370 -
0.220 0.250 — — — — — 
0.092 0.065 0.050 0.039 0.036 
0.001 0.002 0.002 0.003 - - -
— 0.120 0.090 — — — — 
Transition Contribution XD' ,-l 
1+1/2 < : 1+1+1/2 (L+l)(L+2) 2L+3 
1+1/2 ( 2 1+1-1/2 L+1 (2L+3i(2U+l) 
1-1/2 ^  i 1+1-1/2 L(L+1) 2L+1 
nuclei at least when the residual interaction between the 
excited particle and the hole was considered. This inter­
action tends to mix the pure shell model configurations. 
The energies of the configurations are raised somewhat by 
the interaction over the energies for the pure shell states 
and the transition strength Is shifted to higher energies 
(18, 19, 20, 21). 
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4. El overtones - Ml and E2 transitions 
If El transitions of about one oscillator spacing pro­
duce the giant resonance, El overtones, that Is transitions 
of 3 and 5 oscillator spaclngs, should produce higher 
energy resonances. Such transitions may have appreciable 
strength (24) and therefore they may contribute signifi­
cantly to the Integrated cross section. Ml and E2 transi­
tions of about 2 and 4 oscillator spaclngs would also be 
expected to produce structure above the giant resonance 
region. 
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III. APPARATUS 
A. Synchrotron 
The Iowa State synchrotron is a phase stable circular 
electron accelerator with mazimma energy of about 70 Mev 
(42), The electron acceleration is accomplished, inside a 
donut shaped evacuated chamber. The donut is made of a 
ceramic material consisting mainly of aluminum oxides and 
silicates and has about an 0.6 centimeter wall thickness. 
The bremsstrahlung target is made of 0.025 centimeter thick 
tungsten attached inside the donut at a radius slightly 
smaller than the electron orbit radius. 
The radio frequency power source was tuned to a fre­
quency of 171.2 megacycles giving an orbit radius of 27.88 
centimeters for data taken in May and June of 1964. During 
October and November of 1964 when most of the data points 
were taken, the frequency was 170.9 megacycles and the 
orbit radius 27.92 centimeters. 
The synchrotron accelerates electrons once during every 
cycle of the magnetic field or about 59 times per second. 
Electrons are injected when the magnetic field is small 
and are accelerated as the magnetic field increases. The 
electron orbit is stable except when the electrons have 
been accelerated to the desired energy. At this time the 
knock out process is initiated and the electrons strike the 
target and produce bremsstrahlung. 
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The synchrotron energy control system has been des­
cribed previously in detail (43). It is based on the fact 
that the instantaneous momentum, p(t), of an electron in a 
magnetic field is proportional to the magnetic induction 
normal to the electron path, B(t), and the radius of 
curvature. Then if the radius of curvature is constant, 
p(t) = K B(t). 
A pickup coil affixed to the lower synchrotron pole 
face samples the magnetic induction in the region of the 
electron orbit. The coil output voltage is, 
V(t) = 
where A is the coil area. 
The current due to V(t) passes through a resistor 
and the charge is collected on a capacitor. A high stabil­
ity operational amplifier is used to insure that the inte­
grator output voltage is a linear function of time for a 
constant coil voltage. Then, 
dB(t* )dt' = B(t) - Bft.), 
dt 
1 
where t is the knock out time and t^  is the time when the 
integrator is turned on. The time t = 0 is the time when 
the magnetic field is zero but increasing. 
Vo(t) 
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Then» since p(t) oc B(t), 
p(t) = + Cg. (28) 
The electron momentum at any time t, is a linear function 
of the integrator voltage. In practice one must simply 
set a D, C. voltage level V ^  ^ and knock out is initiated 
; «hen Vg(t) = Vg gy 
The kinetic energy T of the electrons is related to 
the momentum by 
pc = Jt(T + 2m^ c^ ). 
Thus the kinetic energy of the electrons at knock out can 
"be related to the voltage  ^. 
The stability of the energy control system of the 
synchrotron is discussed in reference (44). 
B. Detectors and Shielding 
The detectors were 3" z 3" NaT crystals mounted on 
EMI 9531 B photomultipliers. They were located in the 
magnet room because the activities of interest were so 
short lived that the sample had to be bombarded in the 
vicinity of the counters. Figure 1 shows the position 
of the counters relative to the synchrotron and an enlarged 
view of the counter and sample arrangement. 
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Figure 1. Experimental set-up 
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The extensive shielding aroimd the detectors was nec­
essary to protect the Nal crystals from neutrons present 
in the machine room during bombardment. Resonance neutron 
capture processes produce activity in the crystals which 
adds to the background problem. 
The collimator was used to attenuate the machine radi­
ation outside of the beam cone. It was composed of a 10 
centimeter diameter outer shell of lead shot which was 25 
centimeters long and an inner lead cylinder.with a tapered 
hole. The shot was held together with epoxy resin. The 
collimator was mounted in adjustable stainless steel 
holders and affixed to the lower magnet coil box. The 
collimator position was such that photons emerging 
from the target in the donut within a total angle of 0.016 
radians would not scatter. The intensity of a photon beam 
of any energy possible with the synchrotron would be 
decreased by a factor of more than 10 after passing 
through the collimator. 
The divider and White follower circuits are shown in 
Figure 2. Prom the block diagram on Figure 3 one can see 
that the output pulses from the White followers were in­
verted and fed back into Model 1001 "Spectrastats" made by 
Cosmic Radiation Laboratories Incorporated. The "Spectra­
stats" were used as high voltage supplies. 
Contained within each. "Speotrastat" is a single 
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Figure 2. Circuit for photomultiplier and White follower 
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Figure 3. Block diagram of electronic apparatus 
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channel pulse height analyzer, the window of which can be 
adjusted, to straddle the annihilation peak from a detector. 
The system looks on a peak. If the gain of the detector 
shifts, the "Spectrastat" senses the change and the high 
voltage is changed to compensate for the gain shift. The 
"Spectrastats" were exceedingly useful since they decreased 
the long term drift in the detection system. 
C. Experimental Timing 
The experimental procedure involved bombarding the 
sample for some time t^  then delaying for time t^  and 
finally counting the activity produced for some time t^ . 
The cycle was repeated several hundred times for a run. 
The timing sequence is illustrated in Figure 4. 
The base times t.j^  and t^  + t^  were set up on the 
preset timer manufactured by the Radiation Instrument 
Development Corporation, commonly called EIDL. The time 
programmer. Figure 5» converted the output from the RIDL 
into a count start and a bomb start pulse and a +150 volt 
level labelled bomb not. 
The bomb not signal was coupled into the machine in­
jection system. The +150 volt level blocked the injection 
trigger pulse at a diode and stopped the electron injection 
for the machine. The bomb not signal was timed so that it 
persisted only during t^  + t^  and decayed in several micro­
seconds. 
TIMING SEQUENCE SCHEMATIC 
STAIRCASE 
GENERATOR 
BLOCKED OPEN BUOCKED OPEN BLOCKEI OPEN COUNTER GATES 
DELAY GENERATOR 
COUNT START DELAYED 
PROGRAMMER 
COUNT START 
PROGRAMMER 
BOMB START 
PROGRAMMER 
BOMB NOT B )MBARO COUNT 30MBAR ) COUNT COUNT 
—^ 
TIME 
Figure 4 .  Experimental timing 
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D. Delay and Gating 
When the beam was allowed to strike the sample the 
photons scattered about In the sample chamber caused large 
gain changes In the photomultlpller system. The pulses 
from the detectors had to be blocked from the scalers and 
analyzer during bombardment time and allowed to pass some 
time after the machine Injection was stopped. The gating 
and delay circuits shown on Figures 5 and 6, respectively, 
effected this function. 
A plot of the gain of the detector system versus time 
after the beam was shut off is given in Figure ?• From 
this data it was decided to delay counting for 50 milli­
seconds after the Injector was shut off. 
B'eferring to Figure 5» we can see that the bomb start 
pulse triggered the gating circuit off blocking the count­
ing pulses. The count start pulse was delayed by 50 milli­
seconds and then triggered the gate on allowing the counting 
pulses to pass on to the discriminators. 
E. Discriminators and Coincidence Circuit 
The circuit for the discriminators and coincidence 
system is shown on Figure 8. The discriminators were 
blocking oscillators which give nearly rectangular pulses 
of 1.3 microseconds width and 9 volts height. The coinci- • 
dence resolving time was about 1 microsecond. 
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Figure 8. Circuit for discriminators and coincidence system 
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The output pulses from the coincidence circuit were 
blocked when the positive bomb not signal appeared. This 
is an extra gate which performed the same function as the 
gates mentioned previously, that is it blocked pulses occur­
ring during the bombardment period. The counter pulses were 
gated both before and after discrimination. 
P. Analyzer and Staircase Generator 
The Nuclear Data, 150 1024 channel analyzer was used 
to take the data. . The analyzer was used in the 128x8 . 
mode. Data was taken in eight consecutive time intervals. 
For each time interval a 128 channel spectrum was taken. 
A photograph of the display of the analyzer memory has been 
reproduced in Figure 9» 
The detector signals were fed into the F side of the 
analyzer at the direct access terminal. The spectrum from 
counter 1 was used to take the May and June data and from 
couF.ter 2 to take the October and November data. The analy­
zer was operated in coincidence.. Then upon application of 
a pulse from the coincidence system described in section E, 
to the F side coincidence terminal the F side analog to 
digital convertor was opened. 
The pulses directly from the White followers were de­
layed by about 0.3 microsecond so that they followed the 
coincidence pulse when starting to rise. Their maximum 
amplitude was attained when the rectangular 1.3 microsecond 
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Figure 9,. Photographs of the display of the• azialyzer 
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coincidence pulse had been at full amplitude for about 0,6 
microsecond. 
The analyzer was programmed in time with the step 
generator. The cirouit is on Figure 10, Actually the 
time base of the staircase generator was set by the 
Hewlett Packard Model 6O6A Signal Generator and an Eldorado 
Model SC750 scaler. The signal generator was frequency 
stable to 0.005% per day. The sinusoidal output from the 
signal generator was converted to a sharp pulse with a 
simple tunnel diode discriminator and fed into the scaler. 
h. 
The scaler had been altered so that once every 10 counts 
a pulse was delivered to the staircase generator. Each time a 
pulse was delivered the generator output voltage changed 
by one step. 
When the staircase generator output was applied to the M 
side direct access connector on the analyzer the memory 
group was shifted in 128 channel blocks according to the 
voltage applied. 
The start and reset unit for the staircase generator 
is also shown in Figure 10. Note that the staircase was 
started with the delayed count start pulse so It was syn­
chronized with timing of the counter gates. 
G. Dosage Monitor 
The dosage was monitored with a thick walled aluminum 
ionization chamber. The charge produced in the chamber was 
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collected on a polystyrene 0,1 microfarad capacitor and 
the voltage across the capacitor was monitored "by a Gary 
Model 31 electrometer made by the Applied Physics Corporation. 
nator shown on Figure 11. The discriminator was triggered 
whenever the output voltage reached the proper level, about 
1 volt. When the dosage discriminator was triggered the 
capacitor was discharged and held at ground. In addition 
the analyzer, the scalers, and the timer were all shut off 
through the control unit shown in Figure 12. 
E. Sample 
The sample was a cylinder of naturally occurring 
calcium 99-9^  pure. The stable calcium isotopes with 
their relative abundance are, 
The sample was five centimeters in diameter and 4.6 centi­
meters in length. Its density was 1.54 grams per cubic 
centimeter. 
The calcium cylinder was contained in a can made of 
0.013 centimeter nickel sheetV Nickel was used because 
The electrometer output was fed into a dosage discrimi-. 
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Figure 11, Circuit for dosage discriminator 
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the activities generated in nickel were long lived and 
could be subtracted as background. The can was sealed 
with an epoxy resin. The rate of weight gain due to oxida­
tion was less than 0.01^  per month. The sample was opened 
after the runs were completed and about a 0.002 centi­
meter coating of oxide was observed. This is a very 
small percentage of the total sample. 
The method of holding the sample in the beam is 
illustrated in Figure 1. 
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IV. PSOCEDUBE 
A. Modes of Operation 
1. Equations 
The decay scheme of the major reaction products Is 
shown in Figure 13 (45). In Table 5 a more complete list 
of the reactions which will be generated when calcium is 
bombarded by high energy photons Is given. 
Table 5» Known photoreactions in Ca 
Half Half 
Reaction life Reaction life 
Ca40(Y,3n)Ca3? 0.17s. Ca^ °(Y,pn)%P^  7.7m. 
Ca40(Y,3p4n)Cl32 0.31s. Ca^ °(Y.3p2n)Cl^  ^ 32 m. 
Ca^ °(Y,2n)Ca^ ® 0.66s. 
Ca^ ®(Y»n)Ca^  ^ 0.86s. 
Ca''0(Y,pn)E38* 0.95s. 
Ca40(Y,2np)E3? 1.2s. 
Ca40(Y,3p2n)Cl34* 1.5s. 
Ca^ ®(Y«2p3n)Ar^  ^ 1.8s, 
Prom the decay scheme It is evident that, except for 
Op 
the 7.7 minute activity due to K , the major reactions all 
lead to activity with a half life of approximately 1 second. 
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DECAY SCHEME FOR PHOTOREACTION IN Ccfo 
2+ 
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Figure 13. Decay scheme for major Ca^  ^photoproducts 
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38 Note that the decay of Ca can proceed by two paths. How­
ever only 0.1^  of the decays proceed through emission of 
the 3.5 Mev gamma ray (45). 
3 O 
Please notice also that the Ca decay ultimately 
leads to two positrons. This implies that during the 
normal counting procedure several counts may be registered 
for each Ca?^  nucleus produced. A separation of the cross 
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section for production of Ca from the total cross section 
is possible in principle. 
To understand the situation better let us consider 
the equations governing the buildup of a reaction product 
during bombardment. If N is the number of nuclei with 
decay constant present at some time t, 
dU, 
dT = "a- (29) 
P^  is the constant production rate of nuclide A. The solu­
tion to this equation which satisfies the boundary condi­
tion = 0, t = 0 is, 
p 
 ^(1-e ^ A^ ). (30) 
If a radioactive daughter product, B, is formed by 
decay of a parent, A, the differential equation governing 
its growth is. 
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% 
IF " (31) 
where Eg is the number of daughter nuclei present at time 
t. 
Consider the case. 
Then, 
= N^ e'^ A^  (decaying parent). 
5T = - ^ 2%' 
If the boundary condition is Ng = 0, t = 0. The solution 
can be written, 
Ng = (e-^ A* -e'^ B^ ) . (32) 
cannot be equal to in this case. 
Consider the case, 
Prom Equation 31, 
1 t 
dT =  ^) - ^ b"B' 
The solution, 
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p 
(33) 
satisfies the "boundary conditions Ng = 0, t = 0 if is 
not equal to 
Now suppose that we bombard a sample for time t^  and 
wait for time T-t^ . Supposing we repeat this operation 
again and again. If the first bombardment starts at 
t = 0; the following equations apply, • 
Time Amount of Nuclide Present 
t = t. 
•A 
t = t^  + T 
t = t^  + mT 
 ^ n=oL J • 
The sum of a geometric series is given by 
Then after m cycles, 
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/ 
N. = ^  (l-e"^ AS) S [e'^ A^ l 
 ^ n=0»- J 
_ (l-e"^ AS) (l-e"(^ '^ )^^ A^ ) 
A^ (1-e-^ A^ ') 
Thus after many cycles of bombardment, when (m+l)x^ T»i, 
the amount of nuclide A present immediately after a bombard­
ment is nearly independent of m. The production rate is 
assumed to be constant. 
p. (l-e"Vb) 
N. = T—ffl— (after many cycles), (34) 
 ^ A^ (l-e'-^ A^ ) 
Now let's consider the bombarding and counting proce-
40 dure for the case of Ca . Three short lived reactions will 
predominate so we will define as the. production rate of 
39 38 Car^ , PL as the production rate of Ca^  and P* the produc-pn 
tion rate of Production of other short lived activi­
ties will be lumped into P^ . 
2. Production 
According to Equations 30, 33 and 34, at the end of a 
bombardment period of length t^  after several bombard 
count cycles have passed, 
(35) 
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p (l-e~^ nS) 
"»" -Ch:7vT-
Pgntl-e'^ Pofb) 
p^n  ^(*-2n-V' 
indicates the number of nuclei x present at the end of 
a bombardment period. When t. » > r^ , the activity 
p^n 2^n 
present due to the production of Ca^ ® is enhanced over what 
it would be if Ce?^  did not decay into K^ ®*, 
3. Counting 
The decay rate of a radioactive nucleus x is given by, 
dN 
- -dT = = ^ x^ o e" = ' 
The number of counts collected in time t^  is given by, 
iifj r° t 
- inr At = \ " No(i-* : *)-counts oc 
For this experiment. 
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ft, 
total counts/cycle oc e"^ n^ d It 
'0 
-k —t; 
+ e p^n"d Xp^ H^ SS» dt 
'0 
+ e 2^n ••• 'zn* 
The decay during time t^  Is Included since the counting 
period starts one delay time after the bombardment period. 
The ôgji Is included because of decay of nuclei pro-
-duced during t^  as daughter products of Ca?^ , 
If the machine intensity is constant over many cycles. 
total counts oL 
l-e"^ nH ) e'^ n^ d ( l-e'^ n^ c ) 
X^ d-e-^ n^ ) 
P^ *(l-e'^ pn^ b)e'^ pn^ d(1-•e'^ pn^ c ) 
P2n(l-e"^ 2nS)e-^ 2ntd(l-e'^ Zn^ c) 
P2n(l-®"^ pn^ 3^e'^ pntd(l-e~^ pn^ o) 
\pn (l-e"Sn^ ) 
Ppy, ( e"^ 2n*b-e"^ pntb ) (l-e "^ pn^ c)e' 
('•En-^ pn' (1-e'^ Pn^ ) 
(36) 
+ 6 2n 
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Prom Equation 32, 
'V^ d • 
ôgn = I P^n 2^nfe -e 
t 2^n(l-®"^ 2BF) (\ - Xgn) 
P2n(l-e'^ 2nS) Xp^ e^"^ 2n^ d-Xp^ e"^ 2n^ d^'^ o^^  
\2n(l-*"^ 2* )(Sn"^ 2n) 
2^n^ ~^®  ^ (^ pn"^ 2n) 
2n^  
Pp (l-e"^ pn^ b)(l-e'^ pn^ c)e"^ pn^ d 
+ 2n 
tpn(l-*" P* ) 
(37) 
After rearrangement of terms, 
P (l-e~^ n^ l3)(l-e~^ n^ c)e"^ n^ d 
total counts oc — rm 
Xa(l-e"^ n^ ) 
P* (l-e~^ pn^ b) (l-e''^ pn^ c)e~^ pn^ d 
;^<l-e-W) —-
P2j^ (l-e~^ 2n^ b) (l-e"^ 2n^ c)e"^ 2n^ d 
Xov,(l-e"^ 2n^ ) 
-V
Pp^ (e"^ 2n^ b-e"^ pn^ b)(l-e~^ pn^ c)e~^ pn^ d 
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2^n(l-*"^ 2GT)(X2a-Xpn) (38) 
P2„(l-e-^ 2nS) [x .„e-^ 2n<V*c>-x^ -Sn'*d^  
*•2»'^ "®  ^' '^ 2n"^ pn' 
The decay constants are. 
~ 0'806 sec"^ , = 1.050 sec"^ , = 0.730 sec*"^ . 
Define mode of operation 1 as, 
t^  = 0.6s. t^  = 5zl0"^ 8. t^  =.2.35s. 
total counts cL l.OP^  + l-OP^ * + l.GPgn • 
Mode of operation 2 is, 
t^  = 2.48. t^  = 5zlO"^ 8. t^  = 3.55s. 
total counts oC 1.0 + 1.1 P^ *^ + 2.4 Pg^ . 
Analysis for the cross section gives solutions. 
Mode 1 *1 = *0 + a*„ + 
Mode 2 @2 = * ^*^ ®pn •^^ 2^n* 
Normalizing by the ratio of the integrated cross sections 
to 28 Mev, the Ca^ ®(y,2n)Ca^ ® threshold* allows, 
n^o^ llzationj . ^2^ ^^  ^ 0.6 
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The bombard and count times chosen represent a com­
promise. One would like to compare data from a very short 
t.^  and t^  with data from a very long pair of times to 
minimize the errors generated in the subtraction. However 
for maximum count rate per unit of running time t^ t^ l sec. 
In addition to this it is necessary that t > 2 seconds for 
good efficiency in subtracting long lived activity from 
the data. 
B. Pre-ezperimental Checks 
Before starting to take data it was necessary to align 
the system along the beam direction and check for change 
in beam position when the machine energy was changed. 
The collimator described in the section on apparatus 
could be firmly affixed to the synchrotron and used as a 
position reference, A 2.5 inch square of 1/8 inch plastic 
was used to hold crossing vertical and horizontal rows of 
copper discs. The center to center disc spacing was about 
7,5 millimeters. The plastic could be firmly affixed to 
the interior end of the collimator. This cross was used 
to find the position of the beam center. 
The cross was filled with the discs and placed on the 
collimator. After bombarding it for about ten minutes the 
discs were counted, one by one. The results, corrected for 
decay during the time elapsed in counting, were plotted on 
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semllogarithmic paper as a function of vertical and hori­
zontal position. The beam center was determined as the 
intersection of the straight lines through the points on 
either side of center. 
The beam swing, or shift in beam position with machine 
energy was checked. The orbit radius and target position 
were adjusted until the change in position as a function 
of energy was less than+0.4 millimeter at the collimator 
for bombardment at 20, 40 and 60 Mev. 0.4 millimeter 
corresponds to an angle of about 0.001 radian. 
The cross was used to determine that the interior end 
of the collimator was aligned along the beam direction. 
The other end of the collimator was aligned using X-ray 
film. A small lead plug with a hole through the center 
was placed in the interior collimator end. A ten second 
bombardment exposed an X-ray film placed on the exterior 
end of the collimator. After developing the film one 
could tell whether the photons passing through the hole 
in the plug were centered at the exterior end of the colli­
mator . 
Pictures taken at the entrance hole into the shielding 
wall, in the beam exit port behind the wall and at the 
ionization chamber were used to verify alignment. As a 
final check the sample was replaced with a plastic cylinder 
with holes for a copper disc cross. The beam center was 
found in the same manner as was described for the beam 
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swing check. 
In the section on apparatus it was mentioned that the 
energy control system of the Iowa State synchrotron was 
designed so that the electron momentum, p, at knock out 
Is a linear function of the integrator voltage setting, 
P = ^ 1 ^D.C. 2^* 
To calibrate the machine energy it was necessary to measure 
the intercept and then establish the proper  ^ for a 
known p. 
The intercept Cg was determined by measuring the in­
jection time as a function of Injector voltage. The in­
jection voltage is related to the momentum of the injected 
electrons by, 
pc =JVj^ (Vj^ +l,022) Mev 
If is in megavolts. The Intercept Cg can be obtained 
from the linear plot of the electron momentum versus the 
injection time. 
The constant was measured using the break in the 
0^  ^yield curve occurring at 17,28 Mev, A yield curve for 
0^  ^was run to 25 Mev using another detection system set _ 
up in the synchrotron control room. The sharpest break in 
this yield curve occurs at 17.28 Mev, Another break at 
about 22,2 Mev can be used as a check point. The yields 
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for energies close to the 17.28 Mev break were repeated 
again and again until the integrator voltage at the break 
was known to better than 0.1^ . 
A table of electron energy versus integrator voltage 
was computed and utilized for the duration of the experi­
ment. 
The counting system was checked for stability using 
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a Na positron source in place of the sample. The drift 
stability was less than 0.25 per cent per week. 
The ionization chamber and dosage discriminator 
stability were checked before the experiment was started 
using a Sr^  ^source with 10 millicurie strength. The 
source was carefully inserted in a port of the chamber. 
A clock was started at the instant the ground on the 
integrating capacitor was removed. When the voltage 
across the capacitor reached the trigger level the clock 
was stopped and the capacitor grounded. The dosage moni­
toring system was stable to less than 0.1^ _MS deviation, 
C. A Typical Run 
The length of a run is the time spent to gather a 
single data point at a specific energy. The average 
length of a run during this experiment was 30 minutes. All 
runs were longer than 10 minutes and shorter than 60 minutes. 
The data points were usually taken in one Mev steps. 
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The first run was at 15.5 Mev and the last.at 64.5 Mev. 
After allowing several hours for the decay of long lived 
activity the sequence was started again at l6.0 Mev and 
run to 65.0 Mev, One yield curve consisted of a set of 
100 runs taken in this manner. 
The scale of the Gary electrometer was adjusted so 
that the time per run was kept within the limits mentioned. 
Since the beam intensity varied by over 10^  from week to 
week and different operators were in charge at different 
times there was no fixed energy at which the Çary scale 
was changed. On the average however for the 0.6x2.4 mode 
the changes in scale occurred between 21 and 21.5 Mev, 
31.5 and 32.0 Mev. and 47.5 and 48.0 Mev. For the 2.4x3.6 
mode the scale changes occurred between 23.5 and 24.0 Mev 
and 35.5 and 36.0 Mev. 
Typical procedure during a run followed the sequency 
of steps listed below. 
1. The set of data from the previous run was erased 
from the memory of the 1024 channel analyzer. 
2. The integrator voltage was set at a value cor­
responding to the next machine bombarding energy, 
3. The machine injector was turned on and the 
intensity of the synchrotron be^  maximized. 
4. The dosemeter which monitors the beam intensity 
was zeroed. 
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5. The start button was pushed to begin counting the 
decay events. 
6. The analyzer dead time meter was checked and 
the machine detuned if necessary to keep the 
dead time below 4^ . 
7. The counting pulses from both photomultipliers 
were displayed on an oscilloscope during the 
run. The display was checked periodically to see 
if the phototubes were functioning properly. 
8. The run was over when the dosage discriminator 
was triggered. The counting equipment was shut 
off automatically at this time. 
9. The machine injector was turned off to prevent 
buildup of long lived activity in the sample. 
10. Information from the analyzer memory was punched 
out on paper tape. 
11. The experimental time and the accumulated counts 
from both of the detectors Individually and in 
coincidence were recorded. 
Several checks were taken periodically. The standard 
22 Na source was put in place of the sample and a standard 
count taken for five minutes. Immediately after this the 
90 St  ^ source was used to check.the dosage system. These 
checks were done about every hour. 
About every el^ t hours the radio frequency power was 
checked and if the frequency had drifted It was reset. 
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The oscillator frequency which established, the staircase 
generator timing was checked every few hours. This was 
, done by triggering an oscilloscope on the.bomb start pulse 
and observing the timing of the pulse which reset the step 
generator. 
Photographs and copper crosses were taken about once 
a week to check on the beam position. The Sr^ ® source was 
used to check the calibration of the electrometer scales 
about once a week. 
The data points were taken over a three month period. 
Routinely we ran 24 hours a day 6 days a week. ' One third 
of the data was taken in May and June of 1964. A layoff 
ensued so the bulk of the data was taken in October and 
November of 1964. 
There were four yield curves taken in each mode of 
operation. The yield curves for the 0.6x2.4 modes were 
taken at various times interspersed between the 2.4x3.6 
yield curves. Because of repeated points on the average 5 
yield points at each energy in each mode were taken.' 
D. Post-ezperlmental Checks 
After completing the runs it was necessary to measure 
several energy dependent correction factors. We wished to 
use the calibration done by the National Bureau of Standards 
for their standard chamber (46). To make this valid it 
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was necessary to compare the response of the experimental 
chamber, commonly called the N.B.8.Jr. chamber, to the 
response of a duplicate of the N.B.8. chamber. 
A thin walled transmission chamber placed in the 
beam path was used to monitor beam intensity. The res­
ponse of the N.B.8. Jr. chamber was measured relative to 
the transmission chamber response at 20, 30, 40, 50 and 
6o Mev bombardment energy. The smaller chamber was then 
replaced by the N.B.8. chamber and the same measurements 
taken. A graph was plotted showing that the response of 
the N.B.8. Jr. chamber relative to the N.B.8. chamber in­
creased smoothly by about 2^  from 20 to 60 Mev. 
The calibration of the N.B.8. chamber (46) was done 
without any obstruction in the beam path. Therefore it was 
necessary to correct the experimental chamber response for 
absorption in the calcium sample. 
To accomplish this the beam was tuned for greatest 
stability and held at a fixed Intensity. The sample was 
removed and the time for charge from the chamber to accumu­
late on the Integrating capacitor and trigger the dosage 
discriminator was measured. The sample was put in, the 
beam retuned to the same Intensity and the measurement re­
peated. The ratio of the elapsed time with the sample in, 
to the elapsed time with the sample out was the sample 
transmission. The measurements were made many times in 
' I ' 
6? 
5 Mev intervals from 15 to 65 Mev. The smooth function 
drawn through the experimental points increased "by about 
from 15 to 65 Mev. 
The machine energy was recalibrated by checking the 
break In the 0^  ^yield curve. The measurement agreed with 
the first calibration to 0,05^ . 
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V. ANALYSIS OF DATA 
A. Activation Method - Yield Function 
The activation method involves counting the resulting 
radioactivity after a sample has been bombarded by brems-
strahlung radiation. The bremsstrahlung produced by an 
accelerator is allowed to strike the sample. Most of the 
Incident quanta pass through the sample and onto an ion 
chamber which is used to monitor the bremsstrahlung inten­
sity, However a few of the incident quanta with suffi­
cient energy transmute some of the target nuclei and thus 
produce a radioactive isotope. The decay particles are 
then counted in some manner. 
The yield can be defined by, 
" f "(E,k).(k)dk. 
E is the kinetic energy of the accelerated particle which 
produces the bremsstrahlung. is the threshold energy 
for the reaction whose cross section per nucleus is e(k). 
M(E,k)dk is the number of incident photons of energy be­
tween k and k+dk per unit of monitor response, n is then 
the number of target nuclei per square centimeter in the 
beam. 
69 
N(E,k) f (k) 
M(E,k) - 1(E) » 
where N(E,k)fik is proportional to the number of incident 
photons with energy between k and k + dk and has the shape 
of the bremsstrahlung cross section (4?), E(E) is the 
monitor response per unit Incident energy and 
-E 
1(E) = I N(E,k) kdk. 
(Thus 1(E) is an increasing function of E). fg(k) is the 
function which corrects the bremsstrahlung cross section 
for absorption in the sample. 
The reduced yield is given by, 
/
E 
N(E,k) fg(K)(r(k) dk. 
"^ th 
One can define the reduced cross section as s(k) = fg(k)a(k) 
In practice one measures the yield at a number of 
points. Then, 
N / H 
* jli / h 
kj-Ak / kj-Ak 
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B. Computer Techniques - Corrections 
Experimental data was taken with the 1024 channel 
analyzer in the 82:128 configuration. This means that the 
information taken for a run at a specific machine energy 
was in the form of eight spectra with 128 channels allotted 
to each. The analysis program written for the'IBM 7074 
computer, located at Iowa State University, was devised 
to convert the eight spectra per run to experimental yield.. 
The program is divided into three parts. In part one 
corrections for gain shift in counters, dead time, and 
step efficiency were made. 
Each 128 channel spectra showed a distinct annihila­
tion peak. It was therefore possible to fit the largest 
seven points of this peak to a gaussian shape and accurately 
determine a peak channel. Once the peak channel was known . 
the number of channels per unit energy could be calculated. 
A consistent energy interval around the annihilation peak 
was established, independent of gain shift. 
It was found that the peak channel shift was much 
greater between the first two spectra than between any 
other pair of adjacent spectra. The peak channel deter­
mination was mt)re erratic for the last few steps than for 
the first step because of statistical fluctuations due to 
diminished strength of the annihilation peak. The method 
finally used was to allow one peak channel determination 
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for the first step and a second determination for the sum 
of the other seven steps. 
The total count for step one was the sum of the counts 
in the energy interval around its peak channel. The proper 
interval around the peak channel for the sum of the last 
seven steps was applied to each step individually to deter­
mine the total count for steps two through eight. 
Dead time corrections were applied to the total count 
in each step. The system dead time was dominated by the' 
dead time of the analyzer which was about 55 microseconds 
with the annihilation peak in channel 100. The analyzer 
dead time could be experimentally determined for each run 
since the analyzer was equipped with an oscillator. The 
oscillator pulses were fed into the analyzer in the same 
manner as the experimental pulses. However, the oscillator 
pulses were always stored in channel one and experimental 
pulses were blocked from this channel. 
The effective dead time for a given run was obtained 
from, 
0^ ~ ^ 0 ~ ^ 0 
where N q is the oscillator frequency, n^  the frequency of 
oscillator pulses actually registered, p the effective 
dead time for experimental pulses, and the random pulse 
rate. It is assumed that the product pN «1. Of course 
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the periodic oscillator pulses cannot Interfere with them­
selves. 
Then for a time T, 
T T^ 
no dt = N q / dt - N qP / Nydt 
/O /Q 
and 
Nq T - / no dt 
0 
P = 
No I 
0 
All of the quantities were known except p if, 
Nj.dt ^  / n^ dt. 
The dead time correction factor was then calculated, 
a? = Kp - _ NqPOH^ . 
'*1 /-"i rh r\ 
n,<lt = / - p j N^ dt - Bgpg / 
*1-1 *1-1 *1-1 *1-1 
Then the correction factor for step 1 was, 
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V 
DTC^  = 
K dt 
'1-1 
'1-1 
= 1 + NQPQ + P 
N" dt 
1-1 
n^ dt 
/t 
1-1 
Now since N^ (t) ^  n^ (t) = Ae" e +B, the factor can "be 
written as, 
mc^  = 1 + NqPq • + p 
(Ae"^ e^ +B)2dt 
1-1 
/i 
n^ dt 
'1-1 
Note that Is nob the same as p since the oscillator pulses 
were of minimum amplitude and the analyzing time was an In­
creasing function of amplitude. A, B and were evaluated 
In the analysis procedure as explained In the next sections, 
C and D. Then DTC^  could be calculated. 
Small shifts In the. staircase generator voltages change 
the efficiency of one step with respect to another. As 
was mentioned in the section on procedure, a long lived 
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22 positron source, Na , was periodically inserted between 
the detectors and counts accumulated for five minutes. 
The relative step efficiency was calculated from this data 
as the number of counts in each step divided by the average 
counts per step. Since the voltages changed slowly, an 
average of the six previous stemdards was used to provide 
the eight stepwise correction factors for each experimental 
run. 
C. Effective Decay Constant 
The known positron emitters which can be produced when 
Ca is bombarded by bremsstrahlung can be put into two 
categories. The reactions of most interest are those with 
1 second. The other category includes nuclides 
w i t h  T s e c o n d .  
Since we wished to consider the yield due to the 
activities with about 1 second half life, it was necessary 
to subtract from the experimental yield that part due to 
the longer lived products and background. In the analysis 
procedure the counting rate was assumed to be the sum of 
an exponential and a constant. 
= A e"^ e^ i + B. (39) 
indicates the counts in the i^  ^step. Thus the longer 
lived activities and the baclcground which were lumped into 
B were taken to have a' halfLife which was much greater 
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than the counting time of about 3 seconds. 
The reactions imder consideration have many different 
threshold energies and may enter into the yield in dif­
ferent proportions at different bombarding energies. The 
effective decay constant = A.^ (E) had to be determined 
so that no particular reaction (with half life near 1 second) 
would be depressed relative to any other reaction. This 
was done in pârt 2 of the analysis program. 
The eight values of for each run were fit to Equa­
tion 39 by the least squares procedure. A X._ which was 
small was assumed initially and A and B were determined. 
Chi-squared was calculated where, 
= I (40) 
1=1 1^ 
The C^ 's were the values given by the least squared proce­
dure. The decay constant corresponding to the best fit 
was obtained by incrementing until the minimum value of 
•v-2 A was found. 
The Xg for all the runs at a given energy were aver­
aged into two groups corresponding to the two modes of 
operation.. The resulting curves are shown in Figure 14. 
The effective decay constant is seen to be about 0.81 per 
second at low energies. Above 30 Mev the effective decay 
constant decreases by about 1^ . This is consistent with 
an increasing production of 
Mode 2.4 x 3.6 Mode 0.6 x 2.4 
.82 
.80 
20 30 40 50 60 MeV 20 30 50 40 60 MeV 
I iin 
Figure 14. Effective decay constant for Ca photoproducts 
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D. Yields 
The smooth values of for each energy Increment were 
taken from the appropriate average curve and used to do a 
final least square fit to the corrected data. In this 
way B in Equation 39 was determined and subtracted from 
the total counts in each step. The eight values of 
were added and divided by the corrected dose D. Then the 
yields were given by. 
The corrected dose was obtained using the experimental 
time. If the experimental time was not axi integral number 
of bomb-count cycles then the proper fraction of the aver­
age dose per cycle was added or subtracted from the total 
dose. For example, the dose was corrected so that a run 
with 100 count cycles would have a corrected dose equiva­
lent to 100 bomb cycles. 
The X distribution for the yield determination as 
well as the theoretical prediction for the shape is given 
in Figure 15. The theoretical and experimental shapes are 
quite similar. Various experimental errors have caused 
more large values than would be expected however. 
The average yield curve for the 0.6x2.4 mode of 
:ll  ^
DlÊT « (41) 
UJ 
< 
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if) 
oc 
< 
UJ 
z 
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Figure 15» Distribution of ohi-squared, from background., subtraction 
79 
operation is shotm in Figure l6. The yield curve obtained 
when all of the data points were averaged together is also 
shown in Figure l6. 
E. Data Treatment and Errors 
The data consisted of approximately five yield points 
per energy interval in each mode. The data points in each 
mode were treated entirely separately. None of the data 
was normalized to the standard source checks. Thé repro­
ducibility was not improved by such a procedure. 
W-
The data points were selected according to the rule 
that a point had to be 3^ 5 standard deviations from the 
average at that energy before it could be eliminated. 
Statistically about 2^  of the data should be eliminated 
by such a procedure. In fact about 5% was eliminated. 
The runs in each mode were put into two groups or 
individual curves. The two individual curves in a given 
mode were nearly independent of each other since they were 
composed of independent sets of runs. However they were 
not altogether independent since data selection had been 
used on the basis of the overall mode average. 
The data points for the individual curves were analyzed 
for errors with a program called Ultimate (48). The 
errors on the individual curves due to causes other than 
statistical fluctuations were found to be 0.4-9^  for the 
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Figure l6. Yield curves for 0.6x2.^  mode and average of 
. all data 
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0.6x2.4 mode and 0.4?^  for the 2.4z3.6 mode. The statis­
tical errors were about 0.2^ , 
If the errors for the individual curves were considered 
a could be computed. 
. I ("• - \ 
In this case is the average of the data points for thé 
two individual curves in a mode. The are the individual 
points, sY^  represents the square of the standard devia-
tion due to sources other than statistics and the square 
of the statistical error. The distribution for the 
individual curves is shown in Figure 17. This distribution 
can be compared with the distribution of from the cross 
section analysis which is shown on the same figure. They 
are quite similar. 
The computer program was also used to multiply the 
yields by the energy dependent correction factor and so 
obtain the reduced yield as explained in section Vi' A. The 
energy dependent correction factor was the product of four 
functions of energy. 
H(E) 1(E) = W(E) X(E) Y(E) 1(E). 
W was the response of the ion chamber tested by the National 
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CHI-SQUARED DISTRIBUTIONS 
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Figure 17. Distributions of chi-squared. for yield, and. 
cross section 
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Bureau of Standards (46), The units are coulombs per Mev. 
of bremsstrahlung. X is the factor which converts the 
response of the NBS chamber to that given by our chamber. 
Y is the transmission of the calcium sample used, I is 
the energy under the bremsstrahlung curve. 
The reduced yield for the average of all the data is 
given in Figure 18. 
F. Least Structure Analysis 
I will give only a brief outline of the least struc­
ture method of data analysis since several other descrip­
tions are available (2?» 28). 
Solutions of the equations, 
N 
for Sj are known to oscillate at energies above the giant 
resonance when the number of points is large. A consistent 
method of smoothing out the oscillations caused by statis­
tical fluctuations is desirable. In least structure analy­
sis the smoothing is applied to the cross section rather 
than the yield in hopes of preserving more information. 
If s^  is a set of N numbers such that, 
_ \ 
Y. = S N, ,s', (42) 
1 j=l J 
REDUCED YIELD Co*" AVERAGE 
ERROR = 0.25% 
« 
§ 
1 
y 
V 
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ENERGY MEV 
Figure 18. Reduced yield for average of all data 
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and 
N 
S 
1=1 
(Y^  -
= = N, 
then the set Is a solution of the problem. 6Ï^  Is the 
error on the yield point 1. However no smoothing has been 
applied. Œhe set Sj» may be oscillatory. 
The smoothing of the cross section Is applied when 
one demands that the set of numbers, Sj', be such that the 
structure function Is minimized. The structure function 
can be defined as, 
Sg'. (=1:1 -zaj + 8,1^ )2. 
The solution must be such that the square of the second 
differences of the reduced cross section Is a minimum sub­
ject to the weighting functions Pj^ . Thus the analysis has 
been called a least structure analysis. The are Included 
so that the distribution of the Xf contributions Is uniform 
over the whole set of s^ *. 
The problem Is reduced to finding the minimum values 
of the function Sg', sy*, ). The constrain­
ing condition Is, 
I 
1 = 1 
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In such a case LaGrange's method can be utilized (49, p. 
198). To apply LaGrange*s method define, 
N. 
m -.2 
4 
u = Sp + 5-
1 = 1 
Then the solutions of the equations generated by, 
^ =0. 3 = 1, 2, 3, 
 ^J 
and Equation 43 contain the extremal points. 
The set of equations can be put In the form, 
= A • 
s Is called the smoothing matrix. Inverting the M matrix 
PJ 
will produce the solutions, 
» -i„ « » .1 
Ji "ki ° «J.J =j' = • 
By Iterating on x. until the constraint equation Is satisfied 
the set of numbers s,* Is found which constitute the least 
J 
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structure solution-
Suppose the true cross section were eztremely narrow 
so that, 
S" = 
1 
0 
0 
0 
Then if N is the transformation matrix and Y the true yield 
matrix, 
Y = N 8". 
However a least structure analysis would produce a cross 
section matrix S* such that 
Then 
Y = M S». 
M~^ Y = M"^ N s"= S» = 8'. 
Thus, if aj^ j are the elements of M N^, 
*11 *12 *13 ' ' ' " l" *11 
*21 *22 *23 ' • ' 0 *21 
*31 3^2 *33 ' ' " 0 *31 
# # # # # # 
• • # # # » 
*41 
# * # # # # 
r 
# 
# # # • • • • • 
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Thus the first column of the matrix would be the least 
structure cross section. Each column of the a. . i J 
matrix can be thought of as the analyzed shaped of an 
extremely sharp resonance and is called the resôlution 
function for the energy j. 
Since one determines a given "by 
= S» , 
«kî = «Jâ ^ 1 + «S ^2 + 3^ 
Suppose is in error by 61^ . The statistical law for 
propagation of errors says that the error on the sum of a 
number of quantities is the square root of the sum of the 
squares of the individual errors. 
iV» 
= 
The errors used in least structure are defined by, 
X/2 
= I Z (M;t 6Ï,.)^  I (#) 
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Various least structure solutions for the cross sec­
tion are displayed on Figures 21 through 23. They will 
be discussed Individually In the nezt section. 
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VI. SYSTEMATIC EBEOBS AND TESTS 
The cross section solutions for the overall average 
as well as for each of the two modes are shown In Figure 21, 
Before the implications of these curves are covered in 
detail the validity of the solutions will be discussed 
in the following section. 
A. Beam Swing 
The change in position of the center of the "brems-
strahlung beam when the machine energy is changed is called 
beam swing. Since the detection efficiency is a direct 
function of the solid angle the detector subtends, it is 
apparent that beam swing could cause anomalous results in 
a yield determination;. 
Oscillations of the electrons about the stable orbit 
could cause a change in beam position with energy. To 
minimize the swing, the power frequency was changed as 
explained in the section on procedure. After the operating 
frequency for minimum swing was found it was held to + 0,1% 
during the experiment. The copper crosses taken before and 
after the experiment Indicate that the beam swing from the 
center position at 40 Mev was held to less than + 2 milli­
meters vertically and +0.7 millimeters horizontally at the 
sample. The beam spot was much smaller than the sample. 
The effect of the vertical beam swing on counting 
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efficiency Is small because the solid angle change is 
small. The fractional change in solid angle is about 
Q,Q5% for 2 millimeters vertical swing. 
The effect of horizontal swing on the solid angle is 
more Important and a 0.7 millimeter swing could cause a 
fractional solid angle change of 1.5^ » 
A good measure of the effect of horizontal swing on 
the counting system should be given by comparing the ratio of 
the counts accumulated for system 1 divided by the eounts ac­
cumulated for system 2 at different energies. This ratio 
should be more sensitive to horizontal, beam swing than 
coincidence data since any swing would increase the solid 
angle of one detector and decrease it for the other. 
A plot of the ratio of the response of the counters 
for energies between 30 and 60 Mev is shown on Figure 19. 
It represents the average of 80^  of the data taken in that 
energy range. Above it the experimental yield curve 
is plotted to the same scale. No changes in slope at the 
resonance energies are indicated in the bottom curve. 
Althou^  the evidence of Figure 19 indicates that 
beam swing did not cause sharp distortions in the yield 
curve, the overall shape of the yield was slightly 
affected by beam swing. 
The maximum coincidence efficiency should correspond 
to production of a positron at a point equidistant between 
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Figure 19. Beam swiiag comparison and intensity profile 
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the detectors. The annihilation process generally produces 
two 0,51 Mev gamma rays traveling in nearly opposite direc­
tions. Then if the scattering is small the solid angle 
subtended by the detector most distant would be the limit­
ing factor in coincidence efficiency. A slow change in 
beam position would alter the coincidence efficiency since 
the solid angles subtended by the detectors would be 
changed. 
The beam swing,as indicated by the crosses and the slow 
trend in the ratio of the response of the detectors, could 
have caused either of the following yield distortions which 
should be investigated. A linear increase in counting effi­
ciency of about 3.0^  from 15 to 65 Mev may have occurred 
if the beam was not centered between the detectors. Al­
ternatively, the coincidence efficiency may have been larger 
by 1,50^  at 40 Mev than at 15 Mev and 65 Mev. The second 
effect is more likely since the system was aligned with 
the beam centered at 40 Mev. The experimental yield was 
altered to correct for similar distortions of nearly twice 
the magnitude estimated above and reanalyzed. The results 
are shown in Figure 20. The change in the shape of the 
cross section curve is small. 
B. Beam Size - Dead Time - Bandbm Coincidences 
A change in the counting efficiency of the detection 
system as a function of energy would alter the shape of 
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the yield curve.- Three effects which could cause a change 
in the coincidence efficiency as a function of energy are 
beam shape changes, dead time of the discriminators, and 
the random coincidence rate. Although it is most unlikely 
that such effects would generate sharp resonances, they 
might cause a change in the relative strength of the high 
energy resonances. 
The angular dependence of the bremsstrahlung cross 
.section is such that the beam intensity is mostly contained 
Within a cone of half angle m^ c /E centered about the 
direction of incidence of the electrons if the target is 
very thin. E is the kinetic energy of the electrons in 
Mev. For targets used in the Iowa State synchrotron multi­
ple scattering in the target determines the intensity dis-' 
tribution. This means the beam size is much greater than 
m^ c /E. The beam size nevertheless decreases with increas­
ing energy because the width of the distribution of scat­
tered electrons is inversely proportional to E (50). 
The maximum coincidence efficiency should correspond 
to production of a positron at a point equidist^ t between 
the detectors as was pointed out in the preceding section. 
When the beam size shrinks the positrons are more likely 
to annihilate close to the center of the sample and the 
coincidence efficiency will increase. 
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To minimize this effect the angle of the collimator 
• 2 hole was kept small. Zm^ o /E = 0,026 radian at 40 Mev. 
The collimator angle was 0.016 radian. Therefore the 
diameter of the collimator aperatore was less than the 
width of a bremsstrahlung beam:from a very thin target which 
is in turn much less than the experimental width. 
To estimate the magnitude of the effect of beam size 
shrinkage consider the graph on Figure 19. This intensity 
profile was taken with the copper discs and the cross at the 
sample position. The information was taken from three 
measurements at 40 Mev and three measurements at about 
60 Mev. The beam was centered quite well each time. 
The beam Intensity profile follows the simple form, 
f (E,r) oc (1 -0.014 r^ ), 0 < r < 1.6 cm. 
This is only a rou^  estimate~because few points were 
taken. This profile is somewhat more sharply peaked than 
one would expect from the Schiff calculations (50), but 
other experiments show that the intensity fall off is more 
rapid than these theoretical calculations predict (51). 
The average distance from the sample center at which 
positrons are produced is given by, 
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rl.6 
1.28 - 0.023% 
1.60 - 0.019B • 
The results are, 
E = 0; r = 0.80 cm. 
E. = 20, r = 0.78 cm. 
E = 40, r = 0.77 cm. 
E = 60, r = 0.76 cm. 
The average radius of positron formation change very little 
with energy. The change in coincidence efficiency should 
also be small. 
The distance from sample center to center of the de­
tecting crystal was about 9*0 cm. The best estimate for the 
ratio of average solid angle at 20 Mev to solid angle at 
60 Mev is, 
(9.00 + 0.78,2 . 
(9.00 + 0.76) 
The worst case estimate would be, 
(9.00 + 0.80,2 ^  
(9.00 + 0.76)^  
r = 
f(E ,r)rdr 
' 0 
717b 
f(E.,r)dr 
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The yield curve was multiplied by a linearly decreas­
ing factor from 1.00 at 15 Mev to 0.95 at 65 Mev and 
analyzed as a test case. The results are displayed on 
Figure 20 as previously mentioned. The effect of the 
correction is small. 
If riç, is the observed coincidence count rate and 
the true coincidence count rate we can write, 
nc = No - So,?, + &E.C.' 
 ^refers to dead time losses.  ^ refers to random 
coincidences. 
Suppose the true count rate is the same for each 
counter. Call it N. Then if «Hand Nt^ «l, 
*E.C. — Z^ ftp , 
*D.T. ~ 2±Nfta , 
where x is the coincidence fraction, t^  is the system 
dead time and t^  the coincidence resolving time. If the 
coincidence spectrum is nearly the same as the non-
coincidence spectrum and one could ignore the analyzer 
dead time it would be useful to have  ^ ~ T 
the errors would caneel. 
The experimental parameters were t^ %l microsecond, 
microseconds, and zc6l/5, M<10^ . Thus 
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ôjj ^  <0.01Ng. This was experimentally observed. Please 
note the dead time figures are due to the discriminators 
and not the analyzer. Analyzer dead time corrections have 
been explained in the section on data analysis, 
C. Gain Shifts - Discriminator Level Shifts 
During most of the experimental runs the pulses from 
counter 2 were input into the analyzer. The analyzer was 
gated on whenever a coincidence occurred. Due to the method 
of analysis of the data taken on the analyzer, neither gain 
changes in photomultiplier 2 nor discriminator shifts in 
system 2 could have caused a distortion in the yield curves. 
Systematic gain changes and discriminator shifts in 
system 1 could have caused distortions in the experimental 
yield by changing the relative counting efficiency. How­
ever information from the analyzer can be used to estimate 
the magnitude of these effects, since system 1 and system 2 
were very similar. 
Peak channel calculations from the analyzer data indi­
cate that the system gain for data taken in steps 2 through 
8. increased by less than 0,2^  from 20 to 65 Mev, However 
the peak channel for step one increased continuously by 
about kfo from 20 to 60 Mev, It therefore seems probable 
that the"Spectrasta1?' output was count rate independent at 
least when the count rate is only a few hundred per second. 
However the"Spectrastats were not able to follow changes 
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in tube gain in times of the order of 50 milliseconds. 
The increase in peak channel for step one as a func­
tion of energy can be inferred from Figure 7. The fall 
time of this curve is an increasing function of the bom­
bardment energy and beam intensity. 
The effect of this energy dependent gain change on 
the yield can be estimated from the fractional change in 
coincidence counts divided by the fractional gain change, =. 
F^ » and the fraction of the total counts taken in step 1, 
Fg. These quantities have been measwed. F^  0.33, 
Fg a: 0.25. 
Since there is very little peak channel change at 
20 Mev the distortion at 65 Mev can be estimated as, 
fractional error^ , (65Mev) ^  (+0.04) (0.33) (0.25) =+0.003. 
By comparing discrimination levels as shown on the 
analyzer spectra one can estimate the level shift as a 
function of count rate. Apparently the discrimination 
level was raised by about 0.6 channel or 5 millivolts when 
the average single count rate was increased from zero to 
a thousand per second. This is about a 1.2^  change. 
Of course the low average count rates occur at 
energies near threshold, for example 20 Mev^ and the highest 
average count rates occur at 65 Mev. Then the discriminator 
shift causes a decrease in relative counter efficiency with 
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increasing energy. 
fractional errorg(65 Mev)ûi - 0.012(0.33) = -0.004. 
~ 0.33 can be used as the conversion factor since lower­
ing the discriminator by 1^  is approximately equivalent 
to raising the gain by the same fraction. vas measured 
for both changes. ~ 
Systematic errors from these two sources partially 
cancel each other. At any rate both of the fractional • 
errors are small. Errors of this size distort the analy­
zed cross section very little. 
D. Extraneous Reactions 
The short lived reactions listed on Table 5 are in­
cluded in the cross sections measured. One might ask what 
other reactions are present which have not been listed. 
Elements other than calcium present near the detectors 
and sample are iron, carbon, oxygen, boron, aluminum and 
nickel. To evaluate the importance of activity from these 
sources one must remember that a coincidence system was 
used and activities with T2y2< 50ms,or seconds 
would be nearly eliminated because of the experimental 
procedure and method of analysis. 
The reactionsf 
«l38(Y,3np)co54 , 
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B^ °(r,2n)B^ , 
Al27(r,n)Al26 and Al^ C^^ ,2n)Al^ ,^ 
Pe^ (^ )',3np)Mn^ ®* 
should be considered individually. The products are all 
positron emitters with T]_/2^  1 second. 
The sample was canned in nickel. Thus the two 0,013 
centimeter nickel faces were directly in the beam. How­
ever the reaction listed is not likely to have a large 
cross section and there was only one nickel nucleus pre­
sent in the beam per 100 calcium nuclei. 
The geometry of the counting apparatus was such that 
very few photons of sufficient energy to induce a reaction 
could have struck the boron, aluminum and iron near 
the counters. 
The probability of a photon of energy greater than 13 
Mev scattering in the sample was about 15 per cent. Thus 
double scattering was quite improbable. However according 
to the Compton scattering formula (52, p. 675), 
XAV — O # 
mo 
1.C0S9 + 
Here hv* is the energy of the scattered gamma and hv that 
of the incident gamma. 0 is the angle between the incident 
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and the scattered quanta. Then, 
m c^  
(1 - cos 0) < • 
Choosing hv* =13 Mev, 
1 - cos 8 < 0.04, 
cos 0 > 0.96, 0 < 17°. 
Thus all singly scattered photons of energy greater than 
13 Mev were contained In a cone with half angle 17°. 
The last four reactions listed could not be Induced 
In large numbers between the detectors by photons singly 
scattered from the sample. All the reactions have thres­
holds greater than 13 Mev and the geometry of the counting 
chamber as shown on Figure 1 excludes Irradiation between 
the detectors. 
E. Integrator and Electrometer 
Integrator non-llnearlty might be considered as a pos­
sible source of erroneous resonance structure. However 
"L2 data taken on C (48 ) just before the June data was taken 
shows no distinct resonance structure above 35 Mev and the 
Integrator was not altered between the two experiments. 
The scale on the Gary electrometer used as a dosage 
monitor was changed several times during the experiment. 
A sharp change in slope might appear in the yield curve 
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at a given energy if the electrometer scale was changed at 
that energy and the calibration was low. 
The calibrations were checked at least ten times dur­
ing the experiment with the Sr^  ^source. The relative 
scale calibration was determined to 0.03^ . There is no 
correlation between the resonances which appear and the 
energy at which the electrometer scale was changed. Indeed 
the changes took place twice in the 0,6x2 A mode and three 
times in the 2.4z3.6 mode. The energy at which the scale 
was changed differed by at least 2 Mev in every case be­
tween the two modes. The resonances appear at nearly the 
same energies in the two modes as shown in Figure 21. 
F. Analysis 
The plots of the decay constant as a function of energy 
have been shown on Figure 14. They are smooth functions 
and as such could not generate the sharp slope changes on 
the yield curve. The method of analysis used to compute 
the yield was completely similar for all the data at all ' 
energies except for the change in decay constant. 
The correlation between the places where the slope 
rises sharply on the yield curve and the resonances above 
25 Mev on the cross section curve is very good. Thus the. 
least structure solution and the structure on the yield 
curve corroborate each other. 
The data can be divided and various yield runs analyzed 
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Figure 21. Cross section solutions for average yield, curves 
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separately. Figure 21 shows the cross section curve ob­
tained for the average of all data as well as the results 
for the average of each mode. In Figure 22 the mode solu­
tions are subdivided and compared to the mode average. 
The reproducibility of the solution is fairly good. There 
may be some doubt as to whether a resonance exists at about 
39 Mev since it doesn't show up on all of the individual 
curves. 
The criterion for a converged solution is that chi-. 
squared is equal to the number of data points. Of course 
chi-squared is statistically distributed. The half width 
w is given by, 
w =  ^2N = l4,l for N = 100 data points. 
In addition the error enters into the chi-squared computa­
tion in an inverse way. The estimation of error may be 
somewhat uncertain since the error distributions are not 
of purely statistical shape and some data selection is 
used. Because of these facts it would be desirable to 
demonstrate that the solutions are somewhat independent 
of the finalvalue. 
Figure 23 shows the solutions of the average data 
for = 651 = 104, and "XP = 125. The information 
content is quite independent of the X value except at 24 
Mev and 40 Mev. Notice that the negative cross section 
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2 
excursions, evident in the X =65 solution, have dis-
appeared in the X = 104 solution. This is an indication 
that the X = 104 solution is a conservative one. 
2 
Figure 17 shows the X distributions for the yield 
functions and the cross section solution. The two do not 
have the exact statistical shape but they are similar. 
If one is interested in finding out what yield dis­
tortions are necessary to destroy a group of resonances 
the following tests may be significant. 
The curves on Figure 20 have been mentioned previously. 
They illustrate that a small linear decrease in yield as 
a function of energy changes the cross section shape very 
little. Figure 24 illustrates what happens to the cross 
section if the changes in slope on the yield curve are 
smoothed-over. It is seen that the resonances are just 
moved up in energy. Figure 24 also illustrates that lower­
ing the highest point in each peak and raising the lowest 
point In each valley by about 2 standard deviations has 
little effect. 
Figure 25 shows grossly oversmoothed solutions for 
the cross section. These can be used to illustrate what 
must be done to the yield curve to destroy the resonance 
structure. A plot of the yield recalculated around 48 Mev 
2 .0 
from the X = 104 solutions, the A = 50 solution, and the 
2 
= 303 solution is shown on Figure 26. To destroy the 
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resonance structure the yield must be altered so that 
area is added in front of each yield rise and taken out of 
the yield peak. Table 6 is a list of the fractional errors 
for the = 50, = 104, and the = 303 solutions. 
The resonance structure can be erased only at the cost of 
causing large and highly correlated differences between 
the experimental yield and the smoothed yield. 
Note from Figure 23 that the distribution of inte­
grated cross section is independent of "X^ . In order to 
erase a given area from the cross section a severe distor­
tion in the yield is required. It is demonstrated in 
Figure 2? that a 3% distortion does not destroy the area 
in the last three resonances. A distortion is required 
to erase them. 
The resolution function is shown on Figure 28. The 
secondary ripples are too small to distort the cross sec­
tion solution appreciably except at about I8 Mev. 
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Table 6. Fractional deviations caused by over-
smoothing 
Fractional Onvisition* 
X- . 50 
•0.91 
Total 
•0. S9 
•0.96 
.0.6Z 
-0.90 
*0.23 
*0.24 
, +0.10 
+1.15 
•0.01 
X* • 104 
(Nljcj, . Y,) 
Toul 
*l.tl 
.0.92 
-0.31 
.1.63 
+1.10 
.0.40 
+1.39 
-0.87 
+3.89 
-3.83 
+0, 09 
Total 
«*. U 
-6, 30 
+4. 29 
-4. 32 
+3.47 
•2.48 
+2.78 
• 1.14 
+4.23 \ 
•4.69 
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VII. RESULTS AND DISCUSSION. 
A. Experimental Besults 
The cross section curves for the photoreactions In 
calcium which produce activity with halflife of about one 
second are given In Figure 21. These curves are labelled 
with symbols to denote the three reactions of major Impor­
tance but the other short-lived activities listed In Table 
5 are Included. The first curve gives the average of all 
data. The second and third are Independent results for 
the two modes of operation. The horizontal error bars In­
dicate the width of the resolution function at the energy 
shown. The vertical error bars Indicate the error In the 
cross section as given by the least structure technique. 
Table 7 can be used to compare the results of this 
experiment to work done In other laboratories (53$ 6) and 
to particle hole calculations (19, 20, 21). This table 
Is limited to the giant resonance region. The error bars 
for the results of this experiment Indicate the extent of 
variation In peak resonance energy In the two different 
modes. 
The resonance energies found In this experiment agree 
quite well with the results of the other two experiments 
which are shown. ' The work by Baglln and Splcer (6) was 
done using 50 kev energy increments to 20 Hev. Their data 
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Table S-aanary of resonance energies for the giant 
resonance region 
Resonance Energies - Giant Resonance Region - MeV 
-^experimental theoretical 
This Work 
16. 0 a 0.3 
17.3 ±0.5 
20.0  6  0 .2  
21. 3 a 0.2 * 
24..4 iiu? 
Min, Bolen Baglin 
and and 
Whitehead Spicer 
16.6 15.9 
18. 0 
19. 0* 
20. 25* 
21.5* 
24.5 
17.8 
18.5* 
"l8. 9* 
* 1 9 . 2  
ri9.6 
19.9 
* 
* 
20.8 
21.7 
22.3 
24.1 
25.4 
* 
Brown 
et. al. 
16 .8  
17.8 
19. 2* 
20.6* 
Balashov Clllcc (using 
et. al. isotppic 
spin) 
1 6 . 0  1 6 . 2  
18.4 
18.7 
19. 6* 
24.4 
17. 0« 
19. 5* 
19.9 
20.7 
22. 2* 
asterisk denotes transitions with greatest strength 
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shows a great deal of structure. The energy increments in 
the experiment described herein were 500 kev. One could 
therefore not expect comparable resolution in the two 
experiments. The results of several other high resolution 
experiments (5^ » 55) corroborate the results exhibited on 
Table ?. 
The results above 26 Mev found in this experiment 
are summarized in Table 8. Please note that the resonance 
widths are not listed. The experimental widths are com-• 
parable to the resolution function width described in the 
section on least structure analysis. One can only expect 
the widths of the true resonances to be somewhat smaller. 
By comparing the results for the integrated cross 
section for the two modes, one can see that the excited 
nucleus formed by absorption at 34.? Mev and especially 
at 48.3 Mev decays quite often by emission of two neutrons. 
The threshold for the Ca^ ® (Y»2n)Ca^ ® reaction is about 
Because of the difference in the coefficient of ^ 2^  
for the two modes one can estimate a normalized integrated 
cross section for decay with two neutrons as well as that 
quantity for other types of decay. The results are. 
28 Mev 
'62 Mev 
I = 0.19 ± 0.12, 
Table 8. Summary of resonance energies and strengths 
Resonance Energies - MeV 
— experimental theoretical-* 
Hydrodynatnical Shell Model 
resonance resonance 
Energy I I 
1 
Energy-Class-Strength Energy-Class 
22.0 1*00 1.00 17.5 2» 100.0 14 El 
28.4 i 0. 5 0. 27 ± 0. 02 0. 27 ± 0. 02 28.0 2^ 8.0 28 M1-E2 
34. 7 * 0.6 0.17 ± 0. 02 0. 22 ± 0. 02 31 M1-E2 
(39.7 ± 1.3) 
43. li 0.4 
0.14 i 0. 03 0.14 db 0. 03 37 
45 
El 
El 
48. 3 ±0.3 0.10 db 0. OS 0.18 i 0.03 50.0 2» 2. 0 50 El 
54. 5 db 0. 3 0. 09 ± 0. 02 0.10 db 0. 02 . 54 M1-E2 
60. 0*1/0 0. 07 ± 0. 02 0. 05 d; 0. 02 63 M1-E2 
r26 . 
: = + V ) 
O  ^
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r62 Mev 
(a„ + 
'pn* )dE 
J  Z6 Mev 
= 0.51 + 0.19, 
(62 Mev 
('n + V* 
26 Mev 
= 0.70 + 0.14. 
I = 
26 Mev 
+ p^n* )dE. 
The errors on these measurements are large because the least 
structure cross section errors are quite large at high ener­
gies. 
Min, Bolen and Whitehead (53) find the photoneutron 
cross section for Ca^ ® integrated to 28 Mev is 76 Mev-
millibam. Baglin and Spicer (6) have deteznained that the 
integrated cross section to 30 Mev is 81 Mev-millibam. 
Using the average of these measurements at 29 Mev one 
obtains, 
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f62 Mev 
+ cr*^ .+ ar2jj)dE = 113 + 9 Mev-milllbarn, 
/'62 Mev 
ag^ dE = 12 ± 7 Mev-millibam. 
The theoretical calculations for the integrated cross 
section are described In section II, B. The predicted value 
for Ca^  ^Is about 840 Mev-mllllbam from these calculations, 
The experimental value discussed in the introduction would 
be Increased by about 30 Mev-mlllibarn because of the re­
sults of this experiment and would still be far less than 
840 Mev-mlllibarn. 
Costa (23) and his colleagues have used neutron detec­
tors to investigate the cross section integrated to 80 Mev. 
Their results for calcium are, 
<80 Mev 
dE 
y 
T^n 
30 Mev 
3^0 Mev 
^Tn^ 
= 1.33. 
For this experiment. 
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'62 Mev 
 ^ = 0.53, 
•30 Hev 
("n + "p/ + 
The value found, in this experiment is lower than that found 
using the neutron detectors. This is not surprising since, 
"Tn = "n 
and the energy span for the total neutron measurement is 
larger. The magnitude of the difference is surprising. 
Comparison of the resonance energies with other work 
is limited because the photoreaction cross section in cal­
cium has not been investigated thoroughly above 30 Mev. 
However I will discuss what has been done. 
Schupp, Colvin and Martin (56) have reported a resonance 
for the Ca^ (^Y) 3Pj 3n)Cl^  ^reaction. This resonance is 
shown on Figure 29. It occurs at 50 Mev and so may corres­
pond to the 48.3 Mev resonance found in this work. However 
the resonance width is 6 Mev which is too broad to compare 
to the 48.3 Mev resonance. 
Puller and Hayward (57) performed an elastic photon 
scattering experiment on calcium in 1956. The result is 
shown on Figure 29. If the rise in the cross section at 
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20 Mev to 30 Mev Is due to Increased oscillator strength 
some photoreactlon cross section Is to be expected around 
30 Mev, 
Hofmann. and Stoll (58) have measured the Ca(Y»pn)K^® 
reaction cross section to 32 Mev. They find a resonance 
shape at about 30 Mev which may correspond to the reson­
ance at 28.4 Mev found In this work. 
Figure 29 also shows the results of an Inelastic elec­
tron scattering experiment performed at Orsay In France 
(59)* Pronounced slope changes occur at energies which 
would correspond to about 4? and 62 Mev excitation ener­
gies. However the author of the paper suggests that the 
47 Mev resonance may be due to monopole absorption which 
is possible In electron scattering. 
B. Theoretical Predictions 
4o 
Major results of the Ca particle hole calculations 
are given in Table 7. Apparently such calculations can 
predict the general energy region of the giant resonance 
but they have not been refined enough to account for the 
energies of the many individual resonances. 
The prediction of the hydrodynamical model for the 
A 
giant resonance energy if N = Z = ^  = 20 is given by E = 
60A"^^^=17.5 Mev. (12). The energies for other resonances 
with strength greater than of the dipole fundamental, 
are given in Table 8. There is fair agreement between the 
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predicted energies and the experimental results except for 
the giant resonance. The predictions for relative resonance 
strengths does not agree with this experiment. 
Carver and Peaslee (60) use sum rules to deduce that 
a residual energy due to exchange forces should be added to 
"I/3 
a smooth A" dependence of the giant resonance energy. 
After doing a least square fit of the giant resonance energy 
for the closed shell nuclides they arrive at the form 
W^=(40+6)A-^/^ + (7.^ J: 1.5) Mev. 
Carver, Peaslee and Taylor (24) state that the first 
overtones may contain as much as 2$% of the Integrated 
cross section. The energies of the first overtones are 
given by, 
Vj = 115 A"^/^ + 3.0 Mev, 
Wg = 190 A"^/^ Mev. 
For calcium, A = 40 and 
= 11.7 + 7.5 = 19.2 Mev, \ 
Vj = 33.6 + 3.0 = 36.6 Mev, 
= 55*6 Mev. 
The residual energy Is assumed to decrease for the overtones 
because of a reduction In the effective exchange potential 
due to Its dependence on the momentum transfer. 
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An alternative or perhaps complimentary approach to 
the problem Is offered by the nuclear shell model. Figure 
30 Illustrates the possible single particle El transitions 
Uo 
In the nucleus Ca for the energies under consideration. 
Figure 31 Illustrates the Ml and E2 transitions. The energy 
spacing Is that given by Mayer ^ d Jensen (15* p. 53) using 
the level spacing Intermediate between those given by a 
harmonic oscillator and an Infinite square well potential. 
A spin orbit splitting roughly proportional to 2L+1 Is added. 
The absolute energy spacing, hw = 13 Mev, Is obtained from 
experimental data shown In an article by In Balashov, 
Shevchenko and Yudln (20). 
The group transition energies given on the Figures 30 
and 31 are estimated by averaging over the energies for 
each Individual transition In a group. They must be con­
sidered to be only rough estimates because the level spacing 
Is not well known. In addition one transition may have 
most of the. strength In a group. Note that the predictions 
on Table 4 show very little strength for Jhuj El transitions. 
A residual energy Is needed to Increase the shell model 
giant resonance energy so that It will be comparable with 
experimental values. The particle hole Interaction supplies 
this energy. One need not expect a large residual energy 
contribution If the wavefunctions of the particle and hole 
are very dissimilar. This may be the case for hl^er energy 
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transitions. 
It would be helpful if one could estimate the strengths 
of the E2 and Ml transitions as opposed to El strengths. 
Moszkowski•s calculations (35) allow a rough estimate for 
low energies. For A = 40 the results are given in Table 1 
in the section on multlpole radiation. Apparently the E2 
and Ml transitions are very weak compared to El transitions 
at 10 Mev. However these calculations cannot be applied 
when the photon wavelength is comparable to the nuclear 
size. 
Levlnger and Bethe (30) estimate that. 
cross section would be larger if the mean energy for E2 
absorption is higher than that for El absorption. 
for Ge^^, A similar ratio for the unweighted integrated 
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VIII. CONCLUSION 
The results of the experiment discussed In the preced­
ing pages should be quite useful for developing the nuclear 
models. Both the hydrodynamlcal and the shell model offer 
Uo 
explanations for resonances In the Ca photoabsorption 
cross section above 26 Mev. Each requires a residual 
energy to explain the giant resonance energy. 
The hydrodynamlcal model is likely to be most success­
ful in describing energy states in heavy nuclei. This is 
reasonable since the energy level spacing should be more 
nearly continuous if the atomic number of the nucleus is 
large. However in a recent article by Alias, et al. (6l) 
evidence from angular distribution experiments has been 
used to refute particle hole calculations in the giant 
resonance region on nuclei with AC£, 30. The authors con­
tend that one should consider that the structure in the 
giant resonance is due to perturbations on a broad hydro-
\ dynamical type fundamental oscillation. \ 
The shell model can be quite easily refined to describe 
structure in the giant resonance. The particle hole inter­
action offers an explanation for the residual energy. De­
tailed calculations for relative transition strengths for 
excitations greater than 25 Mev are needed to compare with 
experimental results. 
Experiments which determine the angular momentum of the 
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photons absorbed at a resonance energy would be useful. 
The class of shell model transitions Involved In a reson­
ance could then be determined. 
Experiments on nuclides other than Ca^® and 0^^, 
which are likely to uncover resonance structure above 25 
Mev would be Interesting. The energy dependence on atomic 
number for a specific resonance should be given by 
according to the hydrodynamlcal model. The transitions 
which are involved in a resonance might be uncovered if 
nuclides were systematically studied. For example 
28 
and Si resonances would be interesting to compare with 
data on Ca^® and 0^^ (29,44), since they represent nuclei 
with filled subshells emd Intermediate atomic number. 
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