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Abstract
We study the spatial homogenisation of parabolic linear stochastic PDEs exhibiting a two-
scale structure both at the level of the linear operator and at the level of the Gaussian driving
noise. We show that in some cases, in particular when the forcing is given by space-time
white noise, it may happen that the homogenised SPDE is not what one would expect from
existing results for PDEs with more regular forcing terms.
1 Introduction
In the material sciences, there is a significant interest towards objects that contain one
structure at a macroscopic scale, overlaying a totally different structure on a microscopic
scale. Examples range from everyday life, such as concrete and fibreglass, to the cutting
edge of science, such as the cloaking devices implemented by meta-materials. Composite
materials pose an important mathematical problem. Given a system with certain dynam-
ics on a macroscopic scale and separate, but not necessarily independent, dynamics on
a microscopic scale, approximate the effective dynamics of the whole system when the
microscopic scale is small. Such problems can be formulated, and dealt with, using ho-
mogenisation theory, see for example [Fre64, PSV77, ELVE04, TM05, PS05], as well as
the monographs [BLP78, PS08] and references therein.
The following is the prototypical homogenisation problem. Take a Markov process X
on R with generator
L = b(x)∂x + 1
2
σ2(x)∂2x , (1.1)
where b and σ are suitably smooth functions, periodic on [0, 2π]. Consider then the diffu-
sively rescaled process Xε(t) = εX(t/ε2), with generator given by
Lε = 1
ε
b(x/ε)∂x + 1
2
σ2(x/ε)∂2x . (1.2)
We also require that σ is bounded away from zero and that the “centering condition”∫ 2π
0
b(v)/σ2(v)dv = 0 is satisfied.
One example to keep in mind is the when σ = 1 and
V (x/ε) = −
∫ x/ε
b(v)dv .
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The centering condition guarantees that
∫ 2π
0
b(v)dv = 0, so that V (x/ε) itself is 2πε
periodic. In this case, the diffusion Xε provides a simple model for diffusion in a one-
dimensional composite material, where the material is composed of cells of size 2πε and
the dynamics in each cell is governed by the potential V (x/ε).
It is a classical result that
Xε(t) ⇒ µB(t) , (1.3)
where B(t) is a Brownian motion on R, µ > 0 is a constant determined by b and σ, and
⇒ denotes convergence in distribution on the space of continuous functions [BLP78]. This
result is powerful when analysing parabolic PDEs of the following type
∂tuε(x, t) = Lεuε(x, t) + f (x, t) , (1.4)
with some forcing term f . We will assume uε(x, 0) = 0 as we are more interested in the
forcing term. Duhamel’s principle then states that
uε(x, t) =
∫ t
0
E[f (s,Xε(t− s))|Xε(0) = x] ds ,
where E averages over the paths Xε (but not any possible randomness in the forcing term).
If f is sufficiently regular, it follows from (1.3) that uε → u as ε→ 0, where u satisfies the
PDE
∂tu(x, t) = µ
2
∂2xu(x, t) + f (x, t) . (1.5)
Such results have been widely generalised in both the forcing terms considered and also the
structural assumptions placed on the generator Lε, see for example [Par99, Del04, HP08,
SRP09]. The article [SRP09] contains a brief but recent overview of the field. On the other
hand, one can find only very few results in the literature treating the case of stochastic
PDEs where both the noise term and the linear operator exhibit a multiscale structure, and
this is the main focus of this article. In some situations where the limiting noisy term is
sufficiently regular, the previously mentioned results have been extended to the stochastic
case, see for example [Ich04, WCD07, WD07]. The present article aims to provide a
preliminary understanding of the type of phenomena that can arise in the situation where
the limiting equation is driven by very rough noise, so that resonance effects can also play
an important role.
Over the last few decades, there has been much progress towards making sense of solu-
tions to stochastic PDEs, where the forcing term may be a highly irregular Gaussian signal
taking values in spaces of rather irregular distributions, see for example [DPZ92, Hai09] for
introductory texts on the subject. It is therefore natural to ask whether asymptotic results
for PDEs like (1.4) can be extended to the case where f is a random, distribution-valued
process. To give an idea of the type of results obtained in this article, let ξ be space-
time white noise, which is the distribution-valued Gaussian process formally satisfying
Eξ(s, x)ξ(t, y) = δ(s− t)δ(x− y). For fixed ε > 0, one can easily show that
∂tuε = Lεuε + ξ (1.6)
has a unique solution uε with almost surely continuous sample paths in L2[0, 2π]. By
analogy with the classical theory outlined above and since ξ does not show any explicit
ε-dependence, one might guess that uε has a limit u, satisfying
∂tu = µ∂
2
xu+ ξ . (1.7)
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It turns out that this is not the case. Instead, we will show that the true limit solves
∂tu = µ∂
2
xu+ ‖ρ‖ξ , (1.8)
where ‖ · ‖ denotes the L2[0, 2π] norm (normalised such that the corresponding scalar
product is given by 〈f, g〉 = 1
2π
∫ 2π
0
f (x)g(x) dx) and ρ is the invariant measure for the
process with generator L, normalised to satisfy 〈ρ, 1〉 = 1.
Remark 1.1. By Jensen’s inequality, one always has ‖ρ‖ ≥ 1, with equality if and only if
ρ is constant. As a consequence, (1.8) differs from (1.7) as soon as L is not in divergence
form. Furthermore, the effect of the noise is always enhanced by non-trivial choices of L,
which is a well-known fact in different contexts [PS08].
The crucial fact is of course the lack of regularity of ξ. Since the law of the process Xε
generated by Lε will vary with x/ε, its law will typically have large Fourier components at
wave numbers close to integer multiples of 1/ε. The difference between (1.8) and (1.7) can
then be understood, at least at an intuitive level, as coming from the resonances between
these Fourier modes and the corresponding Fourier modes of the driving noise. Such reso-
nances would be negligible for more regular noises, but turn out to lead to non-negligible
contributions in the case of space-time white noise.
The aim of this article is to investigate this phenomenon for SPDEs of the type (1.6),
but replacing ξ with a more general Gaussian forcing term. In particular, we treat noise that
exhibits spatial structure at the microscopic scale. We can always (formally) write such
signals as
ζ(x, x/ε, t) =
∑
k∈Z
qk(x, x/ε)W˙k(t) , (1.9)
where the Wk are i.i.d. complex-valued Brownian motions, save for the condition W−k =
W ⋆k ensuring that the overall signal is real-valued. Throughout this article, we will require
the additional assumption that the noise ζ is cell-translation invariant, in the sense that its
distribution is unchanged by translations by multiples of 2πε. This assumption reflects the
idea that the underlying material has the same structure in each cell. At the level of the
representation (1.9), this invariance is enforced by assuming that one has
qk(x, x/ε) = qk(x/ε)eikx , (1.10)
for each k ∈ Z, where {qk} is a collection of 2π-periodic functions.
To see that this leads to the claimed invariance property, notice that, for x, y satisfying
x− y = 2πεn, we have that∑
k∈Z
qk(y/ε)eikyW˙k(t) =
∑
k∈Z
qk(x/ε)eikxe2πikεnW˙k(t)
d
=
∑
k∈Z
qk(x/ε)eikxW˙k(t) .
Indeed, since Wk is a complex Brownian motion, rotating it by 2πkεn does not change
its distribution. Conversely, cell-translation invariance of the noise is equivalent to the
fact that its covariance operator Cε commutes with the translation operator Tε given by
Tεf (x) = f (x + 2πε). The spectrum of Tε consists of {eikε : k ∈ Z}, with correspond-
ing eigenspaces given by Vk = {q(x/ε)eikx}, where q is periodic with period 2π. As a
consequence, there is no loss of generality in assuming the representation (1.10).
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Thus, we restrict our attention to the following class of SPDEs, written in the notation
of [DPZ92]:
duε(x, t) = Lεuε(x, t)dt+
∑
k∈Z
qk(x/ε)eikxdWk(t) . (1.11)
Again, we will always assume that uε satisfies periodic boundary conditions on [0, 2π].
By linearity, we can and will restrict ourselves to the case of vanishing initial conditions.
We will always assume certain regularity conditions on b and σ, as well as a centering
condition, which is a standard requirement of homogenisation problems. This is detailed
in Assumption 2.2 below.
Remark 1.2. Unlike several recent studies [WCD07, WD07] we do not consider period-
ically perforated spatial domains. Instead, we assume that our domain [0, 2π] has been
split into cells of size 2πε and that diffusions behave identically in each cell. This is imple-
mented through the periodicity of b, σ and qk. Thus, all composite-type geometry comes
through the periodicity of the generator Lε and the infinite dimensional noise; the spatial
domain [0, 2π] does not depend on ε in any way. However, we do require that the domain
be partitioned in to cells of size 2πε. It is therefore natural to require that ε−1 ∈ N so that
[0, 2π] contains an integer number of cells.
We have already seen that taking qk = 1 results in the surprising limit (1.8). However,
if we chose qk = |k|−1 then the forcing term would be a continuous Gaussian process in
L2[0, 2π], and by classical results uε would converge to the unsurprising limit, as in (1.5).
We would like to classify those choices of qk that result in the surprising limit, and those
that result in the unsurprising limit.
Firstly, we will identify a large class of signals that result in the unsurprising limit. In
particular, these signals need not be continuous processes in L2[0, 2π]. To guarantee the
unsurprising limit, we need some control over the coefficients of the noise qk when k is
large, as well as a suitable regularity assumption. If we assume that the coefficients decay
algebraically as k → ∞, then we are able to show that solutions converge to the correct
limit and that this convergence occurs in L2(P ). In particular, the quantity ‖qk‖must decay
like |k|−α as k →∞, for some α ∈ (0, 1). The precise condition is detailed in Assumption
2.5. With these conditions in place, we will prove the following.
Theorem 1.3. Suppose the SPDE (1.11) satisfies Assumptions 2.2 and 2.5. Then the solu-
tions uε converge to the solutions of
du(x, t) = µ∂2xu(x, t)dt+
∑
k∈Z
〈qk, ρ〉eikxdWk(t) , (1.12)
in the sense that there exists CT > 0 and θ > 0 such that
E sup
t∈[0,T ]
|〈uε(t)− u(t), ϕ〉|2 ≤ CT εθ ,
for all ϕ ∈ Hs with large enough s.
Remark 1.4. Past results [Ich04, WCD07] rely on the noise being Hilbert-Schmidt in the
sense that ∑
k
‖qk‖2 <∞ .
It is important to note that this condition does not imply our condition on the ‖qk‖. Indeed,
one can easily exhibit a sufficiently sparse sequence ‖qk‖ that is square summable but
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which only converges logarithmically to zero. On the other hand, there are many situations
where the noise is not Hilbert-Schmidt, that do fall into our framework. With only the
Hilbert-Schmidt assumption, one can still prove via a tightness argument that the SPDE
(1.11) has a weak limit and apply homogenisation techniques, similar to those found in
[WCD07], to show that the limiting SPDE is indeed (1.12). However, we will not treat this
case as it is somewhat incongruous with the existing framework.
Remark 1.5. Although not immediately clear, this is indeed the unsurprising limit in the
sense of (1.5). To see this, pick qk(x/ε) = qˆk|k|−α. It is easy to see that, since 〈ρ, 1〉 = 1,
the noise in the limiting SPDE (1.12) is the same as the original noise, as was the case in
the classical result (1.5).
This result is reminiscent of previous results [WCD07, WD07], but stronger in the sense
that genuine mean-squared convergence is obtained. Moreover, the result comes with rates
of convergence. These are some of the perks enjoyed by a Fourier analytic framework,
which we employ in place of the tightness arguments usually found in homogenisation
problems. Of course, we still have weak convergence in a variational sense.
There are some important things to note concerning the limiting SPDE (1.12). Firstly, it
is a stochastic heat equation with additive noise, and that noise comes with the same spatial
regularity as the noise in the original SPDE. That is, the coefficients of Wk decay with the
same rate. Secondly, if we choose the noise to satisfy the centering condition 〈qk, ρ〉 = 0
for each k ∈ Z, then the solution uε will converge strongly to zero as ε → 0. In other
words, the presence of noise will have vanishingly small effect on the system (1.11) when
ε is small. It is natural to ask whether we can find the largest vanishing term as ε → 0.
To obtain this term, we scale up the solution uε by some cleverly chosen inverse factor
of ε and then seek a non-zero solution. For this procedure to work, we need to have very
precise control over the coefficients qk when k is large. Namely, we require that there exists
some α ∈ (0, 1) and a sufficiently regular function q¯ such that |k|αqk → q¯ in L2[0, 2π]
as |k| → ∞. One can check that these assumptions imply those made for the previous
theorem. The precise assumptions are detailed in Assumption 2.6. With these conditions,
we can prove the following.
Theorem 1.6. Suppose the SPDE (1.11) satisfies Assumptions 2.2 and 2.6 for some decay
exponent α ∈ (0, 1) and 〈qk, ρ〉 = 0 for all k ∈ Z. Then there exists a process uˆε equal
in law to uε but defined on a different probability space, such that the rescaled solutions
ε−αuˆε converge to the solutions of
dv(x, t) = µ∂2xv(x, t)dt+ ‖q¯ρ‖−α
∑
k
eikxdWˆk(t) (1.13)
in the sense that
lim
ε→0
E sup
t∈[0,T ]
|〈ε−αuˆε(t)− v(t), ϕ〉|2 = 0 ,
for all ϕ ∈ Hs with large enough s.
Here the convergence result is weak in both a variational and probabilistic sense. In
general, nothing stronger is possible. Although the result looks like convergence in mean-
squared, it is merely disguised convergence in law since we must define the limiting solu-
tion on a different probability space to the original SPDE. Such results are often obtained
artificially using the Skorokhod embedding theorem. In our case however, this is the natu-
ral way to write down the result. In particular, for fixed ε > 0, the dependencies of Wˆm can
be traced back to the original BMs. It is worth mentioning that the scaling factor required
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in order to find this term is in fact ε−α, which is precisely the amount of decay placed on
the coefficients qk. In the limiting SPDE (1.13), we use the notation
‖f‖−α =
(∑
k∈Z
|k|−2α|〈f, ek〉|2
)1/2
,
where ek(x) = eikx.
As before, there are several things to note about the SPDE (1.13). Firstly, it is again
a stochastic heat equation with additive noise, but now all contributions from the original
driving noise come from the very high modes, as indicated by the factor ‖q¯ρ‖−α. Thus, the
coefficients qk with low k have no bearing at all on the limit. In particular, if one wanted to
approximate the noise by cutting off the sum at a large value of k, they would be making
a drastic mistake! Moreover, this suggests that v arises due to constructive interference
occurring in the very high modes of the noise. The second observation to make is that no
matter what spatial regularity is possessed by the noise in the original SPDE, the limiting
SPDE is always driven by space-time white noise. As one might guess, the factor ε−α
essentially scales away the decay on the coefficients qk and hence destroys the regularity
of the driving noise.
The previous theorem may seem a bit off topic, as we are trying to determine how
choices of qk affect the limiting SPDE. However, the following theorem tells us that the
second order term found in Theorem 1.6 acts as the bridge between the surprising limit and
the unsurprising limit. In particular, we will show that the surprising limit occurs precisely
when this second order term becomes non-vanishing. We can see in (1.6) that space-time
white noise falls into the ‘α = 0 class’, in the context of the previous theorems, since
obviously qk = 1 does not decay. Since the second order term was shown to be O(εα),
one would expect this term to become O(1) and hence contribute to the limit in the space-
time white noise case. This suggests that the second order term is precisely the difference
between the surprising limit and the unsurprising limit. The following theorem proves this
to be the case not just for (1.6) but for all SPDEs driven by noise in the α = 0 class.
The only added requirement for noise to be in this class is that there exists q¯ ∈ H1
such that qk → q¯ as k → ∞ and that this convergence happens with fast enough rate. The
precise conditions are found in Assumption 2.7. We have that following result.
Theorem 1.7. Suppose the SPDE (1.11) satisfies Assumptions 2.2 and 2.7. Then there
exists uˆε equal in law to uε, but defined on a different probability space, such that uˆε
converges to the solutions of
duˆ(x, t) = µ∂2xuˆ(x, t)dt+
∑
k∈Z
(|〈qk, ρ〉|2 − |〈q¯, ρ〉|2 + ‖q¯ρ‖2)1/2eikxdWˆk(t) , (1.14)
in the sense that
lim
ε→0
E sup
t∈[0,T ]
|〈uˆε(t)− uˆ(t), ϕ〉|2 = 0 for all ϕ ∈ Hs
for large enough s.
As one might expect, this result is almost a combination of the two previous results,
only a few extra ingredients are needed to prove it. In the ‖ · ‖−α notation of Theorem 1.6,
we have that
−|〈q¯, ρ〉|2 + ‖q¯ρ‖2 = ‖q¯ρ‖20 ,
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which is precisely the contribution from the second order term (squared), so that (1.14)
really is a combination of the first order limit in (1.12) and the second order limit in (1.14).
Note that instead of the noise being comprised of the sum of the first order and second order
terms, we have the square-root of the sum of the squares. This is simply because we want
to write each term in the noise as a single Gaussian, rather than a sum of two independent
Gaussians. Just as in Theorem 1.6, the BMs Wˆm are, for fixed ε > 0 defined in terms of
the original BMs.
To prove these three convergence results, we develop several tools that are useful when
dealing with any SPDE whose underlying diffusion is driven by Lε. Firstly, we develop a
relationship between the interpolation spaces generated byLε and the usual Sobolev spaces.
This is useful in determining which function spaces contain our solutions (uniformly in ε)
and furthermore determining where convergence occurs. Secondly, we show that the effect
of the semigroup Sε generated by Lε on a certain class of functions is approximated well
by the heat semigroup. This is akin to the well-known fact that Lε ⇒ µ∂2x, as discussed
earlier.
The article is structured in the following way. In Section 2, we give a precise formula-
tion of the main SPDE and detail the structural assumptions. In Section 3 we develop some
tools necessary for the proof of the convergence theorems. In Section 4 we rigorously state
and prove all three convergence theorems.
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2 Formulation of the SPDE and some notation
Recall that L2[0, 2π] denotes the complex L2 space with its inner product normalised as
〈f, g〉 = 1
2π
∫ 2π
0
fg∗dx ,
and corresponding norm ‖ · ‖. We denote elements of the orthonormal Fourier basis by
ek(x) = eikx. We will also denote the usual L∞ norm by ‖ · ‖∞. We define C2b as the
subspace of L2[0, 2π] of bounded, continuous functions with two bounded, continuous
derivatives. We measure regularity through the Sobolev spaces Hs which we define as the
completion of L2[0, 2π] under the norm
‖ · ‖Hs = ‖(1− ∂2x)s/2 · ‖ ,
for any s ∈ R. We shall also make use of the following Sobolev-like semi-norm
‖f‖−s =
(∑
k∈Z
|k|−2s|〈f, ek〉|2
)1/2
, (2.1)
which can only be defined on f with 〈f, 1〉 = 0. One can therefore think of this semi-norm
as the norm ‖(−∂2x)−s ·‖ defined on the space of mean-zero functions. We denote by ‖·‖HS
the Hilbert-Schmidt norm on linear operators that map L2[0, 2π] into itself. As a shorthand
we will write
f ε(x) = f (x/ε) ,
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when we want to omit the function’s dependence on x. Finally, we will use the notation f .
g to imply that |f/g| can be bounded by some constant that is independent of parameters
involved in the expression. The precise independence will be clear from the context.
2.1 Formulation of the equation
Let b and σ be twice continuously differentiable 2π-periodic functions and define the dif-
ferential operator Lε as in (1.2) and likewise define the unscaled operator L as in (1.1).
Following [PSV77, BLP78], we require some conditions on the generator Lε for the ho-
mogenization problem to have a limit.
Assumption 2.2. Assume that b, σ ∈ C2b and that the centering condition∫ 2π
0
b(x)
σ2(x)dx = 0 , (2.2)
is satisfied. Furthermore, σ is uniformly elliptic, namely
0 < δ < σ(x) < δ′ <∞ , (2.3)
for some fixed δ and δ′.
Remark 2.3. One can check that the centering condition implies that∫ 2π
0
b(x)ρ(x)dx = 0 , (2.4)
where ρ is the solution to L∗ρ = 0 with periodic boundary conditions and satisfying
〈ρ, 1〉 = 1. We will call ρ the invariant density for L, despite the fact that it is not nor-
malised to be a probability measure. This centering condition serves the same purpose as
subtracting the mean when trying to obtain a central limit theorem.
Remark 2.4. The smoothness of b and σ, combined with the ellipticity condition, are
sufficient to guarantee that ρ ∈ C2b and similarly for all positive and negative powers of ρ.
Our main object of interest is the following SPDE, defined on finite temporal and spatial
domains
duε(x, t) = Lεuε(x, t)dt+
∑
k∈Z
qk(x/ε)ek(x)dWk(t) (x, t) ∈ [0, 2π]× (0, T ] (2.5)
uε(0, t) = uε(2π, t) t ∈ [0, T ] (2.6)
uε(x, 0) = 0 x ∈ [0, 2π] . (2.7)
Each qk(·) is a continuous 2π-periodic element of L2[0, 2π], taking values in R and we
require that q−k = qk for each k ∈ Z. As stated in Remark 1.2, the microscopic parameter
ε ∈ (0, 1) must satisfy ε−1 ∈ N. We define the sequence of Brownian motions {Wk}k∈Z
in the following way: W0 is a R-valued BM, where as {Wk}k≥1 are C-valued BMs, and
{Wk}k≥0 are pairwise independent; we then set W−k = W ⋆k , where (·)⋆ denotes complex
conjugation. Every bi-infinite sequence of Brownian motions considered in the sequel
will satisfy this conjugation property. As stated, we assume periodic boundary conditions
and take the initial condition to be identically zero. We choose this initial condition as
we are only interested in the evolution of the noise through the system. Determining the
evolution with a non-trivial initial condition is equivalent to adding the solution to the
noiseless problem, which has been well studied [BLP78, PSV77, PS08].
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For convenience we introduce the linear operator on L2[0, 2π] by
Qεek(x) = qk(x/ε)ek(x) , (2.8)
and one can then represent the noise in (2.5) as QεdW where dW denotes space-time
white noise. We shall now list the assumptions needed to prove Theorems 1.3, 1.6, 1.7
respectively. Firstly, we require the following condition to prove Theorem 1.3.
Assumption 2.5. There exists α ∈ (0, 1) such that
‖qk‖ . 1 ∧ |k|−α , (2.9)
for each k ∈ Z. Moreover, if α ∈ (0, 1/2] then we additionally require that
sup
k∈Z
‖q¯k‖H1 <∞ , (2.10)
where q¯k = qk/‖qk‖.
To prove Theorem 1.6, we need slightly different assumptions to those required for
Theorem 1.3. Namely, we need the following.
Assumption 2.6. There exists α ∈ (0, 1) and q¯ ∈ L2[0, 2π] such that
lim
k→±∞
‖|k|αqk − q¯‖ = 0 . (2.11)
Moreover, if α ∈ (0, 1/2] then we additionally require that
sup
k∈Z
‖q¯k‖H1 <∞ . (2.12)
Note that (2.11) guarantees that the bound
‖qk‖ . 1 ∧ |k|−α
holds for all k ∈ Z and therefore Assumption 2.6 implies Assumption 2.5. Unlike in
Theorem 1.3, having a rate of decay on qk does not suffice, we now need precise control
over how qk tends to zero as k →∞.
Recall that Theorem 1.7 deals with those SPDEs that converge to the so called wrong
limit. We claimed that this wrong limit occurred when the limit from Theorem 1.3 com-
bined with the limit from Theorem 1.6, by formally taking α = 0. Since Assumption
2.6 implies Assumption 2.5, our condition on the noise for Theorem 1.7 should look like
Assumption 2.6, with α = 0. Actually, we need a tiny bit more than this.
Assumption 2.7. We require that there exists q¯ ∈ H1 and η ∈ [0, 1) such that∑
k∈Z
(1 ∧ |k|−η)‖qk − q¯‖2H1 <∞ . (2.13)
At first glance this looks quite a bit stronger than Assumption 2.6 with α = 0. However,
Assumption 2.6 with α = 0 implies that ‖qk − q¯‖Hs → 0 for every s < 1, since the
convergence is true in L2[0, 2π] and the sequence {qk} is uniformly bounded in H1. And
since η can be arbitrarily close to 1, Assumption 2.6 almost implies Assumption 2.7, but
not quite. Note that the uniform boundedness condition on ‖qk‖H1 is not implicitly stated,
but it is implied by the listed assumptions. The parameter η will affect the strength of the
convergence result in Theorem 1.7, namely, larger η leads to weaker convergence.
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Remark 2.8. Another sufficient condition for Theorem 1.7 is that∑
k
‖qk − q¯‖2 <∞ , (2.14)
with q¯ ∈ H1. Actually, we could also replace the regularity condition in Assumption 2.5
with (2.14). However we consider the regularity assumption to be a more natural choice.
We define solutions to (2.5) using the mild formulation
uε(x, t) =
∫ t
0
Sε(t− s)QεdW (s) =
∑
k∈Z
∫ t
0
Sε(t− s)qk(x/ε)ek(x)dWk(s) , (2.15)
where Sε(t) is the semigroup generated by Lε. It is easy to check, using techniques intro-
duced in the next section, that for fixed ε > 0, the semigroup Sε(t) is a C0-semigroup. In
this case, one can check that weak and mild solutions coincide [Hai09, DPZ92], so the mild
solution is indeed the correct one to look at. We also have the following regularity result
Proposition 2.9. Suppose Assumptions 2.2, 2.5 or 2.2, 2.7 hold true. Then, for fixed ε ∈
(0, 1), the solution uε to (2.5) has almost surely continuous sample paths in L2[0, 2π].
Proof. Using standard results for linear SPDEs [Hai09, DPZ92] we need only check that
‖Sε(t)Qε‖HS <∞ ,
for every t ∈ (0, T ] and that there exists β ∈ (0, 1/2) such that∫ T
0
t−2β‖Sε(t)Qε‖2HSdt <∞ .
In Lemma 4.9 below, we show that Assumption 2.5 implies that
‖Sε(t)Qε‖HS . ε−4γ |t|−γ
(∑
k∈Z
(1 ∧ |k|−4γ)‖qk‖2H1
)1/2
,
for any γ ∈ (0, 1/2). In Lemma 4.16, we show that Assumption 2.7 implies a similar
estimate. The result follows immediately.
Remark 2.10. Note that although the decay assumption on ‖qk‖ was not needed to show
regularity of the solutions, it is necessary when proving convergence as ε → 0. It fur-
thermore allows us to fine tune our results so that we can find the optimal space in which
convergence occurs.
3 Preliminary Results
In this section we shall develop a few tools necessary for the proof of the main results.
In Section 3.1, we start with some standard results concerning the semigroups generated
by one dimensional Itoˆ diffusions. In Section 3.4, we develop a relationship between the
interpolation spaces of Lε and the Sobolev spaces. Finally, in Section 3.7, we go on to
approximate the effect of the adjoint semigroup S∗ε (t) on trigonometric polynomials.
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3.1 Properties of the diffusion
We recall some basic results concerning the semigroup Sε(t) generated by Lε. Firstly, we
have the following smoothing properties.
Lemma 3.2. For any t ∈ [0, T ] we have that
‖Sε(t)‖ ≤ CT . (3.1)
Moreover, for any γ ∈ [0, 1) we have that
‖(1− Lε)γSε(t)‖ . t−γ . (3.2)
Finally, the same results hold true with Sε(t) and Lε replaced with their adjoints S∗ε (t) and
L∗ε .
Proof. We shall only prove (3.2) since (3.1) follows as a special case. If Lε were self-
adjoint, then the result would follow easily from the spectral theorem [Hai09]. Lε is self-
adjoint if the domain of the operator is taken to be the weighted space L2(ρε) with norm
‖f‖ρε = ‖fρ1/2ε ‖ and corresponding inner product, where ρε is the invariant density for
Lε. The spectral theorem therefore implies that
‖(1− Lε)γSε(t)f‖ρε . t−γ‖f‖ρε .
Furthermore, one can easily show that ρε = ρ(x/ε) where ρ is the invariant density of L,
which we assumed in (2.3) to be bounded above and away from zero. We therefore have
that
‖(1− Lε)γSε(t)f‖ ≤ ‖ρ−1/2‖∞‖(1− Lε)γSε(t)f‖ρε
. t−γ‖ρ−1/2‖∞‖f‖ρε ≤ t−γ‖ρ−1/2‖∞‖ρ1/2‖∞‖f‖ . t−γ‖f‖ ,
which proves the results for Sε(t). The results for S∗ε (t) follow from the dual representation
‖S∗ε (t)f‖ = sup‖g‖=1 |〈f, Sε(t)g〉|.
We now recall some standard estimates on the adjoint of the semigroup S(t) generated
by L.
Lemma 3.3. Let S∗(t) denote the adjoint of S(t). For any t ∈ (0, T ], we have that
‖S∗(t)‖ ≤ CT , (3.3)
‖∂xS∗(t)‖ . |t|−1/2 . (3.4)
Moreover, there exists ω > 0 such that
‖S∗(t) (1− ρ(x)) ‖ . exp(−ωt) . (3.5)
Proof. The first result follows from Lemma 3.2 with ε = 1. The second result follows if
we can show that the interpolation spaces of (1 − L) are the same as the Sobolev spaces
interpolated by (1− ∂2x). Firstly, one can find a change of variables Q such that
QLQ−1 = V (x)∂x + ∂2x
where Q and its inverse are bounded from Hs into itself for any s and V is bounded. This
change of variables can be found in Lemma 3.5. Hence, the interpolation spaces of (1−L)
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are the same as the interpolation spaces of (−V (x)∂x +1− ∂2x). Furthermore, we have the
following fact: if L0 generates an analytic semigroup on B and has interpolation spaces B0γ ,
then B + L0 has the same interpolation spaces, whenever B is a bounded operator from
B0γ into B, for some γ ∈ [0, 1) by [Hai09]. It follows that B + L0 = (1 − QLQ−1) has
the same interpolation spaces as L0 = (1 − ∂2x), which proves the claim. The third result
follows using standard machinery from spectral theory, similar to those used in Lemma
3.2.
Since it will not affect any of our future estimates, we will assume from this point on
that ω = 1. Notice that the semigroup Sε(t) satisfies the following rescaling identity
Sε(t)f (x/ε) = (S(t/ε2)f )(x/ε) . (3.6)
One can therefore think of the semigroup as zooming in on the highly oscillatory parts,
evolving them (according to the diffusion generated by L) to very large times, and then
zooming back out. In particular, combining this identity with Lemma 3.3 gives
‖S∗ε (t) (1− ρ(x/ε))‖ . exp(−ωt/ε2) , (3.7)
which will prove useful in the sequel.
3.4 Interpolation Results
In order to prove convergence results in particular Sobolev spaces, we need to know the
smoothing properties of the semigroup Sε(t). Estimates from analytic semigroup theory
tell us which interpolation spaces of Lε the solutions will live in. We would therefore like
to obtain some embedding result between these interpolation spaces and the usual Sobolev
spaces. It would be futile to look for an embedding result uniformly in ε, the best we can
do is the following lemma, which, for a price, grants us the ability to switch back and forth
between interpolation spaces and Sobolev spaces.
Lemma 3.5. One has the following two inequalities
‖(1− ∂2x)γf‖ . ε−2γ‖(1− Lε)γf‖ (3.8)
‖(1− Lε)−γf‖ . ε−2γ‖(1− ∂2x)−γf‖ (3.9)
for any γ ∈ [0, 1] and any f for which the two norms are finite.
Proof. We start by proving the first inequality, the second will follow with a simple argu-
ment. To prove the first claim we apply the Calde´ron-Lions interpolation theorem [RS75]
to obtain a relationship between the interpolation spaces given by
‖ · ‖(0)X = ‖ · ‖ , ‖ · ‖(1)X = ‖(1− Lε) · ‖ ,
‖ · ‖(0)Y = ‖ · ‖ , ‖ · ‖(1)Y = ‖(1− ∂2x) · ‖ .
It guarantees that, for the identity operator I , one has
‖I‖L(X (γ),Y (γ)) ≤ ‖I‖1−γL(X (0),Y (0))‖I‖γL(X (1),Y (1)) , (3.10)
where X (γ) and Y (γ) are the interpolation spaces given by completing L2[0, 2π] with re-
spect to the norms ‖(1− Lε)γ · ‖ and ‖(1− ∂2x)γ · ‖ respectively.
It is clear that
‖I‖L(X (0),Y (0)) = 1 ,
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since this is just the norm of the identity operator in L2[0, 2π]. The first claim thus follows
if we can show that
‖I‖L(X (1),Y (1)) . ε−2 ,
which is equivalent to proving that
‖(1− ∂2x)(1− Lε)−1f‖ . ε−2‖f‖ . (3.11)
We will achieve this by simplifying the operator Lε through two transformations. Firstly,
for the generator L, one can easily find a change of variables z = φ(x) with inverse x =
ψ(z) such that
Lf (x) = (B(ψ(z))∂z + ∂2z) (f ◦ ψ)(z) , (3.12)
where B =
√
2 bσ − 1√2σ′ and φ solves the ordinary differential equation
φ′(x) = 1√
2
σ(φ(x)) , (3.13)
with boundary condition φ(0) = 0. Given this change of variables, it is easy to find the
corresponding change of variables for Lε, in fact, if we set z = εφ(x/ε) we have that
Lεf (x) =
(
1
ε
B(ψ(z/ε))∂z + ∂2z
)
(f ◦ ψε)(z) , (3.14)
where ψε(·) = εψ(·/ε). Secondly, we hope to make the operator self-adjoint. To do this,
we weight our space using the invariant measure of the underlying generator. Let g(y) be
the invariant density for the generator
(√
2B(y)
σ(y) ∂y + ∂
2
y
)
. One can show that
Lεf (x) = g(x/ε)−1/2(Aεu)(εφ(x/ε)) , (3.15)
where u = g(ψ(·/ε))1/2f ◦ ψε. The Schro¨dinger operator Aε is defined by
Aεu(z) = 1
ε2
W (ψ(z/ε))u(z)+ ∂2zu(z)
where W = g1/2
(√
2B
σ ∂y + ∂
2
y
)
g−1/2. We then have that
‖(1− ∂2x)(1− Lε)−1f (x)‖ ≤ ε−2‖(g−1/2)′′‖∞‖(1−Aε)−1u(εφ(x/ε))‖
+ ε−1‖(g−1/2)′‖∞‖∂x(1−Aε)−1u(εφ(x/ε))‖
+ ‖g−1/2‖∞‖∂2x(1−Aε)−1u(εφ(x/ε))‖ .
One can easily deduce the boundedness of g−1/2 and its derivatives from Assumption 2.2.
Moreover, we have that
‖∂x(1−Aε)−1u(εφ(x/ε))‖2 = ‖
((1−Aε)−1u)′(εφ(x/ε))φ′(x/ε)‖2
=
1
2π
∫ 2π
0
| ((1−Aε)−1u)′(εφ(x/ε))φ′(x/ε)|2dx
=
1
2π
∫ εφ(2π/ε)
0
|∂z(1−Aε)−1u(z)|2|φ′(ψ(z/ε))|dz
≤ ‖φ′‖∞‖∂z(1−Aε)−1u‖2φ ,
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where ‖ · ‖φ denotes the usual L2 norm but over the interval [0, εφ(2π/ε)] as in the integral
above. We can similarly show that
‖∂2x(1−Aε)−1u(εφ(x/ε))‖ ≤ ‖(φ′)3‖1/2∞ ‖∂2z (1−Aε)−1u‖φ
+ ε−1‖ (φ
′′)2
φ
‖1/2∞ ‖∂z(1−Aε)−1u‖φ .
We can deduce the boundedness of the above expressions involving φ using (3.13) and
Assumption 2.2. We therefore have the bound
‖(1− ∂2x)(1− Lε)−1f‖ . ε−2‖(1−Aε)−1u‖φ + ε−1‖∂z(1−Aε)−1u‖φ
+ ‖∂2z (1−Aε)−1u‖φ .
We now claim the following bounds to hold, as operator norms from L2φ → L2φ in the sense
of the norm defined above:
‖(1−Aε)−1‖φ ≤ 1 , (3.16)
‖∂2z (1−Aε)−1‖φ . ε−2 . (3.17)
Note that these bounds immediately imply ‖∂z(1 − Aε)−1‖φ . ε−1 which follows from
the Cauchy-Schwartz inequality. These three operator bounds are enough to prove (3.11),
since by changing back to the x variables, we have that
‖u‖φ = ‖g(x/ε)1/2f (x)(φ′(x/ε))1/2‖ ≤ ‖g‖1/2∞ ‖φ′‖1/2∞ ‖f‖ .
Hence we need only prove the claimed bounds. To prove (3.16), we utilise the identity
spec(1−Aε) = spec (1− Lε) ,
which follows from the fact that Aε and Lε are conjugated via a bounded operator with
bounded inverse. Since Lε generates a Markov semigroup, elements in its spectrum have
positive real part. Since (1−Aε) is self-adjoint in the Hilbert space generated by the norm
‖ · ‖φ with the corresponding inner product, it thus follows that
‖(1−Aε)−1‖φ ≤ 1
using the spectral theorem [Hai09]. By writing ∂2z in terms ofAε and W , we also have that
‖∂2z (1−Aε)−1‖φ ≤ 1 + ‖
(
1 +
1
ε2
W (ψ(·/ε))
)
(1−Aε)−1‖φ
. 1 + ε−2(1 + ‖W‖∞)‖(1−Aε)−1‖φ ,
which proves (3.17) and hence (3.8). To prove the second part of the lemma, just as in
(3.11) it is sufficient to show that
‖(1− Lε)−1(1− ∂2x)f‖ ≤ Cε−2‖f‖ .
But we can use the fact that the operator norm is preserved under taking the adjoint, so that
‖(1− Lε)−1(1− ∂2x)‖ = ‖(1− ∂2x)(1− L∗ε)−1‖ .
It is therefore sufficient to prove (3.11) with Lε replaced with its adjoint L∗ε . An easy
calculation shows that
L∗ε = L˜ε +
1
ε2
U (x/ε)
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where
L˜ε = 1
ε
b˜(x/ε)∂x + 1
2
σ2(x/ε)∂2x .
We can reduce L˜ε to a Schro¨dinger operator with potential Wˆ in the same way that we did
for Lε, and hence reduce L∗ε to a Schro¨dinger operator with potential Wˆ + U . The second
claim then follows similarly to the first.
Remark 3.6. We would like to briefly comment on the sharpness of the two estimates
obtained in Lemma 3.5. The second estimate (3.9) is sharp. In fact, in the case σ = 1,
upon rewriting the estimate in the adjoint setting, as done in the proof, it is clear that taking
f = ρ(x/ε) will prove sharpness. Unfortunately, this argument does not work for the first
estimate (3.8). This comes down to the unlucky fact that the zero eigenvector of Lε is
the constant function (and not ρ(x/ε)), which of course does not yield powers of ε when
integrated. In fact, we believe that estimate (3.8) is not sharp. However, improving the
estimate would not considerably improve the strength of results in the sequel, so we do not
attempt to do so.
3.7 Estimating the semigroup
A key ingredient in proving all three convergence results is an estimate on the low Fourier
modes of the mild solution to (2.5), that is
〈uε(t), em〉 =
∑
k
∫ t
0
〈Sε(t− s)qεkek, em〉dWk(s) ,
for |m| < ε−1, recalling the notation qεk(x) = qk(x/ε). This could be achieved by esti-
mating Sε(t − s)qεkek. However, this becomes troublesome when k is large. It is more
convenient to exploit the fact that
〈uε(t), em〉 =
∑
k
∫ t
0
〈qεkek, S∗ε (t− s)em〉dWk(s)
and estimate S∗ε (t− s)em, with m fixed. We will prove that
S∗(t)em(x) ≈ ρ(x/ε)em(x)e−µm
2t + fBLε (x, t) ,
uniformly in t ∈ [0, T ]. As before, ρ is the invariant density of the L and we define
the “boundary layer” fBLε as a term that corrects the approximation when t = O(ε2) and
converges rapidly to zero when t > ε2. Such results can be obtained in the setting of mar-
tingale problems [PSV77] however, as we would like to obtain a bit of control over rates of
convergence, we take the approach used in [BLP78, PS08].
Let us set fε(x, t) = S∗ε (t)em(x). We would then like to find an approximate solution
to the PDE
∂tfε(x, t) = L∗εfε(x, t) , fε(x, 0) = em(x) , (3.18)
where the adjoint generator L∗ε has periodic boundary conditions on [0, 2π]. The standard
approach to problems of this kind is to rewrite (3.18) in the new variables x˜ = x and
y˜ = x/ε and separate the macroscopic dynamics from the microscopic dynamics. One can
then obtain an approximate solution by introducing a power series expansion
fε(x˜, y˜, t) = f0(x˜, y˜, t) + εf1(x˜, y˜, t) + ε2f2(x˜, y˜, t) + . . .
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into the PDE (3.18) and solving for f0, f1, f2 by matching powers of ε. Under this proce-
dure, one obtains
f0(x, x/ε, t) = ρ(x/ε)em(x)e−µm
2t ,
f1(x, x/ε, t) = Φ1(x/ε)∂xem(x)e−µm
2t ,
f2(x, x/ε, t) = Φ2(x/ε)∂2xem(x)e−µm
2t ,
where Φ1,Φ2 ∈ C2b . This approach encounters a small problem in that the approximation
breaks down when t = O(ε2). The problem is averted by introducing a temporal boundary
layer term, also known as a corrector, which we define as
fBLε (x, t) = (S∗ε (t) (1− ρ(x/ε))) em(x) .
One can see that the boundary layer term corrects the discrepancy in the initial condition of
the approximation S∗ε (t)em(x) ≈ ρ(x/ε)em(x)e−µm
2t
, indeed, the boundary layer term’s
sole purpose is to correct the approximation for small times t. We therefore define the
remainder term rε by setting
fε(x, t) = f0(x˜, y˜, t) + εf1(x˜, y˜, t) + ε2f2(x˜, y˜, t) + fBLε (x, t) + rε(x, t) (3.19)
Note that our definition of the remainder depends explicitly on the wavenumber m, how-
ever, for convenience we omit this from the notation. Using the method described above,
one can write down the following convenient expression for the remainder.
Lemma 3.8. If ε|m| < 1 and rε is the remainder defined in (3.19) then we can write
rε(x, t) = S∗ε (t)rε(x, 0) + ε
∫ t
0
S∗ε (t− s)F1(x, x/ε, s) ds (3.20)
+ ε2
∫ t
0
S∗ε (t− s)F2(x, x/ε, s)ds+
∫ t
0
S∗ε (t− s)(∂s − L∗ε)fBLε (x, s) ds ,
where the functions F1 and F2 satisfy the bounds
‖F1(t)‖ . (1 ∨ |m|3)e−µm
2t and ‖F2(t)‖ . (1 ∨ |m|4)e−µm
2t , (3.21)
where µ > 0 is a constant determined by L.
Proof. The method of proof is described above. One can find similar calculations in
[BLP78, PS08].
Each term in (3.20) can be bounded without too much trouble, except for the boundary
layer term, which we shall treat separately.
Lemma 3.9. If ε|m| < 1, then for any t ∈ [0, T ], we have that
‖fBLε (t)‖ . exp(−t/ε2) . (3.22)
Furthermore, for any s ∈ [0, t] we have that
‖S∗ε (t− s)(L∗ε − ∂s)fBLε (x, s)‖ .
m
ε
exp(−s/ε2) . (3.23)
In both cases, the proprtionality constants are independent of m, provided that ε|m| ≤ 1.
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Proof. For the sake of brevity, throughout this proof and the next we will simply write m
instead of 1 ∨ |m|. We also introduce the shorthand
ρˆt/ε2 (x/ε) := (S∗(t/ε2) (1− ρ))(x/ε) = (S∗ε (t) (1− ρε))(x)
where the last identity follows from the rescaling property (3.6), recalling that ρε(x) =
ρ(x/ε). We then have that
‖fBLε (t)‖ = ‖ρˆεt/ε2em‖ = ‖ρˆεt/ε2‖ . exp(−t/ε2) ,
which follows from (3.7). For the second result, notice that
(L∗ε − ∂s)fBLε (x, s) =−
1
ε
b(x/ε)ρˆ s
ε2
(x/ε)∂xem(x) + ∂x
(
σ2(x/ε)ρˆ s
ε2
(x/ε)
)
∂xem(x)
+
1
2
σ2(x/ε)ρˆ s
ε2
(x/ε)∂2xem(x) .
Therefore, the quantity
‖Sε(t− s)(L∗ε − ∂s)fBLε (x, s)‖ . ‖(L∗ε − ∂s)fBLε (x, s)‖
is bounded by
m
ε
‖bρˆs/ε2‖+
m
ε2
‖∂x
(
σ2ρˆs/ε2
) ‖+m2‖σ2ρˆs/ε2‖ . (3.24)
We furthermore have the bound
‖∂x
(
σ2ρˆs/ε2
) ‖ . ‖∂xσ2‖∞‖ρˆs/ε2‖+ ‖σ2‖∞‖∂xρˆs/ε2‖
.
(‖∂xσ2‖∞ + ‖σ2‖∞) exp(−s/ε2) ,
where we have used the bound
‖∂xρˆs/ε2‖ . exp(−s/ε2) . (3.25)
which we will prove shortly. Therefore, we can bound (3.24) by
m
ε
‖b‖∞ exp(−s/ε2) + m
ε
(‖∂xσ2‖∞ + ‖σ2‖∞) exp(−s/ε2) +m2‖σ2‖∞ exp(−s/ε2)
.
m
ε
exp(−s/ε2) .
Here we have used Assumption 2.2 to obtain the required bounds on b and σ and also the
assumption ε|m| < 1. This proves the bounds stated in the lemma. To prove the claimed
bound (3.25), first assume s > ε2, then
‖∂xρˆs/ε2‖ = ‖∂xS∗(1)S∗(s/ε2 − 1)(1− ρ)‖
. ‖∂xS∗(1)‖‖S∗(s/ε2 − 1)(1− ρ)‖ . exp(−s/ε2) ,
where we have used Lemma 3.3. If s ≤ ε2 then
‖∂xρˆs/ε2‖ = ‖∂x(L∗)−1S∗(s/ε2)L∗(1− ρ)‖
. ‖∂x(L∗)−1‖‖L∗1‖ <∞ .
The boundedness of ‖∂x(L∗)−1‖ follows from the proof of Lemma 3.3, where we showed
that L and ∂2x share the same interpolation spaces. We can therefore bound ‖∂xρˆs/ε2‖
uniformly for s ∈ [0, ε2], which, together with the bound for s > ε2, implies (3.25).
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Note that rε contains extra terms f1 and f2 that are only in place to facilitate the proof
of Lemma 3.8. We therefore define the following new remainder for the approximation that
we actually use
S∗ε (t)em(x) = ρ(x/ε)em(x)e−µm
2t + fBLε (x, t) +Rε(x, t) .
We now obtain the estimates on Rε.
Lemma 3.10. If ε|m| < 1 then we have the estimates
sup
t∈[0,T ]
‖Rε(t)‖ . ε(1 ∨ |m|) and
∫ T
0
‖Rε(t)‖H1dt . (1 ∨ |m|) . (3.26)
We also have that
sup
t∈[0,T ]
‖∂tRε(t)‖ . 1 ∨ |m|
2
ε2
. (3.27)
Proof. We will first prove the bound for ‖Rε(t)‖. From the definition of the remainder Rε,
we have that
Rε(t) = rε(t) + εf1(t) + ε2f2(t) ,
where f1(t) = imΦ1(x/ε)em(x)e−µm2t and f2(t) = −m2Φ2(x/ε)em(x)e−µm2t. As a
consequence, we obtain
‖Rε(t)‖ . ‖rε(t)‖+ ε‖f1(t)‖+ ε2‖f2(t)‖ . ‖rε(t)‖+ εm .
From Lemma 3.8 we have that
‖rε(t)‖ . ‖S∗ε (t)rε(0)‖+ ε
∫ t
0
‖S∗ε (t− r)F1(r)‖dr
+ ε2
∫ t
0
‖S∗ε (t− r)F2(r)‖dr +
∫ t
0
‖S∗ε (t− r)(∂r − L∗ε)fBLε (r)‖dr .
Each of the above terms shall now be bounded separately. Using the uniform boundedness
of the semigroup, we have that
‖S∗ε (t)rε(0)‖ . ‖rε(0)‖ . εm ,
which follows from (3.19). If we use the bound on ‖F1‖ given in Lemma 3.8 we have that
ε
∫ t
0
‖S∗ε (t− r)F1(r)‖dr . ε
∫ t
0
‖F1(r)‖dr
. ε
∫ t
0
m3 exp(−µm2r)dr . εm .
Similarly, we have that
ε2
∫ t
0
‖S∗ε (t− r)F2(r)‖dr . ε2m2 . εm .
Finally, from Lemma 3.9 we have that∫ t
0
‖S∗ε (t− r)(∂r − L∗ε)fBLε (r)‖dr .
∫ t
0
m
ε
e−r/ε
2
dr . εm .
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Putting all this together, we have that
‖Rε(t)‖ . εm ,
whenever ε|m| < 1. We now seek the bound on ‖Rε(t)‖H1 . We have that
‖Rε(t)‖H1 . ‖rε(t)‖H1 + ε‖f1(t)‖H1 + ε2‖f2(t)‖H1
. ‖(1− ∂2x)1/2(1− Lε)−1/2‖‖(1− Lε)1/2rε(t)‖+m+ εm2
. ε−1‖(1− Lε)1/2rε(t)‖+m .
Here we have used Lemma 3.5 to switch between the the Lε and ∂2x interpolation spaces.
We have from Lemma 3.8 that
‖(1− Lε)1/2rε(t)‖ . ‖S∗ε (t)(1− Lε)1/2rε(0)‖+ ε
∫ t
0
‖S∗ε (t− r)(1− Lε)1/2F1(r)‖dr
+ ε2
∫ t
0
‖S∗ε (t− r)(1− Lε)1/2F2(r)‖dr
+
∫ t
0
‖S∗ε (t− r)(1− Lε)1/2(∂r − L∗ε)fBLε (r)‖dr .
From Lemma 3.3, we have that
‖S∗ε (t)(1− Lε)1/2‖ . |t|−1/2 ,
for any t ∈ (0, T ]. Therefore, we have that
‖S∗ε (t)(1− Lε)1/2rε(0)‖ . |t|−1/2‖rε(0)‖ . εm|t|−1/2 .
Furthermore, we have that
ε
∫ t
0
‖S∗ε (t− r)(1− Lε)1/2F1(r)‖dr . ε
∫ t
0
|t− r|−1/2‖F1(r)‖dr
. ε
∫ t
0
m3|t− r|−1/2 exp(−µm2r)dr
. εm
(
|t|−1/2 +m2 exp(−µm2t)
)
.
Here we have bounded the above integral by splitting the range of integration in half. Sim-
ilarly, we have that
ε2
∫ t
0
‖S∗ε (t− r)(1− Lε)1/2F2(r)‖dr . εm
(
|t|−1/2 +m2 exp(−µm2t)
)
.
Finally, from Lemma 3.9 we have that∫ t
0
‖S∗ε (t− r)(1− Lε)1/2(∂r − L∗ε)fBLε (r)‖dr
.
m
ε
∫ t
0
|t− r|−1/2 exp(−r/ε2)dr
. εm
(
|t|−1/2 + exp(−t/ε
2)
ε2
)
.
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Putting this all together, along with the fact that ε|m| < 1, we have the bound
‖Rε(t)‖H1 . m
(
1 + |t|−γ/2 +m2 exp(−µm2t) + exp(−t/ε
2)
ε2
)
,
and the requested bound on
∫ T
0
‖Rε(t)‖H1dt follows. For the final estimate, we use the
definition
Rε(t) = S∗ε (t)em(x)− ρ(x/ε)em(x)e−µm
2t − ρˆt/ε2 (x/ε)em(x) .
We then have
sup
t∈[0,T ]
‖∂tRε(t)‖ . sup
t∈[0,T ]
‖∂tS∗ε (t)em‖+m2‖ρ‖+ sup
t∈[0,T ]
‖∂tρˆ‖
ε2
. sup
t∈[0,T ]
‖∂tS∗ε (t)em‖+
m2
ε2
,
since the boundedness of supt∈[0,T ] ‖∂tρˆ‖ and ‖ρ‖ are guaranteed by the smoothness of b
and σ. Due to the uniform boundedness of the semigroup Sε(t), we also have that
sup
t∈[0,T ]
‖∂tS∗ε (t)em‖ = sup
t∈[0,T ]
‖S∗ε (t)L∗εem‖ . ‖L∗εem‖ .
m2
ε2
,
where the last inequality follows from the smoothness assumptions placed on b and σ. This
proves the result.
4 Convergence results
In this section, we shall state the precise formulation of the main results and then provide
their proofs in full detail. The first convergence result is as follows.
Theorem 4.1. Suppose uε satisfies (2.5) and the conditions given in Assumptions 2.2, 2.5
hold true. Suppose furthermore that u solves the stochastic heat equation
du(x, t) = µ∂2xu(x, t)dt+
∑
k
〈qk, ρ〉ek(x)dWk(t) , (4.1)
with u(x, 0) = 0. Let sα = 0 ∨ 32 (1− 2α), then for any s > sα there exists θ0(s) > 0 such
that
E sup
t∈[0,T ]
‖uε(t)− u(t)‖2H−s . εθ , (4.2)
for any θ < θ0(s).
Remark 4.2. For the interested reader, the rate of decay θ0 given by our proof is
θ0(s) = 2α ∧ 4
3
(s− sα) .
As stated in the introduction, the next theorem deals with the second order term of the
solution uε, obtained by subtracting the first order term (or in our case, setting 〈qk, ρ〉 = 0)
and scaling the noise up by some inverse factor of ε. We have the following result.
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Theorem 4.3. Suppose uε satisfies (2.5) with 〈qk, ρ〉 = 0 for all k ∈ Z and the conditions
given in Assumptions 2.2, 2.6 hold true for a given α ∈ (0, 1).
Then, there exists a probability space with a sequence of Wiener processes {Wˆk} and
processes {uˆε} that are equal in law to {uε}, such that
lim
ε→0
E sup
t∈[0,T ]
‖ε−αuˆε(t)− v(t)‖2H−s = 0 , (4.3)
where v is the solution to
dv(x, t) = µ∂2xv(x, t)dt+ ‖q¯ρ‖−α
∑
k
ek(x)dWˆk(t) , (4.4)
with v(x, 0) = 0. The convergence (4.3) holds for any s > 3
2
(α ∨ (1− α)).
The two preceding theorems always require some decay on the coefficients qk, in par-
ticular the results do no treat SPDEs driven by space-time white noise, where qk = 1 for
each k ∈ Z. We know that in the space-time white noise case, the solution converges to the
so-called wrong limit. The following result generalises this phenomena to a broad class of
driving noise processes.
Theorem 4.4. Suppose uε satisfies (2.5) and that the conditions given in Assumption 2.2,
2.7 hold true. Then, there exists a probability space with a sequence of Wiener processes
{Wˆk} and processes {uˆε} that are equal in law to {uε}, such that
lim
ε→0
E sup
t∈[0,T ]
‖uˆε(t)− uˆ(t)‖2H−s = 0 , (4.5)
where uˆ satisfies the stochastic heat equation
duˆ(x, t) = µ∂2xuˆ(x, t)dt+
∑
k
(|〈qk, ρ〉|2 − |〈q¯, ρ〉|2 + ‖q¯ρ‖2)1/2ek(x)dWˆk(t) , (4.6)
with uˆ(x, 0) = 0. The convergence (4.5) holds for any s > sη, where
sη =
{
1, if η ∈ [0, 1/2] ,
3
2
(2− η)−1, if η ∈ [1/2, 1) .
(Here, η is the constant appearing in Assumption 2.7.)
Remark 4.5. If one assumes that the driving noise does not depend on ε, as is the case for
space-time white noise, then the assumptions can be loosened. In particular, one can easily
modify the proof of Theorem 4.1 to show the following. Suppose uε satisfies (2.5) with qk
constants and that u satisfies (4.1), then
lim
ε→0
E sup
t∈[0,T ]
‖uε(t)− u(t)‖2H−s = 0 ,
for s large enough. Hence, we can still prove the limit, but at the expense of the rate of
convergence. A similar result holds for 4.4, in the case of constant qk, in that we can
weaken the assumption to just qk → q¯, and still prove the limit (4.5).
One might ask what happens if we approximate the noise by a smoother infinite dimen-
sional Gaussian process, say Wε, which, for nonzero ε falls into the class of the classical
(unsurprising) case, but as ε tends to zero, approaches something as irregular as space-time
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white noise, for instance. To this end, let ϕ be a smooth test function on R with compact
support and ϕ(0) = 1. We define the smoothened version of (2.5) by
duε(t) = Lεuε(t)dt+
∑
k
ϕ(εk)qk(x/ε)ekdWk(t) .
This smoothening procedure consists in taking the convolution of the noise with a scaled
version of the function ϕ˜, where ϕ˜ is the inverse Fourier transform of ϕ. The following
corollary illustrates the transition between the classical case and the unsurprising case.
Corollary 4.6. Suppose uε satisfies the smoothened version of (2.5), as defined above and
that Assumptions 2.2, 2.7 hold true. Suppose furthermore that
duˆ(t) = µ∂2xuˆ(t)dt+
∑
k
(|〈qk, ρ〉|2 − |〈q¯, ρ〉|2 + ‖(q¯ρ) ⋆ ϕ˜‖2)1/2 ekdWˆk(t) (4.7)
Then uε → uˆ in precisely the same sense as claimed in Theorem 4.4.
Remark 4.7. If we take ϕ˜ = 1, then we recover Theorem 4.1. If on the other hand, we take
ϕ = 1 (so that ϕ˜ = δ), then we recover Theorem 4.4, so that we can view this corollary as
an interpolation between the two theorems.
The proof of Corollary 4.6 is given on page 39 below. Before proving these results, we
need a few specialised lemmas. The first technical lemma that we require will essentially
provide us with a bound on the norm of the multiplication operator from H−s to H−s,
where the multiplier function is highly oscillatory.
Lemma 4.8. For any f ∈ H1 we have that
‖(1− ∂2x)−s/2f ε(1− ∂2x)s/2‖L2→L2 . ε−s‖f‖H1 , (4.8)
where f ε(x) = f (x/ε) denotes the corresponding multiplication operator.
Proof. We will equivalently prove that
‖f εu‖H−s . ε−s‖u‖H−s‖f‖H1 ,
this is done once more using Calde´ron-Lions interpolation theorem [RS75]. For s = 0, the
claim holds simply because
‖f εu‖ . ‖f‖L∞‖u‖ . ‖f‖H1‖u‖ ,
which follows from a standard Sobolev embedding. For s = 1 we also have the simple
result for negative Sobolev norms
‖f εu‖H−1 ≤ ‖f ε‖H1‖u‖H−1 .
1
ε
‖f‖H1‖u‖H−1 .
The Calde´ron-Lions theorem then implies that the multiplication operator has norm
‖f ε‖H−s→H−s . (‖f‖H1)1−s(
1
ε
‖f‖H1)s = ε−s‖f‖H1 ,
which proves the lemma.
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In the next lemma, we obtain a control on the variance of the Gaussian process uε in the
space of continuous functions taking values in L2[0, 2π]. This will be useful in deciding
which Sobolev spaces contain the solutions uniformly in ε and hence determining where
convergence occurs.
Lemma 4.9. Suppose uε satisfies (2.5) and the conditions given in Assumptions 2.2, 2.5
hold true. If α ∈ (1/2, 1) then we have that
E sup
t∈[0,T ]
‖uε(t)‖2 ≤ CT . (4.9)
Otherwise, if α ∈ (0, 1/2] we have that
E sup
t∈[0,T ]
‖uε(t)‖2 . ε4α−2−δ , (4.10)
for any δ ∈ (0, 2).
Proof. We utilise the fact that the semigroup Sε(t) is a contraction semigroup when the
domain is taken to be L2(ρε) with the corresponding norm and inner product, as intro-
duced in Lemma 3.2. This follows from the fact that the generator Lε is self-adjoint in
this weighted space combined with the fact that the generator has non-positive spectrum.
One can therefore apply standard martingale-type inequalities for stochastic convolutions
[DPZ92] to obtain
E sup
t∈[0,T ]
‖uε(t)‖2ρε = E sup
t∈[0,T ]
∥∥∥∫ t
0
Sε(t− s)QεdW (s)
∥∥∥2
ρε
.
∫ T
0
‖Sε(t)Qε‖2HS,ρεdt ,
where ‖·‖HS,ρε denotes the Hilbert-Schmidt norm for operators mappingL2(ρε) into itself.
We have already seen in Lemma 3.2 that the norms ‖ · ‖ and ‖ · ‖ρε are equivalent with their
ratios bounded uniformly in ε ∈ (0, 1). One can easily show that the same is true for the
Hilbert-Schmidt norms ‖ · ‖HS and ‖ · ‖HS,ρε . Hence we have that
E sup
t∈[0,T ]
‖uε(t)‖2 .
∫ T
0
‖Sε(t)Qε‖2HSdt . (4.11)
Since α ∈ (1/2, 1) implies that the noise is Hilbert-Schimdt, the result (4.9) follows imme-
diately from (4.11). Now suppose α ∈ (0, 1/2], then
‖Sε(t)Qε‖2HS =
∑
k∈Z
‖Sε(t)qεkek‖2
.
∑
k∈Z
(1 ∧ |k|−2α)‖Sε(t)q¯εkek‖2 ,
where q¯k = qk/‖qk‖ and q¯εk = q¯k(·/ε). However, we can trade the smoothness of the q¯k to
obtain a little more decay as k gets large. In particular, we can write
‖Sε(t)q¯εkek‖2 = (1 + k2)−ν‖Sε(t)q¯εk(1− ∂2x)ν/2ek‖2 ,
and using estimates from Lemmas 3.5 and 4.8 we have that
‖Sε(t)q¯εk(1− ∂2x)ν/2ek‖2 ≤ ‖Sε(t)(1− Lε)ν/2‖2‖(1− Lε)−ν/2(1− ∂2x)ν/2‖2
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× ‖(1− ∂2x)−ν/2q¯εk(1− ∂2x)ν/2ek‖2
. (t−ν)(ε−2ν)(ε−2ν‖q¯k‖2H1 ) .
Therefore, we have that
‖Sε(t)Qε‖HS . ε−2νt−ν/2
(∑
k∈Z
(1 ∧ |k|−2α−2ν)‖q¯k‖2H1
)1/2
,
for any ν ∈ [0, 1). If we set ν = 1/2 − α + δ then, given the uniform boundedness of
‖q¯k‖H1 , the sum over k ∈ Z is clearly convergent and upon substitution into (4.11), the
result (4.10) follows.
The following lemma is simply a restatement of the Kolmogorov continuity criterion
[RY99].
Lemma 4.10. Suppose {φ(t)}t∈[0,T ] is a complex valued stochastic process, such that for
every q > 2 there exists Kq satisfying
(E|φ(t)|q)1/q ≤ Kq
(
E|φ(t)|2)1/2 ,
(E|φ(t)− φ(s)|q)1/q ≤ Kq
(
E|φ(t)− φ(s)|2)1/2 ,
for any s, t ∈ [0, T ]. Suppose furthermore that there exists δ > 0, K0 > 0 such that
E|φ(t) − φ(s)|2 ≤ K0|t− s|δ ,
for any s, t ∈ [0, T ], where the constant K0 depends only on the sequence Kq . Then for
any p > 0 there exists C > 0 such that
E sup
t∈[0,T ]
|φ(t)|p ≤ C(K0 + E|φ(0)|2)p/2 .
The next and final result is needed in order to trade some regularity of a pair of functions
for some extra decay on the Fourier modes of products of those functions.
Lemma 4.11. Suppose f, g ∈ H1 taking values in R, then for any ν ∈ [0, 1] and each
k ∈ Z, we have that
|〈fek, g〉|2 . (1 ∧ |k|−2ν) (‖f‖‖g‖)2−2ν (‖f‖H1‖g‖H1)2ν . (4.12)
Proof. We have that
|〈fek, g〉|2 = |〈fek, g〉|2−2ν |〈fg, e−k〉|2ν
= (1 + k2)−ν |〈fek, g〉|2−2ν |〈(1− ∂2x)1/2(fg), e−k〉|2ν
. (1 ∧ |k|−2ν)‖fek‖2−2ν‖g‖2−2ν‖fg‖2νH1
. (1 ∧ |k|−2ν)‖f‖2−2ν‖g‖2−2ν‖f‖2νH1‖g‖2νH1 .
In the last inequality we have used the fact thatH1 is a Banach algebra [AF03]. This proves
the lemma.
We now have all the necessary machinery to prove our first theorem.
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Proof of Theorem 4.1. To start off, we take the object we wish to bound and split it into
two parts. Using the identity
‖ · ‖2H−s =
∑
m∈Z
|〈·, em〉|2(1 +m2)−s ,
We obtain
E sup
t∈[0,T ]
‖uε(t)− u(t)‖2H−s .
∑
|m|<ε−β
E sup
t∈[0,T ]
|〈uε(t)− u(t), em〉|2(1 +m2)−s
+E sup
t∈[0,T ]
∑
|m|≥ε−β
|〈uε(t)− u(t), em〉|2(1 +m2)−s
for any β ∈ (0, 1). The idea of the proof is to use standard homogenisation techniques for
the low modes (|m| < ε−β), while using rather soft a priori bounds for the high modes
(|m| ≥ ε−β). We then choose β in the right way to balance the two contributions. We shall
bound the low modes first. Here, we use the fact that
〈uε(t), em〉 =
∑
k
∫ t
0
〈qεkek, S∗ε (t− s)em〉 dWk(s) ,
and then approximate the semigroup as follows
S∗ε (t− s)em =ρ(x/ε)em(x)e−µm
2(t−s) + ρˆ(t−s)/ε2 (x/ε)em(x) +Rε(x, t− s) ,
so that
〈uε(t), em〉 =
∑
k
〈qεkek, ρεem〉
∫ t
0
e−µm
2(t−s)dWk(s)
+
∑
k
∫ t
0
〈qεkek, ρˆε(t−s)/ε2em〉dWk(s)
+
∑
k
∫ t
0
〈qεkek, Rε(x, t− s)〉dWk(s) ,
where ρε(x) = ρ(x/ε) and similarly for all other instances of the superscript ε. We can
simplify the terms above using the fact that, for fixed |m| < ε−β ≪ ε−1 and varying
k ∈ Z the expression 〈qεkek, ρεem〉 is zero, unless k = m + l/ε for some l ∈ Z. We can
see this, for example, by performing a Fourier expansion on both qk and ρ. Moreover,∑
k∈Z
〈qεkek, ρεem〉Fk =
∑
l∈Z
〈qm+l/εel, ρ〉Fm+l/ε ,
for any sequence {Fk}k∈Z. Therefore,∑
k
〈qεkek, ρεem〉
∫ t
0
e−µm
2(t−s)dWk(s)
= 〈qm, ρ〉
∫ t
0
e−µm
2(t−s)dWm(s) +
∑
l 6=0
〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s) .
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Similarly, we can write
∑
k
∫ t
0
〈qεkek, ρˆε(t−s)/ε2em〉dWk(s)
=
∑
l
∫ t
0
〈qm+l/εel, ρˆ(t−s)/ε2 〉dWm+l/ε(s) .
It is easy to see that 〈u(t), em〉 = 〈qm, ρ〉
∫ t
0
e−µm
2(t−s)dWm(s) and we can therefore write
〈uε(t)− u(t), em〉 =
∑
l 6=0
〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s)
+
∑
l
∫ t
0
〈qm+l/εel, ρˆ(t−s)/ε2 〉dWm+l/ε(s)
+
∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dWk(s) .
We then bound separately each of the three sums in this expression. In order to streamline
the presentation, we state these bounds as separate lemmas, the proof of which is given
below.
Lemma 4.12. For ε|m| < 1/2, one has the bound
E sup
t∈[0,T ]
∣∣∣∣∣∣
∑
l 6=0
〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s)
∣∣∣∣∣∣
2
.
ε2α
1 ∨m2 , (4.13a)
for any α > 0.
Lemma 4.13. For ε|m| < 1/2, one has the bound
E sup
t∈[0,T ]
∣∣∣∣∣∑
l∈Z
∫ t
0
〈qm+l/εel, ρˆ(t−s)/ε2 〉dWm+l/ε(s)
∣∣∣∣∣
2
. ε2−2δ , (4.13b)
for any sufficiently small δ > 0.
Lemma 4.14. For ε|m| < 1/2, the bound
E sup
t∈[0,T ]
∣∣∣∣∣∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dWk(s)
∣∣∣∣∣
2
.
ε4α + ε2
ε7δ
(1 ∨m2+δ) , (4.13c)
holds for any sufficiently small δ > 0 and for any α > 0
We now use these bounds to prove the claim made in the statement of the theorem in
the case α ∈ (0, 1/2], and the case α ∈ (1/2, 1) will follow similarly. Inserting the bounds
above into ∑
|m|<ε−β
E sup
t∈[0,T ]
|〈uε(t)− u(t), em〉|2(1 +m2)−s
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. ε2α
∑
|m|<ε−β
(1 +m2)−s
1 ∨m2 + ε
2−2δ ∑
|m|<ε−β
(1 +m2)−s
+ ε4α−7δ
∑
|m|<ε−β
(1 ∨m2+δ)(1 +m2)−s
. ε2α + ε2−β−2δ + ε4α−(3−2s)β−(2β+7)δ , (4.14)
for any s > 0. For the high modes on the other hand, we have the straightforward bound
E sup
t∈[0,T ]
∑
|m|≥ε−β
|〈uε(t)− u(t), em〉|2(1 +m2)−s (4.15)
. ε2βs
(
E sup
t∈[0,T ]
‖uε(t)‖2 + E sup
t∈[0,T ]
‖u(t)‖2
)
. ε2βs+4α−2−δ
′
,
where we have used Lemma 4.9 combined with the fact that
E sup
t∈[0,T ]
‖u(t)‖2 . 1 ,
which is easily verified. Since δ and δ′ can be chosen arbitrarily small and since β ∈ (0, 1),
both the low modes and high modes will be bounded by a multiple of εθ , where θ < θ0 and
θ0 = min {2α, 1 + 2α− β, 4α− (3− 2s)β, 2βs+ 4α− 2} .
Since α > 0 and β ∈ (0, 1) we will find θ0 > 0 provided that 4α − (3 − 2s)β > 0 and
2βs+ 4α− 2 > 0 are both satisfied. That is, the result (4.2) will hold for s > 0 if we can
find β ∈ (0, 1) such that
1− 2α
s
< β <
4α
3− 2s . (4.16)
A simple diagram verifies that, for fixed α ∈ (0, 1/2] we can always find such a β provided
s > sα where
sα = 0 ∨ 3
2
(1− 2α) ,
as in the statement of the theorem. Moreover, one can also show that the optimal value of
θ is given by
θ0(s, α) = 2α ∧
(
4α− 2 + 4s
3
)
= 2α ∧
(
4
3
(s− sα)
)
.
which only takes positive values when s > sα.
The case α ∈ (1/2, 1) is actually slightly easier, and we obtain the same bounds on the
low and high modes as in (4.14) and (4.15), but with α replaced by 1/2 and δ′ = 0. Hence,
the result (4.2) will hold for s > 0 if we can find β ∈ (0, 1) such that
0 < β <
2
3− 2s . (4.17)
One can always find such a β, provided s > 0 is small enough. Moreover, one can also
show that the optimal value of θ is given in this case by
θ0(s) = 1 ∧ 4
3
s .
This proves the claims made in the statement of the theorem.
CONVERGENCE RESULTS 28
It thus remain to show that the bounds (4.13) hold.
Proof of Lemma 4.12. Starting with (4.13a), we have that
E sup
t∈[0,T ]
∣∣∣∣∣∣
∑
l 6=0
〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s)
∣∣∣∣∣∣
2
=
∑
l 6=0
|〈qm+l/εel, ρ〉|2
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
e−µm
2(t−s)dB(s)
∣∣∣∣2
.
∑
l 6=0
|〈qm+l/εel, ρ〉|2
1 ∨m2 .
If α ∈ (1/2, 1) then∑
l 6=0
|〈qm+l/εel, ρ〉|2 .
∑
l 6=0
‖qm+l/ε‖2‖ρ‖2∞ .
∑
l 6=0
1 ∧ |m+ l/ε|−2α .
Assume for now that m ≥ 0, the case m < 0 will follow similarly. Recalling that ε|m| <
1/2 by assumption, we can bound the above by
ε2α
∑
l 6=0
|εm+ l|−2α . ε2α
∑
l≥1
|l|−2α +
∑
l≥1
|l − 1/2|−2α
 . ε2α .
Now suppose α ∈ (0, 1/2]. Using Lemma 4.11 with ν = 1, we have the following bound∑
l 6=0
〈qm+l/εel, ρ〉2 .
∑
l 6=0
(1 ∧ |l|−2)‖qm+l/ε‖2‖q¯m+l/ε‖2H1‖ρ‖2H1
.
∑
l 6=0
|l|−2‖qm+l/ε‖2 .
The boundedness of ‖ρ‖H1 is guaranteed by Assumption 2.2 and the uniform boundedness
of ‖q¯k‖H1 is guaranteed by Assumption 2.5. Moreover, we have that∑
l 6=0
|l|−2‖qm+l/ε‖2 .
∑
l 6=0
|l|−2|m+ l/ε|−2α .
We will now show that this sum decays like ε2α. Since ε|m| < 1/2 it follows that |εm +
l|−2α ≤ |l − 1/2|−2α for |l| ≥ 1. Therefore∑
l 6=0
|l|−2|m+ l/ε|−2α = ε2α
∑
l 6=0
|l|−2|εm+ l|−2α . ε2α
∑
l 6=0
|l|−2 .
This proves (4.13a).
Proof of Lemma 4.13. For both (4.13b) and (4.13c) we are trying to bound objects of the
form
φ(t) =
∑
k
∫ t
0
fk(t− r)dwk(r) ,
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where the wk are independent Brownian motions and each fk takes values in C. Since φ(t)
is a Gaussian process, we may apply Lemma 4.10. Thus, if we can show that
E|φ(t) − φ(s)|2 ≤ Kδ(ε)|t− s|δ ,
then it follows that
E sup
t∈[0,T ]
|φ(t)|2 . Kδ(ε) .
In general, we have that
E|φ(t) − φ(s)|2 = E
∣∣∣∣∣∑
k
∫ t
s
fk(t− r)dwk(r) +
∫ s
0
(fk(t− r) − fk(s− r))dwk(r)
∣∣∣∣∣
2
.
∑
k
∫ t
s
|fk(t− r)|2dr +
∑
k
∫ s
0
|fk(t− r) − fk(s− r)|2dr .
Note that the Brownian motionswk are not truly independent due to the requirementWk =
W ∗−k. However, one can easily check that the above bound still holds. We then have that∑
k
∫ t
s
|fk(t− r)|2dr =
∑
l
∫ t
s
|〈qm+l/εel, ρˆ(t−r)/ε2〉|2dr . (4.18)
If α ∈ (1/2, 1) then we can bound the above by∑
l
‖qm+l/ε‖2
∫ t
s
‖ρˆ(t−r)/ε2‖2dr . (4.19)
From Lemma 3.3 we have that
‖ρˆr/ε2‖ = ‖S∗(r/ε2)(1− ρ)‖ . exp(−r/ε2) . (4.20)
Moreover, since the sum over l is finite when α ∈ (1/2, 1) we can apply Ho¨lder’s inequality
to (4.19) to obtain
∑
l
‖qm+l/ε‖2
∫ t
s
‖ρˆ(t−r)/ε2‖2dr . |t− s|δ
(∫ t
s
(exp(−r/ε2))2/(1−δ)dr
)1−δ
. ε2−2δ|t− s|δ . (4.21)
Now suppose α ∈ (0, 1/2]. Using Lemma 4.11 with ν = 1 we can bound (4.18) by∑
l
(1 ∧ |l|−2)‖qm+l/ε‖2H1
∫ t
s
‖ρˆ(t−r)/ε2‖2H1dr (4.22)
Since ‖q¯k‖H1 is bounded uniformly in k, the sum over l is finite. Furthermore, from
Lemma 3.3 we see that
‖ρˆr/ε2‖H1 =
∥∥∥(1− ∂2x)1/2S∗(1)S∗(r/ε2 − 1)(1− ρ)∥∥∥ . exp(−r/ε2) . (4.23)
Therefore, with an application of Ho¨lder’s inequality, we can bound (4.22) by
|t− s|δ
(∫ t
s
‖ρˆ(t−r)/ε2‖2/(1−δ)H1 dr
)1−δ
. |t− s|δε2−2δ .
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We also have that∑
k
∫ s
0
|fk(t−r)−fk(s−r)|2dr =
∑
l
∫ s
0
|〈qm+l/εel, ρˆ(t−r)/ε2−ρˆ(s−r)/ε2〉|2dr . (4.24)
If α ∈ (1/2, 1) then, as in the estimation of (4.18) we can bound the above by∫ s
0
‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖2dr .
|t− s|δ
ε2δ
(
sup
t∈[0,T ]
‖∂tρˆt‖
)δ
×
∫ s
0
‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖2−δdr
. |t− s|δε−2δ
∫ T
0
‖ρˆr/ε2‖2−δdr . ε2−2δ|t− s|δ .
Here we have used the fact that
‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖δ ≤ |t− s|δ sup
t∈[0,T ]
‖∂tρˆt/ε2‖δ .
|t− s|δ
ε2δ
sup
t∈[0,T ]
‖∂tρˆt‖δ ,
and that ‖∂tρˆt(x)‖ is bounded uniformly in time, which follows from the smoothness of b
and σ. Now suppose α ∈ (0, 1/2]. Using Lemma 4.11 with ν = 3/4 and arguments similar
to those used in the estimation of (4.18) we can bound (4.24) by∫ s
0
‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖1/2‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖3/2H1 dr
.
|t− s|δ
ε2δ
(
sup
t∈[0,T ]
‖∂tρˆt‖
)δ
×
∫ s
0
‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖1/2−δ‖ρˆ(t−r)/ε2 − ρˆ(s−r)/ε2‖3/2H1 dr
. ε2−2δ|t− s|δ .
To bound the integral term, we have used estimates (4.20) and (4.23). Putting this all
together, we have that Kδ(ε) = ε2−2δ , which proves estimate (4.13b).
Proof of Lemma 4.14. We use the same strategy as in the proof of Lemma 4.13. We see
that, ∑
k
∫ t
s
|fk(t− r)|2dr =
∑
k
∫ t
s
|〈qεkek, Rε(t− r)〉|2dr . (4.25)
If α ∈ (1/2, 1) then we can bound the above by(∑
k
‖qk‖2
)∫ t
s
‖Rε(t− r)‖2dr . ε2m2|t− s| .
Here we have used the finiteness of the sum over k as well as Lemma 3.10 to bound the
remainder term uniformly in time. Suppose that α ∈ (0, 1/2]. Using the Lemma 4.11, we
can bound (4.25) by
∑
k
(1 ∧ |k|−2ν)‖qk‖2‖q¯εk‖2νH1
∫ t
s
‖Rε(t− r)‖2−2ν‖Rε(t− r)‖2νH1dr
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.
∑
k
(1 ∧ |k|−2ν )‖qk‖
2
ε2ν
|t− s|δ
(∫ t
s
‖Rε(t− r)‖
2−2ν
1−δ ‖Rε(t− r)‖
2ν
1−δ
H1 dr
)1−δ
,
for any ν ∈ [0, 1]. Here we have used the fact that ‖q¯εk‖H1 ≤ ε−1‖q¯k‖H1 . ε−1 and then
applied Ho¨lder’s inequality to the integral. Choose ν ∈ (0, 1/2) such that α+ ν > 1/2, to
guarantee that the above sum is bounded. Using the estimates on the remainder Rε given
in Lemma 3.10 we have that∫ t
s
‖Rε(t− r)‖(2−2ν)/(1−δ)‖Rε(t− r)‖2ν/(1−δ)H1 dr
. (εm)(2−2ν)/(1−δ)
∫ T
0
‖Rε(r)‖2ν/(1−δ)dr .
For any ν ∈ [0, 1/2), we can choose δ small enough that 2ν/(1 − δ) < 1 and hence, by
Jensen’s inequality∫ T
0
‖Rε(r)‖2ν/(1−δ)dr ≤
(∫ T
0
‖Rε(r)‖dr
)2ν/(1−δ)
. m2ν/(1−δ) ,
which follows from Lemma 3.10. Therefore, we can bound (4.25) by
ε−2ν |t− s|δε2−2νm2 . ε2−4νm2|t− s|δ .
We then substitute ν = 1/2 − α + δ and ensure δ is small enough so that all the above
conditions on ν are satisfied.
We also have that∑
k
∫ s
0
|fk(t− r)− fk(s− r)|2dr =
∑
k
∫ s
0
|〈qεkek, Rε(t− r)−Rε(s− r)〉|2dr . (4.26)
If α ∈ (1/2, 1) then, as in the previous step we can bound the above by a multiple of∫ s
0
‖Rε(t− r)−Rε(s− r)‖2dr
. |t− s|δ sup
t∈[0,T ]
‖∂tRε(t)‖δ
∫ s
0
‖Rε(t− r) −Rε(s− r)‖2−δdr .
Using the estimates on Rε given in Lemma 3.10, we can bound this by a constant multiple
of
ε2−3δm2+δ|t− s|δ .
If α ∈ (0, 1/2] on the other hand, we can bound (4.26) by∑
k
(1 ∧ |k|−2ν)‖qk‖2ε−2ν
×
∫ s
0
‖Rε(t− r) −Rε(s− r)‖2−2ν‖Rε(t− r)−Rε(s− r)‖2νH1 dr .
As before, we choose ν ∈ (0, 1/2) such that α + ν > 1/2, this guarantees the above sum
is bounded. Moreover, we can bound the above integral by
|t−s|δ sup
t∈[0,T ]
‖∂tRε(t)‖δ
∫ s
0
‖Rε(t−r)−Rε(s−r)‖2−2ν−δ‖Rε(t−r)−Rε(s−r)‖2νH1dr .
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Using the estimates on Rε given in Lemma 3.10, we can bound this by a constant multiple
of
ε2−2ν−3δm2−2ν+δ|t− s|δ
∫ T
0
‖Rε(r)‖2νdr .
And, by Jensen’s inequality, since 2ν < 1, we can bound the above by
ε2−2ν−3δm2−2ν+δ|t− s|δ
(∫ T
0
‖Rε(r)‖dr
)2ν
. ε2−2ν−3δm2+δ|t− s|δ .
We then substitute ν = 1/2−α+δ and ensure δ is small enough so that the above condition
on ν are satisfied. Hence, we have that
Kδ(ε) = ε2−4ν−3δm2+δ = ε4α−7δm2+δ ,
which proves estimate (4.13c).
We now concentrate on the second convergence theorem, where we assume that the
noise satisfies 〈qk, ρ〉 = 0 for all k ∈ Z. Before proving the theorem, we give a formal
argument to describe how the proof works. It is clear from the proof of the previous theorem
that we can formally write
〈uε(t), em〉 =
∑
l 6=0
〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s) +O(εθ)
for some θ > 0, provided m is not too large. The previous theorem tells us that the first
term above will decay with ε to zero. However, with Assumption 2.6 in place, we have
precise control over how this term tends to zero. In fact, we have that
〈ε−αuε(t), em〉 =
∑
l 6=0
ε−α〈qm+l/εel, ρ〉
∫ t
0
e−µm
2(t−s)dWm+l/ε(s) +O(εθ−α)
=
∑
l 6=0
ε−α(m+ l/ε)−α〈(m+ l/ε)αqm+l/εel, ρ〉
×
∫ t
0
e−µm
2(t−s)dWm+l/ε(s) +O(εθ−α) ,
and all the terms in the sum are no longer decaying with ε. Now, since a convergent sum
of complex OU processes is a complex OU process, we can find a Brownian motion Wˆm
such that the above is equal in distribution to
Λε,m
∫ t
0
e−µm
2(t−s)dWˆm(s) +O(εθ−α)
where we denote
Λε,m =
∑
l 6=0
ε−2α|m+ l/ε|−2α|〈(m+ l/ε)αqm+l/εel, ρ〉|2
1/2 .
If we can justify taking the limit inside the above sum then it is clear that
lim
ε→0
Λε,m =
∑
l 6=0
|l|−2α|〈q¯ρ, e−l〉|2
1/2 = ‖q¯ρ‖−α ,
CONVERGENCE RESULTS 33
recalling that |k|αqk → q¯ in L2[0, 2π]. If we can also adjust our estimates on the remainder
to ensure that θ > α, so that εθ−α does indeed decay, then formally we have shown that
〈uε(t), em〉 is equal in distribution to a process that converges to
‖q¯ρ‖−α
∫ t
0
e−µm
2(t−s)dWˆm(s) ,
which is the m-th Fourier mode of the solution to the limiting SPDE (4.4). Of course, there
are several caveats with this argument. Most importantly, the Brownian motions Wˆm are
defined in such a way that their distribution changes as ε tends to zero and consequently,
the limit above does not make sense. The correct way to proceed is actually backwards.
That is, we fix a sequence of Brownian motions Wˆm that are used to construct the limiting
SPDE (4.4). We then construct a sequence of processes uˆε equal in law to uε defined in
such a way that when we perform the above calculations, the resulting OU process (driven
by Wˆm) does not depend on ε. This is made rigorous below.
Remark 4.15. It is clear from the preceding argument that no stronger type of convergence
is possible in the context of Theorem 4.3. In particular, we see that the limiting term in
〈ε−αuε, em〉 is an OU process determined by {Wm+l/ε} for each l ∈ Z. Hence, even
when ε is near zero, the contributing BMs are always changing; we will never be able to
pin down the limiting process to a fixed location of our probability space so convergence
in probability is not possible.
Proof of Theorem 4.3. The process uˆε will be defined using two sequences of BMs, namely
{Wˆm}m∈Z and {Bεk}k∈Z, that live on a different probability space. Given a sequence
{Wˆm}m∈Z of i.i.d. complex-valued Wiener processes (modulo the reality condition Wˆm =
Wˆ ⋆−m, we construct a sequence {Bεk}k∈Z of i.i.d. complex-valued Wiener processes (again
modulo the corresponding reality condition) such that (Wˆ ,Bε) are jointly Gaussian with
the covariance structure given by
EWˆm(t)Bεk(s) =
{
λlε,m
Λε,m
(t ∧ s) if k = m+ l/ε for some l ∈ Z,
0 otherwise,
where λlε,m = ε−α〈qm+l/εel, ρ〉. Such a construction is possible due to the fact that
Λ2ε,m =
∑
l |λlε,m|2 by definition. In the new probability space, one should view the se-
quence {Bεk} as playing the role of the sequence {Wk} in the old space. We can now
define uˆε by its Fourier coefficients. For |m| < ε−β set
〈uˆε(t), em〉 = εαΛε,m
∫ t
0
e−µm
2(t−s)dWˆm(s) +
∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dBεk(s)
+
∑
k
∫ t
0
〈qεkek, ρˆε(t−s)/ε2〉dBεk(s) .
For |m| ≥ ε−β on the other hand, we simply set
〈uˆε(t), em〉 = 〈wε(t), em〉 ,
where wε solves the SPDE (2.5) with {Wk} replaced by {Bεk}. One can verify that uε
law
=
uˆε by checking that
E〈uε(t), em〉〈uε(s), en〉 = E〈uˆε(t), em〉〈uˆε(s), en〉
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for all choices of t, s ∈ [0, T ] and n,m ∈ Z. We define v(t) as the mild solution to SPDE
(4.4). In particular, we have that
〈v(t), em〉 = ‖q¯ρ‖−α
∫ t
0
e−µm
2(t−s)dWˆm(s) ,
for each m ∈ Z.
We shall now prove that ε−αuˆε → v in the required sense. Firstly, we split the problem
into high and low modes
E sup
t∈[0,T ]
‖ε−αuˆε(t)− v(t)‖2H−s
.
∑
|m|<ε−β
E sup
t∈[0,T ]
|〈ε−αuˆε(t)− v(t), em〉|2(1 +m2)−s
+ E sup
t∈[0,T ]
∑
|m|≥ε−β
|〈ε−αuˆε(t)− v(t), em〉|2(1 +m2)−s .
We can bound the low modes in the following way
E sup
t∈[0,T ]
|〈ε−αuˆε(t)− v(t), em〉|2
. E sup
t∈[0,T ]
∣∣∣∣(Λε,m − ‖q¯ρ‖−α) ∫ t
0
eµm
2(t−s)dWˆm(s)
∣∣∣∣2
+ E sup
t∈[0,T ]
∣∣∣∣∣ε−α∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dBεk(s)
∣∣∣∣∣
2
+ E sup
t∈[0,T ]
∣∣∣∣∣ε−α∑
l
∫ t
0
〈qm+l/εel, ρˆ(t−s)/ε2 〉dBεk(s)
∣∣∣∣∣
2
.
However, it is clear that
E sup
t∈[0,T ]
∣∣∣∣(Λε,m − ‖q¯ρ‖−α) ∫ t
0
e−µm
2(t−s)dWˆm(s)
∣∣∣∣2 . |Λε,m − ‖q¯ρ‖−α|2(1 ∧m−2) .
And from Theorem 4.1 we have that the two estimates
E sup
t∈[0,T ]
∣∣∣∣∣∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dBεk(s)
∣∣∣∣∣
2
. (ε4α ∨ ε2)ε−7δm2+δ
E sup
t∈[0,T ]
∣∣∣∣∣∑
l
∫ t
0
〈qm+l/εel, ρˆ(t−s)/ε2 〉dBεm+l/ε(s)
∣∣∣∣∣
2
. ε2−δ
hold for sufficiently small δ > 0. Using these estimates, when |m| < ε−β , we have that∑
|m|<ε−β
E sup
t∈[0,T ]
|〈ε−αuˆε(t)− v(t), em〉|2(1 +m2)−s
.
∑
|m|<ε−β
|Λε,m − ‖q¯ρ‖−α|2(1 ∧m−(2+2s)) (4.27)
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+ ε2−2α−δ
∑
|m|<ε−β
(1 ∧m−2s) + (ε2α ∨ ε2−2α)ε−7δ
∑
|m|<ε−β
(1 ∧m2−2s+δ) .
Firstly, we would like to show that the first sum in the expression above tends to zero as
ε → 0, by taking the limit inside the sum over m. Now, since ‖qk‖ . 1 ∧ |k|−α for each
k ∈ Z, we have that
Λ2ε,m = ε
−2α∑
l 6=0
|〈qm+l/ερ, e−l〉|2 .
∑
l 6=0
|εm+ l|−2α〈q¯m+l/ερ, e−l〉2
.
∑
l 6=0
|εm+ l|−2α|l|−2ν‖q¯m+l/ε‖2νH1 ,
where the last inequality follows from Lemma 4.11 and the smoothness of ρ. If α ∈
(1/2, 1), then set ν = 0, if α ∈ (0, 1/2], then set ν = 1. In either case, the above sum is
bounded uniformly in ε and m, as long as |m| < ε−1/2. For |m| < ε−β , we therefore have
that
lim
ε→0
ε−2α
∑
l 6=0
〈qm+l/ερ, e−l〉2 =
∑
l 6=0
lim
ε→0
ε−2α〈qm+l/ερ, e−l〉2
=
∑
l 6=0
lim
ε→0
ε−2α|m+ l/ε|−2α〈|m+ l/ε|αqm+l/ερ, e−l〉2
=
∑
l 6=0
|l|−2α〈q¯ρ, e−l〉2 = ‖q¯ρ‖2−α .
For the first sum in (4.27), it is now clear that if s > 0 then∑
|m|<ε−β
(Λε,m − ‖q¯ρ‖−α)2(1 ∧m−(2+2s)) .
∑
m
(1 ∧m−(2+2s)) ,
and is therefore bounded uniformly in ε. Hence, we have that
lim
ε→0
∑
|m|<ε−β
(Λε,m − ‖q¯ρ‖−α)2(1 ∧m−(2+2s))
=
∑
|m|<ε−β
lim
ε→0
(Λε,m − ‖q¯ρ‖−α)2(1 ∧m−(2+2s)) = 0 .
For the second sum in (4.27), we have that
ε2−2α−δ
∑
|m|<ε−β
(1 ∧m−2s) . ε2−2α−δ(1 ∨ ε−(1−2s)β) .
For the third sum in (4.27), we have that
(ε2α ∨ ε2−2α)ε−7δ
∑
|m|<ε−β
(1 ∧m2−2s+δ)
. (ε2α ∨ ε2−2α)ε−7δ(1 ∨ ε−(3−2s+δ)β)
. (ε2α ∨ ε2−2α)ε−(3−2s+δ)β−7δ ,
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provided s > 0. For the high modes, we have that
E sup
t∈[0,T ]
∑
|m|≥ε−β
|〈ε−αuˆε(t)− v(t), em〉|2(1 +m2)−s
. E sup
t∈[0,T ]
∑
m∈Z
|〈uˆε(t), em〉|2ε2βs−2α + E sup
t∈[0,T ]
∑
m∈Z
|〈v(t), em〉|2ε2βs
. ε2βs−2αE sup
t∈[0,T ]
‖uˆε(t)‖2 + ε2βsE sup
t∈[0,T ]
‖v(t)‖2
. ε2βs−2α(1 ∨ ε4α−2−δ) + ε2βs .
Here we have used Lemma 4.9 as well as the clear fact that
E sup
t∈[0,T ]
‖v(t)‖2 . 1 .
If α ∈ (1/2, 1), then for both the low and high modes to converge to zero for some s > 0,
we need to find β ∈ (0, 1) such that
α
s
< β <
2− 2α
3− 2s .
A simple diagram confirms that we can always find such a β provided s > 3
2
α. If α ∈
(0, 1/2], then for both the low and high modes to converge to zero for some s > 0, we need
to find β ∈ (0, 1) such that
1− α
s
< β <
2α
3− 2s .
A simple diagram confirms that we can always find such a β, provided s > 3
2
(1− α). This
concludes the proof of the theorem.
Before proving Theorem 4.4, we need a new a priori bound on the solution uε, given
that we are working with new assumptions on the noise.
Lemma 4.16. Suppose uε satisfies (2.5) and the conditions given in Assumptions 2.2, 2.7
hold true, then we have that
E sup
t∈[0,T ]
‖uε(t)‖2 . ε−2−δ , (4.28)
for arbitrarily small δ > 0.
Proof. From Lemma 4.9 we know that
E sup
t∈[0,T ]
‖uε(t)‖2 .
∫ T
0
‖Sε(t)Qε‖2HS dt .
We can bound the Hilbert-Schmidt norm using Assumption 2.7. We have that
‖Sε(t)Qε‖2HS =
∑
k
‖Sε(t)qεkek‖2 .
∑
k
‖Sε(t)(qεk − q¯ε)ek‖2 +
∑
k
‖Sε(t)q¯εek‖2 .
But the first term can be bounded∑
k
‖Sε(t)(qεk − q¯ε)ek‖2 . ε−4ν |t|−ν
∑
k
|k|−2ν‖qk − q¯‖2H1 ,
CONVERGENCE RESULTS 37
for any ν ∈ [0, 1) using the same argument found in Lemma 4.9. By assumption, the sum
over k is finite if we set 2ν = η. For the second term, we similarly know that∑
k
‖Sε(t)q¯εek‖2 . ε−4γ |t|−γ‖q¯‖H1
∑
k
|k|−2γ ,
for any γ ∈ (0, 1). If we set γ = 1/2 + δ/4, for arbitrarily small δ > 0, then the sum over
k will converge. Since 2η < 2, the ε−4γ term will be the dominant one. It follows that∫ T
0
‖Sε(t)Qε‖HSdt . ε−4γ = ε−2−δ .
This proves the lemma.
Proof of Theorem 4.4. As in the proof of Theorem 4.3, we construct sequences {Wˆm} and
{Bεk} of Brownian motions with correlations
EWˆm(t)Bεk(s) =
{
λlε,m
Λε,m
(t ∧ s), if k = m+ l/ε for some l ∈ Z ,
0, otherwise ,
(4.29)
where λlε,m = 〈qm+l/εel, ρ〉 and, as before, Λε,m =
(∑
l∈Z |λlε,m|2
)1/2
. We then define
uˆε through its Fourier modes as follows For |m| ≤ ε−β , we set
〈uˆε(t), em〉 = Λε,m
∫ t
0
e−µm
2(t−s)dWˆm(s) ,
while for |m| > ε−β , we set
〈uˆε(t), em〉 = 〈wε(t), em〉 ,
where wε solves (2.5) with Wk replaced with Bεk for each k ∈ Z. This is identical to the
construction given in the proof of Theorem 4.3, with the sole difference being that now
λ0ε,m 6= 0, in general. The proof proceeds identically to the previous theorem. We only
need a few more ingredients to ensure that this proof will work just like the last. First, we
need that
Λε,m − (|〈qm, ρ〉|2 − |〈q¯, ρ〉|2 + ‖q¯ρ‖2)1/2
converges to zero as ε → 0. But this is true by construction of the series Λε,m, using the
same arguments as previously employed to pass the limit inside the sum. Secondly, we
need some bound on the remainder terms of the low modes. We cannot use the previous
bounds (4.13b) and (4.13c), since we are effectively using α = 0. However, just as in
Lemma 4.16 we can use Assumption 2.7 instead. We claim the following bounds to be true
and prove them in the sequel. For |m| ≤ ε−β , we have that
E sup
t∈[0,T ]
∣∣∣∣∣∑
k
∫ t
0
〈qεkek, ρˆε(t−s)/ε2em〉dBεk(s)
∣∣∣∣∣
2
. ε2−η−2δ|m|η , (4.30)
E sup
t∈[0,T ]
∣∣∣∣∣∑
k
∫ t
0
〈qεkek, Rε(t− s)〉dBεk(s)
∣∣∣∣∣
2
. ε2−2η−3δ|m|2+δ , (4.31)
for arbitrarily small δ > 0. From Lemma 4.16 we have that
E sup
t∈[0,T ]
‖uˆε(t)‖2 . ε−2−δ .
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Moreover, one can easily show that
E sup
t∈[0,T ]
‖uˆ(t)‖2 ≤ CT .
We can then apply the exact arguments used in Theorem 4.3 to show that both high and low
modes will converge to zero as ε→ 0 if we can choose β ∈ (0, 1) in such a way that
1
s
< β <
2− 2η
3− 2s .
It is easy to show that one can always find such a β provided s > sη, where
sη = 1 ∨ 3
2(2− η) .
This proves (4.5). We now prove the claimed bounds. For (4.30) and (4.31) we apply
the Kolmogorov criterion from Lemma 4.10 just as we did to bound (4.13b) and (4.13c)
respectively. This involves proving four estimates (two for each claim). For the first claim,
we wish to find Kε(δ) such that
E
∣∣∣∣∣∑
k
∫ t
s
〈qεkek, ρˆε(t−r)/ε2em〉dBεk(r)
∣∣∣∣∣
2
≤ Kε(δ)|t− s|δ , (4.32)
and
E
∣∣∣∣∣∑
k
∫ t
0
〈qεkek, (ρˆε(t−r)/ε2 − ρˆε(t−s)/ε2 )em〉dBεk(r)
∣∣∣∣∣
2
≤ Kε(δ)|t− s|δ , (4.33)
for some δ ∈ (0, 1). Clearly, we can bound the left hand side of (4.32) by a constant
multiple of∑
k
∫ t
s
|〈(qεk − q¯ε)ek, ρˆε(t−r)/ε2em〉|2dr +
∑
k
∫ t
s
|〈q¯εek, ρˆε(t−r)/ε2em〉|2dr .
Applying Lemma 4.11 (with 2ν = η) to the first term and using the fact that, for every m,
one has
∑
k |〈eke−m, f〉|2 = ‖f‖2 for the second term, we can bound this by
ε−η
(∑
k
|m− k|−η‖qk − q¯‖2H1
)∫ t
s
‖ρˆ(t−r)/ε2‖ηH1‖ρˆ(t−r)/ε2‖2−ηdr
+
∫ t
s
‖q¯ερˆε(t−r)/ε2‖2dr ,
. ε−η|m|η
(∑
k
|k|−η‖qk − q¯‖2H1
)∫ t
s
‖ρˆ(t−r)/ε2‖ηH1‖ρˆ(t−r)/ε2‖2−ηdr
+ ‖q¯‖∞
∫ t
s
‖ρˆ(t−r)/ε2‖2dr .
By Assumption 2.7 the sum over k is finite and, by a Sobolev embedding, ‖q¯‖∞ is also
finite. The integral terms can be bounded exactly as in the proof of estimate (4.13b) to
obtain Kε(δ) = ε2−η−2δ|m|η. We then treat (4.33), and also the two respective estimates
required to prove (4.31) in the same way, by first splitting qk into (qk − q¯) + q¯ and then
applying the results from the proof of (4.13b) and (4.13c). The estimates (4.30) and (4.31)
follow.
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Proof of Corollary 4.6. The proof follows in the same way as that of Theorem 4.4, except
we now have λlε,m = ϕ(εm+ l)〈qm+l/εel, ρ〉. Moreover, we now need to show that
Λε,m − (|〈qm, ρ〉|2 − |〈q¯, ρ〉|2 + ‖(q¯ρ) ⋆ ϕ˜‖2)1/2 (4.34)
converges to zero as ε → 0, where Λε,m is defined as above, using the new λlε,m. But it is
clear that
Λ2ε,m = |ϕ(εm)|2|〈qm, ρ〉|2 +
∑
l 6=0
|ϕ(εm+ l)|2|〈qm+l/εel, ρ〉|2
→ |〈qm, ρ〉|2 +
∑
l 6=0
|ϕ(l)|2|〈q¯ρ, el〉|2 ,
where the boundedness of ϕ in combination with previous arguments allows us to take the
limit inside the sum over l. Since ‖(q¯ρ) ⋆ ϕ˜‖2 = ∑l∈Z |ϕ(l)|2|〈q¯ρ, el〉|2, we have proven
(4.34). The remainder of the proof follows in exactly the same way as Theorem 4.4, and
since ϕ is bounded, all corresponding estimates still hold.
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