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The Relationship Between Stellar Rotation and Magnetic
Activity as Studied in Open Clusters
Alejandro Nu´n˜ez
In low-mass (<∼1.2 M) main-sequence stars, the combination of differential rotation
and turbulent flows in the outer convective region generates strong magnetic fields. It has
been observed that in these stars, the rotation rate and the strength of the magnetic field
decrease over time. This is thought to result from a feedback loop in which magnetized
winds carry angular momentum away from the star, braking its rotation and weakening
the magnetic dynamo. A well-calibrated age-rotation-activity relation (ARAR) would
be particularly valuable for low-mass stars. If we knew the dependence of rotation or
magnetic activity on age, a measurement of one of these quantities could be used to
determine an accurate age for any isolated field star. Empirical calibrations of the ARAR
rely on observations of the co-eval populations of stars in open clusters. In this work, I
characterize rotation and magnetic activity, using light curves for the former and X-ray and
Hα emission for the latter, in two open clusters of different ages (Alpha Persei, ≈60 Myr,
and Messier 37, ≈500 Myr) to analyze the relation between rotation and activity across the
low-mass stellar range. I also compare coronal (X-rays) and chromospheric (Hα) activity
to understand how magnetic heating varies across stellar atmospheric layers. My results
inform models of angular momentum evolution in low-mass stars.
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The well-established paradigm of stellar formation and evolution allows for an accurate
characterization of several fundamental properties of main sequence (MS) stars. In this
paradigm, the mass of a star determines almost completely its radius, effective tempera-
ture, bolometric luminosity, and even lifespan. Correspondingly, one can use any of these
properties to derive all the others. As remarkable as this is, there is one fundamental
stellar property left out: stellar age.
Observationally, the optical spectrum or apparent magnitude and distance of a MS
star can be used to estimate its effective temperature, thus allowing for an almost full
stellar characterization. Signatures of its age, however, are much more subtle —sometimes
undetectable. As a star ages, its overall radius, the size of the core helium ash, and its
effective temperature increase. These changes, however, need a level of observational
precision reachable for only a handful of nearby stars (e.g., Donati et al. 2008; Morin et al.
2008; Vidotto et al. 2014).
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Fortunately, there are other, more easily measured observables of field stars that
hint at their ages. Low-mass (≤ 1.2 M) MS stars exhibit magnetic activity. There is a
feedback loop in which stellar magnetic winds carry angular momentum away from the
star, braking its rotation and diminishing the shear between the internal radiative and
convective zones, which is responsible for generating the magnetic field (Parker 1993).
The resulting, weaker magnetic field then produces weaker winds; these continue to spin
down the star and further weaken its magnetic field, but at a diminished rate. This
has been confirmed empirically, showing both rotation velocity and magnetic activity
decreasing with age, as first noticed by Skumanich (1972) and confirmed by later studies
(e.g., Pizzolato et al. 2003; Meibom et al. 2011).
The discovery of such relations has motivated the establishment of empirical rotation
and activity models to determine the ages of field low-mass stars, encompassed by the so-
called age-rotation-activity relation (ARAR). These models are typically calibrated using
data from co-eval populations in open clusters, for which coronal and chromospheric
activity indicators are measured as well as rotation periods for G, K, and M dwarfs (e.g.,
Lachaume et al. 1999; Mamajek & Hillenbrand 2008; Barnes 2010).
A well-calibrated ARAR would be particularly valuable for low-mass stars. Earth-
like planets are most likely to be discovered in the habitable zones of nearby, old, low-
mass, field stars (cf. discovery of seven TRAPPIST-1 Earth-like planets; Gillon et al. 2017).
Understanding these planets’ radiation environments and potential habitability demands
a robust ARAR that could be applied to their parent stars. If we knew the dependence
of rotation or magnetic activity on age, a measurement of one of these quantities could
2
be used to determine an accurate age for any isolated field star. Currently, however, we
invert the process, adopting canonical ages for field stars to constrain the behavior of the
ARAR at the oldest ages (e.g., Kiraga & Stepien´ 2007; Irwin et al. 2011).
To properly calibrate the ARAR, it is necessary to understand the relation between ro-
tation and activity along the full range of magnetically active low-mass stars. In different
stellar populations, fast-spinning stars all show similar levels of magnetic activity (satu-
rated regime), but slow spinners show a positive relation between rotation and activity
(unsaturated regime). Nevertheless, a precise quantitative description of these phenom-
ena is not yet established. The formation and evolution of stellar magnetic fields is so
complex that a self-sufficient, comprehensive quantitative explanation of the phenomenon
from first principles is currently unattainable. Thus, the empirical understanding of the
rotation-activity relation must be used to establish a well-calibrated ARAR.
1.1 The Age-Rotation-Activity Relation
A relationship between rotation and activity in low-mass stars was first identified by
Kraft (1967), who found that stars with Ca ii emission had higher rotational velocities.
The fact that Ca ii emitters tend to be in young clusters led him to suggest that stellar
rotation declines with age. This idea was confirmed by Skumanich (1972), who quantified
empirically the evolution of rotation and activity with age for solar-type stars. Using data
from the Pleiades, Ursa Major, Hyades, and the Sun, he estimated a decay rate ∝ t−0.5 for
rotational velocity vrot and Ca ii H & K emission (Figure 1.1).












Figure 1.1 Ca ii H & K emission, rotational velocity (in the form of v sin i), and Li abundance for Pleiades
cluster, Ursa Major, Hyades cluster, and the Sun. Rotation and Ca ii emission both appear to decline
smoothly with time for solar-type stars. Image credit: Skumanich (1972).
age-activity relations using different observational data. Some studies rely on stars from
the homogeneous, co-eval populations of open clusters, using isochronal fitting methods
to estimate stellar ages (e.g., Lachaume et al. 1999). Others also include field stars and
the Sun (e.g., Mamajek 2014). Some limit their data set to solar-type stars, while others
encompass the full range of stars that have external convective regions (F, G, K, and M
stars). Some studies use chromospheric activity indicators, such as Ca ii H & K, Mg ii
h & k, and Hα emission lines (e.g., Noyes et al. 1984; Pace & Pasquini 2004; Mamajek &
Hillenbrand 2008; Jackson & Jeffries 2010). Others use X-ray emission as coronal activity
indicator (e.g., Pallavicini et al. 1981; Walter 1981, 1982; Gu¨del et al. 1997; Queloz et al.
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Hence, we see slightly larger dispersions in inferred age from
among the cluster samples than among the binary samples, the
reasons for which are not entirely clear. Taking into account ob-
servational uncertainties, calibration uncertainties, and astrophys-
ical scatter, we conclude that for solar-type dwarfs older than a few
hundred megayears the revised activity-age relation yields age es-
timates with total accuracy !60% (0.25 dex). For younger stars,
the uncertainty is approximately 1 dex. In x 4.3 we compare these
results to those of an alternative technique, tying together age-
rotation and rotation-activity relations to quantify the activity-age
relation as a function of color, which somewhat reduces the
scatter.
Equation (3) is clearly an improvement on the previously pub-
lished activity-age relations given the copious amount of new
activity data that we have incorporated into our fit, especially for
young clusters. However, some caveats to general applicability
remain. For example, our analysis was unable to constrain quan-
titatively how the color-activity slope evolves with age. It is ap-
parent from our cluster data that were we to adopt equation (3) for
all solar-type stars, we would introduce systematic age effects as a
function of stellar color (mass).We are thusmotivated to see if we
can find an empirical means of taking into account the color-
dependent (mass-dependent) evolution of activity as a function
of age.
4. ACTIVITY AGES VIA THE ROSSBY NUMBER
AND GYROCHRONOLOGY
Thus far we have focused on calibrating the log R0HK versus age
relation empirically using cluster and young association stars of
‘‘known’’ age. In this section we demonstrate that an age versus
activity calibration can also be derived by combining the observed
correlation betweenRossby number and log R0HK demonstrated by
Noyes et al. (1984) with a rendition of the empirical ‘‘gyrochro-
nology’’ rotational evolution formalism of Barnes (2007). In this
section we update both the activity versus Rossby number relation
of Noyes et al. (1984) and the rotation versus age relation of
Barnes (2007) and then combine these into an activity-age relation
to be compared to the activity-age relation in x 3 (eq. [3]).
4.1. Rossby Number versus Activity
4.1.1. Rossby Number Correlated with R0HK
Measuring Chromospheric Activity
In their classic chromospheric activity study, Noyes et al. (1984)
attempt to understand the evolution of log R0HK in terms of the stel-
lar dynamo (e.g., Parker 1979). Chromospheric activity is a mani-
festation of heating by surfacemagnetic fields, which for the Sun
are presumed to be generated near the base of the convective en-
velope. Chromospheric activity should, theoretically, scale with
magnetic dynamo number; however, dynamomodels are param-
eterized by variables whose functional forms remain poorly con-
strained both observationally and theoretically (e.g., Noyes et al.
1984; Donahue et al. 1996;Montesinos et al. 2001; Charbonneau
& MacGregor 2001). Noyes et al. (1984) demonstrated that the
mean levels of stellar chromospheric activity for solar-type dwarfs
decay as Rossby number increases. The Rossby number Ro is pa-
rameterized as the stellar rotation period P divided by the con-
vective turnover time !c or Ro ¼ P/!c. Some assumptions are
necessary in arriving at values for Ro.
First, stars are not rigid rotators, so any estimate of the rotation
rate of an unresolved stellar disk via either chromospheric activ-
ity or starspot modulation will be a latitudinal mean that may vary
with time during the course of stellar activity cycles (Donahue
et al. 1996). Second, the Rossby number is dependent on a con-
vective turnover time that is an estimate, based directly on stellar
interior models (e.g., Kim & Demarque 1996) or informed by the
models but empirically calibrated (e.g., Noyes et al. 1984). Multi-
ple studies have attempted to quantify the convective turnover
time for solar-type MS stars (Noyes et al. 1984; Stepien 1994;
Kim & Demarque 1996) and pre-MS stars (Jung & Kim 2007).
Montesinos et al. (2001) show that the Noyes et al. (1984) color
versus convective turnover time relation produces the tightest cor-
relation between activity and Rossby number when compared to
Fig. 6.—Mean log R0HK cluster values (interpolated to solar B# V ) vs. cluster
age. Filled triangles are cluster mean log R0HK values. Open triangles are ancillary
cluster mean log R0HK values listed in Table 7. The open square is the mean datum
for the 5Y15 Gyr old solar-type dwarfs from VF05 with isochronal age uncer-
tainties of <20%. The filled circle is the Sun. Previously published activity-age
relations are plotted as dotted and/or dashed lines. Soderblom et al. (1991) at-
tempted two fits: a linear fit to his cluster data (dotted line) and a fit that assumes a
constant star formation rate (CSFR) taking into account disk heating (long-dashed
line). Our best-fit polynomial to the data in Tables 6 and 7 is the thick solid line
(eq. [3]).
TABLE 9






Upper Sco ........................ 0.60 . . .
# Pic................................. 1.06 . . .
UCL+LCC........................ 0.31 . . .
Tuc-Hor ............................ 0.66 . . .
$ Per ................................ 1.01 . . .
Pleiades ............................ 1.12 1.06
Ursa Major ....................... 0.25 0.23
Hyades.............................. 0.25 0.22
M67.................................. 0.20 0.24
Color-separated pairs ....... 0.15 0.07
Near-identical pairs .......... 0.07 0.05
Sun ................................... 0.06 0.05
Notes.—A: 68%CL range in ages derived from the
log R0HKYage formula (eq. [3]). B: 68%CL range in ages
derived from log R0HK ! Ro! Period! ! (xx 4.1
and 4.2).
MAMAJEK & HILLENBRAND1280 Vol. 687
Figure 1.2 Mean Ca iiH & K mission, in the form f the R′HK index, versus time for cluster stars (triangles),
old solar-type dwarfs (square), and the Sun (circle). Results from different, discrepant studies (using slightly
different data sets) are shown with lines. Image credit: Mamajek & Hillenbrand (2008).
1998; Pizzolato et al. 2003; Preibisch & Feigelson 2005; Gu¨del 2007; Giardino et al. 2008;
Booth et al. 2017), facilitated by the advent of powerful X-ray space observatories (Einstein,
ROSAT, Chandra, and XMM-Newton issio s).
The heterogeneity of the studies has resulted in piece-wise solutions to the age-
rotation and age-activity relati ns fo low-mass stars, which are sometimes in disagree-
ment with one another. For example, Preibisch & Feigelson (2005) found that LX f lls off
relatively slowly in young (< 125 Myr) solar-type stars: LX ∝ t−0.76. On the other hand,
Gu¨del et al. (1997) found that LX ∝ t−1.5 for solar-type stars of ages t > 1 Gyr. In terms of
chromospheric indicators, Mam jek & Hillenbrand (2008) illustrated how different studies
using very similar data sets resulted in different activity-age relations (Figure 1.2).
The original works by Kraft (1967) d Skuma ich (1972) also inspired studies char-
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acterizing the relationship between rotation and activity. Given that, as explained in the
next section, there is an underlying physical relationship between these two quantities, it
emerges that understanding the feedback mechanism driving the decay of both rotation
and activity was necessary to have a better calibration of the ARAR.
Most empirical results agree in their characterization of the rotation-activity relation:
for a given stellar population, magnetic activity appears higher for the faster rotators,
following a simple power law of index β (the value of β varying across studies). Beyond a
certain vrot, however, activity levels appear to be saturated and remains at the same level
regardless of rotation. Furthermore, some studies show that activity again decreases at
very high rotational velocities —a so-called super-saturation (Figure 1.3).
Noyes et al. (1984) pointed out that the level of chromospheric activity depends not
only on vrot, but also on stellar mass, with later-spectral type stars having a lower vrot
threshold value than earlier-type stars. The scatter in the rotation-activity relationship is
significantly smaller if rotation is parametrized by the Rossby number Ro = Prot / τ, where
τ is the convective turnover time.1 The latter is dependent on the depth of the outer
convective region and, thus, on stellar mass. Similarly, the level of chromospheric activity
is typically normalized by stellar mass in the form of fractional luminosity, e.g., LHα/Lbol.
The same effect was found for coronal activity, where LX/Lbol correlates better with Ro than
Prot (Randich et al. 1996; Patten & Simon 1996).
The Rossby diagram has been recreated for a myriad of different data samples,
including both cluster and field stars (e.g., Jackson & Jeffries 2010; Wright et al. 2011b;
Douglas et al. 2014). That low-mass stars in all these studies follow a similar activity-
1See, however, Reiners et al. (2014) for a dissenting view favoring Prot over Ro.
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Figure 1.8 Top—Cartoon of the saturation phenomenon. Activity increases with faster
rotation in the unsaturated regime. For stars rotating faster than the saturation velocity
(vertical dashed line), their activity levels are independent of rotation speed. Some studies
find that activity decreases again for the fastest rotators, a phenomenon called supersat-
uration. Middle—Approximate saturation laws found by Pizzolato et al. (2003) for G, K,
and M stars. Lower-mass stars saturate at longer periods. Bottom—The same activity-
rotation relations as above, but with Prot converted to the Rossby Number RO = Prot/⌧.
Now stars of all di↵erent masses saturate at the same point.
44
Figure 1.3 Top: Cartoon of the rotation-activity relation. For slow rotators, magnetic activity is dependent
on rotation following a simple power law. For fast rotators, activity appears saturated, remaining inde-
pendent of rotation. Super-saturation may appear for some very fast rotators. Middle: Rotation-activity
relation for G, K, and M stars found by Pizzolato et al. (2003). The saturation threshold appears dependent
o spectral type, i.e., mass. Bottom: Same as the middle panel, but wit rotation periods (Prot) converted
into Rossby number (Prot / τ, where τ is the convective turnover time). Image credit: Douglas (2017).
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rotation relation indicates that the Rossby diagram may be a universal tool to analyze the
time evolution of these stars. Regardless of where a star falls in the Rossby diagram on
the zero age main sequence (ZAMS), it will move towards the right as it spins down and
activity decays, first by leaving the saturated regime (if it started there), then by shifting
down the unsaturated slope toward larger Ro.
Unfortunately, most studies result in different characterizations of the rotation-
activity relation. For example, for X-ray activity in solar-type stars, Pallavicini et al.
(1981) found β = −1.9 ± 0.5, Gu¨del et al. (1997) found β = −2.64 ± 0.12, Randich (2000)
found β = −2.10±0.09, and Wright et al. (2011b) found β = −2.70±0.13. Furthermore, stud-
ies have also shown that different activity indicators result in different activity-rotation
characterizations, even for the same sample of stars (e.g., Mamajek & Hillenbrand 2008;
Douglas et al. 2014).
All in all, the following three empirical results reveal important information about
low-mass MS stars: first, magnetic activity decays more slowly during the first ≈1 Gyr
than after; second, most fast rotators appear to have saturated levels of activity, whereas
slow rotators show a dependence of activity on rotation; and third, the rotation-activity
relation appears tighter if rotation and activity are normalized in the form of Ro and
fractional luminosity.
At the same time, these three results raise important questions. What is speeding up
the activity decay after ≈1 Gyr? What produces the activity saturation in fast rotators?
How do stellar magnetic properties determine the Ro threshold value between saturated
and unsaturated regimes? What do the varying slopes in the unsaturated regime say about
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magnetic heating of stellar atmospheres? It is imperative to perform further observational
analysis on the characterization of the Rossby diagram to better understand the theoretical
underpinnings of the ARAR.
1.2 Theoretical Underpinnings of the ARAR
1.2.1 The Stellar Magnetic Dynamo
The turbulent environment in the outer convective regions of low-mass stars generates
magnetic fields. This has been extensively simulated for the Sun (for a recent review,
see Charbonneau 2014). In the so-called α-Ω dynamo model, a full set of magnetohy-
drodynamic (MHD) equations explains the origin and amplification of a global magnetic
field. Differential rotational motions generate a toroidal field from an initial poloidal field
(the Ω-effect), and radial convective motions (the α-effect) drag and twist the magnetic
field toward the surface (Figure 1.4). All photospheric and atmospheric activity observed
in the Sun is thus driven by the magnetic field, the strength of which is reflected in the
level of such activity. In this picture, the shear produced in the tachocline —the transition
region between the inner radiative region and the cooler convective region— is thought to
generate and store most of the magnetic field that is eventually dragged outward (Parker
1993; Ossendrijver 2003; Miesch 2005).
Solar-like activity has been observed in other solar-type and later-type stars (e.g.,
Osten et al. 2010; Davenport et al. 2016), which leads to the reasonable assumption that
all low-mass stars with solar-like internal structure have an α-Ω dynamo (see, e.g., Peres
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Figure 1.4 Top row: An initial poloidal field is transformed into a toroidal field by the differential rotation
of the Sun. Bottom row: Convective motions drag field lines to the solar surface, with turbulence along the
way twisting the lines. Image credit: Ball (2009).
et al. 2000, 2004). However, fully convective stars (mass <0.4 M), which lack a tachocline,
also show signs of strong magnetic activity (e.g., Reiners & Basri 2007). MHD simulations
(Browning 2008) have found that a global, strong magnetic field very similar to that of
solar-type stars can be generated without the need of a tachocline. Instead, a combination
of superficial small-scale flows and deep large-scale flows act as a magnetic dynamo
capable of producing an amplified, sustainable magnetic field. Some recent observational
evidence appears to confirm the results from these simulations (Wright & Drake 2016).




Magnetic reconnection events, in which magnetic field lines are twisted to the point of
rupture, release vast amounts of energy into the stellar atmosphere. The precise mecha-
nism is not well understood, but the evidence for the conversion of magnetic energy into
kinetic energy and heat is clear. Rope-like magnetic flux systems are commonly observed
in the Sun and are also re-created in MHD simulations (e.g., Nelson et al. 2013). The at-
mospheric layers right above the photosphere are heated to tens of thousands of degrees,
and the outermost layers, up to millions of degrees.
Certain optical spectral emission lines are produced in the chromosphere, where
non-local thermodynamic equilibrium emission lines are induced in the tenuous and hot
plasma (Vernazza et al. 1981). These include Balmer lines (in particular Hα), Ca ii, and Mg
ii. Similarly, quiescent thermal X-ray emission is produced in the corona, where plasma
can reach millions of degrees (for a recent overview of coronal heating, see Testa et al.
2015). The fact that optical spectra and X-ray detections are relatively easy to obtain for
low-mass stars explains why they are commonly used as proxies for the strength of stellar
magnetic fields. The alternative, directly estimating magnetic field strength by measuring
Zeeman broadening or polarizing effects on stellar spectra, is technically challenging, as
it requires high signal-to-noise spectra with high resolution (Donati & Landstreet 2009).
The intensity of both spectral lines and X-ray emission is commensurate to the amount
of heat dumped by the magnetic activity (Schrijver et al. 1989; Pevtsov et al. 2003; Gu¨del
2004; Reiners & Basri 2007; Reiners & Mohanty 2012). However, it is not known how
magnetic field heat dumping differs across the different atmospheric layers.
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1.2.3 Saturation
As illustrated in Figure 1.3, fast-rotating stars may display saturated levels of magnetic
activity, regardless of the activity indicator used. There is still controversy about the
mechanism driving this observed phenomenon. For X-rays, James et al. (2000) and Jardine
(2004) proposed coronal stripping, in which the outermost layers of the corona are stripped
away by centrifugal forces due to the fast rotational velocity. In this scenario, the volume of
plasma emitting X-rays decreases, while the remaining plasma increases its emission due
to higher magnetic activity. These two effects balance each other to produce a constant
X-ray emission level at different rotational velocities. Furthermore, an extremely high
centrifugal force eventually leads to super-saturation, in which super-fast rotators display
X-ray emission lower than the saturated level of their fast-rotating brethren.
Solanki et al. (1997) presented a different idea, in which the magnetic field of a
fast-rotating star gets concentrated near the poles, thus decreasing the amount of activity
elsewhere. Similarly, Vilhu (1984) suggested that beyond a certain magnetic field strength,
the amount of stellar surface covered by spots of activity, the so-called spot filling factor,
reaches a maximum. In this scenario, both chromospheric and coronal activity are affected.
None of these theories connect the observed saturation levels with a saturation of the
magnetic dynamo itself. There is a well-studied theoretical scenario in which high levels
of magnetic activity suppress differential rotation, leading to a weaker magnetic dynamo
(Robinson & Durney 1982; Kitchatinov et al. 1994; Rempel 2006). Observational evidence,
both chromospheric and coronal, is required to validate these theories.
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1.2.4 Magnetic Braking and Stellar Spin-Down
In the Solar magnetic dynamo paradigm, field line loops above the photosphere are
dragged and twisted until they brake and reconnect. In such events, a significant fraction
of the plasma pulled along the loops can be expelled from the Sun forever, carrying with
it a fraction of the solar angular momentum (Cranmer 2017). Equally important are field
lines above the photosphere that remain open, in which one end of the line has no foot
on the Sun at all. These open lines form what is known as the solar wind, through which
quasi-steady outflows lead to mass loss and, correspondingly, angular momentum loss
(Romanova & Owocki 2016).
Here lies the elemental connection between stellar rotation and activity: the stellar
magnetic field drives activity in the atmosphere, leading to angular momentum loss,
which, in turn, spins down the star and weakens the magnetic dynamo that produced the
magnetic field in the first place. The unsaturated regime in the Rossby diagram (Figure 1.3)
illustrates the relation between the weakening dynamo and stellar spin down.
All together, MHD simulations, together with detailed studies of the Sun, reveal two
fundamental properties of stellar magnetic fields. First, stars do not need a tachochline
to generate a strong, sustainable global magnetic field. That is, fully convective stars
can have magnetic fields similar to those of stars with radiative cores. And second,
magnetic energy is constantly transformed into thermal and kinetic energy in the stellar
atmospheres.
Several theoretical questions remain. For instance, how does the lack of a tachochline
impact the amount of magnetic energy being dumped into the stellar atmosphere? Can
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simulations constrain the rate of magnetic heating occurring in the stellar atmosphere?
What is the predicted mass loss rate via stellar winds? What is the distribution of initial
magnetic fields strengths in a stellar population? Several of these quantities need to
be constrained in order to theoretically re-create the observed rotation-activity relation
(see e.g., van Saders & Pinsonneault 2013; Matt et al. 2015, for semi-analytical models
attempting to describe the angular momentum evolution of low-mass stars). Some (or
perhaps all) of these quantities are dependent on spectral type, and so comprehensive
observational constraints are needed to establish an all-encompassing model for the spin-
down of low-mass stars.
1.3 The Impact of Binaries in Studies of the ARAR
In the study of angular momentum loss in low-mass stars, it is assumed that stellar
rotation and magnetic field properties arise and evolve in an isolated environment from
the moment of stellar birth. In other words, bar some initial interactions of the proto-star
with an accreting disk, the evolution of a star’s rotation and, thus, the strength of its
magnetic field, is assumed not to be disturbed by any external agent, such as a nearby
stellar (or sub-stellar) companion. However, in a close binary, stellar winds from the two
stars may interact with each other and potentially alter their secular spin-down (Meibom
& Mathieu 2005; Zahn 2008). Therefore, it is customary and desired to exclude binaries
from studies of the ARAR so as to have an “uncontaminated” stellar sample (e.g., Douglas
et al. 2017).
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1.4 Open Clusters as Laboratories
The homogeneity in metallicity and age of stars in open clusters make them an ideal
laboratory to study the rotation-activity relation across a wide range of stellar masses. Stars
in open clusters are formed out of the same molecular cloud and can remain gravitationally
associated for a few hundred million years, with some open clusters known to be up to a
few gigayears old (e.g., the 3 Gyr-old Ruprecht 147; Curtis et al. 2013). The short amount of
time in which star formation in open clusters occurs has been demonstrated (Hillenbrand
et al. 2008; Jeffries et al. 2011). Therefore, it is safe to assume the same age for all stars in an
open cluster, with very little spread. Isochrone fitting models can reasonably determine
the age of an open cluster (e.g., Silaj & Landstreet 2014) and, thus, of its stars.
Studying the rotation-activity relation across a wide range of stellar masses for stars
with known ages allows for a proper calibration of the ARAR. The bulk of the work
presented here focuses on two well-known open clusters: Alpha Persei (α-Per; ≈60 Myr)
and Messier 37 (M37; ≈500 Myr). Using the same methods for both clusters, I characterize
the rotation-activity relation and the relation between chromospheric and coronal activity
indicators for low-mass stars. The age difference between the two clusters allows for
a meaningful study of the evolution of stellar rotation and activity in low-mass stars.
Furthermore, comparing different activity indicators in the same sample of stars may
reveal how magnetic heating differs at the different atmospheric layers.
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1.4.1 M37
M37, also known as NGC 2099, lies ≈1500 pc away in the constellation Auriga, near the
Galactic Plane. It has a very rich membership compared to other clusters of similar age.
Although its distance makes it a difficult target for optical spectroscopy or light curves, it
also makes it an ideal target for X-ray observatories, as thousands of its stellar members
lie within its ∼1◦ tidal radius.
Hartman et al. (2009) performed a thorough photometric survey of M37 with the
MMT Observatory, resulting in a homogeneous set of stellar magnitudes covering the
entire low-mass stellar range, as well as hundreds of Prot measurements from light curves.
In addition, Messina et al. (2008) also measured almost one hundred Prot values for M37
stars. I combine their data with our own Chandra observation as well as a spectroscopic
survey with the MMT Observatory to study both coronal and chromospheric activity in
these stars. The study of rotation and activity at the age of M37 remains elusive, and so it
is crucial to examine it to better characterize the ARAR.
1.4.2 α-Per
α-Per, also known as Melotte 20 or Collinder 39, lies ≈170 pc away in the constellation
Perseus, near the Galactic Plane. Its rich stellar membership and relative proximity makes
it an excellent laboratory to study rotation and activity in its low-mass members. At the
cluster’s age, solar-type stars have just reached the ZAMS. It is expected, therefore, that
later-type stars are still experiencing spin-up as they contract gravitationally.
Previous studies have extensively characterized this cluster’s membership and bina-
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rity, (Morrell & Abt 1992; Prosser 1992; Basri & Martı´n 1999; Messina 2001; Patience et al.
2002; Lodieu et al. 2005; Makarov 2006; Mermilliod et al. 2008; Lodieu et al. 2012; Zucker-
man et al. 2012; Sheikhi et al. 2016), as well as rotation (Stauffer et al. 1985, 1989; O’dell &
Collier Cameron 1993; Prosser et al. 1993a,b; Allain et al. 1996; Bouvier 1996; Marilli et al.
1997; Prosser & Grankin 1997; Barnes et al. 1998) and X-ray and chromospheric emission
(Stauffer et al. 1993; Prosser 1994; Randich et al. 1996; Prosser et al. 1996; Prosser & Randich
1998; Prosser et al. 1998; Pillitteri et al. 2013).
Some of these works have studied the activity-rotation relation in α-Per stars, but
with a very limited data set. I build upon this legacy to consolidate rotation and activity
information with newly acquired photometric and spectral data on α-Per low-mass stars.
Understanding the rotation-activity relation in such young stars can shed light on the
theoretical underpinnings of the ARAR.
1.5 Structure of Dissertation
Chapter 2 presents a rotation-coronal activity study of M37. It includes a new calculation
of cluster membership based on photometric and spatial information of stars in the field
of view of the cluster, and new Chandra X-ray data. I combine these data with existing
rotation periods from the literature to characterize the rotation-activity relation in this
cluster. Lastly, I compare the typical X-ray luminosity of solar-type M37 stars to that of
four other open clusters, spanning the approximate ages 60–3000 Myr, to quantify the
evolution of X-ray activity over time.
Chapter 3 presents a more thorough analysis of the evolution of X-ray activity in
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low-mass stars (G, K, and M spectral types). First, I characterize the X-ray luminosity
function of low-mass stars in M37 to better understand the coronal behavior of G, K, and
M dwarfs. Then, I consolidate existing X-ray data for stars in six open clusters in the
age range 6–600 Myr. I homogenize the conversion from X-ray count rates into X-ray
luminosities for stars in these clusters, and then I compare them to those of stars in M37
to derive an X-ray activity-age relation by spectral type.
Chapter 4 revisits the rotation-activity relation in M37, this time using Hα as an
indicator of chromospheric emission. I use new spectral data from the MMT Observatory
to measure Hα luminosities for low-mass stars in M37. Then, I combine these data with
the existing rotation periods as well as the X-ray data from Chapter 2 to characterize the
rotation-chromospheric activity relation. Lastly, I compare coronal versus chromospheric
activity in M37 stars to better understand how coronal heating compares to chromospheric
heating in the same stars.
Chapter 5 presents a rotation-activity study for the α-Per cluster. First, I use new
spectral data from the MDM Observatory to obtain Hα measurements for low-mass stars
in the cluster. Then, I consolidate all existing X-ray data for α-Per stars, following the
methods in Chapter 3. I also consolidate rotation periods from the literature with newly
measured rotation periods from the PTF Survey. With the data, I characterize the rotation-
activity relation using both coronal and chromospheric indicators for α-Per stars. I finish
by comparing coronal versus chromospheric activity in these stars. In all my analyses I
compare my results for α-Per with those for M37 (Chapters 2 and 4).
Chapter 6 presents my overall conclusion and future work.
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Chapter 2
Coronal Activity and Rotation for Stars
in the Open Cluster M37
2.1 Introduction
X-ray emission traces the strength of a stellar magnetic dynamo (Pevtsov et al. 2003) and
is tightly linked to stellar rotation and age. Rotational shear at the boundary between the
radiative and convective zones is thought to power the solar dynamo (e.g., Parker 1993).
The generated magnetic fields heat the corona to temperatures sufficient to produce X-rays
(Parker 1979; Cowling 1981).
In addition, observations have shown that stars rotate more slowly as they age, with
rotation decaying with time such that vrot ∝ t−α, with α = 0.5 for solar-mass stars (e.g.,
This chapter is a reproduction of a paper that has been published by The Astrophysical Journal. It can be
found athttp://iopscience.iop.org/article/10.1088/0004-637X/809/2/161/meta. The article has been
reformatted for this section.
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Skumanich 1972; Meibom et al. 2011). Angular momentum lost through stellar winds is
generally thought to be responsible for the Skumanich law, with the exact dependence of
vrot on age being a function of the assumed field geometry and degree of core-envelope
coupling (Kawaler 1988; Krishnamurthi et al. 1997).
Combined, these two effects predict that for solar-type stars, LX should decay such
that LX ∝ t−αβ, with αβ = 1. It is also known, however, that this picture of a uniformly
decaying LX does not apply to stars with ages <∼100 Myr. Surveys of solar-type stars in
the Orion Nebula and the Pleiades (<∼10 and 100 Myr, respectively) found that LX decays
more slowly: LX ∝ t−0.75 (Queloz et al. 1998; Preibisch & Feigelson 2005). Because of the
paucity of older, nearby clusters, constraints are more limited at >∼200 Myr and come
mostly from field stars (e.g., Gu¨del 2007): observations of five solar analogs indicated
that LX ∝ t−1.5 for t > 1 Gyr (Gu¨del et al. 1997), as did a survey of the 1–2 Gyr cluster
NGC 752 (Giardino et al. 2008). A change in the magnetic field topology or core-envelope
decoupling are the commonly invoked explanations for this sharp drop-off in LX, but it
remains poorly understood. Chromospheric activity, also thought to trace the strength
of the stellar dynamo, may also suffer a similarly steep decline at ages >1 Gyr (Pace &
Pasquini 2004).
The homogeneous, co-eval populations of open clusters provide an ideal environ-
ment for calibrating empirically the stellar age-rotation-activity relationship (ARAR). The
Hyades’s proximity (≈50 pc) has facilitated observations of its members at many wave-
lengths and established it as the benchmark middle-aged (500-600 Myr) cluster (Perryman
et al. 1998). Empirical calibrations of the ARAR often interpolate directly between the ob-
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served properties of solar-type Hyads and that of the Sun. The Hyades therefore serves
as the only anchor for our understanding of coronal emission between 500-600 Myr and
4.5 Gyr, a significant fraction of a solar-type star’s MS lifetime.
However, the Hyades’s proximity is a drawback for X-ray studies. The cluster spans
well over 10◦, and modern X-ray telescopes with small fields of view are poorly suited to
large-scale studies of the cluster. Indeed, the most recent such study was conducted by
Stern et al. (1995), who detected 185 Hyads with ROSAT.
Recently, Douglas et al. (2014) probed the rotation-activity relation for stars in the
Hyades and Praesepe, another ≈600-Myr-old cluster, using both coronal and chromo-
spheric (LHα) activity measurements. These authors found that coronal activity de-
clines faster than chromospheric activity as a function of (unsaturated) Rossby number
Ro = Prot/τ, where τ is the convective turnover time. However, because of the paucity of
stars in either cluster with measured rotation periods (Prot) and X-ray detection (24 in the
Hyades and 15 in Praesepe), the exact relationship between coronal activity and rotation
at this age remains elusive.
Other studies (e.g., Pallavicini et al. 1981; Gu¨del et al. 1997; Randich 2000; Mamajek &
Hillenbrand 2008; Wright et al. 2011b) have examined the stellar rotation-coronal activity
relation, and generally suffer from similar issues: either there are too few stars at a given
age to get significant statistics or the population is too heterogeneous to strongly constrain
age-dependent properties.
M37 (NGC 2099), a Hyades analog at ≈1.5 kpc, has been extensively surveyed in the
optical by Messina et al. (2008) (hereafter ME08), Hartman et al. (2008a) (hereafter HA08),
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and Hartman et al. (2009) (hereafter HA09), resulting in hundreds of Prot measurements.
As part of our Palomar Transient Factory Open Cluster Survey (Agu¨eros et al. 2011), we
obtained a complementary deep (440.5 ksec) Chandra observation of the cluster. M37
is distant enough that a significant number of cluster stars fall within the footprint of
Chandra’s ACIS-I chips. Our X-ray data, combined with M37’s rich membership and
the extensive set of available Prot data, make it an excellent laboratory for examining the
dependence of coronal activity on rotation.
We begin in Section 2.2 by describing our Chandra data and data reduction, and
the construction of our X-ray catalog. In Section 2.3, we consolidate the ME08 and
HA09 Prot data for the cluster, and we re-visit the cluster membership using our own
membership probability calculations (fully described in Appendix A.) In Section 2.4, we
derive stellar quantities using optical and X-ray data, and we match our X-ray sources to
the consolidated list of optical objects. In Section 2.5, we present our results and compare
them to those in the literature. We conclude in Section 2.6. We present spectral and timing
analysis of our highest-count X-ray Chandra sources in Appendix B.
2.2 Chandra Observations
The central field of M37 was observed five separate times between 2011 Nov 14 20:58
and 2011 Nov 19 15:31 UTC for a total of 440.5 ksec with the Advanced CCD Imaging
Spectrometer (ACIS; Garmire 2003). The four ACIS-I chips and the ACIS-S3 chip were
used in Very Faint telemetry mode to improve the screening of background events and
thus increase the sensitivity of ACIS to faint sources (Vikhlinin 2001). The exposure-
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Figure 2.1 Thick blue squares (with chip numbers) indicate the footprint of the Chandra ACIS chips for four
of our observations; the thin orange squares indicate that of our fifth observation. A 40′×40′ i′ Megacam
image of M37 from Hartman et al. (2008a) serves as the background.
weighted average aimpoint of the 16′.9×16′.9 ACIS-I field-of-view is α = 05h52m17.s86, δ =
+32◦33′48′′.23 (J2000). The pitch angle for four observations was 103◦; due to scheduling
constraints, it was 253◦ for the fifth. Table 2.1 provides the basic information for our five
Chandra observations and Figure 2.1 shows their footprints superimposed on a 40′×40′ i′
image centered on M37 obtained by HA08 with the Megacam on the MMT telescope.
The data reduction was done using the Chandra Interactive Analysis of Observations
(CIAO; Fruscione et al. 2006, we used CIAO 4.6 and CALDB 4.6.1.1) tools. We began by
using chandra repro, which executes all recommended data processing steps on the level
1 data, including subpixel randomization using the EDSER algorithm. This tool creates
a new bad pixel file by identifying known bad pixels and pixels with bad bias values,
searching for afterglows and hot pixels, and marking pixels adjacent to afterglows and
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Table 2.1. Log of Chandra Observations of M37
ObsID MJD Exposurea Nominal Aimpointb Roll
(s) αJ2000 δJ2000 (◦)
13655 55879 51179 05:52:17.61 +32:33:59.0 103
13656 55886 165493 05:52:17.61 +32:33:59.0 103
13657 55941 92172 05:52:18.82 +32:33:05.0 253
14366 55882 65074 05:52:17.61 +32:33:59.0 103
14367 55883 60813 05:52:17.61 +32:33:59.0 103
aExposure times are the net usable times after various filtering steps
are applied in the data reduction process.
bThe time-averaged location of the optical axis. The aimpoints are
obtained from the satellite aspect solution before astrometric correction
is applied. Units of right ascension are hours, minutes, and seconds;
units of declination are degrees, arcminutes, and arcseconds.
hot pixels. chandra repro also creates a new level 2 event file that includes only events
with grades 0, 2, 3, 4, 6, and a status of 0. To avoid excluding potentially good events in
modestly bright point sources, we did not use the very-faint correction in chandra repro.
2.2.1 X-ray Source Extraction
Our source extraction procedure was divided into two steps. First, we merged our obser-
vations using CIAO and ran wavdetect (Freeman et al. 2002) with a liberal significance
threshold to obtain a raw candidate source list. Second, we used the ACIS Extract (AE)
point-source analysis software (Broos et al. 2010, we used AE Version 2014feb17)1 to prune
spurious detections from our candidate list and extract photometry. AE’s algorithms are




2.2.1.1 Merging the Observations
To construct the merged event file, we first ran wavdetect on the observations using a
false-positive probability threshold of 10−6. We then used reproject aspect to register
the observations to the astrometric frame of the longest exposure (ObsId 13656), using
only source regions with SRC SIGNIFICANCE > 7, a 3′′ matching radius, and a residual
rejection limit (a parameter used to remove source pairs based on pair positional offsets)
of 0′′.6. The values of these parameters were chosen to have reproject aspect work with
a more stringent source list (see e.g., Xue et al. 2011). The linear translations ranged from
−0′′.38 to 0′′.63, rotations ranged from −0◦.006 to 0◦.018, and scale changes ranged from
0.9997 to 1.0002.
We used the CIAO tool merge obs to produce a merged event file, a combined expo-
sure map, and exposure-corrected flux images. We constructed flux images and exposure
maps for three bands: 0.5–7 keV (full), 0.5–2 keV (soft), and 2–7 keV (hard).
Figure 2.2 shows the full band effective-exposure map for the merged 440.5 ksec
event. Since one of our five observations is rotated 150◦ relative to the others, the merged
exposure map is inhomogeneous, with the longest exposure near and around the average
aimpoint. We used ds9 to produce a representative color composite image by combining,
overbinning, and smoothing (using a Gaussian of kernel radius 5) the 0.5–1.5 keV (red),
1.5–2.5 keV (green), and 2.5–7 keV (blue) exposure-corrected flux images, and the result






































Figure 2.2 Effective exposure map for the full (0.5–7 keV) band of our merged Chandra event displayed in
logarithmic gray scale (in units of ksec). The average aimpoint is indicated by the plus sign.
2.2.1.2 Source Detection and Pruning
To obtain an initial list of candidate X-ray sources, we first created point-spread function
(PSF) maps for the individual observations using mkpsfmap with an encircled counts
fraction (the fraction of the PSF to enclose) of 0.9. We then selected the minimum PSF
map size out of the five observations at each pixel using dmimgfilt, which allowed us to
detect point sources that are smaller than the mean size, but still larger than the local PSF
in the individual maps.
To obtain an initial candidate source list, we ran wavdetect using this minimum PSF
map and the merged event file and exposure map. We used a scale sequence ranging from
26
5 arcmin
Figure 2.3 Chandra smoothed RGB composite image of the central region of M37. We combined,
overbinned, and smoothed (using a Gaussian of kernel radius 5) the 0.5–1.5 keV (red), 1.5–2.5 keV (green),
and 2.5–7 keV (blue) exposure-corrected flux images from our merged Chandra event file. The plus sign
indicates the average aimpoint.
1 to 8
√
2 for the ACIS-I chips and from 8 to 32
√
2 for ACIS-S3;2 in both cases the scales
had factor increments of
√
2. Alexander et al. (2001) pointed out that real sources can be
inadvertently lost using a too stringent false-positive probability threshold. We therefore
reset our threshold to 10−5 in wavdetect to allow for a non-negligible number of spurious
sources to be included in the initial candidate list.
Separate candidate source lists were prepared for the full, soft, and hard energy
bands. To consolidate the three lists, we matched these lists against each other using a 2′′
matching radius for sources with angular separation θ < 5′ from the average aimpoint,
2Larger scales are needed for ACIS-S3 because of the large PSFs far from the aimpoint.
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and 4′′ for sources with θ > 5′. No multiple matches occurred using this approach. Once
matched, the central location of each point source was adopted, in order of priority, from
the full, soft, or hard energy band list. The resulting list consists of 794 candidate X-ray
sources: 694 detected in the soft band (53 only in the soft band), 173 in the hard band (10
only in the hard band), and 608 in the full band (50 only in the full band).
To prune spurious sources from this list, we used AE’s binomial probability P (Weis-
skopf et al. 2007, Appendix A2).3 P is the probability that, based on the source and local
background measurements, a candidate source is a background fluctuation. This ap-
proach to producing a final source catalog is preferable to implementing wavdetect with
a more stringent false-positive probability threshold (e.g., Lehmer et al. 2009; Xue et al.
2011; Wright et al. 2014). Not only is the pruning based on a transparent mathematical
criterion, P, but AE also uses a more complex approach to treat source regions in multiple
images by replacing wavdetect’s ellipses with polygons that more closely simulate the
PSF, and by calculating more accurate source positions, which maximizes the signal-to-
noise ratio. We followed AE’s suggestion and rejected candidate sources with P ≥ 0.01 as
spurious.
To refine the source positions, we improved those calculated by wavdetect using
AE’s source positions estimates. For source regions with θ ≤ 5′ we used the “mean data”
position estimate, which is simply the mean position of events. For source regions with
θ > 5′, we used the “correlation” position estimate, which determines the source center
by correlating the neighborhood around the source (not just the extracted counts) with
3prob no source, see section 5.10.3 of the AE manual, http://www2.astro.psu.edu/xray/docs/TARA/
ae_users_guide.pdf.
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the PSF of the source. This is a more accurate source center position when the PSF is
asymmetric, which is the case for source regions far off-axis.4
The absolute astrometry of the individual observations was then corrected by using
reproject aspect again to register them to the astrometric frame of the 2MASS Point
Source Catalog (Cutri et al. 2003). This time, the procedure used the refined source
positions of our X-ray sources and a 2MASS list of point sources of photometric quality
A5 in the JHKs bands within a square of side 20′ centered on the ACIS-I average aimpoint
(≈1900 objects). We used a 2′′.5 matching radius and a residual rejection limit of 0′′.6.
When multiple matches occurred, the closest one was selected as the true match. The
linear translations ranged from −0 sec.28 to −0′′.16, and a rotation angle of −0◦.01 and
scale factor of 1.0003 was applied to all five observations.
We iterated over the process of source and local background extraction, P calcula-
tion, candidate source list purging of P ≥ 0.01 sources, source position refinement, and
absolute astrometric correction, until no more sources were discarded. This was neces-
sary because source and local background extraction in surviving sources may be affected
by the disappearance of nearby purged sources. Our final Chandra catalog contains 774
sources. Of these, 321 were detected in the three energy bands, four were detected in the
full band only, and twelve in the soft band only. Almost half of the discarded sources
were originally detected only in the full band.
The regions used to extract these sources are shown in Figure 2.4 drawn on the
merged full-band flux image, smoothed using a Gaussian function of kernel radius 4.
4See section 5.3 of the AE manual, http://www2.astro.psu.edu/xray/docs/TARA/ae_users_guide.
pdf, for a discussion of source center estimates.
































Figure 2.4 Merged full-band (0.5–7 keV) flux image smoothed using a Gaussian function of kernel radius
4, with the polygons used for extracting source events, photometry, and spectra drawn in blue. The average
aimpoint is indicated by the plus sign. Red stars indicate the four bright sources for which we perform
spectral and timing analysis in Appendix B. We identified 774 X-ray sources. The varying sizes of the source
regions illustrate the degrading of the PSF far from the aimpoint.
Figure 2.5 shows the distribution of the binomial probability for all the sources in our
catalog. This histogram clearly shows that most sources have negligible probabilities of
being false detections. The final merged event file has an absolute astrometry accuracy of
<0′′.63, based on 210 matches to 2MASS. We investigate the positional uncertainty of the
individual X-ray sources in more detail in Section 2.2.2.
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Figure 2.5 AE’s binomial probability P that a source is just a background fluctuation for all sources that
have P < 0.01 in at least one of the three energy bands. We considered sources with P ≥ 0.01 to be spurious
detections. For clarity, P values lower than 10−30 are set to 10−30.
2.2.1.3 Extracting X-ray Photometry
We followed AE’s recipe for photometry extraction6 using the three energy bands (full,
soft, and hard) described in Section 2.2.1.1. AE first defines each extraction region with
a polygon that approximates the ≈90% encircled-energy fraction contour of the local PSF
measured at 1.497 keV. It then calculates exposure times, source counts, and background
counts for each region and energy band.7
AE executes these steps on each Chandra observation independently and then merges
the extraction data from each source by optimizing the source’s signal-to-noise ratio.
AE then computes photon fluxes using net (i.e., background-subtracted) source counts,
exposure times, and ancillary response files generated by the CIAO tool mkarf.
Figures 2.6 and 2.7 show the net counts and absorbed X-ray flux distributions in
the three energy bands for all the sources in our catalog. We calculated the latter by
6See http://www2.astro.psu.edu/xray/docs/TARA/ae_users_guide/procedures/photometry_
procedure.txt
7For background counts, we used AE’s BETTER BACKGROUNDS algorithm, which models several back-
ground components simultaneously. See section 7.6.1 of the AE manual, http://www2.astro.psu.edu/
xray/docs/TARA/ae_users_guide.pdf.
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Figure 2.6 Cumulative distribution of sources in our catalog based on their net counts in the full (0.5–7
keV), soft (0.5–2 keV), and hard (2–7 keV) bands.
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Figure 2.7 Cumulative distribution of sources in our catalog based on their absorbed X-ray fluxes in the
full (0.5–7 keV), soft (0.5–2 keV), and hard (2–7 keV) bands.
multiplying the band photon flux by its median photon energy. The median number of
net counts for the full, soft, and hard band is ≈19, 14, and 3, respectively. There are 78
sources with more than 100 net counts in the full band. In general, hard band detections
are less common than full band detections, and most hard band detections have fewer
than ten net counts. The median absorbed X-ray flux for the full, soft, and hard band is
4.8 × 10−16, 2.4 × 10−16, and 3.0 × 10−16 erg cm−2 s−1, respectively.
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2.2.2 Estimating the Source Positional Uncertainties
To parametrize the dependence of the X-ray positional uncertainty onθ and source counts,
we applied the approach of Kim et al. (2007), who described the positional uncertainty ∆x
as
log∆x = a0 + a1θ + a2log C, (2.1)
where ∆x is in arcseconds,θ is the off-axis angle in arcminutes, C is the net full-band counts,
and a0, a1, and a2 are constants. This parametrization takes into account the fact that the
statistical uncertainty of the calculated PSF center of a Chandra source increases with lower
source counts, and that the size of the PSF increases with larger θ. We performed our own
parametrization of the relation above because the one by Kim et al. (2007) was based on
wavdetect-derived positions and photometry.
We started by doing a preliminary match of our X-ray sources to objects in the optical
survey of HA08, which is registered to the 2MASS astrometric frame, using 2′′.5 and 4′′.0
matching radii for X-ray sources with θ < 5′ and > 5′, respectively. We selected these
separations by inspecting a histogram of the number of matches as a function of angular
separation, and selecting the values that resulted in a mismatch probability <1%. We
excluded likely false matches based on full-band counts, θ, and matching radius (e.g., a
source with >100 net counts, θ < 5, and matching offset >1′′). When multiple matches
occurred, the closest one was selected as the true one. Using these criteria, we identified
452 X-ray sources as having optical counterparts. In Section 2.4.3 we use a more rigorous
matching technique that considers the derived positional uncertainty of each X-ray source
from this section to create our final list of X-ray-to-optical matches.
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Figure 2.8 Positional offset for our X-ray sources with optical counterparts in the HA08 survey, shown as
a function of distance θ from the Chandra aimpoint. Black stars are X-ray sources with >100 net counts in
the full band; green squares, between 30 and 100, orange circles, between 10 and 30; and small gray circles,
<10. We indicate ≈80% positional uncertainty curves for sources with 10, 30, and 100 net counts following
Equation 2.1.
Next, we performed a multivariate χ2 minimization of Equation 2.1 using the offsets
between our X-ray sources and HA08 optical objects as proxy for positional uncertainties.
Once we obtained values for a0, a1, and a2, we adjusted the value of a0 until &80 % of our
X-ray sources with optical counterparts had ∆x values larger than the match offsets. The
final values are a0 = −0.2928, a1 = 0.1200, and a2 = 0.3401.
We then used these values in Equation 2.1 to calculate the≈80% confidence positional
uncertainties for all our sources, and we report these values in Table 2.3. Figure 2.8 shows
the positional offset as a function of θ for the X-ray-to-optical matches just described. We
overplot three curves generated from Equation 2.1 using C = 10, 30, and 100 counts.
To estimate the expected number of false matches in our catalog, we shifted the X-
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Table 2.2. Overview of Columns in the Chandra Source Catalog of M37
Column Description
1 X-ray catalog sequence number (XID), sorted by RA. XID > 1000 are for sources in the ACIS-S3 chip.
2 IAU designation.
3, 4 Right ascension and declination of X-ray source (in decimal degrees) for epoch J2000.
5 ≈80% confidence level X-ray positional uncertainty.
6 Off-axis angle θ of X-ray source (i.e., distance to average aimpoint of Chandra observations).
7-15 Source net counts in the 0.5–7 keV, 0.5–2 keV, and 2–7 keV band and corresponding upper & lower errors.
16-18 Absorbed energy flux (full, soft, and hard bands.)
19 Median photon energy (full band), corrected for background.
20 Fraction of the PSF (at 1.497 keV) enclosed within extraction region. PSF fraction significantly below 90% may
indicate a source in a crowded region.
21 Absorption-corrected 0.1-2.4 keV X-ray luminosity —for sources with optical cluster member counterpart only.
22 Standard deviation of 0.1-2.4 keV X-ray luminosity —for sources with optical cluster member counterpart only.
23 Logarithmic probability P that extracted X-ray counts are solely from background.
24 Photometric significance computed as net counts divided by the upper error on net counts.
25 Source anomalies: (f) fractional time that source was on a detector is <0.9; (a) photometry and spectrum
may contain > 10% afterglow events.
26 Variability characterization based on K-S statistic (full band) from the single ObsId showing the most variability:
(a) no evidence for variability (0.05< PKS); (b) possibly variable (0.005< PKS <0.05); (c) definitely variable (PKS¡0.005).
No value is reported for sources with fewer than four net counts in the full band.
27 ID of optical counterpart.
28, 29 Right ascension and declination of the optical counterpart.
30 Offset between X-ray source and optical counterpart.
31 Notes on the source.
ray source positions by 30′′ out to 6′ in all directions, and then re-matched them to the
optical positions using a 2′′.5 matching radius. The 2′′.5 value was selected by inspecting
a histogram of the number of matches as a function of matching radius (from 0′′.2 to 4′′.0)
at all shifted locations. We found that the median number of false matches is 96 (≈12.5%
of our matched catalog) with a median offset of 1′′.7.
Table 2.2 describes the 31 columns in our Chandra source catalog. Table 2.3 is a sample
of the full catalog. This table is available online in its entirety.
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Table 2.3. Chandra Catalog of M37: Basic Source Properties
Source Position Extraction Properties
XID CXOU J α (J2000) δ (J2000) θ Cf,net Cs,net Ch,net PSF Frac. Anom. Var.
(◦) (◦) (′) (counts) (counts) (counts)
(1) (2) (3) (4) (6) (7) (10) (13) (20) (25) (26)
1 055132.87+323928.4 87.886986 32.657895 10.9 25.3 18.6 6.6 0.89 f. b
2 055133.77+322934.0 87.890743 32.492781 10.1 53.0 21.4 31.6 0.90 .. a
3 055134.32+324019.9 87.893001 32.672222 11.1 66.8 51.1 15.7 0.91 .. c
4 055136.34+323835.8 87.901458 32.643302 9.8 247.8 52.6 195.2 0.90 .. b
5 055136.98+324011.7 87.904097 32.669942 10.6 61.2 32.9 28.3 0.91 f. a
Note. — This table is available in its entirety in the electronic edition of the ApJ. The first five rows with some data columns are
shown here for guidance regarding its form and content. Table 2.2 describes all the columns in this table.
2.3 Optical Observations
2.3.1 Description of the Optical Surveys
ME08 selected images from the survey taken with the 1.0-m telescope at the Mt. Lemmon
Optical Astronomy Observatory, AZ, of a 22′′.2×22′′.2 area centered on M37, and used
both the Scargle-Press and CLEAN periodogram techniques to measure variability for
stars with 13 < V < 20 mag. ME08 found 135 variables and reported Prot for 120 of them,
and the adopted Prot for each star is the one from the two periodogram calculations with
the least-scattered phased light curve. The typical Prot uncertainty is<2%. Based on (B−V)
colors, these authors identified 28 of the objects as K stars, 60 as G stars, and 32 as F stars.
For the latter, ME08 noted that their periods indicate pulsation instead of rotation, as F
stars are not expected to display magnetic activity and, thus, no star spots.
HA08 used g′r′i′ filters on Megacam and the 6.5-m MMT telescope at the MMT
Observatory, AZ, to survey a 24′×24′ area around the center of M37. They obtained
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photometry for >38,000 objects in at least one band. HA08 converted the photometry
of objects that had measurements in all three bands (≈16,500) to gri magnitudes. The
typical one-sigma error is 0.01 mag for the gri HA08 photometry, which covers the range
15 <∼ r <∼ 23 mag.
Hartman et al. (2008b) identified 1445 variable stars in the HA08 survey. These
authors used the Lomb-Scargle, box-fitting least-squares, and phase-binning Analysis of
Variance (AoV) algorithms to measure periodicity. The most likely period for each star
was selected from these three measurements by eye.
Finally, HA09 identified periodic variability due to rotation for 575 Hartman et al.
(2008b) variable stars. For these stars, HA09 determined Prot using the multiharmonic
AoV algorithm of Schwarzenberg-Czerny (1996), which fits the harmonic series




to light curves, where ai are the amplitudes and φi are the phases. HA09 calculated three
Prot using N = 1, 2, and 3. For the 372 stars with <10% differences between the three Prot
values, the N=2 Prot was adopted; these are referred to as clean periods. For the other
stars, the (non-clean) period quoted in Hartman et al. (2008b) was kept. Here the typical
Prot uncertainty is <1%.
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2.3.2 Consolidating the Optical Surveys
We consolidated photometry and Prot from the surveys described above. We matched the
ME08 and HA08 positions using a 10′′ matching radius and inspected by eye multiple-
match cases to determine the most likely match using available gri and BV photometry
as guidance. The liberal matching and individual inspection was necessary because, as
noted by HA09, the absolute astrometry of ME08 objects displays a widespread non-linear
distortion. Of the 153 stars in the full ME08 catalog, 16 have no HA08 counterpart. We
found 37 matched stars to have ME08 and HA09 Prot measurements.8 For consistency, we
adopted the HA09 period for all 37.
We used gri photometry for our analysis. For ME08 stars, we adopted the gri mag-
nitudes of their HA08 counterparts. Of the 16 ME08 stars with no HA08 counterpart, we
found three with available SDSS photometry. For the remaining 13 ME08 stars, we de-
rived gri photometry from the V and (B−V) reported by ME08 using the transformations
derived by Jester et al. (2005) and Lupton (2005).9
Our consolidated optical catalog includes 16,584 objects in the M37 field with gri
photometry. Of these, 657 stars have a Prot measurement. Table 2.4 summarizes the 25
columns in our catalog of optical objects, a preview of which is presented in Table 2.5.
This table, which includes all objects from our optical catalog with either a Prot, a non-zero
probability of being a cluster member (see discussion below), or an X-ray counterpart (see
Section 2.4.3), is available online in its entirety.
8HA09 listed 22 matches to ME08 with clean Prot, but we find that their match between HA09 ID 424 and
ME08 ID 3208 appears to be a mis-identification based on their available photometry.
9See http://www.sdss.org/dr12/algorithms/sdssUBVRITransform
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Table 2.4. Overview of Columns in Catalog of Optical Objects in the M37 Field of View
Col. Description
1 Source ID from HA08(>10000), ME08 (<10000), or literature.
2, 3 Right ascension and declination of object (J2000).
4-9 gri magnitudes and their standard deviations.
10 Rotation period Prot adopted for object.
11 Rotation period flag: (0) non-clean HA09 period; (1) clean HA09 period; (2) ME08 period.
12-14 Membership probabilities (Ps, Pb, and Pmem).
15 Stellar mass.
16 Convective turnover time τ.
17 Bolometric luminosity Lbol.
18 Standard deviation of Lbol.
19 X-ray sequence number (XID) of X-ray counterpart.
20 Offset between optical object and X-ray counterpart.
21 ID of ME08 counterpart —for HA08 objects only.
22, 23 Right ascension and declination of ME08 counterpart. —for HA08 objects only.
24 Offset between HA08 object and ME08 counterpart. —for HA08 objects only.
25 Notes on the object.
Table 2.5. Catalog of Optical Objects in the M37 Field of View: Basic Properties
Position Properties Membership Derived Quantities Matched Sources
α (J2000) δ (J2000) g Prot Flag Ps Pb Mass τ Lbol XID XID offset
(◦) (◦) (mag) (days) (M) (days) (erg s−1) (′′)
(2) (3) (4) (10) (11) (12) (13) (15) (16) (17) (19) (20)
87.824771 32.585669 19.03 · · · · · · 0.36 0 0.78 25.90 7.80E+32 · · · · · ·
87.887083 32.658222 17.48 5.39 2 0 0.04 1.01 17.11 2.34E+33 1 1.2
87.958613 32.586522 16.13 3.92 1 0.51 0.04 1.19 12.96 6.37E+33 40 1.1
87.966813 32.596517 22.42 1.24 1 0.40 0 0.50 48.35 1.82E+32 51 0.6
88.002083 32.613389 15.08 1.89 2 0 0 1.57 · · · 2.33E+34 108 0.1
Note. — Only optical objects with either Prot, Pmem > 0, or an X-ray counterpart are included in this list. This table is
available in its entirety in the electronic edition of the ApJ. Five rows with some data columns are shown here for guidance
regarding its form and content. Table 2.4 describes all the columns in this table.
2.3.3 Membership Determination
ME08 and HA08 relied solely on distance from a fiducial isochrone in a color-magnitude
diagram (CMD) to determine M37’s membership. Other studies have used radial velocity
or proper motion measurements to determine membership (e.g., Dias et al. 2002; Nilakshi
& Sagar 2002; Mermilliod et al. 2008; Frinchaboy & Majewski 2008), but these surveys have
very few measurements and typically only cover the blue end of the MS or the cluster’s
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red giants. We therefore used the gi photometry of HA08 for ≈16,800 objects with −0.5
< (g − i) < 4 and combined it with the stars’ distances from M37’s center to determine
membership probabilities (Pmem).
The full description of our Pmem calculations is in Appendix A. Stars with 0.2 <
(g − i) < 3.6 were assigned a probability of being a single star (Ps), a binary star (Pb), or a
field (non-member) star (Pf), so that Ps +Pb +Pf = 1 for every star. We considered stars with
Pmem ≡ Ps + Pb ≥ 0.2 to be candidate cluster members. Members with Pb > Ps were labeled
as likely binaries. The low Pmem threshold we used allows for a non-negligible number
of contaminants into our cluster sample. However, since we expect most field stars to
be much older and, thus, inactive or significantly fainter in X-rays, the contamination in
our rotation-activity analysis of cluster stars will be minimal. In Figure 2.9, we show the
(i, g − i) CMD and we highlight single members, likely binary members, and field stars.
We inspected objects with 0.1 ≤ Pmem < 0.2 that also have an X-ray counterpart with
a hardness ratio <−0.3 (see Sections 2.4.3 and 2.4.4,) as these could potentially be stars
that are younger than the average contaminating field star, and hence potential cluster
members. We found 12 objects that met these criteria, and we assigned them a Pmem value
of 999. We use this Pmem value as a flag to highlight those stars that we consider to be
cluster members based on additional criteria.
For stars bluer than (g − i) = 0.2, we defined a separate CMD locus and calculated
Pmem for those based only on distance from the cluster center and without distinguishing
between Ps and Pb. This is because the MS is almost vertical in (g− i) for these stars, so that
our standard approach cannot be applied. Objects considered cluster members based on
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these criteria are labeled as blue members. We show these as blue triangles in Figure 2.9.
We did not apply our Pmem calculation to stars without HA08 gri photometry, namely,
the 16 ME08 stars without an HA08 counterpart. Instead, we determined their member-
ship by visually inspecting their location on the (i, g− i) CMD using their BV photometry
transformed into gri (see Section 2.3.2.) We also considered whether they matched to a
soft (hardness ratio < −0.3) Chandra source. Six of these stars lie near or inside the locus
of MS stars on the CMD and/or match a soft Chandra source. We assigned to these six
either Ps = 999 or Pb = 999, based on their binary flag in ME08, and we indicate them with
orange-filled squares in Figure 2.9.
We examined the literature for cluster membership information for stars beyond the
MS turn-off. Dias et al. (2002) identified 40 cluster members near the turn-off point based
on proper motion measurements, but Frinchaboy & Majewski (2008) used radial velocity
measurements to show that only three are M37 members. We found an HA08 match for
one of these stars in our optical catalog. For the other two, we converted the available
BV photometry to gri using the transformations described in Section 2.3.2, assigned them
Pmem = 999, and added them to our optical catalog.
We searched for surveys identifying white dwarfs and red giants in the field of M37.
Using a 5′′ tolerance radius, four cluster white dwarfs in Kalirai et al. (2005) and 31 cluster
red giants in Mermilliod et al. (2008) matched objects in our optical catalog; we assigned
all these matched objects either Ps = 999 or Pb = 999, based on their binary flag in the
literature.
Lastly, we matched the cluster red giants in Mermilliod et al. (2008) and massive
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cluster stars in Nilakshi & Sagar (2002) to our Chandra catalog. We found that one red
giant and two massive stars matched X-ray sources that had no HA08 or ME08 counterpart
(see Section 2.4.3). For these three cluster stars, we converted their BV photometry to gri
using the transformations described in Section 2.3.2, assigned them either Ps = 999 or
Pb = 999, based on their binary flag in the literature, and added them to our optical
catalog.
Our final membership catalog contains 1699 candidate M37 members, of which 265
are likely binaries. Twenty likely binary and 406 single members have Prot measurements.
Table 2.5 includes all optical objects to which we assigned a non-zero Pmem value.
We note that there is a segregation of binary candidates toward the blue and red
ends of the MS. That most stars at the red end of the MS are likely binaries may be a sign
of mass segregation and tidal evaporation of the low-mass single stars, or it could be a
sign of increased photometric uncertainty. Such mass segregation and preferential loss of
low-mass single members has been observed in many other clusters, including Praesepe
(Pinfield et al. 2003) and the Pleiades (Lodieu et al. 2007), where the binary fraction
increases in the lowest-mass bins in a way not seen for cool field stars (e.g., Ducheˆne
& Kraus 2013). Furthermore, the lack of binaries at 1.4 < (g − i) < 3.2 suggests that the
binary sequence is not sufficiently well detected to be fit as a distinct component by our
algorithm; the small number of over-luminous binary systems is likely being incorporated
into the fit for the field population, indicating one possible source of incompleteness.
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Figure 2.9 CMD for all optical objects in the M37 field. Objects with Pmem ≥ 0.2 are likely cluster members
(blue, black, red, and orange symbols); objects with Pmem < 0.2 are likely field stars (gray points). Members
with Pb > Ps are flagged as likely binary members (red crosses). Blue members (i.e., those beyond the
MS turn-off) have no single/binary flag (blue triangles). Orange-filled squares indicate ME08 stars without
HA08 counterpart classified as members. The faint blue members are white dwarfs (Kalirai et al. 2005). The
black arrow indicates the extinction vector.
2.4 Analysis
2.4.1 Stellar Properties Derived from Optical Photometry
2.4.1.1 Stellar Masses and the 500-Myr Mass-Period Distribution
To estimate masses for all the stars in our optical catalog, we used the mass-absolute r
magnitude (Mr) relation of Kraus & Hillenbrand (2007). These authors compiled a set of
empirical observations from the literature to generate a complete list of derived masses
and spectral energy distributions (SEDs) for B8-L0 stars, calibrating spectral types with
stars in the 600-Myr-old Praesepe cluster (Kraus & Hillenbrand 2007).
To obtain Mr we estimated the total absorption in r (Ar) using the extinction tables by
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Schlafly & Finkbeiner (2011) assuming RV = 3.1 and adopting a reddening of E(B − V) =
0.227±0.038 (HA08). We then adopted HA08’s distance to M37 of 1490±120 pc. Finally, we
linearly interpolated between the Kraus & Hillenbrand (2007) Mr values to obtain masses.
Our optical catalog includes stars ranging from 0.16 to 3.8 M. The top histogram
in Figure 2.10 shows the derived masses for cluster members, and the bottom histogram
includes only those members with X-ray counterparts in our Chandra catalog. We find X-
ray emitting cluster members covering the entire surveyed mass range. We derived mass
uncertainties from photometric and distance uncertainties; we indicate typical uncertainty
values with gray diamonds and error bars in the bottom panel of Figure 2.11, the mass-
period distribution for cluster stars. We distinguish between members with HA09 clean
or ME08 Prot and those with HA09 non-clean Prot in the upper panel (see Section 2.3.1),
and between single and binary members with HA09 clean or ME08 Prot in the lower panel.
There is a well-defined sequence of slow rotators in Figure 2.11 that runs from M ≈
1.2 M, Prot ≈ 3 days, to M ≈ 0.4 M, Prot ≈ 20 days. Below this sequence is another
distinguishable sequence composed mainly of rotators with non-clean Prot that are roughly
half the Prot of the slow rotators. This suggests that the second sequence is composed of
stars whose reported Prot are a harmonic of their true Prot.
Although more than half of the cluster members with non-clean Prot lie in or near
the main mass-period sequence and therefore display the same behavior as stars with
clean Prot, we conclude that non-clean Prot add unnecessary ambiguity to our results. We
therefore included non-clean rotators in our analysis only if they also had a ME08 Prot and
the two Prot measurements did not differ by more than 20%, which is the typical vertical
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width of the main mass-period sequence.
The mass-period distribution for M37 indicates that the more massive cluster mem-
bers have spun down to the slow-rotating sequence, where Prot has a weak dependence
on stellar mass. This breaks down around ≈0.7 M; lower-mass stars span a range of 1
<∼ Prot <∼ 20 days. This is consistent with expectations based on M37’s slightly younger
age than the Hyades and Praesepe. In the 625-Myr-old Hyades (Perryman et al. 1998)
and 600-Myr-old Praesepe clusters, this transition occurs at ≈0.6 M (Agu¨eros et al. 2011;
Douglas et al. 2014).
Cluster members with X-ray counterparts (filled symbols in the lower panel of Fig-
ure 2.11) cover the entire mass-period plane, suggesting that X-ray detection is not just
limited to the fast rotators (Prot . 1 day) and, hence, to the more active stars. Nine of the 18
fast rotators in our cluster sample have no X-ray counterpart. Eight of those nine rotators
are at an off-axis angle θ > 5′ in the Chandra field-of-view, beyond which the Chandra PSF
quickly degrades. Furthermore, based on their derived masses, four of them are likely
to be early F stars, and the measured periods are probably due to pulsations and not to
rotation.
2.4.1.2 Bolometric Luminosities
To obtain Lbol for the stars in our catalog, we once again adopted HA08’s distance to M37
of 1490±120 pc. We used the SED table of Kraus & Hillenbrand (2007) to convert the
Mr values obtained in Section 2.4.1.1 into corresponding effective temperatures Teff. We






























Members with an X-ray
counterpart
Figure 2.10 Top: Stacked histogram of stellar masses for M37 members. Likely binary members are
indicated in red and blue members (which have no single/binary flag), in hashed blue. Bottom: Histogram
of stellar masses for M37 members with an X-ray counterpart in our Chandra catalog. We do not derive
the masses of the red giants and white dwarfs in our optical catalog and these are excluded from these
histograms.
(2004), which are tailored to the SDSS filter system. Using Mr and BCr, we then calculated
bolometric magnitudes and luminosities.
2.4.1.3 Rossby Numbers
Stellar activity increases with increasing rotation rates only up to a saturation velocity,
beyond which activity remains constant. This saturation point has been observed to have
a dependence on stellar mass (see e.g., Pizzolato et al. 2003). Noyes et al. (1984) found
that the Rossby number Ro = Prot/τ, where τ is the convective turnover time, removes this
mass dependence, thus revealing the general relationship between stellar rotation and
activity. Ro serves as an indicator of the strength of a rotationally driven dynamo, which
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Figure 2.11 Top: Prot versus mass for M37 members. Our consolidated optical catalog has 426 cluster
members with Prot: 296 have either HA09 clean Prot or ME08 Prot (blue stars), and 130 have HA09 non-clean
Prot (gray crosses). A well-defined, slow-rotating sequence runs from M ≈ 1.2 M, Prot ≈ 3 days, to M ≈ 0.4
M, Prot ≈ 20 days. This sequence breaks down around a mass of ≈0.7 M; lower-mass stars include both
fast and slow rotators. Bottom: Same as the top panel, but for the 296 members with HA09 clean Prot or
ME08 Prot. Single members (283) are indicated with black circles, and likely binary members (13) with red
triangles. Stars with X-ray counterparts are shown as filled symbols (69 single members and seven likely
binaries). Typical mass uncertainties, derived from photometric and distance uncertainties, are indicated
along the top with error bars around gray diamonds.
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can be compared more evenly between stars of different masses.
To estimate τ for M37 members, we used the empirical stellar mass-τ relation of
Wright et al. (2011b, hereafter W11), who collected over 800 stars spanning a mass range
of 0.09–1.36 M with both Prot and LX measurements. These authors fitted the LX/Lbol-Prot
relation following a formulation equivalent to Equation 2.2 and adopting the canonical
slope β = −2.0. W11 reported τ values for ten mass bins, and we used these to fit a
second-order polynomial in the mass-τ plane. The resulting mass-τ relation is
log τ = 1.24 − 1.63 log(M/M) − 0.56 log2(M/M),
with a correlation coefficient r = 0.989, and we used this relation to calculate τ for cluster
members within the 0.09–1.36 M mass range. 72% of cluster members and 99% of the
cluster rotators fall within this mass range.
W11 also reported τ values for the same mass bins adopting β = −2.7, which is the
slope they found in their analysis of a subset of 36 solar-type stars. We used the second-
order polynomial that W11 fit to these τ values in the mass-τ plane to calculate τ for
our cluster stars, and found that these τ values were 30±5% smaller than those based on
β = −2.0.
Using both sets of τ values, we calculated Ro and examined the LX/Lbol-Ro plane
for our cluster sample, performing the parametrization analysis described in Section 2.5
twice. We found that the two β values we derived for our sample differed <3% and were
well within one standard deviation (σ) of each other. The two saturation points Ro,sat
differed by 20%, but were still within 1σ of each other. We therefore opted to use τ values
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based on β = −2.0 for the rest of our analysis.
2.4.2 Stellar Properties Derived from X-rays
The stellar magnetic field manifests itself above the photosphere and heats the plasma
in the stellar corona above 106 K (Vaiana et al. 1981). X-rays from MS stars originate in
this high-temperature plasma. In such stars, the ratio of X-ray luminosity to bolometric
luminosity LX/Lbol appears to decrease by several orders of magnitude between zero-age
MS stars and solar-age stars (e.g., Feigelson et al. 2004; Wright et al. 2011a). The LX/Lbol
ratio thus allows us to compare the contribution of X-rays in a mass-independent way.
To estimate the unabsorbed fluxes of our Chandra sources, we converted our soft-band
fluxes using WebPIMMS10 and an APEC model with solar abundance and kT = 0.768 (log
T = 6.95). Given that 95% of the X-ray sources with M37 counterparts have similar, soft
X-ray spectra (with hardness ratios between −0.4 and −1.0; see Section 2.4.4), assuming
the same plasma temperature for all is a reasonable approximation. We set the Galactic
atomic neutral hydrogen column density to 1.26×1021 cm−2, derived using E(B − V) =
0.227 from HA08, and obtained the fluxes for the ROSAT band (0.1–2.4 keV) in order to
compare our results to those of previous studies. We then calculated LX using a distance
of 1490±120 pc (HA08).
10http://cxc.harvard.edu/toolkit/pimms.jsp
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2.4.3 Matching the Optical and X-ray Catalogs
We used the ≈80% confidence X-ray positional uncertainties calculated in Section 2.2.2 to
match our Chandra sources to optical objects from HA08 by using a tolerance radius 1.6
times the positional uncertainty of each X-ray source. We found that this factor provided
a large number of matches without introducing too many potentially false matches. We
found 540 X-ray sources with HA08 optical counterparts. Multiple matches occurred<15%
of the time, and we selected the closest match as the true one in such cases. Fourteen more
near-matches were inspected individually and considered to be true matches.
To match our X-ray sources to ME08 objects, we used the same method as described
in Section 2.3.2, where we described how a distortion in the absolute astrometry of ME08
objects led us to apply a liberal 10′′ tolerance radius and then to inspect by eye the most
likely true match using available gri and BV photometry as guidance. We found 37 X-ray
sources with ME08 optical counterparts.
For the remaining unmatched X-ray sources, we found one red giant match in Mer-
milliod et al. (2008) and two massive star matches in Nilakshi & Sagar (2002) (see Sec-
tion 2.3.3) also using a tolerance radius 1.6 times the positional uncertainty of each X-ray
source. Neither of these three optical objects has a HA08 or ME08 counterpart (two of
them have V photometry outside the V range studied by ME08).
Combining all X-ray-to-optical matches, we have 561 X-ray sources with optical
counterparts, 278 of which have Pmem ≥ 0.2: 195 single stars (69 with Prot) and 83 binaries
(7 with Prot). Figure 2.12 shows the fraction of optical objects with X-ray counterparts as
a function of Pmem. It is close to zero for field stars and then increases linearly to some
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Figure 2.12 Fraction of optical objects with X-ray counterparts per 10%-Pmem bin.
intrinsic fraction of M37 stars.
Two hundred and thirteen X-ray sources have no optical counterparts. The log of
the median spurious detection probabilities P for matched and unmatched X-ray sources
are −9.5 and −10.6, respectively. The median net counts in the full band for matched
and unmatched X-ray sources are 17.2 and 25.9, respectively. Lastly, the median photon
energy for matched and unmatched X-ray sources are 1.2 and 1.95 keV, respectively.
2.4.4 X-ray Hardness Ratios and Spectral Information
We obtained spectral information for our X-ray sources by computing a hardness ratio
(HR). The HR is (hard counts−soft counts)/(hard counts+soft counts); we followed the
definitions of the hard and soft bands described in Section 2.2.1.1 and used net counts.
Soft spectra are characterized by HR < 0, and hard spectra, by HR > 0.
An a posteriori analysis of the matching done in Section 2.4.3 revealed that 96% of the
278 X-ray sources matched to optical cluster members have HR . −0.3, a strong indication
of their stellar nature. Only two such sources have HR > 0, and both are flagged as likely
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Matched to M37 members
Figure 2.13 Normalized stacked histogram of hardness ratios for X-ray sources matched to M37 members
(white), X-ray sources matched to non-member objects (red), and X-ray sources with no optical counterpart
(hashed blue).
binaries. By contrast, 72% of the 283 X-ray sources matched to optical non-members (i.e.,
field stars) have HR . −0.3, and 12% have HR > 0. Furthermore, only 32% of the 213
X-ray sources without any optical counterpart have HR . −0.3, and 45% have HR > 0.
Figure 2.13 shows a histogram of HR values for X-ray sources matched to M37 members,
X-ray sources matched to non-members, and X-ray sources with no optical counterpart.
Only three X-ray sources matched to an optical cluster member have >150 net counts
in the full band; the highest has 260. Thus, there are no cluster X-ray sources with enough
counts for a meaningful analysis of their X-ray spectra or light curves. Four X-ray sources
in our Chandra catalog have >1000 net counts. Two of these are matched to an optical
non-member; the other two lack optical counterparts. We discuss these four sources in
Appendix B.
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2.5 Results and Discussion
Our analysis of LX/Lbol versus Ro only included M37 members (Pmem ≥ 0.2) that had
either HA09 clean Prot or that had both HA09 non-clean Prot and ME08 Prot and the two
Prot measurements differed by less than 20%. Figure 2.14 shows the resulting 51 single
members (blue stars) and 4 likely binary members (red circles) that are included in the
following fit.
The conventional way to parametrize the LX/Lbol–Ro relationship is with a flat region










if Ro ≤ Ro,sat
CRβo if Ro > Ro,sat
(2.2)
where (LX/Lbol)sat is the activity saturation level, Ro,sat is the turnover point, β is the power-
law index characterizing the unsaturated regime, and C is a constant. We fit this model to
the 55 members described above.
We followed a similar fitting procedure to that described in Douglas et al. (2014). We
converted the model in Equation 2.2 into log-space for the fit, and assumed flat priors
over all three parameters. We used the open-source Markov-chain Monte Carlo (MCMC)
package emcee11 (Foreman-Mackey et al. 2013) to carry out the fit. It builds posterior prob-
ability distributions for each parameter (shown in Figure 2.15) by performing a random
walk in parameter space.
Two hundred models drawn at random from the posterior probability distribu-
11http://dan.iel.fm/emcee/current/
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tions are shown in gray in Figure 2.14. The most probable model, i.e., the maximum
a posteriori model, is indicated by a solid black line. The resulting best-fit parameters are
log(LX/Lbol)sat = −3.06 ± 0.04, Ro,sat = 0.09 ± 0.01, and β = −2.03+0.17−0.14. The parameter values
correspond to the 50th quantile, and the uncertainties correspond to the 16th and the 84th
quantiles (for consistency with 1σ Gaussian uncertainties).
2.5.1 The Saturated Regime
Several hypotheses aim to explain the decoupling of rotation and activity seen in the
saturated regime. These include dynamo saturation (Gilman 1983; Vilhu & Walter 1987),
saturation of the filling factor of active regions on the stellar surface (Vilhu 1984), and
centrifugal stripping of the corona (Jardine & Unruh 1999). However, a satisfactory
explanation remains elusive (see e.g., W11).
We detect this saturation phenomenon for stars with Ro < 0.09 ± 0.01. This turnover
point is similar to Ro,sat = 0.13 ± 0.02 found by W11 for their Einstein/ROSAT/XMM
heterogeneous sample of 824 field and cluster stars collected from the literature, and it is
slightly smaller than Ro,sat ≈ 0.16 found by Randich (2000) for her heterogeneous ROSAT
sample of field and cluster stars. Our saturation level log(LX/Lbol)sat = −3.06± 0.04 agrees
with log(LX/Lbol)sat = −3.13 ± 0.22 found by W11. It is slightly lower than log(LX/Lbol)sat ≈
−3 found by Randich (2000).
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Red circles are likely binaries
β= −1.9±0.5 (Pallavicini+1981)
β= −2.70±0.13 (Wright+2011)
β= −2.03+0.17−0.14  (this work)
Figure 2.14 X-ray to bolometric luminosity ratio as a function of Rossby number Ro for cluster members.
Likely binary members are indicated with red circles. The solid black line is the maximum a posteriori
fit from the MCMC algorithm and the gray lines are 200 random samples from the posterior probability
distributions. The dashed line indicates the fit found by Pallavicini et al. (1981), and the dotted line indicates
the fit found by Wright et al. (2011b).
2.5.2 The Unsaturated Regime
The increase in stellar activity with increasing rotation (smaller Ro) is believed to indicate
the heating of the corona by the stellar dynamo (Pallavicini et al. 1981; Pizzolato et al. 2003).
One of the challenges of the past few decades has been to characterize empirically this
relationship. Pallavicini et al. (1981) first discovered this behavior in an Einstein sample of
17 late-type stars of luminosity classes II to V, and found a power-law index β = −1.9±0.5.
More recently, Gu¨del et al. (1997) found β = −2.64 ± 0.12 for a ROSAT/ASCA sample of
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Figure 2.15 Marginalized posterior probability distributions from the MCMC analysis using emcee. The
parameter values of the a posteriori model are the peaks of the one-dimensional distributions; the vertical
dashed lines approximate the median and 68-percentiles. The two-dimensional distributions illustrate
covariances between parameters; the contour lines approximate the 68- and 95-percentile of the distributions.
her ROSAT sample. Finally, W11 found β = −2.18 ± 0.16 for their heterogeneous sample
of cluster and field stars. W11 also analyzed a subset of 36 solar-type stars detected only
with ROSAT to eliminate X-ray luminosity biases. They found β = −2.70 ± 0.13 for this
sample. We include the power-law relation for the unsaturated regime of both the latter
sample and of the Pallavicini et al. (1981) sample in Figure 2.14.
For our sample of unsaturated, co-eval M37 stars, which cover a mass range of 0.55–
1.28 M, the index β = −2.03+0.17−0.14 agrees with that by Pallavicini et al. (1981) β = −1.9± 0.5.
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It differs from the W11 result for the unbiased sample of solar-type stars by 3σ. That β
found for our sample of ≈500 Myr stars does not agree with some of the β values in the
literature suggests that previous studies that include stars with a range of ages may be
missing interesting age-dependent effects in the behavior of stellar activity. It may also be
evidence that the unsaturated regime is better described by a broken power law instead of
a single power law (e.g., Petit et al. 2008; Donati & Landstreet 2009; Saar & Brandenburg
1999). Unfortunately, our sample of M37 does not extend to large enough Ro values to
fully test this idea.
Did our Chandra observation or the Prot surveys of ME08 and HA09 bias our sample
toward those stars with higher LX and/or faster Prot? We may not have identified the
faintest X-ray sources in the cluster because of their very low counts and/or large θ,
making their detection much harder. Likewise, ME08 and HA09 may not have measured
Prot for the faintest cluster members, thus excluding members with possibly the longest
Prot.
Our X-ray catalog contains 18 sources, 15 of which are cluster members, with
log(LX/Lbol) ≤ −6.0, while our optical catalog contains only six objects, three of which
are members, with Ro ≥ 1.0. Indeed, the light curves used by both ME08 and HA09
span only 30 days, suggesting that lack of slow rotators may be the limiting factor in
determining the behavior of unsaturated stars at the high-Ro end.
Still, our sample of ≈500 Myr M37 members with both Prot and X-ray measurements
spans a wide set of stellar properties, as it covers masses ranging from 0.4 to 1.3 M, Prot
ranging from 0.4 to 12.8 days, and LX ranging from 1028.4 to 1030.5 erg s−1. Our results make
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M37 a new benchmark open cluster for calibrating the rotation–activity relation at ages of
≈500 Myr.
2.5.3 The Dependence of X-ray Activity on Age
We compared LX for 64 M37 solar analogs (masses 0.8–1.2 M) with X-ray detections of 62
stars in Alpha Persei (α-Per, Randich et al. 1996; Prosser et al. 1996; Prosser & Randich 1998;
Prosser et al. 1998; Pillitteri et al. 2013), 62 Pleiads (Micela et al. 1990; Stauffer et al. 1994;
Micela et al. 1996, 1999; Briggs & Pye 2003), 28 Hyads (Stern et al. 1994, 1995), and five stars
in NGC 752 (Giardino et al. 2008) within the same mass range. The adopted ages are 85±10
Myr for α-Per (Lodieu et al. 2012), 130±20 Myr for the Pleiades (Barrado y Navascue´s et al.
2004), 485±28 Myr for M37 (HA08), 625±50 Myr for the Hyades (Perryman et al. 1998),
and 1.6±0.2 Gyr for NGC 752 (Agu¨eros et al. 2018). Figure 2.16 shows the data for these
five clusters, where the boxes extend from the lower to the upper quartile, the whiskers
extend to cover the entire range, the red line inside the boxes indicates the median, and
the blue stars indicate the mean. The maximum and minimum LX of the Sun (Peres et al.
2000) is indicated by black whiskers at 4.5 Gyr.
We performed a linear regression analysis in log space using the median LX values of
the five clusters to determine the dependence of LX on age. We found that LX ∝ t−1.23±0.16,
with a correlation coefficient r = −0.98. This result, which corresponds to the black dashed
line in Figure 2.16, is close to the expected power-law exponent value of −1 for stars with
ages >∼100 Myr. It is within 1σ of the power-law exponent −1.5+0.3−0.2 found by Maggio et al.
(1987) using a set of Pleiades, Hyades, and Orion Ic solar-like stars and their observations
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Figure 2.16 X-ray luminosity of solar-like members (mass range of 0.8–1.2 M) of five open clusters as
a function of age. The adopted ages are 85±10 Myr for α-Per, 130±20 Myr for the Pleiades, 485±28 Myr
for M37, 625±50 Myr for the Hyades, and 1.6±0.2 Gyr for NGC 752. The data includes 62 α-Per stars,
62 Pleiades stars, 64 M37 stars, 28 Hyades stars, and 5 NGC 752 stars. For each cluster, the box extends
from the lower to the upper quartile, and the whiskers cover the entire LX range. The median LX for each
cluster is indicated by a red line inside the box, and the mean by a blue star. We indicate the minimum and
maximum of the Sun (Peres et al. 2000) with black whiskers at 4.5 Gyr. A linear regression analysis in log
space (excluding the Sun) suggests a relationship between X-ray luminosity and age of LX ∝ t−1.23±0.16, and
we indicate it with a dashed line.
of nearby solar analogs. Similarly, Gu¨del et al. (1997) and Giardino et al. (2008) found
an exponent of −1.5. Plugging our β = −2.03+0.17−0.14 into the relation LX ∝ t−αβ, we find that
α must lie in the range 0.49–0.75, with α = 0.60 as the most likely value. This agrees
very well with the relation vrot ∝ t−0.5 for solar-like stars found by Skumanich (1972) and
Meibom et al. (2011).
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2.6 Summary
We have assembled an extensive sample of stars with X-ray and Prot measurements in
the M37 open cluster to study the stellar rotation-activity relation at ≈500 Myr. We
observed the center of the cluster with Chandra and detected ≈770 high-confidence X-
ray sources. We also consolidated two optical surveys of M37 with Prot measurements
(Messina et al. 2008; Hartman et al. 2009), obtaining a merged sample of ≈650 rotators.
We calculated new membership probabilities for optically detected objects in the M37
field, and complemented the resulting catalog of cluster members with massive stars, red
giants, and white dwarfs identified as members in the literature. By matching our X-ray
and optical catalogs, we generated a sample of 76 solar- and late-type members of M37
with X-ray and Prot measurements.
We used soft-band X-ray fluxes extracted from our Chandra observations and the
cluster distance of≈1.5 kpc to derive LX for all X-ray sources. We then used gri photometry
and reddening values from Hartman et al. (2008a) to derive stellar masses and Lbol for all
cluster members. Finally, we calculated τ values using the Wright et al. (2011b) empirical
model as a function of mass, thereby obtaining Ro for our stars.
We then examined the ≈500 Myr mass-rotation and rotation-activity relations. M37’s
mass-period distribution indicates that the cluster’s more massive stars have spun down
to a single-valued relation. There is a well-defined sequence of slow rotators that runs
from M ≈ 1.2 M, Prot ≈ 3 days, to M ≈ 0.4 M, Prot ≈ 20 days. This single-valued relation
breaks down around a mass of 0.7 M; lower-mass stars span a range from fast (Prot ≈ 1
day) to slow (≈20 days) rotators. This is consistent with expectations based on M37’s
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slightly younger age than the Hyades and Praesepe. In these ≈600-Myr-old clusters, this
transition occurs at ≈0.6 M (Agu¨eros et al. 2011; Douglas et al. 2014).
In examining the dependence of LX/Lbol on Ro, we identified a saturated and an
unsaturated regime. All rotators with Ro < 0.09 ± 0.01 (a turnover point consistent with
that found in the literature for other rotation-activity samples) are saturated, and converge
to an activity level of log(LX/Lbol)= −3.06 ± 0.04, close to the canonical value of −3 and
similar to recent values found for heterogeneous samples of field and cluster stars.
In the unsaturated regime, faster rotators (smaller Ro) have increasing levels of coronal
activity (larger LX/Lbol) following a power law of index β = −2.03+0.17−0.14, in agreement with
the β = −1.9 ± 0.5 found by Pallavicini et al. (1981). Interestingly, however, this β differs
from the Wright et al. (2011b) result for their unbiased sample of solar-type stars by 3σ.
This suggests that previous studies that include stars with a range of ages may be missing
interesting age-dependent effects in the behavior of stellar activity, or that a broken power
law may describe better the unsaturated dependence of activity on rotation.
A comparison of solar-type X-ray emitters in M37 and similar stars in the α-Per,
Pleiades, Hyades, and NGC 752 open clusters, covering an age range of 0.85–1.6 Gyr,
shows that LX ∝ t−1.23±0.16, suggesting that the surface rotational velocity in solar-type stars
declines as vrot ∝ t−0.60, in agreement with previous studies.
By probing the rotation-activity relation with our homogeneous, co-eval sample of
M37 stars, we are informing empirically the ARAR at ≈500 Myr. More importantly, the
wide coverage in stellar masses, rotation periods, and LX of our sample of cluster members
puts M37 in a position to become a new benchmark middle-aged open cluster.
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Chapter 3
M37 and the Evolution of X-ray Emission
in Low-Mass Stars
3.1 Introduction
In low-mass stars (<∼1.2 M), X-rays originate in a magnetically heated corona, and serve
as a proxy for the strength of the magnetic dynamo. Observations indicate that X-ray
luminosity (LX) does not decay smoothly with age (t). Surveys of solar-type stars in the
Pleiades (t ≈ 125 Myr) and the Orion Nebula Cluster (ONC; 1−10 Myr) concluded that
LX falls off relatively slowly early in a star’s life: LX ∝ t−0.76 (Queloz et al. 1998; Preibisch
& Feigelson 2005). Because there are few accessible t >∼ 200 Myr clusters, constraints are
harder to come by for older stars, but from observations of five solar analogs, Gu¨del et al.
This chapter is a reproduction of a paper that has been published by The Astrophysical Journal. It can be
found at http://iopscience.iop.org/article/10.3847/0004-637X/830/1/44/meta. The article has been
reformatted for this section.
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(1997) determined that LX ∝ t−1.5 for t > 1 Gyr, as did Giardino et al. (2008) from their
survey of the ≈1.5-Gyr-old cluster NGC 752. Core-envelope decoupling or a change in
the magnetic field topology are the commonly invoked explanations for this sharp drop
off in LX (e.g., Kawaler 1988; Krishnamurthi et al. 1997), but it remains poorly understood.
To determine the evolution of LX, we need more >∼200-Myr-old open clusters with
well-characterized cumulative X-ray luminosity functions (XLFs). In Chapter 2, we de-
scribed our 440.5 ks Chandra observation of M37 (NGC 2099), a rich, ≈500-Myr-old cluster
at a distance of 1.5 kpc (Hartman et al. 2008a). We combined the photometry compiled
by Hartman et al. (2008a, hereafter HA08) and distance from the cluster core to generate
membership probabilities (Pmem). Our final catalog included 561 X-ray sources with opti-
cal counterparts, 278 of which had Pmem ≥ 0.2. Here, we add to these detections LX upper
limit (UL) measurements for undetected members to determine the XLFs for M37’s G, K,
and M stars. We also compute bolometric luminosities (Lbol), and use these to determine
the LX/Lbol functions (LLFs) for these stars, thereby establishing M37 as the benchmark
500-Myr-old cluster for studies of the evolution of X-ray emission in low-mass stars.
In Section 3.2, we describe our optical and X-ray data for M37, outline how we assign
membership thresholds for inclusion in our analysis, and calculate LX ULs for undetected
sources. In Section 3.3, we construct the XLFs and LLFs and discuss the impact of our
upper limits and of binaries on these functions. In Section 3.4, we first homogenize the
LX, Lbol, and masses of stars in six other clusters ranging in age from 6 to 625 Myr. We then
examine the evolution of the XLFs and LLFs for GKM stars over ≈600 Myr. We present
our conclusions in Section 3.5.
63
3.2 Characterizing Low-Mass Stars in M37
3.2.1 Setting the Thresholds for Cluster Membership
HA08 obtained gri images of a 24′×24′ area centered on M37 with Megacam on the 6.5-m
MMT telescope at the MMT Observatory, AZ. In Chapter 2, we used this photometry and
the distance from the cluster core for ≈16,800 HA08 objects to identify cluster members.
Each star was assigned a probability of being a single member (Ps), a likely binary member
(Pb), or a field star (Pf), with Ps + Pb ≡ Pmem and Ps + Pb + Pf = 1 for each star. We identified
1643 stars with Pmem ≥ 0.2, which we used as the Pmem cutoff for cluster membership (see
Section 2.3.3 and Appendix A).
Using such a low Pmem threshold increases the likelihood of field-star contamination:
for example, only 20−30% of the stars in the 0.2 ≤Pmem< 0.3 bin should be bona fide cluster
members. However, because M37 stars are much more likely to be bright X-ray emitters
than their older field-star cousins, we consider all X-ray emitters with Pmem > 0.2 to be
cluster members and now assign these stars Pmem = 1.0.
In effect, this redistributes absolute Pmem points from the non-detections to the X-ray
emitters by the total quantity q =
∑
i(1− Pmem,i), where i is the number of X-ray emitters in
each Pmem bin (0.2 ≤ Pmem< 0.3, 0.3 ≤ Pmem< 0.4, and so on). We therefore also decrease the
Pmem values of non-detections by subtracting the quantity q/N from their original Pmem,
where N is the number of non-detections in each Pmem bin.
While we could simply use the original Pmem ≥ 0.2 threshold for non-detections,
there is no way to distinguish bona fide members that are X-ray-undetected from field
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contaminants in low Pmem bins. We therefore apply a more conservative Pmem ≥ 0.7 cutoff
to minimize the risk of biased results. Finally, we note that for stars outside the field-of-
view of our Chandra observation Pmem ≤ 0.4, so that the completeness of our sample is not
affected by excluding these stars.
3.2.2 Assigning Masses and Estimating Lbol
To estimate masses for M37 stars, we first used the r photometry of HA08, along with
the cluster reddening E(B −V) = 0.227 and distance of 1490 pc obtained by these authors,
to calculate an absolute r magnitude Mr for each member. We then applied the Mr-
mass relation of Kraus & Hillenbrand (2007), who generated empirical spectral energy
distributions for B8-L0 stars that are calibrated using the 600-Myr-old Praesepe cluster
and Sloan Digital Sky Survey (SDSS, York et al. 2000) ugriz and Two Micron All Sky Survey
(2MASS, Skrutskie et al. 2006) JHK photometry (see Section 2.4.1.1).
We estimate Lbol for M37 members by first using the Mr-effective temperature (Te f f )
relation of Kraus & Hillenbrand (2007). After obtaining Te f f for each star, we use the
corresponding bolometric correction in the Girardi et al. (2004) tables, which we tailor to
the SDSS filter system. This allows us to calculate bolometric magnitudes and luminosities,
the latter by again using the distance to the cluster of 1490 pc.
There are 118 M37 stars with Pmem ≥ 0.7 and masses 0.8−1.2 M, 125 with masses
0.6−0.8 M, and 79 with masses 0.1−0.6 M, corresponding approximately to G, K, and
M stars, respectively (Cram & Kuhi 1989). Table 3.1 lists all low-mass M37 stars with
Pmem ≥ 0.2, although only those with Pmem ≥ 0.7 were used in our study. Column 1 is the
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Table 3.1. M37 Low-Mass Members in the Field of View of Chandra
IDa Pmemb Bin. Mass log(Lbol)d Det. log(LX)f
flagc (M) (erg s−1) flage (erg s−1)
30118 0.48 0 0.61 32.55 0 29.63
40031 0.42 0 0.98 33.26 0 29.52
40039 0.41 0 0.88 33.12 0 29.62
40097 0.41 0 0.66 32.72 0 29.67
40103 0.60 0 0.63 32.66 0 29.57
aSource ID from HA08.
bMembership probability, recalculated for this study.
cBinary flag from Chapter 2: 0, likely single star; 1, likely binary.
dBolometric luminosity from Chapter 2.
eDetection flag: 0, undetected in X-rays; 1, detected in X-rays.
fLX (LX UL) in the 0.5−7 keV band for detected (undetected) objects calculated as described in
Section 3.2.3 (3.2.4).
Note. — This table is available in its entirety in the electronic edition of the ApJ. The first five
rows are shown here for guidance regarding its form and content.
source ID of the optical object from HA08; Column 2 is the recalculated Pmem; Column 3
is a binary flag set to 1 if the object is likely a binary (see Appendix A) and 0 otherwise;
Column 4 is mass; Column 5 is Lbol; Column 6 is a detection flag set to 1 if the object has
an X-ray detection and 0 otherwise (i.e., a non-detection); Column 7 is the LX of detections
or the LX ULs of non-detections (see discussion below).
3.2.3 Calculating LX for Detected Members
We described our source detection procedure in Chapter 2. Briefly: we used wavdetect
in the Chandra Interactive Analysis of Observations (CIAO Fruscione et al. 2006) tool and
the ACIS Extract point-source analysis software (AE version 2014feb17; Broos et al. 2010).
We found 774 X-ray sources, 278 of which were matched to cluster members. For each
source we calculated net counts in the 0.5−7 (full), 0.5−2.0 (soft), and 2.0−7.0 (hard) keV
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energy bands.
In Chapter 2, we converted net count rates into absorbed energy fluxes by calculating
the incident flux1 in the soft and hard bands, and then multiplying the median photon
energy in each band by its incident flux. The absorbed energy flux in the full band is
the sum of the energy fluxes of the soft and hard bands. Using the mass bins defined in
Section 3.2.2, we detected 59 G, 36 K, and 67 M cluster stars. The faintest X-ray emitting
M37 member has a mass of 0.26 M.
To compare our results to those for other clusters, we recalculate energy fluxes of
cluster members by converting net count rates into unabsorbed 0.5−7 keV fluxes using
WebPIMMS.2 We assume an atomic neutral hydrogen column density NH = 1.26 × 1021
cm−2, derived from E(B − V) = 0.227 (HA08), RV = 3.1, and NH[cm−2/Av] = 1.79 ×1021
(Predehl & Schmitt 1995). We apply a thermal (APEC) model, setting the abundance to 0.4
of solar. This choice of a sub-solar abundance is justified by observations of very active
stars, whose coronal abundances range from 0.3−0.5 of solar (e.g., Briggs & Pye 2003;
Gu¨del 2004; Telleschi et al. 2005; Jeffries & Oliveira 2005).
We decided to use a one-temperature (1T) model after fitting spectra of the 10 brightest
and of the 40 faintest cluster sources3 with 1T and two-temperature (2T) models, and
keeping the value of NH fixed. Figure 3.1 shows the results: the 2T fits are not a statistical
improvement on the 1T fits. In addition, the 2T model does not perform well with the
brightest sources, as the lower of the two temperatures is unreasonably cool (log(T/K)
1The incident flux is the net counts divided by the mean Auxiliary Response File divided by the exposure
time.
2http://cxc.harvard.edu/toolkit/pimms.jsp
3Stacking is necessary because almost all of our detections have <<100 counts.
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= 4.97) and likely a result of the fit hitting a hard floor limit. Furthermore, the 2T fit
for the faintest sources produces a relatively large uncertainty for the high-temperature
component (log(T2/K) = 7.20±0.21).
A 1T model is therefore an adequate approximation of the plasma temperature for X-
ray-emitting members of M37. This is consistent with findings in the literature: typically,
2T fits return plasma temperatures of log(T1/K) ≈ 6.7 and log(T2/K) ≈ 7.2 but differ statis-
tically very little from simpler 1T models with a temperature between these two values.
This is particularly true for low-count sources (Schmitt et al. 1990; Jeffries & Oliveira 2005),
and 99% of our X-ray counterparts to low-mass M37 stars have<100 counts. Furthermore,
other studies have found that adopting one plasma temperature in the log(T/K) ≈ 6.9−7.1
range is adequate for characterizing the underlying differential emission measure in coro-
nae of fairly active stars detected as low-count X-ray sources (Gagne et al. 1995; James &
Jeffries 1997; Jeffries et al. 2006; Pillitteri et al. 2006).
We set log(T/K) = 7 (kT = 0.8617 keV), which is the average of our two 1T models’
best-fit temperatures.4 The median LX of our M37 sample changes by 0.12 dex if we go
from adopting log(T/K) = 6.9 to log(T/K) = 7.1. We are adding <1% in uncertainty to our
LX calculations by adopting this single coronal temperature for all sources.
3.2.4 Calculating LX for the Non-Detections
We calculate LX ULs for the 160 undetected low-mass stars with Pmem ≥ 0.7 within the
field of view of our Chandra observation. We follow Kashyap et al. (2010) and define an
4In Appendix C, we discuss further tests we conducted to examine the impact of assuming a constant
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Figure 3.1 Spectral fits for stacks of the 10 brightest (upper panel) and 40 faintest (lower panel) M37
sources using 1T (blue solid line) and 2T (red dashed line) APEC models, assuming 0.4 solar abundance
and NH = 1.26 × 1021 cm−2. The fits are drawn over the binned data (10 counts per bin; black circles).
Error bars are too small to show. For each fit, we give the resulting temperature(s) of the APEC model,
the reduced chi-squared statistic (χ2ν), and the degrees of freedom (d.o.f.). Residuals are shown below each
panel, normalized by the stacked spectrum counts. There is no evidence from these fits that a 2T model is
required to represent these data.
UL as the maximum LX a source can have without exceeding some detection threshold
with a given probability, given a specified background. We use a detection threshold of
106 (equivalent in CIAO to wavdetect’s threshold significance of 10−6, the value used in
the source detection procedure in Chapter 2) and a false negative probability of 0.5.
To estimate the background of each undetected source, we draw an annulus with ds9
centered on its optical counterpart’s coordinates. We set the inner radius of the annulus
to the size of the point source function (PSF) that encloses 100% of counts from a point
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source at that location, and the outer radius to three times that size. We use CIAO’s
dmlist to find the number of 0.5−7 keV counts in the annulus, and dmstat to find the
mean exposure time for that region. Combining these two quantities and the area of the
annulus, we calculate the background in counts per second per pixel squared, from which
we then estimate the background inside the inner radius of the annulus, the actual region
of the undetected source.
We convert the resulting UL count rates into unabsorbed X-ray fluxes with WebPIMMS
by applying the same model and parameters described in Section 3.2.3 for members with
X-ray detections. In Table 3.1 we list the LX UL of all undetected stars with Pmem ≥ 0.2,
although only stars with Pmem ≥ 0.7 were included in our analysis.
3.2.5 The Impact of ULs on the XLFs
To define the XLFs and LLFs, we use the Kaplan-Meier (K-M) method as implemented in
the lifelines package (Davidson-Pilon 2016), and treat ULs as left-censored data points.
We apply Efron’s bias correction (Efron 1967), which considers the lowest LX value to
be a detection even if it is not. Our M37 sample contains a significant number of X-ray
ULs: in the most extreme case, 71% of the K stars with Pmem ≥ 0.7 are undetected. This is
concerning because the K-M method is biased when censored data represent a very large
fraction of the whole sample (e.g., Huynh et al. 2014).
To test the impact of ULs, we re-calculate the XLFs after varying the Pmem cutoff,
which, since all X-ray detections have Pmem = 1, is equivalent to varying the number of
censored data points in the sample. As an example, we show in Figure 3.2 the impact on
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the K-star XLF when we vary the Pmem cutoff from 0.2 to 0.9 in 0.1 increments. We also
show the XLF we obtain including only detections. Finally, we indicate the median LX
from each K-M solution with a vertical arrow.




















































Figure 3.2 K star XLFs for Pmem cutoff values ranging from 0.2 to 0.9 in 0.1 increments. Our adopted
cutoff, Pmem ≥ 0.7, is the bold solid black XLF. The K-M solution for the sample including detections only is
in dashed gray. The median log(LX) for each K-M solution is indicated with a vertical arrow.
Having a large number of censored data points biases the XLF toward lower LX
values. It appears, however, that implementing a Pmem cutoff <∼0.8 has little effect on the
shape of the XLF. In the extreme case, the difference in median LX between a sample of K
stars with Pmem > 0.2 and one of Pmem > 0.9 K stars is ≈0.2 dex. For G and M stars, the
difference in median LX between these two Pmem cutoffs is ≈0.1 dex. We conclude that the
impact of ULs as a function of Pmem cutoff, and thus of the fraction of ULs in a given mass
bin, on the K-M statistics is limited to a shift of at most 0.2 dex.
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3.3 X-ray Activity at 500 Myr
The left panel of Figure 3.3 shows the XLFs of stars with Pmem ≥ 0.7 for the G (solid
blue), K (dotted orange), and M stars (dashed red). The median values are indicated with
vertical arrows. G and M stars have the highest median LX values from the K-M solution,
log(LX/erg s−1) ≈ 29.0, while for K stars it is ≈28.9. All three classes have very similar
lower−upper quartile levels: log(LX/erg s−1) = 28.8−29.2 for G and K stars and 28.9−29.2
for M stars. This suggests that at an age of 500 Myr, LX is fairly constant for low-mass
stars.
The center panel of Figure 3.3 compares the LLFs for the three mass bins. Calculating
LX/Lbol allows us to remove the mass dependence of LX and reveal the fraction of the stars’
total emission that is in X-ray. The differences in the X-ray contribution to the overall stellar
emission are obvious here, with the fraction produced in X-rays becoming significantly
smaller as mass increases.
Finally, to the right of the panels, boxplots for each mass bin extend from the lower to
the upper quartile; the whiskers cover the entire data range, and medians are indicated by
a horizontal line inside the boxes. More massive stars clearly have lower intrinsic activity
levels than their least massive cousins.
3.3.1 The Impact of Binaries
In Chapter 2 we flagged a star as a likely M37 binary if Pb > Ps and Pb + Ps ≥ 0.2, where Pb
was based on height from the main sequence in the (i,g−i) color-magnitude diagram. Since
stars in our M37 sample flagged as likely binary remain unresolved, we are, therefore,
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Figure 3.3 K-M estimator for the XLFs (left panel) and LLFs (center panel) of M37 G (solid blue line), K
(dotted orange), and M (dashed red) stars. The median value for each K-M solution is indicated with a
vertical arrow. To the right of the panels, boxplots for each mass bin extend from the lower to the upper
quartile; the whiskers cover the entire data range. The horizontals lines are the median values.
potentially overestimating their stellar masses, as we derived masses using the combined
photometry of the system.
Furthermore, some low-mass stars may remain hidden in binaries with a massive
companion. This is corroborated by our detection in X-rays of 104 high-mass cluster
members. X-ray emission from such systems is more likely to come from a low-mass
companion (see e.g., Preibisch & Zinnecker 2002), and indeed 39 of the 104 are photometric
candidate binaries, suggesting that our sample of M37 low-mass stars is incomplete.
The 44 detected low-mass candidate binaries are also difficult to interpret. The X-
ray emission from such systems could potentially come from both components, and so
counting each detection as just one source could bias the XLFs and LLFs toward higher
luminosities.
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We calculate the XLFs by excluding all likely binaries in our sample and compare the
results with those in Figure 3.3. We find very small differences in the K-M solutions of the
samples including and excluding likely binaries. In the extreme case, the median log(LX)
of cluster M stars shifts by 0.05 dex when likely binaries are excluded. Furthermore, since
potential contamination by binaries is an issue for all XLF studies, and since the binary
fraction for open clusters and over time does not vary significantly (Ducheˆne & Kraus
2013), we simply include binaries in the construction of the XLFs and LLFs of M37 and of
all other clusters in our study.
3.4 The Evolution of X-ray Activity
X-ray activity decreases with time in low-mass main-sequence stars (e.g., Gu¨del et al.
1997; Preibisch & Feigelson 2005; Giardino et al. 2008). To quantify this evolution, we
compare the XLFs and LLFs we obtain for M37 to those for six other open clusters: the
ONC (0.1−10 Myr, Preibisch & Feigelson 2005), NGC 2547 (35±3 Myr, Jeffries & Oliveira
2005), NGC 2516 (120±25 Myr, Silaj & Landstreet 2014), the Pleiades (125±8 Myr, Stauffer
et al. 1998), NGC 6475 (220±50 Myr, Silaj & Landstreet 2014), and the Hyades (625±50
Myr, Perryman et al. 1998). All six clusters have well-defined membership catalogs that
extend to the low-mass end and have been surveyed extensively in the X ray, rendering a
meaningful comparison to each other and to M37 possible.
The published LX values from the surveys of these clusters differ in terms of the
quoted energy bands and how they were obtained from the instrumental count rates. To
homogenize the X-ray data, we use the original count rates of all sources and, as with
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our M37 sources, apply a 1T APEC model with 0.4 solar abundance and log(T/K) = 7 (see
further discussion of the assumed T value in Appendix C) to obtain unabsorbed 0.5−7
keV fluxes.
As discussed in Section 3.2.3, our choice of plasma temperature is appropriate for
low-count X-ray sources of fairly active stars, which describes most stars in these surveys.
Furthermore, even though coronal temperatures are found to decrease with stellar age
(e.g., Telleschi et al. 2005, who found that for solar analogs these temperatures decrease
by 0.37 dex between 0.1 and 0.75 Gyr), the uncertainty introduced by adopting the same
temperature for the entire 6−625 Myr range is not significant, given the low counts of our
sources. Overall, 54% of the X-ray sources in the surveys considered here have fewer than
100 counts, and 81% fewer than 500.
We also found the most up-to-date estimation of distance and reddening for each
cluster. We use these to calculate LX and NH, following the reddening-NH relation of
Bohlin et al. (1978).
To determine the stars’ masses, we first combine BVRIJHK or ugriz photometry,
cluster distances, and total absorption in each band5 to obtain absolute magnitudes. We
then apply the absolute magnitude-mass relations of Kraus & Hillenbrand (2007); for stars
with only BVRI photometry, we use the extended version of the same relations described
in Agu¨eros et al. (2018). For the ONC we adopt the stellar masses of Getman et al. (2005),
which were derived using the pre-main-sequence (PMS) evolutionary tracks of Siess et al.
(2000).
5We use the extinction tables of Schlafly & Finkbeiner (2011) assuming RV = 3.1 and adopting E(B − V)
values.
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Table 3.2. Cluster Characteristics And Number of X-ray Detections/Non-Detections
Name Refa Inst.b log(LX) G Starsd K Starsd M Starsd log(age) Distance log(NH) E(B − V)
Minc D ND D ND D ND (Myr) (pc) (cm−2)
ONC 1 CA 27.48 28 0 34 0 416 0 6.41f 414.0 21.72f ...g
NGC 2547 2,3 RH,X 28.83 27 0 19 0 44 0 7.54 407.0 20.48 0.038
Pleiadese 4,5,6 RP,RH 28.00 74 23 58 22 88 137 8.05 136.2 20.40 0.032
NGC 2516e 7 X 28.53 70 56 29 49 96 174 8.08 385.5 20.90 0.120
NGC 6475 8,9,10 RP,X 28.64 37 0 51 0 6 0 8.34 302.0 20.54 0.060
M37 11 CA 28.45 59 59 36 89 67 12 8.69 1490.0 21.10 0.227
Hyades 12,6 RP 27.50 65 12 27 28 54 39 8.80 47.3f <20.00 0.000
aReference for X-ray data: (1) Getman et al. (2005); (2) Jeffries & Tolley (1998); (3) Jeffries & Oliveira (2005); (4) Stauffer et al. (1994);
(5) Micela et al. (1999); (6) Stelzer et al. (2000); (7) Pillitteri et al. (2006); (8) Prosser et al. (1995); (9) James & Jeffries (1997); (10) Obs.
ID 0300690101 in 3XMM-DR5 Catalog; (11) Chapter 2; (12) Stern et al. (1995).
bX-ray instrument: CA = Chandra ACIS; X = XMM EPIC; RP = ROSAT PSPC; RH = ROSAT HRI.
cMinimum log(LX) value detected in erg s−1(0.5−7.0 keV band).
dNumber of detections (D) and non-detections (ND). G stars: 0.8−1.2 M; K stars: 0.6−0.8 M; M stars: 0.1−0.6 M.
eWe combine these two to create the representative ≈115-Myr-old cluster used in our analysis.
fMean value for cluster stars.
gNo reddening value adopted.
Table 3.3. Clusters Members Characteristics
Name α (J2000) δ (J2000) Cluster Massa log(Lbol)b Distance NHc Detection log(LX)e
(◦) (M) (erg s−1) (pc) (×1020 cm−2) flagd (erg s−1)
COUP 6 83.65928 -5.40653 ONC 0.23 33.03 414 13.18 1 29.88
COUP 10 83.66681 -5.43448 ONC 0.13 33.23 414 1.00 1 28.68
COUP 14 83.67345 -5.39938 ONC 0.13 32.92 414 6.46 1 28.88
COUP 17 83.67930 -5.33534 ONC 0.90 33.86 414 13.18 1 30.18
COUP 20 83.68520 -5.43502 ONC 0.16 33.11 414 48.98 1 29.44
aStellar mass derived from JHK or ugriz photometry using the mass-absolute magnitude relation of Kraus & Hillenbrand (2007) and
extended for BRI photometry by Agu¨eros et al. (2018).
bLbol derived from a linear interpolation between the stellar mass-Lbol relation in M37 stars, as described in Section 3.2.2.
cAtomic neutral hydrogen column density; null if assumed to be negligible.
dX-ray detection flag: (0) non-detection; (1) detection.
eLX (LX UL) in the 0.5−7 keV energy band for detected (undetected) objects calculated using the method in Section 3.2.3.
Note. — This table is available in its entirety in the electronic edition of the ApJ. The first five rows are shown here for guidance
regarding its form and content.
Finally, we use a linear interpolation between the stellar mass-Lbol values for M37
(see Section 3.2.2) to estimate Lbol for stars in the other clusters.
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Table 3.2 summarizes the basic characteristics of these six clusters and those of M37,
and gives for each the number of detections and non-detections in each mass bin. Table 3.3
lists all low-mass cluster members with their derived stellar masses, Lbol, distances, NH
values derived from E(B−V), and LX values for detected sources and LX ULs for undetected
sources. Below we briefly summarize the X-ray observations for each cluster and the
cluster parameters we assumed to perform our analysis.
3.4.1 The Comparison Set of Clusters
3.4.1.1 The ONC
At 0.1−10 Myr in age (we adopt 6 Myr), the ONC serves as an essential young benchmark
for studies of the long-term evolution of X-ray activity (e.g., Preibisch & Feigelson 2005;
Jeffries et al. 2006) because of its well-described membership and extensive X-ray coverage.
We therefore include the ONC in our comparison, albeit with two caveats. First, practically
all low-mass stars in the ONC are in the PMS phase and therefore still contracting and
spinning up. Second, at such young ages low-mass stars are still likely to be surrounded
by inner circumstellar disks, which may either obscure or enhance stellar X-ray emission
(Bouvier et al. 1997; Wolff et al. 2004; Preibisch et al. 2005). Considered all together, ONC
stars therefore might not exhibit a clear X-ray rotation-activity relation (Krishnamurthi
et al. 1997; Feigelson et al. 2003). To select a sample of ONC stars comparable to those in
older clusters, we exclude from our analysis stars that show evidence of having either a
circumstellar disk or strong accretion (see sections 8.1 and 8.2 of Preibisch et al. 2005).
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Getman et al. (2005) presented a 838 ks Chandra observation of the ONC. These authors
detected >1600 point sources in the 0.5−8 keV band. Following Preibisch et al. (2005), we
adopt the masses derived by Getman et al. (2005) using the theoretical PMS evolutionary
tracks of Siess et al. (2000). There are 478 low-mass ONC stars, 155 of which show no
evidence for circumstellar disks or strong accretion. We use the published Chandra ACIS
net counts, exposure times, and NH values for each of these 155 sources to calculate their
LX. We adopt a distance d = 414 pc (Menten et al. 2007) for all stars in the cluster.
Preibisch et al. (2005) reported >98% of low-mass ONC stars as X-ray sources, and
there is therefore no need to account for non-detections. The optically faintest cluster
member detected in X-rays has a mass of 0.10 M.
3.4.1.2 NGC 2547
Although most low-mass stars in the 35-Myr-old cluster NGC 2547 are still in the PMS
phase, there is evidence that their inner circumstellar disks have dissipated (e.g., Jeffries
et al. 2000; Young et al. 2004). It is thus expected that their X-ray emission be unobstructed
and more representative of main-sequence coronae.
NGC 2547 was first observed with ROSAT HRI in the 0.1−2.4 keV band for 57.9 ks,
resulting in 102 detections of cluster members Jeffries & Tolley (1998). The cluster was
observed again with XMM-Newton in the 0.3−3.0 keV band for 49.4 ks; Jeffries et al. (2006)
reported 108 detections. In addition, Jeffries et al. (2006) modified the original ROSAT
count rates to apply a more sophisticated PSF model for the HRI instrument.
Seventy-two cluster stars are detected in both observations, 36 only by XMM, and
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two only by ROSAT, for a total of 110 low-mass NGC 2547 stars with X-ray detections.
For the XMM sources, we use time-weighted mean count rates from their pn, MOS1, and
MOS2 count rates. For the ROSAT sources, we use the modified count rates of Jeffries
et al. (2006). For stars detected in both observations, we obtain a combined LX using a
weighted average of the two separate LX values. We adopt d = 407 pc (Mayne & Naylor
2008), log(NH/cm−2) = 20.48 (Jeffries & Oliveira 2005), and E(B − V) = 0.038 (Mayne &
Naylor 2008) for all cluster stars.
The vast majority of NGC 2547’s low-mass stars are detected. All those with 1.4 <
(V − I) < 2.5 (≈K5−M3) are detected, and only a handful of stars near (V − I) ≈ 1.2 and
an increasing number of stars at (V − I) > 2.8 remained undetected. Jeffries et al. (2006)
therefore did not account for non-detections. The faintest cluster member detected in
X-rays has a mass of 0.32 M.
3.4.1.3 NGC 2516
Pillitteri et al. (2006) used two different XMM pointings totaling 105.7 ks to observe the
120-Myr-old open cluster NGC 2516. These authors detected 258 members (201 low-mass)
and calculated 0.3−7.9 keV LX ULs for 354 (287 low-mass) that remained undetected.6 The
faintest cluster member detected in X-rays has a mass of 0.19 M; the same is true for the
faintest cluster member with an LX UL measurement. In cases where Pillitteri et al. (2006)
matched an X-ray source to more than one cluster star, we assume the X-ray emission to
originate from the closest match only.
6NGC 2516 was observed with ROSAT by Jeffries et al. (1997) and Micela et al. (2000) and with Chandra
by Damiani et al. (2003); given the completeness and much higher sensitivity of the XMM observation, we
opt to use only the latter for simplicity.
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We adopt d = 385.5 pc (Terndrup et al. 2002), log(NH/cm−2) = 20.90 (Pillitteri et al.
2006), and E(B − V) = 0.12 (Dachs & Kabus 1989) for all cluster stars.
3.4.1.4 The Pleiades
The Pleiades was surveyed with ROSAT on at least three occasions. Stauffer et al. (1994)
first observed the cluster with the PSPC instrument (0.15−2.0 keV) using three different
pointings for a total of 73.5 ks. These authors detected 176 cluster members, and calculated
LX ULs for 62 more members that remained undetected.
Micela et al. (1999) reported several observations of the Pleiades with the ROSAT
HRI instrument (0.1−2.4 keV) using eight different pointings for a total of 234.7 ks. These
authors detected 120 Pleiads, including 15 that were undetected by Stauffer et al. (1994).
Micela et al. (1999) also calculated LX ULs for ≈90 members with no previous LX measure-
ments.
Finally, Stelzer et al. (2000) calculated 0.15−2.0 keV LX for 211 cluster members and
LX ULs for 199 undetected ones using 10 publicly available ROSAT PSPC observations
with a combined exposure time of 105.9 ks. Sixty-eight of these LX measurements were of
cluster members with no previous X-ray detections.
We match these sources to the updated membership catalog of Covey et al. (2016).
We obtain 265 Pleiads with detections and 211 with LX ULs, of which 220 and 182 are
low-mass stars, respectively. For stars in more than one X-ray study, we use the weighted
average count rate to calculate the LX. The faintest detected cluster member and the
faintest with an upper limit have a mass of 0.12 M. We adopt d = 136.2 pc (Melis et al.
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2014), log(NH/cm−2) = 20.4 (Micela et al. 1999), and E(B−V) = 0.032 (An et al. 2007) for all
cluster stars.
An inspection of the Pleiades and NGC 2516 reveals that the two clusters share sev-
eral characteristics relevant to our study, including nearly identical XLFs for all mass bins,
similar low-mass populations with available X-ray data, and overlapping age estimates.
Regarding the latter, we note that both clusters have age estimates spanning the approx-
imate range 65−150 Myr. For the Pleiades, several isochronal estimates indicate an age
near 125 Myr (e.g., Stauffer et al. 1998; David & Hillenbrand 2015; David et al. 2016), but
others return ages as young as 75 Myr (Steele et al. 1993) or as old as 150 Myr (Mazzei
& Pigatto 1989). Furthermore, lithium-depletion studies indicate ages of 112 Myr (Dahm
2015) and 130 Myr (Barrado y Navascue´s et al. 2004). For NGC 2516, studies of magnetic
Ap and Bp stars indicate an age of 120 Myr (Silaj & Landstreet 2014), which is similar to
some isochronal age estimates (e.g., Kharchenko et al. 2005; Lyra et al. 2006), but lower
than others (e.g., 140 Myr, 158 Myr, Meynet et al. 1993; Sung et al. 2002, respectively).
To simplify our analysis, we combine detections and non-detections from the Pleiades
and NGC 2516 to create a single, representative ≈120 Myr-old cluster, which we consider
to be a reasonable approximate age for stars in the two clusters. Figure 3.4 shows mass
(top) and log(LX) (bottom) histograms for the resulting cluster.
3.4.1.5 NGC 6475
This 220-Myr-old open cluster was observed by Prosser et al. (1995) with ROSAT PSPC



































Figure 3.4 Histograms with the number of low-mass detections and non-detections for the Pleiades (light
and dark blue) and NGC 2516 (hashed orange and red) as a function of mass (top panel) and log(LX) (bottom
panel). For non-detections, the latter are ULs.
at least one cluster optical counterpart to 129 of their X-ray sources; 24 had two or three
counterparts. For the latter group, we assume the X-ray emission to originate from the
closest match only.
James & Jeffries (1997) reported a separate 27 ks ROSAT PSPC (0.4−2.4 keV) observa-
tion of NGC 6475 and the detection of 35 cluster stars, only four of which are not among the
Prosser et al. (1995) sources. Neither of the ROSAT surveys reported LX ULs for low-mass
stars.
There is also an archival 46 ks XMM observation (Observation ID 0300690101, PI: R.
Pallavicini) in the 3XMM-DR5 catalog of serendipitous X-ray sources (Rosen et al. 2016),
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for which the Survey Science Center processing pipeline (version 4.1) returned 196 X-ray
point sources of good quality (i.e., quality flag = 0). We match 16 of these to low-mass
cluster members, all of which are also detected in one or more of the previous X-ray
studies. We derive 0.5−7.0 keV LX values for these sources using the available 0.2−4.5 keV
(bands 1−4) instrumental count rates.
We search the XMM-Newton Upper Limit Server 7 for data for the undetected low-
mass clusters stars. However, we obtain only one UL for one undetected NGC 6475 star.
We derive the 0.5−7.0 keV LX UL value for this star from the EPIC-pn 0.2−2.0 keV count
rate UL estimated by this server.
In total, there are 133 detected cluster stars, 94 of which are low-mass cluster stars.
For stars in more than one X-ray study, we use a weighted average to calculate the LX. The
faintest detected cluster member has a mass of 0.52 M. For all the stars in this cluster we
adopt d = 302 pc (van Leeuwen 2009), log(NH/cm−2) = 20.54, and E(B−V) = 0.06 (Robichon
et al. 1999).
3.4.1.6 The Hyades
ROSAT PSPC (0.1−1.8 keV) observations of the 625-Myr-old8 Hyades were first obtained
by Stern et al. (1995), who examined a ≈30×30 deg area around the cluster center. These
authors detected 188 Hyads and measured LX ULs for 252 that remained undetected.
7http://xmm.esac.esa.int/UpperLimitsServer/
8Brandt & Huang (2015a,b) calculated the age of the cluster to be 750±100 Myr by fitting rotating stellar
models to main-sequence turnoff Hyads. However, the quoted uncertainty does not include the additional
≈100 Myr systematic uncertainties mentioned by these authors.
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Stelzer & Neuha¨user (2001) used publicly available PSPC data to report 0.1−2.0 keV
LX for 191 Hyads, 36 of which were undetected by Stern et al. (1995). These authors also
measured LX ULs for 74 undetected cluster members, 40 of which were not in Stern et al.
(1995).
We consolidate the two surveys and match the resulting list of X-ray sources to the
Hyades catalog of Douglas et al. (2016), which combines the catalog of Goldman et al.
(2013) with a handful of new Hyads identified from All Sky Automated Survey data
(Cargile et al., in prep.). For our analysis, we considered only stars with Pmem ≥70% in the
Douglas et al. (2016) catalog.
The result is 178 Hyads with detections and 82 with ULs, of which 143 and 79 are
low-mass stars, respectively. The faintest detected Hyad has a mass of 0.13 M, and the
faintest Hyad with an LX UL, 0.18 M. For stars in both surveys, we use the weighted
average count rate to calculate LX. We use published star distances and assume negligible
reddening and NH. For stars with no available distance, we set d = 46 pc (van Leeuwen
2009).
3.4.2 Results and Discussion
Figure 3.5 shows the XLF (left panels) and LLF (right panels) K-M solutions for M37 and
the six clusters described above, with the Pleiades and NGC 2516 combined into a single
120-Myr-old cluster, for G (upper row), K (middle row), and M stars (bottom row). The
XLFs show an overall decrease in X-ray activity spanning approximately two orders of
magnitude from the age of the ONC to that of the Hyades. G stars exhibit the most
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uniform decrease, as each subsequent cluster is approximately half an order of magnitude
less luminous than the previous one. The exception is the 120-Myr-old cluster, which is
less luminous than this sequence would suggest, both in terms of its XLF and its LLF.
K and M stars evolve less gradually. K stars between 35−490 Myr decrease only very
slightly in LX, while the youngest (6 Myr) and oldest (625 Myr) stars appear significantly
different from the rest. M stars behave similarly, although the evident differing complete-
ness levels in this mass bin across clusters makes any interpretation of the M-star XLF and
LLF difficult (e.g., the least massive star in the ONC is 0.10 M; in NGC 6475, 0.52 M).
The varying sensitivity levels of the different cluster surveys hinder a straightforward
comparison, as the derived XLFs and LLFs of samples with lower sensitivities imply pop-
ulations that are more X-ray active than they should be (see e.g., Feigelson & Montmerle
1999; Preibisch & Zinnecker 2002; Feigelson et al. 2003).
The unexpected behavior of the 120-Myr-old stars was seen by Jeffries et al. (2006),
who found that Pleiads have a similar level of activity as much older Hyads. That study,
however, did not include any stars between the ages of the two clusters. Our inclusion of
220- and 490-Myr-old stars makes this odd result stand out. The XLF and LLF curves at
120 Myr are most left-shifted at lower values, suggesting that the explanation may lie in
the differences in detection limits between the surveys.
In Figure 3.5, the filled circles along each XLF and LLF indicate the faintest X-ray
source in each cluster at each mass bin. NGC 6475 and M37 have higher minimum
detection values than the 120-Myr-old sample. Furthermore, the significant fraction of
ULs in the 120-Myr-old sample is also shifting the XLF toward lower LX, as we found to
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Figure 3.5 K-M estimator for the XLF (left panels) and LLF (right panels) of G, K, and M stars in the
ONC (≈6 Myr), NGC 2547 (35 Myr), the merged NGC 2516 and Pleiades clusters (120 Myr), NGC 6475 (220
Myr), M37 (490 Myr), and Hyades (625 Myr). The LX values are all for 0.5−7 keV and derived from count
rates applying a 1T-plasma model with 0.4 solar abundance and log(T/K) = 7. The filled circles indicate the
minimum LX detected in each cluster at each mass bin.
86
be the case for M37 (see Figure 3.2).
It is also possible that our XLF at 220 Myr implies a population that is over-luminous
relative to reality, as our sample of NGC 6475 stars does not include ULs. If this is true,
it would suggest that low-mass stars, and particularly K and M stars, do not decrease in
X-ray luminosity by a significant amount between 100 and 500 Myr.
In Figure 3.6, we plot the LX (top panels) and LX/Lbol (bottom) K-M solutions for each
cluster in the three mass bins with boxes and whiskers. Each box extends from the lower
to the upper quartile, the horizontal line indicates the median value, and the whiskers
span the entire data range for each cluster (Table 3.4 gives these K-M solutions). The
faintest X-ray source detected in each cluster across the three mass bins is indicated with a
red horizontal line in all panels. This corresponds to the minimum value for each cluster
given in Column 4, Table 3.2.
The left panels shows the evolution of G stars, with the X-ray minimum and maximum
of the Sun (Peres et al. 2000) indicated with black whiskers at 4.5 Gyr. A linear regression
analysis in log space using the median values (excluding the Sun) reveals a decrease in
LX and LX/Lbol with time of the form LX ∝ tb and LX/Lbol ∝ tc (black dashed lines), where
b = −0.61 ± 0.12 and c = −0.68 ± 0.12. This is much shallower than the slope quoted in
Chapter 2 (b = −1.23±0.16), which included a slightly different set of clusters and no ULs.
The correlation coefficients of the fits are rb = −0.93 and rc = −0.94.
Preibisch & Feigelson (2005) found a similar slope b = −0.76, but a shallower slope
c ≈ −0.5, for their smaller sample of ONC, Pleiades, Hyades, and nearby field G stars. On


































































































































































































































































Figure 3.6 The evolution of LX (top panels) and LX/Lbol (bottom panels) for G, K, and M stars using the K-M
estimator results. The representative 120 Myr-old cluster contains stars from NGC 2516 and the Pleiades.
Each box extends from the lower to the upper quartile and the whiskers cover the entire data range. The
median value is indicated by a horizontal line inside the box. The minimum X-ray value detected in each
cluster across the three mass bins is indicated with a red horizontal line. In the G stars panels, the minimum
and maximum of the Sun are indicated with black whiskers at 4.5 Gyr. The dashed lines indicate the linear
regression analysis in log space (excluding the Sun) for each panel. The resulting dependencies of LX and
LX/Lbol on age are given at the bottom of each panel.
their sample of FG stars from 10 clusters spanning a similar age range. Other studies of
solar analogs that extend to ages >600 Myr have found a steeper slope b = −1.5 (Maggio
et al. 1987; Gu¨del et al. 1997; Giardino et al. 2008). Our linear regressions extrapolated to
the age of the Sun over-predict the X-ray activity of solar-type stars at the solar age by
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Table 3.4. Kaplan-Meier Statistics for Six Open Clusters
Open log(LX) (erg s−1)a log(LX/Lbol)
Cluster Min 25thb Median 75thb Max Min 25thb Median 75thb Max
G stars
ONC 29.58 29.95 30.45 30.70 31.39 -4.02 -3.45 -3.13 -2.62 -1.90
NGC 2547 29.33 29.65 29.89 30.16 30.49 -4.41 -3.87 -3.46 -3.22 -3.06
≈120 Myr 27.97 28.77 29.19 29.62 30.46 -5.46 -4.55 -4.28 -3.76 -2.70
NGC 6475 29.00 29.21 29.37 29.69 30.28 -4.62 -4.30 -4.00 -3.69 -2.69
M37 28.45 28.82 28.99 29.16 30.42 -5.09 -4.72 -4.58 -4.43 -3.00
Hyades 28.15 28.46 28.62 28.91 29.94 -5.30 -4.94 -4.73 -4.49 -3.19
K stars
ONC 28.55 29.79 30.28 30.73 31.51 -4.40 -2.98 -2.45 -2.01 -1.25
NGC 2547 28.93 29.28 29.42 29.59 29.94 -3.70 -3.36 -3.24 -3.11 -2.80
≈120 Myr 28.44 28.66 29.08 29.35 30.14 -4.29 -4.09 -3.59 -3.30 -2.62
NGC 6475 28.64 29.15 29.37 29.68 30.00 -4.08 -3.43 -3.27 -3.04 -2.54
M37 28.73 28.82 28.91 29.15 29.92 -4.11 -4.09 -3.83 -3.57 -2.86
Hyades 27.63 27.63 28.18 28.66 29.46 -4.98 -4.92 -4.63 -4.06 -3.24
M stars
ONC 27.48 29.10 29.76 30.27 31.44 -4.43 -2.43 -1.94 -1.58 0.27
NGC 2547 28.83 29.10 29.26 29.40 30.46 -3.53 -3.19 -3.00 -2.83 -1.91
≈120 Myr 27.86 28.37 28.79 29.05 30.26 -4.25 -3.46 -3.19 -2.96 -1.25
NGC 6475 28.82 28.83 28.98 29.18 29.74 -3.63 -3.62 -3.39 -3.19 -2.55
M37 28.51 28.89 29.04 29.16 29.49 -3.67 -3.34 -3.13 -3.04 -2.64
Hyades 27.50 27.77 28.12 28.54 30.44 -4.84 -4.40 -3.65 -3.37 -0.86
a0.5−7.0 keV band.
bower and upper quartiles (i.e. 25th and 75th percentiles).
≈0.5 dex in both LX and LX/Lbol.
The linear regression analysis for K stars in Figure 3.6 (center panels) indicates that
LX and LX/Lbol decrease following the LX(t) and LX/Lbol(t) relations described above with
slopes b = −0.82±0.16 (rb = −0.93) and c = −0.81±0.19 (rc = −0.91). These are statistically
similar to the slopes found for G stars. Although our value for b agrees with that of
Preibisch & Feigelson (2005, b = −0.78) and of Cargile et al. (2009, b = −0.62 ± 0.27)
for their samples of K stars, our c slope is steeper than these authors’ (c ≈ −0.5 and
c = −0.34 ± 0.32, respectively).
The relations found for M stars (right panels) have slopes b = −0.40±0.17 (rb = −0.76)
and c = −0.61±0.12 (rc = −0.93), the former being statistically different from that of K stars.
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Otherwise, these slopes are all within one standard deviation of the results for the other
mass bins. Preibisch & Feigelson (2005) found a steeper slope b = −0.69, while Cargile
et al. (2009) had a shallower slope of b = −0.30 ± 0.21, for their M stars. Analogously to
the case of G stars beyond the age-range we studied, Stelzer et al. (2013) found a steeper
slope b = −1.10 ± 0.02 for a sample of M0−M3 stars in the solar neighborhood covering
the ages 0.1−3 Gyr.
In LX/Lbol space, however, our slope c is significantly steeper than the slopes found
by Preibisch & Feigelson (2005) (c ≈ −0.3) and Cargile et al. (2009) (c = −0.08±0.26). In the
framework of the rotation-activity relation, the similar decay in X-ray activity we find for
M and GK stars may suggest that even if a different braking mechanism operates for fully
convective stars (spectral types ≈M6 and later), the decay in coronal heating nonetheless
occurs at the same rate as in stars with radiative cores. The evident incompleteness at the
lowest masses in several of the clusters studied here prevents us, however, from making
any strong claims about the X-ray evolution of these stars.
Unlike in Figure 3.5, where the 120-Myr-old stars appear under-luminous in X-rays
for their age compared to NGC 6475 and M37, Figure 3.6 and Table 3.4 show that these
stars do not deviate much from the general trend observed from 6 to 625 Myr. It is
therefore very likely that the somewhat unexpected shape of the XLF at 120 Myr is mostly
a construct of the lower sensitivity and completeness of the NGC 6475 and M37 X-ray
surveys relative to those of the Pleiades and NGC 2516.
Is a linear fit adequate for the full age range we consider? Clearly, we do not have
enough points in age space to explore fitting broken power laws with different slopes
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for different age ranges. Instead, we redo the linear regression analysis by excluding
open clusters that either should or appear to behave differently from the others. For
instance, even though we exclude ONC stars with circumstellar disks or strong accretion
(see Section 3.4.1.1), X-ray emission from this cluster may still not be truly comparable to
that of older clusters, as its low-mass PMC members may be spinning up on their way to
the main sequence. At the other end of our age range, Hyades stars may have already
passed an evolutionary threshold beyond which X-ray activity decreases at a faster pace,
as seen in studies of older clusters such as the >1-Gyr-old cluster NGC 752 (Giardino et al.
2008).
Linear fits in log space for LX and LX/Lbol excluding the ONC result in slightly steeper
slopes for all mass bins except for K stars in LX space and M stars in LX/Lbol space; the
latter results in a slope shallower by a factor of two. However, the new slopes lie well
within one standard deviation of the original fits, and they all have worse (i.e., closer to
zero) rb and rc values than the original fits. This suggests that the overall X-ray activity of
such young stars does not significantly deviate from the general decaying trend observed
in the first 600 Myr of their lives.
On the other hand, linear fits excluding the Hyades result in slightly shallower slopes
for all three mass bins. Again, the new slopes lie within one standard deviation of the
original fits, and they all have very similar rb and rc values. Therefore, we see no evidence
that the behavior of stellar coronae has changed significantly by the time low-mass stars
reach the age of the Hyades. However, the scarcity of well-characterized >1-Gyr-old open
clusters prevents us from conducting a more detailed study of a hypothetical distinct late
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evolutionary stage of stellar activity beyond 625 Myr.
Finally, we examine whether assuming the same 107 K coronal temperature for all
stars in the age range 6−625 Myr significantly impact our results. For the youngest stars
in our sample (i.e., ONC members), doubling the representative plasma temperature
decreases the derived LX values by 0.03−0.77 dex; the larger the value of NH, the larger the
decrease. For the oldest stars in our sample (i.e., Hyads), cutting the temperature in half
decreases the derived LX values by 0.17 dex (see Appendix C for further discussion). The
effect of these decreased LX values at ≈6 Myr and 625 Myr on the age-activity relations of
Figure 3.6 is inconsequential: the largest change in fitted parameters is the slope c for M
stars, which becomes slightly steeper (−0.69 ± 0.18). We are therefore confident that our
decision to chose one representative plasma temperature is reasonable for this analysis.
3.5 Conclusion
We use a 440.5 ks Chandra observation of M37 to characterize the XLFs and LLFs of <1.2
M stars at 490 Myr. In Chapter 2 we detected 162 such stars; here we add ULs for 160
cluster stars that were undetected in our original observations. At 490 Myr, these G, K,
and M stars exhibit similar levels of X-ray activity (median log(LX) ≈ 29.0 erg s−1) with
similar statistical spreads (28.8−29.2 as the lower−upper quartiles). In LX/Lbol space, on
the other hand, we find that more massive stars produce a smaller fraction of their overall
energy output in the X ray, with median LX/Lbol values of −4.73, −3.83, and −3.13 for G,
K, and M stars, respectively.
To characterize the evolution of X-ray activity, we compare the M37 XLFs and LLFs to
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those of other open clusters in the approximate age range 6−625 Myr: the ONC, NGC 2547,
NGC 2516, the Pleiades, NGC 6475, and the Hyades. We homogenize the X-ray data from
different surveys by converting published count rates into energy fluxes using the same
model and parameter values: a 1T APEC model with 0.4 solar abundance and log(T/K) = 7.
As in other studies, we find that this choice of temperature is an adequate approximation
for active stars detected as low-count X-ray sources.
We use up-to-date cluster reddening and distance measurements to calculate NH and
LX, respectively. We obtain the masses for members of all clusters by applying the same
photometric color-mass relation, except for stars in the ONC, for which we use previously
published masses. Finally, we calculate Lbol from a linear interpolation between mass-Lbol
values we derive for M37 stars.
The XLFs and LLFs of stars in the approximate age range 6−625 Myr shift toward
lower luminosities over time. G and K stars decrease in X-ray activity by almost two
orders of magnitude, as indicated by their median LX and LX/Lbol values, whereas M stars
decrease by about 1.5 orders of magnitude.
The XLFs and LLFs of stars at 120 Myr (NGC 2516 and the Pleiades combined) appear
under-luminous compared to that of younger and older clusters. This is likely to be the
result of the large number of ULs included in these XLFs and LLFs and of the relatively
higher detection sensitivity of the X-ray surveys of the Pleiades.
Conversely, the XLFs and LLFs of NGC 6475 may be the anomalous ones, as the lack of
ULs in this cluster may make it seem over-luminous for its age. These results highlight the
difficulty in comparing X-ray surveys with different sensitivities and completeness. Most
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clusters included here deserve deeper X-ray studies to fully characterize the evolution of
activity in low-mass stars.
The decay rate over the approximate age range 6−625 Myr is well described by a
single linear fit in log space. The decay follows the relation LX ∝ tb, with b = −0.61 ± 0.12
for G stars, −0.82 ± 0.16 for K stars, and −0.40 ± 17 for M stars. In LX/Lbol space, the
decay follows LX/Lbol ∝ tc, with c = −0.68 ± 0.12 for G stars, −0.81 ± 0.19 for K stars, and
−0.61 ± 0.12 for M stars.
The incompleteness of the M star data in several clusters prevents us from making
any strong conclusions, but our results are incompatible with the paradigm of slower
rotational decay rates for M stars compared to G or K stars. Based on our data, the
difference in braking mechanisms between fully convective mid- to late-type M stars
and GK stars with radiative cores manifests itself only marginally in the coronal heating
process.
The decay rates in LX and LX/Lbol for G stars over-predict the X-ray activity of the
Sun. This, together with existing results from solar analogs with t > 1 Gyr showing
b = −1.5, suggests that at older ages than those sampled here the age-activity relation may
be significantly steeper for solar-mass stars. Excluding the Hyades from our linear fits
results in slightly shallower slopes but similar statistical fits for all three mass bins. Thus,




Chromospheric versus Coronal Activity
in M37 Stars
4.1 Introduction
Two of the commonly used tracers of stellar magnetic activity are X-ray flux, fX, which
in late-type stars originates in the corona (Vaiana et al. 1981), and Hα emission, which
originates in the chromosphere (Campbell et al. 1983). Due to their linked heating mech-
anisms, a correlation is expected between X-ray and Hα emission in magnetically active
stars.
In late-type, main-sequence stars, the rotation rate and the strength of the magnetic
field decrease over time. If we knew the dependence of rotation period (Prot), fX, or Hα on
This chapter is a reproduction of a paper that has been published by The Astrophysical Journal. It can be
found athttp://iopscience.iop.org/article/10.3847/1538-4357/834/2/176/meta. The article has been
reformatted for this section.
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age, a measurement of one of these quantities could be used to determine an accurate age
for any isolated field star. Currently, however, we invert the process, adopting canonical
ages for field stars to constrain the behavior of the ARAR at the oldest ages (e.g., Kiraga
& Stepien´ 2007; Irwin et al. 2011).
Few open clusters have been systematically surveyed for the three quantities Prot, fX,
and Hα, and moreover there is a scarcity of accessible clusters older than ≈150 Myr. The
Hyades and Praesepe (both ≈650 Myr) serve as the only anchors for our understanding
of the dependence of stellar activity on rotation between a few 100 Myr and the age of
field stars (>∼2 Gyr). Unfortunately, the Hα–Prot and fX–Prot relations do not agree for stars
in these two clusters: compared to the Hα-to-bolometric luminosity ratio (LHα/Lbol), the
X-ray-to-bolometric luminosity ratio (LX/Lbol) depends much more strongly on Prot for
slow rotators (Douglas et al. 2014, hereafter D14). The exact relationship between rotation
and activity tracers in a single-aged population remains elusive. Furthermore, the same
behavior has been observed in mixed-age samples where different tracers of magnetic
activity ( fX, Hα, and Ca ii) are compared (e.g., Rauscher & Marcy 2006; Stelzer et al. 2013).
To understand the physical underpinnings of the ARAR we need to be confident that we
understand how different age indicators evolve, and why.
The ≈500-Myr-old open cluster M37 (NGC 2099, 1490±120 pc; Hartman et al. 2008a,
hereafter H08), has been extensively surveyed for Prot (Messina et al. 2008; Hartman et al.
2009) and for fX (Chapter 2). With more than 400 cluster members with Prot and more
than 270 with fX measurements, M37 is the best laboratory for comparing the behavior of
Hα emission and of fX and their relation to Prot in a single-aged population, as there is no
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other cluster older than the Pleiades (≈125 Myr, Stauffer et al. 1998) with comparable Prot
and X-ray coverage and as rich a membership.
Here we complement our study in Chapter 2 of the relationship between Prot and
fX in M37 with an examination of the relationship between Prot and Hα emission, and
therefore between these two tracers of magnetic activity at 500 Myr. To measure Hα
emission, we obtain optical spectra of 298 M37 members with the 6.5-m telescope at the
MMT Observatory, Mt. Hopkins, AZ; 125 of our targets show the line in emission.1
In Section 4.2, we describe how we assembled our cluster membership catalog, our
spectroscopic data, and the Prot data we collected from the literature. In Section 4.3, we
characterize stars in M37 using available photometry and our spectra. We present our
results in Section 4.4 before concluding in Section 4.5.
4.2 DATA
4.2.1 Cluster Members
H08 obtained g’r’i’ images with Megacam on the 6.5 m MMT telescope of a 24′×24′
area centered on M37. These authors then converted the instrumental magnitudes to
Sloan Digital Sky Survey (SDSS; York et al. 2000) gri magnitudes for ≈16,500 objects with
measurements in all three bands.2 The typical one-sigma (σ) error is 0.01 mag, and the
magnitude coverage is 10 <∼ r <∼ 25 mag.
1Observations reported here were obtained at the MMT Observatory, a joint facility of the University of
Arizona and the Smithsonian Institution.
2H08 observed the equatorial Sloan field centered at 03h20m00s, 00◦00′00′′ (J2000) to constrain air mass,
and then parametrized the instrumental-to-SDSS magnitude relation using a list of observed stars matched
to stars extracted from the SDSS Data Release 5 (Adelman-McCarthy et al. 2007).
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In Chapter 2 we used this gri photometry and the distance from the cluster core to
identify cluster members. Each star was assigned a probability of being a single member
(Ps), a likely binary member (Pb), or a field star (Pf), with Ps + Pb ≡ Pmem and Ps + Pb + Pf
= 1 for each star (see section 2.3.3 and appendix A for details).
We identify 1643 stars with Pmem ≥ 0.2, which we use as the Pmem cutoff for cluster
membership. This low Pmem threshold may result in our catalog being significantly
contaminated by field stars. However, we expect this contamination to be minimal when
considering stars with Prot and activity measurements, as field stars tend to be much older
and, therefore, very slow rotators unlikely to be detected in the X ray or to have Hα
emission.
With this in mind, we also search for stars with 0.1≤Pmem < 0.2 that have Hα emission
in our spectra (see Section 4.2.2). We found 27 such stars. These stars’ location in a color-
magnitude diagram (CMD) and a mass–Hα equivalent width (EqW) plot indicates that
their properties are consistent with those of cluster members, and we therefore classify
these stars as bona fide M37 members and assign them a Pmem = 999.
Member stars with Pb > Ps are flagged as likely cluster binaries. As described in
Chapter 2, Pb is solely based on photometric distance from the main sequence in the (i,
g − i) CMD.
Messina et al. (2008) surveyed M37 in the optical with the 1 m telescope at the
Mt. Lemmon Optical Astronomy Observatory, AZ. We use these data to determine whether
stars without a counterpart in the H08 survey should be included in our M37 catalog. We
determine their membership by visually inspecting their location in the (i, g − i) CMD,
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Table 4.1. Description of Columns in M37 Cluster Catalog
Col. Description
1 Source ID from H08 (>10000) or Messina et al. (2008) (<10000).
2, 3 Right ascension and declination of object (J2000).
4 Membership probability. Pmem
5 Binary flag from Paper I: 0, likely single star; 1, likely binary.
6-8 giJ magnitudes.
9 Stellar mass.
10 Rossby number Ro.
11,12 EqW and standard deviation of the Hα line.
13-16 EqW and standard deviation of the [Nii]λ6584 and [Nii]λ6548 lines.
17 Empirical ratio χ of the continuum flux near the Hα line and the apparent bolometric flux.
18 Hα-to-bolometric luminosity ratio LHα/Lbol.
19 Standard deviation of LHα/Lbol.
20 X-ray-to-bolometric luminosity ratio LX/Lbol.
21 Standard deviation of LX/Lbol.
using their BV photometry transformed into gi.3 Of the stars identified as cluster members
using this approach, we include in our analysis five that have Prot and that have either
an X-ray counterpart in Chapter 2 or Hα in emission in our Hectospec spectra. We also
assign them Pmem = 999.
Table 4.1 describes the 21 columns in our resulting catalog of cluster members, and
Table 4.2 shows some of these columns for the first five stars in the catalog. This table is
available online in its entirety.
4.2.2 Spectroscopy
We obtained spectra of M37 stars with Hectospec (Fabricant et al. 2005) on the MMT 6.5 m
telescope. We used five different fiber configurations, set up using the program XFITFIBS,
centered near α = 05h52m18s, δ = +32◦33′00′′.9 (J2000), to observe 356 stars in the field of
view of M37.
3We used the transformations derived by Jester et al. (2005) and in http://www.sdss.org/dr12/
algorithms/sdssUBVRITransform.
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Table 4.2. M37 Members
Name α (J2000) δ (J2000) Pmem Bin. g i Mass Ro EqW Hα χ LHα/Lbol LX/Lbol
(◦) flag (mag) (mag) (M) (Å)
(1) (2) (3) (4) (5) (6) (7) (9) (10) (11) (17) (18) (20)
140028 88.157125 32.538739 0.77 0 17.09 15.97 1.04 .. 2.01 .. .. 2.21E−05
140036 88.158163 32.570939 0.59 0 17.48 16.23 1.01 0.08 1.25 9.26E−05 .. 9.18E−04
150134 88.186100 32.491900 0.36 0 20.40 18.05 0.63 0.05 −1.89 6.64E−05 1.26E−04 1.31E−03
240167 88.031825 32.524308 0.88 0 20.94 18.46 0.61 .. −0.70 6.59E−05 4.62E−05 7.46E−04
230343 88.023129 32.546933 0.49 1 23.05 19.80 0.39 0.08 −1.25 2.75E−05 1.19E−05 ..
Note. — This table is available in its entirety in the electronic edition of the ApJ. Some columns and rows are shown here for
guidance regarding its form and content. Table 4.1 describes all the columns in this table.
We used the 600 line grating, which has a central wavelength of 6500 Å and a free
spectral range of 5770 Å, covering the Hα line with a spectral resolution R ≈ 1000. Our
targets lie in the range 15.1 < r < 22.6 mag. Stars with r>∼ 20 mag typically were observed
for 300–350 min; stars with 17 <∼ r <∼ 20, for 100–300 min; and stars with r <∼ 17, for ≈90
min. The median signal-to-noise of our spectra at the Hα line core (6563 Å) is 44. Table 4.3
summarizes our observations, and Figure 4.1 shows five example spectra, illustrating the
varying strength of the Hα line seen in our sample.
The data were reduced automatically by the Telescope Data Center using the HSRED
v2.0 pipeline. HSRED performs the basic reduction tasks: bias subtraction, flat-fielding,
arc calibration, and sky subtraction.4
4.2.3 Rotation Periods
Messina et al. (2008) and Hartman et al. (2009) published independent surveys of stellar
rotation in M37, which we consolidated in Chapter 2 (see Sections 2.3.1 and 2.3.2 for de-
4See http://mmto.org/˜rcool/hsred/index.html for a description of HSRED.
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Table 4.3. Log of MMT Hectospec Observations
Date Ca Exp. Nominal Aimpoint Num. of
(s) αJ2000 δJ2000 Spectra
2015-02-18 2 3840 05:52:18.91 +32:31:54.16 134
2015-02-19 2 2810 05:52:18.91 +32:31:54.16 132
2015-02-19 3 2400 05:52:18.64 +32:33:05.93 121
2015-02-20 3 3060 05:52:18.64 +32:33:05.93 123
2015-04-18 1 5400 05:52:11.84 +32:32:45.91 105
2015-09-20 5 3600 05:52:17.96 +32:31:37.13 80
2015-11-21 5 8400 05:52:17.96 +32:31:37.13 80
2015-11-22 4 3600 05:52:22.40 +32:31:49.42 103
aConfiguration number.

































Figure 4.1 Five representative MMT Hectospec spectra of M37 stars, labeled with their H08 designations
and photometrically derived masses. Each spectrum is normalized to the flux at 6555 Å and smoothed using
a 20 pixel smoothing window. The right panel shows a close-up of the Hα line, with the spectra smoothed
using a four pixel smoothing window. The vertical dotted line indicates the Hα line.
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tails). Briefly: Messina et al. (2008) used both the Scargle-Press and CLEAN periodogram
techniques to measure variability for stars in the range 13 < V < 20 mag and reported Prot
values for 120 stars.
Hartman et al. (2009) applied the multiharmonic analysis of variance algorithm of
Schwarzenberg-Czerny (1996) to light curves for 15 < r < 23 mag stars included in the
Hartman et al. (2008b) list of variable stars. For 372 stars, these authors found that
Prot differed <10% when they re-calculated it using only one, two, or three terms of the
harmonic series fitted to the light curves. For these stars, they chose Prot calculated
using two terms and reported them as “clean” Prot values. As we noted in Chapter 2,
non-clean Prot values add unnecessary ambiguity to our analysis. We therefore include
non-clean rotators only if they also have a Prot from Messina et al. (2008) and the two Prot
measurements do not differ by more than 20%.
We matched rotators from both surveys using a 10′′ matching radius. Individual
inspections of the matches comparing the gri photometry from H08 with the BV pho-
tometry from Messina et al. (2008) then determined the most likely correct match. The
liberal matching and individual inspection was necessary because the astrometry of ob-
jects in Messina et al. (2008) displays a widespread non-linear distortion.5 For stars with
Prot measurements in both surveys, we adopted the Prot from Hartman et al. (2009). Our
consolidated list of rotators includes 657 stars with at least one Prot measurement, 426 of
which have Pmem ≥ 0.2.
5See Section 2.3.2 for details.
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4.3 Deriving Stellar Properties
4.3.1 Calculating Masses and Lbol
We estimate masses for M37 members using the mass-absolute r magnitude (Mr) relation
of Kraus & Hillenbrand (2007), who generated empirical spectral energy distributions for
B8-L0 stars that are calibrated using the 650-Myr-old Praesepe cluster with SDSS ugriz and
Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006) JHK photometry (see section
2.4.1.1). To obtain Mr we estimate the total absorption in r (Ar) using the extinction tables
of Schlafly & Finkbeiner (2011) assuming RV = 3.1 and adopting a reddening E(B − V) =
0.227 and distance 1490 pc.
Similarly, we estimate Lbol for M37 members by using the effective temperature-Mr
relation of Kraus & Hillenbrand (2007). After obtaining an effective temperature for each
star from Mr, we use the corresponding bolometric correction in the Girardi et al. (2004)
tables, which we tailor to the SDSS filter system. This allows us to calculate bolometric
magnitudes and luminosities, the latter by again using the distance of 1490 pc to the
cluster.
4.3.2 Measuring Hα EqWs and Obtaining LHα/Lbol
To obtain Hα EqW measurements for our spectra, we use the PHEW tool,6 which automates
the EqW calculation using PySpecKit (Ginsburg & Mirocha 2011) and performs Monte
Carlo iterations to obtain EqW uncertainties.
6See https://zenodo.org/record/47889#.V5hjMlcZZtI.
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We set 6563 Å as the center of the Hα line and define the continuum flux for each
spectrum as the average flux between 6540−6558 and 6572−6590 Å. This is modified by
eye when the line is broad or shifted away from 6563 Å (e.g., because of binarity or in high
radial-velocity objects). In cases where we had more than one spectra for the same star,
we weighted-mean combine the spectra before performing the EqW measurement. Lastly,
we perform 1000 Monte Carlo iterations to calculate 1σ uncertainties on the EqW mea-
surements. In each iteration, we varied the spectral flux at each pixel by adding a fraction
—pulled randomly from a Gaussian distribution— of the intrinsic flux uncertainty. The
standard deviation of the 1000 measured EqW values corresponds to the 1σ uncertainties
that we report. We measure Hα EqW for 294 cluster members; 125 (including 12 likely
binaries) show the line in emission.
Figure 4.2 shows a color-magnitude diagram with stars in the color range 0.2 <
(g − i) < 3.7 having Pmem ≥ 0.2. Highlighted in blue (single members) and red (likely
binary members) are stars for which we obtain an EqW measurement; negative EqW
values correspond to emission. For a handful of stars, our spectra are too noisy to perform
a measurement.
D14 studied Hα activity for stars in the Hyades and Praesepe. These two bench-
mark open clusters have similar ages (≈650 Myr) and metallicities, and D14 merged their
membership catalogs to create the so-called HyPra cluster. We compare Hα activity in
M37 and in HyPra in Figure 4.3. We obtain SDSS r magnitudes for HyPra stars (using
a 1′′ matching radius) to calculate stellar masses using the same Kraus & Hillenbrand
(2007) mass-Mr relation we use for M37 stars. Only 20% of HyPra stars in Figure 4.3 do
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Figure 4.2 CMD for stars in the field of view of M37 with Pmem ≥ 0.2 in the color range 0.2 < g −
i < 3.7. Targets of our MMT Hectospec observations are highlighted in blue (single members) and red
(photometrically identified likely binaries).
not have SDSS counterparts; for those we use the stellar masses from D14, which were
derived using 2MASS K magnitudes and the Kraus & Hillenbrand (2007) mass-absolute
K magnitude relation.7 We also perform our own EqW measurements for the spectra
of these HyPra stars. We exclude from this comparison stars identified as candidate or
confirmed binaries.
Figure 4.3 reveals that Hα emission is present in stars with masses up to ≈0.8 M in
M37, whereas in HyPra stars, this limit is ≈0.6 M. The transition from a population of
active and inactive stars at a given mass to one where all the stars are active also appears
to occur at a higher mass in M37 than in HyPra (≈0.5 v. ≈0.3 M).
Under the paradigm of chromospheric activity decaying with age, our EqW mea-






















Figure 4.3 Hα EqW as a function of mass for M37 stars (blue stars symbols) and HyPra stars (red circles).
All masses are derived using the absolute magnitude-mass relation of Kraus & Hillenbrand (2007) using
SDSS or SDSS-equivalent r magnitudes. All EqW measurements are performed using the PHEW tool. M37
stars identified as likely binaries in Chapter 2 and HyPra stars identified as candidate or confirmed binaries
by D14 and Douglas et al. (2016) are excluded from the plot. Hα activity is evident in higher-mass stars in
M37 than in HyPra, indicating that M37 is indeed the younger cluster.
surements confirm that M37 is younger than HyPra, as its ≈0.6−0.8 M stars have not yet
spun down enough to shut off their chromospheric Hα emission.
Strong Hα emission can be a sign of flaring. Unfortunately, our Hectospec spectra
do not extend sufficiently into the blue to see the rise in the continuum and higher-order
Balmer emission lines that are typical of flare spectra (e.g., figure 8 of Agu¨eros et al. 2009).
However, our inspection of the continuum between 5000 and 6000 Å suggests it is unlikely
that we caught any of these stars during a significant flare.
For all M37 stars with Hα emission, we derive LHα/Lbol. This quantity is frequently
used to compare levels of chromospheric activity between stars in samples spanning a
range of masses, as it indicates the significance of Hα flux relative to the entire energy
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output of the star. LHα/Lbol can be obtained by using the relation
LHα/Lbol = −WHα f0fbol , (4.1)
where WHα is the HαEqW, f0 is the continuum flux near the Hα line, and fbol is the apparent
bolometric flux.
For non-flux-calibrated spectra such as our Hectospec spectra, an alternative ap-
proach is to calculate χ = f0/ fbol as a function of color. D14 derived an empirical relation
between χ and color using spectra from the Phoenix Aces model spectra (Husser et al.
2013) with solar metallicity, log(g) = 5.0, and 2500 ≤ Teff ≤ 5200. We use that relation to
derive χ values for our M37 stars by linearly interpolating between the D14 colors. For
stars with a 2MASS counterpart, we use their de-reddened (i − J) colors (requiring that
the photometric quality be “C” or better); for stars with no 2MASS counterparts, we use
de-reddened (g − i) instead.8
4.3.3 Accounting for Contamination by an Emission Nebula
Some of the Hectospec spectra exhibit [N ii]λ6548 and λ6584 Å emission. [N ii] emission
is known to originate in warm gas clouds, with temperatures near 104 K and atomic
hydrogen densities around 102 − 104 cm−3.
It is unlikely that the M37 stars are responsible for this emission, as they are not
luminous enough to generate Stro¨mgren spheres (Stro¨mgren 1939). A more likely source
8We derive giJ extinction values using the tables of Schlafly & Finkbeiner (2011), assuming RV = 3.1 and
adopting a reddening E(B − V) = 0.227 (H08).
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Figure 4.4 Mosaic of IPHAS Hα images of M37 spanning 0.52 degrees in RA and 0.42 in DEC. North is
up and East is to the left. To provide a sense of scale, the white circle marks the 10′ radius from the cluster
center (white cross). Red x symbols indicate spectra with [N ii]λ6584 EqW < −3.0, orange crosses, spectra
with −3.0 ≤ [N ii]λ6584 EqW < −0.5, and blue circles, spectra with −0.5 ≤ [N ii]λ6584 EqW ≤ 0.
is a foreground emission nebula, given the apparent extent of the emission near the core
of M37 and the strength of the [N ii] lines with respect to that of the stellar spectra. Un-
fortunately, our Hectospec spectra do not have enough wavelength resolution to perform
velocity measurements, and we are not able to measure radial velocity differences between
the nebula and the M37 stars.
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We measured the EqW of the [N ii] emission lines using the same technique described
in Section 4.3.2. Figure 4.4 shows a mosaic of Hα images from the Isaac Newton Telescope
Photometric Hα Survey (IPHAS) of the Northern Galactic Plane (Drew et al. 2005) covering
the core of M37. A white cross indicates the center of the cluster. For a sense of scale, we
draw a white circle marking a 10′ radius from the cluster center. Spectra with [N ii]λ6584
EqW < −3.0 are indicated with red x symbols; spectra with −3.0 ≤ [N ii]λ6584 EqW ≤ 0.5,
with orange crosses; and spectra with −0.5 < [N ii]λ6584 EqW ≤ 0, with blue circles. Most
spectra with strong [N ii] emission coincide with the location of a dim nebular structure
(northeast of the cluster center). Five examples of our spectra with [N ii] emission lines
are shown in Figure 4.5.
Since the ionization potential energy of N is very similar to that of H, Hα emission in
principle always accompanies [N ii] emission in emission nebulae. This means that some
of our Hα EqW measurements for M37 stars may be contaminated by Hα emission from
the nebula.
Observations of many different planetary nebulae show that the intensity ratio [N
ii]λ6584/Hα can vary significantly, from 0 to ≈4 (see, e.g., White 1952; Kaler 1983), de-
pending on the metal content and density of the nebula (Draine 2011). It is, therefore,
difficult to use this ratio alone to characterize the nature of the nebula (Frew & Parker
2010). Furthermore, the [Oiii]λ4959 and λ5007 Å lines that are also typical of emission
nebulae, and that are useful in determining gas density and temperature, fall outside the
wavelength range of our Hectospec spectra, thus preventing us from characterizing the
nebula. We cannot determine the amount of nebular Hα emission contaminating our
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Figure 4.5 Example of five M37 stars where [N ii] emission is observed, labeled with their H08 designations
and photometrically derived masses. Each spectrum is normalized to the flux at 6555 Å and smoothed using
a four pixel smoothing window. The dashed vertical lines indicate the [NII]λ6548 and λ6584 Å doublet.
stellar spectra. We therefore exclude cluster stars with strong [N ii] emission ([N ii]λ6584
EqW < −3.0, henceforth referred simply as [N ii] contamination) from our analysis.
4.3.4 Calculating Rossby Numbers
Noyes et al. (1984) found that to study the relation between rotation and activity, using
Ro = Prot/τ, where τ is the convective turnover time, rather than Prot directly yields easier-
to-interpret results, as it removes the mass dependence observed in stars with saturated
levels of activity. In Chapter 2 we estimated τ values for M37 members using the empirical
stellar mass-τ relation of Wright et al. (2011b), which is based on Prot and LX measurements
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of over 800 stars in the mass range 0.09−1.36 M.9 With those τ values we calculated Ro
for all M37 members with Prot. Here we use these same τ and Ro values to study the
rotation-activity relation in Hα space.
4.4 Results and Discussion
4.4.1 Relationship Between Hα Emission and Rotation
To study the relationship between chromospheric activity and stellar rotation, we perform
a similar analysis as in Chapter 2, where we parametrized the LX/Lbol–Ro relation as a flat










if Ro ≤ Ro,sat
CRβo if Ro > Ro,sat
(4.2)
where (LHα/Lbol)sat is the activity saturation level, Ro,sat is the saturation threshold, β is the
power-law index characterizing the unsaturated regime, and C is a constant. We fit this
model to the 65 single cluster members that have both Ro and LHα/Lbol measurements and
do not have significant [N ii] contamination.
We convert the model in Equation 4.2 into log-space for the fit and assume flat pri-
ors over all three parameters. We use the Markov-chain Monte Carlo (MCMC) package
emcee10 (Foreman-Mackey et al. 2013) to carry out the fit. emcee builds posterior proba-
9We chose to use the fitted values of Wright et al. (2011b) based on β = −2.0 instead of −2.7, as we
questioned in Chapter 2 the validity of the “unbiased” sample from which these authors obtained β = −2.7.
10http://dan.iel.fm/emcee/current/
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bility distributions for each parameter by performing a random walk in parameter space.
This same approach was used in Chapter 2 and by D14 for their sample of HyPra Hα
emitters. We use 300 initial seeds and 3000 iterations, one tenth of which were to burn-in
the walkers.
Shown in gray lines in Figure 4.6 are 200 models drawn at random from the posterior
probability distributions. The solid black line indicates the most probable model, i.e.,
the maximum a posteriori model. The resulting best-fit parameters are (LHα/Lbol)sat =
(1.27±0.02)×10−4, Ro,sat = 0.03±0.01, and β = −0.51±0.02. The parameter values correspond
to the 50th quantile, and the uncertainties correspond to the 16th and the 84th quantiles
(for consistency with 1σ Gaussian uncertainties). We highlight in Figure 4.6 single cluster
members with strong [N ii] contamination, but we exclude them from the fit analysis.
Figure 4.7 shows the posterior probability distributions for all parameters.
4.4.1.1 Sensitivity of Results to Choices of Pmem and [N ii] Contamination Thresholds
We test how sensitive our MCMC results are to the two parameters used to define our
sample of stars, namely, Pmem and [N ii] contamination. We re-run our fit using a more
conservative Pmem = 0.7 cutoff instead of our adopted 0.2, and also adopting a more
conservative [N ii]λ6584 EqW = −1.0 cutoff instead of −3.0. In both cases, the new Ro,sat
and β values are within 1σ of our original best-fit results, underlining their reliability.
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4.4.1.2 Comparison to Previous Results
The saturation level (LHα/Lbol)sat = (1.27±0.02)× 10−4 for M37 stars is the same, within the
errors, as the one found by D14 for HyPra stars, (1.26±0.04) × 10−4. The saturated regime
includes stars with Ro numbers up to 0.03±0.01. This saturation threshold is smaller by at
least a factor of two than the typical value found in other sets of stars. For example, D14
found Ro,sat = 0.11+0.02−0.03 using Hα activity measurements of HyPra stars, Jackson & Jeffries
(2010) found Ro,sat ≈ 0.1 using Ca ii activity measurements of NGC 2516 stars, and Randich
(2000) found Ro,sat ≈ 0.16 using X-ray activity measurements of a heterogeneous sample
of field and cluster stars. More surprisingly, in Chapter 2 we found that Ro,sat = 0.09± 0.01
for our sample of X-ray-emitting M37 stars.
In the unsaturated regime, Hα activity decreases as a power-law with slope β =
−0.51±0.02. This slope is statistically shallower than the β = −0.73+0.16−0.12 that D14 found for
HyPra stars. In turn, the β values found in these two studies of Hα activity are significantly
shallower than the values found in studies of X-ray activity. For example, Gu¨del et al.
(1997) found β = −2.64±0.12 for a sample of 12 solar-type stars of ages 0.07 to 9 Gyr,
while Randich (2000) and Wright et al. (2011b) found β = −2.10±0.09 and −2.18±0.16,
respectively, for X-ray samples of field and cluster stars. And in Chapter 2 we found
β = −2.03+0.17−0.14 in our Chandra study of M37.
4.4.2 Chromospheric versus Coronal Activity
A difference between the decay of Hα and X-ray emission has been observed before (e.g.,
Hodgkin et al. 1995; Preibisch & Feigelson 2005; Stelzer et al. 2013). Our results confirm this
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β= −0.51±0.02 (this work)
β= −0.73+0.16−0.12  (Douglas+2014)
β= −2.0
Figure 4.6 LHα/Lbol as a function of Rossby number Ro for M37 single cluster members. The solid black
line is the maximum a posteriori fit from the MCMC algorithm for the model described by Equation 4.2. The
gray lines are 200 random samples from the posterior probability distributions. The dashed line indicates
the fit found by D14 on a sample of HyPra stars. The dotted line indicates a slope of −2.0, which is typically
found in studies of X-ray activity indicators. Red circles indicate cluster stars with [N ii] contamination ([N
ii]λ6584 EqW < −3.0, see Section 4.3.3); these stars are excluded from our analysis.
discrepancy and highlight a physical distinction between the decay rate of chromospheric
activity versus coronal activity in low-mass stars. Furthermore, since Ro,sat is smaller for
LHα/Lbol versus Ro than for LX/Lbol versus Ro, our results indicate that as stars spin down,
their chromospheres exit the saturated regime before their coronae do. This leads us to
examine our Hα and X-ray data in more detail.
Figure 4.8 shows Prot versus stellar mass for M37 stars, including both single (blue star
symbols) and likely binary members (red triangles). Stars with detected Hα emission have


















Figure 4.7 Marginalized posterior probability distributions from the MCMC analysis using emcee. The
parameter values of the a posteriori model are the peaks of the one-dimensional distributions; the vertical
dashed lines approximate the median and 68-percentiles. The two-dimensional distributions illustrate
covariances between parameters; the white contour lines approximate the 68-percentile of the distributions.
total there are 50 stars with both Hα and X-ray emission (nine are likely binaries), all with
masses ≤0.73 M; of these, 24 have Prot measurements.
Most active low-mass stars should have some level of Hα emission. The fact that we
do not detect this emission for stars with masses >0.73 M in our M37 sample may be
because Hα absorption, which increases in intensity with stellar mass (Cram & Mullan
1985), dominates the Hα spectral feature in those stars. In principle it is possible to
separate the levels of Hα emission and absorption, but our spectra do not have the























single members with Hα emission
likely binaries
likely binaries with Hα emission
stars with X-ray detection
Figure 4.8 Prot versus mass for M37 members. Single stars are indicated with blue symbols, and likely
binaries with red triangles. Stars with Hα emission have their symbols filled. Stars with X-ray emission
identified in Chapter 2 are highlighted with a green circle.
we measure Hα emission using the approach described in Section 4.3.2.
Figure 4.9 compares the activity of M37 stars —excluding likely binaries and stars
with [N ii] contamination— in Hα and in X-rays. We use the 0.1–2.4 keV LX values derived
in Chapter 2. In the left panel, where LHα is plotted versus LX, there is a clear positive
correlation between the two indicators of activity in our co-eval sample of M37 stars, in
spite of the non-contemporaneous nature of the observations. A least squares bisector
regression11 indicates that LX is proportional to LHα following a power-law such that LX ∝
LHαα, where α = 1.08±0.02 (black dashed line). The Pearson correlation coefficient r = 0.80
for this relation suggests that the two quantities are strongly correlated.
11The least squares bisector regression treats both the dependent and independent variables symmet-
rically. Therefore, it is the most appropriate method to use in this case, since we are interested in the
underlying theoretical relationship between the two quantities (see Isobe et al. 1990).
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Martı´nez-Arna´iz et al. (2011) found a steeper power-law slope of 1.60±0.07 for a
sample of F- to M-type stars. Using only M-dwarfs from that same study, Stelzer et al.
(2012) found a power-law slope of 1.29±0.15. Similarly, Stelzer et al. (2013) found a steeper
power-law slope of 1.61±0.23 for a sample of nearby (<10 pc) M dwarfs. Pace & Pasquini
(2004), on the other hand, did not find a correlation between LX and chromospheric activity,
the latter measured as the flux of H and K lines of Ca ii (their figure 8, left panel), for a
sample of HyPra stars.
In Figure 4.9 we color-code stars by mass. The left panel shows a clear dependence
of LHα and LX on mass. This is not surprising, since surface area increases with mass along
the main sequence. In the right panel we divide both luminosities by Lbol to remove this
mass dependence. Once we do this, the Hα–X-ray activity correlation is not as clear: a
least squares bisector regression gives α = 1.05±0.01. Its Pearson r = 0.63 indicates that the
LHα/Lbol–LX/Lbol correlation is not as strong as with LHα–LX. Furthermore, if we exclude
the two outliers in this panel (the two 0.5–0.6 M stars well above/below the main locus),
α decreases to 0.89±0.01 and the Pearson r decreases to 0.43.
This apparent stagnation of LX/Lbol with respect to changes in LHα/Lbol is more evident
in Figure 4.10, in which both panels include only M37 stars with both LHα and LX mea-
surements. The vertical dashed lines indicate the two saturation thresholds: Ro,sat = 0.03
for the LHα/Lbol–Ro relation, and Ro,sat = 0.09 for LX/Lbol–Ro (from Chapter 2). Coronal
emission saturates at slower Prot than chromospheric emission.
A larger Ro,sat value for LX/Lbol can be interpreted as evidence for coronal stripping.
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Figure 4.9 Left: LX versus LHα for single members of M37. Right: LHα as a fraction of Lbol versus LX as a
fraction of Lbol for the same stars. In both panels, red stars have masses between 0.2 and 0.4 M, orange stars
between 0.4 and 0.5, light blue stars between 0.5 and 0.6, blue stars between 0.6 and 0.7, and dark blue stars
between 0.7 and 0.8. In both panels, the power-law relation and the Pearson r found with a least squares
bisector regression is annotated on top and indicated with a black dashed line.
in which centrifugal forces strip the outermost layers of the corona (e.g., Christian et al.
2011; Argiroffi et al. 2016). It is possible that coronal stripping is also partially driven
by an imbalance between magnetic and plasma pressure equilibrium, in a scenario with
highly energetic stellar winds (e.g., Parker 1960; Jardine & Unruh 1999).
The potential coronal stripping seen in M37 stars may point to the fact that coronal
indicators such as X-rays present limitations as tracers of stellar activity. Tracers that
originate closer to the stellar surface (e.g., measurements of photospheric or chromospheric
emission) are perhaps more representative of the magnetic heating mechanism in the
stellar atmosphere. Indeed, Davenport (2016) found a similar Ro,sat ≈ 0.03 in a study






















Figure 4.10 LHα/Lbol v. Ro (top) and LX/Lbol v. Ro (bottom) for a sample of M37 stars with both LHα
and LX measurements. Solid lines are the MCMC best-fit parameters (top, for Equation 4.2; bottom, for
Equation 2.2). Vertical lines mark the two threshold Ro,sat values. The power slopes β are noted in each
panel.
including other chromospheric tracers (e.g., Ca ii or Mg ii emission) find no evidence for
supersaturation (e.g., Christian et al. 2011), supporting the idea that stripping mechanisms
do not affect the inner atmospheric layers.
It would be valuable to study other indicators of chromospheric activity for the same
sample of M37 stars. The correlation between Hα emission and other chromospheric in-
dicators has been found to be ambiguous at best (e.g., Strassmeier et al. 1990; Scandariato
et al. 2017). However, if Ro,sat for other chromospheric indicators agreed with the one we
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find for Hα, it would highlight the limitation of X-rays as a reliable estimator of stellar ac-
tivity. Chromospheric indicators may have more predictive power in the parametrization
of the rotation-activity relation and, ultimately, the ARAR.
4.5 Summary
We present the results of a spectroscopic survey to characterize chromospheric activity, as
measured by Hα emission, in low-mass members of the 500-Myr-old open cluster M37.
We measured Hα EqWs for 294 cluster members, 125 of which show the line in emission.
We use properties previously cataloged for M37’s members in Chapter 2, including
Pmem, mass, Lbol, and τ, and Prot measurements from Messina et al. (2008) and Hartman
et al. (2009) to examine the dependence of activity on rotation in this cluster.
An emission nebula appears to have contaminated a small fraction of our spectra,
namely in the form of strong [N ii]λ6548 and λ6584 Å emission lines, and potentially
some Hα emission as well. We exclude from our rotation-activity analysis cluster stars for
which this contamination is strong.
M37 stars exhibit Hα emission in stars as massive as ≈0.8 M, compared to ≈0.6 M
in the ≈650-Myr-old merged Hyades/Praesepe sample of stars (Douglas et al. 2014). This
confirms that M37 is younger than these two clusters.
We identify saturated and unsaturated regimes in the dependence of LHα/Lbol on Ro.
Rotators with Ro less than the saturation threshold Ro,sat = 0.03±0.01 are saturated, and
converge to an activity level of LHα/Lbol = (1.27 ± 0.02) × 10−4. This Ro,sat is statistically
smaller than the canonical Ro = 0.1 found in most studies of the rotation-activity relation.
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Only the study of flaring M dwarfs by Davenport (2016) finds a comparably small Ro,sat.
In the unsaturated regime, faster rotators have increasing levels of chromospheric
activity, with LHα/Lbol(Ro) following a power-law of index β = −0.51±0.02, slightly shal-
lower than the one found by Douglas et al. (2014) for Hyades/Praesepe stars. We confirm
previous findings that show chromospheric activity decaying at a much slower rate than
coronal activity with increasing Ro.
While a comparison of LHα and LX for M37 stars with measurements of both reveals
a close to 1:1 relation, removing the mass-dependencies by comparing instead LHα/Lbol
and LX/Lbol does not provide clear evidence for a linear relation. This indicates that
chromospheric and coronal activity indicators may be interchangeable in activity studies,
but only in their pure luminosity forms.
We find that Ro,sat is smaller for our chromospheric indicator than for our coronal
indicator of activity (Ro,sat = 0.03±0.01 versus 0.09±0.01). We interpret this as possible
evidence for coronal stripping, likely a result of both centrifugal forces and an imbalance
between magnetic and plasma pressure equilibrium.
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Chapter 5
Chromospheric versus Coronal Activity
in Alpha Persei Stars
5.1 Introduction
To properly calibrate rotation-age and activity-age models, it is necessary to understand
the relation between rotation and activity along the full range of magnetically active
low-mass stars. It is also necessary to study how different activity indicators — both
chromospheric and coronal in origin— relate to one another. Chromospheric and coronal
activity indicators have been found to follow a nearly one-to-one relation (Martı´nez-Arna´iz
et al. 2011; Stelzer et al. 2012), suggesting that magnetic heating of stellar atmospheres
is not too constrained to one particular layer. Again, a quantitative description of this
relationship is not yet confirmed.
This chapter is a reproduction of a paper being prepared for publication in The Astrophysical Journal.
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Similar studies have looked at intermediate-age open clusters, e.g., the ≈600 Myr-
old Hyades and Praesepe clusters (Douglas et al. 2014). In these clusters, all but the
least massive low-mass stars have reached the zero-age main sequence (ZAMS). Here,
we examine rotation and magnetic activity in the younger (≈60 Myr old) Alpha Persei
cluster (α-Per, also known as Melotte 20 or Collinder 39), in which solar-like stars have just
reached the ZAMS. We attempt to shed light on the relationship between stellar rotation
and both coronal and chromospheric activity in such young stars. It is not known whether
previously identified relations also apply for a younger lot such as α-Per stars.
The exact age of the α-Per cluster has been the center of dispute. Ages derived from
isochrone fitting lie in the range 20–80 Myr (Mermilliod 1981; Prosser 1992; Meynet et al.
1993; Pinsonneault et al. 1998; Loktin et al. 2001; Sanner & Geffert 2001; Kharchenko et al.
2005; Silaj & Landstreet 2014). Studies that instead use the lithium depletion boundary
technique calculate a cluster age in the range 60–90 Myr (Basri & Martı´n 1999; Stauffer et al.
1999; Martı´n et al. 2001).1 For our study, we adopt the isochrone-derived age calculated
by Silaj & Landstreet (2014) of 60±7 Myr.
The distance to α-Per is also a matter of some debate. ZAMS fitting studies estimate
distance modulus (DM) values in the range 5.85–6.23 mag (148–176 pc) (Heckmann &
Lu¨beck 1958; Mitchell 1960; Crawford & Barnes 1974; Stauffer et al. 1985; Loktin et al.
1994; Pinsonneault et al. 1998; Dambis 1999). A technique that uses rotation periods,
velocities, and angular diameters of late-type stars (Hendry et al. 1993) finds a DM value
of 6.35 mag (O’dell et al. 1994). Two studies using Hipparcos data derive DM values of
6.31 mag (van Leeuwen 1999) and 6.40 mag (Robichon et al. 1999). More recently, van
1See Silaj & Landstreet (2014) for a recent compilation of age estimates for α-Per.
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Leeuwen (2009) used a more accurate reduction of the Hipparcos catalog and a better
established set of cluster members to obtain a DM value of 6.18±0.03 mag (172.4±2.7 pc);
we adopt this distance for our analysis of α-Per.2
In Section 5.2, we describe how we assembled our cluster membership catalog, our
spectroscopic data, our Prot data, and the consolidated X-ray data from the literature. In
Section 5.3, we characterize stars in α-Per using available photometry, X-ray data, and our
optical spectra. We present our results in Section 5.4 before concluding in Section 5.5.
5.2 DATA
5.2.1 Cluster Members
In Chapter 2 we used distance from a fiducial main sequence (MS) on a color-magnitude
diagram (CMD) and radial distance from cluster center to identify cluster members for
M37. To determine cluster membership for stars in the field of view of α-Per, we built
upon that membership methodology to include available proper motion (PM) measure-
ments. With these three sets of data (photometric, spatial, and kinematic), we measure
membership probabilities (Pmem) with uncertainties for α-Per stars.
The full description of the membership methodology is in Appendix D. We collected
USNO-B1.0 (Monet et al. 2003) and 2MASS PSC photometry and PMs (Cutri et al. 2003)
for ≈8500 stars in the field of view of α-Per. USNO-B1.0 covers the range 11 <∼ R <∼ 19, and
2MASS, 8 <∼Ks <∼ 14 (approximately equivalent to 9 <∼R <∼ 19). This set, the USNOB+2MASS
2Preliminary studies using the recent Gaia DR2 (Gaia Collaboration et al. 2018) confirm that α-Per is at
an approximate distance of 175 pc.
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catalog, spans the brightness range of interest up to the brightest limit (Ks = 8 corresponds
to≈ 1.7 M at the distance of α-Per), but not down to the faintest limit. To complement this
catalog, we collected photometry and PMs from the United Kingdom InfraRed Telescope
Infrared Sky Survey Galactic Clusters Survey (UKIDSS GCS; Lawrence et al. 2007) for
≈7900 stars in the field of view of α-Per, spanning the range 11 <∼ K <∼ 15. This UKIDSS
catalog therefore includes the faint limit of interest (K = 15 corresponds to ≈ 0.1 M at the
distance of α-Per).
Stars in both the USNOB+2MASS catalog and the UKIDSS catalog, were assigned a
probability (plus a one-sigma uncertainty) of being a cluster star (Pmem) or a field (non-
member) star (Pf), so that Pmem + Pf = 100 for every star.3
There are 1058 stars present in both the USNOB+2MASS catalog and the UKIDSS
catalog and, therefore, have two independent Pmem values calculated. We found that
≈85% of these stars have Pmem values that differ by less than 30, indicating that the two
independent membership measurements agree for the most part. On the other hand,
almost 3% of these stars have Pmem values differing by more than 80, that is, they are
high-confidence cluster members in one catalog and high-confidence field stars in the
other. This is likely a result of discrepant astrometric and/or photometric measurements.
For stars with Pmem values from both catalogs, we adopt the average of the two as their
official Pmem (see Appendix D for a detailed discussion).
We consider stars with Pmem ≥ 60 to be bona fide cluster members. We also inspected
3Our methodology in Appendix D attempts to assign a probability of being a single or binary cluster
member. However, we found that the results of the pipeline always led to zero binaries, as there is no
clear binary sequence to systematically identify on any of the CMDs we used. Therefore, we interpret our
membership results as the probability of either being cluster member or a field star.
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stars with 20 ≤ Pmem ≤ 60 that also have an X-ray counterpart (see Section 5.2.5) or Hα
emission (see Section 5.3.2), as these could potentially be stars that are younger than the
average field star, and thus potential cluster members as well. We found 38 such stars, 31
of which have Hα emission, 21 have an X-ray counterpart, and 14 both. For these stars we
assigned Pmem = 999, thus indicating that they are considered cluster members based on
additional criteria. This approach may allow for a non-negligible number of contaminants
into our cluster sample. However, we expect this contamination to be minimal, since most
field stars are much older than α-Per and, thus, inactive or significantly fainter in Hα or
X-rays.
Figure 5.1 shows the 2MASS Ks−(J–Ks) CMD for stars with Pmem ≥ 60, including stars
with Pmem = 999. Stars only present in the UKIDSS catalog are highlighted with blue
diamonds. For a fraction of cluster members, we measured Hα EqW measurements, and
they are indicated with black crosses (see Section 5.3.2). Our full catalog of stars in the
field of view of α-Per is described in Tables 5.1 and 5.2. We include in Table 5.2 information
for all stars that have Pmem > 0.
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Figure 5.1 CMD for stars in the field of view of α-Per with Pmem ≥ 60. Stars with Hα EqW measurements
are indicated with black crosses. Stars with Pmem values from the UKIDSS catalog only are highlighted with
a blue diamond.
Table 5.1. Description of Columns in α-Per Cluster Catalog
Col. Description
1 Identifier.
2, 3 Right ascension and declination (J2000).
4, 5 Proper motion in right ascension and declination.
6 USNO-B1.0 R magnitude.
7, 8 2MASS JKs magnitudes.
9, 10 UKIDSS zK magnitudes.
11 Binarity flaga .
12 Reference number of binarity flagb .
13, 14 EqW and 1σ uncertainty of the Hα line.
15 Reference number of EqW datab .
16, 17 X-ray luminosity LX and 1σ uncertainty.
18 Reference number of X-ray datab .
19, 20 Rotation period Prot and 1σ uncertainty.
21 Reference number of Prot datab .
22–24 Pmem and upper/lower 1σ uncertainty.
25 Stellar mass.
26 Convective turnover time τ.
27, 28 Bolometric luminosity Lbol and 1σ uncertainty.
29, 30 Empirical ratio χ of the continuum flux near Hα line to the apparent bolometric flux, and 1σ uncertainty.
31 Notes on the object.
a(AB): astrometric binary; (PB) photometric binary; (s): suspected single; (SB): spectral binary; (SB1, SB2): single
or double spectra binary; (VB): visual binary.
bSee Table 5.3 for a description of the references.
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Table 5.2. Catalog of Optical Objects in the Field of View of α-Per
Fundamental Quantities Measured Quantities Derived Quantities
Id. α (J2000) δ (J2000) Ks Bin. EqW Hα LX LX Prot Prot Pmem Mass τ χ
(◦) (◦) (mag) Flag (Å) (erg s−1) Ref. (days) Ref. (%) (M) (days)
(1) (2) (3) (8) (11) (13) (16) (18) (19) (21) (22) (25) (26) (29)
AP 201 87.82477 32.58566 19.03 VB –7.96 1.33E31 5,9 · · · · · · 91 0.78 25.90 7.80E–5
AP 15 87.82477 32.58566 19.03 · · · –2.62 1.33E31 12 · · · · · · 91 0.78 25.90 7.80E–5
HE 441 87.82477 32.58566 19.03 SB1 –7.96 1.33E31 16 1.19 13 91 0.78 25.90 7.80E–5
HE 15 87.82477 32.58566 19.03 s –2.11 · · · · · · · · · · · · 91 0.78 25.90 7.80E–5
APX 85 87.88708 32.65822 17.48 · · · 1.60 1.27E30 12,13 2.54 0 77 1.01 17.11 2.34E–5
Note. — The catalog includes only optical objects with Pmem > 0. This table will be available in its entirety in the electronic edition
of a future publication in the ApJ. Five rows with some data columns are shown here for guidance regarding its form and content.
Table 5.1 describes all the columns in this table.
Table 5.3. List of References for Some Data in the α-Per Cluster Catalog
Ref. Description
0 This work
1 Aitken & Doolittle (1932)
2 Allain et al. (1996)
3 Barnes et al. (1998)
4 Basri & Martı´n (1999)
5 Bouvier (1996)
6 Lodieu et al. (2005)
7 Makarov (2006)
8 Marilli et al. (1997)
9 Martin & Zapatero-Osorio (1997)
10 Mermilliod et al. (2008)
11 Messina (2001)
12 Morrell & Abt (1992)
13 O’dell & Collier Cameron (1993)
14 O’dell et al. (1997)
15 Patience et al. (2002)
16 Petrie & Heard (1970)
17 Prosser (1992)
18 Prosser et al. (1993a)
19 Prosser et al. (1993b)
20 Prosser (1994)
21 Prosser et al. (1995)
22 Prosser et al. (1996)
23 Prosser & Grankin (1997)




25 Prosser et al. (1998)
26 Randich et al. (1996)
27 Stauffer et al. (1985)
28 3XMM-DR6 Catalog of Serendipitous X-ray Sources
29 CSC Chandra Source Catalog Release 2.0
5.2.2 Binarity
In binary systems, tidal and/or magnetic effects of the stellar companion may affect the
rotational evolution, and thus magnetic evolution, of a star (e.g., Meibom & Mathieu 2005;
Zahn 2008). To avoid misidentifying trends, we excluded high-confidence (spectrally,
visually, or astrometrically identified) binary stars from our analysis, since we assume the
stellar angular momentum evolution to be driven predominantly by magnetized stellar
winds.
We flagged binaries in our sample of α-Per stars following several cluster studies
(Aitken & Doolittle 1932; Petrie & Heard 1970; Morrell & Abt 1992; Prosser 1992; Stauffer
et al. 1993; Randich et al. 1996; Prosser et al. 1998; Patience et al. 2002; Makarov 2006; Mer-
milliod et al. 2008). Column 11 of Table 5.2 indicates the binary type (AB for astrometric;
PB for photometric; SB, SB1, SB2 for spectral; VB for visual; and s if suspected singleton),
and Column 12 indicates the reference study of the binary flag.
Lastly, we report two suspect binaries based on our MDM observations (see Ap-
pendix E). AP 225 appears to be a spectral binary, based on the emission profile of its Hα
line (Figure E.1).4 DH 83, on the other hand, is a visual binary, as seen in our OSMOS
4Kolbin & Tsymbal (2017) also reported this double peak and attributed it to large Hα emitting promi-
nences with heights as large as the stellar radius.
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R4K image of the source (Figure E.2), with a 1′′.55 separation between the peak of the
two components. Both AP 225 and DH 83 are considered cluster members by our own
methodology, and both are Hα emitters. For our study, we flag them as binaries.
5.2.3 Spectroscopy
5.2.3.1 New Observations
We obtained spectra for α-Per stars over the course of several multi-night runs between
2012 November and 2018 January (see Table 5.4). We used the MDM Observatory Modular
Spectrograph (ModSpec) and the Ohio State Multi-Object Spectrograph (OSMOS) on the
Hiltner 2.4-m telescope. We configured ModSpec to obtain coverage from 4500 to 7500 Å
with ≈1.8 Å sampling and spectral resolution of ≈3600. With OSMOS, we used the blue
4K detector (OSMOS 4K) with a 1.2′′ inner slit, for an approximate coverage from 4000 to
6800 Å, ≈0.7 Å sampling, spectral resolution ≈9300, and peak efficiency peak at 6400 Å.
We also used the red 4K detector (OSMOS R4K) with an OG-530 longpass filter and 1.2′′
and 3.0′′ center slits, for an approximate coverage from 5500 to 10000 Å, ≈1.3 Å sampling,
spectral resolution ≈5000, and peak efficiency peak near 9000 Å.
All spectra were processed with a script written in PyRAF.5 The script performs
several tasks, including trimming, overscan and bias correcting, cleaning cosmic rays,
flat-fielding, extracting, dispersion correcting, and flux calibrating the spectra using IRAF
tasks. In total, we have MDM spectra for 176 stars in our catalog (44 of which are OSMOS
5PyRAF is a product of the Space Telescope Science Institute, operated by AURA for NASA. The Image
Reduction and Analysis Facility, IRAF, is distributed by the NOAO, which are operated by the AURA, Inc.,
under cooperative agreement with the NSF.
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Table 5.4. MDM Observations of α-Per
Date Instrument/ Number of
Detector Spectra
2012 Nov 9−13 ModSpec / Echelle 7
2014 Nov 10−16 ModSpec / Echelle 25
2015 Dec 14−20 ModSpec / Echelle 27
2016 Jan 29−Feb 3 ModSpec / Echelle 30
2016 Nov 30−Dec 9 ModSpec / Echelle 38
2016 Dec 12−29 OSMOS / 4K 8
2017 Jan 23−Feb 1 OSMOS / 4K 5
2017 Feb 13−20 ModSpec / Echelle 8
2017 Feb 21−25 OSMOS / 4K 1
2017 Nov 5 OSMOS / R4K 10
2017 Dec 6−7 OSMOS / 4K 10
2017 Dec 15−16 OSMOS / R4K 7
2018 Jan 03 OSMOS / 4K 3
2018 Jan 11−28 OSMOS / R4K 58
spectra), 165 of these have Pmem ≥ 60. Figure 5.2 shows five example spectra, illustrating
the varying strength of the Hα line in our sample. The median signal-to-noise of our
spectra at the Ha line core (6563 Å) is 138.
5.2.3.2 Archival Spectroscopy
We complemented our spectroscopic coverage ofα-Per by obtaining spectra from the study
by Lodieu et al. (2005), kindly made available by N. Lodieu. These authors identified 30
α-Per candidates in their near-infrared survey of the cluster’s field of view. They obtained
optical spectra for these candidates with the Twin spectrograph on the Calar Alto 3.5-
m telescope (CAT) in October/November 2002. The Twin camera has a 1.5 Å sampling
and spectral resolution ≈2000. The spectra were taken using the red channel with the
T07 grating, which gives a coverage from 5800 to 8800 Å. The spectra were processed to
correct for bias, flat field, cosmic rays, wavelength calibration, and flux calibration, but
they have no associated noise spectrum. In total, we have CAT spectra for eight stars in
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ModSpec, 2MASS J0332+4716, 0.28 M¯
OSMOS 4K, AP 141, 0.35 M¯
OSMOS R4K, 2MASS J0332+4746, 0.61 M¯
ModSpec, AP 149, 1.11 M¯
ModSpec, HE 1102, 1.17 M¯
6550 6600
Figure 5.2 Five representative spectra with the Hiltner 2.4-m telescope at MDM of α-Per stars, each one
labeled with the instrument used, star identifier, and derived stellar mass. Each spectrum is normalized to
the flux at 6555 Å. The right panel shows a close-up of the Hα line. The vertical dotted line indicates the
location of the Hα line.
our catalog, six of which have Pmem ≥ 60.
5.2.4 Rotation Periods
5.2.4.1 Archival
We consolidated all existing Prot measurements for stars in the field of view of α-Per. For
our analysis, we consider only Prot values derived from periodic photometric variability.
The published Prot come from Stauffer et al. (1985, 1989); O’dell & Collier Cameron (1993);
Prosser et al. (1993a,b, 1995); Allain et al. (1996); Bouvier (1996); Marilli et al. (1997);
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Table 5.5. PTF Observations of α-Per
Field Field Number of
Number Center Observations
4680 03:15:25.71 +48:22:30.0 484
4681 03:36:00.00 +48:22:30.0 407
4750 03:24:10.75 +50:37:30.0 283
Martin & Zapatero-Osorio (1997); O’dell et al. (1997); Prosser & Grankin (1997); Barnes
et al. (1998); Messina (2001). Columns 19 and 20 of Table 5.2 contain the published Prot
values and associated uncertainties, and Column 21, the reference source. For stars with
more than one measured Prot, we adopted the one with no reports of ambiguity, with an
estimated Prot uncertainty, and/or the most recent.
5.2.4.2 From PTF Data
We also measured new Prot values for α-Per stars using light curves from observations
obtained over the period from 2011 July 21 to 2012 March 5 as part of the Palomar Transient
Factory (PTF) Open Cluster Survey (POCS; Agu¨eros et al. 2011). The technical details and
science goals of PTF are described in Law et al. (2009) and Rau et al. (2009). PTF was a
transient detection system centered on the robotic 48-inch Samuel Oschin (P48) telescope
at Palomar Observatory, CA, which was equipped with a camera that could image 7.26
square degrees with 1′′ sampling (Rahmer et al. 2008). Three PTF fields were used to cover
most of the central region of α-Per; these fields are described in Table 5.5 and shown in
Figure 5.3 along with the spatial distribution of α-Per members.
To construct light curves from POCS, we followed the same procedures described in
Agu¨eros et al. (2011) for stars in the Praesepe open cluster. Briefly, we first constructed the
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Figure 5.3 Spatial distribution of α-Per members, over-imposed with the three PTF fields (orange, green,
and blue) from which we obtained light curves to measure Prot values. Crossed-out boxes in each PTF field
indicate the location of the dead CCDs or the CCDs that we could not reduce. Filled stars have Pmem ≥ 40.
134
light curves by performing aperture photometry with SExtractor (Bertin & Arnouts 1996).
Then, we performed precision differential photometry following the pipeline described in
Law et al. (2011); we defined the base zero points on a chip-by-chip basis using USNO-B1
(Monet et al. 2003). We removed observations affected by, e.g., bad pixels, diffraction
spikes, or cosmic rays, and then used a 2′′ radius to match single-epoch detections to
generate multi-epoch light curves.
To measure Prot from the PTF light curves, we followed the procedures described
by Covey et al. (2016) and Agu¨eros et al. (2018) for stars in the Pleiades and NGC 752,
respectively. Briefly, for each light curve we computed Lomb-Scargle periodograms sen-
sitive to periods from 0.1 to 30 days using an iterative process that rejected outliers from
the phase folded light curve before recomputing the periodogram and refining the period
measurement. We adopted the period with the maximum power in the periodogram
computed after three iterations as the most likely Prot. Uncertainties are computed for
Prot measurements longer than 3 days as the FWHM of a gaussian fit to the primary peri-
odogram peak; we do not compute such uncertainties for Prot less than 3 days because the
uncertainties are typically quite small, for which the FWHM of the gaussian fits become
unstable. Figure 5.4 shows an illustration of our Prot finding procedure. We also search the
periodogram for any significant secondary non-alias peaks with power greater than 60%
primary peak, and set the ’unique’ flag accordingly (unique = 1 if no secondary peaks;
unique = 0 if multiple significant peaks are present).
We use the two criteria in Covey et al. (2016) to select reliable Prot measurements from
the Prot pipeline. First, we ignore stars with periodograms showing secondary peaks with
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power >60% of the primary peak. Second, we ignore stars with a primary peak power in
their periodogram lower than 70 (field 4680), 47 (field 4681), and 45 (field 4750). These
power values correspond to the threshold beyond which the recovery rate of the true
period in our period validation exercise (see next section) is above 98% . Columns 19 and
20 of Table 5.2 include the calculated Prot values and their 1σ uncertainties.
5.2.4.3 PTF Period Validation
For each PTF field, we defined a control sample of field stars with colors and magnitudes
similar to those of α-Per members to evaluate the reliability of our Prot measurements.
Both α-Per members and field stars are expected to have light curves showing the same
instrumental signatures and noise properties. Field stars, however, are expected to have
light curves with lower variability due to their older ages.
We followed the procedures defined by Covey et al. (2016) and Agu¨eros et al. (2018)
to test the recovery accuracy of our Prot pipeline. First, we selected a set of field stars
with PTF light curves, reliable 2MASS photometry, and (J − K) colors and K magnitudes
comparable to those of the candidate α-Per members that we target in our analysis (see
Figure 5.5). Using magnitude and color cutoffs of 11 < KS < 16 and 0.6 < J − KS < 1.5,
we obtained 526, 466, and 523 control stars for fields 4680, 4681, and 4750, respectively.
The PTF light curves for these control stars, whose noise properties and cadences are well
matched to those of our primary science targets, provide the foundation for our Monte
Carlo simulation of the accuracy of our period pipeline. We then created a set of Prot
sinusoids generated from a uniform distribution in log space of −1 < log Prot < 1.5. Next,
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Figure 5.4 Our period-finding procedure, illustrated for star 2MASS J03150007+5008234. Top: the full PTF
light curve. The star symbol indicates the median photometric uncertainty on the data. Middle: periodogram
calculated using our iterative process (black line); the periodogram peak, corresponding to Prot = 3.20 days,
is highlighted with an orange diamond. The orange line is a Gaussian fit to the peak whose width we
use to estimate the uncertainty of this Prot. The vertical red lines indicate beat periods between the peak
power period and a 1-day alias. The horizontal dashed line indicates the power threshold we adopt to flag
ambiguous period detections. Bottom: the light curve phase-folded to the adopted 3.20 day period. The
orange line indicates the median-filtered version of this light curve. The sub-panel at the bottom shows
the pre-whitened light curve, created by subtracting the median-filtered version from the black points.
Computing a periodogram on this pre-whitened light curve results in the gray line in the middle panel; the
lack of a peak with substantial power indicates that the periodic signature removed accounts for all of the
significant structure in the star’s light curve.
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Figure 5.5 CMD with α-Per members (filled symbols), and the control field samples of stars (blue, orange,
and green) used for each PTF field for our Prot validation procedure.
for each control star, we scaled the sinusoid amplitudes to five different ratios of the control
star’s light curve amplitude and standard deviation: 0.3, 0.6, 0.9, 1.2, and 1.5. We then
added to each control light curve 50 sinusoids for each amplitude ratio, for a total of 250
synthetic periodic behaviors per light curve, or a total of ≈125,000 artificial periodic light
curves per field.. Finally, we ran the Prot detection pipeline on each artificially periodic
light curve to determine the recovered period.
Figure 5.6 compares the simulated and recovered periods for the light curves of
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individual control stars. If the injected and recovered Prot values agree within 3%, we
consider it a successful recovery. The spurious measurements evident in Figure 5.6 are the
beat periods between the injected Prot and the typical 1-day sampling frequency of the PTF
monitoring. Figure 5.7 shows the fraction of Prot successfully recovered when different
peak periodogram power cuts were used. The power threshold we define beyond which
the recovery rate of the true period is above 98% (dash-dotted vertical lines) is significantly
higher for field 4680 (≈70 as opposed to ≈45 for the other two fields).
5.2.5 X-Ray Detections
We compiled X-ray detections for stars in the field of view of α-Per from the literature. We
used reported X-ray counts or fluxes from two ROSAT PSPC surveys, one XMM-Newton
EPIC observation, and the Chandra Source Catalog (CSC) to derive our own X-ray energy
fluxes and LX values for α-Per stars (see Section 5.3.3).
Randich et al. (1996) analyzed ROSAT PSPC raster scan survey of the field of view of
α-Per taken between 1991 February and 1993 September, which consisted of 34 pointings
of 1–2 ks exposures each, covering an effective sky area of 3◦.3 by 3◦.15. They detected
160 X-ray sources, 88 of which were found to have a potential α-Per member counterpart.
A follow-up work by Prosser & Randich (1998) published α-Per optical counterparts to
40 unidentified X-ray sources using newly obtained BVI photometry, as well as low-
dispersion spectra at Hα. Both of these studies reported X-ray count rates and one sigma
errors in the 0.1–2.0 keV energy range for all X-ray detected cluster members.
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) unique = 1 & power > 47.0000unique = 1 & 30 < power < 47.0000
Figure 5.6 A comparison of Prot injected into, and recovered from, PTF light curves of a control sample of
field stars with colors and magnitudes similar to those of α-Per and lacking initial periodogram peaks with
power >30 (top: PTF field 4750, middle: 4680, bottom: 4681). Light curves with only one strong peak (i.e.,
unique = 1) are highlighted with black and blue diamonds. Spurious measurements arise primarily from
beat periods between the true Prot and a 1-day sampling frequency (i.e., the curved lines tending to the limit
of Prot = 1 day in x and in y).
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Figure 5.7 The fraction of successfully recovered periods as a function of the corresponding peak peri-
odogram power in each PTF field (top: PTF field 4750; middle: 4680; bottom: 4681). We are interested in
defining the power beyond which the recovery rate of the true period (i.e., no secondary peaks with power
>60% of the primary peak’s; solid line) is above 98% (vertical dash-dotted lines). Interesting, this power is
different and significantly higher for field 4680 (≈70 as opposed to ≈45).
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Prosser et al. (1996) analyzed a ROSAT PSPC pointing survey of the field of view of
α-Per taken in 1993 August, which consisted of three non-overlapping 22–25 ks exposures.
Only one of these overlaps with the Randich et al. (1996) raster survey. They detected
213 X-ray sources, 60 of which were found to have a potential α-Per member counterpart.
There are 40 cluster members detected in X-rays in both surveys.
Just like Prosser & Randich (1998), Prosser et al. (1998) performed a follow-up analysis
using new BVI photometry and low-dispersion spectra at Hα to publish α-Per optical
counterparts to 30 unidentified X-ray sources. Both of these studies reported X-ray count
rates and one sigma errors in the 0.1–2.0 keV energy range for all X-ray detected cluster
members.
Pallavicini et al. (2004) obtained a 60 ks XMM-Newton EPIC (MOS and pn cameras)
observation of a fraction of the field of view of α-Per taken in 2000 September, as part of
the Mission Scientist Guaranteed Time. They detected 154 potential X-ray sources, 12 of
which were found to have a potential α-Per member counterpart. However, they did not
report data on the X-ray detections or the optical counterparts. A second analysis of this
X-ray observation by Pillitteri et al. (2013) found 102 high-confidence X-ray detections, 39
of which were found to have a potential α-Per member near-infrared counterpart. From
the previous ROSAT studies, only four stars from the Randich et al. (1996) catalog were
matched to their XMM-Newton catalog. Pillitteri et al. (2013) reported EPIC count rates (by
combining the count rates of the MOS and pn cameras) for their detected X-ray sources,
but not the σ errors.
To obtain the original MOS and pn count rates and their associated σ, we used
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the 3XMM-DR6 catalog of serendipitous X-ray sources (Rosen et al. 2016) for the XMM-
Newton observation (Observation ID 0101440101, PI: R. Pallavicini). The 3XMM-DR6
catalog reports MOS1, MOS2, and pn count rates and their one sigma errors for several
bands in the 0.2–12 keV energy range for 136 X-ray sources of acceptable quality (i.e.,
quality flag = 0 or 1).6 We obtained the reported values for the combined energy bands
covering the 0.2–4.5 keV range.
Lastly, we looked for X-ray counterparts in the CSC Release 2.07 (Evans et al. 2010)
using a 5′′ matching radius. We only found counterparts to two of our α-Per members.
For these X-ray sources, we used the reported aperture-corrected net energy flux inferred
from the source region aperture, which is calculated by counting X-ray events in the ACIS
broad energy band (0.5-7 keV).
In total, there are 133 α-Per members with an X-ray counterpart, 12 of which are
exclusively on the XMM-Newton observation, and two on the CSC.
5.3 Deriving Stellar Properties
5.3.1 Calculating Masses and Lbol
We estimate masses for α-Per members using the mass-absolute Ks magnitude (MK) rela-
tion of Kraus & Hillenbrand (2007), who generated empirical spectral energy distributions
for B8–L0 stars that are calibrated using the 650-Myr-old Praesepe cluster with SDSS ugriz
6The 3XMM-DR6 catalog is produced by the XMM-Newton Survey Science Center using a




and 2MASS JHKs photometry. To obtain MK we estimate the total absorption in Ks (AK)
using the extinction tables of Schlafly & Finkbeiner (2011) assuming RV = 3.1 and adopting
a reddening E(B–V) = 0.09 (Netopil & Paunzen 2013) and cluster distance assumed in our
analysis (see Section 5.1). Column 25 of Table 5.2 reports the derived stellar mass for α-Per
members.
We estimate Lbol for α-Per members by using the effective temperature-MK relation
of Kraus & Hillenbrand (2007). After obtaining an effective temperature for each star
from MK, we use the corresponding bolometric correction in the Girardi et al. (2004)
tables, which we tailor to the 2MASS filter system. This allows us to calculate bolometric
magnitudes and luminosities, the latter by again using the cluster distance. Columns 27
and 28 of Table 5.2 reports the derived Lbol and 1σ uncertainty values for α-Per members.
5.3.2 Measuring Hα EqWs and Obtaining LHα/Lbol
We obtained HαEqW measurements for our spectra using the PHEW tool,8 which automates
the EqW calculation using PySpecKit (Ginsburg & Mirocha 2011) and performs Monte
Carlo iterations to obtain EqW uncertainties.
We set 6563 Å as the center of the Hα line and defined the continuum flux for each
spectrum as the average flux between 6540−6558 and 6572−6590 Å. This was modified
by eye when the line was broad or shifted away from 6563 Å (e.g., because of binarity
or in high radial-velocity objects). We then performed 1000 Monte Carlo iterations to
calculate 1σ uncertainties on the EqW measurements. For MDM spectra, which have
8See https://zenodo.org/record/47889#.V5hjMlcZZtI.
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associated noise spectrum, the PHEW tool computes the 1σ uncertainty by adding noise
at each spectral point from a Gaussian with width equal to the uncertainty at that point.
For CAT spectra, which lack a noise spectrum, we modified PHEW so that it computes
the 1σ uncertainty by adding noise at each spectral point from a Gaussian with width
equal to the σ of the flux in the continuum region. In cases where we had more than one
spectra for the same star from the same night, we weighted-mean combine the spectra
before performing the EqW measurement. If the spectra were from different nights, we
measured the EqW of each spectra and then adopted the exposure time-weighted mean
of the EqWs as the formal EqW measurement for that star.
In their α-Per study, Lodieu et al. (2005) measured Hα EqWs for Hα emitters. We re-
measured EqWs using our own pipeline and their original CAT spectra instead of adopting
their published values. We find that our EqW measurements are fairly consistent with the
published values, namely, they all lie within 20% of the numbers by Lodieu et al. (2005).
Lastly, we incorporated into our catalog EqW measurements from the literature for
stars missing either MDM or CAT spectra (see Sections 5.2.3.1 and 5.2.3.2). We found 91
such measurements; all except six are in emission. None of these literature measurements
have uncertainties associated with them. Column 15 of Table 5.2 indicates the sources of
the EqW measurement with numbers, which are defined in Table 5.3. All in all, we have
Hα EqW measurements for 323 stars in our catalog (285 with Pmem ≥ 60), 196 of which
show the line in emission (171 with Pmem ≥ 60).
Figure 5.1 shows a color-magnitude diagram for stars with Pmem ≥ 60. Indicated
with blue crosses are stars for which we have Hα EqW measurements. Figure 5.8 shows
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stellar masses versus Hα EqW. In the top panel, black stars represent stars with MDM
spectra, and blue circles, stars with CAT spectra. EqW measurements from the literature
are indicated with gray dots. the figure reveals that Hα emission is present in stars with
masses up to ≈1.1 M in α-Per, and that EqW is a monotonic function of stellar mass.
In the bottom panel of Figure 5.1, EqW values are binned in six mass ranges, indicated
at the bottom of the panel. The arithmetic mean (filled symbols) and one sigma uncertainty
(vertical whiskers) are drawn for each bin, and are compared to those for stars in the ≈500
Myr-old open cluster M37 (open symbols). Numbers next to the symbols indicate the
numbers of stars in that bin. EqW values for M37 are from Chapter 4. There is an
unequivocal decrease in Hα activity from ≈60 Myr to ≈500 Myr for the whole low-mass
stellar range, particularly for the fully convective stars (0.1–0.4 M range).
To calculate LHα/Lbol for stars with Hα in emission, we used the relation
LHα/Lbol = −WHα f0fbol , (5.1)
where WHα is the Hα EqW, f0 is the continuum flux near the Hα line, and fbol is the
apparent bolometric flux. We calculated χ = f0/ fbol as a function of photometric color
using the empirical χ−color relation derived by Douglas et al. (2014) from Phoenix Aces
model spectra (Husser et al. 2013). We used g–K or r–K colors,9 in that order of preference,
to derive χ for α-Per stars. If stars did not have those colors available, then we used z–K or
J–K colors, in that order of preference, from the photometry at hand to derive χ. Columns
9We derived g from BV using the photometric transformations by Bilir et al. (2005), and r from VR using


































































Filled symbols: α-Per (≈60 Myr old)







Figure 5.8 Top: Hα EqW as a function of mass for α-Per stars. All masses are derived using the absolute
magnitude-mass relation of Kraus & Hillenbrand (2007) using 2MASS KS magnitudes. MDM ModSpec
or OSMOS spectra are indicated with stars symbols; CAT Twin spectra from the study by Lodieu et al.
(2005) and kindly made available by N. Lodieu are indicated with blue triangles. All MDM and CAT EqW
measurements are performed using the PHEW tool. EqW measurements from the literature are indicated
with gray dots. Binaries identified in the literature are highlighted with red circles. Bottom: Mass-binned
mean values for α-Per stars (filled symbols, ≈60 Myr old) and M37 stars (open symbols, ≈500 Myr old) with
1σ uncertainties indicated with whiskers. Numbers next to symbols indicate the mass bin sizes. Binaries
are excluded from the mass bins in the bottom panel.
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29 and 30 include the χ and 1σ uncertainty values for each α-Per member.
5.3.3 Calculating LX
To calculate LX values for α-Per stars, we followed the procedure described in Chapter 2,
where we collected X-ray detections and non-detections for several young open clusters
from different X-ray observatories.
First, we calculated energy fluxes and their uncertainties by converting the net count
rates and uncertainties into unabsorbed 0.1−2.4 keV fluxes using WebPIMMS.10 We as-
sumed an atomic neutral hydrogen column density NH = 4.99 × 1020 cm−2, derived from
E(B–V) = 0.09 (Meynet et al. 1993), RV = 3.1, and NH[cm−2/Av] = 1.79 ×1021 (Predehl &
Schmitt 1995). We applied a one-temperature thermal (APEC) model, setting the plasma
temperature to 10 MK11 and an abundance 0.4 of solar. This choice of a sub-solar abun-
dance is justified by observations of very active stars, whose coronal abundances range
from 0.3−0.5 of solar (e.g., Briggs & Pye 2003; Gu¨del 2004; Telleschi et al. 2005; Jeffries &
Oliveira 2005).
We calculated LX and their uncertainties from the unabsorbed energy fluxes and the
cluster distance assumed in our analysis (see Section 5.1). The median LX for cluster
members is 2.22×1029 erg s−1, with 25th and 75th percentiles of 8.73×1028 erg s−1 and
5.18×1029 erg s−1, respectively. Columns 16 and 17 of Table 5.2 include the LX and 1σ
uncertainty for each α-Per member. Column 18 specifies the reference of the data.
10http://cxc.harvard.edu/toolkit/pimms.jsp
11See Chapter 3 for a detailed discussion of the appropriateness of this single-temperature approach to
coronal modeling for low-mass stars.
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5.3.4 Calculating Rossby Numbers
Following similar studies of the relation between stellar rotation and atmospheric activity
in low-mass stars (e.g., Noyes et al. 1984; Pizzolato et al. 2003; Wright et al. 2011b; Douglas
et al. 2014), we calculated Rossby numbers as Ro = Prot/τ, where τ is the convective turnover
time. This approach has been shown to more clearly reveal the general relationship
between stellar rotation and activity, as it significantly removes the mass dependence
observed in stars with saturated levels of activity. To calculate τ for α-Per stars, we
followed the same method used in Chapter 2, where we used the empirical stellar mass-τ
relation of Wright et al. (2011b), which is based on Prot and LX measurements of over
800 stars in the mass range 0.09−1.36 M.12 With these τ values we calculated Ro for all
α-Per members with Prot. Column 26 of Table 5.2 reports the calculated τ values for α-Per
members.
5.4 Results and Discussion
5.4.1 The Updated Mass-Period Diagram
Figure 5.9 shows Prot versus stellar mass for α-Per stars. We have EqW measurements
(see Section 5.3.2) for 101 of the 102 α-Per members with Prot (95 are our own MDM or
CAT spectra-based measurements; see Sections 5.2.3.1 and 5.2.3.2). Stars with detected
Hα emission are indicated with black star symbols, whereas stars with detected Hα
absorption are indicated orange diamonds. Binaries from the literature are highlighted
12As explained in Chapter 2, we use the fitted values of Wright et al. (2011b) based on β = −2.0 instead of
−2.7, as we questioned the validity of the “unbiased” sample from which these authors obtained β = −2.7.
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with red circles. We believe AP 225 may be a binary due to its double-peaked Hα emission
line (see Appendix E).
α-Per rotators show no discernible sequence of slow rotators, usually found in older
clusters. To illustrate this, we included in Figure 5.9 484 single rotators from the Pleiades
(≈125 Myr, Covey et al. 2016) and 298 single rotators from M37 (≈500 Myr, Chapter 2),
in the form of blue and red density maps, respectively (darker shades indicate higher
density of stars in the mass-Prot plane).
Only some of the α-Per stars with masses >0.8 M (G spectral types) have slowed
down enough to begin defining a slow-rotators sequence —none with Hα emission— as
they are seen here lying on top of the Pleiades’s sequence. It is also clear that the slow-
rotators sequence shifts upward (toward slower rotation) going from the young Pleiades
to the older M37. Furthermore, the majority of α-Per stars with masses < 0.6 M (late K
and M types) have Prot < 1 day, in sharp contrast with M37, where only a handful of stars
do.
It is remarkable to find the same locus in mass-Prot space, lying at masses >∼ 0.7 M
and 0.7<∼ Prot <∼3 days, almost devoid of stars in the three clusters shown here. This may
indicate that, at least for G dwarfs, the spin-down time from fast rotators toward the
slow-rotators sequence happens rather suddenly in cosmic time. This bi-modal behavior
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Figure 5.9 Prot versus mass for α-Per members. Stars that show Hα in emission in their spectra are black
star symbols, and stars that show Hα in absorption are orange diamonds. Binaries identified in the literature
are highlighted with red circles. We consider the star AP 225 to be a suspected binary (see Appendix E).
The bottom panel shows a histogram of the number of α-Per members with Prot measurements, binned by
stellar mass. Prot values from our own PTF observations are in green, and Prot values from the literature are
in gray.
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5.4.2 A Look at X-ray Activity versus Time
In Chapter 2 we studied the evolution of the X-ray luminosity of low-mass stars by
comparing X-ray data for six open clusters spanning the approximate age range 6–600
Myr. We binned LX and LX/Lbol by G, K, and M spectral types and then performed linear
regressions on the median values from each cluster both in time-LX and time-LX/Lbol space.
Here, we compare the consolidated X-ray data for α-Per against such study. Fig-
ure 5.10 shows the time-LX (left panels) and time-LX/Lbol (right panels) planes for G
(upper panels), K (middle panels), and M dwarfs (lower panels). The fitted model and its
1σ uncertainty for each plane is indicated with a gray dashed line and gray region. X-ray
statistics for five of the six clusters from Chapter 3 (we do not show the ≈6 Myr-old ONC
cluster) are shown with blue boxes, and for α-Per, with red boxes. Each box spans the
25th–75th percentiles, with the median indicated with a horizontal line inside the box. The
whiskers span the entire data range. Note that in Chapter 3 we used both X-ray detections
and non-detections for cluster stars to calculate LX and LX/Lbol clusters statistics, while we
only have detections for α-Per.
In all instances, X-ray statistics for α-Per stars clearly follow the cluster trend of
decreasing X-ray activity with age. The median value for each α-Per subsample shown
statistically agrees with the fitted models from Chapter 3. Furthermore, M dwarfs in
α-Per display the same large spread in activity as in the other clusters, as seen by the long



































































































































Figure 5.10 X-ray luminosity versus time (left panels) and fractional X-ray luminosity versus time (right
panels) for G dwarfs (0.8 < m/M ≤ 1.2; upper panels), K dwarfs (0.6 < m/M ≤ 0.8; middle panels), and M
dwarfs (0.1 < m/M ≤ 0.6; bottom panels) using data for five open clusters (in blue) from Chapter 3: NGC
2547 (≈35 Myr), Pleiades + NGC 2516 (≈120 Myr), NGC 6475 (≈220 Myr), M37 (≈500 Myr), and Hyades
(≈625 Myr). On each panel, we draw the X-ray data consolidated in this work for α-Per (in red). For each
cluster, the box extends from the lower to the upper quartile and the whiskers cover the entire data range.
The median value is indicated by a horizontal line inside each box. All cluster samples bar α-Per include
upper limit X-ray measurements for non-detections. The dashed gray lines and gray regions indicate the
fitted model to the medians and its 1σ uncertainty, from Chapter 3.
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5.4.3 Chromospheric versus Coronal Activity
Figure 5.11 compares the activity of α-Per stars —excluding high-confidence binaries from
the literature— in Hα and in X-rays. In the left panel, where LHα is plotted versus LX,
there is a loose positive correlation between the two indicators of activity. A least squares
bisector regression13 indicates that LX is proportional to LHα following a power-law such
that LX ∝LHαα, whereα = 0.98±0.08 (black dashed line). The Pearson correlation coefficient
r = 0.57 for this relation suggests that the two quantities are only mildly correlated.
In Figure 5.11 we color-code stars by mass. The left panel shows a clear dependence
of LHα and LX on mass, with less massive stars having lower levels of both LHα and LX,
and viceversa. In the right panel we divide both luminosities by Lbol to remove this mass
dependence. A least squares bisector regression gives α = 0.70±0.07. Its Pearson r = 0.51
indicates that the LHα/Lbol–LX/Lbol correlation is as mild as with LHα–LX. Interestingly,
some mass dependence remains, with less massive stars having higher levels of both
LHα/Lbol and LX/Lbol, and more massive stars, lower.
In Figure 5.12 we bin α-Per stars (filled symbols) from Figure 5.11 by mass in both
LX-LHα space (top panel) and LX/Lbol-LHα/Lbol space (bottom panel). We do the same with
stars from the ≈500 Myr-old cluster M37 (open symbols), using X-ray data from Chapter 2
and Hα data from Chapter 4. There is a clear trend of decreasing chromospheric activity
from the younger cluster to the older cluster, but not so in coronal activity. In particular,
the late M-dwarfs (red squares) decrease by more than one order of magnitude in both LHα
13The least squares bisector regression treats both the dependent and independent variables symmet-
rically. Therefore, it is the most appropriate method to use in this case, since we are interested in the



































Pearson r = 0.51
0.1 < m  0.4 M¯
0.4 < m  0.5 M¯
0.5 < m  0.6 M¯
0.6 < m  0.8 M¯
0.8 < m  1.0 M¯
1.0 < m  1.2 M¯
Figure 5.11 Left: LX versus LHα for non-binary α-Per members. Right: LX/Lbolversus LHα/Lbol for the same
stars. In both panels, red squares indicate stars with masses between 0.1 and 0.4 M; orange star symbols,
between 0.4 and 0.5; light blue inverted triangles, between 0.5 and 0.6; blue circles, between 0.6 and 0.8; dark
blue diamonds, between 0.8 and 1.0; and gray triangles, between 1.0 and 1.2. In both panels, the power-law
relation and the Pearson r found with a least squares bisector regression is annotated on top and indicated
with a black dashed line.
and LHα/Lbol, but appear unchanged in both LX and LX/Lbol. Similarly, stars with masses in
the range 0.4−0.8 M decrease in LHα and LHα/Lbol by a factor of≈4, but appear statistically
unchanged in LX and LX/Lbol (there are no stars in M37 with masses above 0.8 M with Hα
emission.)
5.4.4 Relationship Between Chromospheric and Coronal Activity and
Rotation
In contrast with our findings on M37, the activity-rotation relation does not appear well
defined on α-Per. Figure 5.13 shows Ro versus LHα/Lbol in the upper panel, and Ro versus





















Filled symbols: α-Per (≈60 Myr old)
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Figure 5.12 Top: LX versus LHα for α-Per members (≈60 Myr, filled symbols) and M37 members (≈500
Myr, open symbols), binned by stellar mass m. Numbers next to symbols indicate the size of the mass bin.
Bottom: LHα as a fraction of Lbol versus LX as a fraction of Lbol for the same binned stellar mass ranges. In
both panels, symbols are as in Fig. 5.11. In both panels, the power-law relations fitted in this work (for
α-Per) and in Chapter 4 (for M37) are indicated with dashed and dotted lines, respectively.
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indicated with orange circles and blue star symbols, respectively. Identified binaries
from the literature are excluded from this figure, since binary interaction may impact the
activity indicators.
In Chapters 2 and 4, we parametrized the activity-Ro relation for M37 as a flat region
connected to a power-law, which characterize the saturated and unsaturated regimes,
respectively. The fitted results from those studies are indicated with black dashed lines in
both panels. We chose not to perform the same parametrization for our sample of α-Per
stars because there is a very small number of stars with Ro >∼ 0.1, where stars tend to
display unsaturated levels of activity. Instead, we show in Figure 5.13 the LHα/Lbol and
LX/Lbol arithmetic means of stars with Ro < 0.1, both for the whole α-Per sample (black
solid line) and for masses ≤0.4 and >0.4 M (orange dashed line and blue dashed line,
respectively).
In the saturated regime (Ro <∼ 0.1), stars are expected to share a similar saturated level
of activity, but this does not appear to be the case for the chromospheric indicator for α-Per,
as stars there cover a range of ≈1.5 orders of magnitude in LHα/Lbol space. For the coronal
indicator, on the other hand, stars cover a range of only≈0.5 orders of magnitude in LX/Lbol
space. Furthermore, mid and late M spectral types (orange symbols) have a higher level
of saturated chromospheric activity than early M, K, and G stars (blue symbols), but no
discernible difference in saturated coronal activity.
Donati et al. (2008) and Morin et al. (2008) found the same chromospheric saturation
bi-modality in their spectroscopy study of 20 active, non-coeval M dwarfs. Their recon-
structed magnetic energy values from Stokes V measurements show a sharp transition
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at stellar mass 0.4 M: lower mass M dwarfs have higher magnetic energy than their
higher mass brethren, by a factor of 5. On the other hand, LX/Lbol values for the same
stars show no such transition (figure 15 in Donati et al. 2008). They argue that X-rays
are an indicator of overall magnetic energies, whereas their spectropolarimetric results
are only representative of the largest scales, since they are more detectable in Stokes V.
Their interpretation implies that fully convective stars (mid and late M) have a higher
occurrence of large-scale magnetic activity.
Vidotto et al. (2014) found similar results on a wider sample of non-coeval low-mass
stars. From Stokes V measurements, they calculated average field strengths for 73 stars and
found most stars with masses ≤0.4 M to be segregated at a level one order of magnitude
higher from the rest of their sample. The bi-modality, however, disappears when the total
magnetic flux (average field strength times stellar surface area) is considered instead (their
figure 4).
If we assume that Hα emission is regulated by the same magnetic dynamo that
regulates observed large-scale magnetic energies in low-mass stars, and if we consider the
results by Donati et al. (2008) and Vidotto et al. (2014), then the chromospheric saturation
bi-modality that we find would imply that large-scale magnetic fields are more efficient
at heating up the chromosphere, thus generating more Hα emission. This interpretation
may contradict the idea that non-thermal chromospheric flux is more related to small-
scale magnetic fields (see, e.g., Moutou et al. 2017). But Reiners & Basri (2009) found
that fully convective stars have lower number of concentrated areas of strong magnetic
fields than partially-convective stars, with most magnetic flux originating from large-scale
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fields instead. Their result suggests that the difference in saturation level between fully
convective and partially-convective stars may just be that the former have a magnetic
field architecture that makes its magnetic flux more detectable than the latter, in which
concentrated areas of strong magnetic activity dominate the surface.
Hα emission, on the other hand, is not occulted or canceled-out like magnetic flux
may be. Therefore, the fact that the saturation bi-modality is present in LHα/Lbol space
may indicate that indeed, fully convective stars have hotter chromospheres. Furthermore,
we argue that coronal activity, as measured in X-rays, is more susceptible to saturation in
rapidly rotating stars, as centrifugal forces may play a role in stripping stars from their
outermost coronal layers. We found potential evidence for this in Chapter 4, where we
found that some M37 stars appear to be saturated in LX/Lbol, but not in LHα/Lbol. Since
the chromosphere is not as susceptible to centrifugal stripping, then magnetic heating can
generate a larger range of Hα emission. And we see it here again in Figure 5.12, as levels of
X-ray activity remain statistically unchanged in low-mass stars from stellar ages ≈60 Myr
to ≈500 Myr, but levels of Hα activity do decrease by as much as an order of magnitude.
5.5 Summary
We perform here an analysis on stellar rotation and magnetic activity on the low-mass
population in the≈60 Myr-oldα-Per open cluster. We consolidated data from the literature
with our own measurements of rotation and Hα emission: We used PTF light curves to
measure Prot values, and optical spectra to measure Hα EqWs. We also consolidated X-
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Figure 5.13 Top: LHα/Lbol as a function of Rossby number Ro for α-Per members. Bottom: LX/Lbol as a
function of Ro for α-Per members. In both panels, solid black lines indicate the mean fractional luminosity
for stars with Ro < 0.1. Dashed black lines indicate the fitting results from Chapters 2 and 4 on M37 stars
(≈500 Myr old). Blue star symbols indicate stars with mass > 0.4 M (with their mean fractional luminosity
indicated with a blue dashed line), and orange circles indicate stars with mass ≤ 0.4 M (with their mean
fractional luminosity indicated with an orange dashed line). Binaries are not drawn and are excluded from
the calculations in this figure.
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2MASS PSC, and UKIDSS photometry and PMs to derive stellar properties and to apply
our membership methodology —which considers PMs, spatial location, and location on
a CMD— to identify cluster members.
An updated mass-period diagram shows solar-type stars not fully converged onto
a distinct sequence of slow rotators, and a significant fraction of M and late-K stars with
Prot < 1 day. Both of these behaviors highlight the young age of α-Per stars. Similar to
intermediate-age clusters (e.g. The Pleiades at ≈120 Myr and M37 at ≈500 Myr), the locus
defined by masses > 0.7 M and 0.7<∼ Prot <∼3 days is almost devoid of stars, suggesting
that G and early-K stars undergo a rapid spin-down once a threshold Prot value is reached.
In α-Per, Hα emission is detectable in most G, K, and M stars. In fact, all stars with
masses <∼0.6 M have the Hα line in emission. A statistical comparison against older M37
cluster stars shows α-Per low-mass stars having both stronger Hα emission and larger
spread in activity at different mass ranges.
The statistical X-ray properties of α-Per, as measured by LX and LX/Lbol, put the
activity levels of its low-mass stars in line with the X-ray evolution observed in six other
open clusters in Chapter 3. In particular, M dwarfs exhibit a range of activity larger than
K and G dwarfs, as was also observed in the other clusters.
A comparison of chromospheric and coronal activity in α-Per stars, indicated by
luminosity and fractional luminosity of Hα and X-rays, respectively, shows a rather loose
1:1 linear relation. This spread in activity levels agrees with the also observed spread in
Prot for all low-mass stars in the cluster. Evidently, at such a young age, when only up to
the very early K stars have reached the ZAMS, it is difficult to identify uniform activity
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behaviors in low-mass stars.
This observation is also valid for the activity-rotation relation, as seen in the Ro-
LHα/Lbol and Ro-LX/Lbol plots for α-Per stars. There are only a handful of stars with high
Ro numbers, which typically display unsaturated levels of activity. As such, we cannot
quantify the activity-rotation relation in the unsaturated regime. Furthermore, the large
activity spread (≈1.5 orders of magnitude in LHα/Lbol space) in the saturated regime makes
it difficult to speak of a single representative saturated level of activity.
We note that mid and late M dwarfs have a mean saturated activity level ≈2.5 times
higher than early M, K, and G stars in LHα/Lbol space, but no difference in LX/Lbol space.
This behavior resembles that seen in magnetic energy and magnetic flux values for other
samples of low-mass stars. The former show two separate saturated activity levels for mid
and late M stars versus early M, K, and G stars, whereas the latter show no discernible
differences amongst all low-mass stars. It is argued that magnetic flux —and X-ray
emission— traces overall magnetic energies, whereas magnetic energy traces only the
largest magnetic scales. We therefore conclude that large-scale magnetic activity heats the
chromosphere, and thus generates more Hα emission, more efficiently. Furthermore, we
find that activity levels remain statistically unchanged in low-mass stars from stellar ages
≈60 Myr to ≈500 Myr in X-ray space, but decrease by as much as an order of magnitude
in Hα. We conclude that magnetic heating can generate a larger range of Hα emission,
compared to X-ray emission, which may be more regulated in part by centrifugal stripping,




6.1 CharacterizingMagnetic Activity and Rotation in Low-
Mass Stars
The relationship between age, Prot, and magnetic activity has been modeled empirically
with data from the homogeneous, co-eval populations of open clusters. A well-calibrated
age-rotation-activity relation (ARAR) would be particularly valuable for low-mass stars.
If we knew the dependence of Prot or magnetic activity on age, a measurement of one
of these quantities could be used to determine an accurate age for any isolated field
star. Currently, however, we invert the process, adopting canonical ages for field stars to
constrain the behavior of the ARAR at the oldest ages.
In low-mass, main-sequence stars, the rotation rate and the strength of the magnetic
field decrease over time. This is thought to result from a feedback loop in which winds
carry angular momentum away from the star, braking its rotation and diminishing the
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shear between its radiative and convective zones, which is responsible for generating the
magnetic field. The resulting, weaker magnetic field then produces weaker winds; these
continue to spin down the star and further weaken its magnetic field, but at a diminished
rate.
X-rays originate in a magnetically heated corona in low-mass stars, and so LX serves
as an indicator of the strength of the magnetic dynamo. I use a Chandra observation of
M37 to study the relationship between Prot and LX at 500 Myr. This is the largest ever
stellar sample of known age with Prot and LX measurements. I find that the fractional X-
ray luminosity (LX/Lbol) in slow rotators depends on Rossby number Ro (Prot/τ) following
a power law of slope −2.0, in disagreement with the results of similar studies on more
heterogeneous samples.
Similarly, chromospheric activity can be traced using the Hα spectral emission line.
In M37, I measure LHα/Lbol for its members and find that the dependence of chromospheric
activity on Ro follows a slope −0.5, significantly shallower than that of coronal activity.
More interestingly, Ro,sat, the threshold value separating the saturated and unsaturated
regimes, is larger for LX/Lbol than for LHα/Lbol, suggesting that centrifugal stripping may
play a role in the appearance of coronal saturation. My results highlight the need to
understand from first principles the underlying mechanism driving the rotation-activity
relation in slow unsaturated rotators and what triggers activity saturation in the rapid
rotators.
I do not find clear evidence of an unsaturated regime for α-Per stars, neither in
LX/Lbol nor LHα/Lbol space, mainly because there are not many stars with large Ro. I do
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find that mid and late M dwarfs have a mean saturated chromospheric activity level ≈2.5
times higher than early M, K, and G stars, suggesting that chromospheric activity may
be a better tracer for the largest magnetic structures. Since mid and late M dwarfs are
fully convective, this difference in saturated activity may shed light on the impact of a
tachocline-generated magnetic field on the activity observed in stellar atmospheres.
6.2 Predicting the Evolution of LX Over Time in Low-Mass
Stars
LX is correlated with age and rotation and decreases as low-mass stars spin down because
of the loss of angular momentum through magnetized winds. Calibrating the evolution
of LX is key to quantifying the interplay between stellar rotation and magnetic fields, and
ultimately to uncovering the still-mysterious processes responsible for these fields.
Observations indicate that LX in low-mass stars does not decay smoothly with age (t).
Surveys of solar-type stars in the Pleiades (≈125 Myr) and the Orion Nebula Cluster (1−10
Myr) concluded that LX falls off relatively slowly early in a star’s life: LX ∝ t−0.76. From
observations of five solar analogs, Gu¨del et al. (1997) determined that LX ∝ t−1.5 for t > 1
Gyr, as did Giardino et al. (2008) from their survey of the ≈1.5-Gyr-old cluster NGC 752.
Core-envelope decoupling or a change in the magnetic field topology are the commonly
invoked explanations for this sharp drop off in LX, but it remains poorly understood.
Using X-ray data from several open clusters, I systematically quantify the decay
rate of coronal activity for low-mass stars in the approximate age range 6–600 Myr. I
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homogenize X-ray and optical data from the literature for stars in six open clusters (the
Orion Nebula cluster, NGC 2547, NGC 2516, the Pleiades, NGC 6475, and the Hyades). I
then re-calculate the clusters’ X-ray luminosity functions and compared them to those for
M37 and α-Per for G, K, and M stars. I find that for G and K stars, X-ray activity decreases
by ≈2 orders of magnitude over their first 600 Myr, and for M stars, by ≈1.5 orders of
magnitude. The decay rate of the median LX/Lbol follows the relation LX/Lbol ∝ t−b, where
b lies in the range 0.61−0.81 for G, K, and M stars. These results suggest that for low-mass
stars the age-activity relation steepens after ≈600 Myr, consistent with the faster decay in
activity observed in solar analogs at t > 1 Gyr.
Further work needs to concentrate on stars with ages between that of the Hyades
and the Sun. Characterizing the age at which the decay of coronal activity steepens sig-
nificantly can shed light on the evolution of the underlying weakening magnetic dynamo
in low-mass stars. The advent of data from the Gaia mission will serve as a starting point
to locate and characterize previously undetected open clusters or to determine better
membership for known clusters within the relevant age range.
6.3 Comparing Activity Indicators
Two tracers of stellar activity are commonly measured in low-mass stars: X-ray flux,
which in low-mass stars originates in the corona, and Hα emission, which originates
in the chromosphere. Due to their linked heating mechanisms, a strong correlation is
expected between chromospheric and coronal indicators.
I collect a large number of optical spectra for M37 stars, from which I measure
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Hα emission, to examine the relationship between LX and LHα as well as LHα/Lbol and
LX/Lbol for the same M37 stars. I find no clear evidence for a linear relation between the
chromospheric and the coronal indicators. I confirm these findings using both X-ray and
Hα data for stars from the younger α-Per open cluster, for which I also collect a large
number of optical spectra and consolidate X-ray detections from the literature.
A comparison of chromospheric and coronal evolution between α-Per stars and M37
stars reveals that activity levels remain statistically unchanged in low-mass stars from≈60
Myr to ≈500 Myr in X-ray space, but decrease by as much as an order of magnitude in Hα.
I conclude that magnetic heating can generate a larger range of Hα emission, compared to
X-ray emission, which may be more regulated in part by centrifugal stripping, for which
I have also found evidence in some stars in M37. Further studies shall focus on obtaining
chromospheric and coronal activity indicators of stars for which spectropolarimetric mea-
surements exist. This will allow for a direct comparison between photospheric magnetic
field strength and atmospheric magnetic activity. These studies will help us constrain
properties of the magnetic heating mechanisms on stellar atmospheres.
6.4 Looking Ahead: Magnetic Activity in the BrownDwarf
Regime
Brown Dwarfs (BDs) provide a natural link between stellar and giant exoplanet astro-
physics. They can shed light on the formation and evolution of stars and planets because
they form like stars but are physically similar to giant planets, not being massive enough
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to sustain nuclear hydrogen fusion. For my future work, I plan to study how magnetic
fields drive BD photometric variability and to quantify the dependence of magnetic field
strength on BD mass and age.
Similar to low-mass stars, signatures of rotation can be detected in the photometric
variability of some BDs (e.g., Miles-Pa´ez et al. 2017b). The cooler, more neutral surfaces
of BDs are unlikely to sustain magnetic spots (Mohanty et al. 2002). Instead, nonuniform
condensate coverage is thought to drive photometric variability (e.g., Radigan et al. 2014).
Since X-ray and radio observations show that BDs are magnetically active (Williams et al.
2014), the observed BD photometric variability may be a signature of magnetic effects
on cloud layers. The large scale projects Weather on Other Worlds (Heinze et al. 2013;
Metchev et al. 2015; Miles-Pa´ez et al. 2017a) and the BD Atmosphere Monitoring program
(Wilson et al. 2014) are attempting to better understand time-domain variability in BDs,
but much remains to be explained. I want to compare photometric variability to activity
levels in BDs to determine the impact of magnetic field strength on the observed variability.
Like low-mass stars, BDs from late-M to early-L generate magnetic fields through
dynamo action in their differentially rotating interior (Chabrier & Ku¨ker 2006). However,
in BDs low electric conductivity on their surfaces suppresses magnetic activity (Mohanty
et al. 2002). Radio emission, which traces magnetic fields more directly, remains detectable
well into the coolest BDs (e.g., Lynch et al. 2016). I want to quantify the relationship
between magnetic field strength or magnetic activity on mass and age in BDs.
We are still far from fully characterizing the decay rate of magnetic activity in low-
mass stars up to the age of the Sun. To better understand the evolution of magnetic activity,
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we need more stars with well-determined ages and measurements of activity. It will be
interesting to understand how magnetic fields in low-mass stars relate to those of their less-
massive sub-stellar cousins, such as the BD characterized by Faherty et al. (2013), which
resembles a gas giant planet. My investigation on the decay rate of magnetic activity on
BDs will yield unprecedented insights into the nature of the evolution of magnetic fields
in low-mass stars and sub-stellar objects.
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Appendix A
Calculation of Membership for M37
Messina et al. (2008) and Hartman et al. (2008a) relied solely on distance from a fiducial
isochrone in a CMD to determine membership for M37. Other studies have used radial
velocity or proper motion measurements to determine membership (e.g., Dias et al. 2002;
Nilakshi & Sagar 2002; Mermilliod et al. 2008; Frinchaboy & Majewski 2008), but these
surveys have very few measurements and typically only cover the blue end of the MS or
the cluster’s red giants. Since kinematic measurements of objects in the field of M37 are
scarce, we decided to use the spatial distribution of stars, in addition to their location in a
CMD, to determine membership probabilities.
A.1 Description of the Method
First, we binned all the stars in the M37 field by (g − i) color, which allows us to keep
both single and binary cluster stars within the same bins. We then defined a MS in the
(i, g − i) CMD by fitting a polynomial to a subset of stars close to the cluster center that
made the MS visually obvious. Figure A.1 shows the full set of optical objects in the M37
field, and we indicate with a dashed line the MS we defined. We also include the color-
magnitude relation derived by Kraus & Hillenbrand (2007) for Praesepe members. The
This appendix is a reproduction from a paper that has been published by The Astrophysical Journal. It can be found
at http://iopscience.iop.org/article/10.1088/0004-637X/809/2/161/meta. It has been reformatted
for this section.
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MS defined in Appendix A
Kraus & Hillenbrand (2007)
sequence
Figure A.1 CMD for all optical objects in the M37 field. The dashed line indicates the MS defined in
this paper by fitting a polynomial to a subset of stars close to the cluster center that made the MS visually
obvious. The blue dotted line indicates the color-magnitude sequence derived by Kraus & Hillenbrand
(2007) for Praesepe.
slight discrepancy between the two sequences is expected due to the differences in filter
systems and in metallicity, age, and reddening. Next, we built probability distribution
functions (PDFs) for the single, binary, and field star populations. The two quantities that
we used for fitting in each (g − i) bin were the radius r from the cluster center and height
m = i − iMS above or below the MS in the (i, g − i) CMD. By thinking in terms of height
above/below the sequence (i.e., fitting and subtracting the MS), we worked in terms of a
quantity for which the distribution of contaminants is roughly constant across the bin at
a given height/depth. Figure A.2 shows the distribution of m for stars in the M37 field in
terms of (g − i) color and radius from the cluster center. Stars are color-coded using the
membership probabilities obtained after performing the fit described next.
The parameters that we fitted in the PDFs were:
1. Three normalization constants: the number of single cluster stars (Ns), of binary
cluster stars (Nb), and of field stars (Nf). Clearly, Ns+Nb+Nf=Ntot. Since Ntot is set,
there were really only two parameters being fitted.
2. One spatial distribution parameter: the exponential scale radius of the cluster r0. We
assumed a flat spatial distribution of field stars, which is defined by the size of the
2
field and Nf and, hence, does not introduce any additional fitting parameters.
3. Two parameters setting the intrinsic width of the MS in terms of σ of m: one around
the single star sequence (σs) and one around the binary star sequence (σb).
4. Two parameters setting the median height of the MS: one for the single star sequence
(ms) and one for the binary star sequence (mb).
5. One parameter a setting the (linear) slope of the field star brightness distribution
within the bin, dN/d(∆m). By defining the field star distribution in terms of height
above/below the cluster sequence rather than in terms of i, we linearize what is
otherwise a two-dimensional function of i and (g − i).
The PDFs for the cluster single star population, cluster binary star population, and
field population are therefore given, in units of stars per unit area per unit magnitude, by
φs(m, r) = Ns × [ 12pir20
exp(− r
r0








φb(m, r) = Nb × [ 12pir20
exp(− r
r0















Note that the final term in Equation A.3, which treats the magnitude dependence linearly,
contains constants of normalization that change depending on the interval over which the
field population is being fitted. This calculation assumes that the lower limit is −0.75 mag
and the upper limit is +1.25 mag.
A.2 Application of the Method to M37
We considered all stars in a color bin that fell within 0.75 mag below or 1.25 mag above
the MS. We fit for the values for all of these parameters in each color bin using a random
walk around an initial set of guessed parameter values to find a minimum in χ2 space.
We used
0.2 < (g − i) ≤ 0.7 (F5–G8),
0.7 < (g − i) ≤ 1.4 (G8–K5),
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Table A.1. Cluster Fit Parameters for M37
SpType Nf Ns Nb r0 a ms σs mb σb
(deg) (mag) (mag)
F5.0-G8.0 137 165 23 0.044 -0.238 0.010 0.181 0.636 0.260
G8.0-K5.0 915 162 87 0.043 -0.395 0.018 0.103 0.373 0.306
K5.0-M0.0 446 156 0 0.054 -0.309 0.027 0.068 0.357 0.347
M0.0-M2.5 468 153 0 0.053 -0.348 0.017 0.084 0.535 0.448
M2.5-M4.5 647 96 0 0.050 -0.394 0.050 0.119 0.455 0.058
M4.5-M6.0 940 18 53 0.046 -0.455 0.017 0.064 0.244 0.192
1.4 < (g − i) ≤ 2.1 (K5–M0),
2.1 < (g − i) ≤ 2.8 (M0–M2.5),
2.8 < (g − i) ≤ 3.2 (M2.5–M4.5), and
3.2 < (g − i) ≤ 3.6 (M4.5–M6)
as the color bins covering the range of the discernible MS. We then calculated three
probabilities to each star: one of being an isolated member (Ps), one of being likely a
binary (Pb), and one of being a field star (Pf). Note that Ps + Pb + Pf = 1.0 for every star.
Table A.1 summarizes the parameters of Equations A.1, A.2, and A.3 obtained with the
fit, and Figure A.3 shows a histogram of the number of candidates as a function of Pmem
for each color bin.
We observe in the left panel of Figure A.2 a segregation of likely binaries toward the
blue and red ends of the MS. The fact that most stars in the red end of the sequence are
considered binaries illustrates a possible sign of mass segregation and tidal evaporation
of the low-mass single stars, so that only the more massive binaries are left. This mass
segregation and preferential loss of low-mass single members has been seen in many
other clusters, including Praesepe (Pinfield et al. 2003) and the Pleiades (Lodieu et al.
2007) where the binary fraction increases in the lowest-mass bins in a way not seen for
cool field stars (e.g., Ducheˆne & Kraus 2013). The lack of binaries at 1.4 < (g − i) < 3.2
(K5–M4.5) suggests that the binary sequence is not sufficiently well detected to be fit as a
distinct component by our algorithm. The small number of over-luminous binary systems
is likely being incorporated into the fit for the field population, indicating one possible
source of incompleteness.
Lastly, we treated stars blue of the turn-off point (at (g − i) ≈ 0.2) differently because
the MS there is almost vertical in (g−i) and, thus, our standard approach cannot be applied.
Instead of having height m above or below the MS as one of the membership criteria, we
considered as a single group all stars within the following CMD locus (with no further
4
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Figure A.2 Left: Distance m above/below the MS of M37 in the (i, (g− i)) CMD as a function of (g− i) color
for stars in the M37 field. We color-code stars using our calculated Pmem: field stars (Pmem < 0.2) in gray,
single members (Pmem ≥ 0.2 and Ps > Pb) in black, and likely binary members (Pmem ≥ 0.2 and Pb > Ps)
in red. Vertical dashed lines indicate the limits of the color bins used in the analysis. Right: Same as left
panel, with distance from the MS of M37 as a function of radius from cluster center. Binaries appear to be



















































Figure A.3 Normalized histograms of the number of cluster candidates (Pmem > 0) as a function of Pmem
for each color bin. The total number of stars N in each color bin is shown. The vertical dotted line indicates
the value of Pmem = 0.2 that we use in our analysis of M37 to separate cluster member from non-members.
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consideration of CMD position or single/binary flag): −0.3 < (g− i) < 0.2 and brighter than
0.75 mag below the MS, and 0.2 < (g − i) < 0.5 and brighter than 1.25 mag above the MS.
This locus catches stars blue of the turn-off and those moving across the Hertzsprung gap.
We then fitted using the spatial term as before to factor into the membership probability.
Applying this approach, we found that of the 198 stars in the locus, 171 have Pmem ≥ 0.2,
139 have Pmem ≥ 0.5, and 74 have Pmem ≥ 0.8. The scale radius is 0◦.038, which is smaller
than that of the redder bins (see Table A.1). This is consistent with the suggestion of mass
segregation seen in the rest of the cluster members.
A.3 Testing the Method with Praesepe
To test the robustness of the membership probability method described above, we im-
plemented it on stars in and around the Praesepe open cluster. Kraus & Hillenbrand
(2007) calculated Praesepe cluster Pmem using both photometric and proper motion data
to identify ≈1000 members from among the several million stars they examined.
To implement our membership calculation, which excludes proper motion informa-
tion, we limited our sample of Praesepe point sources to a circular locus in the proper
motion diagram centered around the mean cluster proper motion. This was needed to
obtain a sample set with a members-to-contaminants ratio similar to that of the M37 field.
We also limited our sample to objects in the range 2.8 < (g − i) < 3.2 (spectral types
≈M2.6–M4.3,) which gives us enough cluster members to compare.
The results of our own CMD+radial-distance-based membership probability calcula-
tions (PCMD+Rmem ) are shown in Figure A.4, where we compare them against proper-motion-
based calculations by Kraus & Hillenbrand (2007) (PPMmem) for the same stars. We found 296
objects with PCMD+Rmem > 0.6 (232 single stars and 64 binaries); these are high-confidence Prae-
sepe members. Kraus & Hillenbrand (2007) found 310 members in the same photometric
range.
The expectation that stars with high PPMmem should also have high PCMD+Rmem appears to
hold in practice. Likely members flagged as such by both calculations are in the upper
right of Figure A.4, while likely field stars are in the lower left. Sources in the upper left
(high PPMmem, low PCMD+Rmem ) may be either cluster members on the wings of the photometric
distribution or interlopers slightly in front or behind the cluster. The progressive way
in which this subset of members smoothly meets the member locus in the upper right
convinced us that these are most likely part of the wings of the actual member distribution.
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Figure A.4 Comparison between two different sets of Praesepe cluster Pmem calculations: one using CMD
distance, radial distance, and proper motion information (PPMmem), as calculated by Kraus & Hillenbrand
(2007), and another one using only CMD and radial distances (PCMD+Rmem ), as calculated here. As expected, the
overwhelming majority of stars have comparable Pmem: likely members are in the upper right locus, and
non-members in the lower left locus. The subset of stars with high PPMmem and low PCMD+Rmem (upper left) are
likely part of the wings of the actual member distribution.
Objects in the lower right (low PPMmem, high PCMD+Rmem ) are probably non-member dwarfs in the
same spatial volume considered in the analysis. In summary, we deem our membership
probability calculation to be robust.
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Appendix B
Spectral and Timing Analysis for
High-Count X-ray Sources in the
Chandra Observation of M37
We performed spectral and timing analysis on the four highest-count sources in our
Chandra catalog: XID 65 (1267 total source counts in the full band), XID 108 (3097), XID
144 (4398), and XID 1004 (5814). Only XID 65 and XID 108 have counterparts on our
catalog of optical objects (see Section 2.3.2,) but neither one is a likely cluster member.
Source XID 108 is matched to the eclipsing binary of W UMa type KV11, which Kang et al.
(2007) characterized as having a period of 1.89 days and a V magnitude amplitude of 0.15
mag. On the other hand, the only knowledge we have of the optical counterpart to source
XID 65 is its gri photometry. Table B.1 shows the characteristics of the optical counterparts
to the high-count X-ray sources, as well as the hardness ratio of the matched X-ray source.
We used the CIAO tool Sherpa1 to fit each spectra with three different xspec models
using solar abundances by Wilms et al. (2000)): one-temperature (1T) and two-temperature
This appendix is a reproduction from a paper that has been published by The Astrophysical Journal. It can be found




Table B.1. Properties of Optical Counterparts to High-Count X-ray Sources in the Chandra Field
of View
XID Opt. ID g r i V B − V FX/Fopta HR
(mag) (mag) (mag) (mag) (mag)
65 240271 21.53 20.76 20.46 21.06b · · · 2.88 -0.12
108 220858 15.08 14.15 13.72 14.56 0.66 0.01 -0.72
aRatio derived using the absorbed X-ray flux in the 0.5–7 keV band and the flux
ratio definition by Stocke et al. (1991).
bDerived using the gr-to-V transformation by Jester et al. (2005).
(2T) APEC models, and a power law model. APEC models are used to model the X-ray
emission of diffuse gas in collisional equilibrium, characteristic of stellar coronae. The
power-law model is a simple photon power law of the form A(E) = KE−Γ, where K is
a normalization constant. We used the ISM absorption model tbabs using photoelectric
cross-section from Balucinska-Church & McCammon (1992) to account for extinction by
atomic neutral hydrogen. Since the distance to these X-ray sources is undetermined, we
left the atomic neutral hydrogen column density (NH) as a free parameter. For each source,
we fitted the spectra of the five individual observations simultaneously using the chi-
squared (χ2) statistic with the Gehrels variance function and Sherpa’s levmar optimization
method. We obtained 1σ or 68% confidence intervals of all free parameters by computing
the covariance matrices. In Figure B.1 we compare the binned spectra (15 to 25 counts per
bin) of the sources against a best fit 1T-APEC model. We report in Table B.2 all acceptable
fits for each X-ray source.
We only subtracted background counts on source XID 1004, as this source is located
on the back-illuminated, more background sensitive ACIS-S3 chip. The ratio between
background and net count rates for XID 1004 is ≈40%. For the other three sources, their
location on the front-illuminated ACIS-I chips guarantees that background noise remains
low. The ratio between background and net count rates is 8.5% for XID 65, 3.6% for XID
108, and 4.2% for XID 144.
We used AE’s tools to extract adaptively smoothed light curves of the four sources.
These tools also perform a test of time variability by comparing a uniform flux model to the
distribution of source event time stamps and then computing a 1-sample Kolmogorov-
Smirnov statistic PKS. A statistic value of PKS > 0.05 means there is no evidence for
variability, while PKS < 0.005 indicates that the source is definitely variable. Only XID 65
had PKS > 0.05, suggesting that it is the only one of the four sources with no evidence
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Table B.2. Spectral Fits for the Highest-Count X-ray Sources in the Chandra Field of View
XID Model kT1 kT2 Γ NH Flux χ2ν/d.o.f. Note
(keV) (keV) (cm−2) (erg cm−2 s−1)
×1021 ×10−14
65 1T 10.57±2.11 · · · · · · 3.16±0.60 5.44±0.27 0.43/79 · · ·
PL · · · · · · 1.56±0.12 3.77±1.01 5.59±0.32 0.44/79 · · ·
108 1T 1.54±0.05 · · · · · · 0.45±0.45 5.19±0.28 1.50/140 Flare subtracted
PL · · · · · · 3.59±0.17 3.76±0.48 13.31±1.72 1.19/140 Flare subtracted
2T 0.79±0.10 3.77±1.91 · · · 6.25±1.13 41.00±5.69 0.69/25 Flare only
PL · · · · · · 2.60±0.23 3.04±1.00 30.90±4.28 0.69/26 Flare only
144 1T 6.97±0.75 · · · · · · 4.47±0.33 19.03±0.49 1.32/156 · · ·
PL · · · · · · 1.79±0.07 5.83±0.56 20.51±0.72 1.31/156 · · ·
1004 1T 6.84±0.68 · · · · · · 4.89±0.35 27.18±0.73 0.91/344 Background subtracted
2T 6.26±0.67 0.34±0.18 · · · 5.94±0.74 29.29±1.12 0.91/343 Background subtracted
PL · · · · · · 1.78±0.07 6.10±0.48 29.92±0.90 0.91/344 Background subtracted
Note. — Results of all acceptable spectral fits for our four highest-count X-ray sources. For the one-temperature (1T) and two-
temperature (2T) APEC models we give the temperature components kT1 and kT2. For the power law (PL) model we give the photon
index Γ. All fits included the xspec model tbabs to account for ISM extinction, and we give the best fit atomic hydrogen column density
NH. We also show the derived unabsorbed flux in the 0.5–7 keV band. Finally, we give for each fit its reduced chi-square (χ2ν) and
degrees of freedom (d.o.f.).
of variability. In Figure B.2 we put in sequence the light curves of our five Chandra
observations for each source, and we show PKS for each source. The vertical dotted
lines indicate the cutoffs between observations, and the time between observations is not
included. Note that source XID 1004 was not in the last observation (ObsID 13657).
We used AE’s ae pileup screening tool to check for potential photon pile-up in
these four high-count sources. The procedure calculates on the individual observations
the number of counts per ACIS frame using 3x3 pixel islands within the PSF of the
source. We found that the highest 3x3 rate was 0.02 counts per frame—corresponding to
a ≈1% pile-up fraction—for XID 108, and 0.01 counts per frame for XID 144. These pile-
up fractions are below the suggested 0.05 counts-per-frame value above which pile-up
reconstruction is warranted. Sources XID 65 and 1004 had a 3x3 rate of zero.
There is a multi-standard deviation flare in source XID 108, as evident on its light
curve in Figure B.2. Including this flare in the spectra of the source led to unacceptable
spectral fits (χ2ν > 2) on all the models we tried. We thus fitted the spectrum of the flare
separately from the rest of the spectrum of XID 108, and we included both fits in Table B.2.
All four spectra are well-fitted using either a 1T-APEC model or a power-law model.
Only source XID 1004 and the flare of XID 108 had a 2T-APEC model fit that resulted
in two kT temperatures significantly above zero. Finally, the NH values derived by the
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Figure B.1 Spectral fits for the brightest sources in our Chandra catalog. The 1T-APEC model fit for each
spectrum (solid gray line) is drawn over the binned (15–25 counts per bin) data points. The error bars of
the binned data points are too small to show. The parameter values for the fit using the 1T-APEC model
are included in each panel: temperature of 1T-APEC model (kT), atomic neutral hydrogen column density
(NH), reduced chi-squared statistic (χ2ν), and degrees of freedom (d.o.f.). The residuals of the fit are shown
at the bottom of each panel, normalized to the source counts. The source spectrum and spectral fit of XID
108 exclude events during a multi-standard deviation flare, as seen in Figure B.2.
from optical reddening, see Section 2.4.2), suggesting that these four high-count sources
may be background sources. The only exception is one of the fits for XID 108: NH
from the 1T-APEC model fit suggests that it is a foreground object, whereas NH from
the power-law model fit suggests that it is a background object. The web-based FTOOL
nh2 indicates a total Galactic NH of ≈4×1021 cm−2 in the direction of M37 based on the
Leiden/Argentine/Bonn survey of Galactic atomic hydrogen. This means that sources XID





























































Figure B.2 Adaptively smoothed light curves of the brightest sources in our Chandra catalog in the 0.5–7
keV energy range. Background counts are not subtracted. Vertical dotted lines represent the cutoffs between
our different Chandra observations. The light curves from the five observations are in chronological order
from left to right, and the time between observations is ignored. Note that source XID 1004 was not in the
last observation (ObsID 13657). The PKS statistic of variability is shown for each source. PKS > 0.05 indicates
no variability; PKS < 0.005 indicates definite variability. Source XID 108 displays a multi-standard deviation
flare. We extracted two spectra from the light curve of this source: one excluding events during the flare,
and one including only flare events.
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Appendix C
The Appropriate Model Temperature to
Model Coronae in low-Mass Stars
In Section 3.2.3, we model the X-ray emission for all the stars in our sample using a single
coronal temperature of T = 107 K. This implies minimal evolution of this temperature for
low-mass stars from 6 to 625 Myr, which is somewhat surprising: higher T values may
be more appropriate for the youngest stars and lower T values for the oldest. Here, we
investigate the effect of varying the coronal temperature: we cut our benchmark T in half
for the oldest stars in our sample (i.e., Hyads), double it for the youngest ones (i.e., ONC
stars), and keep T = 107 K for all other stars.
We find that cutting T in half for the Hyads leads to the derived LX values decreasing
by 0.17 dex. The LX values also decrease when we double T for the ONC stars, albeit as a
function of NH, which ranges from 20 < log(NH/cm−2) < 23 for this cluster (for the Hyades,
NH is negligible). For log(NH/cm−2) values of 20, 21, 22, and 23, LX decreases by 0.03, 0.06,
0.30, and 0.77 dex, respectively. In our ONC sample, 42% of stars have log(NH/cm−2) <
21, 91% have log(NH/cm−2) < 22, and 100% have log(NH/cm−2) < 23, so that for the bulk of
these stars the decrease is <0.30 dex.
We then test how much the age-activity linear regression fits described in Section 3.4.2
This appendix is a reproduction from a paper that has been published by The Astrophysical Journal. It can be found
at http://iopscience.iop.org/article/10.3847/0004-637X/830/1/44/meta. It has been reformatted for
this section.
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Table C.1. Impact of Using Different Coronal T Values on Linear Regression Fits to the
Age-Activity Relation
Coronal G Stars K Stars M Stars
Temperature Slope Slope Slope
LX v. t
T = 107 K −0.61 ± 0.12 −0.82 ± 0.16 −0.40 ± 0.17
Alternative Ta −0.61 ± 0.15 −0.83 ± 0.23 −0.46 ± 0.26
LX/Lbol v. t
T = 107 K −0.68 ± 0.12 −0.81 ± 0.19 −0.61 ± 0.12
Alternative Ta −0.61 ± 0.15 −0.80 ± 0.23 −0.69 ± 0.18
aT = 5 × 106 K for Hyads, T = 2 × 107 K for ONC stars,
and T = 107 K for all other stars in our sample.
change if we use the halved and doubled T values for Hyads and ONC stars. Table C.1
compares the original fits based on an assumed T = 107 K for all stars in our sample to
fits using the new LX values derived for Hyads and ONC stars. We find that assuming
different coronal temperatures for our two bookend clusters does not have a significant
impact on our results. To first approximation, T = 107 K is an appropriate choice for the
plasma temperature for the stars in our sample over the age range 6−625 Myr.
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Appendix D
Calculation of Membership for Alpha
Persei
In Chapter 2 we presented a method to calculate membership probabilities for cluster stars
that relies on distance from a fiducial isochrone in a CMD as well as spatial distribution
of stars, namely, distance from the cluster center. Here, we expand that method to also
use kinematic information of cluster stars via PMs. We also improve the method by using
a Bayesian approach that allows us to calculate confidence intervals on our membership
calculations. We apply our improved method to determine cluster membership in the
Alpha Persei (α-Per) cluster.
D.1 Description of the Method
First, stars are binned either by spectral type of photometric color, whichever is available.
Next, a MS is defined in the Hertzsprung-Russell diagram (HRD) or CMD. Then, proba-
bility distribution functions (PDFs) are built for the cluster single member, binary member,
and field dwarf populations. The input quantities from each star used for fitting in each
bin are the radius r from cluster center, PM values µα and µδ, and a spectrophotometric
distance modulus DM. The latter is used to determine the height above or below the
This appendix is a reproduction from a paper being prepared for publication in The Astrophysical Journal.
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MS by subtracting a pre-determined cluster’s DM, DMc. By thinking in terms of height
above/below the sequence, the distribution of contaminants is roughly constant across the
bin at a given height/depth.
The parameters fitted in the PDFs are:
1. Three normalization constants: the number of cluster single stars (Ns), the number
of cluster binary stars (Nb), and the number of field dwarf stars (Nf). Clearly,
Ns+Nb+Nf=Ntot. Since the latter is set, there are really only two parameters being
fitted.
2. One spatial distribution parameter: the exponential scale radius of the cluster r0. We
assume a flat spatial distribution of field stars, which is defined by the field of view
and Nf and, hence, does not introduce any additional fitting parameters.
3. The Gaussian width of the cluster’s PM distribution, σµ,c, which is fit independently
for each bin.
4. The mean PM (µα,f, µδ,f) and its scatter (σµ,f) for a population of non-moving stars
with small scatter. Such population is meant to represent nearby dwarf stars.
5. The cluster distance modulus DMc for each bin. Note that for pre-MS stars, this will
be the apparent DM, which is likely smaller than the real value. The cluster binary
sequence is assumed to be 0.75 mag higher in the CMD or HRD.
6. A parameter σDM,c, setting the intrinsic width of the cluster sequence (in terms
of standard deviation of photometric distance modulus inferred from the stars’
individual SED fits) around the mean. For simplicity, the same value is currently
adopted for both the single sequence and the binary sequence.
7. A parameter a, setting the power-law slope of the field star brightness distribution
within each bin, dN/d(∆) ∝ 10a(DM−DMc)).
The PDFs for the single cluster stars, binary cluster stars, and field dwarfs are therefore
given, in units of stars per unit area per unit magnitude, by
16
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((µα − µα,f)2 + (µδ − µδ,f)2))] ×
[
a ln(10)
10a(DML−DMc) − 10a(DMU−DMc) 10
a(DM−DMc)]
In Equation D.3, Atot is the total area on the sky being considered (fixed ahead of time),
such that the density of field stars is Nf/Atot. We set the range of apparent distance moduli
around that of the cluster so that it catches the lowest extreme of the single star sequence
(DML = DMc + 0.5) and the highest extreme of the cluster sequence (DMU = DMc − 2.5)
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D.2 Application of the Method to α-Per
First, we defined some cluster parameters: the cluster center is α = 51.75◦, δ = 49.12◦
(J2000), the cluster mean PM is µα,c = 22.73 mas yr−1, µδ,c = −26.51 mas yr−1, and the
cluster PM dispersion is σµ,c = 1.0 mas yr−1. Next, we set initial estimated values for some
fitted parameters: r0 = 0.8◦, DMc = 6.18 mag, and a = 2.0 stars deg2 deg−1.
We put together two independent sets of photometric magnitudes and PMs for stars
in the field of view of α-Per. We combined USNO-B1.0 BRI photometry and 2MASS PSC
JHKs photometry and PMs for ≈8500 stars into one catalog, the USNOB+2MASS catalog.
To complement the faint end of this catalog, we collected UKIDSS zK photometry and
PMs for ≈7900 stars, the UKIDSS catalog. These two catalogs together span the full range
of interest (8 <∼ Ks <∼15).
For the USNOB+2MASS catalog, we fitted the SED distance modulus on an HR
diagram using the distance modulus inferred for a star, using the MS for the Praesepe
open cluster as reference (Kraus & Hillenbrand 2007), assuming solar metallicity and on
the MS.1 For the UKIDSS catalog, we used the z–K color for each object to infer an absolute
z magnitude it should have if it were on the main sequence, and then used the observed z
magnitude to infer a photometric distance modulus. We defined the MS from the Baraffe
et al. (2015) isochrone for 1 Gyr.
We performed the fit using an MCMC routine by considering all stars in a spectral type
bin (for the USNOB+2MASS catalog) or color bin (for the UKIDSS catalog) that fell within
the DM range described in Equation D.3. In each bin, the MCMC routine built posterior
probability distributions for each parameter by performing a random walk in parameter
space. For each fitted parameter, we obtained the best-fit value and a corresponding
confidence interval encompassing 68% of all values in each chain. Table D.1 summarizes
the bins and parameter fits for the USNOB+2MASS and UKIDSS catalogs, and Figures
D.1 and D.2 show histograms of the number of candidates as a function of Pmem for each
spectral or color bin in both catalogs.
1This is not a problem for pre-MS stars. If stars are above the MS, then this will be reflected in the fitted


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Using the posterior values, we then calculated three probabilities to each star: one
of being an isolated member (Ps), one of being likely a binary (Pb), and one of being a
field star (Pf) (with Ps + Pb + Pf = 100 for every star). Note that, since the parameter
results indicate a negligible identification of likely binaries (column 3 in Table D.1), our
membership calculation yields no likely binaries in our α-Per catalog. For simplicity, we
only report Pmem ≡ Ps + Pb in our final α-Per catalog. Figure D.3 shows CMDs for the
USNOB+2MASS and UKIDSS catalogs, highlighting with black star symbols those stars
with Pmem ≥ 60; we use this Pmem value as the cutoff to identify bona fide cluster members.
There are 1058 stars present in both the USNOB+2MASS and UKIDSS catalogs. As
such, they have two independent Pmem calculations. Figure D.4 shows a heat map of
the two Pmem values for these stars, with darker colors indicating higher concentration
of stars. The majority of stars lie in the lower left or upper right corners, indicating that
they are considered high-confidence field stars or high-confidence member stars in both
catalogs. In fact, we find that ≈85% have Pmem values that differ by less than 30, and
≈67 differ by less than 5. On the other hand, ≈3% have Pmem values that differ by more
than 80, indicating that they are high-confidence cluster members in one catalog but high-
confidence field stars in the other (near the upper left or lower right corners). This is the
result of discrepant astrometric and/or photometric measurements. We use the average
of the two Pmem values for all stars present in both catalogs as the formal Pmem value in
our final α-Per catalog. We include these Pmem values in column 20 of Table 5.2, and the

























































Figure D.1 Normalized histograms of the number of cluster candidates (Pmem > 0) as a function of Pmem
for each spectral bin in the USNOB+2MASS catalog (the M7-M8 spectral bin is not shown since no cluster
members were found.) The vertical dotted line indicates the value of Pmem = 60 that we use in our analysis

































Figure D.2 Normalized histograms of the number of cluster candidates (Pmem > 0) as a function of Pmem
for each z–K color bin in the UKIDSS catalog. The vertical dotted line indicates the value of Pmem = 60 that
we use in our analysis of α-Per to separate cluster member from non-members.
























Figure D.3 CMDs for the USNOB+2MASS catalog (left) and UKIDSS catalog (right) for stars in the field
of view of α-Per. Stars with Pmem ≥ 60 are indicated with black star symbols. We use this Pmem value as the
cutoff to identify bona fide cluster members.
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Figure D.4 Pmem heat map for the 1058 stars in both the USNOB+2MASS and UKIDSS catalogs. The color




New Binaries in the Open Cluster Alpha
Persei
The Alpha Persei (α-Per) cluster star AP 225 (2MASS J03362204+4909208, Pmem = 90.3%)
has near solar mass (1.06 M), v sin i = 129 km s−1 (Kolbin & Tsymbal 2017), and Prot ≈ 0.35
days (O’dell & Collier Cameron 1993; O’dell et al. 1997; Marilli et al. 1997). It also displays
both X-ray emission (LX = 3.22×1030 erg s−1) and Hα emission (EqW ≈ 0.9 Å). The latter,
however, manifests as a double-peaked emission line. In Figure E.1 we plot four different
MDM spectra of AP 225, taken at two different epochs (2016-12-09 and 2017-11-05) and
two different detectors (Modspec Echelle and OSMOS R4K). This double peak feature
leads us to believe that AP 225 may be a binary system, for which we are seeing red- and
blue-shifted Hα emission from the two separate components. This, in spite of the fact that
both Prosser (1992) and Patience et al. (2002) identified AP 225 as a singleton. Kolbin &
Tsymbal (2017) also noted the double peak in the Hα emission line, but they speculated
this phenomenon to be caused by profile widening due to large Hα emitting prominences
with heights as large as the stellar radius. Due to the uniqueness of the Hα line in the
spectrum of AP 225, we excluded it from our rotation-activity analysis of α-Per.
The α-Per cluster star DH 83 (2MASS J03180119+4700071, Pmem = 69.5%) has a Ks-
derived mass of 0.63 M. We found this source to be a visual binary, as can be seen in
Figure E.2, with an angular separation of 1′′.55 between the two apparent components.



























ModSpec, 2016-12-09 AP 225
Figure E.1 Four spectra of AP 225 normalized at the Hα line flux, taken at two different epochs (2016-12-09
and 2017-11-05) and two different detectors (Modspec Echelle and OSMOS R4K). There is an unequivocal
double-peaked Hα emission line, suggesting that AP 225 is a binary system.
For the combined spectra, we measured an Hα equivalent width of -4.18±0.51 Å. Since
we cannot resolve neither the individual spectra nor the individual magnitudes, we
cannot determine whether the Hα emission is coming from one of the sources or both.
Furthermore, our derived mass must be overestimated, considering that we used the
2MASS Ks photometry for the combined source. We, therefore, excluded this star from
our activity analysis of α-Per.
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Figure E.2 Image of DH 83 by the OSMOS R4K instrument at the 2.4-meter Hiltner Telescope at MDM
Observatorty, AZ. The red contours map counts in log scale from 200 to 2000. The white cross indicates the
coordinates of DH 83 in the 2MASS Point Source Catalog. The distance between the two peaks is 1′′.55, and
is indicated with a white arrow. We measure an Hα equivalent width of -4.18±0.51 Å on the spectrum of
the combined source.
26
