A Galerkin finite-element model of the shallow-water equations on a limited domain is presented.
Introduction
The shallow-water equations are used when tidal effects and surface runoff are modelled;they can also be used in numerical weather prediction to study large-scale waves in the atmosphere and ocean. In this latter domain they are often called the barotropbic primitive equations and are frequently used to test new numerical schemes.
Galerkin finite-element techniques have been applied to the shallow-water equations by many Writers (see references 1-13).
llere we are concerned with the solution of tile evolutionary shallow-water equations for a limited-area domain on a fl-plane.
A Galerkin finite-element method (FEM) is employed for the space discretization using three-noded triangular finite elements, while a time-extrapolated Crank-Nicolson numerical time integration scheme is employed to quasilinearize the nonlinear advective terms.
We here describe three finite element models differing in the treatment of the mass matrix. Special consideration has been given to the accuracy of the various models, and their accuracy is compared with that of a highly accurate nonlinear ADI finite-difference method, as well as by integrating tile same models with double resolution in both space dimensions.
To obtain an estimate of tile behaviour of the numerical scheme a linear stability analysis is performed on a similar linearized model.
Results of short-term and long-term numerical test calctflations on a rectangular domain using a regular grid are compared and discussed.
Finally conclusions are drawn, based on numerical experience with this model, and suggestions made regarding areas for further research.
Shallow-water equations
The primitive equations describing divergent barotropic motion in an incompressible inviscid fluid with a free surface are often called the shallow-water equations.
Using a Cartesian coordinate system with the x-axis running from West to East and they-axis from South to North, the equations for the model can be written as follows: Here tt and v are the velocity components in the x-and y-directions respectively; ~ = gh is the geopotential; h is the depth of the fluid; g is the acceleration of gravity; and f is the Coriolis parameter, required when we consider a fluid in a rotating frame of reference.
The Coriolis term f is given by:
of f=/+ (3(y -D/2) 13 = --
0.), with fand 16 constants.
Boundary and initial conditions
The solution of equations (1 a) to (1 c) requires a knowledge of the corresponding boundary and initial conditions. Periodic boundary conditions are assumed in the x-direction, while in tile .),-direct ion the boundary condition is:
v(x, 0, t) = v(x, o, t) = 0 (3) With these boundary conditions and with the initial condit ion:
w(x,.),, O) = ~o(x,y)
where w is the vector function:
and ~p(x,y) is an initial c6ndition to be specified later, the total energy:
I g 00 is independent of time.
Also the average value of the height, which is proportional to the total mass:
is independent of time.
(7)
Test problem
The test problem used here for determining the initial conditions is the initial height field condition No. I of Grammeltvedt} 4 viz.:
The initial velocity fields were derived from the initial height field using the geostroplfic relationship:
Tile constants used were: The space increments used were: Ax = Ay = 400kin (11) while the time increments varied between At = 900 s and At = 2700 s. Another initial height field condition, i.e. initial condition II of Grammeltvedt 14 viz.: 
was also experimented with.
hfitial condition (I) initially has energy in wave number one in the x-direction, whereas initial condition (II) initially contains energy in wave numbers one and three in the x-direction.
• Initial condition (II) was employed by Gerrity et aL 43 with a fourth-order accurate space differencing scheme and by Cullen 6 with a finite element scheme and thus provides a basis for comparison.
Formulation of finite-element model
We approximate tile shallow-water equations model (equations l a-lc) by the Galerkin FEM. The rectangular domain is subdivided into triangular elements forming a regular grid. Linear piecewise polynomial interpolation fnnctions were employed to save computing time and also for the sake of simplicity. Over a given triangular element, each variable was represented as a linear sum of the interpolation functions, i.e.: where ui(t) represents the scalar nodal value of the variable tt at the node/of the triangular element and v i is the basis fimction (interpolation function) which can be defined by the coordinates of the nodes. The advection terms in the continuity equation (I c) are usually integrated by parts (using Green's theorem) to shift from derivatives of tile variable to derivatives of the basis fimction.
This permits the use of basis functions with lower-order interelement contimfity and often offers a convenient way of introducing the natural boundary conditions that must be satisfied on some portion of the boundary.
This integration gives:
where the notation: (14) global defines the inner product when a function is nmltiplied by tile trial function. Taking in(o account the cyclic boundary conditions in the x-direction and the boundary condition on v, the component of velocity in they-direction, the second and fourth terms of equation (13) vanish. The final expression for the continuity equation is:
Following the Galerkin FEM, the momentum equations (la) and (Ib) become:
, kay ,v)
We assume that over an element the same basis functions V apply for the tt, v, unknowns, i.e.: 
Time integration
The time-extrapolated Crank-Nicolson method was used to integrate in time the system of ordinary differential equations resulting from the application of the Galerkin FEM to the shallow-water equations model. In this method, previously used by Douglas and Dupont, is Wang et aL, 2 Neuman 16 and llinsman, 12 an average is taken at time levels N and N + 1 of the expressions involving space derivatives, while the nonlinear advective terms are quasilinearized by estimating them at time level N+ ½ using the following second-order approximation in time:
The shallow-water equations system was coupled at every time step, i.e. the solution of each equation after one iteration at a given time step was used to solve the other two equations for tile same iteration for tile same time step. It was found experimentally that coupling the equations makes it possible to extend the allowable time step, in contrast to an uncoupled system.
The advantage of coupling the three equations at any one time step would be that the equations would be more accurate and consistent and larger time steps would be possible. 12
Simulation of shallow-water equations model: I. 114. Navon
Upon introdncing time discretization into the continuity equation (19) , which is the first to be solved at a given time step, one obtains:
By defining the matrices:
and:
tile continuity equation can be written as:
Introducing time discretization in tile same way into tile momentum equations (20) and (21) 
In order to implement boundary conditions in tile Galerkin FEM we have here adopted an approach suggested by Payne and Irons 18 and mentioned by Huebncr. 17 This approach consists of modifying the diagonal terms of the global matrix associated with the nodal variables by nmltiplying them by a large number, say 1016 (chosen with a view to the significant number of digits possible with the given computer and the size of the field variables), while the corresponding term in the right-hand vector R in the system of linear equations: KX = R (33) where K is the global matrix, is replaced by the specified boundary nodal variable nmltiplied by the same large factor times the corresponding diagonal term. This procedure is repeated until all prescribed boundary nodal variables have been treated.
After these modifications have been made, it is possible to proceed with the solution of the set of equations, using the modified matrix K and tile modified vector R.
For instance, if in tlle matrix K we wish to implement the boundary condition: i.e.
Xr =/3~

Xr -~ ~r
Since:
The global (N x N) coefficient matrix generated by the assembly process is very sparse, as the maximum number of triangles incident on any one point is six. Therefore each row in the global N x N matrix has at most seven entries and it is an advantage to store the global matrix in a compact manner to save fast-core storage. An efficient scheme was devised to compact the (N x N) matrix into an (N x 7) matrix (see also Hinsman 12 and Navou and Mfillerl9).
The method adopted in this paper for solving the system of linear equations was the iterative one of Gauss-Seidel which has the virtue of simplicity and requires only diagonal dominance of the coefficient matrix.
Finite elelnent method with the CM, LM and GMM mass matrix schemes
In the previous section we saw that the application of the Galerkin FEM to the shallow-water equations model reduced the problem to solving a set of matrix equations whose term involving derivatives of time is the mass matrix 211 (equation (24)).
Using linear basis functions over triangular elements and introducing the well known area coordinates 2° one can obtain exact integrations using the following formnla for area integralsZl:
The mass-element (3 x 3) matrix is then:
where A is the area of the element triangle. The assembled mass matrix is called the consistent mass matrix 3L A lumped-mass element matrix MI. is ofie in which the mass of the elements is equally distributed at the three corner nodes. By lumping the element nlass matrix before assembling the elements, a diagonal global mass matrix ML is obtained.
The convenience of employing a lumped-mass system is that ML is a diagonal matrix and its inverse is immediate. ls~lara 22 proposed a generalized mixed-mass (GMM) scheme for a second-order hyperbolic wave equation. He defines the GMM mass matrix as: (36) where wis a parameter such that:
O<a~<l
The GMM scheme includes the CM scheme (u = l) and the I_~1 scheme (a = 0). All three mass schemes were used in the numerical experiments in which tile accuracy of each scheme was An important theorem concerning the order of numerical integration which does not affect the convergence rate when using lumped mass matrices states that ifp is the order of polynomials used in the shape flmctions and m the order of differentiation present in the variational functional, then any integration exact to the order of 2(p-m) will not affect the rate of convergence.
If thus an integration scheme which uses only nodal points for sampling is devised and which possesses the correct order of integration, then the lumping process will not affect the convergence rate.
Fujii 31 as well as Oden and Fost 36 show that for nonlinear hyperbolic equations the use of the lumped mass fornmlation results, for regular space grids, in an increase of X/3 in the time-step allowed by stability criteria of Courant-Friedrichs-Levy (CFL), while the same rates of convergence for the consistent mass formulation are also obtained for the lumped mass formulation. Tong 33 has observed the added stability with lumping for hyperbolic problems. Mock 34 observed that in hyperbc~lic problems it is the direction rather than the magnitude of tile lumping perturbation which is important and lumping is intimately related to the stability of the methods we construct, lie also showed that lumping the mass matrix is achieved by the addition of a differential operator which for smooth splines is dissipative and strongly enhances the stability properties of the discretization scheme. This is retrieved by broadening the domain of dependence of the discrete solution, wlfich, in view of the Courant--Friedrichs-Lcvy criteria, is also in the direction of increasing the stability.
The same approach was used by tloltz, a° Schreyer 35 proposed a new approach to obtain consistent mass matrices through tile combined use of orthogonal base functions and a mixed variational fornmlation.
Linear stability analysis In order to gain some insight into the behaviour of our finite-element numerical solution of the shallow-water equations model we shall examine the FEM discretized equations of a one-dimensional simple system with gravity waves, i. where Uis the constant basic flow speed and ~tbe mean geopotcntial. Using a regular one-dimensional finite-element grid in space, with linear basis functions, the expansions for ~ and u in terms of the basis functions can be made such that:
where ui(t ) and ~/(t) are the approximations to tt and respectively at node/and time t, and V/(x) is the basis function associated with node L The nodes are assumed to have been numbered consecutively, with node/+ 1 adjacent to node/in the positive x-direction. Application of Galerkin's method to the system (38) by weighting with respect to the ith basis function, yields:
Denoting the length of each element by Ax, the various integrals are non-zero only for/= i -I, i or i + 1, and integrating we obtain:
Introducing the extrapolated Crank-Nicolson time-differencing scheme while the time derivatives are finite-differenced over the time step At, we have (taking into account coupling between equations (42) and (43) 7 t 5G + 2g; j r(3,,'+ "-" " "-'
For u and ~ we take Fourier components:
where u ° and G ° are the amplitudes; k = 2niL is tim wave number; L is the wave length; ~o = kc is the frequency and c is the phase speed.
Inserting (46) and (47) into equations (44) and (45) (and using the notation exp i~t = X), one obtains:
Using basic trigonometric identities, equations (48) and (49) can be simplified to take the form:
There are two equations in the two coefficients G ° and u O, which can be eliminated to obtain an expression for X which is the eigenvalue of the amplification matrix. Tile well known'Von Neumann necessary condition for stability states that for all wave numbers the eigenvalues Xi of the amplification matrix must satisfy:
By equating the deternfinant of the two equations to zero, i.e.: 
The space interval was Ax = 400 kin. The results are presented in Table 1 . llere the solutions associated with X 1 and ~'2 are physical modes, while the solution associated with X 3 is a computational mode. The results suggest a numerical behaviour similar to that when the Adams-Bashforth time-differencing scheme is used, i.e.:
when the equation: dU 
L Except for wavelengths less than L = 600 kin, the scheme is stable.
Simulation of shallow-water equations model: I. M. Navon
A similar analysis was conducted for tile lumped-mass scheme. Tile equations for ¢o and tt 0 corresponding to equations (48) and (49) are:
The rest, ltiug complex cubic equation for X = exp(i~ot) is:
1_ At s --UZ sin2kAx +-iU sinkAx At
The results obtained for various wavelengths L when the same constants were used as for the consistent mass scheme linear analysis, and the same computer subroutine was used to solve numerically for the roots of X, are summarized in Table 2 .
The results of a similar analysis of the generalized mixed mass scheme (equation (36) ) with the same constants and a = 0.5 are summarized in Table 3 .
Accuracy tests
Tile three mass matrix schemes CM, LM and GMM were used for comparing the accuracy of the Galerkin FEM with that of a highly accurate nonlinear ADI finite difference method due to Gustafsson. 23 ht order to obtain the difference between tile true solution and the approximate solution, it was assumed that the true solution of the shallow-water equations model was represented by WQN3, where w is the vector equation given by equation (5) and QN3 is a quasi-Newton ntethod of solution for the nonlinear ADI finite-difference method. 19, 23 Representing the Galerkin FEM solution by It' G the error is given by: and L and D are given by equation (10) . Tile test problem of equation (8) was now solved, using the coupled Galerkin FEM with tile three different ntassmatrix schemes and with Ax = A1' = 400 km and a timestep At = 30 rain. The comparative results summarized in Table 4 were then obtained by employing the QN3 nonlinear ADI Gustafsson method with identical data, and integrating for 2 days.
It is evident front tile results that the run (LM) -i.e. that in which the masses were hnnped -is less accurate than the CM scheme. The accur."cy of tile generalized ntixed mass (GMM) scheme with a = 0.5 is, however, greater than that of both the LM and CM schentes. For tile sake of comparison, tile accuracy is also shown of the result obtained by using the nonlinear ADI finite-difference ntethod with one nonlinear iteration per time-step (QNEXI] and with the LU decontposition of the Jacobian matrix J updated every 12 time-steps, z3,2s
Another set of accuracy tests was conducted by integrating the same finite element models with double resolution in both space dintensions (Ax = Ay = 200 kin) and a time-step t = 15 rain, and assuming the refined grid FEM solution to be the true solution. Representing the coarse mesh Galerkin FEM solution by W c and the Galerkin FEM refined mesh solution by I1%c, the error is given by:
with the norm defined by equation (65).
The comparative results summarized in Table 5 were then obtained after a 2 days' numerical integration.
Accuracy merits of tile GMM scheme -tentative explanation Althou~t error analyses for th~ GMM method applied to hyperbolic partial differential equations exist 22,29,3° they are all of the form
where Cis a constant independent ofh and At, not known a priori, and do not directly suggest an explanation of the fact that the GMM scheme is most accurate. A tentative explanation is to be found in a survey paper by Morton. 4t Remarking about the significance of the role of the mass matrix in assessment of accuracy, Morton points out that for regular linear elements, the coefficients of the mass matrix (-~., }, ~) correspond to an operator (1 + 8x2/6) acting on U i where:
The operator (1 + 8x2/6) is often inverted by iteration, and gives a Numerov-type scheme which is fourth-order accurate in space. The approximation:
which is characteristic of fourth-order compact difference schemes is equivalent to a 'half-lumped' mass matrix (Morton41). This connects the GMM mass scheme with the fourth-order compact implicit schemes 46'47 and explains its higher accuracy. It is worthwhile to note at this point that Istdhara 22,29,3° finds that the CM mass scheme gives the upper bound and the 1_~I mass scheme gives the lower bound for the exact values of the solution. Then a second approximation is sought by using the consistent mass matrix Mii:
The final values of the time derivatives are computed as a weighted average of the above approximations:
Donea et aL 38 found by a one-dimensional analysis of the numerical phase speeds and using numerical experimentation, that the optimum value of 7 is 0.5.
Results
Many tests were run with the three different FEM mass schemes and various time steps. A guideline for the success of the model was the conservation of the two integral invariants of the shallow-water equations model, viz. the total energy and the average height.
We exl~ected an approximate linear stability criterion of the form: The coupled Galerkin FEM using the CM mass scheme and a time step of 40 min became unstable after 481l but when a time step of 35 min was used, yielded stable integrations for up to 5 days. Figure i shows the initial height field contours drawn at 50 m intervals for initial condition (I). Figures 2-4 show the height field after 2, 6 and I0 days of simulation respectively, using the CM mass scheme with a time-step of At = 2100 sec.
The coupled Galerkin FEM using the LM scheme with a 50-min time step became unstable after 31 h but yielded stable long-term integrations when tile time step was reduced to 45 min. Figures 5-7 show the height field after 1.5, 3 and 5 days of simulation respectively, using file LM mass matrix scheme with initial condition (I) and a time step of t = 45 min. The coupled Galerkin FEM with the GMM mass scheme gave long-term stable integrations only when a time step of 30 min was employed.
The height field after 2 and 5 days of simulation (respectively) using the GMM mass matrix scheme is shown in Figltres 8 and 9 respectively. A time step of At = 30 mitt was used.
A test was also conducted by running an uncoupled version of the Galerkin FEM. The uncoupled model remained stable with a 15-min time step, but became unstable after 2411 when a 20-rain time step was used.
In all cases the onset of instability was marked by a sudden increase in the total energy, and the solutions 'blew up' regardless of the iteration technique.
All the figures in this paper display isoline contour plots of the height field, with a contour interval of 50 m.
Another set of numerical experiments was conducted, using this time the initial height field condition (II) of Grammeltvedt (equation (8b)) and only for the GMM mass scheme. Simulation of shallow-water equations modeh I. M. Navon Figure 10 shows the initial height field contours drawn at 50 m intervals for initial condition (I1).
We tlten compared our results with tire results of Gerrity et aL 32 after 2 days, and also with tlte results obtained by Cullen. 6 Table 6 gives the extreme amplitude values of the height field in each trough and ridge at the midpoint of the channel after 2 days for different methods, including a fourth-order compact method due to Navon et aL 4s Table 7 gives the corresponding positions as a fraction of the distance along the channel of the corresponding extreme values of trouglis and ridges for the different methods. Figure 11 shows the height field after 2 days of integration using the GMM nmss matrix scheme in conjunction with initial condition (II) with a time step of At = 1800 sec. The results obtained show that tire FEM integrations using the GMM mass matrix scheme match the Gerrity results with a spatial resohttion Ax = I00 km as far as the amplitudes and the detailed positions of the trouglts and ridges are concerned.
A good correspondence with the Culleu 6 two-stage Galerkin FEM and the compact fourth-order ADI method is observed. 
Conclusioils
A method for solving tile nonlinear sltallow-water equations using finite elements has been applied to a limited-area domain.
For the particular data used for comparison, it was experimentally found that the most accurate method was the coupled Galerkin FEM entploying a generalized mixed mass (GMM) for the time (mass) nmtrix. When the same Galerkin FEM was used with the I_~1 scheme, the time step could be increased by damping the short gravity waves, and the procedure proved to be highly economic in computer time. No other numerical smoothing or damping was included in the model.
When accuracy was tested by comparison with a higlfly accurate nonlinear ADI scheme, the viability of tlfis simple model was demonstrated, a good degree of accuracy being achieved although simple linear basis functions were used on three noded triangles. The computer time was further reduced by use of a compact storage scheme for sparse matrices. ~9
The accuracy could be improved if the method suggested by Cullen 8 were employed, in finite-element approximation of the products.
A final comment by the author is that the coefficient a in the GMM scheme should be further optimized and its connection with rational Pad4 approximants further investigated. 27
