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PREFACE 
J ariational Miequa/ilies arc matlienialicai'-mo-dels, in tervis 
of oli era tors otdifferent'kliysicai' lihiiiomena. OS his tokic lias been 
originated from tlie study ofQsignorini kroblems by Qs'ichera 
[28J and Qstamkacchia [94jj seliarately. QJhis has been 
develoked recently by some well hnown mathematicians. 
OQlklilica lioii of variational inequalities lo variety of kroblems 
are very i<mliressive ana' liave greatcontribution to tlie riclmess of 
tills field. Q^lloreove-r some oftliese alevelolisnients liave been emliloyed 
in oilier areas of matIwmatioal and engineering sciences Dicluding 
elasticityJ transliortation and economics, equilibrium theory, 
nonlinear krogramming aynd olierations research. OA'o-w a vast 
literature is available on live theory of Itnear tiariational 
inequalities a nd tlieir alililicalions to different areas but nu^nerical 
solution of variational inequalities in terms of nonlinear olie^rators 
is still an unextiloredfield. 
Qlhe main objective of this worh is to liresent a brief 
introduction to various tykes of variationalinequalities ay?id tlieir 
existence theory in differeiit sliaces. 
Qy here are five cha liters in tills dissertation. Tpholit&r Qs, 
contains basic definatio>iS and notations wlilch liave been used in 
the subsequent chaliters. Qsn cha'liter QsQs^ the general er-ro-r 
esti>mates for variational ana'general variational'inequalities are 
discussed and an akklication of error estimation for variational 
inequality is also k resented. cAaliter QsQsQsJ deals with lite 74ieneyr-
quations and variational inequalities . Qshe equivalence 
between tliese two are also studi^a'ana'convergence of alikroximate 
solution to the exact solution are discussed. Qsn cha'liter Qs)• ,0s he 
existence l/vc-ory of i>a/ri'ati<onat - ti/oe ineauatitics in (pac/idean 
shact'', reflexi i>c 'cAJanac/v shacc ana Qruzusavrn' to/i oloaicou'vector 
i/iace fias oecti aiscassea. (pxistonce a*it/iout eo-mtexitu /vas oeen 
staatea. Qs/ir existence t/teov'u of vector variational(ana'aenerat 
vectw vari<tti<i?i a/ inequalities in aiffevents/iaces is twesentea 1 >t 
cria titer / . 
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CHAPTER-I 
: 5 : 
If u •+ u strongly in K and (1.2.7) holds, F i? :;aid to 
be lower semicontinnous. Similarly upper semicontinuous can 
be defined 
DEFINITION 1.2.3.' A real valued function F defined on a 
convex subset K of X is said to be quasi-concave if for 
every real number t > 0, the set {u £ K : F(u) > t} is con-
vex, F is said to be quasi-convex if -F is quasi-concave. 
DEFINITION 1.2.4. A subset K of Rn is said to be contrac-
tible if there is a point u e K and a continuous function 
g : K * [0,1] •> K is such that g(v,o) = v and g (v, 1,) = u, 
for all v e K. 
Remark 1.2.1. Every convex set is contractible but converse 
is not true. 
DEFINITION 1.2.5. [74]. Let X be a real linear space. A 
nonempty subset C of X is called 
(I) Cone if 
C + C =r C and AC C C, for any A > 0, A e R 
(II) a pointed cone if 
C is a cone and C f) (-C) = {0} 
f 0 : 
DEFINITION 1 . 2 . 6 . A p o l a r c o n e i s d - n o t e d by C* and d e f i n e d 
a s 
C* = ( u * e X*: ( u * , u ) _> 0 , f o r e v e r y u e c) 
DEFINITION 1.2.7. A mapping T : H + H* is called 
(I) monotone, if 
<T(u) - T(v), u-v> _> 0, for all u,v e K, 
(II) strictly monotone, if 
<T(u) - T(v), u-v> = 0, iff u = v, for all u,v £ H 
(III) antimonotone, if 
<T(u) - T(v), u-v> £ 0, for all u,v £ H. 
(IV) lipschitz continuous, if there exists a constant Y > 0 
such that 
| |T(u)-T(v)| | £ y| |U-V I | 2, for all u,v e H 
(V) hemicontinuous, if for every u,v £ H> the map 
t -»- <T(u + tv),v> is continuous at 0 
(VI) a-strongly monotone, if there exists a constant 
a > 0, such that 
<T(u)-T(v) , u-v> _> a | | u-v | | 2, V u,v e H 
: 7 : 
DEFINITION 1.2.8. [8]. A multivalued mapping F : X + 2X is 
called the KKM-mapping if for every finite subset (u.,u ,,.,,u } 
n 
of X, Conv {u.,u ,...,u ) C ( j F ( u . ) . 
l l n
 i = 1 I 
The following results are used in Chapter A and 5 to 
prove the results. 
THEOREM (Ky Fan) 1.2.1. [25]. Let K be a non empty set ii a 
Hausdorff topological vector space X. Let F : K •*• 2 be 
KKM-mapping. If F(u) is closed for all u £ K and is compact 
for at least one u £ K, then F ( u ) 4 <t>. 
u£K 
THEOREM 1.2.2. [85]. Lei: E bo a nonempty compact convex set 
in a Hausdorff topological vector space. 
Let A be a subset of E x E having the following 
properties : 
(1) for every u £ E, (u,u) £ A 
(2) for each fixed u £ E the set A) = {v e E : (u,v) e \) 
is closed is E, 
(3) for each fixed v £ E the set A = {u £ E : (u,v) i \) 
is closed in E, 
Then there exist a point v £ E such that E x {v } C- A. 
: 8 : 
The following definition is suggested by a recent gene-
ralization of KKM-tlieorem obtained by C. Horvath [37]. 
DEFINITION 1.2.9. [37]. Let X be a topological space and 
let {F } be a given family of nonempty and contractible sub-
sets of X, indexed by finite subset of X. 
(I) A pair (X,{T }) is said to be an H-space if and only if 
A C B implies V 0 T . 
(II) A subset D C X is called H-convex if and only if 
r. d. D hold for every finite subset A d D. 
A 
(III) A subset D C X, is called weakly H-convex if and onl/ 
if r f] D is nonempty -ind contractible for every finite 
subset A C D , This is equivalent to showing that the 
pair (D, { T /") D} ) is an H-space. 
(IV) A subset K C X is called H-compact if and only if there 
exist a compact and weakly H-convex set D C X such 
that K U A c S D for every finite subset A C X. 
DEFINITION 1.2.10. [8]. A multivalued mapping F : X •*• 2 X is 
called H-KKM mapping if F(u) for every finite sub--
A
 ueA 
set A C X. 
THEOREM 1.2 = 3. [8]. Let (X,{r }) be an H-space and 
X 
F:X -*- 2 be an H-KKM multivalued map such that 
: 9 
(a) for each u G E, F(x) is compactly closed, that is 
B D F ( u ) is closed in B, for every compact set 
R C X 
(b) there exist a compact set L CT X and an H-compact set 
K C1.X such that, for each weakly H-convex sst D with 
K C D O X we have f) (F(u) O ^ C L 
ucD 
Then 
D F(u) 4 *. 
ueX 
1.3. SOBOLEV SPACES 
DEFINITION 1.3.1. [74]. The Sobolev space of order 1 on Q 
N 1 
(an open subset of R ), denoted by H (fi) is defined by 
H^O) = {f
 E L2(fi): | — e L2(fi), 1 £ i £ N} (1.3.1) 
i 
8 f 
where -^--- a r e d e r i v a t i v e i n t h e s e n c e of d i s t r i b u t i o n , dx . 
l 
REMARK 1 . 3 . 1 . ( i ) I f n = 1, Q = [ a , b ] , f : [ a , b ] + R 
t h e n 
H ^ a . b ) - {f E L ? ( a , b ) : | ^ _ E L ? ( a , b ) } ( 1 . 3 . 2 ) 
(ii) f £ L0(S7) need not imply -r — £ L„(.Q) 
l 
for example , 
: 10 : 
f(x) = 
f e L2(n), but ~ = d)(0) ef L2(J2) 
THEOREM 1.3.1. [74], H 1^) is a Hilbert space with respect 
to the inner product, 
<f
'
8>i ,L2(Q) - <f '8>L2(°>+i=Y 1x7' U r ^ c f i ) ( 1 - 3 - 3 ) 
REMARK 1.3.2. If fi= [a,b], then H^a.b) is a Hilbert spice 
with respect to the inner product 
<f,g> - / f(x)g(x)dx + / M H dx, (1.3.A) 
a a 
DEFINITION 1.3.2. [74]. For any integer m and 1 f p < « 
the Sobolev space (generalized) is the space of all functions 
f e L (fi) whose all derivatives in the sense of distribution 
P 
of order _< m ? 1 s o belongs to L (^ ) , that is 
Wra'p.'fi) = (f e L (fl): Daf e L (fi), for all a, | a | < m} ri.3.5) 
W (ft) is a Banach space with the norm, 
llfll
 m » I I l|Daf||TP , « J L / P d-3.6) Wra'P~ |a|<m" ' V " } 
: ]] 
For p = 2, we write Wm'2(ft) = Hm(») , Hm(fi) is a Hilbert spaco 
with respect to the inner product 
= /[ Z Da(f) Da(g)] dx (1.3.7) 
Q |a|<_m 
The norm induced by this inner product is 
||f||
 m = [<f,f> m ] 2 (1.3.8) 
H (fi) H (ft) 
H (ft) is called a Sobolev space of order m. 
k 
Hm(;7) = {f:f e Hm(ft) and --}- I - 0, 0 < k £ n-1} 
° 3n 'r 
whore -r— is the outward normal derivative on the boundary V. 
dn 
1.4. THE FINITE ELEMENT METHOD: 
The finite element is concerned with the construction of 
finite dimensional subspace of functional spaces specially 
Sobolev spaces and study of abstract variational problems and 
ii general, Variational Inequalities on such subspaces. This 
reduces BVPs to the study of matrix equations and inequalities 
which can be handled ;hrough computer. Structural engineers 
: 12 : 
like Argyris, Turner, Clough, Martin aid Top ha /c been usirig 
the finite element method in structural analysis since 19 54. 
However a mathematical breakthrough ca;Tie in the paper of 
Zlamal in 1963 and a sound mathematical theory of this topic 
has been developed in the last two decades. 
Let V, be the finite dimensional subspace of a given 
Hilbert soace V. Then finding u. e V, such that 
n n 
a(uu,vu) = f(v. ), for all v. e V. (1.4.1) 
v
 h h h h h 
is known as approximate variational problem. Both the prollems 
(1.2,1) -i n d (1.4.1) possess unique solutions if a'.,.) is 
bilinear, continaous and coercive ["74] 
THEOREM 1.5.1. [74], (Cea's Lemma). Let u and u h den. te 
the solutions of (1.2.1) and (1.4.1) respectively, there exists 
a constant C independent of the subspace V such that 
| | u-uh M < C inf ||u-vh|| for all vh e Vh (1.4.2) 
REMARK 1.4.1. The inequality (1.A.2) shows that the problem 
of estimating the error ||u-u|| is reduced to a problem in 
approximation theory namely, the evaluation of the distance 
d(u,V, ) = Inf |iu-V\|| between
 u c V and the subspace V. of 
n n ft 
: 13 : 
COROLLARY 1,4.1. Suppose there exist a dense subspace U of 
V and a mapping y, : U -*• V such that lim||v~y,v|| = 0 for 
h+o 
all v c U. Then 
lim ! |u-u | | = 0 (1.4.:-) 
h+o 
2 
DEFINITION 1.4.1. Let ft d R be a polygonal domain. Thr-n a 
finite collection of triangles T, is called triagulation if 
the following conditions are satisfied. 
(i) ft" = U K , K denotes a triangulation with boundary. 
keT, h 
(ii) Kj f] K2 = <J> for K j , ^ e Th, Kj 4 K2 
(iii) K. I I L = a vertex or a side, that is, if wc consider 
two triangles, their boundaries miy have one vertex 
common or one side common. 
REMARK 1.4.2, Let P(K) be a function space defined on 
K r; Th such '.hat P(K)C-H 1(K). Generally, P(K) will be 
space of some degree. 
THEOREM 1.4.2. [74]. Let C°(ft) be the space of continuous 
real-valued function on ft and 
: 14 : 
Vh = {vh c C°(fi) : vh| c P(K;, K e Th} (J . '». L) 
' k 
where V, | denotes the restriction of v. on K and 
n . h 
P ( K ) d H 1 ( K ) ; then V h C H 2 ( n ) . 
REMARK 1.4.3. Let h = max (diameter of K ) , N(h) - the 
k CT h 
number of nodes of the triangulation, P(K) = P ,(K ) = space of 
polynomials of degree less than or equal to 1 in x and y, 
vh = < v vhL e p i ( K ) > k e V o -* - - ) 
1
 k 
(i) It can be seen that V C.Cc(ft). 
(ii) Tie functions w., i = 1,2, N(h), defined by 
1 at the ith node 
w. 
l 0 at other nodes 
from a basis of V, . 
n 
(i i i) In view of (ii) and theorem (1.4.2), V, defined in this 
remark is a subspace of H ( ft) of dimension N(h). 
THEOREM 1.4.3.[74]. (Convergence Theorem). Let Kh C_ K and 
there exists U C V dense in K and y.: U •*• K, such that 
lira I | rhv-v| | = 0 for all v £ U (1.4.6) 
h->-o 
: 15 : 
Then 
lin. | |u-uh| |v = 0 (1.4.7) 
h+o 
where u and u, are solutions of (1.2.1) and '1.4.1) 
n 
respectively. 
CHAPTER-II 
VARIATIONAL INEQUALITIES AND ITS ERROR ESTIMATES 
2.1. INTRODUCTION 
Variational inequalities are now fundamental tool in 
studying the obstacle and unilateral problems arising in engi 
neering and mathematleal sciences. Finite element techniques 
are being applied for obtaining numerical solutions of varia-
tional inequalities. Using the piecewise linear elements, 
Falk [24], Mosco and Strang [59], Brezzi, Hagger and Raviart 
[11] have shown the 0(h) convergence in the energy norm, 
Using the unilateral approximation result of Mosco and 
Strang [59], Noor [61], obtained the error estimates for the 
finite element approximation of a class of variation,\1 inequa 
? 
litles in the L^-norm, which are of order h". Siddiqi ['7] 
derive a general abstract error estimate for general varia-
tional inequality. 
In this chapter we discussed a method for obtaining gen 
ral error estimates for the? approximation of a class of vtria 
tlonal inequalities. In Section 2.2 of this chapter we censi 
der an approxination scheme and establish the general error 
: 17 : 
estimate. In Section 2,3, we studied the general error esti-
mate for general variational inequality. ., Tn the last sectior, 
we discuss an application and find its error estimate by using 
finite element method. 
2.2, APPROXIMATION SCHEME AND GENERAL ERROR ESTIMATE 
FOR VARIATIONAL INEQUALITY. 
Let K be a closed convex subset of H and f K H! we 
then consider approximation of problems of following type: 
PROBLEM 2.2.1. Find u e K such that 
a(u, v-u) >_ (f, v-u), V v e K (2.2.1) 
This problem is introduced by G. Starapacchia . In 1967 Lions 
and Stampacchia proved the first theorem of this field. 
THEOREM 2,2.1 [48]. If a(.,.) : H x H •* R is a continuous 
an coercive bilinear form on H, then problem (2,2.1) has a 
solution. 
Let V, be finite dimensional subspace of H {w.}. , h ii=l 
is a basis of V, . Then any arbitrary element v € V, can 
be written as 
q 
vL = £ 8 . w. , where 6 . e R h . . l l i i = l 
f 18 : 
Tnen we construct a closed convex subset K, of V. such 
n n 
that the following conditio'is are satisfied 
(I) K, should reduce to a finite number of constraints on*ho g 
(II) K, should be a good approxi nation to K, 
The approximate problem is as follows: 
(Find u, e K, such that 
PROBLEM 2.2.2 i 
[a(u h,v h-u h) > (f,v h~u h), V vh z Kh. (2.2.2) 
and we can show that this approximation problem has a unique 
solution by using Lions and Stampacchia theorem (2.2.1) 
Suppose "hat W is a Hilbert space dense in H' and 
the injection W in to H' is continuous. Then there exist 
a continuous injection i : H ->• W' such that i(H) is dense 
in W ' and 
(i(v),w) W j W, = (V>W)H,H' V V E H' w e W 
we w i l l h e n c e f o r t h i d e n t i f y H w i t h a s u b s p a c e of W d e n s e 
i n W and p a i r i n g b e t w e e n H and H' and W and W' i s 
d e n o t e d by ( . , . ) . 
: TO : 
Now we state the following general error estimate. 
THEOREM 2.2.1. [241. Let u and u be the solution of rrob-
h 
lem (2.2.]) and (2.2.2), respectively A e L(H.H') the maj 
defined, for u £ H, by a(u,v) = (Au,v), V v e H. Finall} 
suppose that f - Au E W. Then 
llu-u || <{^!|u-v ||J+l||f^Au||w[||u-v ||w,+ Mu,rv||WI]}" (2,2.3) 
a 
2.3. GENERAL ERROR ESTIMATE IN GENERAL VARIATIONAL 
INEQUALITY 
Let K be a closed convex set in H. Given T,A,g:H •*• H' 
the nonlinear continuous operators, we consider the following 
problem: 
PROBLEM 2,3.1. [77]. Find u £ H such that 
<Tu, g(v)-g(u)> j> <Au, g(v)-g(u)> for all g(u),g(v) e K, (2.3 
We present here a general estimate for the general varia-
tional inequality (2.3.1) which contains the result of Falk 
[24] as a special case. They hold for any finite dimensional 
subspace K and approximate constraint set K. and represent 
a significant improvement of all the estimates for correspon-
ding elliptic variational inequalities. We shall assume that 
: 20 : 
there exist a Hilbert space W which is densely and conti-
nuously imbeded in the dual space H'. It is possible to iden-
tify H with a subspace of W , that is dense in W by a 
continuous injection. Let K <Z-)\ be a finite dimensional 
subspace and K, d H be a finite dimensional convex set. An 
approximation of (2.3.1) is to find u, £ K, such that 
<Tu, g(vh)-g(uh)> > <A(uh),g(vh)-g(uh)> (2.3.2) 
with these hypothesis and preliminaries, we have the following 
error estimate, 
THEOREM 2.3.1. [77]. Let u £ K and u, £ K, be the solu-
n h 
tion of (2.3.1) and (2.3.2) respectively. Let T and g bi 
strongly monotone and lipschitz continuous operator. If A 
is a lipschitz continuous antimonotone operator, and 
Tu-Au £ W, then there exist a constant c > 0, such that 
(i) For Kh <£ K, 
|u-uh|| < C{||u-vh||2 + ||v-uh|,2 + ||vh-v||2 + 
+(||A(u)-T(u)||w+||u-vh||w+||A(uh)-T(uh)||w|iuh-v||w,) 
for all v £ K, v. £ K, (2.3.3) 
h h 
T 2] 
( i i ) K h C K , 
l l t i - u j l < { | | u - v h | | 2 + ( | | A ( u ) - T ( u ) | | w M u - v h | | w , ) } ^ 
f o r a l l v, e K, ( 2 . 3 . 4 ) 
n n 
PROOF. Since u £ K and u, £ K, are solutions of (2.3J) 
n n 
and (2.3.2) respectively so by adding these inequalities we get 
<Tu,g(v)-g(u)>+<Tuh,g(vh)-g(uh)> >_ <Au,g(v)-g(u)> 
+ <Auh,g(vh)-g(uh)> 
or <Tu,g(v)>-KTuh,grvh)>+<Au,g(u)-g(v)>+<Auh,g(uh)-g(vh)> 
>_ <Tu,g(u)> + <Tuh,g(uh)> 
or <Tu,g(v)>+<Tuh,g(vh)>+<Au,g(u)-g(v)>+<Auh,g(uh)-g(vh)> 
-{<Tu,g(uh)> + <Tuh,g(u)>} >. -{<Tu,g(uh)> + <Tuh,g(u)^} + 
+<Tu,g(u)>+<Tuh,g(uh)> 
or <Tu,g(v)-g(uh)>+<Tuh,g(vh)-g(u)>+<Au,g(u)-g(v)> + 
+<Auh,g(uh)-g(vh)> > <Tu-Tuh)g(u)-g(uh)> (2.3.5) 
l.h.s of (2.3.5) 
: n : 
= <Tu-Tuh,g(v)-g(uh)> - <Tuh,g(u,i)-g(v)> 
+<Tu-Tuh, g(u7-g(vh)> - <Tu,g(u)-g(vh)> 
+<Au,g(u)-g(vh)+g(vh)-g(v)> 
+<Auh,g(uh)-g(v)+g(v)-g(vh)> 
= <Tu-Tuh,g(v)-g(uh)>+ <Tu-Tu,i,g(u)-g(vh)> 
+{<Au,g(u)-g(vh)> + <Au,g(vh)-g(v)>} 
+{<Auh)g(uh)-g(v)> + <Auh,g(v)-g(vh)>} 
- <Tu,g(u)-g(vh)> - <Tu,i,g(uJJ-g(v)> 
= <Tu-Tuh,gCv)-g(uh)> + <Tu-Tuh,g(u)-g(vh)> 
+<Au-Tu,g(u)-g(vh)> + <Auh-Tuh,g(uh)-g(v)> 
+<Au-Auh,g(vh)-g(v)> 
or l.h.s of (2.3.5) 
^ BY||u-uh|| ||v-uh|| + 6Y||u-uh|| ||u-vh|| + 
+ Y| |Au-Tu| j | |u-vh| | + Y| |Auh-Tuh+| I I «h ~v! 1 
+ oy) )u-uh | | ||vh-v|| (2.3.6) 
and r .h.s of (2.3.5) 
: 2 3 : 
= <Tu-Tuh, g(u)-g(uh)> 
= <Tu-Tuh, u-uh >- <Tu-Tuh, (u-uh)-(g(u)-g(uh))> 
1 a| l"-Jhl I2- llTu-TuJI I |(u-uh)-(g(u)-g(uh))| I 
2 a| |u-uh| |2- 6/1-26 + Y 2 | Iu-uh | | 2 
or r.e.s >_ (a-B/l-26+Y2) | | u-u, | | 2 (2.3.7) 
The result follows from (2,3.6) and (2.3.7) and keeping 
2 1 2 in mind the Young inequality ab _< £a + -r— b , for points 
a,b and e > 0 
(2.3.4) is a special case of (2,3.3) for v = v if 
we keep in mind that I I v, — u, 1 I
 TT < I I v, -u I I „ + I I u-u, II,,. 
' ' h h ' H — a ' H h H 
REMARK 2,3.1. If g = I Au = f and T = A then theorem 
(2.3.1) reduces to theorem (2.2.1). 
2.A. AN APPLICATION 
We consider the special case when the problem (2.2.1) is 
defined in the following setting. Let H = H 1 ^ ) , H'= H-1(U) 
and W = V = L2(ft). For a,v e H 1 ^ ) , let 
: 24 : 
a ( u , v ) = I / a . . ( x ) u v dx + / C ( x ) uvdx 
i , j = l ft 1 J Xi X i ft 
w h e r e z
 a ? C . ^ a | C | 2 , v ^ e R: 
i , j = l 1 J J 
and some a > Q 
•suppose t h a t a . . = a . . so t h a t a ( u , v ) i s s y m m e t r i c and 
i j j i y 
1 7\ °° 
let a. . £ C (ft) and C £ L (ft). Then there exist a constant 
6 > 0 such that 
|a(u,v)| £ 6||u|l1)Ql|v| \ l f Q V u,v £ H^(ft) 
Further, suppose that C(x) _> ^ where A is either negative or 
nonnegative with sufficiently small absolute value so that 
a(u,v) is coercive on H (ft), i.e. 
a(u,v) _> a | | v V v £ H (ft) and a > 0 
o 
is a constant 
Let A be an operator defined by Au = - I (a. .x.)x . + cu 
ij = l ij i J 
Then, for u,v E H (ft), a(u,v) - (Au.v), and since a. . == a.., 
A is a self adjoint second order elliptic operator mapping 
H2(Q) -»• H"1(ft) 
o 
: 25 : 
F i n a l l y , s u p p o s e t h a t f
 r. L'(Q) and x i s a g i v e n 
2 
function in H ,[Q) such that x _< 0 on 3(fi). In terms of 
the above notation, we will consider the approximation of 
problem (2.2.1) where, 
K = {v e H*(fl) : v _> X a.e. in ft} 
The approximation scheme we use for this problem will be of 
general type described as in Section 2. i.e., we will replace 
problem (2.2.1) by minimization problem (2.2.2) which can be 
solved by mathematical techniques. Here we need only explicit 
choices for finite dimensional subspace V, CZ- H (9.) and 
h o 
approximate convex set K. CZ. V, . We first describe the coas-
n h 
truction of V, . 
h 
Let h, 0 < h < 1, be a parameter and, for each value 
of h let Q, be a polygon inscribed in Q with all its ver-
n 
tices lying on dQ and each side of the p6lygon of length 
less or equal to h. New subdivide ft, in to triangles T 
H
 h ° q 
q = 1,2,...N. such that the following two conditions are 
sa t isfied . 
(i) The ratio of aiy two triangles sides in the tria igulation 
is bounded by a coast b independent of h. 
: 26 : 
(ii) A]] the angles in the triangjlation are greater or equal 
to some aigle >t> independent of h, 
Using the terminology [60], we will henceforth refer 
to a tr iangula tion satisfying condition (i) and (i i ) as <J>-b 
regular. 
Now, define V, = { v, : v, is linear in each triangle T h h h ° q 
q = 1,2, ...N, , continuous on Q and v, = 0 in Q-fi,}. 
n n n 
Clearly, V, is a finite dimensional subspace of H (Q). 3
 h o 
Finally, define K, = {v e V, : v > X a t every vertex 
of each triangle T , q=1,2, . . .N, }. Clearly Kh is closed 
convex subset of V. and satisfies condition (1) of Section 
n 
2. Since K, reduces to a finite number of linear constrain h 
the approximation minimization problem (2.2.2) becomes a prof) 
lem in quadratic programming. 
Now we will state the following error estimate 
for the approximation scheme defined as above. 
THEOREM 2.4.1. [24]. Let u and u be the solution of 
problem (2.2.1) and (2.2.2) respectively with K and K 
defined as above. There exist a constant C independent of u 
and depending upon the data C2, f , X > a • • 3 n d c such that 
l|u-u h|| I > f i < Ch. 
CHAPTER-III 
WIENER-HOPF EQUATION AND VARIATIONAL INEQUALITIES 
3.1. INTRODUCTION. 
Variational inequalities and Wienar-Hopf equations are 
of course two different subjects. In this chapter we discuss 
the equivalence between the variational inequality with Waener-
Hopf equation in the sense that, if one of them has a solution 
so does the otherone This allows one's to study these sub-
jects vith a unified point of view and to transplant technique; 
suitable for equations into inequality. Shi [73], has shown 
that the variational inequality (3.2.1) are equivalent to 
Wiener-Hopf equation and as an application he discussed the 
convergence of an iteration scheme for parabolic variational 
inequalities with unilateral constraints. 
Recently, Noor [67], has shown, that general variational 
inequalities are equivalent to general Wiener-Hopf equations. 
This equivalence is useful for the numerical point of views 
and he suggests and analyse a number of new iterative algo-
rithms for computing approximate solutions of ganeral varia-
tional inequalities. He also study the conditions under which 
: 28 : 
the approximate solutions obtained from iterative algorithms 
converges to the exact solution of the general variational in-
equalit Les. 
In Section 3.2, we discuss the theory of equivalence 
of variational inequality with Wiener-Hopf equations. The 
equivalence of general variational inequality with general 
Wiener-Hopf equation is discussed in Section 3.3. In Section 
3.4 of this chapter con/ergence analysis is discussed. 
3.2. EQUIVALENCE OF VARIATIONAL INEQUALITY WITH 
WIENER-HOPF EQUATION 
Let P, be the projection operator and Q, = I-?,, where 
I is the Identity mapping. Let A be an arbitrary operator 
defined on D(A) C.H, which maps D(A) in to H. For a given 
f e H, consider the variational inequality. 
Find u e D(A) f\ K such that 
(Au, v-u) > (f, v-u), V v e K (3.2.1) 
The nonlinear equation, 
(APk+ Q k) v = f (3.2.2) 
is called a generalized Wiener-Hopf equation. H'?re v e II, 
zv : 
is to bo found. If K is a closed subspace and the projec-
tion operators P, and Q, are linear operators, th?n (3.2.2) 
K K 
reduces a linear equation, provided A is linear. The different 
types of examples of generalized linear Wiener-Hopf equations 
are given in [92]. 
Here we present some results showing equivalence between 
variational inequality problem and Wiener-Hopf equation. 
THEOREM 3.2.1. [73]. The variational inequality (3.2.1) has 
a solution u if and only if the Wiener-Hopf equation (3.2.1) 
has a solution v. Moreover, v = u+f-Au, and u = P v 
THEOREM 3.2.2 [73]. The variational inequality (3.2.1) has a 
unique solution for each f if and only if the Wiener-Hopf 
equation (3.2.2) has a unique solution for each f. In this 
case, the operator AP. +Q. is surjective and one to one. The 
solution of (3.2.1) is given by the farmula 
u = P ^ A P ^ ) " ^ (3.2.3) 
THEOREM 3.2.3 [73]. Suppose A is linear, one-to-one mapping 
from H on to H and K is closed convex cone with vertex 
at the origin. Then a necessary condition for (3.2.1) to have 
: 30 : 
a solution for each f is that the operator A admits a 
Wiener-Hopf factorization; i.e. 
A = A_A with A P,= ?k A_Qk- Q k (3.2.4) 
3.3. EQUIVALENCE OF GENERAL VARIATIONAL INEQUALITY 
WITH WIENER-HOPF EQUATION 
Let T,g : H •> H are the nonlinear continuous operators, 
we consider the problem to find u £ H such that g(u) £ K, 
a nd 
<T(u), g(v)-g(u)> > 0, for all g(v) £ K (3.3.1) 
The inequality (3.3.1) is known as general variational inequa-
lity, which was studied by Noor [64], in the study of odd 
order obstacle problems. 
Let P, be the projection operator of H In to K, 
K 
and let Q, = I-P^, where I is the identity operator. 
T,g : H •> H, are nonlinear operators. If g exists, 
then we consider the problem to 
Fiod z e H such that 
T g _ 1P kz + P"!Q|<Z = ° (3.3.2) 
where p > 0, is a constant. 
: 31 : 
Equation of the type (3.J3.2) are called general Wiener-
Hopf equations. If g ^ I , the identity operator, then the 
problem (3.3.2) is equivalent to finding z ,; H such that 
TPkz + P_1Qkz = 0 (3.3.3) 
The detail general theory and applications of Wiener-
Hopf eqjation can be found in [92]. 
Here we state an equivalence result. 
THEOREM 3.3.1 [67], The general variational inequality (3.3.1) 
has a solution u £ H such that g(u) £ K, if and only if the 
Wiener-Hopf equation (3.3.2) has a solution z £ H, where 
z = g(u) - pT(u) (3.3.4) 
g(u) = Pkz (3.3.5) 
where P, is projection of H in to K and p > 0 is a 
constant . 
PROOF. Let u £ H be such that g(u) £ K is a solution of 
(3.3.1). Then by Lemma (1.2.1), it follows that 
g(u) = Pk[g(u) -pTu] (3.3.6) 
Using Q, = T-P. and applying (3.3.6) repeatedly, we obtain 
: 32 : 
Qk[g(u) - pTu] = g(u) - PTU - Pk[g(u)-PTu] 
= -PTu 
= -PT g~lPk[g(u)-pTu] 
from which it follows that 
Tg""1 Pkz + p"1 Qkz = 0 
where z = g(u) - pTu , 
Conversely, let z e H be a solution of (3.3.2). 
Then we havi: 
p T 8_1Pkz = -Qkz = Pkz - z (3.3.7) 
Now from (3.3.7) and Lemma (1.2.1), for all g(v) £ K, we 
obtain 
0 £ <Pkz-z, g(v)-Pkz> = <pTg_1Pkz, g(v)-Pkz> 
from wh ich i t f o l l o w s t h . i t 
< T g _ 1 P k z , g ( v ) - P k z > >_ 0 , f o r a l l g ( v ) E K 
Thus, g(u) = P, z is a solution of (3.3.1), and from 
(3.3.7), we have 
Z = g(u) - PTu 
: 33 : 
REMARK 3.3.1. If g = I, T = A, then theorem (3.3.1) reduces 
to theorem ^3.2.1) of Shi [73] 
3.4. CONVERGENCE ANALYSIS 
In this section, by using the equivalence and by an appro-
priate rearrangement, Noor [67J, suggests a number of iterative 
algorithms for solving variational inequalities (3.3.1). We 
also state a result showing that the approximate solutions 
obtained from iterative algorithms converges to the exact 
solution of the general Wiene.r-Hopf equation (3.3.2). 
(i) The Wiener-Hopf equation (3.3.2) can be written as 
Qk2 = -pTg_1PkZ 
which implies thaty« using,- ^-3^3.5)
 t 
z = Pkz - pT g"1 Pkz 
= g(u) - pT(u) (3.4.1) 
Using this farmulation Noor [67], suggests the following 
iterative algorithm for solving the general variational inequa-
lities (3.3.1). 
: 34 : 
ALGORITHM 3.3.1. For a given z £ H, compute z , by the 
o n I-1 3 
iterative scheme 
8(u n) = P k z n (3.4.2) 
zn+l = g ( u n } " P T ( u n ) ' n = °' 1' 2' (3.4.3) 
(ii) By an appropriate rearrangement, the general Wiener-Hopf 
equation '3.3.1) can be writ tea in the following form: 
z = Pkz - pTg'1 Pkz f (I-P-1) Qkz 
= u - PTu + (1-p - 1) Q Rz (3.4.4) 
By using (3.3.5) in this formulation, Noor [67] suggests and 
propose the following iterative algorithm 
ALGORITHM 3.A-..2- For a given z £H,/ compute z , by th ? 
iterative schemes 
g(u ) •= P, z 
° n k n 
z . = u - pTu + (l-p _ 1)Q, u , n = 0,1,2,... (3.4.5) 
n-t-1 n n / x k n 
( L i i ) If t h e o p e r a t o r T i s l i n e a r a n i T e x i s t s , t h e n t h e 
g e n e r a l W i e n e r - H o p f e q u a t i o n s c a n be w r i t t e n a s 
* = ( r - p _ I g T ~ l ) Q k z ( 3 . 4 . 6 ) 
: 35 : 
By using this formulation Noor [67] suggests the following 
iterative algorithms for solving general variational inequalities. 
ALGORITHM 3.4.3. For a given z £ H, compute z by the 
o n T 1 
following iterative scheme. 
Zn+1 = (I-P'^T"1) Q kz n, n = 0,1,2, (3.4.7) 
Now here w-j present a convergence result. 
THEOREM 3.4.1 [67]. Let T.g : H •*• H be both strongly monotone 
and Lipschitz continuous operators. If z , is obtained from v
 n+1 
the iterative scheme (3.4.2)-(3.4.3) , and if z e H is the 
exact solution of the general Wiener-Hopf equation (3.3.1), 
then 
z , -+• z, strongly in H, 
n+1 6 
for 
lp-a/^1 < V_ 4 B2 ( k_ k2 ) / B2 , a > 2,3/k-k2, k > 1 
PROOF. Let z £ H satisfy the general Wiener-Hopf equation 
(3.3.2)., Since equation (3.3.2) can be written as (3.3.5) and 
(3.4.1). Hence from (3.4.1) and (3.4.3), we have 
: 36 : 
IUn+1-z||. = I lg(un)-g(u)-p(Tun-Tu)| | 
< | |un-u-(g(un)-g(u))| | 
+jJun-u-p(Tun-Tu)J| (3.4.8) 
Since T and g are strongly monotone and Lipschitz continuous, 
that is, there exist constant a > 0, 3 -* 0 such that, for all 
u, v z H 
<Tu-Tv, u-v> >_ a | | u-v | | 2 
||Tu-Tv|| < ||u-v|| 
so 
I |u -u-p(Tu -Tu)|| 2 < J | U -u| |2- 2p <Tu -Tu.u -u> + , |Tu -Tu | | 2 1
 ' n n M - ' ' n ' ' n i ' ' n 
£ (1-2 pa + B2p2) | |'in-u| |2 (3.4.9) 
and similarly 
||un-u-(g(un)-g(u))| |2 < (l-2a+52)||.in-a||2 (3.4.10) 
where o and 5 are the strong monoticity constant aTd Lipschitz 
continuity constant of operator g. 
Combining (3.4.8), (3.4.9), (3.4.10), we obtain 
: 37? 
I U n + 1 - z | I £ { k f t ( P ) } | | u n - u | | ( 3 . 4 . 1 1 ) 
w h e r e K = / 1 - 2 0 + 6 2 =* 1 , t ( p ) - / 1-2 P*+'p 3 
From ( 3 , 4 . 2 ) we ha-ze, 
||un-u|| £ ||un--u-(g(un)-8(U))|| + ||PkZn-Pkz|| 
< K||un-u|| + ||zn-z|| 
Usi ig (3.4.10), from which it follows that 
Thus from (3.4.11) and (3.4.12), we obtain 
M V n - z | 1 - { ( k + ^ p ) ) / ( i _ k ) } l l z n - z | 1 = 9 H v - z M 
where Q = (k+t(P))/,1_kv < 1 
for |p-a/ J < /(a2-432(k-k2))|02, a > 23/k-k2, k < 1 
Since ft < I, sp mapping defined by (3.4.1') has a- fixed point 
2 which'is the solution of (3.3*2). Furthermore, it also 
follows that z , . —> z strongly in H. 
CHAPTER-IV 
VECTOR VARIATIONAL INEQUALITIES 
4.1. INTRODUCTION 
In 1980> F. Gi.anessi [30] has introduced the vector varia-
tional inequality in a finite dimensional Euclidean space with 
further application. From that time on, in a general setting 
Chen and Cheng [13]. Chen and Yang [15] and Chen [16] have 
derived equivalence between the vector variational inequality 
and the vector extremum problem, the equivalence between the 
vector variational inequality and the vector complimentarity 
problem and, proved the existence of the solution of vector 
variational inequality. Recently Siddiqi, Ansari and Khaliq 
[87] introduced more general form of vector variational inequa-
lity corresponding to general variational inequality introduced 
by Noor [64], which includes the vector variational inequality 
studied by Chen [16] a.3 a special case and they proved the exis-
tence of its solution which may be seen an extension of 
the Isac's theorems [40] on the existence of solution for a 
general variational inequality problem. 
In Section 4.2, of this chapter we study the existence 
of solution for vector variational inequality. In Section 4.3, 
: 39 : 
we discuss the existence of solution for general vector varia-
tional inequality. In the last section, we study the existence 
without convexity. 
4.2. EXISTENCE THEORY FOR SOLUTION OF VECTOR 
VARIATIONAL INEQUALITY 
Let X and Y be two ordered Banach spaces. Let K <^ X be 
nonempty, closed and convex, let T:K-»-L(X,Y) be a mapping where 
L(X,Y) is the space of all. linear continuous operators from X 
into Y. Let {C(u):u £ K} be a family of closed, pointed convex 
cones of Y such that int C(u) 4 <t>, V u £ K, where int denotes 
interior. 
Consider the vector variational inequality problem: 
(VVi) u c K, <T(u ),u-u > t -int C(u ) 
o v o o o 
V u £ K (4.2.1) 
w h e r e < T ( u ) , v > d e n o t e s t h e e v a l u a t i o n of l i n e a r o p e r a t o r T ( u ) 
a t v . H e n c e , < T ( u ) , . > z Y. The a b o v e p r o b l e m i s g e n e r a l i z a -
t i o n of t h e c l a s s i c a l v a r i a t i o n a l i n e q u a l i t y 
u £ K, < T ( u ) , v - u > _> 0 , V v £ K ( 4 . 2 . 2 ) 
when Y = R, X = R n , L(XyY) = X*. C ( u ) = R . 
: 40 : 
DEFINITION 4.2.1 [16]. Let T:X->L(X,Y). Let Cj=Oc(u) be 
uEX 
nonempty. T is said to be C_-monotone if and only if 
<T(v)-T(u), v-u> e C_ V u,v e K 
The following lemma plays an important role to prove the theorems 
(4.2.1) and (4.3.2). 
LEMMA 4.2.1 [16]. Let (V,P) be ordered topological vector space 
with a closed, pointed and convex cone with int P / <J). Then 
u , v £ V, we have 
(i) u-v e int P and u & int P 
(ii) u-v E P and u t int P 
(iii) u-v z -int P and u ?f-int P 
(iv) u-v e -P and u^-intP 
= = > v t int P 
==> v i int P 
= = > v ?f-int P 
= = > v £-iat P 
Now we state the generalization of Minty Lemma [51] for 
vector variational inequality which plays an important role in 
the theory of variational inequality. 
LEMMA 4.2.2 [16]. Let T:X + L(X,Y) be a C_-monotone and hemi-
continuous mapping on X. Then the following problems (I) and 
and (II) are equivalent for any convex subset K in X: 
u e K, <T(u),v-u> i -int C(u), V v e K 
u e K, <T(v),v-a> i -int C(u), V v e K 
(I) 
(ID 
: 41 : 
The following existence theorem is proved by Caen [16]. 
THEOREM 4.2.1 [16]. Let X be a reflexive Banach space. Let 
K <C X be a nonempty, bounded, closed, convex subset in X. 
Y 
Let C:K -* 2 be multivalued function such that, for every 
u e K, C(u) is closed, pointed and, convex cone with int C 4 <!>. 
Let the multivalued function W(u) = Y\{-int C(u)} be upper 
semi-continuous on K. Then, the vector variational inequality 
(4.2.1) is solvable. 
DEFINITION 4.2.3 [16]. Let K be a convex and unbounded sab-
set X. We shall say that T:K •* L(X,Y) is coercive on K iff 
* v 
t h e r e e x i s t u e K and s e C \ i r 0 } , s u c h t h a t 
o + " 
< s o T ( u ) - s o T ( u ) , u - u > | | | u - u l | -* °° 
whenever u e K and | |u| | > °°, here 
soT(u) = s{T(u)) 
and 
C* = { A e Y*:<A,v> >_ 0, V v e G } 
Now we study the existence of solution of vector varia-
tional inequality in infinite dimensional spaces by using theo-
rems of alternative. 
: 42 : 
Let X iri'i Y be topological vector spaces, K a non-
empty subset of X, H a nonempty subset of Y, and M:K -*• Y is 
a mapping. We study the condition under which the system 
(S) j v £ K, such that M(v) e H, will have or will not have 
solutions . 
DEFINITION 4.2.4 [16]. Let Z be a subset of R. The real 
function w:Y -»• R is called a weak separation function if and 
only if 
H w = (h e Y : w(h) / Z } D H 
The real function s:Y •> R is called a strong separation 
function if and only if, 
H s = (h e Y : s(h) t Z}C H 
LEMMA 4.2.3 [16]. Let the set H,K,Z and M be given then, 
(i) The system (S) anil the system 
w(M(v)) O. Z, V v e K 
are not simultaneously possible, whatever the weak 
separation function w may be. 
(ii) The system (S) and the system 
s(M(v)) C z V v e K, 
: 43": 
are not simultaneously impossible, whatever the strong separa-
tion s may be 
THEOREM 4.2.2 [16] . Let X be a reflexive Banach space, Y a 
Banach space. Let K CL X be closed, convex and unbounded sub 
Y 
set. Let C: K -*• 2 be a multivalued function such that, for 
every u £ K, C(u) is a closed, pointed, and convex cone with 
int C(u) 4 <K and let C_= (\ C(u) be such that int C_ -•= <J>. 
u£K 
Let C = conv (C(u): u £ K} be a closed, pointed and convex 
+• 
cone in Y. Let T:K ->• L(X,Y) be C -monotone, heraicontinaous 
and coercive on K. Then vector variational inequality (4.2.1) 
is solvable. 
REMARK 4.2.1. If Y = R ,C(u) = R , V u e K, the vector varia-
tional inequality (4.2.1) reduces to usual variational inequa-
lity and theorem (4.2.1) reduces to the following theorem. 
THEOREM 4.2.3 [16]. Let X be a reflexive Banach space. let 
K be a nonempty, bounded and closed convex subset in X; aid 
let T:K -> X* be monotone and hemicontinuous on K. Then the 
variational inequality 
u £ K, <T(u ), u-u > > 0, V u £ K 
o o o — 
is solvable. 
: 44 : 
Obviously, the hemicontinuity of T in theorem (4.2.1) 
is equivalent to the contiauity for each one dimensional flat 
L C X . Thus the theorem (4.2,3) is essentially the Hart"ian 
Stampacchia theorem [36]. 
4.3. EXISTENCE OF SOLUTION FOR GENERAL VECTOR 
VARIATIONAL INEQUALITY 
Let X be Hausdorff topological vector space and Y be 
an ordered Hausdorff topological vector space. Let K be a 
nonempty closed convex subset of X, T:K •*• L(X,Y) is a mapping 
Let {C(u):u £ K} be a family of closed, pointed convex cone 
in Y, with int C(u) 4 <J> for every u £ K. The bilinear form 
<.,.> is supposed to be continuous. 
Consider the general vector variational inequality 
problem: 
!
Find u £ K such that 
° 
<T(uo),u-g(uo)> i -int C ( U Q ) 
for all u £ K (4.3.1) 
where g:K -*• K is a mapping, <T(u),.> £ Y. 
: 45 : 
SPECIAL CASES: 
(i) For g(u) = u £ K, the (GVVIP) (4.3.1) is equivalent to 
(4.2.1). 
(ii) If Y = R, C(u) = R , for all u £ K, then (GVVIP) 
(4.3.1) reduces to finding u £ K such that 
<T(u ),u-g(u )> >. 0, for all u £ K (4.3.2) 
The inequality (4.3.2,' is known as general variational inequa-
lity introduced and studied, separately, by Isac [40] and Noor 
[64]. 
(iii) If •{ = R, C(u) = R , for all u e K and g is the 
identity mapping then general vector variational in-
equality problem (4.3.1) become usual variational in-
equality (4.2-2) introduced and studied by Hartman and 
Stampacchia [36]. 
Now we have the following existence results: 
THEOREM 4.3.1 [87]. If T:K -*L(X,Y) aad g:K -»• K are con-
tinuous mappings, the multivalued map W(u) = Y\{-int C(u)} 
is upper semicontinuous on K and <T(u),u-g(u)> t -int C(u) 
for every u e D. Then there exists an u e D CZ. -i such that 
o 
<T(u ),u-g(u )> i -int C(u ), for all u e D CZ K 
o o o 
: 46 : 
THEOREM 4.3.2 [87]. Assume that 
1? The mapping g:K ->• K and T:K -»• L(X,Y) are continuous. 
o 
2. C:K •* Y is multivalued mapping such that for every ue K, 
C(u) is closed pointed convex cone with int C(u) 4 § • 
o 
3. W:K ->• Y is an upper seraicontinuous multivalued mapping 
defined as W(u) = Y\{-int C(u)}; 
4. There exists a function h:X x X -*• Y such that 
(i) <T(u),v-g(u)> - h(u,v) £ -int C(u), 
(ii) the set {v e K : h(u,v) £ -int C(u)}, is convex 
for every u E K, 
(ii.i) h(u,u) i -int C(u), for all u e K, 
(iv) there exists a nonempty compact convex subset 
D d K sucii that Tor every u £ K^vD, there exist 
a point v e D such that 
<T(u), v-g(u)> £ -int C(u) 
Then there exist a point u £ D such that 
r
 o 
<T(u ),v-g(u )> t -int C(u ), for all v £ K 
o o v o o 
COROLLARY 4.3.1. Suppose that condition (l)-(3°) of theorer 
(4.3.2) is satisfied and also assut.ie 
: 47 : 
4°. <T(iO, u-g(u)> t -int C(u), V u £ K 
5. There exist a nonempty compact convex subset D d K such 
that for every u £ K ^ D , there exist a point v £ D with 
<T(u),v-g(u)> £ -int C(u) 
Then there exist a point u £ D C K such that 
r
 o 
<T(u ),v-g(u )> i -int C(u ) for all v £ K 
o o o 
4.4. EXISTENCE THEORY WITHOUT CONVEXITY. 
In this section, we study the existence theorems for vec-
tor variational and general vector variational inequality by 
replacing convexity assumption with merely topological proper-
ties. 
Now we consider the following vector variational inequa-
lity (VVI)' 
u £ X, <T(u ), u-u > i -int P, ¥ u £ X 
o v o o 
where (Y,P) is an ordered Banach space, with int P ^ <J); 
and T:X -> L(X,Y)is a mapping. 
Now we state the following existence results. 
: 48 : 
THEOREM A.4.1 [87]. Let (X,{r }) be an H-cpace, and (Y,P, 
be an ordered Banach space with a closed, pointed, and convex 
cone P such that int P ^ <J), let T:X ->- L(X,Y) be a conti-
nuous mapping such that 
(i) V v e X, B = {u e X, <T(v), u-v> e int P} 
is H-convex or empty 
(ii) there exist a compact set L C X and an H-compact set 
K d X , such that, for every weakly H-convex set D 
with K C D C I , we have 
(v e D : <T(v),u-v> t -int P, V u e X} C L 
Then, the vector variational inequality (VVIP)' (4.4.1) is 
solvable-
We now consider the general vector variational Inequality 
(GVVI)' u e X, <T(u ), u-g(u )> t -int P, ¥ u e X, 
o v o ° o 
where (Y,P) is an ordered Banach space with int P 4- <i>, and 
T:X + L(X,Y) and g:X > X are the mappings. 
Then we have the following existence result. 
THEOREM 4.4.2 [87]. Let (X,{r }) be an H-space and let 
(Y,P) be an ordered topological vector space with a closed 
: 49 : 
pointed convex cone and a nonempty interior int P + <t>. Assume 
that 
1. The mappings T:X + L(X,Y) and g:X ->• Y are continuous. 
2. <T(v) , v-g(v)> i -int P for all v e X; 
3. for every v e X, B = {u £ X,<T(v),u-g(v)> eint P) 
is H-con>'ex or empty. 
4. There exist a compact set L CZ X and an H-compact set 
K C X such that for every weakly H-compact set D with 
K C D CX. 
{v e D : <T(v),
 u-g(v)> t -int P, for all u £ D) C L 
Then general vector variational inequality (GVVI)', (4,4.2) 
is solvable. 
CHAPTER - V 
VARIATIONAL-LTKE INEQUALITIES 
5.1. INTRODUCTION 
In recent years the theory of variational inequalities 
has been extended and generalized in various directions, be -
cause of its application in different branches of science, engi-
neering, optimization, economics, equilibrium theory etc. The 
variational-like inequality problem is one of the generalized 
form of the variational inequality problem, which was intro-
duced and studied by farida, Sahoo and Kumar [69] in 1989. They 
proved the existence of its solution in R and have shown its 
relationship with mathematical programming. Recently, Siddiqi, 
Ansari and Khaliq [85] developed a theory for existence the 
solution of variational-like inequalities in reflexive Banach 
spaces and topological vector spaces. Yang and Chen [93] 
introduced a wider class of nonconvex functions known as semi-
preinvex function which includes the pre-invex function [17], 
and arcwise connected convex function.". [ 5 ] . They have shown 
that variational-like inequality is a necessary condition and 
also a sufficient condition for a mathematical programming for 
Lnvex function [52]. They also proved some existence results 
Dn in R . 
: 51 : 
In Section 5.2, we study the solution of variational-1 ike 
inequality in R . In Section 5.3, we study the existence of 
a solution of variational-li.ke inequality problem in the set-
ting of reflexive Banach spaces. Existence theory in Hausdorff 
topological vector space is discussed in Section 5.4. While 
Section 5.5 deals with existence theory without convexity. 
5.2. EXISTENCE THEORY OF VARIATIONAL-LIKE INEQUALITY IN Rn 
Let K be closed convex subset in R and T:K •*- P. 
and H : K x FC -> R be continuous maps then the problem of fin-
ding u e K, such that 
<T(u ),n(u,u )> _> 0, V u £ K (5.2.1) 
is called variationa 1-like inequality problem studied by Parida 
Sahoo and Kumar [69]. 
We need the following definitions: 
DEFINITION 5.2.1 [69]. A mapping T:K + Rn is said to be 
H-monotone if there exists a continuous map n : K * K + R 
such that 
: 52 : 
<T(v),n(u,v)> + <T(u),n(v,u)> ± 0 (5.2.2) 
T is said to be strictly P-monotone over K if the equality 
hold in (5.2.2) only when v = u. 
NOTE: If n(u,v) = u-v definition (5.2.1) reduces to defini-
tion of monotone functions. 
DEFINITION 5.2,2 [69]. Let V r It + Rri be dif f erentiable. Then 
f is n-con^ex on K if there oxist a conti IUOUS map 
n, : K x K + Rn such that 
T(v)-Y(u) > <Vi»(u),n(v,u)>, V u,v e K (5.2.3) 
It is known that 4* is convex on K if VT is monotone on K . 
Now we state the following existence theory. 
THEOREM 5.2.1.[69]. Let K be a compact and convex set in 
Rn , and let T:X ^ Rn and H:K * K -<• Rn be two continuous 
maps.. Suppose that 
<T(u),n(u,u)> = 0 , V u £ K (5.2.4) 
for- each fixed u e K, the function 
<T(u), (v,u)> is quasiconvex in v e K. 
Then ^ u e K such that 
-* o 
<T(u ),n(u,u)>>;0 V u G K 
: 53 : 
CONDITION 5.2. 1, Let K be closed convex set in Rn. Let 
T:K -»• R and n:K x K -*• R' be two continuous maps, such that 
(I) <T(u),n(u,u)> = 0, and 
(II) for each fixed u £ K, the function <T(u),H(v,u)> is 
convex in v e K 
Notice that K = {u:u e K and ||u|| < r, for r > 0) Q K 
is compact and convex, and hence, by theorem (5.2.1) there 
exists at least one u e K such that 
r r 
<T(ur),n(u,ur)> >_ 0, V u e Kr (5.2.5) 
Whenever condition (5,2.1) is satisfied. 
Since compactness is very strong condition as in theorem 
(5.2.1), no*/ by relaxing the compactness condition, we state 
the following theorem (5.2.2) which is generalization of (5.2.1). 
THEOREM 5.2 = 2 [69]. Let K,T and n be such that cond Ltion (5.2.1) 
is satisfied. A necessary and sufficient condition that there 
exist a solution to (5.2.1) is that there exist an r > 0 
such that a solution u e K of (5.2.5) satisfi.es the estimate 
r r 
Now, by using theorem (5.2.2) we give three other important 
: 54 : 
sufficient condition for the existence of a solution to (5.2.1) 
THEOREM 5.2.3 [69]. Let K, n and T be such that the condi-
tion (5.2,1) is satisfied. Then the variational-like inequality 
problem has a solution under each of the following conditions. 
(I) there exist a x £ K and a scalar r > ||x)| such that 
<T(u)/n(x,u)> <• 0, for all u with ||u|| = r (5.2.6) 
(II) for some constant r > 0, and for each u £ K with 
||u|| = r, there is a x £ K with ||u|j < r and 
<T(u),n(x,u)> £ 0 
(III) there exist a nonempty; compact and convex subset C 
of K with the property that for every u £ K \C 
there xists a x £ C such that 
<T(u),n(x,u)> < 0 (5.2.7) 
Generally, the solution of the variational-1ike inequa-
lity may not be unique. There is however a very natural con-
dition which ensures uniqueness. 
THEOREM 5.2.4. [60]. Let T:K -»• Rn and n: K * K + R° be con-
tinuous over the closed convex set K. If T is strictly 
monotone over K, then there can exist a i: most one solution to 
the variational like inequality problem. 
: 55 : 
A well kncwn fact in mathematical programming is that the 
variational inequality problem has a close relation with the 
optimization problem. 
DEFINITION 5.2.3 [93]. Let f(u) on Rn is real differeatiable 
function with the gradient Vf(u), which satisfies: for every 
u,v e R , there exist a vector nC v« u) e R » such that 
f(v) >_ f(u) + <Vf(u),n(v,u)> 
Then the function f is called invex function 
DEFINITION 5,2.4 [93]. A real different table function f defined 
on R , f : K <C R ->- R is invex if, for u , v £ K , there exist a 
vector n(v,u) e R , such that, V a e [0,1], u+an(v,u) £ K, and 
f(u+an(v,u)) £ of(v)+(l-a)f(u) 
such a function is called pre-invex function with respect to 
r|(v,u) and the property "for each u,v £ K, a £ [0,1], 
a+n(v.u) e K" is called n-connectedness. 
Now we define an unconstrained optimization problem as 
follows: 
(P,) Minimize f(u), V u £ K, where K is a subset of n-dimen-
sional enclidean space R , f:K > R. 
: 56 : 
Now we state the following theorem, which shows equiva-
lence between variational like inequality with problem (P.). 
THEOREM 5.2.5 [93]. Let K be a subset in Rn having n-cnnec-
tedness. u £ K, and f be differentiable at u and 
' o o 
T(u ) = Vf(u ). Then the two statements holds good, 
o o 
(I) If u is a minimum of problem (P.), then u is a solu-v /
 o 1 o 
tion of variational-like inequality (5.2.1) 
(II) If f Is a invex function with respect to n(v,u), u is 
a solution of (5.2.1). then u is a minimum of problem 
o 
5.3. EXISTENCE IN REFLEXIVE BANACH SPACES. 
Let E be reflexive Banach space and K be a non-empty 
closed convex subset of E. We denote 2 , the set of all non 
empty subsets of E and by Conv (A), for all A C E the con-
vex hull of A . 
DEFINITION 5.3.1. A mapping T:E -*• E* is said to be n-monotone 
if there exists a continuous mapping r| : K x K -> E, such that 
<T(u)-T(v),n(u,v)> > 0, for all u,v £ K 
: 57 : 
It is well known that Minty lemma [51] plays an important 
role in the theory of variational inequalities, the extension 
of this lemma for variational-like inequalities is as follows: 
LEMMA 5.3.1 [85]. Let T:K -»• E* be H-monotone and hemiconti-
nuous mapping on K. Also, let n : K x K -*• E be continuous map-
ping which is linear in the first argument and <T(u),n(u,u)> = 0, 
for all u £ K, then u satisfies 
u £ K : <T(u) ,n(u, v)> >; 0, for all v £ K (5.3.1) 
If and only if satisfies 
u £ E : <T(v),n(v,u)> >. 0, for all v £ K (5.3.2) 
Now we have the following existence result: 
THEOREM 5.3.1 [85]. Let E be a reflexive Banach space and 
let K be nonempty bounded closed convene subset of E such 
that 
1. T:K -> E* is n-monotone and hemicontinuous on K, 
2. n : K x K -> E is continuous mapping which is linear in the 
first argument. 
3. <T(u),n(u,u)> = 0, for all u £ K 
Then there exists u £ K, such that 
o 
: 58 : 
<T(u ),n(u,u )> > 0, for all u £ K. 
o o — 
5.4. EXISTENCE THEORY IN HAUSDORFF TOPOLOGICAL 
VECTOR SPACE 
Let E be -Hausdorff topological vector space. <E,E*> is 
dual system of locally convex spaces, K is a closed convex sub-
set of E and D is a nonempty compact convex subset of K 
then we have the following result. 
THEOREM 5.4.1 [85]. Assume that 
(1). T:K ->- E* is continuous 
(2), n: K x K -*• E is continuous 
(3). There exist a real valued function h:K < K •> R such 
that 
(I) <T(v) ,n(u,v)> + h(u,v) >. 0, for all (u,v) e X x K, 
(II) the set {u e K : h(u,v) > 0} is convex for every v £ K 
(III) h(u,u) £ 0, for every u e K, 
(IV) There exist a nonempty compact convex subset D of K 
such that fvor every v £ K\D, there exist a point 
u £ D with 
<T(v),n(u,v)> < 0 
: 59 : 
Then the var ia t ional-like inequality (5.2.1) has a solution. 
PROOF. For each u e !£., we denote 
D(u) = {v e D:<T(v) ,n(u,v)> _> 0} 
O 0 
and from assumption (1) and (2) we have 0(u) is closed in D. 
We know that every element u e (] D(ii) 'is a solution 
°
 ueK
 n 
of the problem (5.2.1), we prove that ' ' D(u) 4 <t>. r v
 / » r u£K 
Since D is compact it is sufficient to show that family 
(D(u)} .. has a finite inter section property. 
u£K 
Let u,,u„,...u e K be given 
We put A = Conv(Df) {u,,u_,...,u }) and we have that A is 
compact convex subset of K. 
We consider the following multivalued mappings: 
F.(u) = {v £ A: <T( v) ,n(u, v)> >^  0}, for every u e K 
and 
F„(u) = {v e A : h(u,v) _< 0}, for every u c K 
Since bilinoar form <.,.> is continuous, from assumption 
(1) and (2), it follows that F.(u) is closed subset of a 
compact convex set A. Hence F,(u) is compact. Also from 
o o 
assumptions 3 ( i ) and 3 ( i i i ) , F.(u) is nonempty. 
: 60 : 
Now we prove that F„ is a KKM-mapping. Indeed, if we 
suppose that there exists x.,x„,...,x £ A and 
a. > 0, 1 = 1,2,... n with £ a. = 1 such that 
I — . , I i = l 
E a.x. i (J F„(x .) 
then we have 
h(x ., Z a.x.) > 0, for 1 < J < n 
J
 i = l 
By assumption 3(ii), we have 
h( Z a.x., £ a.x.) > 0 
. , i I . , i i i=l i=l 
which i s contradict ion to a s s u m p t i o n 3 ( i i i ) . T h e r e f o r e F., i s 
a KKM-mapping. 
o 
Since from assumption 3(i), we have F J u J C M 1 1 ) . for 
every u £ K, we obtain that F. is also a KKM-mapping. 
Applying Theorem (1.2.1) to F, we get >J F (u) ^ <J>, 
that is, there exists a point v £ A, such that 
'
r
 o 
<T(v ),n(u,v )> > 0, for all u £ A 
o o — 
: 61 : 
o 
By assumption 3(iv), we have that v £ D and moreover 
v £ D(u.), for every 1 < i < m. 
o L J — — 
Hence (D(u)} „ has a finite intersection property. 
u£K 
COROLLARY 5.4.1. Assume that assumption (1°), (2°) and (3*)(iv) 
of theorem (5.4.1) are satisfied. Also suppose that 
<T(u),n(u,u)> >; 0, for all u £ K. 
Then the variational-like inequality problem (5.2.1) has a 
solution . 
5.5. EXISTENCE THEORY WITHOUT CONVEXITY. 
In this section we study the existence theorem for varia 
tional-like inequalities, by replacing convexity assumptions 
with merely topological properties. 
Now we state and prove the main theorem of this section 
as follows: 
THEOREM 5.5.1[85]. Let (£,{1^}) be ai H-Banach space, T:E ->• 
and n( • > • ) '• K x K •> E be continuous. Assume that 
1°. for each v £ E, B = {x £ E : <T(v),n(u,v) < 0} is 
H-convex or empty. 
2°. <T(u) , n(u, u)> > 0, for all u £ E, 
: 62 : 
o 
3 . t h e r e e x i s t a c o m p a c t s e t L C E a i d an H-compac t s e t 
K CL E, s u c h t h a t f o r e v e r y w e a k l y H - c o n v e x s e t D w i t h 
K <C D CLE 
{v £ D : < T ( v ) , n ( u , v ) > _> 0 , f o r a l l u e D} C L 
Then there exists an u such that 
o 
<T(u ),n(u,u )> :> 0 for all u e E. 
PROOF. Let 
F(u) = {v e E : <T(v) ,n(u, v)> >_ 0} , u £ E 
We prove that F is a H-KKM-mapping. Suppose that F is not 
an H-KKM mapping. Then there exists a finite subset A of E 
such that 
rA<£„H F< U> 
Thus there exists z £ T. such that 
A 
z i F(u) , for all u £ A 
that is 
<T(z),n(u,z)> < 0, for all u £ A. 
By assumption (1), A C B and r . CZ V , since B is H-
Z A D Z 
z 
convex. Therefore z £ B , 
: 63 : 
<T(z),n(z,z)> < 0, 
which contradicts assumption 2. Thus T Sri F(u) for every 
u£A 
finite subset A of E. Hence F is an H-KK.M mapping. 
Since T,n(.,.) and <.,.> are continuous we have F(u) 
is closed for every u £ E, that is condition (a) of theorem 
(1.2.3) holds. 
o 
It is easy to see that the assumption (3) of this theorem 
and condition (b) of Theorem (1.2.3) are the same. Thus we 
have 
IX F<"> * * 
Hence there exists u £ E such that 
o 
<T(u ),n(u,u )> > 0 for all u £ E. 
o o — 
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