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Abstract-Maximum likelihood estimation of multivariate normal models and Bayesian posterior density 
functions can require calculation using numerical integration. Although the statistical theory is unchanged 
for nonanalytical integrals, the exorbitant cost of estimating such models frequently induces researchers 
to use a small number of integration points. If the number of points is insufficient to calculate essentially 
exact values of the function being maximized, the resulting estimators are asymptotically biased and 
inconsistent both for the values of the estimated parameters and for their variances. The forms of the 
biases are derived and described in this paper. The biases cannot be signed in general. The variance- 
covariance matrix is multiplied by an unestimable scalar, and the vector of true coefficients is added to 
an unestimable vector. When double integrals are involved, the number of points needed to calculate 
the integrals to desired accuracy is squared; with triple integrals, it is cubed, etc. The biases are additive, 
each integral contributing terms of similar form. An example of a multivariate normal model is presented. 
The paper shows that skimping on the high computational cost endangers the desirable statistical properties 
of MLE. 
Certain problems in estimation using complex likelihood functions or Bayesian posterior dis- 
tributions lead to nonanalytic integrals that must be evaluated many times. In theory, the integrals 
are evaluated exactly, but in practice the cost of computing precludes such a facile response. 
The number of evaluation points used multiplies the computing time directly; for example, two- 
point integration doubles the number of likelihood function and derivative evaluations. The cost 
of complex maximum likelihood estimation may be thousands of dollars per run, exploratory 
or final, convergent or not. Even with Gaussian integration, the optimal method in terms of 
the degree of the derivative in which the error is stated, many points-five or more-probably 
are required to maintain essentially exact values of the integrals. For double integrals which 
arise in two-factor covariance structures and in some Bayesian estimation, the number of 
evaluation points is squared-25 instead of five, for example, which is equivalent to running 
the estimation 25 times as long as with an analytical integral of equal computational complexity. 
A concession to the cost is to use fewer evaluation points. 
This paper shows that the coefficients and variances are asymptotically biased in that case 
and derives the form of the bias assuming that all third derivatives of the likelihood function 
are bounded, conditioned or unconditioned on the nuisance parameter or unobserved disturbance 
in a factor-analytic error structure. Since the third derivatives of likelihood functions with respect 
to the parameters of interest must be bounded for maximum likelihood estimates to be consistent, 
it is reasonable to assume that the third derivatives with respect to all parameters be bounded. 
The variances are all biased in the same direction, but the direction is unknown. The coefficients 
are all biased but the direction may vary and is not known in general. 
The plan of this paper is as follows. A brief statement of results for Gaussian integration 
is presented in Section 1. The theories of the likelihood function and Gaussian integration are 
combined in Section 2 to show the form of the biases induced by Gaussian integration. Section 
3 extends the results to multiple integrals. An example using a multivariate normal model is 
presented in Section 4. In Section 5, the relationship of these results to other forms of numerical 
integration is discussed. Section 6 concludes the paper. 
1. GAUSSIAN INTEGRATION 
It suffices here to present only the basic outline of the theory of Gaussian integration. The 
reader is referred to the source of this section. Conte and de Boor[4], or any other text in 
numerical analysis for details. 
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Gaussian integration is based on orthogonal polynomials defined with respect to upper and 
lower limits of integration and a weight function. The function g(x) to be integrated is orthogonal 
to h(x) on (a, b) with the positive weight function w(x) if 
I 
h 
g(x)h(x)w(x) dx = 0. (1) 
u 
The orthogonal polynomials Pp(x) are a sequence of polynomials of degree k = 0, 1, 2, . . . , 
each orthogonal to all the rest with respect to standardized limits of integration and weight 
function. The error using k integration points can be written as 
g’“+2’(5) 
ai+,(2k + 2)! * 
(2) 
where a,, , is the coefficient on the leading term in Pk+ , , the (k + 1)st orthogonal polynomial, 
and the last integrand contains a polynomial of degree 2k + 2. The value of r is unknown, so 
the error is stated by finding or estimating the maximum g i”+2)(<). If g(x) has a convergent 
Taylor series expansion, the term in front of the integral in (1) goes to zero as k goes to infinity. 
2. THE BIASES INDUCED BY k POINT GAUSSIAN INTEGRATION 
Write the likelihood function to be evaluated as 
Ux, 0, r)g(r) dr, (3) 
where 0 is a set of parameters to be estimated, t is an unobservable or nuisance parameter, and 
g is the probability density function (pdf) of t. Assume that f is distributed normr$ly and u = 
t/e. Then the integral includes a term in exp( - u*), for which Gaussian points and weights 
are tabulated. The integral (3) becomes 
i 
= 
-I 
WI& u)g(u) gr. (4) 
Here v = duldt is a scalar. If no table existed in a desired case, one would calculate the 
Gaussian points and weights from the theory of numerical integration. From that theory the 
error involved in k point integration y is 
1 1 
; * (2k + 2)! I 
= P:, ,(x)w(x) dx * 
a’“+‘L(xlB, u) 1 
_r atP+= "0 
(3 
for some uO. The error is a function of 0 but not u, and is not generally zero at O,,, the true 
parameter. When numerical integration is used to calculate the likelihood function, the objective 
function is L(xl@ plus the above error. 
Let h(B) denote the error, so that 15(x(@) + h(O) is the objective function, and let the 
dependence on 0 be. suppressed. 
After some manipulation based on the results given by Theil ([7], pp. 392-397), it can 
be shown that 8 tends in probability to 
with a variance-covariance 
00 - MB’, W~)Io,, 
matrix given by 
(1 - ~~~)%,,,V(&)~ 
(6) 
(7) 
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the variance-covariance matrix of the true MLE multiplied by a scalar. The variances are biased 
downward if h is positive. The standard errors are all changed by a factor of (1 - h/L) evaluated 
at the true MLE. Note that these are asymptotic biases arising with large numbers of observations 
(but not integration points). 
The bias approaches zero as hn approaches zero. Unless h is positive and so large as to 
exceed the absolute value of L, (1 - h/L) is positive. In general, hll is a vector whose elements 
are of unknown sign. If the covariances in V(0,) are of comparable size to the coefficients, 
then, as in other cases of covarying coefficients and bias, the signs of the biases are unknown, 
even if the signs in h,, are known. There is a situation in which the bias might be signed, 
however. If the variances dominate the covariances in size, then the signs of the elements of 
hn are opposite the signs of the biases. The sign of h itself can be inferred from the change in 
the variances observed between two- and three-point integration, because three-point integration 
is less biased in absolute terms. In the example used here of a multivariate probit model, h is 
positive. The next derivative with respect to 0; of @t - X’O) would then reverse the sign of 
the bias if 0, were positive and leave it unchanged if 0, were negative, if the data were positive, 
as is customary in microeconomic data sets. There is a tendency for the consecutive derivatives 
(first, second, etc.) of @ to be of opposite sign. Hence, the bias tends to be negative for positive 
0,: negative h,, with the sign reversed by (I - X’O), subtracted from the true MLE. Similarly 
the bias tends to be positive for negative 0,. In that case, all coefficients would be biased toward 
zero. For any coefficient much greater than its variance, the bias would be small as a percentage 
of the coefficient, so ? values would be less affected for significant coefficients. Insignificant 
coefficients might be changed quite a lot relative to their absolute magnitudes; even the sign 
of the estimated coefficient must be changed. 
In general, neither the sign nor the magnitude of the terms h and h,, could be determined 
a priori. 
3. EXTENSION TO MULTIPLE INTEGRALS 
Consider a double integral which must be calculated numerically: 
The interior integral is calculated with k-point Gaussian integration, and (23) becomes 
I 5 L(x,e t ) _ azkuxle9 tl  t2) 9 I -r c,agk dt19 (9) 
where c, is a scalar (see [ 151). Applying k-point Gaussian integration to the remaining integral 
yields 
UXl@ - 
a2k+2L(xle, t,, t2) a2k+2L(xp, tl, t2) 
c,at:k+2 - czar?+2 
+ a4”+4L(xJe, t,, t, 
C,C2at~+2at:k+2 ’ (10) 
The last term can be dropped in view of the greater effect of the earlier terms. Thus, multiple 
integrals differ from single integrals in that more than one h term appears, and correspondingly 
more than one ho term appears. Thus, the inconsistent approximations to the maximum likelihood 
estimator and its variance are 
8 = s - v(e,) . (h;’ + hW’ + * * *)/L, 
(1 - (h(l) + h(2) + . . -)/L)v(e,,). 
(11) 
(12) 
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The difficulty of signing and evaluating these biases is compounded when more than one integral 
is involved, as are the costs of calculating multiple integrals with more than two Gaussian 
points. 
4. AN EXAMPLE OF A MULTIVARIATE PROBIT MODEL 
WITH A’ ONE-FACTOR COVARIANCE STRUCTURE 
Consider a bivariate probit model with a permanent-transitory disturbance structure: 
y, = 1 if yr -1 0, 
y, = Oify?<O, 
yt = 1 if Yz* 2 0, 
y2 = Oify:‘<O, 
Y: = X,Bl + &I, 
Y:’ = X2b2 + E27 
&I = 'II + u, 
E2 = q* + u. 
The disturbances u and the q’s follow independent normal distributions with u’s variance 
normalized at one. @ designates the standard normal cumulative distribution function, and d 
designates the corresponding probability density function. The E’S are then joint normally 
distributed, not independently. The likelihood of an individual observation with, for example, 
y, = 0, y2 = 0 is 
PT(E, < - x,/I,, E2 < -xzPz) 
= Pm, < t - XIB,. 'I2 < f - x2a2) Pr(u - t) dt 
This must be integrated once per observation during each iteration, and the first derivatives 
require quite similar integrals, one per coefficient for each observation, all for each iteration. 
Such a model, which can be expanded in terms of the number of jointly dependent dummy 
variables or the number of factors, is quite expensive to estimate. 
The multivariate probit model with a one-factor covariance structure of [3] is used to 
illustrate the theory here. That application involved eleven dummy variables representing fertility 
decisions of a sample of married women in eleven periods of time. (See [5].) Eight coefficients 
are included in the probit model. With p, the proportion of the variance attributable to the 
permanent component, there are ten parameters. The estimated coefficients and standard errors 
are presented in Table 1. The estimation was carried out for two to seven integration points. 
Results are presented in Table I. Note the following. Insufficient coefficients can change 
quite a lot (see the constant and the coefficient of wealth). Several significant coefficients change 
in going from two to three integration points, but not in going to larger numbers of points. 
Levels of significance never change, for practical purposes. It was suggested earlier that all 
coefficients might be biased toward zero in this case. That is true for all significant coefficients, 
comparing results for two and seven points. However, these results cannot be generalized, 
because the theory does not specify the bias in a signable form. Turning to the standard errors, 
however, strong confirmation of the theoretical prediction that variances are biased in the same 
direction is found. Of 60 changes in Table I, only one-RHO in going from two to three 
points-is inconsistent with the theory. RHO changes substantially in its esimate, as well. The 
theory predicts that the changes should decline in percentage terms, as well. The average 
percentage changes in the variances going from two to three points, three to four, etc., are 
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Table I Coefficient estimates of a multinomial probit fertility equation using Gaussian quadrature maximum 
likelihood. Standard errors are in parentheses. **t value exceeds I .96, *f value between 1.65 and I .96 
Number of Evaluation Points 
Variable.? 2 3 4 5 6 7 
constant 0.741196 0.711414 0.788294 0.906081 0.813041 0.822995 
(0.8755442) (0.742293) (0.808819) (0.768843) (0.790720) (0.782281) 
Race 0.512008"' 0.415850*' 0.405501'" 0.405954** 0.401391** 0.401335" 
(0.082819) (0.072911) (0.074044) 0.070662) (0.072188) (0.071574) 
Education -0.123881** -0.111432'" -0.110381** -0.109434" -0.10a957** -0.108019** 
(0.020834) (0.016861) (0.018118) (0.017079) (0.017533) (0.01733357) 
Cohort -0.042427'" -0.034064** -0.035391** -0.035934"" -0.034363.. -0.034625** 
(0.015788) (0.013126) (0.013932) (0.013279) (0.013619) (0.013469) 
Wealth 0.014276 0.054513 0.029779 0.036363 0.035016 
(0.081667) (0.070365) (0.071714) (0.069425) (0.070269) (0.070048) 
Other adults 0.065946' 0.053941' 0.057899* 0.052715' 0.054481' 0.052681' 
(0.039461) (0.030785) (0.031278) (0.029171) (0.029884) (0.029415) 
Time 0.764218** 0.653082"" 0.649830** 0.628047.' 0.632828*" 0.6297199" 
(0.061975) (0.043375) (0.044704) (0.038088) (0.041279) (0.039468) 
Time X Time -0.058141** -0.044936" -o.o44559fi* -0.041931~' -0.042472"* -0.042098'+ 
(0.006475) (0.004536) (0.004714) (0.003972) (0.004375) (0.004143) 
s1gm 1.784830** 1.375119** 1.372176"" 1.284961** 1.307093** 1.292400** 
(0.144106) (0.087307) (0.095499) (0.075410) (0.085345) (0.080723) 
Rho 0.144594"" 0.264280** 0.265560** 0.313073.. 0.297743** 0.308626** 
(0.031507) (0.039783) (0.043999) (0.043204) (0.047175) (0.046318) 
CPU timeb 15:03 4O:ll 20:08 31:21 40:05 48:58 
(minutes) 
Iterations 11 17 a 9 12 11 
“Race = 1 if nonwhite, 0 otherwise; education = years of schooling; cohort = year of birth (e.g., 48 for 
1948); wealth = present discounted value of lifetime family income other than wife’s earnings (1967 dollars); 
other adults = number of adults in family other than husband and wife; time = duration of marriage in years. 
All are taken from Moffitt (1980). 
‘CPU time on a DEC-1009 starting values of 0.0 for all except 0.5 for rho and I .O for sigma. Hermite points 
are symmetric about zero and include zero if an odd number of them is involved. 
-28.7%, + 11.2%, - 15.6%, + 11.4% and -4.5%. The change from two to seven averages 
- 24.5%. If the results for RHO are regarded as an aberration, the changes from two to three 
and two to seven are - 38.5% and - 40.1%; the other percentages are changed relatively little. 
The evidence supports the theory as to the presence of an important, systematic statistical bias 
in the variances. This is generalizable because it is supported by a theory. 
These results can be interpreted in terms of the known properties of the normal distribution. 
Assuming that the statistical bias in the estimated coefficients is approaching zero by oscillation, 
the bias is positive for two points, negative for three, etc. The derivatives of a normal density 
function are polynomials in the argument times the density function, with the sign of the highest 
power of the argument in the polynomial alternating in sign. This analysis must not be carried 
too far because estimation in general will not involve normal distributions, the theory is not 
precise in these matters, and other patterns, such as approaching zero from the same side, are 
possible. However, the alternating pattern is systematic and suggestive. 
It is always difficult to calculate what value the error term h/L would have because it 
depends on the value of h at an unknown point and of L at a different unknown point. 
5. THE RELATIONSHIP OF THESE RESULTS 
TO OTHER METHODS OF NUMERICAL INTEGRATION 
Several methods of numerical integration may be used. The rectangle rule uses only the 
value of the integrand at one side of the interval over which the integration takes place. The 
midpoint rule uses only the value of the integrand at the midpoint of the interval. The trapezoid 
rule uses both endpoints, and, in effect, takes the average of the two values of the integral 
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obtained with the two applications of the rectangle rule. Simpson’s rule fits a quadratic curve 
through the end points and the midpoint and integrates under the quadratic. The corrected 
trapezoid rule, finally, fits a curve, of quadratic or higher degree, through the endpoints with 
certain derivatives numerically fixed at the endpoints. The simplest form of the corrected 
trapezoid technique fits only the first derivatives at the endpoints. Each of these methods leaves 
a remainder which can be written as a derivative of the integrand. The question is: which 
derivative? The theoretical advantage of Gaussian integration is that it makes the error be of 
the highest degree possible for a given number of evaluation points. For example, two Gaussian 
points led to fourth-degree error, as derived above. Simpson’s rule requires three points. The 
corrected trapezoid rule requires two points but needs both the value of the function and its 
first derivative at both points. The other methods require more points. Simpson’s rule always 
creates an error stated in the fourth derivative, but the error falls as the fourth power of the 
interval between points. (See [4], p. 292.) For infinite regions Simpson’s rule can be applied 
only by truncating the tails. 
Having noted the advantages of Gaussian integration, one should note the other side. 
Gaussian integration requires that all the derivatives exist in order to exploit them; for example, 
four-point integration requires nine derivatives. If the derivatives explode or do not exist, then 
Gaussian integration is inapplicable. Further, the use of Gaussian integration requires a different 
set of points whenever the number is changed. Simpson’s rule requires only a quadratic Taylor 
series of the integrand and is easily extended to a greater number of points, since all previous 
ones are retained when the number is increased. 
Bayesian authors usually use Simpson’s rule, following Zellner’s[8] suggestion. Most 
classical analysts concerned with problems using numerical integration fail to indicate what 
procedure they employed. However, probably trapezoids or Simpson’s rule were used, or one 
other possibility, Monte Carlo integration. 
Monte Carlo integration draws a random sample of points from the range of the integrand. 
This is quite simple to implement, and it makes no assumptions about derivatives at all (beyond 
the function’s being integrable), but it also fails to exploit any derivatives. 
The general principle of estimation is involved here: more assumptions make the estimation 
more efficient, but the assumptions must be correct. In the example used extensively earlier, 
all derivatives are known to exist. 
See [4], pp. 284-318, especially p. 304, and [6] or other books on numerical analysis, 
for more discussion of these points. 
If the degree of error involved is excessive for a particular purpose, then more Gaussian 
or otherwise chosen points should be employed, but every other method of numerical integration 
generates errors in some derivative, with consequent errors in maximizing the likelihood or 
posterior. 
6. SUMMARY AND CONCLUSIONS 
Some problems in classical analysis of time-series<ross-section data and in Bayesian 
analyses lead to objective functions expressible only as nonanalytical integrals. Numerical 
integration is used to compute the values of the likelihood function and its derivatives in such 
cases. Although statistical theory works with no more difficulty in the case of nonanalytical 
integrals, in fact the exorbitant cost of estimation leads to small numbers of integration points 
being used. The result is that important statistical properties can be lost. 
Gaussian integration is the most efficient form of numerical integration in the sense that 
a given number of evaluation points leads to an error which is the highest possible derivative 
in the integrand, as long as the necessary derivatives exist. Both coefficients and variances are 
biased in such cases. The bias depends on a term in a high derivative of the conditional likelihood 
function of the data given the estimated parameters and the unobservable (or nuisance parameter), 
with respect to the unobservable. The bias in the estimated parameters is difficult to characterize 
as to sign and magnitude since it depends on the next derivative with respect to the estimated 
parameters once. The bias in the estimated variance takes the form of a scalar factor which 
multiplies the true variance-covariance matrix. The scalar factor is the proportion which the 
value of the numerically integrated likelihood function bears to the true one, evaluated at the 
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maximizing values of the estimated parameters. All variances and covariances are biased in the 
same proportion. The theory is illustrated with a microeconomic data set on which two- to 
seven-point Gaussian integration is used to estimate a multivariate probit model with a one- 
factor error structure. 
The results here suggest hat maximum likelihood estimation with likelihood functions 
expressed as unclosed integrals have systematically biased variances even with large numbers 
of observations if a small number of Gaussian points is used. Hence, it is essential with unclosed 
likelihood functions to use the most efficient technique for numerical integration and to exercise 
caution in choosing a number of points. Some types of problems, such as multifactor covariance 
structures, may be impossible to estimate consistently by maximum likelihood within even large 
computer budgets. 
More experience with numerical integration of likelihood functions is needed to determine 
the actual degree of error involved in the use of small numbers of points. 
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