Upper bounds are given for the complexity of two very natural randomized algorithms for finding the sink of an Acyclic Unique Sink Orientation (AUSO) of the ncube. For Random-Edge, we obtain an upper bound of about 1.80 n , improving upon the the previous upper bound of about 2 n /n log n obtained by Gärtner and Kaibel. For Random-Jump, we obtain an upper bound of about (3/2) n , improving upon the previous upper bound of about 1.72 n obtained by Mansour and Singh. AUSOs provide an appealing combinatorial abstraction of linear programming and other computational problems such as finding optimal strategies for turn-based Stochastic Games.
Introduction
The simplex algorithm for solving linear programs is one of the most important algorithms devised in the 20th century. Although it performs well in practice, its worst case complexity, with essentially all known deterministic pivoting rules, is exponential. (See, e.g., Klee and Minty [12] and Amenta and Ziegler [2] .) It is a major open problem whether there is a deterministic or randomized pivoting rule for the simplex algorithm with a worst-case polynomial running time.
The fastest pivoting rule currently known for the simplex algorithm is the subexponential Random-Facet pivoting rule of Kalai [10, 11] and Matoušek et al. [16] . The expected number of pivoting steps performed when using this rule, on any linear program with n variables and O(n) constraints, is 2 O( √ n) . This subexponential upper bound is essentially tight, as first shown by Matoušek [15] in the AUSO setting, to be discussed below. A lower bound of 2Ω
(n 1/3 ) for concrete linear programs was recently obtained by Friedmann et al. [5] .
one of them uniformly at random. Despite its simplicity, the complexity of the RandomEdge in both the abstract and concrete settings is far from being resolved. A subexponential 2Ω (n 1/3 ) lower bound for Random-Edge in the AUSO setting was obtained by Matoušek and Szabó [17] . A subexponential 2Ω
(n 1/4 ) lower bound for Random-Edge on concrete linear programs was recently obtained by Friedmann et al. [5] . However, it is still not known whether the worst-case complexity of Random-Edge is exponential or subexponential. The best upper bound on the expected number of pivoting steps performed by Random-Edge on an n-dimensional polytope with N vertices is an O(N/ √ n) upper bound obtained by Gärtner and Kaibel [8] .
Let P be the polytope corresponding to a certain linear program. (We assume, for simplicity, that P is bounded.) The objective function f to be minimized defines a natural orientation of the edges of P . If u and v are two neighboring vertices of P , we direct the edge from u to v if f (u) > f (v). (We assume, again for simplicity, that no two neighboring vertices have the same objective value.) An interesting feature of both Random-Facet and Random-Edge is that their behavior depends only on the orientation of the polytope P , and not on the actual numerical values of the vertices.
The orientation of a polytope P induced by a linear objective function is clearly acyclic. Also, P has a unique sink, where a sink is a vertex with only incoming edges. Furthermore, the unique sink property is hereditary, i.e., it holds not only for P itself, but also for every face of P , i.e., any polytope obtained by intersecting P with a hyperplane. An orientation of the edges of P that satisfies the above conditions is said to be an Acyclic Unique Sink Orientation (AUSO) of P . A linear objective function clearly induces an AUSO of P . There are, however, many AUSOs that are not induced by linear objective functions. AUSOs of polytopes are also referred to as abstract objective functions by Adler and Saigal [1] and Kalai [10, 11] , and as completely unimodal numberings by Williamson Hoke [21] .
AUSOs provide an elegant combinatorial abstraction of linear programs and other computational problems such as finding optimal strategies for turn-based Stochastic Games. (See, e.g., Condon [4] and Ludwig [13] .) An even richer combinatorial structure is obtained by considering AUSOs of the n-cube, i.e., the n-dimensional Boolean hypercube.
An algorithm for finding the sink of an AUSO of the n-cube is allowed to query vertices of the cube. For each vertex v queried, the algorithm is told the orientation of the incident edges of v. The goal of the algorithm is to find the sink of the AUSO, i.e., the unique vertex with only incoming edges, using as few queries as possible.
The analysis of the Random-Facet algorithm (Kalai [10, 11] and Matoušek, Sharir and Welzl [16] ) applies also in the AUSO setting. Random-Facet finds the sink of any AUSO of the n-cube using an expected number of at most 2 O( √ n) queries. (See also Gärtner [6] .) It is the fastest known algorithm for finding the sink of an AUSO of an n-cube. The fastest deterministic algorithm for finding the sink is the Fibonacci Seesaw algorithm of Szabó and Welzl [20] , with a worst-case complexity of about 1.61
n . Interestingly, their algorithm works also for USOs, i.e., unique sink orientations that are not necessarily acyclic. Matoušek [15] obtained an essentially tight lower bound of 2Ω ( √ n) on the expected number of queries made by Random-Facet on some AUSOs of the n-cube. Matoušek and Szabó [17] obtained a lower bound of 2Ω
(n 1/3 ) on the expected number of queries performed in the worst-case by Random-Edge. Schurr and Szabó [18] showed that any deterministic algorithm for finding the sink of an AUSO of the n-cube must perform Ω(n 2 / log n) queries in the worst case. The question as to whether the sink of an AUSO of the n-cube can be found using a polynomial number of queries is an extremely important open problem.
Gärtner et al. [7] and Balogh and Pemantle [3] analyzed the running time of RandomFacet and Random-Edge on Klee-Minty cubes [12] , the cubes used to obtain exponential lower bounds for many deterministic pivoting rules, and obtained essentially tight quadratic lower and upper bounds.
Our modest contributions in this paper are improved upper bounds on two extremely simple and natural randomized algorithms for finding the sink of AUSOs of the n-cube. Our first result, Theorem 3.8, is an improved 1.7985 n upper bound on the expected number of queries made by Random-Edge, improving on the previously best upper bound of about 2 n /n log n obtained by Gärtner and Kaibel [8] . Our second result, Theorem 4.3, is an improved upper bound of about (3/2) n for the expected number of queries made by Random-Jump, an algorithm that we discuss below, improving on the previously best upper bound of about 1.72 n obtained by Mansour and Singh [14] .
A simplex-like algorithm for finding the sink of an AUSO traces a directed path from a start vertex to the sink. Random-Facet and Random-Edge are both of this form. A general algorithm for finding the sink is not necessarily of this form, as at any stage it is free to query any vertex of the n-cube. The Fibonacci Seesaw algorithm of Szabó and Welzl [20] , for example, is not a path-forming simplex-like algorithm.
An intermediate family of algorithms, which following Schurr and Szabó [19] we refer to as jumping algorithms, that lies between simplex-like algorithms and general algorithms, are algorithms that query a sequence of vertices v 0 , v 1 , . . ., such that for every i ≥ 0 there is a directed path from v i to v i+1 . A basic fact about AUSOs is that if u is a vertex of an AUSO of the n-cube, and v is any vertex in the subcube spanned by the outgoing edges of u, then there must exist a directed path from u to v. Perhaps the most natural deterministic jumping algorithm is the algorithm that from a vertex u jumps to the antipodal vertex of the subcube spanned by the outgoing edges of u. This turns out to be the algorithm that corresponds to the celebrated Policy Iteration algorithm of Howard [9] , devised initially for finding optimal policies for Markov Decision Processes (MDPs). We refer to this algorithm as Jump. Mansour and Singh [14] obtained an O(2 n /n) upper bound on the complexity of Jump. (Mansour and Singh [14] state their results for MDPs, but they can be easily extended to the AUSO setting.) Schurr and Szabó [19] obtained an Ω(2 n/2 ) lower bound on the complexity of Jump. Mansour and Singh [14] also considered a randomized version of Jump, which we refer to as Random-Jump. At each stage, Random-Jump jumps to a random vertex of the subcube spanned by the outgoing edges of the current vertex. Mansour and Singh [14] obtained an 1.72 n upper bound on the expected number of jumps made by Random-Jump. We improve this bound to about (3/2) n .
The rest of the paper is organized as follows. In Section 2 we describe some basic properties of AUSOs. In Section 3 we give our improved upper bound for Random-Edge. In Section 4 we give our improved upper bound for Random-Jump. We end in Section 5 with some concluding remarks and open problems.
Preliminaries
Let H n be the undirected hypercube of dimension n, i.e., H n = (V, E) is an undirected graph whose vertices are associated with binary strings of length n, V = {0, 1} n , and whose edges connect vertices that differ in exactly one coordinate. For an orientation φ of the edges of H n , we say that the out-map of a vertex v ∈ V is the set of coordinates for which the corresponding edges leave v. Hence, we may view φ as a mapping from vertices to out-maps, φ : V → 2
[n] , where [n] = {1, . . . , n}. Every vertex v and set of coordinates S ⊆ [n] defines a face F v,S of H n . More precisely, we let F v,S be the subgraph induced by the vertices that only differ from v in coordinates in S. Note that F v,S is itself a hypercube of dimension |S|. We say that a vertex v is a sink of the face F v,S if v has no out-going edges within F v,S , i.e., if φ(v) ∩ S = ∅. Similarly, a vertex v is a source of the face F v,S if v has no incoming edges within F v,S , i.e., if φ(v) ∩ S = S.
We say that φ is a unique sink orientation (USO) if there is a unique sink in every face. Furthermore, we say that φ is an acyclic unique sink orientation (AUSO) if φ is a USO and the corresponding directed graph is acyclic. Any acyclic graph has a topological sort of its vertices, i.e., a total ordering which respects the orientation of its edges. For an AUSO we will fix such a total ordering and use v ≺ u to mean that v precedes u in this total ordering, so that for any directed edge (v, u), v ≺ u. We write v u for v ≺ u or v = u.
Solving a USO means finding the unique sink of the entire hypercube. An algorithm for solving USOs works by repeatedly evaluating the out-maps of vertices until finally finding the global sink. The complexity of an algorithm is the (expected) worst-case number of evaluations needed before finding the sink. In this paper we study two randomized algorithms for solving AUSOs: Random-Edge and Random-Jump. Random-Edge starts from some given vertex and performs a random walk by repeatedly following random out-going edges. Random-Jump also starts at a given vertex v and then repeatedly updates v by jumping to a uniformly random vertex in F v,φ(v) . For Random-Jump it is natural to avoid the random choice of flipping none of the out-edges, i.e., of remaining at the same vertex. If the random process chooses this outcome then there is no need to reevaluate the vertex and we just repeat the step. Thus for a vertex of out-degree i, the next vertex is picked uniformly at random from exactly 2 i − 1 vertices.
The following lemma was proved by Szabo and Welzl [20] .
Lemma 2.1 ([20]
). For every USO φ, every vertex v has a unique out-map φ(v). In particular, the number of vertices with out-degree k is exactly
Proof. We start by proving the following claim:
( * ) Let φ be any USO and, for some i ∈ [n], let φ be obtained from φ by reversing the direction of all edges between vertices that differ in the i-th coordinate. Then φ is also a USO.
We must show that there is a unique sink for φ in every face. Clearly there is a unique sink in every face F v,S where i ∈ S since the orientations φ and φ are the same within such a face. When i ∈ S the face F v,S is composed of two disjoint faces F v,S\{i} and F u,S\{i} , where v j = u j if and only if j = i. Both of these faces have a unique sink with respect to φ, and exactly one of them is the unique sink of F v,S . The same is true for φ since the two sinks have just exchanged out-maps when compared to φ.
We next assume for the sake of contradiction that two vertices u and v have the same outmap, φ(u) = φ(v). Let φ be obtained from φ by reversing the direction of all edges between vertices that differ in the i-th coordinate for some i ∈ φ(u). Then from repeated use of ( * ) we know that φ is a USO, and we get that u and v are both global sinks for φ ; a contradiction.
The following lemma appears, e.g., in [14] . 
Upper bound for Random-Edge
Our improved upper bound for Random-Edge is obtained by sharpening the technique introduced by Gärtner and Kaibel [8] .
Throughout this section we let φ be an AUSO of a hypercube H n = (V, E) of dimension n, and we let k be an integer that will be specified later. Until then we assume only that n ≥ 3k. We say that a vertex is good if its out-degree is at least k and that it is bad otherwise. We denote the set of good vertices by V good . The property of AUSOs described in Lemma 2.1 yields an upper bound on the number of bad vertices. since n ≥ 3k. Definition 3.2 (Good paths, t-reach and e t,v ). Let v ∈ V be a vertex and let t be an integer.
(i) We say that a directed path is good if all vertices on the path, except possibly the last, are good.
(ii) The t-reach of v, denoted by R t (v), is defined to be the set of vertices at Hamming distance t from v that can be reached from v by using a good directed path of length t.
(iii) We define e t,v to be the number of bad vertices in the t-reach of v.
Notice that since all vertices in R t (v) can be reached from v we have that v u for all u ∈ R t (v). For every vertex v 0 ∈ V and every integer t, we let P t (v 0 ) be the path obtained by performing a random walk starting from v 0 and ending either after t steps or when first encountering a bad vertex. Note that P t (v 0 ) is a good path. Lemma 3.3. Let v 0 ∈ V be a vertex, let t be an integer, t ≤ k, and let P t (v 0 ) = (v 0 , v 1 , . . . , v t ).
(i) The probability that v t is any particular vertex v at Hamming distance t from v 0 is at most t!/k t .
(ii) The probability that v t is in the t-reach of v 0 satisfies:
We write k t to denote the "falling factorial" k!/(k − t)!.
Proof. (i) For any vertex v at Hamming distance t from v 0 , there are at most t! different paths of length t that lead from v 0 to v. Furthermore, every good path of length t is chosen with probability at most 1/k t . It follows that the probability of reaching v with a good path is at most t!/k t .
(ii) We prove by induction on t that (1) is satisfied.
For t = 0 we have Pr[v t ∈ R t (v 0 )] = 1, which matches the right-hand-side of (1). For t > 0, we observe that in order for v t to be at Hamming distance t from v 0 it must be the case that t = t, so we will write v t ∈ R t (v 0 ) to mean t = t and v t ∈ R t (v 0 ). Now v t ∈ R t (v 0 ) if and only if v t−1 ∈ R t−1 (v 0 ), v t−1 is good, and v t − v 0 1 = t. Notice that if v t−1 − v 0 1 = t − 1 then at most t − 1 edges lead from v t−1 to vertices at Hamming distance t − 2 from v 0 , and that the remaining edges lead to vertices at Hamming distance t from v 0 . It follows that the probability that v t − v 0 1 = t, conditioned on v t−1 ∈ R t−1 (v 0 ) and v t−1 being good, is at least
. Furthermore, we have:
Recall that the number of bad vertices in R t−1 (v 0 ) is e t−1,v 0 , and that all vertices in R t−1 (v 0 ) are at Hamming distance t − 1 from v 0 . From (i) we then see that
It follows by induction that:
Definition 3.4 ((t, k)-clear). We say that a vertex v ∈ V is (t, k)-clear if and only if
t−1 s=0
. We let N t,k be the number of vertices that are not (t, k)-clear.
Lemma 3.5. Assuming that 3k ≤ n and t ≤ k we have:
Proof. Consider the sum v∈V t−1 s=0
. Since every vertex that is not (t, k)-clear contributes at least 1 3 to this sum we get:
Recall that, by Lemma 3.1, the number of bad vertices is less than n k . Since a vertex in the s-reach of some vertex v is at Hamming distance s from v, it must be the case that every bad vertex can be in the s-reach of at most n s vertices. Hence, we have v∈V e s,v < n s n k , and
For 0 ≤ s < t ≤ k < n/3 we have:
Suppose we start at a vertex v and make random steps until we either visit a bad vertex or t steps are made. Let u be the resulting vertex. We let S t (v) be the set of vertices in R t (v) which are smaller than u, i.e., the set of vertices that are skipped in these t steps. (Note that u and S t (v) are random variables.) To be more precise we define , v 1 , . . . , v t ) . Lemma 3.6. Let v be a (t, k)-clear vertex. Then with probability at least k t /(3k t ) we have (v 0 , v 1 , . . . , v t ) . From Lemma 3.3 (ii) we know that if v is (t, k)-clear then the probability that the random walk reaches the t-reach of v is at least
Consider the set S ⊆ R t (v) of the
vertices that are ranked lowest in R t (v) according to the total ordering ≺. From Lemma 3.3 (i) we know that the probability of ending in S is at most:
Lemma 3.7. The expected number of steps performed by Random-Edge is at most
Proof. Consider the path generated by Random-Edge. We break it into segments of length 1 or length t. Each segment of length 1 starts at a vertex that is not (t, k)-clear. Each segment of length t starts at a (t, k)-clear vertex. The number of segments of length 1 is at most N t,k . We say that a segment of length t is good if it skips at least 1 3 k t vertices. As the sets of vertices skipped by distinct segments of length t are disjoint, we get that the total number of good segments is at most 2 n /(
). By Lemma 3.6, each segment of length t is good with a probability of at least 1 3 k t /k t , independent of the success or failure of all previous segments. The number of t segments in the path is thus stochastically dominated by a negative binomial random variable with parameters N = 2 n /(
The expectation of such a variable is
It now remains just to choose appropriate values for the parameters k and t. Proof. Our upper bound on the expected running time of Random-Edge is, using Lemmas 3.5 and 3.7,
for any k and t satisfying 3k ≤ n and t ≤ k.
A choice of the parameters k and t which minimizes this upper bound should approximately balance the two terms of RE(n), since the left term is increasing in t while the right term decreases with t. We will use Stirling's formula to approximate factorials by n! = Θ( √ n(n/e) n ) and so log 2 (n!) = n(log 2 n − log 2 e) + 1 2 log 2 n + O(1). Hence, for any fixed γ,
where
is the binary entropy function.
If we denote k/n by α and t/n by β for some fixed constants α and β, then the binary logarithms of the left and right terms in RE(n) are
log 2 n+O(1) and (1−β log 2 β α +β log 2 e−2αH(
respectively.
We choose parameters α and β to minimise the maximum of
) and 1 − β log 2
If this minimum value is z then the upper bound obtained for RE(n) is Θ(n 3/2 2 zn ).
We find using Mathematica that z ≈ 0.8468 at α ≈ 0.19424, β ≈ 0.05362. These values for α and β satisfy the conditions required for k and t, so we have shown an upper bound of approximately n 3/2 2 0.8468n = O(1.7985 n ).
Upper bound for Random-Jump
Our improved upper bound for Random-Jump is obtained by enhancing the technique of Mansour and Singh [14] .
Random-Jump jumps in one step from a vertex u to a vertex v ∈ F u,φ(u) \u chosen uniformly at random. By Lemma 2.2, there is a directed path from u to v, so u ≺ v. It is therefore natural to introduce the following definition. We define the progress measure m on vertices by
Note that if u 0 is the start vertex and u s is the sink vertex, then m(u 0 ) ≥ 0 at the beginning of the algorithm and m(u s ) = 0≤j≤n n j
n at the end of the algorithm.
Suppose that d(u) = i and the successor set of u has r j vertices of out-degree j for 0 ≤ j ≤ n, so that 0≤j≤n r j = 2 i − 1. The probability of moving to a vertex of out-degree j is then r j /(2 i − 1) and in this case, since the vertex is chosen uniformly at random from among the r j possibilities, the expected increase in n j is (r j + 1)/2.
To get an upper bound on the expected number of steps to completion, we want a lower bound on the probability that the measure increases by at least some fixed amount in one step. We distinguish two types of vertices. Node u is a riser when the succeeding vertex has a larger out-degree with probability at least 1 − , i.e., when
A vertex is otherwise a faller, i.e., when the probability that the out-degree does not increase is greater than
.
Consider a sequence of successive risers during a run of the algorithm. We can view this in terms of a random walk on the set of out-degrees {1, . . . , n}. (We omit the value 0 since this occurs only after the final step.) The probability of a step increasing by at least 1 is at least 1 −
2n
, while the probability of a step decreasing by at most n − 1 is at most 1 2n
. Thus the expected increase in out-degree, the "drift", is at least
Hence the expected number of steps in a run of risers is less than 2n.
For a faller, we can show a satisfactory probability of progress in the measure m. We first deal with the special case of i = n, i.e., when the vertex concerned is the source. The jump is then to a random vertex chosen from the whole set and the expected progress is at least If a vertex of out-degree j is selected as successor then with probability 1/2 more than half of these r j vertices are ruled out, i.e., n j increases by at least 1 2 (r j + 1). Hence, with probability at least 1/(2n 2 ) · 1/2 = 1/(4n 2 ), the increase ∆m in measure m for the move from a faller satisfies Since the expected number of risers encountered by the algorithm between successive fallers is less than 2n, the total number of steps altogether is O(n 4 )
n .
As an immediate corollary, we get Is there a polynomial algorithm for finding the sink? There is currently a huge gap between the best upper bound of 2 O( √ n) , supplied by Random-Facet (Kalai [10, 11] and Matoušek et al. [16] ), and the best lower bound of Ω(n 2 / log n) for deterministic algorithms obtained by Schurr and Szabó [18] .
Can the O(N/ √ n) upper bound of Gärtner and Kaibel [8] for the complexity of RandomEdge on AUSOs of general n-dimensional polytopes with N vertices be improved, e.g., to O(N 1− ), for some > 0?
