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Abstract
The sum-capacity is studied for a K-user degraded Gaussian multiaccess relay channel (MARC)
where the multiaccess signal received at the destination from the K sources and relay is a degraded
version of the signal received at the relay from all sources, given the transmit signal at the relay. An outer
bound on the capacity region is developed using cutset bounds. An achievable rate region is obtained
for the decode-and-forward (DF) strategy. It is shown that for every choice of input distribution, the
rate regions for the inner (DF) and outer bounds are given by the intersection of two K-dimensional
polymatroids, one resulting from the multiaccess link at the relay and the other from that at the
destination. Although the inner and outer bound rate regions are not identical in general, for both
cases, a classical result on the intersection of two polymatroids is used to show that the intersection
belongs to either the set of active cases or inactive cases, where the two bounds on the K-user sum-
rate are active or inactive, respectively. It is shown that DF achieves the capacity region for a class of
degraded Gaussian MARCs in which the relay has a high SNR link to the destination relative to the
multiaccess link from the sources to the relay. Otherwise, DF is shown to achieve the sum-capacity for
an active class of degraded Gaussian MARCs for which the DF sum-rate is maximized by a polymatroid
intersection belonging to the set of active cases. This class is shown to include the class of symmetric
Gaussian MARCs where all users transmit at the same power.
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I. INTRODUCTION
The multiaccess relay channel (MARC) is a network in which several users (sources) commu-
nicate with a single destination in the presence of a relay [1]. The coding strategies developed for
the relay channel [2], [3] extend readily to the MARC [4], [5]. For example, the strategy of [3,
theorem 1], now often called decode-and-forward (DF), has a relay that decodes user messages
before forwarding them to the destination [4], [5]. Similarly, the strategy in [3, theorem 6], now
often called compress-and-forward (CF), has the relay quantize its output symbols and transmit
the resulting quantized bits to the destination [5].
Capacity results for relay channels are known only for a few special cases such as the class
of degraded relay channels [3] and its multi-relay generalization [6], [7], the class of semi-
deterministic relay channels [8], the class of orthogonal relay channels [9], [10], the class of
Gaussian relay without delay channels [11], [12], and the class of ergodic phase-fading relay
channels [4]. For the class of degraded relay channels, the degradedness condition requires that
the received signal at the destination be independent of the source signal when conditioned
on the transmit and receive signals at the relay. For the Gaussian case, this simplifies to the
requirement that the signal received at the destination be a noisier version of that received at
the relay conditioned on the transmitted signal at the relay. This condition immediately suggests
that requiring the relay to decode the source signals should be optimal. In fact, for this class,
applying this degradedness condition simplifies the cut-set outer bounds to coincide with the DF
bounds. For the MARC, we generalize this degradedness condition to requiring that the signal
received at the destination be independent of all source signals conditioned on the transmit and
receive signals at the relay. Applying this degradedness condition to the cutset outer bounds for
a MARC, however, does not simplify the bounds to those achieved by DF.
A K-user Gaussian MARC is degraded when the multiaccess signal received at the destination
from the K sources and relay is a noisier version of the signal received at the relay from all
sources, given the transmit signal at the relay. For a K-user degraded Gaussian MARC, we
develop the DF rate region as an inner bound on the capacity region using Gaussian signaling
3at the sources and relay. The outer bounds on the capacity region are obtained by specializing
the cut-set bounds of [13, Th. 14.10.1] to the case of independent sources [14] and by applying
the degradedness condition. In fact, for each choice of input distribution, both the DF and the
cutset rate regions are intersections of two multiaccess rate regions, one with the relay as the
receiver and the other with the destination as the receiver. In general, however, the inner and
outer bounds differ in their input distributions as well as the rate bounds. The outer bounds
allow a more general dependence between the source and relay signals relative to DF where
we use auxiliary random variables, one for each source, to relate the transmitted signals at the
sources and relay. For the Gaussian degraded MARC, we show that using Gaussian input signals
at the sources and relay maximizes the outer bounds. For the inner bounds, we use Gaussian
signaling at the sources and the relay via K Gaussian auxiliary random variables. As a result,
for each choice of the appropriate Gaussian input distribution, both the DF and outer bounds are
then parametrized by K source-relay cross-correlation coefficients, i.e., a K-length correlation
vector. Specifically, each DF coefficient is a product of the two power fractions allocated for
cooperation at the corresponding source and the relay, respectively. We show that the DF rate
region over all feasible correlation vectors is a convex region. On the other hand, for the outer
bounds, all the rate bounds at the relay except for the bound on the K-user sum-rate are non-
concave functions of the correlation coefficients, and thus, the outer bound rate region requires
time-sharing. Finally, we also show that for every feasible choice of the correlation vector, the
multiaccess regions achieved by the inner and outer bounds at each receiver are polymatroids,
and the resulting region is an intersection of two polymatroids.
We use a well-known result on the intersection of two polymatroids [15, chap. 46] to broadly
classify polymatroid intersections into two categories, namely, the set of active and the set of
inactive cases, depending on whether the constraints on the K-user sum-rate at both receivers
are active or inactive, respectively. In fact, we use [15, chap. 46] to show that the K-user sum-
rate for the inactive cases is always bounded by the minimum of the (inactive) K-user sum-rate
bounds at each receiver, and thus, by the largest such bound. For both the inner and outer bounds,
the intersection of the two rate polymatroids results in either an active or a inactive case for
every choice of correlation vectors. In fact, the minimum of the K-user sum-rate bounds at the
relay and destination is the effective sum-rate only if the polymatroid intersection is an active
case and is strictly an upper bound for an inactive case.
4Irrespective of the above mentioned distinction, we first consider the problem of maximizing
the minimum of the K-user sum-rate bounds at the relay and destination over the set of all
correlation coefficients. We solve this max-min optimization problem using techniques analogous
to the classical minimax problem of detection theory [16, II.C]. We refer to a sum-rate optimal
correlation vector as a max-min rule.
For both the inner and outer bounds, we show that the max-min optimization described above
has two unique solutions. The first solution is given by the maximum K-user sum-rate achievable
at the relay and results when the multiaccess link between the sources and the relay is the
bottle-neck link. For this case, we show that the intersection of the rate regions at the relay and
destination belongs to the set of active cases and is in fact the same as the region achieved at the
relay. We further show that this region is the same for both the inner and outer bounds and is
the capacity region for a class of degraded Gaussian MARCs where the source and relay powers
satisfy the bottle-neck condition for this case.
The second solution pertains to the case in which the bottle-neck condition described above
is not satisfied, i.e., the K-user sum-rate at the relay is at least as large as that at the destination.
For this case, we show that for both the inner and outer bounds the max-min optimization
solution requires the K-user sum-rate bounds at the relay and destination to be equal. In fact,
we show that both the inner and outer bounds achieve the same maximum sum-rate for this case.
Further, for both sets of bounds, we show that this maximum is achieved by a set of correlation
vectors, i.e., the max-min rule is a set rather than a singleton. Recall, however, that the sum-rate
computed thus is achievable for either bound only if there exists at least one max-min rule for
which the polymatroid intersection belongs to the set of active cases; otherwise, the computed
maximum is strictly an upper bound on the maximum sum-rate. Combining this with the fact that
the maximum inner and outer K-user sum rate bounds for this case are the same, we establish
that DF achieves the sum-capacity of an active class of degraded Gaussian MARCs, i.e., a class
for which the maximum sum-rate is achieved because there exists at least one max-min rule for
which the polymatroid intersection is an active case. We also show that the class of symmetric
Gaussian MARCs, in which all sources have the same power, belongs to this active class. Finally,
for the remaining inactive class of degraded Gaussian MARCs in which no active case results
for any choice of the max-min rule, we provide a common upper bound on both the DF and the
cutset sum-rates.
5This paper is organized as follows. In Section II we present a model for a degraded Gaussian
MARC. In Section III we develop the cut-set bounds on the capacity region of a MARC. In
Section IV we determine the maximum K-user DF sum-rate. We discuss our results and conclude
in Section V.
II. CHANNEL MODEL AND PRELIMINARIES
A K-user degraded Gaussian MARC has K user (source) nodes, one relay node, and one
destination node (see Fig. 1). The sources emit the messages Wk, k = 1, 2, . . . , K, which are
statistically independent and take on values uniformly in the sets {1, 2, . . . ,Mk}. The channel
is used n times so that the rate of Wk is Rk = Bk/n bits per channel use where Bk = log2Mk
bits. In each use of the channel, the input to the channel from source k is Xk while the relay’s
input is Xr. The channel outputs Yr and Yd, respectively, at the relay and the destination are
Yr =
(
K∑
k=1
Xk
)
+ Zr (1)
Yd =
(
K∑
k=1
Xk
)
+Xr + Zd (2)
= Yr +Xr + Z∆ (3)
where Zr and Z∆ are independent Gaussian random variables with zero means and variances
Nr and N∆, respectively, such that the noise variance at the destination is
Nd = Nr +N∆. (4)
We assume that the relay operates in a full-duplex manner, i.e., it can transmit and receive
simultaneously in the same bandwidth. Further, its input Xr in each channel use is a causal
function of its outputs from previous channel uses. We write K = {1, 2, . . . , K} for the set of
sources, T = K ∪ {r} for the set of transmitters, R = {r, d} for the set of receivers, XS = {Xk
: k ∈ S} for all S ⊆ K, and Sc to denote the complement of S in K.
The transmitted signals from source k and the relay have a per symbol power constraint
E
[|Xk|2] ≤ Pk k ∈ T . (5)
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Fig. 1. A two-user Gaussian degraded MARC.
One can equivalently express the relationship between the input and output signals in (3) as a
Markov chain
(X1, X2, . . . , XK)− (Yr, Xr)− Yd. (6)
For K = 1, (6) simplifies to the degradedness condition in [3, (10)] for the classic (single source)
relay channel. A degraded Gaussian MARC is symmetric if Pk = P , for all k. Thus, a class of
symmetric DG-MARCs is characterized by four parameters, namely, P, Pr , Nr, and Nd.
The capacity region CMARC is the closure of the set of rate tuples (R1, R2, . . . , RK) for which
the destination can, for sufficiently large n, decode the K source messages with an arbitrarily
small positive error probability. As further notation, we write RS =
∑
k∈SRk and YR = (Yr, Yd).
We write 0 and 1 to denote vectors whose entries are all zero and one, respectively, and C(x) =
log(1 + x)/2 to denote the capacity of an AWGN channel with signal-to-noise ratio (SNR) x.
We use the usual notation for entropy and mutual information [13], [17] and take all logarithms
to the base 2 so that in each channel use our rate units are bits.
III. OUTER BOUNDS
An outer bound on the capacity region of a MARC is presented in [14] using the cut-set
bounds in [13, Th. 14.10.1] as applied to the case of independent sources. We summarize the
bounds below.
Proposition 1: The capacity region CMARC is contained in the union of the set of rate tuples
7(R1, R2, . . . , RK) that satisfy, for all S ⊆ K,
RS ≤ min {I(XS ; Yr, Yd|XSc, Xr, U), I(XS , Xr; Yd|XSc, U)} (7)
where the union is over all distributions that factor as
p(u) ·
(∏K
k=1
p(xk|u)
)
· p(xr|xK, u) · p(yr, yd|xK, xr). (8)
Remark 1: The time-sharing random variable U ensures that the region in (7) is convex.
One can apply Caratheodory’s theorem [18] to this K-dimensional convex region to bound the
cardinality of U as |U| ≤ K + 1.
Consider the outer bounds in Proposition 1. For a degraded Gaussian MARC applying the
degradness definition in (6) simplifies (7) as
RS ≤ min {I(XS ; Yr|XrXScU), I(XSXr; Yd|XScU)} for all S ⊆ K (9)
for the same joint distribution in (8). In the following theorem, we develop the bounds in (9)
with U as a constant. For notational convenience, for a constant U , we write Br,S and Bd,S to
denote the first and second terms, respectively, of the minimum on the right-side of (9). The
proof of the following theorem is detailed in Appendix I.
Theorem 1: For a degraded Gaussian MARC, the bounds Br,S and Bd,S are given by
Br,S =


C
(∑
k∈S
Pk
Nr
) ∑
k∈Sc
γk = 1
C

∑
k∈S
Pk
Nr
−
 P
k∈S
√
γkPk
!2
NrγSc

 otherwise (10)
and
Bd,S = C


∑
k∈S
Pk + γScPr + 2
∑
k∈S
√
γkPkPr
Nd

 (11)
where γSc = 1−
∑
k∈Sc γk and
√
γkPkPr
△
= E(XkXr) for all k ∈ K. (12)
Remark 2: For K = 1, the bounds in (10) and (11) simplify to the first and second bound,
8respectively, for the degraded relay channel in [3, theorem 5].
Remark 3: The source-relay cross-correlation variables γk, for all k, satisfy (105), i.e., they
lie in the closed convex region ΓOB given by
ΓOB =
{
γK :
∑
k∈K
γk ≤ 1
}
. (13)
The bound Br,S in (10), in general, is not a concave function of γK for any S ⊂ K. For a fixed
γSc , in Appendix IV we show that Br,S is a concave function of γS . This in turn implies that
Br,K is a concave function of γK. Further, in Appendix III we show that for all S, Bd,S in (11)
is a concave function of γK.
Remark 4: In the expression for Bd,S in (11), the terms involving the cross-correlation coef-
ficients quantify the coherent combining gains that result from choosing correlated source and
relay signals. On the other hand, the expression for Br,S in (10) quantifies the upper bounds
on the rate achievable at the relay when one or more source signals are correlated with the
transmitted signal at the relay.
The rate region ROB enclosed by the cut-set outer bounds is obtained as follows. From (119)
for any choice of γK, the rate region is an intersection of the regions enclosed by the bounds
Br,S and Bd,S for all S. Since Br,S is not a concave function of γK, one must also consider
all possible convex combinations of γK to obtain ROB. For the K-dimensional convex region
ROB , one can apply Caratheodory’s theorem [18] to express every rate tuple (R1, R2, . . . , RK)
in ROB as a convex combination of at most K +1 rate tuples, where each rate tuple is obtained
for a specific choice of γK. Let Θ denote the collection of all vectors η that satisfy
∑K+1
m=1ηm = 1 (14)
and let ζ ≡ ({γK}K+1,η) ∈ ΓK+1OB ×Θ denote a collection of K+1 power fractions and weights
such that the rate tuple achieved by the mth vector γ(m)K is weighted by the m
th non-negative
entry of the weight vector η, for all m ∈ K∪{K + 1}. Finally, since ΓOB in (13) is a closed
convex set,
∑K+1
m=1ηmγ
(m)
K ∈ ΓOB. The following theorem presents an outer bound on the capacity
region of the degraded Gaussian MARC.
Theorem 2: The capacity region CMARC of a degraded Gaussian MARC is contained in the
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Fig. 2. Five possible intersections of Rr and Rd for a two-user Gaussian MARC.
region ROB given as
ROB =
⋃
ζ∈ΓOB
(Robr (ζ) ∩Robd (ζ)) (15)
where the rate region Robj
(
ζ
)
, j = r, d, is
Robj
(
ζ
)
=
{
(R1, R2, . . . , RK) : 0 ≤ RS ≤ Bj,S
(
ζ
)} (16)
and the bound Bj,S is given by
Bj,S
(
ζ
)
=
K+1∑
m=1
ηmBj,S
(
γ(m)K
)
. (17)
Theorem 3: The regions Robr
(
ζ
)
and Robd
(
ζ
)
are polymatroids.
Proof: In Appendix II we show that for each choice of input distribution satisfying (8), the
bounds in (51) are submodular set functions, i.e., they enclose regions that are polymatroids. For
the optimal Gaussian input distribution, this implies that Robr
(
ζ
)
and Robd
(
ζ
)
are polymatroids
for every choice of ζ.
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The region ROB in (61) is a union of the intersections of the regions Robr and Robd , where
the union is taken over all convex combinations of γK. Since ROB is convex, we obtain the
boundary of ROB by maximizing the weighted sum
∑
k∈KµkRk over all ΓOB and for all µk > 0.
Specifically, we determine the sum-rate RK when µk = 1 for all k. In general, to determine the
intersecting polytope, one has to consider all possible polytope shapes for the regions Robr and
Robd . However, since Robr and Robd are polymatroids, we use the following lemma on polymatroid
intersections [15, p. 796, Cor. 46.1c] to broadly classify the intersection of two polymatroids into
two categories. The first inactive set category includes all intersections for which the constraints
on the two K-user sum-rates are not active. This implies that no rate tuple on the sum-rate plane
achieved at one of the receivers lies within or on the boundary of the rate region achieved at the
other receiver. On the other hand, the intersections for which there exists at least one such rate
tuple, i.e., the constraints on the two K-user sum-rates are active in the final intersection, belong
to the category of active set. In Fig. 2, for a two-user MARC we illustrate the five possible
choices for the sum-rate resulting from an intersection of Robr (γK) and Robd (γK). Cases 1 and
2 belong to the inactive set while cases 3a, 3b, and 3c belong to the active set. We henceforth
refer to members of the active and the inactive sets as active and inactive cases, respectively.
Note that Fig. 2 illustrates two specific Robr and Robd polymatroids for cases 3a, 3b, and 3c. In
general the active set includes all intersections that satisfy the definition for this set including
cases such as Robr ⊆ Robd and vice-versa. Finally, note that the sum-rate is a minimum of the
sum-rates at the two receivers only for the active cases 3a, 3b, and 3c. For the inactive cases
1 and 2, the R1 + R2 constraints are no longer active and the sum-rate is given by the bounds
Br,{2} + Bd,{1} and Br,{2} + Bd,{1}, respectively. We use the following lemma on polymatroid
intersections to generalize this observation and develop an outer bound on the K-user sum-rate.
Lemma 1: Let RS ≤ f1 (S) and RS ≤ f2 (S), for all S ⊆ K, be two polymatroids such that
f1 and f2 are nondecreasing submodular set functions on K with f1 (∅) = f2 (∅) = 0. Then
maxRK = minS⊆K
(f1 (S) + f2 (K\S)) . (18)
From Lemma 1 we see that the maximum K-user sum-rate RK that results from the intersection
of two polymatroids, RS ≤ f1 (S) and RS ≤ f2 (S) is given by the minimum of the two K-user
sum-rate planes f1 (K) and f2 (K) only if both the sum-rates are at most as large as the sum of the
orthogonal rate planes f1 (S) and f2 (K\S), for all ∅ 6= S ⊂ K. Further, the resulting intersection
11
belongs to the set of active cases. Conversely, when there exists at least one ∅ 6= S ⊂ K for
which the above condition is not true, an inactive case results. Physically, an inactive case results
when a subset S of all users achieve better rates at one of the receivers while the remaining
subset of users achieve a better rate at the other receiver. For such inactive cases, the maximum
sum-rate in (18) is the sum of two orthogonal rate planes achieved by the two complementary
subsets of users. As a result, the K-user sum-rate bounds f1(K) and f2(K) are no longer active
for this case, and thus, the region of intersection is no longer a polymatroid with 2K − 1 faces.
In the following theorem we use Lemma 1 to develop the upper bound on the K-user sum-
rate. For a Gaussian input distribution, the polymatroids Robr and Robd are parametrized by ζ,
and thus, Lemma 1 applies for each choice of ζ.
Theorem 4: For each ζ ∈ ΓOB, the maximum K-user sum-rate RK resulting from the inter-
secting polymatroids Robr and Robd is
RK =

 Bd,A +Br,Ac condition 1min (Br,K, Bd,K) otherwise (19)
where Bd,S and Br,S for all S are functions of ζK and condition 1 is defined for any ∅ 6= A ⊂ K
as
Bd,A +Br,Ac < min
(
Br,K, Bd,K
)
. (20)
Remark 5: The condition in (20) determines whether the intersection of two polymatroids
belongs to either the set of active or the set of inactive cases with respect to the K-user sum-
rate.
Proof: The proof follows from applying Lemma 1 to the maximization of RK for each
choice of ζ.
For a fixed transmit power Pk, for all k ∈ T , and noise variances Nr and Nd, the choice
of ζ determines whether the intersection of Robr
(
ζ
)
and Robd
(
ζ
)
belongs to the set of active or
inactive cases. For each choice of ζ, from Theorem 4 an active case results only if for all 2K−1
non-empty subsets A of K, the condition in (20) does not hold. Further, for any ζ that results
in an inactive case, from Theorem 4, the sum-rate is bounded as
Bd,A +Br,Ac < min
(
Br,K, Bd,K
)
< max
ζ∈ΓOB
min
(
Br,K, Bd,K
)
. (21)
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To this end, we consider the optimization problem
RK = max
ζ∈ΓOB
min
(
Br,K
(
ζ
)
, Bd,K
(
ζ
))
. (22)
In general, optimizing non-convex functions is not straightforward. However, since Br,K and
Bd,K are concave functions of γK, the above max-min optimization simplifies to
RK = max
γ
K
∈ΓOB
min
{
Br,K
(
γK
)
, Bd,K
(
γK
)}
. (23)
Note that the optimization is performed over the same set in (22) and (23) as ΓOB is a closed
convex set. In Appendix V, we show that the max-min problem in (23) is a dual of the classical
minimax problem of detection theory, (see for e.g., [16, II.C]). This allows us to apply the
techniques used to obtain a minimax solution to maximize the bounds in (23) over all γK in
ΓOB (see also [9]). We write γ∗K to denote a sum-rate optimal allocation, i.e., a max-min rule,
and write G to denote the set of all γ∗K maximizing (23). A general solution to the max-min
optimization in (23) simplifies to three cases [16, II.C]. The first two correspond to those in
which the maximum achieved by one of the two functions is smaller than the other, while the
third corresponds to the case in which the maximum results when the two functions are equal
(see Fig. 4). For Br,K and Bd,K defined in (10) and (11), respectively, we now show that the
solution simplifies to the consideration of only two cases. The following theorem summarizes
the solution to the max-min problem in (23). The proof is developed in Appendix V.
Theorem 5: The max-min optimization
RK = max
γ
K
∈ΓOB
min
{
Br,K
(
γK
)
, Bd,K
(
γK
)}
(24)
simplifies to the following two cases.
Case 1: RK = C


∑
k∈K
Pk
Nr

 , Br,K (0) < Bd,K (0)
Case 2: RK = C
((∑
k∈K
Pk
Nr
)
− (x∗)2Pmax
Nr
)
≡ B∗, B∗r,K
(
γ∗K
)
= B∗d,K
(
γ∗K
) (25)
where Pmax = maxk∈K Pk, λk
△
= Pk/Pmax, and x∗
△
=
∑
k∈K
√
λkγ
∗
k is the unique solution
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satisfying Br.K
(
γ∗K
)
= Br.K
(
γ∗K
)
and is given by
x∗ =
−K1 +
√
K21 + (K3 −K2)K0
K0
(26)
with
K0 = Pmax /Nr , K1 =
√
PmaxPr /Nd
K2 =
P
k∈K Pk
Nd
+ Pr
Nd
, and K3 =
∑
k∈KPk
Nr
.
(27)
Remark 6: The maximization in (24) is independent of whether the optimal γ∗K results in an
active or an inactive case. However, not all max-min rules γ∗K ∈ G will result in an active case.
In general, active cases may be achieved only by a subset Ga ⊆ G. However, irrespective of
the kind of intersection, from Lemma 1, (25) is an upper bound on the K-user sum-rate cutset
bounds.
In the following theorem we show that it suffices to consider two conditions in determining
the largest outer bound on the K-user sum-capacity. We enumerate the two conditions as
Condition 1: Br,K(0) ≤ Bd,K(0)
Condition 2: Br,K(0) > Bd,K(0).
(28)
The first condition implies that the maximum K-user cutset bound at the relay is smaller than
the corresponding bound at the destination; for this case, we show that Br,S(0) < Bd,S(0) for
all S ⊂ K, i.e., ROB = Robr ⊂ Robd . On the other hand, when condition 2 occurs, i.e., when
condition 1 does not hold in (28), we use the monotone properties of Br,K and Bd,K and Lemma
1 to show that
RK ≤ max
γ
K
∈ΓOB
min
{
Br,K
(
γK
)
, Bd,K
(
γK
)}
(29)
with equality achieved in (29) when the polymatroid intersection is an active case. From Theorem
5 we have that a continuous set, G, of γ∗K maximizes the right-hand-side of (29). We show that
the bound in (29) is achieved with equality when there exists a γ∗K that results in an active case,
i.e., in a non-empty Ga. Finally, for the class of symmetric degraded G-MARCs, we prove the
existence of an active case that maximizes the sum-rate.
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Theorem 6: The largest outer bound RobK on the K-user sum-rate is
RobK = C
(∑
k∈K Pk/Nr
)
, if Br,K(0) < Bd,K(0)
RobK ≤ C
((∑
k∈K
Pk
Nr
)
− (x∗)2Pmax
Nr
)
, otherwise
(30)
where x∗ △=
∑
k∈K
√
λkγ∗k is the unique solution satisfying Br,K(γ∗) = Bd,K(γ∗) and is given
by (26) and (27). The bound in (30) is achieved with equality only when the intersection of
Robr (γ∗K) and Robd (γ∗K) results in an active case. The bound is achieved with equality for the class
of symmetric degraded G-MARCs.
Proof: Let γK = 0. From (10) we see that BS,r(γS 6= 0) < BS,r(0), for all S ⊆ K, i.e, the
region R(ob)r (γK) is largest at γK = 0. Expanding BS,r and BS,d at γK = 0 from (10) and (11),
respectively, we have
Br,S (0) = C
(∑
k∈S Pk
Nr
)
(31)
Bd,S (0) = C
(∑
k∈S Pk
Nd
+
Pr
Nd
)
. (32)
The sum-rate resulting from the intersection of Robr (0) and Robd (0) falls into one of following
two cases.
Case 1: The first case results when BK,r (0) ≤ BK,d (0). From (31) and (32) this condition
simplifies to ∑
k∈K
Pk
Nr
≤
∑
k∈K
Pk
Nd
+
Pr
Nd
. (33)
Expanding (33), we have, for any S ⊂ K,∑
k∈S
Pk
Nr
≤
∑
k∈S
Pk + Pr
Nd
−
∑
k∈Sc
Pk (Nd −Nr)
NdNr
(34)
<
∑
k∈S
Pk + Pr
Nd
(35)
where (35) follows from the degradedness condition in (4). Thus, Br,K(0) ≤ Bd,K(0) implies that
Br,S(0) < Bd,S(0) for all S ⊂ K, i.e., Robr (0) ⊂ Robd (0), and ROB(0) = Robr (0). The maximum
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K-user sum-rate upper bound for this active case is then
RobK = Br,K = C(
∑
k∈KPk /Nr ). (36)
Case 2: The second case results when BK,r (0) > BK,d (0) , i.e., when∑
k∈K
Pk
Nr
>
∑
k∈K
Pk
Nd
+
Pr
Nd
. (37)
Unlike case 1, (37) does not imply that BS,r (0) > BS,d (0) or vice-versa, for all S ⊂ K. From
Theorem 4, the intersection of Robr (0) and Robd (0) can result in either an active or an inactive
case and thus, from (20), we have
RobK ≤ min(Br,K (0) , Bd,K (0)) = Bd,K (0) (38)
with equality for the active case. Note that from symmetry an active case results for the symmetric
G-MARC. We now show that the sum-rate is increased for a γ∗K 6= 0 such that Br,K
(
γ∗K
)
=
Bd,K
(
γ∗K
)
. To simplify the exposition, we write Br,K and Bd,K in (10) and (11) as
Br,K (x) = C


∑
k∈K
Pk
Nr
− x
2Pmax
Nr

 (39)
Bd,K (x) = C


∑
k∈K
Pk
Nd
+
Pr
Nd
+
2x
√
PmaxPr
Nd

 (40)
where
x
△
=
K∑
k=1
√
γkλk (41)
and λk = Pk/Pmax where Pmax = maxk∈K Pk, for all k. For all γk ∈ [0, 1], we have
∂x
∂γk
=
√
λk
2
√
γk
k ∈ K (42)
∂2x
∂γ2k
= −
√
λk
4γ
3/2
k
k ∈ K (43)
∂2x
∂γk∂γj
= 0 k 6= j. (44)
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Thus, x is a concave function of γK over the hyper-cube γk ∈ [0, 1], for all k, and therefore,
is concave for all γk satisfying (13). Further, from (13), we see that x is maximized when the
entries of γK satisfy
∑K
k=1 γk = 1. Using techniques similar to those in Appendix III, one can
show that x achieves its maximum for a γ′K with entries
γ′k =
λkPK
k=1 λk
for all k, (45)
and thus, we have
x ∈
[
0,
√∑K
k=1
λk
]
⊆ [0,
√
K]. (46)
The functions Br,K (x) and Bd,K (x) in (39) and (40) are monotonically decreasing and increasing
functions of x, respectively. Substituting (45) in (10), we have Br,S(γ′K) = 0 for all S ⊆ K.
Thus, for the case in which BK,r (0) > BK,d (0), one can shrink the region Robr from Robr (0)
just sufficiently such that for some γ∗K 6= 0, Br,K
(
γ∗K
)
= Bd,K
(
γ∗K
)
> BK,d (0). In Theorem 6
we show that BK,r = BK,d is maximized by a set G of γ∗K satisfying
G =
{
γ∗K :
∑
k∈K
γ∗kλk = (x
∗)2
}
(47)
where x∗ is the unique value satisfying the quadratic BK,r (x) = BK,d (x). For γ∗K 6= 0, from
(10) one can verify that Br,S
(
γ∗K
)
< Br,S (0) for all S, i.e., Robr
(
γ∗K
)
⊂ Robr (0). On the other
hand, substituting γ∗K in (11), Bd,S for all S ⊂ K simplifies to
Bd,S
(
γ∗K
)
= C


∑
k∈S
Pk + (1−
∑
k∈Sc γ
∗
k)Pr + 2
∑
k∈S
√
γ∗kPkPr
Nd

 . (48)
Comparing Bd,S (0) in (32) with Bd,S
(
γ∗K
)
in (48) above, one cannot in general show that
Robd
(
γ∗K
)
⊇ Robd (0). In fact, the γ∗K chosen will determine the relationship between Bd,S(γ∗K)
and Bd,S(0) for any S. Thus, for any γ∗K that equalizes Br,K and Bd,K the polytope Robr ∩ Robd
belongs to either the set of active or inactive cases. Recall that we write Ga to denote the set
of γ∗K that results in an active case, i.e., the set of γ
∗
K for which the condition in (20) does not
hold for all 2K − 1 non-empty subsets A of K. From Theorem 4, we have that the sum-rate for
the inactive case is always bounded by the maximum sum-rate developed in Theorem 5. Thus,
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the maximum K-user sum-rate when Br,K(0) > Bd,K(0) is
RK =


Bd,K(γ∗K) = Br,K(γ
∗
K) ≡ B∗ γ∗K ∈ Ga 6= ∅
max
ξ
Bd,A(ξ) +Br,Ac(ξ) < B∗ Ga = ∅
(49)
where B∗ is defined in Theorem 5. We now show that for the class of symmetric G-MARC
channels the bound B∗ is achieved, i.e., Ga 6= ∅. For this class since Pk = P for all k ∈ K, from
symmetry B∗ can be achieved by choosing γ∗k = γ∗ for all k such that from (41), we have
γ∗ = (x∗)2 /K2. (50)
From (46), since 0 ≤ x∗ ≤ √K, there exists an γ∗ < 1. From (13), we also require γ∗ < 1/K. In
Theorem 12 in Section IV below, we prove the existence of a γ∗ < 1/K for symmetric channels.
From symmetry, since no subset of users can achieve better rates at one receiver than the other,
the resulting Rr (γ∗)∩Rd (γ∗) belongs to the set of inactive cases. The K-user sum-rate cutset
bound for this class is given by the B∗ in (25) with Pmax = P and λk = 1 for all k ∈ K.
Finally, from continuity, one can expect that for small perturbations of user powers from the
symmetric case, an active case will result. However, for arbitrary user powers, it is possible that
Ga = ∅, i.e., the set of all feasible γ∗K results in non-inactive cases. In general, however, obtaining
a closed-form expression for the maximum sum-rate for the inactive cases is not straightforward.
IV. DECODE-AND-FORWARD
A DF code construction for a discrete memoryless MARC using block Markov encoding and
backward decoding is developed in [4, Appendix A] (see also [19]) and we extend it here to the
degraded Gaussian MARC. We first summarize the rate region achieved by DF below.
Proposition 2: The DF rate region is the union of the set of rate tuples (R1, R2, . . . , RK) that
satisfy, for all S ⊆ K,
RS ≤ min {I(XS ; Yr|XScVKXrU), I(XSXr; Yd|XScVScU)} (51)
where the union is over all distributions that factor as
p(u) ·
(∏K
k=1p(vk|u)p(xk|vk, u)
)
· p(xr|vK, u) · p(yr, yd|xT ). (52)
18
Proof: See [19].
Remark 7: The time-sharing random variable U ensures that the region of Theorem 2 is
convex.
Remark 8: The independent auxiliary random variables Vk, k = 1, 2, . . . , K, help the sources
cooperate with the relay.
For the degraded Gaussian MARC, we employ the following code construction. We generate
zero-mean, unit variance, independent and identically distributed (i.i.d.) Gaussian random vari-
ables Vk, Vk,0, and Vr,0, for all k ∈ K, such that the channel inputs from source k and the relay
are
Xk =
√
αkPkVk,0 +
√
(1− αk)PkVk, k ∈ K, (53)
Xr =
K∑
k=1
√
βkPrVk +
√(
1−
K∑
k=1
βk
)
PrVr,0 (54)
where αk ∈ [0, 1] and βk ∈ [0, 1] are power fractions for all k. We write
αK =
(
α1, α2, . . . , αK
)
(55)
βK =
(
β1, β2, . . . , βK
)
(56)
and
Γ =
{(
αK, βK
)
: αk ∈ [0, 1], 0 ≤
∑
k∈K βk ≤ 1 for all k.
}
(57)
for the set of feasible power fractions αK and βK. Substituting (53) and (54) in (51), for any
(αK, βK) ∈ Γ, we obtain
RS ≤ min
(
Ir,S (αK) , Id,S
(
αK, βK
))
for all S ⊆ K (58)
19
where Ir,S and Id,S , the bounds at the relay and destination respectively, are
Ir,S = C


∑
k∈S
αkPk
Nr

 (59)
Id,S = C


∑
k∈S
Pk
Nd
+
(
1− ∑
k∈Sc
βk
)
Pr
Nd
+ 2
∑
k∈S
√
(1− αk)βk Pk
Nd
Pr
Nd

 . (60)
From the concavity of the log function it follows that Ir,S , for all S, is a concave function of
αK. In Appendix III we show that Id,S is a concave function of αK and βK. The DF rate region,
RDF , achieved over all (αK, βK) ∈ Γ, is then given by the following theorem.
Theorem 7: The DF rate region RDF for a degraded Gaussian MARC is
RDF =
⋃
(αK,βK)∈Γ
(
Rr (αK) ∩ Rd
(
αK, βK
))
(61)
where the rate region Rt, t = r, d, is
Rt
(
αK, βK
)
=
{
(R1, R2, . . . , RK) : 0 ≤ RS ≤ It,S
(
αK, βK
)
, for all S ⊆ K
}
. (62)
Proof: The rate region RDF follows directly from Proposition 2, the code construction in
(53)-(54), and the fact that Ir,S and Id,S are concave functions of (αK, βK).
Theorem 8: The rate region RDF is convex.
Proof: To show that RDF is convex, it suffices to show that Ir,S and Id,S , for all S, are
concave functions over the convex set Γ of (αK, βK). This is because the concavity of Ir,S and
Id,S , for all S, ensures that a convex sum of two or more rate tuples in RDF , each corresponding
to a different value of (αK, βK) tuple, also belongs to RDF , i.e., satisfies (62) for t = r, d.
Theorem 9: The rate regions Rr and Rd are polymatroids.
Proof: In Appendix II we show that for every choice of input distribution satisfying (52)
the bounds in (51) are submodular set functions, and thus, enclose regions that are polymatroids.
For the Gaussian input distribution in (53) and (54), this implies that Rr (α) and Rd
(
α, β
)
are
polymatroids for every choice of (α, β), i.e., Rr and Rd are completely defined by the corner
(vertex) points on their dominant K-user sum-rate face [15, Chap. 44].
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The region RDF in (61) is a union of the intersection of the regions Rr and Rd achieved
at the relay and destination respectively, where the union is over all (αK, βK) ∈ Γ. Since RDF
is convex, each point on the boundary of RDF is obtained by maximizing the weighted sum∑
k∈KµkRk over all Γ, and for all µk > 0. Specifically, we determine the optimal policy (α∗K, β
∗
K)
that maximizes the sum-rate RK when µk = 1 for all k. From (61), we see that every point on
the boundary of RDF results from the intersection of the polymatroids Rr(αK) and Rd(αK, βK)
for some (αK, βK). Since Rr and Rd are polymatroids, as with the outer bound analysis, here
too we use Lemma 1 on polymatroid intersections to broadly classify the intersection of two
polymatroids into the categories of active and inactive sets. In the following theorem we use
Lemma 1 to write the bound on the K-user DF sum-rate. We remark that Rr and Rd are
polymatroids parametrized by (αK, βK), and thus, Lemma 1 applies for each choice of (αK, βK).
Theorem 10: For any (αK, βK), the maximum K-user sum-rate RK resulting from the inter-
secting polymatroids Rr and Rd is
RK =

 Id,A + Ir,Ac , condition 2min (Ir,K, Id,K) , otherwise (63)
where condition 2 is defined for a ∅ 6= A ⊂ K as
Id,A + Ir,Ac < min (Ir,K, Id,K) . (64)
Remark 9: The condition in (64) determines whether the intersection of two polymatroids
belongs to either the set of active or inactive cases with respect to the K-user sum-rate.
Proof: The proof follows from applying Lemma 1 to the maximization RK =
∑
k∈KRk
for each choice of (αK, βK).
We seek to determine the maximum sum-rate RK over all (αK, βK) ∈ Γ. To this end, we first
consider the optimization problem
RK = max
(αK,βK)∈Γ
min
(
Ir,K (αK) , Id,K
(
αK, βK
))
. (65)
We write (α∗K, β∗K) to denote the max-min rule optimizing (65) and write P to denote the set of all
(α∗K, β
∗
K) maximizing (23). A general solution to the max-min optimization in (23) simplifies to
three cases [16, II.C]. The first two correspond to those in which the maximum achieved by one
of the two functions is smaller than the other, while the third corresponds to the case in which
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the maximum results when the two functions are equal (see Fig. 4). For Ir,K and Id,K defined in
(59) and (60), respectively, we can show that the solution simplifies to the consideration of only
two cases. The following theorem summarizes the solution to the max-min problem in (65). The
proof is developed in Appendix V.
Theorem 11: The max-min optimization
RK = max
(αK,βK)∈Γ
min
(
Ir,K (αK) , Id,K
(
αK, βK
))
(66)
simplifies to the following two cases.
Case 1: RK = C


∑
k∈K
Pk
Nr

 Ir,K (1) < Id,K (1, 0)
Case 2: RK = C
((∑
k∈K
Pk
Nr
)
− (q∗)2Pmax
Nr
)
≡ I∗ I∗r,K = I∗d,K
(67)
where I∗t,K = It,K(α∗K, β∗K), t = r, d, Pmax = maxk Pk with λk = Pk/Pmax, and
q∗ △=
∑
λk (1− α∗k) (68)
is the unique value satisfying the quadratic Ir,K(α∗K, β∗K) = Id,K(α
∗
K, β
∗
K) and is given by
q∗ =
−K1 +
√
K21 + (K3 −K2)K0
K0
(69)
with
K0 = Pmax /Nr , K1 =
√
PmaxPr /Nd
K2 =
P
k∈K Pk
Nd
+ Pr
Nd
, and K3 =
∑
k∈KPk
Nr
.
(70)
The entries of the optimal β∗K are given by
β∗k =


(1−α∗k)PkPK
k=1(1−α∗k)Pk
α∗K 6= 1
0 α∗K = 1
for all k ∈ K. (71)
Remark 10: The optimal q∗ in (69) is the same as that for the optimal x∗ in (26). Thus, from
(25) and (67), we see that for both cases, the maximum cutset bound is equal to the maximum
DF bound on RK.
From Lemma 1 we see that the maximum sum-rate can be achieved by either an active or an
inactive case. In the following theorem we show that it suffices to consider two conditions in
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determining the maximum K-user DF sum-rate. We enumerate the two conditions as
Condition 1: Ir,K(1) ≤ Id,K(1, 0)
Condition 2: Ir,K(1) > Id,K(1, 0).
(72)
The first condition implies that the maximum sum-rate at the relay is smaller than the corre-
sponding rate at the destination; for this case, we show that Ir,S(1) < Id,S(1, 0) for all S ⊂ K,
i.e., RDF = Rr ⊂ Rd. Physically, this corresponds to the case where the relay has a high SNR
link to the destination and the multiaccess link from the sources to the relay is the bottleneck
link. Under this condition, we show that the sum-capacity of a degraded Gaussian MARC is
achieved by DF. On the other hand, when condition 2 occurs, i.e., when condition 1 does not
hold in (72), we use the monotone properties of Ir,K and Id,K and Lemma 1 to show that
RK ≤ max
(αK,βK)∈Γ
min
{
Ir,K (αK) , Id,K
(
αK, βK
)}
(73)
with equality when the intersection of Rr(αK) and Rd(αK, βK) results in an active case. From
Theorem 11, a continuous set P of (α∗K, β∗K) with a unique β∗K for each choice of α∗K maximizes
the right-side of (73). Furthermore, we show that the bound in (73) is the sum-capacity when
an active case achieves the maximum sum-rate. Finally, for the class of symmetric degraded
G-MARCs, we prove the existence of an active case that achieves the sum-capacity.
Theorem 12: The K-user DF sum-rate RK for a degraded Gaussian MARC is
RK = C
(∑
k∈K Pk/Nr
)
, Ir,K(1) < Id,K(1, 0)
RK ≤ C
((∑
k∈K
Pk
Nr
)
− (q∗)2Pmax
Nr
)
, otherwise.
(74)
For Ir,K(1) < Id,K(1, 0), DF achieves the capacity region and the sum-capacity of the degraded
Gaussian MARC. The upper bound on RK in (74) is achieved with equality only for a class of
active degraded Gaussian MARCs for which there exists a (α∗K, β∗K) ∈ P such that Rr(α∗K) ∩
Rd(α∗K, β∗K) is an active case and is the sum-capacity for this class. This active class also includes
the class of symmetric degraded Gaussian MARCs.
Proof: Let αK = 1 and βK = 0. From (59) and (60), we see that IS,r and IS,d are
monotonically increasing and decreasing functions of αK, respectively, for a fixed βK, i.e., for
any α(1)K and α
(2)
K satisfying (57), with entries α(1)k ≤ α(2)k for all k ∈ K, Rr(α(1)K ) ⊆ Rr(α(2)K )
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and Rd(α(1)K , βK) ⊇ Rd(α
(2)
K , βK). Thus, Rr(αK) achieves its largest region for αK = 1. The
bounds Ir,S and Id,S can be expanded for this case using (59) and (60), respectively, as
Ir,S = C
(∑
k∈S Pk
Nr
)
(75)
Id,S = C
(∑
k∈S Pk
Nd
+
Pr
Nd
)
. (76)
The resulting sum-rate satisfies one of two conditions and we enumerate them below.
Condition 1: The first condition is Ir,K(1) ≤ Id,K(1, 0). From (75) and (76), this case requires∑
k∈K
Pk
Nr
≤
∑
k∈K
Pk
Nd
+
Pr
Nd
. (77)
Expanding (77), we have, for any S ⊂ K,∑
k∈S
Pk
Nr
≤
∑
k∈S
Pk + Pr
Nd
−
∑
k∈Sc
Pk (Nd −Nr)
NdNr
<
∑
k∈S
Pk + Pr
Nd
(78)
where (78) follows from (4). Thus, Ir,K(1) ≤ Id,K(1, 0) implies that Ir,S(1) < Id,S(1, 0) for all
S ⊂ K, i.e., Rr(1) ⊂ Rd(1) and thus, RDF (1) = Rr(1). Further, since Rr(1) ∩ Rd(1, 0) =
Rr(1), the polymatroid intersection for this condition belongs to the intersecting set. Finally,
recall that we chose βK = 0. From (59), we see that the choice of βK does not affect Rr. Further,
a non-zero βK does not increase Id,K. However, it can decrease Id,S for some or all S ⊂ K as
Id,S
(
1, βK
)
= C


(∑
k∈S
Pk
)
+ Pr
(
1− ∑
k∈Sc
βk
)
Nd

 ≤ Id,S (1, 0) (79)
thereby potentially decreasing RDF (1). Thus, for the condition in (77) and from Theorem 5,
the K-user sum-capacity of a degraded G-MARC for this case is
RK = Ir,K (1) = Br,K (0) = C(
∑
k∈KPk /Nr ). (80)
The max-min rule for this condition is (α∗K, β∗K) = (1, 0). Finally, from condition 1 in Theorem
6 for a class of degraded Gaussian MARCs where the source and relay powers satisfy (77), DF
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achieves the capacity region since
RDF = Rr (1) = Robr (0). (81)
Condition 2: The second condition requires IK,r(1) > IK,d(1, 0), i.e.,∑
k∈K
Pk
Nr
>
∑
k∈K
Pk
Nd
+
Pr
Nd
. (82)
Unlike condition 1, one cannot show here that IS,r > IS,d for all S ⊂ K or vice-versa. Thus,
from Theorem 10, the intersection of Rr (1) and Rd (1, 0) can result in either an active or an
inactive case. From (63) in Theorem 10, we then have
RK ≤ min {Ir,K (1) , Id,K (1, 0)} = Id,K (1, 0) (83)
with equality for the active case. Note that from symmetry an active case results for the symmetric
G-MARC. However, the bound on the sum-rate, and thus, the sum-rate too, can be increased
using the fact that Ir,K and Id,K are monotonically increasing and decreasing functions of αK,
respectively. In fact, from (59) and (60), we see that reducing some or all of the entries of αK
from their maximum value of 1 reduces Ir,K and either reduces or keeps unchanged some or all
Ir,S while increasing Id,K. Further, since Ir,S(0) = 0 for all S ⊆ K, one can shrink the region Rr
just sufficiently to ensure that there exists some α∗K and β∗K such that Ir,K(α∗K) = Id,K(α∗K, β∗K).
From Theorem 11 Ir,K = Id,K is maximized by a set P of (α∗K, β∗K) where α∗K and β∗K satisfy
(68) and (71), respectively. Evaluating Id,S at a max-min rule (α∗K, β∗K), we have
Id,S = C


∑
k∈S
Pk
Nd
+
∑
k∈S (1− α∗k)PkPr
Nd (q∗K)
2 + 2
√∑
k∈S
(1− α∗k)PkPr
N2d

 . (84)
For α∗K 6= 1, since Ir,S , for all S, is a monotonically decreasing function of αK we have
Rr (α∗K) ⊂ Rr (1). On the other hand, comparing (76) and (84) one cannot in general show
that Rd
(
α∗K, β
∗
K
)
⊇ Rd (1, 0). In fact, the α∗K chosen will determine the relationship between
Id,S(α∗K, β
∗
K) and Id,S(1, 0) for any S. Thus, for any (α∗K, β
∗
K) that equalizes Ir,K and Id,K, the
polytope Rr∩Rd belongs to either the set of active or inactive cases. Let Pa ⊆ P denote the set
of (α∗K, β∗K) that result in active cases. From Theorem 10, we can write the maximum K-user
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DF sum-rate when Ir,K(1) > Id,K(1, 0) as
RK =


Id,K(α∗K, β
∗
K) = Ir,K(α
∗
K) = I
∗, (α∗K, β
∗
K) ∈ Pa 6= ∅
max
(α∗
K
,β∗
K
)∈P
Id,A(α∗K, β
∗
K) + Ir,Ac(α
∗
K) < I
∗, Pa = ∅ (85)
where I∗ is given by (67) in Theorem 11. Finally, as shown in remark 10, I∗ = B∗ where B∗
is the maximum outer bound sum-rate.
We now show that for class of symmetric G-MARC channels, when the condition in (82) holds,
we achieve the K-user sum-capacity. For this class, since Pk = P , from symmetry, Id,K = Ir,K
in (60) can be maximized by choosing α∗k = α∗ for all k in (68) such that
(1− α∗) = (q∗)2 /K. (86)
From (68), since 0 < (q∗)2 < ∑Kk=1 λk = K, there exists an 0 < α∗ < 1 that achieves I∗ in
(85). Further, from symmetry, no subset of users achieves a larger rate at one of the receiver
than any other subset, i.e., for α∗k = α∗ and βk = 1/K, for all k, Rr ∩ Rd belongs to the set
of active cases and the maximum K-user sum-rate for this class is I∗ = B∗. Recall that for the
outer bound in Theorem 6, we need to prove that γ∗K ∈ ΓOB where γ∗K has entries γ∗ given by
(50) for all k. From (13) and (57), we can write
γk = (1− αk)βk where (αK, βK) ∈ Γ. (87)
. We then have ∑
k∈K
γk =
∑
k∈K
(1− αk)βk < 1 (88)
where (88) follows from (57) and the fact that (1− αk)βk < βk for all (αK, βK) ∈ Γ. For the
symmetric case, this implies that there exists a γ∗ = (1− α∗) /K satisfying (88). In fact, for α∗
in (86), we obtain γ∗ = (q∗)2 /K2 = (x∗)2 /K2 < 1, i.e., the symmetric γ∗ in (50) is feasible
and results in an active case. Since an active case achieves the same maximum sum-rate for both
the inner and outer bound, we see that DF achieves the sum-capacity for the class of symmetric
Gaussian MARCs.
For the general case of arbitrary Pk, from (85) and (49) we see that DF achieves the maximum
K-user sum-rate outer bounds for an active class of degraded Gaussian MARCs for which
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Rr(α
∗
K)∩Rd(α∗K, β∗K) belongs to the set of active cases. Further, DF achieves the same maximum
value for all (α∗K, β∗K) ∈ Pa 6= ∅. In Appendix VII, we show that for the same choice of the
K source-relay correlation coefficients for both the inner and outer bounds, the outer cutset
bounds are at least as large as the inner DF bounds for all S ⊆ K. This implies that for every
(α∗K, β
∗
K) ∈ Pa, there exists a γ∗K with entries
γ∗k = (1− α∗k) β∗k for all k (89)
that results in an active case for the outer bounds, i.e., DF achieves the sum-capacity for the
active class. Note that the outer bounds may also be maximized by other (αK, βK) that do not
maximize the K-user DF sum-rate.
Finally, as with the outer bounds, the optimization in (85) for Pa = ∅ is not straightforward.
Further, comparing the DF and cutset bounds in (85) and (49), respectively for the inactive
cases, we see that the expression for the outer bounds involves time-sharing and can in general
be larger than the DF bound.
It is straightforward to find numerical examples for condition 1 in Theorem 12 where DF
achieves the capacity region. We focus on condition 2 and present two examples where DF
achieves the sum-capacity of a two-user degraded Gaussian MARCs, with Pa = P for one and
Pa ⊂ P for the other.
Example 1: Consider a two-user degraded Gaussian MARC with P1/Nr = 6, P2/Nr = 4,
P1/Nd = 3, P2/Nd = 2, and Pr/Nd = 2. These SNR values satisfy the condition 2 given by
(82) in Theorem 12 and thus, the DF sum-rate is maximized by a set of (α∗K, β∗K) where α∗K
satisfies
(1− α∗1) +
2
3
(1− α∗2) = (q∗)2 = 0.408, (90)
and for every choice of α∗K satisfying (90), β∗K is given by (71). The set of feasible α∗K has entries
α∗1 ∈ (0.83, 1] with α∗2 for each such α∗1 satisfying (90) such that α∗2 ∈ (0.75, 1]. For these SNR
parameters, the set Pa = P and for each (α∗K, β∗K) ∈ P , the correlation values γ∗k = (1− α∗k)β∗k ,
for all k = 1, 2. result in the vector γ∗K ∈ Ga.
Example 2: We next consider a two-user example with P1/Nr = 6, P2/Nr = 0.4, P1/Nd = 3,
P2/Nd = 0.2, and Pr/Nd = 2. These SNR values also satisfy the condition 2 given by (82) in
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Theorem 12 and thus, the DF sum-rate is maximized by a set of (α∗K, β∗K) where α
∗
K satisfies
(1− α∗1) +
2
3
(1− α∗2) = (q∗)2 = 0.197. (91)
The set of feasible α∗K has entries α∗1 ∈ (0.96, 1] with α∗2 for each such α∗1 satisfying (91) such
that α∗2 ∈ (0.416, 1]. Note that subject to (91), α2 decreases as α1 increases and vice-versa.
For these SNR parameters, the set Pa consists of (α∗K, β∗K) where the entries α∗1 and α∗2 are
restricted to the sets (0.961, 0.979] and (0.731, 1], respectively. The remaining values for α∗1 and
α∗2 satisfying (91) result in a polymatroid intersection that belongs to the set of inactive cases.
In fact, all such values result in the inactive case 2 illustrated in Fig. 2 for K = 2.
Finally, for the two-user degraded Gaussian MARC, a numerical example illustrating Pa = ∅
does not appear straightforward despite using a wide range of ratios of P1 to P2, i.e., not all
rate-maximizing intersections are such that one of the sources achieve better rates at one of the
receivers while the other source achieves a better rate at the other receiver. A possible reason
for this is because, at any receiver, the noise seen by both sources is the same, and thus, the
source with smaller power typically achieves smaller rates at both receivers. It may be possible
to increase the rate achieved at the destination by increasing the relay power; however, large
values of relay power will result in the bottle-neck case where condition 1 in Theorem 12 holds.
Thus, it appears that it may always be possible to find an active case, particularly, one that
maximizes the sum-rate. If this is true for any arbitrary K, then DF achieves the sum-capacity
of the degraded Gaussian MARC.
Remark 11: In the above analysis, we determined the sum-capacity for a degraded Gaussian
MARC under a per symbol transmit power constraint at the sources and relay. One can also
consider an average power constraint at every transmitter. The achievable strategy remains
unchanged; for the converse we start with the convex sums of the outer bounds in (7) over
n channel uses. In the ith channel use, the bounds at the relay and destination are given by Br,S
and Bd,S in (10) and (11), respectively, for all S, except now the correlation parameters and
power parameters are indexed by i. Recall that Bd,S is a concave function of the correlation
coefficients and power. On the other hand, Br,S for all S ⊂ K is not a concave function of the
power and cross-correlation parameters. However, we can use the concavity of Br,K to show
that the maximum bounds on the sum-rate in Thereom 4 remain unchanged. This in conjunction
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with the steps in Theorem 6, lead to the same sum-capacity results. Finally, we note that as with
the symbol power constraint, here too we require time-sharing to develop the outer bound rate
region.
V. CONCLUDING REMARKS
In this paper, we have studied the sum-capacity of degraded Gaussian MARCs. In particular,
we have developed the rate regions for the achievable strategy of DF and the cutset outer bounds.
The outer bounds have been obtained using cut-set bounds for the case of independent sources
and have been shown to be maximized by Gaussian signaling at the sources and relay.
We have also shown that, in general, the rate regions achieved by the inner and outer bounds
are not the same. This difference is due to the fact that the input distributions and the rate
expressions for the inner and outer bounds are not exactly the same. In fact, the input distribution
for the inner bound uses auxiliary random variables to model the correlation between the inputs
at the sources and the relay and is more restrictive than the distribution for the outer bound.
Despite these differences, in both cases the input distributions can be quantified by a set of K
source-relay cross-correlation coefficients. Further, in both cases, we have shown that the rate
region for every choice of the appropriate input distribution is an intersection of polymatroids.
We have used the properties of polymatroid intersections to show that for both the inner and
outer bounds the largest K-user sum-rate is at most the maximum of the minimum of the two
K-user sum rate bounds, with equality only when the polymatroid intersections belongs to the
set of active cases in which the K-user sum rate planes are active.
For both DF and the outer bounds, we have shown that the largest K-user sum-rate can be
determined using max-min optimization techniques. In fact, we have shown that for both the
inner and outer bounds the max-min optimization problem results in one of two unique solutions.
The first solution results when the largest sum-rate from the K sources to the relay is the bottle-
neck rate and for this case, we have shown that DF achieves the capacity region. We have further
shown that the sum-rate maximizing polymatroid intersection for this case belongs to the set
of active cases. Specifically, the sum-capacity as well as the entire capacity region is achieved
by a max-min rule where the sources and the relay do not allocate any power to cooperatively
achieving coherent combining gains at the destination, i.e., the auxiliary random variables Vk = 0,
for all k. Thus, under Gaussian signaling, the capacity region is achieved by DF because the
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inner and outer bounds at the relay, for VK = 0, are I(XS ; Yr|XrXSc) = I(XS ; Yr|XrXScVK)
for all S ⊆ K (see (7) and (51)).
The second solution results when the largest sum-rates at the relay and the destination are
equal. For this case, we have shown that DF achieves the sum-capacity for a class of active
degraded Gaussian MARCs in which the sum-rate maximizing polymatroid intersection belongs
to the set of active cases. We have also shown that this class of active degraded Gaussian MARCs
contains the class of symmetric Gaussian MARCs. In general, for this class, we have shown that
the max-min DF rule is such that Vk 6= 0 for all k, i.e., a non-empty subset of sources and the
relay divide their transmit power to achieve cooperative combining gains at the destination. We
have also shown that the largest DF sum-rate is achieved by a relay power policy that maximizes
the cooperative gains achieved at the destination, i.e., Xr is a unique weighted sum of Vk for
all k where the weight for each source k is proportional to the power allocated by source k
to cooperating with the relay. Our analysis has also shown that the maximum sum-rate admits
several solutions for the power fractions allocated at the sources for cooperation subject to a
constraint that results from the equating the two bounds on the sum-rate. For the outer bounds,
we have shown that the K-user sum-rate outer bound is maximized by a set of cross-correlation
coefficients that are subject to the same constraint as DF and the maximum sum-rate is the same
as that for DF. Furthermore, for the class of active degraded Gaussian MARCs, we have shown
that the set of DF max-min rules (α∗K, β∗K) also maximizes the outer bounds by using the fact
that the inner and outer bound coefficients can be related as γk = (1− αk) βk, for all k. Finally,
since a DF max-min rule requires a unique correlation between Xr and VK, conditioning the
outer bound that uses Yr on Xr alone suffices to obtain the sum-capacity.
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APPENDIX I
OUTER BOUNDS: PROOF
We now develop the proof for Theorem 1. Recall that we write Br,S and Bd,S to denote,
respectively, the first and second bound on RS in (9) for a constant U . Expanding the bounds
on RS in (9) for a constant U , we have
RS ≤ min {h(Yr|XrXSc)− h(Zr), h(Yd|XSc)− h(Zd)} . (92)
For a fixed covariance matrix of the input random variables XK and Xr, one can apply a condi-
tional entropy maximization theorem [20, Lemma 1] to show that h(Yr|XrXSc) and h(Yd|XSc)
are maximized by choosing the distribution in (8) as jointly Gaussian. Consider the bound Br,S .
Expanding Yr, we have
RS ≤ C
(
E
[
var
(∑
k∈SXk|XrXSc
)]
Nr
)
. (93)
For Gaussian signals, using the chain rule, we have
E
[
var
(∑
k∈S
Xk|XrXSc
)]
=
det(KA|C)
det(KB|C)
(94)
where
A =
[ ∑
k∈SXk Xr
]T
(95)
B = [Xr] (96)
C = [XSc ] (97)
and for random vectors X and Y , the conditional covariance KX|Y is
KX|Y = E
[
(X − E [X|Y ]) (X −E [X|Y ])T
]
(98)
where XT is the transpose of X . We use the fact that XS and XSc are independent to expand
(94) as
E
[
var
(∑
k∈S
Xk|XrXSc
)]
= var
(∑
k∈S
Xk
)
−
E2
[∑
k∈S
XkX˜r,S
]
Pr,S
(99)
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where X˜r,S
△
= (Xr − E(Xr | XSc)) is a Gaussian random variable with variance
Pr,S = E
[
X˜2r,S
]
= E [var(Xr|XSc)] . (100)
Substituting (99) in (93) and using (5) to bound var (Xk) for all k, we obtain,
RS ≤ C


∑
k∈S
var (Xk)− 1Pr,SE2
[∑
k∈S
XkX˜r,S
]
Nr

 (101)
≤ C


(∑
k∈S
Pk
)
− 1
Pr,S
E2
[∑
k∈S
XkX˜r,S
]
Nr

 . (102)
We define γk, for all k ∈ K, by
E [XkXr]
△
=
√
γkPkPr. (103)
Note that by definition,
γk ∈ [0, 1] for all k ∈ K (104)
and
K∑
k=1
γk ≤ 1. (105)
Using the independence of Xk for all k and (103), we write
E
[∑
k∈S
XkX˜r
]
=
∑
k∈S
E [XkXr] =
∑
k∈S
√
γkPkPr. (106)
Next we use (103) to evaluate Pr,S . We start by considering the random variable
Xˆr = Xr −E [Xr|XK ] . (107)
Using (103) and the independence of Xk for all k, we can write the variance of Xˆr as
E
[
Xˆ2r
]
= E [var (Xr|XK)] (108)
= (1− γK)Pr. (109)
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where we used (98) to simplify (108) to (109). Continuing thus, we consider the random variable
X¯r = Xˆr − E
[
Xˆr|XK−1
]
. Using the independence of Xk for all k, we thus have
E
[
X¯2r
]
= E
[
Xˆ2r
]
−E
[
E2
[
Xˆr|XK−1
]]
(110)
= E [var (Xr|XK−1XK)] (111)
= (1− γK−1 − γK)Pr. (112)
Generalizing the above, we have
E [var (Xr|XSc)] =
(
1− ∑
k∈Sc
γk
)
Pr
△
= γScPr for all S ⊆ K. (113)
Finally, we substitute (113) and (106) in (101) to simplify the first bound as
RS ≤


C
(∑
k∈S
Pk
Nr
)
, if
∑
k∈Sc
γk = 1
C

∑
k∈S
Pk
Nr
−
 P
k∈S
√
γkPk
!2
NrγSc

 , otherwise. (114)
Observe that for K = 1, we have V1 = Xr and γ1 = 1, and thus, (10) simplifies to the first
outer bound in [3, theorem 5] for the classic single source degraded relay channel. Finally, from
(113), observe that γk, for all k, satisfies
∑
k∈K
γk ≤ 1. (115)
Consider the bound Bd,S in (9) with U a constant. Expanding Yd using (2), we have
RS ≤ C
(
E
[
var
(∑
k∈S
Xk +Xr|XSc
)]/
Nd
)
(116)
= C


∑
k∈S
(
Pk + 2E
(
XkX˜r,S
))
+ E [var(Xr|XSc)]
Nd

 . (117)
Using (5), (113,) and (106), we simplify (117) as
RS ≤ C


∑
k∈S
Pk + γScPr + 2
∑
k∈S
√
γkPkPr
Nd

 . (118)
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Writing Br,S and Bd,S to denote the bounds on the right-side of (114) and (118), respectively,
we have for a constant U ,
RS ≤ min (Br,S , Bd,S) for all S ⊆ K. (119)
APPENDIX II
INNER AND OUTER BOUNDS: POLYMATROIDS
We first prove that the rate regions Robr and Robd given by the cutset bounds are polymatroids.
Using similar techniques, we then show that the DF regions Rr and Rd are polymatroids.
A. Outer Bounds
Consider the set functions (see 51)
f1 (S) =

 I (XSXr; Yd|XScU) S ⊆ K,S 6= ∅0 S = ∅ (120)
and
f2 (S) =

 I (XS ; Yr|XScXrU) S ⊆ K,S 6= ∅0 S = ∅ (121)
for some distribution satisfying (8). We claim that f1 and f2 are submodular [15, Ch. 44]. To
see this, we first consider f1 and k1, k2 in K with k1 6= k2, k1 /∈ S, k2 /∈ S, and expand
f1(S ∪ {k1}) + f1(S ∪ {k2}) = I(XSXk1Xr; Yd|X(S∪{k1})CU) + I(XSXk2Xr; Yd|X(S∪{k2})CU)
(122)
= I(Xk1; Yd|X(S∪{k1})CU) + I(XSXr; Yd|XSCU) (123)
+ I(XSXk2Xr; Yd|X(S∪{k2})CU) (124)
where (123) follows from the chain rule for mutual information. We lower bound the first term
in (123) as
h(Xk1|X(S∪{k1})CU)− h(Xk1 |X(S∪{k1})CYdU) (125)
= h(Xk1|X(S∪{k1,k2})CU)− h(Xk1 |X(S∪{k1})CYdU) (126)
≥ I(Xk1 ; Yd|X(S∪{k1,k2})CU)
34
where (125) follows from the Markov chain Xk − U − Xj for all k, j ∈ K, k 6= j and (127)
because conditioning cannot increase entropy. The expression (127) added to the final term in
(123) is
I(XS∪{k1,k2}Xr; Yd|X(S∪{k1,k2})CU).
Inserting (127) into (123), we have
f1(S ∪ {k1}) + f1(S ∪ {k2}) ≥ f1(S) + f1(S ∪ {k1, k2})
for all S ⊆ K. The set function f1(·) is therefore submodular by [15, Theorem 44.1, p. 767].
The above steps show that the rate region Robd defined by the destination cutset bounds (see
(7))
RS ≤ I(XSXr; Yd|XScU), S ⊆ K (128)
is a polymatroid associated with f1(·) (see [15, p. 767]).
One can similarly show that f2(·) is submodular. To see this, consider f2 and k1, k2 in K with
k1 6= k2, k1 /∈ S, k2 /∈ S, and expand
f2(S ∪ {k1}) + f2(S ∪ {k2})
= I(XSXk1 ; Yr|X(S∪{k1})CXrU) + I(XSXk2; Yr|X(S∪{k2})CXrU) (129)
= I(Xk1; Yr|X(S∪{k1})CXrU) + I(XS ; Yr|XSCXrU) + I(XSXk2; Yr|X(S∪{k2})CXrU) (130)
where (130) follows from the chain rule for mutual information. We lower bound the first term
in (130) as
h(Xk1 |X(S∪{k1})CXrU)− h(Xk1 |X(S∪{k1})CYrXrU)
= h(Xk1 |X(S∪{k1,k2})CXrU)− h(Xk1|X(S∪{k1})CYrXrU) (131)
≥ I(Xk1; Yr|X(S∪{k1,k2})CXrU) (132)
where (131) follows from the independence of Xk and (132) because conditioning cannot increase
entropy. The expression (132) added to the final term in (130) is
I(XS∪{k1,k2}; Yr|X(S∪{k1,k2})CXrU).
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Inserting (127) into (123), we have
f2(S ∪ {k1}) + f2(S ∪ {k2}) ≥ f2(S) + f2(S ∪ {k1, k2})
for all S ⊆ K. The set function f2(·) is therefore submodular by [15, Theorem 44.1, p. 767].
This in turn implies that the rate region Robr defined by the relay cutset bounds (see (7))
RS ≤ I(XS ; Yr|XScXrU), S ⊆ K (133)
is a polymatroid associated with f2(·) (see [15, p. 767]).
B. Inner Bounds
For the inner DF bounds, we consider the set functions (see 51)
f3 (S) =

 I (XSXr; Yd|XScVScU) S ⊆ K,S 6= ∅0 S = ∅ (134)
and
f4 (S) =

 I (XS ; Yr|XScVKXrU) S ⊆ K,S 6= ∅0 S = ∅ (135)
for some distribution satisfying (52). The functions f1(·) and f2(·) differ from f3(·) and f4(·),
respectively, in the absence of the auxiliary random variables VK. The proof of sub-modularity
of f3 and f4 follows along the same lines as those for the outer bounds except now we have the
Markov chain (Xk, Vk)− U − (Xj , Vj) for all k 6= j.
We thus have that the rate region Rr defined by the DF relay bounds (see (51))
RS ≤ I(XSXr; Yd|XScVSc), S ⊆ K (136)
is a polymatroid associated with f3(·) (see [15, p. 767]). Similarly, the region Rd defined by the
DF destination bounds (see (51))
RS ≤ I(XS ; Yr|XScVKXr), S ⊆ K (137)
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is a polymatroid associated with f4(·) (see [15, p. 767]).
APPENDIX III
CONCAVITY OF Bd,S AND Id,S
A. Outer Bound Bd,S
Recall that the cutset bound at the destination, Bd,S , is given by
Bd,S = C


∑
k∈S
Pk
Nd
+
0
@1−∑
k∈Sc
γk
1
APr
Nd
+
2
∑
k∈S
√
γkPkPr
Nd

 for all S ⊆ K. (138)
We show that Bd,S is a concave function of γK. To prove concavity, one has to show that the
Hessian or second derivative of Bd,S , ∇2Bd,S , is negative semi-definite, i.e, xT∇2Bd,Sx ≤ 0 for
all x ∈ RK [21, 3.1.4]. We write
Bd,S =
1
2
log
(
K0 + 2
∑
k∈S
Kk
√
γk
)
(139)
where
K0 = 1 +
P
k∈S
Pk
Nd
+ Pr(1−c)
Nd
Kk =
√
Pk
Nd
Pr
Nd
k ∈ S.
(140)
The gradient ∇Bd,S is given by
∇Bd,S = [∂Bd,S/∂γk]k∈K (141)
=
1
Ks
[
vS vSc
]T
(142)
=
1
Ks
(143)
where vS is an |S|-length vector with entries vk = Kk
/√
γk for all k ∈ S, vSc is an |Sc|-length
vector with entries vm = −Pr /Nd for all m ∈ Sc, and
Ks = 2
(
K0 + 2
∑
k∈S
Kk
√
γk
)
. (144)
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The Hessian of Bd,S , ∇2Bd,S , is given by
∇2Bd,S =
[
∂2Bd,S/∂γk∂γm
]
∀k,m∈K (145)
=
−1
Ks
diag (d)− zzT (146)
where
z =
√
2 (∇Bd,S) (147)
d =
[
dS dSc
]T
(148)
such that dS is an |S|-length vector with entries dk = Kk
/
2γ
3/2
k for all k ∈ S, and dSc is an
|Sc|-length vector with entries dk = −2P 2r /(N2dKs) for all k ∈ Sc. Using the fact that Kk and
γk are non-negative for all k, from (146), for any x ∈ RK , we have
xT∇2Bd,Sx = − 1
Ks
(∑
k∈K
x2kdk
)
− (xT · z)2 (149)
≤ 0 (150)
with equality if and only if x = 0. In proving the concavity of Bd,S , we assume only that γk > 0,
for all k. Thus, from continuity, the concavity also holds for all non-negative γk satisfying (see
(13)) ∑
k∈K
γk ≤ 1. (151)
For a fixed γSc , we now find the γS that maximizes Bd,S subject to (151) above. For a
c ∈ [0, 1), we fix γSc such that its entries γk, for all k ∈ Sc, satisfy∑
k∈Sc
γk = 1− c, (152)
and thus, from (151) we have ∑
k∈S
γk ≤ c. (153)
Since Bd,S is a continuous concave function of γS it achieves its maximum at a γ
∗
S where
∂Bd,S
∂γk
∣∣∣
γ∗k
= 0 for all k ∈ S. (154)
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Using the method of Lagrange multipliers, we find that a γ∗S that maximizes Bd,S subject to
(152) and (153) has entries
γ∗k =
{
cPkP
k∈S
Pk
k ∈ S . (155)
B. Inner Bound Id,S
Recall that the DF bound, Id,S , at the destination is given as
Id,S = C


∑
k∈S
Pk
Nd
+
0
@1−∑
k∈Sc
βk
1
APr
Nd
+
2
∑
k∈S
√
(1−αk)βkPkPr
Nd

 for all S ⊆ K. (156)
Comparing (138) and (156), for γk △= (1− αk)βk for all k ∈ S and γk △= βk for all k ∈ Sc, the
DF rate bound in (156) simplifies to that for the outer bound in (138), and thus, one can use the
same technique to show that Id,S is a concave function of αK and βK. For the power fractions
βk, we have ∑
k∈K
βk ≤ 1. (157)
For a fixed αK, we determine the optimal βS maximizing Id,S by fixing the vector βSc such that∑
k∈Sc
βk = 1− c (158)
∑
k∈S
βk ≤ c. (159)
where c ∈ [0, 1). Since Id,S is independent of βS for αS = 1, we assume that αS 6= 1.
We now consider the special case in which αS 6= 1 and βSc are fixed. We determine a βS
that maximizes Id,S subject to (159) and (158). Since Id,S is a continuous concave function of
βS it achieves its maximum at a β
∗
S where
∂Id,S
∂βk
∣∣∣
β∗k
= 0 for all k ∈ S. (160)
As before, using Lagrange multipliers, the optimal β∗S that maximizes Id,S , subject to (159), has
entries
β∗k =
{
c(1−αk)PkP
k∈S
(1−αk)Pk k ∈ S . (161)
Rate region for a fixed αK: For any choice of a non-zero αK and a βK satisfying (157), the
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Fig. 3. Rate region achieved at the destination for a two-user MARC and α1 = α2 = 1/2.
rate region given by (156) for all S is a polymatroid. For αK = 1, from (156) we see that there
are no gains achieved from coherent combining, i.e., it suffices to choose βK = 0. Consider
αK 6= 1. Since there is at least one k for which αk < 1, gains from coherent combining at the
destination are maximized by choosing βK to satisfy (157) with equality. For a fixed αK, we
then write the rate region at the destination as a union over all polymatroids, one for each choice
of βK satisfying
K∑
k=1
βk = 1. (162)
Observe that for β∗K with entries given by (161), the bound Id,S is maximized. In Fig 3, we
illustrate the rate region for a two-user degraded Gaussian MARC with the SNR P1/Nd = P2/Nd
chosen as −10 dB, α = (1/2, 1/2), and five choices of βK. Observe that the maximum single-
user rate R1 is achieved by setting β1 to 1 though this value does not maximize R2 or R1+R2.
For all other (β1, β2) such as (0.85, 0.15), as β1 decreases and β2 increases, R1 decreases while
R2 increases achieving its maximum at β2 = 1. The bound on the sum rate R1 + R2 increases
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from (β1, β2) = (1, 0), achieves its maximum at (β∗1 , β∗2) = (1/2, 1/2), and then decreases as
β2 approaches 1. The resulting region at the destination is shown in Fig. 3 as a union over all
polymatroids, one for each choice of βK.
APPENDIX IV
Br,S VS. γK
We show that the function Br,S in (10) is a concave function of γS for a fixed γSc and for
all S ⊆ K. Recall the expression for Br,S as
Br,S = C

∑k∈S
Pk
Nr
−
(∑
k∈S
√
γkPk
)2
Nr
(
1− ∑
k∈Sc
γk
)

 (163)
where we assume that ∑
k∈Sc
γk = 1− c < 1. (164)
Observe that Br,S is maximized when c = 1, i.e., γk = 0 for all k ∈ S, and minimized for c = 0.
Further, comparing Br,S and Bd,S , one can see that for
γk =

 Pk
/(∑
k∈S Pk
)
, k ∈ S
0 , k ∈ Sc
(165)
Br,S achieves its minimum, i.e., Br,S = 0.
We write
x
△
=
(∑
k∈S
√
γkλk
)
(166)
where
Pmax = maxk∈K Pk and λk = Pk/Pmax. (167)
Substituting (166) in the expression for Br,S in (163), we have
Br,S = C
(∑
k∈S
Pk
Nr
− x
2Pmax
Nrc
)
. (168)
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Differentiating Br,S with respect to x we have
dBr,S
dx
=
−xPmax
Nrc
·
(
1 +
∑
k∈S
Pk
Nr
− x
2Pmax
Nrc
)−1
(169)
d2Br,S
dx2
=
−Pmax
Nrc
(
1 +
∑
k∈S
Pk
Nr
)
−
(
xPmax
Nrc
)2
(
1 +
∑
k∈S
Pk
Nr
− x2Pmax
Nrc
)2 (170)
< 0 (171)
where the strict inequality in (171) follows since all terms in (170) are positive. Further, for any
c > 0 , from (168) Br,S is maximized at x = 0, i.e., for γk = 0 for all k ∈ S. Thus, we see that
Br,S is a concave decreasing function of x.
APPENDIX V
PROOF OF THEOREM 5
We now prove Theorem 5 and give the solution to the max-min optimization
RK = max
γ
K
∈ΓOB
min
(
Br,K
(
γK
)
, Bd,K
(
γK
))
. (172)
Consider the function
J(γK, δ) = δBr,K
(
γK
)
+ (1− δ)Bd,K
(
γK
)
, δ ∈ [0, 1]. (173)
Observe that J is linear in δ ranging in value from Id,K for δ = 0 to Ir,K for δ = 1. Thus, the
optimization in (173) is equivalent to maximizing the minimum of the two end points of the
line J over ΓOB. Maximizing J(γK, δ) over γK, we obtain a continuous convex function
V (δ) = max
γ
K
∈ΓOB
J(γK, δ), δ ∈ [0, 1]. (174)
From (173) and (174), we see that for any γK, J(γK, δ) either lies strictly below or is tangential
to V (δ). The following proposition summarizes a well-known solution to the max-min problem
in (172) (see [9]).
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Proposition 3: γ∗K,δ∗ is a max-min rule where
δ∗ = arg min
δ∈[0,1]
V (δ). (175)
The maximum bound on RK, V (δ∗), is completely determined by the following three cases (see
Fig. 4).
Case 1: δ∗ = 0 : V (δ∗) = Bd,K(γ∗K,δ∗) < Br,K(γ
∗
K,δ∗) (176)
Case 2: δ∗ = 1 : V (δ∗) = Br,K(γ∗K,δ∗) < Bd,K(γ
∗
K,δ∗) (177)
Case 3: 0 < δ∗ < 1 : V (δ∗) = Br,K(γ∗K,δ∗) = Bd,K(γ
∗
K,δ∗). (178)
We apply Proposition 3 to determine the maximum bound on RK. We study each case
separately and determine the max-min rule γ∗K for each case. In general, the max-min rule γ
∗
K,δ∗
depends on an optimal δ∗. However, for notational convenience we henceforth omit the subscript
δ∗ in denoting the max-min rule. We develop the optimal γ∗K and the maximum sum-rate for
each case. We first consider case 1 and show that this case is not feasible.
Case 1: This case occurs when the maximum bound achievable at the destination is smaller
than the bound at the relay. In Appendix III, we show that the bound Bd,K(γK) is a concave
function of γK and achieves a maximum at γ
∗
K whose entries γ∗k satisfy (115) and are given as
γ∗k = Pk
/(∑
k∈K Pk
)
, for all k ∈ K. (179)
Substituting (179) in (10), we have Br,K(γ∗K) = 0 which contradicts the assumption in (176),
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thus making this case infeasible.
Case 2: Consider the condition for case 2 in (177). This condition implies that the case occurs
when the maximum bound achievable at the relay is smaller than the bound at the destination.
From (59), we observe that Br,K decreases monotonically with γk for all k and achieves a
maximum of
Br,K(γ∗K) = C


∑
k∈K
Pk
Nr

 (180)
at γ∗K = 0. Comparing (10) and (11) at γ∗K = 0, we obtain the condition for this case as∑
k∈K
Pk
Nr
≤
∑
k∈K
Pk + Pr
Nd
. (181)
Case 3: Finally, consider the condition for Case 3 in (178). This case occurs when the maximum
rate bound achievable at the relay and destination are equal. The max-min solution for this case
is obtained by considering two sub-cases. The first is the relatively straightforward sub-case
where γ∗K = 0 is the max-min rule. The resulting maximum sum-rate is the same as that for
case 2 with the condition in (181) satisfied with equality. Consider the second sub-case where
γ∗K 6= 0, i.e., when ∑
k∈K
Pk
Nr
>
∑
k∈K
Pk + Pr
Nd
. (182)
We formulate the optimization problem for this case as
maximize Br,K
(
γ
)
subject to Br,K
(
γ
)
= Bd,K
(
γ
)
.
(183)
We write
Pmax = maxk∈K Pk, λk = Pk/Pmax, (184)
and define
x
△
=
√∑
k∈K
λkγk. (185)
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Substituting (184) and (185) in (10) and (11), we have
Br,K(x) = C


(∑
k∈K
Pk
)
− x2Pmax
Nr

 (186)
Bd,K(x) = C


(∑
k∈K
Pk
)
+ Pr + 2x
√
PmaxPr
Nd

 . (187)
Observe that Br,K(x) and Bd,K(x) are monotonically decreasing and increasing functions of x,
respectively, and thus, the maximization in (183) simplifies to determining an x such that∑
k∈K
Pk − x2Pmax
Nr
=
∑
k∈K
Pk + Pr + 2x
√
PmaxPr
Nd
. (188)
We write
K0 = Pmax /Nr , K1 =
√
PmaxPr /Nd
K2 =
P
k∈K Pk
Nd
+ Pr
Nd
, and K3 =
∑
k∈KPk
Nr
.
(189)
From (82), since K3 > K2, the quadratic equation in (188) has only one positive solution given
by
x∗ =
−K1 +
√
K21 + (K3 −K2)K0
K0
. (190)
The optimal power policy for this case is then the set G of γ∗K for which γ∗K satisfies (185) with
x = x∗ in (190). The maximum achievable sum-rate for this case is then obtained from (186) as
C


∑
k∈K
Pk − (x∗)2 Pmax
Nr

 . (191)
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We now prove Theorem 11 and give the solution to the max-min optimization
RK = max
(αK,βK)∈Γ
min
(
Ir,K (αK) , Id,K
(
αK, βK
))
. (192)
As in Appendix V, a solution to the max-min optimization in (192) simplifies to three mutually
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exclusive cases [16, II.C] such that the max-min rule (α∗K, β∗K) satisfies the conditions for one
of three cases. The conditions for the three cases are
Case 1: Id,K(α∗K, β∗K) < Ir,K(α
∗
K) (193)
Case 2: Ir,K(α∗K) < Id,K(α∗K, β∗K) (194)
Case 3: Ir,K(α∗K) = Id,K(α∗K, β∗K) (195)
We develop the conditions and determine the max-min rule for each case. We first consider case
1 and show that this case is not feasible.
Case 1: This case occurs when the maximum bound achievable at the destination is smaller
than the bound at the relay. Observe that Id,K(αK, βK) in (60) decreases monotonically with αk,
for all k, and, for any βK, achieves a maximum at α∗K = 0 of
Id,K(α∗K, βK) = C


∑
k∈K
Pk + Pr + 2
∑
k∈K
√
βkPkPr
Nd

 . (196)
However, substituting α∗K = 0 in (59), we obtain
Ir,K(α∗K) = 0 (197)
which contradicts the assumption in (193), thus making this case infeasible.
Case 2: Consider the condition for Case 2 in (194). This condition implies that the case
occurs when the maximum bound achievable at the relay is smaller than the bound at the
destination. From (59), we observe that Ir,K increases monotonically with αk for all k and
achieves a maximum of
Ir,K(α∗K) = C


∑
k∈K
Pk
Nr

 (198)
at α∗K = 1. Comparing (59) and (60) at α∗K = 1, we obtain the condition for this case as∑
k∈K
Pk
Nr
≤
∑
k∈K
Pk + Pr
Nd
. (199)
Case 3: Finally, consider Case 3 in (195). This case occurs when the maximum rate bound
achievable at the relay and destination are equal. The max-min solution for this case is obtained
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by considering two sub-cases. The first is the relatively straightforward sub-case where α∗K = 1
is the max-min rule. The resulting maximum sum-rate is the same as that for case 2 with the
condition in (199) satisfied with equality. Consider the second sub-case where α∗K 6= 1, i.e.,∑
k∈K
Pk
Nr
>
∑
k∈K
Pk + Pr
Nd
. (200)
In Appendix III we show that, for a fixed αK, Id,S , is a concave function of βK for all S ⊆ K.
Furthermore, from (57), for αK 6= 1, Id,K in (60) is maximized by a β∗K whose entries β
∗
k , for
all k ∈ K, satisfy ∑
k∈K
β
∗
k = 1 (201)
and are given as
β∗k =


(1−αk)PkPK
k=1(1−αk)Pk
αK 6= 1
0 αK = 1
for all k ∈ K. (202)
Observe that the optimal power fraction β∗k that the relay allocates to cooperating with user k
is proportional to the power allocated by user k to achieve coherent combining gains at the
destination. Thus, one can formulate the optimization problem for this case as
maximize Ir,K (α)
subject to Ir,K (α) = Id,K
(
α, β
)
,∑
k∈K
βk = 1.
(203)
Using Lagrange multipliers we can show that it suffices to consider βk = β
∗
k in the maximization.
Since the optimal β∗k in (202) is a function of αK, Id,K(αK, β∗K) simplifies to a function of αK
as
Id,K(αK, β
∗
K) = C


∑
k∈K
Pk + Pr + 2
√∑
k∈K
(1− αk)PkPr
Nd

 . (204)
We further simplify Id,K(αK, β∗K) and Ir,K(αK) as follows. We write
Pmax = maxk∈K Pk, λk = Pk/Pmax, (205)
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and
q
△
=
√∑
k∈K
(1− αk)λk. (206)
Substituting (205) and (206) in (59) and (60), we have
Ir,K(q) = C


(∑
k∈K
Pk
)
− q2Pmax
Nr

 (207)
Id,K(q) = C


(∑
k∈K
Pk
)
+ Pr + 2q
√
PmaxPr
Nd

 . (208)
Observe that Ir,K(q) and Id,K(q) are monotonically increasing and decreasing functions of q and
thus, the maximization in (203) simplifies to determining a q such that∑
k∈K
Pk − q2Pmax
Nr
=
∑
k∈K
Pk + Pr + 2q
√
PmaxPr
Nd
. (209)
The condition in (209) has the geometric interpretation that the bounds on RK are maximized
when the K-user sum rate plane achieved at the relay is tangential to the concave sum-rate
surface achieved at the destination at its maximum value. We further simplify (209) by using the
definitions in Appendix V for K0, K1, K2, and K3. From (200), since K3 > K2, the quadratic
equation in (209) has only one positive solution given by
q∗ =
−K1 +
√
K21 + (K3 −K2)K0
K0
. (210)
The optimal power policy for this case is then the set P of (α∗K, β∗K(α∗K)) such that α∗K satisfies
(206) for q = q∗ and for each such choice of α∗K, β∗K is given by (202). The maximum achievable
sum-rate for this case is then given by
C


(∑
k∈K
Pk
)
− (q∗)2 Pmax
Nr

 . (211)
Remark 12: The optimal q∗ in (210) is the same as the optimal x∗ in (190). Further, the
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maximum inner (DF) and outer bounds on the sum-rate are also the same for the equal-bounds
case in (211) and (191), respectively.
APPENDIX VII
SUM-CAPACITY PROOF FOR THE ACTIVE CLASS
In Theorem 12, we proved that DF achieves the sum-capacity for an active class of degraded
Gaussian MARCs. In the proof we argue that since the maximum DF sum-rate is the same as
the maximum outer bound sum-rate, every DF max-min rule (α∗K, β∗K) ∈ Pa that achieves this
maximum sum-rate, i.e., for which Rr(α∗K)∩Rd(α∗K, β∗K) belongs to the set of active cases, also
achieves the sum-capacity. We now present a more detailed proof of the argument.
We begin by comparing the inner and outer bounds. As in the symmetric case, without loss
of generality, we write
γk = (1− αk) βk for all k (212)
where (αK, βK) ∈ Γ. We then have,
Br,K(αK, βK) = C

∑k∈K
Pk
Nr
−
(∑
k∈K
√
(1− αk)βkPk
)2
Nr

 (213)
and
Bd,K(αK, βK) = C


∑
k∈K
Pk + Pr + 2
∑
k∈K
√
(1− αk) βkPkPr
Nd

 = Id,K(αK, βK). (214)
Choosing βK as the DF max-min rule β
∗
K in (71), simplifies (213) to
Br,K(αK, β
∗
K) = C
(∑
k∈K
αkPk
Nr
)
= Ir,K(αK). (215)
Using theorem 11, one can then verify that Br,K(α∗K, β∗K) = Bd,K(α
∗
K, β
∗
K) is achieved by all α
∗
K ∈
P . Consider a α∗K ∈ Pa and a corresponding β∗K such that the DF region Rr(α∗K)∩Rd(α∗K, β∗K)
belongs to the set of active cases. From Theorem 11, this implies that
Id,A(α∗K, β
∗
K) + Ir,Ac(α
∗
K) > I
∗ = B∗ for all A ⊂ K. (216)
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Using (212), we expand Bd,S in (11) as a function of (α∗K, β∗K) as
Bd,S(α
∗
K, β
∗
K) = C


∑
k∈K
Pk +
(
1−
( ∑
k∈Sc
(1− α∗k) β∗k
))
Pr + 2
∑
k∈S
√
(1− α∗k) β∗kPkPr
Nd


(217)
≥ Id,S(α∗K, β∗K) (218)
where (218) follows from the fact that (1− α∗k) β∗k ≤ β∗k , for all k and for all (α∗K, β∗K). It is,
however, not easy to compare Br,S(α∗K, β∗K) with Ir,S(α
∗
K). Note, however, that the choice of γk
in (212) requires the same source-relay correlation values for both the inner and outer bounds.
Furthermore, for every choice of Gaussian input distribution with the same K correlation values
for both bounds, comparing the degraded cutset and DF bounds in (9) and (51), respectively,
for a constant U , we have
I(XS ; Yr|XScXr) ≥ I(XS ; Yr|XScVKXr) for all S ⊆ K (219)
where in (219) we use the fact that conditioning does not increase entropy to show that the
cutset bounds at the relay are less restrictive than the corresponding DF bounds. From (215),
the inequality in (219) simplifies to an equality for S = K and for (α∗K, β∗K) ∈ Pa when γk is
given by (212). Combining these inequalities with (216), we then have
Bd,A(α∗K, β
∗
K) +Br,Ac(α
∗
K) > I
∗ = B∗ for all A ⊂ K. (220)
Thus, every DF max-min rule that results in an active case polymatroid intersection, i.e., every
(α∗K, β
∗
K) ∈ Pa, also results in an active case for the outer bounds when γk is given by (212).
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