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Abstract
This paper proposes a multiple kernel regression (MKr) to predict water demand in the presence of a continuous source of infor-
mation. MKr extends the simple support vector regression (SVR) to a combination of kernels from as many distinct types as kinds
of input data are available. In addition, two on-line learning methods to obtain real time predictions as new data arrives to the
system are tested by a real-world case study. The accuracy and computational eﬃciency of the results indicate that our proposal is
a suitable tool for making adequate management decisions in the smart cities environment.
c© 2013 The Authors. Published by Elsevier Ltd.
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1. Introduction
Nowadays, a city can be understood as a platform where people live, work, and consume resources; as well as being
a framework where companies and public administrations oﬀer services to the society. The use of information and
communication technology (ICT) techniques, thus, is a must to automatically and eﬃciently address the management
of infrastructures and services. This is the origin of the concept of smart city, a concept based on urban mobility,
energy eﬃciency, and sustainable management of resources. Thus, suitable management of its water supply system is
one of the main targets to be achieved by a city today. Among the management infrastructures and urban facilities in
a smart city, the work relating to water supply must be highlighted. Sensors, meters and GPS georeferenced devices
oﬀer data from water consumption, pressure levels and quality in real-time. Interpreting all this amount of information
is not trivial and requires tools capable of handling large and/or complex databases.
This paper focuses on water demand prediction in the presence of a continuous source of information. Thus,
water consumption data can be registered by ﬂowmeters, and sent by radio-frequency to a central database for storage
and posterior analysis. New paradigms introduced in data management within the smart city framework make that
the model can take into consideration all the available information, and can be eﬃciently updated in real time. Our
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proposal is to approach this concept, ﬁrstly by the use of multiple kernel regression (MKr), Qiu and Lane (2005),
that allows to manage heterogeneous data, extending the simple support vector regression (SVR), Scho¨lkopf and
Smola (2001), Smola and Scho¨lkopf (2004), to a combination of kernels from as many distinct types as kinds of input
data, Go¨nen and Alpaydin (2011). It represents an interesting additional expansion of the work by Herrera et al.
(2010), where several methods for predicting hourly water demand were compared. Other outstanding works have
used diﬀerent sources of information. An et al. (1995) that proposed an extension of the rough sets methodology
describing relationships between weather factors and water consumptions. Lertpalangsunti et al. (1999) developed
hybrid intelligent forecasting systems, based on the concept of communication between diﬀerent components, and
compared them with diﬀerent regression models. Jain and Ormsbee (2002) formulated demand levels as a function
of climate variables (such as air temperature, volume, and the occurrence of rainfall) and previous water demand.
Concerning the use of SVMs, Khan and Coulibaly (2006) conducted a comparative study between SVMs, neural
networks, and the traditional seasonal autoregressive model in the forecasting of the water level of a lake. Msiza et al.
(2007) described a similar study with the application to water demand of time series forecasting. Two other methods
were proposed by Chen, Chen and Zhang (2006a,b), whereby hourly water demand is predicted using Bayesian and
non-Bayesian least squares SVMs.
The majority of hydraulic modeling found in literature are done oﬀ-line, which do not represent well the current
state of the water supply system for operational purposes, especially in emergency events, Machell et al. (2009).
The other disadvantage of oﬀ-line modeling is that unknown parameters are updated by using short term sample of
hydraulic data, Preis et al. (2009). In addition, we should be able to exploit the high amount of data generation in
real-time within a smart city framework. Thus, two on-line learning MKr versions are proposed to update the current
model to a more accurate one, Hoi et al. (2013), avoiding the computational eﬀorts associated with re-calculating the
whole process each time that new data are available, Herrera and Filomeno Coelho (2013). These approaches are
by sliding (technique introduced by van Vaerenbergh et al. (2006)) and a modiﬁcation of growing windows of data,
updating the model just in the MKr kernel matrix and in their possible combination of single kernels. The aim of these
on-line methods is to achieve an increase in the performance of the process proposed without increasing the original
algorithm’s computational time.
The road-map of the paper is as follows. Section 2 introduces the MKr methodology for heterogeneous data types.
The theoretical proposal of this work is completed by suggesting two on-line MKr methodologies to update MKr in
real time in Section 3. Section 4 shows a number of results of these methodologies when tested in a real-world case
study based on hourly water demand data. A conclusions section closes the paper.
2. Multiple kernel regression
Common kernel-based learning methods (Scho¨lkopf and Smola (2001), Shawe-Taylor and Cristianini (2006)) use
an implicit mapping of the input data into a high dimensional feature space deﬁned by a kernel function, i.e. a function,
K, returning the inner product 〈φ(x), φ(x′)〉 between the images of two data points x, x′ in the feature space (see Table
1). The choice of the map, φ, aims to convert the nonlinear relations into linear ones. The learning then takes place in
the feature space and the learning algorithm can be expressed so that the data points only appear inside dot products
with other points. This is often referred to as the “kernel trick”, Scho¨lkopf and Smola (2001), Scho¨lkopf (2000).
Table 1. Short list of some common kernel functions.
Name Expression
Gaussian K(x, x′) = exp
(
− ||x−x′ ||2
2σ2
)
ANOVA K(x, x′) =
∑
exp
(
−σ(xk − x′k)2
)d
Linear K(x, x′) = xT x′ + c
Polynomial K(x, x′) = (αxT x′ + c)d
Rational Quadratic K(x, x′) = 1 − ||x−x′ ||2||x−x′ ||2+c
The use of kernel methods lends itself well to the problem of data integration as it enables multiple types of data to
be converted into a common usable format. These can be combined eventually with a weighted summation and used
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as training data for a classical support vector regression (SVR) scheme, Sonnenburg et al. (2006). The principles of
SVR are summarized below.
2.1. Introduction to support vector regression
The key characteristic of SVR is that it allows to specify a margin, ε, within which we are willing to accept errors
in the sample data without they aﬀecting the predictions quality. The SVR predictor is deﬁned by those points which
lie outside the region formed by the band of size ±ε around the regression (see Eq.(1)). Those vectors are the so-called
support vectors.
fˆ (x) = 〈w, φ(x)〉 + b (1)
The goal is to ﬁnd a function fˆ (x) that at most deviates ε from the observed output, yi, for the regression with the
training data and at the same time minimizes the model complexity (see Eq.(2)).
min
w,b
1
2
||w||2
s. to yi − 〈w, φ(xi)〉 − b ≤ ε
〈w, φ(xi)〉 + b − yi ≤ ε
(2)
The constraints of Eq.(2) assume that fˆ (x) exists for all yi with precision ±ε. Nevertheless, the solution may
actually not exist or it would be possible to achieve better predictions if outliers were allowed. Those are the reasons
to include slack variables on the regression. Thus we have ξ+ and ξ− such that:
ξ+ = fˆ (xi) − y(xi) > ε (3)
ξ− = y(xi) − fˆ (xi) > ε (4)
and the objective function and constraints for SVR are
min
w,b
1
2
||w||2 +C 1
n
n∑
i=1
(ξ+i + ξ
−
i )
s. to yi − 〈w, φ(xi)〉 − b ≤ ε + ξ+i ,
〈w, φ(xi)〉 + b − yi ≤ ε + ξ−i ,
ξ+i , ξ
−
i ≥ 0 i = 1, . . . , n
(5)
where n is the number of training patterns and C is a trade-oﬀ parameter between model complexity and training
error. Additionally, ξ+ and ξ− are slack variables for exceeding the target value by more than ε and for being below
the target value by more than ε, respectively. This method of tolerating errors is known as ε-insensitive, Scho¨lkopf
and Smola (2002), and its ﬁnal expression, after solving the dual problem of Eq.(5), is done by Eq.(6).
fˆ (x) = b +
n∑
i=1
ωiK(xi, x) (6)
2.2. Multiple kernel regression
The SVR method uses a single mapping function φ, and hence a single kernel function K. If a data set has a locally
varying distribution, using a single kernel may not catch up correctly the varying distribution. Kernel fusion can help
to deal with this problem, Christmann and Hable (2012). Recent applications, such as we can found in Lanckriet
et al. (2004), and developments based on support vector machines have shown that using multiple kernels instead of a
single one can enhance interpretation of the decision function and improve classiﬁer performance, Sonnenburg et al.
(2006). By the use of diﬀerent kernels we can approach problems from diﬀerent data nature too. It also represents
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an advantage in the perspective of mixed variable programming, such is indicated in Hemker (2008), Abramson et al.
(2004). The kernel fusion is straightforward using several mapping functions combined, instead of one single mapping
function.
Φ(x) = [φ1(x), φ2(x), . . . , φM(x)] (7)
We adopt the weighted sum fusion with the following mapping functions:
Φ(x) = [
√
μ1φ1(x),
√
μ2φ2(x), . . . ,
√
μMφM(x)] (8)
where μ1, μ2, . . . , μM are weights of component functions. Now, the regression problem includes the optimization of
two parts. One part is the regression hyperplane f (x) and the other part is the weight vector μ = [μ1, μ2, . . . , μM]. The
idea is to approach this two parts of the optimization process in just one step, based on the parametric dependence
idea.
The resulting multi-kernel, expressed by Eq.(9),
K˜(xi, x j) = < Φ(xi), Φ(x j) >
= μ1 < φ1(xi), φ1(x j) > +μ2 < φ2(xi), φ2(x j) > + . . .
+ μM < φM(xi), φM(x j) >
= μ1K1(xi, x j) + μ2K2(xi, x j) + . . . + μMKM(xi, x j)
=
M∑
s=1
μsKs(xi, x j)
(9)
is the weighted sum of M kernel functions which will be another kernel function, Shawe-Taylor and Cristianini (2006).
We can solve the regression hyperplane by plugging this multi-kernel on equation concerning the SVR regression
surface, Smola and Scho¨lkopf (2004), as Eq.(10) shows.
fˆ (x) = b +
n∑
i=1
(α+i − α−i )K˜(xi, x) (10)
3. Windowing for on-line MKr
The aim of the windowing strategies for on-line MKr (see Fig.1) is to improve the performance of the process
without increasing the original algorithm’s computation time. The new windowing strategy of “worm-windows” is
proposed in this work. This method has two “expand-shrink” phases: ﬁrstly, it allows increasing the kernel matrix as
its size remains adequate to work and there is not any over-ﬁtting issue. Shrinking the kernel matrix to the original
size is proposed when its size tends to be not computationally eﬃcient.
3.1. On-line MKr by sliding windows
The sliding window approach consists in only taking the last N pairs of the stream to perform the multi-kernel
regression. When we obtain a new observed pair {xn+1, yn+1}, we ﬁrst down-size the kernel matrix, K(n)j , by extracting
the contribution from xn−N (see Eq.(11))
Kˇ(n)j =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(n)j (2, 2) · · · K(n)j (2,N)
...
. . .
...
K(n)j (N, 2) · · · K(n)j (N,N)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (11)
and then we augment again the K(n)j dimension by importing the data input xn+1 to obtain the kernel expressed in
Eq.(12).
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Fig. 1. Online multiple kernel regression.
K(n+1)j =
(
Kˇ(n)j K j(Xn, xn+1)
Kj(xn+1, Xn) Kj(xn+1, xn+1) + λ
)
(12)
where Xn = (xn−N+1, . . . , xn)T and λ is a correction factor.
Next, the kernel matrices are summed again (see Fig.1) and their weights, μ, should be updated too. As it is a
particular case of the calculation of weights corresponding to the batch phase of the overall process, the proposal is to
follow a Stochastic Gradient Descent (SGD) algorithm, Kivinen et al. (2004), Karatzoglou (2006).
3.2. On-line MKr by “worm” windows
The so-called worm window approach consists in augmenting the kernel matrix size when new data become avail-
able. A shrink to the original size is proposed when its performance falls below a certain tolerance limit. Then, the
last n data are taken into account. The performance of the ﬁrst growing phase of the algorithm should be checked
after the ﬁrst iteration; simulating its computational eﬃciency with random data and establishing a maximum size.
Besides, over-ﬁtting issues should be considered in order to shrink the kernel matrix.
The worm windows alternative should oﬀer a major stability in their predictions as consequence of always con-
sidering a number of data equal or greater than sliding windows. On the other hand, the sliding alternative requires
a lower computational eﬀorts and will take a major proportion of new data. Thus, depending on the nature of the
database, its variability and the targets of the analysis, we could choose one of these two options for the on-line
learning.
4. Case study
The complete water supply network under study has been divided into hydraulic zones. Starting at a treatment
plant, a water main distributes water to the sectors. Each sector has one or two sources and may have or not an
output. A number of control valves isolating or communicating each zone with the whole network are essential.
Water consumption in each sector is registered by ﬂowmeters, and registered data are sent by radio-frequency to a
central database for storage and posterior analysis. For this work, ﬁeld measurements were collected from January
2005 through April 2005 on a hourly basis. The data is divided as follows: the 1000 ﬁrst data are used for training and
validation and the next 300 data are used for testing the predictive models (the on-line case will be explained later).
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In addition to water consumption values, we also have information concerning daily values of climate variables:
temperature in Celsius, wind velocity in km/h, millimeters of rain, and atmospheric pressure (mean sea level pressure,
measured in millibars). The box plots in Fig.2 show a very limited variability of the rain values, as well as the
asymmetry in the distribution of the wind velocity values. The time plots of the various variables reveal diﬀerent trends
and enable us to observe, for example, the inverse association between the atmospheric pressure and the temperature
for these months. We also observe that there is little water demand in the beginning of this period, coinciding with
low temperatures. There is then a growth in the consumption followed by a growing variability period (coinciding
with the irregular weather of the ﬁrst days of spring). From these graphs it seems obvious that there is some inﬂuence
of the temperature on water demand, as well as of the wind velocity and the volume of rain (these inﬂuences are
shown signiﬁcant after applying a Spearman rank correlation test). The inﬂuence of a rainy day in water demand is
of especial interest: just the day that it rains this demand increases on average and goes down this level the next day.
This may be attributed to the fact that people tend to stay longer at home during rainy days.
Fig. 2. Visualization of the impact of weather variables in water demand
Given the multivariate time series database described previously, our target is to predict the hourly water demand
by MKr method (using Gaussian kernel for the continuous data and the Linear one for the categorical part - day of
week and hour of day -). A comparison, in terms of root mean squared error (RMSE), between MKr and SVR with a
single (Gaussian) kernel, is shown in Table 2. The parameters were tuned by a Grid Search algorithm in both cases.
The MKr’s predicted values vs. (new) observed data is represented in Fig.3.
Despite these good results obtained by MKr and SVR, by new data arrival the models tend to be slightly obsolete
until reaching a number of new data from which is necessary recalculate those models. The windowing techniques
introduced in Section 3 attempt to achieve an on-line updating of the model without major computational eﬀorts. This
allows to control the augmenting error of the process in real-time. Fig.4 shows a comparison of the error behavior by
each diﬀerent on-line method: ’worm’ windows (starting with the last 1000 data and shrinking the growing every 150
new data to the last 1000 again), sliding windows (of 1000 ﬁxed last data), and the model without any updates.
In Fig.4 we can observe how the error grows with the 1000 new data available in both model without updates and in
the on-line sliding windows. Nevertheless, the ’worm’ on-line MKr can control this error proposing a stable approach.
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Table 2. MKr vs. SVR comparison via RMSE.
RMSE (test phase) Model Model Parameters
0.10 MKr - general parameters C = 638; ε = 0.12
- combining kernels: μ1 = 1.58 ; μ2 = 1.17
- for Gaussian and linear kernels: σ = 1.37; d = 3.55
0.13 SVR C = 800; ε = 0.01
σ = 0.95
Fig. 3. Observed vs. (MKr) predicted water demand
Fig. 4. On-line techniques comparison
5. Conclusions
A smart city is a concept in a continuously expansion. New perspectives in the management of cities resources are
necessary as well as real time response to operational scenarios should use a maximum of the high amount of available
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information. Knowledge of water demand behavior is a plus in supply management and decision making of a water
distribution system. Methods based on Machine Learning, such as MKr and SVR introduced here, have emerged as
an attractive option for prediction and classiﬁcation in water systems due to their fast execution time and their easy
adaptation to any novelty in the working scenario. An on-line tool such the presented on-line windowing MKr takes
into account all the information that can generate a city nowadays. The response is immediate because it does not
need to replicate the model each time that we use new information and it looses a lower quantity of information than
the no-updated model. Tuning the windowing parameters (the optimum size of the window or the best time to shrink
in the case of the ’worm’ alternative) and combining the use of these on-line tools with methods to simplify the input
are new challenges to approach in further works.
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