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Abstract
Charm and beauty quarks serve as a probe to study the deconfined medium of a quark-gluon
plasma observed in A-A collisions. Due to their large mass they are produced in the first mo-
ments of the collision and interact with the expanding medium. Cold nuclear matter effects such
as the modification of the nuclear Parton Distribution Functions in the Pb nuclei, parton momen-
tum (kT) broadening from soft scattering processes and initial- and final-state parton energy loss
play a role in nuclear collisions. These effects can be studied by a reference measurement in p-A
collisions, where an extended medium is not believed to be formed.
In this work the measurement of the production of electrons from semi-leptonic decays of
heavy-flavor hadrons as function of the transverse momentum in p-Pb collisions at
p
sNN =
5.02TeV with ALICE at the LHC is presented. The measurement of electrons from heavy-flavor
hadron decays requires a precise determination of the electron background. For the first time
in this kind of measurement with ALICE the main contribution to the electron background is
estimated by tagging electrons from e+e−γ Dalitz decays and γ-conversions, leading to a sub-
stantial reduction of the relative systematic uncertainties compared to previous measurements
in pp collisions. A reference measurement for pp collisions at
p
s = 5.02TeV was interpolated
from measurements in pp collisions at
p
s = 2.76TeV and
p
s = 7TeV. The determined nuclear
modification factor of electrons measured in the pT-range 0.5< pT < 8GeV/c and rapidity range−1.065< ycms < 0.135 suggests binary-scaling of the production cross-section measured in p-Pb
collisions. The result for the RpPb suggests small cold nuclear matter effects for electrons from
heavy-flavor hadron decays in agreement with predictions from different model calculations.
An investigation of the multiplicity dependence of heavy-flavor production leads to linear in-
crease of the self-normalized yields of electrons from heavy-flavor hadron decays as function of
the charged-particle multiplicity estimated at mid-rapidity and backward rapidity in p-Pb colli-
sions at
p
sNN = 5.02TeV. The self-normalized yields show no pT-dependence as function of the
multiplicity, which indicates small or no differences between the charm and beauty production
as function of multiplicity.
Zusammenfassung
Charm- und Beautyquarks können benutzt werden um das Quark-Gluon Plasma, das in A-A Kol-
lisionen beobachtet wird, zu untersuchen. Wegen ihrer großen Masse enstehen sie in den ersten
Momenten einer Kollision und interagieren mit dem sich ausdehnenden Medium. “Kalte-Materie
Effekte”, wie zum Beispiel eine Modifizierung der Kern-Partonenverteilungsfunktionen, eine Ver-
größerung der relativen Breite des Parton-Transversalimpulses (kT) durch weiche Stoßprozesse
sowie Energieverlust des Partons im Eingangs- und Ausgangszustand spielen in Kollisionen von
Kernen eine Rolle. Diese Effekte können durch eine Referenzmessung in p-A Kollisionen unter-
sucht werden, für die angenommen wird, dass in diesen kein ausgedehntes Medium entsteht.
Diese Arbeit beschäftigt sich mit der Produktion von Elektronen aus semileptonischen Zer-
fällen von Charm- und Beautyhadronen als Funktion des Tansversalimpulses in p-Pb Kollisionen
bei einer Schwerpunktsenergie von
p
sNN = 5.02TeV, gemessen mit dem ALICE Detektor am
LHC. Die Messung von Elektronen aus semileptonischen Zerfällen von Charm- und Beautyhadro-
nen erfordert eine genaue Bestimmung des Elektronenuntergrundes. Zum ersten Mal wurde
I
für diese Art von Messung in ALICE der Hauptanteil des Elektronenuntergrundes durch Iden-
tifizierung von Elektronen aus e+e−γ Dalitz-Zerfällen und γ-Konversionen bestimmt, was, im
Vergleich zu vorhergehenden Messungen in pp Kollisionen, zu einer deutlichen Verminderung
der relativen systematischen Unsicherheiten führt. Eine Referenzmessung für pp Kollisionen
bei einer Schwerpunktsenergie von
p
s = 5.02TeV wurde aus Messungen in pp Kollisionen beip
s = 2.76TeV und
p
s = 7TeV interpoliert. Der nukleare Modifizierungsfaktor RpPb von Elektro-
nen wurde im pT Bereich 0.5 < pT < 8GeV/c und im Rapiditätsbereich −1.065 < ycms < 0.135
bestimmt. Das Ergebnis lässt auf eine Skalierung des Produktions-Wirkungsquerschnittes mit
der Anzahl der Nukleon-Nukleon Kollisionen schließen. Dies deutet darauf hin, dass Kalte-
Materie Effekte für Elektronen aus Charm- und Beautyhadronenzerfällen klein sind, was mit
Vorhersagen von verschiedenen theoretischen Modellrechnungen übereinstimmt
Weiterhin wurde die Multiplizitätsabhängigkeit der Produktion von Charm- und Beautyhadro-
nen untersucht. Eine linearen Vergrößerung der normierten Ausbeute von Elektronen aus
Charm- und Beautyhadronenzerfällen in p-Pb Kollisionen bei
p
sNN = 5.02TeV als Funktion
der relative Multiplizität von geladenen Teilchen wurde festgestellt. Die normierten Ausbeute
als Funktion der Multiplizität zeigen keine Abhängigkeit vom Transversalimpuls, woraus man
schließen kann, dass sich der Produktionsmechanismus von Charm- und Beautyteilchen als
Funktion der Multiplizität nicht oder nur sehr gering unterscheidet.
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1 Introduction
Particle physics is trying to grasp nature by formulating fundamental laws describing the ele-
mentary building blocks of the universe and their interaction. Up to now four different types
of interaction have been discovered (in order of their relative strength): Gravitation (10−38),
the weak interaction (10−13), the electromagnetic interaction (10−2) and the strong interaction
(100). The standard model of particle physics (SM) is a theory incorporating the weak, elec-
tromagnetic and strong force and has proven successful in describing particle bound states and
their interactions. Part of the theory are the gauge bosons mediating the forces. The electro-
magnetic force acts through photon exchange, the weak force through the W± and Z0 bosons
and the strong force through eight different gluons. As part of the standard model a boson was
predicted which give the quarks and charged leptons their mass [1, 2]. The boson was named
“Higgs boson” and was discovered only recently by the ATLAS and CMS Collaborations at the
LHC [3, 4].
1.1 Quantum Chromo Dynamics
Quantum Chromo Dynamics (QCD) is a non-abelian gauge theory in the SU(3) group describ-
ing the strong interaction between particles with 3 charges and 3 anti-charges, called color. It
includes six different types or flavors of quarks (up, down, strange, charm, beauty, top) each
carrying the color charge. Also it includes eight different gluons with linearly independent com-
binations of color-anticolor charges as result of the SU(3) gauge group. The QCD Lagrangian
density is used to describe the quark and gluon interaction:
LQCD = −12G
a
µνG
µν
a +
∑
q
q¯
 
iγµDµ −mq

q (1.1)
where Dµ = ∂µ − i gSAµ (1.2)
and Gaµν = ∂µA
a
ν − ∂νAaµ − gS f abcAbµAcν (1.3)
The first part of LQCD represents the gluon self-interaction with the gluon field strength
tensor Gaµν, the structure constants f
abc of SU(3) and the dimensionless coupling constant
gS =
p
αS4pi. The second part describes the field interaction of a quark spinor q (of mass
mq) with itself and with the gluon field Aµ.
The coupling constant α is a fundamental property of each interaction theory. For the elec-
tromagnetic interaction, the coupling is nearly constant for small momentum transfers Q2 and
approximated by α(Q2=0) = e
2
4piε0
≈ 1/137. Due to vacuum polarization it is only nearly con-
stant up to very small distances or very large momentum transfers Q2. Since α 1, perturbative
theories can be used to calculate states and interaction rates for electromagnetic processes to
very good precision. In QCD the strong coupling constant αS is about 100 times larger than α.
The first order for the expansion of αS on the energy scale is given by:
αS
 
Q2

=
12pi
(33− 2N f ) ln(Q2/ΛQCD) , (1.4)
1
Figure 1.1: Scale dependence of the strong coupling constant αS as function of the energy trans-
fers Q. Figure taken from [7].
where Q is the momentum transfer in the interaction, N f is the number of active quark flavors
and ΛQCD ≈ 200MeV is the QCD scale parameter. This scaling behavior of αS results in the
so called asymptotic freedom for large momentum transfers Q2, meaning that at large enough
energy quarks behave as quasi free particles. The asymptotic freedom was shown by Gross,
Wilczek and Politzer [5, 6] in the vanishing of αS for Q
2→∞. The scaling dependence is veri-
fied by various measurements [7] as shown in Figure 1.1. The quasi free behavior of quarks and
gluons can be resolved in the nucleon parton distribution function f (x ,Q2) by Deep-Inelastic
Scattering (DIS) of high energetic electrons. It was found that the evolution of the nucleon
structure functions F2(x) with Q2 can be well described by perturbative QCD calculations using
the so called Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [8–10]. Perturbative
QCD calculations use the small value of αS to expand the equations in orders of αS at high Q
2.
On the other side αS becomes large for small momentum transfers or large distances. Hence
the perturbative approach to QCD calculations cannot be used. Another feature of the QCD,
the confinement of quarks and gluons into color-neutral objects, is yet to be proven by theory.
Experimentally, only color neutral objects consisting of quarks and gluons (“hadrons”) have
been observed. In addition currently only quark-antiquark pairs and (anti)quark triplets are
found, although QCD does not necessarily forbid other structures. Recent measurements for
charmonium-like states (containing a cc¯ pair) indicate the formation of more exotic multi-quark
states [11, 12].
The potential of a qq pair can be described in a phenomenological model with Cornell poten-
tial V as function of the distance r [13]:
V (r) = σ r − 4αS(r)
3r
(1.5)
with asymptotic freedom for r → 0 as αS(r) → 0 and a linear rise for r →∞ with the string
tension σ ≈ 1GeV/fm resulting from the gluon self-interaction and inhibiting free color charges.
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1.2 Quark Gluon Plasma
A prediction from QCD [14] is the existence of another state of matter consisting of deconfined
quarks and gluons at very high temperatures or baryo-chemical potential. This state of matter is
called the Quark-Gluon Plasma (QGP) [15]. The QGP existed in an early phase of the universe
until about 10−5 s after the big bang.
The phase diagram of QCD can be divided into a hadron gas region, a QGP region and exotic
phases at large µB. Phase transitions between the regions are predicted to be of cross-over type
for zero baryo-chemical potential [16] and of first order for finite baryo-chemical potential [17].
Thus a critical point with a second-order phase transition may exist. A schematic QCD phase
diagram is shown in Figure 1.2. Since perturbative QCD calculations are not applicable for the
Figure 1.2: Phase diagram as function of temperature T and baryo-chemical potential µB. Figure
taken from [18].
temperatures of the QGP, a successful way of solving the QCD equations numerically is called
“Lattice QCD” and uses euclidean space-time on a discrete space-time lattice [19]. However, the
current calculations only work for vanishing baryo-chemical potential µB. With lattice QCD the
critical temperature TC marking the cross over between the QGP phase and the hadron gas phase
was calculated as TC = 154± 9MeV at an energy density of εC ≈ 0.34± 0.16GeV/fm3 [20]. In
Figure 1.3 the normalized energy density ε/T 4, the pressure 3p/T 4 and entropy density 3s/4T 4
is shown as functions of the temperature T in a 2+1 quark model assuming two equal-mass
light quarks and one heavier quark. The model calculations feature a rapid increase at TC which
indicates a change in the state of matter by a change in the degrees of freedom. It is followed
by a flattening marking the region of the QGP. The dotted line shows the Stefan-Boltzmann limit
for a non-interacting gas of quarks and gluons, the deviations of the model calculations indicate
that the quarks and gluons in the QGP are still interacting. The Lattice QCD calculations below
TC are in good agreement with results from Hadron Resonance Gas (HRG) model calculations,
which are expected to describe the thermodynamic quantities at low temperatures [21].
3
Figure 1.3: Lattice QCD calculation of the energy density (blue), the pressure (red) and entropy
density (green) dependence on temperature for 2+1 quark flavors. Results from the
Hadron Resonance Gas (HRG) are also shown. Figure taken from [20].
1.3 Heavy-ion collisions
Various experiments have tried to find proof for the existance of the QGP by measuring collisions
of accelerated heavy ions. Experiments at the Super Proton Synchrotron (SPS) [22], the Rela-
tivistic Heavy Ion Collider (RHIC) [23] and the Large Hadron Collider (LHC) [24] have found
evidence supporting the creation of a QGP in the collision of heavy ions at relativistic energies.
Collision geometry
The evolution of the system in heavy-ion collisions is dependent on the collision geometry. Dif-
ferent geometrical variables are defined which can be calculated by various theoretical models
and related to experimental observables.
The impact parameter b is defined as the distance between the centers of two colliding nu-
clei as shown in Figure 1.4. Central collisions are head on with an impact parameter of b ≈ 0
between the centers of both ions in the plane perpendicular to the beam axis. The interaction
region in non-central collisions with 0 < b < 2R, with R being the radius of each colliding nu-
cleus, is of lenticular shape (indicated in Figure 1.4). The collision geometry can be described
using the reaction plane ΦRP which is spanned by the beam axis and the impact parameter axis.
The number of nucleons participating in interactions Npart (Figure 1.4 red circles) in a collisions
and the number of binary nucleon-nucleon interactions Ncoll is dependent on the impact pa-
rameter b which can be translated to a nuclear overlap function TAB(b). Different models are
available to calculate the geometrical variables as function of b (an overview is given in [25]).
Two prominent models are the optical Glauber model and the Monte Carlo Glauber model [26].
The optical Glauber model uses area density profiles for each nucleus TA(s) =
∫
ρA(s, z)dz in
the xy plane perpendicular to the beam axis. The nuclear overlap function is calculated by inte-
4
Figure 1.4: Collision of nuclei with reaction plane ΦRP spanned by the impact parameter b and
the beam axis (perpendicular to the xy plane).
grating over the density profiles of the nuclei A and B: TAB(b) =
∫
TA(s)TB(b−s)d2s. The nuclear
overlap function is related to Ncoll using the nucleon-nucleon cross section σNNTAB(b) = Ncoll(b).
In the Monte Carlo Glauber approach nucleons are randomly distributed in each nuclei accord-
ing to a nuclear density profile (e.g. a Woods-Saxon distribution [27]). An impact parameter is
chosen randomly and a collision is simulated by moving the virtual nuclei through each other.
Collisions within a distance determined by the square-root of the nucleon-nucleon cross section
(d <
p
σNNpi) are counted as interactions. All permutations of nucleons pairs are tested for
the interaction criterion in order to count Ncoll and Npart. The procedure is repeated to obtain a
statistical distribution of Ncoll and Npart as function of b.
The geometrical observables can be averaged over the total range of b or being subdivided
in centrality classes defined as percentages of the the impact parameter density distribution.
Experimentally, it is not possible to determine the impact parameter directly. Therefore, the
collision geometry variables are calculated indirectly via observables which are monotonically
increasing as function of the centrality. The detectors to determine the event centrality used by
ALICE are described in Chapter 2.2.
1.3.1 Signatures of a quark-gluon plasma
The life time of a QGP is of a few fm/c before harmonization [28]. The time evolution of a QGP
produced in heavy-ion collision can be divided into several stages. The Lorentz-contracted nuclei
5
pass each other and produce strong color fields leading to an interacting medium. The strongly
interacting medium thermalizes rapidly (τ ≈ 0.1− 1 fm/c [28]) and expands collectively. The
expansion leads to a decrease of the medium temperature. At the critical temperature TC the
partons in the QGP transforms into a hadron gas. The process begins with the chemical freeze-
out, which marks the point where inelastic scattering stops and hadron abundances are fixed.
The process ends after the kinetic freeze-out, where elastic collisions between hadrons stop and
the momenta are fixed.
Due to the short time scales, specific indicators have to be used to probe different steps of the
medium evolution.
Flow
The radial flow can be measured through the fixed transverse-momentum spectra of hadrons
after the kinetic freeze-out. Experimentally, ALICE has observed a collective transverse expan-
sion velocity 〈βT〉= 0.65± 0.02, which is obtained by fitting thermal models to different hadron
spectra (pi±, K±, p/p¯) [29].
The spatial asymmetry of interacting constituents in non-central collisions leads to asymmetric
pressure gradients in the reaction plane and perpendicular to it, respectively. As a consequence,
an azimuthal anisotropy develops in momentum space, called anisotropic flow. The momentum
distribution of emitted particles are modulated as function of the azimuthal angle ϕ with respect
to ΦRP as can be expressed via a Fourier expansion. The anisotropic energy density profile of the
elliptic interaction region translates into an asymmetric pressure gradient between the major
and minor axis. This asymmetric collective behavior is called flow and the Fourier coefficients
vn can be obtained from a Fourier expansion of the azimuthally-dependent particle yield:
E
d3N
d3p
=
1
2pi
d2N
pTdpTdy

1+
∑
n=1
2vn cos (n(ϕ −ΦRP))

, (1.6)
with vn = 〈cos [n (ϕ −ΦRP)]〉. These flow coefficients vn are measured as function of pT and
y via the distribution of the azimuthal angles of particles with respect to the reaction plane
ΦRP. The direct flow v1 is a measure for an asymmetry between the particle yields in the
direction parallel to the reaction plane and anti-parallel to it. The elliptic flow v2 measures
the anisotropy between the yields in the reaction plane and perpendicular to it and depends
on the collision centrality. Viscous hydrodynamic calculations for an expanding QGP agree
with elliptic flow measurements in Au-Au collisions at
p
sNN = 200GeV and Pb-Pb collisions atp
sNN = 2.76TeV [22]. Hydrodynamic models describe the matter created in Au-Au collisions
with a strongly interacting fluid with shear viscosity to entropy density ratio η/s close to the
quantum limit 1/4pi indicating that the QGP behaves nearly like a “perfect liquid” [23, 30].
Jet quenching
In heavy-ion collisions and proton-proton collisions the invariant yield for particle production
in hard scattering processes can be written according to the factorization theorem [31]. It con-
sists of non-perturbative parton distribution functions (nPDFs) for each of the colliding partons,
an interaction term describing the parton-parton scattering process and a Fragmentation Func-
tion (FF) representing the non-perturbative fragmentation process of the partons into hadrons.
The scattering process can be calculated with perturbative QCD if the momentum transfer is
large (Q2 ΛQCD). The parton itself can radiate gluons before the fragmentation process, lead-
ing to a “shower” of secondary partons in a confined cone around the leading parton. The sum
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of the shower is called jet and the leading parton specifies the jet-type. Historically, gluon jets
were first observed in three-jet-events [32].
In heavy-ion collisions high energetic partons are created early in hard scattering processes
(τ∝Q−1) and interact with the evolving QGP through collisional and radiative energy-loss pro-
cesses. More details concerning the energy-loss mechanisms are discussed in Section 1.5. The
energy loss results in a softening of the pT-differential yield and can be measured experimentally
as a pT-dependent suppression through the nuclear modification factor RAA which is calculated
from the pT-dependent particle yields normalized to a reference measurement in proton-proton
collisions where no medium effects are present:
RAA =
dNAA/dpT
〈Ncoll〉 dNpp

dpT
=
dNAA/dpT
〈TAA〉 dσpp

dpT
, (1.7)
using the pT-differential particle yields in nucleus-nucleus (AA) collisions and pp collisions and
scaled by the average number of binary collisions 〈Ncoll〉. In Figure 1.5 RAA is shown as function
of pT for charged particles and direct photons and as function of the mass for W
± and Z0 bosons.
Since the bosons do not interact strongly and are only produced in initial hard parton-parton
scattering processes (for pT or mass  ΛQCD), their yields scale with 〈Ncoll〉 (so-called “binary-
scaling”) which results in RAA = 1 within the uncertainties of the measurements. Measurements
by ALICE and CMS show a strong suppression of charged-particle yields in Pb-Pb collisions
consistent with energy loss of partons in the strongly interacting QGP. However, the particle
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Figure 1.5: The nuclear modification factor for charged particles measured with ALICE and CMS
in Pb-Pb and p-Pb collisions at the LHC. Also shown is the RAA of direct photons, W±
and Z0 bosons. Figure taken from [33]
yields can also be modified by effects related to the nucleus, independent of the produced
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medium. These Cold Nuclear Matter (CNM) effects are investigated in proton-nucleus collision
which is also shown in Figure 1.5 and is described in the next section.
1.4 Cold nuclear matter effects
In the discussion of the nuclear modification of particle yields due to interaction of partons
with the medium an important point has to be considered: that is the presence of a nucleus
in the collision system. Initial state effects such as the modification of the nuclear PDFs or
scattering processes before and after the hard interaction need to be studied in systems where
no creation of an extended QGP is expected. In proton-nucleus collisions the energy densities
necessary to form a QGP in an extended volume is not expected to be reached and CNM effects
can be studied. Deep inelastic scattering of leptons on nuclei provide insight about the parton
distribution via structure functions. The ratio RAF2(x ,Q
2) is defined as the nuclear structure
function FA2 (x ,Q
2) divided by the proton structure function F p2 (x ,Q
2) as function of the parton
momentum x for a given momentum transfer Q2. In Figure 1.6 different regions for deviations
of RAF2(x ,Q
2) from unity are shown [34]. The Fermi motion of nucleons in the nuclei enhances
the nuclear PDF in the limit x → 1. The depletion in the region 0.4< x < 1 is called EMC-effect.
After being measured first by the European-Muon-Collaboration (EMC) the origin of this effect
is still not well understood [35]. A so-called anti-shadowing region is located at intermediate
x (0.04–0.4) resulting in an enhancement of the parton density in nuclei. The shadowing
regime of x < 0.04 results in a depletion of the parton density. Heavy-flavor production at
LHC energies measured at mid-rapidity is in this regime (x ∼ mQQ(GeV)/ps(TeV) ≈ 10−3)
and might be affected by shadowing of the nuclear PDF resulting in a reduced heavy-flavor
production cross section. However, other effects such as gluon saturation at very small x might
also lead to a depletion of the gluon density in nuclei with respect to protons due to the Lorentz
contraction of ultra-relativistic heavy ions [36]. However, shadowing of the nuclear PDF is not
the only effect which needs to be considered. Multiple soft scattering of the parton in the nucleus
prior to the hard scattering (kT-broadening) is an interpretation for an observed enhancement
of the hadron cross section called the Cronin effect [37]. Energy loss through multiple soft
scattering of the scattered parton also plays a role [38, 39].
1.5 Heavy quark production and energy loss
Heavy quarks, i.e. charm and beauty quarks are a unique probe for the QGP. Due to their large
mass (mc ≈ 1.3 GeV/c2,mb ≈ 4.2 GeV/c2 [7]) charm and beauty quarks are almost exclusively
produced in hard scattering processes. Leading order processes for the production of charm
and beauty quarks are gluon-gluon fusion processes (gg→ QQ) or quark-antiquark-annihilation
processes (qq → QQ) on timescales much shorter than the formation time of the QGP (τ ∝ 
2mQ
−1
< 0.1 fm/c) [28]. This means that heavy quarks experience the full evolution of the
medium while traversing and interacting with it.
In pp collisions the measurement of heavy-flavor production provides a crucial test for pQCD
calculations. Due to the large initial masses of charm and beauty quarks, perturbative cal-
culations of production cross sections are feasible down to zero pT. However, the total cross
sections of charm and beauty hadrons still depend on the Parton Distribution Functions (PDFs)
and Fragmentation Functions (FF) which cannot be treated perturbatively. In the case of heavy
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Figure 1.6: Schematic view of the nuclear parton distribution function normalized to a nucleon
parton distribution function. Figure taken from [34].
quarks, the partons can fragment separately into hadrons with open heavy flavor or form a
quark-antiquark bound state (quarkonia, QQ).
In 1986 Matsui and Satz proposed the idea of a screening of the quarkonium color charge in
a deconfined QGP medium [40], similar to Debye screening in an electromagnetic plasma. Due
to different binding strengths, “sequential melting” was proposed to occur for the quarkonium
bound states depending on the medium temperature. Thus the measurement of the suppression
of quarkonium yields in A-A collisions was proposed as a “thermometer” to measure the QGP
temperature. However, it turned out that other effects also modify the quarkonium yields.
While J/ψ suppression was observed at SPS [41], the results were also compatible with other
effects [42] and thus inconclusive. At RHIC and LHC energies, the charm cross sections in A-A
collisions is large enough to regenerate charmonium states in the medium [43] or at the phase
boundary [44].
However, quarkonium production in hadron collisions is only a 1-2% fraction of the total
heavy-flavor cross section essentially independent of
p
s [45]. The largest part of the pro-
duced heavy-flavor quarks hadronize into open heavy-flavor mesons and baryons. Current
leading models of describing heavy quark production in hadron collisions are FONLL (Fixed-
Order Next-To-Leading-Log resummation [46–48]) and GM-VFNS (General-Mass Variable-
Flavor-Numbering-Scheme [49].
Beside providing a test for the perturbative description of heavy-flavor production in QCD,
the measurement of charm and beauty hadrons provides a baseline for measurements in Pb-Pb
collisions. The interaction of high momentum heavy quarks with the medium is supposed to
be different compared to that of light quarks or gluons [50]. Gluon radiation processes have
different color coupling factors for quarks (CF) and gluons (CA) depending on the number of
flavors Nc. While for quarks the color factor is CF = (N2c − 1)/(2Nc) = 4/3, the color factor
for gluons is CA = Nc = 3. This results in an ordering of the energy loss for radiative and
collisional energy loss processes in the medium: ∆Eg > ∆Eq. Because of their large mass,
9
Figure 1.7: Nuclear modification factor RAA and the elliptic flow coefficient v2 for electrons from
heavy-flavor hadron decays together with model calculations [56–58]. Figure taken
from [55].
soft gluon radiation is suppressed at small/forward angles for charm and beauty quarks. This
so-called dead-cone effect [51, 52] results in a decreasing radiative energy loss for increasing
quark mass. However, theoretical model calculations suggest that collisional energy loss for
heavy-flavor quarks plays an equally important role especially in the low pT region [53, 54]. To-
gether, the energy loss for different partons is decreasing from light-flavor quarks to heavy-flavor
quarks due to their different masses. This deviations for the energy loss leads to a difference
in the softening of the pT-differential spectra of different hadron species which would result in
a difference for the nuclear modification factor: RpiAA < R
c
AA < R
b
AA. However, the RAA is not
only dependent on the energy loss but also on the fragmentation. The pT-differential yields of
light-flavor particles are dominated by soft scattering processes at low pT which do not scale
with Ncoll but rather with Npart. In addition the pT-distribution is influenced by a radial flow
of the expanding medium. For light-flavor particles many modifications of the RAA need to be
taken into account. Also for the RAA of heavy-flavor hadrons the collective flow plays a role.
RHIC has measured the RAA and elliptic flow for electrons from heavy-flavor hadron decays
in Au-Au collisions at
p
sNN = 200GeV [55] observing a non-zero v2 as shown in Figure 1.7,
which indicates the participation of heavy-flavor quarks in the collective flow. A difference
in RAA as function of Npart of D mesons with ALICE [59] and non-prompt J/ψ (J/ψ coming
from B meson decays) with CMS [60] is observed. The RAA shown in Figure 1.8 includes
model calculations with radiative and collisional energy-loss by Djordjevic et al. [61]. The
measurements indicate a mass-dependent energy-loss ordering of heavy-flavor quarks which is
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Figure 1.8: RAA as function of 〈Npart〉. Figure derived from the ALICE measurements for D
mesons[59], the non-prompt J/ψ from CMS [60] and theoretical model calculations
by Djordjevic et al. [61].
successfully described by theoretical model calculations. However, in general the description of
the pT-differential suppression of heavy-flavor production in A-A collisions is still a challenge
for models when compared to the non-vanishing elliptic flow v2 as shown in Figure 1.7. The
measurement is compared to the RAA of pi
0 and indicates less suppression of heavy-flavor yields
for pT < 4GeV/c, in agreement with the energy-loss picture. At the same time a non-zero
v2 could indicate the participation of low pT heavy-flavor quarks in the collective expansion
of the medium. Model calculations including radiative energy loss by Armesto et al. [56] are
able to describe the RAA but not the v2. Model calculations from van Hees et al. [57] and
Moore and Teaney [58] including elastic scattering are able to qualitatively describe the data.
1.6 Measurement of heavy-flavor production
Open heavy-flavor hadrons decay weakly, resulting in a decay length of 100–300µm for D
mesons and 400–500µm for B mesons [7]. Thus, the average decay vertex of heavy-flavor
hadrons is displaced from the main interaction (collision) vertex. This characteristics can
be used in the direct reconstruction of heavy-flavor hadron decays. The branching ratio for
hadronic decays into kaons and pions is e.g. D+ → K+pi−pi− ≈ 9.1% and D0 → K+pi− ≈ 3.9%.
Generally, pions and kaons are produced abundantly in fragmentation processes and soft scat-
terings, which results in a challenge in A-A collisions, where many of these processes happen.
The invariant mass spectrum for D mesons is dominated by background of uncorrelated pion-
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kaon combinations. By using a vertexing detector the secondary vertex of the displaced D
meson decay can be identified and a large part of the combinatorics can be reduced. However,
these topological selections suffer from large efficiency loss especially at low momentum [62].
The identification of B mesons with ALICE is rather limited by rate than through the large
combinatorial background.
An alternative approach to the full reconstruction of D mesons is the measurement of the inclu-
sive heavy-flavor hadron cross section via their semi-leptonic decay channel. Charm and beauty
hadrons have a large branching ratio to electrons (c→ eνe X ≈ 10.3% and b→ eνe X ≈ 10.9%).
In these decays combinatorics does not play a role since the electrons are measured inclusively.
However, all other sources of electrons coming not from heavy-flavor hadrons have to be identi-
fied and subtracted from the inclusive yield. Also, by measuring the electrons from heavy-flavor
hadron decays, the kinematics of the charm and beauty quarks are folded additionally with the
decay kinematics resulting in a loss of information. Using the difference in the decay length
from D and B mesons, it is possible to extract the yield of electrons coming from beauty-hadron
decays. ALICE has measured the fraction of electrons from beauty hadron decays in pp colli-
sions at
p
s = 2.76TeV [63] and
p
s = 7TeV [64]. The yield of electrons from decays of open
heavy-flavor hadrons above pT > 4GeV/c is dominated by the decay of beauty hadrons.
The estimation of the electron background not coming from heavy-flavor hadron decays is
crucial for the precision of the measurement of the electrons from heavy-flavor hadron decays.
There are different approaches to estimate the yield of background electrons which have been
used by the PHENIX Collaboration [65, 66] and the STAR Collaboration [67, 68]. In Section 3
the methods, used by ALICE for the first time in the measurement of electrons from heavy-flavor
hadron decays and developed in this work, are described in detail. The results are already
published in [69].
1.7 Multiplicity dependence
The question whether in small collision systems a medium exhibiting collective behavior is
formed has become a major topic of research in the last years. ALICE, ATLAS and CMS have
observed in high-multiplicity events of p-Pb collisions a “double-ridge” structure in ∆η–∆ϕ
particle correlations [70–72] similar to results seen in Pb-Pb collisions [73]. The results in p-Pb
collisions could be interpreted as collective behavior and are described by hydrodynamic model
calculations which would suggest the formation of a medium in high-multiplicity events. How-
ever, also Color Glass Condensat (CGC) model calculations are able to describe the observed
results, which would suggest initial state effects responsible for the observations [74].
For the measurement of the nuclear modification factor RpPb of electrons from heavy-flavor
hadron decays these high-multiplicity effects are not visible due to the small cross section of
high-multiplicity events [75]. Studies of self-normalized yields as function of the relative
charged-particle multiplicity are used to investigate these rare high-multiplicity events and
the influence on heavy-flavor production. ALICE has measured the self-normalized D-meson
yield as function of the relative charged particle multiplicity in p-Pb collisions which exhibit
a more-than-linear increase for the yield as function of the relative charged-particle multiplic-
ity [76]. To provide further constraints to the dependence of heavy-flavor production on the
event multiplicity in p-Pb collisions, the self-normalized yield of electrons from semi-leptonic
heavy-flavor hadron decays as function of the relative charged-particle multiplicity in p-Pb col-
lisions at
p
sNN = 5.02TeV is measured and discussed in Section 4 of this work. The inclusive
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yield of electrons from charm and beauty-hadron decays enables the measurement of the depen-
dence of beauty production in high-multiplicity events due to the large contribution of electrons
from beauty-hadron decays for pT > 4GeV/c.
1.8 Outline
Within this thesis the measurement of the production cross section of electrons from heavy-
flavor hadron decays in p-Pb collisions with ALICE at the LHC is described. The calculation of
the nuclear modification factor RpPb is presented and discussed with theoretical models which
include CNM effects. Furthermore, the multiplicity dependence of heavy-flavor production
is studied through the measurement of self-normalized yields of electrons from heavy-flavor
hadron decays as function of the charged-particle multiplicity, estimated at mid-rapidity and at
backward rapidity.
This thesis is organized as follows: In the next Chapter a short introduction to the Large
Hadron Collider and the ALICE apparatus is given. In Chapter three the procedure of the mea-
surement of the production cross section and RpPb is explained. In Chapter four the measure-
ment of the self-normalized yield of electrons from heavy-flavor hadron decays as function of
the charged-particle multiplicity is presented. The conclusion and an outlook is given in Chapter
five.
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2 LHC and ALICE
2.1 The Large Hadron Collider (LHC)
The data analyzed in this work was measured with A Large Ion Collider Experiment (ALICE) at
the LHC. ALICE is one of the four major experiments at the LHC. The LHC [77–79] is located
in a circular tunnel of 26.7 km circumference beneath Switzerland and France. The tunnel
was build between 1984 and 1989 to host the Large Electron-Positron (LEP) collider. LEP was
disassembled in 2001 to start building the LHC project [80]. Due to the small cross section of
the tunnel of about 3.7 m diameter, the beam pipes and bending magnets had to be designed
in a unique way to fit in the tunnel. The beams share the same dipole magnets and thus have
the same rigidity (p/z) for each beam. In asymmetric collision systems such as proton-lead
this results in a boosted nucleon-nucleon center-of-mass frame by βB = (1− Z/A)/(1+ Z/A) =
0.435 (for p-Pb) with respect to the laboratory frame. The center-of-mass energy per nucleon-
nucleon pair
p
sNN is give by the kinetic energy of the proton multiplied with 2
q
Z
A for a p-A
collision system.
The design center-of-mass energy for the complete accelerator is 14 TeV at a peak luminosity
of Lpp = 1034cm−2s−1 for proton-proton collisions and 5.5 TeV at a peak luminosity of Lpp =
1027cm−2s−1 for collision of fully ionized lead nuclei.
As shown in Figure 2.1, the acceleration of protons starts with the LINear ACcelerator 2
(LINAC2) where the protons are accelerated to 50 MeV and split into bunches. They are further
accelerated to 1.4 GeV in the Proton Synchrotron Booster (PSB) before being injected into the
Proton Synchrotron (PS). The procedure is slightly different for lead ions. Lead metal is evap-
orated, ionized and accelerated to 4.2 MeV per nucleon in the LINear ACcelerator 3 (LINAC3).
After the complete ionization in a stripper the lead ions are injected into the Low Energy Ion
Ring (LEIR). The LEIR accelerates the ions further to 72 MeV per nucleon before injecting them
to the Proton Synchrotron. Here protons are accelerated to 25 GeV and lead ions to 5.9 GeV
per nucleon. After reaching the full energy the protons/lead ions are injected into the Super
Proton Synchrotron (SPS) and further accelerated to 450 GeV for protons and 177 GeV per nu-
cleon for lead nuclei. Afterwards they are injected into the LHC in opposite directions for both
beam pipes and accelerated up to the designed energy. The LHC is a ring like structure with
eight arcs and eight straight sections. The locations on the surface are named in a ascending
numerical fashion (“Point 1-8”). There are four major experiments (ALICE, ATLAS, CMS, LHCb)
and two smaller experiments (LHCf and TOTEM) located at the LHC. The ALICE apparatus will
be discussed in the following section in detail. A Toroidal LHC ApparatuS (ATLAS) [82] is a
multi-purpose detector located at Point 1. The Compact Muon Solenoid (CMS) [83] is located
at the newly created Point 5. Both experiments are optimized to measure proton-proton colli-
sions with maximum interaction rate and can trigger on rare physics signals as demonstrated
by the (successful) search for the Higgs Boson. The physics goal of the LHCb experiment is to
measure details of the CP violation and rare decay modes of hadrons containing beauty quarks.
The TOTal Elastic and diffractive cross section Measurement (TOTEM) [84] is located at Point
5, ±147 m and ±220 m away from the interaction point. It is designed to measure the elastic
proton-proton scattering cross section at a very forward angle in collaboration with CMS. The
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Figure 2.1: LHC injection process [81].
LHC forward (LHCf) experiment [85] is located at Point 1, about 140 m from the interaction
point in both directions. It is used to study neutral particle production at a very forward angles
to constrain cosmic shower models.
2.2 The ALICE apparatus
The ALICE apparatus is a multi-purpose detector designed to operate in a high particle-
multiplicity environment (up to dNch/dη ≈ 4000− 8000) which was expected in central Pb–Pb
collisions at 5.5 TeV [86, 87]. However, the multiplicities turned out to be only of the order
dNch/dη ≈ 1000− 2000 for Pb-Pb collisions at 2.76 TeV [88]. ALICE is located at Point 2. The
magnet is reused from the previous L3 experiment for the ALICE apparatus. ALICE includes
many different detector technologies to cover a wide range in momentum and rapidity to de-
tect particles produced in hadron-hadron collisions. It consists mainly of two parts, a central
barrel to measure particles at mid-rapidity and a muon spectrometer arm to measure muons at
forward rapidity. The arm is pointing in the direction of the CMS detector1. In the following a
brief overview of the installed detectors will be given. The ALICE coordinate system is a right
handed system centered in the middle of the ALICE barrel. The x-axis is pointing to the center
of the LHC ring and the y-axis is pointing vertically upwards. Thus the z-axis points along the
LHC beam in the opposite direction of the ALICE muon arm. The Cartesian coordinate system
1 The direction is referred as the “C-side”; respectively the opposite side pointing to the ATLAS detector is called
“A-side” (see Figure 2.2)
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Figure 2.2: The ALICE apparatus. Figure taken from [89].
is shown in Figure 2.2. In addition, ALICE also uses a polar coordinate system with ϕ defined
as the azimuthal angle in the xy-plane and the pseudo-rapidity η, which is defined in terms of
the polar angle θ :
η= −ln

tan
θ
2

, (2.1)
The detector subsystems of the ALICE central barrel are embedded into the L3 magnet which
creates a solenoidal magnet field of up to 0.5 T inside the active detection area. The magnetic
field lines are parallel to the z-axis and thus charged particles are deflected perpendicular to
the z-axis in the azimuthal direction. Particles propagating through the detector interact with
the detector material. The time and space dependent information from the detectors is used
to reconstruct the trajectories of these particles. The momentum component transverse to the
beam axis (pT) can be extracted by measuring the track curvature in the xy plane.
Inner Tracking System
The Inner Tracking System (ITS) has six detector layers. The ITS covers the full azimuth and
|η| < 2 in pseudo-rapidity for the first layer, |η| < 1.4 for the second layer and |η| < 0.9 for
the other four layers. The ITS extends radially from 3.9 cm to 43 cm. The Silicon Pixel Detector
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(SPD) comprises the two innermost layers of the ITS. The third and fourth layers constitute the
Silicon Drift Detector (SDD) and the fifth and sixth layers are Silicon Strip Detectors (SSD).
The main purpose of the ITS is to provide a vertex resolution better than 100µm, secondary
vertex determination, precise particle tracking to very low pT (<100 MeV) and support for the
tracking with the TPC. The ITS is designed to have a very low material budget with a radiation
length of about 1.1% X0 per layer for the active detector material. The thickness of the whole
ITS including supporting structures is about 10%X0 [89].
The ITS also serves an important role to match tracks from the TPC. By matching of the
tracks between different detectors the momentum resolution can be increased with respect to
the resolution of the individual detectors.
SPD
The SPD consists of two layers of silicon pixel detectors with digital read-out. In total about
106 pixels are installed to reach the design goal of the track resolution and track separation.
The high number of read-out channels is needed to keep the occupancy of the detector small,
since track densities of ∼ 50 cm−2 are expected. The SPD extends from 3.9 cm to 7.6 cm and is
therefore very close to the beam pipe (3 cm). The two layers of the SPD have a pseudo-rapidity
coverage of |η| < 2.0 and |η| < 1.4 to give information about the charged particle multiplicity
in an extended pseudo-rapidity range.
SDD
The SDD extends from 15 cm to 23.9 cm and has an analogue read-out of 133 thousand chan-
nels. Particle dependent energy loss dE/dx in the detector can be measured and, thus, infor-
mation about the particle species can be obtained. The main purpose is to provide tracking and
particle identification (PID).
SSD
The SSD is equipped with strips of silicon sensors with an analogue read-out of about ∼
2.6 · 106 channels. It spans from 38 cm to 43 cm in radius with a pseudo-rapidity |η|< 1.0, and
it provides tracking and PID information.
Time Projection Chamber
The Time Projection Chamber (TPC) is a cylindrical detector which has an inner radius of 85 cm
and outer radius of 247 cm in the full azimuthal range. It is split horizontally by a central
electrode in two chambers of 250 cm length in the ALICE central barrel. The active volume
of 88 m3 is filled by a slightly over-pressurized gas mixture of Ne-CO2-N2 (85.7–9.5–4.8). A−100 kV electrical potential is applied on the central electrode to provides an electric field of
400 V/cm between the central electrode and the end caps of the field cage which are kept at
ground potential. The electric field lines are parallel to the magnetic field lines generated by
the surrounding solenoid magnet. The material budget in radiation lengths is about 3.5% X0 at
η= 0.
Charged particles moving through the active volume of the TPC leave ionization traces by
interaction with the gas. While positive ions drift to the central electrode, electrons drifts to
the end caps where Multi Wire Proportional Chambers (MWPC) with cathode pad read-out are
installed. Here the electrons have to pass a gating grid which is synchronized with a central
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read-out trigger (L1). The trigger fires when certain conditions are met (depending on the
selected trigger). It is closed after the maximum drift time of 88µs to minimize the drift of
positive charge from the MWPCs amplifying region into the active volume and distort the linear
electric field. The drift velocity is strongly dependent on the temperature and pressure of the
gas. Cooling systems for the high voltage and read-out electronics are necessary to assure a
thermal stability of the gas within ∆T ≤ 0.1K. During LHC operations with high rate proton-
proton collisions up to 60 interactions can happen during this drift time. Tracks are assigned to
the respective collision by software using the TPC and ITS for tracking and vertex finding.
The read-out of the TPC is split into 18 azimuthal sectors on each end cap. Each sector is
split radially into two read-out chambers comprising 159 stacked rows of read-out pads. The
track density in the TPC decreases with larger radius and thus a lower spatial resolution is
necessary in the outer region. In total the TPC is equipped with 557568 read-out pads. The
TPC is calibrated using a laser system with mirrors, which fires predefined laser beams inside
the volume. The TPC is designed for tracking of up to 20000 charged primary and secondary
particles in the pseudo-rapidity range |η| < 0.9. The tracks need a minimum pT of 100MeV to
reach the TPC. The TPC is not only used for precise tracking and momentum determination but
also for particle identification. The amplified read-out signal in the pads is proportional to the
gas ionization charge through the specific energy loss dE/dx of charged particles depending on
their Lorentz β .
Transition Radiation Detector
The Transition Radiation Detector (TRD) extends radially between 290 cm and 368 cm in |η| <
0.84. The fully equipped TRD has 540 modules arranged in 18 super-modules which are aligned
to the TPC sectors. Each super-module comprises five horizontally aligned stacks of six detector
modules. A module consists of a 4.8 cm thick fiber radiator followed by MWPC. The MWPCs
are filled with a Xe-CO2 (85–15) gas mixture. The TRD has about 1.18 Million read-out pads to
provide tracking information in (η,ϕ) direction. Particles ionize the gas while penetrating the
detector modules. The charge from the ionization is amplified and produces an analogue signal
in the read-out pads. Additional charge is created by transition radiation, which intensity is
dependent on the Lorentz γ. This results in larger transition radiation from electrons traversing
the radiator compared to hadrons at the same momentum which have a much larger mass
(γ ≈ p/m). The rejection factor of the TRD for pions is 100 for an electron efficiency of 90% in
a high occupancy situation. This means at least 90% of all electrons are detected and less than
1% of all electrons are misidentified pions. The TRD can be used to create a hardware electron
trigger and it improves the tracking resolution of the ITS and TPC.
Only 7 TRD super-modules were installed at the start of the run in 2009. The number was in-
creased to 13 in 2012 and completed to the full stack of 18 super-modules during the shutdown
in 2014. Due to the limited acceptance during the p-Pb collision in 2013, the TRD is not used
for this analysis.
Time-Of-Flight detector
The Time-Of-Flight (TOF) detector is able to separate particles of different species with the same
momentum by the time difference of their arrival due to their different velocity. The TOF uses
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Multi-gap Resistive-Plate Chambers (MRPCs) in 18 segments on top of the TRD super-modules.
The MRPCs produce an immediate amplified signal of single ionization passing through the
active detector material. The time resolution is 90 ps–120 ps including the resolution of the T0
(see below) for the start time. The TOF has 157248 read-out pads and covers the full azimuth
in |η| < 0.9 and extends radially from 370 cm to 399 cm. The TOF is able to distinguish pions
and kaons with a resolution of 3σ(99.7%) up to 2.5GeV/c. The same separation is achieved for
kaons and protons up to 4GeV/c.
HMPID
The High-Momentum Particle Identification Detector (HMPID) is designed to extend PID ca-
pabilities of the TOF for charged particles in the region 3-5GeV/c. It covers |η| < 0.6 in
pseudo-rapidity and 1.2◦ < ϕ < 58.8◦ in azimuth. The HMPID is based on a Ring Imaging
Cherenkov (RICH) counter. Charged particles emit Cherenkov photons in a C6F14 radiator with
a specific opening angle dependent on the particle momentum. The Cherenkov photons are
emitted in a cone around the charged particle trajectory, and they are measured with a MWPC
filled with CH4.
PHOS
The PHOton Spectrometer (PHOS) is electromagnetic calorimeter consisting of 3584 lead-
tungstate crystals (PbWO4). It is split into 5 horizontally separated modules and will cover|η| < 0.12 in pseudo-rapidity and 220◦ < ϕ < 320◦ in azimuth. However, only 3 out of 5
modules are installed currently. It is designed to measure direct photons and decay photons of
pi0 and η decays via the electromagnetic showers they deposit in the detector. A high energy
resolution is achieved by using very dense lead-tungstate crystals with a thickness of 20 X0. The
PHOS has a Charged-Particle Veto (CPV) on top to discard signals created by charged particles.
EMCAL
The Electro-Magnetic CALorimeter (EMCal) is a Pb-scintillator calorimeter which covers |η| <
0.7 in pseudo-rapidity and 80◦ < ϕ < 187◦ in azimuth. It is able to measure high momentum
electrons and photons. It has a dense structure with a thickness of 20 X0. The energy resolution
of the EMCAL is better than 5% for deposited energies larger than 10 GeV.
V0
The V0 detector has two scintillator rings located 340 cm (V0A, on the A-side) and -90 cm (V0C,
on the C-side) away from the interaction point. They cover the full azimuth and 2.8 < η < 5.1
and −3.7< η < −1.7 in pseudo-rapidity respectively. Each ring is segmented into four sub-rings
of increasing radius, while each sub-ring is split into 8 uniform modules in ϕ. Thus in total 32
modules are read out for each the V0A and V0C. The V0 detector is used to trigger on minimum
bias (MB) events and for multiplicity measurements. The measured V0 multiplicity can be used
to calculate the event centrality. The V0 scintillators have a good time resolution (< 1ns). They
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are used to discriminate beam–beam collisions from beam-gas interactions by comparing the
time of arrival between a signal in the V0A and the V0C for a registered event.
T0
The T0 detectors have a similar setup as the V0 detectors. The T0 detectors are two Cherenkov
counter arrays located 375 cm (T0A) and -72.7 cm (T0C) away from the interaction point. They
cover the full azimuth and 4.61 < η < 4.92 and −3.28 < η < −2.97 in pseudo-rapidity re-
spectively. Each array is equipped with 12 Cherenkov counter modules with a time resolution
around 50 ps. Each counter consists of a quartz converter with attached photomultiplier tube.
The T0 is used to provide a timing trigger for the collision which provides the start time for the
time-of-flight measurement in the TOF detector. The vertex position in z is determined with a
resolution of 1.5 cm by measuring the difference of the time signal in T0A and T0C. In addition,
the T0 has similar capabilities as the V0 detector in terms of measuring the event multiplicity
and discrimination of beam-gas events.
ZDC
The Zero Degree Calorimeters (ZDCs) are two calorimeters placed 112.5 m away from the ALICE
interaction point in opposite z directions. The ZDCs are split into a proton (ZP) and neutron
(ZN) calorimeter. The ZDCs are designed to measure the number of spectator nucleons in the
non-overlapping region of a nucleus-nucleus collision. The ZN is placed between the diverging
beam pipes, while the ZP is placed off-center according to the deflection of the protons in the
magnetic fields of the LHC bending magnets. The detectors consists of a passive absorber and
active quartz fibers. The absorber is made of tungsten for the ZN and brass for the ZP. Initial
nucleons produce particle showers in the absorber which induces Cherenkov light in quartz
fibers. The Cherenkov radiation is measured with photomultiplier tubes. Because of the very
high radiation levels around the beam pipes, the ZDC are mounted on a vertical lifting platforms
which can be lowered if needed.
FMD
The Forward Multiplicity Detector (FMD) is a setup of 5 silicon semiconductor detector rings
along the beam line. Their pseudo-rapidity range (−3.4< η < −1.7 and 1.7< η < 5.0) overlaps
with and extends the pseudo-rapidity range of the ITS to provide additional information about
the charged particle distribution. Two rings are placed -62.8 cm and -75.2 cm away from the IP
on the C-side and three rings are placed 75.2 cm 83.4 cm and 320 cm away from the IP on the
A-side. Due to the MUON spectrometer on the C-side an additional ring is not possible here.
PMD
The Photon Multiplicity Detector (PMD) is an array of gas proportional counters placed 364 cm
away from the interaction vertex on the A side and covers 2.3< η < 3.7 in pseudo-rapidity over
the full azimuth. It is used to measure photon production at forward rapidity and give infor-
mation about the reaction plane of the colliding lead ions event by event. Because of the high
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particle density at forward pseudo-rapidity photons can not be easily identified by the calorime-
ter shower profile. The PMD consists of two detector planes between a 2 cm thick converter
(lead+stainless steel). Each plane is equipped with 110592 hexagonal gas proportional coun-
ters cells. The first plane is used as a veto for charged particles while the second plane measures
the energy of photons producing a shower in the converter.
MUON
The MUON spectrometer is a detector setup designed to measure muons from e.g. charmonium
(J/ψ, ψ′) and bottomonium (Υ , Υ ′, Υ ′′) decays or semi-leptonic heavy-flavor hadron decays.
It is placed in negative z direction and covers −4 < η < −2.5 in pseudo-rapidity in the full
azimuth. The MUON spectrometer has five tracking stations with two cathode pad planes each
for two dimensional tracking. The tracking stations are preceded by a 413 cm long front ab-
sorber (60 X0) made of carbon and concrete to suppress hadrons from the interaction. A dipole
magnet with a field strength of 0.67 T is placed around the third tracking station to measure the
momentum of the muons. After the tracking stations a second iron absorber of 120 cm thickness
is installed. Also the beam pipe is shielded with an absorber consisting of tungsten, lead and
stainless steel. Two trigger chambers are installed behind the second shielding to trigger the
read-out.
Due to the two absorbers, the minimal measurable muon momentum is 4GeV/c. The MUON
spectrometer is designed to reach a mass resolution of 0.1GeV/c2 at 10GeV/c2 for the invariant
mass of a µ+µ− pair.
ACORDE
The ALICE COsmic Ray DEtector (ACORDE) is a scintillator detector array designed to trigger
on cosmic rays. It has 60 modules placed on the three upper faces of the hexagonal L3 magnet
and extends to |η| < 1.3 in pseudo-rapidity and −60◦ < ϕ < 60◦ in azimuth. Each module
consists of two combined scintillator counters with two photomultiplier tubes at the end to
assure a detection rate higher than 90%. It is used as a trigger for cosmic muon measurements
together with other detectors of ALICE. The high-energetic cosmic rays are used to determine
the alignment between the detectors.
2.3 Data acquisition and reconstruction
Trigger
The detectors are triggered for read-out depending on the current running conditions. In-
elastic collisions with only a few produced particles can occur. The triggering signal with the
smallest bias to measure a collision is called “minimum bias”, MB. This can be to collect as many
inelastic processes as possible using a triggering signal with the smallest bias (called “minimum
bias”, MB). In ALICE the MB trigger is set as the requirement of a signal in either one of the V0
detectors (MBOR) or both of them (MBAND). The MBOR trigger has a higher trigger efficiency
and was used in runs with low interaction rate, while for higher interaction rate the MBAND
is used to increase purity. In addition there are various specific trigger setups to increase the
statistics of rare physics processes. A complete list can be found in [89].
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Data acquisition
In case of a triggered event the Central Trigger Processor (CTP) initiates the read-out of all
detectors from the Frond End Electronics (FEE) to the Data AcQuisition System (DAQ) and to
the High Level Trigger (HLT). The FEE is part of each detector converting and buffering the
analogue detector signals until a signal from the CTP triggers the readout by the DAQ. The DAQ
collects and combines all detector signals into an “event”, which is send to a data storage facility.
The HLT is able to pre-analyze detector signals such as the signals from the TPC. The HLT can
form a decision for the DAQ whether to accept the event and also compress the detector signals
to save bandwidth, depending on the mode of the HLT and DAQ. Upon acceptance of an event
the DAQ sends all (compressed) detector signals to the storage.
Calibration
The condition of all detectors and addition parameters such as temperature and pressure is
stored in a database called Offline Condition Database (OCDB) to assure proper calibration of
all detectors. For the reconstruction of short data taking periods (runs) the parameters in the
OCDB are used to do a first preliminary reconstruction of the events and tracks as described
in the next paragraph. From this preliminary results the run specific calibration parameters
are tuned for the detectors and updated in the OCDB. Then, the events are reconstructed in a
“second pass” using the fully calibrated detectors.
Track reconstruction
The reconstruction of trajectories from charged particles is done in several steps as shown in
Figure 2.3. The detector information is converted into “clusters”, a digitization of the analogue
signals. These clusters contain information about amplitude, time, and position of the signals
measured in the detectors. Clusters from the two SPD layers are combined to “tracklets” that
are used to determine a preliminary interaction vertex by finding the smallest distance between
all tracklet vectors pointing inwards. Afterwards track candidates are searched at the outer edge
of the TPC and propagated inwards. For this the Kalman filter technique [90] is used. The track
is matched with tracklets in the ITS at the border of the ITS and propagated to the preliminary
primary vertex. In a second step the track is propagated outwards to match all other possible
detectors in the prolongation of the track path. A final inward propagation is done, where the
track is refit to all associated clusters to obtain the best global fit for each track. Based on the
reconstructed tracks the primary interaction vertex is determined.
Once the track finding is complete an automatic search for secondary vertices from photon
conversions and weak decays of strange hadrons (K0S,Λ,Ξ
±,Ω±) is done.
Figure 2.3: Steps of the track reconstruction process. Figure taken from [89].
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3 Electrons from heavy-flavor hadron decays
The goal of this analysis is to measure the pT-differential cross section of electrons from semi-
leptonic charm- and beauty-hadron decays from p-Pb collisions at
p
sNN = 5.02TeV with ALICE
at the LHC. After selecting events used for the measurement (Section 3.2) the tracks have to
be selected according to specific criteria (Section 3.3) and the electrons are identified using
the TPC and TOF detectors and the residual hadron contamination is estimated (Section 3.4).
Finally, to extract the heavy-flavor decay signal, the background contributions, mainly electrons
coming from Dalitz decays of light neutral mesons and γ-conversions, have to be subtracted
(Section 3.5).
3.1 Data sample and Monte Carlo simulations
Data sample
In this section the data samples are described which have been used in this analysis to measure
a yield of electrons from heavy-flavor hadron decays. Collisions between proton (A= 1, Z = 1)
and lead ions (A = 208, Z = 82) at a center of mass energy (cms) of psNN = 5.02TeV were
recorded by the ALICE detector in the year 2013. The magnet design of the LHC enforces the
same rigidity for both rotating beams, thus the beam energy of the proton (4 GeV) and the per-
nucleon energy of the lead ion (4 · 82/208 = 1.58TeV) differ. For this analysis data samples of
collisions are used in which the proton beam is moving in direction to the C-side and the lead
beam is moving in direction to the A-side (seen from the origin of the ALICE coordinate system).
In ALICE a positive rapidity is defined in direction of the proton beam which results in a shift
of the center-of-mass frame by ∆y = −0.465 with respect to the lab frame. This means that
particles measured perpendicular to the z axis in the ALICE acceptance do not have the rapidity
≈ 0 but are measured at slight backward rapidity.
In this analysis a data sample of about 108 events, corresponding to an integrated luminosity
Lint = (48.6±1.6)µb−1, is selected from the recorded p-Pb collision using a minimum bias (MB)
trigger condition. The MB trigger for the p-Pb data taking required at least one hit in both of
the backward/forward scintillator arrays V0A and V0C [89]. The data sample is split up into
two data taking periods which has technical reasons due to changing of the detector conditions.
ALICE has named the data samples “LHC13b” and “LHC13c”, which will be used in the following
for reference to the two recording periods.
Simulations
To verify the analysis methods and correct for detector inefficiency and geometric acceptance
Monte Carlo simulations were used. They include a simulation of the full detector material and
detector response. The same reconstruction algorithms were used for the simulated detector
response and the actual experimental data. Thus, the simulated MC sample is analyzed in
the same way as the data sample: the same selection criteria for track candidates as for the
experimental data are applied, which is described in the following section. The simulation uses
the Heavy-Ion Jet Interaction Generator (HIJING [91]) as event generator and GEANT3 [92]
for the particle propagation and detector response simulation. In the MC production a charm
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and beauty hadron sample is embedded in order to increase the statistics of heavy-flavor decay
electrons. In each event generated by HIJING an event from the PYTHIA [93] event generator
(with a special tuning set called “Perugia0” [94]) is embedded. In the sample half of the events
are forced to include a cc or bb pair with at least one electron from the decay of a heavy-flavor
hadron.
3.2 Event selection
The data sample consists of 121 million events selected with the minimum bias trigger. Not only
p-Pb collisions but also beam-gas collisions and multiple beam-beam interactions can lead to a
minimum bias trigger. To remove these types of events the following event selection criteria are
applied:
• One of the most important quantities is the position of the primary interaction vertex.
Global tracks, reconstructed in the TPC and ITS, are used to locate the interaction vertex
with high precision. Only events with at least two tracks and a vertex found within 10 cm
from the center of the detector along the beam line are used in the analysis (|zvtx|< 10 cm).
The value of the primary vertex cut is chosen to ensure a uniform reconstruction efficiency
of charged particles.
• The primary interaction vertex can also be estimated using the two innermost layers (SPD)
of the ITS. If the absolute difference between the primary vertex estimated in the two
strategies is larger then 0.5 cm the event is rejected.
The distributions of the z-vertex position and the selection applied is shown in the top panel of
Figure 3.1. The distributions from both data taking periods agree reasonable with each other
within the selected range as shown in the bottom panel. After this selection around 100 million
events remain for the analysis.
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Figure 3.1: Top panel: distribution of the z-vertex position with respect to the ALICE coordinate
system. The selection range of±10 cm is indicated by the dashed lines. Bottom panel:
ratio between both distributions
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3.3 Track selection
Table 3.1: Overview of the standard track selection criteria.
Observable Cut value
TPC and ITS refit required
χ2/TPC cluster < 4
Kink daughters rejected
Number of ITS clusters ≥ 4
Requirement of SPD pixels both
Number of TPC clusters ≥ 100
Number of TPC dE/dx clusters (PID clusters) ≥ 80
Ratio found/findable TPC clusters > 0.6
DCA to the primary vertex in radial direction < 1 cm
DCA to the primary vertex in z-direction < 2 cm
Electron candidate tracks are required to fulfill several track selection criteria (summarized in
Table 3.1). The distributions for the track variables have been compared for experimental data
and for the MC simulation and were found to be in agreement. The calibration of the pseudo-
rapidity dependence of the TPC dE/dx signal was found retain a residual bias which becomes
significant for η > 0.6. Therefore, the tracks were restricted in the analysis in pseudo-rapidity
to |η| < 0.6. To suppress reconstructed tracks with a large fraction of random uncorrelated
clusters from other tracks the χ2/NDF for the track fitted to all associated clusters has to be
smaller than 4. Because clusters are not shared between tracks, the ratio of found over findable1
clusters has to be larger than 60%. Particles which decay in flight or scatter on detector material
are called kinks due to the discontinuity of their track path. The track is split at the kink on
reconstruction level into mother and daughter tracks. Kink daughters are always rejected since
these tracks are from decays and not electrons. Due to a high fraction of false-positives kink
mothers are kept. The final refit of the global track with the Kalman filter back to the identified
primary vertex is required to pass through the ITS and TPC for each track candidate. The track
candidates are required to have a signal in both SPD pixel layers, to suppress the contribution
of electrons from γ-conversions in the first layers of the ITS. Furthermore, two additional hits
are required in the other 4 layers of the ITS. Since electron tracks, in the considered momentum
range (p > 0.5GeV/c), are already on their Fermi plateau when losing energy in the TPC, the
average number of clusters per track is higher than for hadrons (the hadron Fermi plateau is
at p > 20GeV/c). Thus the number of clusters for tracks coming from electrons is on average
higher than for other particles. By selecting 100 out of 159 clusters for the reconstruction of
the track purity of the electron candidate sample is increased. Since edge effects can distort the
dE/dx measurement, clusters at the sector edges are not considered for the dE/dx calculation.
Clusters considered are called “PID clusters”. For a proper particle identification a minimum
number of 80 clusters is required to compute the dE/dx . In order to reject trajectories from
particles coming from decays of strange hadrons or interactions with the beam pipe, the Distance
of Closest Approach (DCA) for track candidates to the primary vertex is calculated. Tracks are
required to be within 2 cm of the z position and 1 cm of the radial (xy) position of the vertex.
1 Findable clusters are all clusters who should give a signal according to the reconstructed trajectory.
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Figure 3.2: The specific energy loss dE/dx for track candidates in the TPC as function of momen-
tum. The bands for kaons, protons, deuterons, electrons and pions are indicated.
The removed yield of electrons from heavy-flavor hadron decays is negligible due to the much
smaller decay lengths of heavy-flavor hadrons (100–500µm).
3.4 Electron identification
ALICE has several detectors that can be used to identify electron candidates, which are efficient
in different momentum regions. However, since each detector has only a limited acceptance
and detection efficiency, it is necessary to optimize the usage of the detectors. Electrons are
identified using the TOF detector and the TPC detector of ALICE. The energy loss dE/dx is in
general described by the Bethe-Bloch parametrization [7]. The specific energy loss for electrons
is already at the Fermi plateau for the momentum scales of this measurement (pT > 0.5GeV/c)
and thus has no momentum dependence as it can be seen in Figure 3.2. However, the Bethe-
Bloch lines of kaons, protons and deuterons cross the constant electron energy loss at momenta
of 0.4–0.6GeV/c, 0.8–1.2GeV/c and ∼ 2GeV/c, respectively. As described in section 2.2, the
TOF detector of ALICE can separate kaons, protons and deuterons at low momentum (p <
2.5GeV/c). Figure 3.3a shows the time of flight for track candidates relative to the expected
time of flight for electrons normalized to the resolution.
Therefore, the TOF detector is only used below p < 2.5GeV/c with a symmetric 3σ selection
around the expected time of flight for electrons. In Figure 3.3b the TOF PID selection is applied
exemplarily for the whole momentum range p . The specific energy loss dE/dx is shown relative
to the expected energy loss of electrons 〈dE/dx〉e and normalized to the TPC resolution(σ). In
the following this will be abbreviated as “σe−TPC”. With respect to Figure 3.2 the dE/dx bands
of kaons, protons and deuterons are strongly suppressed.
In the momentum region p < 2.5GeV/c, where the TOF is used, the requirement on the
normalized TPC dE/dx is −0.5 < σe−TPC < 3. At higher momentum, where the pion band
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(a) Time of flight for particles relative to the ex-
pected time of flight for electrons divided by
the TOF resolution as function of momentum.
The bands for kaons, protons, electrons and
pions are indicated. The red lines indicate the
selection criteria (−3 < σ < 3) for electron
candidates.
(b) The specific energy loss dE/dx for electron
candidates selected with TOF relative to the
expected dE/dx for electrons and divided by
the TPC resolution as function of momentum.
The red lines indicate the selection criteria
(−0.5< σ < 3). Published in [69].
Figure 3.3: Electron identification with TOF and TPC.
merges into the electron band due to the relativistic rise, a more stringent selection criterion
than at low momentum is applied (−0< σe−TPC < 3).
3.4.1 Statistical removal of remaining hadron contamination
The selected electron candidate sample still contains a contribution from hadrons which can-
not be separated. The hadron contribution needs to be estimated and subtracted statistically.
The distribution of σe−TPC is analyzed in narrow momentum slices and shown exemplarily in
the momentum range 5GeV/c < p < 9GeV/c in Figure 3.4. The hadron contamination for
p < 5GeV/c was found to be negligible for this measurement. To determine the momentum de-
pendent fraction of the hadron contamination, the distributions are fitted with parametrizations
of the electron, pion and kaon peak. For the electron peak a Gaussian distribution is used and a
Landau function for the pion distribution [95]. The fits are shown for four momentum slices in
Figure 3.4 where the peaks from the relative energy loss dE/dx of kaons, pions and electrons
are visible in each panel. The fraction of hadron contamination is calculated as the ratio of the
numerically integrated peaks in the selection region. In Figure 3.5 the contamination fraction is
plotted as function of the momentum. The hadron contamination as function of momentum is
fitted with an error function parametrization:
Fhadron [p] = p0 + p1 · Erf (p2 ∗ p+ p3) (3.1)
A larger selection window for σe−TPC leads to higher systematic uncertainties on the PID due to
the increasing hadron contamination. A smaller window results in higher statistical uncertainty
due to a reduced number of selected tracks. The TPC selection of−0< σe−TPC < 3 was chosen to
allow for a relative small fraction of hadron contamination up to 8GeV/c with sizable statistics
to keep the statistical and systematical uncertainty to a minimum.
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Figure 3.4: The dE/dx relative to the average electron dE/dx in units of σ for different mo-
menta. The distribution of the electron dE/dx centered around zero is fitted with
a Gaussian. The middle peak reflects the pion dE/dx and is moving towards the
electron peak for increasing momentum. A Landau parametrization with an added
exponential tail is fitted to the pion distribution.
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3.5 Background subtraction
Since the semi-leptonic decay of heavy-flavor hadrons always includes a neutrino, it is not pos-
sible to reconstruct the full decay topology. Thus, it is not possible to identify the electrons from
heavy-flavor hadron decays directly but statistical methods need to be used. The majority of the
electron background is coming from the Dalitz decay of light neutral mesons (e.g. pi0→ e+e−γ)
or photons (e.g. pi0 → γγ) which convert to e+e− in the detector material. In a previous anal-
ysis for pp collisions at
p
s = 7TeV it was estimated that these Dalitz decays and γ-conversions
constitute more than 90% of the background [96]. A much smaller contribution called “Ke3” is
from weak kaon decays, which decays into a pion, an electron, and a neutrino. The Ke3 contri-
bution is only significant at pT < 2GeV/c. The dielectron decay of quarkonia (J/ψ) becomes a
significant contribution to the background at pT > 3GeV/c. The last significant contribution is
from primary real and virtual photons, which are created directly in hard scattering processes.
An essential part of the analysis is the determination and subtraction of the electron back-
ground. In the following two different methods of background subtraction are discussed.
The first method relies on the calculation of a so called “cocktail” of all background sources of
electrons. It relies on measured cross sections of light hadrons and is therefore limited by their
systematic uncertainties. This method was used previously in similar analysis in the PHENIX
Collaboration [55, 97] and the ALICE Collaboration [96, 98]. The second method takes advan-
tage of the fact that the main source of background electrons are light meson Dalitz decays and
the conversion of photons in the detector. Both processes always produce a correlated electron-
positron pair with a small invariant mass. This method was used for similar analysis in the STAR
Collaboration [68]. While previous measurements of electrons from heavy-flavor hadron decays
with ALICE used the cocktail based subtraction, this work describes the first measurement using
the tagging of photonic electrons to determine the electron background in ALICE [69].
3.5.1 Cocktail method
In the cocktail based subtraction all significant contributions to the electron background are
estimated separately and summed up. The pT-differential cross section of the different hadrons
contributing to the background are needed as an input to a Monte Carlo decayer, which forces
the decay to electrons. The most important input is the neutral pion spectrum since it con-
tributes the largest part to the background spectrum. At the time of the analysis a pi0 measure-
ment was not available and thus the spectrum of the charged pions was used, approximating
dσpi0/dpT = (dσpi+/dpT + dσpi−/dpT)/2. This approximation is valid using isospin symmetry,
where the pion family forms a triplet. The charged pion spectra were measured at low pT [75]
and high pT [99] by the ALICE Collaboration. The combined spectra were parametrized with a
Tsallis function [100]:
E
d3σ
dp3
= C
(n− 1)(n− 2)
nT (nT +m(n− 2))(1+ (mt −m)/(nT ))
−n, (3.2)
with mT =
q
m2 + p2T being the transverse mass and C, n and T being fit parameters. Other
light meson spectra (η,η′,ρ,ω and φ) were calculated using mT scaling [101] of the Tsallis
parametrization of the pion spectrum. mT-scaling is an approach to calculate heavier meson
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Figure 3.6: The different contributions to the background cocktail as function of pT.
spectra assuming that the shapes of pion and heavier meson spectra are the same as function of
mT =
q
p2T +m2. The normalization factors between the different relative light meson mT spec-
tra were obtained from PHENIX [102] assuming negligible changes for the ratios at higher
p
sNN.
The agreement between mT scaled spectra and measurements was shown by PHENIX [102] and
by ALICE [96] through a comparison of the measured η spectrum with an mT scaled pi
0 spec-
trum. The systematic uncertainties of the pion spectrum were propagated by moving the pion
spectrum up/down by the systematic uncertainties and refitting with Tsallis parametrizations.
A source of electrons at low transverse momentum is the weak decay of kaons, known as Ke3
(K±→ pi0νee±,K0L → pi±νee∓). Kaons have a non negligible branching ratio (5%/40% [7]) into
the decay to a pion, an electron/positron and the respective neutrino. Due to the neutrino, it is
not possible to measure the cross section directly. The contribution to the background cocktail is
estimated by extracting an electron spectrum from Ke3 decays in a PYTHIA [93] simulation using
GEANT3 [92] for the detector response and normalize this to the total cocktail. This relative
yield as function of pT is then multiplied with the actual cocktail distribution as described above.
The Ke3 contribution is small, i.e. 3% of the yield of electrons from heavy-flavor hadron decays
for pT ≤ 1.5GeV/c. Due to the large uncertainty of this method, a 100% systematic uncertainty
is assigned to the cross section of electrons from Ke3 decays.
The decay of J/ψ to e+e− is a non negligible source of background at high pT. The pT-
differential cross section of J/ψ in p-Pb collisions at
p
sNN = 5.02TeV was parametrized as
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described in [103]. Results from different beam energies were used to obtain an empirical
parametrization of the pT-differential J/ψ cross section as function of
p
s. The parametrized
cross section was scaled with Ncol l and used as input to the Monte Carlo cocktail used to evaluate
the pT-differential cross section of single electrons from J/ψ decays in the rapidity window|ylab|< 1. The resulting cross section is approximately 3% of the cross section of electrons from
heavy-flavor hadron decays for pT ≥ 1.5GeV/c. A systematic uncertainty of 50% is assigned
to the cross section due to the assumption of binary scaling and not including any possible
cold nuclear matter effects. The parametrized cross section is in good agreement to a later
publication with the J/ψ cross section measured in p-Pb collisions with ALICE [104].
3.5.2 Photonic tagging method
The main contribution to the background of electrons not coming from heavy-flavor hadron de-
cays is from the Dalitz decay and γγ decay of pi0 and η mesons. The photons are actually much
more abundant than the electrons from Dalitz decays but they only convert to electron-positron
pairs in the beam pipe or detector material, which is optimized to a small thickness (about
10% conversion probability in the whole ITS and TPC [89]). These produce so-called photonic
electrons, which means they originate from particle decays where real or virtual photons are
emitted. Electrons from photon conversions and Dalitz decays always come as an electron and
positron pair with a very small invariant mass value (photon conversion) or an invariant mass
up to almost the meson mass (Dalitz). This can be exploited to select electrons from photonic
sources, because heavy-flavor hadron decays do not produce low-mass e+e− pairs. In a first step
the yield of correlated electron-positron pairs, i.e. those coming from the same decay, have to be
separated from random, uncorrelated combinations of electrons and positrons. In a second step
the photonic yield has to be corrected for the limited acceptance and finite detector efficiencies
(e.g. one leg of the e+e−-pair propagates in a direction outside of the geometrical acceptance of
ALICE) based on MC simulations.
Raw photonic electron yield
The determination of the pT-differential yield of electrons from photonic decays is done statisti-
cally with respect to the number of electron candidates in the following steps:
Find possible partners:
To find the partner for an electron candidate from a photonic decay, the electron and positron
candidates are combined. Tracks fulfilling the so-called “associated partner” selection criteria
are selected for further analysis. The latter selection criteria are less stringent compared to
the standard electron candidate selection criteria to maximize the probability of finding the
photonic partner. The criteria are summarized in Table 3.2.
Combine to invariant mass spectrum:
Each electron candidate is then combined with all associated partners of opposite charge
(“unlike-sign”) in the same event and an invariant mass spectrum is filled (NULS [pT]). The in-
variant mass of the e+e− pair is required to be less than 150 MeV/c2 in order to include all elec-
trons from γ conversions and pi0 Dalitz decays, while e+e− pairs from other light mesons (such
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Figure 3.7: Invariant mass distributions of unlike-sign and like-sign electron pairs for the inclusive
electron pT interval 0.5 < pT < 0.6GeV/c. The difference between the distributions
is the photonic contribution. Published in [69].
as η, ω and η′) are only included for e+e− pairs with invariant mass smaller than 150 MeV/c2.
However, due to the small contribution of other light meson to the electron background [105],
the difference is negligible. The yield of unlike-sign pairs fulfilling the selection criteria is filled
in invariant mass spectra for each pT interval of the electron candidate. In Figure 3.7 an example
of the range 0.5< pT < 0.6GeV/c is represented by the red circles.
Estimate uncorrelated pairs:
The combinations of electron candidates and associated partners include many uncorrelated,
random pairs. To estimate the contribution of uncorrelated pairs in the invariant mass distribu-
tion, the so called “like-sign” subtraction method is used. Each electron candidate is combined
with all “like-sign” associated partners of the same charge (NLS [pT]). The invariant mass spec-
trum of like-sign pairs is used to model the uncorrelated contribution in the invariant mass
distribution of unlike-sign pairs. The acceptance of like-sign and unlike-sign e+e− pairs is as-
sumed to be equal, in agreement with results of low-mass dielectron measurements in p-Pb
collisions by ALICE [105]. The invariant mass spectrum of uncorrelated like-sign pairs is shown
in Figure 3.7 as blue squares.
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Table 3.2: Selection criteria for the associated tracks
track property selection criterion
ITS and TPC refit required
ITS clusters ≥ 2
TPC clusters ≥ 60
TPC dE/dx clusters ≥ 60
DCA radial < 1cm
DCA z < 2cm
|σe−TPC| < 3
Calculating the photonic yield:
The invariant mass distribution of like-sign pairs is subtracted from the distribution of unlike-
sign pairs as shown in Equation 3.3. The remaining yield (Nphotonic,raw [pT]) for m≤ 150MeV/c2
is identified as the yield of electron candidates coming from photonic decays, shown as black
crosses in Figure 3.7. The shape of the invariant mass spectrum is in agreement with Monte
Carlo simulations showing a peak at zero invariant mass due to the photon conversions and a
continuous spectrum (peaked at very low mass) to higher invariant mass from the Dalitz decays.
Nphotonic,raw [pT] = NULS [pT]− NLS [pT] (3.3)
Tagging efficiency
The raw spectrum of electron candidates from photonic decays needs to be corrected for cases
where the photonic partner is not reconstructed. An efficiency needs to be evaluated which gives
the conditional probability to find the partner among the associated candidates for an electron
candidate which has decayed in a photonic decay. This efficiency is called “tagging efficiency”
"tag. The true Monte Carlo information is used for each pair to only select candidates for which
the photonic partner was found. This is done by checking that the pair comes from the same
mother particle in the MC simulation. "tag is calculated as the number of found pairs divided by
the total number of electrons which originate from photonic sources as known from MC truth.
The method was cross checked with an alternative approach. The number of photonic pairs is
calculated in the same way as described in the previous section: the like-sign pair spectra are
subtracted from the unlike-sign pair spectra for each pT interval using spectra obtained from the
MC simulation. In Figure 3.8 the tagging efficiency "tag is plotted as a function of the transverse
momentum for both methods of estimating the number of photonic pairs. Results from both
methods agree within the statistical uncertainties.
As mentioned before, due to the invariant mass selection criterion of m≤ 150MeV, the Dalitz
decays of light mesons heavier than the pi0 are not measured completely. This results also in
a negligible change of the tagging efficiency (2%), which is reflected in the evaluation of the
systematic uncertainties (see Table 3.5).
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Figure 3.8: Comparison of the tagging efficiency obtained with two different methods of evalu-
ating the number of tagged photonic pairs.
Correction for Monte Carlo
As described in the previous section, the pT-dependent tagging efficiency gives the conditional
probability to reconstruct the associated photonic partner. The decay kinematics for the Dalitz
decay are dependent on the momentum of the meson, e.g. the opening angle between the
e+e−-pair is decreasing for increasing momentum. This means, for a higher relative abundance
of mesons with high momentum, the opening angle of the e+e−-pair in the Dalitz decay is
on average smaller. This results in a higher probability to reconstruct the associated partners.
Generally speaking the distribution of Dalitz decay electrons and thus "tag is dependent on the
shape of the pT-differential cross section of the photonic sources, namely light mesons such as
pi0, η, ω, φ, η′ and ρ.
The cross sections used in the Monte Carlo simulations do not reproduce the cross sections
measured in the experiment, thus a correction is necessary. For this, pT-dependent weights are
applied to the meson spectra in the MC simulation. The weights are calculated as ratios of
measured (or mT-scaled) spectra and spectra from Monte Carlo. The measured pi
0 spectrum
and the mT-scaled spectra for η, ω, φ, η
′ and ρ were used from the parametrizations for the
cocktail method, as explained in the previous section (3.5.1).
The spectra in Monte Carlo were extracted from the reconstructed simulation data by scanning
through the MC stack and selecting primary pi0, η, ω, φ, η′ and ρ mesons.
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Figure 3.9: Weighting functions for light mesons with considerable contribution to the electron
background.
The weights as shown in Figure 3.9 are applied to each identified electron of photonic origin.
The pT-dependent weight for the respective (mother) meson from Figure 3.9 is applied to the
photonic electron. Thus the spectra of electrons from meson Dalitz decays and γ conversions of
decay photons of these are weighted properly to resemble the spectral shapes observed in the
experimental data. The corrected yield of photonic electrons Nphotonic is determined as:
Nphotonic [pT] =
NULS [pT]− NLS [pT]
"tag [pT]
(3.4)
with the meson cross section corrected pT-dependent tagging efficiency "tag and the pT-
dependent invariant mass spectra of like-sign NLS and unlike-sign pairs NULS.
3.6 Efficiency correction and normalization
The raw electron yield needs to be corrected for the finite geometrical acceptance "geo of the
detector, the efficiency to reconstruct the tracks "reco and the efficiency of the electron identifica-
tion "eID. The combined efficiency " is estimated by a Monte Carlo simulation (see Section 3.1).
A selection criterion is applied to remove particles produced far away from the production ver-
tex (< 1%), because these tracks were filtered in the calibration of the experimental data. The
vertex of generated particles has to be within ±15 cm in z-direction and within 3 cm in the x y-
plane with respect to the geometric center of the detector. Then, all selection criteria described
in 3.3 are applied except for the TPC eID selection. The pT-differential efficiency of the track
selection can be calculated by dividing the electron spectra obtained from the MC simulation
before and after the track selection. The pT-differential efficiency is shown in Figure 3.10. The
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Figure 3.10: Transverse-momentum dependent acceptance and efficiency (εgeo × εreco ×
εeID(TOF)) for electrons from heavy-flavor hadron decays calculated from a MC
simulation applying all selection criteria of the measurement (except TPC PID).
PID efficiency of the TPC is independent of the track pT. As explained in Section 3.4, the TPC
dE/dx normalized to the expected dE/dx of electrons can be described by a Gauss distribution.
The efficiency of the TPC PID selection can thus be calculated as the definite integral of a Gauss
distribution in narrow momentum slices. For the analysis using TPC and TOF detector the se-
lection criteria of (−0.5< σe−TPC < 3) was used which results in a TPC efficiency of 0.69, while
for the TPC only analysis the selection of (0< σe−TPC < 3) results in an efficiency of 0.5.
To obtain the true spectrum of electrons from heavy-flavor hadron decays effects due to the
limited detector resolution and bremsstrahlung need to be taken into account. Without a cor-
responding correction the measured electron pT distribution is not equal to the true pT distri-
bution. Mathematically this relation can be expressed as a matrix multiplication: A true (by
nature) pT distribution/vector is folded with the detector response matrix R to the measured
pT distribution “M”. To obtain the true spectrum T , the measured spectrum M needs to be
“unfolded” by R−1 [106, 107]:
M = R · T (3.5)
T = R−1 ·M (3.6)
While it is intrinsically not possible to obtain the true response matrix R, the detector response
and bremsstrahlung can be modeled with GEANT3 with (run)time dependent input. Thus an
approximate response matrix can be obtained from Monte Carlo simulations. R is the correlation
matrix between the measured and reconstructed pT. However, the inversion is usually not trivial
because the matrix can be singular. Thus a so called “smearing matrix” is calculated, which
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approximates the inverse matrix: eR ≈ R−1. Bayes’ Theorem is used to calculate the matrix
elements eR ji based on the response matrix R:
P(A|B) = P(B|A) P(A)
P(B)
(3.7)
eR ji = Ri jU j∑
k RikUk
(3.8)
With A representing the physical truth and B the measurement in the detector. P(B|A) is the
conditional probability to observe measurement B under the condition of a true distribution
A, and it is equal to the matrix elements Ri j of the detector response matrix R. Respectively,
P(A|B) is the conditional probability of a true distribution A under the condition of a measured
distribution B, which is the inverse matrix which is needed to calculate the physical truth from
a measurement. It corresponds to the matrix elements eR ji of the smearing matrix eR. P(B) is
analogous to the vector elements of the measured spectrum M and calculated with the response
matrix: Mi =
∑
k RikUk. U j are the vector elements of the unfolded true distribution P(A).
The equations have two remaining unknowns: P(A) respectively U j and P(A|B) respectively the
smearing matrix elements eR ji. To overcome this problem, an iterative process is used:
U ′ = eR [U] ·M (3.9)
If the spectrum U is the true distribution “T” the unfolded spectrum U ′ is also T . Otherwise
the solution for U ′ is in between U and T . As an iterative process U is replaced with U ′ to
calculate the next solution U ′′. After 10 iteration steps a convergence is reached to obtain the
true unfolded distribution.
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3.7 Systematic uncertainties
The precision of a measured observable is not only determined by statistics but is also subject
to systematic uncertainties which arise from the detector system, the analysis techniques and
the proper description of those in the Monte Carlo simulation. The systematic uncertainties
are studied for the selection of electron candidates, the hadron contamination removal, the
detector alignment and the analysis method. The uncertainties on the selection of electron
candidates are studied by variation of the track selection criteria and electron identification
criteria. The complete analysis to calculate the yield of electrons from heavy-flavor hadron
decays was repeated for each selection criterion variation. To identify deviations of the yield
which are not the result of statistical fluctuations due to changed selection criteria, a method
proposed by R. Barlow [108] was adopted. The difference ∆ between the fully corrected yields
obtained with the reference selection criteria and the modified selection criteria, respectively, is
calculated for each pT bin as shown in Equation 3.10. It is evaluated relative to the combined
statistical uncertainty σ∆ as shown in Equation 3.11. Here, a full correlation between both
yields is assumed, which is justified because in each variation only one selection criterion is
changed, and, thus, one of the two electron samples is always a true subset of the other one.
∆(pT) =
1
2pipT
d2Nre f (pT)
dpT d y
− 1
2pipT
d2Nvar (pT)
dpT d y
(3.10)
σ∆(pT) =
sσ2re f (pT)−σ2var (pT) (3.11)
Variation of selection criteria
For each selection criterion only deviations from the reference are considered in which the
normalized difference ∆σ∆ (pT) is bigger than 2σ over a broad pT range to exclude single-bin
fluctuations. The assigned uncertainties are then calculated as a relative uncertainty by dividing
the yields from the varied selection criteria by the yield of the reference criterion. A summary
of the variations of the selection criteria is shown in Table 3.3 for the electron candidates and in
Table 3.4 for the associated candidates. The assigned uncertainties are summarized in Table 3.5.
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Table 3.3: Table of the variations of the selection criteria of electron candidates.
Observable Reference cut TPC-TOF TPC-only
DCA xy and z (cm) (10,20) (5,10),(20,50) (5,10),(20,50)
ITS layer 4 3, 5, 6 3, 5, 6
SPD kBoth kAny kAny
ITS layer 4 ITS layer 3, 4, 5, 6 ITS layer 3, 4, 5, 6
kBoth kFirst kFirst
ITS layer 4 ITS layer 4, 5 ITS layer 4, 5
TPC cluster 110 90, 95, 105, 110, 90, 95, 105, 110,
115, 120 115, 120
TPC PID cluster 80 60, 70, 90, 100 60, 70, 90, 100
TOF PID 3σe−TOF no, 1.5, 2, 2.5, 4σe−TOF n/a
TPC PID -0.5σe−TPC (69%) (TPC-TOF) 0.09σe−TPC (50%) -0.17σe−TPC (60%)
lower cut 0σe−TPC (50%) (TPC-only) -0.17σe−TPC (60%) -0.425σe−TPC (69%)
-0.94σe−TPC (84%) -0.94σe−TPC (84%)
TPC PID 3σe−TPC (69%) 2.15σe−TPC (66.9%) not checked
upper cut 2.67σe−TPC (68.5%) (no difference to
4.21σe−TPC (69.1%) TPC-TOF)
η -0.6 to 0.6 -0.6 to 0, 0 to 0.6, -0.6 to 0, 0 to 0.6,
-0.4 to 0, 0 to 0.4, -0.4 to 0, 0 to 0.4,
-0.5 to -0.1, 0.1 to 0.5 -0.5 to -0.1, 0.1 to 0.5
Table 3.4: Table of the variations of the selection criteria for the associated track candidates for
the photonic background evaluation.
Observable Reference cut TPC-TOF TPC-only
DCA xy and z (10,20) (5,10),(20,50) (5,10),(20,50)
ITS layer 2 3, 4, 5 3, 4, 5
TPC (cls, PID cls) (80,60) (80,70), (100,60), (80,70), (100,60),
(100,80) (100,80)
TOF PID not TOF PID 3σe−TOF 3σe−TOF
TPC PID ±3σe−TPC 2, 4σe−TPC 2, 4σe−TPC
Mass cut 0.14 0.01, 0.05, 0.1, 0.13, 0.01, 0.05, 0.1, 0.13,
0.15, 0.18, 0.2 0.15, 0.18, 0.2
Minimum pT 0 0.1, 0.2, 0.3, 0.5, 0.7, 0.9 0.1, 0.2, 0.3, 0.5, 0.7, 0.9
Re-weighting yes no, reweighting of η Dalitz no, reweighting of η Dalitz
component * 0.8 and 1.2 component * 0.8 and 1.2
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Example for the variation procedure
An example for the procedure can be found in Figure 3.11. In the left panel the results for
the yields of electrons from heavy-flavor hadron decays are shown for different selection crite-
ria of the number of ITS clusters for the associated electron candidate, according to Table 3.4.
In the middle panel the ∆σ∆ (pT) is calculated according to Equation 3.10 and 3.11. Deviations
larger than 3σ are visible, which means that the deviations for the yields with different se-
lection criteria are not of statistical nature. In the right panel the ratios of the yields with the
changed selection criteria are divided by the yield with the default selection criterion. Due to the
large asymmetry of the deviation, a systematic uncertainty of 4% is assigned to the transverse-
momentum range 0.5< pT < 1GeV/c, while for 1< pT < 2.5GeV/c a systematic uncertainty of
1% is assigned.
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Figure 3.11: Left panel: corrected yields of electrons from heavy-flavor hadron decays for dif-
ferent selection criteria for the number of ITS cluster for the associated electron
candidate. Middle panel: Difference between yields with changed selection crite-
rion and default selection criterion divided by the reduced uncertainty according
to Equation 3.10 and 3.11. Right panel: Ratio of the yields with changed selection
criteria to the yield with default selection criterion. Red lines indicate the assigned
systematic uncertainties.
Hadron contamination function
The systematic uncertainty due to the subtraction of the hadron contamination was studied
by variation of the parametrization which describes the hadron contamination as function of
momentum p. As shown in Figure 3.12 the hadron contamination function was varied in two
ways: The obtained values for the contamination as described in Section 3.4.1 were shifted
to the lower or upper extreme of their statistical uncertainty and a new fit was used as a
parametrization. In addition, instead of an error function a polynomial function of third de-
gree was used to fit the hadron contamination as function of momentum for p < 10GeV/c and
a constant value c = 0.95 was used above. The parametrizations used for the estimation of the
systematic uncertainties are shown in Figure 3.12. A total uncertainty of 2% on the yield of
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Figure 3.12: Different parametrizations for the hadron contamination function to evaluate a sys-
tematic uncertainty on the hadron contamination removal. The dashed (red) and
dotted (green) lines represent new parametrizations fitted to the values for the
hadron contamination (magenta area) shifted up and down by the statistical un-
certainties respectively. The dotted-dashed (blue) line represents a third degree
polynomial plus a constant c = 0.95 as parametrizations for the hadron contamina-
tion.
electrons from heavy-flavor hadron decays for the momentum range 2.5 < pT < 8GeV/c has
been estimated.
Subdetector matching
The matching of track between different parts of the detector is subject to systematic devia-
tions due to uncertainties of the alignment of the different detectors. The uncertainty for the
matching of tracks between ITS and TPC was analyzed in detail in [33] and quantified to a con-
stant 3% over the whole pT range. The systematic uncertainty on the matching between TPC
and TOF was obtained from the analysis of the multiplicity dependence of identified charged
particles [75] and amounts to 3%. The uncertainties on the TOF PID of 2% were also obtained
from the same publication.
MC closure test
Besides variations of the selection criteria for the associated track in the invariant mass ap-
proach, the analysis algorithm/method of extracting the yield of electrons from heavy-flavor
hadron decays was checked by using a MC simulation as input to the analysis. The MC sample
describe in Section 3.1 was split up in two sub-samples to avoid auto-correlation. One half
was treated in the software as real data, while the other half was used for the MC corrections.
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Figure 3.13: The upper panel compares the yield of electrons from heavy-flavor hadron decays
from MC (MC truth) with the yield obtained by the analysis software using the
same MC as “data” sample. The ratio in the lower panel shows a good agree-
ment between the resulting yields. The red lines indicate the assigned systematic
uncertainty of 2%.
The resulting yield was compared to the true yield of electrons from heavy-flavor hadron decays
contained in the half MC sample treated as data. Figure 3.13 shows the very good agreement be-
tween the reconstructed and the true yield. The maximum variation of 2% of the ratio between
both yields is taken as a systematic uncertainty of the method.
Summary of systematic uncertainties
The systematic uncertainties are summarized in Table 3.5. The correlation between the uncer-
tainties is assumed to be small and, thus, they are treated as uncorrelated and added quadrat-
ically. The contributions to the total uncertainty do not have one dominant source but are due
to many medium sized (2%–3%) uncertainties. The total systematic uncertainty on the pT-
differential yield of electrons from heavy-flavor hadron decays is 9.9% in 0.5 < pT < 1GeV/c,
8% in 1< pT < 2.5GeV/c and 6% in 2.5< pT < 8GeV/c. The decrease of the systematic uncer-
tainties with increasing pT can be explained by the increase of the signal over background ratio,
yielding to less influence of the uncertainties on the determination of the electron background.
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Table 3.5: Summary of systematic uncertainties for the two different PID strategies.
TPC-TOF TPC-only
Variable / inclusive e 0.5< pT < 2.5GeV/c 2.5< pT < 8GeV/c
DCA xy and z negligible negligible
TPC cluster 2% negligible
TPC cluster PID 2.5% negligible
ITS layer 2% 1%
SPD requirement 2% 2%
ITS-TPC matching [33] 3% 3%
TPC PID 3% 3%
TPC-TOF matching[75] 3% n/a
TOF PID[75] 2% n/a
η range negligible negligible
Hadron contamination negligible 2%
Variable / associated e
DCA xy and z
1% (0.5–1GeV/c)
0% (1–2.5GeV/c) negligible
TPC clusters tracking negligible negligible
TPC clusters PID negligible negligible
ITS number of hits
4% (0.5–1GeV/c)
1% (1–2.5GeV/c) 1%
TPC PID
3% (0.5–1GeV/c)
1% (1–2.5GeV/c) negligible
ITS PID negligible negligible
Mass cut
2% (0.5–1GeV/c)
0% (1–2.5GeV/c) negligible
Minimum pT negligible 1%
Re-weighting 2% negligible
MC closure test 2% 2%
Unfolding 1% 1%
SUM
9.9% (0.5–1GeV/c)
8.0% (1–2.5GeV/c) 6%
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3.8 Proton-proton reference
To calculate the nuclear modification factor RpPb (see Section 1.4) a reference from pp colli-
sions at the same beam energy
p
sNN = 5.02TeV is needed. No measurement of electrons from
heavy-flavor hadron decays from pp collisions at
p
s = 5.02TeV is available. ALICE has mea-
sured electrons from heavy-flavor hadron decays in pp collisions at
p
s = 2.76TeV [98] andp
s = 7TeV [96] and the ATLAS experiment has measured electron cross sections in pp collision
at
p
s = 7TeV [109]. The results of the present work were published together with another
measurement extending the pT coverage to 6 < pT < 12GeV/c, exploiting the electron iden-
tification capabilities of the ALICE EMCal [69]. Therefore a reference up to pT = 12GeV/c is
needed, which requires to combine the cross sections at
p
s = 7TeV from ALICE and ATLAS.
The cross section in the one common momentum bin 7 < pT < 8GeV/c was calculated as
a weighted average of both results. The inverse squared uncertainties were used as weights
according to [7].
The measurement of the cross section of electrons from heavy-flavor hadron decays in pp
collisions with ALICE at
p
s = 7TeV was done in the rapidity range |y| < 0.5, the cross section
measurement with ALICE at
p
s = 2.76TeV was done in the rapidity range |y| < 0.8. The
measurement of electron cross sections with ATLAS was done in the pseudo-rapidity range |η|<
2.0, excluding 1.37 < |η| < 1.52. Recent results by ALICE for D-meson cross section in pp and
p-Pb collisions [62] observe no variations as function of the rapidity (in |η|< 0.8), in agreement
with theory predictions by FONLL [48]. Thus, no effect on the interpolation due to the different
pseudo-rapidity ranges of the measurements is expected. The interpolated cross section will be
compared to the measurement in p-Pb collisions at
p
sNN = 5.02TeV in the asymmetric rapidity
range −1.065 < ycms < 0.135 assuming no effect due to the shift of the average rapidity by
∆y = −0.465 in the p-Pb system.
The combined cross section from ALICE and ATLAS at
p
s = 7TeV and the cross section from
ALICE at
p
s = 2.76TeV were interpolated to
p
s = 5.02TeV using a power law function to
describe the cross section as function of
p
s:
σe [pT] = p1 [pT]
 p
s
p2[pT] , (3.12)
where σe is the cross section at a given pT and p1, p2 free parameters. Equation 3.12 is solved
analytically for each pT interval, since two cross sections are available for two parameters of
the equation. The power-law assumption is in general agreement with different theoreti-
cal models based on pQCD for the
p
s dependence of the cross section [110]. To study the
dependence of the interpolation on the choice of the parametrization, alternatively the inter-
polation was calculated using a linear or an exponential function. From this an uncertainty of
+5%/ − 10% without a significant pT dependence was evaluated. The uncertainties from the
measurements at
p
s = 2.76TeV and
p
s = 7TeV were split into the uncertainties which are
correlated and uncorrelated in
p
s. Most uncertainties were assumed correlated due to similar
experiment conditions. The uncertainty on the ITS was treated as uncorrelated between both
measurements due to a known change in the detector condition. The uncertainties from the
unfolding procedure and from the background cocktail are independent between both mea-
surements and also treated as uncorrelated uncertainties. Correlated uncertainties were added
linearly, while uncorrelated uncertainties were added quadratically in the interpolation proce-
dure. The resulting correlated and uncorrelated contributions to the interpolated cross section
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were added in quadrature. The resulting total uncertainty was also combined quadratically with
the +5%/− 10% uncertainty due to the interpolation procedure. Each of the measurements in
pp collision has a pT independent systematic uncertainty related to the minimum-bias collision
cross section. The uncertainties of the cross section for the ALICE measurement in pp collisions
at
p
s = 2.76TeV (1.9%) and for ALICE and ATLAS in pp collisions at
p
s = 7TeV (3.5% resp.
3.4%) were interpolated to the energy of
p
s = 5.02TeV resulting in 2.3%.
Figure 3.14 shows the reference spectra at
p
s = 2.76TeV and
p
s = 7TeV and the interpolated
spectrum at
p
s = 5.02TeV.
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Figure 3.14: Interpolation of the cross sections of electrons from heavy-flavor hadron decays in
pp collisions at
p
s = 2.76TeV [98] and
p
s = 7TeV [96, 109] to the collision energyp
s = 5.02TeV.
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3.9 Results
The transverse-momentum differential cross section of electrons

e++e−
2

from heavy-flavor
hadron decays is calculated as:
1
2pipT
d2σ
dpTdy
=
1
2
1
2pipcentreT
1
∆y∆pT
N ·σV0MB
NMB
, (3.13)
where pcentreT are the centers of the pT bins with width∆pT and∆y denotes the rapidity to which
the analysis is restricted. Nhfe/NMB is the electron yield normalized by the number of events
(NMB) obtained by the unfolding procedure with the approximation for the inverse detector
response matrix eR, which includes εgeo, εreco and εeID (see Section 3.6). The minimum bias
cross section σV0MB = 2.09 ± 0.07b in p-Pb collisions was obtained through a van der Meer
scan [111].
3.9.1 Cross sections
The pT-differential cross section of electrons from heavy-flavor hadron decays in p-Pb collisions
at
p
sNN = 5.02TeV is measured in the transverse momentum range 0.5 < pT < 8GeV/c and in
the rapidity range −1.065 < ycms < 0.135. Two different electron identification strategies are
used according to the electron transverse momentum: TPC and TOF (0.5 < pT < 2.5GeV/c)
and TPC only (2.5 < pT < 8GeV/c). As a cross check for the electron identification, the cross
section measurement from the TPC-TOF strategy was extended to pT = 4GeV/c as shown in
Figure 3.15. The cross sections from both eID strategies in the range 2.5 < pT < 4GeV/c agree
well within their uncertainties. As explained in Section 3.7, the usage of the TOF detector
adds additional uncertainty from electron identification (3%) and track matching (2%) to the
measurement. Therefore, the final cross section for pT > 2.5GeV/c was measured only with the
TPC electron identification. The normalization uncertainty related to the minimum bias cross
section σV0MB of 3.7% is not shown in Figure 3.15.
The pT-differential cross section is shown in Figure 3.16 together with the interpolated cross
section for pp collisions at
p
s = 5.02TeV. The results are published in [69]. The statistical un-
certainties are indicated by vertical error bars, the systematic uncertainties are shown as boxes.
The obvious difference of the relative size of the systematic uncertainties from both measure-
ments, in particular at low pT, is the result of different methods used for estimation of the
electron background. The interpolation is based on pp measurements [96, 98, 109] which use a
cocktail based subtraction (Section 3.5.1). For the measurement of the cross section in p-Pb col-
lisions a reduction of the relative uncertainties by 70–80% in 0.5 < pT < 2.5GeV/c is achieved
with respect to the same measurement in pp collisions at
p
s = 7TeV. The substantial reduction
of the uncertainties is due to the method of tagging the photonic background (Section 3.5.2).
Here, the uncertainties of the measured light hadron spectra are not relevant unlike for the
cocktail based subtraction of the background.
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Figure 3.15: Comparison of the pT-differential cross section for the two electron ID strategies.
For low to intermediate pT the TPC and TOF detectors were used (red), while for the
intermediate to high pT region only the TPC detector was used. Both measurements
agree well with each other within their uncertainties in the overlapping pT range.
Published in [69].
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Figure 3.16: pT-differential cross section of electrons from heavy-flavor hadron decays in p-Pb
collisions at psNN = 5.02TeV (red) together with the interpolated cross section for
pp collisions at
p
s = 5.02TeV (black). The statistical uncertainties are indicated
by vertical error bars, the systematic uncertainties are shown as boxes. Published
in [69].
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3.9.2 Nuclear modification factor
To study initial state effects the nuclear modification factor RpPb is calculated as the ratio of the
p-Pb cross section and the pp cross section scaled by the nucleon number A = 208 of the Pb
nucleus:
RpPb =
dσpPb
dpT

A
dσpp
dpT
(3.14)
This nuclear modification factor RpPb is shown in Figure 3.17. The normalization uncertainty
of 4.4% is shown as black bar, resulting from the normalization uncertainty from the mea-
surement in p-Pb collisions at
p
sNN = 5.02TeV (3.7%) and the interpolated normalization
uncertainty (2.3%) by adding in quadrature. The major contribution to the systematic un-
certainties on the RpPb is due to the large uncertainties of the interpolated pp reference which
is mainly driven by the cocktail background subtraction technique. The result is compatible
with unity in the measured transverse momentum range 0.5 < pT < 8GeV/c within statis-
tical and systematical uncertainties. It can be concluded that cold nuclear matter effects do
not play a role in the suppression of the yield of electrons from heavy-flavor hadron decays
observed at high pT in Pb–Pb collisions at
p
sNN = 2.76TeV [112]. An enhancement of the pT-
differential cross section of electrons in p-Pb collisions cannot be excluded as also seen in d–Au
collisions at
p
sNN = 200 GeV [97], which can be explained by the so-called Cronin effect due
to broadening of the parton transverse momentum. In Figure 3.18 the measurement of RpPb
is compared to different theoretical model calculations. Theoretical predictions using pertur-
bative QCD, which include cold nuclear matter effects, agree with the measurement and show
negligible deviations from unity. The model prediction shown in gray (“FONLL+EPS09NLO”) is
calculated by combining predictions for heavy-flavor cross sections from FONLL [46, 48] with
parametrizations for shadowing of the nuclear parton distribution function “EPS09NLO” [34].
Calculations by Sharma et. al. [38] use nuclear shadowing effects as well as kT-broadening and
nuclear energy loss. The model predicts a small suppression for low transverse momentum. The
calculations were initially done for forward rapidity measurements and extrapolated to mid-
rapidity [115]. A different approach is used by Kang et. al. [39] which predicts an enhancement
at low transverse momentum through broadening of the parton pT by incoherent multiple parton
scattering processes before the hard scattering process. The fluctuations lead to a larger 〈pT〉2.
The model was calculated for backward rapidity and extrapolated to the rapidity region of this
work [115]. Blast-wave model calculations predict a transverse momentum redistribution of
the pT-differential electron production cross section by assuming hydrodynamical expansion of
a produced medium in p-Pb collisions. This would lead to a modification of the pT-differential
charm and beauty spectra by radial and elliptic flow (see Sections 1.5 and 1.4). The parameters
for the blast-wave model [113] were obtained from the measurement of identified charged par-
ticles in p-Pb collisions at
p
sNN = 5.02TeV [75]. From the model pT-differential spectra for D
and B mesons were calculated. The spectra were used as input to a Monte Carlo decayer forcing
the semi-leptonic decay to electrons. The resulting spectra of electron from D and B meson
decays were compared to FONLL predictions [48] for electrons from D and B meson hadron
decays at
p
sNN = 5.02TeV [114]. The blast-wave calculations agree with the measured data
and predict only a small enhancement at low pT.
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Figure 3.17: Nuclear modification factor RpPb for electrons from heavy-flavor hadron decays. The
black box indicates the normalization uncertainty of 4.4%.
All theoretical models predict small effects for a deviation of the cross section with respect
to binary-collision scaling of electrons from heavy-flavor hadron decays in p-Pb collisions atp
sNN = 5.02TeV. They are in agreement with the measured data within uncertainties.
3.9.3 Discussion
The measurement of RpPb has substantial systematic uncertainties which can be improved in
future analyses. However, the systematic uncertainties on the measured cross section in p-Pb
collisions at
p
sNN = 5.02TeV are already very small (6%–10%) and cannot be reduced much
further (using the same analysis methods). The statistical uncertainties are also small (3% for
0.5< pT < 4GeV/c and 4%–7% for higher pT), thus an increase of the statistics would not lead
to improvements in the measurement. The main contribution to the large uncertainties of RpPb
is from the pp reference measurement. A first step could be to reanalyze the measurements in pp
collisions at
p
s = 2.76TeV [98] and
p
s = 7TeV [96] using the tagging method to estimate the
photonic electron background. The possible improvements are indicated by the gray error boxes
in Figure 3.19. For this estimate, the uncertainties of the interpolated pp reference for RpPb are
scaled to the relative uncertainties of the p-Pb cross section for each pT interval. This assumes
that the cross section measurement in p-Pb collisions is of high quality and the uncertainties are
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Figure 3.18: Comparison of the measured RpPb with predictions from different theoretical mod-
els (FONLL+EPS09NLO[34, 46], Kang et al. [39], Sharma et al. [38], blast-wave [113,
114]). The black box indicates the normalization uncertainty of 4.4%. Published
in [69].
at the lower limit for this kind of measurement. The interpolation uncertainty of +5%/− 10%
is added to reflect the possible improvement with the currently available experimental data. A
visible reduction of the systematic uncertainties at low pT can be achieved by using the tagging
method. While for intermediate transverse momentum 2.5 < pT < 8GeV/c the improvement is
only marginal because the electron background in this region is already small and thus the un-
certainties are less dependent on the determination of the electron background. A measurement
of electrons from heavy-flavor hadron decays in pp collisions at
p
s = 5.02TeV could be used in
the future as a new reference. It would reduce the predicted systematic uncertainty by the inter-
polation uncertainty (+5%/− 10%). However, the current theoretical model predictions have
already very small uncertainties. As stated above, a new measurement with improved statisti-
cal and systematical uncertainties, using the current analysis methods and detector setup, will
not increase the precision to allow for a discrimination between most of the model calculations
which are not deviating very much from each other. A discrimination to the model calculations
by Kang et. al. [39] below pT = 2.5GeV/c could be achieved with smaller uncertainties. It can
be concluded that the current theoretical models agree with the results of the measurement:
The influence of cold nuclear matter effects on the heavy-flavor production in the measured
54
)c (GeV/
T
p
0 1 2 3 4 5 6 7 8
 
 
pP
b
R
 
0.5
1
1.5
2
2.5
default systematic uncertainties
study with modified pp reference
Normalisation uncertainty
THIS WORK
 = 5.02 TeVNNsPb, −p
 < 0.135
cms
y1.065 < −)/2, - + e+ (e→c,b 
Figure 3.19: RpPb with the current systematic uncertainties in red and with reduced uncertainties
of the pp reference in gray. The black box indicates the normalization uncertainty
of 4.4%.
transverse momentum range is rather small and major improvements in the measurement of
electrons from heavy-flavor hadron decays in the future are questionable.
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4 Dependence of the electron yield on the charged-particle multiplicity
The influence of CNM effects on the production of heavy-flavor hadrons in p-Pb was discussed
in the last chapter. The minimum-bias cross section of electrons from semi-leptonic heavy-
flavor hadron decays in p-Pb collisions at
p
sNN = 5.02TeV was compared to a reference cross
section in pp collisions interpolated to
p
s = 5.02TeV and scaled by the mass number of the
Pb nucleus (A= 208). The result is compatible with unity which implies that the heavy-flavor
yield in p-Pb collisions is compatible with the yield in pp collisions at the same cms energy
scaled by the average number of binary collision 〈Ncoll〉 in a p-Pb collision (〈Ncoll〉MB ≈ 7 [116]).
The conclusions obtained from the pT-dependent nuclear modification factor RpPb are limited
in their interpretation to average minimum bias collisions. A better general understanding of
heavy-flavor production mechanisms can be achieved by looking into extreme cases where the
respective number of binary collisions is much larger than 〈Ncoll〉.
In pp collisions heavy-flavor production was studied as function of the charged-particle mul-
tiplicity. The charged-particle multiplicity gives information about the soft (non-perturbative)
regime while heavy-flavor production is related to hard processes described by pQCD. Early
models including the first tunes of Pythia 6 [93] predicted a decrease of heavy-flavor produc-
tion as function of the multiplicity which can be estimated by the charged particle density.
The general understanding was that for an increase in soft processes the probability for hard
processes becomes smaller and thus heavy-flavor production is suppressed for high multiplic-
ity events. However, ALICE observed the opposite trend: The relative heavy-flavor production
increases linearly or even faster than linearly with respect to the charged-particle multiplic-
ity which is calculated by the relative charged particle density [117, 118]. Model calculations
including Multiple-Parton Interactions (MPIs) [119] have been able to describe the linear in-
crease for heavy-flavor production [120, 121]. They explain the enhancement of heavy-flavor
yields by including multiple hard parton-parton scatterings in a proton-proton collision. The
situation in p-Pb collisions is more complicated since on average seven nucleon-nucleon colli-
sions occur. Only ALICE has measured the multiplicity dependence of heavy-flavor production
in p-Pb collisions. Also only theoretical model calculations from EPOS [122] are available to
describe heavy-flavor production in p-Pb collisions for events with large multiplicity where a
large number of binary collisions and MPIs may both play a role. ALICE has measured D-
meson production as function of charged-particle multiplicity in p-Pb collisions [76]. Results
show a faster-than-linear increase for D-meson relative yields for a charged-particle multiplic-
ity estimated at mid-rapidity. However, when the charged-particle multiplicity is estimated in
the backward rapidity region, only a linear dependence is observed for the relative D-meson
yields. This analysis focuses on the multiplicity dependence of heavy-flavor production in p-Pb
collisions by measuring the relative yields of electrons from heavy-flavor hadron decays as a
function of the multiplicity. The charged-particle multiplicity is estimated using two different
approaches: At mid-rapidity using SPD tracklets and at backward rapidity using the analogue
signal of the V0A detector. Since for low transverse momentum (pT < 4GeV/c) mainly electrons
from D-meson decays are measured, the relative results are checked for compatibility with the
published results [76]. Due to the large fraction of electrons from beauty hadron decays at high
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1, a different trend of the multiplicity dependence might be observed for high-pT electrons
from heavy-flavor decays compared to high-pT D mesons.
The yields of electrons from heavy-flavor hadron decays have to be evaluated for different
classes of the charged-particle multiplicity. The multiplicity classes were defined using estima-
tors at mid-rapidity and backward rapidity, respectively. Also the charged-particle multiplicity
needs to be calibrated and corrected for detector inefficiencies. This is described in Section 4.1.
Afterwards, the multiplicity dependent yields of electrons from heavy-flavor hadron decays is
calculated using the same analysis strategy as described in the last chapter. The subtraction of
the hadron contamination, the correction of the photonic yield using the tagging efficiency "tag
and the correction for the tracking efficiency and geometric acceptance need to be evaluated
in order to check a possible multiplicity dependence. In case a multiplicity dependence is ob-
served, corrections have to be taken into account accordingly, which is described in Section 4.2.
Systematic uncertainties of the measurement of the relative yields are evaluated in Section 4.3.
The results of the measurements are discussed in Section 4.4 and compared to the results on
the multiplicity dependence of D-mesons in p-Pb collisions.
4.1 Multiplicity selection
In this analysis the charged-particle multiplicity is estimated in two ways for different rapidity
regions. At mid-rapidity the charged-particle multiplicity is measured using SPD tracklets (see
Section 2.3) restricted to a pseudo-rapidity range of |η| < 1. The number of tracklets is pro-
portional to the number of charged particles on an event average. A Monte Carlo simulation is
used to determine the proportionality factor between the measured number of tracklets and the
charged particle density dNch/dη. At backward rapidity (2.8 < η < 5.1) the charged-particle
multiplicity is estimated with the signal in the V0A detector.
The multiplicity estimators have a known bias. The average number of SPD tracklets and the
average V0A signal depend on the z position of the event vertex due the change in the geometric
acceptance. In addition, temporary and permanent failures in parts of the detector lead to an
inhomogeneous acceptance. Before the estimators can be used to calculate the charged-particle
multiplicity these biases need to be corrected. In the following the correction procedures for
both multiplicity estimators are described.
4.1.1 SPD tracklet multiplicity
The distribution of the raw number of SPD tracklets (Ntr) is shown in Figure 4.1 for the two
data samples LHC13b and LHC13c which are described in Section 3.1.
The acceptance of the SPD is inhomogeneous and depends on the z position of the recon-
structed primary vertex (zvtx). The asymmetry of the distribution of Ntr as function of zvtx is
shown in Figure 4.2a for the data samples LHC13b in panel (i) and LHC13c in panel (ii) respec-
tively. The performance of the SPD is not constant over time which is shown in the profile of
both data sample distributions in panel (iii) of Figure 4.2a. The ratio of both profiles is shown in
Figure 4.2a (iv) which demonstrates a considerable difference between the data samples. Thus,
the data samples LHC13b and LHC13c need to be corrected separately. The profiles in Figure 4.2a
1 More than 50% of electrons with pT > 4GeV/c come from beauty-hadron decays in pp collisions at
p
s =
7TeV [64]
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(iii) are used as an input to renormalize Ntr for LHC13b and LHC13c separately on an event-by-
event base from 〈Ntr〉LHC13b = 28.55 and 〈Ntr〉LHC13c = 28.13 to a fixed global scale N globtr . The
best choice for the global renormalization scale was studied in [76], where it was concluded
that fluctuations could be minimized by renormalizing to the minimum of the profile. Thus, for
this analysis N globtr = 19.44 was used, which is the minimum of the profile of LHC13c.
The zvtx dependent number of tracklets Ntr (zvtx) is corrected by an offset ∆N (zvtx) which is
smeared by a Poissonian distribution with the mean λ=∆N :
N corrtr (zvtx) = Ntr (zvtx)− P[λ=∆N (zvtx)] (4.1)
with ∆N (zvtx) being a zvtx dependent correction factor calculated with the average 〈Ntr〉 (zvtx)
and the global scale N globtr :
∆N = Ntr (zvtx) · ( N
glob
tr
〈Ntr〉 (zvtx) − 1) (4.2)
The corrected distributions are shown in Figure 4.2b panel (i) and (ii). The average for the cor-
rected distributions 〈N corrtr 〉 is essentially flat at the fixed global scale N globtr as shown in panel (iii)
of Figure 4.2b. A residual shape is still seen, resulting in fluctuations < 2% from the smearing
procedure, which will be added as a systematic uncertainty on the relative charged-particle mul-
tiplicity. However, the difference between both running periods was removed by the correction
which is demonstrated in the ratio between both profiles in panel (iv) of Figure 4.2b.
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Figure 4.1: Frequency distribution of raw tracklet multiplicity Ntr for the periods LHC13b and
LHC13c.
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Figure 4.2: Frequency distribution of Ntr (N corrtr ) as function of zvtx for the periods LHC13b in (i)
and LHC13c in (ii). The black lines in (i) and (ii) represent the profiles 〈Ntr〉 (〈N corrtr 〉)
for each zvtx. The profiles for both running periods are shown in panel (iii). The ratio
between both profiles is shown in panel (iv).
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4.1.2 V0A multiplicity
Alternatively, the signal in the backward rapidity V0A detector can be used to estimate the
charged-particle multiplicity. The V0A detector is located in the direction of the Pb beam and
measures a signal proportional to the number of charged particles hitting the scintillator mate-
rial. The raw NV0A frequency distribution is shown in Figure 4.3.
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Figure 4.3: Frequency distribution of the raw signal NV0A for the periods LHC13b and LHC13c.
The same procedure as for the Ntr correction is applied. The averages 〈NV0A〉 (zvtx) shown in
panel (iii) of Figure 4.4a are calculated from the asymmetric distribution of NV0A as function
of zvtx shown in Figure 4.4a panel (i) and (ii). The monotonous dependence on zvtx can be
explained with the decreasing acceptance for increasing distance of the vertex from the V0A
detector (located at 340 cm in z). Compared to the deviations for the SPD tracklet multiplicity
distributions between LHC13b and LHC13c as function of zvtx, the detector performance of the
V0A detector is nearly constant over both periods.
The same Poissonian smearing is used to renormalize NV0A on an event-by-event base from〈NV0A〉LHC13b = 87.28 and 〈NV0A〉LHC13c = 87.40 to the global minimum of the profile of LHC13c
which is N globV0A = 82.7. Also in this case, the corrections yield to a homogeneous N
corr
V0A (zvtx) as
shown in Figure 4.4b.
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Figure 4.4: Frequency distribution of NV0A (N corrV0A ) as function of zvtx for the periods LHC13b in (i)
and LHC13c in (ii). The black lines in (i) and (ii) represent the profiles 〈NV0A〉 (〈N corrV0A〉)
for each zvtx. The profiles for both running periods are shown in panel (iii). The ratio
between both profiles is shown in panel (iv).
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4.1.3 Event multiplicity normalization
The relative yield of electrons from heavy-flavor hadron decays is measured as function of the
relative charged-particle multiplicity. The corrected number of tracklets N corrtr and corrected V0A
signal N corrV0A are split into multiplicity classes, abbreviated with the index i in the following, in
which the yields of electrons from heavy-flavor hadron decays are measured. The N corrtr distribu-
tion is subdivided into six multiplicity classes at these borders: {1, 22, 29, 35, 44, 70, 200}. The
N corrV0A distribution is subdivided into five classes at these borders: {0, 91, 133, 173, 227, 800}.
The classes were optimized to cover a wide range of relative multiplicity and distributed evenly
between the centers of each class. Within each class the means 〈N corrtr 〉i and 〈N corrV0A〉i are used
as central value for the respective class i. From 〈N corrtr 〉i a charged-particle density is calculated
using Monte Carlo information. Afterwards the class values 〈N corrtr 〉i are normalized to a relative
charged-particle density 〈dNch/dη〉i/〈dNch/dη〉 using the charged-particle density measured by
ALICE in the same pseudo-rapidity range [123]. The V0A signals 〈N corrV0A〉i are directly related to
a charged-particle multiplicity and are normalized to the total average 〈N corrV0A〉 to obtain relative
charged-particle multiplicities.
Conversion from N corrtr to dNch/dη
To convert the corrected number of tracklets N corrtr to a charged particle density dNch/dη Monte
Carlo information is exploited. For each Monte Carlo event the number of charged particles
is counted and correlated to the number of tracklets Ntr in Monte Carlo. ALICE has measured
a linear dependence between N corrtr and the number of charged particles in the same pseudo-
rapidity range [123].
A Monte Carlo simulation with the same minimum-bias event selection as for the present
measurement was generated. The simulation is based on the DPMJET [124] event generator and
GEANT3 [92] for the propagation of the particles through the detector and for the simulation
of the detector response. In Figure 4.5 the frequency distribution of Nch as function of N
corr
tr is
shown. The distribution is fit with a linear function Nch
 
N corrtr

= α · N corrtr . The result of the fit
yields α= 1.89 which represents the proportionality factor between the number of tracklets and
the number of charged particles. The calculated 〈N corrtr 〉i for each multiplicity class i is translated
to a charged particle density by multiplication with α and dividing by the pseudo-rapidity range
∆η= 2:
〈dNch/dη〉i = 〈N
corr
tr 〉i
∆η
·α (4.3)
The relative charged-particle multiplicity is calculated by normalizing the calculated charged
particle densities 〈dNch/dη〉i for each multiplicity class i with the measured charged particle
density dNch/dη|η|<1 = 17.64 ± 0.01 (stat.) ± 0.68 (syst.) [123]. The resulting values for the
multiplicity classes are shown in column 4 of Table 4.1.
V0A multiplicity normalization
The average normalized charged-particle multiplicity estimated with the V0A detector is ob-
tained by a data-driven approach due to the lack of a charged particle measurement at back-
ward rapidity. The average V0A signal per multiplicity class is divided by the global average
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Figure 4.5: Nch as function of N corrtr as obtained from the MC simulation with linear fits to the
total distribution and to the single multiplicity intervals.
Table 4.1: Multiplicity classes using Ntr as estimator and corresponding values for dNch/dη.
Ntr < Ntr > αi
〈dNch/dη〉i〈dNch/dη〉
〈dNch/dη〉i〈dNch/dη〉 (with αi) difference(%) Nev ents/10
6
all 19.48 1.89 99.51
1-21 10.22 1.95 0.55 0.56 -3.04 60.68
22-28 24.83 1.88 1.33 1.32 0.47 13.45
29-34 31.35 1.88 1.68 1.67 0.33 8.47
35-43 38.56 1.88 2.07 2.06 0.36 8.15
44-69 51.92 1.85 2.78 2.73 2.00 6.99
70-200 77.78 1.83 4.17 4.04 3.20 0.54
V0A signal N globV0A = 82.7. The different multiplicity classes and respective number of events per
class are listed in Table 4.2.
Systematic uncertainties
Local deviations from the linear dependence between N corrtr and Nch are studied by repeating the
linear fit in each multiplicity class i with class dependent proportionality factors αi. The aver-
age 〈N corrtr 〉i are multiplied with the respective αi. The results for the relative average charged
particle densities 〈dNch/dη〉i/〈dNch/dη〉 are shown in column 5 of Table 4.1 and the deviation
to the values obtained with the global α is shown in percent in column 6. These deviations
are of the order of 3% and the residual width of the renormalization amounts to 2%. The sys-
tematic uncertainties of the calculated charged-particle densities is conservatively estimated to
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Table 4.2: Multiplicity classes using NV0A as estimator and corresponding values for dNch/dη.
NV0A < NV0A > NV0A/ < NV0A > Nev ents/10
6
all 82.73 99.72
0-90 39.80 0.48 62.23
91-132 109.56 1.32 16.54
133-172 150.31 1.82 9.93
173-226 195.21 2.36 6.93
227-798 273.15 3.30 4.08
5%, assuming full correlation between both uncertainty contributions. The uncertainties are in
agreement with the measurement of D mesons as function of multiplicity with ALICE [76].
The evaluated uncertainty is assigned to both multiplicity estimators. At mid-rapidity
also the systematic uncertainty on the measured charged particle density δ(dNch/dη|η|<1) =
3.85% [123] has to be taken into account. The uncertainties are added in quadrature and the re-
sulting systematic uncertainties are 6.3% for 〈dNch/dη〉i/〈dNch/dη〉 and 5% for 〈N corrV0A〉i/〈N corrV0A〉.
4.2 Event multiplicity dependent measurement
The multiplicity dependence of the yield of electrons from heavy-flavor hadron decays is studied
by measuring the yield in different multiplicity classes and normalizing it to the multiplicity inte-
grated result. The subdivision into multiplicity classes makes it necessary to reduce the number
of pT intervals due to the finite statistics of the measurement. Only a small fraction of the events
have very high multiplicity and the heavy-flavor yield decreases substantially with increasing
pT. Therefore, the number of pT bins for the analysis was reduced to three: 0.5< pT < 2GeV/c,
2 < pT < 4GeV/c, 4 < pT < 8GeV/c. Because of the increasing fraction of electrons from
beauty-hadron decays at high pT, the result for the highest pT interval is interesting as it might
reflect a the multiplicity dependence of the beauty production. It is not possible to have finer pT
intervals in the region 4< pT < 8GeV/c with the currently available statistics.
In this analysis, the same steps as in the multiplicity independent one are applied (see Sec-
tions 3.4.1, 3.5 and 3.6). The study of the yield as function of multiplicity and pT makes the
analysis more complex, since all corrections, in principle, have to be evaluated as function of
pT and multiplicity. However, for corrections without multiplicity dependence the results of the
inclusive analysis can be used.
In this sections a possible multiplicity dependence of the corrections is investigated.
4.2.1 Track selection and electron identification
The electron selection is done in the same way as described in Section 3.4 for the case of com-
bined TPC and TOF electron identification. A possible dependence of the hadron contamination
is evaluated by estimating the hadron contamination as function of momentum in the differ-
ent multiplicity classes. The estimated pT-dependent hadron contamination for the different
multiplicity classes is in agreement with the multiplicity independent hadron contamination
within the statistical uncertainties as shown in Figure 4.6. Therefore, the hadron contamination
parametrization evaluated in the inclusive analysis (Section 3.4.1) can be used to statistically re-
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Figure 4.6: Comparison of the hadron contamination for different multiplicity classes with the
multiplicity integrated reference.
move the remaining hadron contamination for the raw electron yield of each multiplicity class.
A possible multiplicity dependence of the track selection criteria is checked by calculating the
efficiency (see Section 3.6) in the different multiplicity classes. In Figure 4.7 the efficiencies
are shown as function of the multiplicity for all three pT intervals. The efficiencies agree with
each other for all multiplicity classes within the individual transverse-momentum bin. Thus,
the correction for tracking efficiency and geometric acceptance is independent of the multiplic-
ity. The raw non-photonic yield can be corrected with the efficiency evaluated in the inclusive
analysis (Section 3.6). However, since in this analysis self-normalized yields are calculated, the
corrections cancel each other in the numerator and denominator (described in detail in Section
4.4).
4.2.2 Multiplicity dependence of the background
The electron background of electrons not coming from heavy flavor hadron decays needs to
be determined for each multiplicity class. The cocktail based method would require to calcu-
late an individual cocktail for each multiplicity class using measured pion spectra for exactly
the same multiplicity classes, which are not available at this point. However, the method of
tagging the photonic yield (see Section 3.5.2) is not dependent on external measurements and
thus makes the multiplicity dependent analysis of electrons from heavy-flavor hadron decays
possible. The photonic yield is measured as function of pT and multiplicity, corrected with the
tagging efficiency and subtracted from the inclusive yield of electrons. Using the same strategy
as discussed in the previous section, the tagging efficiency is evaluated concerning its multi-
plicity dependence and treated accordingly. The multiplicity dependence on the removal of the
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Figure 4.7: Tracking efficiency for the different pT intervals as function of the multiplicity class.
non-photonic background contributions from J/ψ and Ke3 decays (see Section 3.5.1) is also
studied.
Photonic background
The raw photonic yield is determined in the same way as described in Section 3.5.2 for each mul-
tiplicity class. However, the tagging efficiency, which is used to correct the raw photonic yield
might have a dependence on the multiplicity. In Figure 4.8 the tagging efficiency is calculated
as function of the multiplicity for all three transverse-momentum intervals. The tagging effi-
ciency in different multiplicity classes agree with each other within the statistical uncertainties
for all pT intervals. The multiplicity independent tagging efficiency evaluated in the inclusive
analysis, which is described in Section 3.5.2, is used to correct the raw photonic yields for each
multiplicity class.
Non-photonic background
In the inclusive analysis the yield of electrons from weak kaon decay (Ke3) and J/ψ decays are
subtracted from the non-photonic electron yield using the information extracted from the cock-
tail approach (see Section 3.5.1). In the multiplicity dependent analysis this component has to
be subtracted as well before the self-normalized yields can be computed. The multiplicity de-
pendence of the Ke3 and J/ψ background have to be estimated. As described in Section 3.5.1,
the combined background yield of electrons from J/ψ and Ke3 decays is not significant (3%
of the yield of electrons from heavy-flavor hadron decays). Thus, the estimate of the multi-
plicity dependence will have little influence on the result. As a first order approximation, the
same multiplicity dependence for electrons from J/ψ and Ke3 decays as for the electrons from
heavy-flavor hadron decays is assumed. This assumption is supported by a compatible mul-
tiplicity dependence between D mesons and J/ψ in pp collisions at
p
s = 7TeV measured by
ALICE [118]. A conservative estimate of 50% for the systematic uncertainty on the multiplicity
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Figure 4.8: Tagging efficiency for the different pT intervals as function of the multiplicity class.
dependence is used. The self-normalized yield of electrons from heavy-flavor hadron decays (ri)
for the multiplicity class i can be written as:
ri =
Yi
Y
=
C ′i − (J ′ + K ′) ·mi
C ′ − (J ′ + K ′) (4.4)
where C ′i and C ′ the event normalized non-photonic yields, J ′ and K ′ the event normalized
yields of electrons from J/ψ and Ke3. The factor mi scales the multiplicity independent yields
J ′ and K ′ to the respective yields as function of the average charged-particle multiplicity. As
mentioned above, the dependence of the J/ψ and Ke3 yields as function of charged particle
multiplicity is not measured and has to be estimated. By assuming a similar multiplicity depen-
dence of the J/ψ and Ke3 yields compared to the measurement of electrons from heavy-flavor
hadron decays (mi ≈ ri), the equation 4.4 simplifies to:
ri =
Yi
Y
=
C ′i
C ′ (4.5)
4.3 Systematic uncertainties
The analysis of the systematic uncertainties for the self-normalized yield of electrons from heavy-
flavor hadron decays differs from the evaluation of the systematic uncertainties in the inclusive
analysis. Since the yields for the multiplicity classes are normalized to the multiplicity integrated
yield, the correlated systematic uncertainties between the multiplicity dependent yields in the
numerator and the multiplicity independent yields in the denominator cancel in the ratio. Most
of the uncertainties evaluated in Section 3.7 are correlated in multiplicity and pT. Variation
of the selection criteria are done to estimate residual systematic uncertainties which do not
cancel in the ratio. In this section systematic uncertainties are studied as a function of the
charged-particle multiplicity and the transverse momentum.
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4.3.1 Variation of the selection criteria
To determine the residual systematic uncertainty on the track and eID selection criteria which
does not cancel in the normalization, the optimized selection criteria are varied to lower and
higher values in the same way as described in Section 3.7. The values used for the estimation
of the systematic uncertainty are listed in Table 4.3. For each variation of the selection crite-
Table 4.3: Variations of the selection criteria for the inclusive and associated electron.
Observable Reference Variation inclusive track
DCA xy and z (10,20) (5,10),(20,50)
kink mothers accepted rejected
ITS layer 4 3, 5, 6
SPD kBoth kFirst 4,5
TPC cluster 100 90, 95, 105, 110, 115, 120
TPC PID cluster 80 60, 70, 90, 100
TOF PID 3σe−TOF 1.5, 2, 2.5, 4σe−TOF
TPC PID lower cut -0.5σe−TPC (69%) 0.09σe−TPC (50%)
-0.17σe−TPC (60%)
-0.94σe−TPC (84%)
Observable Reference Variation associated track
DCA xy and z (10,20) (5,10),(20,50)
ITS layer 2 3, 4, 5
TPC (cls, PID cls) (80,60) (80,70), (100,60), (100,80)
TOF PID 0σe−TOF 3σe−TOF
TPC PID ±3σe−TPC 2, 4σe−TPC
ria a new self-normalized yield of electrons from heavy-flavor hadron decays as function of pT
and multiplicity class is calculated. Then, the ratio between the relative yield with the varied
selection criterion and the relative yield with the default selection criterion is computed. The
statistical uncertainties of the default self-normalized yields and those with varied selection cri-
teria were treated as uncorrelated and added in quadrature. All ratios are compatible with unity
within their statistical uncertainties. However, this method of obtaining systematic uncertain-
ties, which is used in the inclusive analysis (see Section 3.7), gives inconclusive results due to
the large statistical uncertainties of the self-normalized yields.
A different approach of estimating the systematic uncertainties for the self-normalized yields
as function of pT and multiplicity is used: The values of the ratios between the self-normalized
yields with default and altered selection criteria are filled into a frequency distribution for each
multiplicity class and pT bin as shown in Figure 4.9 and 4.10, respectively for the multiplicity
dependence at mid-rapidity and at backward rapidity. The distributions were fitted with a Gaus-
sian parametrization. The deviation of the mean from one and the width of the fitted Gauss
distribution are added to estimate the systematic uncertainty.
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Figure 4.9: Frequency distribution of all selection criteria variations for all pT intervals and multi-
plicity classes using Ntr as multiplicity estimator at mid-rapidity.
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Figure 4.10: Frequency distribution of all selection criteria variations for all pT intervals and mul-
tiplicity classes using NV0A as multiplicity estimator at backward rapidity.
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To cross check the dependence of the evaluated uncertainties on the choice of the fit function
for the distribution, also a uniform distribution was tested. The standard deviation for a uniform
distribution U is calculated as
p
VU(H) =
max(H)−min(H)p
12
, with H being the frequency distribution.
The calculated uncertainties for both methods agree reasonably with each other as shown in
Figure 4.11 and 4.12.
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Figure 4.11: Comparison of the obtained uncertainties with the Gaussian fit (black) and a uni-
form distribution (red) for all pT intervals and multiplicity classes using Ntr as multi-
plicity estimator at mid-rapidity.
Fluctuations are observed due to the remaining problem of limited statistics in the single
pT intervals and multiplicity classes. The study of the systematic uncertainties is repeated by
merging multiplicity classes: For the case of N corrtr the six multiplicity classes were merged to
three classes while for the N corrV0A case the last four classes were merged to two classes. The
frequency distribution for each merged multiplicity class and pT bin is shown in Figure 4.13
and 4.14. The relative uncertainties as function of the merged multiplicity classes are shown
in the Figures 4.15 and 4.16. The Figures show comparable systematic uncertainties for both
multiplicity estimators and also for both methods of describing the distribution of the ratios
(Gaussian and uniform). The uncertainties are independent of the multiplicity classes for both
multiplicity estimators and are 1% for 0.5< pT < 4GeV/c and 2% for 4< pT < 8GeV/c.
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Figure 4.12: Comparison of the obtained uncertainties with the Gaussian fit (black) and a uni-
form distribution (red) for all pT intervals and multiplicity classes using NV0A as mul-
tiplicity estimator at backward rapidity.
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Figure 4.13: Frequency distribution of all selection criteria variations for all pT intervals and
merged multiplicity classes using Ntr as multiplicity estimator at mid-rapidity.
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Figure 4.14: Frequency distribution of all selection criteria variations for all pT intervals and
merged multiplicity classes using NV0A as multiplicity estimator at backward rapidity.
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Figure 4.15: Comparison of the uncertainties obtained with the Gaussian fit (black) and a uni-
form distribution (red) for all pT intervals and merged multiplicity classes using Ntr
as multiplicity estimator at mid-rapidity.
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Figure 4.16: Comparison of the uncertainties obtained with the Gaussian fit (black) and a uni-
form distribution (red) for all pT intervals and merged multiplicity classes using NV0A
as multiplicity estimator at backward rapidity.
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4.3.2 Non-photonic background
In Section 4.2.2 the multiplicity dependence of the background of electrons from J/ψ and Ke3
decays is assumed to be similar to the multiplicity dependence of electrons from heavy-flavor
hadron decays (see Equation 4.4). The non-photonic background cancels in the normalization
due to this assumption as shown in Equation 4.5. However, the uncertainty on this assumption
needs to be propagated to the calculation of the uncertainty of the normalized yields. In general
the uncertainty of the normalized yield ri for multiplicity class i can be expressed as:
∆ri =
√√√
(

∂ r
∂mi
∆mi
2
+

∂ r
∂ J ′∆J
′
2
+

∂ r
∂ K ′∆K
′
2
(4.6)
∂ r
∂mi
∆mi = − J
′ + K ′
C ′ − J ′ − K ′δmi · mi (4.7)
∂ r
∂ J ′ =
∂ r
∂ K ′ =
C ′i − C ′ · mi
(C ′ − J ′ − K ′)2
miC
′=C ′i= 0 (4.8)
δri =
1
ri
√√√ ∂ r
∂mi
∆mi
2
≈ J ′ + K ′
C ′ − J ′ − K ′δmi (4.9)
The uncertainties are propagated by Gaussian error propagation. The derivatives with respect
to the yields of electrons from J/ψ (J ′) and Ke3 (K ′) decays become zero and the only contribu-
tions to the systematic uncertainty of the self-normalized yields ri come from the uncertainty on
the multiplicity dependence of electrons from J/ψ and Ke3 decays. As mentioned before, multi-
plicity studies in pp collisions [117] of J/ψ and D mesons agree reasonable with each other. The
deviations between the multiplicity dependence of J/ψ and D mesons are not larger than 50%.
Therefore, the uncertainty on the multiplicity dependence of the non-photonic background is
estimated to be also in the range of 50%. With Equation 4.9 the uncertainties are computed
to be less or comparable with 2% for all pT bins. As a conservative estimate 2% is used as a
multiplicity and pT independent systematic uncertainty resulting from the assumptions on the
multiplicity dependence of the non-photonic background.
4.3.3 Weighting functions
As described in Section 3.5.2, the light meson spectra in the Monte Carlo simulation need to be
reweighted for the calculation of the tagging efficiency to correct the raw photonic yield.
However, no multiplicity dependence is applied to the reweighting functions. The reweight-
ing functions are recalculated with modified light meson spectra to obtain a sensitivity for the
influence on the reweighting functions. The pT-differential cross sections for pions for different
centrality classes are provided in [125] and plotted in Figure 4.17 (top panel). The centrality
dependent cross sections were normalized to the minimum bias cross section as shown in the
lower plot of Figure 4.17.
The centrality classes are related to the multiplicity classes used in this analysis as shown in
Table 4.4. The relation between centrality class and charged particle density 〈dNch/dη〉 is ob-
tained from [75] and divided by the measured charged particle density 〈dNch/dη〉|η|<1 = 17.64.
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Figure 4.17: Spectra of charged pions for different centrality classes (top) [125] measured in p-
Pb collisions at psNN = 5.02TeV with ALICE. Spectra divided by the minimum bias
spectrum of charged pions (bottom).
The most peripheral centrality class (80%–100%) is omitted in the study because it is outside
the multiplicity range of this analysis. The reweighting functions are recalculated using each of
the provided pion spectra. The parametrization of the measured pion spectra is multiplied with
each of the ratios shown in the lower panel of Figure 4.17. As described in 3.5.2, the other light
meson spectra are calculated by mT scaling of the modified pion spectra. Thus, a set of reweight-
ing functions for each centrality class is calculated for each of the light meson spectra (pi0, η, ω,
φ, η′ and ρ). The modified reweighting functions calculated with the different centrality de-
pendent pion spectra are shown in Figure 4.18. In the calculation of the self-normalized yields
the modified reweighting functions are used only for the numerator (multiplicity dependent
yields), while for the denominator (multiplicity independent yields) the default reweighting
functions are used. The ratios between the self-normalized yields with modified reweighting
functions and the self-normalized yields with the default reweighting functions are shown in
the three bottom panels of Figure 4.19 for the three pT intervals, respectively. The figure
shows that at pT > 2GeV/c the electron background from photonic decays is much smaller
and changes of the reweighting functions have negligible influence. For 0.5< pT < 2GeV/c the
self-normalized yields vary up to 5% with respect to the self-normalized yields using the default
reweighting functions. A systematic uncertainty of 5% is assigned independent on multiplicity
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Table 4.4: Relation between centrality classes and charged-particle multiplicity. Adapted
from [75].
centrality class 〈dNch/dη〉i / 〈dNch/dη〉|η|<1
0–5% 2.56
5–10% 2.06
10–20% 1.73
20–40% 1.32
40–60% 0.91
60–80% 0.56
in 0.5< pT < 2GeV/c to quantify the influence of a multiplicity dependence of the reweighting
functions.
4.3.4 Summary of the systematic uncertainties
Table 4.5: Systematic uncertainties on the self-normalized yields from various sources
type 0.5< pT < 2GeV/c 2< pT < 4GeV/c 4< pT < 8GeV/c
track cut variations 1% 1% 2%
non-photonic background 2% 2% 2%
reweighting 5% 0% 0%
total 5.5% 2.2% 2.8%
The uncertainties on the self-normalized yields are summarized in Table 4.5. The uncer-
tainties are treated as uncorrelated and thus are added in quadrature. In total the combined
uncertainties are (5.5%, 2.2%, 2.8%) independent of the multiplicity classes for the three pT
intervals.
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Figure 4.19: Self-normalized yields of electrons for different reweighting functions in three pT in-
tervals (top). Ratio between self-normalized yields with changed reweighting func-
tion and the self-normalized yield with the default reweighting function (bottom).
The assigned systematic uncertainty of 5% is indicated with the red lines.
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4.4 Results of the self-normalized yields as function of multiplicity
The self-normalized yields of electrons from heavy-flavor hadron decays as function of the
charged-particle multiplicity are calculated as following:
d2N ei /dpTdy
〈d2N e/dpTdy〉 =
Nraw,i/Nevents,i
Nraw/Nevents
(4.10)
with Nraw,i being the raw yield of electrons after subtraction of the photonic background in the
multiplicity class “i” which is normalized to the number of events Nevents,i in the same multiplic-
ity class. These event normalized raw yields are divided by the multiplicity independent event
normalized raw yields. In the previous section it was shown that the correction for the detec-
tor acceptance and tracking efficiency is independent of the multiplicity. Thus, the correction
cancels in the ratio of 4.10. All other factors (pT, ∆y , ∆pT) in equation 3.13 of the inclusive
analysis are also constant as function of multiplicity and cancel in the ratio.
4.4.1 Self normalized yields
The self-normalized yields of electrons from heavy-flavor hadron decays as function of the
charged-particle multiplicity estimated at mid-rapidity is shown in Figure 4.20. The statisti-
cal uncertainties are shown as error bars and the systematic uncertainties as boxes. The values
for the three different pT intervals are compatible with each other within their uncertainties.
They are also compatible with (at least) a linear increase as function of the multiplicity which
is indicated as a dashed line in Figure 4.20. However, in the transverse momentum range
2 < pT < 4GeV/c the uncertainties are small and a faster-than-linear increase for the self-
normalized yield as a function of the charged-particle multiplicity is observed. The relative
yield has a magnitude of approximately 5.5 for a relative average charged-particle multiplicity
of 4.
In Figure 4.21 the self-normalized electron yields are shown as function of the relative mul-
tiplicity estimated at backward rapidity. The relative yields agree very well with a linear de-
pendence as function of the multiplicity, which is indicated with a dashed line. The yields are
compatible for all three pT ranges.
The relative yields are increasing linearly with the multiplicity, independent on the rapidity in
which the multiplicity was estimated. However, a trend for faster-than-linear increase is found
for the self-normalized yields as function of the charged-particle multiplicity estimated at mid-
rapidity. The results are in agreement with observations of faster-than-linear increase for the
self-normalized yields of D mesons and J/ψ in pp collisions at
p
s = 7TeV by ALICE [118].
The study of the pseudo-rapidity dependence of the charged-particle multiplicity provides
a possible explanation for the observed results. ALICE has measured the dependence of the
charged-particle spectra on the multiplicity [116]. The multiplicity dependent spectra are scal-
ing with the number of collisions Ncoll in the multiplicity class when the multiplicity is estimated
at backward rapidity (using the V0A signal). However, the multiplicity dependent spectra scale
with the number of participants Npart when the multiplicity is estimated at mid-rapidity. This dif-
ference could influence the self-normalized yields from electrons of heavy-flavor hadron decays
as function of the charged-particle multiplicity since the production of heavy-flavor is dependent
on a hard scale and, thus, is scaling with Ncoll. The faster-than-linear increase of the relative
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Figure 4.20: Self normalized yields of electrons from heavy-flavor hadron decays versus normal-
ized charged-particle multiplicity using Ntr as mid-rapidity multiplicity estimator. The
dashed line is shown to guide the eye (indicating a linear dependence)
heavy-flavor yields with respect to the charged-particle multiplicity estimated at mid-rapidity
could be explained by the difference in scaling between the heavy-flavor part (Ncoll) and the
charged-particle part (Npart).
4.4.2 Comparison to D-meson results and EPOS calculations
The self-normalized yields of electrons from heavy-flavor hadron decays are compared to the
results published by ALICE for the average self-normalized yields of D+, D0 and D∗+ [76]. Since
the electrons are coming from the decay of D mesons (and B mesons) and carrying only a small
fraction of the momentum of the mother particle, their pT-differential distribution is shifted
on average to lower transverse momentum. To counter the bias of different kinematic ranges
in the comparison of the self-normalized yields, the relative yields from the decay electrons are
compared to relative yields from D mesons with approximately twice the average pT. Figure 4.22
shows good agreement for all pT intervals between the relative yields of decay electrons and D
mesons. The measurement of relative yields of electrons from heavy-flavor hadron decays is thus
a confirmation of the measurement of the relative yields of D mesons. The two measurement
use independent methods of measuring heavy-flavor yields and their agreement give confidence
in the respective measurement procedures.
The self-normalized yields for decay electrons and D mesons as function of the multiplicity
estimated at backward rapidity show good agreement with each other as demonstrated in Fig-
ure 4.23. Both measurement show a linear increase as function of the relative charged-particle
multiplicity.
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Figure 4.21: Self normalized yields of electrons from heavy-flavor hadron decays versus normal-
ized charged-particle multiplicity using NV0A as backward rapidity multiplicity esti-
mator. The dashed line is shown to guide the eye (indicating a linear dependence)
The self-normalized yields in the Figures 4.22 and 4.23 are compared to calculations from
the theoretical model EPOS 3 (version 3.116) [122, 126] for D mesons. The EPOS 3 model is
designed to use the same theoretical framework for pp, p-A, and A-A collision systems. For the
initial conditions a “Parton-based Gribov-Regge” formalism of multiple scatterings is used [126].
A hydrodynamical evolution is applied to the initial conditions of the simulated collisions [122].
For all pT intervals the EPOS 3 model and the relative yields of D mesons agree within their
uncertainties. The EPOS 3 model with hydrodynamical evolution predicts a faster-than-linear
increase for the relative yields as function of multiplicity estimated at mid-rapidity (see Fig-
ure 4.22). The EPOS 3 model with hydrodynamical evolution agrees better with the measure-
ments at high multiplicity than the model without hydrodynamical evolution. The EPOS 3
calculations with and without hydro agree with the relative yields as function of the multiplicity
estimated at backward rapidity (Figure 4.23).
The better agreement observed for EPOS 3 with hydrodynamical expansion fits in the picture
of a potential collective behavior in p-Pb collisions. In these measurements of long-range cor-
relations of charged particles in azimuth, observed in the two-particle correlations, a “double-
ridge” structure is observed [127]. The structure can be explained by hydrodynamic models
which assume the formation of a collectively expanding system in the final state. An azimuthal
anisotropy for heavy-flavor yields in A-A collisions has been measured by multiple experiments,
consistent with the participation of charm quarks in the collective expansion of the QGP in
A-A collisions (see Section 1.5 and references therein). Thus, the enhancement of the self-
normalized yields of D mesons and electrons from heavy-flavor hadron decays as function of the
charged-particle multiplicity estimated at mid-rapidity could be explained with the participation
of heavy-flavor quarks in a collective expansion in p-Pb collisions. However, this interpretation
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Figure 4.22: Comparison of the self-normalized yields of electrons from heavy-flavor hadron de-
cays with those from the average of D+, D0 and D∗+ mesons using Ntr mid-rapidity
multiplicity estimator. Also comparisons to theoretical calculations with EPOS 3.116
including hydro [122, 126] are shown for D mesons.
is speculative and further measurements regarding collective behavior (of heavy-flavor) in p-Pb
collisions are necessary for stronger conclusions.
4.4.3 Discussion
The yields of electrons from heavy-flavor hadron decays have a substantial contribution from
semi-leptonic decays of beauty hadrons for pT > 4GeV/c (More than 50% according to [64]).
The self-normalized yields show no dependence on the transverse momentum within their un-
certainties. Although the self-normalized yield of electrons is reduced with respect to the self-
normalized D-meson yields in the bottom-right panel of Figure 4.22, the statistical uncertainties
are too large to be able to interpret the difference as a reduction for the self-normalized yields of
electrons from heavy-flavor hadron decays. Thus, within the measured uncertainties no trend
for a deviation for the multiplicity dependence of the self-normalized yield of electrons from
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Figure 4.23: Comparison of the self-normalized yields of electrons from heavy-flavor hadron de-
cays with those from the average ofD+, D0 andD∗+ mesons using NV0A backward ra-
pidity multiplicity estimator. Also comparisons to theoretical calculations with EPOS
3.116 including hydro [122, 126] are shown for D mesons.
beauty hadron decays is observed. The dependence on the beauty flavor was studied before
only in pp collision via the self-normalized yields of non-prompt J/ψ’s which are the decay
product of beauty hadrons and discriminated statistically by their decay length [118]. Also in
this measurement no significant dependence on the beauty flavor could be observed.
The analysis of the self-normalized yields of electrons as a function of the charged-particle
multiplicity at mid-rapidity is limited by the available statistics. To improve uncertainties of the
current measurement and be able to measure at higher values of multiplicity, more statistics is
needed e.g. by using a trigger which selects high-multiplicity events.
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5 Conclusion
In this work the first measurement of the cross section of electrons from heavy-flavor hadron
decays in p-Pb collisions at
p
sNN = 5.02TeV with ALICE at the LHC is presented. For the first
time in this type of measurement the electron background was estimated via the tagging of the
photonic background instead of the calculation of a background cocktail, which was used in
previous analyses with ALICE. The new method yields to a reduction of the systematic uncer-
tainties of up to 80%, in particular at low pT, compared to results in pp collisions at
p
s = 7TeV.
A reference production cross section for pp collisions at
p
s = 5.02TeV was determined by in-
terpolation of measured cross sections at
p
s = 2.76TeV and
p
s = 7TeV, assuming a power law
function for the pT-dependent cross sections as function of
p
s. The nuclear modification factor
RpPb was obtained dividing the cross section measured in p-Pb collisions by the interpolated
cross section of the pp reference and scaled by the number of nucleons in a lead nucleus. RpPb
is found to be compatible with unity in the transverse-momentum range 0.5 < pT < 8GeV/c
within uncertainties, indicating that the production cross section of electrons from heavy-flavor
hadron decays in p-Pb collisions scale with the number of binary nucleon-nucleon collisions. It
can be concluded that CNM effects in measurements of electrons from heavy-flavor hadron de-
cays measured in Pb-Pb collisions are small. Thus, the suppression seen in the yield of electrons
and muons from heavy-flavor hadron decays in Pb-Pb collisions is the result of the energy-loss
of charm and beauty quarks in the QGP medium formed.
The new method of background subtraction allowed to study the dependence of heavy-flavor
production on the charged-particle multiplicity. The first measurement of self-normalized yields
of electrons from heavy-flavor hadron decays as function of the charged-particle multiplicity is
presented. The results indicate a linear dependence of the relative heavy-flavor yields as func-
tion of the relative multiplicity estimated at backward rapidity and at mid-rapidity. The data
exhibit a scaling of the heavy-flavor production cross section with the charged-particle multi-
plicity which is proportional to the number of binary collisions in p-Pb collisions. The results are
compatible with observations from a similar measurement of self-normalized D-meson yields. A
pT-dependence for the relative electron yields as function of multiplicity would give a hint for
a different behavior for beauty production as function of multiplicity. However, within the un-
certainties no change of the relative electron yields as function of pT were observed, indicating
a similar multiplicity dependence for beauty and charm production. The same conclusion was
drawn from the measurement of the multiplicity dependence of non-prompt J/ψ with ALICE
in pp collisions at
p
s = 7TeV. This work presents the first observation of the same multiplicity
dependence of charm and beauty production in p-Pb collisions at
p
sNN = 5.02TeV, indicating
similarity between the multiplicity dependence of heavy-flavor production in high-multiplicity
pp collisions and p-Pb collisions.
Due to the substantial uncertainties on the nuclear modification factor an enhancement of
the yield of electrons from heavy-flavor hadron decays in p-Pb collisions at
p
sNN = 5.02TeV
cannot be excluded. RpPb is compared to different theoretical model calculations applying vari-
ous possible CNM effects. All models agree with the experimental data within the uncertainties.
With the current measurement of RpPb none of the models can be excluded, which is partly
due to the fact, that differences between different model calculations are only seen at very
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low pT, where the measurements are dominated by the systematic uncertainties. A large frac-
tion of the uncertainties of the RpPb measurement was identified to come from the reference,
which is interpolated from results measured in pp collisions using the cocktail based background
subtraction.
The multiplicity dependence of the relative electron yield is different in the two rapidity ranges
in which the charged-particle multiplicity is estimated. The relative electron yield is in good
agreement with a linear increase as function of the charged-particle multiplicity estimated at
backward rapidity. The relative electron yield as function of the charged-particle multiplicity
estimated at mid-rapidity shows a faster-than-linear increase in agreement with the results of
the D-meson measurement. Results on the pseudo-rapidity dependence of the charged-particle
multiplicity suggest different scaling behaviors at mid-rapidity and backward rapidity, which
could explain the difference observed in the increase of the relative yields. Theoretical model
calculations from EPOS 3 applying initial conditions and a viscous hydrodynamic expansion
are in good agreement with the multiplicity dependence for D mesons. The model calculations
including radial flow are in a better agreement with the D-meson measurement and are able
to reproduce the faster-than-linear increase for the mid-rapidity multiplicity estimation and the
linear increase for the backward rapidity multiplicity estimation. The difference is explained in
EPOS by a reduced influence of flow on charged particle production at backward rapidity.
Possible improvements on the uncertainties of the nuclear modification factor were studied,
leading to the conclusion that a new reference could reduce the current uncertainties. Under
the assumption that the new method of estimating the electron background leads to similar
uncertainties for the measurements in pp collisions as for the measurement in p-Pb collisions, a
new interpolated reference was calculated. The possible improvements of the uncertainties of
RpPb are estimated, which would still be large compared to the small difference of the theoretical
model calculations. Also a possible enhancement of the RpPb would still be compatible with the
calculated reduced uncertainties.
The measurements of the self-normalized yields of electrons from heavy-flavor hadron decays
suffer from large statistical uncertainties in the highest multiplicity. To measure the faster-than-
linear increase of the self-normalized yields as a function of the charged-particle multiplicity
with smaller uncertainties, more statistics are needed. A measurement of events selected with
a high-multiplicity trigger could improve the uncertainties significantly and further constrain
model calculations from EPOS 3, which can reproduce the faster-than-linear increase by ap-
plying a viscous hydrodynamic evolution. In p-Pb collisions indications for collective behavior
are observed, which might also influence heavy-flavor quark kinematics. However, it is still not
clear if the observations in p-Pb collisions originate from a collective expansion or from effects
predicted by Color Glass Condensate model calculations. Thus, further development on the un-
derstanding of the potential collectivity in p-Pb collisions is needed to make definite conclusions
on the results of relative electron yields as function of charged-particle multiplicity.
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