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Pengolahan data ini memiliki tujuan untuk meningkatkan omzet perusahaan, karena dengan menyadari 
cara kerja minat beli barang, perusahaan dapat membeli produk selain produk utama yang dibelinya. 
Dalam meningkatkan pendapatan perusahaan dapat dilakukan dengan menggunakan proses Data 
Mining, salah satunya menggunakan algoritma apriori serta teknik asosiasi. Dengan algoritma apriori 
ini ditemukan teknik asosiasi yang nanti dapat dijadikan sebagai pola pembelian barang oleh 
konsumen, penelitian ini menggunakan data repositori sebanyak 958 data yang terdiri dari 45 
transaksi. Dari hasilnya didapatkan barang dengan nama Paper Chain Kit 50's Christmas adalah produk 
yang sangat kerap dibeli oleh para konsumen dan diketahui pola kombinasi yang paling sering muncul 
adalah Paper Chain Kit Retro Spot dan Paper Chain Kit 50's Christmas. Sehingga dengan diketahui pola 
pembeliannya, pihak pengelola perusahaan dapat memprediksi kebutuhan market yang akan datang, 
dan dapat memperhitungkan stock barang yang harus diperbanyak, dan barang yang stocknya harus 
dikurangi, dan juga dengan hasil asosiasi tersebut pihak pengelola dapat mengatur tata letak produk 
menjadi lebih baik. 
Kata Kunci: Algoritma Apriori, Data Penjualan, Ritel. 
 
Abstract 
This data processing has the aim to increase the company's turnover, because by being aware of how the 
interest in buying goods works, the company can buy products other than the main products that it buys. 
In increasing company revenue can be done using the Data Mining process, one of which uses a priori 
algorithm and association techniques. With this a priori algorithm found association technique which 
later can be used as a pattern of purchasing goods by consumers, this study uses a data repository of 958 
data consisting of 45 transactions. From the results obtained goods with the name Paper Chain Kit 50's 
Christmas is a product that is often bought by consumers and it is known that the most frequent 
combination patterns are the Retro Spot Paper Chain Kit and the Paper Chain Kit 50's Christmas. So that 
with known buying patterns, the company manager can predict future market needs, and can calculate the 
stock of goods that must be reproduced, and goods whose stock must be reduced, and also with the results 
of the association the manager can manage the layout of the product to be better. 
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Dunia bisnis sekarang ini banyak 
perusahaan  bersaing untuk meningkatkan 
omset perusahaan. (Putra et al. 2019). 
Konkurensi terjadi karena banyaknya 
perusahaan melakukan usaha di bidang 
yang sama, seperti halnya yang terjadi 
pada perusahaan yang melakukan usaha di 
bidang retail. 
Perkembangan dan persaingan bisnis 
dalam perdagangan dunia melalui 
ekonomi pasar bebas dan kemajuan 
teknologi informasi membawa perusahaan 
pada tingkat konkurensi yang semakin 
erat dan semakin terbuka dalam 
memenuhi tuntutan pelanggan yang juga 
semakin tinggi. (Listriani, Setyaningrum, 
and A 2016). 
Data Mining adalah proses mencari 
pola atau informasi menarik dalam data 
terpilih dengan menggunakan teknik atau 
metode tertentu. Satu di antara yang 
dipakai yakni data mining yang 
merupakan metode asosiasi atau 
association rule mining. Pada bidang usaha 
retail metode association rule mining ini 
lebih diketahui dengan istilah analisa 
keranjang belanja. (Gunadi and Sensuse 
2012). 
Dalam teknik data mining ada  salah 
satu tekniknya antara lain aturan untuk 
menemukan pola frekuensi tinggi antar 
himpunan itemset yang disebut dengan 
fungsi Association Rules (aturan asosiasi). 
(Moh.Sholik and Salam 2018). Kemajuan 
pada teknologi dalam penerapan data 
mining dapat diterapkan untuk 
menganalisa data dan memprakirakan 
banyaknya barang. 
Algoritma apriori adalah algoritma 
pengambilan data dengan aturan asosiatif 
(association rule) untuk menentukan 
hubungan asosiatif pada suatu kombinasi 
item. (Yanto and Khoiriah 2015). 
Association rule yang ditujui lewat 
mekanisme perhitungan support dan 
confidence dari hubungan item. Suatu rule 
asosiasi dapat dibilang interesting ketika 
nilai support artinya lebih besar dari 
minimum support dan juga nilai 
confidence artinya lebih besar dari  
minimum confidence. Algoritma apriori ini 
akan sesuai untuk digunakan jika memiliki 
beberapa hubungan item yang hendak 
dianalisis. 
Kumpulan data tersebut memiliki 
banyak informasi yang sangat bermanfaat 
untuk dapat dimanfaatkan, salah satunya 
untuk mencari tahu cara kerja pembelian 
barang. 
Beralaskan dasar di atas peneliti 
merumuskan masalah yang akan dibahas 
pada pengolahan data tersebut, antara 
lain: 
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1. Bagaimana menggunakan algoritma 
apriori untuk menentukan sistem 
pembelian barang konsumen? 
2. Bagaimana menggunakan algoritma 
apriori untuk mencari tahu barang 
konsumen yang sering dibeli? 
Ada beberapa algoritma dalam data 
mining yang mampu diterapkan untuk 
memprakirakan suatu hasil dari 
pengolahan pada beberapa kumpulan data. 
Satu di antaranya dengan penerapan 
algoritma apriori. Algoritma apriori biasa 
digunakan dalam mencari sebuah pola 
pembelian suatu barang dari sekumpulan 
data. (Putra et al. 2019). 
Ditambah dengan metode market 
basket analysis, kita dapat mengetahui dan 
memprakirakan cara kerja pembelian 
seorang konsumen, ketika seorang 
konsumen membeli barang A, 
dimungkinkan membeli barang B dengan 
melihat dari persentase kedekatan antara 
barang A dan B. Data yang dipakai dalam 
pengolahan data ini merupakan data 
repository dari www.kaggle.com. 
Sesudah rangkaian data mining 
dengan cara manual telah dilaksanakan, 
maka selanjutnya menggunakan tools 
berupa software untuk mendapatkan 
perbandingan antara data yang dihasilkan 
oleh perhitungan data mining dengan 
metode apriori secara manual dengan data 
yang dihasilkan oleh perhitungan data 
mining dengan metode apriori secara 
komputerisasi atau komputasi. Tools yang 
akan digunakan adalah software 
RapidMiner 9.6. RapidMiner adalah salah 
satu software yang diterapkan untuk 
membangun metode ini sebagai pengolah 
data dan menampilkan hasil yang ada. 
(Moh.Sholik and Salam 2018). 
Pengolahan data ini berhaluan untuk 
meningkatkan omzet perusahaan, karena 
dengan mengetahui pola minat beli barang 
konsumen, perusahaan dapat membeli 
produk lain selain produk utama yang 
dibelinya, perusahaan juga dapat 
mengefisiensikan pembelian stock pada 
barang berikutnya, dan mengurangi 
penumpukan stock barang tertentu karena 
sudah diketahui barang yang paling sering 
dibeli dan jarang dibeli oleh konsumen. 
II. METODE PENELITIAN  
A. Data Mining (CRISP-DM) 
Penjelasan mengenai enam tahap 
putaran waktu proyek data mining 
menurut Cross-Industry Standart Proses for 
Data Mining (CRISP-DM) yang 
dikembangkan tahun 1996 terbagi dalam 6 





















Gambar 1. Proses Data Mining menurut CRISP-
DMSumber Gambar (Nursanti and Vydia 2013). 
Berikut ini merupakan proses 
gambar di atas. (Nursanti and Vydia 2013): 
1. Fase pemahaman bisnis (Business 
Understanding Phase) 
a. Penentuan arah proyek dan 
kebutuhan secara detail dalam 
lingkup bisnis atau unit 
pengolahan data secara 
keseluruhan. 
b. Menerjemahkan arah dan batasan 
menjadi formula dari 
permasalahan data mining. 
c. Menyiapkan rencana awal untuk 
mencapai arah yang diinginkan. 
 
2. Fase pemahaman data (Data 
Understanding Phase) 
a. Mengumpulkan data 
b. Menggunakan analisis 
penyelidikan data untuk 
mengenali lebih lanjut data dan 
pencarian pengetahuan awal.  
c. Mengevaluasi kualitas data. 
d. Jika diinginkan, pilih sebagian 
kecil grup data yang mungkin 
mengundang cara kerja dari 
permasalahan. 
 
3. Fase pengolahan data (Data 
Preparation Phase) 
a. Siapkan data awal, kumpulkan 
data yang akan diterapkan untuk 
keseluruhan fase berikutnya. Fase 
ini adalah pekerjaan berat yang 
perlu dilaksanakan secara terus-
menerus. 
b. Pilih kasus dan variabel yang ingin 
dianalisis dan yang sesuai analisis 
yang akan dilakukan. 
c. Lakukan perubahan pada 
beberapa variabel jika dibutuhkan. 
d. Siapkan data awal sehingga siap 
untuk perangkat pemodelan. 
 
4. Fase pemodelan (Modelling Phase) 
a. Pilih dan aplikasikan teknik 
pemodelan yang sesuai 
b. Perlu diperhatikan bahwa 
beberapa teknik mungkin untuk 
digunakan pada permasalahan 
data mining yang sama. 
c. Jika diperlukan, proses dapat 
kembali ke fase pengolahan data 
untuk menjadikan data ke dalam 
bentuk yang sesuai dengan 
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spesifikasi kebutuhan teknik data 
mining tertentu. 
 
5. Fase evaluasi 
a. Pengevaluasi satu atau lebih 
model yang diterapkan dalam fase 
pemodelan untuk mendapatkan 
kualitas dan efektivitas sebelum 
disebarkan untuk diterapkan. 
b. Menetapkan apakah terdapat 
model yang memenuhi tujuan 
pada fase awal. 
c. Menentukan apakah terdapat 
permasalahan penting dari bisnis 
atau penelitian yang tidak 
tertangani degan baik. 
d. Mengambil keputusan yang 
berkaitan dengan penggunaan 
hasil dari data mining. 
 
6. Fase penyebaran 
a. Menggunakan model yang 
dihasilkan. Terbentuknya model 
tidak menandakan telah 
terselesaikannya proyek. 
b. Contoh sederhana penyebaran: 
pembuatan laporan. 
c. Contoh kompleks penyebaran: 
penerapan proses data mining 




B. Aturan Asosiasi 
Analisis asosiasi diketahui juga 
sebagai salah satu teknik data mining yang 
menjadi dasar dari berbagai teknik data 
mining lainnya. (Buulolo 2013). Salah satu 
bentuk pola yang dapat dihasilkan data 
mining adalah association rule. Association 
Rule dapat digunakan untuk menemukan: 
hubungan atau sebab akibat. (Kusumo, 
Bijaksana, and Darmantoro 2016). Aturan 
Asosiasi merupakan ikatan atau bisa juga 
disebut hubungan “apa dengan apa”. 
Association rule ini nantinya akan 
menghasilkan rules yang menentukan 
seberapa besar hubungan antar X dan Y 
tadi, dan diperlukan dua ukuran untuk 
rules ini, yakni support dan confidence. 
(Wandi, Hendrawan, and Mukhlason 
2012). Aturan asosiasi juga acap disebut 
market basket analysis (analisis keranjang 
belanja) atau dapat diberi nama aturan 
asosiasi dalam bentuk “if-then” atau “jika-
maka”. Aturan ini dijumlah dari 
sekumpulan data yang sifatnya 
probabilitas. (Yanto and Khoiriah 2015). 
Kelebihan asosiasi rule dengan apriori ini 
adalah lebih sederhana dan dapat 
menangani data yang besar. (Fauzy, Saleh 
W, and Asror 2016). Contoh asosiasi dalam 
pengolahan data, yaitu dengan 
menemukan barang dalam perusahaan 
retail yang kerap dibeli secara bertepatan, 
dan barang yang tidak pernah dibeli secara 
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bertepatan. Interestingness measure yang 
digunakan adalah. (Yanto and Khoiriah 
2015): 
1. Support merupakan sebuah ukuran 
yang menyatakan seberapa besar 
tingkat dominasi suatu item atau 
itemset dari keseluruhan transaksi. 
2. Confidence merupakan sebuah 
ukuran yang menyatakan hubungan 
antar dua item secara conditional 
(berdasarkan suatu kondisi tertentu). 
Pencarian cara kerja kaidah asosiasi 
mengunakan 2 buah parameter nilai yaitu 
dukungan (support) dan keterpercayaan 
(confidence) yang memiliki rentang nilai 
antara 0 - 100%. (Gibran and Aripin 2016). 
Metodologi dasar analisis asosiasi 
terbagi menjadi dua tahap:  
1. Analisa pola frekuensi tinggi Tahap 
ini mencari kombinasi item yang 
memenuhi ketentuan minimum dari 
nilai support dalam database. Nilai 




2. Pembentukan aturan asosiatif setelah 
semua cara kerja frekuensi tinggi 
ditemukan, barulah dicari aturan 
asosiatif yang memenuhi ketentuan 
minimum untuk confidence dengan 
menghitung confidence aturan 
assosiatif A_B Nilai confidence dari 




Semakin kecil minimum support dan 
confidence yang ditentukan, semakin 
banyak juga rules yang dapat dihasilkan 
oleh aplikasi, dengan konsekuensi waktu 
proses akan lebih lama dibandingkan 
minimum support yang lebih besar. 
(Handojo, Budhi, and Rusly 2004). 
C. Algoritma Apriori 
Apriori adalah suatu algoritma yang 
sudah sangat dikenal dalam melakukan 
pencarian frequent itemset dengan 
menggunakan teknik association rule. 
Algoritma Apriori adalah salah satu 
algoritma yang dapat digunakan pada 
penerapan market basket analysis untuk 
mencari aturan-aturan asosiasi yang 
memenuhi batas support dan confidence. 
(Gibran and Aripin 2016). Salah satu 
tingkat analisis asosiasi yang menarik 
minat banyak peneliti untuk menghasilkan 
algoritma yang mudah yakni analisis pola 
frekuensi tinggi (frequent pattern mining). 
Support (nilai penunjang) merupakan 
persentase kombinasi item dalam 
database, sedangkan confidence (nilai 
kepastian) adalah kuatnya hubungan 
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antar-item pada aturan asosiasi. (Putra et 
al. 2019).  
D. Tahapan Penelitian 
 
Gambar 2. Tahapan-tahapan Penelitian 
 
III. HASIL DAN PEMBAHASAN  
Algoritma apriori merupakan metode 
yang sering dipakai dalam mencari aturan 
asosiasi yang mencukupi ketentuan 
minimum support (nilai penunjang), yang 
berisi kombinasi tiap item dalam database. 
Ketentuan minimum confidence (nilai 
kepastian), yang berisi hubungan antar 
item dalam aturan asosiasi. 
A. Pembentukan 1 Itemset 
Pembentukan 1 itemset dengan 
jumlah minimum support 10% 
menggunakan rumus: 
 
Tabel 1. 1 Itemset 
No. Itemset Support 
1 








RETRO SPOT TEA SET 
CERAMIC 11 PC  
10% 
4 
































RETRO RED SPOTTY 
WASHING UP GLOVES 
10% 
13 




B. Pembentukan 2 Itemset 
Pembentukan  2 itemset dengan 
jumlah minimum support 10% 
menggunakan rumus: 
 
Tabel 2. 2 Itemset 
No. Itemset Support 
1 
PAPER CHAIN KIT RETRO 
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C. Pembentukan Aturan Asosiasi 
Setelah terbentuk itemset, 
selanjutnya temukan aturan asosiasi yang 
telah memenuhi syarat minimum 
confidence dengan menghitung confidence 
aturan asosiasi A ke B, dengan minimal 
confidence = 50%. 
Untuk menemukan nilai confidence 
dari aturan A ke B dengan rumus: 
 


















Data di atas merupakan hasil 
perhitungan menggunakan rumus excel 
serta menggunakan tools, dalam kasus ini 
peneliti menggunakan RapidMiner 9.6 
yang di mana hasil yang ditampilkan 
merupakan hasil yang terbaik dari aturan 
yang ada.  
IV. SIMPULAN  
Berdasarkan penelitian di atas, 
peneliti menyimpukan bahwa diperoleh 
pola pembelian barang di mana konsumen 
lebih sering membeli barang Paper Chain 
Kit 50's Christmas, terbukti dari hasil 
perhitungan menggunakan tools 
Rapidminer 9.6, bahwa item dengan nama 
Paper Chain Kit 50's Christmas yang paling 
sering muncul dan menjadi pilihan bagi 
para konsumen ketika berbelanja. 
Sehingga dengan diketahuinya pola 
pembelian barang tersebut, maka pihak 
pengelola perusahaan dapat memprediksi 
kebutuhan market yang akan datang, dan 
dapat memperhitungkan stock barang 
yang harus diperbanyak karena banyak 
peminatnya, dan barang apa yang stocknya 
harus dikurangi, dan juga dengan hasil 
asosiasi tersebut pihak pengelola dapat 
mengatur tata letak produk menjadi lebih 
baik karena mendekatkan produk-produk 
yang sering dibeli bersamaan oleh 
konsumen, seperti apabila konsumen 
membeli Paper Chain Kit Retro Spot, 
konsumen juga akan membeli Paper Chain 
Kit 50's Christmas. Dengan diketahuinya 
pola pembelian barang tersebut, dapat 
lebih meningkatkan pemasukan bagi 
perusahaan. 
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