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ABSTRACT

Liu, Yang. M.S., Purdue University, May 2015. Simulating Depth of Field Using Perpixel Linked List Buffer. Major Professor: Tim McGraw.
In this thesis, I present a method for simulating three characteristics of depth of field
image: partial occlusion, bokeh and blur. Retrieving color from occluded surfaces is
achieved by constructing a per-pixel linked list buffer, which only requires two render
passes. Additionally, per-pixel linked list buffer eliminates the memory overhead of
empty pixels in depth layers. Bokeh and blur effect are accomplished by image-space
point splatting (Lee 2008). I demonstrate how point splatting can be used to account for
the effect of aperture shape and intensity distribution on bokeh. Spherical aberration and
chromatic aberration can be approximated using a custom pre-built sprite. Together as a
package, this method is capable matching the realism of multi-perspective methods and
layered methods.
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CHAPTER 1. INTRODUCTION

Depth of field is the range within which objects appear in focus while others are
out of focus. A Pinhole camera by this definition has a depth of field of infinity, which
means all objects in the scene are sharp. Finite aperture camera has a finite depth of field,
so there is a clear separation of blurred objects and sharp objects. Depth of field effect in
computer graphics is referring to such separation. There are three distinctive
characteristics of depth of field image comparing to pinhole rendering. They are blur,
partial occlusion, and bokeh.

1.1

Blur

Blur (or defocus) is the most prominent feature of depth of field image. The
measure of defocus is circle of confusion. Circle of confusion is the area that a point is
projecting to on the image plane (Potmesil 1981). The bigger the size of the circle of
confusion, the more defocused (or blurry) the image point is. In the context of digital
image, point is called sharp if the size of the circle of confusion is less or equal to the size
of a pixel.
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Figure 1.1 Finite Aperture Allows Multiple Rays to Reach the Same Pixel

1.2

Partial Occlusion

Partial occlusion is the effect that foreground objects that are blurred due to depth
of field appear semitransparent. Partial occlusion is a direct result of finite aperture,
which makes it possible for light from both occluding objects and occluded object to hit
the same area on the image plane (Figure 1.1). The intensity of a pixel is resolved by
summing the distribution of overlapping circles of confusion (Potemsil 1981). Partial
occlusion is difficult to achieve in computer graphics because of two major obstacles: the
use of pinhole camera and depth testing. The use of pinhole camera makes it impossible
for two separate points to be mapped to the same pixel. Depth testing discards occluded
pixels, so extra effort has to be made to retrieve them back.
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1.3

Bokeh

Bokeh is the effect that the aperture lends its shape to the out-of-focus regions of
an image. It is most apparent in high local contrast portions of the out-of-focus region
(Rousiers 2012). The appearance of a bokeh also depends on how light is distributed
inside the circle of confusion. Optical effects such as diffraction, spherical aberration, and
chromatic aberration all to some degree affect the light distribution. In reality, these
effects are very subtle, because lens manufacturers correct for them. For a perfectly
corrected lens, the light distribution can be thought of as a uniform distribution.

1.4

Per-pixel Linked List Buffer

Shader programming used to be limited by its inability to directly access and
manipulate GPU (Graphics Processing Unit) memory. This limitation is lifted by the
introduction of read/write texture buffer and atomic operations. (Gruen 2010) utilizes
these newly added features and builds a per-pixel linked list buffer to solve the problem
of order independent transparency. Instead of rendering the scene to a 2D image (in
which each pixel gets its color from the visible surface), each “pixel” in the per-pixel
linked list buffer is a linked list. The per-pixel linked list buffer is created in one render
pass, and rendered to display in a second pass. Therefore, it is considerably faster than
depth peeling, in which the number of render passes depends on the complexity of the
scene. The second advantage of per-pixel linked list buffer over depth peeled layers is
that empty pixels are stored as null, which takes as little space as null pointer instead of a
default clear color. One disadvantage of per-pixel linked list buffer is that it needs to be
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sorted before it can be drawn, but it cost much less than sorting objects in CPU (Barta
2011).

1.5

Significance of the Three Characteristics of Depth of Field Image

•

Image blur is a monocular depth cue in depth perception (Mather 1996). Being
monocular means that it can be represented in a 2D image without the aid of
stereoscopic display.

•

Partial occlusion (also known as interposition in perception studies) is a
monocular depth cue. In the studies of the strength of depth cues, occlusion is
reported to be one of the most powerful (Braunstein 1986, Wickens 1989).

•

Bokeh adds an aesthetic quality to the blur regions of a depth of field image. The
definition of a “good” or “bad” bokeh is completely subjective to viewers’
preferences over different shapes and how light is distributed in them.

1.6

Thesis Statement

In this thesis, I present a GPU based method for simulating depth of field that
includes three characteristics of depth of field image: blur, partial occlusion, and bokeh.
By rendering the scene to a per-pixel linked list buffer, color and depth information of all
partially occluded and non-occluded pixels are stored efficiently on the GPU memory.
Each node of each list in the frame buffer is then scattered using a weighted sprite
representing the circle of confusion. Previous methods either solve all three problems at a
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very high cost such as (Cook 1984) (Haeberli 1990) or only tackle one or two of the
problems and compromise the other two such as (Schedl 2012) (Rousiers 2012).

1.7
•

Contributions

A new solution for resolving occluded pixels for partial occlusion that require
constant number of render passes

•

Solving partial occlusion at lower cost of memory comparing to layered methods

1.8

Goal

The result of the proposed method can produce comparable results to distributed ray
tracing and accumulation buffer at an improved cost.
1.9
•

Limitations

The rendering method proposed in this thesis does not guarantee real time. This
thesis only explores the potential of using a new technique to solve partial
occlusion, bokeh and blur related to depth of field image.

•

The target platform for my implementation is commercial GPUs. It does not
target off-line rendering cluster.

•

This thesis is not concerned with correctly representing the effects of optical
aberrations or diffraction.

•

This thesis is not concerned with effects other than depth of field, such as lighting
or shadow.

•

This thesis assumes that all objects in the scene are opaque. Occlusion gets very
complicated with transparent objects.
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CHAPTER 2. BACKGROUND

(Demers 2004) have classified depth of field techniques into five classes:
•

Distributed Ray Tracing

•

Accumulation Buffer

•

Layered Composition

•

Scatter-based Method

•

Gather-based Method
In this chapter, I will break down each each of the methods listed above.

2.1

Distributed Ray Tracing

Ray tracing is a technique that resolves color for each pixel by tracing the light
path from the camera to the light source. Ray-traced depth of field is simply casting rays
across the area of the aperture rather than from a single point (Cook 1984). This method
accurately models the way light passes through lenses. Therefore the three characteristics
of depth of field image (blur, partial occlusion, bokeh) are represented very well with raytraced images. The cost of ray tracing grows with the number of rays and the number of
bounces for each ray (which depends on the complexity of the scene). Although
accelerated ray tracing on GPU can be done, it is more suited for offline rendering instead
of a real-time application.
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2.2

Accumulation Buffer

The basic concept of accumulation buffer (A-Buffer) is that images from a cluster
of pinhole cameras scattered across the aperture of the lens are accumulated together in
an auxiliary buffer to form the result (Haeberli 1990). Like ray tracing, A-Buffer also
models the aperture of the lens, therefore also correctly represent blur, partial occlusion
and bokeh. Also similar to ray tracing, Accumulation-Buffer suffers on the cost side. The
number of render passes for a typical A-Buffer implementation is O(N), where N is the
number of pinhole cameras. The extra passes are added for the purpose of obtaining
background information that would otherwise be fully occluded using a pinhole camera
with a single pass. Because the pinhole cameras are packed close together, there is a large
amount of overlap in the images produced by these cameras. Accumulating the
overlapped regions of these images is a significant overhead to the performance of this
method.

2.3

Layered Composition

Layered depth-of-field (or compositing techniques) refer to methods that merge
multiple layers of images with different depth or focus levels together. Layered methods
generally have two steps: obtaining the layers, and merging the layers.

2.3.1

Obtaining the Layers

The standard depth testing only stores the nearest fragment at each pixel while
discarding the other occluded fragments. To bypass this restriction, generally a single
render pass is made for each layer. One such method is depth peeling. The basic idea of
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depth peeling is that each layer renders the nearest surface of what is left of the scene that
is peeled away in the last pass. (Demers 2004) described another method that sorts
objects in the scene into non-overlapping layers, then selectively renders the objects in
each layer. The occluded pixels are preserved in the layers, so layered depth of field
method ensures partial occlusion. The number of render passes obtaining the layers is
O(N), where N is the number of layers.

2.3.2

Merging Layers

After the layers are obtained, there are many ways to merge them together. After
obtain the layers using depth peeling, each layer is blurred uniformly according to their
depth then blend them all together (Schedl 2012). This method does not produce bokeh.
(Lee 2010) traverses the layers with rays in a similar fashion as ray tracing. So it does
produce bokeh.

2.4

Scatter-based Methods

Scattered-based methods are sometimes called forward mapping, or point
splatting technique. The essence of scatter-based method is that each pixel distributes its
color to its neighbors inside its circle of confusion (Demers 2004). Each point is rendered
as a texture sprite instead of a single pixel (Krivanek 2003). Depth sorting is needed to
ensure that blurry background do not affect focused foreground objects. This method is
considered the naïve approach to render bokeh. The sorting and sprite drawing involved
with this method are very computationally expensive. Because the source for color and
depth is basically just one layer, it does not support partial occlusion.

9
2.5

Gather-based Methods

Gather-based method is essentially the reverse of scatter-based method. Instead of
dispersing color information to the neighbors, its collects color information from the
neighbors and sum them together. (Hammon 2007) discussed the implementation of this
technique in details. Performance-wise, it is a huge improvement over scattered-based
methods. Traditional gather-based methods do not support bokeh effect. Effort has been
made to modify gather-based method to include bokeh effect (Hu 2013). But if the
aperture shape is not modeled, the bokeh can only have either a square or circle pattern .
(McGraw 2014) replaced separable filters with low-rank linear filters. This technique can
simulate a variety of lens shapes, and can also account for non-uniform intensity
distribution. But generally, filter-based methods all start off from one single layer image,
so it does not support partial occlusi
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CHAPTER 3. METHODOLOGY

Figure 3.1 Depth of Field Rendering Pipeline

The procedure of the depth of field rendering framework in this thesis is
illustrated in Figure 3.1. The rendering pipeline consists of six stages that each stage is a
separate GPU program. The stages are executed in the order marked by the circled
numbers. First, given a 3D scene, the geometries are rendered to depth buffer. Second,
the depth image is filtered to calculate per-pixel occlusion factor (section 3.1). In the
third and fourth stages, a per-pixel linked list data structure is constructed and sorted
(section 3.4), in which each node in the linked list contains position and color of a visible
or hidden fragment. Fifth, the per-pixel linked list buffer is transferred to a vertex buffer
object, and rendered as point primitives (Section 3.5). Finally, the image is normalized
and display to the frame buffer (Section 3.6).
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3.1

Occlusion Map

I use an occlusion map to help decide which fragments are fully occluded and
therefore should be rejected. Occlusion map is a single channel texture, in which the
value of each pixel is a float point number between 0 and 1 called occlusion factor. 1
means the front-most fragment in that pixel location fully occludes all subsequent
fragments. 0 means, that the front-most fragment in that pixel location is completely seethrough. Partial occlusion is the state between the 0 and 1(Figure 3.2). Partial occlusion
happens where foreground objects that are blurred due to depth of field partially occlude
the objects behind and becomes transparent (Schedl 2013), and around the silhouette of
objects where there is a significant depth change (Lee 2008). Therefore I devised the
following formula to calculate occlusion factor at (x, y):

Φ 𝑥, y =

1, 𝑍! (𝑥, 𝑦) > 𝑍!"#$
!!!,!!!   !  ! !

!! !! (!,!)!!! (!!!,!!!)

!"!(!! (!,!))!

,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1)

where Ω is the neighborhood of pixels in the area of circle confusion around (x, y) , and
𝐻() is the unit step function, and 𝑧! is the depth at (x, y) on the depth map, 𝜀 is a small
threshold for depth change (for example 0.01 on a normalized scale). First of all, only
foreground objects that are blurred due to depth of field can partially occlude objects
behind. This is expressed in the first condition of the equation. See section 3.3 for how
𝑍!"#$ is calculated. Secondly, partial occlusion happens around the silhouette of objects
where there is a sudden depth change. The area of partial occlusion grows as the objects
become blurrier. Therefore, the area covered by the filter is widened along with the circle
of confusion.
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Figure 3.2 Occlusion Map of the Tomato Plant Scene

Figure 3.3 Calculating Circle of Confusion CoC(P) at point P
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3.2

Calculating Circle of Confusion

The intensity of light coming from a point on the surface of an object is
distributed in an area called circle of confusion. Let P be a point on the surface of an
object, the thin lens model (Potmesil 1981) is used to calculate the diameter of circle of
confusion:
CoC 𝐏 = DPI ∙ 𝐴

|  !! !!! |
!!

   !

!
! !!

(2)

where A is the diameter of the aperture, and Zp is the distance between P and the lens, Zf
is the focal distance, and f is the focal length, and DPI is the number of pixels per unit
area.
3.3

Calculating Near and Far Limit of Depth of Field

Within the range specified by near limit and far limit of depth of field, the image
has an acceptable circle of confusion. The near limit and far limit are calculated as
follows:
! (!!!)

!
𝑍!"#$ =    !!!

! !!!

(3)

where 𝑓 is the focal length and 𝑍! is the focal distance, and 𝐻 is the hyper focal distance
defined in equation (5).
𝑍!"# =   
!!

!! (!!!)
!!!!

H =    !" + 𝑓

(4)
(5)

where 𝑐 is the acceptable circle of confusion. For digital image, the acceptable circle of
confusion is normally the size of one pixel.
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3.4

Per-pixel Linked List Buffer

In a typical rendering pipeline, only the front-most fragments are drawn on the
frame buffer because of depth testing. In depth of field rendering, partially occluded
fragments from hidden surfaces are also necessary. Here, I use per-pixel linked list buffer
to capture fragments from hidden surfaces and sort them by depth.

Figure 3.4 Per-pixel Linked List Buffer Data Structure (Gruen 2010)

Per-pixel linked list buffer is made possible by the introduction of atomic counter,
and image load and store operations on the GPU (Gruen 2010). There are four
components in the data structure: atomic counter, data buffer, head pointer buffer, and
next pointer buffer. The implementation of the data structure is illustrated in Figure 3.4.
The atomic counter is incremented every time a fragment is accepted and added. The data
buffer is a one dimensional texture buffer in the format of RGBA32F. Positions and
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colors are interleaved in the data buffer. Head pointer buffer and next pointer buffer are
together to maintain the per-pixel linked list. When a new fragment is accepted and added,
an atomic exchange inserts the fragment in front the per-pixel list. If incoming fragment
to the per-pixel linked list buffer program is visible, it will automatically be added to the
list. If the fragment is hidden, then it will only be added if the occlusion factor (see
section 3.1) at that pixel location is less than 1.

Finally, before moving on to the next stage, the fragments are sorted per pixel
location not the entire image. Only the second nearest fragments are kept after the sorting.
This is because in practice, it rarely occurs that the second nearest fragments are also
made semitransparent because of partial occlusion (Lee 2008). Secondly, it is not
possible to obtain depth information of neighboring fragments before all per-pixel lists
are sorted. Even after all per-pixel lists are sorted, there will be holes everywhere, so it is
not possible to detect depth change.

3.5

Image-space Point Splatting

Point splatting is a technique that renders a sprite for a 3D point, and that each
point is enlarged to cover multiple pixels in the area of the circle of confusion (Lee 2008).
The alpha channel is used to represent intensity. The splats are accumulatively blended to
form the result image. Note that due to the use of accumulative alpha blending the
background color for glClearColor() needs to be set to (0, 0, 0, 0). The intensity of a point
𝑥, 𝑦 inside the circle of confusion generated by 𝑷 is as follows:
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𝐼 𝑥, 𝑦 =

𝑃𝑆𝐹 𝑥, 𝑦 ∙
𝑃𝑆𝐹(𝑥, 𝑦) ∙

!

, 𝑖𝑓𝑷  𝑖𝑠  𝑣𝑖𝑠𝑖𝑏𝑙𝑒

!"! 𝑷 !
(!!! !,! )
!"!(𝑷)!

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(6)

where PSF is point spread function stored in a texture, Φ 𝑥, 𝑦 is the occlusion factor at
𝑥, 𝑦 , and 𝑘! is a constant depending on the shape of the aperture. For example, if the
shape of the aperture is a circle. Note that when 𝐶𝑜𝐶 𝑷 gets very large (e.g. 128 pixels),
𝐼 𝑥, 𝑦 becomes very small. Because of hardware limitation, the default frame buffer has
8 bit assigned to the alpha channel. Lack of precision would result heavily blurred area
become visible, because of truncation of alpha values. Therefore, in my method, the
splatting is done on a 16 bit per channel frame buffer. To account for very large circle of
confusion (e.g. 128 pixels), 32 bit alpha channel is recommended.

The sprite texture used for splatting is a RGB image, whose values depend on the
point spread function of the lens, or also known as the intensity distribution function. For
example, if the intensity distribution is uniform, and the aperture shape is square, it will
just be all an all white texture. Purposefully created sprites can be used imitate different
shaped bokeh, and other effects such as spherical aberration and chromatic aberration
(Figure 3.5).

Figure 3.5 From left to right: Point Spread Functions for Simulating Regular Hexagon
Shaped Aperture, Chromatic Aberration and Spherical Aberration
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3.6

Image-space Point Splatting

It is a common practice (Potmesil 1981, Krivanek 2003, Lee 2008) to apply
normalization to blended image after splatting, so that the sum of intensity for each pixel
is one. The reason for doing this is that whereas circle of confusion is a floating point
number defined in continuous range, the size of a point sprite is defined as an integer
corresponding to the pixel grids. Naturally, the float point circle of confusion is rounded
to get the desired point sprite size, which as a result introduces truncation error or
rounding error. Moreover, intensity values for individual pixels are tampered by the GPU
during rasterization. The combined effect of truncation error and rasterization manifest
themselves as “wavy” or “wooden grain” artifacts in the image (Figure 3.6).

Figure 3.6 “Wavy Lines” Artifacts Caused by Truncation Error
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The following operation is performed to correct the issues:
𝐶! 𝑥, 𝑦 =

!! !,!
!(!,!)

(7)

After normalization, the result pixel is a weighted average of colors from various
splats. Note that to ensure the blurry edges and partial occlusion areas of the blurred
objects are preserved, it is recommended to always have a background (for example a
skybox).
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CHAPTER 4. RESULTS AND DISCUSSION

In this chapter, I report the quality and performance of my depth of field rendering
method. Three test scenes are used for the demonstration of my rendering method. They
are colored cube scene as shown in Figure 4.1, 4.2 and 4.3, and the tomato plant scene as
shown in Figure 4.4, 4.5 and 4.6, and finally tank in desert scene in Figure 4.7.

4.1

Quality

The first scene is consisted of 196 colored cubes against a black background.
Figure 4.1 is an example of foreground blur achieved with my rendering method. The
black background and color cubes also make a great candidate for testing the bokeh effect.
Figure 4.2 is achieved with the scene, with some modifications such as scaling down the
size of the cubes, spread the cubes out, setting the focal distance to near clipping distance,
increase aperture to maximum and zooming in. The shape of the bokeh is as expected the
same as the aperture shape. Figure 4.3 shows the effect of modified point spread function
to simulate chromatic aberration.
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Figure 4.1 Foreground Blurring Colored Cubes
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Figure 4.2 Bokeh Effect With Regular Hexagon Shaped Aperture
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Figure 4.3 Bokeh Effect with Chromatic Aberration

The second scene is a tomato plant. Figure 4.4, 4.5 and 4.6 are three images with
the focal plane moving further. This scene is made to demonstrate how the rendering
method reacts to scene with high depth complexity and to show off partial occlusion
effect. In Figure 4.6, it is easy to sense that the branch that is extending towards the
camera and the leaf on it has some transparency around the edges.

23

Figure 4.4 Bokeh Tomato Plant Scene with Focal Plane Set to Near
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Figure 4.5 Bokeh Tomato Plant Scene with Focal Plane Set to Middle
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Figure 4.6 Bokeh Tomato Plant Scene with Focal Plane Set to far
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Scene 3 is a tank in desert environment. And the camera is set to focus on the tank.

Figure 4.7 Tank in a Desert Scene
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4.2

Performance

The presented method has been implemented in OpenGL 4.2 environment on a
NVIDIA GeForce GTX760 graphics card. The resolution is set to 1024 x 1024. I’ve
recorded frame rate from 60 fps to as low as below 5 fps. The frame rate is largely
dependent on the amount of blur in the result image. The worst performance happens
when I tried to produce shallow depth of field effect, such as seen in Figure 4.4, 4.5 and
4.6. If the depth of field is reasonable large, and most of the image is in-focus, the frame
rate is round 30 fps. The highest frame rate is achieved with very small aperture, so that
everything in the scene is in focus.

There can be two potential performance bottlenecks to this method. First of all,
splatting is applied to background skybox, which is set to very far distance away. And the
background skybox thus can get very blurry (i.e. very big circle of confusion) resulting
big drop in frame rate. Secondly, the speed of this method hinges on alpha blending.
Assuming, alpha blending is done atomically, there will be a significant amount of
halting and waiting associated with the number splats that need to be accumulated.

4.3

Acknowledgements

The tomato plant scene was created by Michael Hoerter at Purdue University
Computer Graphics Technology Department. The tank in desert scene is supplied
and .obj, .json, and .mtl loading code is supplied by OpenGL Insights Chapter 15. The
code for building and sorting per-pixel linked list data structure is supplied in OpenGL
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Insights Chapter 20. The code and models from OpenGL Insights can be obtained from
the link below:
https://github.com/OpenGLInsights/OpenGLInsightsCode

4.4

Conclusion

In this thesis, I presented a depth of field rending method using per-pixel linked list
buffer and point splatting. My method successfully achieved high quality depth of field
effects such as realistic blur, bokeh and partial occlusion. The performance of my method
achieved real-time given reasonable demanding parameters. My method can be used for
post-processing of real-time applications. For example, it can be used to simulate the
partial occlusion effect of machine gun sight in first-person-shooter games. On the other
hand, given that my method has achieved all three characteristics of depth of field images
(e.g. blur, bokeh and partial occlusion), it can serve as a fast alternative for offline
rendering such as distributed ray tracing.
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Appendix A

Depth Map Pass Vertex Shader

#version 420
in vec4 vPosition;
smooth out vec4 position;
uniform mat4 ModelView;
uniform mat4 Projection;
void main()
{
// Transform vertex position from world coordinates into eye
coordinates
position = ModelView * vPosition;
// Transform vertex position from eye coordinates to clip
coordinates
gl_Position = Projection * ModelView * vPosition;
}
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Appendix B

Depth Map Pass Fragment Shader

#version 420
in vec4 position;
uniform bool backFaceCulling;
void main()
{
if (!gl_FrontFacing && backFaceCulling)
discard;
float Dp = -position.z;
if (Dp < 0.01)
discard;
gl_FragDepth = gl_FragCoord.z;
}
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Appendix C

Occlusion Map Pass Vertex Shader

#version 420
layout(location = 0) in vec3 vPosition;
void main(){
gl_Position =
}

vec4(vPosition,1);
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Appendix D

Occlusion Map Pass Fragment Shader

#version 420
uniform sampler2D depthMap;
uniform float nearClippingDistance;
uniform float farClippingDistance;
uniform float focalDistance;
uniform float Fnumber;
uniform float cFactor;
uniform float focalLength;
uniform float Dnear;
float depthToCameraSpaceDistance(float z)
{
return nearClippingDistance*farClippingDistance /
(farClippingDistance - z*(farClippingDistance nearClippingDistance));
}
float circleOfConfusion(float dist)
{
return cFactor*abs(dist focalDistance)*focalLength*focalLength/(dist*Fnumber*(focalDistan
ce - focalLength));
}
void main()
{
float Zv = texelFetch(depthMap, ivec2(gl_FragCoord.xy), 0);
float Dv = depthToCameraSpaceDistance(Zv);
float Cv = round(circleOfConfusion(Dv));
if (Dv > Dnear || Cv < 8)
gl_FragData[0].r = 1.0;
else
{
if (Cv > 128)
Cv = 128;
int limit = int(round(Cv/2));
float sum = 0;
for (int i = int(gl_FragCoord.x) - limit; i <=
int(gl_FragCoord.x) + limit; i++)
{
for (int j = int(gl_FragCoord.y) - limit; j <=
int(gl_FragCoord.y) + limit; j++)
{
float z = texelFetch(depthMap, ivec2(i, j), 0);
if (abs(z - Zv) < 0.01)
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{
sum += 1;
}
}
}
sum = sum / (4*limit*limit);
gl_FragData[0].r = sum;
}
}
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Appendix E

Build Per-pixel Linked List Buffer Pass Vertex Shader

#version 420
in vec4 vPosition;
in vec2 vUV;
in vec3 vNormal;
in vec4 vTangent;
smooth out vec4 position;
out vec2 UV;
out vec3 L;
out vec3 H;
out vec3 Normal0;
out vec3 Tangent0;
uniform mat4 ModelView;
uniform mat4 Projection;
uniform vec4 LightPosition;
void main()
{
// Transform vertex position from world coordinates into eye
coordinates
position = (ModelView * vPosition);
// Transform vertex position from eye coordinates to clip
coordinates
gl_Position = Projection * ModelView * vPosition;
L = normalize( (ModelView*LightPosition).xyz - position.xyz);
vec3 E = normalize( -position.xyz );
H = normalize( L + E );
Normal0 = normalize( ModelView*vec4(vNormal, 0.0) ).xyz;
Tangent0 = (ModelView * vTangent).xyz;
UV = vUV;
}
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Appendix F

Build Per-pixel Linked List Buffer Pass Fragment Shader

#version 420
in vec4 position;
in vec2 UV;
in vec3 L;
in vec3 H;
in vec3 Normal0;
in vec3 Tangent0;
layout(pixel_center_integer) in vec4 gl_FragCoord;
layout(binding = 1, rgba32f) uniform imageBuffer data;
layout(binding = 2, r32ui) uniform uimageBuffer headPtrs;
layout(binding = 3, r32ui) uniform uimageBuffer nextPtrs;
layout(binding = 0, offset = 0) uniform atomic_uint counter;
uniform sampler2D depthMap;
uniform sampler2D occlusionMap;
uniform sampler2D textureMap;
uniform sampler2D NormalMap;
uniform uint maxNumPerFrag;
uniform ivec2 winSize;
uniform bool dofEnabled;
uniform float Dnear;
uniform float nearClippingDistance;
uniform float farClippingDistance;
uniform bool backFaceCulling;
uniform float Shininess;
uniform vec4 Ambient;
uniform vec4 Diffuse;
uniform vec4 Specular;
uniform bool hasNormalMap;
int fragIndex;
int addFragment(vec4 col, vec4 pos)
{
fragIndex = int(gl_FragCoord.y * winSize.x + gl_FragCoord.x);
uint node = atomicCounterIncrement(counter);
if (node < maxNumPerFrag*winSize.x*winSize.y)
{
// update pointers
uint currentHead = imageAtomicExchange(headPtrs, fragIndex,
node).r;
imageStore(nextPtrs, int(node), ivec4(currentHead));
// store data
imageStore(data, 2*int(node) + 0, col);
imageStore(data, 2*int(node) + 1, pos);
}
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return int(node);
}
float depthToCameraSpaceDistance(float depth)
{
return ( nearClippingDistance / (farClippingDistance - depth
* (farClippingDistance - nearClippingDistance)) ) *
farClippingDistance;
}
vec3 CalcBumpedNormal()
{
vec3 Normal = normalize(Normal0);
if( !hasNormalMap )
return Normal;
vec3 Tangent = normalize(Tangent0);
Tangent = normalize(Tangent - dot(Tangent, Normal) * Normal);
vec3 Bitangent = cross(Tangent, Normal);
vec3 BumpMapNormal = texture(NormalMap, UV,0).xyz;
BumpMapNormal = 2.0 * BumpMapNormal - vec3(1.0, 1.0, 1.0);
vec3 NewNormal;
mat3 TBN = mat3(Tangent, Bitangent, Normal);
NewNormal = TBN * BumpMapNormal;
NewNormal = normalize(NewNormal);
return NewNormal;
}
void main()
{
if (!gl_FrontFacing && backFaceCulling)
discard;
float Dp = -position.z;
if (Dp < 0.01)
discard;
vec3 N = CalcBumpedNormal();
float Ka = 0.2;
float ln = dot(L, N);
float Kd = max( ln, 0.0 );
float Ks = 0;
if( ln >= 0.0 )
Ks = pow( max(dot(N, H), 0.0), Shininess );
vec4 color = texture2D(textureMap, UV, 1) * (Ka * Ambient +
Kd * Diffuse + Ks * Specular);
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float Zp = gl_FragCoord.z;
float Zv = texelFetch(depthMap, ivec2(gl_FragCoord.xy), 0);
float Dv = depthToCameraSpaceDistance(Zv);
if (abs(Zp - Zv) < 0.00001)
addFragment(vec4(color.rgb, 1.0), position);
else if (dofEnabled && Zp > Zv)
{
float occlusion = texelFetch(occlusionMap,
ivec2(gl_FragCoord.xy), 0);
if (occlusion < 1)
addFragment(vec4(color.rgb, 1-occlusion), position);
}
}
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Appendix G

Sort Per-pixel Linked List Buffer Pass Vertex Shader

#version 420
layout(location = 0) in vec3 vPosition;
void main(){
gl_Position =
}

vec4(vPosition,1);
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Appendix H

Sort Per-pixel Linked List Buffer Pass Fragment Shader

#version 420
layout(pixel_center_integer) in vec4 gl_FragCoord;
layout(binding = 1, rgba32f) uniform imageBuffer data;
layout(binding = 2, r32ui) uniform uimageBuffer headPtrs;
layout(binding = 3, r32ui) uniform uimageBuffer nextPtrs;
uniform uint maxNumPerFrag;
uniform ivec2 winSize;
uniform bool dofEnabled;
uint nodeIndexes[10];
int fragIndex;
int fragCount;
void loadFragmentnodeIndexes()
{
fragCount = 0;
uint node = imageLoad(headPtrs, fragIndex);
while (node != 0 && fragCount < maxNumPerFrag)
{
nodeIndexes[fragCount++] = node;
node = imageLoad(nextPtrs, int(node));
}
}
vec4 loadFragmentPosition(uint node)
{
return imageLoad(data, 2*int(node) + 1);
}
void sortFragmentnodeIndexes()
{
uint t;
for (int i = 0; i < fragCount-1; ++i)
{
for (int j = i+1; j < fragCount; ++j)
{
float zj = loadFragmentPosition(nodeIndexes[j]).z;
float zi = loadFragmentPosition(nodeIndexes[i]).z;
if (zj > zi)
{
t = nodeIndexes[i];
nodeIndexes[i] = nodeIndexes[j];
nodeIndexes[j] = t;
}
}
}
}
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void main()
{
if (!dofEnabled)
return;
for (int i = 0; i < maxNumPerFrag; i++)
nodeIndexes[i] = 0;
fragIndex = int(gl_FragCoord.y * winSize.x + gl_FragCoord.x);
loadFragmentnodeIndexes();
if (fragCount > 1)
{
sortFragmentnodeIndexes();
for (int i = 2; i < fragCount && nodeIndexes[i] != 0; i++)
{
imageStore(data, 2*int(nodeIndexes[i]) + 0, vec4(0.0,
0.0, 0.0, 0.0));
}
}
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Appendix I

Point Splatting Pass Vertex Shader

#version 420
in layout(location=0) vec4 vPosition;
in layout(location=1) vec4 vColor;
uniform mat4 Projection;
uniform float focalDistance;
uniform float Fnumber;
uniform float cFactor;
uniform float focalLength;
uniform float Kn;
uniform bool dofEnabled;
uniform ivec2 winSize;
uniform bool normalized;
out vec4 color;
void main()
{
if (dofEnabled)
{
float zP = -vPosition.z;
float coc = cFactor*abs(zP focalDistance)*focalLength*focalLength/(zP*Fnumber*(focalDistance
- focalLength));
coc = round(coc);
if (coc < 1)
coc = 1;
if (coc > 128)
coc = 128;
gl_Position = Projection*vPosition;
gl_PointSize = coc;
float alpha = Kn/(coc*coc);
if (normalized)
color = vec4(vColor.rgb, vColor.a*alpha*16384);
else
color = vec4(vColor.rgb, vColor.a*alpha);
}
else
{
gl_PointSize = 1;
gl_Position = Projection*vPosition;
color = vec4(vColor.rgb, 1.0);
}
}
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Appendix J

Point Splatting Pass Fragment Shader

#version 420
in vec4 color;
out vec4 fColor;
uniform sampler2D pointSpreadFunc;
in vec2 gl_PointCoord;
void main(void)
{
vec4 tex = texture(pointSpreadFunc, gl_PointCoord);
if (tex.r == 0.0)
discard;
else
fColor = vec4(color.r*tex.r, color.g*tex.g, color.b*tex.b,
color.a);
}
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Appendix K

Normalization Pass Vertex Shader

#version 420
layout(location = 0) in vec3 vPosition;
void main(){
gl_Position =
}

vec4(vPosition,1);
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Appendix L

Normalization Pass Fragment Shader

#version 420
uniform sampler2D hdr_texture;
uniform bool normalized;
void main()
{
vec4 color = texelFetch(hdr_texture, ivec2(gl_FragCoord.xy),
0);
if (normalized)
gl_FragColor = color/color.a;
else
gl_FragColor = color;
}

