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POSITIVE PERIODIC SOLUTIONS
FOR PERIODIC PREDATOR - PREY SYSTEMS
OF LESLIE - GOWER OR HOLLING - TANNER TYPE
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Abstract. In this paper, we consider periodic predator - prey systems of
Leslie - Gower or Holling - Tanner type, assuming that the coefficients are
continuous positive ω-periodic functions. We prove an existence of positive ω-
periodic solutions by means of operator method in Banach spaces with cones.
No constructive conditions are required for the coefficients, besides the posi-
tivity and periodicity. At the end we point out that the used approach can
be applied with minor changes for proving the existence of positive ω-periodic
solutions even in the case of certain delays.
1. Introduction
One of the most popular models in mathematical biology is the model about
two species, where one of them feeds with another. It is widely accepted to de-
scribe the model dynamics with differential equations. Recently large amount of
publications appear, dedicated to the investigation of certain common properties
for the solutions. The common base of these studies is that they are motivated at
all by so called Lotka - Volterra (predator - prey) system, which appeared first in
the prominent monographs of Alfred Lotka [28] and Vito Volterra [39].
For the general philosophy of the predator - prey systems, besides the mentioned
monographs, one can see for example Ahmad & Stamova Eds. [2], Allen [3], Ba-
caer [6], Brauer & Castillo - Chavez [10], Britton [11], Gillman [17], Hadeler [19],
Jones, Plank & Sleeman [22], Murray [30], Smith [33]. Another popular term in
the related literature is ”Kolmogorov system”, which applies mostly in the case of
several species dynamics, and appears to be interchangeable with ”Lotka - Volterra
system”. These systems usually are convenient for being an object of various math-
ematical concepts, from the classic Lyapunov functions, through some topological
methods (see e.g. Alvarez & Lazer [5], Gatica & Smith [16], Krasnoselskii [23],
[24], Krasnoselskii & Zabreiko [25], Mawhin [29]), up to the theory of Lie-Hamilton
systems (see e.g. Ballesteros at al. [7], Blasco at al. [9], de Lucas & Sardon [15]).
Traditional predator - prey systems are autonomous, including some constant
coefficients (parameters), which have biological meaning (see e.g. Almanza-Vasquez
& Ortiz-Ortiz [4], Hsu & Huang [21], Leslie & Gower [26], Tanner [35], Zhao [44]). It
is reasonable enough to suggest that these coefficients may be replaced by periodic
functions of the same period ω > 0, and to look for positive ω-periodic solutions.
In this periodic topic, we can mention the works of Ahmad [1], Battauz & Zanolin
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2[8], Cushing [12], [13], Gopalsamy [18], Pinghua & Rui [31], Redheffer [32], Smith
[34], Tineo [36], Tineo & Alvarez [37], Yan [40], Zhang & Wang [43]. Investigation
tools however also change. Often the situation enables to include the operator
methods of functional analysis (see e.g. Lois-Prados & Precup [27], Tsvetkov [38]).
Looks like that Krasnoselskii has been the first who used systematically theory of
topological degree to investigate positive solutions of the operator equations (see
[24], [25]). Note especially his earlier work for cone-compressing or cone-extending
operators [23]. On this topic one can see also the monographs of Deimling [14] and
Zeidler [41].
The mentioned above set of works is not (of course) comprehensive. The reader
can discover himself another works, related to the considered problem (some of
them are on open access).
In the present work we use in a very crucial way Krasnoselskii - like result, which
is improved essentially by Gatica & Smith in [16].
Hereafter we consider three systems of predator - prey type, as Hsu & Huang
present them in [21]. For the sake of convenience, we replace the Latin letter
notations of the coefficients with Greek ones. Our attention will be paid to the
system of differential equations
x˙ = ρx
(
1− x
κ
)
− yp(x)
y˙ = σy
(
1− ηy
x
)
where dot above stands for a differentiation with respect to the independent variable
t. In this model the predator (amount y) consumes the prey (amount x), according
to the functional response p(x), where p(x) is a function which takes several shapes.
Consider the following three systems, described according to [21].
S1) The functional response is of type 1 with p(x) = µx. Then we have the
following Leslie - Gower model (see also Leslie & Gower [26], Smith [33]).
S2) The functional response is of type 2 with p(x) = µxα+x . Then we have the
following Holling - Tanner model (see also Tanner [35], Murray [30], Zhang [42]).
S3) The functional response is of type 3 with p(x) = µx
2
(α+x)(β+x) .
In this work, we shall prove an existence of positive ω-periodic solutions for S1,
S2 and S3 by means of operator method in Banach spaces with cones.
2. Preliminaries
For a fixed period ω > 0, denote by C(ω) the Banach space of continuous ω-
periodic functions f : R→ R, prowided with the conventional norm
||f || = max
t
|f(t)|
A cone K ⊂ B in a Banach space B (see e.g. [14], [16], [23], [24], [25], [41]) is a
closed convex set for which λK ⊂ K for λ ≥ 0 and K∩(−K) = {0} (the zero element
of B). We use the cone K(ω) of the nonnegative ω-periodic functions
K(ω) = {f ∈ C(ω) : f(t) ≥ 0, t ∈ R}
We shall also use cones Kγ(ω) ⊂ K(ω), 0 < γ < 1, of a type
(2.1) Kγ(ω) = {f ∈ K(ω)|min
t
f(t) ≥ γmax
t
f(t)}
3To transform our problem in an operator form, we lay on the following popular
proposition, formally borrowed here from [27].
Proposition 2.1. Assume that a ∈ C(ω), ∫ ω
0
a(τ)dτ > 0, f ∈ C(ω). Then the
equation
x˙ = −a(t)x+ f(t)
has unique ω-periodic solutions, which can be obtained in the form
x(t) =
t+ω∫
t
H(t, s; a)f(s)ds
where
H(t, s; a) =
exp(
∫ s
t
a(τ)dτ)
exp(
∫ ω
0
a(τ)dτ)− 1
The proof is straightforward. 
At this point we manipulate with a convenient approach, used for example by
Lois-Prados & Precup in [27], to express the solution in an integral operator form.
For another integral operator approach one can see Tsvetkov [38].
The role of cone Kγ(ω) becomes clear from the following proposition, assembled
essentially from [24] (see also [27], [38]).
Proposition 2.2. Assume that a ∈ C(ω), ∫ ω
0
a(τ)dτ > 0, f ∈ K(ω) and
(2.2) x(t) =
t+ω∫
t
H(t, s; a)f(s)ds
where H(t, s; a) is defined in Proposition 2.1. Then x ∈ K(ω). Moreover
min
t
x(t) ≥ γa max
t
x(t)
whit a constant
γa =
min
Ω
H(t, s; a)
max
Ω
H(t, s; a)
where Ω = {(t, s) : 0 ≤ t ≤ ω, t ≤ s ≤ t + ω}. Therefore the integral operator,
defined in the right side of (2.2), maps the cone K(ω) into the cone Kγa(ω) (see
(2.1)), remaining in this way cone Kγa(ω) invariant. 
Suppose we are given a Banach space B with a norm || · || and a cone K ⊂ B. An
operator T : D → B, D ⊆ B, is said to be compact when T maps bounded subsets
of D into relatively compact subsets of B. Further we shall employ the following
basic theorem from Gatica & Smith [16].
Theorem 2.1. (Theorem 1.2 [16]). Let 0 < r < R be real numbers
D = {x ∈ K : r ≤ ||x|| ≤ R}
and let T : D → K be a compact continuous operator such that
x ∈ D, ||x|| = R, T x = λx⇒ λ ≤ 1(i)
x ∈ D, ||x|| = r, T x = λx⇒ λ ≥ 1(ii)
inf
||x||=r
||T x|| > 0(iii)
Then T has a fixed point in D. 
4Note particularly that in Theorem 2.1, the cone zero of B does not belong to
the operator domain D. Note also that for any f ∈ Kγ(ω) with ||f || > 0 it holds
f(t) > 0, ∀t, i.e. any nonzero element of Kγ(ω) is bounded away from zero.
3. Existence of positive ω-periodic solutions
In this section we prove that systems S1, S2 and S3 have positive ω-periodic
solutions. Remember that no constructive conditions are required for the coeffi-
cients (besides the very natural conditions for the positivity and periodicity). For
the sake of clarity we formulate three separate theorems for them in spite of the
fact that they are of a quite similar content and thus allow to be gathered in one
result.
First pay attention on the system S2, for which our result is the following.
Theorem 3.1. Assume that all the coefficients ρ, κ, µ, α, σ and η of the system
S2 (Holling-Tanner model)
x˙ = ρ(t)x
(
1− x
κ(t)
)
− µ(t)x
α(t) + x
y
y˙ = σ(t)y
(
1− η(t)y
x
)
are nonnegative continuous ω-periodic functions and non of them is equal to zero
identically. Assume also that α(t)κ(t) > 0, ∀t, and σ(t)η(t) 6≡ 0. Then system S2
has at least one strictly positive ω-periodic solution.
Proof. The proof will be separated in several steps.
Step 1) We are looking for strictly positive solutions, therefore we are allowed to
change the variables x = 1X and y =
1
Y , after which the system takes the form
X˙ = −ρ(t)X + ρ(t)
κ(t)
+
µ(t)X2
(α(t)X + 1)
1
Y
Y˙ = −σ(t)Y + σ(t)η(t)X
Then, according to Proposition 2.1, the problem for positive ω-periodic solutions
of S2 takes the following equivalent operator form
(3.1)
X(t) =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)X2(s)
(α(s)X(s) + 1)
1
Y (s)
)
ds
Y (t) =
t+ω∫
t
H(t, s;σ)σ(s)η(s)X(s)ds
where
H(t, s; ρ) =
exp(
∫ s
t
ρ(τ)dτ)
exp(
∫ ω
0
ρ(τ)dτ)− 1 and H(t, s;σ) =
exp(
∫ s
t
σ(τ)dτ)
exp(
∫ ω
0
σ(τ)dτ)− 1
Now substitute Y in the first equation of (3.1) and obtain a single operator
equation
X = T (X)
5where the operator T (X) is given in the right side of (3.2)
(3.2) X(t) =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ S2Term
)
ds
with
(3.3) S2Term =
µ(s)X2(s)
(α(s)X(s) + 1)
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)X(θ)dθ
Operator T (·) is defined for all elements of the cone Kγ(ω), besides the zero, and
takes values also in Kγ(ω), where the cone Kγ(ω) is defined in (2.1) with a constant
γ > 0 which is chosen in the following way (see Proposition 2.2)
(3.4) γ =
min
Ω
H(t, s; ρ)
max
Ω
H(t, s; ρ)
We formulate next proposition manifestly, due to its importance, regardless of
its obviousness.
Proposition 3.1. Suppose that X ∈ Kγ(ω), ||X|| > 0, satisfies the operator equa-
tion X = T (X), given in (3.2). Then
Y (t) =
t+ω∫
t
H(t, θ;σ)σ(θ)η(θ)X(θ)dθ
and
X(t) =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)X2(s)
(α(s)X(s) + 1)
1
Y (s)
)
ds
satisfy system (3.1), therefore x(t) = 1X(t) and y(t) =
1
Y (t) are positive ω-periodic
solutions of S2. 
At this point, our problem reduces to finding a solution of (3.2). We are going
to find nonzero solutions X ∈ Kγ(ω) of (3.2) by means of Theorem 2.1.
Step 2) Define the basic domain
(3.5) D = {X ∈ Kγ(ω) : r ≤ ||X|| ≤ R}
with γ from (3.4). In this case the constants r and R are chosen as follows
(3.6) 0 < r < max
t
t+ω∫
t
H(t, s; ρ)
ρ(s)
κ(s)
ds
(3.7) R > max
t
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)
α(s)γ2
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
)
ds
Remember that integrals in (3.6) and (3.7) are ω-periodic. Before continue we
set yet another trivial proposition, given manifestly due to its importance.
Proposition 3.2. The operator T (X) : D → Kγ(ω) is continuous and compact
(completely continuous in the terminology of [24], [25]). 
6Step 3.1) Let us show the validity of clause (ii) of Theorem 2.1. For the sake
of contradiction suppose that for some X ∈ D with ||X|| = r and T (X) = λX we
have λ < 1. Then X ≥ λX = T (X), which implies
X(t) ≥
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ S2Term
)
ds,∀t
whence, taking into account that S2Term from (3.3) is nonnegative, we find
X(t) ≥
t+ω∫
t
H(t, s; ρ)
ρ(s)
κ(s)
ds(∀t)⇒ r = ||X|| ≥ max
t
t+ω∫
t
H(t, s; ρ)
ρ(s)
κ(s)
ds
that contradicts to the choice of r in (3.6).
Step 3.2) Now show the validity of clause (i) of Theorem 2.1. For the sake of
contradiction suppose that for some X ∈ D with ||X|| = R and T (X) = λX we
have λ > 1. Then X ≤ λX = T (X), which implies
(3.8) X(t) ≤
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ S2Term
)
ds,∀t
We have min
t
X(t) ≥ γR. Therefore
S2Term =
µ(s)X2(s)
(α(s)X(s) + 1)
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)X(θ)dθ
≤ µ(s)R
2
(α(s)γR+ 1)
1
γR
∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
≤ µ(s)
α(s)γ2
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
Replace in (3.8) and obtain
R ≤ max
t
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ S2Term
)
ds
≤ max
t
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)
α(s)γ2
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
)
ds
which contradicts to the choice of R in (3.7).
Step 4) Finally show the validity of clause (iii) of Theorem 2.1. Let X ∈ Kγ(ω)
and ||X|| = r. Then we get
||T (X)|| = max
t
T (X)(t) ≥ max
t
t+ω∫
t
H(t, s; ρ)
ρ(s)
κ(s)
ds = Const > 0
where Const does not depend on X. Therefore
inf
||X||=r
||T X|| ≥ Const > 0
Theorem 3.1 is proved. 
Continue with system S1.
7Theorem 3.2. Assume that all the coefficients ρ, κ, µ, σ and η of the system S1
(Leslie-Gower model)
x˙ = ρ(t)x
(
1− x
κ(t)
)
− µ(t)xy
y˙ = σ(t)y
(
1− η(t)y
x
)
are nonnegative continuous ω-periodic functions and non of them is equals to zero
identically. Assume also that κ(t) > 0, ∀t, and σ(t)η(t) 6≡ 0. Then system S1 has
at least one strictly positive ω-periodic solution.
Proof. The proof goes in the same way as in Theorem 3.1. Changing of the
variables x = 1X and y =
1
Y , transforms system S1 to
X˙ = −ρ(t)X + ρ(t)
κ(t)
+ µ(t)
X
Y
Y˙ = −σ(t)Y + σ(t)η(t)X
The corresponding equivalent operator form is
X˙ =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ µ(s)
X(s)
Y (s)
)
ds
Y˙ =
t+ω∫
t
H(t, s;σ)σ(s)η(s)X(s)ds
with a corresponding single operator equation on Kγ(ω)
X(t) =
t+ω∫
t
H(t, s; ρ)
ρ(s)κ(s) + µ(s)X(s) 1s+ω∫
s
H(s, θ;σ)σ(θ)η(θ)X(θ)dθ
 ds
Consider the basic domain D from (3.5), where the constant r is chosen as in
(3.6) and R is chosen as follows
R > max
t
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ µ(s)
1
γ
∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
)
ds
Rest of the proof is similar to the end of the proof of Theorem 3.1. 
Theorem 3.3. Assume that all the coefficients ρ, κ, µ, α, β, σ, and η of the
system S3
x˙ = ρ(t)x
(
1− x
κ(t)
)
− µ(t)x
2
(α(t) + x)(β(t) + x)
y
y˙ = σ(t)y
(
1− η(t)y
x
)
are nonnegative continuous ω-periodic functions and non of them is equals to zero
identically. Assume also that α(t)β(t)κ(t) > 0, ∀t, and σ(t)η(t) 6≡ 0. Then system
S3 has at least one strictly positive ω-periodic solution.
8Proof. The proof again goes in the same way as in Theorem 3.1. Changing of
the variables x = 1X and y =
1
Y , transforms system S3 to
X˙ = −ρ(t)X + ρ(t)
κ(t)
+
µ(t)X2
(α(t)X + 1)(β(t)X + 1)
1
Y
Y˙ = −σ(t)Y + σ(t)η(t)X
The corresponding equivalent operator form is
X(t) =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)X2(s)
(α(s)X(s) + 1)(β(s)X(s) + 1)
1
Y (s)
)
ds
Y (t) =
t+ω∫
t
H(t, s;σ)σ(s)η(s)X(s)ds
with a corresponding single operator equation on Kγ(ω)
X(t) =
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+ S3Term
)
ds
where
S3Term =
µ(s)X2(s)
(α(s)X(s) + 1)(β(s)X(s) + 1)
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)X(θ)dθ
Consider again the basic domain D from (3.5), where r is chosen as in (3.6) and
R is chosen as follows
R > max
t
t+ω∫
t
H(t, s; ρ)
(
ρ(s)
κ(s)
+
µ(s)
Rα(s)β(s)γ3
1∫ s+ω
s
H(s, θ;σ)σ(θ)η(θ)dθ
)
ds
Rest of the proof again is similar to the end of the proof of Theorem 3.1. 
4. Conclusions and numerical examples
Using of the operator method and cone technique for finding positive solutions
has a history, starting from the works of Krasnoselskii (see e.g. [23], [24], [25]).
The using of min-max cone Kγ(ω) is the keystone in the proof of the main result.
It helps to control the growth of the resolving operator. Cones of this type appear
for example in [24], [25].
This min-max cone approach is applied by Tsvetkov in [38] for the very classical
Lotka - Volterra predator - prey model
x˙ = αx− λxy
y˙ = −βy + χxy
where the coefficients α, β, λ and χ are nonnegative ω-periodic functions, none of
which is equal to zero identically.
The proof scheme in [38], however does not fit the predator - prey model with
logistic growth on prey
x˙ = αx
(
1− x
κ
)
− λxy
y˙ = −βy + χxy
9because the existence technics therein cannot remove the case y ≡ 0 in the latter
system.
The min-max cone approach is also applied by Prados & Precup [27] for Lotka
- Volterra systems considered therein.
Our method includes the autonomous systems in a trivial way. In this case,
the constant coefficients are periodic functions of any period, and the constant
solution may serve as an ω-periodic solution for the problem considered. One may
say that an usual ω-periodic solution is born from the constant solution, when the
coefficients turn from constants to ω-periodic functions. In the autonomous case,
any of our three systems S1, S2 and S3 has a positive constant solution.
Keep in mind that an autonomous Lotka - Volterra system may exhibit very
remarkable behavior (see e.g. Hofbauer & So [20]). We finish this work with three
illustrative numerical examples.
Example 1. Consider the following system of type S2
x˙ = (1 + sin 5t)x
(
1− x
2 + sin t
)
− (1 + cos 3t)x
(2− cos 3t) + xy
y˙ = (1− cos 7t)y
(
1− (1− sin t)y
x
)
A 2pi-periodic solution is found near the initial values
x(0) = 0.8416874693971644, y(0) = 0.5259233975099778
with
|x(0)− x(2pi)|+ |y(0)− y(2pi)| < 1.5096× 10−11
Figure 1. Positive 2pi-periodic solution for Example 1 for t ∈ [0, 10pi].
Example 2. Consider the following system of type S3
x˙ = (1 + sin t)x
(
1− x
2 + sin 2t
)
− (2 + cos 3t)x
2
(2 + cos 2t+ x)(2− cos 3t+ x)y
y˙ = (1 + cos t)y
(
1− (1− sin t)y
x
)
A 2pi-periodic solution is found near the initial values
x(0) = 0.6406510789582541, y(0) = 0.4091984714503302
with
|x(0)− x(2pi)|+ |y(0)− y(2pi)| < 3.1943× 10−11
10
Figure 2. Positive 2pi-periodic solution for Example 2 for t ∈ [0, 10pi].
Example 3. Consider the following system of type S1
x˙ = (1 + sin 2t)x
(
1− x
2 + sin 5t
)
− (1 + cos 3t)xy
y˙ = (1− cos t)y
(
1− (1− sin t)y
x
)
A 2pi-periodic solution is found near the initial values
x(0) = 0.6504022496685088, y(0) = 0.3825388660004428
with
|x(0)− x(2pi)|+ |y(0)− y(2pi)| < 3.3083× 10−11
Figure 3. Positive 2pi-periodic solution for Example 3 for t ∈ [0, 10pi].
In all three examples above the solution appears locally stable, but our operator
method do no allow itself to investigate the stability. On the other hand, the
operator method is very convenient for proving the existence of positive periodic
solutions even in the case of delays. For instance, one can find that the conditions
of Theorem 3.1 give existence of positive ω-periodic solutions of the following delay
(Holling-Tanner) system
x˙(t) = ρ(t)x(t)
(
1− x(t)
κ(t)
)
− µ(t)x(t)
α(t) + x(t)
y(t− τy)
y˙(t) = σ(t)y(t)
(
1− η(t)y(t)
x(t− τx)
)
with some constants τx ≥ 0 and τy ≥ 0. In this case S2Term from (3.3) takes the
form
µ(s)X2(s)
(α(s)X(s) + 1)
1∫ s−τy+ω
s−τy H(s− τy, θ;σ)σ(θ)η(θ)X(θ − τx)dθ
which in fact implies no substantially alterations in the proof.
11
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