Abstract-Today, there is an increasing need of data stream mining technology to discover important patterns on the fly. Existing data stream models and algorithms commonly assume that users' records or profiles in data streams will not be updated or revised once they arrive. Nevertheless, in various applications such as Web usage, the records/profiles of the users can evolve along time. This kind of streaming data evolves in two forms, the streaming of tuples or transactions as in the case of traditional data streams, and more importantly, the evolving of user records/profiles inside the streams. Such data streams bring difficulties on modeling and clustering for exploring users' behaviors. In this paper, we propose three models to summarize this kind of data streams, which are the batch model, the Evolving Objects (EO) model and the Dynamic Data Stream (DDS) model. Through creating, updating and deleting user profiles, these models summarize the behaviors of each user as a profile object. Based upon these models, clustering algorithms are employed to discover interesting user groups from the profile objects. We have evaluated all the proposed models on a large real-world data set, showing that the DDS model summarizes the data streams with evolving tuples more efficiently and effectively, and provides better basis for clustering users than the other two models.
I. INTRODUCTION
With the extensive use of Web, sensors and mobile devices, streaming data is increasingly growing in volume and diversity. Many companies need to handle or process large volume of streaming data. Moreover, they expect the streaming data to be timely analyzed such that the real-time results can be reported to make prompt responses.
Several data stream models have been proposed to approximately represent the unbounded sequence of streaming tuples for accelerating the processing of data streams [1] , [6] , [4] , [3] , [15] . Data streams managed by these models have a common characteristic that their tuples are deemed independent. In other words, each arriving tuple is considered as a complete description of a data object or a user. In many real cases, however, tuples may be related to others arriving before or after them. For instance, when users access internet through mobile phones, due to the operation inconvenience, they are unable to visit several Web pages within a very short period. Their requests are thus separated into several records occurring at non-successive time steps. In the case of Web usage, over time, new users are added. Moreover, when existing users request new URLs, the URLs are added to the tuples of these users. In this kind of data streams, every arriving tuple can be an incomplete description of a user, for his/her behavior profile described by the associated tuples is evolving along time. In other words, the behavior profiles of the users can be updated inside the streams. This kind of data streams is referred to as data streams with evolving tuples, differing from the traditional streaming data with independent tuples. For simplicity, we use "bistreaming data" as a short name for "data streams with evolving tuples". We give the definition of data streams with evolving tuples and its summarization model in Definition 1 with the application goal of exploring the user behaviors.
Definition 1: Data streams with evolving tuples and the summarization model. A data stream with evolving tuples is an unbounded sequence of streaming tuples/records, each of which was made by a user with a unique identifier. Tuples/records having the same user be grouped together and summarized in a form of (ID, content), where ID is the identifier of the user, and content is an abstract of all the tuples/records associated with this user.
In essence, a data stream with evolving tuples is a transactional streaming data with customer identifiers, but with the particular feature that the profiles of the customers can be updated/revised inside the streams. To be clear, we make a toy example in Table I .
Example 1: Suppose that we are working with a data stream DS of online Web usage. The set of tuples {T 1 ...T 12 } shown in Table I (a) is a part of DS. Each tuple T x contains a time stamp t i , a unique user identifier (ID) and a requested page. For instance, T 1 < C 1 , t 1 , A > is a tuple which occurred at time t 1 , when user C 1 visited the page A. Checking the tuples derived from user C 1 until t i (i = 12), we see that this user made a set of navigations {A, C, H} by time order. Similarly, user C 2 has a set of navigations {D, E, F }. The summarization of navigation of each user is shown in Table I(b) . When more tuples are arriving at t i (i > 12), the set of navigation of users will be updated correspondingly.
With the purpose of modeling the user behaviors and clustering the users to discover user groups, the summarization of users in terms of navigations should be investigated. Table I  A DATA STREAM WITH EVOLVING TUPLES AND ITS SUMMARIZATION. (A) IS THE STREAMING OF USER REQUESTED PAGES AND (B) IS THE SUMMARY   OF NAVIGATION OF EACH USER   Tuple  T1  T2  T3  T4  T5  T6  T7  T8  T9  T10  T11  T12  User Id  C1  C4  C1  C2  C3  C4  C1  C2  C2  C4  C5  C6  Time  t1  t1  t2  t3  t3  t3  t4  t4  t5  t6  t7  t7  Page  A  A  C  D  B  C  H  E  F  H  B  B   C1  C2  C3  C4  C5  C6  A  D  B  A  B  B  C  E  C  H  F  H  (a) (b)
However, in Table I (b), the summarization of users at time t i is incomplete. This is an important characteristic for bi-streaming data. The incompleteness of the users' tuples/profiles makes it unsuitable to use the traditional data streaming models, which either treat the tuples one by one or wait until the descriptions of users' behaviors become complete. The former solution causes the missing of interesting usage patterns, whereas the latter requires storing a large amount of data, disabling the expected real-time analysis.
Contributions. We propose the problem of modeling and clustering users with evolving profiles in usage streams, which is a new and challenging issue. To model data streams with evolving tuples and cluster users with evolving profiles, we propose three different approaches to model and summarize data streams with evolving tuples. They are the Batch model, the Evolving Objects (EO) model and the Dynamic Data Stream (DDS) model. These three models provide the summarization of bi-streaming data by using different strategies and have different requirements on the computational resources. Based on the summarization, we cluster the users into groups by Affinity Propagation which is a new clustering method with advantages in optimizing the clustering distortion [7] , and by Streaming Affinity Propagation (StrAP) which is an efficient streaming clustering algorithm [14] . The proposed models were applied on a real world 21.8 GB data set from a Telecom. The experimental results show that the summarization based on the DDS model is better than that of the other two models. The remainder of the paper is organized as follows. We discuss the related work in section II. We introduce the Batch model, the EO model and the DDS model in section III. The analysis of the models is presented in section IV. Section V describes the clustering algorithms used on top of the models. Section VI describes experimental settings. The experimental results are reported in section VII. We conclude and give perspectives in section VIII.
II. RELATED WORK
Data stream models. There are five commonly adopted data stream models. In batch model [8] , the streaming data are orderly divided into several batches, then mining algorithms are run on each batch. The sliding window model [1] only keeps a fixed size of recent data, and replaces the old transactions by the new arriving ones. Unlike sliding window model which kicks the obsolete data out of the window as new data arrives, the landmark model [3] keeps all the data which arrive after the landmark time. The damped stream model [15] decays the weights of the previous transactions according to their freshness. Last, the tilted-time window model [4] provides different levels of resolutions compressing the old data and maintaining the new data in details.
Besides the above models, we present ABS model-a new user-centric data stream model in [13] . This model is suited to data streams with evolving tuples. Moreover, it is good at preserving the long usage patterns and measures the bounce rate of a usage stream more authentically. Uncertain data streams. Data streams with evolving tuples are different from uncertain data streams. The former have incomplete but deterministic tuples, whereas tuples in the latter can have several possible values [5] . Querying bi-streaming data. In [9] , Parisa Haghani et al. studied the problem of continuous top-k query processing over multiple non-synchronized streams, where the attributes of an object arrive separately in different streams such that the value of the object is incomplete. To minimize the staleness of query results over streams with revision tuples, Alexandru Moga et al. in [12] proposed an efficient storagecentric framework for load management over the streams.
Mining evolving user profiles. Iglesias et al. proposed an online classifier that learns from streaming command-line data (the UNIX csh command), and recognizes the profile class of a computer user, e.g., novice programmers, experienced programmers, computer scientist, or non-programmers [10] . The behaviour of each user is described by a histogram distribution of n relevant subsequence of commands. The evolving user profiles in this data stream [10] are different from that of bi-streaming data. Each transaction of the former stream is a complete sequence of one user command, while one transaction of the bi-streaming data is only a part of one user's behaviour.
The above work investigated the influence of tuple revisions on the query results. However, the related issues on modeling and clustering users with evolving profiles in bistreaming data, to the best of our knowledge, have not been investigated in the literature.
III. MODELING BI-STREAMING DATA
How to manage bi-streaming data is an important issue which influences the data stream mining results, e.g., clustering, frequent patterns mining. We propose three models for handling the bi-streaming data, which are the Batch model, the Evolving Objects (EO) model and the Dynamic Data Stream (DDS) model.
A. Batch Model
In order to summarize the behavior of one user described in nonsuccessive transactions, one intuitive way is to 1) collect the arriving transactions in a buffer until the buffer is full 2) for each user in the buffer
• find all transactions related to this user • summarize these transactions • create an object for this user with key=UserID and content=summarized transactions 3) release the buffer to be empty 4) start to collect the transactions and go to step 1 again. Figure 1 demonstrates the batch model applied on an example of bi-streaming data shown in Table I . Example 2: Let the buffer size to be 8. The collection of transactions (T 2 ...T 9 ) is summarized to be a list of objects,
Each object consists of an identifier and the summarized content of his/her transactions.
B. Evolving Objects Model
Evolving Objects (EO) model is based on a window sliding along the bi-streaming data. We create and maintain an object for each user by observing the transactions included in the current sliding window. Instead of re-constructing all objects at next buffer in the batch model, we maintain the objects in evolving objects model when reading every new transactions. Besides the transactions list and the map, we keep in EO extra data structures to store the summarized profile of each user.
Building the evolving objects model includes the following steps:
1) slide the window forward by one step along the bistreaming data 2) delete the content of the expired transactions from the corresponding objects in the model 3) for each new transaction, check whether the identifier of this transaction exists in the model
• if yes, add the content of new transaction to the content of the existing object • otherwise, create a new object and insert it to the model Figure 2 is an example of applying EO model on bistreaming data shown in Table I . Figure 
Evolving Objects (EO) Model
Example 3: In Figure 2 , the current sliding window with size 8 includes (T 2 ...T 9 ). Before this, we created new objects for the two users when T 1 and T 2 were in the window. As the window was not full, there was no out-of-date transaction to be deleted. Then T 3 came, we checked the model and found that its identifier C 1 was already there. So we updated the content of C 1 from {A} to {A, C}. Likewise, we update the model until we read transaction T 9 in the current sliding window. At this point the window is full and we have to remove the oldest transaction out of the sliding window. Transaction T 1 is the oldest transaction and removed. Consequently, we should update the object of its owner, by updating the content of C 1 from {A, C, H} to {C, H}. Then we add {F } to the object of current transaction's owner C 2 . The final model obtained by EO model is the same as that built by the Batch model. Actually, EO model is an incremental implementation of the Batch model.
C. Dynamic Data Stream Model
Dynamic Data Stream (DDS) model has two main components: an Objects List (window) and a Map with user ID as the key. Figure 3 shows the data structure of our proposed DDS model. The Objects List maintains the objects in a list, and each object in the list carries the item set for the corresponding user. For simplicity, we refer to the left end of list with old objects as the head of the list and the right end with recent objects as the tail of the list. The objects that come earlier and have no updates recently would be in the head of the list and those recently arrived or updated will be close to the tail of the list. When there is not enough space, old objects will be removed from the head of the list. In order to quickly check whether the identifier already exists in the current list/window, we keep a map, whose keys are the identifiers and values are the according objects in the list. Since the identifiers are unique, we can promptly find the according object in the list without scanning the data a second time with the help of the map.
In DDS model, the new or recently updated objects will always be appended or moved to the tail of the list and be connected after the object which is currently at the tail of the list. Consequently, the tail should be the entry for us to add new objects and head is the exit for us to remove the old objects out of the list.
Generally, when a new transaction arrives, we update the DDS model by the following process: 1) check whether the identifier of this new transaction exists in the object list
• if yes, add the content of new transaction to the content of the existing object • otherwise, create a new object 2) move the updated (or add the new) object to the tail of the list 3) check whether there is not enough space
• if yes, delete the object in the head of list. Figure 4 illustrates the process of building DDS models from the bi-streaming data shown in Table I .
Example 4: After reading the first transaction T 1 < C 1 , t 1 , A > from the bi-streaming data in Table I , we insert the first object O 1 < C 1 , {A} > at the tail of the list. Similarly, after T 2 arrives, we insert another object O 2 < C 4 , {A} > after O 1 . So far, object O 2 is the latest object in the list and object O 1 is the head of the list. When T 3 comes, we will not make a new object, because with the help of the map we find the identifier of T 3 is C 1 , the same as the key of object O 1 < C 1 , {A} >. For taking T 3 into the list, we update the content of the Given the limited memory, elder objects in the head of list will be removed. Let the memory limit for the model be 8 transactions. After reading T 9 , we have to remove an old object C 3 , which is currently the head (oldest one) of the list. The final objects in the list will be, in accordance with the order from new objects to old objects,
IV. ANALYSIS OF BI-STREAMING MODELS
In this section we analyze the advantages and disadvantages of the 3 candidates of bi-streaming models, the batch model, EO model and DDS model, in terms of pattern preservation, CPU cost and memory usage.
A. Preservation of Usage Patterns
Let us review the data managed in Figures 2 and 4 . Given the same transaction data (Table I) and parameters (buffer size or window size to be 8), we obtain the same object list and content from batch and EO model, which are different from the results in DDS model. Looking into the content of user C 1 , we see that his/her behaviors are better preserved in DDS model than the other two models, as DDS model describes the behavior of C 1 as {A, C, H}, whereas the batch and EO models describe C 1 as {C, H}. In addition, user C 3 , an out-of-date user, is not kept in DDS model but it is held by batch and EO models.
Comparing to the batch and EO models, DDS model specializes in keeping more complete profiles of frequently updated users. This property is due to the fact that DDS model moves the updated objects to tail of the list and pushes the old and seldom updated objects to the head of the list for deleting. DDS model can accumulate the users' patterns and keep users with longer patterns (active users with more dynamic behaviors). These patterns are useful in many applications for investigating user behaviors.
The batch model has a very simple data structure, but it may truncate the intrinsic patterns hidden between batches by segmenting of the data in buffer size. The same drawback exists in EO model. However EO model offers dynamically organized objects while the batch model does not neaten the data until the batch is ready.
B. CPU Cost
To analyze the efficiency of each model, we consider the price to pay for the operations of search, insertion, deletion, and update on the model as computational overhead.
Batch model waits until the buffer is full of transaction. Whenever reading a new transaction, we insert it into the buffer. When the buffer is full, we build a map such that we can merge the transactions with same identifiers. On average for each transaction, the total cost if the search cost plus the insertion cost plus the updating cost.
EO model keeps the transactions in a sliding window, meanwhile maintains and updates the summarized objects in extra data structures on the fly. On the one hand, the advantage is that the arranged objects are always available for analysis. On the other hand, every time a new transaction arrives, we should not just list it in the sliding window, but we also search the map and update the corresponding objects. For any operation, we insert the transaction in window list. Next we search the map to check whether the same identifier already exists in the map. If it is a new object in EO model, we insert a new key in the map and create a new associated object for the key. If the identifier exists in EO model, we update the corresponding object in the map. EO model requires frequent deletion when the sliding window is full and new transaction arrives. Moreover, we have to search the according object before deletion and update it after deletion.
In DDS model, after reading a new transaction, we look up the map to check whether the according identifier already exists in the map. As each identifier is unique, the cost for the search over the map is O(1). Then, we will have 3 possible operations on the data associated with the identifier: insertion, update and deletion. If it is a new identifier, we will insert a key in the map. Additionally, we will create a new object and insert it in the tail of the list. The total cost for insertion is the search cost plus the insertion cost. If it is an existing identifier, then we will update the according object in the list and move it to the tail of the list. If we are going to remove an object from the list, we simply delete it from the list, but we do not have to search the map, because we always remove the oldest one from the head of the list. Therefore, comparing to EO model, DDS model requires less deletion and the deletion is much more economical with no additional action of search and update.
As a conclusion, DDS model has lower CPU cost than the batch model and EO model. 
C. Memory Usage
The memory cost for each model is listed in Table IV -C. The memory usage of batch model has two parts. One part is the memory for keeping the batch transactions. The other is the memory required for establishing a mapping table to identify and merge the transactions with the same identifiers. In EO model, we have to not only keep the data in the sliding window, but also maintain a map and extra arranged objects for all the identifiers. As a result, the memory usage is two times of the data size added by the map size. In DDS model, the objects are directly linked in the list. Thanks to the map we can easily reach the objects through the corresponding key. As we do not have to keep other extra data structures, the total memory usage is the size of the data added by that of the map.
The conclusion is that Batch and DDS models have the same memory usage. EO model, however, uses almost two times of the memory than them.
V. CLUSTERING USERS ON BI-STREAMING MODELS
The above introduced models, i.e., the batch, EO and DDS models, manage the bi-streaming data through organizing the transactions by their identifiers. Based on the summarization of models, the common data mining tasks can be conducted, e.g., clustering, frequent pattern mining. In this paper, we apply the models for clustering applications. Note that we do not intend to evaluate the pros and cons of the clustering algorithms. Rather, we aim at evaluating different bi-streaming models for providing the best summarization, which is the foundation of mining clusters or frequent patterns.
The clustering methods we used are Affinity Propagation (AP) [7] and Streaming Affinity Propagation (StrAP) [14] . AP is a clustering method based on messages-passing. Comparing with other clustering methods, e.g., k-medoids, it has the advantages in terms of clustering quality, stability and annulling of setting the number of clusters k. StrAP is an online clustering method. It has the merits of (1) seamlessly updating the clustering model; (2) adapting to changes of data distribution; (3) intelligible compressed data model.
StrAP has been successfully used in clustering the traditional data streams [14] . However, it cannot be directly used for clustering the bi-streaming data, because each transaction is not dependent and not complete. Our proposed bi-streaming models summarize the flow of transactions to be the flow of objects, which consist of an UserID and the related patterns of this user. In order to cluster the user behaviors, we can apply StrAP on the flow of objects that produced in EO and DDS model. We can also apply AP on the current set of objects at a given timestamp.
Clustering algorithm AP and StrAP require to measure the similarity between pairs of objects. Intuitively, we use the percentage of common elements between two objects as their similarity. AP and StrAP do not need the setting of the number of clusters before using. The only parameter for users to set is the "preference" of each object to be the center of a cluster. In the experiments, we empirically set this parameter to be the median value of all pair-wise similarities. For all different bi-streaming models, we use the same clustering algorithm with the same parameter.
VI. DATA SETS AND EXPERIMENTAL SETTINGS
Data Sets. The real-world data sets we tested are the usage records of mobile users from France Telecom. The full data set is of 21.8 GB size and contains nearly 60,000,000 lines of mobile users' browsing records from May to July of 2008. Besides the full data set, we generated a smaller data set by filtering out the records, whose corresponding users requested less than 2 pages in the real data set. After the preprocessing, the final trimmed data is about 4.7 GB. Experimental Settings. The main parameter is the window size (buffer size in the batch model), which represents how many transactions we will keep in memory. To ensure the fairness of evaluation, we use the same window size for all the models.
In order to evaluate the performance of the proposed models and the clustering results obtained thereafter, we set up a reference model, which approximates the ideal situation of modeling bi-streaming data. Since we cannot afford keeping all the data in memory, we build a compromised reference model by holding 3 times of buffer size transactions. Evaluation Criteria. The performance of proposed models are compared to that of the above reference model. The bistreaming models are firstly measured in efficiency, i.e., the running time. The effectiveness of bi-streaming models is assessed by the of clustering results obtained on the models. We adopted the following validation criteria for measuring the clustering quality: (1) Cluster Stability [11] . Cluster stability can be considered as a kind of precision. It measures the "goodness" of a clustering with respect to the reference. (2) Entropy [2] . The entropy value addresses the consistency level of clustering with respect to the reference. The larger the entropy, the worse the clustering. (3) Average length of user profile objects. A longer accumulated patterns means a better summarization of users' behaviors.
VII. EXPERIMENTAL RESULTS
In this section we report the experimental results comparing the performance of the proposed models.
A. Clustering Users by AP
Due to the large volumes of the real-world data, we cannot afford to output all the clusters and validation details at each step. Instead, we randomly select several steps to evaluate the clustering results and details. From each bistreaming model, we randomly select about 160-200 clusters and evaluate them by comparing with the reference model. As analyzed in section IV, the modeling results of the EO model and Batch models are the same. Hence, we will only compare the clustering results of DDS model and EO model with the reference model in the following experiments. Figure 5 shows the user clustering results obtained by using AP on top of the DDS model and EO model. The Xaxes are the randomly selected clustering results. Figure 6 shows the results applied on the trimmed bi-streaming data mentioned above.
In Figure 5 (a)(b) and Figure 6 (a), we see that the clustering stability based on DDS model is always better than that based on EO model. Figure 5 (e)(f) and Figure 6 (c), we find that DDS model preserves longer user behavior patterns than EO model, and as expected has shorter patterns than the reference model that used 3 times more tuples.
As a short summary, DDS model preserves longer user behavior patterns, guarantees better modeling of bi-streaming data and supports more stable and well-partitioned clustering results of user behaviors.
B. Clustering Users by StrAP
In order to cluster the user behaviors on the whole streaming process, we employ an online clustering method called StrAP, as we introduced in section V. Table III shows the comparison of the stability and entropy values of StrAP on DDS model and EO model. Instead of showing the curves of stability and entropy, we give the number of steps when the stability and entropy based on DDS model is larger (or smaller) than that based on EO model. To investigate the sensitivities of DDS and EO model w.r.t. the window size, the parameter wsize is set to various values from 40,000 to 120,000.
Comparing the stability and entropy in Table III , we see that DDS model has higher stability (second column) and lower entropy (fifth column) than EO model at most of the steps. Hence DDS provides better clustering than EO model.
We also see that DDS model becomes better and better than EO model when the window size increases (the number of steps in the second and fifth column of Table III C. Clustering Efficiency Figure 7 exhibits the running time of clusterings (using AP (a) and using StrAP (b)) on different models, the Batch, EO, DDS and reference model. The x-axis is the window size increasing from 10,000 to 120,000. Generally, the running time of clustering increases as the window size becomes larger. DDS model always runs faster than EO model in both Figure 7 (a) using AP and (b) using StrAP.
In Figure 7 (a), although batch model uses slightly less time than DDS model when the window size is small, DDS model works better than Batch model as the window size is increasing. Figure 7 (b) is the CPU time of StrAP on different models. It should be noted that when AP is used for clustering the user behaviors, only several randomly selected steps are considered in both the DDS and batch model. Conversely, when StrAP is applied, the data managed by DDS model is always under processing; but the data managed by batch model is only processed at the end of each batch AP. Therefore, as shown in Figure 7 (b), StrAP costs more time on DDS model than that AP spends on Batch model.
In total, all these results verify that clustering on DDS model is more efficient than clustering on EO model.
VIII. CONCLUSION
In this paper, we investigated the problem of modeling and clustering bi-streaming data. We proposed three different streaming models, upon which clustering was carried out to discover user groups. Experimental results showed that the DDS model outperforms the batch and EO models in both clustering quality and efficiency. Future work will be directed towards the classification and frequent pattern mining over bi-streaming models.
IX. ACKNOWLEDGEMENT
This work was done at INRIA, France. The authors very much appreciate the funding supports from the ANR Midas Project and INRIA Explorer Program.
