Abstract. We provide a new, unified approach to proving: the EdwardsWalsh cell-like, the Dranishnikov Z /p, and the Levin Q resolution theorems. Our techniques will lead to a new resolution theorem which has Levin's Q-resolution theorem as a corollary. One of the advantages of our methods is that we use very simple extensions in our constructions; indeed, we use no extensions at all for our proof of the Edwards-Walsh cell-like resolution theorem.
Introduction
The Edwards-Walsh cell-like resolution theorem, [4] , [16] , states that for all n ∈ N and every compact metrizable space X with dim Z X ≤ n, there exists a compact metrizable space Z with dim Z ≤ n and a cell-like map of Z onto X. This generated a lot of interest in resolutions of a similar nature; eventually A. Dranishnikov [3] proved the Z/p-resolution theorem and M. Levin [9] proved the Q-resolution theorem. These can be stated as follows. If G ∈ {Z/p, Q} and a compact metrizable space X has dim G X ≤ n, then there exists a compact metrizable space Z with dim Z ≤ n and a G-acyclic map of Z onto X (n ≥ 2 in case G = Q). The notions cell-like and G-acyclic will be defined in Section 2.
In all three of the proofs, the metrizable compactum X was represented as the limit of an inverse sequence of finite triangulated polyhedra, and a significant part of the proofs required the construction of complicated, abstruse extensions built upon or in some way related to the n-skeleta of these polyhedra. Such extensions were frequently referred to as "EdwardsWalsh" resolutions. One might refer to the work [8] of A. Koyama and K. Yokoi to see how far this development went.
Our aim is to present proofs of the above-mentioned resolution theorems as well as a new one, by a different method that in the case of the cell-like resolution theorem, Theorem 12.1, requires no extensions at all, in the Z/presolution theorem, Theorem 12.2, uses only attached Moore spaces, and in the G-resolution theorem, Theorem 12.3, uses only attachments of the (n + 1)-skeleton of the Eilenberg-MacLane complex K(G, n). The latter is our new theorem. The Q-resolution theorem follows from it as Corollary 12.4.
One feature of our program is that it provides a unified approach to proving the resolution theorems. It relies heavily on point-set topological methods that were developed in [14] . There it is shown that for the purposes of extension theory, the given metrizable compactum X can be "replaced" by a metrizable compactum Z that can be represented in a strong way as the inverse limit of an inverse sequence of finite triangulated polyhedra with simplicial bonding maps. We shall summarize the important features of this in Section 10.
In this paper we shall deal only with n-dimensional resolutions. This means that for a certain class of abelian groups G and any metrizable compactum X with dim G X ≤ n, we shall resolve X via a surjective map π : Z → X of a metrizable compactum Z so that π has the desired celllikeness or acyclicity properties on its fibers (see Section 2) and for which dim Z ≤ n. Cases that require dim Z = n + 1 will not be covered here.
Acyclicity
In this section we will provide the needed definitions of "acyclicity," including the concept of being "cell-like." We will also have lemmas showing how to detect these properties in the settings that will occur later. For each simplicial complex K, we are going to write |K| CW to denote the polyhedron |K| with the weak topology and |K| m to denote this polyhedron with the metric topology. Whenever K is a finite simplicial complex, then to reduce notation we shall simply write |K| for this compact polyhedron, since both topologies agree on it. As usual, if n ≥ 0, including n = ∞, then K (n) will denote the n-skeleton of K, where by convention K (∞) = K. In this setting, one has that K (∞+1) = K (∞) . Definition 2.1. A compact metrizable space is said to have trivial shape, or is called cell-like, if it has the shape of a point [11] . Such a space always has to be a nonempty continuum. One should note that cell-like maps have to be surjective. Since every finite-dimensional metrizable compactum embeds in some R n , then one can use Corollary 5A, p. 145 of [2] , to justify the next fact.
1
Lemma 2.4. If X is a finite-dimensional cell-like space, then there exists n ∈ N so that X can be embedded in R n as a cellular subset.
Definition 2.5. Let G be an abelian group and X a metrizable continuum. One says that X is G-acyclic if for all k ∈ N,Ȟ k (X; G) = 0.
Definition 2.6. Let G be an abelian group. A map of one space onto another whose fibers are G-acyclic will be called a G-acyclic map.
We assume that the reader is familiar with the theory of cohomological dimension dim G over an abelian group G as might be found in [7] . We next state a well-known result that can be proved using the Vietoris-Begle mapping theorem, Theorem 6.9.15, page 344 of [15] . Theorem 2.7. Let G be an abelian group and f : X → Y a surjective G-acyclic map of metrizable compacta. If n ∈ N and dim G X ≤ n, then dim G Y ≤ n.
Let G be an abelian group. There are several ways to demonstrate that a given metrizable continuum X is G-acyclic. The continuity ofČech cohomology shows that: 
When we apply Lemma 2.9, there will be given n ∈ N, and we will face three cases. The first, that n < k, will be taken care of because it will be true in the situations we cover that dim D ≤ n, soȞ k (D; G) = 0 automatically. The second will be that 1 ≤ k < n, and will be covered in Lemma 2.10. The case that k = n will be managed using Lemma 2.12. We note that for all 1 ≤ k ≤ n, we are going to make an appeal only to homology groups; indeed, when we do this for k = n, we will be able to use simplicial homology. We lay the groundwork for this now. 
is the trivial homomorphism, and
Proof. Fix an abelian group G. Let i ∈ N, and choose j > i as in (1) of the hypothesis. Using (2) and an application of Theorem 52.3(b), page 318 of [12] , one has that for each s ∈ {j, i}
This and the short exact sequence of Theorem 53.1 of [12] (page 320, universal coefficient theorem for cohomology) yield that the natural Kronecker homomorphisms (see page 276 of [12] 
. Then we have a commutative diagram of homomorphisms,
Since κ j is an isomorphism, then the preceding is true if and only if
By the diagram, this is true if and only if λ • κ i (u) = 0. But κ i is also an isomorphism, so we only have to show that λ is the trivial homomorphism.
. The second function in this composition is a trivial homomorphism and hence λ(f ) is the trivial element of Hom(H k (D j ; Z), G). Apply Lemma 2.9 to complete this proof.
is the trivial homomorphism, and (2) there exist infinitely many j such that
Then for any abelian group
be an inverse sequence of nonempty compact polyhedra, D = lim D, n ∈ N, and G an abelian group. Suppose that for all i ∈ N,
(1) there exists j > i such that H n (p
Proof. Let i ∈ N, and choose j > i as in (1) of the hypothesis. Using (2) and an application of Theorem 54.4(b,c), page 328 of [12] , one sees that the torsion product of H n−1 (D s , Z) with G equals 0 for s ∈ {j, i}. Hence according to Theorem 55.1 of [12] (universal coefficient theorem for homology), there are natural isomorphisms λ s :
The commutative diagram of the proof of Lemma 2.10 is valid, and the homomorphisms κ s , s ∈ {j, i} are isomorphisms just as there because that only relies on (2). Hence we may apply the last steps of the proof of Lemma 2.10 to complete this one. (1) there exists j > i such that H n (p
is the trivial homomorphism, and 
, so the latter equals 0.
We need some additional facts about the nth homology of D = |S (n) | as in Lemma 3.1. As usual, when G is an abelian group, n ≥ 0, and T is a simplicial complex, then Z n (T ; G) will denote the set of (simplicial) G-cycles among the G-chains.
2
Definition 3.2. Whenever σ is an (n + 1)-simplex of a simplicial complex T , then by ∂σ we shall mean the n-dimensional Z-cycle of T (n) , i.e., ∂σ ∈ Z n (T (n) ; Z). 
, and r ∈ N is a multiple of p, then r · h is an n-dimensional boundary Z /p-cycle, i.e., it is homologous to 0 in Z n (S (n) ; Z /p), and (4) if p ∈ N ≥2 , h ∈ H n (S (n) ; Z /p), and r ∈ N is a multiple of p, then r · h = 0.
2 Some orientation on T is assumed. 3 Later we are going to use ∂σ to denote the topological boundary of σ; the reader will have no difficulty distinguishing between these two uses of the same notation.
Extensors
Let us review the notion of extensor. A space K is an absolute neighborhood extensor for a space X, written K ∈ ANE(X), if each map of a closed subspace A of X to K extends to a map of a neighborhood of A in X to K. We will write Xτ K to mean that K is an absolute extensor for X, or as we prefer to say, that X is an absolute co-extensor for K. This means that each map of a closed subspace A of X to K extends to a map of X to K. Two important facts in this direction go as follows.
(D1) If X is a metrizable compactum and n ≥ 0, then Xτ S n if and only if dim X ≤ n.
(D2) If X is a metrizable compactum, G is an abelian group, and n ≥ 0, then Xτ K(G, n) if and only if dim G X ≤ n.
In this setting, K(G, n) is any Eilenberg-MacLane CW-complex of type (G, n). It is well-known that for each abelian group G and n ≥ 0, there exists a K(G, n).
An ANR, that is, an absolute neighborhood retract, is a metrizable space that is an absolute neighborhood extensor for any metrizable space. We state a version of (R1) from page 74 of [11] that will be suitable for our purposes. 
Retractions in Polyhedra
In the sequel we are going to be dealing with a map of a space to a triangulated finite polyhedron. This map will be replaced by another map which is not necessarily simplex-close to it. The methods in this section will help us improve such a second map by adjusting it to one that is simplexclose to the given one. Lemma 5.3 will give us what we need. We start with a lemma which follows from the theory of regular neighborhoods.
Lemma 5.1. Let T be a finite simplicial complex and σ ∈ T . Then there exists a map r : |T | → |T | such that:
(1) r preserves the simplexes of T , and (2) r retracts a neighborhood of σ onto σ.
Using Lemma 5.1, we make the following definition. (1) r preserves the simplexes of T , and
Proof. If T = ∅, then let ǫ = δ 2 and let r be the empty map. If T = ∅, then let m = card(T ) and {σ i | 1 ≤ i ≤ m} be a listing of the simplexes of T . For
it is easy to see that with this r and ǫ = ǫ 1 , the requirements of the lemma are satisfied. If m > 1, then choose ǫ 2 > 0 so that ǫ 2 < ǫ 1 and that r T,σ 1 (N (σ 2 , ǫ 2 )) ⊂ M 2 . If m = 2, then put r = r T,σ 2 • r T,σ 1 : |T | → |T | and ǫ = ǫ 2 . Clearly r is a map that preserves the simplexes of
. This r and ǫ would then meet the requirements of the lemma. In fact, m = 1 or m = 2 means that T consists of 1 or 2 vertices only, so we could have taken r = id, but the above approach to building r will be useful for m > 2.
If m > 2, then choose ǫ 3 > 0 so that ǫ 3 < ǫ 2 and that r T,
An analysis such as that just done in the case m = 2 will show that all the requirements of the lemma have been satisfied with this choice of r and ǫ. The reader can now see that there is a finite recursion which lands up with r = r T,σm • · · · • r T,σ 1 and 0 < ǫ = ǫ m < · · · < ǫ 1 < δ chosen as one would expect from the procedure just indicated, and that this r and such ǫ will satisfy the requirements of the lemma.
Extensions on Triangulated Polyhedra
In this section we are going to provide the "simple" extensions on triangulated polyhedra that were promised in Section 1. These are to be found in Definitions 6.3 and 6.7.
First we deal with what is needed for the group Z /p, p ∈ N ≥2 . Let n ∈ N. In Definition 6.3, we will make use of a Moore space M (Z /p, n). Our basic model for M (Z /p, n) is obtained as follows. Let e : ∂B n+1 → S n be a map of degree p. Then M (Z /p, n) is the adjunction space, B n+1 ∪ e S n , treated as a CW-complex. One takes S n as a subspace of the path-connected, compact metrizable space
Lemma 6.2. Let p ∈ N ≥2 , n ∈ N, and f : S n → S n a map whose degree is a multiple of p. Then the induced homomorphism H n (f ; Z /p) :
For the remainder of this section we shall be given n ∈ N and a finite simplicial complex T with dim T ≤ n + 1. We are going to write S = T (n+1) \ T (n) , and |T (n) | will be treated as a CW-complex whose structure is induced by the triangulation T (n) .
begin with |T (n) | and attach one (n + 1)-cell to it for each σ ∈ S, using an attaching map e σ : ∂B n+1 → ∂σ ⊂ |T (n) | of degree p. For each such σ, the map e σ determines a Moore space
Working In the standard construction of
Hence we may record the next fact.
For an arbitrary abelian group G, we proceed differently. We need to assume that n ∈ N ≥2 . Let K(G, n) be constructed in the standard manner in which K(G, n) (n) is a bouquet of n-spheres, K(G, n) (n+1) consists of K(G, n) (n) with a collection of (n + 1)-cells attached to it, and the rest of K(G, n) consists of cells of dimensions r > n + 1 attached recursively, beginning with (n + 2)-cells attached to K(G, n) (n+1) . We then may assume that π n (K(G, n) (n+1) ) = G.
Let H be a cyclic subgroup of G. Whenever σ is an (n + 1)-simplex from some simplicial complex, select a map e σ,H : ∂σ → K(G, n) (n) ⊂ K(G, n) (n+1) having the property that π n (e σ,H ) carries a generator of π n (∂σ) to a generator of the subgroup H of G. Denote by M σ,H the mapping cylinder of e σ,H . As usual, we identify the base of the mapping cylinder with ∂σ. Lemma 6.6. Each mapping cylinder M σ,H as just described is homotopy equivalent to K(G, n) (n+1) .
then begin with |T (n) | and attach one CW-complex to it for each σ ∈ S in the following uniform manner. For each σ ∈ S, glue M σ,H to |T (n) | by the identity map on ∂σ. One sees that
Working in the PL category, one may choose T G,H so that it has a triangulation T * G,H having the properties that T (n) is a subcomplex of T * G,H and for each σ ∈ S, M σ,H is triangulated by a subcomplex M * σ,H of T * G,H . A lemma similar to Lemma 6.5, but for arbitrary abelian groups, will also be needed. Lemma 6.8. Let n ∈ N, X be a metrizable compactum with dim X ≤ n + 1, and G an abelian group such that dim G X ≤ n. Then Xτ K(G, n) (n+1) .
Algebra
Now let's see how to deal with the algebra that is going to confront us when we attack the G-resolution theorem for n ≥ 2. Suppose we have a nonempty connected CW-complex K and we are given n ∈ N ≥2 . Let α be a generator of π n (S n ), and e : S n → K be a map so that π n (e)(α) is a generator, say β, of some cyclic subgroup H of the abelian group π n (K). Let M e be the mapping cylinder of e where we identify the 0-level of M e with S n . Let j : S n ֒→ M e be the inclusion. Denote by ρ : M e → K the standard retraction of the mapping cylinder (known to be a homotopy equivalence). Then,
Let g : ∂σ → S n be a map where σ is an (n + 1)-simplex, and denote by r the degree of g. Let α 0 be a generator of π n (∂σ). Hence π n (g)(α 0 ) = rα.
Since g * is an extension of j • g, both being maps to M e , then j • g is homotopic to a constant map of ∂σ to M e . Hence ρ
The degree r of the map g is a multiple of p.
Proof. If r is not a multiple of p, then r = 0 modulo p, so rβ does not equal 0 in the group H, a contradiction of ( * ).
(Case 2) H ∼ = Z. Claim: g is a null homotopic map of ∂σ to S n .
Proof. Suppose that g is essential. Then r ∈ N, and rβ = 0 in H, a contradiction of ( * ).
The preceding leads to the following lemma.
Lemma 7.1. Let K be a nonempty connected CW-complex, n ∈ N ≥2 , and H a cyclic subgroup of the abelian group π n (K) with generator β. Let α be a generator of π n (S n ), e : S n → K a map so that π n (e)(α) = β, and M e the mapping cylinder of e where we identify the 0-level of M e with S n . Suppose that τ is an (n + 1)-simplex of some simplicial complex and g : ∂τ → S n ⊂ M e is a map that extends to a map g * : τ → M e . Then g is a map of degree r where r is a multiple of p if H ∼ = Z /p where p ∈ N ≥2 ; it is null homotopic if H ∼ = Z.
Surjective Extensions of Inverse Sequences
When working with inverse sequences of compact polyhedra, it is frequently useful to have surjective bonding maps. Lemma 8.2 is going to show that this is always possible to achieve in a way that is neutral with respect to the extension-theoretic properties of the limit. In what follows we shall make use of the next lemma, which is famous. Let C denote the Cantor set. 
is an inverse sequence of metrizable compacta and surjective bonding maps. Let F = lim F. It follows that F is a nonempty metrizable compactum. We may assume that Y is a subspace of F . For each i ∈ N, h 
Edwards Type Lemmas
The main outcomes of this section are Theorems 9.1, 9.2, and 9.3. These are versions of what was called Edwards' Lemma in [16] , but ours are tailored to the approach we are going to take in proving resolution theorems with either no extensions (Theorem 9.1) or only simple extensions (Theorems 9.2 and 9.3, see Section 6 for the description of these extensions) on the n-skeleta of the triangulated polyhedra in the inverse sequence induced by the range space X. From these we will be able to make the "adjustments" (Section 10) needed in the respective settings. We shall make use of the famous Alexandroff Theorem which states that if a metrizable compactum X is finite-dimensional, then dim X = dim Z X.
To help the reader follow the proofs of Theorems 9.1 and 9.2, we have provided diagrams after each of these. A diagram for our proof of Theorem 9.3 would be similar to that for Theorem 9.2, so we did not include one. 
dim T i ≤ n + 1, and
Then there exist j ∈ N ≥2 and a map h :
1 |, and ( * * ) if σ ∈ T 1 , x ∈ |T j |, and g
Proof
We determine a map µ :
Let d be a metric for |T 1 | that is compatible with its topology. Using Lemma 5.3, find 0 < ǫ < δ = 1 and a map r : |T 1 | → |T 1 | that preserves the simplexes of T 1 and such that if x ∈ |T 1 |, σ ∈ T 1 , and d(x, σ) < ǫ, then r(x) ∈ σ. Apply Lemma 4.1 with |T (n) 1 | as the ANR, the map µ : F → |T (n) 1 |, and ǫ to find j ∈ N ≥2 and a map f :
. This gives us ( * ).
Suppose that σ ∈ T 1 , x ∈ |T j |, and g j 1 (x) ∈ σ. Since the bonding maps h i+1 i are surjective, so is h j,∞ . Choose u ∈ F with h j,∞ (u) = x. Thus g
It follows that ( †) applies to u and σ. So ( † 1 ) and ( † 2 ) yield that µ(u) ∈ σ. We know
So we get ( * * ), and our proof is complete.
Now we shall present Theorem 9.2, which is similar to Theorem 9.1, but which applies to the case that the group in question is Z /p. We will make use of complexes such as those in Definition 6.3. 
Then there exist j ∈ N ≥2 and a map h : |T
1 |, and ( * * ) if τ is an (n + 1)-simplex of T j , then either ( * * 1 ) there is σ ∈ T (n) 1 with h(∂τ ) ⊂ σ in which case h|∂τ : ∂τ → σ is null homotopic, or ( * * 2 ) there is an (n + 1)-simplex σ of T 1 such that h(∂τ ) ⊂ ∂σ, and h carries ∂τ to ∂σ as a map whose degree is a multiple of p.
Proof. Using Definition 8.3, let F = (F i , h i+1 i ) be a surjective extension of Y. Put F = lim F. From (3) and Lemma 8.2, F τ M (Z /p, n). Using (2), for each i, |T i |τ S n+1 , so another application of Lemma 8.2 shows that F τ S n+1 . Thus dim F ≤ n + 1.
Apply Definition 6.3 to T = T 1 with the p and n of our hypothesis to obtain the variously denoted objects listed there including the finite CWcomplex T Z /p and the finite simplicial complex
is compatible with its topology.
We determine a map µ : F → T Z /p piecewise as follows. For each , n) and the fact that M σ is a Moore space of type M (Z /p, n) (Definition 6.3). We set µ = µ 0 ∪ {µ σ | σ ∈ S} : F → T Z /p = |T * Z /p |. This map µ satisfies the following. If ( †) σ ∈ T 1 and u ∈ h
Using Lemma 6.4, find 0 < ǫ < δ = 1 and a map r : |T * Z /p | → |T * Z /p | that preserves the simplexes of T * Z /p and such that if x ∈ |T * Z /p |, σ ∈ T * Z /p , and d(x, σ) < ǫ, then r(x) ∈ σ. Apply Lemma 4.1 with |T * Z /p | as the ANR, the map µ : F → |T * Z /p |, and ǫ to find j ∈ N ≥2 and a map f :
It follows that ( †) applies to u and σ. Therefore because of ( † 1 ), h 1,∞ (u) = µ(u) ∈ σ. We know
To approach ( * * ), let τ be an (n + 1)-simplex of T j . Since the bonding maps of Y are simplicial, there exists σ ∈ T 1 with g j 1 (τ ) = σ. In case σ ∈ T (n) 1 , then we may use ( * ) to see that h(∂τ ) ⊂ σ and thus ( * * 1 ) is satisfied. Otherwise σ ∈ S, so the simplicial map g j and topologically onto σ, and one has that g j 1 (int σ) = int τ and g j 1 (∂τ ) = ∂σ. Another application of ( * ) along with the latter shows that h(∂τ ) = h 0 (∂τ ) ⊂ ∂σ. Our proof of ( * * 2 ) will be accomplished if we can show that h 0 (int(τ )) ⊂ M σ . Because in that case h 0 (τ ) ⊂ M σ , and Lemma 6.1 applies.
Let x ∈ int(τ ). Choose u ∈ F with h j,∞ (u) = x. Thus,
, whence ( †) and ( † 2 ) come into play. So µ(u) ∈ M σ , and there is a simplex σ 0 of T * Z /p with σ 0 ⊂ M σ and
Using complexes of the type described in Definition 6.7, we are going to state and prove a theorem that is parallel to Theorem 9.2. Then there exist j ∈ N ≥2 and a map h : |T
In case ( * * 2 ) holds and H ∼ = Z /p, then h carries ∂τ to ∂σ as a map whose degree is a multiple of p. In case ( * * 2 ) holds and H ∼ = Z, then h carries ∂τ to ∂σ as a map whose degree is a multiple of 0, i.e., as a null homotopic map.
Proof. Using Definition 8.3, let F = (F i , h i+1 i ) be a surjective extension of Y. Put F = lim F. From (3) and Lemma 8.2, F τ K(G, n) (n+1) . Using (2), for each i, |T i |τ S n+1 , so another application of Lemma 8.2 shows that F τ S n+1 . Thus dim F ≤ n + 1.
Apply Definition 6.7 to T = T 1 , G, and H of our hypothesis to obtain the variously denoted objects listed there including the CW-complex T G,H and the simplicial complex T * G,H with
and the fact that M σ,H is homotopy equivalent to K(G, n) (n+1) (Lemma 6.6). We set µ = µ 0 ∪ {µ σ | σ ∈ S} : F → T G,H = |T * G,H |. This map µ satisfies the following.
( †) If σ ∈ T 1 and u ∈ h
Let L µ be the minimal subcomplex of T * G,H with the property that |T
1 | and F are compact, L µ is finite, so we can assign a metric d to |L µ | that is compatible with its topology. Using Lemma 6.4, find 0 < ǫ < δ = 1 and a map r : |L µ | → |L µ | that preserves the simplexes of L µ and such that if x ∈ |L µ |, σ ∈ L µ , and d(x, σ) < ǫ, then r(x) ∈ σ. Apply Lemma 4.1 with |L µ | as the ANR, the map µ : F → |L µ |, and ǫ to find j ∈ N ≥2 and a map f :
Since the bonding maps h i+1 i are surjective, so is h j,∞ . Choose u ∈ F with h j,∞ (u) = x. Thus g
It follows that ( †) applies to u and σ. Therefore because of (
To approach ( * * ), let τ be an (n + 1)-simplex of T j . Since the bonding maps are simplicial, there exists a simplex σ ∈ T 1 with g
1 , then we may use ( * ) to see that h(∂τ ) ⊂ σ, which puts us into ( * * 1 ). Otherwise σ ∈ S, so the simplicial map g j 1 carries τ simplicially and topologically onto σ, and one has that g j 1 (∂τ ) = ∂σ. Another application of ( * ) shows that h(∂τ ) ⊂ ∂σ, putting us into ( * * 2 ). Our proof will be finalized if we can show that h 0 (int(τ )) ⊂ M σ,H . Because in that case h 0 (τ ) ⊂ M σ,H , and Lemma 7.1 applies.
Let
, whence ( †) and ( † 2 ) come into play. So µ(u) ∈ M σ,H , and there is a simplex σ 0 of T * G,H with σ 0 ⊂ M σ,H and
Replacements and Adjustments
In Section 11, Theorems 9.1-9.3, are going to be applied in an essential manner to prove Theorems 11.1-11.3. These in turn will be applied in Section 12 where we shall obtain the promised resolution theorems. To accomplish this, we need certain outcomes of [14] . If one applies Proposition 6.2, Definition 7.3, and Proposition 7.4 (see also the remark after it) of [14] , the following statement can be realized. ) such that for each j,
Moreover, if we denote Z = lim Z, then for each CW-complex K with Xτ K, Zτ K. We want to specialize Definition 8.1 of [14] , but we only need to name two of the types of sets that appear there. Definition 10.3. Let X be a nonempty metrizable compactum, n ≥ 0, including n = ∞, and Z = (|T j |, g j+1 j ) an induced inverse sequence for X. For each x ∈ X and j ∈ N, Lemma 4.2(5) of [14] provides a certain vertex v x,j of T j . 4 We define:
Our sets B + x,j,n and D x,j,n were denoted B + x,j and D x,j in [14] , but for here it is going to be better to have the more complete notation. Some properties of the sets B + x,j,n and D x,j,n just named are found in Lemma 8.2 of [14] , and we give these now.
Lemma 10.4. Let X be a nonempty metrizable compactum, n ≥ 0, including n = ∞, x ∈ X, j ∈ N, and B + x,j,n and D x,j,n be as in Definition 10.3.
x,j |, L x,j being the unique subcomplex of T j that triangulates st(v x,j , T j ) and L x,j being the unique subcomplex of T j that triangulates st(v x,j , T j ), (2) B + x,j,n and D x,j,n are nonempty metrizable continua,
x,j,n ) = D x,j,n , and (6) D x,j,n contracts to a point in D x,j,n+1 . Now we want to review from [14] how we shall determine inverse sequences called "adjustments" to an induced inverse sequence Z for a nonempty metrizable compactum X, how to produce maps from the limits of such adjustments onto X, and how to describe the fibers of such maps in terms of the sets B + x,j,n and D x,j,n mentioned in Definition 10.3. Let us specialize Definition 8.3 of [14] so that it is tailored for our current needs.
Definition 10.5. Let X be a nonempty metrizable compactum, n ≥ 0,
) an induced inverse sequence for X, and (j i ) an increasing sequence in N with j 1 = 1. Suppose that for each i, we are given a map h 
Lemma 7.4(1) of [14] gives us an important piece of information.
Lemma 10.6. Let X be a nonempty metrizable compactum,
) an induced inverse sequence for X, and
From Lemma 7.8(4) of [14] , we get the next fact.
Lemma 10.7. Let X be a nonempty metrizable compactum, n ≥ 0, including n = ∞, Z = (|T j |, g 
The n-adjustments of Definition 10.5 lead to maps whose fibers are quite distinguishable. In fact, the inverse sequences M + x,n of Lemma 10.7 determine its fibers. To this end, we now provide an abbreviated version of Lemma 7.8 of [14] . 
Clearly there is an inverse sequence that is parallel to M + x,n , that is,
We can "splice" these two by alternating bonding maps to form another inverse sequence:
← · · · Definition 10.11. We shall denote the simplicial inverse sequence of ( * ) as O + x,n and call it the spliced version of M + x,n . We write O x,n = lim O + x,n . We can induce a shape morphism (see [11] ) between the limits of the inverse sequences M + x,n and O + x,n via a morphism between these inverse sequences. One does this using the identity function on N and taking the vertical maps between terms of the form B + x,j i ,n to be the identity. Lemma 10.9 gives us the needed homotopies of squares. This shape morphism is easily seen to be a shape equivalence. If we apply Lemma 10.4(2) along with the statement on the middle of page 128 of [11] , we get the next result. 
Finally we are going to display a "stretched out" version of the simplicial inverse sequence in ( * ):
We shall designate the simplicial inverse sequence of ( * * ) as V x,n and denote V x,n = lim V x,n . Applying Theorem 10.1(6) and Proposition 10.12(1), we get the next result.
Lemma 10.13. The simplicial inverse sequences O x,n and V x,n have homeomorphic limits: O x,n ≈ V x,n ; hence V x,n is a metrizable continuum.
An application of Lemma 3.1 and Lemma 10.4(1) gives us the next fact.
Lemma 10.14. For each 1 ≤ k < n, and coordinate space D x,js,n in the simplicial inverse sequence V x,n , one has that H k (D x,js,n ; Z) = 0.
Combining Lemma 10.14, Proposition 10.12(1), Lemma 2.10, Proposition 10.12(3), Proposition 10.12(3), and Lemma 10.13, we obtain an important fact.
Lemma 10.15. For each 1 ≤ k < n and abelian group G,Ȟ k (V x,n ; G) = H k (O x,n ; G) =Ȟ k (M x,n ; G) = 0.
Inverse Sequences Induced by Edwards Type Lemmas
For this section X will be a fixed nonempty metrizable compactum, Z = (|T j |, g j+1 j ) an induced inverse sequence for X (see Definition 10.2), and n ∈ N. Each of Theorems 9.1, 9.2, and 9.3 can be applied recursively to construct an adjustment of Z with certain properties. We shall organize this into three theorems.
Theorem 11.1. Let K = K(Z, n) and assume that Xτ K. Then there exists an (n + 1)-adjustment M = (|T Let j 1 = 1 and apply Theorem 9.1 to Y. This gives us j 2 > j 1 and a map h 2 1 : |T
|, and
. Apply the procedure we just did again, but this time start the inverse sequence Y at the index j 2 . This gives us j 3 > j 2 and a map h 3 2 : |T
We may apply such a procedure ad infinitum so as to obtain an increasing subsequence (j i ) of N, and maps h
) is an (n + 1)-adjustment of Z as requested. We shall not provide proofs of Theorems 11.2 or 11.3; the reader can construct them by employing Theorems 9.2 and 9.3, respectively, in conjunction with the strategy found in the proof of Theorem 11.1. For Theorem 11.2, it will be convenient to apply Lemma 6.5, whereas for Theorem 11.3, an application of Lemma 6.8 will be useful.
Theorem 11.2. Let p ∈ N ≥2 , K = K(Z /p, n), and assume that Xτ K. Then there exists an n-adjustment M = (|T
with h i+1 i (∂τ ) ⊂ σ, in which case h i+1 i |∂τ : ∂τ → σ is null homotopic, or there is 6 Simplicial is not needed here. However, it will be needed in the proofs of Theorems 11.2 and 11.3. We include it now because those proofs, which we shall not provide, are to be modeled after this one.
an (n + 1)-simplex σ of T j i such that h i+1 i (∂τ ) ⊂ ∂σ, and h i+1 i carries ∂τ to ∂σ as a map whose degree is a multiple of p. Theorem 11.3. Let G be an abelian group, H a cyclic subgroup of G, n ∈ N ≥2 , K = K(G, n), and assume that Xτ K. Then there exists an n-adjustment M = (|T
carries ∂τ to ∂σ as a map whose degree is a multiple of p; but if H ∼ = Z, then h i+1 i carries ∂τ to ∂σ as a map whose degree is 0, i.e., as a null homotopic map.
The Resolution Theorems
For this section X will be a fixed nonempty compact metrizable space and Z = (|T j |, g j+1 j ) an induced inverse sequence for X. Now we state the Edwards-Walsh cell-like resolution theorem and give our proof of it.
Theorem 12.1. Let n ∈ N ∪{0} and suppose that dim Z X ≤ n. Then there exist a compact metrizable space M with dim M ≤ n and a cell-like map π : M → X. 
Proof. We take
To prove that π is a cell-like map, let x ∈ X and examine the fiber
x,j i+1 ,n ), according to Lemma 10.8. Combining Proposition 10.12(2) with Lemma 10.13, it is sufficient to show that V x,n = lim V x,n (see ( * * ) of Section 10) is celllike. By Lemma 10.4 (6) , D x,j 3 ,n contracts to a point in D x,j 3 ,n+1 . Let H : D x,j 3 ,n × I → D x,j 3 ,n+1 be such a null homotopy so that H 0 is the inclusion. Using ( †) i of Theorem 11.1, it is easy to see that h 2 1 (B x,j 2 ,n+1 ) ⊂ B x,j 1 ,n . The composition h 2 1 • g • f j 3 j 3 −1 : D x,j 3 ,n → B x,j 1 ,n , so the latter map is null homotopic. A similar null homotopy occurs infinitely often in the inverse sequence V x,n . Hence an application of Lemma 2.2 completes the proof.
Next we state the Z /p-acyclic resolution theorem of A. Dranishnikov and give our proof of it.
Theorem 12.2. Let p ∈ N ≥2 and n ∈ N. Suppose that Xτ K(Z /p, n). Then there exist a compact metrizable space M with dim M ≤ n and a surjective Z /p-acyclic map π : M → X. Theorem 12.3. Let G be a nontrivial abelian group, n ∈ N ≥2 , and suppose that dim G X ≤ n. Let H be a cyclic subgroup of G. Then there exist a compact metrizable space M with dim M ≤ n and a surjective map π : M → X such that (1) π is Z /p-acyclic if p ∈ N ≥2 and H ∼ = Z /p, and (2) π is G-acyclic if H ∼ = Z.
Proof. We take K = K(G, n). Apply Theorem 11.3 to obtain an adjustment M = (|T The second case is that H ∼ = Z. The proof for the case H ∼ = Z /p can be used. But this time use the part of Theorem 11.3 involving H ∼ = Z. In this setting we get the even stronger conclusion that the degree of the map h is 0, i.e., it is null homotopic.
M. Levin's Q-resolution theorem is an immediate corollary of Theorem 12.3.
Corollary 12.4. Let n ∈ N ≥2 such that dim Q X ≤ n. Then there exist a compact metrizable space M with dim M ≤ n along with a surjective map π : M → X such that π is Q-acyclic.
Suppose we know that for some nonempty set P ⊂ N ≥2 , dim Z /p X ≤ n for all p ∈ P. Then by alternating the elements of P in our construction for Theorem 12.2 and repeating each one infinitely many times, we would get a resolution that is Z /p-acyclic for all p ∈ P.
Corollary 12.5. Let P ⊂ N ≥2 and n ∈ N. Suppose P = ∅ and that for each p ∈ P, Xτ K(Z /p, n). Then there exist a compact metrizable space M with dim M ≤ n and a surjective map π : M → X such that for all p ∈ P, π is Z /p-acyclic.
A similar statement can be made with respect to Theorem 12.3, and we put this into the next Corollary.
Corollary 12.6. Let G be a nontrivial abelian group and H denote the set of isomorphism classes of cyclic subgroups of G. Suppose that n ∈ N ≥2 and dim G X ≤ n. Then there exist a compact metrizable space M with dim M ≤ n and a surjective map π : M → X such that π is Z /p-acyclic if Z /p is represented in H, and π is G-acyclic if Z is represented in H.
In our proof of Theorem 12.2, it can be seen that Xτ K(Z /p, n) could have been replaced by Xτ M (Z /p, n). Also in that theorem, one sees that dim M ≤ n. Of course π is a Z /p-acyclic map. Coupling this with Theorem 2.7, we arrive at a corollary to Theorem 12.2.
Corollary 12.7. Let P ⊂ N ≥2 and n ∈ N. Suppose P = ∅ and that for each p ∈ P, Xτ M (Z /p, n). Then there exist a compact metrizable space M with dim M ≤ n and a surjective map π : M → X which is Z /p-acyclic for each p ∈ P. Moreover, dim Z /p X ≤ n for all p ∈ P.
A similar statement can be made with respect to Theorem 12.3.
Corollary 12.8. Let G be a nontrivial abelian group and H denote the set of isomorphism classes of cyclic subgroups of G. Suppose that n ∈ N ≥2 and Xτ K(G, n) (n+1) . Then there exist a compact metrizable space M with dim M ≤ n and a surjective map π : M → X such that π is Z /p-acyclic if Z /p is represented in H, and π is G-acyclic if Z is represented in H. Moreover, dim G X ≤ n if Z is represented in H and dim Z /p X ≤ n if Z /p is represented in H.
