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Resumen: Tesis doctoral en Informa´tica Realizada por Manuel Garc´ıa Vega y di-
rigida por el Doctor L. Alfonso Uren˜a Lo´pez (Univ. de Jae´n). El acto de defensa
de tesis tuvo lugar en Jae´n en diciembre de 2006 ante el tribunal formado por los
doctores Miguel Toro Bonilla (Univ. de Sevilla), Manuel Palomar Sanz (Univ. de
Alicante), Lidia Moreno Boronat (Univ. Polite´cnica de Valencia), Andre´s Montoyo
Guijarro (Univ. de Alicante) y Mar´ıa Teresa Mart´ın Valdivia (Univ. de Jae´n). La
caliﬁcacio´n obtenida fue Sobresaliente Cum Laudem por unanimidad.
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1. Introduccio´n
La desambiguacio´n del sentido de las pala-
bras (Word Sense Disambiguation) es el pro-
blema de asignar un sentido determinado a
una palabra polise´mica, usando su contexto.
Este problema ha sido de intere´s, pra´ctica-
mente desde el comienzo de la informa´tica,
en los an˜os 50. La desambiguacio´n es una ta-
rea intermedia y no un ﬁn en s´ı misma. En
particular, es muy u´til, a veces imprescindi-
ble, para muchos problemas del PLN, como
por ejemplo la recuperacio´n de informacio´n,
la categorizacio´n de textos, la traduccio´n au-
toma´tica...
Los objetivos de este trabajo son:
1. Implementar un desambiguador del sen-
tido de las palabras basado en el Mode-
lo de Espacio Vectorial optimizando los
pesos de los vectores del entrenamiento
usando la red neuronal LVQ (Learning
Vector Quantization) del modelo neuro-
nal supervisado de Kohonen.
2. Proponer un me´todo uniforme de inte-
gracio´n de recursos que sirvan para el
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entrenamiento de la red. Los para´metros
de la red LVQ han sido optimizados para
el problema de la desambiguacio´n.
En este trabajo se ha demostrado que las
redes neuronales, concretamente los modelos
de Kohonen, resuelven brillantemente el pro-
blema de la resolucio´n de la ambigu¨edad le´xi-
ca, aportando robustez, porque la red LVQ
es insensible a pequen˜os cambios observa´ndo-
se unos resultados homoge´neos independien-
temente del entrenamiento; ﬂexibilidad, por-
que es fa´cilmente aplicable a cualquier tarea
de PLN; escalabilidad, porque pueden intro-
ducirse multitud de textos de entrenamien-
to para ajustarlo a cualquier dominio y efec-
tividad, porque los resultados obtenidos son
comparables y en muchos casos superan a los
me´todos tradicionales utilizados para resol-
ver los mismos problemas.
Se ha calculado los para´metros o´ptimos de
conﬁguracio´n de la red LVQ para la tarea de
desambiguacio´n, maximizando la precisio´n, el
recall y la cobertura.
Se han integrado el corpus SemCor y la
base de datos le´xica WordNet. Adema´s, se
ha aportado un me´todo de integracio´n au-
toma´tica de cualquier corpus.
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Los experimentos realizados muestran el
buen comportamiento de esta red para el pro-
blema concreto de la desambiguacio´n.
2. Estructura de la tesis
La estructura sigue un esquema cla´sico, in-
troduciendo el problema, la motivacio´n y las
contribuciones obtenidos.
En el cap´ıtulo 2 se describe detallada-
mente el problema de la desambiguacio´n y
la terminolog´ıa que es comu´nmente usada.
As´ı mismo, se describen con detalle los re-
cursos lingu¨´ısticos que se usan, concretamen-
te corpus de textos y bases de datos le´xicas.
A continuacio´n, se explican las principales
medidas para la evaluacio´n de los sistemas
desambiguadores. Se describe la organizacio´n
Senseval que actualmente es el principal me-
dio de evaluacio´n para cualquier sistema de
resolucio´n de la ambigu¨edad le´xica y se des-
criben los principales me´todos de desambi-
guacio´n, as´ı como los mejores desambiguado-
res presentados en las tres ediciones de Sen-
seval.
El cap´ıtulo 3 trata de manera general
las redes neuronales artiﬁciales, clasiﬁca´ndo-
las segu´n diferentes criterios, deﬁniendo sus
partes principales y describiendo sus carac-
ter´ısticas ma´s importantes. A continuacio´n,
se detallan los principales me´todos de entre-
namiento, haciendo hincapie´ en su cara´cter
supervisado o no supervisado. Se sigue con
la cuantiﬁcacio´n vectorial, como base ma-
tema´tica del aprendizaje LVQ. El modelo de
Kohonen es presentado a continuacio´n, enla-
zando la cuantiﬁcacio´n vectorial y el apren-
dizaje competitivo para producir la red neu-
ronal LVQ.
El cap´ıtulo 4 esta´ dedicado a describir el
desambiguador. Comienza explicando el mo-
delo del espacio vectorial, que da el sopor-
te matema´tico a la red neuronal. Se detalla
la integracio´n del modelo matema´tico con la
red LVQ y co´mo se ha de realizar el entre-
namiento. A continuacio´n, se incluyen en el
entrenamiento las fuentes lingu¨´ısticas dispo-
nibles. En primer lugar, el corpus SemCor,
con el que se hace un experimento para com-
probar su validez. Despue´s, se detalla co´mo
integrar WordNet en el entrenamiento y se
experimenta con los datos que aporta. Con-
tinu´a con la integracio´n de ambos recursos
a la vez. Para terminar, se estudian a fondo
los distintos para´metros de la red LVQ para
optimizar su comportamiento.
En el cap´ıtulo 5 se evalu´a el desambigua-
dor que se ha construido. Primero, se simula
una participacio´n en la competicio´n Senseval-
2 en la tarea de English Lexical Sample y
posteriormente se detalla la participacio´n en
Senseval-3, concretamente a las tareas de En-
glish Lexical Sample y de English All Words.
En el cap´ıtulo 6 se detallan las conclusio-
nes, se explican las principales aportaciones
presentadas en esta memoria, as´ı como las
l´ıneas futuras de investigacio´n como conti-
nuacio´n de este trabajo. Finalmente, se inclu-
ye una recopilacio´n de trabajos publicados en
revistas y congresos nacionales e internacio-
nales durante el desarrollo de esta memoria y
relacionadas con ella.
3. Aportaciones de la
investigacio´n
Las principales contribuciones de este tra-
bajo de investigacio´n son:
Se ha propuesto un desambiguador ba-
sado en el modelo neuronal de Kohonen,
usando la red LVQ.
Proponemos un desambiguador que pue-
de aﬁnarse tanto para precisio´n como pa-
ra recall, ajustando adecuadamente un
cierto valor umbral para la probabilidad
de acierto del sentido desambiguado.
Se ha aﬁnado el algoritmo LVQ para una
mayor efectividad en el problema de la
resolucio´n de la ambigu¨edad le´xica, fun-
damentando el ca´lculo en el comporta-
miento del desambiguador con experi-
mentos ya contrastados.
El desambiguador propuesto es muy ro-
busto, mostrando un comportamiento
homoge´neo en los distintos experimentos
realizados donde los dominios sema´nti-
cos de los textos objeto de estudio eran
muy diversos.
Se ha construido un desambiguador in-
dependiente de la lengua, siempre y
cuando se disponga de los recursos ne-
cesarios: lexico´n y textos etiquetados en
la lengua objeto.
Se ha deﬁnido un me´todo de integracio´n
de recursos lingu¨´ısticos heteroge´neos pa-
ra su uso como entrenamiento de la red
LVQ, que permite la incorporacio´n de in-
formacio´n espec´ıﬁca en cualquier domi-
nio sema´ntico.
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