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Abstract
We show the existence and stability of solutions for a family of Dirichlet problems
−div(Vz1 (x,∇u), . . . , VzN (x,∇u))+Lu(x,u) = Fku (x,u),
u ∈ W1,p(x)0 (Ω)
in a bounded domain and with nonconvex nonlinearity satisfying some local growth conditions. The con-
ditions upon V and L allow for considering the p(x)-Laplacian equation. We use the relations between
critical points and critical values to the primal and a suitable dual action functional to get the existence,
stability and some properties of the solutions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In [3] the existence of weak solutions for the following Dirichlet problem
−div(a(x)∣∣∇u(x)∣∣p(x)−2∇u(x))+ b(x)∣∣u(x)∣∣p(x)−2u(x) = f (x,u(x)),
u(x)|∂Ω = 0, u ∈ W 1,p(x)0 (Ω) (1)
is considered. Here Ω ⊂ RN is a bounded region, p,q ∈ C(Ω), 1/p(x) + 1/q(x) = 1 for
x ∈ Ω ; W 1,p(x)0 (Ω) denotes the generalized Orlicz–Sobolev space, see [5,7]; a, b ∈ L∞(Ω)
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p+ = supx∈Ω p(x) < N . Let
p∗(x) =
{
Np(x)/
(
N − p(x)), p(x) < N,
+∞, p(x)N.
The nonlinearity satisfies either f (x,u) = g(x)uα(x) where p(x) − 1 < α(x) < p∗(x) − 1 or
f (x,u) = h(x)uβ(x) where 0 β(x) < p(x)− 1. The authors apply the mountain pass theorem
to get the existence of positive weak solutions considering the p(x)-Laplacian operator in a more
general setting than in [6] where also by the mountain pass theorem the existence of solutions
for the Dirichlet problem
−div(∣∣∇u(x)∣∣p(x)−2∇u(x))= Fx(x,u(x)),
u(x)|∂Ω = 0, u ∈ W 1,p(x)0 (Ω)
is proved in a superlinear cases. In both sources the direct method of the calculus of variations is
applied in sublinear case. The nonlinearity in [6] is always assumed to satisfy: Fx :Ω × R → R
is a Caratheodory function and |f (x,u)|  C1 + C2|u|α(x)−1, where C1,C2 are constants and
α(x) < p∗(x). In a sublinear case it is assumed that |Fx(x,u)|  C1 + C2|u|β−1, where 1 
β < p−1. In the superlinear case the authors assume ∃M > 0, θ > p+ such that 0 < θF(x,u)
uF(x,u) for |u|M , x ∈ Ω and Fx(x,u) = o(|u|p+−1) → 0 uniformly, where α− >p+. Later
it is shown that F satisfies a Palais–Smale condition and a mountain pass geometry is applied to
get the existence of a nontrivial solution.
Such problems as studied in [3,6] are applied in elastic mechanics and electrorheological fluid
dynamics, see [13,15] and references therein.
We propose to study a family of general problems for k = 0,1,2, . . .
−div(Vz1(x,∇u(x)), . . . , VzN (x,∇u(x)))+Lu(x,u(x))= Fku (x,u(x)),
u(x)|∂Ω = 0 (2)
in the space W 1,p(x)0 (Ω) ∩ Lσ(x)(Ω), Ω ⊂ RN has a Lipschitz-continuous boundary and with
suitable assumptions on V and L which are valid for the p(x)-Laplacian operator; Vzi for i =
1,2, . . . ,N denotes the partial derivative with respect to zi of a function V :Ω ×RN → R.
Here σ, τ ∈ C(Ω), 1/σ(x) + 1/τ(x) = 1 for x ∈ Ω with σ− > 1; p,q ∈ C(Ω), 1/p(x) +
1/q(x) = 1 for x ∈ Ω . We assume that p− > N > 2. Following some ideas from [9] and [10]
we construct a dual variational method which will provide the existence of solutions together
with some of their properties. Therefore we think that our approach being quite different and
thus allowing for non restricted nonlinearities may be of some interest. The method from [9]
may not be applied directly due to the more general differential operator than the one used in [6].
Indeed, the operator in Eq. (2) is not in the “divergence form” and if we try to rewrite Eq. (2) in
order to get the “divergence form,” we obtain the convex-concave nonlinearity. Both such cases
may not be treated by the dual variational method directly. Also we use less restrictive growth
assumptions and propose a different approach towards the existence of solutions. Therefore as
in [10] two dual variables are introduced and consequently a different dual action functional
must be investigated. Relating critical values and critical points to the action functional and the
dual action functional on a specially constructed subsets of their domains allows not only for
obtaining solutions but also provides some their properties.
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general framework for studying stability of solutions for variational problems in sublinear case
[11,14], we provide suitable results for p(x)-Laplacian problem also.
2. The assumptions and auxiliary results
Space V(Ω) = W 1,p(x)0 (Ω)∩Lσ(x)(Ω) is considered with norm (see [2])
‖u‖V(Ω) = ‖∇u‖p(x) + ‖u‖σ(x).
In what follows by CS we denote the best Sobolev constant
‖u‖p(x)  CS‖∇u‖p(x) for all u ∈ W 1,p(x)0 (Ω).
Since W 1,p(x)0 (Ω) is continuously embedded into W
1,p−
0 (Ω) [5] and since p− >N by Sobolev
Embedding Theorem [1] we get for all u ∈ W 1,p(x)0 (Ω)
max
x∈Ω
∣∣u(x)∣∣ C2‖∇u‖p−  C1C2‖∇u‖p(x). (3)
In what follows (F k)∗ denotes the Fenchel–Young transform a function Fk [4]. Let {dk}∞k=0 be
a sequence of decreasing positive numbers such that d0 >C1C2. We assume for all k = 0,1,2, . . .
that
F1 ‖1‖q(x)( 1p− + 1q− ) 1; there exists a positive number d > d0 such that Fku (·, d), Fku (·,−d) ∈
L∞(Ω),
CSC1C2 ess sup
u∈Ω
max
u∈[−dk,dk]
∣∣Fku (x,u)∣∣ a0dk. (4)
F2 Fk :Ω × [−d, d] → R, Fku :Ω × [−d, d] → R are Caratheodory functions, Fk is convex in
u for a.e. x ∈ Ω .
In order to obtain functions Fk convex on R with respect to the second variable we put
Fk(x,u) = +∞ for (x,u) ∈ Ω × (R\[−d, d]).
F3 Fku (x,0) = 0, for a.e. x ∈ Ω , x −→ Fk(x,0) and x −→ (F k)∗(x,0) are integrable on Ω .
F4 L,Lu :Ω ×R → R, V,Vzi :Ω ×RN → R for i = 1,2, . . . ,N are Caratheodory functions,
L,V are convex with respect to the second variable;
V (x,0) = L(x,0) = Lu(x,0) = Vz1(x,0) = · · · = VzN (x,0) = 0 for a.e. x ∈ Ω.
F5 There exist constants a0, a1 > 0 such that
a0
∫
Ω
|∇u|p(x) dx 
∫
Ω
〈(
Vz1(x,∇u), . . . , VzN (x,∇u)
)
,∇u〉dx  a1 ∫
Ω
|∇u|p(x) dx
for all u ∈ W 1,p(x)0 (Ω) and there exist functions b, c ∈ L∞(Ω) with b(x)  b0  0 a.e. on
Ω such that we have for a.e. x ∈ Ω and all u ∈ R
b(x)|u|σ(x)−1 dx  ∣∣Lu(x,u)∣∣ c(x)|u|σ(x)−1.
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b0
∫
Ω
∣∣u(x)∣∣σ(x) dx  ∫
Ω
∣∣Lu(x,u(x))u(x)∣∣dx  b1 ∫
Ω
∣∣u(x)∣∣σ(x) dx
for all u ∈ Lσ(x)(Ω), where b1 = ess supx∈Ω |c(x)|. By convexity of V and L and by F4, F5 we
get ∫
Ω
V
(
x,∇u(x))dx + ∫
Ω
L
(
x,u(x)
)
dx  0 (5)
for all u ∈ V(Ω).
We assume that operator A : V(Ω) → (V(Ω))∗ given by
〈
A(g),h
〉= ∫
Ω
〈(
Vz1(x,∇g), . . . , VzN (x,∇g)
)
,∇h〉dx + ∫
Ω
Lu(x, g)hdx (6)
for all g,h ∈ W 1,p(x)0 (Ω) satisfies
F6 A is a radially continuous, coercive and monotone operator.
Compare with [2], where the operator A, with Vz1(x,∇g), . . . , VzN (x,∇g) replaced by
|∇u|p(x)−1, satisfies F6. Equation (2) is the Euler–Lagrange equation for a functional Jk :
V(Ω) → R given by
Jk(u) =
∫
Ω
V
(
x,∇u(x))dx + ∫
Ω
L
(
x,u(x)
)
dx −
∫
Ω
Fk
(
x,u(x)
)
dx.
Let W = {v ∈ Lq(x)(Ω) | divv ∈ Lq(x)(Ω)}. The dual functional JDk :W × Lτ(x)(Ω) → R
reads
JDk (v,w) =
∫
Ω
(F k)∗
(
x,−divv(x)+w(x))dx − ∫
Ω
V ∗
(
x, v(x)
)
dx −
∫
Ω
L∗
(
x,w(x)
)
dx.
Now we will construct certain subsets of spaces V(Ω) and W × Lτ(x)(Ω) on which we will
look for critical points and critical values of the action and dual action functional. We define
X˜k =
{
u ∈ V(Ω): ‖∇u‖p(x)  dk
C1C2
,
∫
Ω
∣∣u(x)∣∣σ(x) dx  a0
b0
(
dk
C1C2
)2
,
∣∣u(x)∣∣ dk
}
.
We consider a set Xk ⊂ X˜k such that for all u ∈ Xk relation
−div(Vz1(x,∇u˜(x)), . . . , VzN (x,∇u˜(x)))+Lu(x, u˜(x))= Fku (x,u(x)),
u˜(x)|∂Ω = 0, u˜ ∈ W 1,p(x)0 (Ω) (7)
implies u˜ ∈ Xk .
Proposition 1. Assume F1–F6. Xk = X˜k .
M. Galewski / J. Math. Anal. Appl. 337 (2008) 281–291 285Proof. We take any h ∈ X˜k . The solution u ∈ V(Ω) to
−div(Vz1(x,∇u(x)), . . . , VzN (x,∇u(x)))+Lu(x,u(x))= Fku (x,h(x)),
u(x)|∂Ω = 0 (8)
exists since operator A (see (6)) is surjective and Fku (·, h(·)) ∈ L∞(Ω) by F1–F3. Multiplying
(8) by u(x) and calculating integrals we have
a0
∫
Ω
∣∣∇u(x)∣∣p(x) dx

∫
Ω
∣∣〈Vz1(x,∇u), . . . , VzN (x,∇u),∇u〉∣∣dx +
∫
Ω
∣∣Lu(x,u)u(x)∣∣dx

∫
Ω
ess sup
x∈Ω
max
u∈[−dk,dk]
∣∣Fku (x,u)∣∣∣∣u(x)∣∣dx
 ‖1‖q(x)
(
1
p−
+ 1
q−
)
ess sup
x∈Ω
max
u∈[−dk,dk]
∣∣Fku (x,u)∣∣‖u‖p(x)  a0dkCSC1C2 ‖u‖p(x). (9)
So ∫
Ω
∣∣∇u(x)∣∣p(x) dx  dk
C1C2
‖∇u‖p(x).
We first assume that ‖∇u‖p(x)  1. Since dkC1C2 > 1 and since ‖∇u‖p(x)  1 ⇔
∫
Ω
|∇u(x)|p(x) dx
 1 we obviously have
‖∇u‖p(x)  dk
C1C2
. (10)
If
∫
Ω
|∇u(x)|p(x) dx  1 we get ‖∇u‖p(x)  1 and
∫
Ω
|∇u(x)|p(x) dx  ‖∇u‖p−p(x). Thus
‖∇u‖p(x)  ‖∇u‖p
−−1
p(x) 
∫
Ω
∣∣∇u(x)∣∣p(x) dx  dk
C1C2
and (10) follows.
Using inequality (3) we obtain dk
C1C2
 ‖∇u‖p(x)  1C1C2 |u(x)| for all x ∈ Ω . Therefore|u(x)| dk .
From (9) it follows that
b0
∫
Ω
∣∣u(x)∣∣σ(x) dx  ∫
Ω
∣∣Lu(x,u)u(x)∣∣dx  a0
(
dk
C1C2
)2
.
So
∫
Ω
|u(x)|σ(x) dx  a0
b0
(
dk
C1C2
)2. Thus u ∈ X˜k and we may put Xk = X˜k . 
The dual functional JDk will be considered on a set X
d
k which is a set of these (v,w) ∈ W ×
Lτ(x)(Ω) for which there exists an u ∈ Xk such that(
Vz1
(
x,∇u(x)), . . . , VzN (x,∇u(x)))= v(x), Lu(x,u(x))= w(x).
J and JDk are well defined on Xk and X
d
k due to the following
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∫
Ω
|Fk(x,u(x))|dx 
γk for all u ∈ Xk and
∫
Ω
|(F k)∗(x,−divv(x)+w(x))|dx exists for all (v,w) ∈ Xdk .
Proof. The first assertion follows since by convexity of F we get the estimation∣∣Fk(x,u(x))∣∣ ∣∣Fk(x,0)∣∣+ max{∣∣Fx(x,0)u(x)∣∣, ∣∣Fx(x,u(x))u(x)∣∣}.
The second assertion follows since
∫
Ω
|(F k)∗(x,0)|dx exists, compare with [12]. 
We will look for critical values and critical points of Jk on a set Xk and JDk on a set X
d
k .
Having established the relationship of subsets, we can formulate the following theorem:
Theorem 3. Assume F1–F6. For all k = 0,1,2, . . . there exists (uk, vk,wk) ∈ Xk ×Xdk such that
−divvk(x)+wk(x) = Fku
(
x,uk(x)
)
, (11)(
Vz1
(
x,∇uk(x)
)
, . . . , VzN
(
x,∇uk(x)
))= vk(x), (12)
Lu
(
x,uk(x)
)= wk(x). (13)
Moreover
inf
(v,w)∈Xdk
JDk (v,w) = JDk (vk,wk) = Jk(uk) = inf
u∈Xk
Jk(u). (14)
Proof. We fix k = 0,1,2, . . . . From Lemma 2 and by (5) it follows that
Jk(u) =
∫
Ω
V
(
x,∇u(x))dx + ∫
Ω
L
(
x,u(x)
)
dx −
∫
Ω
Fk
(
x,u(x)
)
dx −γk.
Therefore we may find a minimizing sequence {unk}∞n=1 for a the restriction of a functional Jk to
set Xk , which up to a subsequence is weakly convergent in V(Ω) which means that sequences
{∇unk }∞n=1 and {unk }∞n=1 are weakly convergent in Lp(x)(Ω), Lσ(x)(Ω) respectively. Since V(Ω)
is embedded into W 1,p
−
0 (Ω) ∩ Lσ
−
(Ω), sequence {unk}∞n=1 is convergent strongly in Lp
−
(Ω).
We denote its limit by uk . Since {unk }∞n=1 is also convergent almost everywhere, possibly up to a
subsequence, and since the norm is l.s.c. we see that uk ∈ Xk .
We observe that functional
V(Ω)  u →
∫
Ω
V
(
x,∇u(x))dx + ∫
Ω
L
(
x,u(x)
)
dx ∈ R
being convex and lower semicontinuous is weakly lower semicontinuous [4]. By the Lebesgue
Dominated Convergence Theorem we get
lim
n→∞
∫
Ω
Fku
(
x,unk(x)
)
dx =
∫
Ω
Fku
(
x,uk(x)
)
dx.
Thus we infer that Jk is weakly lower semicontinuous on Xk and therefore Jk(uk) =
infu∈Xk Jk(u).
Now we must show that system (11)–(14) is satisfied. First we show that
inf
(v,w)∈Xd
JDk (v,w) = inf
u∈Xk
Jk(u) (15)k
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J #k (u, v,w) =
∫
Ω
(
Fk
)∗(
x,−divv(x)+w(x))dx + ∫
Ω
V
(
x,∇u(x))dx
+
∫
Ω
L
(
x,u(x)
)
dx −
∫
Ω
〈∇u(x), v(x)〉dx − ∫
Ω
u(x)w(x)dx.
We observe that for any fixed u ∈ Xk
inf
(v,w)∈Xdk
J #k (u, v,w) = Jk(u) (16)
and for any fixed (v,w) ∈ Xdk
inf
u∈Xk
J #k (u, v,w) = JDk (v,w). (17)
To show (16) we fix u ∈ Xk and obtain by Fenchel Young inequality
inf
(v,w)∈Xdk
J #k (u, v,w) Jk(u). (18)
By definition of Xk for a given u ∈ Xk there exists u˜ ∈ Xk such that (7) holds. Hence we may
take (v˜, w˜) ∈ Xdk satisfying −div v˜(x)+ w˜(x) = Fk(x,u(x)) which results in∫
Ω
u(x)
(−div v˜(x)+ w˜(x))dx − ∫
Ω
(
Fk
)∗(
x,−div v˜(x)+ w˜(x))dx = Fk(x,u(x)). (19)
Therefore equality holds in (18) and (16) follows.
To show (17) we fix (v,w) ∈ Xdk . We obtain by Fenchel–Young inequality
inf
u∈Xk
J #k (u, v,w) JDk (v,w). (20)
By definition of Xdk we get that there exists u˜ ∈ Xk such that (Vz1(x,∇u˜(x)), . . . , VzN (x,∇u˜(x)))= v(x), Lu(x, u˜(x)) = w(x) and by convexity relations we get equality in (20). Thus relation
(17) follows.
By (16) and (17) we obtain (15).
Now we prove that system (11)–(14) is satisfied. Since uk ∈ Xk and by (7) we may take
(vk,wk) ∈ Xdk such that (11) hold. By (11) it follows that (19) holds with u replaced by uk and
(v˜, w˜) replaced by (vk,wk). Thus and by the Fenchel–Young inequalities∫
Ω
L
(
x,uk(x)
)
dx 
∫
Ω
uk(x)wk(x) dx −
∫
Ω
L∗
(
x,wk(x)
)
dx,
∫
Ω
V
(
x,∇uk(x)
)
dx 
∫
Ω
〈
vk(x),∇uk(x)
〉
dx −
∫
Ω
V ∗
(
x, vk(x)
)
dx (21)
we get Jk(uk)  JDk (vk,wk). By (15) it follows that Jk(uk)  inf(v,w)∈Xdk J
D
k (v,w) 
JDk (vk,wk). Hence Jk(uk) = JDk (vk,wk) and by a direct calculation we have
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∫
Ω
L
(
x,uk(x)
)
dx +
∫
Ω
V
(
x,∇uk(x)
)
dx =
∫
Ω
uk(x)wk(x) dx −
∫
Ω
L∗
(
x,wk(x)
)
dx
+
∫
Ω
vk(x)∇uk(x) dx −
∫
Ω
V ∗
(
x, vk(x)
)
dx.
Therefore there are equalities in (21). Thus (12) and (13) hold. Assertion (14) follows by (15)
and since JDk (vk,wk) = Jk(uk). 
Corollary 4. Assume F1–F6. For all k = 0,1,2, . . . there exists uk ∈ Xk such that
−div(Vz1(x,∇uk(x)), . . . , VzN (x,∇uk(x)))+Lu(x,uk(x))= Fku (x,uk(x)),
uk|∂Ω = 0,
Jk(uk) = inf
u∈Xk
Jk(u).
Moreover −div(Vz1(·,∇uk(·)), . . . , VzN (·,∇uk(·)))+Lu(·, uk(·)) ∈ L∞(Ω) and ‖∇uk‖Lp(x)(Ω)
 dk
C1C2
, |uk(x)| dk ,
∫
Ω
|uk(x)|σ(x) dx  a0b0 (
dk
C1C2
)2.
3. Stability of solutions
Theorem 5. Assume F1–F6. For each k = 1,2, . . . there exists a solution uk to problem (2).
Suppose that for all u ∈ X0 there exists a subsequence {ki}∞i=1 such that limi→∞ Fkiu (x,u(x)) =
F 0u (x,u(x)) weakly in Lq(x)(Ω) ∩ Lτ(x)(Ω). There exists a subsequence {ukn}∞n=1 of the se-
quence {uk}∞k=1 and u ∈ V(Ω) such that
ukn ⇀ u ∈ X0, weakly in V(Ω),
and
−div(Vz1(x,∇u(x)), . . . , VzN (x,∇u(x)))+Lu(x,u(x))= F 0u (x,u(x)),
u(x)|∂Ω = 0. (22)
Proof. By Corollary 4 it follows that for each k = 1,2,3, . . . there exists uk ∈ W 1,p(x)0 (Ω) satis-
fying (2). Due to the relation Xk ⊂ X0 it follows that sequence {∇uk}∞k=1 is bounded in Lp(x)(Ω)
and sequence {uk}∞k=1 is bounded in Lσ(x)(Ω). Hence we may choose a subsequence weakly
convergent in V(Ω) which up to a subsequence may be assumed to be strongly convergent in
Lp
−
(Ω) to u and therefore convergent almost everywhere. By the assumptions, taking a suitable
subsequence, limn→∞ Fknu (x,u(x)) = F 0u (x,u(x)) weakly in Lq(x)(Ω) ∩ Lτ(x)(Ω). Due to (4)
there exists a constant ζ > 0 such that
ess sup
x∈Ω
∣∣Fknu (x,u(x))− F 0u (x,u(x))∣∣ ζ. (23)
By (23) and by definition of Xk we obtain that{−div(Vu(·,∇ukn(·)))+Lu(·, ukn(·))}∞n=1
is weakly convergent, up to a subsequence, in Lq(x)(Ω)∩Lτ(x)(Ω) to a function d . Since ukn →
u in Lp(x)(Ω) we get
0
∫ 〈
A(∇ukn)−A(∇u),ukn − u
〉
dx →
∫ 〈
d(x)−A(∇u),ukn(x)− u
〉
dx.Ω Ω
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d(x).
By convexity of Fk we get for any u ∈ W 1,p(x)0 (Ω)∫
Ω
〈
Fknu
(
x,uk(x)
)− Fknu (x,u(x)), ukn(x)− u(x)〉dx  0.
By Corollary 4∫
Ω
〈
A(∇ukn)− Fknu (x,u),ukn − u
〉
dx  0.
Since ukn → u strongly in Lp(x)(Ω) and Fknu (·, u(·)) ⇀ F 0u (·, u(·)) weakly in Lq(x)(Ω) ∩
Lτ(x)(Ω) we easily get that∫
Ω
〈−Fknu (x,u),ukn(x)− u〉dx →
∫
Ω
〈−F 0u (x,u), u(x)− u〉dx.
Hence∫
Ω
〈
A(∇u)− F 0u (x,u), u− u
〉
dx  0 (24)
for any u ∈ W 1,p(x)0 (Ω).
Now we apply the Minty “trick,” i.e., we consider the points u + tu, where u ∈ W 1,p(x)0 (Ω)
is arbitrary and t > 0 are such that u(x)+ tu(x) ∈ [−d, d] a.e. By inequality (24) we obtain
0 lim
t→0
∫
Ω
〈
A(∇u)− F 0u (x,u+ tu), u
〉
dx =
∫
Ω
〈
A(∇u)− F 0u (x,u),u
〉
dx.
Therefore
−div(Vz1(x,∇u), . . . , VzN (x,∇u))+Lu(x,u) = F 0u (x,u) a.e. 
4. Applications
Now we proceed to show an application to an equation similar to (1) but with a bit more
general differential operator, e.g., we consider
−div(ϕ(x, |∇u|p(x)−1)|∇u|p(x)−2∇u)+ b(x)|u|σ(x)−2u = Fku (x,u),
u(x)|∂Ω = 0, u ∈ V(Ω) (25)
where b ∈ L∞(Ω) with b(x) b0  0 a.e. on Ω , F is subject to F1–F3 and ϕ satisfies
O1 ϕ :Ω × R → R is a Caratheodory function; there exist constants a0, a1 > 0 such that for
a.e. x ∈ Ω and a0  ϕk(y, t) a1 for all t ∈ R+; there exists a constant m> 0 such that
ϕ(x, t)t − ϕ(x, s)s m(t − s)
for all t  s, t, s ∈ R and a.e. x ∈ Ω .
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we may prove that operator
−div(ϕ(·, ∣∣∇u(·)∣∣p(·)−1)∣∣∇u(·)∣∣p(·)−2∇u(·))+ b(·)∣∣u(·)∣∣σ(·)−2u(·)
is monotone and by its definition it follows that it is radially continuous and coercive. We need
to write V and L explicitly
∫
Ω
V
(
x,h(x)
)
dx =
∫
Ω
|h(x)|∫
0
ϕk
(
y, sp(x)−1
)
sp(x)−1 ds dx,
∫
Ω
L
(
x,u(x)
)
dx =
∫
Ω
b(x)
σ (x)
∣∣u(x)∣∣σ(x) dx.
Therefore we get
Theorem 6. Assume F1–F3 and that for all u ∈ X0 there exists a subsequence {ki}∞i=1 such that
limi→∞ Fkiu (x,u(x)) = F 0u (x,u(x)) weakly in Lq(x)(Ω) ∩ Lτ(x)(Ω). For each k = 0,1,2, . . .
there exists a solution uk to problem (25). There exists a subsequence {ukn}∞n=1 of the sequence{uk}∞k=1 and u ∈ V(Ω) such that
ukn ⇀ u ∈ X0, weakly in V(Ω)
and
−div(ϕ(x, |∇u|p(x)−1)|∇u|p(x)−2∇u)+ b(x)|u|σ(x)−2u = F 0u (x,u),
u(x)|∂Ω = 0.
As a corollary we can get the existence result from [9] by putting
V
(
x,∇u(x))dx = ∣∣∇u(x)∣∣p(x), L(x,u(x))= 0
or the existence result from [10] by defining
V
(
x,∇u(x))= a(x)∣∣∇u(x)∣∣p(x), L(x,u(x))= b(x)∣∣u(x)∣∣p(x).
We conclude with an example of a function F satisfying our assumptions F1–F3.
Example 7. Let a0 > CSC1C2((C1C2)α
+−1 + eC1C2) in case C1C2  1 and a0 > (1 + e1)×
CSC1C2 otherwise. Let α ∈ C(Ω) with α− > p+ and Ω = B(0,1). We put F(x,u) = |x|eu +
1
α(x)
|x|2uα(x). Then F is convex in u and Fu(x,u) = |x|eu + |x|2uα(x)−2u. Conditions F1–F3
are satisfied. Indeed, we must only show (4). Let us take d  1. We see that in case C1C2  1
CSC1C2 ess sup
x∈Ω
max
u∈[−dk,dk]
∣∣Fu(x,u)∣∣= CSC1C2(dα+−1 + ed).
Then dα+−1 + ed  dα+ + edd and dα+ + edd  da0
CSC1C2
provided dα+−1 + ed  a0
CSC1C2
. The
latter inequality is satisfied if CSC1C2((C1C2)α
+−1 + eC1C2) < a0. In case C1C2 < 1 inequality
dα
+−1 + ed < a0
CSC1C2
will be satisfied provided a0 > (1 + e1)CSC1C2.
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