Contractor prequalification is essential in most construction projects, and the process has been performed by many different methods in practice. Data envelopment analysis (DEA) had been recognized as a useful technique to prequalify contractors by assigning relative efficiency scores. Data envelopment analysis, however, usually requires a large amount of data and has not been fully developed to achieve reliable results. An enhanced contractor prequalification model using DEA was developed together with a methodology for determining a "practical frontier" of best contractors. The established practical frontier can be used as a regional performance standard for the owner in prequalification and as improvement guidelines for contractors.
Introduction
Prequalification is a screening process applied to contractors before tendering to reduce the risk of project failure. Most prequalification models use some form of a weighted scoring system where the contractors are scored according to weighted criteria that are finally summed to produce a single value. The problems inherent in this decision-making procedure are the biases and additive assumptions introduced in the development of the weights and the evaluation process.
The authors considered that prequalification is similar to benchmarking in that the objective of the process is to identify the best performers and the distance between the remaining contractors and those best performers. The three objectives of this research were (1) to establish an improved contractor prequalification model using data envelopment analysis (DEA) (2) to develop an adaptation of the P-DEA framework for the construction situation (3) to define a procedure that can be used to identify the practical frontier of contractors This paper develops and demonstrates the evaluation method called data envelopment analysis (typically used for benchmarking) to discriminate between contractors in the prequalification process. Data envelopment analysis is a nonparametric linear programming framework that produces a single measure of efficiency for each unit relative to its peers. Advancements in DEA processes are tested and compared, including a final modification of our own.
All prequalification systems have the same basic steps (Russell and Skibniewski 1988) : develop the criteria, gather contractor data, verify data, apply contractor data to criteria, and decide whether to prequalify the contractor. Most of the companies and public agencies that perform prequalification have their own model, and the continued interest in the prequalification process by industry is reflected in the array of systems that have been developed through research. The existing prequalification models employ frameworks that vary from simple weighted scoring systems to complex mathematical formulations.
QUALIFIER-1 (Russell and Skibniewski 1990) employs a dimensional weighting procedure that produces aggregate weighted ratings of candidate contractors based on data obtained from questionnaires. Equation [1] presents the linear formulation used in the model, and best represents models used most commonly in industry. 
where AR k is the aggregate weighted rating of candidate contractor k; n is the number of composite decision factors (CDF); W i is the weight of CDF i (ranges from 0 to 1.0, sum of all W i = 1); m is the number of decision factors (DF) describing the CDF; w ij is the weight of the DF j, describing CDF i (ranges from 0 to 1.0, sum of all w ij = 1); R ijk is the rating of DF j describing CDF i (ranges from 1 to 10) for candidate contractor k. developed QUALIFIER-2 shortly afterward adding a knowledge-based expert system and a three-stage decision hierarchy where contractors must meet each level of the decision criteria to proceed. This ensured that high scores in one, perhaps less important area, did not hide a low score in another category. AbouRizk and Chehayeb (1995) developed the hypertext decision support prequalification (HDSP) model primarily to help decision makers assign weights for the different criteria. Using multi-attribute decision making (MADM), factors are compared two at a time rather than attempting to give importance weights to a larger number of factors at once. The system of pair-wise comparisons is solved using eigenvectors. In Gong's (1999) contractor prequalification process, a three-stage model combines the hierarchical framework of QUALIFIER-2 and the MADM of the HDSP model.
Several systems not based on weighted scores have been developed. Fuzzy set theory was applied in conjunction with Monte Carlo simulation to enhance the contractor evaluation process (Elton et al. 1994) . A utility model for comparing fuzzy numbers developed by Juang et al. (1987) was used, resulting in a contractor prequalification ranking index ranging from 0 to 1; the higher the index, the greater the perceived capability of the contractor. The primary disadvantages of the model are the number of parameters required and the complexity of the framework. Cluster analysis was used to group the contractors with similar attributes (Holt 1996) and the best subset would be invited to tender. Hanna et al. (1997) developed a system based on neural networks. The major disadvantage of neural networks is the requirement for a large amount of data, which may be difficult in this context because of the reluctance of many contractors to provide data and the generally small set of contractors prequalifying for any single project.
Prequalification criteria vary from model to model and are usually specific to the project; however, the most common criteria appear in most models in some form. Table 1 shows criteria used in eight different models listed from the most common to the least common, where 1 is public owner's projects, QUALIFIER-1 ; 2 is private owner's projects, QUALIFIER-1 ; 3 is artificial neural network model (Hanna et al. 1997) ; 4 is fuzzy sets model (Elton et al. 1997) ; 5 is Canada (CCDC-11 1996) ; 6 is Saudi Arabia and United Kingdom (Bubshait and Al-Gobali 1996) ; 7 is Japan (Paulson and Aki 1980) ; and 8 is Australia (Liston 1994) .
Data envelopment analysis
Throughout this paper and consistent with DEA terminology, the term "decision-making unit" or "DMU" will refer to the individuals in the evaluation group. In the context of this application, it will refer specifically to contractors.
In parametric analysis, the objective is to optimize a single regression plane through the data; a single optimized regression equation is assumed to represent the group. Data envelopment analysis, on the other hand, generates a surface called the frontier that follows the peak performers and envelops the remainder (Charnes et al. 1994) . Figure 1 illustrates the concepts of the empirical and theoretical production frontiers in a two-dimensional surface to generalize the case of a multi-dimensional surface.
The theoretical frontier represents the absolute maximum possible production that a DMU can achieve in any level of inputs; however, theoretical relationships between input and output parameters to a system are generally difficult to identify and to express mathematically. For this reason, the theoretical frontier is usually unknown. The relative or empirical frontier, which is based upon real DMU is therefore used. The empirical frontier connects all the "relatively best" DMUs in the observed population. Note that if the performance of all of the observed DMUs is generally poor, then your empirical frontier only gives you the best of a bad lot! The theoretical frontier would clearly indicate that the poor DMUs were indeed poor.
Two efficiency values can be defined for DMU X in Fig. 1 : absolute efficiency, A/C; and relative efficiency, A/B. The DMUs that lie on the empirical frontier have a relative efficiency score of 1.0. Those that lie under this frontier are deemed inefficient and have an efficiency score other than 1.0.
The four basic DEA models are the Charnes Cooper Rhodes (CCR) model, the Banker Charnes Cooper (BCC) model, the multiplicative model, and the additive model. Only the CCR and BCC will be discussed here. These models can be distinguished by the envelopment surface and the orientation. As shown in Fig. 2 , the envelopment surface can take the form of constant-return-to-scale (CRS) or variablereturn-to-scale (VRS) as evaluated in the CCR model and the BCC model, respectively. The CRS surface is represented by a straight line that starts at the origin and passes through the first DMU that it meets as it approaches the observed population. The models with CRS envelopment surface assume that an increase in inputs will result in a proportional increase in outputs.
The VRS surface envelops the population by connecting the outermost DMUs, including the one approached by the CRS surface. The VRS model allows an increase in input values to result in a non-proportional increase of output levels -increasing returns to scale (IRS) occur below the point where CRS and VRS meet, and decreasing returns to scale (DRS) above.
The other essential characteristic of DEA models is orientation, which indicates the direction an inefficient DMU ap-proaches the efficient frontier: either an increase in its output levels while maintaining the same level of input (output oriented) or a decrease in its input while keeping the same output level (input oriented). Input-oriented efficiency scores range between 0 and 1.0, and whereas output-oriented efficiency scores range between 1.0 and infinity, in both cases 1.0 is efficient. The output-oriented optimization of DMU Y in Fig. 2 is slightly different in that the DMU is not fully enveloped by the surface. In this case, DMU Y first approaches the frontier by increasing its output and then by using the "slack" variables to reach the efficient frontier. The VRS surface was used in this research; therefore, only the BCC model will be discussed in detail.
Banker Charnes Cooper (variable-return-to-scale) models
The linear programming system for the BCC input-oriented model is given in eq. [2] , and the output-oriented model in eq.
[3] (refer to Charnes et al. (1994) for more detail). The calculations provide a maximal performance measure using (Gong 1999) . 
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where x ij is the ith input of the jth DMU, y rj is the rth output of the jth DMU, u r and v i are the output and input weight, respectively. The objective of the function is to obtain the weights that maximize the efficiency of the DMU under evaluation, DMU 0 , while limiting the efficiency of all DMUs to less than or equal to 1.0 (for input-oriented models). Variables of this model are the efficiency score and the input-output weights; the inputs and outputs of the DMUs are known. Charnes et al. (1978) recognized the difficulty in seeking a standard set of weights to calculate relative efficiency and that DMUs might value inputs and outputs differently and therefore adopt different weights. They therefore proposed that each DMU should adopt weights that show it in the most favorable light relative to the other DMUs. This flexibility in the weights is both a weakness and strength of this approach. It is a weakness because the judicious choice of weights by a DMU possibly unrelated to the value of any input or output may allow a DMU to appear efficient but it may have more to do with the choice of weights than operational efficiency. This flexibility may also be considered strength because a DMU that is inefficient with even the most favorable weights cannot argue that the weights are unfair. As that might be, relationships can be incorporated into the model to constrain the weights as deemed appropriate.
It is very important to recognize that the efficiency values produced by DEA are only valid within that particular group of peers. A contractor that is efficient in one group may be quite inefficient when compared with another group. In other words, if a group of very poor contractors were evaluated using DEA, you would still have efficient contractors. (As discussed later, developing a practical frontier is one way of addressing this shortcoming.) Further, if the set of DMUs is small, then there is little discrimination between them. Consider Fig. 2 , where five of the nine DMUs are on the efficient frontier. A general rule is that there should be at least three times the DMUs as there are variables (inputs + outputs) in the model (Banker et al. 1984) . In the case of contractor prequalification, often there are 10 or fewer contractors to evaluate per contract. This would restrict the number of evaluation variables to three, which is simply too few for a thorough and reliable prequalification. It is, therefore, desirable to identify a standard set of best performers in construction prequalification, i.e., to identify the practical frontier that would act as a fixed framework from which all contractors could be compared. Sowlati (2001) asserted that it may be possible to create a series of artificial DMUs that are equally or more efficient than the best performers and that these DMUs could be based upon practical improvements of current efficient DMUs judged by expert opinion. From this premise, she developed P-DEA and the practical frontier. The resulting practical frontier is formed mostly by the artificial DMUs, as shown in Fig. 3 . In essence, the practical frontier improves the empirical frontier and brings it closer to the theoretical frontier.
Practical frontier in data envelopment analysis
The procedure has three stages (Sowlati 2001 the constraints: 
The addition of constraint 3, indicated by the box, is a modification to Sowlati's P-DEA formulation. The objective of the formulation is to determine the weights and value of inputs and outputs that maximize the efficiency within an upper limit (δ) of the DMU under evaluation, which originally had an efficiency score of 1.0. The new DMU developed from it will therefore have an efficiency score within the range of 1.0 to 1.0 + δ.
Constraint 2 ensures that the efficiency of other DMUs will not exceed 1.0 with the determined weights. This constraint (2), however, allows the DMU under evaluation to have an efficiency score of less than 1.0 and eventually permits the difference in efficiency between the original DMU and the new artificial DMU to be more than δ, the upper limit value. Constraint 3, therefore, was included to enforce the restriction of δ by controlling the efficiency score of the original efficient DMU.
In stage III, the model is run again with the real and artificial DMUs, and a new set of efficient units is defined, which will consist of some combination of real and artificial DMUs. The inputs and outputs of the artificial DMUs are shown in eq.
[5]. is removed. In fact, the analysis no longer has to be a batch process; it can be run with just a single DMU and the practical frontier. Additionally, this practical frontier could serve as a measure of the quality of contractors vying for the projects of a large owner over time.
Methodology, criteria selection, and data
The CPM (contractor prequalification model) framework initially developed by Ramani (2000) and modified by Tran (2002) is based on data envelopment analysis and provides an evaluating method that is computationally advanced, capable of reducing human and arithmetic bias, and is defensible. The model consists of three stages: (1) bonding capacity, (2) DEA, and (3) rank and (or) short-listing. Figure 4 presents a graphical representation of the model.
Bonding capacity is one of the most important criteria in the prequalification process, but it is not a quantitative variable. Stage 1 of the model eliminates from the process any contractor that is unable to obtain the appropriate bonding for the project. In stage 2, DEA is applied to evaluate the relative performance of the contractors in the form of efficiency scores. In stage 3, the efficiency scores are used to rank the contractors. The qualified contractors are then short-listed.
As stated by Ramani (2000) , the original model had four major shortcomings. First, while DEA has the ability to simultaneously handle multiple inputs and outputs, it does not differentiate the relative importance of these variables. The use of weight restrictions would address this issue. The second limitation is the large quantity of units required to run a reliable analysis -a minimum of three DMUs for each variable in the model. Third, the efficiency score is relative to the DMU set; while a DMU may be efficient, it might only be the best of a bad lot. Finally, the analysis must be run as a batch process. The development of a practical frontier would address these other issues. Therefore, stage 2 was modified to incorporate P-DEA.
The model was tested on 10 contracts within a larger project in which prequalification was undertaken using weighted scores. A series of experiments were run, each comparing the results with the weighted scores results, herein referred to as the baseline. The experiments proceeded from the original DEA model by Ramani (2000) , DEA with variable weight restrictions, and P-DEA+ with weight restrictions. It should be noted that the objective was not to match the results of the baseline but to examine the different model results and attempt to justify them.
Data collection
Prequalification data were examined from 1998 to 2000 for 10 contracts ranging from 3 to 12 million dollars. Each contract had at least 15 contractor prequalification packages. For brevity, only the results of contract A will be discussed here. The prequalification package included • completed CCDC-11 form (Contractor's Qualification Statement of the Canadian Construction Document Committee (CCDC 1996) ). The CCDC-11 contains the contractor's legal structure, financial references, client references, annual value of construction work for the past 5 years, principal projects completed in the past 5 years, similar or related projects completed, major projects underway, and key office and site personnel proposed for the project plus resumes of qualification.
• resumes of supervisory personnel to be assigned to the project • letter of Consent of Surety from a bonding company confirming the contractor's capacity to obtain bid, performance, and payment bonds and the minimum established bonding capacity • certificate of Clearance from the Workplace Safety and Insurance Board (WSIB) stating that the contractor's account with WSIB is not delinquent • current CAD-7, also from WSIB. This value consists of two parts: the cost of accidents and the frequency of accidents. These are combined into a firm performance index (FPI) ranging between -2 and +1. A FPI of 1 is the best, indicating that the contractor has had no or relatively few minor accidents. The sector average score is 0, and a score of -2 is the worst rating. Companies with a FPI between 0 and 1 receive a rebate, while those with a value between 0 and -2 are levied a surcharge (CSAO 2000) . The baseline model is a weighted score system with 10 criteria shown in Table 2 . The system awards a maximum of 50 points, and each criterion has a different possible maximum score. The scores for each contractor are summed, resulting in the prequalification ratings shown in Table 3 . The best possible score is 50, with most contractors scoring in the 40s.
Weighted score prequalification models have shortcomings. In this case, there were some subjective decisions made in the assignment of scores to each contractor. Where data were missing, the decision maker would complete the scoring using his (her) knowledge of the local industry. While it was useful for the project management team, it made the process less defensible. Further, an excellent score in one factor could overshadow a poor score in another factor. For example, consider contractors A7 and A10 to A15. They all received a score of 44 points. They received the same number of points for personnel resumes, financial references, completed projects, letter of Consent of Surety, and, WSIB Clearance certificate. Contractor A15 received the lowest rating for safety but instead made great points in related projects. Are these equivalent? Contractor A13 also received excellent points in related projects but lost points in key personnel and type of company. Although the company has experience with the specific type of project, would it not be equally or more important that the key persons assigned to the project have similarly excellent experience? Further, there appears to be redundancy in "key personnel" and "personnel resumes". Finally, as in this case, points are often assigned in a step function. For example, if the company does CAN$2.8 million of construction business a year, and another company does CAN$3.2 million, one could argue that those three points do not represent as much value to the project as the two points given for WSIB clearance certificate. 
Selection of operational variables
After consideration of the top criteria identified in Table 1, the availability of data, expert opinion on the relevance of the factors, and the criteria used in the weighted scores system, five contractor prequalification criteria shown in Fig. 5 were selected as the DEA variables. The assignment of variables as an operational input or output was based on the DEA concept that inputs are variables that you want to minimize and outputs of an operation should be maximized. Expert opinion for the weight restrictions and efficiency improvements were also collected. The experts included two senior project managers representing the owner and a senior project manager from a large construction company. The variables used for this project may not be relevant for all other projects. The criteria used for prequalification should be customized to address the local market conditions, the owner's objectives, and the project's characteristics. Then, the relative importance of the variables is established by the weights assigned to them.
• safety record (SR) -The FPI from the CAD-7 documents was used; however, DEA requires that all variables be positive. Since this variable was going to be an operational input and the goal is to minimize inputs, the equation 4.0-FPI was used to transform the FPI value and meet the constraints of the model. • current capacity (CC) -Defined as the contractor's current workload (CWL) plus the proposed project value (PV), divided by the maximum amount of work the contractor had undertaken at any time in the last 5 years. Unfortunately, data on the maximum amount of work were not available; therefore, the sales history (SH) was used. A factor, c, was incorporated to account for the difference between the two, as shown in eq. [6] . Fortunately in the BCC model, there is a scale invariance property that allows the variables to be measured in any units and to be scaled by any factor, since only the relative scores of the DMUs are calculated (Ali and Seiford 1993) . In this case, c = 1 as it did not matter what value was used, and arbitrarily assigning a value other than 1 seemed ineffective.
[6] CC CWL PV SH c = + × ×100%
• sales history (SH) -the average annual construction value achieved by the contractor in the last 5 years.
• related work experience (RE) -the summation of the monetary values of all related projects provided in the contractor's statement.
• employee experience (EE) -From the resumes submitted by the contractor, the years of experience of the key supervisory personnel assigned to the project were summed to indicate the management resource of the contractor.
The contractor data are shown in Table 4 . Correlation analysis was performed on the variables for each contract and with the combination of data from all 10 contracts. It was found that the variables have low correlation; the highest correlation coefficient was 0.358 between "related expe- rience" and "sales history". The five variables were therefore not redundant and reasonably representative of the contractors.
Analysis results
The DEA software used to run the model was the efficiency measurement system (EMS) developed at University of Dortmund, Germany. The EMS is capable of handling DEA problems with over 5000 DMUs and 40 variables. The BCC model was run on all 10 contracts; both input and output orientation were investigated. Only the output-oriented results will be discussed here.
The contractors that did not meet the bonding requirements were excluded from further analysis. The DEA model was first run without any restriction imposed on the variable weights. Then, the relative importance of the weights assessed by the experts were converted into constraints as ratios and added to the basic DEA model, and the analysis was run again, this time with more consistency in the weights. Ranking comparison for contract A between the weighted scores and the DEA models is presented in Table 5 . Comparing the results, the number of efficient DMUs decreased significantly from seven in the run without weight restrictions to only two with weight restrictions, indicating the improved discrimination power of DEA with the weight restrictions. This trend was observed in all 10 contracts. Some differences in rank are worth discussing, particularly DMUs A7 to A10, shown as the top four in Table 5 . The baseline model resulted in top scores for contractors A8 and A9, but the DEA weight-restricted model placed those two as seventh and eighth, respectively. The primary difference between the two evaluation methods is that step functions are generally used in weighted score systems to convert the actual values of the evaluation variables into scores (as shown in Table 2 ), whereas continuous values are used directly in DEA models. Decision-making unit A9 lost 4 points in the weighted score because of a poor safety rating but made up for it in the related projects category. One should be concerned that a contractor with a poor safety record was ranked second.
That DMUs A7 and A10 were evaluated as efficient indicates that the actual values for the variable "related projects" did not warrant the 5-point jump earned by A8 and A9 as compared with A7 and A10 in the weighted score model. Clearly, the advantages in using the DEA model are that using real values allows the distinctions to be recognized proportionally and that low scores in one area cannot override a higher score in another category.
Stage 2b: Creating artificial improved decision-making units
The objective of this stage is to determine the possible improvement in inputs and outputs of efficient contractors evaluated in stage 2a and to use this information to create the artificial contractors using P-DEA+. The parameters entered into the model were the possible increase in efficiency of best practice units (δ) and the allowable ranges of variation of inputs and outputs (L xi0 ≤ x i0 ≤ U xi0 , L yr0 ≤ y r0 ≤ U yr0 ). The parameters used are • δ = 0.06 • safety records:
(1 0.20)
(1 0.20) • current capacity:
( The P-DEA+ model was solved for each efficient contractor from stage 2a with weight restrictions. Microsoft ® Excel's solver was used to execute the P-DEA+ linear programming for all 10 contracts as the inverse mechanism of EMS, i.e., to determine the new values of inputs and outputs from a maximum efficiency score value by optimizing the weights. The weight restrictions used in stage 2a were included as constraints. Table 6 presents the results of contract A. The inputs and outputs of new contractors are presented along with the original efficient contractors upon which the new contractors, denoted by N, were based.
Stage 2c: Establishing the practical frontier
The objective of this stage was to define the practical frontier by running the DEA model again with both the original and the artificial contractors. Analysis was done on all 10 contracts with the same weight restrictions as in the last stage. Table 7 shows stage 2c results for contract A. Included are the efficiency scores of both the real and artificial contractors and the weights used in the analysis. The practical frontier is believed to reflect the industry's standard in the Southern Ontario region, since the contracts under evaluation were relatively large and the contractors involved in the prequalification are representative of the regional market.
Assuming that the top nine contractors in the weighted scores evaluation would have been prequalified, it is of interest to examine how they performed at the various stages of the CPM. The top nine ranked contractors in each evaluation model are shown in bold ( Table 8) . As noted earlier, it was questionable whether A13 and A15 should be in the top nine contractors. The DEA models with weight restrictions captured these anomalies and placed these two contractors at 11th and 15th places, respectively. In addition, all DEA models would have brought A16 into the top nine, and the weight-restricted DEA would have included A4.
Conclusions
Prequalifying contractors in a construction project is a not a simple task, since the process involves comparing units with multiple criteria and qualitative information. Data envelopment analysis, with its ability to measure the relative performance of organizational units that have multiple inputs and outputs, has been demonstrated as a feasible solution to the contractor prequalification problem. A three-stage methodology that is able to create best-practice benchmarks (practical frontiers) for comparing contractors for a specific project type was established.
The CPM framework could be extremely useful to major owners that manage large annual budgets in construction, such as Departments or Ministries of Transportation, petrochemical facilities, and large municipalities, where the prequalification process is often undertaken by these organizations just once per year. The variables used by each owner would be customized to meet their needs. A standard practical frontier could be useful as a regional performance benchmark against which contractors could measure themselves and identify possible performance targets. As well, because they are
