Abstract. Glasserman and Yu (Ann. Appl. Probab. 14, 2004, p. 2090 have investigated the mean square error in the Longstaff-Schwartz algorithm for American option pricing, assuming that the underlying process is (geometric) Brownian motion. In this note we provide similar convergence results for the standard Poisson, Gamma, Pascal, and Meixner processes, pointing out the connection of the problem to the Lévy-Sheffer systems introduced by Schoutens.
Introduction
The least squares Monte Carlo approach by Longstaff and Schwartz [4] has become the standard method for pricing American (or Bermudan) interest rate derivatives by Monte-Carlo simulation. It proceeds by backward induction and estimates value functionals by regression on a prescribed set of basis functions. Its convergence analysis was commenced in the original paper [4] , and was carried out in detail by Clément, Lamberton, and Protter [1] . In both papers it is assumed that the number of basis functions is fixed, while the number of Monte Carlo paths grows. Glasserman and Yu [3] (abbreviated GY in what follows) have analyzed settings in which these two parameters increase together. In particular, they have shown that the number of basis functions may grow only roughly logarithmically, if the underlying process is Brownian motion or geometric Brownian motion.
The present note corroborates their conjecture that their analysis should be extendable to other settings with similar results. In this way, we add some theoretical evidence that a large number of basis functions is detrimental on convergence, a plausible fact from a practical point of view [7] . On the other hand, we provide an application of the neat martingale properties that Schoutens [8] found for certain Lévy processes and families of orthogonal polynomials.
In the following section we recall Longstaff and Schwartz's algorithm and describe the problem that GY [3] treated. Our presentation is deliberately brief; see GY [3] for more on the context of the problem. Section 3 recalls the notions of Sheffer system and Lévy-Meixner system [8] . Besides Brownian motion, this theory yields four processes that lend themselves to the analysis: the standard Poisson, Gamma, Pascal, and Meixner process. In Section 4 we assume that there are only three exercise opportunities, resulting in a single regression, and show how fast the number of simulation paths must increase in order to ensure convergence of the Longstaff-Schwartz algorithm for a growing number of basis functions. Asymptotic inversion of this result yields rows two to five of Table 1 . The last column indicates the maximal number of basis functions for which the mean square error tends to zero as the number of paths tends to infinity. Finally, Section 5 contains an analogous bound for the multi-period setting, which is weaker, but upon inversion still leads to the same critical asymptotic rate as the single-period case. In the course of the proofs, it turns out that the different critical rate of Brownian motion stems from the slower growth of the connection coefficients pertaining to the associated Lévy-Meixner system, viz. the Hermite polynomials.
Process
Basis polynomials #Basis functions Geometric Brownian motion Monomials √ log N Standard Poisson Charlier log N/ log log N Gamma Laguerre log N/ log log N Pascal Meixner log N/ log log N Meixner Meixner-Pollaczek log N/ log log N Brownian motion Hermite log N Table 1 . The highest possible number of basis functions for N paths 2. Review of the Algorithm, Previous Results, and Notation
For the reader's convenience, our notation closely follows that of GY [3] . Suppose that our (discounted) asset follows a Markov process S t . The American (actually Bermudan) option may be exercised at the times 0 = t 0 < · · · < t m . The payoff from exercise is h n (S tn ), for given functions h n , 0 ≤ n ≤ m. By dynamic programming, the option value at time t 0 equals max{h 0 (S t0 ), C * 0 (S t0 )}, where the continuation values C * are given by
Longstaff and Schwartz [4] approximate these continuation values by a linear combination of basis functions ψ nk :
where β n = (β n0 , . . . , β nK ) T is a vector of real numbers which is estimated by regression over the simulated paths, and ψ n (x) = (ψ n0 (x), . . . , ψ nK (x))
T . The variant of the algorithm to be analyzed proceeds as follows. Start with the final continuation valueĈ m = 0 and the final option valueV m = h m . For n = m − 1, . . . , 1 generate N sample paths {S
Finally, the initial continuation value isĈ 0 (S 0 ) = N
Note that the matrix
has to be estimated by its sample counterpart in practice, but is available explicitly in the examples that GY [3] and we consider. In the single-period case m = 2, the question that GY [3] treated is as follows. Suppose that there is a representation
with unknown constants a k . This assumption is not too restrictive; an infinite series representation of this kind has to be assumed anyways to get convergence of the algorithm, and since we are interested in K → ∞, we can suppose that (2) is a good approximation of the payoff at t 2 . Furthermore, assume that the martingale property
holds. How fast may K tend to infinity compared to N , while assuring that the mean square error of β tends to zero? To this end, they established the bounds
and (5) sup
Here and in what follows, | · | denotes the Euclidean vector norm, and · denotes the Euclidean (or Frobenius) matrix norm. The proofs of the estimates (4) and (5) are short; the bulk of the work of GY [3] lies in the concrete examples (Brownian motion and geometric Brownian motion), and in the general analysis of the multiperiod case (see Section 5). The martingale property (3) is convenient for estimating the expectations in these two bounds. Another useful property is orthogonality of the basis functions. If S t is Brownian motion, then GY [3] have shown that for N paths the highest K for which the mean square error tends to zero is roughly log N . Hermite polynomials are natural basis functions in this case. If the underlying process is geometric Brownian motion and monomials are used as basis functions, then K may only be as high as √ log N . In this note we show that the analogous rate for the Poisson, Gamma, Pascal, and Meixner processes is in between, viz. log N/ log log N .
Lévy-Meixner Systems
A source of basis functions and processes that satisfy martingale equalities of the type (3) are the Lévy-Meixner systems introduced by Schoutens [8] . Recall that Meixner [5] has determined all sets of orthogonal polynomials Q k (x) that satisfy Sheffer's condition
for some formal power series f and u with u(0) = 0, u ′ (0) = 0, and f (0) = 0. Schoutens introduces a time parameter t via
and shows how an infinitely divisible characteristic function, and thus a Lévy process, can be defined by f and u under appropriate conditions. Building on Meixner's characterisation, five sets of orthogonal polynomials Q k (X t , t) and associated Lévy processes X t are determined, which satisfy martingale equalities of the type
This furnishes the connection between Sheffer (resp. Lévy-Meixner) systems and condition (3) . There are five Lévy-Meixner systems, constructed from Hermite polynomials, Charlier polynomials
k (x), Meixner polynomials M k (x; µ, q), and Meixner-Pollaczek polynomials P k (x; µ, ζ), respectively. The resulting Lévy processes X t are standard Brownian motion B t , the standard Poisson process N t , the Gamma process G t , the Pascal process P t , and the Meixner process H t , respectively. See Schoutens [8] for the definitions of all these processes and families of orthogonal polynomials; we just note that the processes are characterized by the increment characteristic functions
Brownian motion is not of interest to use, since the corresponding last line of Table 1 has been established by GY [3] . As for the remaining four processes, in the light of condition (3), the martingale relations [8] 
valid for 0 < s < t, prompt us to choose the basis functions in Table 2 . (Note that (t) k = t(t + 1) . . . (t + k − 1) is the Pochhammer symbol.) When specializing the Table 2 . Lévy-Meixner systems bounds (4) and (5) to our examples, we will require the orthogonality properties
as well as a way to express the squares of the basis functions as series of basis functions. We will denote by d ki (t n ) the connection coefficients in the expansion
Where distinction is necessary, the connection coefficients corresponding to the four families in Table 2 will be written as d
Pa ki (t n ), and d M ki (t n ), respectively. The same superscripts will adorn other quantities to distinguish the four cases, viz. the Poisson, Gamma, Pascal, and Meixner process. Throughout the paper, we write c for various positive constants whose precise value is irrelevant.
The Single-Period Problem
We now state our main result about the single-period problem, where our only exercise times are 0 = t 0 < t 1 < t 2 . Theorem 1. Suppose m = 2, that S t is a Poisson process, and that the basis functions are as in line one of Table 2 . Put (u, v) = (10, 4) . If the number N of paths and the number K of basis functions satisfy N ≥ K (u+ε)K for some positive ε, then
For the Gamma, Pascal, and Meixner processes, with their respective basis functions from Table 2 , the same holds, if (u, v) is replaced by (8, 8) , (11, 7), and (8, 8), respectively.
The announced critical rate log N/ log log N in Table 1 then follows from the fact that the solution of N = K cK satisfies K ∼ c −1 log N/ log log N , see e.g. de Bruijn [2] .
Looking at (4) and (5), we begin the proof of Theorem 1 by bounding Ψ 1 and Ψ
−1 1
, defined by (1) and Table 2 . grow at most exponentially in all four cases (Poisson, Gamma, Pascal, and Meixner), except for Ψ
Proof. For the Poisson process we find, by (7) and Stirling's formula,
Similarly, in the Pascal case, we have
The Meixner process is treated by the estimates
and
It remains to deal with the Gamma case. The parameter t − 1 in the martingale property (6) is not quite compatible with the orthogonality relation (8) of the Laguerre polynomials. But by the formula [9]
hence Ψ G 1 is tridiagonal. As (10) grows only polynomially in k, it is clear that so does Ψ G 1 . As for the inverse, note that Ψ G 1 is diagonally dominant, so that it suffices to bound the diagonal elements of (Ψ G 1 ) −1 (see Nabben [6, Theorem 3.1]; note that the τ k from that theorem are all equal to 1 in our situation.) The diagonal elements e k of (Ψ G 1 ) −1 can be computed recursively as [6] 
A straightforward backward induction shows that this implies
−1 grows at most exponentially, too.
We proceed to bound the fourth order moments in (4) . Using (9) and the martingale relation (3), we obtain
The connection coefficients from the expansion (9) are well-studied objects for various families of orthogonal polynomials. See Zeng [10] for some combinatorial properties and explicit formulas. Paraphrasing one of these results [10, Corollary 2], we have
Here it is understood that 1/n! = 0 for n a negative integer, as is natural when extending the factorial by the Gamma function. Therefore, the sums in (12)-(15) run from s = max{i, k} to s = k + ⌊i/2⌋.
Moment bounds in the Poisson case. By (7), (11), and (12), the sum on the right-hand side of (4) can be estimated by (16)
It is easy to see that b
,k+l increases in k under these conditions. From this we deduce that the s-sums in (16) increase in j respectively k:
Using this in (16) yields (recall that c may change its value in each occurrence)
It is easy to see that the summand increases in i for K ≥ 0, 0 ≤ i ≤ K and K ≤ s ≤ K + i/2. Hence we find that the portion K i=0 of the i-sum in (17) can be bounded from above by
The last equality holds because the summand in (18) is unimodal with mode at
. The remaining part of the i-sum in (17) can be estimated by
Note that in the first line we have introduced the new factor s! in the numerator. This makes the summand increasing w.r.t. the substituion i → i + 1, s → s + 1.
Hence it suffices to keep only the summands of the s-sum with s = K + ⌊i/2⌋, which shows the first inequality. As for the second inequality, note that the factor i!/⌊i/2⌋! 2 of the summand grows only exponentially, and that the factor (i−2⌊i/2⌋)! in the denominator is clearly negligible. Finally, the last sum in (19) has increasing summands, which together with Stirling's formula implies the last inequality. By (17), the estimates (18) and (19) show that
In the light of (4) and Lemma 2, the value u = 10 for the Poisson Process in Theorem 1 is established. As for the second assertion about the Poisson process in Theorem 1, note that, from (11),
The orthogonality property (7) and formula (12) yield
analogous to (2) holds at time t m , and that the payoff function does not grow too fast in the following sense.
Theorem 3. Suppose that the payoff functions satisfy the growth constraint
