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Abstract
In this work we focus on reduced order modelling for problems for
which the resulting reduced basis spaces show a slow decay of the Kol-
mogorov n-width, or, in practical calculations, its computational sur-
rogate given by the magnitude of the eigenvalues returned by a proper
orthogonal decomposition on the solution manifold. In particular, we
employ an additional preprocessing during the offline phase of the re-
duced basis method, in order to obtain smaller reduced basis spaces.
Such preprocessing is based on the composition of the snapshots with
a transport map, that is a family of smooth and invertible mappings
that map the physical domain of the problem into itself. Two test cases
are considered: a fluid moving in a domain with deforming walls, and
a fluid past a rotating cylinder. Comparison between the results of the
novel offline stage and the standard one is presented.
keywords: reduced order modeling; transport dominated problems;
fluid-structure interaction problem; flow past a rotating cylinder; proper
orthogonal decomposition.
1 Introduction
The reduced basis method [27, 25, 48, 10, 31, 26, 39] is a powerful
tool when requiring fast simulations of parametrized partial differential
equations (PDEs): its efficiency relies on the possibility to construct
an approximation of the solution for any value of the parameter in the
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span of a few basis functions, which are computed in the (expensive)
offline phase. Despite its capability has been acclaimed in a large
variety of situations, model reduction of advection dominated (or even
hyperbolic) problems is still a challenging task [41, 23, 19]. It has
therefore become clear that a modification of the way the reduced basis
method works is necessary, especially in order to be able to obtain a
small basis set also in these more challenging situations.
Assume that Ω is the physical domain of the problem of interest.
Let P ⊂ Rp, p ∈ N, be a compact set, and denote by µ ∈ P the
parameter. Furthermore, let t ∈ [0, T ] be the time, for some T > 0.
In the following the symbol η will either stand for µ in parametrized
stationary problems, t in non-parametric unsteady problems, or the
pair (t, µ) in parametrized unsteady problems. For any value of η ∈ E ,
we seek the solution z(η) : Ω→ RZ , Z ∈ N, to the following PDE:
N(z(η); η) = 0 (1)
where N is a nonlinear operator working on functions defined over Ω,
and E := P, E := [0, T ] or E := [0, T ] × P, respectively, in the three
aforementioned cases. Specific examples of problems of interests in
computational fluid dynamics and fluid-structure interaction will be
introduced throughout the paper.
Let z(η) be a component of z(η), andMz be the solution manifold,
embedded in some normed linear space (Xz, ||·||Xz ), defined as:
Mz = {z(η), η ∈ E}.
The choice of a component-wise solution manifold (rather than just
one solution manifold associated to the vector z(η)) will be motivated
in section 2. One fundamental assumption of the reduced basis method
is thatMz can be approximated in an accurate way by a sequence of
finite dimensional spaces: any element ofMz can be recovered using a
linear combination of solutions of (1), which are computed only once
and for all. The mathematical entity that incorporates this concept is
the Kolmogorov n-width ofMz, defined as
Dn(Mz, Xz) = inf
En⊂Xz
sup
f∈Mz
inf
g∈En
||f − g||Xz , (2)
where En is any linear subspace ofXz of dimension n. The Kolmogorov
n-width Dn tells us the entity of the error that we commit by approx-
imating any element f ofMz with an element g of a linear space En.
Therefore the faster Dn decays as we let n grow, the greater possibility
we have to build a good linear approximation space ofMz of low di-
mension. In the majority of the problems there is no explicit analytic
formula for Dn, yet there are some situations where we can compute
good bounds on the Kolmogorov n-width[36, 17]. In general, since it
is very difficult to provide such bounds on Dn, we can only hope that
the n-width of the solution manifold is small. A heuristic way to check
that this hypothesis is satisfied by the problem of interest is to run
a proper orthogonal decomposition (POD) on a set of snapshots, and
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check the rate of decay of the eigenvalues {λi}i returned by the POD:
if the {λi}i decay fast, then we can expect to be able to build a good
low dimensional linear approximation space forMz. This assumption
often fails in transport-dominated problems, which show a very slow
decay of the eigenvalues of the POD, and thus the inability of the re-
duced basis method to reconstruct any element ofMz by using a small
number of basis functions.
A growing number of works which focus on constructing alterna-
tive (nonlinear) model order reduction techniques, that can be effec-
tively applied to transport-dominated problems, has appeared in recent
years. Abgrall et al. [3] show an L1 norm minimization technique, to
be used for the approximation of nonlinear hyperbolic equations, with-
out anyway curing the problem of high dimensional solution manifolds.
Approximated Lax pairs have been employed for model reduction of
nonlinear problems arising in cardiac electrophysiology[21, 22] . Ger-
beau et al [21] construct a reduced basis space at each time step: the
reduced basis are the modes of a Schroedinger operator where the po-
tential is the solution at the previous time step. The drawback of this
procedure is the increase of the number of basis functions as the approx-
imation accuracy requirement is increased. Nonlinear model reduction
techniques in metric spaces are proposed by Ehrlacher et al. [19], re-
lying either on a tangent principal component analysis or barycentric
greedy algorithm. Adaptivity is also employed to overcome difficulties
arising in model reduction of transport dominated flows, see Carlberg
[15] for the use of localized reduced bases or Peherstorfer [42]. the pro-
cedure to update the basis set. Several other different techniques rely
on a composition with a suitably defined transport map (on which we
will focus on in the rest of the work). Such map may be obtained as
the solution of a Monge-Kantorovich optimal mass transport problem
[28, 9], or provided analytically in simple cases as the one-dimensional
problem considered by Cagniart et al. [14]. More complicated con-
figurations, possibly including shocks, can still be handled relying on
transport maps based on more advanced shape parametrization maps
[13]. Extension to multiple transport phenomena are also possible,
most notably by means of the shifted POD [45], as well as (possibly
interacting) shocks by recent extensions of the transported snapshots
interpolation [59, 58, 60] and transported snapshots model reduction
methods [38]. While in simple cases the underlying transport maps are
provided by the user, registration techniques can be employed to auto-
mate their selection in more complex geometrical configurations [55].
Application of the use of transport maps for model reduction based on
an embedded high fidelity method is shown by Karatzas et al. [30]. An
alternative is the freezing method [40, 47, 11], in which the key tool is
the identification of a Lie group acting on a frozen solution component.
However, to properly develop and analyze the proposed methodology
for complex problems in fluid dynamics, very involved mathematical
tools and settings are needed which as of now hinders its applicability
in a broader setting. This consideration, together with previous ob-
servations on other techniques, makes it clear that there is the need
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for a lighter, simpler and more natural framework. A methodology
that satisfies these requirements and that is based on the definition
of some transport maps has been introduced and applied to some toy
problems by Cagniart [12] and Cagniart et al.[14]. The goal of this
work is to present an application of model reduction based on trans-
ported snapshots for problems in fluid dynamics and fluid-structure
interaction, focusing in particular on the comparison between results
of the standard offline phase and the novel one which relies on trans-
port. As (especially in fluid dynamics problems) further challenges are
present during the online stage, such as keeping into account stabiliza-
tion [57, 4] or turbulence modelling [16, 49], we limit our exposition
to the offline stage; future research work will extend the results pre-
sented here to the online stage. The article is organized as follows:
in Section 2 we present the nonlinear model reduction approach by
transport maps, and we explain how it helps to overcome the problem
of slow decay of the Kolmogorov n-width. In Section 3 we present a
first example of application: a time dependent CFD problem, without
parameters. In Section 4 we study a fluid–structure interaction prob-
lem, where the solution behaves like a travelling wave, thus featuring a
slow decay of the Kolmogorov n-width of the problem; also in this case,
the problem is time dependent and non-parametric. In Section 5, we
further extend the CFD test case introduced in Section 3 by adding a
physical parameter, namely the Reynolds number. Conclusions follow
in section 6.
2 Nonlinear model reduction by transport
maps
In this section we summarize the nonlinear approach that we will ap-
ply in the forthcoming sections to fluid dynamics and fluid-structure
interaction problems. We will closely follow the presentation and the
notation introduced by Cagniart et al. [14] for a parametrized viscous
Burgers equation. The idea proposed therein is to “pre-process” the
solution manifold Mz by a composition with a map in a family of
smooth and invertible mappings
Fz = {Fη : Ω→ Ω, Fη is smooth and invertible, η ∈ E}.
Maps in the family Fz are parametrized by the same η appearing in
(1), and are essentially problem-specific. For instance, in the work by
Cagniart et al. [14], a family of translations Fη(x) = x− η, x ∈ Ω ⊂ R
was employed for the viscous Burgers equation. Specific choices of Fz
will be discussed alongside the problem of interest. We then introduce
the “pre-processed” solution manifold
MFz = {z(η) ◦ F−1η , η ∈ E}.
Assuming that Fz is carefully chosen,MFz has a smaller Kolmogorov
n-width thanMz. We remark here that one may well choose different
4
families Fz for different components z(η) of the solution z(η); indeed,
it is often the case, especially in multiphysics problems, that the qual-
itative evolution in η (which usually suggests the choice of the family
Fz itself) behaves differently for different components of the solution.
The practical realization of this preprocessing procedure is incorpo-
rated in the offline phase. Given a discrete training set Etr, we compute
each solution component z(ηtr) associated to any ηtr ∈ Etr. The dis-
crete approximations of the corresponding standard and preprocessed
solution manifolds
Mtrz = {z(ηtr), ηtr ∈ Etr},
MtrFz = {z(ηtr) ◦ F−1ηtr , ηtr ∈ Etr},
provide snapshots for a compression by a POD. The compression is
here applied to bothMtrz andMtrFz to provide a comparison between
the standard offline phase and one with preprocessing, but in practical
computations one would neglect the compression of Mtrz , as it is un-
derstood thatMtrFz would result in a POD basis set {Φi}Ni=1 of lower
dimension.
As anticipated in the previous section, we will only focus on the offline
part of the reduced order method; efficient evaluation of the online so-
lution in a Galerkin projection setting is a future development of this
work; nevertheless we provide for completeness some details on how
the online phase of this new reduction method should be carried out.
Let us assume that an accurate approximation zN (tn) of the solution
component z(tn) at time tn is known, as a linear combination of our
basis functions Φi:
zN (tn) =
N∑
i=1
αni Φi ◦ Fηntr .
In order to recover zN (tn+1) as an expansion:
zN (tn+1) =
N∑
i=1
αn+1i Φi ◦ Fηn+1tr ,
the idea proposed by Cagniart et al.[14] is to iterate between the
search for the reduced coordinates αn+1i and the search for a suit-
able parameter ηn+1tr . This procedure is carried out by means of a
minimization problem of the L2 norm of the residual evaluated at∑N
i=1 α
n+1
i Φi ◦ Fηn+1tr .
In the next two sections we will see two applications of this pre-
processing procedure: the first problem we are going to study is a
computational fluid dynamics (CFD) problem, and the second prob-
lem is a fluid–structure interaction problem. These two applications
are quite different for what concerns the physics behind them (the lat-
ter is a coupled multiphysics problem, the former is not), but they both
feature a slow decay of the eigenvalues returned by running a POD on
Mtrz . In the first case is characterized by the change of the direction
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of propagation of a vortex close to a rotating cylinder, a feature which
is difficult to reproduce with a small number of basis functions. The
second problem is a transport dominated problem, where the solution
behaves like a wave travelling in the domain. Also in this case the trav-
elling wave would be hard to be reconstructed with a standard model
order reduction technique.
3 A CFD test case
In this Section we are going to show the results that we obtain with
the preprocessing procedure on a CFD test case, namely a fluid past a
rotating cylinder. The problem described in the following is inspired by
the one presented in Cagniart’s thesis [12], although our formulation is
slightly different: in the reference, the direction of the fluid velocity at
the inlet boundary is changing in time, and the cylinder is kept fixed,
whereas on the contrary in our problem the inlet direction is constant,
but the cylinder is rotating.
3.1 Problem formulation
In this problem we have a flow past a rotating cylinder; this situation,
with or without the rotation feature, is quite interesting and has been
indeed studied in a large number of papers, both in the incompressible
case [8, 50, 29, 51] and in the compressible regime [56]. It is well known
that if the Reynolds number Re is greater than 47, then a vortex
shedding phenomenon occurs [29]. When, in addition, the cylinder
is rotating, it might happen that we see a change in the direction of
propagation of this vortex; this phenomenon is quite complicated and
is strictly related to a variety of different physical quantities. In fact,
it is related not only to Re, but also to the cylinder rotation rate α,
which is defined as:
α =
Dω
2U∞
,
where D is the diameter of the cylinder, ω is the angular velocity of
a point on the surface of the cylinder and U∞ is the oncoming free
stream velocity. For α < αL vortex shedding occurs, where αL is a
critical value that is a function of Re. We refer to Stojković et al.
[50] for different values of α related to different values of the Reynolds
number.
To model our problem we use incompressible Navier-Stokes equa-
tion. Figure 1 shows the physical domain Ω for our problem. We do
not take into account any physical parameter. Our problem reads as
follows: for any time t ∈ [0, T ] find uf (·; t) and pf (·; t) such that:
∂tuf + (uf · ∇)uf − 1Re∆uf +∇pf = bf in Ω× [0, T ],
−divuf = 0 in Ω× [0, T ],
uf = uin in Γin × [0, T ],
uf = utan in Γcyl × [0, T ],
pfn− 1Re∇uf · n = 0 in (Γtop ∪ Γbottom ∪ Γout)× [0, T ].
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Figure 1: Physical domain of the CFD test case.
We impose homogeneous Neumann conditions on top and bottom walls
Γtop and Γbottom, and also on the right boundary Γout, as all these
boundaries are considered as outlets due to the fact that the vortex
sheet rotates alongside with the cylinder. We impose a Dirichlet condi-
tion uf = uin on Γin, where uin is a fixed horizontal inflow tabulated
in Table 1.
Furthermore, utan is the tangential velocity at the surface of the
rotating cylinder. At the beginning of the simulation the cylinder is
not moving, and it stays still until a fully developed vortex shedding
phenomenon is reached; after that the cylinder starts to rotate counter-
clockwise, first with a constant acceleration β, then it keeps on rotating
with a constant angular velocity. Thus, denoting by ω be the angular
velocity of the cylinder, we set
ω =

ω0 = 0 for t ∈ [0, t1],
ωt = ω0 + β(t− t1) for t ∈ [t1, t2],
ωf = ωt2 for t ∈ [t2, T ].
(3)
Once we have the angular velocity, we can compute utan thanks to the
relation:
||utan(t)|| = ωtr,
where r is the radius of the cylinder, and assuming utan(t) to be tan-
gent to Γcyl.
As far as the problem formulation concerns, let us mention the
fact that, in preparation of a forthcoming online stage, we adopted
a supremizer enrichment technique, meaning that we decided to enrich
the space of the fluid velocity snapshots uf with some supremizers
snapshots su. The supremizer snapshots su are needed at the reduced
order level in order to have a more stable approximation of the fluid
pressure. For further details on the formulation of the supremizer in
the POD framework of parametrized fluid flows we refer to Ballarin et
al.[5].
In Table 1 we can find the problem data that we used in our simu-
lation. After we obtain a fully developed Karman vortex, and after the
cylinder starts to rotate, we have a noticeable change in the direction
of propagation of the vortex. This change of direction may hinder the
representation of the solution by a small number of basis functions, and
this expectation is confirmed by running a POD on the fluid velocity
snapshots collection, as we can see from Figure 2.
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Data Value Data Value
r 2 cm uin (1, 0)
Re 100 ∆t 0.25
bf 0 β 0.025 rad/s2
t1 75 s t2 95 s
T 145 s
Table 1: Problem data for the CFD test case.
Figure 2: Decay of the eigenvalues for the fluid velocity in the simulation
with a rotating cylinder.
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Figure 3: Subdivision of the physical domain Ω into Ωint (red) and Ωext
(blue).
3.2 Preprocessing step
We will focus on the preprocessing of the fluid velocity uf , since it is
more straightforward to visualize the direction of propagation of the
Karman vortex and hence understand the idea beneath the deforma-
tion map. First of all, let us notice from Figure 3 that, when building
the mesh, we have defined a fictitious subdomain Ωint (in red). It is
very important to choose the radius r of the circular subdomain Ωint
in such a way that Ωint is entirely contained in the physical domain
Ω and yet Ωint is able to capture all the complex behaviour of the
solution that is strictly related to the rotation of the cylinder. In fact
the blue subdomain Ωext in Figure 3 deals with the small vortexes that
originate in the wake of the cylinder before it starts to rotate: these
vortexes propagate in the domain and their behaviour is not heavily
affected by the rotation of the cylinder, and therefore we should be
able to reproduce their behaviour with a coarse set of basis functions.
Therefore as the solution features the most interesting phenomena in a
neighborhood of the cylinder Γcyl, we are not going to preprocess the
entire snapshot, but we are going to focus instead just on its restriction
on Ωint. This procedure is more adapted, in the sense that we are not
considering the solution manifold as a global entity, but we think of it
as made of two manifolds, Mext and Mint: this division is based on
the division of the physical domain of interest Ω into two subdomains
Ωext and Ωint. Therefore:
Mext = {uf (·, t)|Ωext , t ∈ [0, T ]}, (4)
Mint = {uf (·, t)|Ωint , t ∈ [0, T ]}. (5)
Being Ωext far from the rotating cylinder, and therefore far from the
rotating phenomenon, we expectMext to be a better behaved solution
manifold with respect to Mint. This means that Mext has a small
Kolmogorov n-width, and does not need any preprocessing. On the
contrary we will focus on Mint, which will have a slowly decaying
Kolmogorov n-width. Before going any further, let us remark that
the subdivision of Muf in Mint and Mext is strictly dependent on
the subdivision of Ω, therefore the fictitious cylinder has to be chosen
wisely, in such a way that Ωint is able to capture most of the rotating
phenomenon. In particular, in our simulations, we have chosen Ωint to
be a cylinder of radius r, 7 times larger than the radius of the physical
cylinder.
For the preprocessing step therefore we first restrict the snapshots
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Figure 4: POD comparison before (black) and after (magenta) the prepro-
cessing of uf .
to the subdomain Ωint. Then, we want to build a (one-parameter)
family of smooth and invertible maps
Fuf = {Fθ : Ωint → Ωint, θ = θ(t), t ∈ [0, T ]},
where θ is the parameter identifying each map. In our case it is natural
to choose, at each time t, θ(t) to be the angle spanned by the direction
of propagation of the vortex (obtained through a postprocessing of
the solution uf (t)) and the horizontal axis. We choose the following
preprocessing map:
F−1θ (x, y) =
(
cos θ − sin θ
sin θ cos θ
)(
x
y
)
. (6)
The idea behind (6) is pretty straightforward: at each timestep t of
our simulation, we compute how much the vortex has changed its di-
rection of propagation, and we therefore find θ(t). After that, in the
preprocessing step we take all the snapshots uf (t), we restrict them
to the subdomain Ωint, and then we rotate them back to a horizontal
direction of propagation of the vortex with uf (t) ◦ F−1θ(t).
In Figure 4 we see the improvements (in terms of POD eigenvalues
decay) that we get by applying the rotation to the snapshots: as we can
see, after the preprocessing we obtain an improvement e.g. of almost
2 orders of magnitude comparing the 10-th eigenvalue of standard and
preprocessed manifolds.
4 A multiphysics problem
We are now interested in applying the preprocessing procedure to a
fluid-structure interaction problem, whose solution exhibits a trans-
port dominated behaviour. The problem formulation features an Ar-
bitrary Lagrangian Eulerian (ALE) formulation, see Richter [46] for
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more details. An extensive explanation on how to treat such a coupled
problem in a reduced order modelling setting can be found in Ballarin
et al.[6] (monolithic approach) and in Ballarin et al.[7] (partitioned
scheme). For further details on reduced order models and applications
of FSI problems we refer to Bertagna et al.[10], Lassila et al. [32, 33]
and Colciago [18].
4.1 Problem formulation
We have a two dimensional rectangle of height hf and length L, filled
with a Newtonian fluid. The structure is made by the top and the
bottom of the rectangle, which are considered to be deformable, and
their thickness is negligible with respect to the height of the rectangle.
Since the structure is thin, it is described by a one dimensional model.
We further assume that the displacement of the walls in the horizontal
direction is negligible, and hence the structure presents only vertical
motion: the behaviour of the compliant walls is therefore described
by the generalized string model [43, 44]. We want to describe the
behaviour of the solution (and the domain itself) in the time interval
[0, T ].
Let Σ denote the structure, and let Ωft be the fluid domain at time
t. The fluid equations are formulated, in this particular case, on a
moving fluid domain Ωft . Let Ωˆf be the fluid reference domain: for
convenience we take Ωˆf = Ωf = Ωft=0 (the blue fluid domain in Figure
5).
The map T : Ωˆf → Ωft that maps Ωˆf to Ωft at time t is T:
T : Ωˆf → Ωft :
(x, y) 7→ (x, y + df ),
where df denotes the vertical component of the displacement (or de-
formation) of the fluid mesh, as such displacement in the horizontal
direction is negligible, since the horizontal displacement of the struc-
ture is negligible.
Thanks to the introduction of T we can therefore map the fluid equa-
tions back to the reference domain Ωˆf , thus introducing additional
terms to the classical Navier–Stokes equations; this results in an Arbi-
trary Lagrangian Eulerian (ALE) formulation [46, 24] of our original
problem. Since we are considering the case of very small deformations,
we will define df as an harmonic extension of the structure displace-
ment ds: {
−∆df = 0 in Ωf ,
df = ds in Σ.
(7)
There are alternative ways of defining the fluid displacement [46] (pseudo-
elasticity, bi-harmonic).
Let now F be the gradient of T, and let J be the Jacobian. The
fluid-structure interaction problem reads: find fluid velocity uf (·; t) : Ωft →
R2, fluid pressure pf (·; t) : Ωft → R and structure displacement ds(·; t) : Σ→
11
Figure 5: Physical domain: fluid subdomain (blue) and structure subdomain
(red). The fluid-structure interface coincides with the structure in our case.
R such that:
Jρf (∂tuf + F−1(uf − ∂tdfey) · ∇)uf )− div(JσfF−T ) = bf in Ωf × [0, T ],
div(JF−1uf ) = 0 in Ωf × [0, T ],
ρshs∂ttds − c0∂xxds + c1ds = −σf (uf , pf )n · n in Σ.
(8)
Here ρf is the fluid viscosity, ρs is the structure viscosity, hs is the
structure height (or thickness), c0 and c1 are the structure constitutive
parameters. σf is the Cauchy stress tensor for the fluid, and is defined
as:
σf (uf , pf ) = −pfI + ρfνf
(∇ufF−1 + F−T∇Tuf) .
νf being the kinematic viscosity of the fluid and I being the 2 × 2
identity matrix. Finally, ey is the unit vector (0, 1).
Since it is a fluid-structure interaction problem, we need some cou-
pling conditions. Let us denote Σ(t) the fluid structure interface at
time t; we have:{
df = ds in Σ(t), continuity of the displacement,
uf = ∂tdsey in Σ(t), continuity of the velocity.
(9)
The condition on the continuity of the displacement is a geometric
condition, which stems from the fact that we do not want the fluid and
the solid subdomain to overlap, and which we already employed in the
definition of (7). As far as the second condition concerns, let us remark
a very important fact: the quantity ∂tdf does not coincide with the
fluid velocity uf , as ∂tdf denotes the velocity of the mesh, and therefore
it is not the physical velocity of the fluid particles. For this reason,
in general situations in FSI like our problem, we ask for a continuity
condition for the physical fluid velocity uf and the mesh velocity ∂tdf
at the fluid–structure interface, that is exactly where the mesh velocity
coincides with the structure velocity (see (7)2). Finally, there is a third
coupling condition, which does not appear together with the others,
since it is included in the right hand side of the generalized string
equation (8)3; this condition arises from the classical action-reaction
principle.
Together with the coupling conditions we also have to give some
boundary and some initial conditions. For the latter we assume that
at time t = 0 the system is at rest; the boundary conditions can be
12
Data Value Data Value
ρf 1 g/cm3 Es 0.75× 106 dyn/cm2
νf 0.035 Poise νs 0.5
bf 0 c0
hsEs
2(1+νs)
ρs 1.1 g/cm3 c1 hsEsh2f (1−ν2s )
hs 0.1 cm Tin 2.5× 10−3
∆T 10−4 pin(t) 103 × [1− cos( 2pitTin )]χ[0,0.0025]
Nmax 110 pout(t) ∅
Table 2: Problem data for the FSI test case
summarized in the following system:
σf (uf , pf )n = −pin(t)n in Γin × (0, T ],
σf (uf , pf )n = −pout(t)n in Γout × (0, T ],
ds = 0 in ∂Σ× [0, T ],
(10)
where n is the outward normal. The third condition says that the
structure is fixed at its extremities.
As far as the problem formulation concerns, let us remark that we
adopted a supremizer enrichment technique also in this multiphysics
test case, always to obtain, in the POD framework, a set of basis
functions that allow for a stable approximation of the fluid pressure.
4.2 Transport dominated FSI problem
Problem data used for the simulation of our test case can be found
in Table 2: corresponding values are taken from the numerical results
presented by Sy and Murea[54, 37].
The behaviour of the fluid pressure pf and of the extended displace-
ment df is shown in Figure 6 and Figure 7 respectively. Our problem is
transport dominated: if we look at Figure 6 for example, the change in
time of the position of the peak of the pressure wave will be a difficult
feature to capture at the reduced order level with just a few modes.
This expectation is finally confirmed at the numerical level, as we can
see in Figure 8, by running a POD on pf , df , and also su. Therefore we
rely on a transformation on the set of solutions, in order to compensate
this transport phenomenon.
In order to make the following exposition more clear and easy to
read, from now on we focus only on a particular component of the solu-
tion of our problem, namely the fluid pressure. It is anyway important
to keep in mind that, based on our simulation, all the components of
the solution to the FSI problem are subject to a transport phenomenon,
and hence every consideration that we are going to make on pf could
be easily applied to any of the other components of the solution.
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Figure 6: Fluid pressure behaviour: the solution is pictured here at time
t = 0.001, t = 0.004 and t = 0.011. The peak of the wave is propagating
into the domain, creating a transport phenomena.
Figure 7: Fluid displacement behaviour: again the solution is pictured at
time t = 0.001, t = 0.004 and t = 0.011. The peak of the wave is still
very small at the beginning, it grows for some time and then it starts to
propagate.
14
Figure 8: Decay of the singular values for the POD on the fluid pressure (red,
top left), fluid displacement (blue, top right) and fluid supremizer (black,
bottom center).
4.3 Preprocessing step
Let us see more in detail how to apply this preprocessing procedure to
the fluid pressure solution manifoldMpf . Figure 6 shows how the peak
of the pressure is transported in the domain. We would like to align
the peaks at all time steps in a reference configuration; in this way, we
obtain a set of snapshots where the pressure wave is not moving at all.
In this case therefore a low number of modes will be sufficient to give
a good representation of the situation.
Starting from this observation we build a one parameter family of
mappings
Fpf = {Fγ : Ωf → Ωf , γ = γ(t), t ∈ [0, T ]}
such that for every t in [0, T ], the peak of pf (F−1γ (·), t) is located not at
its original position, but is instead moved to the middle of the domain.
In this way the new snapshots pf (F−1γ (·), t) will all have the peak
located at the exact same position, meaning the middle of the domain.
When building the map F−1γ , another aspect to which we should
pay great attention is the boundary conditions. Since we are not work-
ing in a periodic setting, we want to make sure that the preprocessed
snapshots satisfy the same boundary conditions as the original snap-
shots. An easy way to make sure that these requirement is satisfied
is to keep the points in Γin and the points in Γout fixed. After some
15
Figure 9: Comparison on the decay of the eigenvalues for the POD on the
original manifolds and on the preprocessed manifolds for the solutions com-
ponents pf (top left), df (top right) and su (bottom center).
computations it follows that one possible map F−1γ is the following:
F−1γ (x) =
3xγ
x(γ − 3) + 3(6− γ) ,
where γ = γ(t) is the abscissa of the position of the peak of the wave
at time t. We assume that the abscissa of the points on the inlet
boundary Γin is x = 0 and the length of the domain Ωf is L = 6; in
addition, the position in which we are moving the peak of the wave
at every time t is exactly in the center of the domain. Let us remark
that the map F−1t is just a stretching in the horizontal direction: this
is due to the fact that we do not have any transport phenomena in the
vertical direction, and hence there is no need for a transformation in
the y−axis. So, with an abuse of notation, we can think of F−1γ (x, y)
as F−1γ (x, y) = (F−1γ (x), y).
Our family of mappings Fpf is a one-parameter family, therefore
to identify the stretching map F−1γ we have to compute the parameter
γ(t), which depends on time t. First of all we compute all the snapshots
p1, . . . , pNmax , where Nmax =
T
∆t , pi = pf (ti) and ti = i∆t. Once we
have the snapshots, we locate the abscissa γi of the peak of the wave pi;
we then preprocess pi with F−1γi and obtain a new snapshot pi(F
−1
γi (·));
see Figure 10 for a comparison between the original snapshots, and
the preprocessed ones. The snapshot at time t = 0.001 has not been
preprocessed, and the reason for this is as follows: recall the expression
of pin from Table 2; as we can see, pin represents a given pulse at the
inlet boundary, which is nonzero up to time t = Tin = 0.0025. So,
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(a) (b)
Figure 10: Original snapshots for pf at time t = 0.001, t = 0.004 and
t = 0.011 (a), and corresponding preprocessed snapshots (b).
up to time t = 0.0025 the pulse makes the wave grow; when the pulse
is null, the wave starts to propagate into the domain. As previously
mentioned, we are looking for a stretching map that moves the peak of
the wave in a particular location of our choice, and at the same time
keeps the points on the inlet boundary Γin and on the outlet boundary
Γout fixed. However, in our simulation the peak of the wave is located
exactly or very close to the inlet boundary for the first t = 0.0024
seconds: the transport phenomena is not immediate; this implies that,
until time t = 0.0024 we do not need to apply any preprocessing step.
At the reduced level this translates into the fact that, up to t = 0.0024
we adopt a standard reduction technique, using a standard reduced
basis obtained with a standard POD on the first 24 snapshots. From
the snapshot p25 to the last one, on the other hand, we first perform
the preprocessing step, and then perform a POD.
In Figure 9 we can compare the decay of the eigenvalues for the
POD on the pressure with and without this preprocessing procedure.
As we can see, with the preprocessing technique we do actually get an
improvement in the decay of the eigenvalues, and in fact with less than
15 modes we reach a level of 10−3, which is one order of magnitude
less than the one we get with less than 15 modes in the standard case.
We get the same results for the extended displacement df .
5 CFD test case with a physical parameter
So far we have considered test cases where the only parameter was time,
nevertheless we are interested in investigating what happens if we add
another physical parameter to the problem. We then go back to the
CFD test case presented in section 3, but now the Reynolds number Re
will be considered as a parameter. The fluid velocity solution manifold
will be defined as:
Muf = {uf (t, µ), t ∈ [0, T ], µ ∈ [Remin, Remax]},
where now µ = Re. Of course in this case we have to pay attention
not only to the Reynolds number, but also to the rotation rate α of
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the cylinder, since it is strictly related to the development of a vortex
shedding phenomenon. For our particular CFD test case we choose
the following parameter range:
[Remin, Remax] = [47, 150],
and we choose α = 1.0. We discretize the parameter space, choosing a
set of parameter samplings {µ1, . . . , µN}. For our problem we choose
a Lagrange distribution sampling, i.e:
µi = Remin exp
((
i− 1
N − 1
)
log
(
Remax
Remin
))
.
After we have obtained a set of snapshots for each parameter in the
parameter sampling set, we observe that the change in the Reynolds
number leads to changes in the behaviour of the fluid velocity, with
the vortex shedding that may occur earlier or later, but in all the
situations we see that after a while, due to the rotation of the cylinder,
the direction of propagation of the vortex changes.
5.1 POD-Greedy
With the addition of a physical parameter, the exploration strategy
will be carried out in a different way with respect to a standard POD
on the set of snapshots; we are going to explore the parameter space
with a pseudo-Greedy algorithm, and we are going to explore in time
with a POD on the set of snapshots corresponding to each parameter
selected by the pseudo-Greedy strategy. First of all we discretize the
parameter space in order to obtain a sampling set of cardinality N
of our choice; in order to do so, we choose a Lagrange distribution
sampling, i.e:
µi = Remin exp
((
i− 1
N − 1
)
log
(
Remax
Remin
))
.
Once we have the parameter sampling set {µ1, . . . , µN}, we compute
the truth solution for each one of these parameters. Afterwards, the
POD is applied in the following way:
1. for µ1, we run a standard POD on the corresponding snapshots;
2. we now have at hand a set of reduced basis {Φ1, . . . ,ΦM1};
3. for µi, i ≥ 2, we orthogonalize each snapshot ujf (µi) with respect
to the linear space span(Φ1, . . . ,ΦMi−1);
4. we then run a POD on the set of orthogonalized snapshots, and
add the resulting basis functions to the already existing set of
basis functions.
We remark that we are not actually using a proper Greedy algorithm,
because we are choosing a priori the parameter sampling set; the rea-
son for this “pseudo”-Greedy is that it is beyond the scope of this work
to focus on an error estimator to be used for the Greedy algorithm,
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and also a simple Lagrange distribution will be sufficient to have an
insight on what is going on before and after the preprocessing step. We
also remark that different possibilities for the POD are possible: the
one we are using here is based on an orthogonalization step, where we
are getting rid of the superfluous information before pursuing a POD
[26]. Another possibility would be to run first a standard POD on the
snapshots, for every parameter, and then, at the end, run another stan-
dard POD on the set of obtained reduced basis, again to get rid of the
superfluous information [39]. We do not present here any result show-
ing the rate of decay of the greatest eigenvalue returned by running
a POD with orthogonalization on the set of snapshots corresponding
to each parameter of the sampling set. The reason of this choice is
the fact that, as we previously remarked, we did not actually use a
Greedy procedure to select the parameters in the parameter space; in
addition, a plot showing the decay of the first eigenvalues of each POD
gives a good idea of how well the orthogonalization procedure is doing.
The use of a proper Greedy algorithm based on a reliable error esti-
mator and the proof that the orthogonalization procedure in the POD
produces good advantages are outside the scope of this paper.
5.2 Preprocessing step
The preprocessing procedure is carried out, for every value of the pa-
rameter µ in the discretized parameter space, in the same way it was
carried out in the case with no physical parameter: ∀k ∈ {µ1, . . . , µN},
and for every timestep ti we compute θki , which is the angle spanned
by the direction of propagation of the vortex and the horizontal axis.
Then the deformation map F−1
θki
(x, y) is defined as:
F−1
θki
(x, y) =
(
cos(θki ) − sin(θki )
sin(θki ) cos(θ
k
i )
)(
x
y
)
.
Also in this case the idea is to rotate back to a horizontal direction
of propagation all the vortexes. We remark that the preprocessing
procedure is carried out on the snapshots restricted to the domain
Ωint, exactly as we did for the problem in Section 3. Figure 11 shows
the results that we obtain for three different values of the Reynolds
number. As we can see, there is an improvement in the rate of decay
of the eigenvalues, with results showing a difference of one order of
magnitude for Re = 145 (right column) with just 20 modes.
6 Conclusions and future perspectives
In our work we used a preprocessing of the snapshots during the offline
stage of the reduced basis method to improve the rate of decay of the
Kolmogorov n-width of the solution manifold of the problem of interest.
We focused on two different test cases: a fluid dynamics problem where
a Karman vortex develops in the wake of a cylinder and where the
vortex changes its direction of propagation due to the rotation of the
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Figure 11: Comparison of the rate of decay of the eigenvalues on the original
velocity solution manifold Muf and on the preprocessed solution manifold
Mpuf for µ = 47 (top left), µ = 82.72 (top right) and for µ = 145 (bottom).
cylinder, and a multiphysics problem, where the solution behaves like
a travelling wave. The preprocessing procedure is different according
to the problem at hand, since the definition of the deformation maps
changes according to the behaviour of the solution and to the boundary
conditions used. The method performs very well for one dimensional
problems [12]. In this work we focused on two dimensional problems in
a non-periodic setting. We can say that by adopting this preprocessing
procedure of the set of snapshots, the saves from a computational point
of view in terms of the dimension of the set of basis functions needed to
reach a certain approximation accuracy is evident. The results that we
obtained are promising: in the coupled problem, to reach a magnitude
of 10−3 for the eigenvalues related to the POD on the pressure, we
need 10 less modes with respect to the standard situation with no
preprocessing, and we can say the same about other components (fluid
displacement, fluid velocity), thus lowering the dimension of the system
to be solved in the online phase of the reduced method of at least 30.
We obtained promising results also in the fluid dynamics test case. In
the non parametric problem, results for the fluid velocity show that
the eigenvalues after the preprocessing decay with almost two orders
of magnitude faster than the standard case: to reach a magnitude
of 10−3 in the standard case we need almost 30 modes whereas in
the preprocessed case we need 10 modes. In the parametric case we
analyzed the results for three different values of the physical parameter:
all the three cases showed good results.
For future perspectives, we do believe that there are several possibilities
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to further develop and improve this preprocessing technique. In our
work, both in the FSI problem and in the CFD one, we relied on our a
priori knowledge of the behaviour of the solution in order to compute
exactly the parameter γ = γ(t) identifying the deformation map Fγ at
time t: we computed exactly the position of the peak of the wave in
the multiphysics problem, and we computed exactly the angle spanned
by the direction of propagation of the vortex and the horizontal axis
in the fluid dynamic problem. There is thus a large space to develop
methods to find a good parameter γˆ(t), instead of using the exact
one, that ensure a good performance of the preprocessing technique
and that are computationally feasible. In this work we did not go
in the details of the online phase of the reduced method with the
preprocessing technique, as we were mainly interested in studying the
performance of the new method in different situations, and comparing
the rate of decay of the eigenvalues to quantify the improvements that
we obtain. Future research work will include: the efficient evaluation
of the online phase, and, in addition, application of this reduced order
method coupled with the preprocessing technique in the framework of
inverse problems[35, 20, 53, 52, 61].
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