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Abstract. This paper is the second part of our series of work to establish pointwise second-order
necessary conditions for stochastic optimal controls. In this part, we consider the general cases, i.e.,
the control region is allowed to be nonconvex, and the control variable enters into both the drift and
the diffusion terms of the control systems. By introducing four variational equations and four adjoint
equations, we obtain the desired necessary conditions for stochastic singular optimal controls in the
sense of Pontryagin-type maximum principle.
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1. Introduction. Let T > 0 and (Ω,F ,F, P ) be a complete filtered probability
space (satisfying the usual conditions), on which a 1-dimensional standard Wiener
process W (·) is defined such that F = {Ft}0≤t≤T is the natural filtration generated
by W (·) (augmented by all of the P -null sets).
We consider the following controlled stochastic differential equation{
dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t), t ∈ [0, T ],
x(0) = x0,
(1.1)
with a cost functional
J(u(·)) = E
[ ∫ T
0
f(t, x(t), u(t))dt+ h(x(T ))
]
.(1.2)
Here u(·) is the control variable valued in a set U ⊂ Rm (for some m ∈ N), x(·) is
the state variable with values in Rn, and b, σ : Ω × [0, T ]× Rn × U → Rn (for some
n ∈ N), f : Ω × [0, T ] × Rn × U → R and h : Ω × Rn → R are given functions
(satisfying some conditions to be given later). As usual, for maps ϕ = b, σ, f , denote
by ϕx(ω, t, x, u), ϕxx(ω, t, x, u), ϕxxx(ω, t, x, u) and ϕxxxx(ω, t, x, u) its first, second,
third and forth order partial derivatives with respect to the variable x at (ω, t, x, u),
respectively. And, when the context is clear, we omit the ω(∈ Ω) argument in the
defined functions.
Denote by B(X ) the Borel σ-field of a metric space X , and by Uad the set of
F ⊗B([0, T ])-measurable and F-adapted stochastic processes valued in U . Any u(·) ∈
Uad is called an admissible control. The stochastic optimal control problem considered
in this paper is to find a control u¯(·) ∈ Uad such that
J(u¯(·)) = inf
u(·)∈Uad
J(u(·)).(1.3)
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Any u¯(·) ∈ Uad satisfying (1.3) is called an optimal control. The corresponding state
x¯(·)(= x¯(·;x0, u¯(·))) to (1.1) is called an optimal state, and (x¯(·), u¯(·)) is called an
optimal pair.
One of the central problems in stochastic control theory is to derive necessary con-
ditions for the optimal pair (x¯(·), u¯(·)). Before analyzing this issue in detail, we recall
first some elementary facts from the classical calculus. Let us consider a minimizer
x0(∈ G) of a smooth function f(·) defined on a set G ⊂ R
n, i.e., x0 satisfies
f(x0) = inf
x∈G
f(x).(1.4)
If a nonzero vector ℓ ∈ Rn is admissible (i.e., there is a δ > 0 so that x0 + sℓ ∈ G for
any s ∈ [0, δ]), then one has the following first-order necessary condition:
0 ≤ lim
s→0+
f(x0 + sℓ)− f(x0)
s
= 〈fx(x0), ℓ〉.(1.5)
When 〈fx(x0), ℓ〉 = 0 holds, i.e., (1.5) degenerates, then one can obtain further a
second-order necessary condition as follows:
0 ≤ 2 lim
s→0+
f(x0 + sℓ)− f(x0)
s2
= 〈fxx(x0)ℓ, ℓ〉.(1.6)
In the particular case that G is convex, by (1.5), one has
0 ≤ 〈fx(x0), x− x0〉, ∀ x ∈ G.(1.7)
When fx(x0) = 0, then it follows from (1.6) that
0 ≤ 〈fxx(x0)(x − x0), x− x0〉, ∀ x ∈ G.(1.8)
Clearly, compared to the first-order necessary condition (1.5)/(1.7), the second-order
necessary condition (1.6)/(1.8) can be used to single out the possible minimizer x0
from a smaller subset of G. From the above analysis on the minimization problem
(1.4), it is easy to see the following:
1) Usually, one has to impose more regularity on the data (say C2 for f(·)) for
the second-order necessary condition than that for the first-order (for which
C1 for f(·) is enough);
2) The derivation of the second-order necessary condition is probably more com-
plicated than that of the first-order situation;
3) Usually, in order to establish the second-order necessary condition, one needs
to assume that the first-order condition degenerates in some sense.
Very similar phenomenons happen when one establishes the optimality conditions for
optimal control problems, though generally it turns out to be much more difficult
than that for the above minimization problem.
For the moment, let us return to the deterministic optimal control problem, i.e.,
the functions σ(·) ≡ 0, b(·), f(·), h(·), x(·) and u(·) in (1.1)–(1.2) are independent
of the sample point ω. Let ψ(·) be the solution to the following ordinary differential
equation, {
ψ˙(t) = −bx(t, x¯(t), u¯(t))
⊤ψ(t) + fx(t, x¯(t), u¯(t)), t ∈ [0, T ],
ψ(T ) = −hx(x¯(T )).
(1.9)
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Define the Hamiltonian
H(t, x, u, ψ) := 〈ψ, b(t, x, u)〉 − f(t, x, u), ∀ (t, x, u, ψ) ∈ [0, T ]× Rn × U × Rn.
Then the following Pontryagin maximum principle ([23]) holds
H(t, x¯(t), u¯(t), ψ(t)) = max
v∈U
H(t, x¯(t), v, ψ(t)), a.e. t ∈ [0, T ].(1.10)
The maximum condition (1.10) is a first-order necessary condition for optimal controls.
Suppose that, for a.e. t ∈ [0, T ] the maximization problem (1.10) admits a unique
solution and the optimal control u¯(·) can be represented as a function Υ(·, ·, ·) of t,
x¯(t) and ψ(t), i.e., u¯(t) = Υ(t, x¯(t), ψ(t)) satisfies
H(t, x¯(t),Υ(t, x¯(t), ψ(t)), ψ(t)) = max
v∈U
H(t, x¯(t), v, ψ(t)), a.e. t ∈ [0, T ].(1.11)
Then, substituting Υ into the control system (1.1) (with σ ≡ 0) and the adjoint
equation (1.9), we obtain the following two-point boundary-value problem:

˙¯x(t) = Hψ(t, x¯(t),Υ(t, x¯(t), ψ(t)), ψ(t)), t ∈ [0, T ],
ψ˙(t) = −Hx(t, x¯(t),Υ(t, x¯(t), ψ(t)), ψ(t)), t ∈ [0, T ],
x¯(0) = x0, ψ(T ) = −hx(x¯(T )).
(1.12)
If both the original optimal control problem and the two-point boundary-value prob-
lem (1.12) admit unique solutions, then u¯(·) = Υ(·, x¯(·), ψ(·)) is the solution to the
original optimal control problem (1.3) where (x¯(·), ψ(·)) is the solution to (1.12). It is
easy to see that, the uniqueness of the solution to the maximization problem (1.10) (in
the first-order necessary condition) plays an important role to reformulate the origi-
nal optimal control problem into the two-point boundary-value problem (1.12). When
this maximization problem admits multi-solutions, the first-order necessary condition
is not enough to determine the optimal controls. Indeed, in this cases, the solution
map for the maximization problem becomes a set-valued map. When substituting this
set-valued map into the control system and the adjoint equation, one obtains a differ-
ential inclusion problem, which is usually very hard to solve. When this happens, as
in the classical calculus, it is quite useful to analyze further the second-order (or even
higher-order) necessary conditions for optimal controls. In the case of deterministic
control problems (even in finite dimensions), there are many works devoted to this
topic (See [4, 9, 10, 12, 14, 17, 21, 25] and the rich references therein), especially one
can find several interesting monographs ([1, 6, 11, 15]) in this direction.
Naturally, one expects to establish the stochastic maximum principle for the op-
timal control problem (1.3). We refer to [2, 3, 13, 16] and references cited therein for
some early works in this respect. Since in this case the Itoˆ integral appears in the
control system (1.1), things became much complicated. First, quite different from the
equation (1.9), the adjoint equations in the stochastic cases (called backward stochas-
tic differential equations, BSDEs for short) have two unknowns. Second, when the
control region is nonconvex, the needle variation, which is essential a perturbation
of the optimal control on a measurable set with small measure, is used to derive the
optimality conditions. When the diffusion term σ contains the control variable u, the
state increment is an infinitesimal of order 1/2 with respect to ε (ε→ 0+) (when the
optimal control is perturbed with respect to the time variable on a measurable set
with Lebesgue measure ε). Therefore, to obtain the first-order necessary condition
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for optimal controls for the general case, the cost functional needs to be expanded up
to the second order, and two variational equations and two adjoint equations need to
be introduced (See [22]). More precisely, define the Hamiltonian H by
H(ω, t, x, u, y1, z1) = 〈y1, b(ω, t, x, u)〉+ 〈z1, σ(ω, t, x, u)〉 − f(ω, t, x, u),
∀ (ω, t, x, u, y1, z1) ∈ Ω× [0, T ]× R
n × U × Rn × Rn.
(1.13)
Let (p1(·), q1(·)) and (p2(·), q2(·)) be respectively solutions to the following first- and
second-order adjoint equations,{
dp1(t) = −
[
bx(t)
⊤p1(t) + σx(t)
⊤q1(t)− fx(t)
]
dt+ q1(t)dW (t), t ∈ [0, T ],
p1(T ) = −hx(x¯(T ))
(1.14)
and 

dp2(t) = −
[
bx(t)
⊤p2(t) + p2(t)bx(t) + σx(t)
⊤p2(t)σx(t) + σx(t)
⊤q2(t)
+q2(t)σx(t) +Hxx(t)
]
dt+ q2(t)dW (t), t ∈ [0, T ],
p2(T ) = −hxx(x¯(T )),
(1.15)
where bx(t)=bx(t, x¯(t), u¯(t)), σx(t)=σx(t, x¯(t), u¯(t)), fx(t)=fx(t, x¯(t), u¯(t)), Hxx(t)=
Hxx(t, x¯(t), u¯(t), p1(t), q1(t)). The following first-order necessary condition for the
optimal pair (x¯(·), u¯(·)) is established in [22]:
H(t, x¯(t), v) ≤ 0, ∀ v ∈ U, a.e. (ω, t) ∈ Ω× [0, T ].(1.16)
where
H(ω, t, x, u)
= H(ω, t, x, u, p1(t), q1(t))−H(ω, t, x, u¯(t), p1(t), q1(t))
+ 12
〈
p2(t)
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
, σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
〉
,
(ω, t, x, u) ∈ Ω× [0, T ]× Rn × U.
Similar to the above, if the optimal control u¯(·) can be represented as a function
Ψ(·, ·, ·, ·, ·, ·) of (ω, t, x¯, p1, q1, p2) using the condition (1.16) (i.e., u¯(ω, t) = Ψ(ω, t, x¯(t),
p1(t), q1(t), p2(t))) (Note that q2 does not appear explicitly in the definition of H),
then the optimal control problem can be closely related to the following fully coupled
forward backward stochastic differential equation (FBSDE, in short):

dx¯(t) = bˆ(t)dt+ σˆ(t)dW (t), t ∈ [0, T ],
dp1(t) = −
[
bˆx(t)
⊤p1(t) + σˆx(t)
⊤q1(t)− fˆx(t)
]
dt+ q1(t)dW (t), t ∈ [0, T ],
dp2(t) = −
[
bˆx(t)
⊤p2(t) + p2(t)bˆx(t) + σˆx(t)
⊤p2(t)σˆx(t) + σˆx(t)
⊤q2(t)
+q2(t)σˆx(t) + Hˆxx(t)
]
dt+ q2(t)dW (t), t ∈ [0, T ],
x(0) = x0, p1(T ) = −hx(x¯(T )), p2(T ) = −hxx(x¯(T )).
(1.17)
where bˆ(t) = b(t, x¯(t),Ψ(t, x¯(t), p1(t), q1(t), p2(t))), σˆ(t) = σ(t, x¯(t),Ψ(t, x¯(t), p1(t),
q1(t), p2(t))), Hˆxx(t)=Hxx(t, x¯(t),Ψ(t, x¯(t), p1(t), q1(t), p2(t)), similar for bˆx(t), σˆx(t),
and fˆx(t). For some more discussions about FBSDEs, we refer to [18].
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However, exactly as the deterministic case, the first-order necessary condition is
not always effectively to find the stochastic optimal controls. In the preceding dis-
cussion, the uniqueness of the solution to (1.16) plays an important role to reduce
the original optimal control problem to the FBSDE (1.17). When the problem (1.16)
admits multi-solutions, one needs to establish suitable second-order necessary condi-
tion for optimal controls as an effective supplement to the first-order condition. As
we mentioned before, there exist many works addressing to the corresponding deter-
ministic problems. However, in the stochastic setting, there are only two articles [5]
and [24] available before our work [28]. When the diffusion terms do not contain the
control variable, Tang [24] derived a pointwise second-order maximum principle for
stochastic optimal controls, for which the control regions are allowed to be nonconvex.
When the diffusion terms contain the control variable, Bonnans and Silva [5] estab-
lished some integral-type (rather than pointwise) second-order necessary conditions
for stochastic optimal controls with convex control constrains. In [28], we found that,
quite different from the deterministic setting, there exist some essential difficulties
in deriving the pointwise second-order necessary condition from an integral-type one
whenever the diffusion terms contain the control variable, even for the special case
of convex control constraints, and obtained a positive result for this case under some
assumptions in terms of the Malliavin calculus.
The main purpose of this paper is to establish some pointwise second-order nec-
essary conditions for stochastic optimal controls in the general cases, i.e., the control
regions are allowed to be nonconvex and both the drift and diffusion terms contain
the control variable. Stimulated by [22], it is easy to see that, in order to obtain
the second-order optimality condition for the general case, one needs to expand the
cost functional up to the forth order, and introduce four variational equations and
four adjoint equations. This is the main difference between the present paper and the
previous related works (i.e., [5, 24, 28]). On the other hand, the solutions of the vari-
ational equations appear in the second-order terms (in the sense of the perturbation
measure) of the variational formulation with respect to the optimal controls, and it
seems to us that, they cannot be eliminated by introducing new adjoint equations.
When the diffusion terms of the control systems contain the control variables, similar
to the convex control constraint cases, the Lebesgue differentiation theorem cannot
be used directly to derive the pointwise second-order necessary condition from the
variational formulation (See [28, Subsection 3.2] for a detailed explanation). This is
another difference between this paper and [24] addressing to the case of the diffusion
term independent of the control variable. In this paper, first we establish a variational
formulation of (1.3) with respect to the optimal controls. Then, using this variational
formulation and the martingale representation theorem, we derive a second-order nec-
essary condition for stochastic optimal controls. Further, under some conditions, we
refine this result and obtain a pointwise second-order necessary condition. Note that
the analysis in this paper is much complicated than that in [28] though some of the
ideas and techniques are the same in these two papers.
The rest of this paper is organized as follows. In Section 2, we collect some
notation and concepts. In Section 3, we introduce the related variational equations
and adjoint equations. In Section 4, we state the main results of this paper and present
some remarks and examples. Section 5 is devoted to proving our main results. Finally,
the proofs of two technical results are given in Appendixes A and B, respectively.
Partial results in this paper have been announced in [27] without proofs.
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2. Preliminaries. Let m, n, d, h, l ∈ N. Denote by 〈·, ·〉 and | · | respectively
the inner product and norm in Rn or Rm, which can be identified from the con-
texts. For any α, β ∈ [1,+∞), denote by LβFT (Ω;R
n) the space of FT -measurable
random variables ξ such that E |ξ|β < +∞, by Lβ(Ω × [0, T ];Rn) the space of
F ⊗ B([0, T ])-measurable processes ϕ such that ‖ϕ‖β :=
[
E
∫ T
0
|ϕ(t)|βdt
] 1
β < +∞,
by Lβ
F
(Ω;Lα(0, T ;Rn)) the space of F ⊗B([0, T ])-measurable, F-adapted processes ϕ
such that ‖ϕ‖α,β :=
[
E
( ∫ T
0 |ϕ(t)|
αdt
) β
α
] 1
β < +∞, by Lβ
F
(Ω;C([0, T ];Rn)) the space
of F ⊗ B([0, T ])-measurable, F-adapted continuous processes ϕ such that ‖ϕ‖∞,β :=[
E
(
supt∈[0,T ] |ϕ(t)|
β
)] 1
β < +∞, by L∞(Ω × [0, T ];Rn) the space of F ⊗ B([0, T ])-
measurable processes ϕ such that ‖ϕ‖∞ := ess sup(ω,t)∈Ω×[0,T ]|ϕ(ω, t)| < +∞, and
by Lβ(0, T ;Lβ
F
(Ω× [0, T ];Rn)) the F ⊗B([0, T ]× [0, T ]) measurable maps ϕ such that
for any t ∈ [0, T ], ϕ(·, t) is F-adapted and ‖ϕ‖β :=
[
E
∫ T
0
∫ T
0 |ϕ(s, t)|
βdsdt
] 1
β < +∞.
Let D1,2(Rn) ⊂ L2FT (Ω;R
n) be the space of Malliavin differentiable random vari-
ables, and for any ξ ∈ D1,2(Rn) denote by D·ξ its Malliavin derivative. Denote by
L
1,2(Rn) the subspace of L2(Ω× [0, T ];Rn)) whose elements satisfy the following con-
ditions.
(i) For almost every t ∈ [0, T ], ϕ(t, ·) ∈ D1,2(Rn),
(ii) (ω, t, s)→ Dsϕ(t, ω) admits an F ⊗ B([0, T ]× [0, T ])-measurable version, and
(iii) |||ϕ|||1,2 :=
[
E
∫ T
0 |ϕ(t)|
2dt+ E
∫ T
0
∫ T
0 |Dsϕ(t)|
2dsdt
] 1
2 < +∞,
where D·ϕ(t, ·) is the Malliavin derivative of the random variable ϕ(t, ·). Denote by
L
1,2
2 (R
n) the subspace of L2(Ω×[0, T ];Rn)) whose elements are Malliavin differentiable
almost everywhere and their Malliavin derivatives have suitable continuity. More
precisely, write
L
1,2
2+ (R
n):=
{
ϕ(·) ∈ L1,2(Rn)
∣∣∣ ∃ ∇+ϕ(·) ∈ L2(Ω× [0, T ];Rn) such that
fε(s) := sup
s<t<(s+ε)∧T
E
∣∣Dsϕ(t)−∇+ϕ(s)∣∣2 < +∞, a.e. s ∈ [0, T ],
fε(·) is measurable on [0, T ] for any ε > 0, and lim
ε→0+
∫ T
0
fε(s)ds = 0
}
,
L
1,2
2− (R
n):=
{
ϕ(·) ∈ L1,2(Rn)
∣∣∣ ∃ ∇−ϕ(·) ∈ L2(Ω× [0, T ];Rn) such that
gε(s) := sup
(s−ε)∨0<t<s
E
∣∣Dsϕ(t)−∇−ϕ(s)∣∣2 < +∞, a.e. s ∈ [0, T ],
gε(·) is measurable on [0, T ] for any ε > 0, and lim
ε→0+
∫ T
0
gε(s)ds = 0
}
.
Denote L1,22 (R
n) = L1,22+ (R
n) ∩ L1,22− (R
n). For any ϕ(·) ∈ L1,22 (R
n), denote ∇ϕ(·) =
∇+ϕ(·) + ∇−ϕ(·). When ϕ is F-adapted, Dsϕ(t) = 0 for any t < s. In this case,
∇−ϕ(·) = 0, and ∇ϕ(·) = ∇+ϕ(·). Denote by L1,22,F(R
n) the set of all F-adapted
processes in L1,22 (R
n). We refer to [20] for more materials on this topic.
Denote by L(Π
d
Rn;Rm) the d-linear maps from Rn × . . .× Rn︸ ︷︷ ︸
d
to Rm. Let {e1, . . . ,
en} be the standard basis of R
n, {e1, . . . , em} be the standard basis of R
m. Any Λ in
L(Π
d
Rn;Rm) is uniquely determined by the numbers
λij1,...,jd := 〈Λ(ej1 , . . . , ejd), ei〉 , i = 1, . . . ,m, jk = 1, . . . , n, k = 1, . . . , d.
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We define the norm of Λ by
|Λ| :=
[ ∑
i,jk,k=1,...,d
(
λij1,...,jd
)2] 12
.
Let Γ ∈ L(Π
h
Rn;Rn) and Θ ∈ L(Π
l
Rn;Rn). We denote by Λ ◦
i
Γ the composition of Λ
with Γ at the ith position (i = 1, · · · , d), i.e.,
Λ ◦
i
Γ(x1, . . . , xd+h−1) = Λ(x1, . . . ,Γ
i
(xi, . . . , xi+h−1), . . . , xd+h−1),
xk ∈ R
n, k = 1, . . . , d+h−1,
and we denote by Λ ◦
i,j
(Γ,Θ) the composition of Λ with Γ and Θ at the ith and the
jth positions (i 6= j, i, j = 1, · · · , d), i.e.,
Λ ◦
i,j
(Γ,Θ)(x1, . . . , xd+h+l−2)
= Λ(x1, . . . ,Γ
i
(xi, . . . , xi+h−1), . . . ,Θ
j
(xj+h−1, . . . , xj+h+l−2), . . . , xd+h+l−2),
xk ∈ R
n, k = 1, . . . , d+h+l−2.
In a similar way, if y, z ∈ Rn, we denote
Λ •
i
y(x1, . . . , xd−1) = Λ(x1, . . . , y
i
, . . . , xd−1), xk ∈ R
n, k=1, . . . , d−1,
Λ •
i,j
(y, z)(x1, . . . , xd−2) = Λ(x1, . . . , y
i
, . . . , z
j
, . . . , xd−2), xk ∈ R
n, k=1, . . . , d−2.
Denote by L2
F
(Ω;L1(0, T ;L(Π
d
Rn;R)) the space of F ⊗ B([0, T ])/B(L(Π
d
Rn;R))-
measurable processes ϕ such that ‖ϕ‖1,2 :=
[
E
( ∫ T
0 |ϕ(t)|dt
)2] 1
2 < +∞ and by
L2
F
(Ω;L2(0, T ;L(Π
d
Rn;R)) the space of F ⊗B([0, T ])/B(L(Π
d
Rn;R))-measurable pro-
cesses ϕ such that ‖ϕ‖2 :=
[
E
∫ T
0 |ϕ(t)|
2dt
] 1
2 < +∞. We give below an Itoˆ formula
for multi-linear function-valued stochastic processes, which is an easy extension of the
classical Itoˆ formula (Hence we omit its proof).
Lemma 2.1. Let P (·) be an L(Π
d
Rn;R)-valued process of the form
P (t) = P0 +
∫ t
0
A(s)ds+
∫ t
0
B(s)dW (s), t ∈ [0, T ]
where A(·) ∈ L2
F
(Ω;L1(0, T ;L(Π
d
Rn;R)), B(·) ∈ L2
F
(Ω;L2(0, T ;L(Π
d
Rn;R)), and let
x(·) be an Rn-valued process such that
x(t) = x0 +
∫ t
0
f(s)ds+
∫ t
0
g(s)dW (s), t ∈ [0, T ],
where f(·) ∈ L2
F
(Ω;L1(0, T ;Rn), g(·) ∈ L2
F
(Ω;L2(0, T ;Rn). Then the following Itoˆ
formula holds.
P (T )
(
x(T ), . . . , x(T )
)
− P0
(
x0, . . . , x0
)
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=
∫ T
0
[ d∑
i=1
P (t)
(
x(t), . . . , f(t)
i
, . . . , x(t)
)
+A(t)
(
x(t), . . . , x(t)
)
+
d∑
i=1
B(t)
(
x(t), . . . , g(t)
i
, . . . , x(t)
)
+
d∑
i=1
d∑
j=i+1
P (t)
(
x(t), . . . , g(t)
i
, . . . , g(t)
j
, . . . , x(t)
)]
dt
+
∫ T
0
[
B(t)
(
x(t), . . . , x(t)
)
+
d∑
i=1
P (t)
(
x(t), . . . , g(t)
i
, . . . , x(t)
)]
dW (t).(2.1)
3. Variational formulations. In this section, we establish a second-order (with
respect to the perturbation measure) Taylor expansion of the cost function at the
optimal control u¯(·). Firstly, we recall some known estimates for stochastic differential
equations.
Lemma 3.1. ([19, Proposition 2.1]) Suppose that there exists a constant L > 0
such that for ϕ = b, σ and any x, x˜ ∈ Rn, u ∈ U ,{
|ϕ(t, x, u)− ϕ(t, x˜, u)| ≤ L|x− x˜|, a.s. a.e. t ∈ [0, T ],
|ϕ(t, 0, u)| ≤ L, a.s. a.e. t ∈ [0, T ].
(3.1)
Then for any β ≥ 1, u(·) ∈ Uad and initial datum x0 ∈ R
n, the state equation
(1.1) admits a unique solution x(·) ∈ Lβ
F
(Ω;C([0;T ];Rn)), and for some constant
C = C(β, L, T ) > 0 the following estimate holds:
E
[
sup
s∈[0,t]
|x(s)|β
]
≤ CE
[
|x0|
β +
(∫ t
0
|b(s, 0, u(s))|ds
)β
+
(∫ t
0
|σ(s, 0, u(s))|2ds
)β
2
]
.(3.2)
Further, if x¯(·) is the unique solution corresponding to (x¯0, u¯(·)) ∈ R
n × Uad, then
E
[
sup
s∈[0,t]
|x(s)− x¯(s)|β
]
≤ CE
[
|x0 − x¯0|
β +
(∫ t
0
∣∣b(s, x¯(s), u(s))− b(s, x¯(s), u¯(s))∣∣ds)β
+
(∫ t
0
∣∣σ(s, x¯(s), u(s))− σ(s, x¯(s), u¯(s))∣∣2ds) β2
]
.(3.3)
In what follows, we assume that
(C1) The control region U ⊂ Rm is nonempty and bounded.
(C2) Functions b, σ, f , and h satisfy
(i) For any (x, u) ∈ Rn × U , the stochastic processes b(·, x, u) : [0, T ] ×
Ω → Rn, σ(·, x, u) : Ω × [0, T ] → Rn and f(·, x, u) : Ω × [0, T ] → R
are F ⊗ B([0, T ])-measurable and F-adapted. h(x, ·) : Ω → R is FT -
measurable.
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(ii) For almost all (ω, t) ∈ Ω × [0, T ] and any u ∈ U , the map x 7→
(b(ω, t, x, u), σ(ω, t, x, u), f(ω, t, x, u)) is continuously differentiable up
to the forth order, and there exist a constant L > 0 and a modulus
of continuity ω˜ : [0,∞) → [0,∞) such that for a.e. (ω, t) ∈ Ω × [0, T ],
and all x, x˜ ∈ Rn, u, u˜ ∈ U , ϕ = b, σ, f ,

|ϕ(t, 0, 0)| ≤ L, |ϕ(t, x, u)− ϕ(t, x˜, u˜)| ≤ L|x− x˜|+ ω˜(|u − u˜|),
|ϕx(t, x, u)− ϕx(t, x˜, u˜)| ≤ L|x− x˜|+ ω˜(|u − u˜|),
|ϕxx(t, x, u)− ϕxx(t, x˜, u˜)| ≤ L|x− x˜|+ ω˜(|u− u˜|),
|ϕxxx(t, x, u)− ϕxxx(t, x˜, u˜)| ≤ L|x− x˜|+ ω˜(|u− u˜|),
|ϕxxxx(t, x, u)− ϕxxxx(t, x˜, u˜)| ≤ L|x− x˜|+ ω˜(|u − u˜|).
(iii) h(·) is continuously differentiable up to the forth order (a.s.), and there
exists a constant L > 0 such that for any x ∈ Rn,
|h(x)| ≤ L(1 + |x|4), |hx(x)| ≤ L(1 + |x|
3),
|hxx(x)| ≤ L(1 + |x|
2), |hxxx(x)| ≤ L(1 + |x|), |hxxxx(x)| ≤ L, a.s.
Obviously, for ϕ = b, σ, f , when (C1)–(C2) are satisfied, for a.e. (ω, t) ∈ Ω× [0, T ],
|ϕx(t, x, u)|+ |ϕxx(t, x, u)|+ |ϕxxx(t, x, u)|+ |ϕxxxx(t, x, u)| ≤ L,
for all (x, u) ∈ Rn×U , and the controlled stochastic differential equation (1.1) admits
a unique solution for any u(·) ∈ Uad and the cost functional is well-defined.
Let (x¯(·), u¯(·)) be an optimal pair, u(·) ∈ Uad be an admissible control, Eε ⊂ [0, T ]
be a measurable set with measure |Eε| = ε for a given ε ∈ (0, T ). Define
uε(t) =
{
u(t), t ∈ Eε,
u¯(t), t ∈ [0, T ] \ Eε.
Let xε(·) be the state with respect to the control uε(·) and let δx(·) = xε(·) − x¯(·).
For ϕ = b, σ, f , write ϕx(t) = ϕx(t, x¯(t), u¯(t)), ϕxx(t) = ϕxx(t, x¯(t), u¯(t)), ϕxxx(t) =
ϕxxx(t, x¯(t), u¯(t)), ϕxxxx(t) = ϕxxxx(t, x¯(t), u¯(t)), and put
δϕ(t) = ϕ(t, x¯(t), u(t))− ϕ(t, x¯(t), u¯(t)),
δϕx(t) = ϕx(t, x¯(t), u(t))− ϕx(t, x¯(t), u¯(t)),
δϕxx(t) = ϕxx(t, x¯(t), u(t)) − ϕxx(t, x¯(t), u¯(t)),
δϕxxx(t) = ϕxxx(t, x¯(t), u(t))− ϕxxx(t, x¯(t), u¯(t)).
Now, we introduce the following four variational equations:{
dyε1(t) = bx(t)y
ε
1(t)dt +
[
σx(t)y
ε
1(t) + δσ(t)χEε(t)
]
dW (t), t ∈ [0, T ],
yε1(0) = 0;
(3.4)


dyε2(t) =
[
bx(t)y
ε
2(t) +
1
2bxx(t)
(
yε1(t), y
ε
1(t)
)
+ δb(t)χEε(t)
]
dt
+
[
σx(t)y
ε
2(t) +
1
2σxx(t)
(
yε1(t), y
ε
1(t)
)
+δσx(t)y
ε
1(t)χEε(t)
]
dW (t), t ∈ [0, T ],
y2(0) = 0;
(3.5)
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
dyε3(t) =
{
bx(t)y
ε
3(t) +
1
2
[
bxx(t)
(
yε1(t) + y
ε
2(t), y
ε
2(t)
)
+bxx(t)
(
yε2(t), y
ε
1(t)
)]
+ 16bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
+δbx(t)y
ε
1(t)χEε(t)
}
dt
+
{
σx(t)y
ε
3(t) +
1
2
[
σxx(t)
(
yε1(t) + y
ε
2(t), y
ε
2(t)
)
+σxx(t)
(
yε2(t), y
ε
1(t)
)]
+ 16σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
+δσx(t)y
ε
2(t)χEε(t) +
1
2δσxx(t)
(
yε1(t), y
ε
1(t)
)
χEε(t)
}
dW (t),
t ∈ [0, T ],
yε3(0) = 0;
(3.6)


dyε4(t) =
{
bx(t)y
ε
4(t) +
1
2
[
bxx(t)
(
yε1(t) + y
ε
2(t) + y
ε
3(t), y
ε
3(t)
)
+bxx(t)
(
yε3(t), y
ε
1(t) + y
ε
2(t)
)]
+ 16
[
bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
2(t)
)
+bxxx(t)
(
yε1(t), y
ε
2(t), y
ε
1(t)
)
+ bxxx(t)
(
yε2(t), y
ε
1(t), y
ε
1(t)
)
+bxxx(t)
(
yε1(t), y
ε
2(t), y
ε
2(t)
)
+ bxxx(t)
(
yε2(t), y
ε
2(t), y
ε
1(t)
)
+bxxx(t)
(
yε2(t), y
ε
1(t), y
ε
2(t)
)
+ bxxx(t)
(
yε2(t), y
ε
2(t), y
ε
2(t)
)]
+ 124bxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)
+δbx(t)y
ε
2(t)χEε(t) +
1
2δbxx(t)
(
yε1(t), y
ε
1(t)
)
χEε(t)
}
dt
+
{
σx(t)y
ε
4(t) +
1
2
[
σxx(t)
(
yε1(t) + y
ε
2(t) + y
ε
3(t), y
ε
3(t)
)
+σxx(t)
(
yε3(t), y
ε
1(t) + y
ε
2(t)
)]
+ 16
[
σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
2(t)
)
+σxxx(t)
(
yε1(t), y
ε
2(t), y
ε
1(t)
)
+ σxxx(t)
(
yε2(t), y
ε
1(t), y
ε
1(t)
)
+σxxx(t)
(
yε1(t), y
ε
2(t), y
ε
2(t)
)
+ σxxx(t)
(
yε2(t), y
ε
2(t), y
ε
1(t)
)
+σxxx(t)
(
yε2(t), y
ε
1(t), y
ε
2(t)
)
+ σxxx(t)
(
yε2(t), y
ε
2(t), y
ε
2(t)
)]
+ 124σxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)
+ δσx(t)y
ε
3(t)χEε(t)
+ 12
[
δσxx(t)
(
yε1(t) + y
ε
2(t), y
ε
2(t)
)
+ δσxx(t)
(
yε2(t), y
ε
1(t)
)]
χEε(t)
+ 16δσxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
χEε(t)
}
dW (t), t ∈ [0, T ],
yε4(0) = 0.
(3.7)
Denote
ξ(·) := yε1(·) + y
ε
2(·) + y
ε
3(·) + y
ε
4(·), η(·) := y
ε
1(·) + y
ε
2(·) + y
ε
3(·),
γ(·) := yε1(·) + y
ε
2(·), r1(·) := δx(·)− y
ε
1(·),
r2(·) := δx(·)− γ(·), r3(·) := δx(·)− η(·),
r4(·) := δx(·)− ξ(·).
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From (3.4)–(3.7) and Lemma 3.1, we obtain the following result.
Lemma 3.2. Let (C1) and (C2) hold. Then, for any β ≥ 1, ε ∈ (0, T ), ε → 0+,
the following estimates hold:
‖yε1‖
β
∞,β ≤ Cε
β
2 , ‖r1‖
β
∞,β ≤ Cε
β,
‖yε2‖
β
∞,β ≤ Cε
β, ‖r2‖
β
∞,β ≤ Cε
3β
2 ,
‖yε3‖
β
∞,β ≤ Cε
3β
2 , ‖r3‖
β
∞,β ≤ Cε
2β,
‖yε4‖
β
∞,β ≤ Cε
2β, ‖r4‖
β
∞,β ≤ Cε
5β
2 ,
‖δx‖β∞,β ≤ ε
β
2 .
Proof. See Appendix A.
Further, we obtain the following Taylor expansion for the cost functional with
respect to the control perturbation.
Lemma 3.3. Let (C1) and (C2) hold. Then,
J(uε)− J(u¯)
= E
∫ T
0
[
fx(t)ξ(t) +
1
2
fxx(t)
(
η(t), η(t)
)
+
1
6
fxxx(t)
(
γ(t), γ(t), γ(t)
)
+
1
24
fxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)
+ δf(t)χEε(t)
+δfx(t)γ(t)χEε(t) +
1
2
δfxx(t)
(
yε1(t), y
ε
1(t)
)
χEε(t)
]
dt
+E
[
hx(x¯(T ))ξ(T ) +
1
2
hxx(x¯(T ))
(
η(T ), η(T )
)
+
1
6
hxxx(x¯(T ))
(
γ(T ), γ(T ), γ(T )
)
+
1
24
hxxxx(x¯(T ))
(
yε1(T ), y
ε
1(T ), y
ε
1(T ), y
ε
1(T )
)]
+ o(ε2) (ε→ 0+).(3.8)
Proof. Similar to the proof of Lemma 3.2, we only consider the 1-dimensional
case. By Taylor’s formulation,
f(t, xε(t), uε(t))− f(t, x¯(t), u¯(t))
= f(t, xε(t), u¯(t))− f(t, x¯(t), u¯(t)) + f(t, x¯(t), uε(t)) − f(t, x¯(t), u¯(t))
+f(t, xε(t), uε(t))− f(t, x¯(t), uε(t))− f(t, xε(t), u¯(t)) + f(t, x¯(t), u¯(t))
= fx(t)δx(t) +
1
2
fxx(t)δx(t)
2 +
1
6
fxxx(t)δx(t)
3
+
1
6
∫ 1
0
θ3fxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ + δf(t)χEε(t)
+fx(t, x¯(t), u
ε(t))δx(t) +
1
2
fxx(t, x¯(t), u
ε(t))δx(t)2
+
1
2
∫ 1
0
θ2fxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))δx(t)3dθ − fx(t)δx(t)
−
1
2
fxx(t)δx(t)
2 −
1
2
∫ 1
0
θ2fxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)3dθ
= fx(t)δx(t) +
1
2
fxx(t)δx(t)
2 +
1
6
fxxx(t)δx(t)
3
+
1
6
∫ 1
0
θ3fxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
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+δf(t)χEε(t) + δfx(t)δx(t)χEε(t) +
1
2
δfxx(t)δx(t)
2χEε(t)
+
1
2
∫ 1
0
θ2
(
fxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−fxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ,
and
h(xε(T ))− h(x¯(T ))
= hx(x¯(T ))δx(T ) +
1
2
hxx(x¯(T ))δx(T )
2 +
1
6
hxxx(x¯(T ))δx(T )
3
+
1
6
∫ 1
0
θ3hxxxx(θx¯(T ) + (1− θ)x
ε(T ))δx(T )4dθ.
By Lemma 3.2,
J(uε)− J(u¯)
= E
∫ T
0
[
fx(t)ξ(t) +
1
2
fxx(t)η(t)
2 +
1
6
fxxx(t)γ(t)
3 +
1
24
fxxxx(t)y
ε
1(t)
4
+δf(t)χEε(t) + δfx(t)γ(t)χEε(t) +
1
2
δfxx(t)y
ε
1(t)
2χEε(t)
]
dt
+E
[
hx(x¯(T ))ξ(T ) +
1
2
hxx(x¯(T ))η(T )
2
+
1
6
hxxx(x¯(T ))γ(T )
3 +
1
24
hxxxx(x¯(T ))y
ε
1(T )
4
]
+E
∫ T
0
[
fx(t)r4(t) +
1
2
fxx(t)
(
δx(t)2 − η(t)2
)
+
1
6
fxxx(t)
(
δx(t)3 − γ(t)3
)
+
1
6
∫ 1
0
θ3fxxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)4dθ −
1
24
fxxxx(t)y
ε
1(t)
4
+δfx(t)r2(t)χEε(t) +
1
2
δfxx(t)
(
δx(t)2 − yε1(t)
2
)
χEε(t)
+
1
2
∫ 1
0
θ2
(
fxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−fxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
]
dt
+E
[
hx(x¯(T ))r4(T ) +
1
2
hxx(x¯(T ))
(
δx(T )2 − η(T )2
)
+
1
6
hxxx(x¯(T ))
(
δx(T )3 − γ(T )3
)
+
1
6
∫ 1
0
θ3hxxxx(θx¯(T ) + (1− θ)x
ε(T ))δx(T )4dθ −
1
24
hxxxx(x¯(T ))y
ε
1(T )
4
]
= E
∫ T
0
[
fx(t)ξ(t) +
1
2
fxx(t)η(t)
2 +
1
6
fxxx(t)γ(t)
3 +
1
24
fxxxx(t)y
ε
1(t)
4
+δf(t)χEε(t) + δfx(t)γ(t)χEε(t) +
1
2
δfxx(t)y
ε
1(t)
2χEε(t)
]
dt
+E
[
hx(x¯(T ))ξ(T ) +
1
2
hxx(x¯(T ))η(T )
2
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+
1
6
hxxx(x¯(T ))γ(T )
3 +
1
24
hxxxx(x¯(T ))y
ε
1(T )
4
]
+ o(ε2) (ε→ 0+).
This completes the proof of Lemma 3.3.
To establish the variational formulation for the optimal control u¯(·), in addition
to the adjoint equations (1.14)–(1.15), the following two adjoint equations are also
needed: 

dp3(t) = −
[
3∑
k=1
p3(t) ◦
k
bx(t) +
2∑
k=1
3∑
l=k+1
p3(t) ◦
k,l
(
σx(t), σx(t)
)
+
3∑
k=1
q3(t) ◦
k
σx(t) +
3
2
2∑
k=1
(
p2(t) ◦
k
bxx(t) + q2(t) ◦
k
σxx(t)
)
+ 32
(
p2(t) ◦
1,2
(
σx(t), σxx(t)
)
+ p2(t) ◦
1,2
(
σxx(t), σx(t)
))
+Hxxx(t)
]
dt+ q3(t)dW (t), t ∈ [0, T ],
p3(T ) = −hxxx(x¯(T ));
(3.9)
and 

dp4(t) = −
[
4∑
k=1
p4(t) ◦
k
bx(t) +
3∑
k=1
4∑
l=k+1
p4(t) ◦
k,l
(
σx(t), σx(t)
)
+
4∑
k=1
q4(t) ◦
k
σx(t) + 2
3∑
k=1
(
p3(t) ◦
k
bxx(t) + q3(t) ◦
k
σxx(t)
)
+2
3∑
k=1
3∑
l=1, l 6=k
p3(t) ◦
k,l
(
σx(t), σxx(t)
)
+ 2
2∑
k=1
p2(t) ◦
k
bxxx(t)
+2
(
p2(t) ◦
1,2
(
σx(t), σxxx(t)
)
+ p2(t) ◦
1,2
(
σxxx(t), σx(t)
))
+3p2(t) ◦
1,2
(
σxx(t), σxx(t)
)
+ 2
2∑
k=1
q2(t) ◦
k
σxxx(t)
+Hxxxx(t)
]
dt+ q4(t)dW (t), t ∈ [0, T ],
p4(T ) = −hxxxx(x¯(T )),
(3.10)
where the Hamiltonian H is defined by (1.13), and
Hxxx(t) = Hxxx(ω, t, x¯(t), u¯(t), p1(t), q1(t)),
Hxxxx(t) = Hxxxx(ω, t, x¯(t), u¯(t), p1(t), q1(t)).
By the existence and regularity results for BSDEs (see [7]), for any β ≥ 1, the
adjoint equations (3.9)–(3.10) admit unique solutions, respectively, and
(p3(·), q3(·)) ∈ L
β
F
(Ω;C([0, T ];L(Π
3
R
n;R)))× Lβ
F
(Ω;L2(0, T ;L(Π
3
R
n;R))),
(p4(·), q4(·)) ∈ L
β
F
(Ω;C([0, T ];L(Π
4
R
n;R)))× Lβ
F
(Ω;L2(0, T ;L(Π
4
R
n;R))).
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Using the Taylor expansion of the cost functional established in Lemma 3.3 and
the duality relationship between the variational equations (3.4)–(3.7) and the adjoint
equations (1.14)–(1.15) and (3.9)–(3.10), we obtain a variational formulation for the
cost functional. In order to short the expression of this formulation, we introduce
some more notations.
Let the Hamiltonian be defined by (1.13). Write
S(ω, t, x, u, y2, z2) =
1
2
2∑
k=1
[
y2 •
k
b(ω, t, x, u) + z2 •
k
σ(ω, t, x, u)
]
,
(ω, t, x, u, y2, z2) ∈ Ω× [0, T ]× R
n × U × L(Π
2
R
n;R)× L(Π
2
R
n;R);
T(ω, t, x, u, y3, z3) =
1
3
3∑
k=1
[
y3 •
k
b(ω, t, x, u) + z3 •
k
σ(ω, t, x, u)
]
,
(ω, t, x, u, y3, z3) ∈ Ω× [0, T ]× R
n × U × L(Π
3
R
n;R)× L(Π
3
R
n;R),
and denote
S(ω, t, x, u)
= Hx(ω, t, x, u) + S(ω, t, x, u, p2(t), q2(t)) − S(ω, t, x, u¯(t), p2(t), q2(t))
+
1
2
[
p2(t) ◦
1
σx(ω, t, x, u¯(t))
]
•
2
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
+
1
2
[
p2(t) ◦
2
σx(ω, t, x, u¯(t))
]
•
1
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
+
1
6
2∑
k=1
3∑
l=k+1
p3(t) •
k,l
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t)), σ(ω, t, x, u) − σ(ω, t, x, u¯(t))
)
,
T(ω, t, x, u)
= Sx(ω, t, x, u) + Sx(ω, t, x, u, p2(t), q2(t))− Sx(ω, t, x, u¯(t), p2(t), q2(t))
+T(ω, t, x, u, p3(t), q3(t))− T(ω, t, x, u¯(t), p3(t), q3(t))
+
1
2
2∑
k=1
2∑
l=1, l 6=k
p2(t) ◦
k,l
(
σx(ω, t, x, u¯(t)), σx(t, x, u)− σx(ω, t, x, u¯(t))
)
+
1
6
3∑
k=1
3∑
l=1, l 6=k
[
p3(t) ◦
k
(
σx(ω, t, x, u)− σx(ω, t, x, u¯(t))
)]
•
l
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
+
1
3
3∑
k=1
3∑
l=1, l 6=k
[
p3(t) ◦
k
σx(ω, t, x, u¯(t))
]
•
l
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
+
1
12
3∑
k=1
4∑
l=k+1
p4(t) •
k,l
(
σ(ω, t, x, u)− σ(ω, t, x, u¯(t)),
σ(ω, t, x, u)− σ(ω, t, x, u¯(t))
)
,
(ω, t, x, u) ∈ Ω× [0, T ]× Rn × U,
where, (p1(·), q1(·)) and (p2(·), q2(·)) are respectively the solutions to (1.14) and (1.15),
(p3(·), q3(·)) and (p4(·), q4(·)) are respectively the solutions to (3.9) and (3.10).
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We have the following variational formulation for the cost functional.
Proposition 3.4. Let (C1) and (C2) hold. Then,
J(uε(·))− J(u¯(·))
= −E
∫ T
0
[
H(t, x¯(t), u(t)) + 〈S(t, x¯(t), u(t)), γ(t)〉
+
1
2
〈T(t, x¯(t), u(t))yε1(t), y
ε
1(t)〉
]
χEε(t)dt+ o(ε
2), (ε→ 0+).(3.11)
Proof. See Appendix B.
4. Second-order necessary conditions. In this section, we establish some
second-order necessary conditions for stochastic singular optimal controls in the sense
of Pontryagin-type maximum principle. Firstly, we introduce the concept of the sin-
gular control (The corresponding concept for deterministic control systems can be
found in [10] and the references cited therein).
Definition 4.1. An admissible control u˜(·) is called a singular control in the
sense of Pontryagin-type maximum principle on a control region V , if V is a nonempty
subset of U and
0 = H(t, x˜(t), v)(4.1)
= H(t, x˜(t), v, p˜1(t), q˜1(t))−H(t, x˜(t), u˜(t), p˜1(t), q˜1(t))
+
1
2
〈p˜2(t)(σ(t, x˜(t), v)− σ(t, x˜(t), u˜(t))), σ(t, x˜(t), v)− σ(t, x˜(t), u˜(t))〉 ,
∀ v ∈ V, a.s., a.e. t ∈ [0, T ].
where x˜(·) is the state with respect to u˜(·), and (p˜1(·), q˜1(·)), (p˜2(·), q˜2(·)) are the
adjoint processes given respectively by (1.14) and (1.15) with (x¯(·), u¯(·)) replaced by
(x˜(·), u˜(·)). If the singular control u˜(·) is also optimal, we call it a singular optimal
control.
In the sequel, we shall fix the control subset V ⊂ U appeared in Definition 4.1.
Remark 4.1. In [28], we introduced the concept of singular control in the classical
sense. Let us recall that, an admissible control u˜(·) is called a singular control in the
classical sense if u˜(·) satisfies

Hu(t, x˜(t), u˜(t), p˜1(t), q˜1(t)) = 0, a.s., a.e. t ∈ [0, T ],
Huu(t, x˜(t), u˜(t), p˜1(t), q˜1(t)) + σu(t, x˜(t), u˜(t))
⊤p˜2(t)σu(t, x˜(t), u˜(t)) = 0,
a.s., a.e. t ∈ [0, T ].
(4.2)
If (x˜(·), u˜(·)) is an optimal pair, the first-order necessary condition (1.16) says that
the map
v 7→ H(ω, t, x˜(t), v), v ∈ U
admits its maximum at u˜(t) for a.e. (ω, t) ∈ Ω × [0, T ]. A singular control in the
classical sense is the one that satisfies trivially the first- and second-order necessary
conditions ( for a.e. (ω, t) ∈ Ω× [0, T ]) for the maximization problem
max
v∈U
H(t, x˜(t), v).
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Obviously, when the set V is open and u˜(t) ∈ V , a.e. (ω, t) ∈ Ω× [0, T ], any singular
control in the sense of Pontryagin-type maximum principle satisfies (4.2), that is, u˜
is also a singular control in the classical sense, but not vice versa.
Remark 4.2. Since in this paper we consider the case of diffusion term containing
the control variable, in (4.1) there exists the second order term
1
2
〈p˜2(t)(σ(t, x˜(t), v)− σ(t, x˜(t), u˜(t))), σ(t, x˜(t), v) − σ(t, x˜(t), u˜(t))〉 .
When the diffusion term independent of the control variable this term is equal to 0.
In this case, Definition 4.1 reduces to Definition 2.1. in [24].
We need the following simple result.
Lemma 4.2. Let (C1) and (C2) hold. Then S(·, x¯(·), u(·)) ∈ L4
F
(Ω;L2([0, T ];Rn))
and T(·, x¯(·), u(·)) ∈ L2
F
(Ω;L2([0, T ];L(Π
2
Rn;R))) for any u(·) ∈ Uad.
Proof. It is sufficient to prove that
E
[ ∫ T
0
|S(t, x¯(t), u(t))|2dt
]2
<∞
and
E
∫ T
0
|T(t, x¯(t), u(t))|2dt <∞.
By (C1)–(C2), there exists a constant C such that, for ϕ = b, δ, f ,
|ϕx(t)| ≤ C, |δϕ(t)| ≤ C, and |δϕx(t)| ≤ C, a.e. (ω, t) ∈ Ω× [0, T ].
Therefore,
E
[ ∫ T
0
|S(t, x¯(t), u(t))|2dt
]2
= E
[ ∫ T
0
∣∣δbx(t) •
1
p1(t) + δσx(t) •
1
q1(t)− δfx(t)
+
1
2
2∑
k=1
p2(t) •
k
δb(t) +
1
2
2∑
k=1
q2(t) •
k
δσ(t) +
1
2
[p2(t) ◦
1
σx(t)] •
2
δσ(t)
+
1
2
[p2(t) ◦
2
σx(t)] •
1
δσ(t) +
1
2
[p2(t) ◦
1
δσx(t)] •
2
δσ(t)
+
1
2
[p2(t) ◦
2
δσx(t)] •
1
δσ(t) +
1
6
2∑
k=1
3∑
l=k+1
p3(t) •
k,l
(
δσ(t), δσ(t)
)∣∣2dt]2
≤ C + CE
[ ∫ T
0
(
|p1(t)|
2 + |q1(t)|
2 + |p2(t)|
2 + |q2(t)|
2 + |p3(t)|
2
)
dt
]2
≤ C + C
(
‖p1‖
4
∞,4 + ‖q1‖
4
2,4 + ‖p2‖
4
∞,4 + ‖q2‖
4
2,4 + ‖p3‖
4
∞,4
)
<∞.
In a similar way, we can prove that
E
∫ T
0
|T(t, x¯(t), u(t))|2dt <∞.
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By Lemma 4.2, it follows that S(·, x¯(·), v) ∈ L2
F
(Ω;L2([0, T ];Rn)) for any v ∈ V ⊂
U . By [28, Lemma 3.8], there exists a φv ∈ L
2(0, T ;L2
F
(Ω× [0, T ];Rn)) such that
S(t, x¯(t), v) = E S(t, x¯(t), v) +
∫ t
0
φv(s, t)dW (s), a.s., a.e. t ∈ [0, T ].(4.3)
Denote by Φ(·) the solution to the following stochastic differential equation{
dΦ(t) = bx(t)Φ(t)dt + σx(t)Φ(t)dW (t), t ∈ [0, T ],
Φ(0) = I,
(4.4)
where I is the identity matrix in Rn×n.
Using the martingale representation formula (4.3), we obtain the following second-
order necessary condition:
Theorem 4.3. Let (C1) and (C2) hold. If u¯(·) is a singular optimal control in
the sense of Pontryagin-type maximum principle on the control subset V ⊂ U , then,
for any v ∈ V , it holds that
E
〈
S(τ, x¯(τ), v), b(τ, x¯(τ), v) − b(τ, x¯(τ), u¯(τ))
〉
+∂+τ
(
S(τ, x¯(τ), v);σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
+
1
2
E
〈
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
≤ 0, a.e. τ ∈ [0, T ].(4.5)
where
1
2
∂+τ
(
S(τ, x¯(τ), v);σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
(4.6)
:= lim sup
θ→0+
1
θ2
E
∫ τ+θ
τ
∫ t
τ
〈
φv(s, t),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), v)− σ(s, x¯(s), u¯(s))
)〉
dsdt,
φv(·, ·) is determined by (4.3).
The proof of Theorem 4.3 will be given in Subsection 5.1.
Note that the second-order necessary condition (4.5) is only a pointwise type
condition with respect to the time variable t (∈ [0, T ]). To obtain the pointwise
second-order necessary conditions with respect to both the time t and the sample
point ω (∈ Ω), similar to the first part of our work (see [28]), we need the following
regularity condition.
(C3) For any v ∈ V , S(·, x¯(·), v) ∈ L1,22,F(R
n), and the map v 7→ ∇S(t, x¯(t), v) is
continuous on V a.s., a.e. t ∈ [0, T ].
We have the following result.
Theorem 4.4. Let (C1)–(C3) hold. If u¯(·) is a singular optimal control in the
sense of Pontryagin-type maximum principle on the control subset V ⊂ U , then, for
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a.e. τ ∈ [0, T ], it holds that
〈S(τ, x¯(τ), v), b(τ, x¯(τ), v) − b(τ, x¯(τ), u¯(τ))〉
+ 〈∇S(τ, x¯(τ), v), σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))〉
+
1
2
〈
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
≤ 0, ∀ v ∈ V, a.s.(4.7)
The proof of Theorem 4.4 will be given in Subsection 5.2.
As an easy consequence of Theorem 4.4, the following pointwise second-order
condition immediately holds.
Corollary 4.5. Let (C1)–(C2) hold. If u¯(·) is a singular optimal control in the
sense of Pontryagin-type maximum principle on the control subset V ⊂ U and
S(t, x¯(t), v) = 0, ∀ v ∈ V, a.s., a.e. t ∈ [0, T ],(4.8)
then, for a.e. τ ∈ [0, T ], it holds that〈
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
,(4.9)
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
≤ 0, ∀ v ∈ V, a.s.
Remark 4.3. When the diffusion term is independent of the control variable,
σ(t, x¯(t), v)− σ(τ, x¯(t), u¯(t)) = 0 for any (ω, t) ∈ Ω× [0, T ]. Therefore,
〈∇S(τ, x¯(τ), v), σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))〉 ≡ 0,
〈
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
, σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
≡ 0,
and the condition (4.7) is reduced to
〈S(τ, x¯(τ), v), b(τ, x¯(τ), v) − b(τ, x¯(τ), u¯(τ))〉 ≤ 0, ∀ v ∈ V, a.s., a.e. τ ∈ [0, T ],
where, in this case,
S(ω, t, x, u) = Hx(ω, t, x, u, p1(t), q1(t))−Hx(ω, t, x, u¯(t), p1(t), q1(t)),
+
1
2
p2(t)(b(ω, t, x, u)− b(ω, t, x, u¯(t)))
+
1
2
(b(ω, t, x, u)− b(ω, t, x, u¯(t)))⊤p2(t),
(ω, t, x, u) ∈ Ω× [0, T ]× Rn × U.
The corresponding result coincides with [24, Theorem 2.1]. In addition, since the
diffusion term is independent of the control variable, yε1(t) ≡ 0, and hence
lim
ε→0+
1
ε2
E
∫ T
0
S(t, x¯(t), v)yε1(t)χEε(t)dt = 0.
In this case, it is unnecessary to introduce the regularity assumption (C3) to prove
the desired condition (4.7).
Remark 4.4. In Theorem 4.4, we obtain a pointwise second-order necessary con-
dition for stochastic optimal controls under relatively weak assumptions on the control
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set U through the perturbation technique of needle variation. However, this approach
needs considerably high smoothness assumptions on the coefficients b, σ, f , and h
with respect to the state variable x (differentiable with respect x up to the forth order).
Furthermore, four adjoint equations are introduced to represent this condition. When
the set U has good structure such that the first- and second-order adjacent sets of U
on the boundary point of U is nonempty (but U is still allowed to be nonconvex), some
perturbation technique from the classical variational analysis can be used to establish
the second-order necessary conditions for stochastic optimal controls under lower reg-
ularity assumption on the coefficients b, σ, f , and h (with respect to the state variable
x) and only two adjoint equations are introduced to derive the second-order necessary
conditions. We refer the reader to [8] for a detailed discussion in this respect.
Two illustrative examples are as follows.
Example 4.1. Let{
dx(t) = b(x(t))u(t)dt + u(t)dW (t), t ∈ [0, 1],
x(0) = 0,
U =
{
− 1, 0, 1
}
, and let
J(u(·)) =
1
2
E
∫ 1
0
|u(t)|2dt−
1
2
E |x(1)|2.
Assume that b(·) : R → R is bounded and continuously differentiable up to order
5 with bounded derivatives, bx(0) > 0. Then, the conditions (C1)–(C2) hold.
For the above optimal control problem, the Hamiltonian is defined by
H(t, x, u, p1, q1) = p1b(x)u + q1u−
1
2
u2,
(t, x, u, p1, q1) ∈ [0, 1]× R× U × R× R.
Let (x¯(t), u¯(t))≡(0, 0). The four adjoint equations with respect to (x¯(·), u¯(·)) are
given below:{
dp1(t) = q1(t)dW (t), t ∈ [0, 1],
p1(1) = 0;
{
dp2(t) = q2(t)dW (t), t ∈ [0, 1],
p2(1) = 1;
{
dp3(t) = q3(t)dW (t), t ∈ [0, 1],
p3(1) = 0;
{
dp4(t) = q4(t)dW (t), t ∈ [0, 1],
p4(1) = 0.
It is easy to check that
(p1(t), q1(t)) = (0, 0), (p2(t), q2(t)) = (1, 0),
(p3(t), q3(t)) = (0, 0), (p4(t), q4(t)) = (0, 0), ∀ (ω, t) ∈ Ω× [0, 1];
and,
H(t, x¯(t), v) = 0, S(t, x¯(t), v) = b(0)v, T(t, x¯(t), v) = 2bx(0)v,
∀v ∈ U, ∀ (ω, t) ∈ Ω× [0, 1].
Thus, u¯(t) ≡ 0 is a singular control in the sense of Pontryagin-type maximum principle
on U .
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Let v = 1, we have
S(t, x¯(t), v) = b(0) = E S(t, x¯(t), v).
In this case, ∇S(t, x¯(t), v) ≡ 0, and
〈S(τ, x¯(τ), v), b(τ, x¯(τ), v) − b(τ, x¯(τ), u¯(τ))〉
+ 〈∇S(τ, x¯(τ), v), σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))〉
+
1
2
〈
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
= b(0)2 + bx(0)
> 0, ∀(ω, t) ∈ Ω× [0, 1].
Therefore, by Theorem 4.4, u¯(t) ≡ 0 is not an optimal control.
Example 4.2. Let{
dx(t) = (u(t)− 1)dt+ (x(t) − u(t))dW (t), t ∈ [0, 1],
x(0) = 1,
U =
{
− 1, 0, 1
}
, and let
J(u(·)) =
1
24
E |x(1)− 1|4.
Obviously, (x¯(·), u¯(·)) ≡ (1, 1) is the optimal pair. The four adjoint equations
with respect to (x¯(·), u¯(·)) are as follows:{
dp1(t) = −q1(t)dt + q1(t)dW (t), t ∈ [0, 1],
p1(1) = 0;
{
dp2(t) = −
[
p2(t) + 2q2(t)
]
dt+ q2(t)dW (t), t ∈ [0, 1],
p2(1) = 0;
{
dp3(t) = −
[
3p3(t) + 3q3(t)
]
dt+ q3(t)dW (t), t ∈ [0, 1],
p3(1) = 0;
and {
dp4(t) = −
[
6p4(t) + 4q4(t)
]
dt+ q4(t)dW (t), t ∈ [0, 1],
p4(1) = −1.
An easy computation shows that
(p1(t), q1(t)) = (0, 0), (p2(t), q2(t)) = (0, 0),
(p3(t), q3(t)) = (0, 0), (p4(t), q4(t)) = (−e
6−6t, 0), ∀ (ω, t) ∈ Ω× [0, 1].
Then, we have
H(t, x¯(t), v) = 0, S(t, x¯(t), v) = 0, T(t, x¯(t), v) = −
1
2
e6−6t(v − 1)2,
∀v ∈ U, ∀ (ω, t) ∈ Ω× [0, 1],
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and 〈
T(t, x¯(t), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
〉
= −
1
2
e6−6t(v − 1)4 ≤ 0, ∀v ∈ U, ∀ (ω, t) ∈ Ω× [0, 1].
Therefore, u¯(t) ≡ 1 is a singular optimal control on U , and the second-order necessary
condition (4.9) holds.
5. Proofs of the main results. This section is devoted to proving the main
results of this paper, i.e., Theorems 4.3 and 4.4. We need a known result.
Lemma 5.1. ([28, Lemma 4.1]) Let Φ(·), Ψ(·) ∈ L2
F
(Ω;L2(0, T ;Rn)). Then, for
a.e. τ ∈ [0, T ), it holds that
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
Φ(τ),
∫ t
τ
Ψ(s)ds
〉
dt =
1
2
E 〈Φ(τ),Ψ(τ)〉 ,(5.1)
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
Φ(t),
∫ t
τ
Ψ(s)ds
〉
dt =
1
2
E 〈Φ(τ),Ψ(τ)〉 .(5.2)
5.1. Proof of Theorem 4.3. Since u(t) ≡ v, v ∈ U is an admissible con-
trol, in this subsection, we shall still denote by δϕ(t) the increment ϕ(t, x¯(t), v) −
ϕ(t, x¯(t), u¯(t)) and by δϕx(t) the increment ϕx(t, x¯(t), v) − ϕx(t, x¯(t), u¯(t)) for ϕ =
b, σ, f . We only need to prove the condition (4.5) holds for a.e. τ ∈ [0, T ). Let
τ ∈ [0, T ), ε ∈ (0, T − τ) and Eε = [τ, τ + ε) ⊂ [0, T ). For any fixed v ∈ V , define
uε(t) =
{
v, t ∈ Eε,
u¯(t), t ∈ [0, T ] \ Eε.
Clearly, uε(·) ∈ Uad. Since u¯(·) is a singular control on V in the sense of Pontryagin-
type maximum principle,
H(t, x¯(t), v) = 0, a.e. (ω, t) ∈ Ω× [0, T ].
Then, by Proposition 3.4, we have
0 ≥
J(u¯(·))− J(uε(·))
ε2
=
1
ε2
E
∫ T
0
[
H(t, x¯(t), v) +
〈
S(t, x¯(t), v), γ(t)
〉
+
1
2
〈
T(t, x¯(t), v)yε1(t), y
ε
1(t)
〉]
χEε(t)dt+ o(1) (ε→ 0
+)
=
1
ε2
E
∫ T
0
[〈
S(t, x¯(t), v), yε1(t) + y
ε
2(t)
〉
χEε(t)
+
1
2
〈
T(t, x¯(t), v)yε1(t), y
ε
1(t)
〉
χEε(t)
]
dt+ o(1), (ε→ 0+).
Now, we divide the proof of (4.5) into 4 steps.
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Step 1: In this step, we prove that
lim sup
ε→0+
1
ε2
E
∫ T
0
〈
S(t, x¯(t), v), yε1(t)
〉
χEε(t)dt
=
1
2
∂+τ
(
S(τ, x¯(τ), v); δσ(τ)
)
, a.e. τ ∈ [0, T ).(5.3)
By [26, Theorem 1.6.14, p. 47)], yε1(·) has the following explicit representation:
yε1(t) = −Φ(t)
∫ t
0
Φ(s)−1σx(s)δσ(s)χEε (s)ds
+Φ(t)
∫ t
0
Φ(s)−1δσ(s)χEε(s)dW (s).(5.4)
Consequently,
1
ε2
E
∫ T
0
〈
S(t, x¯(t), v), yε1(t)
〉
χEε(t)dt
= −
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1σx(s)δσ(s)ds
〉
dt
+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt.(5.5)
By Lemma 5.1, it follows that
lim
ε→0+
[
−
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1σx(s)δσ(s)ds
〉
dt
]
= −
1
2
E
〈
S(τ, x¯(τ), v), σx(τ)δσ(τ)
〉
, a.e. τ ∈ [0, T ).(5.6)
Next, by (4.4), we deduce that
lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
= lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(τ)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
+ lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),
∫ t
τ
bx(s)Φ(s)ds ·∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
+ lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),
∫ t
τ
σx(s)Φ(s)dW (s) ·∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt.
(5.7)
By (4.3) and (4.6), it holds that
lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(τ)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
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= lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
E S(t, x¯(t), v) +
∫ t
0
φv(s, t)dW (s),∫ t
τ
Φ(τ)Φ(s)−1δσ(s)dW (s)
〉
dt
= lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
∫ t
τ
〈
φv(s, t),Φ(τ)Φ(s)
−1δσ(s)
〉
dsdt
=
1
2
∂+τ
(
S(τ, x¯(τ), v); δσ(τ)
)
a.e. τ ∈ [0, T ].(5.8)
On the other hand,
lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),
∫ t
τ
bx(s)Φ(s)ds ·∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
∣∣∣
≤ lim
ε→0+
1
ε2
∫ τ+ε
τ
[(
E
∣∣S(t, x¯(t), v)∣∣2) 12(E ∣∣∣ ∫ t
τ
bx(s)Φ(s)ds
∣∣∣4) 14 ·
(
E
∣∣∣ ∫ t
τ
Φ(s)−1δσ(s)dW (s)
∣∣∣4) 14 ]dt
≤ lim
ε→0+
C
ε2
∫ τ+ε
τ
(t− τ)
3
2
(
E
∣∣S(t, x¯(t), v)∣∣2) 12 dt
= 0 a.e. τ ∈ [ti, T ].(5.9)
Also,
lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),
∫ t
τ
σx(s)Φ(s)dW (s) ·∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt−
1
2
E
〈
S(τ, x¯(τ), v), σx(τ)δσ(τ)
〉∣∣∣
≤ lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v)− S(τ, x¯(τ), v),∫ t
τ
σx(s)Φ(s)dW (s)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
∣∣∣
+ lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(τ, x¯(τ), v),
∫ t
τ
σx(s)Φ(s)dW (s) ·∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt−
1
2
E
〈
S(τ, x¯(τ), v), σx(τ)δσ(τ)
〉∣∣∣
≤ lim
ε→0+
1
ε2
∫ τ+ε
τ
[
E
∣∣S(t, x¯(t), v)− S(τ, x¯(τ), v)∣∣2] 12 ·
[
E
(∫ t
τ
∣∣σx(s)Φ(s)∣∣2ds)2] 14 [E (∫ t
τ
∣∣Φ(s)−1δσ(s)∣∣2ds)2] 14 dt
+ lim
ε→0+
∣∣∣ 1
ε2
∫ τ+ε
τ
∫ t
τ
E
〈
S(τ, x¯(τ), v), σx(s)δσ(s) − σx(τ)δσ(τ)
〉
dsdt
∣∣∣
≤ lim
ε→0+
C
ε
∫ τ+ε
τ
[
E
∣∣S(t, x¯(t), v) − S(τ, x¯(τ), v)∣∣2] 12 dt
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+ lim
ε→0+
∣∣∣ 1
ε2
∫ τ+ε
τ
∫ t
τ
E
〈
S(τ, x¯(τ), v), σx(s)δσ(s) − σx(τ)δσ(τ)
〉
dsdt
∣∣∣
= 0, a.e. τ ∈ [0, T ).(5.10)
Then, by (5.7)–(5.10), it follows that, for a.e. τ ∈ [0, T ),
lim sup
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
=
1
2
∂+τ
(
S(τ, x¯(τ), v); δσ(τ)
)
+
1
2
E
〈
S(τ, x¯(τ), v), σx(τ)δσ(τ)
〉
.(5.11)
Combining (5.6) with (5.11), we obtain (5.3).
Step 2: In this step, we prove that, for a.e. τ ∈ [0, T ),
lim
ε→0+
1
ε2
E
∫ T
0
〈
S(t, x¯(t), v), yε2(t)
〉
χEε(t)dt =
1
2
E
〈
S(τ, x¯(τ), v), δb(τ)
〉
.(5.12)
Similar to (5.4), the explicit representation of yε2(·) is given as follows:
yε2(t) = Φ(t)
∫ t
0
Φ(s)−1
[1
2
bxx(s)
(
yε1(s), y
ε
1(s)
)
+ δb(s)χEε(s)
−
1
2
σx(s)σxx(s)
(
yε1(s), y
ε
1(s)
)
− σx(s)δσx(s)y
ε
1(s)χEε(s)
]
ds
+Φ(t)
∫ t
0
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+ δσx(s)y
ε
1(s)χEε(s)
]
dW (s).(5.13)
Then,
lim
ε→0+
1
ε2
E
∫ T
0
〈
S(t, x¯(t), v), yε2(t)
〉
χEε(t)dt
= lim
ε→0+
1
2ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1
[
bxx(s)
(
yε1(s), y
ε
1(s)
)
−σx(s)σxx(s)
(
yε1(s), y
ε
1(s)
)]
ds
〉
dt
+ lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1δb(s)χEε(s)ds
〉
dt
− lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1σx(s)δσx(s)y
ε
1(s)χEε(s)ds
〉
dt
+ lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+δσx(s)y
ε
1(s)χEε(s)
]
dW (s)
〉
dt.
(5.14)
By (5.4), yε1(t) = 0 for any t ∈ [0, τ). Therefore, by Lemmas 3.2 and 4.2,
lim
ε→0+
∣∣∣ 1
2ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1
[
bxx(s)
(
yε1(s), y
ε
1(s)
)
−σx(s)σxx(s)
(
yε1(s), y
ε
1(s)
)]
ds
〉
dt
∣∣∣
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= lim
ε→0+
∣∣∣ 1
2ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1
[
bxx(s)
(
yε1(s), y
ε
1(s)
)
−σx(s)σxx(s)
(
yε1(s), y
ε
1(s)
)]
ds
〉
dt
∣∣∣
≤ lim
ε→0+
1
2ε2
{∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt} 12{∫ τ+ε
τ
E
∣∣∣Φ(t)∫ t
τ
Φ(s)−1 ·
[
bxx(s)
(
yε1(s), y
ε
1(s)
)
− σx(s)σxx(s)
(
yε1(s), y
ε
1(s)
)]
ds
∣∣∣2dt} 12
≤ lim
ε→0+
C
ε2
{∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt} 12 ·
{∫ τ+ε
τ
(t− τ)2E
[
sup
s∈[0,T ]
∣∣Φ(t)Φ(s)−1∣∣ · sup
s∈[0,T ]
∣∣yε1(s)∣∣2]2dt} 12
≤ lim
ε→0+
C
ε
1
2
{∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt} 12 · {E [ sup
t∈[0,T ]
∣∣yε1(t)∣∣8]} 14
= 0, a.e. τ ∈ [0, T ).
(5.15)
Next, from Lemma 5.1 we conclude that
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1δb(s)χEε(s)ds
〉
dt
=
1
2
E
〈
S(τ, x¯(τ), v), δb(τ)
〉
a.e. τ ∈ [0, T ).(5.16)
Also, by Lemmas 3.2 and 4.2, we deduce that
lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1σx(s)δσx(s)y
ε
1(s)χEε(s)ds
〉
dt
∣∣∣
= lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1σx(s)δσx(s)y
ε
1(s)ds
〉
dt
∣∣∣
≤ lim
ε→0+
1
ε2
[ ∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt] 12 ·
[ ∫ τ+ε
τ
E
∣∣Φ(t)∫ t
τ
Φ(s)−1σx(s)δσx(s)y
ε
1(s)ds
∣∣2dt] 12
≤ lim
ε→0+
C
ε2
{∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt} 12 ·
{∫ τ+ε
τ
(t− τ)2E
[
sup
s∈[0,T ]
∣∣Φ(t)Φ(s)−1∣∣ · sup
s∈[0,T ]
∣∣yε1(s)∣∣]2dt} 12
≤ lim
ε→0+
C
ε
1
2
{∫ τ+ε
τ
E
∣∣S(t, x¯(t), v)∣∣2dt} 12 · {E [ sup
s∈[0,T ]
|yε1(s)|
4
]} 1
4
= 0, a.e. τ ∈ [0, T ).
(5.17)
In a similar way, we obtain that
lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
0
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
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+δσx(s)y
ε
1(s)χEε(s)
]
dW (s)
〉
dt
∣∣∣
= lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+δσx(s)y
ε
1(s)
]
dW (s)
〉
dt
∣∣∣
≤ lim
ε→0+
∣∣∣ 1
ε2
E
∫ τ+ε
τ
〈
Φ(t)⊤S(t, x¯(t), v)− Φ(τ)⊤S(τ, x¯(τ), v),∫ t
τ
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+ δσx(s)y
ε
1(s)
]
dW (s)
〉
dt
∣∣∣
+ lim
ε→0+
∣∣∣ 1
ε2
∫ τ+ε
τ
E
〈
S(τ, x¯(τ), v),Φ(τ)
∫ t
τ
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+δσx(s)y
ε
1(s)
]
dW (s)
〉
dt
∣∣∣
≤ lim
ε→0+
1
ε2
{∫ τ+ε
τ
E
∣∣∣Φ(t)⊤S(t, x¯(t), v)− Φ(τ)⊤S(τ, x¯(τ), v)∣∣∣2dt} 12 ·
{∫ τ+ε
τ
∫ t
τ
E
∣∣∣Φ(s)−1[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+ δσx(s)y
ε
1(s)
]∣∣∣2dsdt} 12
≤ lim
ε→0+
C
ε
{∫ τ+ε
τ
E
∣∣∣Φ(t)⊤S(t, x¯(t), v) − Φ(τ)⊤S(τ, x¯(τ), v)∣∣∣2dt} 12 ·
{[
E
(
sup
t∈[0,T ]
∣∣yε1(t)∣∣8)] 12 + [E( sup
t∈[0,T ]
∣∣yε1(t)∣∣4)] 12} 12
= 0, a.e. τ ∈ [0, T ).
(5.18)
Here, we have used the fact that
E
〈
S(τ, x¯(τ), v),Φ(τ)
∫ t
τ
Φ(s)−1
[1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+ δσx(s)y
ε
1(s)
]
dW (s)
〉
= 0,
for any t ∈ [τ, T ].
Combining (5.15)–(5.18) with (5.14), we obtain (5.12).
Step 3: In this step, we prove that
lim
ε→0+
1
ε2
E
∫ T
0
〈
T(t, x¯(t), v)yε1(t), y
ε
1(t)
〉
χEε(t)dt =
1
2
E
〈
T(τ, x¯(τ), v)δσ(τ), δσ(τ)
〉
.
(5.19)
Similar to the pervious discusses, we have
lim
ε→0+
1
ε2
E
∫ T
0
〈
T(t, x¯(t), v)yε1(t), y
ε
1(t)
〉
χEε(t)dt
= lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
T(t, x¯(t), v)
(
− Φ(t)
∫ t
τ
Φ(s)−1σx(s)δσ(s)ds
+Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
)
,
−Φ(t)
∫ t
τ
Φ(s)−1σx(s)δσ(s)ds +Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
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= lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
T(t, x¯(t), v)Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s),
Φ(t)
∫ t
τ
Φ(s)−1δσ(s)dW (s)
〉
dt
=
1
2
E
〈
T(τ, x¯(τ), v)δσ(τ), δσ(τ)
〉
, a.e. τ ∈ [0, T ).
This proves (5.19).
Step 4: From Step 1–Step 3, we have proved that, for any v ∈ V ,
0 ≥ lim sup
ε→0+
J(u¯(·))− J(uε(·))
ε2
=
1
2
E
〈
S(τ, x¯(τ), v), δb(τ)
〉
+
1
2
∂+τ
(
S(τ, x¯(τ), v); δσ(τ)
)
+
1
4
E
〈
T(τ, x¯(τ), v)δσ(τ), δσ(τ)
〉
, a.e. τ ∈ [0, T ).
Therefore, for any v ∈ V , it follows that
E
〈
S(τ, x¯(τ), v), δb(τ)
〉
+ ∂+τ
(
S(τ, x¯(τ), v); δσ(τ)
)
+
1
2
E
〈
T(τ, x¯(τ), v)δσ(τ), δσ(τ)
〉
≤ 0 a.e. τ ∈ [0, T ).
This completes the proof of Theorem 4.3.
5.2. Proof of Theorem 4.4. We borrow some idea from the proof of [28, The-
orem 3.9]. Denote by {ti}
∞
i=1 the totality of rational number in [0, T ), by {v
k}∞k=1 a
dense subset of V , and by {Aij}
∞
j=1 the countable subfamily of Fti , i ∈ N such that for
any A ∈ Fti , there exists {Aijn}
∞
n=1 ⊂ {Aij}
∞
j=1 such that limn→∞ P (A∆Aijn) = 0,
where A∆Aijn = (A \Aijn) ∪ (Aijn \A).
For any fixed ti, v
k and Aij ∈ Fti , let τ ∈ [ti, T ), ε ∈ (0, T−τ), Eε = [τ, τ+ε), and
write ukij(ω, t) =
{
u¯(ω, t), (ω, t) ∈ (Ω× [0, T ]) \ (Aij × [ti, T ]),
vk, (ω, t) ∈ Aij × [ti, T ].
Clearly, ukij(·) ∈
Uad. Put uˆ
ε(t) =
{
ukij(t), t ∈ Eε,
u¯(t), t ∈ [0, T ] \ Eε.
By Proposition 3.4 and using the condi-
tion (4.1), we have
0 ≥
J(u¯(·))− J(uˆε(·))
ε2
=
1
ε2
E
∫ T
0
[
H(t, x¯(t), vk) +
〈
S(t, x¯(t), vk), yˆε1(t) + yˆ
ε
2(t)
〉
+
1
2
〈
T(t, x¯(t), vk)yˆε1(t), yˆ
ε
1(t)
〉 ]
χAijχEε(t)dt+ o(1) (ε→ 0
+)
=
1
ε2
E
∫ T
0
[ 〈
S(t, x¯(t), vk), yˆε1(t) + yˆ
ε
2(t)
〉
+
1
2
〈
T(t, x¯(t), vk)yˆε1(t), yˆ
ε
1(t)
〉 ]
χAijχEε(t)dt+ o(1) (ε→ 0
+).(5.20)
where yˆε1(·), yˆ
ε
2(·) are the solutions to the variational equations (3.4) and (3.5) with
respect to uˆε(·), respectively.
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We first prove that there exists a sequence {εℓ}
∞
ℓ=1, εℓ → 0
+ as ℓ→∞, and,
lim
ℓ→∞
1
ε2ℓ
E
∫ T
0
〈
S(t, x¯(t), vk), yˆεℓ1 (t)
〉
χAijχEεℓ (t)dt(5.21)
=
1
2
E
[〈
∇S(τ, x¯(τ), vk), σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
, a.e. τ ∈ [ti, T ],
By (5.4), yˆε1(·) enjoys the following explicit representation:
yˆε1(t) = −Φ(t)
∫ t
0
Φ(s)−1σx(s)
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijχEε(s)ds
+Φ(t)
∫ t
0
Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijχEε(s)dW (s).(5.22)
Then,
1
ε2
E
∫ T
0
〈
S(t, x¯(t), vk), yˆε1(t)
〉
χAijχEε(t)dt
= −
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),Φ(t)
∫ t
τ
Φ(s)−1σx(s)
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijds
〉
χAijdt
+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),Φ(t)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt.(5.23)
By Lemma 5.1, we obtain that for a.e. τ ∈ [ti, T ]
lim
ε→0+
[
−
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), v),Φ(t)
∫ t
τ
Φ(s)−1σx(s)
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijds
〉
χAijdt
]
= −
1
2
E
[〈
S(τ, x¯(τ), vk), σx(τ)
(
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
)〉
χAij
]
.
(5.24)
On the other hand, by (4.4), we deduce that
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),Φ(t)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
= lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),Φ(τ)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
+ lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),
∫ t
τ
bx(s)Φ(s)ds
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
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+ lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),
∫ t
τ
σx(s)Φ(s)dW (s)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt.
(5.25)
Similar to the proof of (5.9)–(5.10), we obtain that, for a.e. τ ∈ [ti, T ],
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),
∫ t
τ
bx(s)Φ(s)ds
∫ t
τ
Φ(s)−1(5.26)
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
= 0,
and
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),
∫ t
τ
σx(s)Φ(s)dW (s)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
=
1
2
E
[〈
S(τ, x¯(τ), vk), σx(τ)
(
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
)〉
χAij
]
.
(5.27)
Then, by (5.23)–(5.27), in order to prove (5.21), it remains to show that there exists
a sequence {εℓ}
∞
ℓ=1, εℓ → 0
+ as ℓ→∞ such that
lim
ℓ→∞
1
ε2ℓ
E
∫ τ+εℓ
τ
〈
S(t, x¯(t), vk),Φ(τ)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
=
1
2
E
[〈
∇S(τ, x¯(τ), vk), σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
, a.e. τ ∈ [ti, T ].
(5.28)
By the regularity assumption (C3) and the Clark-Ocone representation formula, we
have that
1
ε2
E
∫ τ+ε
τ
〈
S(t, x¯(t), vk),Φ(τ)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
=
1
ε2
E
∫ τ+ε
τ
〈
E S(t, x¯(t), vk),Φ(τ)
∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
+
1
ε2
E
∫ τ+ε
τ
〈∫ t
0
E
[
DsS(t, x¯(t), v
k)
∣∣∣ Fs]dW (s),Φ(τ)∫ t
τ
Φ(s)−1
·
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAijdW (s)
〉
χAijdt
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=
1
ε2
E
∫ τ+ε
τ
∫ t
τ
〈
DsS(t, x¯(t), v
k),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAij
〉
χAijdsdt
=
1
ε2
E
∫ τ+ε
τ
∫ t
τ
〈
DsS(t, x¯(t), v
k)−∇S(s, x¯(s), vk),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAij
〉
χAijdsdt
+
1
ε2
E
∫ τ+ε
τ
∫ t
τ
〈
∇S(s, x¯(s), vk),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAij
〉
χAijdsdt.(5.29)
By the assumptions (C1)–(C3) and [28, Lemma 2.1], there exists a sequence {εℓ}
∞
ℓ=1,
εℓ → 0
+ as ℓ→∞ such that
lim
ℓ→∞
1
ε2ℓ
∣∣∣E∫ τ+εℓ
τ
∫ t
τ
〈
DsS(t, x¯(t), v
k)−∇S(s, x¯(s), vk),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAij
〉
χAijdsdt
∣∣∣
≤ lim
ℓ→∞
C
εℓ
[
E
(
sup
s∈[τ,T ]
∣∣Φ(τ)Φ(s)−1∣∣2)] 12
·
[
E
∫ τ+εℓ
τ
∫ t
τ
∣∣∣DsS(t, x¯(t), vk)−∇S(s, x¯(s), vk)∣∣∣2dsdt] 12
= 0, a.e. τ ∈ [ti, T ].
(5.30)
On the other hand, by Lemma 5.1,
lim
ε→0+
1
ε2
E
∫ τ+ε
τ
∫ t
τ
〈
∇S(s, x¯(s), vk),
Φ(τ)Φ(s)−1
(
σ(s, x¯(s), vk)− σ(s, x¯(s), u¯(s))
)
χAij
〉
χAijdsdt
=
1
2
E
[〈
∇S(τ, x¯(τ), vk), σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
, a.e. τ ∈ [ti, T ].
(5.31)
Combining (5.29), (5.30) with (5.31), we obtain (5.28). By (5.23)–(5.28), we obtain
(5.21).
Next, similar to Steps 2 and 3 in the proof of Theorem 4.3, we obtain that
lim
ε→0+
1
ε2
E
∫ T
0
〈
S(t, x¯(t), vk), yˆε2(t)
〉
χEε(t)dt(5.32)
=
1
2
E
[〈
S(τ, x¯(τ), vk), b(τ, x¯(τ), vk)− b(τ, x¯(τ), u¯(τ))
〉
χAij
]
, a.e. τ ∈ [ti, T ].
and
lim
ε→0+
1
ε2
E
∫ T
0
〈
T(t, x¯(t), v)yˆε1(t), yˆ
ε
1(t)
〉
χEε(t)dt(5.33)
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=
1
2
E
[〈
T(τ, x¯(τ), vk)
(
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
, a.e. τ ∈ [ti, T ].
Finally, combining (5.20), (5.21), (5.32) and (5.33), we end up with
E
[ 〈
S(τ, x¯(τ), vk), b(τ, x¯(τ), vk)− b(τ, x¯(τ), u¯(τ))
〉
χAij
]
+E
[ 〈
∇S(τ, x¯(τ), vk), σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
+
1
2
E
[〈
T(τ, x¯(τ), vk)
(
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
)
,
σ(τ, x¯(τ), vk)− σ(τ, x¯(τ), u¯(τ))
〉
χAij
]
≤ 0.(5.34)
By the arbitrariness of i, j, k, the construction of {Aij}
∞
i=1, the continuities of the
filter F and the map v 7→ ∇S(τ, x¯(τ), v), and the density of {vk}∞k=1, we conclude that
the desired necessary condition (4.7) holds. This completes the proof of Theorem 4.4.
Appendix A. Proof of Lemma 3.2. To simplify the notation, we only prove
the 1-dimensional case (The high dimensional case can be proved in the same way).
The proof is long and requires heavy computations (The main idea comes from
the proof of [26, Theorem 4.4, p. 128]). We will divide it into 4 steps
Step 1: Estimation of ‖yε1‖
β
∞,β, ‖y
ε
2‖
β
∞,β, ‖y
ε
3‖
β
∞,β and ‖y
ε
4‖
β
∞,β.
By the conditions (C1)–(C2) and the estimate (3.2), we have
E
[
sup
t∈[0,T ]
|yε1(t)|
β
]
≤ CE
[ ∫ T
0
∣∣δσ(t)χEε(t)∣∣2dt]β2 ≤ Cε β2 .(A.1)
In a similar way, we have
E
[
sup
t∈[0,T ]
|yε2(t)|
β
]
≤ CE
[ ∫ T
0
∣∣1
2
bxx(t)y
ε
1(t)
2 + δb(t)χEε(t)
∣∣dt]β
+CE
[ ∫ T
0
∣∣1
2
σxx(t)y
ε
1(t)
2 + δσx(t)y
ε
1(t)χEε(t)
∣∣2dt] β2
≤ C
{
E
[
sup
t∈[0,T ]
|yε1(t)|
2β
]
+ εβ
+E
[
sup
t∈[0,T ]
|yε1(t)|
2β
]
+ E
[
sup
t∈[0,T ]
|yε1(t)|
β
]
ε
β
2
}
≤ Cεβ ,(A.2)
E
[
sup
t∈[0,T ]
|yε3(t)|
β
]
≤ CE
[ ∫ T
0
∣∣1
2
bxx(t)
(
2yε1(t)y
ε
2(t) + y
ε
2(t)
2
)
+
1
6
bxxx(t)y
ε
1(t)
3
+δbx(t)y
ε
1(t)χEε(t)
∣∣dt]β + CE [ ∫ T
0
∣∣1
2
σxx(t)
(
2yε1(t)y
ε
2(t) + y
ε
2(t)
2
)
+
1
6
σxxx(t)y
ε
1(t)
3 + δσx(t)y
ε
2(t)χEε(t) +
1
2
δσxx(t)y
ε
1(t)
2χEε(t)
∣∣2dt]β2
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≤ C
{
E
[
sup
t∈[0,T ]
|yε1(t)|
β |yε2(t)|
β
]
+ E
[
sup
t∈[0,T ]
|yε2(t)|
2β
]
+E
[
sup
t∈[0,T ]
|yε1(t)|
3β
]
+ E
[
sup
t∈[0,T ]
|yε1(t)|
β
]
εβ
+E
[
sup
t∈[0,T ]
|yε2(t)|
β
]
ε
β
2 + E
[
sup
t∈[0,T ]
|yε1(t)|
2β
]
ε
β
2
}
≤ Cε
3β
2 ,(A.3)
and
E
[
sup
t∈[0,T ]
|yε4(t)|
β
]
≤ CE
[ ∫ T
0
∣∣1
2
bxx(t)
(
2yε1(t)y
ε
3(t) + 2y
ε
2(t)y
ε
3(t) + y
ε
3(t)
2
)
+
1
6
bxxx(t)
(
3yε1(t)
2yε2(t) + 3y
ε
1(t)y
ε
2(t)
2 + yε2(t)
3
)
+
1
24
bxxxx(t)y
ε
1(t)
4 + δbx(t)y
ε
2(t)χEε(t) +
1
2
δbxx(t)y
ε
1(t)
2χEε(t)
∣∣dt]β
+CE
[ ∫ T
0
∣∣1
2
σxx(t)
(
2yε1(t)y
ε
3(t) + 2y
ε
2(t)y
ε
3(t) + y
ε
3(t)
2
)
+
1
6
σxxx(t)
(
3yε1(t)
2yε2(t) + 3y
ε
1(t)y
ε
2(t)
2 + yε2(t)
3
)
+
1
24
σxxxx(t)y
ε
1(t)
4 + δσx(t)y
ε
3(t)χEε(t)
+
1
2
δσxx(t)
(
2yε1(t)y
ε
2(t) + y
ε
2(t)
2
)
χEε(t) +
1
6
δσxxx(t)y
ε
1(t)
3χEε(t)
∣∣2dt] β2
≤ C
{
E
[
sup
t∈[0,T ]
|yε1(t)|
β |yε3(t)|
β
]
+ E
[
sup
t∈[0,T ]
|yε2(t)|
β |yε3(t)|
β
]
+E
[
sup
t∈[0,T ]
|yε3(t)|
2β
]
+ E
[
sup
t∈[0,T ]
|yε1(t)|
2β |yε2(t)|
β
]
+E
[
sup
t∈[0,T ]
|yε1(t)|
β |yε2(t)|
2β
]
+ E
[
sup
t∈[0,T ]
|yε2(t)|
3β
]
+E
[
sup
t∈[0,T ]
|yε1(t)|
4β
]
+ E
[
sup
t∈[0,T ]
|yε2(t)|
β
]
εβ
+E
[
sup
t∈[0,T ]
|yε1(t)|
2β
]
εβ + E
[
sup
t∈[0,T ]
|yε3(t)|
β
]
ε
β
2
+E
[
sup
t∈[0,T ]
|yε1(t)|
β |yε2(t)|
β
]
ε
β
2 + E
[
sup
t∈[0,T ]
|yε2(t)|
2β
]
ε
β
2
+E
[
sup
t∈[0,T ]
|yε1(t)|
3β
]
ε
β
2
}
≤ Cε2β(A.4)
Step 2: Estimation of ‖r1‖
β
∞,β, ‖r2‖
β
∞,β and ‖r3‖
β
∞,β .
By (3.3) and the condition (C1)–(C2), we have
E
[
sup
t∈[0,T ]
|δx(t)|β
]
≤ CE
[ ∫ T
0
∣∣δb(t)χEε(t)∣∣dt]β + CE [ ∫ T
0
∣∣δσ(t)χEε(t)∣∣2dt] β2
≤ Cεβ + Cε
β
2 ≤ Cε
β
2 .(A.5)
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Define 
 b˜
ε
x(t) :=
∫ 1
0
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))dθ,
σ˜εx(t) :=
∫ 1
0 σx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))dθ.
(A.6)
Then, δx(·)=xε(·)−x¯(·) is the solution to the following stochastic differential equation:

dδx(t) =
[
b˜εx(t)δx(t) + δb(t)χEε(t)
]
dt
+
[
σ˜εx(t)δx(t) + δσ(t)χEε(t)
]
dW (t), t ∈ [0, T ],
δx(0) = 0.
(A.7)
Also, r1(·) = δx(·)− y
ε
1(·) is the solution to the following stochastic differential equa-
tion: 

dr1(t) =
[
b˜εx(t)r1(t) + δb(t)χEε(t) +
(
b˜εx(t)− bx(t)
)
yε1(t)
]
dt
+
[
σ˜εx(t)r1(t) +
(
σ˜εx(t)− σx(t)
)
yε1(t)
]
dW (t), t ∈ [0, T ].
r1(0) = 0.
(A.8)
Since
E
[ ∫ T
0
|b˜εx(t)− bx(t)|dt
]β
= E
[ ∫ T
0
∣∣∣ ∫ 1
0
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t)) − bx(t)dθ
∣∣∣dt]β
≤ E
[ ∫ T
0
(
L
∣∣xε(t)− x¯(t)∣∣+ ∣∣δbx(t)χEε(t)∣∣)dt]β
≤ CE
[
sup
t∈[0,T ]
|δx(t)|β
]
+ Cεβ ≤ Cε
β
2 ,
and
E
[ ∫ T
0
∣∣σ˜εx(t)− σx(t)∣∣2dt]β2
= E
[ ∫ T
0
∣∣∣ ∫ 1
0
σx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))− σx(t)dθ
∣∣∣2dt]β2
≤ CE
[ ∫ T
0
(
L|xε(t)− x¯(t)|2 + |δσx(t)χEε(t)|
2
)
dt
]β
2
≤ CE
[
sup
t∈[0,T ]
|δx(t)|β
]
+ Cε
β
2 ≤ Cε
β
2 ,
we have
E
[
sup
t∈[0,T ]
|r1(t)|
β
]
≤ CE
[ ∫ T
0
∣∣δb(t)χEε(t) + (b˜εx(t)− bx(t))yε1(t)∣∣dt]β
+C E
[ ∫ T
0
∣∣(σ˜εx(t)− σx(t))yε1(t)∣∣2dt]β2
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≤ C
{
εβ + E
[(
sup
t∈[0,T ]
|yε1(t)|
β
)( ∫ T
0
∣∣σ˜εx(t)− σx(t)∣∣dt)β]
+E
[(
sup
t∈[0,T ]
|yε1(t)|
β
)( ∫ T
0
∣∣b˜εx(t)− bx(t)∣∣2dt) β2 ]} ≤ Cεβ .(A.9)
This gives the estimation for r1(·).
Next, we prove the estimation for r2(·). For ϕ = b, σ, by Taylor’s formula, we
have
ϕ(t, xε(t), uε(t)) − ϕ(t, x¯(t), u¯(t))
= ϕ(t, xε(t), u¯(t))− ϕ(t, x¯(t), u¯(t)) + ϕ(t, x¯(t), uε(t))
−ϕ(t, x¯(t), u¯(t)) + ϕ(t, xε(t), uε(t)) − ϕ(t, x¯(t), uε(t))
−ϕ(t, xε(t), u¯(t)) + ϕ(t, x¯(t), u¯(t))
= ϕx(t)δx(t) +
1
2
ϕxx(t)δx(t)
2 + δϕ(t)χEε(t)
+
1
2
∫ 1
0
θ2ϕxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
(
ϕx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−ϕx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
)
δx(t)dθ(A.10)
= ϕx(t)δx(t) +
1
2
ϕxx(t)δx(t)
2 +
1
6
ϕxxx(t)δx(t)
3
+δϕ(t)χEε(t) + δϕx(t)δx(t)χEε (t)
+
1
6
∫ 1
0
θ3ϕxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+
∫ 1
0
θ
(
ϕxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−ϕxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ(A.11)
= ϕx(t)δx(t) +
1
2
ϕxx(t)δx(t)
2 +
1
6
ϕxxx(t)δx(t)
3
+δϕ(t)χEε(t) + δϕx(t)δx(t)χEε (t) +
1
2
δϕxx(t)δx(t)
2χEε(t)
+
1
6
∫ 1
0
θ3ϕxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+
1
2
∫ 1
0
θ2
(
ϕxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−ϕxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ(A.12)
= ϕx(t)δx(t) +
1
2
ϕxx(t)δx(t)
2 +
1
6
ϕxxx(t)δx(t)
3 + δϕ(t)χEε(t)
+δϕx(t)δx(t)χEε (t) +
1
2
δϕxx(t)δx(t)
2χEε(t) +
1
6
δϕxxx(t)δx(t)
3χEε(t)
+
1
6
∫ 1
0
θ3ϕxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
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+
1
6
∫ 1
0
θ3
(
ϕxxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−ϕxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)4dθ.(A.13)
By (A.10) and (A.11), we find that δx(·) is the solution to the following differential
equation:

dδx(t) =
[
bx(t)δx(t) +
1
2bxx(t)δx(t)
2 + δb(t)χEε(t)
+ 12
∫ 1
0 θ
2bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
(
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)dθ
]
dt
+
[
σx(t)δx(t) +
1
2σxx(t)δx(t)
2
+δσ(t)χEε(t) + δσx(t)δx(t)χEε(t)
+ 12
∫ 1
0 θ
2σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0 θ
(
σxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ
]
dW (t),
t ∈ [0, T ],
δx(0) = 0.
(A.14)
Similarly, by (A.11)–(A.13), δx(·) is the solution to the stochastic differential
equation

dδx(t) =
[
bx(t)δx(t) +
1
2bxx(t)δx(t)
2 + 16bxxx(t)δx(t)
3
+δb(t)χEε(t) + δbx(t)δx(t)χEε (t)
+ 16
∫ 1
0 θ
3bxxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)4dθ
+
∫ 1
0 θ
(
bxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ
]
dt
+
[
σx(t)δx(t) +
1
2σxx(t)δx(t)
2 + 16σxxx(t)δx(t)
3
+δσ(t)χEε(t) + δσx(t)δx(t)χEε(t) +
1
2δσxx(t)δx(t)
2χEε(t)
+ 16
∫ 1
0 θ
3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+ 12
∫ 1
0
θ2
(
σxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
]
dW (t),
t ∈ [0, T ],
δx(0) = 0,
(A.15)
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and the stochastic differential equation

dδx(t) =
[
bx(t)δx(t) +
1
2bxx(t)δx(t)
2 + 16 bxxx(t)δx(t)
3
+δb(t)χEε(t) + δbx(t)δx(t)χEε (t) +
1
2δbxx(t)δx(t)
2χEε(t)
+ 16
∫ 1
0 θ
3bxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+ 12
∫ 1
0
θ2
(
bxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
]
dt
+
[
σx(t)δx(t) +
1
2σxx(t)δx(t)
2 + 16σxxx(t)δx(t)
3
+δσ(t)χEε(t) + δσx(t)δx(t)χEε(t)
+ 12δσxx(t)δx(t)
2χEε(t) +
1
6δσxxx(t)δx(t)
3χEε(t)
+ 16
∫ 1
0
θ3σxxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)4dθ
+ 16
∫ 1
0 θ
3
(
σxxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)4dθ
]
dW (t),
t ∈ [0, T ],
δx(0) = 0.
(A.16)
Combining the variational equations (3.4) and (3.5) with the equation (A.14), we
see that r2(·) is the solution to the stochastic differential equation:


dr2(t) =
[
bx(t)r2(t) +
1
2bxx(t)
(
δx(t)2 − yε1(t)
2
)
+ 12
∫ 1
0 θ
2bxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
(
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
)
δx(t)dθ
]
dt
+
[
σx(t)r2(t) +
1
2σxx(t)
(
δx(t)2 − yε1(t)
2
)
+ δσx(t)r1(t)χEε(t)
+ 12
∫ 1
0 θ
2σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
θ(σxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t)))δx(t)2dθ
]
dW (t),
t ∈ [0, T ],
r2(0) = 0.
(A.17)
By the conditions (C1)–(C2), we have
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ2bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
∣∣∣dt]β
≤ C E
[ ∫ T
0
∣∣δx(t)3∣∣dt]β ≤ C E[ sup
t∈[0,T ]
|δx(t)|3β
]
≤ Cε
3β
2 ,(A.18)
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E
[ ∫ T
0
∣∣∣ ∫ 1
0
(
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)dθ
∣∣∣dt]β
≤ C E
[ ∫ T
0
∣∣δx(t)χEε(t)∣∣dt]β ≤ C E[ sup
t∈[0,T ]
|δx(t)|β
]
εβ ≤ Cε
3β
2 ,(A.19)
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ2σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
∣∣∣2dt] β2
≤ CE
[ ∫ T
0
∣∣δx(t)3∣∣2dt]β2 ≤ CE [ sup
t∈[0,T ]
|δx(t)|3β
]
≤ Cε
3β
2 ,(A.20)
and
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ
(
σxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−σxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ
∣∣∣2dt] β2
≤ CE
[ ∫ T
0
|δx(t)2χEε(t)|
2dt
]β
2
≤ CE
[
sup
t∈[0,T ]
|δx(t)|2β
]
ε
β
2 ≤ Cε
3β
2 .(A.21)
On the other hand, combining (A.1) and (A.5) with (A.9), we have
E
[
sup
t∈[0,T ]
|δx(t)2 − yε1(t)
2|β
]
= E
[
sup
t∈[0,T ]
(
|r1(t)|
β |δx(t) + yε1(t)|
β
)]
≤
(
E
[
sup
t∈[0,T ]
|r1(t)|
2β
]) 1
2
(
E
[
sup
t∈[0,T ]
|δx(t) + yε1(t)|
2β
]) 1
2
≤ Cε
3β
2 .(A.22)
Then, combining (A.5), (A.18)–(A.22) with (A.17), we obtain that
E
[
sup
t∈[0,T ]
|r2(t)|
β
]
≤ CE
[ ∫ T
0
∣∣∣1
2
bxx(t)
(
δx(t)2 − yε1(t)
2
)
+
1
2
∫ 1
0
θ2bxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
(
bx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)dθ
∣∣∣dt]β
+CE
[ ∫ T
0
∣∣∣1
2
σxx(t)
(
δx(t)2 − yε1(t)
2
)
+ δσx(t)r1(t)χEε(t)
+
1
2
∫ 1
0
θ2σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)3dθ
+
∫ 1
0
θ
(
σxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
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−σxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ
∣∣∣2dt]β2
≤ C
{
E
[
sup
t∈[0,T ]
|δx(t)2 − yε1(t)
2|β
]
+ E
[
sup
t∈[0,T ]
|δx(t)|3β
]
+E
[
sup
t∈[0,T ]
|δx(t)|β
]
εβ + E
[
sup
t∈[0,T ]
|δx(t)|2β
]
ε
β
2
}
≤ Cε
3β
2 .(A.23)
This proves the estimation for r2(·).
Now, we prove the estimate for r3(·).
Combining the variational equation (3.4), (3.5) and (3.6) with (A.15), we see that,
r3(·) is the solution to the stochastic differential equation:

dr3(t) =
[
bx(t)r3(t) +
1
2bxx(t)
(
δx(t)2 − γ(t)2
)
+ 16bxxx(t)
(
δx(t)3 − yε1(t)
3
)
+ δbx(t)r1(t)χEε(t)
+ 16
∫ 1
0
θ3bxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+
∫ 1
0 θ
(
bxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)2dθ
]
dt
+
[
σx(t)r3(t) +
1
2σxx(t)
(
δx(t)2 − γ(t)2
)
+ 16σxxx(t)
(
δx(t)3 − yε1(t)
3
)
+ δσx(t)r2(t)χEε(t)
+ 12δσxx(t)
(
δx(t)2 − yε1(t)
2
)
χEε(t)
+ 16
∫ 1
0
θ3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+ 12
∫ 1
0 θ
2
(
σxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
]
dW (t),
r3(0) = 0.
(A.24)
Similar to (A.18), we can prove that
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ3bxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
∣∣∣dt]β
≤ CE
[
sup
t∈[0,T ]
|δx(t)|4β
]
≤ Cε2β .(A.25)
Similar to (A.19), we have
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ2
{
σxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−σxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
}
δx(t)3dθ
∣∣∣dt]β
≤ CE
[ ∫ T
0
|δx(t)3χEε(t)|dt
]β
≤ CE
[
sup
t∈[0,T ]
|δx(t)|3β
]
ε
β
2 ≤ Cε2β .(A.26)
In a similar way, we have
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
∣∣∣2dt]β2
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≤ CE
[
sup
t∈[0,T ]
|δx(t)|4β
]
≤ Cε2β ,(A.27)
and
E
(∫ T
0
∣∣∣ ∫ 1
0
θ2
{
σxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
}
δx(t)3dθ
∣∣∣2dt) β2
≤ C E
( ∫ T
0
|δx(t)3χEε(t)|
2dt
) β
2
≤ C E
[
sup
t∈[0,T ]
|δx(t)|3β
]
ε
β
2 ≤ Cε2β .(A.28)
On the other hand, by (A.1), (A.2), (A.5) and (A.23), we get that
E
[
sup
t∈[0,T ]
|δx(t)2 − γ(t)2|β
]
= E
[
sup
t∈[0,T ]
(
|r2(t)|
β · |δx(t) + yε1(t) + y
ε
2(t)|
β
)]
≤
(
E
[
sup
t∈[0,T ]
|r2(t)|
2β
]) 1
2
·
(
E
[
sup
t∈[0,T ]
|δx(t) + yε1(t) + y
ε
2(t)|
2β
]) 1
2
≤ Cε2β .(A.29)
Also, by (A.1), (A.5) and (A.9), we have
E
[
sup
t∈[0,T ]
|δx3 − yε1(t)
3|β
]
= E
[
sup
t∈[0,T ]
(
|r1(t)|
β · |δx(t)2 + δx(t)yε1(t) + y
ε
1(t)
2|β
)]
≤
(
E
[
sup
t∈[0,T ]
|r1(t)|
2β
]) 1
2
·
(
E
[
sup
t∈[0,T ]
|δx(t)2 + δx(t)yε1(t) + y
ε
1(t)
2|2β
]) 1
2
≤ Cε2β .(A.30)
Combining (A.25)–(A.30) with (3.2), we obtain that
E
[
sup
t∈[0,T ]
|r3(t)|
β
]
≤ CE
[ ∫ T
0
∣∣∣1
2
bxx(t)
(
δx(t)2 − γ(t)2
)
+
1
6
bxxx(t)
(
δx(t)3 − yε1(t)
3
)
+ δbx(t)r1(t)χEε(t)
+
1
6
∫ 1
0
θ3bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+
∫ 1
0
θ
(
bxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
)
δx(t)2dθ
∣∣∣dt]β
+CE
[ ∫ T
0
∣∣∣1
2
σxx(t)
(
δx(t)2 − γ(t)2
)
40 H. Zhang and X. Zhang
+
1
6
σxxx(t)
(
δx(t)3 − yε1(t)
3
)
+ δσx(t)r2(t)χEε(t)
+
1
2
δσxx(t)
(
δx(t)2 − yε1(t)
2
)
χEε(t)
+
1
6
∫ 1
0
θ3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
+
1
2
∫ 1
0
θ2
(
σxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
∣∣∣2dt]β2
≤ C
{
E
[
sup
t∈[0,T ]
|δx(t)2 − γ(t)2|β
]
+ E
[
sup
t∈[0,T ]
|δx(t)3 − yε1(t)
3|β
]
+E
[
sup
t∈[0,T ]
|r1(t)|
β
]
εβ + ε2β + ε2β + E
[
sup
t∈[0,T ]
|δx(t)2 − γ(t)2|β
]
+E
[
sup
t∈[0,T ]
|δx(t)3 − yε1(t)
3|β
]
+ E
[
sup
t∈[0,T ]
|r2(t)|
β
]
ε
β
2
+E
[
sup
t∈[0,T ]
|δx(t)2 − yε1(t)
2|β
]
ε
β
2 + ε2β + ε2β
}
≤ Cε2β .(A.31)
This proves the estimate for r3(·).
Step 3: We now estimate ‖(δx)2−η2‖β∞,β , ‖(δx)
3−γ3‖β∞,β and ‖(δx)
4−(yε1)
4‖β∞,β.
First, by (A.1)–(A.3), (A.5) and (A.31), we have
E
[
sup
t∈[0,T ]
|δx(t)2 − η(t)2|β
]
= E
[
sup
t∈[0,T ]
(
|r3(t)|
β · |δx(t) + yε1(t) + y
ε
2(t) + y
ε
3(t)|
β
)]
≤
(
E
[
sup
t∈[0,T ]
|r3(t)|
2β
]) 1
2
(
E
[
sup
t∈[0,T ]
|δx(t) + yε1(t) + y
ε
2(t) + y
ε
3(t)|
2β
]) 1
2
≤ Cε
5β
2 .(A.32)
Next, by (A.1), (A.2), (A.5) and (A.23), we get
E
[
sup
t∈[0,T ]
|δx3 − γ(t)3|β
]
= E
[
sup
t∈[0,T ]
(
|r2(t)|
β · |δx(t)2 + δx(t)γ(t) + γ(t)2|β
)]
≤
(
E
[
sup
t∈[0,T ]
|r2(t)|
2β
]) 1
2
·
(
E
[
sup
t∈[0,T ]
|δx(t)2 + δx(t)γ(t) + γ(t)2|2β
]) 1
2
≤ Cε
5β
2 .(A.33)
Finally, by (A.1), (A.5) and (A.9), we have
E
[
sup
t∈[0,T ]
|δx4 − (yε1)
4|β
]
= E
[
sup
t∈[0,T ]
(
|r1(t)|
β · |δx(t) + yε1(t)|
β · |δx(t)2 + yε1(t)
2|β
)]
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≤
(
E
[
sup
t∈[0,T ]
|r1(t)|
2β
]) 1
2
·
(
E
[
sup
t∈[0,T ]
|δx(t) + yε1(t)|
4β
]) 1
4
·
(
E
[
sup
t∈[0,T ]
|δx(t)2 + yε1(t)
2|4β
]) 1
4
≤ Cε
5β
2 .(A.34)
Step 4: Estimate for ‖r4‖
β
∞,β .
By (3.4)–(3.7) and (A.16), we obtain that

dr4(t) =
[
bx(t)r4(t) +
1
2 bxx(t)
(
δx(t)2 − η(t)2
)
+ 16bxxx(t)
(
δx(t)3 − γ(t)3
)
+ δbx(t)r2(t)χEε(t)
+ 12δbxx(t)
(
δx(t)2 − yε1(t)
2
)
χEε(t)
+ 16
∫ 1
0 θ
3bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
− 124bxxxx(t)y
ε
1(t)
4
+ 12
∫ 1
0
θ2
(
bxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
]
dt
+
[
σx(t)r4(t) +
1
2σxx(t)
(
δx(t)2 − η(t)2
)
+ 16σxxx(t)
(
δx(t)3 − γ(t)3
)
+ δσx(t)r3(t)χEε(t)
+ 12δσxx(t)
(
δx(t)2 − γ(t)2
)
χEε(t)
+ 16δσxxx(t)
(
δx(t)3 − yε1(t)
3
)
χEε(t)
+ 16
∫ 1
0 θ
3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
− 124σxxxx(t)y
ε
1(t)
4
+ 16
∫ 1
0
θ3
(
σxxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)4dθ
]
dW (t),
t ∈ [0, T ],
r4(0) = 0.
(A.35)
By (A.34) and the conditions (C1)–(C2), we have
E
[ ∫ T
0
∣∣∣1
6
∫ 1
0
θ3bxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
−
1
24
bxxxx(t)y
ε
1(t)
4
∣∣∣dt]β
≤ CE
[1
6
∫ T
0
∣∣∣ ∫ 1
0
θ3
(
bxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
−bxxxx(t)
)
δx(t)4dθ
∣∣∣dt]β
+CE
[1
6
∫ T
0
∣∣∣ ∫ 1
0
θ3bxxxx(t)δx(t)
4dθ −
1
4
bxxxx(t)y
ε
1(t)
4
∣∣∣dt]β
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≤ CE
[
sup
t∈[0,T ]
|δx(t)5β |dt
]
+ CE
[
sup
t∈[0,T ]
|δx(t)4 − yε1(t)
4|β
]
≤ Cε
5β
2 .(A.36)
Similarly,
E
[ ∫ T
0
∣∣∣1
6
∫ 1
0
θ3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ
−
1
24
σxxxx(t)y
ε
1(t)
4
∣∣∣2dt] β2
≤ Cε
5β
2 .(A.37)
Next, similar to (A.19), we have
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ2
(
bxxx(t, θx¯(t) + (1 − θ)x
ε(t), uε(t))
−bxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
)
δx(t)3dθ
∣∣∣dt]β
≤ CE
[ ∫ T
0
∣∣δx(t)3χEε(t)∣∣dt]β ≤ CE [ sup
t∈[0,T ]
|δx(t)|3β
]
εβ ≤ Cε
5β
2 .(A.38)
and
E
[ ∫ T
0
∣∣∣ ∫ 1
0
θ3
(
σxxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)4dθ
∣∣∣2dt] β2
≤ CE
[ ∫ T
0
∣∣δx(t)4χEε(t)∣∣2dt]β2 ≤ CE [ sup
t∈[0,T ]
|δx(t)|4β
]
ε
β
2 ≤ Cε
5β
2 .(A.39)
Finally, by (3.2) and (A.32)–(A.39), we obtain that
E
[
sup
t∈[0,T ]
|r4(t)|
β
]
≤ CE
[ ∫ T
0
∣∣∣1
2
bxx(t)
(
δx(t)2 − η(t)2
)
+
1
6
bxxx(t)
(
δx(t)3 − γ(t)3
)
+δbx(t)r2(t)χEε(t) +
1
2
δbxx(t)
(
δx(t)2 − yε1(t)
2
)
χEε(t)
+
1
6
∫ 1
0
θ3bxxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))δx(t)4dθ −
1
24
bxxxx(t)y
ε
1(t)
4
+
1
2
∫ 1
0
θ2
(
bxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−bxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))
)
δx(t)3dθ
∣∣∣dt]β
+CE
[ ∫ T
0
∣∣∣1
2
σxx(t)
(
δx(t)2 − η(t)2
)
+
1
6
σxxx(t)
(
δx(t)3 − γ(t)3
)
+δσx(t)r3(t)χEε(t) +
1
2
δσxx(t)
(
δx(t)2 − γ(t)2
)
χEε(t)
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+
1
6
δσxxx(t)
(
δx(t)3 − yε1(t)
3
)
χEε(t)
+
1
6
∫ 1
0
θ3σxxxx(t, θx¯(t) + (1− θ)x
ε(t), u¯(t))δx(t)4dθ −
1
24
σxxxx(t)y
ε
1(t)
4
+
1
6
∫ 1
0
θ3
(
σxxxx(t, θx¯(t) + (1− θ)x
ε(t), uε(t))
−σxxxx(t, θx¯(t) + (1 − θ)x
ε(t), u¯(t))
)
δx(t)4dθ
∣∣∣2dt] β2
≤ C
{
E
[
sup
t∈[0,T ]
|δx(t)2 − η(t)2|β
]
+ E
[
sup
t∈[0,T ]
|δx(t)3 − γ(t)3|β
]
+E
[
sup
t∈[0,T ]
|r2(t)|
β
]
εβ + E
[
sup
t∈[0,T ]
|δx(t)2 − yε1(t)
2|β
]
εβ
+ε
5β
2 + ε
5β
2 + E
[
sup
t∈[0,T ]
|δx(t)2 − η(t)2|β
]
+ E
[
sup
t∈[0,T ]
|δx(t)3 − γ(t)3|β
]
+E
[
sup
t∈[0,T ]
|r3(t)|
β
]
ε
β
2 + E
[
sup
t∈[0,T ]
|δx(t)2 − γ(t)2|β
]
ε
β
2
+E
[
sup
t∈[0,T ]
|δx(t)3 − yε1(t)
3|β
]
ε
β
2 + ε
5β
2 + ε
5β
2
}
≤ Cε
5β
2 .
This completes the proof of Lemma 3.2.
Appendix B. Proof of Proposition 3.4. First, by (3.4)–(3.7), we have
ξ(t) =
∫ t
0
[
bx(s)ξ(s) +
1
2
bxx(s)
(
η(s), η(s)
)
+
1
6
bxxx(s)
(
γ(s), γ(s), γ(s)
)
+
1
24
bxxxx(s)
(
yε1(s), y
ε
1(s), y
ε
1(s), y
ε
1(s)
)
+ δb(s)χEε(s)
+δbx(s)γ(s)χEε(s) +
1
2
δbxx(s)
(
yε1(s), y
ε
1(s)
)
χEε(s)
]
ds
+
∫ t
0
[
σx(s)ξ(s) +
1
2
σxx(s)
(
η(s), η(s)
)
+
1
6
σxxx(s)
(
γ(s), γ(s), γ(s)
)
+
1
24
σxxxx(s)
(
yε1(s), y
ε
1(s), y
ε
1(s), y
ε
1(s)
)
+ δσ(s)χEε(s) + δσx(s)η(s)χEε(s)
+
1
2
δσxx(s)
(
γ(s), γ(s)
)
χEε(s) +
1
6
δσxxx(s)
(
yε1(s), y
ε
1(s), y
ε
1(s)
)
χEε(s)
]
dW (s),(B.1)
η(t) =
∫ t
0
[
bx(s)η(s) +
1
2
bxx(s)
(
γ(s), γ(s)
)
+
1
6
bxxx(s)
(
yε1(s), y
ε
1(s), y
ε
1(s)
)
+δb(s)χEε(s) + δbx(s)y
ε
1(s)χEε(s)
]
ds
+
∫ t
0
[
σx(s)η(s) +
1
2
σxx(s)
(
γ(s), γ(s)
)
+
1
6
σxxx(s)
(
yε1(s), y
ε
1(s), y
ε
1(s)
)
+δσ(s)χEε(s) + δσx(s)γ(s)χEε(s) +
1
2
δσxx(s)
(
yε1(s), y
ε
1(s)
)
χEε(s)
]
dW (s),(B.2)
and
γ(t) =
∫ t
0
[
bx(s)γ(s) +
1
2
bxx(s)
(
yε1(s), y
ε
1(s)
)
+ δb(s)χEε(s)
]
ds
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+
∫ t
0
[
σx(s)γ(s) +
1
2
σxx(s)
(
yε1(s), y
ε
1(s)
)
+δσ(s)χEε(s) + δσx(s)y
ε
1(s)χEε(s)
]
dW (s).(B.3)
Then, using the formula (2.1) in Lemma 2.1, we obtain that
E
〈
hx(x¯(T )), ξ(T )
〉
= −E
〈
p1(T ), ξ(T )
〉
= −E
∫ T
0
[1
2
〈
p1(t), bxx(t)
(
η(t), η(t)
)〉
+
1
2
〈
q1(t), σxx(t)
(
η(t), η(t)
)〉
+
1
6
〈
p1(t), bxxx(t)
(
γ(t), γ(t), γ(t)
)〉
+
1
6
〈
q1(t), σxxx(t)
(
γ(t), γ(t), γ(t)
)〉
+
1
24
〈
p1(t), bxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)〉
+
1
24
〈
q1(t), σxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)〉
+ 〈fx(t), ξ(t)〉 + 〈p1(t), δb(t)〉χEε(t) + 〈q1(t), δσ(t)〉 χEε(t)
+ 〈p1(t), δbx(t)γ(t)〉χEε(t) + 〈q1(t), δσx(t)η(t)〉 χEε(t)
+
1
2
〈
p1(t), δbxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
+
1
2
〈
q1(t), δσxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
]
dt+ o(ε2), (ε→ 0+),(B.4)
E
〈
hxx(x¯(T ))η(T ), η(T )
〉
= −E
〈
p2(T )η(T ), η(T )
〉
= −E
∫ T
0
[1
2
〈
p2(t)bxx(t)
(
γ(t), γ(t)
)
, η(t)
〉
+
1
2
〈
p2(t)η(t), bxx(t)
(
γ(t), γ(t)
)〉
+
1
2
〈
q2(t)σxx(t)
(
γ(t), γ(t)
)
, η(t)
〉
+
1
2
〈
q2(t)η(t), σxx(t)
(
γ(t), γ(t)
)〉
+
1
6
〈
p2(t)bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
, η(t)
〉
+
1
6
〈
p2(t)η(t), bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
+
1
6
〈
q2(t)σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
, η(t)
〉
+
1
6
〈
q2(t)η(t), σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
+ 〈p2(t)δb(t), η(t)〉 χEε(t) + 〈p2(t)η(t), δb(t)〉χEε(t)
+ 〈q2(t)δσ(t), η(t)〉 χEε(t) + 〈q2(t)η(t), δσ(t)〉 χEε(t)
+ 〈p2(t)δbx(t)y
ε
1(t), η(t)〉χEε(t) + 〈p2(t)η(t), δbx(t)y
ε
1(t)〉χEε(t)
+ 〈q2(t)δσx(t)γ(t), η(t)〉 χEε(t) + 〈q2(t)η(t), δσx(t)γ(t)〉χEε(t)
+
〈
p2(t)σx(t)η(t),
1
2
σxx(t)
(
γ(t), γ(t)
)
+
1
6
σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
+
〈
p2(t)
[1
2
σxx(t)
(
γ(t), γ(t)
)
+
1
6
σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)]
, σx(t)η(t)
〉
+
〈
p2(t)σx(t)η(t), δσ(t) + δσx(t)γ(t)
〉
χEε(t)
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+
〈
p2(t)
(
δσ(t) + δσx(t)γ(t)
)
, σx(t)η(t)
〉
χEε(t)
+
1
4
〈
p2(t)σxx(t)
(
γ(t), γ(t)
)
, σxx(t)
(
γ(t), γ(t)
)〉
+
1
2
〈
p2(t)σxx(t)
(
γ(t), γ(t)
)
, δσ(t)
〉
χEε(t)
+
1
2
〈
p2(t)δσ(t), σxx(t)
(
γ(t), γ(t)
)〉
χEε(t)
+
〈
p2(t)
(
δσ(t) + δσx(t)γ(t)
)
, δσ(t) + δσx(t)γ(t)
〉
χEε(t)
+
1
2
〈
p2(t)δσxx(t)
(
yε1(t), y
ε
1(t)
)
, δσ(t)
〉
χEε(t)
+
1
2
〈
p2(t)δσ(t), δσxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
−〈Hxx(t)η(t), η(t)〉
]
dt+ o(ε2) (ε→ 0+),(B.5)
E
[
hxxx(x¯(T ))
(
γ(T ), γ(T ), γ(T )
)]
= −E
[
p3(T )
(
γ(T ), γ(T ), γ(T )
)]
= −E
∫ T
0
[
p3(t)
(1
2
bxx(t)
(
yε1(t), y
ε
1(t)
)
+ δb(t)χEε(t), γ(t), γ(t)
)
+p3(t)
(
γ(t),
1
2
bxx(t)
(
yε1(t), y
ε
1(t)
)
+ δb(t)χEε(t), γ(t)
)
+p3(t)
(
γ(t), γ(t),
1
2
bxx(t)
(
yε1(t), y
ε
1(t)
)
+ δb(t)χEε(t)
)
−
3
2
〈
p2(t)bxx(t)
(
γ(t), γ(t)
)
, γ(t)
〉
−
3
2
〈
p2(t)γ(t), bxx(t)
(
γ(t), γ(t)
)〉
−
3
2
〈
q2(t)σxx(t)
(
γ(t), γ(t)
)
, γ(t)
〉
−
3
2
〈
q2(t)γ(t), σxx(t)
(
γ(t), γ(t)
)〉
−
3
2
〈
p2(t)σxx(t)
(
γ(t), γ(t)
)
, σx(t)γ(t)
〉
−
3
2
〈
p2(t)σx(t)γ(t), σxx(t)
(
γ(t), γ(t)
)〉
+q3(t)
(1
2
σxx(t)
(
yε1(t), y
ε
1(t)
)
+ δσ(t)χEε(t), γ(t), γ(t)
)
+q3(t)
(
γ(t),
1
2
σxx(t)
(
yε1(t), y
ε
1(t)
)
+ δσ(t)χEε(t), γ(t)
)
+q3(t)
(
γ(t), γ(t),
1
2
σxx(t)
(
yε1(t), y
ε
1(t)
)
+ δσ(t)χEε(t)
)
+
1
2
p3(t)
(
σx(t)γ(t), σxx(t)
(
yε1(t), y
ε
1(t)
)
, γ(t)
)
+
1
2
p3(t)
(
σx(t)γ(t), γ(t), σxx(t)
(
yε1(t), y
ε
1(t)
))
+
1
2
p3(t)
(
γ(t), σx(t)γ(t), σxx(t)
(
yε1(t), y
ε
1(t)
))
+
1
2
p3(t)
(
σxx(t)
(
yε1(t), y
ε
1(t)
)
, σx(t)γ(t), γ(t)
)
+
1
2
p3(t)
(
σxx(t)
(
yε1(t), y
ε
1(t)
)
, γ(t), σx(t)γ(t)
)
+
1
2
p3(t)
(
γ(t), σxx(t)
(
yε1(t), y
ε
1(t)
)
, σx(t)γ(t)
)
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+p3(t)
(
σx(t)γ(t), δσ(t), γ(t)
)
χEε(t) + p3(t)
(
σx(t)γ(t), γ(t), δσ(t)
)
χEε(t)
+p3(t)
(
γ(t), σx(t)γ(t), δσ(t)
)
χEε(t) + p3(t)
(
δσ(t), σx(t)γ(t), γ(t)
)
χEε(t)
+p3(t)
(
δσ(t), γ(t), σx(t)γ(t)
)
χEε(t) + p3(t)
(
γ(t), δσ(t), σx(t)γ(t)
)
χEε(t)
+p3(t)
(
δσ(t), δσ(t), γ(t)
)
χEε(t) + p3(t)
(
δσ(t), γ(t), δσ(t)
)
χEε(t)
+p3(t)
(
γ(t), δσ(t), δσ(t)
)
χEε(t)
+p3(t)
(
δσ(t), δσx(t)y
ε
1(t), γ(t)
)
χEε(t) + p3(t)
(
δσ(t), γ(t), δσx(t)y
ε
1(t)
)
χEε(t)
+p3(t)
(
γ(t), δσ(t), δσx(t)y
ε
1(t)
)
χEε(t) + p3(t)
(
δσx(t)y
ε
1(t), δσ(t), γ(t)
)
χEε(t)
+p3(t)
(
δσx(t)y
ε
1(t), γ(t), δσ(t)
)
χEε(t) + p3(t)
(
γ(t), δσx(t)y
ε
1(t), δσ(t)
)
χEε(t)
−Hxxx(t)
(
γ(t), γ(t), γ(t)
)]
dt+ o(ε2), (ε→ 0+),(B.6)
and
E
[
hxxxx(x¯(T ))
(
yε1(T ), y
ε
1(T ), y
ε
1(T ), y
ε
1(T )
)]
= −E
[
p4(T )
(
yε1(T ), y
ε
1(T ), y
ε
1(T ), y
ε
1(T )
)]
= −E
∫ T
0
[
p4(t)
(
δσ(t), δσ(t), yε1(t), y
ε
1(t)
)
χEε(t)
+p4(t)
(
δσ(t), yε1(t), δσ(t), y
ε
1(t)
)
χEε(t)
+p4(t)
(
δσ(t), yε1(t), y
ε
1(t), δσ(t)
)
χEε(t)
+p4(t)
(
yε1(t), δσ(t), δσ(t), y
ε
1(t)
)
χEε(t)
+p4(t)
(
yε1(t), δσ(t), y
ε
1(t), δσ(t)
)
χEε(t)
+p4(t)
(
yε1(t), y
ε
1(t), δσ(t), δσ(t)
)
χEε(t)
−2p3(t)
(
bxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t), y
ε
1(t)
)
−2p3(t)
(
yε1(t), bxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t)
)
−2p3(t)
(
yε1(t), y
ε
1(t), bxx(t)
(
yε1(t), y
ε
1(t)
))
−2q3(t)
(
σxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t), y
ε
1(t)
)
−2q3(t)
(
yε1(t), σxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t)
)
−2q3(t)
(
yε1(t), y
ε
1(t), σxx(t)
(
yε1(t), y
ε
1(t)
))
−2p3(t)
(
σx(t)y
ε
1(t), σxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t)
)
−2p3(t)
(
σx(t)y
ε
1(t), y
ε
1(t), σxx(t)
(
yε1(t), y
ε
1(t)
))
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−2p3(t)
(
yε1(t), σx(t)y
ε
1(t), σxx(t)
(
yε1(t), y
ε
1(t)
))
−2p3(t)
(
σxx(t)
(
yε1(t), y
ε
1(t)
)
, σx(t)y
ε
1(t), y
ε
1(t)
)
−2p3(t)
(
σxx(t)
(
yε1(t), y
ε
1(t)
)
, yε1(t), σx(t)y
ε
1(t)
)
−2p3(t)
(
yε1(t), σxx(t)
(
yε1(t), y
ε
1(t)
)
, σx(t)y
ε
1(t)
)
−2
〈
p2(t)bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
, yε1(t)
〉
−2
〈
p2(t)y
ε
1(t), bxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
−2
〈
p2(t)σx(t)y
ε
1(t), σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
−2
〈
p2(t)σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
, σx(t)y
ε
1(t)
〉
−2
〈
q2(t)y
ε
1(t), σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)〉
−2
〈
q2(t)σxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t)
)
, yε1(t)
〉
−3
〈
p2(t)σxx(t)
(
yε1(t), y
ε
1(t)
)
, σxx(t)
(
yε1(t), y
ε
1(t)
)〉
−Hxxxx(t)
(
yε1(t), y
ε
1(t), y
ε
1(t), y
ε
1(t)
)]
dt+ o(ε2), (ε→ 0+).(B.7)
Substituting (B.4)–(B.7) into the Taylor expansion (3.8), we obtain that
J(uε)− J(u¯)
= −E
∫ T
0
[
− δf(t)χEε(t)− δfx(t)γ(t)χEε(t)−
1
2
δfxx(t)
(
yε1(t), y
ε
1(t)
)
χEε(t)
+ 〈p1(t), δb(t)〉χEε(t) + 〈q1(t), δσ(t)〉 χEε(t)
+ 〈p1(t), δbx(t)γ(t)〉χEε(t) + 〈q1(t), δσx(t)γ(t)〉χEε(t)
+
1
2
〈
p1(t), δbxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
+
1
2
〈
q1(t), δσxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
+
1
2
〈p2(t)δb(t), γ(t)〉χEε(t) +
1
2
〈p2(t)γ(t), δb(t)〉χEε(t)
+
1
2
〈q2(t)δσ(t), γ(t)〉 χEε(t) +
1
2
〈q2(t)γ(t), δσ(t)〉 χEε(t)
+
1
2
〈p2(t)δbx(t)y
ε
1(t), y
ε
1(t)〉χEε(t) +
1
2
〈p2(t)y
ε
1(t), δbx(t)y
ε
1(t)〉χEε(t)
+
1
2
〈q2(t)δσx(t)y
ε
1(t), y
ε
1(t)〉χEε(t) +
1
2
〈q2(t)y
ε
1(t), δσx(t)y
ε
1(t)〉χEε(t)
+
1
2
〈
p2(t)σx(t)γ(t), δσ(t)
〉
χEε(t) +
1
2
〈
p2(t)δσ(t), σx(t)γ(t)
〉
χEε(t)
+
1
2
〈
p2(t)σx(t)y
ε
1(t), δσx(t)y
ε
1(t)
〉
χEε(t)
+
1
2
〈
p2(t)δσx(t)y
ε
1(t), σx(t)y
ε
1(t)
〉
χEε(t)
+
1
4
〈
p2(t)σxx(t)
(
yε1(t), y
ε
1(t)
)
, δσ(t)
〉
χEε(t)
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+
1
4
〈
p2(t)δσ(t), σxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
+
1
2
〈
p2(t)δσ(t), δσ(t)
〉
χEε(t) +
1
2
〈
p2(t)δσ(t), δσx(t)γ(t)
〉
χEε(t)
+
1
2
〈
p2(t)δσx(t)γ(t), δσ(t)
〉
χEε(t) +
1
2
〈
p2(t)δσx(t)y
ε
1(t), δσx(t)y
ε
1(t)
〉
χEε(t)
+
1
4
〈
p2(t)δσxx(t)
(
yε1(t), y
ε
1(t)
)
, δσ(t)
〉
χEε(t)
+
1
4
〈
p2(t)δσ(t), δσxx(t)
(
yε1(t), y
ε
1(t)
)〉
χEε(t)
+
1
6
p3(t)
(
δb(t), yε1(t), y
ε
1(t)
)
χEε(t) +
1
6
p3(t)
(
yε1(t), δb(t), y
ε
1(t)
)
χEε(t)
+
1
6
p3(t)
(
yε1(t), y
ε
1(t), δb(t)
)
χEε(t) +
1
6
q3(t)
(
δσ(t), yε1(t), y
ε
1(t)
)
χEε(t)
+
1
6
q3(t)
(
yε1(t), δσ(t), y
ε
1(t)
)
χEε(t) +
1
6
q3(t)
(
yε1(t), y
ε
1(t), δσ(t)
)
χEε(t)
+
1
6
p3(t)
(
σx(t)y
ε
1(t), δσ(t), y
ε
1(t)
)
χEε(t) +
1
6
p3(t)
(
σx(t)y
ε
1(t), y
ε
1(t), δσ(t)
)
χEε(t)
+
1
6
p3(t)
(
yε1(t), σx(t)y
ε
1(t), δσ(t)
)
χEε(t) +
1
6
p3(t)
(
δσ(t), σx(t)y
ε
1(t), y
ε
1(t)
)
χEε(t)
+
1
6
p3(t)
(
δσ(t), yε1(t), σx(t)y
ε
1(t)
)
χEε(t) +
1
6
p3(t)
(
yε1(t), δσ(t), σx(t)y
ε
1(t)
)
χEε(t)
+
1
6
p3(t)
(
δσ(t), δσ(t), γ(t)
)
χEε(t) +
1
6
p3(t)
(
δσ(t), γ(t), δσ(t)
)
χEε(t)
+
1
6
p3(t)
(
γ(t), δσ(t), δσ(t)
)
χEε(t)
+
1
6
p3(t)
(
δσ(t), δσx(t)y
ε
1(t), y
ε
1(t)
)
χEε(t) +
1
6
p3(t)
(
δσ(t), yε1(t), δσx(t)y
ε
1(t)
)
χEε(t)
+
1
6
p3(t)
(
yε1(t), δσ(t), δσx(t)y
ε
1(t)
)
χEε(t) +
1
6
p3(t)
(
δσx(t)y
ε
1(t), δσ(t), y
ε
1(t)
)
χEε(t)
+
1
6
p3(t)
(
δσx(t)y
ε
1(t), y
ε
1(t), δσ(t)
)
χEε(t) +
1
6
p3(t)
(
yε1(t), δσx(t)y
ε
1(t), δσ(t)
)
χEε(t)
+
1
24
p4(t)
(
δσ(t), δσ(t), yε1(t), y
ε
1(t)
)
χEε(t)
+
1
24
p4(t)
(
δσ(t), yε1(t), δσ(t), y
ε
1(t)
)
χEε(t)
+
1
24
p4(t)
(
δσ(t), yε1(t), y
ε
1(t), δσ(t)
)
χEε(t)
+
1
24
p4(t)
(
yε1(t), δσ(t), δσ(t), y
ε
1(t)
)
χEε(t)
+
1
24
p4(t)
(
yε1(t), δσ(t), y
ε
1(t), δσ(t)
)
χEε(t)
+
1
24
p4(t)
(
yε1(t), y
ε
1(t), δσ(t), δσ(t)
)
χEε(t)
]
dt+ o(ε2), (ε→ 0+)
= −E
∫ T
0
[
H(t, x¯(t), u(t)) + 〈S(t, x¯(t), u(t)), γ(t)〉
+
1
2
〈T(t, x¯(t), u(t))yε1(t), y
ε
1(t)〉
]
χEε(t)dt+ o(ε
2), (ε→ 0+).
This proves (3.11), and completes the proof of Proposition 3.4.
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