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FOREWORD
"In any case, quantitative methods can never be more than
an adjunct to description - they can never provide inter-
pretations. Interpretation is a process in the ecologist's
mind when he has fully surveyed the descriptive data;
whether qualitative or quantitative; and, while quantitative
descriptions may greatly facilitate and even guide these
mental processes, they cannot replace them."
- D. W. Goodall
v

AN ANALYSIS OF EXPOSURE PANEL DATA
COLLECTED AT MILLSTONE POINT, CONNECTICUT
1.0 INTRODUCTION
This report presents the results of a comprehensive analysis of
data collected as part of exposure panel experiments at the Northeast
Utility Service Company (NUSCO) Millstone Power Station located at Mill-
stone Point, Connecticut. The analysis is part of a larger investigation
which seeks to improve the information obtained and cost-effectiveness
of aquatic ecological monitoring programs maintained and operated by
utility companies for waters subject to withdrawal and discharge of
power plant cooling water. The study has been conducted as part of
the M.I.T. Energy Laboratory, Electric Power Program, Waste Heat Manage-
ment Sub-program. Support for this study is provided by Northeast
Utilities Service Company, Hartford, Connecticut and by New England Power
Company, Westboro, Massachusetts.
1.1 Organization of Report
The remainder of Section 1 presents background information, including
an overview of the problem and specific objectives of this study. The ex-
posure panel experiments at Millstone Point are described in detail in Section
2. Ecological processes affecting exposure panels are discussed in Section 3
and a model guiding the data analysis is presented. The methods and results
of the statistical analysis of the data is presented in Sections 4, 5 and 6.
Conclusions and recommendations are made in Section 7.
1
1.2 Background
The following paragraphs are intended to provide a brief description
of: 1) purposes for ecological studies at power plants; 2) the over-
all program of ecological studies in the vicinity of Millstone Point;
and 3) the kinds of analysis problems arising from such studies.
1.2.1 Purposes for Ecological Studies
In this report ecological study refers to any systematic program
of measurement of organism, population or community parameters intended
to provide information regarding changes in these parameters due to
changes in the environmental condition which influence these parameters.
Typical parameters or variables of interest include population density,
number of species, distribution of species, population age-structure,
organism size and growth rates. Particular concern is focussed on
environmental changes which may be influenced by power plant cooling
water intake and discharge.
Comprehensive ecological studies are required by environmental regu-
lations promulgated by Federal and State agencies. The result of these regu-
lations has been to require utility companies to collect extensive amounts of
relatively specific and detailed data on a wide variety of biological vari-
ables.
Two interrelated purposes can be identified for these ecological studies:
1. to satisfy conditions established as part of permits, variances and
licenses issued to construct and operate a power station;
2. to generate information to support utility applications for permits,
variances and licenses.
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In either case, these studies can be seen as experiments which are performed
to test the following hypothesis:
The intake and discharge of cooling water for power plant operation
do not affect the aquatic community in a statisticaZZy and biologically
significant manner.
The perspective expressed in this concept of a hypothesis testing
purpose for ecological studies provides the point-of-departure for the
analysis reported in the following sections of this report.
1.2.2 Ecological Studies of Millstone Point
Environmental impact studies were initiated at Millstone Point in 1968
(see Figure 1-1 for location map). On-going investigations are modifications,
expansions and/or additions to the original program. The present studies are
required by a National Pollutant Discharge Elimination System (NPDES) Permit
and the Environmental Technical Specifications (Appendix B of the Operating
License) issued to NUSCO for Millstone Power Station. In addition to satisfy-
ing the permit requirements, the studies provide information for evaluating
the effects of the existing Unit 1 and to support license applications.
Existing studies are categorized as thermal plume studies, biological
monitoring, entrapment monitoring, and entrainment studies.
Thermal plume studies are conducted to predict and measure the extent
of the heated water discharge plume. Biological monitoring includes several
experiments: exposure panels, intertidal rocky shore surveys, fin fish studies,
benthic surveys, lobster population studies, ichthyoplankton and other zoo-
plankton, and chlorophyll measurements. Intake entrapment monitoring is
intended to detect seasonal trends in the numbers of impinged organisms and
3
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Table 1-1
Summary of Temporal and
Spatial Frequency of Sampling
For Ecological Studies at
Millstone Point Area
Study
Exposure Panels
Intertidal Rocky Shore
Fin Fish;
seines
gill nets
otter trawls
Benthic
Lobster
Ichthyoplankton/Zooplankton
Chlorophyll
Entrapment
Entrainment
Number or
Sampling Stations
6
7
7
8
8
14
8
16
4
intake
intake/discharge
Frequency of
Sampling
monthly
5 times per year
8 times per yea
monthly
bi-weekly
quarterly
monthly
3 days per week
quarterly
continuous
3 days per week
5
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to assess population effects. Particular attention is given the
menhaden population, including the development of a mathematical model
of the size of the menhaden population.
Table 1-1 summarizes the temporal and spatial frequency of sampling
for the studies listed above. As a result of these comprehensive sampling
programs, a relatively large volume of data is generated describing the
ecology of the Millstone Point area.
The available ecological data for Millstone is one of the most compre-
hensive data bases existing for a power plant site. More than two years
of pre-operational data were collected and continuing studies provide at
this time more than six years of operational data.
1.2.3 Data Analysis Problems
Extensive data generated by comprehensive ecological studies can
pose significant problems in analysis and interpretation. In particular,
three questions can be raised relative to any given experiment or study
element:
1. Does the particular study ( e.g., exposure panels) address the
basic hypothesis given in Section 1.2.1? Is the data generated useful
in attempting to assess ecological affects of power plant related
changes in environmental variables?
2. Given an affirmative answer to question 1, how can the maximum
information be extracted from the collected data? What analysis
strategies can be devised to test specific relevant ecological hypotheses?
3. Can equivalent information be obtained for reduced costs? Can
a given study be re-designed to be more cost-effective?
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As in the present case, these questions are typically asked in the
context of on-going experiments. Many years of data exist and experimental
methods and design are established. However, relatively little quanti-
tative analysis of the data has been done and changes in study protocol's
are made hesitantly and without the aid of systematic analysis. An
assumption in the study reported here is that ecological and statistical
understanding can be integrated to yield answers to the kinds of questions
raised above and improve for all concerned the output from comprehensive
ecological studies.
Furthermore, affecting such improvements is seen as an on-going
process requiring an iterative strategy for experimental design.
Such an approach consists of a coupling of experimental design, data
collection, data analyses and hypothesis generation:
The resulting feedback process assures continuous re-evaluation
of experiments and improvement of all phases of study. Numerous diffi-
culties are less likely to occur; collection of long sequences of useless
data; omission of measurement of certain essential parameters; accumulation
of reams of unanalyzed data.
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1.3 Objectives of This Study
In the context of the nature of the problems outlined above, the
specific objectives of the study reported herein are:
1. To identify, develop and carry out alternative analyses of
exposure panel data collected in the Millstone Point, Connecticut area.
The results are intended to increase the information obtained from exposure
panel data, as well as be a case study of how ecological and statistical
analyses can be combined to improve the utility of ecological studies.
2. To identify and propose changes in the present exposure panel
monitoring program which can result in information output equivalent to
the present program for reduced costs (sampling effort). A comprehensive
cost-effectiveness analysis of the exposure panel experiment is not
intended.
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2.0 DESCRIPTION OF ON-GOING MILLSTONE POINT EXPOSURE PANEL STUDIES
The objective of exposure panel experiments is to study the community
of marine boring and fouling organisms. The original motivation in 1968
for establishing the program stemmed from concern by NUSCO personnel about
potential presence and control of species which contribute to fouling
of cooling water intakes. Soon after the initiation of the study, the
value of exposure panel studies for monitoring power plant effects was
recognized and the exposure panel studies were incorporated into the pre-
operational ecological studies. Sessile organisms associated with exposure
panels are of value as potential indicators because they cannot move out
of an area of stress and they are relatively easily quantified.
2.1 Field and Laboratory Procedures
Exposure panel stations are shown in Figure 2-1. Panels were set
out at White Point, Fox Island-North, and Millstone Harbor in June, 1968.
An additional rack was installed at Black Point in October, 1968, but
was moved to Giant's Neck in January, 1969, because of difficulties with
the installation. A fifth rack was installed at the intake in April, 1969.
In July, 1973, an exposure panel unit was installed in the effluent quarry,
suspended from a platform along the eastern bank of the quarry. Through-
out most of the reporting period, it has been extremely difficult to keep
a rack at the intake because of wave action and surge. Recently the rack
was anchored approximately 100 feet in front of the intake screens. A
50-pound mushroom anchor with 40 feet of chain was attached to the rack,
9
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and the rack was floated just beneath the surface with two heavy-duty
floatation buoys (Battelle, 1975).
Each unit is installed immediately below low tide level, thus sub-
jecting it to minimum variation of depth-related parameters and maximum
impact of the warm water effluent. The unit consists of a series of
untreated southern white pine wood boards backed by transite, a hard asbestos-
like material (Figure 2-2). The wood provides a soft substrate for the
borers, while the transite allows for the settling of fouling organisms.
Each month, two panels are removed - one that has been exposed for
one month and one that has been exposed for a 12-month period. The
short-term panels enable determination of those species which attach
each month. The long-term panels allow measurement of growth and develop-
ment over extended periods of time and are intended to enable determination
of annual and seasonal variations due to fluctuations in water temperature
and/or other environmental factors. No replicate panels are removed.
Each panel, upon arrival at the laboratory, is held in running seawater
for not more than three days, until examined. Each panel is bisected by a
diagonal line and the two halves are analyzed separately. This process
produces sub-samples, not replicates. A subjective estimate of the
percent of the panel covered by a given species is made (+ 5 percent).
Where possible, a detailed enumeration of all macroscopic biota is also made.
Sizes of the fouling and boring organisms are noted where possible. However,
size data is not included in reports submitted to NUSCO from the laboratory.
The final output data consists of species abundance (and/or percent coverage)
lists for each panel.
11
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with nuts and bolts
a. Rack
b. Rack with Panels
FIGURE 2-2. EXPOSURE PANEL RACK USED FOR SAMPLING BORER
AND FOULING ORGANISMS
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2.2 Existing Data Analysis
Battelle (1975) report the results of existing analysis of the
exposure panel data. Essentially, three methods of analysis are carried
out:
1. Identification of trends or shifts in species composition (or
other taxa) and qualitative evaluation of the ecological significance
of these shifts.
2. Chi-square contingency test to determine whether occurrence and/
or abundance of organisms on panels is dependent on month, site or year.
The null hypothesis is accepted at a 10% level of significance.
3. Shannon-Wiener diversity index calculations for algal and
annelid species:
^ S N.
H=- I logN g2 Ni=l
where N = the number of individuals of a species, and
N = the total number of species
Correlation coefficients between diversity and sampling years are
calculated to determine significance of any time trends in diversity.
Briefly, the results of these analyses have indicated two character-
istics of the exposure panel community over the past several years.
1. Relatively few species ( 20%) are contingent on month, site
or year. Those that are contingent on one of these factors can be readily
explained by known species characteristics or because of being first-time
or rarely occurring species. The report (Battelle, 1975) does not specify
the month, site or year on which the species occurrence is contingent.
13
2. The number of species appearing on exposure panels in the Mill-
stone Point area has increased significantly over the past several years.
This observation is attributed to long-term warming of the North Atlantic
Ocean.
The analysis reported in the remainder of this report is intended to
complement and extend the existing analyses summarized above.
14
3.0 AN ECOLOGICAL BASIS FOR EXPOSURE PANEL DATA ANALYSIS
A purpose of our analysis is to identify statistically significant changes
occurring in the community of organisms associated with exposure panels. Any
such changes we identify must be ecologically meaningful. We recognize four
ecological approaches to community analysis, which may lead to specific
hypotheses for statistical testing :
1. Indicator, key, representative, etc. species analysis - a few
particular species are chosen for analysis as representative in
some sense of the total community.
2. Community composition analysis - changes in patterns of species
abundance distribution are identified and characterized. Diversity
analysis falls in this category.
3. Energy flow analysis - inputs, transformations and outputs of
energy are tracked through the trophic structure of the community.
4. Environmental resource analysis (niche analysis) - functional rela-
tionships between environmental variables and community structure are
sought. Gradients in resources can account for changes in the
community.
Theoretically, each of these four approaches can lead to the identification
and selection of specific ecosystem parameters for statistical analysis. The
analysis reported herein follows principally from community composition analysis.
3.1 Some Dimensions of the Analysis Problem
Recall that the reported data consists of a list of species on each
panel and a measure of abundance of each species (numbers of individuals or
percent coverage). We are concerned with changes that occur in the species
list and/or their (relative) abundance. In one sense, the only analysis that
fully accounts for the complexity represented by the species abundance list
is the careful study of each individual species, including life cycles and
15
physiology together with the interactions among the other species present.
Unfortunately it is not possible to gather all of the necessary information
in a reasonable time frame nor is it possible to fully comprehend and under-
stand the meaning and implications of even that data which is presently
available.
Our objective is to find ecologically meaningful parameters which are
analytically manageable. We imagine a spectrum of analyses ranging from
qualitative biological analysis and interpretation on a species-by-species
basis to quantitative, statistical analysis of a single ecosystem parameter,
which characterizes the species abundance list of each panel and may omit
significant biological information.
The purpose of the experiment influences the choice of analysis method.
When the panels are viewed as basic scientific experimental instruments, any
information obtained may be of importance. If the panels are viewed basically
as monitors of ecological change, then it is important that each panel be
comparable with other panels so that the various sources of variation in the
panel data can be identified and quantified. In order to make a reasoned choice
of analysis strategy, the tradeoffs which are necessarily present between
various points on an "ecological analysis spectrum" must be recognized.
Analysis of the exposure panel data includes both summarization and
comparison. Summarization is included whenever data is grouped together to
form aggregate values or averages. Summarization always includes the loss
of some information in exchange for a more general indication of trends or
patterns. Comparison identifies and quantifies the similarities and
differences which may exist between two sets of data (i.e., two panels).
Comparisons can be made between data sets which are at any common level of
summarization. The proper analysis strategy is that balance between summari-
16
zation and comparison of the available data which is best able to satisfy
the analysis objectives.
There have been over 850 panels collected since the beginning of the
exposure panel monitoring program (1969 to 1975). During this period of
sampling effort over 150 different species have been observed. One level
of analysis involves a qualitative assessment of the general trends and
changes that have been observed. Conclusions or recommendations from such
an analysis tend to be subjective. Qualitative analysis provides necessary
guidance and assistance for quantitative analysis. However, some method of
summarization or selection of data (and concomitant loss of information) is
necessary if statistical analyses are to be performed.
We consider each individual panel to be an observational unit and
abundance of each species on each panel to be the measurement variables. This
is basically a multivariate statistical problem. However, we can reduce the
problem to a significantly simpler univariate conceptualization, which remains
ecologically meaningful. That is, we can attempt to find a single (univariate)
parameter, which summarizes essential characteristics of the multivariate
species abundance list. We utilize both univariate and multivariate statistics
in our analyses.
Figure 3-1 illustrates a process of data summarization (quantification)
and comparison for species abundance lists from exposure panels. The species
abundance list can be rearranged by ranking species from highest to lowest
abundance. Plots of species abundance (or rank abundance) distribution
summarize the species list, but result in the loss of the names of the particular
species giving rise to the plot. Therefore, two lists containing different
species can give rise to the same distribution, S(N). Further summarization
.17 
FIGURE 3-1
Exposure Panel Data Summarization and Comparison
a) Species abundance list as reported
Species Name
A
B
C
D
Abundance
NA
NB
NC
ND
b) Rank Abundance List
Species Name
G
C
E
A
F
Abundance
NG
NC
NE
NA
NF
Rank
1
2
3
4
5
NG > NC > NE > NA > N F >
c) Rank abundance distribution or species abundance distribution
Log
Relative
Abundance
O
or 4 4)
ot I I t I t I
0
Number of Individuals
Per Species
18
123
Rank
Figure 3-1 (cont'd)
d) Species abundance distribution parameters
1. Total # of Species
ST= fS(N)dN
2. Total # of individuals
NT = NS(N)dN
3. Diversity Indices, e.g.,
H = - ) n ( ) S(N)dN
N T NT
e) Methods for Comparison
1. Test hypotheses regarding equality of means and variances between
(samples formed by groups of)panels.(e,g., pre-operational and
operational.)
2. Time series analysis
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is achieved by calculating specific parameters as a function of S(N), for
example, total number of species ST , and diversity, H. At this point the
original multivariate problem has been reduced to a univariate problem. These
parameters represent descriptive statistics associated with the distribution
functions and are not in themselves a basis for full understanding of community
structure. Given any of these community parameters, hypotheses can be formulated
for statistical testing of comparisons between two or more (groups of) panels.
3.1.1 Species Abundance Distributions: A Pessimistic Note
Two kinds of models exist to explain relative abundances of species:
ecological and statistical. Ecological models follow from assumptions regarding
the way in which resources are apportioned among species in the community.
Statistical models are based on probabilistic arguments regarding species
abundance without regard to the ecology of the species in the community.
Unfortunately, in some cases the same predictions can be obtained from two or
more models. As a result, it may be difficult to differentiate ecological
phenomena from statistical phenomena. We are often faced with the problem
aptly described by Pielou (1975, page 34):
"The last step, that of arguing back still further from acceptable
statistical hypotheses to acceptable ecological hypotheses, still
remains to be done; it is usually the hardest step in an investi-
gation of species abundance relations and one may not succeed at
it (nobody has yet), but one should not overlook its existence."
A model of particular interest is the log normal distribution model which
assumes that the abundance of each species depends on a large number of
multiplicative factors. The central limit theorem can be used to show that
the abundance of an individual species is a log normal variate. But to reach
the conclusion that relative abundances are also log normal requires a purely
20
statistical assumption. The lognormal may be expected when a large and non-
homogeneous community is being investigated as in the present case of the
entire exposure panel species list.
May (1975) states that:
"In brief, if the pattern of relative abundance arises from the inter-
play of many independent factors, as it must once S is large, a log-
normal distribution is both predicted by theory and visually found in
nature" (Pg. 6).
Whittaker (1972) also remarks
"When a large sample is taken containing a good number of species, a
lognormal distribution is usually observed, whether the sample represents
a single community or more than one, whether distributions of the
community fractions being combined are of geometric, lognormal, or
MacArthur form" (Pg. 221).
Pielou, (1975) also adds that the fitting of a treated lognormal distri-
bution will
"tell us less about natural communities than about the multitude of
shapes that the family of truncated lognormals can assume" (Pg. 62).
This ubiquitous character of the lognormal distribution also implies that
shifts in the species composition of the panels might occur without affecting
the overall lognormal distribution of species abundance. Thus the overall
community composition as measured by the relative abundance of all component
species may not be sensitive to significant ecological changes. Analysis of
taxonomically similar subgroups of species within the community is one
possible approach to dealing with this problem
Relative to the purpose of employing species abundance relationships
for assessing ecologically significant impacts on the surrounding ecosystem,
the outlook is pessimistic. We expect that the abundance distribution for all
species occurring on a panel is probably the result of many random factors
each having a multiplicative effect on individual species growth and competition.
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This leads mathematically to a lognormal distribution or perhaps the more
general negative binomial function. Because these general distributions are
in no way uniquely determined by any one set of ecological conditions, the
benefit of fitting an exact form of the distribution to the panel data is
questionable. Specifically, it may be difficult to detect statistically
significant changes in the abundance distribution of all species in the
community. This will be true even if significant pertubations to particular
species subgroups have occurred within the community. Therefore, analysis of
important subgroups may hold more promise.
The composition analysis problem is further complicated by sampling bias
and variability. The panels reflect a small sampling of the total species pool.
Rare species are poorly represented and colonizers are selected for. Sampling
often changes the relative abundance distribution that is observed from lognormal
or negative binomial to logarithmic (May, 1975). Furthermore, we do not have
any true replicate exposure panel samples and the community may be changing
naturally over the time span of our sampling program,
With the foregoing aspects of the data analysis problem in mind our
approach to the statistical analysis of the exposure panel data begins with
ST, the total number of species occurring on a panel. Although ST ignores
certain information contained in the species abundance list, we choose this
parameter for two reasons: 1) there is an ecological basis ("theory")
supporting its meaningfulness in this situation (see section 3.2); and 2) it
demonstrates the utility of simple univariate statistical analysis (see
sections 4 and 5). The analysis presented in Section 6 follows a multivariate
approach to community composition, which attempts to retain more information
represented in the species abundance list.
22
Before proceeding to statistical analysis we present in the next
section an ecological description of exposure panels and the ecological
basis for analysis of ST .
3.2 Ecological Processes Affecting Exposure Panels1
Figure 3-2 illustrates a typical characteristic of exposure panel data
collected at the Millstone Point area. The data shown are generated during
the first twelve months after a new rack is installed. A rack holding a
complete set of new panels is put in place at a site on a specified starting
date. In subsequent months panels are removed producing a sequence of data
showing the change in total periods of exposure up to twelve months. After
the first twelve months, each panel that is removed has been exposed for
twelve months.
The shape of the curves shown in Figure 3-2 is typical of that expected
for colonization curves for islands and sometimes observed for other insular
regions in marine environments (Schoener, 1974). Because each data point
represents a different panel, the resulting sequence is not exactly a
panel colonization curve. However, the reproducibility of this character-
istic response, provides support for assuming that the curve shown would also
be obtained by sequential observations of a single panel.
The apparent similarity of the observed data with colonization curves
suggests that ecological theories of island community colonization and
maintenance may provide ecological insight to analysis of exposure panel
data. In particular, in addition to gaining an improved understanding of
the structure of the community of organisms observed, island theory attempts
to explain ecological processes giving rise to a given community.
The authors gratefully acknowledge the contributions of Mr. Charles Puccia,
Ph.D. Candidate, M.I.T., for his contributions to this section.
23
z
0
a-
w
--m:
'1
u' O0 0 LO
(IS) lauD d o uO bu!JJiino
sae!adS jo JaqwnN IDoI0.
0
0 0
L
-
-03
z U s0o o
o
a0.0LL
ax
(i)0
IO0
0 Q
c-o C
E) 00 C
~0 I
o)
._0'
24
3.2.1 Island Colonization
An insular region becomes inhabited according to its size and
distance from the source of species, as well as the size of the species
pool. The rate of immigration is also dependent on the community of
organisms already on the island. With an increased number of species on
the island, immigration declines. Simultaneously, the rate of extinction
rises. Eventually the two rates equal each other and the number of species
on the island comes into equilibrium. The theory of island colonization
has been detailed by MacArthur and Wilson (1967) and accounts for many
factors including size of the island and distance from species pool.
Ecological processes which affect marine colonization include:
1. Reproduction and spawning of local marine organisms.
2. Dispersal of larval or other immature stages into the vicinity
of the panel.
3. Settling and attachment of larvae (or of mobile organisms)
onto the exposure panel (immigrations if a new species)
4. Mortality of attached organisms resulting from competition,
predation, or physiological intolerance (extinction if an
entire species population is eliminated)
5. Growth of the attached organisms
6. Seasonal (cyclical) or successional (directional) development
of the attached community of organisms.
These processes can be differentiated according to whether they depend
on the environmental conditions of the species source area or the colonized
area (island).
25
Environmental conditions which affect marine fouling and boring
communities include:
1. Temperature of the water at a particular time and the
seasonal range and pattern of temperature fluctuations.
2. Location of the exposure panel with regard to the distance
from the nearest reproducing population of the various spe-
cies.
3. Hydrology of the area including the tidal fluctuation,
water depth, current flow, and wave intensity.
4. Water quality of the locality including salinity, nutrients,
and organic content.
5. Orientation of the panel in the water column including the
surface exposure (horizontal or vertical). the mooring me-
chanism (fixed or floating) and the exposure to waves.
6. Substrate suitability of the panel for a particular species'
settlement and development.
This list of factors which may effect the colonization process
and the resulting colonization observations indicate the complexity of
this relatively well-defined ecological situation. It is virtually im-
possible to separate and understand the general effects of each specific
factor on the processes of marine colonization. In many cases, data on
variables of interest such as hydrology and water quality are not avail-
able, and cannot be obtained without massive sampling efforts well be-
yond the scope of any existing program of sampling.
Scheer (1945) discusses further the nature of this problem and
suggests that to develop a detailed model of observed colonization phe-
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nomena it is necessary to know for each species in the species pool:
1. Breeding season
2. Life span
3. Larval and immature life-stage characteristics
4. Habitat requirements, especially for settling and attach-
ment of larvae.
In addition, it is necessary to know the effact of present and past en-
vironmental conditions on these organism's characteristics. The ob-
served colonization phenomena is an integrative result of a sequence of
events over time periods of months.
Given the complexity of colonization processes and lack of
data, the question arises: Can a representation of the processes affect-
ing exposure panels be developed which is consistent with the available
data and useful for guiding statistical analysis of the data?
3.2.2 Accounting for Variability in Colonization
If the characteristics of an island remain fixed, then any al-
teration of the colonization curves must be the result of
physical or biological changes affecting the species pool and/or immi-
gration extinction processes. Hence, if monitoring and evaluating the
colonization rates and/or equilibrium species number of panels shows
v.ifferences over certain time periods, a potential alteration to the
biological processes and/or physical environment is implied and the
observed variability must be explained. The problem then is to at-
tempt. to elucidate the potential sources of variability in the obser-
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servations of number of species on the panel, in the context of the
governing processes described in Section 3.1.
The following list indicates potential apparent sources of va-
riation which can be accounted for with the existing data:
1. Exposure length
2. Panel starting date (seasonality)
3. Sampling station location
4. Power plant intake and discharge of cooling water
5. Sampling methods.
Clearly, these five variables only provide a rough accounting
for the effect of environmental conditions - temperature, currents,
salinity, etc. - on exposure panel community development and mainte-
nance. However, the source of variability of ultimate interest -
the power plant - is separately identifiable. If the power plant ef-
fect on numbers of species on a panel is not significant relative to
seasonal or site differences, it seems reasonable to assume that its
impact as measured by the exposure panel experiment is minimal.
3.3 Shortcomings of the Island Model
An island theoretic interpretation of exposure panel data re-
quires a number of assumptions. A number of questions can be raised
regarding these assumptions. Fewer answers can be provided.
Certainly any uninhabited region is insular as far as potential
colonizing organisms are concerned. Moreover, the metric between the
organism and the island need not be purely cartesian distance. Physical
conditions like current patterns or prevailing wind, or biological con-
ditions, such as an influx of predator species, can also be a measure
of the "real" distance to an island. Clearly, an exposure panel is an
uninhabited region placed in the midst of a large colonizing species
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pool. The following remains to be answered:
1. Is the panel of sufficiently large area? Is there a lower
limit of area for island colonization theory to be
applicable?
2. With the large species pool surrounding the exposure panel,
can there be any basis for colonization to proceed in 
predictive manner? Is the metric, or actual distance from
colonizing species to the panel too small - in fact, in-
significant, so as to make the panel appear only as a
bountiful and unexpected new resource in the community?
3. Even if the panel is not actually colonized in accordance
with island theory, does it still represent a sampling of
the biological community? Will the same community struc-
ture as a whole be preserved in the micro structure on the
exposure panel?
4. How long (months, years, or decades) does it take for a
new area to be co-habited by organisms adapted to the sur-
roundings? What interval is required before this is ob-
servable and distinguishable from a merely random group of
organisms occupying the same island.
Questions such as these emphasize the unsteady and tentative
concepts of ecology and the theories and proposals we make herein.
The answers to these questions are not known and we can only guess at or
assume them.
From the evidence gathered in several years of data collection
at Millstone Point, we believe exposure panels do follow the theory
of island colonization and this has been supported by others (Schoener,
(1974). In addition, we can assume that the distance from migrating
species to the panel is best described by the biological and physical
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factors rather than the Cartesian distance. Exactly how this is
measured we cannot say, nor is it crucial for our present purposes. The
most difficult question relates to the community on the panel and its
representation of the total community. We know that the organisms in
the Millstone Point area are adapted to certain physical and biological
conditions. Hence, to this extent the organisms on the panel "know" each
other; on the other hand, the exposure panel is a new resource - open
for exploitation by those who arrive first by chance or live the smallest
metric distance from the panel. If the former, then we have no hope of
measuring community structure; but, if the latter, then the exposure
panel is a sort of measure of the adaptiveness of those species arriving
on the panel and may thus be a measure of prevailing community structure.
An alternative explanation to island theory for the observed colo-
nization curves in Figure 3-2 is briefly noted here. The slope of these
curves is remindful of a resource limitation phenomena. In particular,
the attainment of an equilibrium number of species may occur due to the
use of all available space on and in a panel, therefore, preventing more
species from occupying a panel. In this case, a balance of immigration
and emmigration is not involved and species composition does not necessarily
change on a panel over time.
No conclusive distinction can be made between this space limitation
hypothesis and an island theory hypothesis with the available data. Specific
experiments could be designed to attempt to differentiate between them.
However, in either case, an equilibrium number of species is established on
a panel. It is this piece of information which provides the basis for
the statistical analysis which follows.
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3.4 Additional Considerations
Additional aspects of exposure panel ecology are briefly men-
tioned here. However, suitable methods for statistical analysis of
data have not been developed in the context of these considerations.
3.4.1 Exposure Panel Community Structure
Over a period of months, the number of species on a panel
reaches an equilibrium and the number of extinctions is balanced by
the number of immigrations. A biological community is established,
which is in continual state of flux. This community can not only be cha-
racterized by the number of species, but also trophic composition, and
niche width and overlap.
Trophic composition classifies organisms by their mechanism for
gathering energy. For the marine environment, four trophic levels can
be identified:
- primary producers
- filter feeders
- carnivores
- detritivores
These represent in a gross manner the major pathways of energy alloca-
tion. Consequently, counting the number of species in each group at any
time reveals the distribution and major routes of energy in an ecosys-
tem. It does not, however, show the exact dependence of one species
on another - it is not a food web. (And, we are barely able to dis-
cern the trophic position for some species, leaving without much hope
the description of the food web). One major difficulty of trophic
structure distribution is that some species occupy more than one trophic
level and this is especially true in the larval and adult stages. It
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does not appear that the analysis of trophic structure of exposure
panels can provide significant new insight to the available data.
Heatwole and Levins (1972) indicate potential utility of trophic struc-
ture analysis for islands. However, knowledge of the species pool
trophic structure is required, which is not available in this case.
The term niche is often used with conflicting meanings. In
this respect, niche is used in the sense that organisms of several
species in any area must allocate all resources in a manner such that
no two species utilize exactly the same resources. Each species has
a niche width representing the selection of resources necessary for
its survival. When two or more species co-exist, the sharing of simi-
lar resources allows for only partial overlap of these niche width re-
quirements. The manifestation of this general notion is in the actual
number of species found at any time (or location). Consequently, the
number or "diversity" (information index; uncertainty measure) of the
species is related to the niche width and niche overlap. (Pielou, 1975).
It is argued that for any season, a characteristic average
niche width and average niche overlap exists for a specified site. Dif-
ferences exist between seasons, and the difference between correspond-
ing seasons (i.e. summer '71 - summer '72 - summer '73) is "small".
(There is an unfortunate and unavoidable vagueness in the measurement
of differences, hence terms like small and large are used to reflect
the qualitative rather than quantitative aspect of the analysis.) Any
large discrepancy is indicative of an alteration of the biological
community and implies the need for detailed investigation of species
composition.
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3.4.2 Frequency of Species Occurrence
The frequency with which a species is observed on a panel is a
measure of its abundance in the species pool and its ability to colonize
a panel. Because no direct measurements are made of species abundance
in the species pool, these two factors cannot be separated. However,
their combined role in ecological processes remain of interest. Further-
more, some information is obtained regarding relative abundance of
species from species presence/absence data, without the need for abun-
dance data from the panel itself. This latter information contains
much higher levels of uncertainty than presence/absence data and is
therefore potentially of less utility. In addition, species composi-
tion/abundance data on a given panel is dependent on community develop-
ment processes on the panel itself and may be erratic due to occurrence
of one-time events such as invasion by a single predator (i.e., a crab)
or panel placement during setting of a single species (e.g., barnacles).
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4.0 STATISTICAL ANALYSIS OF THE TOTAL NUMBER OF SPECIES (S ) ON
12-MONTH PANELS
Statistical analysis of the 12-month exposure panel data involves
three steps.
(1) Describe the available data set.
(2) Calculate certain statistics of the available data.
(3) Compare samples by testing for statistically significant
differences between them.
4.1 Description of Available Data
The overall design of the exposure panel experiment is described in
Section 2.0. In our analysis each data point is the total number of species
occurring on a panel which has been exposed for 12 months at one of six
sampling stations (see Figure 2-1). Observations are made monthly and
there are no replicate measurements. Because panels are destroyed in the
measurement process, each data point represents a different panel. Conse-
cutive monthly observations at a particular site are taken from different
panels off the same rack. The loss of an exposure panel rack eliminates
12-month measurements until a new rack can be installed and remains in
place for twelve consecutive months. Such lost data can pose serious
problems in statistical analysis.
The 12-month exposure panel data collected through December 1974 is
summarized in Figure 4-1. The data from each of the six stations, before
and after power plant unit I began operation are shown. Note that additional
stations were established in 1973 and loss of some panel racks have
resulted in no 12-month panel measurements at the Intake and only five
observations at the Effluent as of December 1974. Fox Island and Millstone
Harbor locations each has a complete data set, while White Point and Giant's
Neck have several missing measurements. Because of the absence of any pre-
operational data for Intake and Effluent stations, we do not include these
stations in our analysis. 34
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One way to test for effects of the power plant is to compare data
between thermally influenced stations and reference (or control) stations.
Ideally, a control site is identical to the affected sites, except for the
influence of the power plant. In practice, this ideal cannot be achieved,
because in actual field conditions there are always some environmental
differences between any two locations. As these differences increase, the
utility of a site as a comparative control decreases. In the case of
exposure panels at Millstone, Battelle (1975) concludes that the individual
characteristics of each site are so different that no site serves as an
adequate control. Therefore, each site is examined over time independently
of the other sites. In our analysis which follows, we consider both
approaches, because the site-to-site differences may be less significant
when working with ST as the ecological variable characterizing the exposure
panels; and in some sense, the alternative is no better.
In the original design of the exposure panel experiment Giants Neck (GN)
was intended as a control station, because it is completely outside the
thermal influence of the power station. White Point (WP) is directly in the
path of the plume on an ebb tide, but the plume does not normally extend
to it, and therefore can also be considered as a control. Fox Island-North
(FI) is somewhat protected from wind and wave action and occasionally
receives water from the thermal plume. Millstone Harbor does not normally
receive any of the heated discharge, but panels at this site become so
heavily infested with Limnoria (Battelle, 1975) that we do not consider it
as a possible control station. Unfortunately the two most "influenced"
stations, Intake and Effluent, are not included in the analysis because of
the lack of pre-operational data.
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Whether or not we analyze data from stations separately or compara-
tively, we can display the "Layout" of the sampling program in a tabular
form. In each month, at each station we have at most one observation of ST.
We may or may not differentiate between influenced and reference stations.
STATIONS
July 1969
Aug. 1969
Dec. 1970En I
zi
= Iat
oJ
21 
Ton_ 1 7 1
GN
Janl. irI
(Power Plant Comes On-Line)
Febh. 1971
Dec. 1974
WP FI MH
In the jargon of analysis of variance (ANOVA) we call this an incomplete,
two-way layout with, at most, one observation per cell. We refer to each
month-station box in the table as a cell."
We can represent any particular observation by the following linear
ANOVA model:
ij = P + Ai + Bj +y.. + + ij1 J 1J 1JI
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::
where
yij is the value of ST for month i and station j
is the mean value of all possible observations
A. is a month effect
B. is a station effect1
yij is an interaction effect of month-station combinations
Ei. is a sampling error term
Note that the power plant does not explicitly appear as an effect in
the model. It is confounded with the month and station effects and is
accounted for in the interaction term yij. Unfortunately, with only one
observation per cell (no "replicates") we cannot differentiate between the
interaction effect and the error term. We resolve this problem by assuming
that the month-to-month effects are negligible (i.e., we ignore month
effects) and lump the data into two groups over time, pre-operational and
operational. We then have the following complete two-way layout with an
unequal number of observations in each cell
STATIONS
PRE-OPER
Jan.1971
OPER.
GN WP FI MH
By this arrangement of the data, we artificially obtain "replicate" observa-
tions, i.e., we consider all panels collected prior to (after) January, 1971
to be replicate pre-operational (operational) observations. Our model now
becomes
J 0
1
Yijk = + Ai j + Yij k
where A. now represents a time effect based on before or after January 1971.
1
Lack of knowledge concerning the accuracy of a panel measurement as a
reflection of environmental conditions obviously limits the value of the
data for detecting effects of a particular environmental change, i.e., the
power plant. Without panel measurement replicates, the only estimate of
panel variability is the sample variance of some collection of panels.
Because the sample variance includes both environmental condition variability
and panel measurement variability, the estimated variance of panel accuracy
may be overestimated. The end result is that only large differences can be
confidently detected with this set of data. As shown in Section 6, small
differences in environmental conditions between sites or at different times
cannot be confidently detected.
With the foregoing arrangement of the data, we can either test for
differences between the pre-operational and operational samples at a site,
independent of other sites; or we can assume that one or more of the stations
is an adequate control and include interstation comparisons in the analysis.
This latter approach is preferred, where a control station exists, because
data collected in different years at an influenced station may differ due to
environmental effects other than the power plant. If we assume that environ-
mental differences between years are the same at all stations, then plant
effects can be differentiated from environmental effects by comparing pre-
operational and operational differences between influenced and control
stations. These are the interaction effects in the model given above and
we test the hypotheses that yij = 0.
1j
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Eberhardt et al (1975) suggest an alternative way to compare control
and influenced stations using the ratios between data from control sites
and influenced sites. Measurements are compared on a month-to-month basis.
Only concurrent panel measurements can be used in forming these ratio
samples. This procedure has the additional benefit of filtering out varia-
tions associated with regional seasonality. For example, if regional
conditions during the winter always produce higher panel measurements, the
'before' and 'after' samples will reflect this seasonal variation. But
taking the ratio between two similarly affected sites will eliminate this
seasonal variation from the sample of ratios.
4.1.1 Taxonomic Standardization Procedures
Species identity is a necessary aspect of ecological monitoring data.
All of the statistical analyses carried out involve the use of species
identity data.
Before proceeding with these analyses, the validity and accuracy of
the species identity data must be checked. This should occur during the
sample collection and examination by checking the species lists being gener-
ated from each sample against one another and against general species keys
and similar ecological investigations from the area. The following "flags"
can be checked as possible indicators of error:
(1) Species found outside their published geographical ranges
may be misidentified or may represent an actual shift in
the species range.
(2) Co-generic species found exclusively in samples from dif-
ferent times might represent a "switching effect" in iden-
tification involving the same species; or it may be a com-
petitive exclusion mechanism between two species under
slightly different environmental conditions.
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(3) Identifications at the generic-level early in a program
and species-level identification later in the program may
be the result of two separate species, or may simply reflect
better identification later in the sampling program.
(4) Juvenile, unidentified specimens can lead to difficulties.
A rule for their inclusion/exclusion should be developed
early in the program.
The best method for standardizing long term survey identification
data is to preserve the questionable specimens. When this is not possible,
accurate and detailed sketches might eliminate future identification re-
cord contradictions or uncertainties.
Hedgpeth (1973) states that "The correct taxonomic identification
of organisms is indispensible, but it is the most frequently ignored or
violated condition of a valid survey." (p. 70)
Difficulties arise in identification from the following sources of
error:
(1) Incomplete or obsolete taxonomic keys
(2) Difficult groups are ignored or neglected
(3) Poorly trained workers
(4) Incomplete specimens
(5) Juvenile forms
(6) Lack of preserved reference specimens
If specimens are not preserved, the appearance of new species may
simply be the reflection of improved taxonomic skill, rather than increased
community complexity.
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The exposure panel studies at Millstone, Connecticut, illustrate some
of these taxonomic difficulties. A cumulative "species list" was prepared
in December 1974 to show all species appearing at least once on the exposure
panels from six sites over a period of 6 1/2 years. This list contains 182
entries. However, upon closer examination, the list turns out to be a mixed
listing of several taxonomic groups. Most organisms are identified at the
actual species level while others are identified at only the class level.
This makes interpretation of the data difficult. Two choices are open for
"refining" the list:
1. All non-specific information can be neglected.
2. All questionable data can be converted to the most likely genus.
Both strategies involve risks. Dropping all non-specific data causes under-
estimates of total number of species on a panel, etc. Grouping into higher
taxonomic groups (genera) also neglects many of the cogeneric species
identity, etc. Either strategy can be employed to yield lists for different
analysis, or mixed lists can be used. Ideally, however, all species lists
would be species-specific.
Appendix A documents the species list standardization used in this
study. The following rules were employed in standardizing the original
species list:
(1) If only one species of a genus was identified, then all individuals
from that genus were recorded. Thus the first occurrence of the
genus was recorded as the first occurrence of the species.
(2) If more than one species from a genus were identified, any non-
specific genus identifications were eliminated.
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(3) If cogeneric species were reported only rarely and non-
simultaneously, the two species were considered to be very
likely the same, and thus only the first occurrence of that
genus was recorded.
(4) If a family identity is given with one or no other genus
within the family, it is combined or left as a new species.
It is preferred that this taxonomical standardization and simplifica-
tion be performed by the taxonomist who actually examines the samples and
not by a later analyst.
4.2 Statistical Characterization of Samples
The second step in the analysis of 12-month exposure panel data
is to characterize the statistical properties of each sample formed from
the data. The objective is to summarize the information contained in
the measurements with as few statistics as possible. Preferrably these
statistics are independent of sample size which then allows a comparison
of statistics of two samples when the samples contain different numbers
of measurements.
Short of listing and ranking all measurements in a sample the most
complete characterization of a sample is the histogram or frequency
distribution of measurements. The sample can also be characterized by
certain statistics, such as mean and variance. The sample frequency
distribution may be fitted by known mathematical distributions such as
a Normal distribution, which are a function of computed sample statistics.
Tables 4-1 and 4-2 summarize basic statistics for the "before" and
"after" samples and between site ratio samples. Sample size, mean, variance,
standard deviation, coefficient of variation and standard error are listed.
43
o o
r I-D
* I
r-qI-qm nLr O C14
H N HH r-Ir- 4
00 -,l- C4 Lr) C1 00 0) 00
a,, I'D cle) Ul - L L
CC ; Cf V; m C m c C4
00 CY) O 
a;\d Oc~
* . . .0H £ -H
r- 1 -4cl)CY r 00 00
\OO NC'4 Hl ~ f (
-I 4 -O' c-4 r- 4 
o0 o 0 a; ) -t T
r1- 1 r- r-i -- 
C- Jo
r- r4
-d
r.
Hi.-4
o
044
0
Cd
a)0
0 a) r-
4444-i r
PCI C4 
c)z
o) U)
Qa) r-
' - -i Ca )' 4 -4 * Hl
09 C
o )
O a)
4-4 4.
a)<R
44
4J
cr
En
a)4-l
*r-4 C
a)1
0 44
0
s o
U4 0
d)
0 
a)
U)
4-4
(d
a)
0a
4-4
0
a)l ,a
H
4-JCdP4
4-i
U3
U]a)
,Hr--lCd
a)4-i
rl)HCd
::1Id
.H
a)
N
.r-
M,
L)
,- CY)
v v
a)
4J 0 d)
a)
Cd
1,,
k4
0
k4
k4
w
cn o
oo 
o ·
CD c ooo 
,--
oc0 
r-4
04
(-co
a)
uC<sk
4-J
4,-I
.- Ia)
4
CJc
Cd
4- o
crD 
-H (
U H
a)
04-4
u O
c o
a *d
4J0d34-a)cn 
a)
U
C(1
r4
0 o0 0
* (01
OO 
uL) -.o o co o0 
1-- C4
rc~l J
CNNI r
o H
0 0* ,-
r- o
* -
'r) '-
O 00 r
4,-- 
- co
Lr rl) Lr)
*Y -IT
rN H
a)H p pl
> O W
- 4-I 4-i
P- a 4-4p ¢c
Q)
z 4 4
H ) 01)
- 44 4-
a)
D 0 a)
a) 4
¢C <
45
)0
r4
4-i1
Cd
a)
a)
a)
a)
pq
rd
a)Z-
a(
N
C)
a)
'-4
C/)
00 
CY L
o3-1-
4.3 Statistical Comparison of Samples
Quantitative comparison of samples is based on statistical hypothesis
testing. The form of these hypotheses depend on ecological understanding
of observed phenomena and assumptions made regarding the statistical pro-
perties of the samples. The following analytical methods are discussed and
developed:
1. Parametric hypothesis testing
2. Non-parametric hypothesis testing
3. Time-series analysis and hypothesis testing.
In the following analysis the 'before' and 'after' samples of total number
of species on a panel at each particular site are compared and the between
site ratio samples discussed in Section 4.2 (see Table 4-2) are compared.
In the case of comparing 'before' and 'after' samples at a station,
the model of the total number of species on a panel described in Section 4.1
becomes:
y.. -L+ A.. +
ij j Aij ijk
where
yij is the number of species observed on a panel at site j
during time period i = 1,2 (before,after)
pj is the (population) mean number of species occurring on a
panel at site j
A. is the effect due to time periods at station j
Cijk is the sampling error, a random variable with a specified
distribution with zero mean and variance, aj 2
iJ
46
In parametric hypothesis testing, the random variable is considered to
be Normal. Models for each sample are developed from the data and compared
2to one another. Sample variances ( ij ) are compared to determine if the
sample models have statistically equivalent variance terms. That is, we test
the hypothesis:
H1: lj = 1,2,3,4
Hypotheses concerning the equivalency of 'before' and 'after' sample means are
then tested. This is equivalent to testing the hypothesis that A = 0.
Acceptance of these hypotheses at a specified level of significance implies
that the two sample models are equivalent statistically.
The between site ratio samples can be described by a similar model, with
appropriate redefinition of variables. Statistical tests follow accordingly.
Hypotheses concerning the ratio sample variances and means are tested between
before and after ratio samples. Ratio samples from different pairs of sites
are not compared. If before and after sample variances and means are equivalent
at some specified level of significance, then one model can be used to describe
the ratios from each pair of sites.
4.3.1 Parametric Hypothesis Testing
One version of the Central Limit Theorem states that a collection of
sample means from the same parent population distribution are normally
distributed about the true population mean if each sample is sufficiently
large (n > 30). This property of sample means can be used to test the
hypothesis that two samples are taken from the same population distribution.
If the sample means and variances are both equal at the same level of signifi-
cance, the two samples can be assumed to be from the same population.
47
A test is first made to determine if the variances of two samples can
be considered equal at some level of significance. A variance-ratio, or
F-test, is used. This test can be applied directly since the samples are
assumed to be Normal. The F statistic is given by
F = variance of sample 1
variance of sample 2
The larger of the two variances is in the numerator. (See, for example
Davis, 1973, for a further discussion). If the computed value is above the
tabulated critical F value for a chosen level of significance, a, the hypothesis
of equal variances is rejected.
Table 4-3 shows the results of this test applied to the 'before' and 'after'
samples for each site. Before and after samples at each station can be consid-
ered to have the same variance at the 5% significance level.
Acceptance of the hypothesis of equal variances now allows a test for
equivalence of sample means. The student-t test is used. The test statistic
is:
x
-
x (nl-1)S1 + (n2-1)S 2
t 1 ; Sp nl + n2 - 2
If nthe computed value is above the critical value, the hypothesis is
If the computed value is above the critical value, the hypothesis is
rejected and the sample means are significantly different. Table 4-3 shows
that no significant difference is detectable at the 5% significance level
between 'before' and 'after' samples of measurements of the total number of
species observed on a panel.
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TABLE 4-3
Comparison of Samples from Before Power Plant Unit I
and After Power Plant Unit I at each site
F-test for Equivalence of Before and After
Sample Variances
Computed F Critical F
(5% level)
Hypothesis of
Equal Variance
White Point 1.83 2.42 accepted
Fox Island 1.17 2.05 accepted
Millstone Harbor 1.59 2.36 accepted
Giant's Neck 1.00 3.33 accepted
All sites 1.15 1.53 accepted
t-test for Equivalence of Before and After
Sample Means
Site Computed t Critical t Hypothesis of
(5% level) Equal Means
.60
1.13
1.04
.53
.77
2.01
2.00
2.00
2.06
1.97
accepted
accepted
accepted
accepted
accepted
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Site
The parametric F-test and t-test is applied to the samples of ratios
between site measurements. If seasonal effects or regional changes are
significant, the ratio samples will yield lower relative variances than the
original site samples. If seasonal effects are not significant, the two
samples will not be cross-correlated in time and the ratios will not decrease
the relative sample variability.
In order to determine if the ratio samples have decreased the relative
sample variability, the coefficient of variation of the original site samples
can be compared with the coefficient of variation of the resulting ratio
sample. Table 4-4 presents these comparisons. A statistical test for
detecting a significant change in the coefficient of variation is not done,
but the table suggests that the ratio samples did not change the relative
sample variability to any appreciable extent. This suggests that monthly
variation in the 12-month exposure panel measurements is small relative to
the total sample variability. The comparison between before and after site
samples has already indicated that general regional changes are small relative
to general sample variability.
The ratio samples can be tested for equal variances using the F-test.
Results indicate that 'before' and 'after' ratio samples have equivalent
variances at the 5% significance level (see Table 4-5). The 'before' and
'after' ratio sample means can be tested with the t-test. This test is not
able to detect a significant difference between before and after samples at
the 5% significance level. This implies that the relative performance of all
pairs of sites have been constant throughout the exposure panel experiment.
This result is expected because the basic site samples have already been
accepted as equivalent. If there had been significant differences in 'before'
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Table 4-4
Comparison of the relative sample variability by
coefficient of variability (C = S -100)%
Site Samnlp Oriainal C's Ratin Ramnlp C
WP/FI Before
After
WP/MH Before
After
WP/GN Before
After
FI/MIT Before
After
FI/GN Before
After
MH/GN Before
After
15%, 19%
21%, 17%
15%, 16%
21%, 19%
15%, 24%
21%, 25%
19%, 16%
17%, 19%
19%, 24%
17%, 25%
16%, 24%
19%, 25%
16%
17%
17%
21%
21%
33%
20%
19%
25%
31%
27%
37%
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Table 4-5
Parametric Tests of Between Site Ratio Samples
F-test for Equivalence of Before and After Variances
Computed F
1.03
1.42
1.80
1.77
Critical F
(5% level)
2.15
2.42
3.33
3.33
Hypothesis
of Equal
Variance
accepted
accepted
accepted
accepted
t-test for Equivalence of Before and After Means
Computed t Critical t Hypothesis
of Equal
Means
WP/FI 1.64 2.01 accepted
WP/MH .41 2.01 accepted
FI/GN .66 2.06 accepted
MH/GN .20 2.06 accepted
-~~~~~acpe
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Site
and 'after' site measurements, the ratio samples could presumably have
differentiated between general regional changes and site specific changes.
These results are significant ecologically because they imply that the
sample locations are yielding results which are ecologically comparable to
each other. Specifically, the range of sample measurements among the reference
locations is very similar to the range observed at locations in the vicinity
of the power plant. This supports the assumption that the reference sites
are ecologically similar and comparable to the sample sites chosen in the
vicinity of the power plant. Because no two locations can be identical due
to the large array of varying environmental conditions, it is very important
to have some information regarding the overall ecological similarity of
reference sites that have been chosen to monitor natural environmental conditions.
Another conclusion from these parametric tests is that the mean and
variance of panel measurements from a particular site have not changed signifi-
cantly from those values measured prior to the power plant operation.
The results of the parametric tests can be summarized using the simple
statistical models of the samples. All sample variances are assumed to
be statistically equivalent. An average variance can be estimated from
a weighted average of the variance from each site sample (before and after
combined). The resulting average variance is 11.2 and so the model standard
deviation parameter is estimated to be 3.35. All models are assumed to be
Normal and so the remaining differences are in the model means. White Point
and Fox Island before and after samples can all be described by one model.
The four sample means (19.7, 19.1, 18.7, 19.8) are assumed to be statis-
tically equivalent. The model for White Point and Fox Island becomes
ST = 19.4 + 3.35 · N(O,1)
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The model describing Millstone Harbor observations becomes
ST = 16.0 + 3.35 · N(0,1)
The model describing Giant's Neck observations becomes
ST = 14.5 + 3.35 · N(0,1)
4.3.2 Non-Parametric Hypothesis Testing
In Section 4.3.1 parametric statistical methods are applied assuming that
the parent population from which the samples are taken is Normal. However,
the assumption of a Normally distributed parent population is tenuous and may
be incorrect. In this section non-parametric statistics are applied to
reinforce and/or act as a check on the parametric test results. These methods
do not require the assumption of Normality about the parent population.
Before and after samples of between site ratios are tested using the
Wilcoxon Rank Sum test (see, for example, Hollander and Wolfe, 1973) to
determine if the two ratio samples can be considered equivalent. The combined
measurements are ranked by increasing numerical order. The ranks of the
smaller sized sample are totaled to give the test statistic w.
n
w = R.
j=l
R. = rank of Y.
3 J
j = 1 ,2,..,n
n = size of smaller sample
The computed w value is compared with a critical w value. The hypothesis
that the two samples are equivalent is rejected if the calculated value is less
than the critical value for some level of confidence (5%). This test assumes
that the sample measurements are independent and that the samples have the
same variance. These assumptions may be questionable, but they appear justified
in this case. Table 4-2 shows that the before and after sample variances are
very similar.
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Table 4-6 summarizes the test results obtained from comparing the sample
of ratios before the power plant with the sample of ratios after the power
plant. No significant differences are detectable at the 5% confidence level
between 'before' and 'after' samples. Therefore, the hypothesis is accepted
and no significant change is detected in the relative performance of the
two sample site locations.
TABLE 4-6
Non-Parametric Wilcoxon Rank Sum Test for
the Equivalence of Between Site Ratios of
12-month Exposure Panel Measurements taken
Before (1969-1970) and After (1971-1974)
the Power Plant Operation
Sites Sample Sizes Computed Maximum significance
Before/After W statistic level for accepting
H0
WP/FI 19/35 454 .2202
WP/MH 19/35 503 .7330
FI/GN 12/16 157 .4498
MH/GN 12/16 163 .6312
Non-parametric tests can be applied to the samples of total number of
species measurements. However, because the 'before' and 'after' ratio samples
have been accepted as equivalent to one another with the Wilcoxon Rank Sum Test,
there is no reason to expect ratio samples from different pairs of sites to
be equivalent unless all site measurements are equivalent. Therefore, non-
parametric tests are not applied to the samples of total number of species.
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The conclusion from the non-parametric tests is that the relative
response of each sample location has remained constant from 'before' and
'after' the power plant unit I operation. This result reinforces the
parametric results that no 'before' and 'after' differences were significant
at any one site location.
4.3.3 Time Series Analysis
The foregoing analysis has treated the monthly observations from each
site as random measurements from the site sample. In fact, the monthly
measurements are sequences of data. The true nature of the data is a time
series. Environmental conditions are known to vary seasonally. Regional
environmental conditions may exhibit other periodicities or long-term trends.
Because the 12-month panels from one site are attached to a common rack, two
consecutive panels are attached to the same rack for eleven concurrent months.
Ecological pressures which affect one panel will similarly affect other panels
on the rack. Various time-series analysis procedures are thus appropriate
for examining the 12-month panel data. In treating the data from a site as a
time series, there is actually no direct measurement suitable for estimating
the sampling error associated with each data point. This limits the time
series analysis sensitivity,
Time series analysis can be used to determine seasonal effects.
The first step is to analyze the autocorrelation structure of the data sequence.
If periodic events are contained in the data, autocorrelation coefficients which
are significantly different from zero will result. The autocorrelation
coefficient is
covariance (Yi Yi+L)
rL 2
y
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where
L = lag time
s 2 = variance of sample.
y
The autocorrelation coefficient is significant at the
significance level, x, when
d
r > x
where
d = standard normal variate at level of significance, x
n = data sequence size
L = lag time.
It is difficult to estimate the autocorrelation coefficient for
L, > n/4. Therefore, in order to estimate a model corresponding to annual
events, a 48 month sequence is needed. (See for example Davis, 1973, for
further discussion of autocorrelation calculation and interpretation).
Ideally, the autocorrelation structure is computed separately for
data streams collected before and after the power plant began operation.
Comparisons are then made between the two results to determine if changes
in the periodic nature of the data have occurred. However, the length of
the "before" data sequence is only 19 months, which is too short for the
accurate calculation of a model with an annual cycle. The "after" data
sequences at Fox Island and Millstone Harbor are 48 months long, so an
annual model can be estimated for these data. Figure 4-2 presents the
results of the calculated autocorrelation coefficients in the form of a
correlogram.
The results demonstrate a significant month-to-month correlation
(lag=l) at Fox Island and Millstone Harbor sites. This supports the idea
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Figure 4-2. Autocorre lotion results for "after" samples
at different stations.
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that the rack provides a similar exposure to environmental conditions for
two consecutive panels. The Fox Island Sequence illustrates a typical
structure which suggests a 12-month (annual) periodicity. The 4-8 month
lag shows negative correlation while the 10-14 month lag shows a significant
positive correlation. The Millstone Harbor data sequence illustrates a
data structure with no apparent cyclic periodicities, but with significant
correlation structure which persists over several months.
By combining the "before" and "after" data sequences, more accurate
correlograms are obtained. Figure 4-3 confirms the seasonal structure at
Fox Island and the auto-correlated structure at Millstone Harbor. In addition,
White Point exhibits a possible seasonal structure, similar to Fox Island.
The coefficients are not significant statistically, but a seasonal peri-
odicity is suggested.
Because seasonal events are indicated by the autocorrelation
analysis, we attempt to fit the data sequences from each site with a simple
sinusoidal model with a 12-month period.
2r;n
ST(i) = M(i) + A(i) sin ( 1 02 t(i)) + SD(i)' N(0,1)
where
M(i) = mean of sequence at site i
n = month of year (n = 1,2,3...12)
A(i) = magnitude of seasonal variation at site i
SD(i) = standard deviation of sequences about the mean for each
month
0(i) = phase angle (month) of periodicity
The mean, seasonal variation magnitude, and phase angle are fit to the
data.
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This model might be improved by considering a lag-one term. But
this correlation is implicitly considered in the sinusoidal term. Each
sinusoidal seasonal model is compared to the previously used constant mean
model by regression-fit analysis of variance. The variance remaining after
the sequence is fit with a sinusoidal model is compared to the variance
around the constant mean model.
Tables 4-6 a,b and c give the constant mean models and the best-fit
sinusoidal models for White Point, Fox Island, and Millstone Harbor. This
table also presents the results from the analysis of variance test to
determine if the sinusoidal model provides a significantly better fit to
the sequence. These models have been developed from all available 12 month
panel measurements between June 1969 and December 1974. Further research
would possibly compare the before and after sinusoidal models among sites
as was done for the constant mean models in Section 4.3.1. White Point
and Fox Island Harbor samples yield significant sinusoidal models. The
analysis of variance shows a substantial improvement over the constant mean
model. But Millstone Harbor reveals no significant seasonal effects. The
model is not a significant improvement. These results complement the
correlograms from each site. Fox Island and White Point exhibit very sim-
ilar seasonal influences. Millstone Harbor exhibits almost no seasonal
influences. Figure 4-4 compares the models and the original data sequence
for Fox Island. Note that although seasonal effects are indicated and
statistically substantiated, other sources of sample variability appear to
dominate the data sequence. Increased sample replication could increase
the sensitivity of the time series analysis.
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TABLE 4-6a
Comparison of Constant Mean and Sinusoidal Models
at White Point (54 data points)
Model 1: ST = 19.33 + 3.69 · N(0,1)
Model 2: n =19.33 +2.84 in2 + 0) + 3.08 N01Model 2: S (n) = 19.33 + 2.84 Sin(1 - + 0) + 3.08 · N(0,1)T 12
n = month (1, 2, ... 12)
0 = angle where sin curve begins its rise above the mean
= 274°; corresponds to September 3rd.
Analysis of Variance Between the Two Models
Source of Variation Sum of Squares Degrees of freedom
Sum of Squares Accounted
for by sinusoidal Model 218 2
Residual Sum of Squares 502 51
Total Sum of Squares 720 53
R2 (goodness of fit of the sinusoidal model) = .30
Calculated F
11.1
F-test comparison of variance terms
Critical F (5%)
3.18
Accepted Hypothesis
Significant sinusoidal regression
62
TABLE 4-6b
Comparison of Constant Mean and Sinusoidal Models
at Fox Island (67 data points)
Model 1: ST = 19.49 + 3.43 N(O,1)
Model 2: ST(n) = 19.49 + 2.72 S rrn+ 0) + 83 N 1Model 2:Sin)=94+ 0) + 2.83 ' N(O, )ST~n)= 19.49 + 2.72 Sin(12
n = month (1, 2, ... 12)
0 = angle where sin curve begins its rise above the mean
= 287°; corresponds to September 17th.
Analysis of Variance Between the Two Models
Source of Variation Sum of Squares Degrees of freedom
Sum of Squares Accounted
for by Sinusoidal Model 243 2
Residual Sum of Squares 535 64
Total Sum of Squares 779 66
2~~~~~~~~ 
R (goodness of fit of the sinusoidal model) = .31
F-test comparison of variance terms
Calculated F Critical F (5%) Accepted Hypothesis
Significant sinusoidal regression15.12 3.14
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TABLE 4-6c
Comparison of Constant Mean and Sinusoidal Models
at Millstone Harbor (67 data points)
Model 1: ST = 16.03 + 3.01 · N(0,1)
Model 2: ST(n) = 16.03 + .54 Sin(l2 + 0) + 2.99 · N(0,1)
n = month (1, 2, ... 12)
0 = angle where sin curve begins its rise above the mean
= 283°; corresponds to September 13th
Analysis of Variance Between the Two Models
Source of Variation Sum of Squares Degrees of Freedom
Sum of Squares Accounted
for by Sinusoidal Model
Residual Sum of Squares
Total Sum of Squares
10
590
600
R (goodness of fit of the sinusoidal model) = .02
F-test comparison of variance terms
Critical F (5%)
3.14
Accepted Hypothesis
No significant sinusoidal
regression
64
2
64
66
Calculated F
.54
'- ---- -"  11- ._._11_11_-__11_11111 -- 1___
I0 I
'\ I
* \i
\ I\
l \I
I I/1
'
I
*, 1-
!. I
0
z
re)
+
r4-
0)
0)
II(n.
0
0
~0
c
r_0C04-
C)
zla0
0
U)
C3
U
W
C
0Uu ~LLQ 
>0
, 0
0o
o X
E
. o
0~~
=1~~~1
@~~ 0
t ;E< a7S
7 0
E
OO O
Q Cn zna
- E o4Q Co 0
.- o~I.
0
0.~~~~
U)
0~
O~~I
0
C.
..
LL
C
a
L.
:3it
( IS ) laUDd D UO s!odS o Jaqwn N ID4Ol
65
I
/ I
O
I
I
Cw
m
I
CN
4.4 Comparison of 12-Month Samples with Panels of Other Exposure Length
The basic theory of island colonization and total species equili-
brium is presented in Section 3. The exposure panel experiment measures
the equilibrium number of species observed on individual panels (ST). At
the present time, a twelve month exposure period is used. Depending on the
shape of the colonization curve, the total number of species may reach
equilibrium in a shorter length of time. As discussed in Section 3, the
average colonization rate depends on the month when the panel is installed,
the available species pool, the access to the panel, and the suitability
of the panel for meeting a species requirements (space, predators, prey,
competitors, etc.).
Many theoretical explorations of the basic ecological model might
be made. In the present context, however, interest in the colonization
curve focuses on the question of data recoverability. As evidenced by
missing data, the exposure panel racks in some locations are not easily
maintained in a continuous fashion. If the equilibrium number of species
is obtained in a shorter period of time, less data will be lost when a
rack is lost. In addition, the severe deterioration of the panel wood and
asbestos substrate that typically occurs due to the long exposure period to
wood-borer organisms and wave action, will be reduced. Thus, more panels
will be recoverable with more complete sample surface. This may substan-
tially improve the quality of the long term exposure panel data.
The hypothesis that observations from shorter exposure periods
yield measurements statistically identical to 12-month panel data can be
tested. Figure 4-5 shows a statistical summary of all exposure panels
collected after various exposure period lengths. Note that 1-month and
12-month panels have very large sample sizes, whereas intermediate exposure
66
c
0
::
O Uj uL OU) N N - -C
(1S) laUDd D UO sa!iadS o aqwn N ID4Oj
67
0
a.
o
UL
0 O0) 0
.
O '"
o 
0 -w 0I- C.
0:io
N.-
X -_
.
o 4-
O cr
LL
periods are less well represented. Because we are not testing hypotheses
about the effects of the power plant, panels from before and after the
power plant began operation are combined. Similarly, to yield reasonable
sample sizes, panels from all sites ae also combined according to the
length of exposure. By combining all of the panels we obtain a composite
colonization curve. There is not encigh data to generate site-specific
colonization curves.
Because the sample size is small and the short term exposure panel
measurements are skewed away from zero, non-parametric tests are appro-
priate for comparing the equivalence of different exposure lengths. Because
the 12-month sample is very large, other samples can be compared with the
12-month sample using a Mann-Whitney U-Test. (See Section 4.3.2).
Table 4-7 presents the results of the comparisons of different
exposure lengths with the 12-month exposure sample. Samples of 7-month
exposure period and longer can be considered equivalent at the 5% signifi-
cance level. Samples of 6-month exposure periods and less are significantly
smaller than the 12-month sample.
These results suggest that the exposure period could be reduced
by several months without significantly decreasing the total number of
species measurements from the panels. However, questions as to the effect
on species composition and seasonal effects on shorter exposure period
samples cannot be adequately addressed with the present data. Therefore,
no definitive recommendation can be made. These preliminary results
suggest that further research along these lines may lead to improvements
in the cost-effectiveness of the experiment by increasing the chance of
panel recovery and decreasing the panel deterioration.
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TABLE 4-7
Results of Mann-Whitney U-Test Between 12-Month Sample
and Other Exposure Period Samples
Exposure Period
12 month
11 month
10 month
9 month
8 month
7 month
6 month
5 month
Mean
17.62
16.75
15.10
15.20
17.45
17.09
13.92
12.50
Standard Devia-
tion
3.95
4.27
3.96
5.71
3.59
3.78
3.65
4.72
Sample
Size
221
8
10
10
11
11
12
12
Calculated d.
.396
1.750
1.710
.060
.520
3.020
3.160
Critical d valve - 2.00 for 5% significance level.
If calculated d < critical d, then sample for that exposure length
can be considered equal to 12-month exposure period at 5% significance
level.
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4.4.1 Analysis of Total Number of Species Occurring on 1-month Exposure Panels
Because panels exposed for 1-month are regularly collected each month at
each site, we briefly consider statistical analysis of this data set. In
principle, the analysis process for 1-month panels is similar to analysis of
12-month panels. However, the total number of species occurring on 1-month
panels shows a distinct annual periodicity, which complicates the problem
significantly. The existing 1-month panel data is summarized in Figure 4-6.
1-month measurements are more complete than the 12-month measurements because
only a one month gap occurs from the loss of an exposure panel rack at a site.
The data from White Point shown in Figure 4-7 illustrates the annual
cycle typical of 11-month panels collected at all sites. Because of this large
month-to-month variability we cannot lump data into "before" and "after"
samples at each site as done for 12-month exposure panels.
One way to eliminate seasonal effects from the data is to assume that
seasonal variations are equal at all sites and compare relative variations
between "control" and "influenced" sites. If there is no power plant effect,
then the relative variations between such pairs of sites should be equal
during the preoperational and operational samples. Eberhardt and Gilbert (1975)
suggest forming between site ratios for this kind of relative comparison.
McCaughran (1977) uses between site differences, which follows directly from
the kind of two-way ANOVA layout described in Section 4. 1.
Two major difficulties arise in applying this statistical analysis to
the 1-month exposure data. First, as described previously, there are no
clear-cut distinctions between "control" and "influenced" stations among
the six sites. Therefore, any statistical conclusions based on such a distinc-
tion will be weak. Secondly, many 1-month panels have no species occurring
on them (for examples see Figure 4- 7 ). Therefore, between site ratios cannot
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be formed without arbitrarily transforming the data by adding, say .5, to
each value of ST. The effect of this transformation is unknown and further
obscures the meaning of any statistical results. Using between site differ-
ences, avoids the need for arbitrary transformation of the data. However, this
interjects a highly skewed distribution with many tied observations in the data
because the difference between many data points is simply zero (i.e., zero
minus zero).
Furthermore, from an ecological point-of-view, the primary value of the
1-month data is the information provided concerning the initiation and season-
ality of panel colonization. This feature of the data is removed in the method
described above. Unfortunately, the panel measurements are not replicated, so
data cannot be analyzed using time series methods.
Because of the difficulties described above, we do not consider any
further statistical analysis of -month exposure panels.
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5.0 COMMUNITY COMPOSITION ANALYSIS OF 12-MONTH EXPOSURE PANEL DATA
In Section 4 we present an analysis of the exposure panel data
based on a single parameter - the total number of species occurring on a
panel. This analysis condenses the original data for each panel consisting
of a list of species and a measure of their respective abundances, to a single
summary statistic. In this analysis process considerable information regarding
exposure panel community composition is lost to facilitate simple. straight-
forward statistical analyses of the data. The ecological justification for
this approach is described in Section 3.
A logical next step in the analysis is to retain more information
regarding community composition. We assume that statistically significant
changes in measures of community composition may indicate power plant
induced perturbations on the vicinity of Millstone Point.
Community composition is the structure resulting from many complex
and dynamic ecological processes. Measuring the composition is an indirect
indication of the community function. The power plant discharge can affect
and modify the community composition as revealed on the exposure panels only
through an impact on some intermediate ecological process of growth, competition,
reproduction, etc. In Section 3.0 we discuss the general ecological processes
of community development and maintenance on exposure panels. We do not
further consider the ecological processes which are assumed to be
regulating the composition. We simply attempt to describe the composition of
a community from available samples and detect shifts over time and/or space
in this composition.
5.1 Cumulative Species Pool Analysis
On the order of 150 species have occurred on one or more exposure
panels during the history of the experiment. Typically about 20 species
occur on any one panel. Therefore, each individual panel represents a
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relatively small sample of the total available species pool. This
sampling characteristic of the experiment can significantly affect the
observed species abundance distributions and any related community
composition parameters.
One approach to this problem is to consider the relationship
between total sampling effort (number of panels) and total observed number
of species. Any model of species abundance leads to some relationship
between sampling intensity and the number of species observed. Unfortunately,
increasing the number of exposure panels over time is not the same as
increasing the sampling intensity. The community boundaries change naturally
over time and space. The observed relation of number of panels vs. number
of species will reflect both increased sampling effort and also a changing
community. The magnitude of these two sources of new species cannot be
easily separated. As Pielou (1975) remarks, "To augment a sample by
increasing the area examined or by prolonging the operating time of a
collecting device such as an insect light-trap has the effect of redefining
the community under study by redefining its boundaries; it does not have the
effect of increasing the intensity of sampling of the original community."
(pg. 39)
Although we cannot determine the abundance distribution from a
species-area curve, some interesting analysis of the observed curves is
possible. As elaborated by Preston (1960), community boundaries can change
in both time and space. Species-time and species-area curves can be of
interest in determining the relative importance of time and sample location
in sampling the exposure panel communities.
An example of the relationship between the number of species
observed and the number of panels collected is plotted in Figure 5-1 using
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data from White Point. The top curve is the cumulative species occurrence
curve for that site. The numbers at the right indicate the total number of
panels observed. The lower curves are obtained by starting the panel
accumulation process in January of each year during the program. The lower
curves never cross each other because there are always species that were
observed in the years before the curve began which do not show up again.
This is due both to occurrence of rare species as well as the turnover in
the species pool at each site.
At least two things are distinctive about each curve. There is
a very rapid accumulation of species in the first few samples. Beginning
with 15-20 species on the first panel, there are about 35-50 after the
first 12 panels have been observed. After the first year, there appears to
be a steady addition of only 5-10 species a year. This rate of addition of
new species appears to be constant. The conclusions which follow are not
based on a solid theoretical basis, nor have we constructed hypotheses to
be tested statistically.
The initial rapid accumulation of species appears to be the result
of sampling such a small percentage of the total community with each panel.
An individual panel community is made up of 8-12 very commonly occurring
species and another 5-15 rarer species, apparently random samplings from
the available pool at each site. After the first year of sampling, most
of the fairly common species, even if they are annual or seasonal species,
have appeared at least once. The steady rise of the cumulative species
curves appears to be dominated by the gradual turnover of species within the
community pool or the simple random occurrence of rare species which have
been present all along but simply not yet sampled by a panel. There is no
clear way to separate these two possibilities except that most underlying
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abundance distributions would predict a logarithmic increase. The linear
increase observed in the present case' thus appears to reflect a changing
community as well as increasing sampling effort.
Some information is also gained by comparing these kinds of curves
from different sites or from the sam, site but beginning in different years.
Although no statistical tests are appropriate, a group of panel samples
does give a better picture of the community composition than does a single
panel. We have already shown in Section 4 that the number of species on
any one panel is fairly constant both at a site and between sites. A series
of panels (a yearly series of 12 panels, for example) represents the overall
community at that site for that year. As summarized in Table 5-1, these
measures appear to be fairly constant at a site and between sites.
5.2 Multivariate Analysis of Exposure Panel Data
As described in Section 3.1, multivariate statistics provide
alternative analytical methods to those presented to this point. Multi-
variate methods allow us to consider changes in several variables (species)
simultaneously. However, multivariate methods are significantly more compli-
cated than methods presented in Section 4. In addition, the theoretical
statistical underpinnings for many of the procedures are not well-known.
Therefore, these analyses are largely exploratory in nature. Nevertheless,
these methods seem promising for complex ecological problems, such as
exposure panels. (For example, see Pielou, 1969; or Williams and Stephen-
son, 1973, for one interesting related application).
At least three multivariate methods are potentially applicable to
analysis of the exposure panel data. These are: multivariate generaliza-
tion'of univariate statistics (e.g. Hotelling's T2 test); cluster analysis;
and factor analysis. Although each of these methods is briefly described
below, we have not applied cluster analysis and factor analysis to the
exposure panel data.
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Table 5-1
The Number of Species Observed by
Sampling a Yearly Sequence of
12-month Exposure Panels
SITE
YEAR WP FI MH GN
6/69 - 5/70 38 36 31 -
1/70 - 12/70 40 37 36 34
1/71 - 12/71 38 41 29 29
1/72 - 12/72 47 50 37 -
1/73 - 12/73 37(5) 47 42 -
1/74 - 12/74 45(5) 55 44 -
TOTAL
6/69 - 12/74 80(54)+ 83(67) 65(67) 38(28)
* Number in parenthesis indicates less than 12 panels
were collected that year
+ Number in parenthesis is total number of panels
from this site
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5.2.1 -Extensions of Elementary Statistics
In Section 4 we present analyses based on tests of hypotheses on
means of the univeriate parameter, ST, for lumped "before" and "after"
samples. Conceptually, we can extend this analysis by regarding the species
abundance list for each panel as a vector, N = [N1, N2...,NST ], where Ni
represents the abundance of the it h species on the panel. If the samples
represented by vectors N are randomly selected from a population which is
the result of many independently acting processes, the observed vectors
will tend to be multivariate-normally distributed. The abundance of each
species in the vector, N, is then normally distributed and characterized
2
by a mean, Ni, and a variance oa. We define the covariance matrix, ,
associated with N as:
2 2 I , * 2
1 12 1ST
2 2
r21 02
2 2
ST1 .· ·, , - STST ...
The elements of are variances and covariances in species abundances.
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Similar to the analysis in Section 4 we can form two samples of species
abundance measurements at each site. These are the pre-operational or "before"
sample and operational or "after" sample. Assuming that these are independent
random samples drawn from multivariate normal populations, we can test the
2
equivalence of their mean vectors using Hotelling's T statistic (see, for
example, Morrison, 1967). We can also test for the equivalency of the covariance
matrices. Because we are only concerned with tests of equivalence between pairs
of samples at a site (as in Section 4), we are not concerned with carrying out
a complete multivariate analysis of variance.
The first step in the analysis is to check the assumption of normality.
We use a X2 goodness-of-fit test to determine if the abundance of each species
can be assumed normally distributed. If the data are not normal and cannot
be transformed to a normal distribution, further analysis using Hotelling's T
statistic is pointless.
Rather than test every sample formed from the data for normality, we have
selected the Fox Island North "after" sample for analysis. It is the largest
available sample and representative for these purposes of other samples. If
the hypothesis of normality is accepted for this sample, we can assume its
acceptance for other samples.
The "after" sample at Fox Island consists of the 60 panels collected between
January, 1971, and December, 1975. Most species occur on 5 or fewer of the 60
panels and are not included further in the analysis. Table 5-2 lists the species
which occur on at least 20% of the panels in the sample.
The abundance distributions of these species are tested for normality
using the International Mathematical and Statistical Libraries (IMSL)
Subroutine GTNOR, which utilizes a X goodness-of-fit test for normality.
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TABLE 5-2
Species Occurring on at Least 20%
of Panels Collected at Fox Island
North Between January, 1971, and
December, 1975
Abundance Measure
BARNACLES
BaZanus crenatus
BaZanus eburneus
% coverage
% coverage
ARTHROPODS
CheZera terebrans
Corlophium cyZindricum
Microdeutopus sp.
GASTROPOD
CrepiduZa fornicata
ECTOPROCT
CryptosuZa palZasiana
ANNELIDS
Lepidonotus squamatus
Nereis virens
LIMNORIA
L. lignorun
L. tripunctata
L. tubercuZata
PELECYPOD
Teredo navaZis
# of individuals
# of individuals
# of individuals
# of individuals
% coverage
# of individuals
# of individuals
# of individuals
# of individuals
# of individuals
# of individuals
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Species
Table 5-3
2
X Goodness-of-Fit Test
Results for Fox Island North
"After" Sample
Transformation 2X Statistic
Probability of
Exceeding X2
Normality
Accepted/
Rejected
B. crenatus
B. eburneus
C. terebrans
C. cyZindricumn
C. fornicata
C. paZZlasiana
L. squamatus
L. lignorium
L. tripunctata
L. tuberculata
none
Arcsin(p)
none
Arcsin (p)"2
none
Log (N+l)
none
Log (N+l)
none
Log (N+1)
none
Arcsin(p)
none
Log (N+1)
none
Log (N+1)
none
Log (N+1)
none
Log(N+l)
Species
0.
0.
R
R
R
,R
0.
0.
0.
0.
R
R
0.
0.
R
R
164.3
429
163.3
233.3
132.7
99.7
236.
143.7
267.
267.
211.
174.
803.
110.
184.
395.
274.
540.
140.
501.3
0.
0.
R
R
0.
0.
R
R
0.
1.5x10-7
R
R
0.
0.
R
R
0.
0.
R
R
0.
PO
R
R
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In each case the data are tallied into ten equiprobable cells and the X
statistic is calculated by:
2 10 ( - E)2
X = E i
i=l E
where 0. = the number of observations in the it h cell; and E = expected value1
for each cell. The probability of exceeding the computed value of X
with nine degrees of freedom, given the assumption of normality, is then calculated.
Table 5-3 shows the X2 test results for untransformed and transformed measured
counts and/or precent coverage. (See Poole, 1974, for a discussion of these
transformations). In all cases the hypothesis of normality is rejected. In fact,
the X2 test results indicate extreme deviations from normality.
Because of the extreme non-normality of the data, no further consideration
is given to analysis using multivariate extensions of elementary parametric sta-
tistics, e.g., Hotelling's T statistic. Certain non-parametric methods may be
applicable to these data; however, these approaches are not pursued herein.
5.2.2 Cluster Analysis
Cluster analysis (Anderberg, 1973) is another multivariate method which
may be useful in further analysis of exposure panel data. Clustering is a
method of classification of samples (panels) according to relatively homogeneous
and distinct groups on the basis of variables measured (species abundance).
The result of a cluster analysis of the panels would be a classification of
panels into several groups. We must then interpret the ecological meaning of
the groups.
It is important to recognize that the theoretical underpinnings of cluster
analysis are incomplete; little is known about the statistical properties
of the methods used, and tests of significance are not available (Davis, 1973).
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Clustering consists of several major steps, each requiring choices which can
significantly effect the outcomes of the analysis. The most critical choices
in the present analysis include:
1. Should we look for panels clustering among sites or within sites
according to times (month); or both?
2. What species should we select as constituting the vector of measure-
ment variables? All species? Taxonomic sub-groups? Trophic sub-groups?
3. Is it necessary to standardize species abundance measures? Is the
abundance of one species comparable to another? How do we reconcile percent
coverage measures with numerical abundance measures?
4. What measure of similarity do we choose to define the degree of
association among panels? Alternatives include the Jaccard coefficient,
Pinkham-Pearson Index, correlation coefficient and "euclidian distance"
measures.
5. What is the "best" criterion and associated algorithm for defining
a "cluster"? (See, Anderberg, 1973, for a discussion of the numerous alter-
natives).
6. How do we interpret the results? Do the results aid us in developing
explanatory hypotheses about the data? Specifically, do the results provide
insights to whether or nor the power plant has had a significant effect on the
exposure panel community?
No attempt has been made to carry out a full cluster analysis of
the exposure panel data. In Section 5.3 a partial similarity analysis based
on species presence/absence is presented.
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5.2.3 Factor Analysis
The purpose of factor analysis is to interpret the structure within the
covariance matrix of the multivariate data. A first step in factor analysis
is a principal components analysis (PCA). PCA consists of a linear trans-
formation of the original species abundance variables to an equal number of
new variables, such that each new variable accounts for, successively, as
much of the total variance as possible. The final set of new variables accounts
for all of the original variance.
Factor analysis attempts to find a subset of these new variables
("factors") which are ecologically meaningful and account for most of the
variance in the original data. The number of factors must be specified prior
to the analysis based on knowledge of the problam at hand.
One potential benefit of PCA and of factor analysis is the possibility
of identifying a small subset of species which account for most of the
variability observed on the panels. These species could then become the
subjects of further detailed biological and statistical analysis. Another
possible outcome is the identification of significant changes in species
associations over space and time. In a sense, factor analysis provides a
way of "clustering" on species. In fact, cluster analysis and factor analysis
can be combined to develop an iterative strategy for achieving a harmonious
set of clusters and factors (Anderberg, 1973).
A preliminary exploration of the Fox Island "after" data indicates that
further consideration of factor analysis of the exposure panel data is
unwarranted. The species abundance covariance matrix () for the most
frequently occurring species (see Table 5-2), contains very small interspecies
correlations. Because the purpose of factor analysis is to find species
groups which account for the correlations in E, it is pointless to pursue
the analysis further.
86
5.3 Species Presence/Absence Similarity Analysis: Preliminary Results
In this section we present an example of similarity analyses using the
Jaccard coefficient. (At this point we are not concerned with differences
in relative abundance). Given two panels, the ratio of the number of species
in common for the two panels and the total number of species observed on the
two panels is the Jaccard Similarity Coefficient:
common species between two panels
# total species on two panels
The Jaccard Coefficient by itself does not allow a full comprehension of the
data. It is necessary to also consider separately the total number of species
and the number of common species.
Figure 5-2 illustrates the results of a similarity analysis between
White Point and Fox Island. Several items are worth noting regarding Figure
5-2. Although not shown, the results are strikingly similar for all pairs of
sites. The total number of species occurring between any pair of panels is
apparently constant at about 25 species. Approximately 10 species are common
between any two panels. We infer from these results that the community of
species occurring on any single panel consists of 10 or so commonly occurring
species and 5 to 10 rare species.
The ultimate purpose of these results is to test hypotheses regarding
possible effects of the power plant on the exposure panel community. Two
approaches are possible. We can compare similarity analysis results for
"before" and "after" samples, such as we presented in Section 4 for the ratio
of the total number of species occurring on a panel. Alternatively, we can
compare similarities between reference sites and affected sites in the
Millstone Point area.
87
C-)
LIJ 4
0
0Cj 0n
0
ULEa) V
0O0) 0
C
N -
,U -cn n cvE .a
· o
CU) ..o
0co
oo E o0
o r
O) a)
a) _
CIU - a
o^J VCC
.. OD
._ (C o
a)
saldwos oMl ui saldwos oml u! 4l!Jo!!u!S o
sa!3adS loiol sa!ads uowwo l4ua!!jjao3 PJDD3Dr
88
---
Although Fox Island and Millstone Harbor are probably impinged on
occasion by a heated water plume, they are not subject to continuous or even
frequent increases in water temperature due to the power plant discharge.
Furthermore, Giant's Neck (a reference site) has apparently been undergoing
significant environmental alterations from unknown causes (Hillman, personal
communication). In either case we are confronted with the problem of not
having any knowledge of what to expect in terms of the range, and variability
in the calculation of total species, common species and Jaccard coefficient.
One approach to estimating the range and variability in these values is
to compute the results for pairs of panels within a single site, eliminating
variability due to site differences, but introducing temporal variability.
Sampling variability remains and cannot be eliminated without replicate panels.
These results are illustrated in Figure 5-3 for Fox Island. We call
these plots "similarograms" because of their similarity with correllograms.
However, in this case rather than calculating autocorrelation coefficients,
we are calculating a Jaccard coefficient. Each point on the graph represents
the average value for J calculated for all possible pairs of panels separated
by the specified number of months ("lag" time). Two items are worthy of note.
First, we would expect panels separated by only a month to be most similar and
to therefore have the largest value of J. Indeed, this is true and J is
approximately .6 for all four sites for this lag time. Also note that the
total number of species between two panels one month apart is approximately
23 for Fox Island and White Point and approximately 20 for Millstone Harbor
and Giant's Neck. Second, we would expect J to gradually decrease and the
total number of species to increase as the lag time between panels increases.
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Surprisifgly, (to us) J remains virtually constant from a lag of 3 months up
to the maximum calculated of 24 months. A slight seasonal periodicity is
apparent in the results.
These results seem to support the conclusion drawn from the results of
between site similarity analysis. To reiterate: the collection of species
occurring on any single panel consists of 10 or so common species and 5-10
rare species randomly sampled from the total species pool. In terms of
presence or absence of species, any two panels (in time or space) can be
expected to be approximately 50% similar. No major between-site compositional
differences are detectable at this level of analysis.
5.3.1 Composition Analysis of Selected Taxonomic Sub-Groups
These results are not surprising in light of the discussion presented in
Section 3.1 regarding species abundance distributions of communities con-
taining a large number of species and subject to a large number of random
processes. A possible next step in the analysis, which may lead to more
definitive results, is to consider the composition analysis of three taxon-
omic subgroups, e.g., algae, barnacles, and annelids. These three groups are
important biologically and represent three distinct types of organisms.
Algae are attached plants and their abundance is measured as percent coverage.
Barnacles are sessile invertebrates and their abundance is also measured as
percent coverage. The annelids represent motile invertebrates and their
abundance is measured in numbers of individuals. Spatial or temporal varia-
tions in composition within one or more of these groups may be more sensitive
to ecological effects of the power plant than the entire community of exposure
panel species.
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6.0 EVALUATION OF EXPOSURE PANEL STUDIES AT MILLSTONE
In this Section we use the statistical technique of power analysis to
help quantitatively evaluate the effectiveness of the existing exposure panel
study. The analysis and evaluation is limited to the use of the statistic,
ST, and the kinds of hypotheses tested in Section 4. A comprehensive cost-
effectiveness analysis is not done. Any decisions regarding re-design of
the exposure panel study would include additional information about the
monitoring program. However, the results presented in this section illustrate
that the trade-off between information and cost can be quantitatively displayed.
Such displays can help guide redesign decisions.
6.1 Power Analysis
An important question arises from the kind of analysis presented in
Section 4:
Given a set of data, what is the probability of rejecting
the hypotheses being tested, if it is actually false, i.e.,
if there is actually an effect of some specified size?
The probability of rejecting a hypothesis (or, equivalently, the probabil-
ity of detecting an alternate hypothesis) is known as the power of a test,
denoted as 3. Knowing the power of a test allows us to evaluate more carefully
the significance of the results of the tests of the original hypotheses.
For example, we may conclude from an F-test, that we can accept a hypothesis
at a given significance level, a. However, without computing the power, ,
we do not know the probability of rejecting the hypothesis, if it is false.
If is small, then the strength of our inferences about accepting the
original hypothesis are reduced.
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Equally important for our purposes, the power of a test can be used
for determining the number of observations needed in an experiment. Given
a level of significance and an estimate of the variance in the observations,
P is a function of the number of observations and the minimum detectable
effect. Therefore, as a design aid we can display a double-entry table of
the probability of detecting a specified effect (power) for different
sample sizes and minimum detectable effect. Such a table represents the
tradeoff between cost (sample size) and information (probability of detecting
a specified effect). The calculations are independent of actual observations
and therefore represent a useful design aid.
b.l.1 Statistical Description of Power Analysis
The normal form of a hypothesis to be tested is a statement of no
difference or null hypothesis, H H0 is tested against the alternative
hypothesis, H, that H is not true. For example, in Section 4 we tested
the hypothesis of no difference in the mean of ST between "before" and "after"
samples at a station. The alternative hypothesis is simply that there is
some detectable difference in means.
Under these hypotheses we have two possibilities of truth and two
possible conclusions which can be drawn. We can display these possibilities
in the following way:
OUTCOME
Reject H_
Accept H0
H0 True
ACTUAL
H0 False
(i.e., H1 True)
1 -
1(Type- II error)
(Type II error)
U
(i.e., Accept H1)
a
(Type I error)
(power)
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A type I error is the rejection of H when it is true. This is the "level
of significance," , usually used in hypothesis testing. A 5% level of
significance means there is a .05 probability that H0 will be incorrectly
rejected.
Less frequently used, but of equal importance, is the type II error,
which is the acceptance of H0, when the alternative H is true. In practice,
rather than use type II errors,we work with an alternative--the probability of
detecting a difference when one exists. This probability is known as the
power of a test. We denote it as 3. In general, the power of a test is a
function of a, the sample size, the variance in the data being tested, and
the true size of the difference in statistics being tested.
In the case of a t-test, as used in Section 4, the statistic being
estimated is A, the difference in the means of ST between "before" and "after"
samples. Under both H (A=0) and H1 (A#0)A is normally distributed. In the
case of a normally distributed statistic with mean and unit variance, the
power is given by
= - P (T-~)
where P is the cumulative normal distribution function for x and T is the
x
standard normal deviate for specified level of significance, (see
Gibson and Melsa, 1975).
In order to calculate for the t-test in our case we simply set
p = A/o where A is the minimum detectable difference in which we are
interested and 2 is the variance in A. We make use of the fact that
A=s S
T T
a b
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where
ST = the mean value of ST for the "before" and "after"
b,a samples
Na
_ 1
ST N ST
a a i=l 1
Nb
Tb b i=1 Ti
Nb = number of exposure panels collected in the "before"
and "after" samples
In addition, if we assume ST and ST are independent, we have
a b
2
a = var (A) = var (S ) + var (S)
a b
Now, assume that the underlying populations governing ST from which "before"
and "after" samples are drawn have equal variance ,*2 . Then we obtain
2 Cy2 a 2
a b
We can substitute these results into the power function and obtain
8 = 1- P TA
\ Nbr
or
= 1 - P T -
2Given a value of a (and therefore T), an estimate of a*, , and the size of the
before sample Nb, we can compute the power, , for different values of Na
and A.
95
Note that is essentially a cumulative normal distribution which can be
parameterized by
(NaNb )/2 A
M ab
= O,2N+ o 2Nb)l/2
For a specified level of significance we can now generate a power curve for 3
versus M. Figure 6-1 is the power curve for = .05. From the curve we can
calculate and display in a double entry table for different "after"
sample sizes and detectable differences A. (see Section 6.1.2).
Computation of power for an ANOVA F-test is similar in principle to that
described above, but the details are more complicated. Recall the experimental
layout described in 4.1. We test the hypotheses Yij = 0 using an appropriate
F-test. (See Scheffe, 1959, and Kendall and Stuart, 1976, for further details
than given here). In general, an F statistic is simply the ratio of the mean
sum of squares due to the effect under study (e.g., yij) to the mean sum of
squares due to error (SS E Z (Yijk- Yij)2)
ij k
VE SSH
F =
VH SSE
where
VE = degrees of freedom in the error sum of squares term
= total number of observations minus the number of cells
- Z K.. - IJ
i j lO
vH = degrees of freedom in the numerator sum of squares
= IJ - I - J - 1
The power of the F-test for yij = 0 is given in general by
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ac = .05
0.8
Power 0.6
(i)
0.4
0.2
0.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
M
Figure 6-1. Parameterized Power Curve for t-test
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1.0
B = Pr {F' > F V V}
VH, VE ; 6 VH' E
where
a = significance level (=.05)
F' = non-central F-distribution
F = central F-distribution
and 6 is the noncentrality parameter obtained by the following rule:
If in the sum of squares in the numerator of F each observation
yi is replaced by its expected value, the result is 262
That is,
262 a 6 = E {SSH}
E{SSH } is obtained by replacing each observation in SSH with its expectation.
22 2 2
So, in testing H :y = 0, C 6 = EZ K.. 6 , where 6. is the non-zeroJ iij i 1 j
value of yij under the alternate hypothesis.
To simplify the problem, assume that the number of observations during the
pre-operational period (or the operational period) is equal for all stations.
Then, for our case of i = 1,2
0262 = 1 Y1j + 2 2j
where K1 is the number of observations collected at any station pre-operationally
and K2 is the number collected during the operational period. Because the
power increases with 6, we want to find a minimum value of 6 for a given size
of effect, A. For any pair of stations j and -
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(ylj - 2j) - (Y - ) = 
We can obtain a minimum value of 6 (and therefore minimum
minimum detectable effect A, by letting Ylj = A/wl 2k
w1 and w 2 are weighting coefficients and 1/wl + 1/w2 = 1,
all other y's equal to zero. Then
2 2
2 + w2
w 1 W2
with 1 1
w1 w2
power) for a
= A/w2, where
and letting
1
We can find wl and w 2 which minimize 6 for given , A, K1 and K2 by
minimizing ( 1+ w2 because
K6 K2=2 ) A
W1 W2
Substituting 1- A we have 2 + K2 (1
W1
We can find the value of l/w1 which minimizes this coefficient by differen-
tiating with respect to l/w1 and equating to zero. This yields
2(K1 + K2 ) - 2K = O
2 1
which yields
1 K2
W1 K1 + K2
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and, therefore
1 K1
W2 K1 + K2
Finally, we obtain
K1 + K2 a
To calculate power for various values of K1, K2, A and a, we use charts
derived from the non-central F distribution, such as the Pearson-Hartley
chart shown in Figure 6-2. This particular chart is parameterized on which
is given by
= 6 (1 +1)1/2
where
v 1 = I-1 = 2-1 = 1
so
6 _K 1K2 1/2 A
L 2(K 1 + K 2) a
Now for given and a we can create a table of values of power for various
values of K1, K2 and A (see Section 6.1.2).
Although power analysis is well-established in the statistical literature
(for example, Scheffe, 1959; Kendall and Stuart, 1976), there have been few
applications to environmental monitoring problems. Eberhardt and Gilbert (1975)
suggest the use of power curves in the design of monitoring programs for nuclear
power plants, but no actual results are presented. McCaughran (1977) reports
results for the power of an F-test as a function of the number of replicates,
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number of stations, variance and minimum detectable difference. He demon-
strates the use of power calculations in preoperational-operational comparisons,
such as we have described above. His results are restricted to the case of
two stations (one control and one "influenced") and an equal number of
observations during preoperational and operational sampling periods.
In the following section we present results of the power analysis des-
cribed above, as applied to the exposure panel studies.
6.1.2 Power Analysis Results for the t-test and F-test
Figure 6-1 provides the basis for calculating power of the t-test for
the exposure panel data. Recall that
(NaNb ) /2 M =a
(0,2 N + *2 Nb)1/2
From Table 4-1 we estimate a* = 3 species and Nb = 19. Now
(19N )1/2 A
M =a 1/2
3(19 + N )/2
For any pair of values of A and Na, we obtain a value of M and from Figure 6-1
the corresponding power. That is, we obtain the probability of detecting a
difference equal to A with Na months of data collected during the operational
sampling period. Recall that A is the difference in the means of total number
of species occurring on panels between the preoperational and operational
sampling periods. Table 6-1 displays the results for the values of *
and Nb given above. Results for other values of * and Nb can be easily
calculated.
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Table 6-1
PROBABILITY OF DETECTING A DIFFERENCE IN ST OF SIZE A
BETWEEN "BEFORE" AND "AFTER" SAMPLES WITH AN
"AFTER" SAMPLE OF SIZE N
a
(t-test)
c,w
a
rD EH C6
Cua a E
o C: cat
cJ a k mt(
a *,1 1cEFu r4 IJJ W -q I
C:~ 44 P k0 0 00 c a ara o o
*v- '4-4 3: P4
*H, W 0 P.
. P P 0
A
1
2
3
N
a
Operational Sample Size
(Number of months of operational data)
48 60 72 84
<.3 <.3 <.3 <.3
.68 .70
.92 .94
.71
.96
.72
.97
Assumes:
1. 5% significance level
2. Standard deviation in ST is 3 species per panel
3. Pre-operational sample size is 19 (months)
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The Pearson-Hartley chart (Figure 6-2) is used in a similar manner to
calculate power of the F-test.
Table 6-2 displays the results of an analysis of power of the F-test
for the exposure panel study at Millstone.
It is important to understand the concepts involved in Tables 6-1 and 6-2.
In each table the power plant effect is parameterized by A, the difference in
the number of species occurring on 12-month panels at a given station before
and after the power plant began operation (January, 1971). The probability
of detecting various sizes of effect is calculated for different operational
('after') sample sizes. Because a new panel is collected at a station each
month, the sample size is the number of months of operational data.
From Tables 6-1 and 6-2 it is apparent that relatively little power is
gained from additional months of sampling for a given value of A. This
result arises because of the relatively short length of pre-operational
sampling period (19 months). Also, note that for a "power plant effect"
equal to one species on a panel (A=1), the probability of detection is less
than .3. The probability of detecting a difference of 3 species is quite high
(,.95 or more) for all sizes of the operational sample which are given.
Given this kind of information it is possible to evaluate the trade-offs
between information and cost and choose the "best" sampling program.
The results given in Table 6-1 are also useful in evaluating the analysis
given in Section 4. Recall that no significant differences were found at any
station between "before" and "after" samples using the t-test. These results
were based on 48 months of operational data. We can now see from Table 6-1
that if there actually is a difference of two species (A=2) the probability of
detecting this difference with the existing data is about .70. The probability
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Table 6-2
POWER OF F-TEST FOR TESTING FOR A POWER PLANT EFFECT (yij = 0) ON STij = )O T
uC , 
a a) a) I0 a) 
H 4-4 ~:PE 1  J a Wa
H, Cr a) a 0
z 0 m o o
A
1
2
3
Operational Sample Size
(Number of months of operational data)
48 60 72 84
<.3
.67
.95
<.3 <.3 <.3
.68
.95
.70
.96
.72
.97
Assumes:
1. 5% significance level
2. Standard deviation in ST is 3 species per panel
3. Pre-operational sample size is 19 (months)
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of detecting a difference of one species is quite low, but the probability
of detecting a difference of three species is more than .9. Therefore, we
can deduce that the conclusion of no significant difference from the t-test
is very strong, if we are concerned about changes of three species or more.
We can be less confident in the conclusion of no significant difference for
changes of one or two species.
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7.0 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
This report describes the results of an analysis of exposure panel data
collected at the Northeast Utility Service Company Millstone Power Station,
Millstone Point, Connecticut. The purposes of the study are twofold: 1) to
identify, develop and carry out alternative quantitative analyses of the
exposure panel data which test hypotheses regarding ecological effects of the
power plant, and 2) to identify and propose changes in the present design of
the experiment which can improve the information content and/or cost-effectiveness
of the study.
Exposure panels are small pine boards backed by transite, submerged just
below low tide level. The panels are colonized and inhabited by a community
of boring and fouling organisms. Data, consisting of abundance (or percent
coverage) of species occurring on panels, are collected monthly at six stations
in the vicinity of the power plant. At each site panels which have been submerged
(exposed) for 1-month and 12-months are retrieved and two new panels put in place.
No replicate panels are collected. The experiment was initiated in mid-1968.
Additional stations were established in 1973. On occasion panel racks have been
lost creating gaps in the monthly time series. Power plant operation began in
January, 1971.
Ecological parameters, amenable to statistical analysis are selected
based on consideration of ecological processes governing exposure panel community
development and composition. The total number of species occurring on a panel,
ST, is identified as meaningful parameter based on a model of island colonization
and summarizing in a single statistic certain information regarding species
abundance distributions. The large available species pool and the many random
factors affecting community development suggest that statistically significant
changes in total community parameters will be difficult to identify. ST (or
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any other single community parameter) only accounts for certain limited
ecological changes. It is not proposed as a fundamental community measure
which summarizes all relevant information about exposure panel communities.
The most extensive statistical analysis is carried out on ST for 12-month
exposure panels. For each site two aggregate samples are formed consisting
of panels collected prior to operation ("before") and during operation ("after").
In addition "before" and "after" samples are formed for the between-site ratios
of ST. Hypotheses of no difference in means and variances between samples are
formulated and tested using parametric (t-test and F-test) and non-parametric
(Wilcoxon rank-sum test) statistics.
In order to estimate the variability observed in the samples due to seasonal
or other periodicities a time series analysis is performed. The sensitivity
of the results is limited because of the lack of replicates. A model contain-
ing a statistically significant annual periodicity is fitted to the data from
White Point and Fox Island. The sequence of "before" and "after" data is
not long enough to allow for tests of changes in the temporal structure of
Lhe model.
A limited amount of data are available to construct a composite colonization
curve of exposure panels for the region. Preliminary results suggest that an
"equilibrium" for the curve is reached in 7-9 months,
In order to try to account more fully for changes in community composition
and relative abundance, multivariate methods of analysis are considered. In
these analyses each panel is considered as an observational unit on which
abundance of each species is a measurement variable. The parameter of interest
is then a vector of measurements. Three methods of analysis are suggested:
multivariate hypotheses tests of means and variances; cluster analysis using
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one or more measures of panel similarity; and factor analysis to interpret
the structure of the species abundance covariance matrix. The species abundance
covariance matrix for the Fox Island "after" sample is calculated to illustrate
the use of multivariate analyses. However, the matrix lacks any significant
correlation structure and therefore multivariate methods are not pursued further.
Statistical power analysis is used to evaluate the effectiveness of the
t-test and F-test results and to display a tradeoff between information gained
and cost of sampling. Because power is the probability of detecting a change
when one actually exists, it is a measure of information or effectiveness of a
sampling program. Given a level of significance for a particular hypothesis
test and an estimate of variance in the data, the power of the test is calcu-
lated for ranges of sample sizes and ranges of effects to be detected. The
results demonstrate that the existing exposure panel study is powerful
(power .95) for detecting changes in ST of three species or more. Changes
of one species in ST only have a probability of detection of about .3. These
results are virtually independent of increasing the "after" sample size beyond
48 months (December 1974), because the preoperational sample size is relatively
small (19 months).
7.1 Conclusions
The following conclusions are drawn from the results of this study.
1. The exposure panel experiment yields data relevant to testing hypotheses
regarding environmental effects of power plant cooling water intake and discharge.
2. The small size of existing samples is restrictive for carrying out any
statistical analysis. The collection of replicate samples could significantly
improve the sensitivity of all methods of analysis.
3. The total number of species occurring on 12-month exposure panels ST,
is an ecologically meaningful parameter which can be statistically analyzed.
ST contains only certain limited information regarding coomunity composition.
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4. Based on ST, "before" and "after" samples of 12-month exposure panels
cannot be statistically differentiated at White Point, Fox Island, Millstone
Harbor and Giant's Neck sites.
5. The probability of detecting chiages of three species or more in
ST with the existing data is .9 or largei. The probability of detection drops
to less than .3 for changes of one species. Therefore, the existing program
can be termed powerful for detecting theta larger changes in ST. We have
less confidence in the conclusion of no ignificant difference between "before"
and "after" samples at a site, if an actual difference of only one species
exists.
6. Time series analysis indicates that significant seasonal periodicities
can be detected in the number of species occurring on 12-month exposure panels
at White Point and Fox Island, and this effect accounts for about 20% of the
observed variability at these sites.
7. The length (19 months) of the pre-operational 12-month exposure panel
data sequence for Unit I is not sufficient for time series methods of analysis.
However, the existing sequence of pre-operational data for Units II and III
holds significant promise for application of time series analysis techniques
for testing hypotheses about impacts of these units when they become operational.
8. In theory several methods of multivariate analysis are applicable to
the exposure panel data. However, the multivariate structure of the data
presents us from making any practical applications of these methods.
9. Results of presence/absence similarity analyses indicate that the
sample of species occurring on any given panel consists of about 10 commonly
occurring species plus 6-10 randomly occurring rare species. Similarity
between panels at different sites does not appear to be significantly different
than similarity between panels at a site over time.
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7.2 Recommendations
The following recommendations are made based on this study:
1. One or more experiments to determine replicate panel variability
should be designed and carried out. Even a single replication experiment
at one site could significantly improve the sensitivity of statistical analysis.
2. The suggestion of reducing the maximum exposure length from 12 months
to 7-9 months is worth further investigation. Recoverability and reliability
of data collection may be significantly improved, if this alteration in the
experiment is adopted.
3. A complete cost-effectiveness analysis of the experiment should be
initiated to evaluate alternative experiment designs and their respective cost
and information trade-offs. Power analysis can be used to help quantify this
analysis.
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Appendix
TAXONOMIC STANDARDIZATION
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APPENDIX
STANDARDIZATION OF TAXONOMIC DATA
ORIGINAL LIST (182) TRANSFORMTIONS (127)
Species Name
CHLOROPHYTA (Green Algae)
Bryopsis pmnosa
Chaetoanorpha sp.
Cladophora sp.
Codiwm Fragil
Exteranorpha cZathrata
Enteromorpha compressa
Enteromorpha intestinalis
Eteroworpha linza
Enteromorpha prolifera
Enteromorpha spp.
Ulva Lactuca
Chlorophyceae
RHODOPHYTA (Red Algae)
Achrochaetium
AgardhieZZa tenera
Antithamnion sp.
Callithamnion baileyi
CaZlithamnion byssoideum
Callithamnion spp.
Ceramiwn diaphanumwn
Ceromiwn rubrum
Cermium spp.
Chompia parvula
Chondria spp.
Cystoclonium purpurewnum
Daysa pedicelZata
Gracilaria onfervoides
GraciZaria foZiifera
Gracilaria spp.
GrineZZia americana
Herposiphonia teneZZa
Lomentaria baileyana
Lomentaria spp.
Polysiphonia nigra
PoZysiphonia nigrescens
PoZysiphonia
Porphyra umbiZicus
Prophyra spp.
Rhodmelna subfusca
Rhodynenia paZmata
Rhodymenia spp.
_ - - - _-
- - - - - I
12 9 1
Rare - Misidentification ... eliminate
cogeneric ................... eliminate
Non - generic ................ eliminate
128 i 18
rare/similar ................. combined
cogeneric .................... (3 + 1)
cogeneric ..................... eliminate
- - - - I
I
rare/similar ..................combined
cogeneric ..... ................(3 1)
cogeneric ................... combined
(2 .. 1)
rare/similar.................. combined
cogeneric ........ ............(3 + 1)
combined
Cogeneric ..................... eliminated
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TRANSFORMATIONS
Species Name
PHAEOPHYTA (Brown Algae)
Desmarestia viridis
Ectocarpus sp.
Elachistea sp.
Laminaria agardhii
Laminaria spp.
Petalonia fascia
Punctaria latifolia
PylZaiella itoraZis
Fucu8 evanescen
FPucus pp.
PORIFERA (Sponges)
Scypha ciliata
Scypha pp.
Hatichondria bowerbanki
Halichondria panicea
Halichondria pp.
LeucosoZenia botryoides
Leucosolenia spp.
Renierinae
CNIDARIA (Hydroids)
Actinaria
Anthozoa
Campanuaria sp.
Diadunene euco ena
Obelia sp.
SertuZaria pwnila
SertuZaria spp.
Tubularia sp.
Metridiwn dianthus
Methridiwn senile
Hydrozoa
PLATHYHELMINTHES (Flatworms)
StyLochus eliptious
LeptopZana augusta
Leptoplana spp.
Leptoplanidae
cogeneric .con................combin e
cogeneric ............ ..... ...combine
1 8 + 31
cogeneric .comie..............combine d
rare/similar ................ combined
cogeneric (3 + 1)
cogeneric ................... combined
non-generic .................. eliminated
11 6
non-generic .................. eliminate
non-generic ................... eliminate
cogeneric .cobe...............combine d
rare/similar .................. combined
non-generic ................ eliminate
4 21
cogeneric .................... combined
non-generic .................. (3 + 1)
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ORIGINAL LIST
--
TRANSFORMATION
RHYNCHOCOELA (Leach)
ECTOPROCTA (Bryozoa)
Encrusting
Ca lopora aurita
Cryptosuta paZtasiana
Electra crustulenta
Electra monostachys
Electra pilosa
SchizoporeZZa unicornis
TegeZta unicornis
Filamentous
Bowerbankia gracitis
Bugula simplex
Bugu trrita
Buguta spp.
ANNELIDA (Segmented worms)
Capitellidae
Euchone rubrocincta
Eulalia viridis
EuZaZia pp.
Emida sp.
Glyceridae
Lepidonotus squamatus
Harmothoe imbricata
Marphysa sanguinea
Platynereis megalops
Nereis peZagica
Nereis succinea
Nereis virens
Nereis spp.
Nephyts p.
Cirratulidae
Phytodooe sp.
Notomastus latericus
Phy lodoce arenae
Phylodocidae
Podarke obscura
Po lydora cilita
Polynoidae
SabelZa microphthaDna
Sabellidae
TerebeZta apidaria
Terebellidae
} rare/similar/misidentity?
- - -I} rare/similar/misidentity?
14 g -3 1
Cogeneric .....................eliminate
!33 + 21
non-generic ....combine with Notomastus
cogeneric ..................... combine
(2 1)
no-generic(Family) IK, no generic conflict
cogeneric ................... eliminate
(Family) OK, no generic conflicts
cogeneric ................. combine
} co-family ................... combine
(2 1)
(Family) ......... ......... eliminate
I co-family .................. combine
(Family) ...... ................ eliminate
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- - -
- - -
TRANSFORMATION
ANNELIDA (cont.)
Serpula vermicularis
Amphitrite sp.
Ampharetidae
Spirorbis tubes
Mudworm tubes
Serpulid tubes
MOLLUSCA
Gastropoda (Snails)
Anachis avar
Cerithiopsis greenii
MitreZa Zunata
Crepidula fornicata
Crepidula plana
Crepidula spp.
Littorina obtusata
Littorina saxatizis
Littorina spp.
IZyanassa obsoleta
Ilyanassa spp.
NucZeZla lapi la
UrosaZpinx cinerea
Nudibrachia
Pelecypoda (Bivalve)
Anomia simplZe
Anomia spp.
Crassostrea virginica
ModioZue modiolus
MytiZus eduZis
Saxicava artica
Teredo nava is
co-family (-.......... combine(2-1)
non-species ...................eliminate
non-species ...................eliminate
non-specific ..................eliminate
114 + 11
cogeneric . .............. combine(2-1)
cogeneric ................. eliminate
cogeneric . .............combine
OK
r7 +6 1
cogeneric .....................combine
ARTHROPODA
Amphipoda
AegineZta longicornis
Amphithoe rubricata
Amphithoe spp.
CapreZZ a geometrica
Caprellidae
CheZ ura terebrans
Corephiwn y indricwn
EZasmopus laevis
Gamarus annulatus
Ganmarus ocusta
&snaru sp.
Gamaridae
Gammar idae
!17 + 12
cogeneric omin............ combine( 2-1)
} co-family . .................. combine(2-1)
}}rare/similar..................combine(4-1)
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- - -
- - -
- - - - -
- - - - -
- - - - -
TRANSFORMATIONS
Amphipoda (Arthropoda cont.)
Grubia compata
Jassa faZcata
Microdeutopus
Uniaola irrorata
Copepoda Family OK
Cirripedia (Barnucles)
Balanus amphitrite nivens
Balanus balanoides
BaZanus crenatus
Batanus eburneuas
Balanus improvisus
BaZanus spp.
Limnoridae (Wood borers)
Limnoria lignorum
Limnoria tripunctata
Limnoria tubercuZata
Lwmoria Spp.
Linoria tunnels
Decapoda (crabs)
Carcinus maenas
BErypanopeus depressus
Panopeus herbstii
Decapoda
6+ 51
Co-generic .elmiat.......... .eliminate
1 5 + 31
Cogeneric ........... ,...... eliminate
not a species ................. eliminate
4+3
Family ........................ eliminate
Isopoda
Idotea phosphorea
Jaera marina
Tanais cavolini
ECHINODERMATA (starfish)
Asterias forbeaii
Asteriidae
CHORDATA (Sea squirts)
Amaroucium
Botryllus schZosseri
Ciona intestinalis
MolguZa citrina
MolguZa pp.
StyelZa partita
3+ 31
2-+11
} co-family ..................... combine
l6 + 5
cogeneric .....................eliminate
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ORIGINAL LST
