the algebraic theory on general solutions and singular solutions was developed by Ritt, Kolchin, Levi, Abraham Hillman, and David Mead (see Kolchin, 1973) . The main results are the Component Theorem, which shows every component of the radical differential ideal generated by a single (possibly partial and reducible) differential polynomial F is the general component of some irreducible differential polynomial A, and the Low Power Theorem, which provides an algorithm to decide, given two differential polynomials, F (F = 0) and A (A irreducible), whether the general component of A is a component of {F }. Dimension theory, which gives precise meaning to the degree of freedom of a general solution such as the number of arbitrary functions or constants, may be traced to works by C. H. Riquier and by Maurice Janet and was further developed by Ritt (1938) and Kolchin (1964) . The connection of the differential dimension polynomial to the Hilbert polynomial was established by Joseph Johnson (1969) . Seidenberg (1956) constructively solved the membership problem for the radical differential ideal generated by a given set of differential polynomials. Robert Risch (1969) published an algorithm for integration in finite terms, the basis of symbolic integration. Phyllis J. Cassidy (1972 Cassidy ( , 1989 developed the theory of differential algebraic groups and differential algebraic Lie algebras, which relates to the symmetries of differential equations. Jerald Kovacic developed an algorithm for deciding the existence of solutions (and computing them when they exist) of a second-order linear ordinary differential equation in closed form. Retro-published by invitation of the editors of this Journal in 1986, but actually available as early as 1976, the paper (Kovacic, 1986 ) is a milestone for symbolic computational methods in differential equations. The algorithm, based on differential Galois theory, has been implemented in several computer algebra systems. Michael Singer (1981) generalized the algorithm to higher-order linear equations.
Since the 1960s, these topics were taken up by many researchers in symbolic computation and related fields. A few researchers have complained about the absence of a kinder and gentler introductory text, especially one on elimination theory, than Kolchin's. This complaint is certainly valid, and we can only conjecture at the reasons behind such a state of affairs. Perhaps it was because expository articles or textbooks were not considered research, or because differential algebraists were too theoretically oriented (computations were not practical anyway) and there was not sufficient interest in applications. To some extent, the advent of symbolic computation started to change that. Singer, widely considered nowadays as the foremost expert on differential Galois theory, wrote many papers and tutorials (see the bibliography in Singer, 1999) . Manuel Bronstein and others made major contributions towards a full implementation of Risch's algorithm (see Bronstein, 1997) . Elizabeth Mansfield worked on applying and extending techniques in polynomial algebra to differential algebra to tackle many systems in applied mathematics (see Fackerell, 1992 and Clarkson, 1997) . François Boulier, Daniel Lazard, François Ollivier and Michael Petitot (1995) improved Seidenberg's algorithm to make it practically implementable by combining the characteristic set method with the Gröbner basis method. Marina Kondrateva, Alexander Levin, Alexander Mikhalev and Evgeny Pankratev (1992) provided algorithms for computing differential dimension polynomials. Michael Fliess (1986) , Fliess and Glad (1993) and Sette Diop (1991 Diop ( , 1992 applied differential algebra to control theory, clarifying many notions and providing decision algorithms on controllability, observability, invertibility, identifiability, and system realizability, thus greatly advancing the understanding and knowledge in their field. The references cited in this special issue can attest to the proliferation of research articles by many authors, too numerous to repeat here.
Differential algebra, the foundation of which is in Kolchin's book, was now an essential tool.
It was against this background, in 1994, that Hoobler and Sit conceived the idea of a special year in computational algebraic geometry and differential algebra. They wanted to bring together differential algebraists, algebraic geometers, and researchers in symbolic computations. Several articles in this special issue report research that began during that time. In our call for papers, this special issue was open to all researchers in the area of differential algebra and differential equations. While it is regretful that some important related research areas are not represented in this issue, it is not unexpected, given that differential equations can be studied with many different mathematical techniques. The number of mathematical as well as computer science disciplines (not to mention those from the physical sciences) is so large that only very few researchers can command a broad knowledge base. Most tend to stay in their own area of expertise. Such isolation may lead to misunderstanding and duplication of efforts. Although mutual awareness has been improving, there remains plenty of room for future cooperations. One purpose of this special issue is to begin the process of bringing together this diversity and creating an environment for better communication among researchers. It is our sincere hope that this issue will serve to continue nurturing further joint research.
We had over twenty submissions and generally the articles were of high quality. Unfortunately, we had a few too many expository articles, and some others not directly related to the theme. To the authors of those papers that do not appear here, we do want to thank them for their interest in this special issue and expect the papers to appear in some other forms. To the authors whose papers are included, we offer our sincere apology for the length of time to bring out this special issue. We would like to thank the staff of Academic Press, Editor Caviness, and all the authors for their cooperation, understanding, and patience. Our deepest appreciation goes to the anonymous referees whose painstaking reviews help authors deliver their best.
As is customary for special issues, we now briefly comment on the articles contained herein. Not unexpectedly, a majority of them are concerned with improving the efficiency of algorithms for linear ordinary differential equations, extending their scope to either higher-order equations or systems, and computing more information contained in the Galois group. Whether you are familiar with this topic or not, you will find the modern treatment of both the direct and the inverse problems in differential Galois theory in the survey by van der Put refreshing. Written in an expository style, it starts at an elementary level and progresses in difficulty, with the most intricate parts delegated to its appendix. The theory is illustrated with many examples and its many exercises give the paper a graduate textbook flavor.
An important subcase of the direct problem of differential Galois theory is solved by Compoint and Singer, who describe an algorithm for presenting the Picard-Vessiot extension of a completely reducible linear ordinary differential equation in terms of generators and relations, as well as for computing its Galois group from this presentation.
The paper by Vidunas and the one by Churchill both consider equations of the form d 2 y/dx 2 = r(x)y(x). Vidunas determines the algebraic structure of the set of polynomials r(x) for which the equation has Liouvillian solutions, while Churchill shows that if r(x) is a rational function and the equation is Fuchsian, then its Galois group can be determined by looking at the coefficients of the Laurent series of r(x) using computations simpler than in Kovacic's algorithm.
Recent progress in algorithms for solving a system of linear ordinary differential equa-tions directly (that is, without first uncoupling them) are highlighted in the papers by Barkatou and by Barkatou and Pflügel. They describe direct algorithms for computing rational function solutions and regular formal solutions of a system around its singularities. The paper by van Hoeij, Ragot, Ulmer and Weil illustrates the extent of improvement that has been achieved beyond the original plan proposed by Singer for solving linear ordinary differential equations in closed form. Based on recent methods for computing invariants of the Galois group of an equation, it contains the first algorithm for thirdorder equations that has been successfully and completely implemented in a computer algebra system.
In the area of elimination theory for differential polynomial algebra, we have three papers. These reflect a breakthrough in the application of algebraic and differential algebraic methods, both computationally and theoretically, to systems of polynomial (ordinary or partial) differential equations. In this new computing age, much mathematics research has become dependent on experimental computations and genuine new insights and discoveries can be made through such experimentation. Many theoretical results, including improvements and generalizations, were first observed through experimental computations. There is, however, an easy trap that even experienced researchers can fall into, and that is to view some observations as obviously true when the exact conditions under which the observations hold have not been determined. It is no easy task to identify these conditions or to prove vigorously that they are both necessary and sufficient for the observations. The efforts to prove them, in turn may give insights that can be used to improve the algorithms. The three papers included exemplify such interactions between theory and computation.
A long-standing conjecture of Wolfgang Schmidt (1979) on the dimension of the vector space of differentially homogeneous differential polynomials of degree d in two differential indeterminates is proved in the paper by Reinhart. His proof that the dimension is finite and given by 2 d involves keen observations from computations using Axiom and Mathematica and difficult combinatorial arguments with a new technique in ordering the differential polynomials. Not only is the proof constructive, the method simplifies the computation of a basis for the vector space. Such a basis can be used to construct a differential equation of least denomination (a sort of "minimal differential equation") satisfied by an algebraic function.
As mentioned earlier, the works of Mansfield and Fackerell, and of Boulier, Lazard, Ollivier and Petitot have made significant contributions to computational differential algebra. The authors should be commended in their skills and insights that brought progress towards solving problems of intrinsic combinatorial complexities. Morrison's paper builds on their work and introduces new notions of reductions, coherence and completeness with subtle gradations. These precisely captured definitions allow Morrison to generalize two important lemmas used in François Boulier, Daniel Lazard, François Ollivier and Michael Petitot (1995) , namely, Lazard's Lemma and Rosenfeld's Lemma. Though the generalizations may seem abstract, Morrison uses these results to answer some of the unsettled algorithmic questions in Mansfield and Fackerell (1992) .
In the paper by Hubert, the notions of general component and singular components for an irreducible differential polynomial are extended to those of a regular differential polynomial. The concept of a regular system was first introduced in François Boulier, Daniel Lazard, François Ollivier and Michael Petitot (1995) . By avoiding factorization and by generalizing the component and the low power theorems to hold for regular dif-ferential polynomials, Hubert combines classical methods with those of François Boulier, Daniel Lazard, François Ollivier and Michael Petitot to produce a minimal regular decomposition. Such a decomposition can then be used to compute the components using factorization of squarefree polynomials.
The paper by Levin follows the tradition of Johnson to study finitely generated bifiltered differential modules through their modules of Kähler differentials. The bifiltration is a natural construct when the set of derivation operators for the differential structure is partitioned into two sets. Levin first develops the theory of bifiltered modules and their associated bivariate Hilbert polynomials and then applies the results and algorithms for computing them to the differential case, obtaining more differential birational invariants and thus a more precise measurement of what Albert Einstein called the "strength" of a system. The theory of difference algebra was first developed by Richard Cohn (1965) and closely paralleled that of differential algebra. The last paper in this special issue by Bauer and Petkovšek represents research in this field. For sequences defined by hypergeometric, multibasic hypergeometric, or mixed hypergeometric recurrence relations, they obtain algorithms for finding hypergeometric, and in some cases polynomial, solutions to the summation problem. Their algorithms extend the classical hypergeometric summation algorithm of Gosper (1978) .
Finally, for readers who want to delve into the original works of Kolchin, the American Mathematical Society has recently published a selected collection: Kolchin (1999) . Of particular interest to those who need a quick review and/or overview of differential algebra are two of the articles in the Commentary Section (Part II). Both papers recount basic concepts and significant results, emphasizing the algorithmic aspects, often explaining them in mathematical layman terms, and motivating the readers by comparison with the algebraic case. They include most of the references to recent works that are not mentioned in this foreword. Together, they give an excellent coverage of results on which research represented in this special issue is based. In the first one, Singer (1999) describes some of the work that has been done on the direct and inverse problems in differential Galois theory. The second paper, by Buium and Cassidy (1999) , has two chapters. In Chapter 1, the authors trace the historical development of many important ideas and theorems in differential algebra. In Chapter 2, they work through the theory of differential algebraic groups, and finally arrive at a geometric analog of Lang's conjecture in Diophantine geometry, a subject quite beyond the scope of this special issue! William Sit Manuel Bronstein
