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Abstract 
These past decades we are witnessing the uptake of renewable energy deployment globally. Global warming and 
energy security concerns necessitate the transition to renewable energy. As such, policy makers try to promote 
the diffusion of renewable energy generation. Although there is a rising concern among economists as to which 
are the determinants of renewable energy development, little evidence is provided on the existence of spatial 
dependence among these factors. In the US, green energy is promoted mainly through the state governments. In 
this study, spatial panel models are used to control for spatial dependence, focusing on 48 US states for the period 
1990 to 2017. Focus of this study is to assess the effectiveness of  the adopted policies for the development of 
renewable generation share. Controlling for Renewable Portfolio Standards, Public Benefit Funds, Net Metering 
and Mandatory Green Power Options, we find that states which adopt a complete policy portfolio achieve higher 
renewable energy share in the total energy mix. 
Keywords: Renewable energy; spatial econometrics; energy policies; spillover effects. 
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1. Introduction  
Over the past decades, global warming and greenhouse gas emissions, caused by anthropogenic 
activity, have inflicted our planet causing environmental degradation such as the depletion of 
natural resources, extreme weather events, ecosystem endangerment and severe illnesses. 
Climate change and security of energy supply are matters heavily discussed worldwide and 
shape the upcoming energy policies of each country. Many countries align their policies with 
environmental agendas and promote sustainability and renewable energy in order to reduce 
CO2 emissions and  mitigate the risks of energy shortage along with the alleged impacts of 
climate change (Carley, 2009; Gan et al.,2007; Marques and Fuinhas, 2012). For the 1,5°C 
target to be achieved, anthropogenic CO2 emissions should be reduced to zero until around 
2050, while for the 2°C threshold net zero carbon levels should  reach around 2070 (IPCC, 
2018). Despite this rising concern, an asymmetry is detected between developed and 
developing economies. Since economic growth is linked positively to energy consumption, 
developing countries are not so willing to focus on reducing their carbon footprint at this stage 
as it could hamper their competitive position (Bergstrom and Randall, 2016). Nevertheless, 
some studies support that the reduction of CO2 emissions and the use of zero carbon 
technologies can have a significant positive impact on economic growth in the long run 
(Bhattacharya et al., 2016). 
 Given that renewable energy sources, RES here onwards, are in the middle of the 
discussion in shaping a sustainable future (Gan et al., 2007), it is important to investigate the 
determinants of renewable energy generation. Based on evidence provided by annual reports 
on energy, like the International Energy Outlook, renewable energy can bear the title of the 
fastest growing energy source globally with an annual growth rate of approximately 3% 
(“World Energy Demand and Economic Outlook”, 2009 International Energy Outlook).  
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The concentration of fossil fuels on specific regions in the world is one key factor of high 
volatility in crude oil prices and the exploration of the remaining resources entails severe 
negative externalities to the environment and human health. The global economic crisis caused 
by the first oil price shock triggered an international concern on matters of energy security.   
Hence, for many countries renewable energy is the only pathway to reduce their energy 
dependency on foreign resources and simultaneously gives them the opportunity to tackle the 
severe environmental consequences of carbon-based fuels. 
 It has been the case that investments on RES suffer from high initial costs. Though, these 
costs decrease rapidly, making renewable technology economically feasible. But still in many 
cases, fossil fuels remain a cheaper solution, given the existing infrastructure and domestic 
resources. One very foreword factor of speeding up the process of renewable generation being 
more competitive is political intervention, providing incentives to investors through quantity 
and price-based instruments like Renewable Portfolio Standards (RPS from now onward), net 
metering, subsidies on renewable energy installations or green tax credits.  
The number of countries having adopted renewable energy targets and policies supporting 
renewable energy generation has risen from 43 in 2005 to 179 in 2017 and a significant 
contribution is made in a sub-national level (REN21, 2018). Power auctions increased from 29 
in 2017 to 48 in 2018, while feed-in policies are still present in 111 countries (REN21, 2019).  
In US, even though renewable energy finds feeble support by federal policy, more rigorous  
environmental policies are shaped in state-level. Among the portfolio of energy policies 
supporting renewable generation, the most prominent state level policy is the RPS. RPS is a 
quantity-based instrument which mandates a minimum obligation of renewable energy 
generation in the total primary energy mix. Up to this point, 44 US states have adopted a form 
of RPS policy, among which 29 are mandatory (DSIRE, 2019). The main intention of the RPS 
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is oriented around public health and energy mix diversification, though in some states energy 
policy is targeting to local job creation besides the environmental and health benefits 
(Schmalensee, 2011). There is an apparent heterogeneity among each state’s environmental 
policy design, either in the eligibility of utilities covered by the policy or the stringency of the 
targets, that has caught the attention of researchers (Wiser et al., 2007; Wiser and Barbose, 
2008). Many studies in the literature examine whether RPS are a significant determinant of 
renewable energy generation (Bird et al., 2005; Menz and Vachon, 2006; Adelaja and Hailu, 
2008; Yin and Powers, 2010; Shrimali and Kniefel, 2011; Delmas and Montes-Sancho, 2011; 
Shrimali et al., 2010; Bowen and Lacombe, 2017). In addition to policies, other key factors are 
included in the literature as drivers of renewable energy deployment. These factors may be 
environmental, socioeconomic or even political and will be discussed in the review of 
literature.  
An important aspect of this study is that it considers possible spatial dependence of 
renewable energy generation factors. States are interconnected through the grid and electricity 
travels long distances in many occasions in order to serve demand. More specifically, the 
production of renewable energy could be deployed in regions where it is considered most 
effective locationwise and then be transmitted accordingly to the needs of the market. The 
literature is sparse on the existence of such spatial spillovers. This study complements the 
literature with robust results on the key determinants of renewable generation in the US in a 
spatial context. More specifically, the variable of interest is policy-oriented and our results 
support that the states which have adopted a complete portfolio of the basic state-level policies, 
Renewable Portfolio Standards, Public Benefit Funds, Net Metering and Green Power Options, 
present higher share of renewable generation in the fuel mix. Our finding provide valuable 
insights for policy makers, as it is revealed that these policies perform better when they are all 
combined.  
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The structure of this study is the following: section two presents an extensive review of 
the literature on the drivers of renewable energy consumption, the effectiveness of policies in 
renewable energy generation and the existence of regional dependence. Section three presents 
a broad overview of the adopted methodology. Section four describes the data. Section 5 
discusses the empirical findings and finally, the last section concludes. 
2. Literature review 
This section presents the review of the literature related to renewable energy consumption and 
is organised in three sub-sections. The first includes studies focusing on the determinants of 
renewable energy generation, mostly comprised of panel analyses of various countries around 
the world for the period after 1990. The second sub-section assesses the effectiveness of 
renewable energy policies, with primary focus on RPS. Finally, the third sub-section discusses 
studies that are paying attention to the spatial spillovers of renewable energy policy and 
deployment.  
2.1 Determinants of renewable energy generation 
In his two similar studies, one for G7 countries and one for 18 emerging countries, Sadorsky 
(2009) finds a bidirectional causality between renewable energy consumption and GDP 
growth, using panel cointegration methodology. The results show that a negative shock in 
electricity prices increases renewable energy consumption more than electricity consumption, 
since renewable energy income elasticities appear to be larger than electricity income 
elasticities. Also, real GDP per capita and carbon dioxide emissions per capita appear to be key 
determinants of per capita renewable energy consumption. In the sample of G7 countries, he 
finds that increases in oil prices have a negative impact on renewable energy consumption. 
Considering the escalating  energy demand in emerging economies and their contributions to 
CO2 emissions,  these results are very intuitive for policy makers since it is crucial to realise 
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that small increases in real income per capita can result in higher increases to per capita 
renewable energy consumption. 
From a different perspective, Johnstone et al. (2010) and Popp et al. (2011), use patent 
counts in order to assess how technological progress impacts renewable energy development. 
Johnstone et al. (2010) in a panel of 25 countries over the period 1978-2003 conclude that 
public policy and public funding on R&D have a positive and statistically significant impact 
on RES technological innovation. In a panel of 26 OECD countries from 1991 to 2004, Popp 
et al. (2011) infer that there is a robust effect of the increase of technological stock to renewable 
energy use, though the impact is small. Moreover, countries that heavily use nuclear energy or 
hydropower are less triggered in employing renewable energy. The main conclusion of the 
study is that the technology driven effect is lower than the policy driven effect. 
Bowden and Payne (2010) employ Toda-Yamamoto long-run causality tests, in a 
multivariate framework considering the US, in order  to assess the causal relationship between 
renewable and non-renewable energy consumption by sector and real GDP which was until 
then omitted from the literature. They show a positive unidirectional Granger-causality from 
residential energy consumption to real GDP, meaning that, besides reducing GHG emissions, 
household adoption of renewables can further develop renewable energy technologies. They 
also conclude that an extended use of renewable energy sources will not affect real GDP growth 
based on the absence of Granger-causality among commercial and industrial renewable energy 
consumption and real GDP. 
In a similar manner, Apergis and Payne (2010), examine the relationship between 
renewable energy consumption and economic growth for a panel of OECD countries using 
annual data from 1985 to 2005. They estimate a panel vector error correction model and reveal 
the existence of bidirectional causal relationship between economic growth and renewable 
7 
 
energy consumption, both long run and short run. To determine the long run relationship, they 
use the fully modified OLS (FMOLS) technique for heterogeneous cointegrated panels. One 
year later, Apergis and Payne (2011) perform the same approach in a panel of six Central 
American countries over the period 1980–2006, ending up with the same concluding remarks. 
These results support the feedback scenario, meaning that a differentiation in the fuel mix in 
order to address sustainability issues does not have an adverse effect in economic growth. The 
results also support the policy strategies followed in order to promote renewable energy like 
renewable energy portfolio standards, renewable energy production tax credits, rebates for the 
installation of renewable energy systems. 
Marques et al. (2010) try to extend the literature on the  determinants that drive the 
development of RE as a percentage of the primary energy supply. They study 24 European 
countries from 1990 to 2006 employing a fixed effects vector decomposition (FEVD) estimator 
to achieve more efficient results, based on Plümper and Troeger (2007). Including CO2 
emissions per capita as a covariate they conclude that higher emissions imply higher economic 
activity , thus higher polluting activity, and in continuance indicate a smaller tendency for RE. 
Checking the impact of energy dependency they reveal that states with high energy dependency 
encourage RE promotion. Also, their empirical results show that there is smaller RE use  in 
states with higher proportion of energy generated with traditional fuel sources. They also note 
that the income effect was especially present in high income countries with major effect being 
the absolute income size, meaning that larger countries can deal more effectively with the costs 
embedded in renewable energy deployment. Considering the role of traditional fuels , small 
increases in their prices do not lead people turning to green energy sources, instead, coal is 
used as an alternative for periods with high oil prices, and not renewables. Though for natural 
gas price the results indicate, as expected, that an increase in natural gas price can lead to higher 
RE deployment. Due to their smaller environmental impact they can be considered as substitute 
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commodities. Interesting result is the significant coefficients of geographical area variable that 
is used as a proxy for RE potential. 
It is Marques and Fuinhas (2011) who first use panel dynamics estimators , difference-
GMM and system-GMM techniques, to check the significance of some drivers of RE 
generation in a sample of 24 EU countries from 1990 to 2006. Based on economic theory they 
test how fossil fuel prices affect renewable energy use, though the results are not significant in 
their dataset. Also, they receive the same results for GDP so, for reasons of parsimony, they 
remove these variables from the model. Their results suggest that CO2 emissions per capita are 
not enough in these levels to promote a switch to renewable energy, meaning that social 
pressure is not that effective. They reveal the existence of the lobby effect which means that 
the fossil fuel based industries participate and fund a lot of political campaigns and policy 
makers are heavily concerned on this matter, since they are mostly focused on short term targets 
while environmental consequences appear in the long run. They indicate that the use of nuclear 
energy does not favour the development of renewables. Moreover, the higher the energy 
consumption per capita , the higher the use of renewables. Finally, their results suggest that 
high energy imports lead to less commitment in renewables and thus less development of them. 
Salim and Rafiq (2012) try to identify the determinants of renewable energy consumption 
in six leading renewable energy investor economies. They form a panel dataset for Brazil, 
China, India, Indonesia, Philippines and Turkey, using annual data over the period of 1980 
until 2006. The methods used in this study are fully modified ordinary least square (FMOLS), 
dynamic ordinary least square (DOLS) and Granger causality. They conclude that in Brazil, 
China, India and Indonesia income and pollutant emissions drive the RE consumption in the 
long run. While in Philippines and Turkey, income is the sole determinant. Oil prices present 
a lower and negative impact on RE consumption. 
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Bengochea and Faet (2012) specify a parsimonious model relating renewable energy 
generation with the price of fossil fuels and CO2 emissions. They use a panel dataset of 15 EU 
countries from 1990 to 2004 and different techniques, OLS, fixed effects, random effects , 
panel corrected standard errors and feasible generalised least squares. Their results suggest that 
carbon emissions are a statistically significant and positive driver of renewable energy 
deployment. 
The same method as Marques and Fuinhas (2011) is employed by Omri and Nguyen 
(2014). They specify a dynamic panel data model and use the system generalised method of 
moments (system-GMM) to control for any endogeneity problems and also for country-specific 
time invariant characteristics. Their panel consists of 64 countries over the period 1990–2011. 
Their investigation focuses on the impact of economic growth, crude oil price, CO2 emissions 
and trade openness and they further this analysis by creating three homogeneous subpanels 
based on the income level of the countries. CO2 emissions are found a statistically significant 
and positive driver of renewable energy consumption in all four panels. Trade openness is also 
found to be a positive determinant in all panels expect that of high income countries. Crude oil 
prices affect renewable energy consumption in a negative way and the results are significant 
only for the global and middle-income datasets, indicating that at these price levels, these 
commodities work as complements and not as substitutes. Finally, the per capita GDP has a 
significant and positive impact only for high and middle-income countries, which means that 
in places with more disposable income, people are eager to address these environmental 
concerns. Trade openness contributes significantly to the development of renewable energy 
use. The easier transfer of energy goods is also accommodated by trades in technology and 
labor skills and this leads to a more efficient energy usage (Gozgor, 2014; Sebri and Ben‐Salha, 
2014). 
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In a research work done on 38 countries for the period of 1990-2010, Aguirre and Ibikunle 
(2014) use fixed effects vector decomposition (FEVD) and panel corrected standard errors 
(PCSE) estimators (Beck and Katz, 1995) to study the determinants of renewable energy 
growth. The results indicate that CO2 emissions are a significant factor, implying the 
importance of environmental concern in contrast with energy security, as the energy import 
variable is found insignificant. Energy use is negatively related to renewable energy use, 
meaning that under tough demand situations, secure energy supply exceeds the necessity for 
greener energy. The results considering the potential of RES are mixed, indicating that 
sometimes countries with potential constraints are more eager to develop renewable 
technology. As for policy variables, voluntary measures and financial instruments indicate a 
negative relationship with renewable energy participation, which means that their role in policy 
design is mostly supportive or supplementary to mandatory policies. 
Focusing on the impact of energy security on renewable energy development, Lucas et al. 
(2016) believe that energy dependency alone, as used in earlier studies among the literature, is 
a poor proxy of the energy security issues. Using a variety of energy security indicators, they 
find evidence that energy security has a statistically significant long-term relationship with 
renewable energy deployment, unlike previous findings. They also highlight that the 
development of renewable energy is mainly driven by the energy security strategy followed 
and not only by environmental concerns as it is supported in most of the literature. 
Papiez et al. (2018) support the notion that the distribution of energy sources is affected 
by decisions made years ago and this is the reason why they use cross-sectional analysis instead 
of panel analysis that is prevalent in the literature. They employ principal component analysis 
in order to assess the distributional changes of RES from 1995 to 2014, best subset regression  
and lasso approach to study the determinants of renewable energy development. During the 
period studied, all EU countries present a growth of renewable energy share in the total primary 
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energy mix, though with distinctive differences. There are countries more dependent on fossil 
fuels and countries that are basically focused on cleaner energy sources. Considering the 
determinants on RE deployment, the results indicate that energy market is dependent on 
choices made in the mid-1990s around energy security , environmental protection and 
economic feasibility. Technological development of course has played a major role in the 
deployment of solar and wind energy in the past two decades. A reasonable finding is that 
countries which are richer in domestic fossil fuel resources are less aggressive in developing 
renewable energy use, since they face less energy supply risks and have invested so deeply in 
fossil infrastructure that abrupt changes could endanger the domestic economy. Other positive 
significant drivers highlighted by this study are GDP per capita, concentration of energy supply 
and the cost of consumption of energy obtained from fossil fuels in relation to GDP, while 
energy consumption  per capita appears to be a negative determinant. 
Recently, Damette and Marques (2019)  complement the literature with results on the long-
run dynamics of the determinants of renewable energy deployment. They use the FMOLS and 
DOLS estimators in order to take into account the endogeneity existing among the variables, 
like between renewable energy generation and CO2 emissions. The authors find that there is a 
statistically significant and negative relationship between the renewable energy production and 
CO2 emissions, in contrast with the expectance that environmental concern would be a 
significant determinant. The results indicate a positive effect of the real GDP income as well 
as the energy use indicator. Considering the energy dependency, although the results are not so 
robust, it seems to be an incentive in the development of RES. Finally, oil price results are not 
statistically significant, doubting the substitution effect. 
Yahya and Rafiq (2019) create four subpanels based on the policy regime followed by 85 
countries worldwide over the period of 2007-2014. After controlling for GDP, inflation, 
political stability and financial liberalization they test the impact of innovativeness, trade 
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openness and regulatory quality in renewable energy consumption. Evidence suggests that both 
innovativeness and trade openness significantly affect the usage of renewable energy sources. 
Also, even though tax attractiveness alone is not statistically significant, the interaction of this 
variable with trade openness is found significant among three subpanels indicating that an 
attractive tax system can boost trade openness results. The more democratic the regime , the 
more effective is the environmental performance of a state because people are more involved 
in the energy and environmental matters leaving less room for political corruption and lobbies. 
Innovation is also supported by Arkolakis et al. (2018) as a major factor that increases living 
standards simultaneously with economic growth and competitiveness. Adenle et al. (2015) also 
indicate that innovation promotes the use of greener energy sources, leading to reduction in 
CO2 emissions and thus helping in climate change mitigation and adaptation. As an extension 
to the above point, it is important to understand that technological innovation is highly 
interlinked with policy innovation. Regulators should follow such updates and try to provide 
the necessary incentives for new investments on innovative technology (Grubb, 2004). 
A research on the renewable energy consumption in Africa is done by Olanrewaju et al. 
(2019). Studying  Nigeria, South Africa, Ethiopia, Egypt and Democratic Republic of Congo 
in the period of 1990-2015, they reveal that the consumption of renewable energy  in Africa 
has a negative relationship with energy intensity and a positive relationship with natural gas 
rents. A negative relationship is found with oil and coal rents too. Furthermore, they indicate 
that increases in carbon intensity lead to reduction of renewable energy production. 
A very interesting study is that of Jebli et al. (2019) who investigate for the first time the 
causal relationship between renewable energy use and tourism. Tourism is a sector that has 
presented an international growth in recent years and it is an important aspect of a country’s 
economy, linked with jobs and investments. There is a trend in green investments in the 
touristic sector which can shift the fact that tourism increases dependence of fossil fuels. Eco-
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tourism is gaining field and visitors seek to experience sustainable living conditions and 
familiarise themselves with local traditional activities, supporting this way the environmental 
aspect with their participation. The authors use panel cointegration techniques, specifically 
FMOLS and DOLS in order to account for endogeneity, and find that there is a strong long run 
relationship between renewable energy and tourism. The results indicate that economic growth 
and trade significantly determine the pollution levels. Renewable energy consumption, foreign 
green investments and tourism intensity play a major role in decreasing GHG emissions. 
Studying the Nordic countries which are pioneers in the development of renewable energy 
consumption, Miremadi et al. (2019) focus on the impact of public R&D funding and 
knowledge spillovers on the development of renewable energy sources. As expected, when 
countries have strong international relationships, knowledge can be transferred among them 
and through cooperation many obstacles can be impeded and enhance effectiveness while 
reducing the risk of employing innovative technology. Policies like FIT, green certificates and 
R&D development are crucial for the use of renewable energy sources in the Nordic countries. 
Thus, intense international trades can lead to an alignment of policies that have proved to be 
efficient, implying that a dynamic approach of international policies and support can be proved 
to be beneficial for a quicker and more efficient development of renewable energy sources. 
2.2 Renewable energy policy effectiveness 
In recent years, where climate change,  air pollution and energy security are interconnected and 
challenging subjects, state level regulation has proved to be an innovative and efficient 
solution. Despite the federal incentives, each state formulates its own policy trying to tackle 
the rising environmental concerns. One of the policies widely adopted is RPS which is a state 
program mandating a specific percentage of electricity supply to be generated from renewable 
sources. Over the last three decades we observe an increasing adoption of this kind of policy 
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by state regulators. There has been an effort on part of researchers among the literature to 
evaluate the effectiveness of RPS. Considering the design of these policies, the main targets of 
an RPS are to eliminate GHG emissions, diversify the fuel mix by promoting renewables and 
de-promoting fossil fuel use and also to assist in making these investments cost effective. State 
policy heterogeneity is observed in eligibility, administration and structural characteristics. 
Markets have also emerged on trading renewable certificate. This means that states can trade 
certificates, called RECs, in order to be able to comply with their obligation on renewable 
energy generation (Holt and Bird,2005). There is an impressive body of literature relating the 
development of renewable energy in a country with the adoption of green policies, though the 
overall results are mixed.  
Bird et al. (2005) in their study on factors driving wind energy among the leading US 
states note that a mix of policies promoting renewable investments is a key driver for wind 
energy development and specifically RPS policies appear to be the most significant. Menz and 
Vachon (2006) perform a hierarchical linear regression analysis for 39 states, over the period 
of 1998-2003. Their results reveal that RPS policies definitely promote wind energy 
development, as supported by Bird et al. (2005). Despite the expectations that liberalization of 
electricity market would have a positive impact on the development on wind energy , the results 
of this study do not support this hypothesis. Higher prices for electricity produced from wind 
energy could demotivate its use, though evidence suggests that there is a willingness to pay for 
a premium to use cleaner energy (Roe et al., 2001). Nevertheless, competition factors often 
trigger a switch to the cheaper solution, as negative costs are not internalised in the price of 
fossil fuels. One important conclusion from this study is that mandatory policies strongly 
support the development of wind energy while voluntary based ones do not. Similarly, Adelaja 
and Hailu (2008) study the effects of RPS on wind industry development in the US. By 
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introducing socioeconomic and political controls, they find that RPS policies are a significant 
driver of wind industry deployment.  
Wiser et al. (2007) present a detailed  view of RPS policies’ history and applications. They 
show that the existing differences among state RPS policies considering the basic elements of 
their design being in structure and size, as well as in eligibility and administration. This sheds 
light to the existing state heterogeneity among RPS policies. Gan et al. (2007) in a case-study 
analysis for Europe and US energy policies find that countries with steady and coherent policy 
objectives, like Germany, can achieve significant results. In Europe, countries follow a political 
agenda on green electricity generation, committed with the Kyoto protocol whereas in US, 
green energy policies have emerged mainly in state level. They suggest that an increase in R&D 
along with transregional cooperation could assist the renewable energy development. They 
note that policy design is important in order to give incentives towards renewables and 
simultaneously depromote fossils, but the major issue concerning policies is to be clear and 
consistent so there is a stable environment for investments in the long run.  
Carley (2009) introduces variables to account for policy implementation and the dynamic 
aspect of legislation among states. In contradiction to previous studies, the results of this survey 
find RPS policies to be an insignificant driver of renewable energy deployment. Although in 
some researches the implementation of these policies is found to be efficient in developing RE 
share, the results become significant when they use the total renewable generation deployment. 
Reason for this could be possibly the lack of enforcement or even the political instability in 
state level. It can be the case that the effect of the policies is not enough to provide a significant 
growth in renewable generation share. The results reveal a significant effect from the 
percentage of regional states with RPS policies indicating a regional effect based on the energy 
market and REC trading, giving incentive to states with RPS neighbours to promote renewable 
energy generation. We can see from the results that socio-political variables are of importance. 
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There is significant positive relationship among renewable energy share development and LCV 
score. The same stands for the number of people being occupied on natural resources. This 
means that the more informed and adaptive legislators are to environmental issues the higher 
the renewable energy penetration in the fuel mix. Results are mixed considering subsidy and 
tax incentive programs. The former show a positive relationship to RE share while the latter a 
negative one.  Finally, deregulated markets have high rates in developing renewable energy 
generation, implying investments in renewable technology in an effort to make them 
competitive.  
Yin and Powers (2010) are the first to introduce a more detailed variable considering RPS 
policies. Up to that point, studies among literature used a binary variable indicating the 
adoption of RPS policy in a state. Instead of introducing only a binary variable for the existence 
of RPS policy in a state, they use a more complex variable accounting for the stringency of the 
policy. This is a constructed variable which indicates the incremental requirement as a 
percentage of total generation, and it is used in order to account for the heterogeneity in 
coverage and existing capacity of renewables in a state and provide with the exact percentage 
of the new renewable generation incentive. By using this variable and accounting for state and 
time fixed effects, in a panel of 50 US states from 1993 to 2006, the authors find that RPS 
implementation is a positive determinant of renewable generation share. Also, they infer that 
REC trading has a negative impact on renewable energy deployment. Shrimali and Kniefel 
(2011), in a similar sample of 50 US states over the period 1991-2007, also indicate that policies 
are a key factor that drives the development of renewable energy generation capacity. The 
results differ based on the type of renewable energy source and they indicate a negative effect 
on the combined renewables variable, probably attributed to policy design characteristics, i.e. 
whether the targets are already covered by existing infrastructure etc. Clean energy funds and 
17 
 
required green power options have a positive impact on RES deployment. Though, this model 
ignores state RPS heterogeneity. 
A zoom in the utility-level is performed by Delmas and Sancho (2011), who assess the 
determinants of renewable sources development in a sample of 650 utilities in the US from 
1998 to 2007. In an effort to control for sample bias, they specify binomial logit models 
predicting RPS and mandate green power options (MGPO hereafter) and then they use the 
predicted results in the Tobit model to test if they explain the renewable capacity. They find 
MGPO policies to be effective while RPS policies to be ineffective. Furthermore, they infer 
that investor-owned utilities respond more positively to RPS that public-owned utilities. 
Shrimali et al. (2012) make an extended study on the effectiveness of Renewable Portfolio 
Standards in the US. They specify a panel fixed effects model for 50 states over the years 1990 
to 2010, controlling for state level and time fixed effects. Due to the controversial results among 
the literature considering the effectiveness of RPS policies, the authors are careful in the 
selection of datasets, variables and methodology used, in order to provide more robust results. 
More specifically, Yin and Powers (2010) find that RPS is a statistically significant and positive 
driver of renewable energy, though Shrimali et al. support that this measurement may be biased 
due to the fact that they use the generator level data. This dataset incorporates non-utilities data 
only after 2000 causing some inconsistency in the estimation of the coefficients. As a solution 
to this bias the authors use state level dataset, as is followed by other studies in the literature 
(Carley, 2009; Marques et al., 201; Menz and Vachon, 2006; Salim and Rafiq, 2012; Shrimali 
and Kniefel,2011). Instead of introducing a binary variable for the existence of RPS policy in 
a state, they use a more complex variable accounting for the stringency of the policy, as it is 
firstly introduced in the study of Yin and Powers (2010). They find that this variable has a 
negative relationship with renewable share. This finding, as counterintuitive as it is, is in 
accordance with other studies among the literature (Carley, 2009; Delmas et al., 2011; Shrimali 
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and Kniefel, 2011). The only studies that support RPS as being a significant and positive driver 
of renewable share are Menz and Vachon (2006), who do not account for fixed effects, and Yin 
and Powers (2010), who use the inconsistent dataset. RPS are the most prominent policy in the 
US, so these results ,even though surprising, are of high importance in policy design and 
implementation. Considering the other type of policies, the results reveal that public benefit 
funds are not statistically significant as supported by Menz and Vachon (2006) and Yin and 
Powers (2010). Mandatory green power option is found statistically significant and positive 
driver as supported also by Delmas et al. (2011), Menz and Vachon (2006), Shrimali and 
Kniefel (2011), and Yin and Powers (2010). Net metering, on the other hand, has a statistically 
significant and negative effect in renewable share which can be attributed to capacity 
constraints in the design of this policy. Another important finding of this study is that the 
existence of REC trading in a state has a positive impact in the renewable share, with a 
difference around 2% compared with states that do not allow REC trading. Finally, a finding 
of interest to our study is the statistically significant and positive neighbour effect. Renewable 
deployment in a state is positively affected when the majority of neighbouring states have 
implemented RPS policies. 
Marques and Fuinhas (2012) focus on the impact of public policies supporting renewables 
to the share of renewable energy generation, studying 23 EU countries for the period 1990-
2007. The results show that in EU countries, the only effective policy measures on RES 
deployment are incentive or subsidy measures like FITs. Quotas and other programs like green 
certificates are found insignificant up to this point. Also, neither energy dependency nor 
environmental concerns are factors to the development of renewable energy use, as indicated 
by the results of this study. In extension, Jenner et al. (2013) use a fixed effects panel 
specification, for 26 EU countries over the period of 1992 to 2008, in order to assess the 
effectiveness of FITs in Europe. This is the first in-depth analysis of the FITs effectiveness in 
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EU. They also introduce the ROI provided by FITs as a proxy for policy strength. Their results 
reveal that FIT policies are a significant determinant in solar energy deployment in EU , but 
this is not the case for wind energy. ROI variable shows a positive and significant relationship 
with solar and onshore wind energy deployment. The authors highlight that the combination of 
policy design with market characteristics is a more significant determinant that policy alone. 
In a study considering both EU countries and the US, Kilinc-Ata (2016) finds a positive and 
significant impact of FITs , tender and tax incentives to the ratio of renewable energy capacity, 
while quotas which is the prevailing policy in the US are found insignificant, implying that 
price-based instruments outperform quantity based ones. Other variables that are found to be 
significant drivers of renewable energy deployment are electricity consumption , nuclear and 
coal price. 
Carley et al. (2017) create a big sample of 164 countries in their effort to assess the cross 
variation of the factors that drive renewable energy development globally, focusing on the 
impact of RPS and FIT policies. By using both the total renewable electricity generation and 
the share of renewable electricity generation as dependent variables, they indicate some 
differences on how each variable is affected. This means that factors which promote renewable 
energy development may not necessarily lead to an increase of the renewable share in the 
energy mix. Their results support the fact that policies on national level are a major determinant 
of renewable energy development, irrelevant of whether hydroelectricity sources are included 
or not. Best and Burke (2018) find that the existence of carbon pricing , even at low levels, is 
positively related with solar and wind adoption within a country and has a significant impact 
on the initial diffusion of solar energy. Furthermore, the perception of climate change as a 
threat impacts more solar technology than wind energy use. Both for EU and global sample, 
financial capital is important for wind energy use and works in a complementary way to energy 
policies. Anguelov and Dooley (2019) assess RPS impact by using random effects panel 
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analysis for 49 US states from 2004 to 2014. They focus more on the economic feasibility 
aspect of the RPS implementation and specifically how it relates to divestment from fossil 
fuels. They infer that even though stricter RPS means less percentage of fossils in the state’s 
fuel mix, it is weaker RPS policies that are most effective, and they relate them to biofuel 
implementation. Based on microeconomic theory on opportunity cost and taking into account 
the costs of renewable energy technologies, they support that on utility level, it is costly to 
deploy wind or solar energy just to diversify, without public support, so biofuels seems to be 
the most appealing opportunity cost option. This is valuable information to policy makers in 
order to improve policy design in accordance with electricity market conditions. 
The innovation to categorise the effects of policies supporting RES into short-run and 
long-run, is made by Marques et al. (2019), giving very significant insight to policy makers as 
to how they should design and when to introduce each type of policy. Using ARDL 
methodology, their results reveal that direct investments on RES, R&D, fiscal incentives and 
policy-based instruments in general have a significant impact in RES development in the short 
run while market-based instruments, like RPS or FIT, are ineffective in the initial diffusion of 
RES. On the other hand, market-based policies operate efficiently in the long-run when RES 
have already infiltrated the market and help in maintaining their integration. The authors also 
point out that CO2 emissions are a crucial determinant on RES development and also that 
traditional fuel consumption has a negative effect. Since renewable energy technologies present 
a high initial investment cost, attracting foreign investments is a very important factor in 
promoting RES. Wall et al. (2019) highlight the fact that FITs are the most significant policy 
that attracts foreign direct investments on renewable energy at a global scale. Carbon tax and 
fiscal measures show a positive relationship as well in contradiction to public funding which 
shows a negative one. 
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2.3 Spatial dependence of renewable energy and green policy adoption 
A crucial concern that this study considers is the existence of spatial dependence of the factors 
that contribute in the development of renewable energy generation. Dincer et al. (2014) 
conclude on whether a state’s RPS policy adoption is affected by neighbouring states’ RPS 
policies. Using a multivariate framework for 46 states over the period of 1994-2010 and 
controlling for socioeconomic and political characteristics, based on the previous studies, they 
find a significant and positive “neighbouring state effect”. They support that renewable energy 
potential, transmission capacity, neighbouring transmission capacity, unemployment rate, 
educational attainment and democratic governors are all significant and positive determinants 
in policy adoption. The only statistically significant negative driver found is median income. 
Balta-Ozkan et al. (2015) use spatial econometric models to assess the determinants of solar 
energy deployment in the UK. Following a general to specific approach they find that the 
spatial Durbin model (SDM) is appropriate to study the regional spillover effects. It is of high 
importance to identify spatial dependencies in the flow of demand in order to appropriately 
plan the distribution of energy generation. Their results show that the share of detached homes, 
education level, household electricity spending and solar irradiation are significant and positive 
drivers in the deployment of solar energy in the UK. On the other hand, the share of home 
ownership and population density contribute negatively in the uptake of solar panels. De Assis 
Cabral et al. (2017) in a recent study on forecasting electricity consumption in Brazil, assess 
the importance of spatial dependence in electricity consumption among regions of the country. 
They compare a spatial ARIMA (ARIMASp) with an ARIMA model and they find that the 
spatiotemporal model performs better forecasts. This is a finding we need to highlight as by 
incorporating spatial interactions among regions in our models, we can have a more 
representative picture on matters of energy supply and improve the accuracy of our research.   
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Bowen and Lacombe (2017) are the first to perform a concrete spatial econometric study 
on the spillovers of a state’s RPS policy to neighbouring states. They shape their contiguity 
matrix based on the North American Electric Reliability Corporation (NERC) region each state 
belongs to. There are eight regions created by the NERC, where energy is traded extensively 
in order to tackle any instabilities of the grid. They use a variable to account for RPS stringency 
according to Yin and Powers (2010). Other covariates used are average electricity price, state 
median income, LCV score and binaries for other type of policies like net metering, public 
benefit funds and green power options. Their findings show the existence of significant spatial 
dependence. Pooled SDM and fixed effects SDM models show inexistent or negative impact 
of RPS in the state’s renewable generation share. Though, three out of four models show 
positive and significant total effects due to the positive and significant indirect effects, meaning 
that even if RPS policy does not drive a state’s renewable share, it can significantly affect the 
renewable share of the NERC region. Baginski and Weber (2019) in their study on the 
residential PV uptake in Germany find that spatial dependence is a significant explanatory 
factor. Among the spatial models employed, SEM and GSM provide the most appropriate 
results.  
Finally, Baldwin et al. (2019), studying why countries emulate other countries’ policies, 
support that countries are more likely to emulate policies from countries which present similar 
electric sector conditions. More specifically, OECD countries results indicate that it is less 
likely to adopt FITs used in countries with dissimilar electric sector conditions , while the 
reverse stands for quotas. Also, when countries present differences in political structures, this 
affects quotas emulation but not FIT emulation. Finally, results suggest that countries tend to 
follow the policies of the countries that provide them with RE-oriented donor aid. Alves et al. 
(2019) use a panel Poisson regression model for 194 countries from 2005 to 2015 in order to 
assess the international diffusion factors that are discussed by literature. They find that the two 
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most crucial drivers of renewable energy policy adoption are CO2 emissions and matters of 
energy security. Very important finding is that international socialization groups play a major 
role in policy diffusion. When they use the models solely on developed countries, peer effect 
of neighbouring countries is observed. Income is also a significant driver. Moreover, the 
authors highlight some differences deriving from the level of economic activity. Developed 
countries seem to be more influenced by domestic factors, while developing countries are 
mainly driven by international groups and organisations. 
 
3. Spatial Econometrics Methodology 
3.1 Introduction  
It was late 1970s when spatial econometrics were developed as a separate discipline of 
econometrics. Waldo Tobler's first law of geography, “Everything is related to everything else, 
but near things are more related than distant things” (Tobler, 1970), gave birth to the concept 
of spatial autocorrelation. According to this term, observations from geographically adjacent 
units can present a similar behaviour in comparison with spatially distant ones. In extension to 
this notion, a change that happens in a specific unit does not only affect this unit alone, but it 
also affects indirectly the “neighboring” units. This dependence is easily observed when  
studying regional socio-economic variables like tax rates, health costs, unemployment, house 
prices, cigarette demand or electricity consumption, as it is evidenced by literature (Ollé, 2003; 
Moscone and Knapp, 2005; Conley and Topa, 2002; Holly et al, 2011; Baltagi and Li, 2004; 
Wu and Li, 2009). Spatial econometric models are introduced to account for this spatial 
dependence. Cliff and Ord (1973) firstly specified the spatial autoregressive model (SAR) 
which since then attracted a lot of attention in the literature. Luc Anselin (1980) furthered the 
estimation, testing and modelling of spatial autocorrelation in cross-sectional observations. In 
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recent literature considering spatial econometrics, a shift has been made from spatial cross-
sectional models to spatial panel models, enabling researchers to account for unobserved 
heterogeneity and dynamic characteristics (Anselin, 1988; Elhorst, 2003; Baltagi et al., 2003, 
Yu et al., 2008; Kukenova et al., 2009). More specifically, spatiotemporal models are the most 
recent advance which are constantly being updated in theoretical level and their application is 
emerging along with the development of the respective software routines. In the sections that 
follow, a more rigorous description of the spatial characteristics is presented. 
3.2 Spatial Autocorrelation 
As it was briefly mentioned earlier, spatial autocorrelation refers to the similarity in 
observations between two or more spatially adjacent or, simply, “near”  units. Socioeconomic 
factors reasonably entail some geographical interactions and it is highly important to account 
for these interactions in the process of efficiently analyzing these variables. In a regression 
model estimated by ordinary least squares, the error term is assumed to be independent and 
identically distributed. The errors are considered uncorrelated, with zero mean and constant 
variance. The presence of spatial dependence among the observations violates the standard 
assumptions and hence OLS estimators are biased. As it is supported by Baumont et al. (2001), 
accounting for spatial autocorrelation in growth models can provide us with more indicative 
results and lead to the identification of regional spillover effects.  
3.3 The spatial weights matrix W   
One key element in spatial econometric analysis is the formulation of the spatial weights’ 
matrix, usually denoted as W  matrix. When the spatial objects under investigation are N , the 
spatial weights matrix is an NxN  matrix with elements that specify the neighbouring 
relationship of the cross-sectional units, i.e. parametrize the effect that a change in unit j  can 
have on unit i . The specification of the spatial proximity can be based on a variety of criteria, 
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with most common being the geographical ones. Contiguity, distance or inverse distance are 
some of the basic types of spatial weights matrices that can be encountered, depending on the 
theory that underlies in the model specification. More specifically, in a contiguity matrix , 
ijw  
gets the value of 1 when unit i  is adjacent to unit j ,  and 0 otherwise. There are several cases 
that the criteria, on which spatial proximity is defined, are of socioeconomic nature, like trading 
networks, social networks etc. It is up to the researcher as to what would be the ideal definition 
of proximity depending on the subject of the investigation. As it is supported by the literature, 
the model estimates present a high sensitivity to the specification of the weights matrix and 
special attention must be given in order to efficiently specify the spatial dependence (Anselin 
and Bera, 1998).   
The diagonal elements of the W  matrix are by convention set to zero ( 0ijw = ), as a unit cannot 
be considered a neighbour to itself and extensively own effects are taken care of by the 
explanatory variables in the model. A transformation witnessed a lot among the literature is the 
row standardization of the spatial weights matrix. The elements of the row-standardized matrix 
are defined as: 
1
ijst
ij N
ij
j
w
w
w
=
=

 
 
( )1  
   This means that each element of the matrix is divided by the sum of the elements in the 
respective row, calculating a weighted impact of unit j  in unit i . In this case, the spatial lag 
of the dependent variable measures the average value of the neighbouring units. Furthermore, 
some studies present the use of multiple weight matrices in order to compare the estimated 
results. Finally, the use of time-varying W  matrix is feasible too, though  the majority of studies 
contain static weight matrices, which are constant over time.   
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3.4 Spatial autocorrelation testing 
Before estimating a spatial regression model, one has to test for the existence of spatial 
autocorrelation among the observations of the dependent variable. After confirming that the 
data are spatially autocorrelated then it is indicated to employ a spatial regression. One standard 
way to identify the spatial dependence in the data is the Moran’s I statistic (Moran, 1950). The 
null hypothesis of this test is that is that the data are distributed in a random way and the statistic 
is identical to the expected value of the statistic in the random dispersion. So, a rejection of the 
null hypothesis confirms the existence of spatial dependence. The Moran’s I statistic is 
calculated by the following formula: 
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( )2  
where  ijw are the elements of the spatial weights matrix W , N  is the number of spatial units 
and iZ  is the deviation of the variable from the overall mean at location i . The results of 
Moran’s I statistic can be positive or negative. A positive result indicates positive spillover 
effects, meaning that a unit’s data are moving in a similar way to the neighboring units. On the 
other hand, a negative Moran’s I indicates negative spillover effects, meaning that a unit 
performs in an inverse way to the neighboring units. In the case of panel data models that the 
number of cross-sections is larger than the number of time periods ( N T ), there are three 
complementary tests to account for the existence of cross-sectional dependence and these are 
the Pesaran’s cross-sectional dependence test (2004), Friedman’s statistic (1937) and Frees’ 
test statistic (1995). The null hypothesis of these tests is that there is cross-sectional 
independence.  
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3.6 Spatial Models 
Firstly, the General Nesting Spatial (GNS) model is discussed. This model incorporates spatial 
lags for the dependent variable, the independent variables and the errors as well. As supported 
by Elhorst (2014) in his book “ From Cross-Sectional Data to Spatial Panels” , this model 
cannot be easily applied in empirical estimations due to problems of overparameterization and 
a distinctive tendency of presenting insignificant t -values.  
In order to surpass this issue, more parsimonious spatial models can be used, containing 
specific interaction effects restrained either in the regressand or the regressors or the errors or 
a combination of them but not all the types of spatial interaction simultaneously. The spatial 
autoregressive (SAR) model contains the spatial lag of the dependent variable tWY  which 
accounts for spatial interactions in the dependent variable. The spatial error (SEM) model 
incorporates the spatial interaction effect among the errors tWu .  The SLX model introduces 
the spatial lags of the covariates tWX  and addresses the interaction effects among the 
regressors. Then, the spatial autoregressive combined (SAC) model, also denoted as SARAR 
model, combines the endogenous spatial interaction effect and the error spatial interaction 
effect by incorporating both tWY and tWu in the model specification. The spatial Durbin 
(SDM) model combines the spatial lags of the dependent variable and the covariates and finally 
the spatial Durbin error (SDEM) model contains the spatial lags of both regressors and errors 
(Elhorst, 2014). As it is observed, there is a model specification for each combination of spatial 
interaction effects, which will be further presented in this study. 
 
3.7 Spatial Panel Models 
Panel data models have gained a lot of attention in favour of cross-sectional models since they 
give the researcher the ability to use information included in both cross-sectional and time 
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dimension and simultaneously account for individual heterogeneity across space and time. 
They perform better in the case of omitted variables and “capture the complexity of human 
behavior (Hsiao, 2007). Similar to cross-sectional models, non-spatial panel data models can 
provide biased estimates if spatial dependence among the data is not controlled for. In extension 
to this notion, spatial panel data models can be estimated in order to account for spatial 
interaction effects and present more efficient results.  
Briefly, in a panel data analysis, with N  cross-section units and T  time periods, we can specify 
three types of models: 
1.  The pooled data model 
it it ity x e = + +  ( )3  
where   is the intercept term,    is a (   1k x ) vector of parameters,  itx  is the ( )* 1  k x k  matrix 
of explanatory variables and the error term ite   is iid with 
2( )0, .N   This model does not 
account for any individual heterogeneity. 
2. The fixed effects model  
 it it i ity x e = + +  ( )4  
where i  controls for individual characteristics which are constant over time but vary cross-
sectionally and  ite  is iid with 
2( )0, .N   The fixed effects parameter i  can be correlated with 
the regressors.  
3. The random effects model 
 it it ity x u = + +  ( )5  
it i itu e= +  ( )6  
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where  ite  is iid with 
2( )0, .N   In this case, the individual characteristics are captured by i  
random effects which are constant over time. The errors in this model are assumed to be 
uncorrelated with the regressors.  
Comparing the fixed effects and random effects models, it is worth noting that random 
effects is more appropriate when the researcher wants to generalise the outcome of the sample 
to the population from which the sample was drawn. On the other hand, when the sample is 
considered to cover the population to which the inference is addressed, fixed effects seem to 
be a better solution. In spatial panel analysis, due to the spatial weights matrix specification, 
the sample usually comprises of a complete population divided in individual locations, e.g. the 
48 continental states for the US, so fixed effects appear to be a more frequent selection (Nerlove 
and Balestra, 1996). Nevertheless, Hausman specification test gives robust results in choosing 
one of these two models even in the spatial context and will be further discussed. Next, the 
specification of spatial panel models with fixed effects are presented in a similar way to the 
cross-sectional spatial model specifications.  
 
Spatial Autoregressive model (SAR): 
 it it it i ity Wy x e  = + + +  ( )7  
where ite  is iid with 
2( )0, .N  This model contains the spatial lag of the dependent variable and 
the spillover effects are global by construction. In a certain time period, the dependent variable 
is explained by the explanatory variables in location i  and the dependent variables of all other 
units.  
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Spatial Error model (SEM): 
 it it i ity x u = + +  ( )8  
 it it itu Wu e +=  ( )9  
with ite  being iid following the 
2(0, )N  . Here, the spatial dependence is controlled by 
introducing an autoregressive function of the error term. A drawback of this model is that the 
spillover effects are zero by construction.  
 
Spatial Durbin model (SDM): 
it it it it i ity Wy x Wx e   = + + + +  ( )10  
This model accounts for spatial interaction effects by incorporating a spatially lagged 
dependent variable and spatially lagged explanatory variables. The SDM has an advantage in 
empirical research due to the fact that it does not restrict the spatial spillover effects which are 
the main object of empirical studies. Moreover, as LeSage and Pace (2009) noted, it is more 
preferable to ignore spatial dependence in the errors in comparison to spatial dependence in the 
dependent or independent variables because in the latter case the estimations will only lose 
efficiency but will still be consistent.  
 
Spatial Durbin error model (SDEM): 
it it it i ity x Wx u  = + + +  ( )11  
 it it itu Wu e +=  ( )12  
Spatial autocorrelation in the errors controls for spatial diffusion effect and the introduction of 
spatially lagged regressors indicates local spillover effects. 
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Spatial Autoregressive combined model (SARAR/SAC): 
it it it i ity Wy x u  = + + +  ( )13  
 it it itu Wu e +=  ( )14  
Global spillover effects are induced with the spatially lagged dependent variable and spatial 
diffusion is accounted for by the spatial autoregressive error function. Two different spatial 
weights matrices can also be specified for each spatial lag. 
3.8 Dynamic spatial panel data models  
Spatial dynamic panel data models have been in the centre of attention in the most recent 
studies. A time lagged dependent variable can be introduced in the model as a regressor in 
order to account for the time dynamic characteristics. More specifically, Anselin (2001) 
denoted four categories of spatial dynamic models: 
i) the “pure space-recursive” model, which contains the spatial lag of the dependent 
variable in the period 1t −  
ii) the “time-space recursive” model which contains both a spatial lag and a time lag of 
the dependent variable in the period 1t −  
iii) the “time-space simultaneous” which contains a time lag in period 1t −  and a 
contemporaneous spatial lag of the dependent variable  
iv)  the “time-space dynamic” which contains time and spatial lags of the dependent 
variable in time period 1t −  and contemporaneous spatial lag of the dependent 
variable.  
According to dynamic panel data theory, the resulting maximum likelihood (MLE) coefficient 
of the time lagged dependent variable can be biased and inconsistent when T  is fixed since it 
is correlated with the error term (Nickell, 1981). As a solution to this, the use of instrumental 
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variables can be employed in order to get unbiased estimates, though there is a risk of increased 
biased with instrument proliferation (Anderson and Hsiao, 1981; Roodman, 2009). Another 
method used to estimate spatial dynamic panel data is using MLE or quasi maximum 
likelihood (QMLE) estimators (Yu et al., 2008; Lee and Yu, 2010; Lee and Yu, 2012). They 
found that the ML estimator that was previously proposed Elhorst (2003) presents a biased  
variance estimate when N  was large but T  was small and also all estimates are biased when 
using spatial and time fixed effects in sample with large N  and T .  By investigating the 
asymptotic properties of the quasi-maximum likelihood estimators for spatial dynamic panel 
data with fixed effects when both T  and N  are large, they provided a bias correction 
procedure. Studies using spatial dynamic models are increasing. Parent and LeSage (2010) 
used a spatial dynamic random effects model to investigate the spillover effects of an increase 
in highway capacity in one location to the travel time neighbouring locations in the US. 
Badinger et al. (2004) used a dynamic spatial panel approach to estimate the income 
convergence in EU regions. Zhou and Wang (2018) used a dynamic spatial panel model to 
identify the determinants of CO2 emissions in China.  
 
3.9 Model Selection Strategies 
In this section, three different model selection strategies are presented. 
 
Luc Anselin’s approach 
Luc Anselin suggests that a non-spatial, OLS model should be initially specified. Then, after 
the implementation of Lagrange Multiplier tests it is indicated if there should be an expansion 
to spatial model specification, with a main focus to SAR and SEM model.  
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The SDM approach 
As it was mentioned earlier, the spatial Durbin model offers some advantages in empirical 
applications.  This model selection process starts with specifying an SDM model (LeSage and 
Pace, 2009) and with the computation of marginal effects. Then, statistical testing can show if 
this model can be reduced to either the SAR or SEM models which are interlinked with the 
SDM model. If  the coefficient ( ) of spatially lagged regressors is not statistically different 
from zero, the model is reduced to SAR model. If the null hypothesis that  = −  is not 
rejected, the model can be reduced to SEM model. Moreover, since SDM and SAC models are 
not interlinked, information criteria can be used to select between these two specifications.  
The SLX approach 
In the case of not profound theory to back up the selection process, an SLX model can be used 
as the initial specification. This model is parsimonious and provides the necessary flexibility 
to let the researcher test on endogeneity among the regressors or to use instrumental variable 
approach among the regressors and the corresponding spatial lags (Halleck Vega and Elhorst, 
2015). 
3.10 Interaction and spillover effects: Direct, indirect and total marginal effects 
Spatial model specification accounts for the spatial dependence existing between the units 
under investigation. This means that a change in a specific unit’s regressors induces an own 
effect in the specific unit, called a direct effect, but also indirectly affects all other units. This 
interaction effects are divided into three categories, direct, indirect and total marginal effects. 
Total marginal effects interpret how a change in all units affects the specific unit on average. 
The  Indirect effects  (   Total effects Direct effects− ), also known as spillover effects, can be 
interpreted as how a change in all other units impacts the specific unit on average. Moreover, 
indirect effects can be categorised into global and local effects. Global spillover effects occur 
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when the coefficient of spatially lagged dependent variable is different from zero and it means 
that all units are interdependent and not only the neighbouring ones. Local spillover effects 
occur when the coefficient of lagged dependent variable is zero and then the indirect effects 
happen only between neighbouring units. Global and local effects are also connected with the 
specification of weights matrix. A more dense W  matrix is more possible to be linked with 
global effects, while a sparse W  matrix to be linked with local effects. These interaction effects 
can either be positive or negative, i.e. either benefits or costs can be a result of spatial proximity.  
3.11 Estimation methods 
Spatial panel data models  are estimated either by using Maximum Likelihood estimators or by 
using Generalised Method of Moments (GMM) and instrumental variable methods. As it has 
already been discussed, OLS provides inefficient, and in some cases biased, estimations in the 
case of spatial models, since the spherical assumptions of residuals are breached. GMM 
estimators are more advantageous in occasions that the use of endogenous regressors is 
required. On the other hand, ML estimators are supported to provide more effective results, 
especially in cases where a biased correction has been imposed like Lee and Yu’s (2010) bias 
corrected estimators.  
3.12 Specification test 
A very crucial step in model specification is choosing between fixed and random effects. In the 
fixed effects model, unobserved heterogeneity is allowed to be correlated with the regressors, 
while in the random effects model, the unobserved heterogeneity, contained in the error term, 
is assumed to be uncorrelated with the regressors. The Hausman specification test  (Hausman, 
1978) has a null hypothesis that tests whether the random effects specification is the appropriate 
one in comparison to the alternative within estimators. This specification test can be extended 
in spatial context providing robust results (Mutl and Pfaffermayr, 2011).  
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4. Data  
This section contains a presentation of the data used. Analytically, we refer to the sources of 
our data and the transformations applied to them. Descriptive statistics and map figures are 
illustrated for each variable in order to get a first impression of our analysis. This study employs 
annual data for the 48 continental US states (excluding Alaska, Hawaii and the District of 
Columbia) from 1990 through 2017, forming a balanced panel dataset with 1344 observations. 
As far as we are aware, this is the most extended sample used in the current literature on similar 
studies.   
Dependent Variable  
The dependent variable (share) used in this study is the generation of renewable energy as a 
percentage of total generation (Bowen and Lacombe, 2017; Marques et al., 2010; Carley, 
2009). Hydroelectric generation is not considered because green policies are mainly focused 
on the recently developed renewable technologies and in many cases hydro plants do not meet 
the eligibility criteria described in these policies. Moreover, the share was favored over total 
generation since it provides a clear picture on the invasion of renewables in the fuel mix; an 
increase in total generation from RES does not necessarily imply an increased share in the fuel 
mix, since a simultaneous fossil fuel expansion can coincide. Another important reason is that 
RPS policies are mostly defined based on share targets.  The source of the data is the US Energy 
Information Administration’s section of Detailed State Data [Net Generation by State by Type 
of Producer by Energy Source (EIA-906, EIA-920, and EIA-923]. The variable is constructed 
as : 
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=  
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Figure 1 illustrates the renewable energy generation share by state in the last time period in 
the sample. 
 
Figure 1. Renewable energy generation share by state, 2017 
 
 Explanatory Variables  
The first explanatory variable is the real personal disposable income (inc) measured in dollars. 
The initial intention was to use the Gross State Product, though, an unbroken series in the full 
sample was not found, so the personal disposable income was preferred. The data for all states 
were collected from the Bureau of Economic Analysis. Then they were deflated using the 
Consumer Price Index: Total All Items for the United States with 2015 as a base year, which 
were obtained from Federal Reserve Economic Data. Finally, they were transformed into 
logarithms. Similar variables used in the literature are the median income and per capita GDP, 
all based on the notion that states of higher economic ability can overcome the barriers of  the 
high initial cost of renewable generation (Bowen and Lacombe, 2017). Figure 2 illustrates the 
map for this variable in the last time period of the sample. 
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Figure 2. Real Personal Disposable Income by state, 2017 
 
 
The next economic variable employed is the real average electricity price (price) 
measured in cents per kWh. The theory behind this variable is two folded. As a factor of 
demand, an increase in the electricity price could lead to an aversion of consumers to pay a 
higher price for renewable electricity. Though this would not be the case if negative health and 
environmental externalities were incorporated in the fossil generated levelized cost of 
electricity. The alternative theory is that an increase in the average electricity price can lead to 
renewable generation being cost competitive, so that consumers can be triggered to alternate 
to cleaner energy use (Shrimali et al., 2012; Bowen and Lacombe, 2017). The data were 
collected from EIA’s Detailed State Data [Average Price by State by Provider (EIA-861)] and 
then were deflated and log transformed. Figure 3 illustrates the map for this variable in the last 
time period of the sample.  
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Figure 3. Real Average Electricity Price (cents/kWh) by state, 2017 
 
Since states are interconnected through the electricity grid there is a trade of energy 
between states to cover the overall demand. Thus, states can be heavy importers or exporters 
of energy. In order to account for this characteristic, the import ratio (ir) variable is employed. 
As in Bowen and Lacombe (2017), this variable is constructed by performing the following 
calculations: 
  –   
 
it it
it
it
total sales total generation
ir
total sales
=  
( ) 16  
   
According to the calculations for this variable, states that are exporters take negative 
values and importers positive ones. It is reasonable to assume that exporting states have large 
fossil fuel infrastructure and, in extension to that, a lower renewable generation share. This 
means that the higher the import ratio for a state, the more likely it is that this state will have a 
higher share of renewable generation. These data were collected from EIA’s Detailed State 
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Data [Retail Sales of Electricity by State by Sector by Provider (EIA-861)]. Figure 4 illustrates 
the map for this variable in the last time period of the sample.  
 
 
Figure 4. Import Ratio by state, 2017 
 
A control variable that was also used in previous studies (Carley, 2009; Yin and Powers, 
2010; Shrimali et al., 2012; Bowen and Lacombe, 2017) is the League of Conservation Voters 
Score (lcv). This is the annual score of all state legislators according to their pro-
environment/anti-environment votes. The data were collected from the annual House LCV 
scorecards. This variable is employed to control for the environmental awareness of each 
state’s legislators for the period of our sample. The hypothesis behind this variable is that a 
high LCV score would imply, higher environmental awareness leading to higher renewable 
generation shares among these states. Figure 5 illustrates the map for this variable in the last 
time period of the sample.  
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Figure 5. House LCV score by state, 2017 
 
The last variable in this study is the policy portfolio variable (policy). This variable is 
constructed by four basic state-level policy binary variables which are described below: 
• Renewable Portfolio Standards, also known as quotas, are the most popular type of 
energy policy in the United States. It is a quantity-based instrument which poses 
mandatory obligations in the generation of renewable energy, usually in the form of 
percentage targets in total energy generation.  RPS are state-level policy instruments 
and present different characteristics. Up to date, 29 states have adopted mandatory RPS 
goals. Using information from the DSIRE database, a binary variable is constructed 
(rps) which gets the value of one for the periods that the policy is active, and zero 
otherwise. 
• Net metering is a state-level price-based instrument which gives commercial and 
residential customers the ability to offset their electricity bill and sell any excess power 
back to the grid at a retail rate. This policy refers mainly to rooftop solar installations 
or other types of small-scale renewable energy generators. The intention of this 
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instrument is to incentivize the consumers to become “prosumers” and assist in the 
effort to meet the RPS goals. Using information from the DSIRE database, a binary 
variable is constructed (nm) which gets the value of one for the periods that the policy 
is active, and zero otherwise. 
• Public Benefit Funds is another state-level instrument intending to support the diffusion 
of renewable energy technologies. Customers are imposed with a very small surcharge 
in the electricity bill to support these funds which are invested in research and 
development programs, or other type of programs aiming at the development of 
renewable energy technologies and energy efficiency in general. Using information 
from the DSIRE database, a binary variable is constructed (pbf) which gets the value 
of one for the periods that the policy is active, and zero otherwise. 
• Mandatory Green Power Options is a state-level policy instrument which requires 
utilities to provide the customers with the option to receive green power generated by 
renewable energy sources, either utility-owned or received through REC trading. Using 
information from the DSIRE database, a binary variable is constructed (mgpo) which 
gets the value of one for the periods that the policy is active, and zero otherwise. 
The policy portfolio variable is the product of the policy variables that were defined above. 
This means that it is a binary variable which gets the value of one for the time periods when all 
of the aforementioned policies are active in a state and zero for the time periods when at least 
one of the four policies is not active.   
   *  * * policy rps pbf nm mgpo=  ( )17  
   
 
42 
 
The rationale behind this variable is that the states that have adopted a full portfolio of policies 
are expected to show higher shares of renewable generation in comparison to those that do not 
adopt the full policy portfolio. To the extent of our knowledge, this hypothesis has not been 
tested before in the existing literature. Figure 6 illustrates the map for this variable in the last 
time period of the sample. Table 1 presents the descriptive statistics for all the variables 
employed in the model. 
 
Figure 6. Policy portfolio by state, 2017 
 
 
Table 1.  Descriptive Statistics 
Variable  Observations   Mean 
Standard 
Deviation  Median     Min       Max 
share  1344 (48x28)   0.0425    0.0639   0.0223   0.0000     0.4476 
inc  1344 (48x28) 10.4764    0.1749 10.4700 10.0019   10.9894 
price   1344 (48x28)   2.2814    0.2634   2.2341   1.7111     2.9940 
ir  1344 (48x28)  -0.2396    0.5786  -0.1091  -3.0356     0.8275 
lcv  1344 (48x28) 44.7524  23.8387 43.8515   0.0000 100.0000 
policy   1344 (48x28)   0.0335    0.1800   0.0000   0.0000     1.0000 
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5. Empirical analysis 
The methodology used in spatial panel models is already discussed in chapter three of this 
study. This specific study focuses on the identification of spatial spillover effects and the 
impact they have in renewable energy generation among states. The main objective is to 
examine the renewable generation share of the states that adopt a full portfolio of the four basic 
green policy instruments, RPS, PBF, NM and MGPO. As it is mentioned, data have been 
obtained for 48 contiguous United States from 1990 through 2017. Alaska, Hawaii and the 
District of Columbia are not included in the sample due to absence of contiguity connections. 
The first and crucial step of our analysis is the specification of the spatial weights matrix W . 
In this study, the W  matrix specification is based on the definition of NERC regions. NERC 
stands for North American Electric Reliability Corporation and is the regulatory authority 
which ensures the stability of the electricity grid. NERC is divided in eight regions that cover 
the 48 continental United States. Bowen and Lacombe (2017) used this specification of the W  
matrix, based on the theory that states are interconnected through the electricity grid, and the 
power generated can be transferred in a way that cost effectiveness and reliability are ensured. 
On the same basis we define that states who belong in the same NERC region are considered 
neighbours. Furthermore, if a state belongs in two NERC regions, then it neighbours with the 
states of both regions. Table 2 presents the data on NERC regions and their corresponding 
states. The W  matrix is row-normalized, which means that each row-element is divided by the 
sum of the respective row-elements. As a result, the spatial lag of variable ( ) y Wy  is 
interpreted as the weighted average of variable y  values of the state’s neighbours.  
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Table 2. NERC Regions  
 
After the specification of W  matrix, the Moran’s I statistic is computed for the dependent 
variable. The null hypothesis of this test is zero spatial autocorrelation. The results with their 
respective p-values are reported in Table 3.  
 Table 3. Moran’s I Statistic for each time period 
Year Moran's I p-value  Year Moran's I p-value  Year Moran’s I p-value 
1990 0.131 0.000  2000 0.198 0.000  2010 0.099 0.007 
1991 0.104 0.001  2001 0.158 0.000  2011 0.107 0.004 
1992 0.100 0.001  2002 0.114 0.001  2012 0.107 0.005 
1993 0.141 0.000  2003 0.086 0.005  2013 0.119 0.002 
1994 0.156 0.000  2004 0.094 0.003  2014 0.142 0.000 
1995 0.130 0.000  2005 0.053 0.043  2015 0.113 0.003 
1996 0.218 0.000  2006 0.064 0.012  2016 0.133 0.001 
1997 0.173 0.000  2007 0.078 0.004  2017 0.137 0.001 
1998 0.193 0.000  2008 0.061 0.035     
1999 0.192 0.000  2009 0.061 0.053     
NERC Region States 
1. Midwest Reliability Organization (MRO) AR, IL, IA, KS, LA, MI, MO, MT, NM, OK, SD, TX,
 WI, MN, ND, NE 
2.Northeast Power Coordinating Council (NPCC) ME,VT, NH, MA, NY,  CT,  RI 
3.ReliabilityFirst (RF) NJ, PA, DE, MD, VA, WV, OH, MI, KY, TN, IN, IL, 
WI  
4.SERC Reliability Corporation (SERC) MO, AL, TN, NC, SC, GA, MS, IA, IL, KY, VA, OK, 
AR, LA, TX, FL 
5.Texas Reliability Entity (TRE) TX 
6.Western Electricity Coordinating Council (WECC) MT, SD, WY, CO, NM, TX, WA, OR, ID, NV, UT, 
CA, AZ 
7.Southwest Power Pool (SPP) KS, OK, NM, TX, AR, LA, MO, SD, ND, MT, MN, 
IA, WY, NE 
8.Florida Reliability Coordinating Council (FRCC) FL 
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The results of the Moran’s I statistic indicate the existence of statistically significant 
and positive spatial autocorrelation in the values of renewable generation share across states. 
This means that states with high renewable generation share neighbours will also present high 
renewable generation share. In order to support these results, Pesaran’s (2004), Friedman’s 
(1937) and Frees’ (1995) tests of cross-sectional dependence are performed. First, a state fixed 
effects panel regression is estimated. The null hypothesis of each tests is cross-sectional 
independence. According to the results, presented in Table 4, all tests unanimously reject the 
null hypothesis, indicating the existence of cross-sectional dependence.  
Table 4. Tests of cross-sectional dependence 
Pesaran's test of cross-sectional independence =    52.200,  p-value = 0.0000 
Average absolute value of the off-diagonal elements =     0.517 
 
Friedman's test of cross-sectional independence =   423.999,  p-value= 0.0000 
Frees' test of cross-sectional independence =    13.926 
Critical values from Frees' Q distribution 
alpha = 0.10 :   0.0924 
alpha = 0.05 :   0.1204 
alpha = 0.01 :   0.1726 
 
 
Considering these results, OLS specification is inappropriate and will provide biased 
estimates. Spatial models need to be employed in order to account for the spatial dependence. 
STATA 15 software was used for this analysis and the xsmle routine was used for the 
estimation of the spatial panel models (Belotti et al., 2013). A summary of non-spatial and 
spatial model specifications is presented in Table 5. The Hausman specification test was 
performed for all models. In the OLS specification the Hausman test was inconclusive, thus 
both FE and RE models are presented. The SAR and SAC models indicated the use of FE while 
for the SEM and SDM models, the Hausman test did not reject the null hypothesis that there is 
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no systematic difference in coefficients. OLS models are used as benchmark to compare the 
estimates provided by the spatial specifications. In terms of Akaike’s Information Criterion all 
spatial models outperform the OLS estimation. Furthermore, the spatial lag coefficient (rho) is 
highly significant and positive in all models, except SAC, which implies a clear-cut clustering 
effect in the share of renewable energy generation. This means that the increase of RES 
deployment in a state can spill over to an increase of RES deployment in all other states.  
Table 5. Results of Non-Spatial and Spatial panel models 
  Non-spatial Models  Spatial Models 
Variables                 OLS          SAR      SAC        SEM               SDM 
  (share)      (FE)     (RE)          (FE)      (FE)        (RE)   (FE)  (RE) 
inc  -0.1579*** -0.1521***  0.0510  0.0771  -0.1315*  -0.1399* -0.1159* 
price  -0.0675*** -0.0517**  0.0170  0.0130  -0.0045  -0.0098 -0.0141 
ir  -0.0466* -0.0333*    0.0428*  0.0401  -0.0282  -0.0389 -0.0343 
policy  -0.0525*** -0.0565***    0.0282*  0.0256  -0.0222  -0.0267* -0.0277* 
lcv  -0.0002 -0.0002    0.0002*  0.0002  -0.0003**  -0.0002* -0.0003* 
cons  -1.7646*** -1.6711***  
 
 
 
 -1.3316*  
 
-0.2636 
rho   
  
      0.6416***  0.5057  
 
 -0.5129*** -0.5172*** 
sigma2_e  
  
      0.0011***  0.0011***  -0.0011***  -0.0011*** -0.0011*** 
lambda  
  
 
 
 0.3030  -0.6964***  
  
W_inc  
  
 
 
 
 
 
 
 -0.1185* -0.0936* 
W_price  
  
 
 
 
 
 
 
 -0.0492 -0.0490 
W_ir  
  
 
 
 
 
 
 
 -0.0626* -0.0517* 
W_policy  
  
 
 
 
 
 
 
 -0.0919 -0.0951* 
W_lcv  
  
 
 
 
 
 
 
 -0.0005* -0.0005* 
R2  -0.1030  -0.1168    0.1418   0.1332  -0.099  -0.1537 -0.1789 
Hausman  -6.40  -6.40     14.41**  
 
 -8.02  -11.02 -11.02 
Obs.   1344   1344        -1344  1344  -1344  -1344 -1344 
AIC  -4982.247       -5296.258  -5297.427  -5041.214  -5354.095 -5101.301 
Notes: *, **, *** significance at 10%, 5% and 1% levels respectively. Clustered standard errors are used. 
 
In the SEM model, lambda coefficient is also significant indicating the existence of spatial 
dependence in the residuals.  The results of SEM and SDM models seem to be quite similar, 
though for the empirical purposes of this study the SDM model seems more appropriate. To 
procced with the correct model selection we follow the strategy of LeSage and Pace (2009).  
Initially, a Spatial Durbin model is estimated with spatial lags in the dependent and independent 
variable. Then the hypothesis tested is whether this model can be reduced to a SAR model, 
which means that the coefficients of spatially lagged independent variables are all equal to zero 
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(  0 = ). The second hypothesis is that the SDM can be reduced to a SEM, which means that 
the coefficients of spatially lagged independent variables are equal to minus the product of the 
coefficient of spatially lagged dependent variable and the coefficient of independent variables 
(   = − ). The results of these tests are presented in Table 6. 
Table 6. Test of significance for SDM reduced models 
Null hypothesis                                          chi-sq p-value 
The model is SAR (  0 = ) 66.90*** 0.000 
The model is SEM (   = − ) 72.60*** 0.000 
 
Both tests reject the null hypothesis, indicating that SDM specification is better than the nested 
models. In order to compare SDM with the non-nested SAC model we use the Akaike 
Information Criterion. Again, the SDM specification outperforms, with AIC of -5354.095 
against -5297.427 of the SAC model. This approach leads to the choice of spatial Durbin 
models for our analysis, which is also suitable for exploring the spillover effects of all the 
variables. Despite the fact that random effects are indicated by the Hausman’s specification 
test, the bias corrected approach of Lee and Yu (2010) with spatial fixed effects is chosen for 
the interpretation of marginal effects. In the context of this study, as in most spatial econometric 
studies, the sample is unbroken, which means that it includes the total population for which the 
inferences are made. Additionally, the SDM with FE presents the best AIC score.  
The coefficient of the spatially lagged dependent variable (rho) is 0.51, positive and highly 
significant. This means that the uptake of renewable energy generation spills over the state’s 
borders to the neighbouring states indicating the existence of clustering effect. This finding is 
new to spatial econometric studies on renewable energy generation up to this point and assumes 
the existence of global spillover effects. As LeSage and Pace (2009) indicate, we interpret the 
marginal direct, indirect and total effects instead of the regression coefficients.  
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In order to estimate the marginal effects in the spatial Durbin model we solve the reduced form 
equation: 
( )kN t t t tW Y X WX u    − = + + +  ( )18  
  
1
1
( ) ( )
. ( ) ( )kN k N K
k Nk t
E Y E Y
I W I W
x x
  −
  
= − + 
  
 
( ) 19  
   
The direct effects are computed as the mean of the diagonal elements of the marginal effects’ 
matrix, and the indirect effects as the mean row sum of the off-diagonal elements. The results 
of the marginal effects for all the models are presented in Table 7. 
 
Table 7. Direct, Indirect and Total Effects  
  
 SAR   SAC                  SDM  
Variables  (FE)   (FE)   (FE)  (RE) 
Direct Effects inc 0.0562 -0.0249  0.1398*  0.1161* 
price 0.0178 -0.0457 -0.0082 -0.0126 
ir 0.0474** -0.0894  0.0458**  0.0406* 
policy 0.0299* -0.0453  0.0336**  0.0353** 
lcv 0.0002* -0.0002  0.0002*  0.0002* 
      
Indirect Effects inc 0.0993 -1.2915 -0.0907 -0.0674 
price 0.0303  0.7851  0.0937  0.0882 
ir 0.0759**  1.1166  0.1633**  0.1442** 
policy 0.0481*  0.4668  0.2148**  0.2283** 
lcv 0.0004 -0.0023 -0.0008* -0.0008* 
      
Total Effects inc 0.1555 -1.2665  0.0491  0.0487 
price 0.0481 0.8307  0.0854*  0.0756* 
ir 0.1233** 1.2060  0.2091**  0.1848** 
policy 0.0781* 0.5121  0.2484***  0.2636*** 
lcv 0.0006 -0.0021 -0.0006 -0.0006 
Notes: *, **, *** significance at 10%, 5% and 1% levels respectively. Clustered standard errors are used. 
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Starting with the variable of interest, policy, the coefficient is positive and significant in 
both direct and spillover effects. This supports our main hypothesis that states which have 
adopted a full policy portfolio show a higher diffusion of renewable energy deployment in 
comparison to the states that have not adopted the full policy portfolio. The direct effect 
coefficient indicates that the adoption of all four policies contributes to an average increase of 
3,5% in the share of renewable generation of the specific state compared to states that have not 
adopted all four policies. The indirect effect coefficient shows that the adoption of full policy 
portfolio in all other states can contribute to an increase in the renewable generation of each 
state by 21.5% on average. It is reasonable that the coefficient of the indirect effect is higher 
than the direct effect as it represents a cumulation of spillovers for all states. The total effect, 
which is the sum of direct and indirect effects indicates that the adoption of full policy portfolio 
by all states can present an average increase of 24.84% in the renewable generation share in 
each state. These results indicate that renewable energy deployment is not only affected by the 
full policy portfolio adoption of nearby states but also by significant clustering effects. 
 
The real personal disposable income presents positive significant direct effects. This is 
according to the hypothesis that states with higher income can overcome the high initial costs 
of renewable energy development and invest in carbon-free energy generation. If the real 
disposable income increases by 1 log unit the renewable generation share in the specific state 
increases by 13.98%. The indirect and total effects for this variable are insignificant. 
Considering the average electricity price, the results indicate positive and significant total 
effects at 10% level of significance, with insignificant average direct and indirect impact.  This 
means that, if the average electricity price increases by 1 log unit in all states, the renewable 
generation share of each state increases by 8.54% on average. This can support the hypothesis 
that the higher electricity price can make renewable generation cost competitive, so people are 
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triggered to switch to cleaner energy sources more easily. Next, the import ratio variable 
presents positive and significant marginal effects at 5% significance level. The direct effect of 
this variable states that if the import ratio increases by 1 %, the renewable generation share of 
the specific state increases by 4.58% on average. This is in accordance with the hypothesis 
made that importing states are expected to present higher share of renewable generation in 
comparison to exporting states, which presumably have larger fossil fuel infrastructure to 
support their exporting activities. The positive and significant indirect effects of this variable 
indicate that if the rest of the states increase their import ratio by 1%, the specific state’s 
renewable generation share will present an average increase of 16.33%. In extension to that, if 
all states increase their import ratio by 1% , the average increase in renewable generation share 
for each state will be 20.91%. The House LCV score variable shows positive and significant 
direct effects at 10% significance level, though the impact is very small. More specifically, if 
the LCV score in a state increases by 1 unit, renewable generation share presents an average 
increase of 0.2% in the specific state, which is accordance to the hypothesis made that 
environmental aware legislation can contribute to higher renewable energy development. The  
indirect effect is also significant at 10% level of significance, though the impact is negative, 
which has no reasonable economic interpretation.  
In order to further support the hypothesis that a full policy portfolio adoption is more 
effective than the adoption of individual policies, separate SDM regressions were specified 
employing each policy variable separately. In Table 8, the marginal effects of these models are 
displayed. Model 1 includes all the policy variables in the regression while Models 2 through 
4 employ rps, pbf, nm, and mgpo policies respectively.  Model 2 results indicate that RPS have 
negative and insignificant direct and spillover effects in the renewable generation share.  Model 
3 shows that PBF have positive but insignificant direct effects and negative insignificant 
spillover effects resulting to negative total effects. Model 4 supports that the presence of net 
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metering affects negatively the share of renewable generation of the specific state and also 
produces negative and significant spillover effects. Finally, Model 5, employing the MGPO 
policy shows positive and significant direct effects but significant and negative spillover 
effects, resulting to insignificant positive total effects. 
 
Table 8. Marginal Effects of SDM models with each policy variable  
 Model 1  Model 2  Model 3  Model 4  Model 5 
 
Direct Effects 
 
inc -0.1132*  -0.1278  -0.1329  -0.1349*  -0.1171 
price -0.0054  -0.0013  -0.0045  -0.0077  -0.0073 
ir -0.0515**  -0.0482**  -0.0479*  -0.0462*  -0.0545** 
rps -0.0065  -0.0058  -  -  - 
pbf -0.0003  -  -0.0016  -  - 
nm -0.0208**  -  -  -0.0191*  - 
mgpo -0.0378*  -  -  -  -0.0368* 
lcv -0.0002**  -0.0002*  -0.0002*  -0.0002*  -0.0002* 
 
Indirect Effects 
  
inc -0.4154*  -0.0512  -0.0465  -0.3839***  -0.0065 
price -0.2692*  -0.1916  -0.1571**  -0.2479***  -0.1630 
ir -0.1988**  -0.2323**  -0.1992*  -0.1745**  -0.2365** 
rps -0.0029  -0.0209  -  -  - 
pbf -0.0091  -  -0.0393  -  - 
nm -0.1144**  -  -  -0.1178***  - 
mgpo -0.0528  -  -  -  -0.0307* 
lcv -0.0007  -0.0010  -0.0009*  -0.0007  -0.0009* 
 
Total Effects 
  
inc -0.5286**  -0.1790  -0.1794  -0.5188***  -0.1235 
price -0.2746**  -0.1902  -0.1526**  -0.2556***  -0.1557** 
ir -0.2503**  -0.2805**  -0.2471**  -0.2207**  -0.2910** 
rps -0.0093  -0.0267  -  -  - 
pbf -0.0088  -  -0.0376  -  - 
nm -0.1352***  -  -  -0.1369***  - 
mgpo -0.0150  -  -  -  -0.0061 
lcv -0.0005  -0.0008  -0.0007  -0.0005  -0.0007 
Notes: *, **, *** significance at 10%, 5% and 1% levels respectively. Clustered standard errors are used. 
 
Model 1 which includes all the policy variables presents similar results as the rest of 
the four models. The direct effects are negative and insignificant for RPS and PBF, negative 
and significant for NM and positive and significant only for MGPO. The negative signs are 
contradictory to the hypotheses made considering these variables and only MGPO variable 
52 
 
supports the expected results. The only policy variable which indicates significant indirect and 
total effects is NM though the impact is negative which does not have any reasonable economic 
interpretation and is against the initial hypothesis made. Previous studies have also found 
mixed results on the policy variables, with some indicating positive impacts of RPS in the 
renewable energy generation (Carley, 2009; Yin and Powers, 2010) and some of them negative 
(Shrimali et al., 2012). Menz and Vachon (2006) had found negative direct impact of PBF and 
positive impact of MGPO in the wind power development in US. Net metering was also found 
to have negative impact in RE capacity in a previous study by Shrimali et al. (2012). Though, 
none of these studies used spatial model specifications. Bowen and Lacombe (2017) 
investigated the effectiveness of policy on renewable generation share and the regional 
dependencies among states using spatial econometric models. They found negative and 
insignificant direct effects of RPS in renewable generation share, though, significant and 
positive local spillover effects in the NERC regions. Their results on PBF were positive but 
insignificant and they also found significant negative impact of NM, similar to the results given 
by Model 1 in this study.  
Comparing the rest of the controls, income in this study is found to have positive but 
insignificant total effects against the negative and significant impact of income found in Bowen 
and Lacombe (2017). Average electricity price and LCV score also indicate the opposite total 
effects between these two studies, while the results on the impact of import ratio coincide. The 
main difference between these two studies, is the different approach on policy effectiveness 
which is presented here. The adoption of the full policy portfolio is highlighting a coherent 
coordination of the command and control policy with the rest of the incentives. This perspective 
is a holistic approach on how policies could effectively impact renewable energy development 
when combined altogether. 
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Table 9. Marginal effects of SDM with various policy combinations 
 Model 6  Model 7  Model 8  Model 9  Model 10 
 
Direct Effects 
 
inc -0.1293*  -0.1278  -0.1249  -0.1387*  -0.1308* 
price -0.0054  -0.0039  -0.0042  -0.0067  -0.0074 
ir -0.0486**  -0.0476*  -0.0483**  -0.0456*  -0.0486** 
policy (#) -0.0503**  -0.072  -0.0028  -0.0337**  -0.0502** 
lcv -0.0002*  -0.0002*  -0.0002*  -0.0002*  -0.0002* 
 
Indirect Effects 
  
inc -0.1037  -0.0057  -0.0238  -0.0829  -0.1123* 
price -0.0860  -0.1587  -0.1474  -0.1036  -0.0775 
ir -0.1567**  -0.2354*  -0.2319**  -0.1623**  -0.1589** 
policy (#) -0.1711*  -0.0064  -0.0140  0.1903**  -0.1882** 
lcv -0.0009*  -0.0009*  -0.0009  -0.0009*  -0.0008* 
 
Total Effects 
  
inc -0.0256  -0.1220  -0.1012  -0.0559  -0.0185 
price -0.0806*  -0.1549  -0.1432  -0.0970*  -0.0700 
ir -0.2052**  -0.2830**  -0.2801**  -0.2078**  -0.2075** 
policy (#) -0.2214**  -0.0008  -0.0112  -0.2240**  -0.2383** 
lcv -0.0007  -0.0007  -0.0007  -0.0006  -0.0006 
AIC -2710.6702  -2668.1475  -2667.2133  -2684.8314   2714.084 
R2 -0.1723  -0.0962  -0.0990  -0.1508  -0.1734 
Notes: *, **, *** significance at 10%, 5% and 1% levels respectively. Clustered standard errors are used. 
            policy (#): Model 6= rps*mgpo, Model 7= rps*pbf, Model 8= rps*nm 
                             Model 9= rps*mgpo*pbf, Model 10= rps*mgpo*nm 
 
Finally, since the variable of interest is a combined variable of the four policy variables, 
a further investigation is made on the effectiveness of various policy variable combinations. 
The hypothesis underlying this investigation is that the full policy portfolio, which combines 
all four policies, is more effective than the various combinations of two or three of the policies. 
Initially, the RPS policy variable is considered the basic variable since it is the only command 
and control instrument and is setting the desired target for the renewable generation. So, three 
spatial Durbin models are run employing the three different dual combinations. In model 6, 
policy variable is the combination of RPS and MGPO, in Model 7 it is the combination of RPS 
and PBF, and in Model 8 it is the combination of RPS and NM. The results for these models 
are presented in Table 9. Examining these three regressions, it is obvious that the combination 
of RPS and MGPO, in Model 6, is the most effective in terms of significance of the policy 
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variable coefficient, the AIC information criterion and R2 as well. For this reason, this pair is 
used as a base for testing the effectiveness of the policy portfolio which comprises of 
combination of three policies. Two spatial Durbin models are run, Model 9 which employs the 
policy variable as a combination of RPS, MGPO and PBF, and Model 10 which employs the 
policy variable as a combination of RPS, MGPO and NM. These two models both present 
similar results to the main model of this study employing the full policy portfolio variable. 
They show positive and significant total effects of the policy variable with the magnitude of 
the coefficients being less than the full policy portfolio. These results have valuable meaning, 
since they indicate that the full policy portfolio is still more effective than any other 
combination of policy measures and the effectiveness is escalating with the addition of policies. 
This is also in agreement with AIC and the explanatory power of these models. We could form 
a kind of hierarchy, based on this information, with respect to the effectiveness of policy 
combinations: 
 
* * * * * *rps rps mgpo rps mgpo nm rps mgpo nm pbf    ( )20  
 
This can give valuable insights to the policy makers as to which policies to implement. 
In the presence of two policies it is clear that the combination to be used would be RPS along 
with MGPO as they seem to provide significantly more effective results than the rest of dual 
combinations. Furthermore, the adoption of a third policy provides high effectiveness whether 
the policy is PBF or NM with the second being slightly more effective. Nevertheless, the 
maximization of the policy effectiveness is achieved with the adoption of the full policy 
portfolio.   
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6. Conclusions 
The uptake of renewable energy generation in recent years is a fact and there is a rising concern 
on the determinants that drive this development. Many researchers have made inferences on 
these factors with a main focus on the policy effectiveness, though studies on the neighbouring 
effects of these factors are still very sparse. This dissertation studies the determinants of 
renewable energy development and their spillover effects in the United States within a spatial 
econometric context. The sample used is the most extended among the current literature and 
covers the 48 continental US states for the period between 1990 through 2017. Spatial 
econometric models are employed, and specifically the spatial Durbin model with fixed effects, 
in order to account for the existence of spatial dependence among states. Spatial 
autocorrelation, which is ignored in the majority of the literature, may provide biased 
inferences. Moran’s I statistic and cross-sectional dependence tests identify the spatial 
autocorrelation in the renewable generation share. The highly significant positive coefficient 
of the spatial lag of renewable generation share is strong evidence of clustering effect 
supporting that the uptake of renewable energy development in a state spills over to the 
neighbouring states as well. The innovation of this study is that instead of investigating the 
effectiveness of a specific policy in renewable energy deployment, as it is performed in 
previous studies,  the full policy portfolio effectiveness is investigated. It is found that when 
states adopt all types of green policies, i.e. Renewable Portfolio Standards, Public Benefit 
Funds, Net Metering and Green Power Options, they present a higher diffusion of renewable 
energy generation than when at least one of these policies is not adopted. This is reasonable 
since each  policy addresses a specific aspect while all of them share the same objective, which 
is the development of renewable energy generation. As for the rest of the controls, it is 
evidenced that disposable income plays an important role in promoting renewable generation 
within a state since higher income can overcome the realised high initial costs of renewable 
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energy technologies. Also, increases in the average electricity price assist in making 
renewables more cost competitive which then makes it easier for people to switch to cleaner 
forms of energy. The import ratio of the states is also positively correlated with renewable 
energy share and supports the notion that exporting states have heavily invested in fossil 
infrastructure and present lower share of renewable generation. Finally, the proxy for 
environmental awareness, LCV score is contributing to renewable generation uptake but with 
lower impact than the rest of the factors.  
The findings of this study are highly valuable for policymakers. Despite the fact that 
each policy when examined separately may not be effective, all of them combined are highly 
effective in promoting renewable energy generation. The findings of this study also support 
that the effectiveness of the various policy combinations is escalating with the addition of 
policies. The individual policy impact is less than the impact of the combination of two policies, 
which is less than the impact of the combination of three policies which, in turn, is less than 
the impact of the full policy portfolio. The reason for this is that each policy approaches the 
issue from a different aspect. RPS is the main command and control instrument which sets the 
mandatory goal that needs to be achieved. Then the rest of the policies are introduced to provide 
incentives for the achievement of this target. Net metering is important in order to promote the 
idea of  “prosumers”. Residential investments on rooftop solar panels can lead to higher 
renewable generation share, especially if we consider what impact could the peer effect have 
on this in neighbourhood level. Furthermore, Public Benefit Funds are needed in order to 
promote R&D on renewable energy technologies which can contribute to them being more 
efficient and find solutions to storage limitations. Finally, Mandatory Green Power Options 
give the option to someone who is willing to pay more for cleaner energy to be able to 
contribute to the development of renewable energy generation. All these policies seem to be 
complementary and highly effective when they are all combined. 
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