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NONUNIQUENESS OF WEAK SOLUTIONS FOR THE TRANSPORT EQUATION AT CRITICAL
SPACE REGULARITY
ALEXEY CHESKIDOV AND XIAOYUTAO LUO
ABSTRACT. We consider the linear transport equations driven by an incompressible flow in dimensions d ≥ 2. For
divergence-free vector fields u ∈ L1W 1,q , the celebrated DiPerna-Lions theory of the renormalized solutions established
the uniqueness of the weak solution in the class L∞Lp when 1
p
+ 1
q
≤ 1. For such vector fields, we show that in the
regime 1
p
+ 1
q
> 1, weak solutions are not unique in the class L1Lp. Crucial ingredients in the proof include the use of both
temporal intermittency and oscillation in the convex integration scheme and a new family of stationary exact solutions to the
transport equation driven by divergence-free vector fields with a small singular part.
1. INTRODUCTION
In this paper, we consider the linear transport equation on the torus Td{
∂tρ+ u · ∇ρ = 0
ρ|t=0 = ρ0,
(1.1)
where ρ : [0, T ] × Td → R is a scalar density function, u : [0, T ] × Td → Rd is a given vector field. We always
assume u is incompressible, i.e.,
div u = 0.
By the linearity of the equation, even for very rough vector fields it is not difficult to prove the existence of weak
solutions that solves the equation in the sense of distributionsˆ T
0
ˆ
Td
ρ(∂tϕ+ u · ∇ϕ) dxdt = 0 for all ϕ ∈ C
∞
c ([0, T ]× T
d). (1.2)
Our main focus is the uniqueness/nonuniqueness issue of weak solutions to (1.1), more precisely, whether the
DiPerna-Lions uniqueness result is sharp.
Theorem 1.1 (DiPerna-Lions [DL89]). Let p, q ∈ [1,∞] and let u ∈ L1(0, T ;W 1,q(Td)) be a divergence-free vector
field. For any ρ0 ∈ Lp(Td), there exists a unique renormalized solution ρ ∈ C([0, T ];Lp(Td) to (1.1). Moreover, if
1
p
+
1
q
≤ 1 (1.3)
then this solution ρ is unique among all weak solutions in class L∞(0, T ;Lp(Td)
Based on scaling analysis and a close examination of the proof in [DL89], one can speculate that if
1
p
+
1
q
> 1 (1.4)
then the uniqueness may fail. More specifically,
Conjecture 1.2. Let p, q ∈ [1,∞]. Let u ∈ L1(0, T ;W 1,q(Td)) be a divergence-free vector field.
(1) If 1p +
1
q ≤ 1, then there exists a unique weak solution ρ ∈ L
∞([0, T ];Lp(Td) to (1.1).
(2) If 1p +
1
q > 1, then weak solutions in the class L
∞([0, T ];Lp(Td)) are not unique.
In this paper, we address the question (2) in Conjecture 1.2 and prove the following.
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Theorem 1.3. Let d ≥ 2 and p, q ∈ [1,∞] satisfying p > 1 and (1.4). Then there exists a divergence-free vector field
u ∈ L1(0, T ;W 1,q(Td)) ∩ L∞(0, T ;Lp
′
(Td)),
such that the uniqueness of (1.1) fails in the class
ρ ∈ L1(0, T ;Lp(Td)).
This result is proved by the convex integration technique developed over the last decade [DLS09, DLS13, Ise18,
BLJV18, MS18, BV19b], in the spirit of [BV19b] and using the formulation of [MS18]. New ingredients include:
(1) The use of both temporal intermittency and oscillations in the convex integration scheme, which is imple-
mented by oscillating new stationary building blocks intermittently in time.
(2) The construction of highly concentrated approximate stationary solutions to the transport equation with in-
compressible vector fields in dimensions d ≥ 2.
(3) A sharp estimate concerning vector potential with radial symmetry for the error involving time derivatives.
We will discuss these new devices more precisely later in the introduction.
1.1. Background and main results. It is known that for Lipschitz vector fields, smooth or classical solutions of (1.1)
can be obtained by solving the ordinary differential equation for the flow mapX : [0, T ]× Td → Td{
∂tX(t, x) = u(t,X(t, x))
X(0, x) = x,
(1.5)
and setting ρ(t,X) = ρ0(x). For instance, the wellposedness and uniqueness of (1.1) can be deduced from the
Cauchy- Lipschitz theory for (1.5). Moreover, for such vector fields, the inverse flow mapX−1(t) solves the transport
equation {
∂tX
−1 + u · ∇X−1 = 0
X−1(0) = Id .
For vector fields that are not necessarily Lipschitz, the link between the PDE (1.1) and the ODE (1.5) is less obvious.
Even though one can prove the existence of weak solutions fairly easily by the linearity of the equation, the uniqueness
issue of (1.1) becomes subtler for non-Lipschitz vector fields. The uniqueness class for the density is generally related
to the Sobolev/BV regularity of the vector field. The first result in this direction dates back to the celebrated work
of DiPerna-Lions [DL89] which used the method of renormalization. Since then a lot of effort has been devoted
to determining how far the regularity assumption on the vector field can be relaxed. Profound ideas and complex
theories, that are beyond the scope of this paper, have been developed, in particular, the notion of regular Lagrangian
flows introduced by Ambrosio [Amb04]. We refer to the works [Amb04, LBL04, CLR03, BN18, CL02, CC16, CC18,
CDL08] and the surveys [Amb17, DL08] for regularity/uniqueness results in this direction and for related results of
the continuity equation.
Very roughly speaking, there are currently two distinct methods of proving nonuniqueness for (1.1). The first
approach is Lagrangian, using the degeneration of the flow map to show nonuniqueness at the ODE level; while the
second approach is Eulerian, using convex integration to prove nonuniqueness directly at the PDE level.
In regard to the Lagrangian approach, in their original work [DL89], DiPerna and Lions provided a counterexample
u ∈ W 1,p with unbounded divergence and a divergence-free counterexample u ∈ W s,1 for all s < 1 but u 6∈ W 1,1.
Much later, Depauw in [Dep03] constructed nonuniqueness in the class ρ ∈ L∞t,x for incompressible vector fields
L1locBV based on the example in [Aiz78]. This type of examples were revisited in [ACM19, CLR03, YZ17] in other
contexts. More recently, in [DEIJ19], Drivas, Elgindi, Iyer and Jeong proved nonuniqueness in the class ρ ∈ L∞L2
for u ∈ L1C1− based on anomalous dissipation and mixing. We should emphasize that the Lagrangian approach is not
suited for a construction of a divergence-free example with Sobolev regularity of one full derivative, say u ∈ L1W 1,p.
On the Eulerian side, the first nonuniqueness result was obtained by Crippa, Gusev, Spirito, and Wiedemann in
[CGSW15] using the framework of [DLS09]. However, the vector field u was merely bounded and did not have an
associated Lagrangian flow. The first breakthrough result for the Sobolev vector field was obtained by Modena and
Székelyhidi [MS18]. Note that the Sobolev regularity L1W 1,p of the vector field implies the uniqueness of a regular
Lagrangian flow, see for example [ACF15]. The contrast between the Lagrangian and Eulerian wellposedness has also
been studied in various contexts, see for instance [DL08, RS09b, RS09a, CKV16].
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Starting with the groundwork work of Modena and Székelyhidi [MS18], the Eulerian nonuniqueness issue of (1.1)
has drawn a lot of research attention lately. Below are the functional classes where the nonuniqueness has been
achieved:
(1) [MS18] (Modena and Székelyhidi): ρ ∈ CLp when u ∈ CtW 1,q ∩ CtLp
′
for 1p +
1
q > 1 +
1
d−1 , p > 1 and
d ≥ 3. Later in [MS19b]: extension to the endpoint p = 1 and u also being continuous.
(2) [MS19a] (Modena and Sattig): ρ ∈ CtLp when u ∈ CtW 1,q ∩ CtLp
′
for 1p +
1
q > 1 +
1
d and d ≥ 2.
(3) [BCL20] (Bruè, Colombo, and De Lellis): positive1 ρ ∈ CtLp when u ∈ CtW 1,q for 1p +
1
q > 1 +
1
d , p > 1
and d ≥ 2.
In light of the current state, it is then natural to ask whether one can close the gap between the DiPerna-Lions
regime 1p +
1
q ≤ 1 and the Modena-Sattig-Székelyhidi regime
1
p +
1
q > 1 +
1
d .
In this paper, we address this question and prove nonuniqueness in the full complement of the DiPerna-Lions regime
1
p
+
1
q
> 1
for weak solutions in the class ρ ∈ L1tL
p, p > 1 for all dimensions d ≥ 2.
Theorem 1.4. Let d ≥ 2 and p, q ∈ [1,∞] satisfying p > 1 and (1.4). For any ε > 0 and any time-periodic2
ρ˜ ∈ C∞([0, T ]× Td) with constant mean 
Td
ρ˜(x, t) dx =
 
Td
ρ˜(x, 0) dx for all t ∈ [0, T ],
there exist a vector field u : [0, T ]× Td → Rd and a density ρ : [0, T ]× Td → R such that the following holds.
(1) u ∈ L1(0, T ;W 1,q(Td)) ∩ L∞(0, T ;Lp
′
(Td)) and ρ ∈ L1(0, T ;Lp(Td)).
(2) (ρ, u) is a weak solution to (1.1) in the sense of (1.2).
(3) The deviation of Lp norm is small on average: ‖ρ− ρ˜‖L1Lp ≤ ε.
(4) ρ(t) is continuous in the sense of distributions and for t = 0, T , ρ(t) = ρ˜(t).
It is easy to deduce Theorem 1.3 from Theorem 1.4.
Proof of Theorem 1.3. Let ρ0 ∈ C∞0 (T
d) with ‖ρ0‖p = 1. We take ρ˜ = χ(t)ρ0(x) where χ ∈ C∞c ([0, T ]) is such
that χ(t) = 1 if |t− T2 | ≤
T
4 and χ = 0 if |t−
T
2 | ≥
3T
8 . We apply Theorem 1.4 with ε =
T
1000 . The obtained solution
ρ cannot have a constant Lp norm due to ‖ρ − ρ˜‖L1Lp ≤ ε, and thus is different from the renormarlized solution
emerging from the same initial data. 
Remark 1.5. Several remarks are in order.
(1) In fact, for any Sobolev space W k,p˜ the vector field u ∈ LrW k,p˜ for some small r > 0 depending on k, p˜.
The singularity of u concentrates on a small “bad” set3 in [0, T ]× Td. The density ρ also verifies ρ ∈ LrL∞
for some r > 0.
(2) L1Lp is sharp in terms of the space regularity, however this is done at the expense of time regularity by
adding temporal intermittency. We discuss this below and in detail in Section 6. The question of whether the
nonuniqueness holds in the class ρ ∈ L∞Lp remains open.
(3) It seems possible to also cover the border case p = 1 by utilizing the technique in [MS19b](see also
[BDLIS15, BLJV18]).
(4) A slight modification of the proof can also yield a positive density ρ in the same p, q regime, cf. [BCL20,
Theorem 1.5].
1Note that uniqueness result for positive ρ can go beyond the DiPerna-Lions range, see [BCL20, Theorem 1.5]
2We identify [0, T ] with an 1-dimensional torus.
3In fact, the singular set of u is dense, and as a result, there is no local regularity outside the singular set, cf. [CKN82, BCV18].
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1.2. Continuity-defect equation and the convex integration scheme. Let us outline the main ideas and strategies
of the proof. We follow the framework of [MS18] to treat both ρ and u as unknowns and construct a sequence of
approximate solutions (ρn, unRn) solving the continuity-defect equation{
∂tρn + un · ∇ρn = divRn
div un = 0.
(1.6)
The vectors Rn are called the defect fields, which arise naturally when considering weak solutions of (1.1). This
framework allows us to use the interplay between the density ρn and the vector field un as in a nonlinear equation.
The main goal is to design suitable perturbations θn := ρn−ρn−1 andwn := un−un−1 such that the defect fields
Rn → 0 in an appropriate sense. The most important step is to ensure the oscillation part
divRosc := div(θnwn +Rn−1) (1.7)
consists of only high frequencies so that the new defect field Rn is much smaller than Rn−1. This technique is now
considered standard among the experts, and we refer readers to [DLS09, DLS13, BDLIS15, BDLS16, Ise18, BSV18,
Nov18, Dai18, BBV19] for more discussion on this technique in other models.
In previous works [MS18, MS19b, MS19a], perturbations (ρn, wn) are designed so that (1.7) has only high fre-
quencies in space, and the error is canceled point-wise in time. In this work, the defect field Rn → 0 in the norm
L∞t L
1. In particular, the final solution is homogeneous in time.
In this paper, we use a convex integration scheme that features both spacial and temporal oscillations. This is done
by adding in temporal oscillation when designing (ρn, wn) such that, to the leading order, (1.7) can be split into two
parts, one with high spacial frequencies, and the other with high temporal frequencies. This idea is implicitly rooted
in the work [BV19b], but it was not formulated to encode temporal intermittency but rather to cancel part of the error
caused by adding spacial intermittency.
Based on the above discussion, on the technical side, the defect fields Rn shall be measured in L1t,x instead of
L∞t L
1. In other words, the defect fields Rn are canceled weakly in space-time, rather than pointwise in time and
weakly in space. This relaxation allows us to exploit temporal intermittency and design the perturbations (ρn, wn)
with critical space regularity, which we discuss below.
1.3. Space-time intermittency in the convex integration. Even though the concept of intermittency and its theo-
retical studies has been around for many years [Man76, Fri95, CS14] in hydrodynamic turbulence, it was only im-
plemented with convex integration very recently in the seminal work [BV19b] of Buckmaster and Vicol. We can
summarize the difficulty as follows. At the heart of its argument, convex integration relies on adding highly oscillatory
perturbations to obtain weakly converging solutions. A more intermittent perturbation carries a more diffused Fourier
side and introduces more interactions among oscillations. These harmful interactions are difficult to control and cause
the iteration scheme to break down. We refer to [DLS09, DLS13, DLS14, BDLIS15, BDLS16, Ise18, BLJV18] for
the birth and development of this technique in the fluid dynamics and [BV19b, Luo19, CL19, MS18, MS19a, BBV19]
and the survey [BV19a] for discussions on intermittency in convex integration.
To fix ideas, let us denote byD the intermittency dimension (in space), cf. [Fri95]. Roughly speaking, the solution
is concentrated on a set of dimensionD in space. This is related to the development of “concentration” in the context
of weak solutions, [DM87b, DM87a].
However, for the transport equation, using only spacial intermittency in a convex integration scheme is not enough
to reach the full complement of DiPerna-Lions regime. If the solution (ρ, u) is homogeneous in time, then by the
duality ρ ∈ L∞Lp and u ∈ L∞Lp
′
imposed by the machinery of convex integration, we can see that
u ∈ L∞Lp
′
⇒ u ∈ L∞W 1,q for
1
p
+
1
q
> 1 +
1
d−D
. (1.8)
In other words, the Sobolev regularity u ∈ L∞W 1,q must come at the cost of integrability in space if the vector field
is homogeneous in time. This simple heuristics works surprisingly well and explains the gap between the DiPerna-
Lions regime 1p +
1
q ≤ 1 and the Modena-Sattig-Székelyhidi regime
1
p +
1
q > 1 +
1
d even when spatially fully
intermittentD = 0 building blocks were used in [MS19a, BCL20].
One of the most striking differences between previous schemes and the current one is that intermittency in space
plays a very little role. In fact, one can use the “Mikado densities” and “Mikado fields” in [MS18] to implement the
temporal intermittency and recover the same range of nonuniqueness result in d ≥ 3. Even though our building blocks
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can be fully intermittent, the convex integration scheme goes through as long as they are not spatially homogeneous.
The highly concentrated property of the building blocks was used to achieve negligible interference in d ≥ 2.
By contrast, the Sobolev regularity u ∈ L1W 1,q emerges entirely from the temporal intermittency in our construc-
tion that does not rely on the fundamental heuristics (1.8) as previous works. Instead, we take advantage of the duality
ρ ∈ L1Lp and u ∈ L∞Lp
′
, which is consistent with the decay of the defect field in L1t,x rather than L
∞
t L
1
x norm. The
temporal intermittency of the vector field u allows us to improve the space regularity as the expense of a worse time
regularity, namely
u ∈ L∞Lp
′
⇒ u ∈ L1W 1,q for
1
p
+
1
q
> 1. (1.9)
Indeed, if u is fully intermittent in time, then L∞ to L1 embedding gains a full derivative in time. By a dimensional
analysis, u ∈ L1W 1,q can be achieved in (1.9) as long as the associated temporal frequency is comparable to the spacial
frequency, since q < p′ by 1p +
1
q > 1. Note that this approach requires a sharper estimate of the error involving the
time derivative since the temporal frequencies become as large as spacial frequencies. We also emphasize that the
heuristics (1.9) encodes no information on spacial intermittency, which is fundamentally different from the heuristics
(1.8). In fact, the convex integration scheme works in a wide range of concentration and oscillation parameters. We
refer to Section 7 for the specific choice of parameters and Lemma 9.1 for the sharp estimate of the temporal error.
1.4. Temporal intermittency via oscillating stationary solutions. We will now describe the implementation of
temporal intermittency needed to reach the optimal spacial regularity. This is achieved via oscillating stationary
building blocks intermittently in time, while the building blocks are designed to be intermittent in space solutions of
the transport equation.
Current convex integration schemes employ spatially intermittent building blocks that are either not stationary
[MS19a, BCL20], or stationary [MS18] but only suitable for d ≥ 3. Even though theoretically it seems to be possible
to achieve temporal intermittency using non-stationary building blocks [MS19a, BCL20] in d ≥ 2, such an approach
would be less intuitive and significantly more complicated. Our approach adheres closer to the original idea of adding
space-time oscillations to stationary solutions implemented in the pioneeringwork [DLS09] that introduced the convex
integration technique to fluid dynamics for the first time.
To overcome the lack of suitable stationary building blocks in 2D, we design a two-parameter family of exact
stationary solutions (Φ,W ) to (1.1) in Rd for d ≥ 2. To find such solutions, we start with the ansatz
W = η(z)ψ(r)ez − η
′(z)φ(r)er ,
Φ = η(z)ψ(r),
(1.10)
in cylindrical coordinates in dimension d ≥ 2.
It turns out that the system {
W · ∇Φ = 0
divW = 0
(1.11)
reduces to an integro-differential equation for the radial profilesψ and φ, which, surprisingly, has closed-form solutions
Φ ∈ W 1,r for all 1 ≤ r ≤ ∞ and W ∈ Lr for 1 ≤ r < d−1d−2 that are smooth on R
d except at r = 0. The natural
scaling of (1.11) also allows us to achieve desired concentrations in z and r.
To perform convex integration on Td, we suitably mollify the solution (Φ,W ) to obtain smooth approximate
solutions (Φk,W k) on Rd, and then use Poisson’s summation formula to transform them into approximate solutions
(Φk,Wk) on Td. These stationary approximate solutions (Φk,Wk) are highly concentrated around some points in
T
d, making them suitable for our convex integration scheme utilising temporal intermittency and oscillations in all
dimensions d ≥ 2.
With stationary building blocks (Φk,Wk) at hand, we implement the temporal intermittency as follows. On one
hand, we use temporal oscillations to relax the convex integration procedure from pointwise to weak in time. Given
a solution (ρ, u,R) of the continuity-defect equation, we design a perturbation (θ, w) so that, to the leading order, it
produces a high-high to low cascade in space-time that balances the old defect field R in the sense that
div(θw +R) = High Spacial Freq. Term+ High Temporal Freq. Term+ Lower Order Terms.
The terms with high temporal frequencies will be further balanced by the time derivative of a small corrector, similar
to [BV19b], while the other terms can be easily handled by standard methods. On the other hand, the relaxation of
convex integration to be done weakly in time allows us to add temporal intermittency in the perturbations (θ, w). The
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key is to ensure that (θ, w) is almost fully intermittent in time, which determines the regularity of the final solution
ρ ∈ L1tL
p and u ∈ L∞t L
p′ ∩ L1W 1,q.
To summarize, in the proposed convex integration scheme, the perturbations consist of newly designed space-time
intermittent oscillatory building blocks. The temporal intermittency is used to achieve the optimal range in (1.9),
whereas the temporal oscillation allows us to cancel the defect fields on average in space-time, consistent with the
decay of Rn in the norm L1t,x. We refer to Section 6 for more details.
1.5. Organization of the paper. The rest of the paper is organized as follows.
• We introduce the notations and many technical tools used throughout the paper in Section 2.
• Section 3 is devoted to the proof of Theorem 1.4 by assuming the main proposition, Proposition 3.1.
• In Section 4 we derive the stationary solutions (Φ,W ) in the whole space Rd, d ≥ 2.
• In Section 5 we obtain the periodic approximate solutions (Φk,Wk) by transferring the solution (Φ,W ) on
R
d to the torus Td. These pairs (Φk,Wk) will be the main building blocks of the convex integration scheme.
• Section 6 is a detailed explanation for the use of temporal oscillation and intermitetncy in the convex integra-
tion scheme. In particular, we will define the temporal oscillators g˜κ, gκ that we use to oscillate the building
blocks (Φk,Wk).
• Section 7, 8, 9 constitute the proof of Proposition 3.1:
– In Section 7 we first define the perturbation density ρ and vector field w using the building blocks
(Φk,Wk). And then the new defect field R is derived from the perturbations θ and w, which is the
core of our convex integration scheme.
– The estimates for the perturbations ρ and w are done in Section 8. Then we conclude the proof of the
perturbation part of Proposition 3.1.
– The new defect fieldR is estimated is Section 9. The rest of the proof of Proposition 3.1 will be completed
in the end.
2. PRELIMINARIES
The purpose of this section to collect the technical tools that will be used throughout the paper. We keep this section
relatively concise so that we are not distracted from the main goal of proving the nonuniqueness result.
2.1. Notations. Throughout the manuscript, we use the following notations.
• Td = Rd/Zd is the d-dimensional torus. For any function f : Td → R we denote by f(σ·) the σ−1Td-
periodic function f(σx).
• For any p ∈ [1,∞], its Hölder dual is denoted as p′. Throughout the paper, p is fixed as in Theorem 1.4. We
will use r for general Lr norm.
• For any 1 ≤ r ≤ ∞, the Lebesgue space is denoted by Lr. For any f ∈ L1(Td), its spacial average is
 
Td
f dx =
ˆ
Td
f dx.
• For any function f : [0, T ]× Td → R, denote by ‖f(t)‖r the Lebesgue norm on Td (in space only) at a fixed
time t. If the norm is taken in space-time, we use ‖f‖Lrt,x .
• The space C∞0 (T
d) is the set of periodic smooth functions with zero mean, and C∞c (R
d) is the space of
smooth functions with compact support in Rd.
• We often use the same notations for scalar functions and vector functions. Sometimes we use C∞0 (T
d,Rd)
for the set of periodic smooth vector fields with zero mean.
• We use ∇ to indicate full differentiation in space only, and space-time gradient is denoted by ∇t,x. Also, ∂t
is the partial derivative in the time variable.
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• For any Banach space X , the Banach space Lr(0, T ;X) is equipped with the norm( ˆ T
0
‖ · ‖rX dt
) 1
r
,
and we often use the short notations LptX and ‖ · ‖LrtX .
• We writeX . Y if there exists a constant C > 0 independent ofX and Y such thatX ≤ CY . If the constant
C depends on quantities a1, a2, . . . , an we will writeX .a1,...,an orX ≤ Ca1,...,anY
2.2. Antidivergence operators R and B on Td. We will use the standard antidivergence operator ∆−1∇ on Td,
which will be denoted byR.
It is well known that for any f ∈ C∞(Td) there exist a unique u ∈ C∞0 (T
d) such that
∆u = f −
 
f.
For any smooth scalar function f ∈ C∞(Td), the standard anti-divergence operatorR : C∞(Td)→ C∞0 (T
d,Rd) can
be defined as
Rf := ∆−1∇f,
which satisfies
div(Rf) = f −
 
Td
f for all f ∈ C∞(Td),
and
‖R(div u)‖r . ‖u‖r for all u ∈ C
∞(Td,Rd) and 1 < r <∞.
The next result, which says thatR is bounded on all Sobolev spacesW k,p(Td), is classical, see for instance [MS18,
Lemma 2.2] for a proof.
Lemma 2.1. Let d ≥ 2. For every m ∈ N and r ∈ [1,∞], the antidivergence operatorR is bounded onWm,r(Td)
for anym ∈ N:
‖Rf‖Wm,r . ‖f‖Wm,r . (2.1)
Throughout the paper, we use heavily the following fact aboutR.
Rf(σ·) = σ−1Rf for any positive σ ∈ N.
We will also use its bilinear counterpart B : C∞(Td)× C∞(Td)→ C∞(Td,Rd) defined by
B(a, f) := aRf −R(∇a · Rf).
This bilinear version B has the additional advantage of gaining derivative from f when f has a very small period.
See also higher order variants of B in [MS19a].
It is easy to see that B is a left-inverse of the divergence,
div(B(a, f)) = af −
 
Td
af dx
which can be proved easily using integration by parts a couple of times. The following estimate is a direct consequence
of Lemma 2.1.
Lemma 2.2. Let d ≥ 2 and 1 ≤ r ≤ ∞. Then for any a, f ∈ C∞(Td)
‖B(a, f)‖r . ‖a‖C1‖Rf‖r.
Proof. This follows from Hölder’s inequality and Lemma 2.1. 
Remark 2.3. The assumption on f in Lemma 2.2 can be relaxed to f ∈ Lr(Td).
2.3. Improved Hölder’s inequality on Td. We recall the following result due to Modena and Székelyhidi [MS18,
Lemma 2.1], which extends the first type of such result [BV19b, Lemma 3.7].
Lemma 2.4. Let σ ∈ N and a, f : Td → R be smooth functions. Then for every r ∈ [1,∞],∣∣∣‖af(σ·)‖r − ‖a‖r‖f‖r∣∣∣ . σ− 1r ‖a‖C1‖f‖r. (2.2)
This result allows us to achieve sharp Lr estimates when estimating the perturbations in Section 8. Note that the
error term on the right-hand side can be made arbitrarily small by increasing the oscillation σ.
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2.4. Mean values and oscillations. We use the following Riemann-Lebesgue type lemma.
Lemma 2.5. Let σ ∈ N and a, f : Td → R be smooth functions such that f ∈ C∞0 (T
d). Then for all even n ≥ 0∣∣∣  
Td
a(x)f(σx) dx
∣∣∣ .n σ−n‖a‖Cn‖f‖2. (2.3)
Proof. Since f has zero mean, by repeatedly integrating by parts we deduce that 
Td
a(x)f(σx) dx = σ−n
 
Td
∆n/2a∆−n/2f(σ·) dx.
On one hand, we have
‖∆n/2a‖L2(Td) . ‖a‖Cn(Td).
On the other hand, since f is zero-mean, by the Plancherel theorem
‖∆−n/2f‖L2(Td) . ‖f‖L2(Td).
Thus for any even n we have ∣∣∣  
Td
a(x)f(σx) dx
∣∣∣ .n σ−n‖a‖Cn‖f‖2.

2.5. Standard mollifier estimates. Let ϕ ∈ C∞c (R
d) be a nonnegative bump function such that
´
Rd
ϕ = 1.
Consider the mollifier ϕε = ε−dϕ(x/ε) for ε > 0 and denote the mollification by fε = f ∗φε for any f ∈ L1loc(R
d).
We have the following well-known estimates.
Lemma 2.6. Let 1 ≤ r ≤ ∞. For any f ∈W 1,r(Rd), there holds
‖fε − f‖Lr . ε‖∇f‖Lr . (2.4)
Proof. This simply follows by the fundamental theorem of calculus for Sobolev functions. Indeed, we have
fε − f =
ˆ
Rd
[
f(x− y)− f(x)
]
ϕε(y) dy. (2.5)
By the fundamental theorem of calculus, for a.e. x ∈ Rd and all y ∈ Rd
f(x− y)− f(x) = −
ˆ 1
0
∇f(x− sy) · y ds. (2.6)
The estimate follows from Minkowski’s inequality
‖fε − f‖Lr(Rd) . ‖∇f‖r
ˆ
Rd
|y||ϕε| dy . ε‖∇f‖Lr .

2.6. Inverse Laplacian of Schwartz functions S(Rd) with zero moments. At last, we need the following result
concerning the inverse Laplacian, which is a crucial ingredient when estimating the error term with time derivative.
Lemma 2.7. Suppose f ∈ S(Rd) and ˆ
f(x)xα dx = 0 for 0 ≤ |α| ≤ 1, (2.7)
then h := ∆−1f ∈ Wm,r(Rd) ∩ C∞(Rd) for all 1 < r ≤ ∞ andm ≥ 0.
The necessity of small low frequencies can be seen on the Fourier side: inverting the Laplacian needs a decay∼ |ξ|2
near 0 frequency, and (2.7) guarantees exactly this. See appendix A for a proof.
As a corollary, we obtain the following key estimate that will be crucial when estimating the defect field of time
derivative in Lemma 9.1.
Corollary 2.8. Suppose f ∈ S(Rd) is radial, then
h := Rf ∈Wm,r(Rd) ∩ C∞(Rd),
for 1 < r ≤ ∞ andm ≥ 0. Here R := ∆−1∇ is defined via the Newtonian potential in Rd.
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Proof. Since ∇f has zero mean by default, we only need to verify that all first moments vanish.
Since f is radial, for any i = 1, . . . , d we have by a change of variable x 7→ −yˆ
Rd
∇f(x)xi dx = −
ˆ
Rd
∇f(y)yi dy,
which implies that∇f has zero first moments and hence satisfies the conditions of Lemma 2.7.

3. THE MAIN PROPOSITION AND PROOF OF THEOREM 1.4
3.1. Time-periodic continuity-defect equation. We follow the framework of [MS18] to obtain approximate solu-
tions to the transport equation by solving the continuity-defect equation{
∂tρ+ div(ρu) = divR
div u = 0,
(3.1)
where R : [0, T ]× Td → Rd is called the defect field. In what follows, (ρ, u,R) will denote a solution to (3.1).
Throughout the paper, we assume T = 1 and identify the time interval [0, 1] with an 1-dimensional torus. As a
result, we will only consider smooth solutions (ρ, u,R) to (3.1) that are time-periodic as well, namely
ρ(t+ k) = ρ(t), u(t+ k) = u(t), R(t+ k) = R(t) for any k ∈ Z.
For any r > 0, let
Ir := [r, 1− r].
We now state the main proposition of the paper and use it to prove Theorem 1.4.
Proposition 3.1. Let d ≥ 2 and p, q ∈ [1,∞] satisfying p > 1 and (1.4). There exist a universal constantM > 0 and
a large integerN ∈ N such that the following holds.
Suppose (ρ, u,R) is a smooth solution of (3.1) on [0, 1]. Then for any δ, ν > 0, there exists another smooth
solution (ρ1, u1, R1) of (3.1) on [0, 1] such that the density perturbation θ := ρ1 − ρ and the vector field perturbation
w = u1 − u verify the estimates
‖θ‖L1Lp ≤ νM‖R‖
1/p
L1t,x
, (3.2)
‖w‖L∞Lp′ ≤ ν
−1M‖R‖
1/p′
L1t,x
, (3.3)
‖w‖L1W 1,q ≤ δ. (3.4)
In addition, the density perturbation θ has zero spacial mean and satisfies∣∣∣ˆ
Td
θ(t, x)ϕ(x) dx
∣∣∣ ≤ δ‖ϕ‖CN , for any t ∈ [0, 1] and any ϕ ∈ C∞(Td), (3.5)
supp θ ⊂ Ir × T
d for some r > 0. (3.6)
Moreover, the new defect field R1 verifies
‖R1‖L1t,x ≤ δ. (3.7)
3.2. Proof of Theorem 1.4.
Proof. We assume T = 1 without loss of generality. We will construct a sequence (ρn, un, Rn), n = 1, 2 . . . of
solutions to (3.1) as follows. For n = 1, we set
ρ1(t) := ρ˜,
u1(t) := 0,
R1(t) := R
(
∂tρ˜
)
.
Then (ρ1, u1, R1) solves (3.1) trivially by the constant mean assumption on ρ˜.
Next, we apply Proposition 3.1 inductively to obtain (ρn, un, Rn) for n = 2, 3 . . . as follows. Let
ν =
ε
2M
‖R1‖
− 1
p
L1t,x
, δn := 2
−p(n−1)‖R1‖L1t,x ,
where we note that 1 < p, p′ <∞ by the assumptions on p, q.
10 ALEXEY CHESKIDOV AND XIAOYUTAO LUO
Given (ρn, un, Rn), we apply Proposition 3.1 with parameters ν and δn to obtain a new triple (ρn+1, un+1, Rn+1).
Then the perturbations θn := ρn+1 − ρn and wn := un+1 − un verify
‖θn‖L1Lp ≤Mνδ
1
p
n , ‖wn‖L∞Lp′ ≤Mν
−1δ
1
p′
n ,
and
‖wn‖L1W 1,q ≤ δn,
supp θn ⊂ Irn×T
d for some rn > 0,
for all n = 1, 2 . . . . So there exists (ρ, u) ∈ L1Lp × L∞Lp
′
such that
ρn −→ ρ in L
1Lp, (3.8)
un −→ u in L
∞Lp
′
∩ L1W 1,q. (3.9)
It is standard to prove (ρ, u) is a weak solution to (1.1) since
ρnun −→ ρu in L
1
t,x.
Moreover,
‖ρ− ρ˜‖L1Lp ≤
∑
n≥1
‖θn‖L1Lp ≤
∑
n≥1
ε2−n ≤ ε.
To show that ρ(t) is continuous in the sense of distributions, let ϕ ∈ C∞c (T
d). It follows that
〈ρ(t)− ρ(s), ϕ〉 ≤
∣∣∣〈ρ(t)− ρn(t), ϕ〉∣∣∣ + ∣∣∣〈ρn(t)− ρn(s), ϕ〉∣∣∣
+
∣∣∣〈ρn(s)− ρ(s), ϕ〉∣∣∣.
Since by (3.4) ∣∣∣〈ρ(t) − ρn(t), ϕ〉∣∣∣ ≤ ∑
k≥n+1
δn‖ϕ‖CN for all t ∈ [0, 1],
the continuity of ρ in distribution follows from the smoothness of ρn.
The claim that ρ(t) = ρ˜(t) for t = 0, 1 follows from the fact that ρn(0) = ρ(0) and ρn(1) = ρ(1) for all n since
supp θn ⊂ Irn × T
d.

4. A STATIONARY SOLUTION OF THE TRANSPORT EQUATION
In this section, we introduce an incompressible stationary vector field W and the associated scalar density Φ that
are exact stationary solutions to the transport equation. Even though (Φ,W ) does not have compact supports, it is
highly concentrated in the whole space Rd with Schwartz decay and can be fully intermittent. We will show that the
density Φ ∈ W 1,r for all 1 ≤ r ≤ ∞ and the incompressible vector fieldW ∈ Lr for 1 ≤ r < d−1d−2 are smooth away
from a line segment.
It should be noted that (Φ,W ) can not directly be used as building blocks in a convex integration scheme on Td
due to the following reasons:
(1) (Φ,W ) is not smooth. In fact,W ∈ Lr only for 1 ≤ r < d−1d−2 ;
(2) (Φ,W ) does not have compact supports and hence can not be used on torus directly.
These issues will be fixed in the next section, and by suitably modifying (Φ,W ) we will obtain building blocks
(Φk,Wk) on Td at the expense of not being exact solutions any more, see Theorem 5.13.
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4.1. General setup. Here and throughout this section, denote the unit vector fields
ez = ed, er(x) =
∑
1≤i≤d−1 xiei
|
∑
1≤i≤d−1 xiei|
,
where ei, 1 ≤ i ≤ d are the standard Euclidean basis and xi the Euclidean coordinates.
We seek for a divergence-free vector fieldW and a scalar density Φ in the form of
W = η(z)ψ(r)ez − η
′(z)φ(r)er , (4.1)
Φ = η(z)ψ(r), (4.2)
with the goal to find radial profiles ψ and φ so that
• W is divergence-free: div(W ) = 0;
• The transport term vanishes (W · ∇)Φ = 0;
i.e., (Φ,W ) is a stationary solution of the transport equation (1.1). This reduces to the system of nonlinear ODEs
r2−d
d
dr
(rd−2φ)− ψ = 0,
φ
dψ
dr
− ψ2 = 0.
It turns out that this system has solutions with very fast decay in dimensions d ≥ 2.
For the profile η(z), there is no restriction at all, and one can simply use any bump function. We also note that the
ez-profile η(z)ψ(r) in (4.1) is designed so that the scale of η is much larger than ψ, as er component η′(z)φ(r) serves
as a small divergence-free corrector.
4.2. Solving the profiles ψ and φ. Suppose ψ ∈ C∞((0,∞)) is a smooth decaying function and let
φ(r) := −
1
rd−2
ˆ ∞
r
ψ(s)sd−2 ds, (4.3)
to ensure thatW in (4.1) is divergence-free. If ψ(r) decays sufficiently fast at infinity, then φ ∈ C∞((0,∞)) with a
singularity r2−d near the origin. In particular,
φ ∈ Lr(rd−2dr), 1 ≤ r < d−1d−2 . (4.4)
Remark 4.1. We remark that in 2D, both ψ and φ will be bounded, and the constructed solutions are in Lr(R2) for
all 1 ≤ r ≤ ∞. However, we will not take advantage of this in the paper.
The exact form of ψ is determined by the following integro-differential equation, reflecting the vanishing transport,
φψ′ − ψ2 = 0, (4.5)
which will be solved in the next lemma.
Lemma 4.2. Suppose d ≥ 2. All solutions of (4.3) and (4.5) are given by
ψ(r) = Ce−cr
d−1
,
φ(r) = −C
c(d−1)rd−2
e−cr
d−1
.
where C ∈ R and c > 0.
Proof. By definitions, we start with
rd−2ψ2
ψ′
= −
ˆ ∞
r
ψ(s)sd−2 ds. (4.6)
Differentiating gives
[(d− 2)rd−3ψ2 + 2rd−2ψψ′]ψ′ − rd−2ψ2ψ′′
(ψ′)2
= ψrd−2.
For any nontrivial solution there exists r with ψ′(r) 6= 0, in which case we have
(d− 2)ψ2ψ′ + rψ(ψ′)2 − rψ2ψ′′ = 0. (4.7)
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Let us introduce an auxiliary function
h :=
ψ
ψ′
.
Then (4.7) is equivalent to
(d− 2)h+ rh′ = 0,
or
h′ +
d− 2
r
h = 0,
which can be solved explicitly
h = c0r
2−d.
Thus we may now solve for ψ and get
ψ(r) = Cecr
d−1
.
Here C ∈ R, but c is an arbitrary negative constant since ψ(r) is required to decay at infinity by (4.3). The profile φ
is then obtained by (4.3). 
In the sequel, we fix the profiles ψ = e−r
d−1
and φ = −1
(d−1)rd−2
e−r
d−1
provided by the above lemma and also a
smooth function η ∈ C∞c ([0, 1]) so thatˆ
R
η(z) dz = 0,
ˆ
R
η2(z) dz
ˆ
Rd−1
ψ2(|y|) dy = 1. (4.8)
4.3. Rescaled profiles with two scales. We rescale the profiles η, ψ and φ to ητ , η˜τ , ψµ and φµ so that ψµ and φµ
still verify the integral-differential equation 4.7, and the final density ‖Φ‖p ∼ 1 and the final vector field ‖W‖p′ ∼ 1.
Recall that throughout the paper, the value of p is always fixed.
Let us introduce the radial coordinate associated with er, namely the distance to the xd-axis,
r =
∣∣∣ ∑
1≤i≤d−1
xiei
∣∣∣ =√x21 + · · ·+ x2d−1.
Definition 4.3. Let η˜τ , ητ ∈ C∞c (R) and ψ˜
µ, ψµ, φµ ∈ C∞(Rd−1 \ 0) be defined by
η˜τ = τ
1
p η(τxd), η
τ = τ
1
p′ η(τxd),
ψ˜µ = µ
d−1
p ψ(µr), ψµ = µ
d−1
p′ ψ(µr),
(4.9)
and
φµ = µ
−1+ d−1
p′ φ(µr). (4.10)
Remark 4.4. The profiles η˜τ and ψ˜µ will be used for the density Φ while the profiles ητ , ψµ and φµ will be used for
the vector fieldW .
We can easily prove the following simple lemma regarding the Lr scalings of the profiles.
Lemma 4.5. The rescaled functions ητ , η˜τ , ψµ, ψ˜µ and φµ verify the identities
∂(rd−2φµ)
∂r
= rd−2ψµ and (ψµψ˜µ)− φµ(er · ∇)ψ˜
µ = 0 if r > 0, (4.11)
and ˆ
R
ητ (xd)η˜
τ (xd) dxd
ˆ
Rd−1
ψµ(x′)ψ˜µ(x′) dx′ = 1 (4.12)
Moreover, for any 1 ≤ r ≤ ∞, there hold
‖η˜τ‖Lr(R) . τ
1/p−1/r, ‖ητ‖Lr(R) . τ
1/p′−1/r
‖ψ˜µ‖Lr(Rd−1) . µ
d−1
p
−d−1
r , ‖ψµ‖Lr(Rd−1) . µ
d−1
p′
− d−1
r
(4.13)
and if 1 ≤ r < d−1d−2 , there holds
‖φµ‖Lr(Rd−1) .r µ
−1+ d−1
p′
−d−1
r . (4.14)
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Proof. The first two identities (4.11) follow from the definitions (4.3),(4.8), (4.9), the ODE (4.5), and the fact that
(er · ∇)f = f
′(r) for any scalar function f.
The third identity (4.12) follows from rescaling (4.8).
The first set of estimates (4.13) follows from rescaling and the the fact that η, ψ ∈ Lr(R) for all 1 ≤ r ≤ ∞ thanks
to η ∈ C∞c (R
+) and both ψ and φ decay sufficiently fast at infinity, while (4.14) follows from rescaling the bound
(4.4).

4.4. Sobolev density Φ and singular flowW in Rd. We are ready to define the exact solution (Φ,W ) in Rd. Note
that bothΦ andW are smooth functions on Rd except at r = 0. In fact, Φ ∈W 1,r(Rd) for all 1 ≤ r ≤ ∞. The deficit
of smoothness will be overcome by a mollification procedure in the next section.
Definition 4.6. For any µ ≥ τ ≥ 1, define the scalar density Φ : Rd → R by
Φ(x) = η˜τ (xd)ψ˜
µ(r),
and the vector fieldW : Rd → Rd by
W =Wz +Wr,
where the vector fieldsWz andWr are respectively defined by
Wz = η
τ (xd)ψ
µ(r)ez , Wr = −
∂ητ
∂xd
φµ(r)er .
We remark that from Definition 4.3 and Definition 4.6 it follows that for 1 ≤ r ≤ ∞
‖Φ‖Lr(Rd) ∼ τ
1
p
− 1
r µ
d−1
p
− d−1
r , (4.15)
‖Wz‖Lr(Rd) ∼ τ
1
p′
− 1
r µ
d−1
p′
−d−1
r , (4.16)
and for 1 ≤ r < d−1d−2
‖Wr‖Lr(Rd) ∼r τµ
−1τ
1
p′
− 1
r µ
d−1
p′
− d−1
r . (4.17)
As discussed before, the role of each parameter is as follows.
• µ−1 is the scale of the radius to the xd-axis.
• τ−1 is the scale of the length along the xd-axis.
Note thatW is divergence-free by design. Indeed, if xd 6= 0, using standard vector calculus we compute
div(W ) =div(ητψµez −
∂ητ
∂z
φµer)
=
∂ητ
∂z
ψµ −
∂ητ
∂z
div(φµer)
=0,
(4.18)
thanks to (4.11) and the identity
div(φµer) =
1
rd−2
∂(rd−2φµ)
∂r
.
It is worth mentioning that the computation (4.18) is only valid away from the xd-axis. However, we can still show
thatW is weakly divergence-free as follows.
Let Cε := {x ∈ Rd : ε−2
∑
1≤i≤d−1 x
2
i + x
2
d ≤ 1} be an ellipsoid for a small ε > 0. Note thatW is smooth on
R
d \ Cε and decays exponentially fast. For any ϕ ∈ C∞c (R
d), we haveˆ
Rd
W · ∇ϕdx =
ˆ
Cε
W · ∇ϕdx +
ˆ
Rd\Cε
W · ∇ϕdx.
Since |Cε| . ε2 andW ∈ L1(Rd), the first integral vanishes as ε→ 0. As for the second integral, integration by parts
yields ˆ
Rd\Cε
W · ∇ϕdx = −
ˆ
Rd\Cε
ϕdivW dx+
ˆ
∂Cε
ϕW · n dS (4.19)
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where n is the inward unit normal vector field ofCε. Then the first term in (4.19) vanishes by the previous computation
(4.18), and the second term goes to zero as ε→ 0 since |∂Cε| . ε andW ∈ L1(Rd).
We have thus shown that ˆ
Rd
W · ∇ϕdx = 0 for all ϕ ∈ C∞c (R
d). (4.20)
We note that the same computation can also show that (4.22) in the theorem below holds in the sense of distribution.
In the next section we will see that after a suitable mollification, a smooth divergence-free vector field can be obtained.
As a direct consequence of Definition 4.3, we obtain the main result of this section, which characterizes the prop-
erties of the solution (Φ,W ).
Theorem 4.7 (Exact stationary solution (Φ,W )). The density Φ : Rd → R and the vector fieldW : Rd → Rd verify
the following.
(1) Φ ∈ W 1,r(Rd) for all r ∈ [1,∞] and the vector fieldW ∈ Lr(Rd) provided 1 ≤ r < d−1d−2 . Both Φ andW
have zero mean ˆ
Rd
Φ dx =
ˆ
Rd
W dx = 0. (4.21)
(2) The pair (Φ,W ) solves the stationary transport equation,
div(ΦW ) = (W · ∇)Φ = 0 if xd 6= 0. (4.22)
(3) For any µ ≥ τ ≥ 1, (Φ,W ) verifies
|∇lΦ|+ |∇lW | .l,m,n µ
−n|x|−m for all |x| ≥ 1/4. (4.23)
(4) Moreover, there exists a vector potentialΘ : Rd → Rd such that
divΘ = Φ,
and for any 1 < r ≤ ∞ , the vector potentialΘ verifies
‖Θ‖Lr(Rd) .r µ
−1τ
1
p
− 1
r µ
d−1
p
− d−1
r for all 1 < r ≤ ∞.
Proof. We shall proceed with the proof in several steps, proving the properties one by one.
(1) Proof of (4.21)
To see Φ ∈ W 1,r(Rd) for all r ∈ [1,∞], we just need to recall ψ(r) = e−r
d−1
and hence ψ˜µ ∈ W 1,r(Rd−1)
for all r ∈ [1,∞]. From Lemma 4.5 it follows thatW ∈ Lr(Rd) for 1 ≤ r < d−1d−2 .
The zero-mean property (4.21) follows from integrating along ez and the fact that the profile function η ∈
C∞c (R) used in (4.9) has zero mean, i.e. (4.8).
(2) Proof of (4.22)
SinceW =Wz +Wr is divergence-free, by a direct computation we conclude
div(ΦW ) =
(
(Wz +Wr) · ∇
)
Φ
(by definitions) =
[
ητψµ
∂ητ
∂z
ψµ −
∂ητ
∂z
φµητ (er · ∇)ψ
µ
]
ez
=
1
2
∂((ηµ)2)
∂z
(
(ψµ)2 − φµ
∂ψµ
∂r
)
ez
(by Lemma 4.5) = 0,
provided that xd 6= 0.
(3) Proof of (4.23)
Next, we show the decay for Wz and Wr since Φ is just the profile of Wz . For simplicity of presentation,
we assume l = 0 and other cases can be derived easily from the case l = 0 since the proof merely relies on the
superexponetiality of ψ.
By (4.13), we have
|Wz | .m τ
1
p′ |xd|
−m|ψµ| for all |x| ≥ 1. (4.24)
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Recall that ψµ = µ
d−1
p′ e−(µr)
d−1
. Clearly by superexponetiality
e−r
d−1
.m r
−m for all r ≥ 1.
Then for µr ≥ µ ≥ 1 a direct computation shows
e−(µr)
d−1
.m |µr|
−m
.n,m µ
−n|r|−m (by varying m),
(4.25)
and hence
|ψµ| .n,m µ
−n|r|−m, (4.26)
Since τ ≤ µ, this combined with (4.24) implies
|Wz | .n,m µ
−n|x|−m for all |x| ≥ 1/4.
ForWr, by the compact support of η we also have
|Wr | . τ
1+ 1
p′ |xd|
−m|φµ|. (4.27)
Since the profile function φ also has superexponetial decay at the infinity, it then follows from the same argument
that
|φµ| .n,m µ
d−1
p′ µ−nr−m for all |x| ≥ 1/4, (4.28)
which finishes the proof of the decay estimates.
(4) The vector potentialΘ
Finally, we construct the vector potentialΘ. We only consider d ≥ 3 since when d = 2 one can easily integrate
ψµ to obtain the potential Θ˜ in a similar way.
First, since ψµ ∈ Lr(Rd−1) for any 1 ≤ r ≤ ∞ is radially symmetric, by Corollary 2.8, there exists a vector
potential Θ˜ ∈ Lr(Rd−1) for all 1 < r ≤ ∞ such that
div Θ˜ = ψµ.
We can then define
Θ := ητ Θ˜.
Since the vector Θ˜ is orthogonal to ez , we have
divΘ = div(ητ Θ˜) = ητ div Θ˜ = ητψµ = Φ.
The estimates for the potentialΘ then follow from (4.15) and Lemma 2.1.

5. CONSTRUCTION OF THE PERIODIC BUILDING BLOCKS
In this section, we use the previously constructed solution (Φ,W ) on Rd to obtain periodic approximate solutions
(Φk,Wk) which will be used in the convex integration scheme on Td. The advantage of this approach is that there
are no infinitesimal frequencies on the torus and it is easier to achieve intermittent oscillations on Td than Rd. We
proceed in three steps.
• We first remove the singularity ofW by mollification.
• Then we use translations and rotations to obtain a total of d pairs of solutions.
• Finally we apply the Poisson summation formula to obtain the periodic solutions.
The schematic procedure is the following.
• (Φ,W )
radial mollification
−−−−−−−−−→ (Φ,W )
• (Φ,W )
translation and rotation
−−−−−−−−−−−−→ (Φk,W k)
• (Φk,W k)
periodization and normalization
−−−−−−−−−−−−−−−−→ (Φk,Wk)
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After these procedures, the main result in this section is summarized in Theorem 5.13.
In what follows, we will use the same small constant γ > 0 for various purposes. This small parameter γ > 0 will
only depend on d, p, q in the main proposition and will be fixed in Section 7.
5.1. Removing singularity by mollification. The flowW and density Φ introduced above have many desired prop-
erties, butW is not in Lp
′
due to the singularity ofWr. To remove the singularity, we need a mollification so that the
resulting solution (Φ,W ) does not deviate too much from (Φ,W ). To this aim, we introduce a mollifier with small
low frequencies.
Let us introduce the standard multiindex notation. Let β = (β1, . . . , βd) ∈ Nd and we write
xβ := xβ11 x
β2
2 · · ·x
βd
d .
The order of β is denoted by |β| := β1 + β2 + · · ·+ βd.
Definition 5.1. Suppose that γ > 0 is a small constant, let N be a large integer such thatNγ > 2d.
Let θ ∈ C∞c (R
d−1) be a radial bump function such that
´
Rd−1
θ = 1 andˆ
Rd−1
xβθ(x) dx = 0 for all multi-index β such that 1 ≤ |β| ≤ N.
For any function f : Rd−1 → R, denote by (·)γ the mollification at scale µ1+γ via the convolution with the kernel
θγ = µ
−d(1+γ)θ(µ1+γx).
Note that we will only mollify the first d− 1 coordinates, which means we only mollify the radial part of (Φ,W ).
Definition 5.2. Define mollified profiles ψµγ , ψ˜
µ
γ (rk), φ
µ
γ ∈ C
∞(Rd−1) by
ψµγ ez := (ψ
µ
ez)γ and ψ˜
µ
γ := (ψ˜
µ)γ , (5.1)
φµγer := (φ
µ
er)γ . (5.2)
Let the mollified solution (Φ,W ) be
Φ = (Φ)γ = η
τ (xd)ψ˜
µ
γ (r), (5.3)
W = (W )γ =W z +W r = η
τ (xd)ψ
µ
γ (r)ez −
∂ητ
∂z
(xd)φ
µ
γ (r)er . (5.4)
An immediate consequence of the above definition is thatW is smooth and divergence-free. Indeed, smoothness of
W follows from the smoothness of the mollified profiles ψµγ and φ
µ
γ , while zero divergence follows from (4.20). We
also note that
φµγ 6= (φ
µ)γ
due to the degeneracy of the vector field er at r = 0.
The next result shows that the transport error coming from the mollification is suitably small.
Theorem 5.3. There exists a vector R ∈ C∞(Rd \ {xd = 0}) such that
div(ΦW ) = divR.
Moreover, for any 1 ≤ r < d−1d−2 and 1 ≤ τ ≤ µ
1−γ the vector R verifies
‖R‖Lr(Rd) .r µ
−γ
(
τ1−
1
r µd−1−
d−1
r
)
. (5.5)
Proof. Let
R := (ΦW z − ΦWz) + (ΦW r − ΦWr).
Thanks to Theorem 4.7, div(ΦW ) = 0, and hence we have
div(ΦW ) = divR.
The estimate (5.5) follows from Lemmas 5.4 and 5.5 below. 
Lemma 5.4. There holds ∥∥ΦW z − ΦWz∥∥Lr(Rd) . µ−γ(τ1− 1r µd−1− d−1r ). (5.6)
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Proof. The estimate follows by applying Lemma 2.6. Indeed,∥∥ΦW z − ΦWz∥∥Lr(Rd) . ∥∥Φ∥∥Lr(Rd)∥∥W z −Wz∥∥Lr(Rd). (5.7)
Since ψµ is Lipschitz continuous, using Lemma 2.6,∥∥W z −Wz∥∥Lr(Rd) . ‖ητ‖Lr(R)‖ψµγ − ψµ‖Lr(Rd−1)
. µ−1−γ‖ητ‖Lr(R)‖∇ψ
µ‖Lr(Rd−1)
. µ−γτ
1
p′
− 1
r µ
d−1
p′
− d−1
r ,
which implies that ∥∥ΦW z − ΦWz∥∥Lr(Rd) . µ−γ(τ1− 1r µd−1− d−1r ). (5.8)
Similarly, ∥∥ΦWz − ΦWz∥∥Lr(Rd) . ∥∥Φ− Φ∥∥Lr(Rd)∥∥Wz∥∥L∞(Rd)
. µ−γ
(
τ1−
1
r µd−1−
d−1
r
)
.

Lemma 5.5. For any 1 ≤ r < d−1d−2 ,
‖ΦW r − ΦWr‖Lr(Rd) .r τµ
−1τ1−
1
pµd−1−
d−1
p . (5.9)
Proof. By Hölder’s inequality we have
‖ΦW r − ΦWr‖Lr(Rd) . ‖Φ‖L∞(Rd)‖W r −Wr‖Lr(Rd),
and by Young’s inequality and (4.14), for 1 ≤ r < d−1d−2 we get
‖W r −Wr‖Lr(Rd) . ‖Wr‖Lr(Rd)
.
∥∥∥∥∂ητ∂xd
∥∥∥∥
Lr(R)
× ‖φµ‖Lr(Rd−1)
. ττ
1
p′
− 1
r µ
−1+ d−1
p′
− d−1
r .
Thus
‖ΦW r − ΦWr‖Lr(Rd) . µ
d−1− d−1
r τ2−
1
r µ−1.
In the same way, one can show that
‖ΦWr − ΦWr‖Lr(Rd) . µ
d−1−d−1
r τ2−
1
r µ−1,
which finishes the proof.

5.2. Geometric setup and periodization. Next, we use the obtained smoothed solutions (Φ,W ) to generate a family
of d pairs (Φk,W k) by translation and rotations. The goal is to make sure (Φk,W k) centered at disjoint line segments
that are parallel to the Euclidean basis ek. Due to the very simple geometry of the arrangement, we achieve this by a
simple change of variables instead of using actual rotations.
We choose a collection of distinct points pi ∈ [1/4, 3/4]d for i = 1, . . . , d and a number ε0 > 0 such that⋃
i
Bε0(pi) ⊂ [0, 1]
d,
and
dist(pi, pj) ≥ ε0 if i 6= j. (5.10)
The points pi will be the centers of our solutions (Φk,W k).
For k = 1, . . . , d, let us introduce the unit vector field erk : R
d → Rd by
erk(x) =
∑
i6=k xiei
|
∑
i6=k xiei|
, (5.11)
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and its associated coordinates
rk =
∣∣∑
i6=k
xiei
∣∣. (5.12)
We then choose translations Tk : Rd → Rd for k = 1, . . . , d,
Tkx := x+ pk.
We can then use the mollified radial profiles ψµγ , ψ˜
µ
γ (rk) and φ
µ
γ to define d-pairs of translated and rotated solutions
(Φk,W k) as follows.
Definition 5.6. For k = 1, . . . , d, we define (Φk,W k) via the translations and switching variables
W k(Tkx) = η
τ (xk)ψ
µ
γ (rk)ek −
∂ητ
∂z
(xk)φ
µ
γ (rk)erk ,
Φk(Tkx) = η˜
τ (xk)ψ˜
µ
γ (rk).
We also write
W k =W zk +W rk .
Theorem 4.7 also holds for (Φk,W k), and we collect them here for the future reference.
Corollary 5.7. The smoothed densityΦk : Rd → R and the smoothed vector fieldW k : Rd → Rd verify the following.
(1) The vector fieldW k is divergence-free, and Φk,W k ∈ S(Rd) both have zero meanˆ
Rd
Φk dx =
ˆ
Rd
W k dx = 0. (5.13)
(2) For any µ ≥ τ ≥ 1, (Φk,W k) verifies
|∇lΦk|+ |∇
lW k| .l,n,m µ
−n|x− pk|
−m for all |x− pk| ≥ ε0/4, (5.14)
(3) There exist vector potentials Ωk ∈ C∞(Rd) ∩Wm,r(Rd) for all 1 < r ≤ ∞ andm ∈ N such that
div(Ωk) = Φk, (5.15)
and
‖Ωk‖Lr(Rd) .r µ
−1τ
1
p
− 1
r µ
d−1
p
− d−1
r for 1 < r ≤ ∞. (5.16)
(4) Also there exist vector Rk ∈ Lr(Rd) for all 1 ≤ r < d−1d−2 such that
div(ΦkW k) = divRk,
‖Rk‖r .r µ
−γτ1−
1
r µd−1−
d−1
r for 1 ≤ r < d−1d−2 .
(5.17)
Proof. The first two properties follow from commuting differentiation with mollification and the fact that we have
only mollified the radial profiles.
The last property was proved in Theorem 5.3.
For the third property, since the mollification we use is also radial, we can proceed as in Theorem 4.7 to obtain Ωk.
The estimate for Ωk then follows from that of Ω in Theorem 4.7.

5.3. Periodization of the smoothed solutions (Φk,W k). We are now ready to transfer the smoothed solutions
(Φk,W k) to periodic solution (Φk,Wk) via the Poisson’s summation formula. The highly concentrated property
allows us to pass from Rd to Td with ease.
Definition 5.8. Let u ∈ S(Rd) . The periodization operatorP : S(Rd)→ C∞(Td) is defined by
Pu :=
∑
m∈Zd
u(x+m). (5.18)
We are ready to introduce the periodic solution (Φk,Wk). Note that we use a mild cutoff for the density Φk but
not for the vector fieldWk. This is to keepWk being divergence-free.
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Definition 5.9 (Periodic solutions). Let χk be the cutoff defined by
χk = χ(ε
−1
0 |x− pk|),
for some fixed cutoff χ ∈ C∞c ([0, 1/2]) such that χ(r) = 1 for r ≤
1
4 .
Define periodic densityΦ : Td → Rd and periodic vector fieldsWk : Td → Rd by
Φk = P(χkΦk),
Wk =Wkz +Wkr ,
whereWkz : T
d → Rd andWkz : T
d → Rd are given by
Wkz = cµPW kz Wkr = cµPW kr . (5.19)
Here cµ ∈ [1/2, 2] is a normalizing constant that will be fixed in Lemma 5.12 depending on µ.
Finally, define the periodic potentialΩk : Td → Rd by
Ωk := P(χkΩk),
5.4. Estimates for the periodic solution (Φk,Wk). Here we derive several basic estimates for (Φk,Wk).
Thanks to Corollary 5.7, the “tail” part of the vectorWk is negligible.
Lemma 5.10. Denote by
W
t
k := cµP(1 − χk)W k and W
p
k := cµPχkW k.
Then
‖∇mWtk‖∞ .n,m µ
−n
Proof. It follows from Corollary 5.7 that∣∣∇l((1− χk)W k)∣∣ .l,n,m µ−n|x− pk|−m. (5.20)
Passing to Td by takingm = d+ 1, we have
‖∇lWtk‖∞ .l,n µ
−n.

Proposition 5.11. Let µ˜ = µ1+γ . For any τ, µ ≥ 1 such that µ1−γd ≥ τ , the following estimates hold for any
1 ≤ r ≤ ∞:
µ˜−m
∥∥∇mΦk∥∥Lr(Rd) .m µ d−1p − d−1r τ 1p− 1r , m ∈ N,
µ˜−m
∥∥∇mWk∥∥Lr(Rd) . µ d−1p′ − d−1r τ 1p′− 1r 0 ≤ m ≤ 1.
Proof of Proposition 5.11. The bounds forΦk can be deduced fairly easily as a corollary of the proof ofWk. For this
reason, we shall only prove the estimates forWk.
For the smoothed non-periodic vector fieldW k, denote the principle partW
p
k by
W
p
k = χkW k =W
p
zk +W
p
rk .
Then by linearity
∇mWk = ∇
m
W
p
zk +∇
m
W
p
rk ,
= ∇mP
(
W
p
zk
+W
p
rk
)
+∇mWtk.
(5.21)
Since the tail part∇mWtk has been estimated in Lemma 5.10, we focus on the first two terms in (5.21).
(1) Bounding∇mPW
p
zk :
Let us first estimate ∇mPW
p
zk . Due the extra cutoff χk,W
p
zk has compact support inside [0, 1]
d and thus by
passing from Td to Rd, we have
‖∇mPW
p
zk
‖Lr(Td) = ‖∇
m(χkW
p
zk
)‖Lr(Rd), (5.22)
which can be computed by the product rule
‖∇mPW
p
zk‖Lr(Td) .
∑
i
‖∇iχk∇
m−iW zk‖Lr(Rd).
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Since χk is a mild cutoff compared to Wzk , by a scaling analysis, it suffices to bound ‖∇
mW zk‖Lr(Rd), which
can be estimated easily by Definition 4.3 and Lemma 4.5. Thus we obtain the desired bound
‖∇mPW
p
zk
‖Lr(Td) . µ˜
mµ
d−1
p
− d−1
r τ
1
p
− 1
r for all 1 ≤ r ≤ ∞ andm ∈ N. (5.23)
(2) Bounding∇mPW
p
rk
:
Next, we bound∇mPW
p
rk
in (5.21). Due to the compact support, by passing to Rd, we have
‖∇mPW
p
rk
‖Lr(Td) = ‖∇
m(χkW
p
rk
)‖Lr(Rd). (5.24)
SinceWrk is not smooth, the differentiation shall be estimated by the mollification. We use Young’s inequality
to obtain for any 1 ≤ r ≤ ∞ that
‖∇mW
p
rk‖Lr(Rd) . µ˜
m‖(W prk)γ‖Lr(Rd)
. µ˜mτ1−
1
r µ(1+γ)(d−1−
d−1
r
)‖W prk‖L1(Rd).
It follows from Definition 4.3 and Lemma 4.5 that
‖∇mW
p
rk‖Lr(Rd) . µ˜
mτ
1
p
− 1
r µ
d−1
p
− d−1
r
(
τµ−1µγ(d−1−
d−1
p
)
)
for all 1 ≤ r ≤ ∞ andm ∈ N.
Note that by the assumption
µγ(d−1−
d−1
p
) ≤ µγd ≤ τ−1µ.
So we have
µ˜−m‖∇mPW
p
rk
‖Lr(Td) . τ
−1µτ
1
p
− 1
r µ
d−1
p
− d−1
r for all 1 ≤ r ≤ ∞ andm ∈ N.

Lemma 5.12 (Normalized self-interactions). For any sufficiently large τ, µ, we can choose constants cµ ∈ [ 12 , 2],
k = 1, . . . , d in the definition ofWk such that  
Td
ΦkWk dx = ek. (5.25)
Proof. Let us first show that for all sufficiently large τ 
Td
ΦkWrk dx = 0.
Indeed, by definitions we have for τ sufficiently large that 
Td
ΦkWrk dx = cµ
ˆ
[0,1]d
χ2kΦkW rk dx
(by Definition 5.2) = cµ
ˆ
Rd
χ2kη
τ (xk)
∂ητ
∂xk
(xk)ψ
µ
γ (x
′)φµγ (x
′) erk dx
(separating variables) = cµ
ˆ
R
ητ (xk)
∂ητ
∂xk
(xk) dxk
ˆ
Rd−1
χ2kψ
µ
γ (x
′)φµγ (x
′) erk dx
′.
Since ˆ
R
ητ (xk)
∂ητ
∂xk
(xk) dxk = 0,
by the compact support of ητ , we conclude  
Td
ΦkWrk dx = 0.
Therefore, we have 
Td
ΦkWk dx = cµ
ˆ
Rd
χ2kΦkW zk dx+
 
Td
ΦkW
t
k dx
= cµ
ˆ
Rd
ΦkW zk dx+ cµ
ˆ
Rd
(1− χ2k)ΦkW zk dx+
 
Td
ΦkW
t
k dx.
(5.26)
It follows from Corollary 5.7 that ∣∣∣ˆ
Rd
(1 − χ2k)ΦkW zk dx
∣∣∣ .n µ−n. (5.27)
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and from Lemma 5.10 that ∣∣∣ 
Td
ΦkW
t
k dx
∣∣∣ .n µ−n. (5.28)
Putting together (5.26), (5.27), and (5.28), for all sufficiently large τ we have∣∣∣  
Td
ΦkWk dx− cµ
ˆ
Rd
ΦkW zk dx
∣∣∣ . µ−1.
Due to (4.12), ˆ
Rd
ΦWz dx = ek.
By Lemma 5.4, ∣∣∣ˆ
Rd
ΦkW zk dx−
ˆ
Rd
ΦWz dx
∣∣∣ . µ−1, (5.29)
which implies  
Td
ΦkWk dx = (cµ − f(µ))ek for some function |f(µ)| ≤ Cµ
−1.
For sufficiently large µ, the existence of cµ follows from the above identity.

The next theorem is the main result of this section, which quantifies the transport error due to mollification and pe-
riodization, the negligible interactions between distinct pairsΦk andWk′ , and the fact thatΦk is almost a divergence
of a vector potential.
Theorem 5.13 (Approximate periodic solution (Φk,Wk)). The periodic solutions Φk,Wk ∈ C∞0 (T
d) verify the
following.
(1) The vector fieldWk is divergence-free,
divWk = 0;
(2) The densityΦk is almost a divergence of the potentialΩk,
‖ divΩk −Φk‖Lr(Td) .r µ
−1τ
1
p
− 1
r µ
d−1
p
− d−1
r for 1 < r ≤ ∞; (5.30)
(3) If k 6= k′, then ∥∥ΦkWk′∥∥L∞(Td) .n µ−n. (5.31)
In addition, there exist vectorsRk : Td → Rd, k = 1, . . . , d such that
div(ΦkWk) = divRk (5.32)
with estimates
‖Rk‖Lr(Td) .r µ
−γτ1−
1
r µd−1−
d−1
r for 1 ≤ r < d−1d−2 . (5.33)
Proof. Smoothness, zero mean and zero divergence follow from Theorem 4.7, Definition 5.6 and 5.9.
We will prove (5.30), (5.33) and (5.31) as follows.
(1) Proof of (5.30):
By definition,
divΩk = P(∇χk · Ωk) +P(χk div Ωk).
By Theorem 4.7, we have
divΩk −Φk = P(∇χk · Ωk).
By passing to Rd, we have
‖ divΩk −Φk‖Lr(Td) . ‖Ωk‖Lr(Rd)
.r µ
−1τ
1
p
− 1
r µ
d−1
p
− d−1
r ,
which concludes the proof of (5.30).
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(2) Definition ofRk:
Set
Rk =P
(
χ2kRk
)
−RP
(
∇(χ2k)Rk
)
+RP
(
∇(χ2k)ΦkW k
)
+ΦkW
t
k. (5.34)
Here χk is the same cutoff as in Definition 5.9 andWtk is as in Lemma 5.10.
Note thatRk : Td → Rd is well-defined since the terms inside the periodization have compact support.
(3) Proof of (5.33):
Taking divergence, ignoring all the intermediate constants, gives
divRk =P
(
χ2k divRk
)
+P
(
∇(χ2k)ΦkW k
)
+ div(ΦkW
t
k)
(by Corollary 5.7) =P
(
χ2k div(ΦkW k)
)
+P
(
∇(χ2k)ΦkW k
)
+ div(ΦkW
t
k)
(by product rule) =divP
((
χkΦk
)(
χkW k
))
+ div(ΦkW
t
k)
(by compact supports) =div
(
P
(
χkΦk
)
P
(
χkW k
))
+ div(ΦkW
t
k)
=div(ΦkWk).
Next, we boundRk. Thanks to Lemma 2.1, by passing to Rd, we obtain∥∥Rk∥∥Lr(Td) ≤∥∥χ2kRk∥∥Lr(Rd) + ∥∥∇(χ2k)Rk∥∥Lr(Rd) + ∥∥∇(χ2k)ΦkW k∥∥L∞(Rd) + ∥∥ΦkWtk∥∥Lr(Td).
We can the use the bounds from Corollary 5.7 that
‖∇(χ2k)ΦkW k‖L∞(Rd) .n µ
−n,
and Lemma 5.10 to obtain∥∥Rk∥∥Lr(Td) .n ∥∥χ2kRk∥∥Lr(Rd) + µ−n
.r µ
−γτ1−
1
r µd−1−
d−1
r for 1 ≤ r < d−1d−2 .
(4) Proof of (5.31):
By definitions,
ΦkWk′ = cµχkχk′ΦkW k′ +ΦkW
t
k′ for all x ∈ [0, 1]
d. (5.35)
The conclusion follows immediately from
χkχk′ = 0 if k 6= k
′
due to (5.10) and Lemma 5.10.

6. TEMPORAL INTERMITTENCY AND OSCILLATION
Here we introduce one of the key ingredients of this paper, the use of both temporal intermittency and oscillation.
This allows us to kill the previous defect field in a space-time average fashion instead of point-wise in time.
For convenience, we will treat the time interval [0, 1] as an 1-dimensional torus T. In what follows we always write
[0, 1] as an interval in time to distinguish it from the periodicity in space.
6.1. Limitations of the previous schemes. We start with discussing how the Sobolev regularity was obtained in
previous convex integration schemes [MS18, MS19b, MS19a]. Assume that we have (ρ, u,R) the solution to the
defect equation
∂tρ+ u · ∇ρ = divR,
the goal is to design suitable perturbations (θ, w) such that (ρ+ θ, u+w) is a new solution to the defect equation with
a smaller defect field R1.
Typical in the convex integration scheme, the principle part of the perturbation (θ, w) takes the form
θ =
∑
k
akΦk w =
∑
k
bkWk. (6.1)
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The coefficients ak, bk, depending on the previous defect field R, are chosen such that the leading order high-high to
low interaction balance the defect field R∑
k
akbk
 
Td
ΦkWk dx+R ∼ 0.
Heuristically, without temporal intermittency, the duality given by the perturbation is
θ ∈ L∞Lp w ∈ L∞Lp
′
. (6.2)
To require Sobolev regularity of the vector field w, one has to trade in some integrability in space to obtain
w ∈ L∞W 1,q for q such that
1
p
+
1
q
> 1 +
1
d−D
(6.3)
where D is the intermittency dimension of (Φk,Wk). This has been done in [MS18, MS19b] for D = 1 and in
[MS19a, BCL20] forD = 0.
We emphasize that with this approach of using only spacial intermittency, one can only obtain the nonuniqueness
in the range
1
p
+
1
q
> 1 +
1
d
.
6.2. Convex integration with space-time intermittency and oscillation. Our approach is to add in temporal inter-
mittency and oscillation to the perturbation (θ, w),
θ = g˜κ
∑
k
akΦk, w = gκ
∑
k
bkWk, (6.4)
where g˜κ, gκ : [0, 1]→ R are intermittent functions in time with oscillations.
By imposing the duality ˆ
[0,1]
g˜κgκ dt = 1,
we anticipate that the defect field is canceled weakly in space-time∑
k
akbk
 
[0,1]×Td
g˜κgκΦkWk dxdt+R ∼ 0. (6.5)
This would allow us to obtain additional regularity in space at the expense of regularity in time, which means that
g˜κ and gw have different scaling for each Lp norm. Indeed, with intermittency in time, we impose the duality between
θ and w to be
θ ∈ L1Lp w ∈ L∞Lp
′
, (6.6)
which is also consistent with the ansatz (6.5).
The hope is that with enough temporal intermittency, we get
w ∈ L∞Lp
′
⇒ w ∈ L1W 1,q for
1
p
+
1
q
> 1. (6.7)
Note that temporal intermittency is the key difference between (6.3) and (6.7).
After performing convex integration in space, modulo an error term of high spacial frequencies, the remaining error
in (6.5) reduces to
R(g˜κgκ − 1), (6.8)
which is a term of high temporal frequency and can thus be canceled by adding a temporal corrector θo such that to
the leading order
∂tθo = −(g˜κgκ − 1) divR. (6.9)
To see this temporal corrector θo is indeed small compared with θ, we note that the error term (6.8) has low
frequencies in space, and thus if θo oscillates much faster in time than the old defect filed R, we have
‖θo‖L1tLp ≪ 1.
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6.3. Other considerations. Introducing temporal intermittency and oscillations comes the cost of worse bounds in
time for the perturbations θ and w. Of particular importance is whether the iteration scheme will go through, i.e. the
defect field R can be made small in L1t,x. The most relevant part in the scheme is the term Rtem solving the equation
divRtem = ∂tθ. (6.10)
It is clear that this term will impose certain constraints on the size of temporal frequencies. In the end, it is the potential
theory and Lemma 2.7 that saves the day: writing θ as a divergence of a potential allows us to gain one full derivative
in space. We can also infer from (6.10) that the temporal frequency should be comparable to the spacial frequency.
Notice that (6.7) does not require any intermittency in space but only intermittency in time. It turns out that as long
as θ and w are not homogeneous, i.e. a little intermittent in space, (6.7) can be achieved. The spacial intermittency is
used to reconcile (6.7) and (6.10) which is impossible when θ and w are completely homogeneous.
This is quite surprising and very different than the idea used in [MS18, MS19b, MS19a, BCL20], where a more
intermittent solution implies a larger regime of nonuniqueness.
6.4. Intermittent functions in time g˜κ and gκ. We shall define the intermittent oscillatory functions g˜κ and gκ in
this subsection. We take a profile function g ∈ C∞c ([0, 1]) such thatˆ
[0,1]
g2 dt = 1.
Let κ ≥ 1 to be the temporal concentration parameter that will be fixed in the next section. We introduce the
temporal intermittency by adding concentration using κ as follows.
Define gκ : R→ R by
gκ(t) = g(κt). (6.11)
By a slight abuse of notation, we still denote by gκ the 1-periodic extension of gκ by means of the Possion summation.
Note that κ ≥ 1 implies supp gκ ⊂ [0, 1].
Next, we define
g˜κ = κgκ, (6.12)
so that gκ, g˜κ : [0, 1] → R are both 1-periodic. We will use g˜κ to oscillate the density building blocks Φk and gκ for
the vectorsWk. Note that the important intermittency estimates
‖g˜κ‖Lr([0,1]) . κ
1− 1
r ,
‖gκ‖Lr([0,1]) . κ
− 1
r ,
(6.13)
and the normalization identity ˆ
[0,1]
g˜κgκ dt = 1. (6.14)
Because of (6.13), for any Sobolev spaceW k,p˜ we may choose r > 0 such that
‖w‖LrtWk,p˜ ≪ 1
which confirms Remark 1.5 that the vector field u concentrates on a small “bad” set in [0, 1]× Td.
6.5. Temporal correction function hκ. Finally, concerning the temporal corrector θo in (6.9), we define a periodic
function hκ : [0, 1]→ R by
hκ(t) :=
ˆ t
0
(g˜κgκ − 1) dτ, (6.15)
so that
∂thκ = g˜κgκ − 1. (6.16)
Note that by (6.14), hκ is well-defined and an approximation of a saw-tooth function, and we have the estimate
‖hκ‖L∞[0,1] ≤ 1, (6.17)
which holds uniformly in κ.
In other words, hκ is not intermittent at all for any κ > 0, and it will be used to design the temporal corrector θo in
the next section.
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7. PROOF OF PROPOSITION 3.1: DEFINING PERTURBATIONS AND THE DEFECT FIELD
The main aim of this section is to define the perturbation density θ and velocity w, as well as solve for the new
defect filed R1. This section is the core of the proof of Proposition 3.1.
Let us summarize the main steps in this section as follows.
(1) We first fix all the parameters in the building blocks (Φk,Wk) and g˜κ, gκ as explicit powers of λ, whose
value we shall fix in the end.
(2) Next, we define a partition of the old defect field R to ensure the smoothness of the perturbation.
(3) Then we define the perturbation (θ, w) which, to the leading order, consists of linear combinations of the
building blocks (Φk,Wk)with suitable coefficients that oscillate intermittently in time using functions g˜κ, gκ
defined in Section 6.
(4) Having defined the perturbation, we finally design the new defect field R1 so that the new density ρ + θ and
the new vector field u+ w solve the continuity-defect equation with the new defect field R1.
7.1. Defining the parameters. Given p, q as in Proposition 3.1, there exists γ > 0 such that
min{1−
1
p
,
1
q
−
1
p′
} > 4γ (7.1)
Let λ0 be the lower bound of τ, µ given by Lemma 5.12. We fix the following frequency parametersλ, µ, σ, κ, σ > 0
as follows:
• The major frequency parameter
λ ≥ λ0
will be fixed at the end depending on the previous solution (ρ, u,R) and the given parameters δ, ν in Proposi-
tion 3.1.
• Concentration parameters µ, τ, κ:
µ = κ = λ,
τ = λ0.
• Oscillation parameter σ ∈ N:
σ = σ = ⌊λγ⌋.
Note that τ is now a fixed constant that the implicit constants in what follows can depend upon. Also, note that
space and time periodicity require σ and σ are integers.
By fixing τ = λ0, we effectively make (Φk,Wk) only D = d − 1 intermittent. In fact, both τ and µ can be any
positive powers of λ. In contrast, the temporal concentration κ has to be almost a full spacial derivative.
Below is a direct consequence of the choice of parameters.
Lemma 7.1. There exists r > 1 such that for any λ ≥ λ0, there holds
σµ
d−1
p′
− d−1
q ≤ λ−2γ ,
µ
d−1
p
− d−1
r ≤ λ−γ ,
µ−γµd−1−
d−1
r ≤ µ−γ/2.
7.2. Defect field cutoff. To ensure smoothness of the perturbation (θ, w), we shall avoid the region whereR is small.
To this end, we introduce cutoffs based on each component of R. Denote by Rk the components of old defect field R
R(t, x) =
∑
1≤k≤d
Rk(t, x)ek. (7.2)
We specify the constant r > 0 in Proposition 3.1 as follows. Fix r > 0 sufficiently small so that
‖R‖L∞([0,1]×Td) ≤
1
4rd
. (7.3)
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Next, we define smooth cutoff functions χk ∈ C∞c ([0, 1]× T
d)4 such that
0 ≤ χk ≤ 1, χk(t, x) =
{
0 if |Rk| ≤ δ8d or t 6∈ Ir/2
1 if |Rk| ≥ δ4d and t ∈ Ir.
(7.4)
where we recall the notation Ir = [r, 1− r] ⊂ [0, 1]. Note that by design each χk is also time-periodic.
Such cutoffs χk can easily be constructed by first cutting according to the size of |Rk| and then multiplying by an
additional cutoff in time.
Note that the bounds of χk depends on R and δ. Let us cut off Rk by introducing
R˜k = χkRk. (7.5)
In what follows we often use the crude bounds
|∇nt,xR˜k| .R,n,δ 1. (7.6)
7.3. Density and velocity perturbation (θ, w). The idea of defining the perturbation (θ, w) is to use d-pairs of
almost disjoint (Φk,Wk) to cancel each component Rk on average in time by use the intermittent oscillating factors
in Section 6.
We first define the principle part of the perturbations. Let
θp(t, x) := ν
−1g˜κ(σt)
∑
1≤k≤d
‖R˜k(t)‖
1− 1
p
1
‖R˜k‖
1− 1
p
L1t,x
sign(−Rk)χk|Rk|
1
pΦk(σx), (7.7)
wp(t, x) := νgκ(σt)
∑
1≤k≤d
‖R˜k(t)‖
− 1
p′
1
‖R˜k‖
− 1
p′
L1t,x
χk|Rk|
1
p′Wk(σx). (7.8)
The smoothness of θp and wp will be proved in Lemma 8.1. We take a moment to analyze the role of each part
involved in the definition.
• The factors ‖R˜k(t)‖
1− 1
p
1 and ‖R˜k(t)‖
− 1
p′
1 are for the normalization when using the high-high to low interac-
tions in space to kill the old defect field R.
• The cutoffs χk is to ensure smoothness by avoiding the regime where Rk is small. Note that if ‖R˜k‖L1t,x = 0,
then ‖R‖L∞t,x ≤ δ and there is nothing to prove.
• The building blocksΦk(σx) andWk(σx) are used to perform the convex integration in space, similar to the
previous works.
• Finally g˜κ(σt) and gω(σt) are the factors that encode the temporal intermittency and oscillation. We will then
perform a “convex integration in time” to kill the error of high temporal frequency.
For brevity, let us introduce shorthand notations
θp(t, x) = ν
−1g˜κ(σt)
∑
1≤k≤d
Ak(t, x)Φk(σx), (7.9)
wp(t, x) = νgκ(σt)
∑
1≤k≤d
Bk(t, x)Wk(σx), (7.10)
where
Ak(t, x) =
‖R˜k(t)‖
1− 1
p
1
‖R˜k‖
1− 1
p
L1t,x
χk sign(−Rk)|Rk|
1
p (7.11)
Bk(t, x) =
‖R˜k(t)‖
− 1
p′
1
‖R˜k‖
− 1
p′
L1t,x
χk|Rk|
1
p′ . (7.12)
4These cutoffs χk shall not be confused with the ones in Section 5. From now on, χk refers to this definition only.
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Note that the important identity that motivates our choice of Ak and Bk,
AkBk = −χ
2
kRk for all k = 1, . . . , d. (7.13)
In view of the zero-mean requirement for θ and the divergence-free condition for w, we introduce correctors
θc(t, x) :=
 
Td
θp(t, x) dx (7.14)
wc(t, x) := −νgκ(σt)
∑
1≤k≤d
B(∇Bk,Wk(σ·)). (7.15)
where B is the bilinear antidivergence operator in Lemma 2.2.
Since∇Bk ·Wk = div(BkWk) has zero mean, by a direct computation
divwc = −νgκ(σt)
∑
1≤k≤d
divB(∇Bk,Wk(σ·)) = − divwp
Thanks to Theorem 5.13 and Lemma 2.2, these two correctors are small compared to the principle part θp and wp.
Finally we take advantage of the temporal oscillation and define a temporal oscillator
θo(t, x) := σ
−1h(σt)
∑
1≤k≤d
( 
Td
ΦkWk dx
)
· ∇(χ2kRk) (7.16)
which thanks to Lemma 5.13 is equivalent to
θo = σ
−1h(σt) div
∑
1≤k≤d
χ2kRkek. (7.17)
The role of this temporal oscillator θo is to balance the high temporal frequency error by its time derivative in the
convex integration scheme, which will be done in Lemma 7.5.
7.4. The new defect field R1. Our next goal is to define a suitable defect field R1 such that the new density ρ1 and
vector field u1,
ρ1 := ρ+ θ u1 := u+ w
solve the continuity-defect equation
∂tρ1 + u1 · ∇ρ1 = divR1. (7.18)
To do so, we will solve the divergence equations
divRosc = div(θpwp +R) + ∂tθo
divRtem = ∂t(θp + θc)
divRlin = div(θu+ ρw)
divRcor = div
(
θwc
)
+ div
(
(θo + θc)w
)
such that R1 = Rosc +Rtem +Rlin +Rcor.
The choice for Rlin and Rcor is relatively straightforward.
Definition 7.2. The new defect field R1 is defined by
R1 = Rosc +Rlin +Rcor +Rtem
where Rlin and Rcor are defined by
Rlin := θu+ ρw
Rcor := θwc + (θo + θc)w,
while Rtem and Rosc are defined respectively in Lemma 7.3 and Lemma 7.5.
Next, we specify the choice for Rtem, which utilizes the bilinear antidivergence operator B.
Lemma 7.3. Let
Rtem := ν
−1∂t
(
g˜κ(σt)
∑
1≤k≤d
B(Ak,Φk(σ·))
)
.
Then
∂t(θp + θc) = divRtem.
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Proof. Note that
θp + θc = ν
−1g˜κ(σt)
∑
1≤k≤d
(
AkΦk(σ·) −
 
Td
AkΦk(σ·)
)
.
Then the conclusion follows immediately from the definition of B. 
7.5. Convex integration in space-time: designing Rosc. This subsection is the core of our convex integration
scheme. The main goal is to design a suitable oscillation part Rosc of the defect field so that
divRosc = div(θpwp +R) + ∂tθo.
To this end, we first isolate terms in the nonlinearity div(θpwp + R) according to their roles, and then use the
temporal corrector ∂tθo to balance the part with high temporal frequencies in div(θpwp +R).
Lemma 7.4 (Space-time oscillations). The following identity holds
div(θpwp +R) = div
(
Rosc,x +Rhi,t +Rfar +Rappr +Rrem
)
, (7.19)
where Rosc,x is the oscillation error in space
Rosc,x = g˜κ(σt)gκ(σt)
∑
1≤k≤d
B
(
∇(AkBk),
(
ΦkWk(σx) −
 
Td
ΦkWk dx
))
,
Rhi,t is the error of high frequency in time
Rhi,t =
(
g˜κ(σt)gκ(σt)−
 
[0,1]
g˜κgκ
) ∑
1≤k≤d
AkBk
 
Td
ΦkWk dx,
Rappr is the approximation error
Rappr = g˜κ(σt)gκ(σt)
∑
1≤k≤d
B
(
AkBk, divRk(σx)
)
,
Rfar is the far field error
Rfar = g˜κ(σt)gκ(σt)
∑
k 6=k′
AkBk′ΦkWk′(σx),
and Rrem is the remainder error
Rrem =
∑
1≤k≤d
(1− χ2k)Rkek.
Proof. By the definition of θp we have (5.31),
θpwp = g˜κ(σt)gκ(σt)
∑
1≤k≤d
AkBkΦkWk(σ·) +Rfar. (7.20)
Taking divergence, we have
div(θpwp +R) = g˜κ(σt)gκ(σt)
∑
1≤k≤d
div
(
AkBkΦkWk(σ·)
)
+ divR+ divRfar. (7.21)
Notice that by Lemma 5.12
div
(
AkBkΦkWk(σ·)
)
= div
(
AkBk
(
ΦkWk(σ·)−
 
Td
ΦkWk
))
+ div(AkBkek)
= AkBk div
(
ΦkWk(σ·)
)
+∇(AkBk) ·
(
ΦkWk(σ·)−
 
Td
ΦkWk
)
+ div(AkBkek),
where the first two terms combined together have zero mean.
For this reason and by the definition of B, we may write
div
(
AkBkΦkWk(σ·)
)
= divB
(
AkBk, div
(
ΦkWk(σ·)
))
+ divB
(
∇(AkBk),
(
ΦkWk(σ·)−
 
Td
ΦkWk
))
+ div(AkBkek). (7.22)
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It follows from (7.21) and (7.22) that
div(θpwp +R) = g˜κ(σt)gκ(σt)
∑
1≤k≤d
div(AkBkek) + divR + divRosc,x + divRappr + divRfar. (7.23)
To see div(θpwp +R) = div(Rosc,x +Rhi,t +Rfar +Rappr +Rrem), by an examination of (7.23) we need to show
that
Rrem = R+
 
[0,1]
g˜κgκ
∑
1≤k≤d
AkBk
 
Td
ΦkWk dx.
Using (6.14), Theorem 5.13 and (7.13) we obtain that 
[0,1]
g˜κgκ
∑
1≤k≤d
AkBk
 
Td
ΦkWk dx =
∑
1≤k≤d
AkBkek, (7.24)
which implies that
R+
∑
1≤k≤d
AkBkek = R−
∑
1≤k≤d
χ2kRkek =
∑
1≤k≤d
(1 − χ2k)Rkek = Rrem.

Due to the designed temporal corrector θo, the error of high frequency in time Rhi,t is canceled to the leading order
by ∂tθo. We conclude the design of the oscillation error Rosc in the following lemma.
Lemma 7.5. Let
Rosc := Rosc,x +Rosc,t +Rfar +Rappr +Rrem, (7.25)
where Rosc,x, Rfar, Rappr, Rrem are as in Lemma 7.4, and Rosc,t is the oscillation error in time
Rosc,t = σ
−1h(σt)R
∑
1≤k≤d
ek · ∂t∇(χ
2
kRk).
Then the oscillation error Rosc verifies the identity
divRosc = div(θpwp +R) + ∂tθo.
Proof. By the previous lemma, we only need to verify that
∂tθo + divRhi,t = divRosc,t.
By the definition of θo (7.17), we have
∂tθo = −∂th(σt)
∑
1≤k≤d
ek · ∇(χ
2
kRk)− σ
−1h(σt)
∑
1≤k≤d
ek · ∂t∇(χ
2
kRk).
It follows from (6.16) that
∂th(σt)
∑
1≤k≤d
ek · ∇(χ
2
kRk) =
(
g˜κ(σt)gκ(σt)−
 
[0,1]
g˜κgκ
) ∑
1≤k≤d
ek · ∇(−AkBk) = − divRhi,t,
which implies that
∂tθo + divRhi,t = divRosc,t.

7.6. Verification of (u1, ρ1, R1) as a solution of the continuity-defect equation. We conclude this section by show-
ing that the new solution (u1, ρ1, R1) is indeed a solution to the continuity-defect equation.
Lemma 7.6. The density ρ1 = ρ + θ, vector field u1 = u + w, and defect field R1 = Rlin + Rtem + Rcor + Rosc
solve the equation
∂tρ1 + u1 · ∇ρ1 = divR1.
Proof. We compute that
∂tρ1 + u1 · ∇ρ1 = (∂tρ+ u · ∇ρ) + (∂tθ + div(θu) + div(θw) + div(ρw))
= divR+ ∂tθ + div(θu) + div(θw) + div(ρw).
The claim follows from Definition 7.2, Lemma 7.3, and Lemma 7.5. 
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To complete the proof of Proposition 3.1, it remains to verify the estimates for the perturbation (θ, w) and the new
defect field R1. We do this in Section 8 for the perturbation and respectively in Section 9 for the new defect field.
8. PROOF OF THE PROPOSITION 3.1: ESTIMATES ON THE PERTURBATION
In this section, we will derive estimates for the perturbation (θ, w). The main tools have been listed in Section 2.
The main idea is to take the frequency parameter λ sufficiently large depending on the previous solution (ρ, u,R) so
that the error terms are negligible. It is also worth noting that all implicit constants will not depend on (ρ, u,R) unless
otherwise indicated.
We start with the smoothness and time periodicity of the coefficients Ak, Bk, which are necessary conditions for
Lemma 2.4 and 2.5.
Lemma 8.1 (Smoothness of Ak, Bk). The coefficients Ak, Bk ∈ C∞([0, 1]×Td) are time-periodic on [0, 1], and the
map
t 7→ ‖R˜k(t)‖L1(Td) (8.1)
is smooth on [0, 1]. In particular, all the perturbations θp, θc, θo and wp, wc are smooth and time-periodic.
Moreover, the following estimates hold uniformly in time
‖Ak(t)‖Lp(Td) ≤ ‖R˜k‖
−1+ 1
p
L1t,x
‖R˜k(t)‖L1(Td),
‖Bk(t)‖Lp′(Td) ≤ ‖R˜k‖
1
p′
L1t,x
.
Proof. Denote by R+k = max{Rk, 0} and R
−
k = min{Rk, 0}. Due to the cutoff χk, the functions
χkR
±
k (8.2)
are smooth on [0, 1]× Td. Thus the map
t 7→ ‖R˜k(t)‖L1(Td) =
ˆ
χkR
+
k − χkR
−
k dx
is smooth on [0, 1].
Next, let us show that the coefficients Ak and Bk are smooth on [0, 1] × Td. Indeed, due to the smoothness of
‖R˜k(t)‖1, the coefficients Ak, Bk are automatically smooth at all points where ‖R˜k(t)‖1 > 0. On the other hand, for
any point (t, x), where ‖Rk(t)‖1 = 0, there is a neighborhood of of that point where χk ≡ 0. Hence,Ak ≡ Bk ≡ 0 in
that neighborhood. Therefore,Ak, Bk ∈ C∞([0, 1]×Td). Their time-periodicity follows simply from their definitions.
Finally, we show the pointwise Lp and Lp
′
estimates for Ak and Bk. For Ak we have
‖Ak(t)‖Lp(Td) ≤
‖R˜k(t)‖
1− 1
p
1
‖R˜k‖
1− 1
p
L1t,x
‖χk|Rk|
1
p ‖Lp(Td)
≤
‖R˜k(t)‖
1− 1
p
1
‖R˜k‖
1− 1
p
L1t,x
‖χpkRk‖
1
p
L1(Td)
≤
‖R˜k(t)‖1
‖R˜k‖
1− 1
p
L1t,x
,
where we have used the fact that p ∈ (1,∞). The estimate for Bk can be deduced in the same way:
‖Bk(t)‖Lp′(Td) ≤
‖R˜k(t)‖
− 1
p′
1
‖R˜k‖
− 1
p′
L1t,x
‖χk|Rk|
1
p′ ‖Lp′(Td)
≤
‖R˜k(t)‖
− 1
p′
1
‖R˜k‖
− 1
p′
L1t,x
‖χp
′
k Rk‖
1
p′
L1(Td)
≤ ‖R˜k‖
1
p′
L1t,x
.
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
8.1. Estimates for the density θ. Here and in what follows, CR represents a positive constant that depends on the
old defect field R that may change from line to line.
Lemma 8.2 (Estimate on θp). There holds
‖θp‖L1tLp . ν‖R‖
1
p
L1t,x
+ CRσ
−1.
In particular, for λ sufficiently large,
‖θp‖L1tLp . ν‖R‖
1
p
L1t,x
.
Proof. We first take Lp norm in space, using the shorthand notation
‖θp(t)‖Lp(Td) ≤ ν
−1
∣∣g˜κ(σt)∣∣ ∑
1≤k≤d
∥∥Ak(t)Φk(σ·)∥∥Lp(Td). (8.3)
Since Ak(t, x) is smooth on Td, by Lemma 2.4, we have∥∥∥Ak(t)Φk(σ·)∥∥∥
Lp(Td)
≤
∥∥Ak(t)∥∥Lp(Td)‖Φk(σ·)‖p + CRσ−1‖Φk‖p. (8.4)
By Proposition 5.11 and Lemma 8.1, combining (8.3) and (8.4) we obtain
‖θp(t)‖Lp(Td) . ν
−1g˜κ(σt)
∑
1≤k≤d
‖R˜k‖
−1+ 1
p
L1t,x
‖R˜k(t)‖1 + CRσ
−1.
We take L1 in time to obtain
‖θp‖L1tLp . ν
−1
∑
1≤k≤d
‖R˜k‖
−1+ 1
p
L1t,x
ˆ
[0,1]
∣∣g˜κ(σt)∣∣‖R˜k(t)‖1 dt+ CRσ−1. (8.5)
With the smoothness of t→ ‖R˜k(t)‖1 proven in Lemma 8.1, applying Lemma 2.4 once again (in time) givesˆ
[0,1]
∣∣g˜κ(σt)∣∣‖R˜k(t)‖1 dt . ‖R˜k‖L1t,x∥∥g˜κ∥∥L1([0,1]) + CRσ−1. (8.6)
It follows from (8.5) and (8.6) that
‖θp‖L1tLp . ν
−1
∑
1≤k≤d
‖Rk‖
1
p
L1t,x
∥∥g˜κ∥∥L1([0,1]) + CRσ−1
. ν−1‖R‖
1
p
L1t,x
+ CRσ
−1,
where we have aso used (6.13).
Once we take λ sufficiently large so that the error term
CRσ
−1 ≤ ν−1
∥∥R‖ 1p
L1t,x
,
the desire bound follows
‖θp‖L1tLp(Td) . ν
−1
∥∥R‖ 1p
L1t,x
,
with an implicit constant independent of λ,R and ν.

Lemma 8.3 (Estimate on θc). There holds
‖θc‖L1tLp ≤ CRν
−1σ−1.
In particular, for λ sufficiently large
‖θc‖L1tLp ≤ ν
−1
∥∥R‖ 1p
L1t,x
.
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Proof. Since
θc = ν
−1g˜κ(σt)
∑
1≤k≤d
 
Td
Ak(t, x)Φk(σx) dx,
this follows directly from Lemma 2.5. 
Lemma 8.4 (Estimate on θo). There holds
‖θo‖L∞t,x ≤ CRσ
−1.
In particular, for λ sufficiently large
‖θo‖L1tLp ≤ ν
−1
∥∥R‖ 1p
L1t,x
.
Proof. By (7.17), Hölder’s inequality and (6.17) we have
‖θo‖L∞t,x ≤ σ
−1
∥∥h(σ·)∥∥
L∞([0,1])
∑
1≤k≤d
∥∥ek · ∇Rk∥∥L∞t,x
≤ CRσ
−1.

8.2. Estimates for the vector field w. The vector field w can also be estimated using the tools in Section 2.
Lemma 8.5 (Estimate on wp). There holds
‖wp‖L∞t Lp
′ . ν‖R‖
1
p′
L1t,x
+ CRσ
−1
‖wp‖L1tW 1,q ≤ νCRλ
−γ .
In particular, for λ sufficiently large,
‖wp‖L∞t Lp
′ . ν‖R‖
1
p′
L1t,x
‖wp‖L1tW 1,q ≤ δ/2.
Proof. We first prove the L∞Lp
′
estimate, and then the Sobolev estimate L1W 1,q.
(1) L∞Lp
′
estimates:
Taking the Lp
′
norm in space yields
‖wp(t)‖p′ ≤ ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
∥∥Bk(t)Wk(σ·)∥∥p′ . (8.7)
Since x 7→ Bk(t, x) is smooth on Td for all fixed t ∈ [0, T ], by Lemma 2.4, we have∥∥∥Bk(t)Wk(σ·)∥∥∥
p′
≤
∥∥Bk(t)∥∥p′∥∥Wk∥∥p′ + σ−1CR‖Wk‖p′ (8.8)
From (8.7), (8.8), Lemma 8.1, and the fact that
∥∥Wk∥∥p′ ∼ 1, it follows that
‖wp(t)‖p′ . ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
‖Rk‖
1
p′
L1t,x
+ σ−1CR. (8.9)
We simply take L∞ in time to obtain
‖wp‖L∞t Lp
′(Td) . ν‖R‖
1
p′
L1t,x
+ CRσ
−1,
where we have used (6.13).
Once we take λ sufficiently large so that the error term
CRσ
−1 ≤ ν
∥∥R‖ 1p′
L1t,x
,
the desire bound follows
‖wp‖L∞t Lp(Td) . ν
∥∥R‖ 1p′
L1t,x
.
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(2) Sobolev estimate L1W 1,q:
Taking Sobolev normW 1,q in space we have
‖wp(t)‖W 1,q(Td) ≤ ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
∥∥∥Bk(t)Wk(σ·)∥∥∥
W 1,q(Td)
. (8.10)
Direct computation using Hölder’s inequality gives∥∥∥Bk(t)Wk(σ·)∥∥∥
W 1,q(Td)
≤ CR
(∥∥Wk(σ·)∥∥Lq(Td) + σ∥∥∇Wk(σ·)∥∥Lq(Td)).
From this, by Proposition 5.11 and the fact that τ = λ0 is fixed, we get∥∥∥Bk(t)Wk(σ·)∥∥∥
W 1,q(Td)
. CRσµ
1+γµ
d−1
p′
− d−1
q . (8.11)
Thus from (8.10) and (8.11) we get
‖wp(t)‖W 1,q(Td) ≤ νCRσµ
1+γµ
d−1
p′
− d−1
q
∣∣gκ(σt)∣∣. (8.12)
Integrating (8.12) in time and using (6.13) we have
‖wp‖L1tW 1,q ≤ νCRκ
−1σµ1+γµ
d−1
p′
− d−1
q = σλγµ
d−1
p′
− d−1
q .
Thanks to Lemma 7.1, it follows from the above that
‖wp‖L1tW 1,q ≤ νCRλ
−γ .

Lemma 8.6 (Estimate on wc). There holds
‖wc‖L∞t Lp
′ ≤ CRνσ
−1,
‖wc‖L1tW 1,q ≤ CRνκ
−1.
In particular, for λ sufficiently large
‖wc‖L∞t Lp
′ ≤ ν‖R‖
1
q
L1t,x
,
‖wc‖L1tW 1,q ≤ δ/2.
Proof. We first prove the L∞Lp
′
estimate, and then the Sobolev estimate L1W 1,q.
(1) L∞Lp
′
estimates: Taking Lp
′
norm in space we have
‖wc(t)‖p′ ≤ ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
∥∥∥B(∇Bk,Wk(σ·))∥∥∥
p′
. (8.13)
By Lemma 2.2 we get ∥∥∥B(∇Bk,Wk(σ·))∥∥∥
p′
≤ CR
∥∥RWk(σ·)∥∥p′ . (8.14)
Since the assumption on p, q implies that for 1 < p′ <∞, we have∥∥RWk(σ·)∥∥p′ . σ−1.
Then it follows from (8.13) and (8.14) that
‖wc(t)‖p′ ≤ CRνσ
−1
∣∣gκ(σt)∣∣,
which implies the desire bound thanks to (6.13).
(2) L1W 1,q estimates:
We takeW 1,q norm in space to obtain
‖wc(t)‖W 1,q ≤ ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
∥∥B(∇Bk,Wk(σ·))∥∥W 1,q .
By Poincare’s inequality, we have
‖wc(t)‖W 1,q . ν
∣∣gκ(σt)∣∣ ∑
1≤k≤d
∥∥∇B(∇Bk,Wk(σ·))∥∥q. (8.15)
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In fact, a slight modification of the proof of Lemma 2.2 gives
‖∇B(∇a, f)‖r . ‖a‖C2
[
‖Rf‖r + ‖∇Rf‖r
]
for all 1 ≤ r ≤ ∞ and a, f ∈ C∞(Td).
Due to the assumptions on p, q, 1 ≤ q < p′ <∞, which in particular implies that∥∥∇B(∇Bk,Wk(σ·))∥∥p′ ≤ CR, (8.16)
where we used the fact that∇R is a Calderón-Zygmund operator on Td.
Combining (8.15) and (8.16) we have
‖wc(t)‖W 1,q ≤ CRν
∣∣gκ(σt)∣∣,
which implies the desire bound after integrating in time thanks to (6.13).

8.3. Proof of the perturbation part of Proposition 3.1. We finish proving (3.2)–(3.7) of Proposition 3.1 in the
lemma below.
Lemma 8.7. There exists a universal constantM and a largeN ∈ N such that for all λ(ν, δ, R) sufficiently large, the
following hold.
(1) The density perturbation θ verifies
ν−1‖θ‖L1Lp ≤M‖R‖
1/p
L1t,x
and supp θ ⊂ Ir × T
d.
(2) The vector field perturbation w verifies
ν‖w‖L∞Lp′ ≤M‖R‖
1/p′
L1t,x
and ‖w‖L1W 1,q ≤ δ.
(3) The density perturbation θ has zero mean, and for all t ∈ [0, T ] and ϕ ∈ C∞(Td)ˆ
Td
θ(t, x)ϕ(x) dx ≤ δ‖ϕ‖CN .
Proof. By Lemmas 8.2,8.3,8.4 and Lemmas 8.5 and 8.6, for λ sufficiently large, we conclude that
‖θ‖L1Lp . ν‖R‖
1/p
L1t,x
‖w‖L∞Lp′ . ν
−1‖R‖
1/p′
L1t,x
with implicit constants independent of λ and (ρ, u,R). We thus choose the constantM to be maximum of the two
implicit constants.
To see that supp θ ⊂ Ir × Td, we simply note that by (7.4), the coefficients Ak and Bk in the definitions of θp, θc
and θo all verify this property.
By Lemmas 8.5 and 8.6 again, for λ sufficiently large, we have
‖w‖L1W 1,q ≤ δ.
Finally, let us show the last property. Noticing that θp + θc has zero mean by default and θo is a divergence, we
conclude that the density perturbation θ is mean-free. To show the last estimate, fix a test function ϕ ∈ C∞(Td). By
definitions, we have ∣∣∣ˆ
Td
θϕ dx
∣∣∣ ≤ ∣∣∣ ˆ
Td
θpϕdx
∣∣∣+ ∣∣∣ˆ
Td
θcϕdx
∣∣∣+ ∣∣∣ˆ
Td
θoϕdx
∣∣∣.
We show the bounds for θp and θo since the argument can be adapted to bound θc as well.
On one hand, applying Lemma 2.5 we have∣∣∣ ˆ
Td
θpϕdx
∣∣∣ . σ−N‖g˜κ‖∞ ∑
1≤k≤d
‖Akϕ‖CN‖Φk‖2.
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Recall that γN > d+ 1, and then ∣∣∣ ˆ
Td
θpϕdx
∣∣∣ ≤ CRλ−d−1κ‖Φk‖2‖ϕ‖CN
≤ CRλ
−1‖ϕ‖CN . (8.17)
On the other hand, by Lemma 8.4, we have∣∣∣ ˆ
Td
θoϕdx
∣∣∣ ≤ ‖θo‖L∞t,x‖ϕ‖∞
≤ CRσ
−1‖ϕ‖∞. (8.18)
Putting (8.17) and (8.17) together and increasing the value of λ if necessary, we obtain∣∣∣ ˆ
Td
θϕ dx
∣∣∣ ≤ δ‖ϕ‖CN .

9. PROOF OF THE PROPOSITION 3.1: ESTIMATES ON THE NEW DEFECT FIELD
We now turn to the final step of proving Proposition 3.1. Recall that we need to estimates the terms that solve the
divergence equations
divRosc = ∂tθo + div(θpwp) + divR
divRtem = ∂tθp + ∂tθc
divRlin = div(θu + ρw)
divRcor = div(θwc + (θo + θc)w).
The linear errorRlin and correction error Rcor can be estimated easily by standard methods. The temporal error Rtem
is subtler and we need to exploit the derivative gain given by the potentialΘk in Theorem 4.7 and Definition 5.6. Such
a difficulty is not present in [MS18, MS19a].
For the oscillation error Rosc we will use the decomposition done at the end of Section 7, which reads
Rosc = Rosc,x +Rosc,t +Rfar +Rappr +Rrem.
We summarize how each part of Rosc will be estimated as follows.
(1) As typical in the literature, Rosc,x can be shown to be small due to a gain of σ−1 given by the antidivergence.
(2) The term Rosc,t is small by itself since it is the outcome of a temporal cancellation.
(3) The far field error Rfar is the interference between different building blocks (Φk,Wk) and is very small by
Theorem 5.13.
(4) The approximation error Rappr is caused by the building blocks not being exact solutions of the transport
equation and can be estimated by Theorem 5.13.
(5) Finally, Rrem is the leftover old defect field that is small due to our choice of cutoffs χk in (7.4).
9.1. Temporal error.
Lemma 9.1 (Rtem estimate). For λ sufficiently large,
‖Rtem‖L1t,x ≤
δ
16
.
Proof. We may rewrite it as
Rtem = ν
−1
∑
1≤k≤d
∂t(g˜κ(σt))B(Ak,Φk(σ·)) + g˜κ(σt)B(∂tAk,Φk(σ·))
:= Rtem,1 +Rtem,2.
We will treat the second term Rtem,2 as an error.
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(1) Rtem,1 estimate:
Taking L1 in space, we have
‖Rtem,1(t)‖1 . ν
−1σ|∂tg˜κ(σt)|
∑
k
∥∥B(Ak,Φk(σ·))∥∥1. (9.1)
By linearity of B, we introduce the split∥∥B(Ak,Φk(σ·))∥∥1 . ∥∥B(Ak, divΩk(σ·))∥∥1 + ∥∥B(Ak, (Φk − divΩk)(σ·))∥∥1, (9.2)
which will allow us to take advantage of the potentialΩk.
For the first term in (9.2), we apply Lemma 2.2 to obtain∥∥B(Ak, divΩk(σ·))∥∥1 ≤ CR∥∥R( divΩk(σ·))∥∥1
(by periodic rescaling) ≤ CRσ
−1
∥∥RdivΩk(σ·)∥∥1
(by definition of R) ≤ Cr,Rσ
−1‖Ωk‖r
(by Theorem 5.13) ≤ Cr,Rσ
−1µ−1µ
d−1
p
− d−1
r ,
for any 1 < r <∞. Then we fix r > 1 as in Lemma 7.1 so that∥∥B(Ak, divΩk(σ·))∥∥1 ≤ CRσ−1µ−1λ−γ .
For the second term in (9.2), recall from Theorem 5.13 that
‖Φk − div(Ωk)‖Lr(Td) . µ
−1µ
d−1
p
− d−1
r ≤ µ−1λ−γ .
Thanks to this bound and Lemma 2.2, we have∥∥B(Ak, (Φk − divΩk)(σ·))∥∥1 ≤ CRσ−1∥∥(Φk − divΩk)(σ·)∥∥1 ≤ CRσ−1µ−1λ−γ (9.3)
where we have bounded the L1 norm by Lr norm. Thus∥∥B(Ak,Φk(σ·))∥∥1 .r CRσ−1µ−1λ−γ ,
which together with the bound ˆ
[0,1]
|∂tg˜κ(σt)| dt . κ,
implies that
‖Rtem,1‖L1t,x ≤ CRκσµ
−1σ−1λ−γ
≤ CRλ
−γ ,
where we have also used Lemma 7.1.
For λ sufficiently large, we have
‖Rtem,1‖L1t,x ≤
δ
32
.
(2) Rtem,2 estimate:
We treat the second term Rtem,2 as an error and use Lemma 2.2 to obtain that
‖Rtem,2‖1 ≤ CR|g˜κ(σt)|
∑
k
‖Φk(σ·)‖1.
Using Proposition 5.11 and (6.13), integrating in time gives
‖Rtem,2‖L1t,x ≤ CRτ
1
p
−1µ
d−1
p
−(d−1).
Thanks to Lemma 7.1, for λ sufficiently large, we have
‖Rtem,2‖L1t,x ≤
δ
32
.

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9.2. Linear error.
Lemma 9.2 (Rlin estimate). For λ sufficiently large,
‖Rlin‖L1t,x ≤
δ
16
.
Proof. We start with Hölder’s inequality∥∥Rlin∥∥L1t,x ≤ ‖θ‖L1t,x‖u‖L∞t,x + ‖ρ‖L∞t,x‖w‖L1t,x .
On one hand, by Hölder’s inequality we get
‖θp + θc‖L1t,x ≤ CRν
−1
∑
1≤k≤d
‖g˜κ(σt)Ak(t, x)Φk(σx)‖L1t,x
≤ CRν
−1
∑
1≤k≤d
‖g˜κ‖L1([0,1])‖Φk‖1
≤ CRν
−1µ
d−1
p
−d−1.
(9.4)
By definition of θo (7.16) we have
‖θo‖L1t,x . CRσ
−1‖h‖L1([0,1]) .R σ
−1. (9.5)
On the other hand, since 1 ≤ q <∞, by Lemma 8.5 and Lemma 8.6
‖w‖L1t,x ≤ ‖wp‖L1tW 1,q + ‖wc‖L1tW 1,q
≤ CRν(σ
−1 + κ−1).
(9.6)
Combining (9.4), (9.5), and (9.6) we have∥∥Rlin∥∥L1t,x ≤ Cρ,u,R,ν(µ d−1p −d−1 + κ−1 + σ−1).
Thanks to Lemma 7.1, for sufficiently large λ we have
‖Rlin‖L1t,x ≤
δ
16
. (9.7)

9.3. Correction error.
Lemma 9.3 (Rcor estimate). For λ sufficiently large,
‖Rcor‖L1t,x ≤
δ
16
.
Proof. By Hölder’s inequality we have
‖Rcor‖L1t,x ≤ ‖θ‖L1Lp‖wc‖L∞Lp′ + (‖θo‖L1Lp + ‖θc‖L1Lp)‖w‖L∞Lp′ .
All terms have been estimated before, and by Lemma 8.2, 8.3, 8.4, 8.5, 8.6 we have
‖Rcor‖L1t,x .R ν
−1‖wc‖L∞Lp′ + ν(‖θo‖L1Lp + ‖θc‖L1Lp)
≤ CRσ
−1(ν−1 + ν),
which concludes the proof.

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9.4. Oscillation errors. We will estimate Rosc according to the decomposition in Lemma 7.5.
For reference, we recall that
Rosc = Rosc,x +Rosc,t +Rfar +Rappr +Rrem,
where Rosc,x is the error of high frequency in space
Rosc,x = g˜κ(σt)gκ(σt)
∑
1≤k≤d
B
(
∇(AkBk),
(
ΦkWk(σx) −
 
Td
ΦkWk dx
))
,
Rosc,x is the error of high frequency in time
Rosc,t = σ
−1h(σt)R
∑
1≤k≤d
ek · ∂t∇(χ
2
kRk),
Rfar is the far field error
Rfar = g˜κ(σt)gκ(σt)
∑
k 6=k′
AkBk′ ,ΦkWk(σx),
Rappr is the approximation error
Rappr = g˜κ(σt)gκ(σt)
∑
1≤k≤d
B
(
AkBk, divRk(σx)
)
,
and Rrem is the remainder error
Rrem =
∑
1≤k≤d
(1− χ2k)Rkek.
We start with Rosc,x.
Lemma 9.4 (Rosc,x estimate). For λ sufficiently large,
‖Rosc,x‖L1t,x ≤
δ
16
.
Proof. DenoteΘk ∈ C∞0 (T
d) by
Θk = ΦkWk −
 
Td
ΦkWk dx
so that Rosc,x reads
Rosc,x = g˜κ(σt)gκ(σt)
∑
1≤k≤d
B
(
∇(AkBk),Θk(σ·)
)
.
We take L1 norm in space to obtain
‖Rosc,x(t)‖1 ≤
∣∣g˜κ(σt)gκ(σt)∣∣ ∑
1≤k≤d
∥∥B(∇(AkBk),Θk(σ·))∥∥1.
Applying Lemma 2.2 gives ∥∥∥B(∇(AkBk),Θk(σ·))∥∥∥
1
. CRσ
−1‖RΘk‖1.
It follows that
‖Rosc,x(t)‖1 ≤ CR
∣∣g˜κ(σt)gκ(σt)∣∣σ−1.
So for L1t,x norm, we have
‖Rosc,x‖L1t,x ≤ CRσ
−1.

Lemma 9.5 (Rosc,t estimate). For λ sufficiently large,
‖Rosc,t‖L1t,x ≤
δ
16
.
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Proof. By Lemma 2.1, we have
‖Rosc,t‖L1t,x . σ
−1
∥∥h(σt) ∑
1≤k≤d
ek · ∂t∇(χ
2
kRk)
∥∥
L1t,x
.
It follows from Hölder’s inequality that
‖Rosc,t‖L1t,x ≤ CRσ
−1
∥∥h(σt)∥∥
L1([0,1])
≤ CRσ
−1.

Lemma 9.6 (Rrem estimate). There holds
‖Rrem‖L1t,x ≤
δ
2
.
Proof. We need to estimate
‖Rrem‖L1t,x ≤
∑
1≤k≤d
‖(1− χ2k)Rkek‖L1t,x .
Note that
(t, x) ∈ supp(1− χ2k)⇒ |Rk| ≤
δ
4d
or t ∈ Icr ,
and thus by (7.3) we have
‖Rrem‖L1t,x ≤
∑
1≤k≤d
ˆ
|Rk|≤
δ
4d
(1− χ2k)|Rk| dxdt +
ˆ
t∈Icr
(1− χ2k)|Rk| dxdt
≤ d×
(
|[0, 1]× Td| ×
δ
4d
+ 2r × ‖R‖L∞t,x
)
=
δ
2
.

Lemma 9.7 (Rfar estimate). For λ sufficiently large,
‖Rfar‖L1t,x ≤
δ
16
.
Proof. Taking L1 norm in space gives
‖Rfar‖1 ≤ |g˜κ(σt)gκ(σt)|
∑
k 6=k′
‖AkBk′ ,ΦkWk′(σx)‖1.
Using Theorem 5.13 we get
‖Rfar‖1 ≤ CR|g˜κ(σt)gκ(σt)|µ
−d.
Integrating in time and using (6.13) we have
‖Rfar‖L1t,x ≤ CRµ
−d,
which concludes the proof once taking λ sufficiently large. 
Lemma 9.8 (Rappr estimate). For λ sufficiently large,
‖Rappr‖L1t,x ≤
δ
16
.
Proof. We need to estimate
‖Rappr‖L1t,x ≤ |g˜κ(σt)gκ(σt)|
∑
1≤k≤d
∥∥B(AkBk, div (Rk(σx)))∥∥L1t,x . (9.8)
By Lemma 2.2, for any r > 1 we have∥∥∥B(AkBk, div (Rk(σx)))∥∥∥
L1(Td)
≤ CR
∥∥Rdiv (Rk(σx))∥∥L1(Td)
≤ CR
∥∥Rk∥∥Lr(Td).
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Thanks to Theorem 5.13, and Lemma 7.1, we can fix a r > 1 so that∥∥∥B(AkBk, div (Rk(σx)))∥∥∥
L1(Td)
≤ CRµ
−γµd−1−
d−1
r ≤ CRµ
−γ/2. (9.9)
It follows from (6.13), (9.8), and (9.9) that
‖Rappr‖L1t,x ≤ CRµ
−γ/2,
which completes the proof.

9.5. Conclusion of the proof of Proposition 3.1. We can finish the proof of Proposition 3.1 by showing (3.7).
We take λ sufficiently large so that all lemmas in this section and Lemma 8.7 hold. Then the new defect field R
verifies
‖R‖L1([0,1×Td]) ≤ ‖Rtem‖L1t,x + ‖Rlin‖L1t,x + ‖Rcor‖L1t,x
+ ‖Rosc,x‖L1t,x + ‖Rosc,t‖L1t,x + ‖Rfar‖L1t,x + ‖Rappr‖L1t,x
+ ‖Rrem‖L1t,x
≤ 7×
δ
16
+
δ
2
≤ δ.
APPENDIX A. INVERSE LAPLACIAN FOR SCHWARTZ FUNCTIONS
In this section, we prove that the inverse Laplacian of a Schwartz function has certain decay at infinity provided it
has zero mean and zero first moments.
Lemma A.1. Suppose f ∈ S(Rd) and ˆ
f(x)xα dx = 0 for 0 ≤ |α| ≤ 1,
then h := ∆−1f ∈ Wm,p(Rd) ∩ C∞(Rd) for 1 < p ≤ ∞ andm ≥ 0.
Proof. We provide a proof using homogeneous Littlewood-Paley decomposition on Rd. For any q ∈ Z, let ∆q be the
q-th Littlewood-Paley projection onto frequencies λq = 2q so that
f =
∞∑
−∞
∆qf.
To show that h = ∆−1f ∈ Wm,p, for k ≥ 0 and 1 < p ≤ ∞, by the Littlewood-Paley theorem, it suffices to show
there exists a constant Cp > 0 for 1 < p ≤ ∞ such that
‖∆qf‖Lp(Rd) . λ
2+Cp
q for all q ≤ 0,
namely, low frequencies are suitably small.
By the representation formula, we have
∆qf(x) =
ˆ
Rd
ϕq(x− y)f(y) dy. (A.1)
We use the Taylor theorem to expand ϕq(x− y) to the first order
ϕq(x− y) = ϕq(x)−∇ϕq(x) · y +
∑
|β|=2
Rβ(x, y)y
β , (A.2)
where the remainder is given by
Rβ(x, y) =
ˆ 1
0
(1− t)Dβϕ(x− ty) dt. (A.3)
By assumptions of zero mean and zero first moments of f , combined (A.1) and (A.2) we obtain
∆qf(x) =
∑
|β|=2
ˆ
Rd
Rβ(x, y)y
βf(y) dy. (A.4)
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By Minkowski’s inequality,
‖∆qf‖Lp(Rd) .
∑
|β|=2
ˆ ( ˆ ∣∣∣Rβ(x, y)∣∣∣pdx) 1p |f(y)||y|2dy.
We can use Minkowski’s inequality to estimate Rβ(x, y) as well to obtain( ˆ ∣∣∣Rβ(x, y)∣∣∣pdx) 1p . ˆ 1
0
(ˆ ∣∣∣∇2ϕq(x− ty)∣∣∣pdx) 1p dt
. ‖∇2ϕq‖p
. λ
2+d− d
p
q ,
for |β| = 2. Therefore,
‖∆qf‖Lp(Rd) .
∑
|β|=2
ˆ
λ
β+d−d
p
q |f(y)||y|
2dy
. λ
2+d− d
p
q .

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