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Abstract
In this paper we propose Policy Synthesis under probabilistic Con-
straints (PSyCo), a systematic engineering method for synthesizing safe
policies under probabilistic constraints with reinforcement learning and
Bayesian model checking. As an implementation of PSyCo we introduce
Safe Neural Evolutionary Strategies (SNES). SNES leverages Bayesian
model checking while learning to adjust the Lagrangian of a constrained
optimization problem derived from a PSyCo specification. We empiri-
cally evaluate SNES’ ability to synthesize feasible policies in settings with
formal safety requirements.
1 Introduction
Reinforcement learning enables agents to automatically learn policies maximiz-
ing a given reward signal. Recent developments combining reinforcement learn-
ing with deep learning have had great success in tackling more and more complex
domains, such as learning to play video games based on visual input or enabling
automated real-time scheduling in production systems (4; 39).
Reinforcement learning also provides valuable solutions for systems operat-
ing in non-deterministic and partially known environments, such as autonomous
systems, socio-technical systems and collective adaptive systems (see e.g. (10;
23; 12; 32)). However, it is often difficult to ensure the quality and the cor-
rectness of reinforcement learning solutions. In many applications, learning is
focusing on achieving and optimizing system behavior but not on guaranteeing
the safety of the system (see e.g. also (10; 23; 12)).
Optimizing for both functional effectiveness and system safety at the same
time poses a fundamental challenge: If maximizing return and satisfying bounds
are interfering, what should the learner optimize in a given situation? That is,
besides the fundamental dilemma of exploration and exploitation, the learner
now faces an additional choice to be made: When to optimize return, and when
to optimize feasibility, when it is not possible to optimize both at the same
time?
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Motivated by this fundamental challenge, we propose Policy Synthesis under
probabilistic Constraints (PSyCo), a systematic method for deriving safe poli-
cies under probabilistic constraints with reinforcement learning and Bayesian
model checking. We treat the problem of learning policies under such proba-
bilistic goals as a constrained optimization problem, and propose a black-box
approach based on evolutionary strategies and Bayesian verification for solving
it approximately.
PSyCo is organized along the classical phases of systematic software develop-
ment: a system specification comprising a constrained Markov decision process
(CMDP) as domain specification and a requirement specification in terms of
probabilistic constraints, an abstract design defined by an algorithm for safe
policy synthesis with reinforcement learning, and Bayesian model checking for
system verification.
For implementing PSyCo’s abstract design we propose Safe Neural Evo-
lutionary Strategies (SNES). SNES leverages Bayesian model checking while
learning to adjust the Lagrangian of a constrained optimization problem de-
rived from a PSyCo specification. SNES combines three building blocks for
learning safe policies: (1) Constrained optimization with a Lagrangian multi-
plier, (2) modeling confidence in constraint satisfaction with a Beta distribution
and (3) using this confidence to adjust the Lagrangian multiplier in the learning
process to adaptively balance the optimization objective of the learner between
maximizing return and minimizing cost, respectively.
The paper makes the following contributions.
• The PSyCo methodology for safe policy sythesis under probabilistic con-
straints with reinforcement learning and Bayesian model checking. PSyCo
accounts for empirical verification based on finite observations by includ-
ing confidence requirements.
• We introduce Safe Neural Evolutionary Strategies (SNES) for learning safe
policies under probabilistic constraints. SNES leverages online Bayesian
model checking to obtain estimates of constraint satisfaction probability
and a confidence in this estimate.
• We empirically evaluate SNES showing it is able to synthesize policies that
satisfy probabilistic constraints with a required confidence.
The paper is structured as follows: In Section 2 we introduce the PSyCo
method. Section 3 describes safe policy synthesis with the Safe Neural Evolu-
tionary Strategy SNES. In Section 4 we present the results of our experiments
with the Particle Dance case study. Sections 5 and 6 discuss related work and
the limitations of our approach. Finally, Section 7 gives a short summary of
PSyCo and addresses further work.
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2 The PSyCo Method for Safe Policy Synthesis
under Probabilistic Constraints
Our approach to safe policy synthesis comprises three phases: System specifi-
cation as constrained Markov decision process with goal-oriented requirements,
system design and implementation via safe policy synthesis, and verification by
Bayesian model checking. As we will see, we use Bayesian model checking in
two ways: To guide the learning process towards feasible solutions, and to verify
synthesized policies.
2.1 PSyCo Overview
PSyCo comprises the following three components.
• A system specification consisting of
– a domain specification given by a CMDP m (in the set M of all
CMDPs) and
– a set of goal-oriented requirements including optimization goals and
probabilistic hard constraints. We restrict our further discussion to a
single optimization goal and a single hard constraint φc (in the set Φc
of all constraint formulas) for the sake of simplicity. We think that
extending our results to full sets of constraints is straightforward.
• A safe reinforcement learning algorithm L yielding (the parameters of) a
policy.
• A verification algorithm V to check constraint satisfaction of the learned
policy in the given CMDP.
PSyCo leverages two operations: a learning algorithm L for synthesizing safe
policies wrt. rewards, costs and constraints (i.e. optimizing goals and proba-
bilistic constraints), and a verification algorithm V for statistically verifying
synthesized policies.
We optimize the parameters θ ∈ Θ of the policy wrt. rewards and costs of m
with the safe reinforcement learning algorithm L, taking the given probabilistic
requirement φc ∈ Φc into account.
L : M × Φc → Θ (1)
We verify the optimized parameters of the synthesized policy wrt. the given
CMDP and the constraint specification.
V : M × Φc ×Θ→ B (2)
Given a CMDP m and a constraint φc, PSyCo works by learning and veri-
fying a policy as follows (where θ = L(m,φc)).
PSyCo : M × Φc → B (3)
PSyCo(m,φc) = V (m,φc, L(m,φc)) = V (m,φc, θ) (4)
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2.2 System Specification: Constrained Markov Decision
Processes and Goal-Oriented Requirements
The system specification consists of a domain specification and a set of require-
ments.
Domain Specification as Constrained MDP The domain specification
comprises a probabilistic labeled transition system describing the physics of
the application domain. It is given by a tuple (S,A, T ), where A is a finite
set of agent actions, S is a finite set of system states and T : p(S|S,A) is a
probability distribution describing the transition probabilities of reaching some
successor state when executing an action in a given state. For expressing our
requirements we extend the labeled transition system by rewards and costs and
specify a domain by a constrained Markov decision process (CMDP)
(S,A, T,R,C, ρ)
where (S,A, T ) is a probabilistic labeled transition system, R : S ×A× S → R
is a reward function, C : S × A× S → R is a cost function, and ρ : p(S) is the
initial state distribution (3).
Note that CMDPs are not restricted to a single cost function in general,
however in this paper we restrict ourselves to a single cost function for sake of
simplicity. We think that our results could be extended to sets of cost functions
straightforwardly.
An episode e is a sequence of sequential transitions (s, a, s′, r, c), s, s′ ∈ S, a ∈
A, r = R(s, a, s′), c = C(s, a, s′) in the CMDP. By Episodesn we denote the set
of all episodes of length n (where n ∈ N).
Requirements We consider two kinds of goals: optimization goals and (hard)
constraints. Optimization goals are soft constraints and maximize an objective
function, constraints are behavioral goals which impact the possible behaviors
of the system, similar to e.g. maintain goals (which restrict the behavior of the
system) and achieve goals (which generate behavior), see KAOS (16).
In our MDP setting, we relate the optimizing goal with the rewards of the
MDP and require it to maximize the return:
Goal Optimize Return : maxE(R) (5)
where R is the cumulative sum of rewards in an episode and E(R) denotes the
expectation of the return.
Probabilistic constraints are built over basic constraints. A basic constraint
φ has the form
C op const (6)
where C is an expression denoting a function C : Episodesn → R from the set
of episodes of length n into the real numbers, op ∈ {≤,≥, <,>}, and const is a
constant denoting a real number const ∈ R.
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Example Let C be instantiated with the cumulative cost of an episode, and
let cost req ∈ R be a constant required maximum cumulative cost. Then the
basic constraint φ
C ≤ cost req (7)
compares (the cumulative cost) C with the value of the constant cost req.
The formula
P≥preq(φ) (8)
states that the basic constraint φ holds with at least probability preq ∈ (0, 1)
within n transitions in the domain. In our particular case of statistical verifica-
tion based on finite observations, we add an additional confidence requirement
creq ∈ (0, 1) to be satisfied and define:
φc(φ, preq, creq) = P≥preq(φ) with confidence creq (9)
Let name be a name for the constraint φc. Then we write the named prob-
abilistic constraint as:
Goal Constraint name : φc(φ, preq, creq) (10)
Example (continued) The probabilistic constraint
Goal Constraint BoundedCost : φc(C ≤ 4, preq, creq) (11)
with name BoundedCost and φc = P≥preq(C ≤ 4) with confidence creq requires
that with probability ≥ preq and confidence creq, the cumulative cost is smaller
than 4.
Combining Optimization Goals and Constraints as Target for Policy
Synthesis By combining the optimizing goal (5) with the constraint (10) we
obtain a constrained optimization problem. Given a constraint φc(φ, preq, creq),
our task is to synthesize a policy pi : S → A that optimizes the following
constrained optimization problem, where E(R) denotes the expectation of the
return.
maxE(R) s.t. φc(φ, preq, creq) (12)
Remark: Expressivity of Constraints With our notion of constraint we
can express several other specification formalisms. Examples are step-bounded
probabilistic temporal logic and as a consequence a probabilistic version of the
behavioral goals of KAOS (16), i.e. maintain, achieve, avoid and cease goals.
The set Φbound of all step-bounded CTL path formulas with bounds m ≤ n
comprises formulas of the form Xψ (”next ψ”), ψ1U
≤mψ2 (”step-bounded un-
til”), F≤mψ (”step-bounded eventually”), and G≤mψ (”step-bounded always”),
where ψ,ψ1, ψ2 are CTL state formulas (see e.g. (7), page 781).
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The formula ψ1U
≤mψ2 (where m ≤ n) asserts that ψ2 will hold within
at most m steps, while ψ1 holds in all states that are visited before a ψ2 -
state has been reached. The step-bounded eventually operator F≤mψ is de-
fined by trueU≤mψ and the step-bounded always operator G≤mψ is defined by
¬F≤m(¬ψ).
With the help of the characteristic function χ : Φbound → (Episodesn →
{0, 1}) defined by
χ(φ)(e) =
{
1 e  φ
0 otherwise
(13)
we can transform any step-bounded CTL path formula φ into an expression χ◦φ
denoting a function from Episodesn into a real number 0 or 1.
Thus any step-bounded CTL path formula φ ∈ Φbound induces a basic con-
straint χ ◦ φ ≥ 1 and a probabilistic constraint φc(χ ◦ ψ ≥ 1, preq, creq) of the
form
P≥preq(χ ◦ φ ≥ 1) with confidence creq (14)
asserting that φ is true with probability preq and confidence creq. As an example
we can define step-bounded maintain goals and step-bounded achieve goals in
the sense of KAOS:
Goal Constraint ACHIEVE ψ : φc(χ ◦ F≤nψ ≥ 1, preq, creq) (15)
requiring that ψ will hold within at most n steps with probability preq and
confidence creq.
Goal Constraint MAINTAIN ψ : φc(χ ◦G≤nψ ≥ 1, preq, creq) (16)
requiring that with probability preq and confidence creq, ψ holds in all n steps
of an episode.
Also step-bounded cease and avoid goals can be expressed. It suffices to
replace ψ with ¬ψ in the formulas above.
2.3 Abstract Design: Safe Reinforcement Learning Algo-
rithm L
We now discuss the learning algorithm L for synthesizing a policy optimizing
its parameters wrt. the constraint optimization problem stated in (Eq. 12). We
denote executing a policy parameterized by θ ∈ Θ in a CMDP m ∈ M with a
given constraint φ ∈ Φ as follows, yielding a distribution over episode return,
cost and satisfaction of the constraint as result of the execution.
m : p(R× R× B|Θ× Φ) (17)
We typically sample from this distribution, which we denote as follows.
R, C, sat ∼ m(θ, φ) (18)
6
Remark: Notation We overload m to describe both the CMDP tuple and
the probability distribution the CMDP yields when being executed with a policy
and constraints.
We can synthesize a policy that optimizes the constrained optimization prob-
lem with safe reinforcement learning. One approach is to use the problem’s dual
representation as a reward function for a reinforcement learning algorithm (3).
Let e be an episode generated by sampling from a CMDP using a policy. In
general, we can transform the problem
maxR s.t. C ≤ const (19)
to its dual representation
maxR− λ(C − const) (20)
where λ ∈ R+ is a Lagrangian multiplier and C, const ≥ 0. Without loss of
generality, we use an alternative formulation of Eq. 20 where λ ∈ (0, 1).
maxλR− (1− λ)(C − const) (21)
We outline the general process of safe RL with function approximation in
Algorithm 1. The key challenge in this approach is to determine an appropriate
λ and to adjust it effectively over the learning process.
Algorithm 1 Safe RL
1: procedure Safe RL(CMDP m ∈M)
2: initialize parameters θ
3: while learning do
4: generate episodes by sampling from m
5: determine return and excess cost
6: determine λ
7: update θ wrt. maxθ λR− (1− λ)(C − const)
2.4 Verification: Bayesian Model Checking Algorithm V
We resort to Bayesian model checking (BMC) (25; 42; 9) for verification of
policies, leveraging it in two ways: To guide the learning process towards feasible
solutions, and to verify synthesized policies.
Executing a policy in m generating an episode either satisfies φ or violates it
otherwise. Thus, we can treat the generation of multiple episodes as Bernoulli
experiment with a satisfaction probability psat. We are interested in estimating
this probability in order to check whether is complies with our probabilistic
constraint preq, that is psat ≥? preq.
Rather than doing a point estimate of psat via maximum likelihood estima-
tion, we assign a plausibility to each possible psat ∈ (0, 1), yielding a Bayesian
estimate. We assign a prior distribution to all possible values of psat, and then
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compute the posterior distribution based on the observations O of cost con-
straint satisfaction or violation.
In general, the posterior is proportional to the prior P (p) and the likelihood
of the observations given this prior.
P (p|O) ∝ P (O|p)P (p) (22)
In the particular case of a Bernoulli variable, the conjugate prior is the Beta
distribution (17). The Beta distribution is defined by two parameters α, β ∈ N+,
which are given by the observed count of positive and negative results of the
Bernoulli experiment. We use a uniform prior α, β = 1 over possible values of
psat, assigning the same plausibility to all possible values before observing any
data. This yields the following equality when assuming s satisfactions and v
violations of C ≤ const .
psat = P (p|s, v) = Beta(s+ 1, v + 1) (23)
This update yields a posterior distribution over the possible values of psat
given the observation of satisfaction and violation. We can now compute the
probability mass csat of this posterior that lies above the required probability
preq to obtain a confidence about the current system satisfying our probabilistic
constraint.
csat =
1∫
preq
P (psat)dpsat = 1− Beta(s+ 1, v + 1).cdf(preq) (24)
Here, cdf denotes the cumulative density function of the Beta distribution.
Algorithm 2 shows the pseudo code for Bayesian verification of a policy that
is parametrized with parameters θ.
Algorithm 2 Bayesian verification
1: procedure BV(CMDP m ∈M , requirement φc(φ, preq, creq))
2: s, v ← 0
3: loop
4: R,C, sat ∼ m(θ, φ)
5: update s or v wrt. sat
6: determine csat wrt. Eq. 24
7: if csat ≥ creq then return true
8: if 1− csat ≥ creq then return false
While this approach allows to verify a given policy after training, it does not
directly provide a way to synthesize a policy that is likely to be verified. We
will provide an approach to this problem in the next section.
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3 Safe Neural Evolutionary Strategies
The previous section outlined a methodology for engineering safe policy syn-
thesis based on specification as a CMDP, safe RL and Bayesian verification. In
this section, we propose Safe Neural Evolutionary Strategies (SNES) for learn-
ing policies that are likely to be positively verified. SNES weights return and
cost in the process of policy synthesis based on Bayesian confidence estimates
obtained in the course of learning.
3.1 Evolutionary Strategies
Evolutionary strategies (ES) is a gradient free, search-based optimization algo-
rithm that has shown competitive performance in reinforcement learning tasks
using deep learning for function approximation (37). ES is attractive as it is not
based on backpropagation and can therefore be parallelized straightforwardly.
Also, it does not require expensive GPU hardware for efficient computation.
The basic ES procedure is shown in Algorithm 3. ES works by maintaining
the parameters θ of the current solution. It then generates N ∈ N+ slightly
perturbed offspring from this solution to be evaluated on the optimization task
f , for example optimizing expected episode return of a policy in an MDP (lines
4 to 7). The current solution is then updated by moving the solution parameters
into the direction of offspring weighted by their respective return, in expectation
increasing effectiveness of the solution (lines 8 and 9).
We normalize a set of values X ∈ RN+ to zero mean and unit standard
deviation with the following normalization procedure.
normalize(X) =def ∀x ∈ X : x← x−mean(X)
std(X)
(25)
Algorithm 3 ES
1: procedure ES(population size N ∈ N+, perturbation rate σ ∈ R+, learning
rate α ∈ (0, 1], task f : Θ→ R)
2: initialize parameters θ
3: while learning do
4: for i ∈ {1, ..., N} do
5: i ∼ Normal(σ) . perturb offspring
6: θi ← θ + i
7: Ri ← f(θi) . determine return
8: normalize(
⋃
iRi)
. update solution
9: θ ← θ + ασN
∑N
j=1Rj ∗ j
9
3.2 Safe Neural Evolutionary Strategies
Safe Neural Evolutionary Strategies (SNES) uses Bayesian verification in the
learning process to adaptively weight return and cost in the course of policy
synthesis such that the resulting policy is likely to be positively verified.
SNES works as basic ES, and additionally performs a Bayesian verification
step in each iteration. The resulting confidence estimate in positive verification
is then used to determine the weighting λ of return and cost.
In order to account for confidence requirements, the confidence estimate csat
from Bayesian verification is set in relation to the required confidence creq such
that if confidence in constraint satisfaction is lower than required, only costs
are reduced in the parameter update. If the constraint is satisfied with enough
confidence, the influence of return is gradually increased.
λ← max(0, csat − creq)
1− creq (26)
SNES is shown in Algorithm 4. SNES generates offspring and evaluates
return, cost and whether an offspring satisfies or violates the requirement φ in
an episode (lines 6 to 11). It uses this information to update the Lagrangian
(lines 12 to 14) and updates parameters weighted accordingly to normalized
return and cost (lines 15 to 18).
Algorithm 4 Safe Neural Evolutionary Strategies (SNES) for policy synthesis
under probabilistic constraints
1: procedure SNES(population size N ∈ N+, perturbation rate σ ∈ R+,
learning rate α ∈ (0, 1], CMDP m ∈M , requirement φc(φ, preq, creq))
2: initialize parameters θ
3: s, v ← 0
4: λ← 1
5: while learning do
6: for i ∈ {1, ..., N} do
7: i ∼ Normal(σ) . perturb current parameters
8: θi ← θ + i
9: Ri, Ci, sati ← m(θi, φ) . evaluate perturbation
10: Ci ← Ci − const . adjust cost wrt. basic constraint φ
11: s← s+ I(sati) . count satisfying episodes
12: v ← v +N − s . number of violating episodes
13: csat ← 1− Beta(s+ 1, v + 1).cdf(preq) . determine confidence
14: λ← max(0, csat − creq)
1− creq . set λ wrt. requirement
15: normalize(
⋃
iRi) . normalize return and cost
16: normalize(
⋃
i Ci)
17: θ ← θ + αλσN
∑N
j=0Rj ∗ j . update parameters
18: θ ← θ − α(1−λ)σN
∑N
j=0 Cj ∗ j
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Remark: SNES vs. maximum likelihood calibration of the Lan-
grangian To show the effect of the Bayesian treatment and the necessity of
computing confidence for adapting λ in the learning process, we compared SNES
to a naive variant for tuning λ. Here, we use a maximum likelihood estimate
pˆsat for satisfaction probability and adjust λ according to the following rule.
pˆsat ← nsat
number of episodes
(27)
λ← max(0, pˆsat − preq)
1− preq (28)
Note that the naive approach does not account for confidence in its result.
4 Experiments
In this section, we report on empirical results obtained when evaluating SNES.
4.1 Setup
Particle Dance In the Particle Dance domain, an agent has to learn to follow
a randomly moving particle as closely as possible. Agent and particle have a
position x ∈ [−2, 2]2 and a velocity v ∈ [−0.1, 0.1]2. The state space S describes
the positions and velocities of both agent and particle. We restrict positions
and velocities to their respective boundaries by clipping any exceeding values.
S : [−2, 2]4 × [−0.1, 0.1]4 (29)
The initial positions are sampled from [−1, 1]4 uniformly at random. The initial
velocities are fixed to zero.
ρ : U([−1, 1]4)× [0, 0]4 (30)
The agent can choose its acceleration at each time step. This yields the contin-
uous action space A.
A : [−0.1, 0.1]2 (31)
Both agent and particle are accelerated at each time step by a value a ∈
[−0.1, 0.1]2. The particles’ acceleration is sampled uniformly at random at each
time step. Positions are updated wrt. current velocities. Let s ∈ S be the
systems current state and a ∈ A be the action executed by the agent, then the
transition distribution T : p(S|S,A) is given by:
s = (xagent, xparticle, vagent, vparticle)
T (s, a) ∼

vparticle ← vparticle + U [−0.1, 0.1]2
xparticle ← xparticle + vparticle
vagent ← vagent + a
xagent ← xagent + vagent
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Reward and Cost The agent gets a reward at each step of an episode that
is incentivizing it to get as close to the particle as possible. We also define a
collision radius, and induce a cost when the agent is closer to the particle than
this radius.
R(s, a, s′) = −d(x′agent, x′particle) (32)
C(s, a, s′) =
{
1 d(x′agent, x
′
particle) ≤ dmin, dmin = 0.1
0 otherwise
(33)
Requirements The reward computes the negative distance between particle
and agent. Minimizing the distance means maximizing the reward. Thus the
optimizing goal is to maximize the expectation of the return R (see (5)):
Goal Optimize Return : maxE(R) (34)
As constraint, we require the number of collisions in an episode (i.e. the
cumulative cost C) to be below a given threshold const ∈ {1, 4}. We set the
episode length to n = 50, the required probability for satisfying the constraint
preq = 0.8 and the required confidence creq = 0.98.
Goal Constraint BoundedCostconst : φc(C ≤ const , preq = 0.8, creq = 0.98)
(35)
Policy Network We model the policy of our agents as a feedforward neu-
ral network with parameters θ. Our network consists of an input layer with
dimension 8 (position and velocity of agent and particle), a hidden layer with
dimension 32, and has an output dimension of 2 (two dimensions of accelera-
tion). Let θ = {θ1, θ2} be the networks’ weights in the input and hidden layer
respectively, and let f1 and f2 be non-linear activation functions, with f1 being
a rectified linear unit (22) and f2 being tanh in our case. Then, the networks
output is given as follows.
y ← f2(θ2f1(θ1x+ 1) + 1) (36)
Other parameters We report our results for population sizeN = 20, learning
rate α = .01 and perturbation rate σ = .1. Experiments with other parameters
yielded similar results. We repeated the experiments five times and show mean
values as solid lines and standard deviation by shaded areas in our figures.
4.2 Results
The SNES agent learns to follow the particle closely. In Figure 1 we see sample
trajectories of the particle and the agent (color gradients denote time). We
observe that the synthesized policy learned the task to follow the particle suc-
cessfully.
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Figure 1: Sample trajectories of the particle (blue to green, color gradient de-
notes time) and the agent (red to yellow).
We can observe the effect of SNES learning unconstrained and constrained
policies on the obtained episode return in Figure 2. Return and constraint define
a Pareto front in our domain: Strengthening the constraint reduces the space
of feasible policies, and also reduces the optimal return that is achievable by a
policy due to increased necessary caution when optimizing the goal, i.e. when
learning to follow the particle as close as possible.
Figure 3 shows the proportion of episodes that satisfy the given requirement
on cost, i.e. C ≤ const . We can see that the proportion closely reaches the
defined bound, shown by the dashed vertical line. Note that the satisfying
proportion is closely above the required bound.
Figure 4 shows the confidence of the learning agent in its ability to satisfy
the given requirement based on the observations made in the learning process
so far. The confidence is determined from the Beta distribution maintained
by SNES over the course of training. Note that the confidence is mostly kept
above the confidence requirement given in the specification. This shows SNES
is effectively incorporating observations, confidence and requirement into its
learning process.
Figure 5 shows the results of Bayesian verification performed throughout
the learning process every 1000 episodes. Here, we fix the current policy, and
perform Bayesian verification of the policy wrt. the given requirement. The
quantity measured is the confidence in requirement satisfaction after either sur-
passing creq (i.e. the policy satisfies the requirement with high confidence),
falling below 1 − creq (i.e. the policy violates the requirement with high confi-
dence) or after a maximum of 1000 verification episodes. We can see that the
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Figure 2: Episode return for various constraints. Constraint 0.0 denotes uncon-
strained policy synthesis.
Figure 3: Proportion of episodes satisfying cost requirement.
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Figure 4: Confidence csat in satisfying specification based on observations in the
course of learning.
confidence in having learned a policy that satisfies the requirement is increasing
over the course of training.
Figures 6, 7 and 8 show return and collisions (i.e. cost) obtained, split by
episodes that satisfy the cost constraint C ≤ const and those that violate it.
We can see the violating episodes are more effective in terms of return but keep
collisions well below the requirement, highlighting again the Pareto front of
return and cost given by our domain. Note that we smooth the shown quantity
over the last 100 episodes, and that collision only can take discrete values.
This may explain that the shown quantity is well below the theoretically given
boundaries (one or four in our case). SNES is able to learn policies that exploit
return in the defined proportion of episodes, and to optimize wrt. the Pareto
front of return and cost otherwise.
Results on SNES vs. maximum likelihood calibration of the La-
grangian We compared SNES’ Bayesian approach to calibrating λ (Eq. 26)
to a maximum likelihood variant (Eq. 28). Figures 9, 10 and 11 show return and
cost for both approaches, separated by satisfying and violating episodes. We
show the results for const = 1, aggregated for 12 repetitions of the experiment.
The MLE approach over-satisfies the given constraint, and consequently does
not yield as high returns as SNES. In contrast, SNES is able to find a local Pareto
optimum of return and constraint satisfaction.
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Figure 5: Confidence obtained when exhaustively verifying stationary current
policies over the course of learning with verification algorithm V every 1000
episodes.
Figure 6: Return of episodes satisfying (left) and violating (right) constraints.
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Figure 7: Return of episodes satisfying (left) and violating (right) constraints
as shown in Figure 6, showing the final episodes in more detail. The less con-
strained policy is able to optimize its return more effectively.
Figure 8: Number of collision events (i.e. cost) of episodes satisfying (left) vs.
violating (right) constraints.
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Figure 9: Return of episodes satisfying (left) and violating (right) constraints
for SNES and MLE of pˆsat.
Figure 10: Return of episodes satisfying (left) and violating (right) constraints
for SNES and MLE of pˆsat as shown in Figure 9, showing the final episodes
in more detail. SNES is able to exploit the Pareto front of optimization and
constraints more effectively.
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Figure 11: Proportion of satisfying episodes for SNES and MLE of pˆsat.
5 Related Work
For synthesizing policies of autonomous and adaptive systems, PSyCo comprises
a systematic development method, algorithms for safe and robust reinforcement
learning, and a Bayesian verification method which is related to MDP model
checking and statistical model checking approaches. In this section we discuss
related work in these areas.
Systematic Development of Adaptive Systems PSyCo borrows its no-
tion of goals from KAOS (16), an early method for goal-oriented requirements
engineering. KAOS distinguishes hard and soft goals, is formally based on lin-
ear temporal logic, and proposes activities for refining the goals and deriving
operation requirements which serve as the basis for system design. In contrast
to PSyCo, it does neither cover system design nor implementation.
SOTA (1) is a modern requirements engineering method for autonomous
and collective adaptive systems with a specific format for goals. Properties
of goals can be analyzed by a modelchecking tool (2) based on LTL formulas
and the LTSA modelchecker (30). SOTA does neither address system design
nor implementation; but it was used for requirements specification in the sys-
tematic construction process for autonomous ensembles (41) of the ASCENS
project (40).
The ensemble development life cycle EDLC (11; 24) of ASCENS is a general
agile development process covering all phases of system development and relat-
ing them with the “runtime feedback control loop” for awareness and adaptation.
Its extension “Continuous Collaboration” (23) integrates a machine-learning ap-
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proach into EDLC, but as EDLC, it does not address (policy) synthesis.
The following papers address more specific development aspects. In (10) a
generic framework for modeling autonomous systems is presented which is cen-
tered around simulation-based online planning; Monte Carlo Tree Search and
Cross Entropy Open Loop Planning are used for online generation of adaptive
policies, but safety properties are not studied. In (18), Dragomir et al. propose
an automated design process based on formal methods targeting partially ob-
servable timed systems. They describe how to automatically synthesize runtime
monitors for fault detection, and recovery strategies for controller synthesis.
Model Checking for MDPs PSyCo provides a framework for synthesizing
policies that maximize return while being conform to a given probabilistic re-
quirement specification. A related line of research is treating the problems of
verifying general properties of a given MDP, such as reachability. In this case,
the verification is done either for all possible policies, or for a particular fixed one
turning the MDP into a Markov chain to be verified. (7; 5) present overviews of
the main model checking techniques for qualitative and quantitive properties of
MDPs expressed by LTL and PCTL formulas. For a recent review of this field
see (6). There are also software tools available, e.g. the PRISM model checker
(27).
Statistical Model Checking Another direction of research that is related to
our work is statistical model checking. Here, a system is observed in its execu-
tion and the statistical distribution of system traces is verified wrt. probabilistic
requirements. While our work builds on these ideas, policy synthesis is not a
core aspect of statistical model checking: Usually information about the verifi-
cation process is not induced into a learning process (28; 15; 27). Other prior
work has discussed the Bayesian approach to model checking based on the Beta
distribution, which is a key component of the PSyCo framework. In contrast to
our work, these works did not use information about the verification process to
guide policy synthesis (25; 9).
Safe and Robust Reinforcement Learning Closely related to our ap-
proach of verifiable policy synthesis are works in the area of safe reinforcement
learning modeling the problem in terms of a constrained optimization prob-
lem (36; 14; 19). In contrast to our approach, these approaches do not reason
about the statistical distribution of costs and corresponding constraint viola-
tion, nor do they provide a statistically grounded verification approach of given
constraints. (20; 21) propose a method for safe reinforcement learning which
combines verified runtime monitoring with reinforcement learning. In contrast
to our approach, their method requires a fully verified set of safe actions for a
subset of the state space. While it is an interesting approach guaranteeing safety
in the modeled subset, it is infeasible to perform exhaustiv a-priori verification
for very large or highly complex MDPs.
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A notable exception is proposed in (13), which provides statistical optimiza-
tion wrt. the cost distribution tail. In contrast, PSyCo provides (a) a framework
integrating formal goal specifications and policy synthesis and (b) Bayesian ver-
ification of synthesized polices including statistical confidence in verification
results. Also, to the best of our knowledge, leveraging the Beta distribution for
adapting the Lagrangian of a constraint optimization dual problem is a novel
approach.
Another direction to safe reinforcement learning is the use of adversarial
methods, which treat the agent’s environment as an adversary to allow for
synthesis of policies that are robust wrt. worst case performance or differences
in simulations used for learning and real world application domains (35; 26; 34).
These approaches optimize for worst-case robustness, but do not provide formal
statistical guarantees on the resulting policies.
Another important line of research deals with the quantification of uncer-
tainty and robustness to out-of-distribution data in reinforcement learning, i.e.
tries to enable a system to identify its ’known unknowns’ (38; 29). This is im-
portant also from a verification perspective, as any verification results achieved
before system execution on are valid if the data distribution stays the same at
runtime.
6 Limitations
While SNES is able to incorporate information from the learning process into
the synthesis of feasible policies given probabilistic constraints as requirements,
there are a number of limitations to be aware of.
Feedback loops and non-stationary data As the policy is changing in
the course of learning, the estimation of satisfaction probability and confidence
therein is done on data that is generated by a non-stationary process. In the
other direction, the current estimate is used by SNES to update the policy,
thus creating a feedback loop. Therefore, the estimates made by SNES while
learning are to be interpreted with care: The degree of non-stationarity may
severely influence the validity of the estimates. This does however not affect
a posteriori verification results, which are obtained for stationary CMDP and
policy.
Lack of convergence proof While our current approach leveraging the Beta
distribution for adaptively adjusting the Lagrangian yields interesting and ef-
fective results empirically, SNES lacks rigorous proofs of convergence and local
optimality so far. We consider this a relevant direction for future work.
Bounded verification In its current formulation, SNES performs bounded
verification for a given horizon (i.e. episode length). It is unclear how to inter-
pret or model probabilistic system requirements and satisfaction for temporally
unbound systems, as in the limit every possible event will occur almost surely.
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A promising direction could be the integration of rates as usually performed in
Markov chain analysis, or to resort to average reward formulations of reinforce-
ment learning (31).
No termination criterion PSyCo combines optimization goals with con-
straints. While it is possible to decide whether constraints are satisfied, or at
least to quantify confidence in the matter, it is usually not possible to decide
whether the optimization goal has been reached or not. One approach to this
would be to formulate requirements wrt. reward as constraints as well, such
as requiring the system to reach a certain reward threshold (8). In this case,
policy synthesis could terminate when all given requirements are satisfied with
a certain confidence.
7 Conclusion
We have proposed Policy Synthesis under probabilistic Constraints (PSyCo), a
systematic method for deriving safe policies under probabilistic constraints with
reinforcement learning and Bayesian model checking. PSyCo is organized along
the classical phases of systematic software development: a system specification
comprising a constrained Markov decision process as domain specification and a
requirement specification in terms of probabilistic constraints, an abstract design
defined by an algorithm for safe policy synthesis with reinforcement learning and
Bayesian model checking for system verification.
As an implementation of PSyCo we introduced Safe Neural Evolutionary
Strategies (SNES), a method for learning safe policies under probabilistic con-
straints. SNES is leveraging online Bayesian model checking to obtain estimates
of constraint satisfaction probability and a confidence in this estimate. SNES
uses the confidence estimate to weight return and cost adaptively in a princi-
pled way in order to provide a sensible optimization target wrt. the constrained
task. SNES provides a way to synthesize policies that are likely to satisfy a
given specification.
We have empirically evaluated SNES in a sample domain designed to show
the potentially interfering optimization goals of maximizing return while reach-
ing and maintaining constraint satisfaction. We have shown that SNES is able
to synthesize policies that are very likely to satisfy probabilistic constraints.
We see various directions for future research in safe system and policy syn-
thesis. As a direct extension to our work, it would be interesting to extend
other reinforcement learning algorithms with our approach of online adaptation
of the Lagrangian with Bayesian model checking, such as value-based, actor-
critic and policy gradient algorithms. We also think that notions for unbound
probabilistic verification are of high interest for policy synthesis with general
safety properties. Another direction could be the inclusion of curricula into the
learning process, gradually increasing the strength of the constraints over the
course of learning, thus potentially speeding up the learning process and allow-
ing for convergence to more effective local optima. Finally, we think that safe
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learning in multi-agent systems dealing with feedback loops, strategic decision
making and non-stationary learning dynamics poses interesting challenges for
future research.
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