A navigation system for a robot is presented in this work. The WallFollowing problem has become a classic problem of Robotics due to robots have to be able to move through a particular stage. This problem is proposed as a classifying task and it is solved using an associative approach. In particular, we used Morphological Associative Memories as classifier. Three testing methods were applied to validate the performance of our proposal: Leave-OneOut, Hold-Out and K-fold Cross-Validation and the average obtained was of 91.57%, overcoming the neural approach.
Introduction
It is a fact of life that technology makes progress by leaps and bounds, insomuch that robots are more common day by day in our environment. It is possible that in the near future they could be in our homes performing daily homework which is done by us. Nowadays, most of the robots are operated by human beings. Some others can operate under an autonomous hand such as Asimo [1] , the Murata Boys [2] , the participants of RoboCup league [3] , Surena 2 [4] or the HRP-4 [5] among others. We have senses which give us freely movement without colliding against people or obstacles, however, robots need sensors to simulate our senses and a navigation system to be able to move through a particular stage. This navigation system is called Wall-Following which has become a classic problem of the Robotics. Some researchers have proposed solutions using diverse computational tools for improving the performance, these tools are: Genetic programming [6] , Fuzzy logic [7] , Computer vision [8] , Vector Field Histogram [9] , a system based on sonar and odometric sensorial information [10] , Chaos theory [11] [12], Hopfield neural network, [13] , Topological mapping [14] , systems implemented in hardware together with Lyapunov functions [15] , Proportional Derivative (PD) controllers [16] , IR Sensors [17] [18] and Distance sensors [19] .
In this work, we applied the associative approach to solve the Wall-Following problem. We used the morphological-based associative memory as classifier and the data was obtained from the UC Irvine Machine Learning Repository [20] . In [21] other results are reported from works which used the same data.
In section 2, memory associative concept is presented together with the theory of morphological associative memories. The description of data and the model for resolving the Wall-Following problem is presented in Section 3.
Section 4 shows the results from our proposal and the comparisons with other approaches. Finally, Conclusions are presented.
Morphological Associative Memories
An Associative Memory (AM) [22] M is a system that relates input patterns, and outputs patterns. Two phases comprise the design of an AM: learning phase and recalling phase. In the learning phase, the memory is trained by associating input patterns x and output patterns y (see figure 1 ). Both input and output patterns can represent any association, for example: fingerprints with faces, names with telephone numbers, DNA sequences with names, etc.
Fig. 1. The learning phase for an Associative Memory
After the associative memory was trained, output patterns can be recalled by presenting the input patterns to the memory. This task is performed by the recalling phase (see figure 2) .
In figure 2 , one can observe that when an input pattern x k is presented to the AM its corresponding pattern y k must be recalled. Moreover, if a noisy version of an input pattern x k represented by is presented to the associative memory, the corresponding pattern y k should be recalled, if this happens then AM has a correct recall.
Formally, we can say that for a k integer and positive, the corresponding association will be denoted as (x k , y k ) . The associative memory M is represented by a matrix whose ij-th component is m ij . Memory M is generated from an a priori finite set of known associations, known as the fundamental or training set of associations. 
Learning Phase

Morphological Associative Memories
The fundamental difference between classic associative memories (Lernmatrix [23] , Correlograph [24] , Linear Associator [25] and Hopfield [26] ) and Morphological associative memories [27] lies in the operational bases of the latter, which are the morphological operations: dilation and erosion. This model broke out of the traditional mould of classic memories which use conventional operations for vectors and matrices in learning phase and sum of multiplications for recovering patterns. Morphological associative memories change products to sums and sums to maximum or minimum in both phases. The basic computations occurring in the proposed morphological network are based on the algebraic lattice structure (R, ∨, ∧, +), where the symbols ∨ and ∧ denote the binary operations of maximum and minimum, respectively. Using the lattice structure (R, ∨, ∧, +), for an m x n matrix A and a p x n matrix B with entries from R, the matrix product C = A ∇ B, also called the max product of A and B, is defined by equation (1). (1) The min product of A and B induced by the lattice structure is defined in a similar fashion. Specifically, the i,jth entry of C = A Δ B is given by equation (2). (2) Associative Memory
Recalling phase Associative Memory
Suppose we are given a vector pair x= (x 1 , x 2 , …, x n ) t and y= (y 1 , y 2 , …, y n ) t ∈ R m . An associative morphological memory that will recall the vector when presented the vector is showed in equation (3) (3) Since W satisfies the equation W Δ x = y as can be verified by the simple computation in equation (4) (4)
Thus, X is of dimension n x p with i,jth entry and Y is of dimension m x p with i,jth
, the notational burden is reduced by denoting these identical morphological outer vector products by y
With each pair of matrices (X, Y) we associate two natural morphological m x n memories M and W defined by (5) (6) With these definitions, we present the algorithms for the learning and recalling phase. x . 2. The maximum and minimum operators (∨ and ∧) are applied to the p matrices to obtain M and W memories as equations (5) and (6) show.
Learning Phase
Recalling phase
In this phase, the minimum and maximum product, Δ and ∇, are applied between memories M or W and input pattern x ω , where ω ∈ {1, 2, ..., p}, to obtain the column vector y of dimension m as equations (7) and (8) shows:
Methods and Materials Dataset Information
The dataset is named: "Wall-Following navigation task with mobile robot SCITOS-G5" and is available at [28] . Data was obtained by using the robot SCITOS G5, which navigated through the room following the wall in a clockwise direction, for 4 rounds.
The dataset contains four sensor readings named 'simplified distances' and the corresponding class label. These simplified distances are referred to as the 'front distance', 'left distance', 'right distance' and 'back distance'. They consist, respectively, of the minimum sensor readings among those within 60 degree arcs located at the front, left, right and back parts of the robot.
The original data consisted of 5456 records, however, there were repeated records or same data that was assigned to a different class, therefore, the dataset was depurated and finally we had 5406 records.
Specifically, the dataset has four real-valued attributes and four classes: MoveForward, Sharp-Right, Slight-Left and Slight-Right.
Proposed Morphological Classifier
The first step to describe the classifier is to present two definitions [29] . Positive-hot and Negative-hot vectors are used together with max and min memories, respectively. The given name to these vectors is an analogy with the onehot and zero-hot vectors used in Alpha-Beta Bidirectional Associative Memories [30] , they have the form: [1 0 0 0] and [0 1 1 1], respectively. The latter vectors are utilized to identify the corresponding out pattern associated with input pattern. In our case, positive and negative-hot vectors are use to give a higher weight for each class, that is why we assigned the higher or lower (for max and min memory, respectively) value to the first element in each vector representing class 1, then, we assigned the lower and higher values to the second element when the pattern corresponds to class 2 and so on. This way to create out patterns allowed us to remark differences between classes.
We assigned the positive-hot and negative-hot vector to each class as Table 1 shows. The selection of the value of a and b was done empirically. Several experiments were performed using different values of a and b. For testing the performance of every experiment, Leave-One-Out validation algorithm was applied. Figure 3 shows the results of these experiments. From this figure, we can observe that the value of 3 gave the best performance. When the value is higher than 3 the performance decreased.
We present an illustrative example of the process for building max and min morphological associative memories. following associations using original values from data al associative memory using equation (5) From each vector, we looked for the maximum value, in the first case, this value corresponds to 3.039 then we wrote a 3 in that component and we wrote 0 in the remaining components. This process is accomplished for the other vectors. The results are shown as follows.
We can observe that our proposal classified the latter 3 patterns correctly but it could not classify the first pattern. A similar process is performed for min memories, but in that case, the minimum value is obtained and a -3 is written in that position and in the others we wrote a 0.
Some of the patterns that max memory cannot classify then min memory classify them, but there are patterns that none of them can do it.
Experiments and Results
The algorithm was implemented with the programming language Microsoft Visual C# 2010 Express Edition ® and was tested on a PC with CORE i5® processor and 4 GB of RAM memory, the operating system was Microsoft Windows 7®. Using the algorithm for classifying described in the latter section, we carried out several experiments for testing the performance of our proposal. Three methods were used: Leave One Out, Hold-Out, and K-Fold Cross-Validation.
In the three cases, two sets had to be arranged: one set for training and the other set for testing. For Leave-One-Out, we took 5405 elements for training the morphological associative memory and one element for testing. The first step was to take the first element for testing and the remaining records for training, then, we took the second element as the testing set and the remaining elements as training set, and so on. This process was performed 5406 times.
For Hold-Out test, we selected randomly the elements contained in each set. The size of the sets was varying from 10% for training and 90% for testing to 90% for training and 10% for testing. For each size we performed 15 calculations.
Finally, we used K=10 for K-Fold Cross-Validation, then the whole database was divided into 10 sets with the same number of elements. We took the first set K1 for testing and the remaining sets were for training, afterwards, the set K2 was used for testing and the others for training and so on, the elements for every set were selected randomly. We performed 20 calculations for every test. Table 2 shows the summary of the results from every test.
From Table 2 we can observe that the average of the best results from the three test (using 70-30 for Hold Out) was 96.38% of effectiveness and for the worst results the average was 93.24%.
But we cannot assure this result is good or bad without comparing it with other classification algorithms. Table 3 shows the results from four works [21] which utilized the same database that we used, in their experiments. The algorithms applied were: Perceptron, Mixture of experts, multilayer perceptron, and Elman network. From Table 3 , it can be observed that the best result is showed by the Multilayer perceptron method with 97.96% of effectiveness and it is better than our proposal with 1.59 of effectiveness. However, our worst result is higher that multilayer perceptron in a 4.7%. Besides, the average of morphological associative memory is the best with 91.57% surpassing the second best algorithm by 1.56%.
Conclusions
Wall-Following problem is a current problem due to the continuous development of walking robots interacting with us in our daily life. Therefore, it is important to have a reliable navigation system for robots in order to be able to coexist with them avoiding collisions. Wall-Following is a non-linear problem and it can be seen as a classification problem and it can be solved by the use of some methods such as: K-Nearest Neighbors, Rule-based systems, Bayesian models, and any other method which can deal with non-linear problems.
Morphological Associative models have shown to be an option as a tool for many applications, one of them is classification. The latter experiments demonstrated that the associative approach shows competitive results in comparison with neural network approach.
Our proposal is an algorithm that is easy to understand and to implement. It is based on the fundamentals of morphological mathematics and associative memory approach. The value of a and b for positive-hot and negative-hot vectors have to be obtained empirically. As a future work, we pretend to applied our proposal to other data in order to find a formal way to assign the values to a and b.
