Abstract. Due to wide applications of BCH codes, the determination of their minimum distance is of great interest. However, this is a very challenging problem for which few theoretical results have been reported in the last four decades. Even for the narrow-sense primitive BCH codes, which form the most well-studied subclass of BCH codes, there are very few theoretical results on the minimum distance. In this paper, we present new results on the minimum distance of narrow-sense primitive BCH codes with special Bose distance. We prove that for a prime power q, the q-ary narrow-sense primitive BCH code with length q m − 1 and Bose distance q m − q m−1 − q i − 1, where
1. Introduction. BCH codes are the most important class of cyclic codes. Due to their efficient encoding and decoding algorithms, BCH codes are widely used in error correction, communication and data storage. Despite the various applications of BCH codes, there remain many challenging problems in the theoretical aspects of BCH codes.
A fundamental theoretical problem of BCH codes is the determination of the basic parameters, including the dimension and the minimum distance. Although there have been a series of literature in this area [1, 3, 4, 6, 7, 8, 9, 10, 11, 12, 18, 19, 20, 25, 26, 27, 28, 29, 34, 35, 37, 41] , this problem is still wide open in general. In particular, the determination of minimum distance is very difficult and there are few known theoretical results [7, 18, 19, 26, 27, 28, 37] . For numerical results on the minimum distance, please refer to [11, Section 3.3] .
Let F q m be a finite field. Let n be a divisor of q m − 1 and β be an element of F q m with multiplicative order n. Roughly speaking, a BCH code is a cyclic code with length n, whose generator polynomial has a set of δ−1 consecutive roots β b , β b+1 , . . . , β b+δ−2 , where b is a positive integer. By the BCH bound, the minimum distance of the BCH code is at least δ. Thus, we say this BCH code has designed distance δ. A BCH code is called primitive, if the length n = q m − 1. A BCH code is called narrow-sense, if b = 1, i.e., the δ − 1 consecutive roots start from β. For a narrow-sense BCH code, its largest possible designed distance is called the Bose distance [8, p. 281] , [34, p. 205] and denoted by d B . Narrow-sense primitive BCH codes form the most well-studied subclass of BCH codes. An attractive property of narrow-sense primitive BCH codes is that the Bose distance provides a generally good lower bound on the minimum distance. For instance, it is conjectured that for binary narrow-sense primitive BCH codes, the minimum distance d satisfies d B ≤ d ≤ d B + 4 [11, p. 1011] . In general, it is extremely hard to determine the minimum distance of BCH codes with arbitrary Bose distance. On the other hand, when the Bose distance has a certain special form, there are some known results on minimum distance. We remark that the above results can be dated back to four decades ago. To our best knowledge, very few results concerning the minimum distance of BCH codes are obtained since then. Very recently, Ding, Du, and Zhou studied q-ary narrow-sense primitive BCH codes of length q m − 1 with designed distance q i + 1 [19] . They derived the Bose distances of these BCH codes and showed that the minimum distances coincide with the Bose distances, when (m − i) | i or 2i | m [19, Theorem 13] . Ding studied q-ary narrow-sense primitive BCH codes of length q m − 1, whose Bose distances have the form (q − ℓ 0 )q m−ℓ1−1 − 1, where 0 ≤ ℓ 0 ≤ q − 2 and 0 ≤ ℓ 1 ≤ m − 1 [18] . He derived that the minimum distances of these BCH codes coincide with the Bose distances [18, Theorem 10] .
We note that 2) of Theorem 1.1 follows from the classical results on the weight distribution of subcodes of the second order Reed-Muller codes due to Berlekamp [7, Corollary] (see also Kasami [26] ). A major motivation of this paper is to generalize 2) of Theorem 1.1 to q-ary narrow-sense primitive BCH codes for an arbitrary prime power q. As a consequence, we have the following main theorem. We remark that when q ∈ {2, 3}, the restrictions on m ensure that the code under consideration is well-defined. In the following, we provide an outline of our proof. The concepts and terminologies used in the outline, will be formally defined later. 1) In Section 2.2, we show that the lower bound on i guarantees that q m −q m−1 − q i − 1 is indeed the Bose distance. In order to derive the minimum distance, it suffices to show that the narrow-sense primitive BCH code C contains a codeword having weight q m − q m−1 − q i − 1. 2) In Section 2.3, using the trace representation of the narrow-sense primitive BCH code C, we show that the upper bound on i guarantees that C is a subcode of the second order punctured Reed-Muller code (when q = 2) or a subcode of the second order punctured generalized Reed-Muller code (when q > 2). Moreover, in Proposition 2.6, we observe that the code C can be decomposed into a disjoint union of cosets of the first order punctured (generalized) Reed-Muller code, where each coset representative corresponds to a quadratic form over finite field F q m . More specifically, we have
where Q is a set of quadratic forms on F q m and PRM q (1, m) is the first order punctured (generalized) Reed-Muller code. 3) In Propositions 4.1 and 5.1, we prove that the weight distribution of the code (Q(x)) x∈F * q m + PRM q (1, m), where Q is a quadratic form on F q m , depends only on the rank and type of Q. Thus, we aim to find a quadratic form Q ∈ Q with proper rank and type, such that (Q(x)) x∈F * q m + PRM q (1, m) contains a codeword having weight q m − q m−1 − q i − 1. If so, the minimum distance of C is equal to q m − q m−1 − q i − 1. 4) In general, determining the rank and type of an individual quadratic form Q ∈ Q is a challenging problem. Alternatively, we regard the set of quadratic forms Q as a whole and study the quadratic forms belonging to Q collectively, in the context of association schemes. We introduce some background knowledge of association schemes and the association schemes formed by quadratic forms in Sections 3.1 and 3.4, respectively. If we regard Q as a subset of the association scheme formed by quadratic forms, our task amounts to derive some information about the inner distribution of the subset Q. 5) Recall that each quadratic form Q produces an associated symmetric bilinear form, when q is odd, and an associated alternating bilinear form, when q is even. Therefore, starting from the set Q, we can derive a set of symmetric bilinear forms S, when q is odd, and a set of alternating bilinear forms A, when q is even. S and A can be viewed as a subset of the association scheme formed by symmetric bilinear forms (Section 3.2) and a subset of the association scheme formed by alternating bilinear forms (Section 3.3), respectively. Proposition 3.11 suggests that the inner distribution of Q has a close connection with that of S and A. Thus, we reduce the original problem to the investigation of inner distribution of S and A. 6) If the subset S and A satisfy certain nice properties, i.e., the subset is a code and design in the association scheme, the inner distribution of S and A, has been determined by Schmidt [39] (see Propositions 3.1 and 3.2), and Delsarte and Goethals [16] (see Proposition 3.3), respectively. What remains is to verify that S and A indeed satisfy the nice properties, which is completed in Propositions 4.6 and 5.2, respectively. Using Proposition 3.11, we derive the information concerning the inner distribution of Q, from that of S (see Theorem 4.7) and A (see Theorem 5.3), and accomplish the proof. In addition, we can obtain the complete information of the inner distribution of Q, when q is odd. Thus, we derive the weight distribution of C, when q is odd (Theorem 4.7). The rest of this paper is organized as follows. In Section 2, we present some preliminaries on narrow-sense primitive BCH codes. Section 3 provides a brief introduction to association scheme, including some crucial facts about association schemes of quadratic forms, symmetric bilinear forms and alternating bilinear forms over finite fields. The proof of our main theorem is presented in Section 4 and Section 5, for q being odd and even respectively. Section 6 is devoted to some concluding remarks.
2.1. Narrow-sense primitive BCH codes. Let q be a prime power. Let C be an [n, k] linear code over finite field F q with gcd(n, q) = 1. C is called a cyclic code, if (c 0 , c 1 , . . . , c n−1 ) ∈ C implies its cyclic shift (c n−1 , c 0 , . . . , c n−2 ) ∈ C. For a cyclic code C, each codeword (c 0 , . . . , c n−1 ) can be associated with a polynomial
. Under this correspondence, C can be identified with an ideal of R n . Hence, there is a unique monic polynomial g(x) ∈ F q [x] with g(x) | x n − 1 such that C = (g(x))R n and g(x) has the smallest degree among the elements in C. This g(x) is called the generator polynomial of C, and h(x) =
is called the parity-check polynomial of C. When R n is specified, a cyclic code is uniquely determined by either the generator polynomial or the parity-check polynomial and the dimension is equal to n − deg(g(x)) = deg(h(x)). C is said to have i nonzeroes if its parity-check polynomial can be factorized into a product of i irreducible polynomials over F q . Now we introduce some notation which will be used throughout the rest of the paper. Let q be a prime power. Set α to be a primitive element of finite field
where lcm represents the least common multiple of
. Then the cyclic code (g (q,m,δ) (x))R is called a q-ary narrow-sense primitive BCH code with length q m − 1 and designed distance δ, which is denoted by C (q,m,δ) . The dimension of C (q,m,δ) is equal to q m − 1 − deg(g (q,m,δ) (x)). By the BCH bound, the minimum distance of C (q,m,δ) is no less than its designed distance δ. For two distinct integers 2 ≤ δ, δ ′ ≤ q m − 1, two narrow-sense primitive BCH codes with designed distances δ and δ ′ may coincide. Thus, for a narrow-sense primitive BCH code, its Bose distance [8, p. 281] , [34, p. 205 ] is defined to be the largest designed distance and denoted by d B .
For a code C with length n, we use A i to denote the number of codewords in C with Hamming weight i, where 0 ≤ i ≤ n. Then the sequence (A 0 , A 1 , A 2 , . . . , A n ) is called the weight distribution of C. Moreover, we can use a polynomial n i=0 A i Z i to represent the weight distribution of C in a compact way, and this polynomial is called the weight enumerator of C.
Cyclotomic cosets.
Let q be a prime power. We use Z q m −1 to denote the ring of integers modulo q m − 1. Let s be an integer with 0 ≤ s < q m − 1. The q-cyclotomic coset of s modulo q m − 1 is defined by
where l s is the smallest positive integer such that q ls s ≡ s (mod q m − 1). We call the smallest integer in C s as the coset leader of C s . We use Γ (q m −1,q) to denote the set of all the coset leaders of q-cyclotomic cosets modulo q m − 1. Recall that α is a primitive element of F q m and m s (x) is the minimal polynomial of α s over F q , 0 ≤ s ≤ q m − 2. Then, we have
Thus, we know that
The following proposition shows the dimension of a BCH code is a summation of the size of certain cyclotomic cosets.
Proposition 2.1. The dimension of BCH code C (q,m,δ) is equal to
Proof. Note that the dimension of C (q,m,δ) is equal to the degree of its parity-check polynomial h(x). By the definition of BCH code,
The conclusion follows from (1).
For any integer 0 ≤ s < q m − 1, it has a unique q-adic expansion s = For 1 ≤ j ≤ m − 1, it is easy to see that the sequence of q j s is a cyclic shift of s:
where the subscript of each coordinate is regarded as an integer modulo m. Given two sequences s = (s m−1 , s m−2 , . . . , s 0 ) and t = (t m−1 , t m−2 , . . . , t 0 ), define s < t (resp.
The following lemma demonstrates the first few largest coset leaders belonging to Γ (q m −1,q) . Throughout the rest of this paper, we denote δ = (q − 1)q m−1 − 1 and
≤ j ≤ i} consists of all coset leaders in Γ (q m −1,q) , which are greater than or equal to δ i .
Proof. Let i and j be two integers
Define A to be the subset of Γ (q m −1,q) consisting of all coset leaders greater than or equal to δ i .
Suppose 0 ≤ θ < q m − 1 is a coset leader, which is greater than or equal to δ i . Then 0 ≤ w q (θ) ≤ m(q − 1) − 1. To find the few largest coset leaders, we focus on the coset leaders with large q-weight.
When w q (θ) = m(q − 1) − 1, it is easy to see that θ must be of the following form:
Thus, we have θ = δ and δ ∈ A.
, q − 1, . . . , q − 1
), such that θ > δ i . Hence, the condition i ≤ m − ⌊ m 3 ⌋ − 1 in Lemma 2.2 guarantees that each coset leader greater than or equal to δ i has q-weight either (m − 1)q − 1 or (m − 1)q − 2.
2.3. Trace representation of cyclic codes. Denote the trace function from F q m to F q by Tr q m q . Now we recall the following trace representations of cyclic codes, which is a direct consequence of Delsarte's Theorem [14] . Proposition 2.4. Let C be a cyclic code of length q m − 1 over F q . Suppose C has s nonzeroes and let α i1 , α i2 , . . . , α is be s roots of its parity-check polynomial which are not conjugate with each other. Let C ij be the q-cyclotomic coset modulo q m − 1 containing i j . Denote the size of C ij to be m j , 1 ≤ j ≤ s. Then C has the following trace representation
Consequently, we have the following proposition concerning BCH code C (q,m,δi) , where
2 )m + 1 and Bose distance δ i . When m is odd, it has the following trace representation:
When m is even, it has the following trace representation:
Proof. We only prove the case with m being even. The case with m being odd can be shown in a similar way. By Lemma 2.2, {δ, δ j | m−2 2 ≤ j ≤ i} is the set of all coset leaders in Γ (q m −1,q) , which are greater or equal to δ i . By analyzing the sequences of coset leaders δ and δ j , 
employing Proposition 2.4, we get the trace representation of C (q,m,δi) .
When q = 2 (resp. q > 2), the punctured first order Reed-Muller code (resp. the q-ary punctured first order generalized Reed-Muller code) [2, Chapter 5] with length q m − 1 is denoted by PRM q (1, m). It has the following trace representation:
It is easy to verify that PRM q (1, m) has weight enumerator
According to Proposition 2.5, for
is a disjoint union of cosets of PRM q (1, m). More precisely, for m being odd, define
For m being even, define
The we have the following description of C (q,m,δi) .
Proposition 2.6. For nonnegative integer i with
Moreover, when q = 2 (resp. q > 2), the BCH code C (q,m,δi) is a subcode of the punctured second order Reed-Muller code (resp. the q-ary punctured second order generalized Reed-Muller code).
Proof. Combining Proposition 2.5 and (7), (9), (10), we can derive (11) . By employing the same argument as in [32, p . 5334], we can see the elements of Q 1 and Q 2 are all quadratic forms over F m q , which is the additive group of the finite field F q m (see Section 3.4 for a formal definition of quadratic forms over finite fields). Hence, when q = 2, C (q,m,δi) is a subcode of the punctured second order Reed-Muller code. When q > 2, C (q,m,δi) is a subcode of the q-ary punctured second order generalized Reed-Muller code. , where Q ∈ Q 1 or Q ∈ Q 2 . In order to determine the minimum distance of C (q,m,δi) , it suffices to study the minimum distance of the subcode (Q(x)) x∈F * q m
for each quadratic form Q ∈ Q 1 or Q ∈ Q 2 . As we will see in Propositions 4.1 and 5.1, the minimum distance of (Q(x)) x∈F * q m + PRM q (1, m) depends only on the rank and type of Q. Suppose there exists a quadratic form Q ∈ Q 1 or Q ∈ Q 2 having proper rank and type, such that (Q(x)) x∈F * q m + PRM q (1, m) contains a codeword with weight δ i . Then the minimum distance is obtained. We note that determining the rank and type of an individual quadratic form is a challenging problem in general. Alternatively, we regard the set of quadratic forms Q 1 or Q 2 as a whole and study them in the context of association schemes. The property of Q 1 or Q 2 , ensures that the desired quadratic form with proper rank and type, does belong to Q 1 or Q 2 . The next section is devoted to background knowledge on symmetric bilinear forms, alternating bilinear forms and quadratic forms over finite fields, as well as their related association schemes.
3. Association schemes of symmetric bilinear forms, alternating bilinear forms and quadratic forms over finite fields.
3.1. Association schemes. Association scheme plays a central role in the study of algebraic combinatorics [5, 13] . In this subsection, we briefly review some concepts related to association schemes.
Let X be a finite set and R 0 , R 1 , . . . , R n be a partition of X × X. Suppose
Given (x, z) ∈ R k , the number of y such that (x, y) ∈ R i and (y, z) ∈ R j is defined to be p k i,j , which depends only on i, j and k.
) is called an n-class association scheme. For 1 ≤ i ≤ n, each subset R i gives rise to a digraph with vertex set X in the natural way and the adjacency matrix of the digraph is denoted by A i . Over the complex field, the (n + 1)-dimensional vector space generated by A 0 , A 1 , . . . , A n is indeed an algebra, which is called the Bose-Mesner algebra of the association scheme. This algebra has another basis formed by idempotent matrices E 0 , E 1 , . . . , E n . The transformation between these two bases can be expressed as
where P i (k)'s and Q k (i)'s are called P -numbers and Q-numbers of the association scheme respectively. Let (X, {R i } n i=0 ) be an n-class association scheme and Y be a subset of X. The inner distribution of Y is a sequence (a 0 , a 1 , . . . , a n ), where
Clearly, a 0 = 1 and a i is the average number of pairs in
If the set X is a group, then a subset Y of X is additive if Y is a subgroup of X.
3.2. Symmetric bilinear forms over finite fields and related association schemes. In this subsection, we introduce symmetric bilinear forms over finite fields and the related association schemes. Some crucial results concerning subsets in association scheme of symmetric bilinear forms are recorded. Let V be an n-dimensional vector space over a finite field F q . A bilinear form B on V is a function from V × V to F q , satisfying:
2) B(λx, y) = λB(x, y), for all x, x 1 , x 2 , y ∈ V and λ ∈ F q . Furthermore, a bilinear form B is called symmetric if B(x, y) = B(y, x) for each (x, y) ∈ V × V . Given a symmetric bilinear form B on V , define the radical of B as
Rad B is a vector space over F q and the rank of symmetric bilinear form B is defined by rank(B) = n − dim Rad B.
For the rest of this subsection, we always assume that q is an odd prime power. We use S(n, q) to denote the set of all symmetric bilinear forms on the vector space V = F n q . Let α 1 , α 2 , . . . , α n be a basis of V over F q . Then each symmetric bilinear form B ∈ S(n, q) corresponds to a symmetric matrix over F q :
By definition, the rank of the symmetric bilinear form B is equal to the rank of its associated symmetric matrix M B . In particular, B has rank 0 if and only if M B is a zero matrix. Note that the correspondence between B and M B depends on the specific choice of the basis. Suppose B has rank 1 ≤ i ≤ n, then there exists an n × n nonsingular matrix L, such that
where L T is the transpose of L, I i−1 is the identity matrix of order i − 1, O represents zero matrix with proper size and z ∈ {1, θ}, in which θ is a nonsquare of F q [23, p. 237] . Namely, when B has rank at least 1, M B is congruent to one of the two matrices with standard forms. From now on, when q is odd, we use η to denote the quadratic character of F q , with η(0) = 0. For 1 ≤ i ≤ n, B has rank r and type η(z), if M B is congruent to the right hand side of (12) . Define C i,τ to be the subset of S(n, q), consisting of all symmetric bilinear forms having rank i and type τ . In addition, we define C 0,1 = C 0,−1 to be the set consisting of the zero bilinear form. Hence, for 0 ≤ i ≤ n and τ ∈ {1, −1}, we can define
forms a 2n-class association scheme [23, Theorem 1], which is denoted by Sym(n, q). Let Y be a subset of S(n, q). Let (a i,τ ) be the inner distribution of Y , where
In particular, if Y is an additive subset, we have
Moreover, Y is a (2t + 1, ǫ)-design if Y is a (2t + 1)-design and a ′ 2t+2,ǫ = 0, where ǫ ∈ {1, −1}. We note that the designs involved in this paper are not the usual t-designs studied in combinatorial design theory.
Define the q 2 -binomial coefficient by
A detailed treatment on Sym(n, q) was presented in [39] , in which the inner distribution of certain subsets of Sym(n, q) has been derived.
The above two propositions play important roles in our analysis of the BCH code C (q,m,δi) , when q is odd.
3.3. Alternating bilinear forms over finite fields and related association schemes. In this subsection, we introduce alternating bilinear forms over finite fields and related association schemes. A result concerning subsets in the association scheme of alternating bilinear forms is also recalled. Let V be an n-dimensional vector space over F q . A bilinear form B on V is called alternating if B(x, x) = 0 for each x ∈ V . We use A(n, q) to denote the set of all alternating bilinear forms over V = F n q . Note that if the ground finite field F q has even characteristic, an alternating bilinear form is necessarily symmetric. Indeed, since B is alternating, then we have B(x+y, x+y) = 0 for each x, y ∈ V . Thus, we have B(x, y)+B(y, x) = 0 for each x, y ∈ V , which implies B is symmetric when F q has even characteristic. In the rest of this subsection, we always assume that q is an even prime power.
Let α 1 , α 2 , . . . , α n be a basis of V over F q . Then each alternating bilinear form B ∈ A(n, q) corresponds to a skew-symmetric matrix over F q :
Since B is also symmetric, its radical and rank have been be defined in the last subsection. By definition, the rank of the alternating bilinear form B is equal to the rank of its associated skew-symmetric matrix M B , which is necessarily even. For 0 ≤ i ≤ ⌊ n 2 ⌋, define C 2i to be the subset of A(n, q), consisting of alternating bilinear forms having rank 2i. Hence, for 0
forms a ⌊ n 2 ⌋-class association scheme [16, p. 28] , denoted by Alt(n, q). Let Y be a subset of A(n, q). Let (b 2i ) be the inner distribution of Y , where
In particular, if Y is an additive subset,
Y is called a 2d-code in Alt(n, q) if
Y is called a proper 2d-code if it is a 2d-code and not a (2d + 2)-code. The following proposition gives an upper bound on the size of 2d-code in Alt(n, q).
if n is even.
The above proposition plays a crucial role in our analysis of the BCH code C (q,m,δi) , when q is even.
Quadratic forms over finite fields and related association schemes.
Let V be an n-dimensional vector space over F q . A quadratic form Q on V is defined to be a function from V to F q , satisfying:
for all x, y ∈ V and λ ∈ F q , where B Q is a symmetric bilinear form on V associated with Q.
Remark 3.4. Usually, the bilinear form B Q associated with the quadratic form Q is introduced by Q(x+ y) = Q(x)+ Q(y)+ B Q (x, y), whenever q is odd or even. The definition above makes a modification when q is odd. On one hand, this modification brings no essential difference since 2 has a multiplicative inverse in F q when q is odd. On the other hand, this modification makes it easier to show that B Q has the same rank and type as Q, which will be demonstrated in Proposition 3.11.
Remark 3.5. We remark that the relation between Q and the associated symmetric bilinear form B Q depends heavily on q being odd or even. When q is odd, we have Q(x) = B Q (x, x), for all x ∈ V . Hence, Q can be uniquely recovered from B Q , which means Q and B Q essentially carry the same information. When q is even, we have B Q (x, x) = 0 for all x ∈ V . Therefore, the bilinear form B Q is not only symmetric, but also alternating. Define H to be the set {Q ∈ A(n, q) | Q(x + y) = Q(x) + Q(y), ∀x, y ∈ V }. Then each B Q corresponds to a coset Q + H, which means we cannot recover Q from B Q .
Define the radical of Q as
Rad Q is a vector space over F q and the rank of quadratic form Q is rank(Q) = n − dim Rad Q.
We are going to present the relation between rank(Q) and rank(B Q ). Remark 3.5 suggests this relation is quite different when q is odd or even.
Lemma 3.6. Let Q be a quadratic form and B Q be the associated bilinear form. Then we have
Proof. If q is odd, for each x ∈ Rad B Q , we have Q(x) = B Q (x, x) = 0. Thus, Rad B Q ⊂ Q −1 (0) and Rad Q = Rad B Q . This implies rank(Q) = rank(B Q ) when q is odd.
If q is even, we consider the mapping
which is a group homomorphism. Note that if x ∈ Rad B Q , then λx ∈ Rad B Q and
is a one-dimensional vector space over F q , which means dim Rad Q = dim Rad B Q − 1 and rank(Q) = rank(B Q ) + 1.
Let Q be a quadratic form on V and let x = (x 1 , x 2 , . . . , x n ) ∈ V be a column vector. When q is odd, Q can be uniquely expressed in the following form:
with c ij ∈ F q and c ij = c ji , 1 ≤ i, j ≤ n. In this case, Q corresponds to an n × n symmetric matrix C = (c ij ) over F q . When q is even, Q can be uniquely expressed in the following form:
with c ij ∈ F q for 1 ≤ i, j ≤ n. In this case, Q corresponds to an n × n upper triangular matrix C = (c ij ) over F q . Therefore, given a quadratic from Q, we call the corresponding matrix C as the coefficient matrix of Q and we have
where x T is the transpose of the column vector x.
Definition 3.7. Let V be an n-dimensional vector space over F q . Let Q and Q ′ be two quadratic forms on V , with coefficient matrix C and C ′ , respectively. Then Q and Q ′ are equivalent, if there is an n × n nonsingular matrix D over F q , such that
T C(Dx). Thus, Q and Q ′ are equivalent if and only if Q ′ can be obtained from Q, by applying a nonsingular linear transformation on the variables x 1 , x 2 , . . . , x n . The next proposition says each quadratic form over finite field is equivalent to one of the following canonical forms. where 0 ≤ r ≤ n and τ ∈ {1, −1}. In this case, we say that Q has rank r and type τ . 2) Let q be an even prime power. When Q has odd rank, Q is equivalent to
In this case, we say that Q has rank 2r + 1 and type 1. When Q has even rank, Q is either equivalent to
We say Q has rank 2r and type 0 in the former case and has rank 2r and type 2 in the latter one.
Define a function υ on F q as
The following two propositions concern the number of solutions to quadratic equations over finite fields, which are direct consequences of [31, Theorems 6.26, 6.27 and 6.32] .
Proposition 3.9. Let q be an odd prime power and Q be a quadratic form on F n q with rank r and type τ . Then for h ∈ F q , the number of solutions to the equation
if r is even.
Proposition 3.10. Let q be an even prime power and Q be a quadratic form on F n q with rank r and type τ . Then for h ∈ F q , the number of solutions to the equation
Let V be an n-dimensional vector space over F q . We use Q(n, q) to denote the set of all quadratic forms on V . Suppose q is odd. For 1 ≤ i ≤ n and τ ∈ {1, −1}, define D i,τ to be the subset of Q(n, q) consisting of all quadratic forms with rank i and type τ . Define D 0,1 = D 0,−1 to be the set consisting of the zero quadratic form. For 0 ≤ i ≤ n and τ ∈ {1, −1},
forms a 2n-class association scheme [40] , denoted by Qua(n, q). Let Y be a subset of Q(n, q). Then the inner distribution (c i,τ ) of Y is defined by
If Y is an additive subset, we have
Suppose q is even. For 0 ≤ i ≤ ⌊ n 2 ⌋, τ ∈ {0, 1, 2} and 0 ≤ 2i + τ ≤ n, define E 2i+τ,τ to be the subset of Q(n, q) consisting of all quadratic forms with rank 2i + τ and type τ . For 0 ≤ i ≤ ⌊ n 2 ⌋, τ ∈ {0, 1, 2} and 0 ≤ 2i + τ ≤ n,
forms an n + ⌊ n 2 ⌋-class association scheme [21, 40] , denoted by Qua(n, q). Let Y be a subset of Q(n, q). Then the inner distribution (d 2i+τ,τ ) of Y is defined by
Let Q ⊂ Q(n, q) be a set of quadratic forms. When q is odd, define S = {B Q | Q ∈ Q}, where B Q is the associated symmetric bilinear form. Then we have S ⊂ Sym(n, q). When q is even, define A = {B Q | Q ∈ Q}, where B Q is the associated alternating bilinear form. Then we have A ⊂ Alt(n, q). The following proposition suggests that the inner distribution of Q in Qua(n, q) has close connection with the inner distribution of S in Sym(n, q) when q is odd and with the inner distribution of A in Alt(n, q) when q is even.
Proposition 3.11.
1) When q is odd, let (c i,τ ) and (a i,τ ) be the inner distributions of Q and S respectively. Then we have c i,τ = a i,τ for 0 ≤ i ≤ n and τ ∈ {1, −1}. 2) When q is even, let (d 2i+τ,τ ) and (b 2i ) be the inner distributions of Q and A respectively. Then we have
2 . Proof. 1) Let Q ∈ Q(n, q). When q is odd, by Lemma 3.6, we have rank(Q) = rank(B Q ) for each Q ∈ Q. Recall that B(x, y) = 1 2 (Q(x + y) − Q(x) − Q(y)) for all x, y ∈ V . It can be easily verified that the coefficient matrix of the quadratic form Q coincides with the symmetric matrix associated to B Q . By the definitions of the type of Q and B Q , it is easy to see that Q and B Q have the same type. Hence, each pair of Q and B Q have the same rank and type. Therefore, c i,τ = a i,τ for 0 ≤ i ≤ n and τ ∈ {1, −1}.
2) Let Q ∈ Q(n, q). When q is even, by Lemma 3.6, we have rank(B Q ) ≤ rank(Q) ≤ rank(B Q is equal to its Bose distance δ i , when q is an odd prime power. Throughout the rest of this section, we always assume that q is odd.
By Proposition 2.6, in order to determine the minimum distance of C (q,m,δi) , it suffices to compute the minimum weight of the subcode (Q(x)) x∈F * q m + PRM q (1, m) for each Q ∈ Q 1 when m is odd and for each Q ∈ Q 2 when m is even. The following proposition shows when q is odd, the weight distribution of the subcode (Q(x)) x∈F * q m + PRM q (1, m) depends only on the rank and the type of the quadratic form Q on F q m .
As a preparation, consider a function f from F q m to F q . Define N (f ) to be the number of x ∈ F q m such that f (x) = 0. Define wt(f ) to be the number of x ∈ F * q m such that f (x) = 0. Then we have
Then we have
Proposition 4.1. Let q be odd and Q be a quadratic form of rank r ≥ 1 and type 
when r is odd and 
when r is even. The above weight enumerators are also summarized in Tables 1 and  2 .
Proof. Let L be the set of all homogenous linear functions on F q m . Then, the weight enumerator of (Q(x)) x∈F * q m + PRM q (1, m) can be read from the multiset {wt(Q + L + c) | L ∈ L, c ∈ F q }. The conclusion follows from (16) and Lemma A.3.
Note that Q 1 and Q 2 defined in (9) and (10) are additive subsets of Q(m, q). By Propositions 2.6 and 4.1, we can obtain the weight distribution of C (q,m,δi) , if the inner distributions of Q 1 and Q 2 are known. For Q 1 and Q 2 , define the corresponding sets of symmetric bilinear forms as 
where
) and j = 1, 2. More precisely, we have (17)
2 ) . By Proposition 3.11, for j = 1, 2, Q j has the same inner distribution with S j . To derive the inner distributions of S 1 and S 2 , we are going to study them in the context of association schemes. As a preparation, we state the following proposition which will be used to prove a subset of Sym(m, q) is a t-design. The above proposition provides a combinatorial characterization of t-designs in Sym(m, q). In order to exploit this characterization, we need the following two lemmas. Let V be an m-dimensional vector space over F q . Denote the set of all bilinear forms on V as B(m, q). Let C ∈ B(m, q). Define an associated bilinear form C ′ on V as C ′ (x, y) = C(y, x), in which x, y ∈ V .
Lemma 4.3. Let J be a multiset in which each element of B(m, q) occurs a constant number of times. Then, each element of S(m, q) occurs a constant number of times in the multiset
Proof. Set x = (x 1 , x 2 , . . . , x m ) ∈ V and y = (y 1 , y 2 , . . . , y m ) ∈ V . Note that each C ∈ B(m,
′ is a constant independent of the choice of A. That means each element of S(m, q) occurs a constant number of times in the multiset {C + C ′ | C ∈ B(m, q)}. Since J is a multiset in which each element of B(m, q) has the same multiplicity, then each element of S(m, q) occurs a constant number of times in the multiset {C + C ′ | C ∈ J}.
Lemma 4.4. [39, Lemma 4.6] Let U be a t-dimensional subspace of F q m . Let l be an integer and let s be an integer coprime to m. Then every bilinear form from U × F q m to F q can be uniquely expressed in the form
where λ = (λ 0 , λ 1 , . . . , λ t−1 ) ∈ F t q m . Let U be a subspace of F q m and B be a bilinear form over F q m . Let B| U denote the restriction of B on U × U and B| U×F q m denote the restriction of B on U × F q m . Now, we are ready to show that certain subsets of Sym(m, q) are t-designs. Proposition 4.5. Let s be an integer coprime to m. 1) When m is odd and t is even with 2 ≤ t < m, define a set of symmetric bilinear forms on F q m as
Then Y 1 is a t-design in Sym(m, q). 2) When m is even and t is odd with 1 ≤ t < m, define a set of symmetric bilinear forms on F q m as
Then Y 2 is a t-design in Sym(m, q).
Proof. Let U be a t-dimensional subspace of F q m and A be a symmetric bilinear form on U . Set l = 
Equivalently, the number of elements in the multiset {D + D ′ | D ∈ {B µ | µ ∈ F t q m }}, which is an extension of A, is a constant independent of U and A.
Let m be odd. Given µ = (µ 0 , µ 1 , · · · , µ t−1 ) ∈ F t q m , we have Thus,
and µ m−j−l range over F q m , µ j−l + µ Thus, 
Hence, the number of elements in Y 2 that are an extension of A, is a constant independent of U and A. By Proposition 4.2, we have shown that Y 2 is a t-design in Sym(m, q), which completes the proof of 2). Now, we are ready to derive the inner distributions of S 1 and S 2 . ≤ j ≤ i + 1. Denote
Note that 2) Using similar arguments as in the proof of 1), we can show that S 2 is a (2m − 2i − 2)-code. Applying 2) of Proposition 4.5 with t = 2i + 3 − m and s = 1, we know that S 2 is a (2i + 3 − m)-design in Sym(m, q). Employing (14) ) with m being even, have been obtained in [20] . Example 1. For q = 3 and m = 3, consider ternary narrow-sense primitive BCH code C (3,3,δ1) . Numerical experiment shows that C (3,3,δ1) Example 2. For q = 3 and m = 4, consider ternary narrow-sense primitive BCH code C (3,4,δ2) . Numerical experiment shows that C (3,4,δ2) [22] , it has the largest minimum distance among all known ternary linear codes with length 80 and dimension 11.
Moreover, its weight enumerator is
5. Determining the minimum distance when q is even. In this section, we are going to show that the minimum distance of C (q,m,δi) is equal to its Bose distance δ i , when q is an even prime power. Throughout the rest of this section, we always assume that q is even.
By Proposition 2.6, in order to determine the minimum distance of C (q,m,δi) , it suffices to compute the minimum weight of each subcode (Q(x)) x∈F * q m + PRM q (1, m) for each Q ∈ Q 1 when m is odd and for each Q ∈ Q 2 when m is even. As the first step, the following proposition shows when q is even, the weight distribution of the subcode (Q(x)) x∈F * q m + PRM q (1, m) depends only on the rank and the type of the quadratic form Q on F q m .
Proposition 5.1. Let q be even and Q be a quadratic form on F q m , whose rank is at least 1.
1) If Q has rank 2r and type 0, then the weight enumerator of (Q(x)) x∈F * q m
2) If Q has rank 2r + 1 and type 1, then the weight enumerator of (Q(x)) x∈F * q m
3) If Q has rank 2r and type 2, then the weight enumerator of (Q(x)) x∈F * q m
The above weight enumerators are also summarized in Tables 3, 4 and 5.
Proof. Let L be the set of all homogenous linear functions on F q m . Then, the weight enumerator of (Q(x)) x∈F * q m
The conclusion follows from (16) and Lemma A.5.
For Q 1 and Q 2 , define the corresponding sets of alternating bilinear forms as
where B Q (x, y) = Q(x + y) − Q(x) − Q(y) and j = 1, 2. More precisely, we have Table 3 Weight distribution of (Q(x)) x∈F * q m + PRMq(1, m), q even, Q has rank 2r and type 0
Weight
Frequency Table 4 Weight distribution of (Q(x)) x∈F * q m + PRMq(1, m), q even, Q has rank 2r + 1 and type 1
Frequency
1) For m being odd and 2) Using similar arguments as in the proof of Proposition 4.6, we can show A 2 is a (2m − 2i − 2)-code in Alt(m, q). Assume b 2 2m−2i−2 = 0, then A 2 is a (2m − 2i)-code in Table 5 Weight distribution of (Q(x)) x∈F * q m + PRMq(1, m), q even, Q has rank 2r and type 2
Alt(m, q). By Proposition 3.3, we must have
2 ) . This contradicts to |A 2 | = q
2 ) . Thus, b 2 2m−2i−2 > 0 and A 2 is a proper (2m − 2i − 2) code. Now we are ready to prove the main result of this section.
Theorem 5.3. Let q be an even prime power and m be a positive integer satisfying
For nonnegative integer i with
Proof. When q = 2, we need m ≥ 3 to ensure that C (q,m,δi) is well-defined. We only prove the theorem for the case with m being odd, since the case with m being even is analogous.
When m is odd, by Proposition 2.6, the minimum distance of C (q,m,δi) is equal to the minimum weight of codewords belonging to ) with m being even, have been obtained in [20] .
Example 3. For q = 2 and m = 6, consider binary narrow-sense primitive BCH codes C (2,6,δ2) and C (2,6,δ3) . Numerical experiments show that C (2,6,δ2) has minimum distance δ 2 = 27 and C (2,6,δ3) has minimum distance δ 3 = 23, which are consistent with Theorem 5.3. Moreover, according to the codetable [22] (see also [17, p. 258, Table  A .31]), C (2,6,δ2) has the largest minimum distance among all known binary linear codes with length 63 and dimension 10. C (2,6,δ3) has the largest minimum distance among all known binary linear codes with length 63 and dimension 16.
Combining Theorem 4.7 and Theorem 5.3, we obtain our main result Theorem 1.2.
6. Concluding remarks. The determination of the minimum distance of BCH codes is a very challenging problem. Even for the most well-studied narrow-sense primitive BCH codes, despite some experimental results, very few theoretical results on the minimum distance have been found in the last four decades. In this paper, we make progress on this problem by determining the minimum distance of q-ary narrowsense BCH codes with length q m − 1 and Bose distance q m − q m−1 − q i − 1, where
Note that when q = 2, this result has been obtained in the classical works of Berlekamp [7] and Kasami [26] , in which many delicate techniques are involved. We generalize their results in a neat and unified way, based on the wellrounded theories of sets of quadratic forms, symmetric bilinear forms and alternating bilinear forms over finite fields. Our result depends heavily on the theory of sets of symmetric bilinear forms over finite fields with odd characteristic [39] and the theory of sets of alternating bilinear forms over finite fields [16] . For the theory of sets of symmetric bilinear forms over finite fields with even characteristic and the theory of sets of unrestricted bilinear forms over finite fields, please refer to [38] and [15] respectively.
Recall that when q is odd, the weight distribution of C (q,m,δi) has been obtained. The key point is that the inner distributions of S 1 and S 2 determine those of Q 1 and Q 2 , by 1) of Proposition 3.11. Thus, it is natural to ask if the weight distribution can also be obtained when q is even. We remark that the inner distribution of A 1 and A 2 can be computed using the same method displayed in [38] . However, by 2) of Proposition 3.11, the inner distributions of A 1 and A 2 do not determine those of Q 1 and Q 2 . Thus, in order to compute the weight distribution when q is even, more precise information of the inner distributions of Q 1 and Q 2 is required. A possible direction is to establish some general results on the inner distribution of certain subsets in Qua(n, q) when q is even, from which the weight distribution of C (q,m,δi) follows. To the best of our knowledge, not much is known about the scheme Qua(n, q) [21, 40] . Hence, we leave this as an interesting future problem. and a linear function. Let Q be a quadratic form on F q m and L be a homogenous linear function on F q m . In this appendix, we study the number of zeroes in F q m , to the equation Q(x) + L(x) + c = 0, where c ∈ F q . These results are employed to complete the proof of Proposition 4.1 and Proposition 5.1. The approach used here is similar to that of [36] , in which the author obtained the weight distribution of the second order Reed-Muller and the second order generalized Reed-Muller codes. We remark that the derivation in [36] is somewhat hasty, so that several mistakes were made in the paper. Therefore, we intend to present a detailed account below.
We first consider the case with q being an odd prime power. We use S to denote the set of all nonzero squares in F q and N S to denote the set of all nonsquares in F q .
The following lemma is a folklore. It can be derived, for instance, from the viewpoint of difference sets [24, Chapter 7] and partial difference sets [33] .
For the following nine subsets partitioning F q × F q
The values of the sequence (u i )
depend only on b and the exact values are listed in Table 6 .
Recall that for a function f from F q m to F q , we use N (f ) to denote the number of zeroes in F q m to the equation f (x) = 0. We have the following lemma.
Lemma A.2. Let q be an odd prime power and Q be a quadratic form of rank r ≥ 1 and type τ on F q m . Let L be the set of all homogenous linear functions on F q m and c ∈ F q . Suppose f ranges over {Q + L + c | L ∈ L}. Then the following holds. (2) Let r be even. If c = 0, then
2 ) times. Proof. Since Q has rank r and type τ , by 1) of Proposition 3.8, Q is equivalent to a canonical quadratic form 
Consequently, it suffices to compute N (f ), when f ranges over the set (19) . Define a function f := f b1,b2,...,bm,c from F q m to F q as
. . , b m ) ranges over F q m , f ranges over the set (19) . (b 1 , b 2 , . . . , b r ) ranges over F r q , employing Proposition 3.9, we can obtain the values and their frequencies in the right hand side of (21) . Note that r j=1 d j y 2 j is a quadratic form of rank r and type τ over F q m , employing Proposition 3.9 again, we can obtain the number of zeroes to (21) . Below, Proposition 3.9 will be frequently used without further reference. We are going to split our discussion into two cases where r is odd or even.
(1) Let r be odd. In this case, there are q r−1 + τ η(−1)
times.
Therefore, it suffices to calculate the size of intersections between {(h − c, h) | h ∈ F q } and U i , 1 ≤ i ≤ 9, defined in Lemma A.1. Combining (20) and Lemma A.1, a simple computation completes the r odd case. Therefore, it suffices to calculate the size of the intersections between {(h − c, h) | h ∈ F q } and the following sets:
A simple computation, together with (20) , completes the r even case.
As a direct consequence of Lemma A.2, we have the following lemma, which is used in the proof of Proposition 4.1.
Lemma A.3. Let q be an odd prime power and Q be a quadratic form of rank r ≥ 1 and type τ on F q m . Let L be the set of all homogenous linear functions on F q m .
(1) Let r be odd. When f ranges over {Q + L | L ∈ L}, we have
2 ) times.
(2) Let r be even. When f ranges over {Q + L | L ∈ L}, we have
2 ) times,
Next, we consider the case with q being an even prime power. For i ∈ F 2 , define 
Proof. By 2) of Proposition 3.8, Q is equivalent to one of the following canonical quadratic forms
if Q has rank 2r and type 0,
if Q has rank 2r + 1 and type 1, 
if Q has rank 2r + 1 and type 1,
if Q has rank 2r and type 2.
Consequently, it suffices to compute N (f ), when f ranges over one of the set in (22) .
Below, we split our discussion into three cases. We remark that Proposition 3.10 will be frequently used without further reference. There are q 2r−1 + υ(h)q r−1 tuples of (b 1 , b 2 , . . . , b r ) such that r j=1 b 2j−1 b 2j = h for some h ∈ F q . By (24) , for h ∈ F q , we have
Therefore, it suffices to calculate the size of the intersections between {(h + c, h) | h ∈ F q } and the following sets:
A simple computation, together with (23), completes the case Q having rank 2r and type 0. In fact, we already determined the number of solutions to the equation Q(x) + L(x) + c = 0 in the proofs of Lemmas A.2 and A.4, where Q is a canonical quadratic form. We summarize this result in the following proposition. Although this proposition is not used in the paper, we believe it is worthwhile to be documented. 
