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We analyze the possible interaction-induced superconducting instabilities in noncentrosymmetric
systems based on symmetries of the normal state. It is proven that pure electron-phonon coupling
will always lead to a fully gapped superconductor that does not break time-reversal symmetry and
is topologically trivial. We show that topologically nontrivial behavior can be induced by magnetic
doping without gapping out the resulting Kramers pair of Majorana edge modes. In case of super-
conductivity arising from the particle-hole fluctuations associated with a competing instability, the
properties of the condensate crucially depend on the time-reversal behavior of the order parameter
of the competing instability. When the order parameter preserves time-reversal symmetry, we ob-
tain exactly the same properties as in case of phonons. If it is odd under time-reversal, the Cooper
channel of the interaction will be fully repulsive leading to sign changes of the gap and making
spontaneous time-reversal symmetry breaking possible. To discuss topological properties, we focus
on fully gapped time-reversal symmetric superconductors and derive constraints on possible pairing
states that yield necessary conditions for the emergence of topologically nontrivial superconductiv-
ity. These conditions might serve as a tool in the search for topological superconductors. We also
discuss implications for oxides heterostructures and single-layer FeSe.
I. INTRODUCTION
In the past few years, topological phases of matter
have attracted considerable interest in condensed matter
physics1. A central consequence of topologically nontriv-
ial bulk structures, which can be classified by topological
invariants in momentum space, is the emergence of zero-
energy modes localized at the edge of the system. Sev-
eral different materials have been experimentally identi-
fied as topological insulators (see, e.g., Refs. 2 and 3),
whereas unambiguous evidence of their superconducting
analogues, topological superconductors, is still lacking
despite intense research activities4,5. In case of topo-
logical superconductors, the edge modes are Majorana
bound states (MBS) that are highly sought-after both
because of their exotic non-Abelian statistics and poten-
tial application in topological quantum computation4.
Concerning the realization of these phases, one has to
distinguish between “intrinsic” and “extrinsic” topological
superconductors. In “extrinsic” systems, superconductiv-
ity is induced in a spin-orbit coupled normal conducting
material via injection of Cooper pairs from a trivial su-
perconductor and, potentially, additional external fields
are applied (see, e.g., Ref. 6). In “intrinsic” topologi-
cal superconductors, both superconductivity as well as
the nontrivial topology arise spontaneously due to the
internal interactions of the system. In particular in the
search for the right material for the latter type of topo-
logical superconductors, guiding principles are required
that go beyond model studies and depend only on very
few and easily accessible details of the system, such as
symmetries or Fermi surface topologies.
A related, but more fundamental, question is whether
there is a direct relation between the mechanism that
leads to the superconducting instability and the topology
of the resulting phase. E.g., in Ref. 7, it has been shown
for a specific model of the two-dimensional (2D) electron
fluid in oxide heterostructures that there is a one-to-one
correspondence: For conventional, i.e., electron-phonon
induced, superconductivity, the condensate is trivial,
whereas in case of an unconventional mechanism, i.e.,
superconductivity resulting from electronic particle-hole
fluctuations, topologically nontrivial behavior is found.
This can be used to identify the microscopic origin of the
pairing state by determining its topological properties.
One promising class of materials for observing intrin-
sic topological behavior, are superconductors where in-
version symmetry is already broken in the normal state8.
This can be the case in the bulk of a three-dimensional
(3D) material if the crystal structure lacks a center of
inversion as, e.g., for the heavy-fermion superconductor9
CePt3Si, or for 2D superconductivity at interfaces and
surfaces. Examples of the latter are given by oxide
heterostructures10,11 and single-layer12 FeSe on SrTiO3.
The main difference as compared to centrosymmetric sys-
tems is that the broken inversion symmetry together with
atomic spin-orbit coupling remove the spin degeneracy of
the Fermi surfaces. The energetic splitting of the Fermi
surfaces defines an additional energy scale Eso, which es-
sentially changes the theoretical description of supercon-
ductivity and has direct consequences for the possible
pairing states13–15.
In this paper, we address both issues of intrinsic topo-
logical superconductors outlined above: We derive simple
guiding principles for the search for interaction-induced
topological superconductivity and relate the mechanism
driving the superconducting instability to the topology
of the corresponding condensate. Our analysis indicates
that magnetic fluctuations, either from the proximity to
a magnetic instability or due to magnetic impurities, are
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2essential for the formation of a time-reversal symmet-
ric topological superconductor. To arrive at these con-
clusions, we focus on strongly noncentrosymmetric sys-
tems in the sense that the spin-orbit splitting Eso ex-
ceeds the transition temperature Tc of superconductivity,
Eso & Tc. Our results are based on exact relations fol-
lowing from symmetries of the system, most notable the
time-reversal symmetry (TRS) of the high-temperature
phase, and, thus, do not depend on further microscopic
details. To describe unconventional pairing, we apply
an effective low-energy approach16 where processes at
high energies are assumed to lead to fluctuations in the
particle-hole channel that eventually drive the supercon-
ducting instability.
More specifically, it is shown that, irrespective of
whether superconductivity arises from phonons or fluc-
tuations of a time-reversal symmetric order parameter in
the particle-hole channel, the resulting condensate will be
fully gapped, preserve all point symmetries of the high-
temperature phase as well as TRS. The invariance under
the reversal of the time direction both crucially affects
the electromagnetic response of the system and deter-
mines the topological classification of the superconductor
as well as the structure of the MBS emerging at edges of
the system in case of a topologically nontrivial phase1. To
deduce the associated topological invariant (class DIII17),
we apply the topological Hamiltonian approach18,19 us-
ing the full Green’s function obtained from Eliashberg
theory20. This captures interaction effects beyond21 the
mean-field level as the full frequency dependence of the
self-energy is taken into account.
We find for phonons or fluctuations of a particle-hole
order parameter which is even under time-reversal, that
the invariant is generically trivial. Naturally, signifi-
cant residual Coulomb repulsion can lead to a topological
phase. We show that also magnetic impurities can drive
the system into a topologically nontrivial superconduct-
ing state that still preserves TRS. Although the disorder
required to stabilize the topological structure of the bulk
system locally breaks TRS, the MBS at the edge of the
topological domain are shown to be protected if there is
a residual reflection symmetry at the boundary.
In case of fluctuations of an order parameter that is
odd under time-reversal, the situation is completely dif-
ferent: The interaction is fully repulsive within and be-
tween all Fermi surfaces such that the resulting super-
conducting order parameter will have sign changes, can
break any point symmetry as well as the TRS of the
high-temperature phase. We consider the limit where the
inversion-symmetry breaking terms induce a momentum-
space splitting of the Fermi surfaces that is smaller than
the scale on which the spin-orbit texture varies. This
roughly corresponds to Eso  Λt where Λt denotes the
bandwidth of the system. We derive an asymptotic sym-
metry and show that all possible superconducting order
parameters can be grouped into two classes: The rela-
tive sign of the order parameter can only be either posi-
tive or negative at all “Rashba pairs” of Fermi surfaces.
Here “Rashba pair” denotes a pair of Fermi surfaces that
merge into one doubly degenerate Fermi surface upon hy-
pothetically switching off the inversion-symmetry break-
ing terms in the Hamiltonian. To discuss the implica-
tions on the topological properties, we focus on fully
gapped (sign changes only between the different Fermi
surfaces) and time-reversal symmetric superconductors.
The latter assumption is not very restrictive as many
noncentrosymmetric point groups do not allow for spon-
taneous breaking of TRS by a single superconducting
phase transition14. Most importantly, we find that, for
one-dimensional (1D) and 2D systems, the total num-
ber of time-reversal invariant momenta (TRIM) enclosed
by Rashba pairs of Fermi surfaces must be necessarily
odd for the superconductor to be topologically nontrivial.
Furthermore, in case of a single Rashba pair (two singly-
degenerate Fermi surfaces) enclosing an odd number of
TRIM, the resulting superconductor, if fully gapped, will
be automatically topological irrespective of the dimen-
sionality of the system (i.e., for 1D, 2D and 3D). This con-
firms and generalizes the correspondence between mech-
anism and topology found in Ref. 7.
Our results imply that one should look for supercon-
ducting systems that are close to a particle-hole insta-
bility with an order parameter that is odd under time-
reversal (e.g., a spin-density wave instability) for realizing
a noncentrosymmetric topological superconductor. This
leads to strong magnetic fluctuations that can drive a
superconducting instability. Even if the superconduct-
ing state is due to electron-phonon coupling, the proxim-
ity to a magnetic phase might lead to the spontaneous
formation22 of local magnetic moments due to initially
nonmagnetic impurities which can induce a transition to
a topological phase. Alternatively, intentional magnetic
doping can be used to render an electron-phonon super-
conductor topological. As the Fermi surface structure is
directly accessible experimentally, e.g., via photoemission
experiments, the necessary condition that the total num-
ber of TRIM enclosed by Rashba pairs of Fermi surfaces
must be odd for having a 2D topological superconductor
can be readily applied for ruling out certain candidate
systems.
We believe that this work will serve as a guiding tool
in the search for topologically nontrivial superconduct-
ing states and, in addition, help determining the pairing
mechanism of noncentrosymmetric superconductors.
The remainder of the paper is organized as follows.
In Sec. II, we introduce the notation used in this work
and proof the absence of topological superconductivity
in a clean electron-phonon superconductor. To describe
unconventional pairing, the analysis will be extended to
general bosonic fluctuations in Sec. III. In Sec. IV, we
discuss the modifications when disorder is taken into
account and show how magnetic impurities can render
an electron-phonon superconductor topological. Finally,
Sec. V is devoted to illustrating the consequences of our
results for two specific materials.
3II. ELECTRON-PHONON COUPLING
In this section, we will discuss conventional, i.e.,
electron-phonon induced, superconductivity in noncen-
trosymmetric systems. Assuming that the normal phase
is time-reversal symmetric, we will proof on a very gen-
eral level that the resulting superconducting state will
be necessarily topologically trivial in the absence of dis-
order and additional residual electronic interactions. The
inclusion of the latter two effects, which make topological
superconductivity possible, is postponed to Sec. IV.
Throughout this work, we consider fermions described
by the general noninteracting Hamiltonian
Hˆ0 =
∑
k
cˆ†kα (hk)αβ cˆkβ , (1)
where the indices α, β = 1, 2, . . . 2N represent all rele-
vant microscopic degrees of freedom, e.g., spin, orbitals
and subbands. Here and in the following we use hats to
denote operators acting in the many-body Fock space.
The only symmetry we assume in this section is TRS.
Time-reversal is represented by the antiunitary operators
Θˆ and Θ in Fock and single-particle space, respectively,
i.e.
Θˆcˆ†kαΘˆ
† = cˆ†−kβTβα, T
†T = 1, (2)
such that ΘˆHˆ0Θˆ† = Hˆ0 is equivalent to
Θh−kΘ† = hk. (3)
Here, Θ = TK with K denoting complex conjugation.
Since we will focus on spin-1/2 fermions, it holds Θ2 =
−1 and, hence, TT = −T .
The electron-phonon coupling giving rise to supercon-
ductivity is taken to be of the general form
Hˆel-ph =
∑
k,k′,l
cˆ†kαg
(l)
αβ(k,k
′)cˆk′β
(
bˆ†k′−kl + bˆk−k′l
)
. (4)
As mentioned above, further interaction channels are as-
sumed to be irrelevant in this section. In Eq. (4), bˆ†ql and
bˆql are the creation and annihilation operators of phonons
of branch l. The associated coupling matrix g(l) can, by
virtue of spin-orbit interaction, couple states of different
spin and might have nontrivial structure, e.g., in orbital
space. It will not be explicitly specified in this work –
only the constraints resulting from Hermiticity and TRS
will be taken into account. The former implies
g
(l)
αβ(k,k
′) =
(
g
(l)
βα(k
′,k)
)∗
. (5)
To analyze the consequences of the latter, first note that
Θˆbˆ
(†)
ql Θˆ
† = bˆ(†)−ql (6)
since the deformation of the lattice Qˆq ∼ bˆ†−q + bˆq and
the conjugate momentum Pˆq ∼ i(bˆ†q− bˆ−q) must be even,
ΘˆQˆqΘˆ
† = Qˆ−q, and odd, ΘˆPˆqΘˆ† = −Pˆ−q, under time-
reversal, respectively. Using this in Eq. (4), one immedi-
ately finds that TRS demands
g(l)(k,k′) = T
(
g(l)(−k,−k′)
)∗
T †. (7)
Finally, the Hamiltonian of the phonons reads
Hˆph =
∑
q,l
bˆ†qlbˆqlωql, (8)
where the phonon dispersion ωql satisfies ωql > 0 and
ωql = ω−ql due to stability of the crystal and TRS, re-
spectively.
A. Effective electron-electron interaction
Restating the system in the action description and in-
tegrating out the phonon degrees of freedom yields the
effective electron-electron interaction
Seffint =−
∑
l
∫
k1,k2,q
ωql
Ω2n + ω
2
ql
g
(l)
αβ(k1 + q,k1)
× g(l)α′β′(k2 − q,k2) c¯k1+qαc¯k2−qα′ck2β′ck1β .
(9)
Here c¯α and cα are the Grassmann analogues of the
fermionic creation and annihilation operators cˆ†α and cˆα.
We use k ≡ (iωn,k), q ≡ (iΩn, q) with
∫
k
comprising
both momentum and Matsubara summation,∫
k
· · · = 1
β
∑
ωn
∑
k
. . . , (10)
where β denotes the inverse temperature.
For describing superconducting instabilities, it is very
convenient to work in the eigenbasis of the noninteracting
part hk of the high-temperature Hamiltonian. We thus
write
ckα = (ψks)α fks, c¯kα = f¯ks (ψ
∗
ks)α (11)
where ψks denote the eigenstates of hk, i.e. hkψks =
ksψks. If the summation over s includes all 2N values,
Eq. (11) will just constitute a unitary transformation and
thus be exact. In the following, we will only take into
account the bands that lead to Fermi surfaces and focus
on the degrees of freedom in the energetic vicinity of the
chemical potential (−Λ < ks < Λ). Therefore, Eq. (11)
has to be understood as a low-energy approximation. We
will label the states in such a way that, for each s, the
Fermi momenta {k|ks = 0} form a connected set (see
Fig. 1) which we will refer to as Fermi surface s in the
remainder of the paper.
Inserting the transformation (11) into Eq. (9) yields
Seffint =
∫
k1,k2,q
V s1s2s3s4 (k1, k2, q) f¯k1+qs1 f¯k2−qs2fk2s3fk1s4
(12)
4Figure 1. (Color online) Illustration of the parameterization
of the Fermi surfaces in case of a 2D system. All Fermi sur-
faces are chosen to be connected such that Kramers partner
{(s,Ω), (sK,ΩK)} can belong to different Fermi surfaces. All
(distinct) TRIM, defined by k = −k, are indicated as green
dots.
with coupling tensor
V s1s2s3s4 (k1, k2, q) (13)
= −
∑
l
ωql
Ω2n + ω
2
ql
G(l)s1s4(k1 + q,k1)G
(l)
s2s3(k2 − q,k2)
where we have introduced
G
(l)
ss′(k,k
′) = ψ†ks g
(l)(k,k′)ψk′s′ . (14)
The Hermiticity constraint (5) now becomes
G
(l)
ss′(k,k
′) =
[
G
(l)
s′s(k
′,k)
]∗
. (15)
In this paper, we will focus on systems with singly-
degenerate Fermi surfaces which requires a center of in-
version to be absent. The combination of broken inver-
sion symmetry, e.g., at an interface or in the bulk of a
noncentrosymmetric crystal, and atomic spin-orbit cou-
pling will generally lift the degeneracy of the Fermi sur-
faces. Together with TRS of the normal state Hamil-
tonian, Eq. (3), the absence of degeneracy of the Fermi
surfaces implies
ψks = e
iϕskΘψ−ksK (16)
with (k-dependent) phases ϕsk ∈ R that are determined
by how the phases of the eigenstates ψks are chosen
(gauge symmetry). Eq. (16), which will be used repeat-
edly throughout the paper, shows that TRS is more re-
strictive in noncentrosymmetric systems as compared to
the situation with inversion symmetry since the eigen-
state at k with energy close to the Fermi level fully de-
termines the structure of the wavefunction at low energies
at momentum −k. Here and in the following sK denotes
the Fermi surface consisting of the Kramers partners of
the momenta of s. Depending on the topology of the
Fermi surfaces with respect to the TRIM, both sK = s
and sK 6= s are possible. E.g., for the Fermi surfaces
shown in Fig. 1, s = 1, 4 and s = 2 = 3K are examples of
the former and latter case, respectively.
In this work we will not have to specify the phases ϕsk
explicitly, it will only be taken into account that
eiϕ
sK
−k = −eiϕsk (17)
as a consequence of Θ2 = −1. Using Eqs. (7) and (16),
i.e. the consequences of TRS for the electron-phonon cou-
pling and the wavefunctions of the normal state Hamil-
tonian, it is straightforward to show that
G
(l)
ss′(k,k
′) = ei(ϕ
s′
k′−ϕsk)
(
G
(l)
sKs
′
K
(−k,−k′)
)∗
. (18)
This is a central relation for our analysis as it can be used
to rewrite the Cooper channel of the interaction (12), i.e.,
the scattering process of a Kramers pair {s, k; sK,−k} of
quasiparticles into another Kramers pair {s′, k′; s′K,−k′}
as depicted in Fig. 2(a). Eq. (18) readily yields for this
type of scattering event
V
s′s′K
sKs (k,−k, k′ − k) = ei(ϕ
s
k−ϕs
′
k′ )Vs′s(k′; k) (19)
where
Vs′s(k′; k)
= −
∑
l
ωk′−kl
(ωn′ − ωn)2 + ω2k′−kl
∣∣∣G(l)s′s(k′,k)∣∣∣2 < 0. (20)
The very same matrix elements also govern the forward
scattering processes shown in Fig. 2(b) with amplitude
Fs′s(k′; k) := V s′ss′s (k, k′, k′ − k): Using the Hermiticity
(5) of the electron-phonon interaction one finds F = V.
Consequently, the combination of TRS and the fact
that the Fermi surfaces are singly degenerate highly con-
straints the Cooper channel of the interaction. As stated
in Eq. (19), it can be written as the product of the
time-reversal phases defined in Eq. (16) and the forward
scattering matrix Vs′s(k′; k) which only has negative en-
tries. We emphasize that this is a very general result
since no additional model specific assumptions other than
TRS and singly-degenerate Fermi surfaces (such as num-
ber/character of relevant orbitals or dimensionality of the
system) have been taken into account. In the next sub-
section, we will analyze the consequences for the result-
ing possible superconducting instabilities using Eliash-
berg theory20.
Before proceeding, a few remarks are in order: Natu-
rally, the Cooper scattering amplitude (19) is a complex
number that depends on the phases of the eigenstates
ψks whereas the forward scattering amplitude V is inde-
pendent of the phases as it always involves a wavefunc-
tion and its complex conjugate in pairs [cf. Fig. 2(b)].
Despite the gauge dependence of the Cooper scattering
amplitude, the time-reversal and topological properties
of the resulting superconducting state are, of course, in-
dependent of the time-reversal phases ϕsk as we will see
explicitly below.
We finally list three properties
Vs′s(k′; k) = Vss′(k; k′), (21a)
5Vs′s(k′; k) = Vs′KsK(−k′;−k), (21b)
Vs′s
(
iωn′ ,k
′; iωn,k
)
= Vs′s
(−iωn′ ,k′;−iωn,k) , (21c)
which are readily read off from Eq. (20) and will be taken
into account in the following.
B. Eliashberg theory
The aim of Eliashberg theory20,23 consists of calculat-
ing the Nambu Green’s function in the superconducting
phase. For our purposes, it will be convenient to per-
form the calculation in the eigenbasis of the normal state
Hamiltonian hk. We thus introduce the Nambu Green’s
function as
Gss′(iωn,k) := − 1
β
( 〈fksf¯ks′〉 〈fksf−ks′K〉〈f¯−ksK f¯ks′〉 〈f¯−ksKf−ks′K〉
)
. (22)
According to this ansatz, all Cooper pairs carry
zero total momentum excluding the formation of
translation-symmetry breaking superconductivity, e.g.,
Fulde-Ferrell-Larkin-Ovchinnikov24,25 states.
In addition, we assume that, for determining the su-
perconducting properties, the Green’s function can be
approximated to be diagonal in Fermi-surface space,
Gss′(iωn,k) = δs,s′Gs(iωn,k), (23)
which will be referred to as weak-pairing approximation
in the following.
When the energetic separation Eso of the Fermi sur-
faces is larger than the energy range 2Λ of the low-energy
theory, Eq. (23) is enforced by momentum conservation
such that the weak-pairing approximation becomes exact.
However, even for Eso < 2Λ, Eq. (23) can be used as ma-
trix elements of the Green’s function (22) with s 6= s′ cou-
ple single-particle states with energies differing by Eso.
In the calculation of the leading superconducting insta-
bility this will cut off the Cooper logarithms associated
with these processes unless these integrals are first cut
off by temperature. In other words, the weak-pairing ap-
proximation is expected to be applicable for determining
the superconducting properties as long as Eso & Tc. This
criterion agrees with the explicit check of the validity of
the weak-pairing approximation in Ref. 14.
Physically, the weak-pairing approximation means
that the Cooper pairs are made from the same quantum
numbers as the normal state. We emphasize that this is
only a statement about the propagator G and does not
restrict the interaction to be diagonal in Fermi-surface
space. On the contrary, interband interactions are even
essential to have a unique superconducting order param-
eter as, otherwise, the free energy would be independent
of the relative phase of the order parameter at different
Fermi surfaces.
Before proceeding with the calculation of the Green’s
function, let us discuss its antiunitary symmetries (see
Appendix A 2 for more details on the derivation of the
following statements). To begin with charge-conjugation
symmetry, it holds
ΞGsK(iωn,−k)Ξ−1 = −Gs(iωn,k), Ξ = τ1K, (24)
which is just a consequence of the inherent redundancy
of the Nambu Green’s function in Eq. (22).
Secondly, the TRS constraint, which is, in the micro-
scopic basis, described by the operator Θ, reads
Θ˜ksGsK(−k)Θ˜−1ks = Gs(k), Θ˜ks = τ3e−iϕ
s
kτ3K, (25)
when transformed into the eigenbasis according to
Eq. (11). The phases ϕsk enter because of the rela-
tion (16) between the wavefunctions of Kramers part-
ners. Note that the expression for the time-reversal
operator stated above yields Θ˜2ks = 1 which, at first
sight, seems to disagree with Gs being a Green’s func-
tion of spin-1/2 fermions. This can be reconciled by not-
ing that the full time-reversal operator Θ˜ksI that also
includes the inversion I of momentum indeed satisfies
(Θ˜ksI)2 = Θ˜ksΘ˜−ksK = −1 as a consequence of Eq. (17).
Note that this subtlety usually does not play any role as
the time-reversal operator in momentum space in many
cases (e.g. in the microscopic basis as in Eq. (2)) does
not depend on momentum. It indicates that the prop-
erty (17) of the phases ϕsk carries the information that
the nondegenerate bands of the system microscopically
arise from spin-1/2 fermions.
In order to compare our Green’s function approach
with the mean-field picture, which will be particularly
useful when discussing the topological properties below,
let us consider the generic superconducting mean-field
Hamiltonian
HˆMF =
∑
k
cˆ†khkcˆk +
1
2
∑
k
(
cˆ†k∆k
(
c†−k
)T
+ H.c.
)
.
(26)
Performing the transformation into the band basis anal-
ogously to Eq. (11), we get, within the weak-pairing ap-
proximation,
HˆMF =
1
2
∑
k
Ψˆ†ksh
BdG
ks Ψˆks (27)
with Nambu spinor Ψˆ†ks =
(
fˆ†ks fˆ−ksK
)
and Bogoliubov-
de Gennes (BdG) Hamiltonian
hBdGks =
(
ks ∆˜s(k)e
−iϕsk
∆˜∗s(k)e
iϕsk −ks
)
. (28)
Here we have introduced the Fermi-surface-diagonal ma-
trix elements ∆˜s(k) = 〈ψks|∆kT †|ψks〉 of the order pa-
rameter.
Demanding that Eq. (26) be time-reversal symmetric,
ΘˆHˆMFΘˆ
−1 = HˆMF with Θˆ as defined in Eq. (2), one
finds that TRS is equivalent to ∆˜s(k) ∈ R. Comparison
with Eq. (28) shows that TRS on the level of the BdG
6Figure 2. To calculate the superconducting properties we only
need two specific channels of the effective electron-electron in-
teraction: The scattering of Cooper pairs as shown in (a) and
forward scattering (b). Applying the weak-pairing approxi-
mation (23) to Eliashberg theory, the normal and anomalous
components of the Nambu Green’s function follow from the
self-consistency relations represented diagrammatically in (c).
Hamiltonian reads Θ˜kshBdG−ksKΘ˜
−1
ks = h
BdG
ks which is just a
special case of Eq. (25) restricted to the mean-field level
where
Gs(iωn,k) =
(
iωn − hBdGks
)−1
. (29)
The relation (29) between the mean-field Green’s func-
tion G and the weak-pairing representation of the general
multiband mean-field Hamiltonian (26) will be relevant
in Sec. II C when discussing topological properties of the
superconducting phase beyond mean-field.
Let us next calculate the Green’s function G within
Eliashberg approximation, i.e., by solving the Dyson
equations for the electronic and anomalous Green’s func-
tion represented diagrammatically in Fig. 2(c). The va-
lidity of this approach goes beyond weak coupling. It is
controlled in the limit m/M  1 with m (M) denot-
ing the mass of the electrons (ions) where vertex correc-
tions can be neglected according to Migdal’s theorem26.
As anticipated by our discussion above, we now see di-
rectly that only the forward, Fig. 2(a), and the Cooper,
Fig. 2(b), scattering amplitudes of the phonon mediated
interaction enter.
We parameterize the Green’s function according to
G−1s (k) = iωnZs(k)τ0 − ˜s(k)τ3 −
(
0 Φs(k)
Φs(k) 0
)
(30)
with quasiparticle weight Zs(k), ˜s(k) = ks + δs(k),
where δs(k) is the band renormalization, and anomalous
self-energies Φs(k) and Φs(iωn,k) = Φ∗s(−iωn,k). These
quantities, which uniquely determine G, follow from the
self-consistency equations
Zs(k) = 1 +
2
iωn
∑
s′
∫
k′
Vss′(k; k′) iωn
′Zs′(k
′)
Ds′(k′) , (31a)
Φ˜s(k) = 2
∑
s′
∫
k′
Vss′(k; k′) Φ˜s
′(k′)
Ds′(k′) , (31b)
δs(k) = −2
∑
s′
∫
k′
Vss′(k; k′) ˜s
′(k′)
Ds′(k′) , (31c)
where we have introduced
Ds(k) = [iωnZs(k)]2 −
[
˜ 2s (k) + Φs(k)Φs(k)
]
(32)
for notational convenience. Here Eqs. (21a) and (21b)
have been taken into account to write the expressions in
more compact form. The additional factor of 2 on the
right-hand sides of Eq. (31) (as compared to the more
frequently encountered form of the Eliashberg equations
for spinfull fermions) arises since, in the band basis, the
theory looks as if we were considering spinless particles
making more contractions of the interaction vertex pos-
sible. The time-reversal phases ϕsk of the Cooper am-
plitude in Eq. (19) that have been absorbed by defining
Φ˜s(k) := Φs(k)e
iϕsk are reminiscent of the fact that we
are considering not truly spinless particles, but spin-1/2
particles with singly-degenerate bands.
In this work, we will focus on the vicinity of the crit-
ical temperature of the superconducting transition and,
hence, linearize the Eliashberg equations (31) in Φ. To
proceed further, let us rewrite the momentum summa-
tion as an angular integration over the Fermi surfaces
and an energy integration (momentum perpendicular to
the Fermi surface) subject to an energetic cutoff Λ, which
is a characteristic energy scale of the phonons (e.g., the
Debye energy). More explicitly, we replace
∑
s
∫
k
· · · → β−1
∑
ωn
∑
s
∫ Λ
−Λ
d
∫
s
dΩ ρs(Ω) . . . , (33)
where ρs(Ω) > 0 denotes the angle-resolved density of
states that is taken to be independent of . The dimen-
sionality of
∫
s
dΩ is set by the dimensionality of the Fermi
surface s. For the general purposes of this paper, we do
not have to specify any parameterization, we will, as il-
lustrated in Fig. 1, only apply the convention that the
Kramers partner of the state (s,Ω) is given by (sK,ΩK).
In addition, we take the interaction V, δ and Φ˜ as
well as the quasiparticle residue Z to be only weakly de-
pendent on the momentum perpendicular to the Fermi
surface (valid for m/M  1) and set
Vss′(iωn,k; iωn′ ,k′) ' Vss′(iωn,Ω; iωn′ ,Ω′),
Φ˜s(iωn,k) ' Φ˜s(iωn,Ω)
(34)
and similarly for δ and Φ˜. With these approximations,
the Eliashberg equations (31) become (for Λ→∞)
Zs(iωn,Ω) = 1− 2
2n+ 1
∑
n′
∑
s′
∫
s′
dΩ′ρs′(Ω′)
× Vss′(iωn,Ω; iωn′ ,Ω′) sign(2n′ + 1),
(35a)
7δs(iωn,Ω) =
∑
n′
∑
s′
∫
s′
dΩ′vss′(iωn,Ω; iωn′ ,Ω′)
× δs′(iωn′ ,Ω′),
(35b)
δs(k) = 0, (35c)
i.e., there is no Fermi velocity correction. In Eq. (35),
the normalized anomalous self-energy
δs(iωn,Ω) := Θs,n(Ω) Φ˜s(iωn,Ω) (36)
with27
Θs,n(Ω) =
√
ρs(Ω)√|2n+ 1|√|Zs(iωn,Ω)| (37)
has been introduced in order to render the kernel
vss′(iωn,Ω; iωn′ ,Ω
′)
:= −2Θs,n(Ω)Vss′(iωn,Ω; iωn′ ,Ω′)Θs′,n′(Ω′) (38)
of the gap equation (35b) symmetric.
Note that, as a consequence of linearizing in Φ˜,
Eq. (35a) explicitly determines Zs(iωn,Ω), i.e., it fol-
lows without solving a self-consistency equation. We di-
rectly see that Zs(iωn,Ω) ∈ R. In addition, it holds
Zs(k) = ZsK(−k) which is a consequence of its definition
but can, alternatively, be explicitly seen in Eq. (35a) us-
ing Eq. (21b). Together with Zs(iωn,Ω) = Z∗s (−iωn,Ω)
following from Eq. (21c), we can summarize
Zs(iωn,Ω) = Zs(−iωn,Ω) = ZsK(iωn,ΩK) ∈ R. (39)
The properties of the superconducting order parameter
follow from the second Eliashberg equation (35b). As op-
posed to mean-field theory, the temperature dependence
of Eq. (35b) is more complicated and hidden in the kernel
v defined in Eq. (38). However, it can be shown (see Ap-
pendix B) that the leading superconducting instability
is, as in the mean-field case, determined by the largest
eigenvalue of the (symmetric and real) matrix v while the
order parameter δs(iωn,Ω) belongs to the corresponding
eigenspace.
As v only has positive components, we conclude from
the Perron-Frobenius theorem28, that the largest eigen-
value of v is nondegenerate with associated eigenvector
that can be chosen to have purely positive components
as well. Therefore, the leading instability is characterized
by δs(iωn,Ω) > 0 and, hence, Φ˜s(iωn,Ω) > 0, i.e., the
superconductor is fully gapped with the sign of the gap
being the same on all Fermi surfaces. Also as a function
of Matsubara frequency, the anomalous self-energy does
not change sign. Due to the absence of any sign change,
the superconducting state cannot break any point-group
symmetry and must, therefore, transform under the triv-
ial representation of the point group (see Appendix C for
a proof of this conclusion).
Since vss′(iωn,Ω; iωn′ ,Ω′) is invariant under a simulta-
neous sign change of ωn and ωn′ , which follows from and
Eqs. (21c) and (39), we know that δs(−iωn,Ω) is also a
solution of Eq. (35b). Due to the absence of degenera-
cies, we conclude that δs(iωn,Ω) = ±δs(−iωn,Ω), i.e.,
we obtain either an even- or an odd-frequency pairing
state. As δs(iωn,Ω) > 0 odd-frequency pairing can be
excluded. In combination with Φ˜sK(−k) = Φ˜s(k) follow-
ing from Fermi-Dirac statistics and the property (17) of
the time-reversal phases, one has
Φ˜s(iωn,Ω) = Φ˜s(−iωn,Ω) = Φ˜sK(iωn,ΩK) > 0. (40)
Eqs. (39) and (40) constitute the main results of this
subsection.
C. Topological properties
We will next discuss the consequences of Eqs. (39) and
(40) for the topology of the corresponding superconduct-
ing phase. For this purpose, we first need to analyze its
antiunitary symmetries. In order to go beyond a mean-
field description, we have to discuss these symmetries on
the level of Green’s functions.
By design, the Nambu Green’s function defined in
Eq. (22) satisfies the particle-hole symmetry (24). TRS
is a much more interesting property of a superconduc-
tor in the sense that it can be spontaneously broken by
the formation of the condensate. However, it is straight-
forward to check that Eq. (25) is satisfied as a conse-
quence of Zs(k) and Φ˜s(k) being real valued and invari-
ant under in (s, k) → (sK,−k) [cf. Eqs. (39) and (40)]
together with ks = −ksK resulting from the TRS of the
high-temperature phase. Therefore, no spontaneous TRS
breaking is possible in the weak-pairing limit if supercon-
ductivity is due to electron-phonon coupling.
Consequently, the resulting system is invariant both
under charge conjugation Ξ with Ξ2 = 1 as well as under
time-reversal Θ˜ksI satisfying (Θ˜ksI)2 = −1 and, thus,
belongs to class DIII17. In 1D and 2D, the supercon-
ductor is classified by a Z2 and in 3D by a Z topologi-
cal invariant1. To calculate these invariants, we will use
the topological Hamiltonian approach18,19: For a system
with a finite gap, the topological properties of the many-
body system described by the full Green’s function G are
calculated from the effective mean-field Green’s function
Gts(iωn,k) =
(
iωn − htks
)−1 (41)
where the “topological Hamiltonian” is given by
htks := −G−1s (iω = 0,k). (42)
For the calculation of the topological invariant, we have
to go to zero temperature. In Eq. (42), and similarly in
the following expressions, iω = 0 has to be understood as
the limit T → 0 of the function evaluated at the Matsub-
ara frequency ω0 = pi/β (or equally well ω−1 = −pi/β).
For this purpose, we assume that no additional topo-
logical phase transition occurs in the temperature range
8between the onset of superconductivity and T = 0. In
more mathematical terms, it means that, upon lowing T
to zero, the structure of the solution of the (nonlinear)
Eliashberg equations does not change in a way that af-
fects the topological invariant. Under this assumption,
the topological properties of the superconducting phase
can be inferred from the solution of the linear Eliashberg
equations (35).
Due to Φ˜s(0,Ω) > 0, the superconductor is fully
gapped and the Green’s function Gs(iω,k) must be an
analytic function of ω in a finite domain containing the
imaginary axis. Consequently, iωZs(iω,k)|iω=0 = 0 as
iωZs(iω,k) is an odd function of ω [cf. Eq. (39)]. There-
fore, the topological Hamiltonian becomes
htks =
(
ks Φ˜s(iω = 0,k)e
−iϕsk
Φ˜s(iω = 0,k)e
iϕsk −ks
)
, (43)
which is manifestly Hermitian. Furthermore, it is readily
checked to be particle-hole and time-reversal symmetric
with Ξ and Θ˜ks as given in Eqs. (24) and (25).
The resulting topological properties are most easily in-
ferred by reading the approximation of the general mean-
field Hamiltonian in Eq. (26) to the weak-pairing de-
scription (28) in reverse: Comparison of Gt in Eq. (41)
and Eq. (29) shows that htks can be seen as the weak-
pairing approximation of some mean-field Hamiltonian
of the form of Eq. (26) with the property
∆˜s(k) ≡ 〈ψks|∆kT †|ψks〉 = Φ˜s(iω = 0,k). (44)
In Ref. 29, it has been shown that the topological class-
DIII invariant ν of a mean-field Hamiltonian of the form
of Eq. (26) is, within the weak-pairing limit, determined
by the sign of the order-parameter matrix elements ∆˜s(k)
on the different Fermi surfaces of the system. More ex-
plicitly, in the 3D case, it holds
ν =
1
2
∑
s
sign
(
∆˜s(ks)
)
C1s, (45)
where ks is an arbitrary point on and C1s denotes the first
Chern number of the Fermi surface s (for the definition
of C1s we refer to Eq. (E1)). Due to Eqs. (40) and (44),
we find
ν =
1
2
∑
s
C1s = 0, (46)
i.e., a topologically trivial superconductor. In the second
equality of Eq. (46), we have used that the total Chern
number of all Fermi surfaces vanishes29.
In lower dimensions, the expression (45) for the topo-
logical invariant assumes the form
ν =
∏
s
[
sign
(
∆˜s(ks)
)]ms
(47)
as has been in shown in Ref. 29 by means of dimen-
sional reduction. In Eq. (47), ms denotes the number
of TRIM enclosed by Fermi surface s in case of a 2D sys-
tem, whereasms = 1 for a 1D superconductor. Again, we
find, in both dimensions, a trivial superconductor (ν = 1)
resulting from sign(∆˜s(ks)) = 1.
Taken together, superconductivity in noncentrosym-
metric systems that arises due to electron-phonon cou-
pling alone can neither break TRS nor any point sym-
metry of the system and must necessarily be topolog-
ically trivial. This has been derived under very gen-
eral assumptions: The inversion-symmetry breaking is
assumed to be sufficiently strong for the weak-pairing
approximation to be valid (Eso & Tc). The Eliashberg
approach is controlled in the limit of adiabatic ionic mo-
tion (m/M  1), in principle, allowing for arbitrarily
strong interactions V. Also the analysis of topological
invariants is performed beyond the mean-field level. We
emphasize that, despite looking deceptively like a mean-
field description, the topological Hamiltonian approach
we use is equivalent18,30 to the expressions for the topo-
logical invariants involving frequency integrals of the full
Green’s functions (see, e.g, Ref. 31). Thus, also inter-
action effects without static mean-field counterpart are
captured. This is important as dynamical fluctuations
can indeed change the topological properties of the sys-
tem as has been demonstrated in Ref. 21.
Note that these conclusions are not altered when elec-
tronic renormalization effects of the phononic dispersion
are taken into account since ωql in Eq. (8) can already be
regarded as the fully renormalized spectrum. In Sec. III
we will show, using exact relations derived from the spec-
tral representation, that the same holds even if frequency-
dependent corrections to the phonon propagator are con-
sidered.
It is instructive to compare this result valid for noncen-
trosymmetric systems with the situation where inversion
symmetry is preserved. In this case, all Fermi surfaces
are doubly degenerate and the superconducting state can
only be either singlet or triplet. As has been shown in
Ref. 32 using mean-field theory, singlet and triplet states
will be degenerate if the electron-phonon coupling satis-
fies certain symmetries such that already an infinitesimal
amount of residual Coulomb repulsion favors the triplet
state that breaks inversion symmetry and has nontriv-
ial topological properties33. In our case, there are two
main differences: Firstly, the absence of inversion sym-
metry generally mixes singlet and triplet components.
Secondly, e.g., for a Fermi surface enclosing the Γ-point,
breaking point symmetries necessarily implies the pres-
ence of nodes.
In the remainder of the paper, we will discuss sev-
eral generalizations of the considerations presented above
including coupling to generic collective bosonic modes
(Sec. III), residual Coulomb interactions as well as disor-
der (Sec. IV) rendering topologically nontrivial properties
possible in the weak-pairing limit.
9Figure 3. In (a), the energy scales of the effective low-energy
approach we use to describe unconventional pairing are illus-
trated. Part (b) and (c) show self-energy corrections of the
bosonic propagator due to normal conducting electrons and
the superconducting order parameter, respectively. The latter
type of corrections are at least of quadratic order in Φ.
III. UNCONVENTIONAL
SUPERCONDUCTIVITY
In this section, we will extend the analysis to uncon-
ventional superconductors, i.e., systems where supercon-
ductivity is not based on electron-phonon interaction but
arises from a purely electronic mechanism. Eventually, it
is the Coulomb interaction which, strongly renormalized
depending on the microscopic details of the system, gives
rise to the superconducting instability. Here we will fully
neglect the electron-phonon interaction and treat the in-
teracting electron problem in the following low-energy
approach16: We are not interested in the behavior of
the system at high energies, e.g., of the order of the
bandwidth Λt, but only focus on the physics for energies
smaller than some cutoff Λ < Λt. As shown schemati-
cally in Fig. 3(a), it is assumed that processes at energies
between Λ and Λt drives the system close to some insta-
bility that we describe by the collective real (φˆ†qj = φˆ−qj)
bosonic mode φˆqj , j = 1, 2, . . . , NB . For simplicity, we
will first assume that the associated order parameter is
either even (t = +) or odd (t = −) under time-reversal,
which means mathematically
ΘˆφˆqjΘˆ
† = t φˆ−qj . (48)
The proximity to, e.g., (real) charge-density or spin-
density wave order correspond to time-reversal even
(TRE), t = +1, or time-reversal odd (TRO), t = −1,
fluctuations, respectively.
Furthermore, we assume that the interaction processes
at energies larger than Λ neither destroy the Fermi-liquid
behavior of the fermions nor lead to TRS breaking. Con-
sequently, the noninteracting part of the fermionic Hamil-
tonian is still of the form of Eq. (1) satisfying Eq. (3).
The fermions are coupled to the bosons via
Hˆint =
∑
k,q
cˆ†k+qαλ
(j)
αβ cˆkβ φˆqj (49)
and all other residual electron-electron interactions will
be neglected since, by assumption, the channel described
by the collective mode φˆqj is dominant. In Eq. (49), the
matrices {λ(j)} have to be Hermitian and satisfy
Θλ(j)Θ† = t λ(j) (50)
resulting from φˆ being real and Eq. (48), respectively.
In case of a model with only a single orbital where α
just refers to the spin of the electrons, one could have
{λ(j)} = {σ0}, NB = 1, in case of t = + and {λ(j)} =
{σ1, σ2, σ3}, NB = 3, for t = −. Here σj , j = 0, 1, 2, 3,
denote the Pauli matrices in spin space. For simplicity
of the presentation of the results, the discussion of more
complex fermion-boson couplings will be postponed to
Sec. III C.
The dynamics of the bosons will be described by the
action
Scol =
1
2
∫
q
φqj
(
χ−10 (iΩn, q)
)
jj′ φ−qj′ , (51)
where φ is the field variable corresponding to the operator
φˆ and χ0(iΩn, q) is the bare susceptibility with respect
to the order parameter of the competing particle-hole in-
stability the system is close to. The full susceptibility
χ(iΩn, q), renormalized by particle-hole fluctuations as
shown in Fig. 3(b), is more important since it is experi-
mentally accessible, e.g., via neutron scattering or NMR
relaxation rate16, and because it will enter the supercon-
ducting self-consistency equations discussed in Sec. III A.
As shown in Appendix A1, χ has to satisfy (the same
holds for χ0) the exact relations
χ(iΩn, q) = χ
T (−iΩn,−q), (52a)
χ(iΩn, q) = χ
†(−iΩn, q), (52b)
χ(iΩn, q) = χ(−iΩn, q). (52c)
The first identity is just a consequence of χ being a
correlator of twice the same operator φˆ evaluated at q
and −q, whereas the second line is based on Hermiticity,
φˆ†qj = φˆ−qj . Finally, the third relation follows from TRS
of the system.
Being Hermitian, χ(iΩn, q) has real eigenvalues all of
which have to be positive as required by stability: By
assumption, the competing instability will not occur and,
hence, the bosons have to have a finite mass.
In the following, we will proceed in a manner very sim-
ilar to Sec. II: Writing the entire model in the field inte-
gral representation and integrating out the bosons leads
to an effective electron-electron interaction of the form of
Eq. (12) with
V s1s2s3s4 (k1, k2, q)
= −1
2
ΛTs2s3(k2 − q,k2)χ(q)Λs1s4(k1 + q,k1),
(53)
where we have introduced the NB-component vector of
matrix elements
Λss′(k,k
′) = ψ†ksλψk′s′ (54)
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in analogy to G in Eq. (14). Note that we use χ instead of
the bare χ0 such that the interaction vertex in Eq. (53) is
already fully renormalized by particle-hole fluctuations.
Due to Eqs. (16) and (50), TRS of the system implies
Λss′(k,k
′) = t ei(ϕ
s′
k′−ϕsk)
(
ΛsKs′K(−k,−k′)
)∗
, (55)
which constitutes the obvious generalization of Eq. (18)
including not only TRE (such as phonons) but also TRO
fluctuations.
We have seen in Sec. II B that, in the weak-pairing
approximation, the superconducting properties are fully
determined by the Cooper and the forward scattering
channel shown in Fig. 2(a) and (b). As before, we still
find that these two interaction channels are determined
by the same matrix elements,
V
s′s′K
sKs (k,−k, k′ − k) = t ei(ϕ
s
k−ϕs
′
k′ )Vs′s(k′; k), (56a)
Fs′s(k′, k) = Vs′s(k′; k) (56b)
with
Vs′s(k′; k) = −1
2
Λ†s′s(k
′,k)χ(k′ − k)Λs′s(k′,k). (57)
To show this, TRS (55) and Hermiticity, λ† = λ, have
been taken advantage of.
Recalling that stability forces χ(q) to be positive defi-
nite, we conclude that Vs′s < 0. We see that the forward
scattering amplitude F is, exactly as in case of phonons,
negative for all states on the Fermi surfaces, whereas the
global sign of the Cooper channel is reversed in case of
TRO fluctuations as compared to phonons (or TRE elec-
tronic fluctuations). Note that, in general, this only holds
for the renormalized electron-electron interaction since
only χ and not the bare χ0 has to be positive definite.
A. Superconducting instability
Let us next analyze the consequences for the possi-
ble superconducting phases. As before, we apply Eliash-
berg theory that is frequently used for studying super-
conductivity caused by collective bosonic modes other
than phonons (see, e.g., Ref. 34 and references therein).
As in this case, m/M  1 will not hold in general, one
expects this approach only to be applicable in the weak-
coupling regime. However, in the limit of large numbers
of fermion flavors, neglecting vertex corrections is also
justified in the strong-coupling case34. While there are
complications with this large-N theory in 2D35, some ef-
forts have been made to develop controlled approaches
for this case as well36.
Using Hermiticity of λ, Eqs. (55) and (52c), it is
straightforward to check that the three properties (21)
of the vertex function V are still satisfied. Consequently,
the linearized Eliashberg equations are again of the form
of Eq. (35) with Vs′s(k′; k) now given by Eq. (57) and
an additional prefactor of t on the right-hand side of
the gap equation (35b), i.e., v is replaced by tv. Note
that the renormalized propagator χ is taken into ac-
count which, diagrammatically, corresponds to replacing
the bare bosonic line in Fig. 2(c) by the full line (see
Fig. 3(b)). We emphasize that, for the linearized Eliash-
berg equations, there are no anomalous propagators en-
tering the full bosonic line: Any term in the bosonic self-
energy involving the anomalous self-energy Φ, such as the
one shown in Fig. 3(c), is at least of quadratic order in Φ
and, hence, does not contribute. Therefore, we can safely
use the TRS constraint (52c) near the transition without
a priori knowledge about the time-reversal properties of
the superconducting condensate.
Repeating the arguments presented in Sec. II B, we di-
rectly conclude that Eq. (39) is still valid. The kernel tv
of the gap equation is symmetric [cf. Eq. (21a)], real and,
hence, diagonalizable. As shown in Appendix B 2, the
leading superconducting instability is again determined
by its largest eigenvalue.
To begin with TRE fluctuations, t = +, the kernel has,
exactly as V in Eq. (57), only positive components, such
that the Perron-Frobenius theorem can be applied. It fol-
lows that the resulting superconducting order parameter
satisfies δ > 0 and, thus, preserves TRS and has no sign
changes, neither on a given Fermi surface nor between
different Fermi surfaces. It must transform under the
trivial representation of the point group. Again Eq. (40)
is satisfied and, according to our analysis of Sec. II C, the
associated state is topologically trivial – exactly as in the
case of electron-phonon coupling.
For TRO fluctuations, we have t = − such that δ now
belongs to the eigenspace of v with the smallest eigen-
value. This has two crucial consequences. Firstly, we
cannot generically exclude spontaneous TRS breaking
since it is no longer guaranteed that this eigenspace is
one-dimensional. Although all eigenvectors of the real
matrix v can always be chosen to be real valued, the
superconducting order parameter can be a complex su-
perposition of the degenerate eigenvectors which makes
TRS breaking possible. Note that, apart from accidental
degeneracies which we will neglect here, these degenera-
cies can be enforced by symmetry if the point group of
the system allows for multidmensional or complex irre-
ducible representations14,37. Secondly, the eigenvectors
with minimal eigenvalue can have many sign changes
which, depending on the form of the Fermi surfaces, can
break any point symmetry of the system and lead to
nodal points.
To proceed, we will assume that the resulting super-
conducting state preserves TRS and, thus, belongs to
class DIII. This is not very restrictive since it has been
shown14 that, for 2D systems, spontaneous TRS break-
ing can only occur in the weak-pairing limit if there is a
threefold rotation symmetry perpendicular to the plane.
Furthermore, as we want to discuss topological proper-
ties of superconductors, we will focus on fully gapped
systems, where the sign changes take place between dif-
ferent Fermi surfaces. Being fully gapped, we can apply
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the weak-pairing expressions in Eqs. (45) and (47) for the
DIII invariant to the topological Hamiltonian (43).
To derive necessary conditions for the emergence of
nontrivial topological invariants, we will next discuss an
approximate symmetry that is expected to be applicable
to many noncentrosymmetric systems. It will give rise to
an asymptotic symmetry of the gap equation (35b) and,
in turn, constrain the possible superconducting order pa-
rameters and associated topological properties.
B. Asymptotic symmetry and necessary conditions
for topological superconductivity
To deduce this approximate symmetry which relates
the wavefunctions at different spin-orbit split Fermi sur-
faces and discuss the limit where it becomes exact, let
us split the quadratic Hamiltonian (1) of the fermions
according to
hk = h
S
k + h
A
k (58)
with a term hS that is symmetric and a term hA that is
antisymmetric under inversion. We first diagonalize the
centrosymmetric part of the Hamiltonian. The corre-
sponding eigenvalues Skj , j = 1, 2, ..., N , must be doubly
degenerate due to the combination of inversion and TRS.
Note that hS in general also includes spin-orbit coupling,
which entangles the spin and orbital degrees of freedom of
the electrons. Nonetheless, as is easily seen by construc-
tion, one can still introduce a k-space local pseudospin
basis {|k, σ〉} which has the same transformation prop-
erties under TRS and inversion as the physical spin. De-
noting the Pauli matrices in this basis by si, i = 0, 1, 2, 3,
we have
〈j, σ|hAk |j′, σ′〉 = δj,j′ g(j)k · sσσ′ , (59)
where gk = −g−k and no term ∝ s0 can be present
as dictated by TRS and hA being odd under inversion.
In Eq. (59), we have neglected all matrix elements be-
tween different j which is justified as long as the en-
ergetic separation between the different bands Skj is
much larger than |g|. A finite g can only arise if in-
version symmetry is broken, e.g., at the surface of a
system, at an interface between two different materi-
als or in the bulk of a noncentrosymmetric crystal. It
will lift the degeneracy of the bands Skj as is illustrated
by the 2D example shown in Fig. 4, where N = 1,
Sk = −t(cos kx + cos ky) − µ and the standard Rashba
spin-orbit coupling, gk = α(− sin ky, sin kx, 0)T , have
been assumed: The doubly degenerate Fermi surface
(dashed black line) associated with S is split into two
(solid green lines).
Due to the decomposition of hk in Eq. (58), its eigen-
states ψks satisfying
g
(j)
k · s ψks = ν
∣∣∣g(j)k ∣∣∣ψks, ν = ±, (60)
Figure 4. (Color online) Fermi surfaces (solid green lines)
and pseudospin orientation (red arrows) of the Rashba model
defined in the main text using α = 0.25t, µ = −0.4t. The
black dashed line is the doubly degenerate Fermi surface for
α = 0. In agreement with Eq. (61), the pseudospin orientation
is approximately antiparallel on the two Fermi surfaces for
states with the same polar angle Ω.
and eigenvalues ks = Skj + ν|g(j)k | can now be labeled
by the composite index s = (j, ν). If g(j)k varies slowly
on the separation |g|/vF (vF denotes the Fermi velocity)
of the Fermi surfaces s = (j, ν) and sR ≡ (j,−ν), we
can approximate g(j)k ' g(j)(Ω) and, hence, ψks ' ψΩs
in Eq. (60). As ΘsΘ† = −s, we obtain the asymptotic
symmetry
ψΩs ∼ eiγsΩΘψΩsR (61)
that becomes exact in the limit g(j) → 0. Here γsΩ are
phase factors that depend on the choice of the eigen-
states. Note that this relation is structurally similar to
that based on TRS in Eq. (16): Both are k-nonlocal an-
tiunitary symmetries. TRS conntects a state at k and its
Kramers partner at −k, whereas Eq. (61) relates wave-
functions of necessarily different Fermi surfaces – the
state (s,Ω) and its “Rashba partner” (sR,Ω).
Physically, Eq. (61) means that, for given Ω, the pseu-
dospin orientation of the wavefunctions on the “Rashba
pair” of Fermi surfaces {s, sR} is antiparallel. As can be
seen in Fig. 4, where Ω is chosen to be the polar angle of
k, Eq. (61) represents a very good approximation even
for the moderately large value of the spin-orbit coupling
used in the plot. Naturally, the validity of Eq. (61) for
discussing superconducting properties crucially depends
on the bandstructure of the system. Typically, one ex-
pects gk to vary on momentum scales of order of the size
the Brillouin zone, i.e., Eq. (61) to be valid for Eso  Λt.
In the following, we will assume that Eq. (61) holds
and analyze its consequences. Firstly, taking advantage
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of the aforementioned similarity to TRS, we obtain
Λss′(Ω,Ω
′) = t ei(γ
s′
Ω′−γsΩ)
(
ΛsRs′R(Ω,Ω
′)
)∗
. (62)
As a second step, this, together with Eq. (52), allows for
rewriting the central interaction matrix element (57) as
follows
Vs′s(iωn′ ,Ω′; iωn,Ω) (63)
= −1
2
Λ†s′RsR(Ω
′,Ω)χ(iωn′ − iωn,k − k′)Λs′RsR(Ω′,Ω),
already using the approximation and notation introduced
in Eq. (34). The right-hand side of this equation only
equals Vs′RsR(iωn′ ,Ω′; iωn,Ω) and leads to the symmetry
Vs′s(iωn′ ,Ω′; iωn,Ω) = Vs′RsR(iωn′ ,Ω′; iωn,Ω) (64)
under two assumptions: Firstly, similar to g, the sus-
ceptibility χ(iΩn, q) must be slowly varying in q on the
scale |g|/vF . This is a very natural assumption as the
description in terms of a collective mode will only be
sensible if there are long-wavelength fluctuations. Sec-
ondly, and much more importantly, χ(iΩn, q) must be
an even function of momentum q. We see from Eq. (52)
that TRS alone does not determine the behavior under
q → −q such that further information about the system
is required. For this purpose, let us assume that there is
a symmetry relating the fermionic momenta k and −k,
i.e., the full Hamiltonian of the system commutes with
the unitary operator Sˆ defined via
Sˆ cˆ†kαSˆ† = cˆ†−kβSβα, S†S = 1. (65)
In a 2D system this symmetry can be realized as a two-
fold rotation Cz2 perpendicular to the plane of the system.
Since Cz2 commutes with all other symmetry operations,
the irreducible representations of the point group must be
either even or odd under this operation (see Appendix D)
and the same holds for the order parameter of the com-
peting particle-hole instability. This means that
SˆφˆqjSˆ† = ±φˆ−qj (66)
leading to the required relation
χ(iΩn, q) = χ(iΩn,−q) (67)
as shown in Appendix A 1. One might expect that, even
in the absence of a two-fold rotation symmetry or in 1D
and 3D, Eq. (67) still constitutes a valid approximation
for Eso  Λt: Although the superconducting instabil-
ity, arising from infrared singularities, is essentially in-
fluenced by the splitting |g| of the Fermi surfaces due to
the broken inversion symmetry, the susceptibility χmight
not. As the tendency of the system towards the compet-
ing instability mainly results from processes at energies
comparable to Λt [cf. Fig. 3(a)], the inversion-symmetry-
breaking terms are expected to be negligible in the limit
Eso  Λt for the calculation of χ. In that sense, Eq. (65)
is realized as an approximate inversion symmetry again
yielding Eq. (67).
Let us now deduce the implications of the resulting
asymptotic property (64) of the interaction matrix. Due
to ρs ∼ ρsR in the limit considered, we have Zs ∼ ZsR as
can be seen directly from Eq. (35a). Therefore, the kernel
v of the gap equation (35b) has the same symmetry as V
in Eq. (64). We conclude that the anomalous self-energy
of any resulting superconducting state must be of the
form
Φ˜s(iωn,Ω) = p Φ˜sR(iωn,Ω) (68)
with either p = + or p = − for all s, ωn and Ω. This is
a central result of this section. It highly constraints the
possible order parameters and allows them to be grouped
into two basic classes: The relative sign of the order pa-
rameter at Rashba partners can only be either positive
(p = +) or negative (p = −) for all Rashba pairs. In the
following, the corresponding pairing states will be de-
noted by “Rashba even” and “Rashba odd”, respectively.
This has also crucial consequences for the possible
topological properties of the superconductor. To discuss
this, we will, as already mentioned above, have to assume
that the superconducting state is fully gapped and time-
reversal symmetric. Note that Eq. (68) will also hold if
these two additional assumptions are not satisfied.
Let us first focus on the 2D case where the topolog-
ical invariant is determined by Eq. (47) with ∆˜s(k) =
Φ˜s(0,Ωk). As long as the Rashba splitting |g|/vF is much
smaller than the size the Brillouin zone, we can assume
m(j,ν) = m(j,−ν) ≡ mj . It follows that any Rashba even
state will be topologically trivial and, in case of Rashba
odd pairing, the invariant is given by
ν =
N∏
j=1
(−1)mj = (−1)
∑
j mj . (69)
The same also holds in 1D, where mj = 1. Conse-
quently, the total number of TRIM enclosed by Rashba
pairs of Fermi surfaces must be necessarily odd for the
interaction-induced superconductor to be topological.
To continue with 3D, we first note that the Fermi sur-
face Chern numbers of Rashba partners must be equal
in magnitude but opposite in sign, C1(j,+) = −C1(j,−) ≡
C1j , which readily follows from Eq. (61) as shown in Ap-
pendix E. From Eq. (45) we then immediately see that
any Rashba even state must again be trivial. For Rashba
odd pairing, we get
ν =
∑
j
C1j sign
(
Φ˜(j,+)(0,Ω)
)
. (70)
Note that the right-hand side does not depend on Ω as
the sign of the order parameter of a fully gapped super-
conductor cannot change on a given Fermi surface.
Irrespective of the dimensionality of the system, we
have seen that Rashba odd pairing is required to make
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Figure 5. (Color online) Illustration of nesting configurations
in the simplest nontrivial case of N = 2 Rashba pairs of Fermi
surfaces. In (a), we expect χ to be peaked at momenta con-
necting states within the two Rashba pairs leading to Rashba
odd pairing. The resulting state will nonetheless be topologi-
cally trivial as the number of TRIM enclosed by Rashba pairs
is even. In case of (b), a Rashba even state is expected.
topologically nontrivial superconductivity possible. We
expect this to be realized when the strongest nesting oc-
curs between Rashba partners such that χ is dominated
by momenta connecting the Rashba-split Fermi surfaces.
An example for N = 2 is shown in Fig. 5(a) where a
Rashba odd state is expected. On the other hand, if dif-
ferent Rashba pairs are most strongly nested, as in case
of the Fermi surfaces of Fig. 5(b), a topologically trivial
Rashba even state will arise.
More specifically, we can conclude that for just a single
Rashba pair, N = 1, only Rashba odd pairing is possi-
ble. This simply follows from the fact that, in case of
TRO fluctuations discussed here, the interaction is fully
repulsive in the Cooper channel such that the supercon-
ducting state must have at least one sign change. Fo-
cusing on fully gapped superconductors, this sign change
must occur between the two Fermi surfaces. Irrespective
of the dimensionality of the system, the superconductor
will be automatically topological if the number of TRIM
enclosed by the Rashba pair is odd. In 1D and 2D, this
is directly seen from Eq. (69), whereas, for the 3D case,
the relation29 (−1)C1j = (−1)mj implying C1j 6= 0 for
odd mj has to be taken into account in Eq. (70).
C. More general couplings
Here we will generalize the previous analysis by consid-
ering more general forms of the fermion-boson coupling
(49).
1. Momentum-dependent complex order parameter
To allow for the most general particle-hole order pa-
rameter we now investigate the coupling Hamiltonian
Hˆint =
∑
k,q
cˆ†k+qαm
(j)
αβ(k + q,k)cˆkβ ϕˆqj + H.c., (71)
where ϕˆqj are N ′B-component complex bosons (ϕˆ
†
qj 6=
ϕˆ−qj) and m(j)(k + q,k) are potentially momentum-
dependent, generally non-Hermitian matrices. The mo-
mentum dependence is essential, e.g., when discussing
current fluctuations, where m(k + q,k) ∝ (k + q/2)σ0
with σj being Pauli matrices in spin space. The gener-
alization to non-Hermitian order parameters is relevant,
e.g., in case of imaginary spin- (m(j) = iσj) or charge-
density waves (m = iσ0).
By decomposing both ϕˆqj and the fermion bilinear into
their Hermitian and Antihermitian parts, one can reduce
Eq. (71) to the coupling to real bosons φˆqj with NB =
2N ′B components:
Hˆint =
∑
k,q
cˆ†k+qαM
(j)
αβ (k + q,k)cˆkβ φˆqj , (72)
where (M (j)(k,k′))† = M (j)(k′,k). Let us for the mo-
ment again focus on either TRE or TRO fluctuations
forcing TM∗(−k,−k′)T † = tM(k,k′). Below we will
comment on the situation of having both components at
the same time.
Repeating the analysis presented above, one readily
finds that Z must still satisfy all three properties in
Eq. (39). In case of TRE fluctuations, spontaneous TRS
breaking cannot occur with the resulting superconduct-
ing state being necessarily topologically trivial.
To derive the property (68) which is central for our
analysis of superconductivity induced by TRO fluctua-
tions, Eq. (62) withΛss′(k,k′) = ψ
†
ksM(k,k
′)ψk′s′ must
hold. Due to the additional momentum dependence of
the order parameter, this is only the case (with t re-
placed by s t in Eq. (62)) if M(k,k′) changes little on
the separation |g|/vF of Rashba partners and if
M(k,k′) = sM(−k,−k′), s = ±1. (73)
Note that Eq. (73) is satisfied by all examples discussed
above. However, it can be violated when, e.g., current
fluctuations and spin-density wave fluctuations are simul-
taneously relevant.
Again assuming the presence of the unitary symmetry
introduced in Eqs. (65) and (66), all constraints on the
topological properties discussed in Sec. III B also hold for
momentum dependent, complex order parameters with
coupling (71) as long as Eq. (73) is satisfied.
2. Frequency-dependent fermion-boson vertex
So far we have assumed that the fermion-boson inter-
action can be described by a Hamiltonian in the low-
energy theory. If this interaction obtains significant
frequency-dependent renormalization corrections result-
ing from processes at energies between Λt and Λ [see
Fig. 3(a)], an action description,
Sint =
∫
k,q
c¯k+qαΓ
(j)
αβ(k + q; k)ckβ φqj , (74)
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is required. Here Γ(j) is the generally momentum- and
frequency-dependent vertex function. Similar to our
treatment of χ, the vertex will not be explicitly speci-
fied in the following. We will only take into account the
exact relations resulting from TRS and Hermiticity (see
Appendix A 3). To begin with the former symmetry, it
holds
Γ
(j)
αβ(k; k
′) = t Tαα′
[
Γ
(j)
α′β′(−k;−k′)
]∗
T †β′β , (75)
which reduces to Eq. (50) for the coupling (49). The
full effective electron-electron vertex is the same as in
Eq. (53) with Λs,s′(k,k′) replaced by the renormalized
ΛΓss′(k; k
′) = ψ†ksΓ(k; k
′)ψk′s′ which now becomes fre-
quency dependent. Due to the constraint (75), ΛΓ satis-
fies the analogue of Eq. (55) such that we find the same
structure as in Eq. (56a) with V being positive: As be-
fore, the interaction in the Cooper channel is either fully
attractive or fully repulsive depending on whether the
system is coupled to TRE or TRO fluctuations.
To analyze the forward-scattering channel defined in
Fig. 2(b), we need to take into account the Hermiticity
relation
Γ
(j)
αβ(iωn,k; iωn′ ,k
′) =
[
Γ
(j)
βα(−iωn′ ,k′;−iωn,k)
]∗
,
(76)
which reduces to λ† = λ for the coupling (49). One can
show that, despite the sign change of the frequencies on
the right-hand side of Eq. (76), the resulting quasiparticle
weight Z still satisfies Eq. (39). Furthermore, we find
that, again, no TRS breaking is possible and δ > 0 for
TRE fluctuations.
To discuss the case of t = −, we have to take into
account the implications for the vertex function resulting
from the asymptotic symmetry introduced in Sec. III B.
In Appendix A3 it is shown that, as long as Eq. (73) is
satisfied for the bare fermion-boson vertex, this imposes
the constraint
ΛΓss′(iωn,Ω; iωn′ ,Ω
′)
= s t ei(γ
s′
Ω′−γsΩ)
[
ΛΓsRs′R(−iωn,Ω;−iωn′ ,Ω
′)
]∗ (77)
on the fully renormalized vertex function, which consti-
tutes the obvious generalization of relation (62).
Using the constraints resulting from the invariance of
the system under Sˆ defined in Eqs. (65) and (66) on the
bosonic propagator, Eq. (67), as well as on the vertex
function,
ΛΓss′(iωn,Ω; iωn′ ,Ω
′) = ±ΛΓsKs′K(iωn,ΩK; iωn′ ,Ω
′
K),
(78)
we recover the Rashba symmetry (64) of the Cooper
channel. Similarly, one can show that Zs = ZsR still
holds. Consequently, the possible superconducting states
can again be classified into Rashba even and Rashba odd
according to Eq. (68). Assuming a finite gap and a TRS-
preserving order parameter, we find exactly the same con-
clusions concerning the topology of the superconducting
state as before.
3. General time-reversal properties
Finally, let us discuss the situation when the dominant
fluctuations are neither fully TRE nor TRO, i.e., if the
bosons coupling to the fermions according to Eq. (72)
satisfy
ΘˆφˆqjΘˆ
† = tj φˆ−qj (79)
with tj = + and tj = − for the TRE and TRO compo-
nents of the fluctuations, respectively.
From the analysis presented above, it is clear that the
interaction cannot be generally repulsive or attractive in
the Cooper channel. The constraint (52c) now assumes
the generalized form
χjj′(iΩn, q) = tjtj′ χjj′(−iΩn, q), (80)
such that χ(q) is not Hermitian anymore. However, as
long as we assume that all components M (j) in the bare
coupling (72) satisfy Eq. (73), the properties (75) and
(77) with t replaced by tj are still valid and it can be
shown that Eq. (64) as well as Zs = ZsR hold. Conse-
quently, the possible superconducting order parameters
must obey Eq. (68) leading to the same conclusions as dis-
cussed in Sec. III B as far as fully gapped, time-reversal
symmetric superconducting phases are concerned.
IV. TOPOLOGICAL SUPERCONDUCTIVITY
FROM PHONONS
In Sec. II, we have shown that, in a clean sys-
tem, electron-phonon coupling alone can never lead to
topological superconductivity. Now let us ask how an
electron-phonon interaction dominated superconductor
can nonetheless be topologically nontrivial.
Firstly, there might be some finite residual Coulomb in-
teraction. Although typically small38 due to renormaliza-
tion group corrections at energies between the Fermi en-
ergy and the Debye frequency, it will induce sign changes
between Fermi surfaces if the electron-phonon interac-
tion has a favorable structure: Focusing for simplicity
on a two-band model with Fermi surfaces, e.g., as shown
in Fig. 4, the topologically trivial superconducting state
with ∆˜s having the same sign on both Fermi surfaces
(s++) will be (nearly) degenerate with the nontrivial s+−
state (sign changes between the two Fermi surfaces) if
the interband Cooper scattering is negligibly small. In
this case, already a small residual repulsion can favor the
topological s+− state. The analogous discussion in cen-
trosymmetric superconductors can be found in Ref. 32,
where it is shown that a topological odd-parity state can
be induced by residual repulsions.
Secondly, one might ask whether disorder can induce a
transition from an electron-phonon driven trivial super-
conductor to a topologically nontrivial state. From our
discussion of particle-hole fluctuations in Sec. III, we ex-
pect TRA, usually referred to as “magnetic”, disorder to
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be a promising driving force for unconventional pairing.
Indeed, recalling former studies of magnetic disorder in
multiband superconductors39–42, we know that the s+−
superconductor is only affected by intraband scattering
while the s++ state is prone to both intra- and interband
processes. Consequently, if, as already discussed above,
the interband Cooper scattering is sufficiently small, the
critical temperatures of the s+− and s++ state are nearly
degenerate. Then, a small amount of magnetic disorder
can lead to a transition from the trivial s++ to the topo-
logical s+− state [see Fig. 6( a)]. In the remainder of this
section, we will substantiate this expectation by an ex-
plicit calculation and then discuss the impact of magnetic
disorder on the resulting MBS.
A. Disordered Ginzburg-Landau expansion
Let us first investigate the general multiband supercon-
ducting system described by the noninteracting Hamilto-
nian (1) and the electron-phonon induced interaction in
Eq. (9). As before, we assume that all bands are singly
degenerate and that the weak-pairing approximation is
applicable. Using the low-energy approach introduced in
Sec. II A, the interaction in the Cooper channel reads
HˆC =
∑
k,k′
ei(ϕ
s
k−ϕs
′
k′ )Vs′s(k′;k) fˆ†k′s′ fˆ†−k′s′K fˆ−ksK fˆks,
(81)
where fˆ and fˆ† are the operator analogues of the Grass-
mann variables f and f¯ introduced in Eq. (11). Due to
Eq. (20), the interaction is fully attractive, V < 0, making
no sign change of the order parameter possible. Follow-
ing the conventional BCS approach, we have neglected
the frequency dependence of the interaction kernel V in
Eq. (81) in order to make a Hamiltonian description pos-
sible.
We introduce disorder as perturbations of the form
Hˆdis =
∫
x,x′
cˆ†α(x)Wαα′(x,x
′)cˆα′(x
′) (82)
with cˆ†(x) and cˆ(x) being the Fourier transform of the
microscopic creation and annihilation operators cˆ†k and
cˆk. Assuming that the system is self-averaging, we treat
W as a Gaussian distributed real (W † = W ) random
field. Restricting the analysis to spatially local configu-
rations, x = x′ in Eq. (82), with δ-correlated and homo-
geneous statistics, it holds
〈Wα1α′1(x1,x′1)Wα2α′2(x2,x′2)〉dis
= δ(x1 − x′1)δ(x2 − x′2)δ(x1 − x2)Γα1α′1,α2α′2 ,
(83)
where 〈. . .〉dis represents the disorder average. Averag-
ing over W produces an effective four-fermion interac-
tion within replica theory43 with bare vertex given by
Γ. The correlator Γ can always be expressed in terms of
Hermitian basis matrices {wµ},
Γα1α′1,α2α′2 =
∑
µ,µ′
Cµµ′(wµ)α1α′1(wµ′)α2α′2 , (84)
with C being real and symmetric42,
C = C∗ = CT . (85)
Although a generic disorder realization W will break all
spatial symmetries, the symmetries of the clean system
must be restored on average. This means that the cor-
relator Γ must be fully invariant under all symmetry op-
erations g of the point group of the system or, formally,
that
Γα1α′1,α2α′2 = (Rψ(g))α1α˜1 (Rψ(g))α2α˜2
× Γα˜1α˜′1,α˜2α˜′2
(
R†ψ(g)
)
α˜′2α
′
2
(
R†ψ(g)
)
α˜′1α
′
1
,
(86)
where Rψ(g) denotes the wavefunction representation of
the operation g.
Coming back to spatial symmetries below, let us first
only focus on the TRS properties of the disorder config-
urations: TRS (“nonmagnetic”) and TRA (“magnetic”)
disorder is mathematically equivalent to restricting the
expansion (84) to matrices satisfying
ΘwµΘ
† = tγwµ (87)
with tγ = + and tγ = −, respectively.
To solve for the dominant superconducting state in the
presence of disorder, the interaction (81) will be treated
within mean-field approximation. We introduce the order
parameter
∆˜s(k) =
∑
k′,s′
〈fˆ−k′s′K fˆk′s′〉 eiϕ
s′
k′Vss′(k;k′) (88)
such that the resulting mean-field Hamiltonian is of form
of Eq. (28) directly revealing the connection to the topo-
logical properties of the associated superconducting state
(see Sec. II C). The transition temperatures of the com-
peting superconducting states are obtained by calculat-
ing the disorder-averaged free energy 〈F〉dis as a function
of the order parameter. Assuming, exactly as in Eq. (34),
that both ∆˜s(k) as well as the interaction matrix ele-
ments only depend on s and Ω, one finds
〈F〉dis ∼
∑
s,s′
∫
s
dΩ
∫
s′
dΩ′ ∆˜∗s(Ω)D˜Ωs,Ω′s′(T )∆˜s′(Ω
′)
(89)
as ∆˜→ 0, where
D˜Ωs,Ω′s′(T ) = DΩs,Ω′s′(T )− V−1Ωs,Ω′s′ . (90)
Here, V−1 denotes the inverse of the interaction ker-
nel V and the disorder averaged particle-particle bubble
DΩs,Ω′s′ is represented diagrammatically in Fig. 6(b) in
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terms of the full Green’s function (double line) and the
dressed vertex (gray triangle). Focusing on weak disorder
where the mean-free path l is much larger than the in-
verse Fermi momentum 1/kF , all diagrams with crossed
impurity lines, which are suppressed by a factor (kF l)−1,
can be neglected. The self-energy and vertex correction
are thus simply given by the “rainbow diagrams” and
“Cooperon ladder” as shown in Fig. 6(c) and (d), respec-
tively.
In analogy to the Eliashberg approach (cf. Fig. 2), the
impurity line, which is just given by the transformation of
the correlator (84) into the eigenbasis of the normal state
Hamiltonian, only enters in the form of two distinct index
combinations: The self-energy is determined by forward
scattering,
SFΩs,Ω′s′ :=
=
∑
µ,µ′
(
ψ†Ω′s′wµψΩs
)∗
Cµµ′ ψ
†
Ω′s′wµ′ψΩs,
(91)
which is real valued due to Eq. (85). The vertex-
correction is determined by the Cooper scattering,
SCΩs,Ω′s′ :=
= tγe
i(ϕsΩ−ϕs
′
Ω′ )SFΩs,Ω′s′ .
(92)
In the second line, Eqs. (16) and (87) have been taken
into account. The relation (92) between the Cooper and
forward disorder scattering is the replica analogue of the
relation for the electron-electron interaction in Eq. (56).
As shown in Appendix F, summing up the diagrams in
Fig. 6(c) and (d) yields the general result
D = −T
∑
ωn
(C(ωn)− tγ SS)−1 (93)
with the symmetrized scattering vertex
SSΩs,Ω′s′ = SFΩs,Ω′s′ + SFΩs,Ω′Ks′K (94)
and the diagonal matrix
CΩs,Ω′s′(iωn)
=
δs,s′δΩ,Ω′
ρs(Ω)
(
|ωn|
pi
+
∑
s˜
∫
s˜
dΩ˜ ρs˜(Ω˜)SSΩs,Ω˜s˜
)
.
(95)
Note that the inverse in Eq. (93) refers to both s- and
Ω-space and that SFΩs,Ω′s′ = SFΩKsK,Ω′Ks′K such that S
S
in Eq. (94) is symmetrized in both indices, SSΩs,Ω′s′ =
SSΩKsK,Ω′s′ = SSΩs,Ω′Ks′K .
Using the symmetry constraint (86) on the disorder
correlator, it is straightforward to show that
SSΩs,Ω′s′ = SSRv(g)(Ωs),Rv(g)(Ω′s′), (96)
where Rv(g) denotes the representation of the symme-
try operation g on the multi-index (Ωs). The symmetry
of the spectrum implies that also the density of states
ρs(Ω) is invariant under all symmetry operations g of the
point group. Consequently, CΩs,Ω′s′ satisfies the same
constraint as SS in Eq. (96). The point symmetries
of the interaction imply that the very same holds for
VΩs,Ω′s′ and, hence, for the kernel (90) of the disordered
Ginzburg-Landau expansion. This shows that the result-
ing superconducting order parameter must again trans-
form under one of the irreducible representations of the
point group of the clean system although the symmetries
are only preserved on average.
This allows to generalize the necessary condition of
Ref. 14 for spontaneous TRS-breaking to disordered sys-
tems: We know from Ref. 14 that multidimensional or
complex representations can be excluded for a 2D system
in the weak-pairing limit for any point group without a
threefold rotation symmetry perpendicular to the plane
of the system. In that case, the resulting superconducting
state has to be nondegenerate already on the quadratic
level (89) of the Ginzburg-Landau expansion (neglecting
accidental degeneracies). Since SF is real and symmet-
ric, the same holds for D and, hence, for the kernel D˜.
Due to the absence of degeneracy, this means that the
superconducting order parameter ∆˜s(Ω) can always be
chosen to be real thus preserving TRS. This means that,
irrespective of whether we consider magnetic or nonmag-
netic disorder, the resulting superconducting state must
be necessarily time-reversal symmetric in 2D if there is
no threefold rotation symmetry in the clean system.
B. Disorder induced topology
To show that disorder can drive an electron-phonon
superconductor, that must be necessarily trivial in the
clean limit, into a topological DIII state, let us focus for
concreteness, e.g., on 2D systems with C2v point group.
From the arguments presented above it is already clear
that the resulting superconducting state must be time-
reversal symmetric due to the absence of a threefold ro-
tation symmetry.
Assuming that there are no additional orbital degrees
of freedom, the normal state Hamiltonian can be written
as
hk = kσ0 + gk · σ, (97)
where σj are Pauli matrices in spin space.
The most general disorder correlator Γ in case of non-
magnetic (tγ = +) disorder reads in the microscopic basis
as
Γα1α′1,α2α′2 = γ0(σ0)α1α′1(σ0)α2α′2 , (98)
whereas, in case of magnetic (tγ = −) impurities, we have
Γα1α′1,α2α′2 = γ
(1)
‖ (σ1)α1α′1(σ1)α2α′2
+ γ
(2)
‖ (σ2)α1α′1(σ2)α2α′2 + γ⊥(σ3)α1α′1(σ3)α2α′2 .
(99)
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Figure 6. (Color online) In (a), the transition temperatures of the s++ (green) and s+− (blue) superconductors are shown as
a function of the magnetic scattering strength γm assuming that the intraband (U) is much larger than the interband Cooper
scattering (J). Here γ++m,c and T++c,0 are the critical scattering rate of the s
++ superconductor and its transition temperature in
the absence of disorder, respectively. Part (b) shows the exact representation of the kernel of the quadratic Ginzburg-Landau
expansion (89) in terms of the full Greens function (double line) and renormalized vertex (gray triangle). Focusing on the
limit kF l  1, the former and the latter only contain the noncrossing diagrams shown in (c) and (d), respectively. Here the
impurity line (dashed) only enters in the combinations defined in Eqs. (91) and (92). The full phase diagram together with
the predictions of the asymptotic expression (101) for the critical scattering rate to enter the topological state (green line) are
shown in (e). Here, “no SC” denotes the suppression of both superconducting states. In (a) and (e), we have used ρFU = −0.4.
The terms proportional to γ(1,2)‖ and γ⊥ describe spin-
magnetic impurities which are aligned in the plane and
perpendicular to the plane of the 2D system, respectively.
It is straightforward to show, without further assump-
tions about the structure of the spin-orbit vector gk,
that SSΩs,Ω′s′ = γ0 in case of Γ given by Eq. (98) and
SSΩs,Ω′s′ = γ(1)‖ + γ(2)‖ + γ⊥ =: γm for the correlator in
Eq. (99).
Due to the simple form of the scattering matrix, it is
possible to perform the inversion in Eq. (93) analytically
(see Appendix F for details). To obtain a minimal phase
diagram that captures the relevant physics, let us assume
that ρs(Ω) ' const. and that the interaction matrix ele-
ments can be parameterized as
VΩs,Ω′s′ '
(
U J
J U
)
s,s′
, (100)
i.e., there is an intraband Cooper scattering (U) that is
the same for both bands and an interband Cooper inter-
action (J) both of which are constant on the two Fermi
surfaces.
By diagonalizing the resulting D˜ in the free-energy ex-
pansion (89), one can deduce the transition temperatures
and, hence, the dominant instability of the system as a
function of the interaction parameters U , J as well as
of the disorder strength parameterized by γ0 and γm for
nonmagnetic and magnetic disorder, respectively.
In case of nonmagnetic disorder, the critical tempera-
ture of the s++ state which, due to the parameters used
in the present calculation, has ∆˜1(Ω) = ∆˜2(Ω) = const.,
is not affected by disorder. This is just a manifestation
of the well-known Anderson theorem44–46. As a conse-
quence of the sign change between the Fermi surfaces, the
transition temperature of the competing s+− supercon-
ductor (here with ∆˜1(Ω) = −∆˜2(Ω) = const.) is reduced
by disorder. As s++ dominates in the clean limit in case
of electron-phonon pairing, no transition to the topolog-
ical s+− state can be induced by nonmagnetic disorder.
This is different in case of magnetic impurities:
Fig. 6(a) shows the transition temperatures of the s++
and s+− superconductors as a function of the total
amount of magnetic disorder γm. Despite being dom-
inant in the clean limit, the s++ state is more fragile
against magnetic impurities since both inter- and intra-
band scattering act as pair breaking, while the s+− super-
conductor is only prone to the latter type of scattering
events. This makes possible a finite range of impurity
concentrations where the topological s+− state is stabi-
lized. For larger γm also the s+− condensate is destroyed
by disorder and no superconducting instability occurs at
all.
The full phase diagram that shows the dependence on
the ratio J/U of the interaction parameters for a fixed
(negative) value of U can be found in Fig. 6(e). Here,
ρF :=
∑
s
∫
dΩρs(Ω) denotes the total density of states of
the system and Λ is, as before, the energetic cutoff of the
electron-phonon interaction. For completeness, we have
also included positive values of J where s+− is already
dominant in the clean limit. Let us emphasize that J > 0
cannot be realized by pure electron-phonon coupling as
shown in Sec. II A.
As s++ and s+− are degenerate for J = 0, the critical
scattering rate ρF γ∗m for stabilizing a topological phase
must go to zero as J → 0. For small J/U , it varies
linearly with J according to [cf. green line in Fig. 6(e)]
ρF γ
∗
m ∼
16
pi2
J
U
1
ρFU
T++c,0 , (101)
where T++c,0 is the critical temperature of the s
++ state
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in the clean limit.
If J is sufficiently strong, the critical temperatures of
both s++ and s+− will go to zero as a function of the
magnetic scattering strength γm before a transition into
the s+− phase can occur. This gives rise to a critical ratio
(J/U)c for the impurity-induced topological transition.
One finds (for U < 0)(
J
U
)
c
=
1
ρF |U | ln 2
(√
(ρFU ln 2)2 + 4− 2
)
∼ ln 2
4
ρF |U |, ρF |U |  1,
(102)
showing that it scales linearly with U in the weak-
coupling limit. Our mean-field approach predicts (J/U)c
to approach 1 in the strong-coupling limit ρF |U |  1.
At this point, two remarks are in order: Firstly, let us
contrast our results with Ref. 47, where magnetic scatter-
ing induces nontrivial topology with respect to a symme-
try class with broken TRS: For the model considered in
Ref. 47, a Zeeman field is required48 to stabilize a topo-
logical superconductor. Our analysis shows that mag-
netic disorder can also drive the transition into a topo-
logical superconducting state that preserves TRS (class
DIII). This means that while, locally, TRS is broken due
to the presence of impurities it is restored globally in the
sense that the resulting superconducting order parame-
ter is time-reversal symmetric and that the impurities do
not give rise to a net magnetic moment.
Secondly, we note that the disorder-induced formation
of a topological phase has not been obtained in Ref. 42
since the analysis of Ref. 42 has been performed in the
limit J/U →∞.
C. Protection of bound states
One major consequence of the topologically nontrivial
DIII bulk invariant is the existence of gapless counter-
propagating Kramers partners of MBS at the interface of
the superconductor to a topologically trivial phase such
as the vacuum1. The presence of these gapless modes is
guaranteed by TRS. However, the magnetic impurities
required to stabilize the bulk topology break TRS and
might hence gap out the boundary states making them
unobservable in experiments.
Let us first notice that, at least theoretically, there ex-
ists a parameter range where the disorder-induced gap
in the surface spectrum is irrelevant. As can be seen in
Eq. (101), the magnetic scattering rate required to in-
duce a nontrivial bulk topology can be arbitrarily small
as compared to the critical temperature and, hence, as
compared to the gap of the superconductor at zero tem-
perature. In this limit, the impact of the magnetic im-
purities on the Majorana modes can be neglected.
Secondly, unitary symmetries can protect the Kramers
pair of MBS even if TRS is broken. E.g., in case of the
2D system with point group C2v, the protection results
from the residual reflection symmetry perpendicular to
an interface along one of the crystallographic axes. To
show this, let us assume that the system is located in
the xy-plane with a boundary to a trivial phase at y = 0
as illustrated in Fig. 7(a). The presence of two distinct
phases breaks all symmetries of the point group except
for the invariance under reflection σyz at the yz-plane.
Denoting the BdG Hamiltonian of the bulk system by
hBdGk , the spectrum and wavefunctions of the edge modes
are determined by
h˜BdGkx |±, kx〉 = E±(kx) |±, kx〉 , (103)
where h˜BdGkx follows from h
BdG
k by replacing ky →−i∂y and introducing some y-dependency to describe
the boundary between the two topologically distinct
phases. As illustrated in Fig. 7(b), charge conjugation,
ΞhBdGk Ξ
−1 = −hBdG−k with antiunitary Ξ, and TRS of
the BdG Hamiltonian lead to the constraints E±(kx) =
−E±(−kx) and E+(kx) = E−(−kx) on the edge state
spectrum, respectively. Furthermore, charge-conjugation
symmetry implies for the wavefunctions Ξ |±, kx〉 =
eiα
±
kx |±,−kx〉 with some phases α±kx and, in particu-
lar, Ξ |±, 0〉 = eiα±0 |±, 0〉 resulting from continuity in
kx. Denoting the spin operators in Nambu space by Sj ,
j = 1, 2, 3, and noting that ΞSjΞ−1 = −Sj , we find
〈µ, 0|Sj |µ′, 0〉 = −ei(α
µ
0−αµ
′
0 ) 〈µ′, 0|Sj |µ, 0〉 (104)
with µ, µ′ = ±. From this, it already follows that the
diagonal (µ = µ′) matrix elements of all spin operators
Sj must vanish. To restrict the off-diagonal components
(µ 6= µ′), the mirror symmetry has be taken into account.
Under σyz, it holds kx → −kx and RσyzSjR−1σyz = pjSj
with p1 = 1 and p2 = p3 = −1 where Rσyz = exp(−ipiS1)
is the representation of σyz in Nambu space. It follows
〈+, 0|Sj |−, 0〉 = −pje−2iα0 〈−, 0|Sj |+, 0〉 , (105)
where we have used Rσyz |+, kx〉 = eiαkx |−,−kx〉, αkx ∈
R, in the limit kx → 0. The additional minus sign in
Eq. (105) comes from R2σyz = −1 which must hold for
spin-1/2 fermions. Noting that e2iα0 = ei(α
−
0 −α+0 ), which
follows from [Ξ, Rσyz ] = 0, the combination of Eqs. (104)
and (105) implies that
〈µ, 0|Sj |µ′, 0〉 = 0 (106)
for those component with pj = −1, i.e., for j = 2, 3. This
means that only impurities with finite spin polarization
perpendicular to the mirror plane can open up a gap in
the surface spectrum. This result is consistent with the
numerical investigation of surface disorder in a model
with C4v symmetry in Ref. 49.
To further illustrate the protection of the MBS result-
ing from the symmetries of the system, let us investigate
the standard Rashba single-band model defined by k =
−t(cos kx+cos ky)−µ and gk = α(− sin ky, sin kx, 0)T in
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Figure 7. (Color online) Point-symmetry protection of MBS against magnetic impurties. In (a), the geometry of a boundary
(blue plane) at y = 0 of two topologically distinct phases of a 2D system (xy-plane) is shown. If both phases have point group
C2v, there will be a residual reflection symmetry (red plane). A schematic of the spectrum of the system with edge state
dispersion shown in blue and green is presented in (b). Part (c) shows the spectrum (upper panel) of the model defined in the
main text using open along the y- and periodic boundary conditions along the x-direction. Due to the protection resulting from
TRS and the reflection symmetry at the boundary, the matrix elements (lower panel) of charge impurities (〈S0〉) and magnetic
impurities polarized along y and z (〈S2〉 and 〈S3〉) vanish at kx = 0. Here we use the same parameters as in Fig. 4, µ = −0.4t,
α = 0.25t, for the normal state Hamiltonian and choose ∆t = 0.3t, ∆s = 0.1t for the superconducting order parameter.
Eq. (97) and Fermi surfaces as shown in Fig. 4. A natural
Brillouin-zone regularization of the weak-pairing descrip-
tion of the s+− superconductor is given by the mean-field
pairing term in Eq. (26) with pure triplet component
∆k = ∆tgk ·σiσy/α. In the upper panel of Fig. 7(c), we
show the spectrum of the system with periodic bound-
ary conditions along the x- and open boundary condi-
tion along the y-axis (Ny = 100 sites), where, for the
sake of generality, also a small singlet component ∆tiσy
has been added. The edge state dispersions (doubly de-
generate corresponding to the two edges of the system)
crossing the Fermi level are clearly visible. In the lower
panel of Fig. 7(c), the maximum of the impurity matrix
elements with respect to the subgap states at given kx is
shown for both nonmagnetic, 〈S0〉, as well as magnetic,
〈Sj〉, j = 1, 2, 3, scatterers localized at one of the bound-
aries. We see that 〈S0〉 vanishes for kx → 0 which is
just a manifestation of the protection of the edge states
resulting from TRS1. Furthermore, also 〈S2〉 and 〈S3〉
vanish, in accordance with our general symmetry discus-
sion above, whereas 〈S1〉 assumes finite values at kx = 0.
Consequently, if the impurities are, e.g., mainly polar-
ized perpendicular to the plane of 2D system, γ(1,2)‖ = 0
in Eq. (99), a transition to a topological DIII supercon-
ductor can be induced by varying γ⊥ without gapping
the resulting boundary modes as long as the edges are
along one of the crystallographic axes. Naturally, the
same protection mechanism applies for all point groups
Cnv, n = 1, 2, 3, 4, 6, as long as the boundary is oriented
perpendicular to one of the mirror planes of the bulk
system.
V. APPLICATION TO MATERIALS
To illustrate the general results obtained above let us
now discuss the implications for two physical systems
that have attracted recent attention.
The first example is given by the LaAlO3/SrTiO3 het-
erostructures. Although conducting behavior has been
observed50–52 for all three different orientations of the in-
terface, superconductivity has so far only been reported
for the [001]10 and [110]11 heterostructures. The combi-
nation of the small transition temperature10,11 of super-
conductivity and strong spin-orbit splitting53–55 of the
Fermi surfaces safely allows for applying the weak-pairing
approximation in these systems.
Let us first focus on the [001]-oriented interface, where
superconductivity is associated56,57 with the chemical po-
tential entering the bands derived from the Ti 3dxz and
3dyz orbitals. If it is close to the bottom of these bands,
there are only two singly-degenerate Fermi surfaces. In
Ref. 7, it has been shown that, in this regime, a mi-
croscopically repulsive interaction will drive the system
close to a spin-density wave instability with a compet-
ing superconducting instability that is topologically non-
trivial. In case of electron-phonon coupling being domi-
nant, the superconducting state is trivial. All of this is
consistent with the analysis presented above which, on
top of that, generalizes the absence of topological non-
trivial structures in case of phonons beyond the weak-
coupling limit considered in Ref. 7 and shows that the
time-reversal properties of the competing spin-density
wave (t = −1) are key to induce a nontrivial super-
conductor. Furthermore, when the energetically higher
Rashba pair of bands7 is populated, which can be induced
via gate tuning53,54,58, the system becomes topologically
trivial: Naively, two pairs of counter-propagating Majo-
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rana modes are expected at the boundary which, how-
ever, can be gapped out1 by surface perturbations that
break neither particle-hole nor TRS. Finally, we have
seen that, even if superconductivity is driven by electron-
phonon coupling, magnetic disorder can nonetheless drive
the system towards a topological phase. Note that mag-
netic scattering is expected to be particularly important
for LaAlO3/SrTiO3 heterostructures where oxygen va-
cancies, which are initially nonmagnetic impurities, are
believed22 to lead to local magnetic moments on the Ti
sites.
Without taking into account further microscopic de-
tails, our results also allow for the following conclusions
about the [110] interface. If the chemical potential is gate
tuned55 to the lowest Rashba pair of bands (again arising
from the 3dxz/3dyz orbitals59), we obtain the same cor-
respondence between the mechanism and the topology
of superconductivity as in the [001] interface: Phonons
alone lead to a trivial superconductor, whereas TRA fluc-
tuations induce a topological state which will become
trivial when populating the second lowest Rashba pair
of bands.
The second system we will discuss is single-layer
FeSe on [001] SrTiO3 which shows a superconducting
transition12 at temperatures significantly above 50K. Al-
though the presence of the substrate manifestly breaks
inversion symmetry, it is less obvious in this system
whether the weak-pairing approximation can be applied
due to the larger transition temperature. If it is appro-
priate for deducing the superconducting order parame-
ter, we can conclude that, irrespective of the unknown
pairing mechanism, the condensate will be topologically
trivial. This follows from the experimental observation60
that there are two Rashba pairs of Fermi surfaces around
theM -point leading to
∑
jmj = 2 in Eq. (69). Note that
this does not contradict the recent proposal61 of topolog-
ical superconductivity in this system since the analysis of
Ref. 61 has been performed in the opposite limit where
inversion-symmetry breaking can be fully neglected for
describing superconductivity.
VI. CONCLUSION
To summarize, we have considered the relation between
the mechanism driving the superconducting instability
and the topological and time-reversal properties thereof
in noncentrosymmetric systems. Our results are general
in the sense that they only depend on very few proper-
ties of the system such as the time-reversal behavior of
the bosonic fluctuations inducing superconductivity, the
symmetries of the crystal and the topology of the Fermi
surfaces with respect to the TRIM. Throughout the pa-
per, we have been using the weak-pairing approximation,
formally defined in Eq. (23), which is justified as long as
Eso & Tc. The superconducting properties are derived
using Eliashberg theory20.
Firstly, we have seen that spontaneous TRS break-
ing is not possible for superconductivity resulting from
electron-phonon coupling or from TRE particle-hole fluc-
tuations, whereas it cannot be excluded when TRO
particle-hole (e.g., spin-density wave) fluctuations are
relevant. In the latter case, only the general neces-
sary condition14, the presence of a threefold rotation
symmetry in the normal phase, for spontaneous TRS-
breaking in 2D noncentrosymmetric systems can be used
to gain information about the TRS properties of the con-
densate without detailed microscopic information. We
have shown that the criterion of Ref. 14 also holds in
the presence of both nonmagnetic as well as magnetic
(weak) disorder that conserves the symmetries of the
high-temperature phase only on average.
Secondly, it has been proven that superconductivity
arising from pure electron-phonon coupling will be fully
gapped, neither break any point symmetry of the system
nor be topologically nontrivial. This can be used to gain
information about the pairing mechanism of a supercon-
ductor: The observation of topologically nontrivial prop-
erties, e.g., MBS at the edge of the sample, indicates that
the mechanism cannot be purely conventional, i.e., other
interaction channels or significant disorder scattering has
to be taken into account for understanding superconduc-
tivity. We have shown that exactly the same conclusions
hold if superconductivity is driven by TRE particle-hole
fluctuations.
In case of TRO fluctuations, the superconducting or-
der parameter naturally has sign changes making topo-
logically nontrivial states possible. From the asymptotic
symmetry (61) valid for Eso  Λt, it follows that all
resulting order parameters can be grouped into Rashba
even (p = +) and Rashba odd (p = −) as defined in
Eq. (68). Focusing on TRS-preserving states, we have
shown that only the latter can be topologically nontrivial
which leads to constraints on the corresponding topolog-
ical invariants. E.g., it implies that 1D and 2D noncen-
trosymmetric superconductors can only be topological if
the number of TRIM enclosed by Rashba pairs of Fermi
surfaces is odd. This necessary condition for topological
superconductivity is readily accessible experimentally as
the structure of the Fermi surfaces can be directly mea-
sured in photoemission experiments. Note that one does
not have to resolve the spin-orbit splitting as the crite-
rion only refers to Rashba pairs of Fermi surfaces. E.g.,
for single-layer FeSe, photoemission data60 indicates that
there are two Rashba pairs enclosing the M -point. If the
weak-pairing approximation can be applied in this sys-
tem, the condensate must be topologically trivial.
Finally, we have seen that magnetic disorder can in-
duce a transition from a topologically trivial supercon-
ductor, e.g., resulting from pure electron-phonon cou-
pling, into a topological TRS-preserving phase. Focusing
on 2D systems, it has been demonstrated that the result-
ing Kramers pair of MBS is protected against magnetic
out-of-plane impurities if the associated edge is oriented
perpendicular to one of the mirror planes of the bulk
point group.
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Our analysis shows that all noncentrosymmetric sys-
tems, such as the oxide heterostructures, that show a
strong tendency towards magnetism22,62 and have the
necessary Fermi surface topology7,59 are promising can-
didates for the realization of topologically nontrivial su-
perconductivity.
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Appendix A: Exact relations following from the
spectral representation
In this appendix, properties of the bosonic propagator,
the Nambu Green’s function, and the fermion-boson ver-
tex function, which are consequences of certain unitary
or antiunitary symmetries, are derived. These relations
are most easily seen from the spectral representation of
the corresponding n-point functions.
1. Identities for the order-parameter susceptibility
We begin with the bosonic propagator
χjj′(iΩn, q) :=
1
2
∫ β
0
dτeiΩnτ 〈Tτ φˆqj′(τ)φˆ−qj(0)〉 (A1)
as the discussion is most transparent in this case. In
Eq. (A1), Tτ denotes the time-ordering operator. The
spectral representation reads
χjj′(iΩn, q) =
1
2
∑
n1,n2
〈n1|φˆqj′ |n2〉 〈n2|φˆ−qj |n1〉
iΩn − (En2 − En1)
I+n1n2 ,
(A2)
where {|n〉} is a basis of exact eigenstates of the full
many-body Hamiltonian with respective energies En and
Iζn1n2 :=
1
Z
(
e−βEn2 − ζ e−βEn1 ) (A3)
has been introduced with Z denoting the partition func-
tion. Upon relabeling n1 ↔ n2 in Eq. (A2), one readily
finds that χjj′(q) = χj′j(−q) which is already the first
property in Eq. (52).
Using Hermiticity, φˆ†qj = φˆ−qj , we can rewrite the
spectral representation (A2) as
χjj′(iΩn, q) =
1
2
∑
n1,n2
〈n1|φˆqj′ |n2〉
(
〈n1|φˆqj |n2〉
)∗
iΩn − (En2 − En1)
I+n1n2 ,
(A4)
from which χjj′(iΩn, q) = χ∗j′j(−iΩn, q), i.e., the second
property (52b), can be read off.
To derive the constraint following from TRS, we rear-
range the summation in Eq. (A4) by replacing |n1,2〉 →
Θˆ |n1,2〉. Noting that |n〉 and Θˆ |n〉 have the same energy
together with
〈Θˆn1|φˆqj |Θˆn2〉 = 〈n1|Θˆ†φˆqjΘˆ|n2〉∗ (A5)
= t 〈n1|φˆ−qj |n2〉∗ , (A6)
where we used Eq. (48) in the second line, yields
χ(iΩn, q) = χ
T (iΩn,−q). Applying Eq. (52a), we arrive
at the relation (52c) stated in the main text.
Finally, the proof of Eq. (67) proceeds very similarly
to the discussion of TRS above: We rearrange the sums
in the spectral representation (A4) such that |n1,2〉 is
replaced by Sˆ |n1,2〉, take advantage of the fact that the
energies of |n〉 and Sˆ |n〉 are identical and then write
〈Sˆn1|φˆqj |Sˆn2〉 = ±〈n1|φˆ−qj |n2〉 (A7)
where Eq. (66) has been applied. This directly leads to
Eq. (67).
2. Identities for the Nambu Green’s function
Let us begin with the derivation of the TRS constraint
(25) of the Nambu Green’s function. For this purpose, it
is convenient to first work in the microscopic basis and
define
Gmαβ(iωn,k) := −
∫ β
0
dτeiωnτ (A8)
×
(
〈Tτ cˆkα(τ)cˆ†kβ(0)〉 〈Tτ cˆkα(τ)cˆ−kβ(0)〉
〈Tτ cˆ†−kα(τ)cˆ†kβ(0)〉 〈Tτ cˆ†−kα(τ)cˆ−kβ(0)〉
)
.
Consider, e.g., the upper left component with spectral
representation
(Gmαβ(k))11 = ∑
n1,n2
〈n1|cˆkα|n2〉 〈n2|cˆ†kβ |n1〉
iωn − (En2 − En1)
I−n1n2 . (A9)
Exactly as in case of the bosons, we rewrite the summa-
tion and then use
〈Θˆn1|cˆkα|Θˆn2〉 = Tαα′ 〈n1|cˆ−kα′ |n2〉∗ (A10)
based on Eq. (2). This yields
Tαα′
(Gmα′β′(−k))∗11 T †β′β = (Gmαβ(k))11 . (A11)
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Collecting the resulting behavior of all four components,
one finds
Tαα′
(Gmα′β′(−k))∗ T †β′β = Gmαβ(k), Tαβ = (Tαβ −T †αβ
)
(A12)
in accordance with the relations derived in Ref. 30.
To arrive at the constraint (25), we have to transform
Eq. (A12) into the eigenbasis of the normal state Hamil-
tonian. Using Eq. (11) in, e.g., the upper left component
of the Nambu Green’s function yields
(Gmαβ(k))11 = (ψks)α (Gss′(k))11 (ψ∗ks′)β (A13)
with Gss′ as defined in Eq. (22). Inserting this into
Eq. (A12), using the property (16) of the wavefunctions
and proceeding analogously for all four components, one
finds that Eq. (A12) is, within the weak-pairing approx-
imation (23), equivalent to
e−iϕ
s
kτ3τ3G∗sK(−k)τ3eiϕ
s
kτ3 = Gs(k) (A14)
as stated in the main text.
The derivation of the charge-conjugation symmetry
(24) of the Green’s function proceeds in two steps:
Firstly, one can directly read off from the path integral
definition (22) that
τ1Gss′(k)τ1 = −
(Gs′KsK)T (−k), (A15)
where T only refers to particle-hole space. Secondly, ap-
plying the well-known relation (see, e.g., Ref. 30)
G(iωn,k) = G†(−iωn,k), (A16)
which can also be shown from the spectral representation
[using Hermiticity, 〈n|fˆ |n′〉∗ = 〈n′|fˆ†|n〉], we find
τ1Gss′(iωn,k)τ1 = −G∗sKs′K(iωn,−k). (A17)
In the weak-pairing approximation, this reduces to
Eq. (24).
3. Identities for the fermion-boson vertex
Let us now discuss exact relations of the renormalized
fermion-boson vertex Γ(j) in Eq. (74). To this end, we
start by analyzing the associated three-point function
C
(j)
αβ (k; k
′) =
∫ β
0
dτ
∫ β
0
dτ ′ei(ωn′τ
′−ωnτ)
× 〈Tτ cˆ†kα(τ)cˆk′β(τ ′)φˆk−k′j(0)〉 .
(A18)
with spectral representation
C
(j)
αβ (k; k
′) =
∑
n1,n2,n3
(
〈n1|cˆ†kα|n2〉 〈n2|cˆk′β |n3〉 〈n3|φˆk−k′j |n1〉 In1n2n3(ωn, ωn′)
− 〈n1|cˆk′β |n2〉 〈n2|cˆ†kα|n3〉 〈n3|φˆk−k′j |n1〉 In1n2n3(−ωn′ ,−ωn)
)
.
(A19)
Here we have introduced
In1n2n3(ω, ω
′) =
1
Z
e−βEn3 (∆21 + iω) + e−βEn2 (∆31 + i(ω − ω′)) + e−βEn1 (∆32 − iω′)
(∆21 + iω)(∆31 + i(ω − ω′))(∆32 − iω′) (A20)
using the shortcut notation ∆ij := Eni − Enj .
Complex conjugation of Eq. (A19), relabeling n1 ↔ n3
and using that
I∗n1n2n3(ω, ω
′) = In1n2n3(−ω,−ω′), (A21)
In3n2n1(ω, ω
′) = In1n2n3(ω
′, ω), (A22)
one finds
C
(j)
αβ (iωn,k; iωn′ ,k
′) =
[
C
(j)
βα(−iωn′ ,k′;−iωn,k)
]∗
.
(A23)
The vertex function Γ(j) is related to C(j) according to
C
(j)
βα(k2; k1) = (Gmαα′(k1))11 Γ(j
′)
α′β′(k1; k2)
× (Gmβ′β(k2))11 χj′j(k1 − k2). (A24)
Inserting this in Eq. (A23) and using χ∗(iΩ, q) =
χ(iΩ,−q) [see Eq. (52)] as well as
(
Gmαβ(iωn,k)
)∗
11
=(
Gmβα(−iωn,k)
)
11
, which is readily shown from Eq. (A9)
[and constitutes a special case of Eq. (A16)], we arrive at
the property (76) stated in the main text.
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Using the same steps as in Appendix A 1 and A2, one
can analyze the consequences of TRS in the spectral rep-
resentation (A19) yielding
C
(j)
αβ (k; k
′) = t T †αα′
[
C
(j)
α′β′(−k;−k′)
]∗
Tβ′β . (A25)
Taking into account the properties of the fermionic and
bosonic propagator in Eqs. (A11) and (52), one finds the
required identity (75).
Finally, we show that the asymptotic symmetry intro-
duced in Sec. III B leads to the constraint (77) for the
vertex function. For this purpose, it is most convenient
to work directly in the eigenbasis of the noninteracting
fermionic Hamiltonian. Denoting the fermionic creation
and annihilation operators in this basis by fˆ†Ωs and fˆΩs
[cf. Eq. (11) for their Grassmann analogues], we intro-
duce the antiunitary Fock operator Rˆ via
RˆfˆΩsRˆ
† = eiγ
s
Ω fˆΩsR , RˆφˆqjRˆ
† = s t φˆqj . (A26)
In the asymptotic limit discussed in detail in Sec. III B,
the entire Hamiltonian commutes with Rˆ: The quadratic
fermionic Hamiltonian is invariant since the Fermi veloci-
ties of Rashba partners are asymptotically identical. The
bare fermion-boson interaction (72) commutes with Rˆ as
long as Eq. (62) with Λss′(k,k′) = ψ
†
ksM(k,k
′)ψk′s′ as
well as t → s t holds [which is guaranteed by assuming
Eq. (73)] and the bosons vary slowly on the scale |g|/vF .
Any bosonic Hamiltonian quadratic in φˆ must be invari-
ant if, as required already before, the symmetry defined
by Eqs. (65) and (66) holds. This readily follows from
the fact that CˆφˆqjCˆ† = ±s φˆqj for the combined linear
operator Cˆ = RˆSˆΘˆ. Consequently, Cˆ is a symmetry of
any bosonic Hamiltonian that is even in φˆ. If Cˆ, Θˆ and
Sˆ are symmetries of the bosonic Hamiltonian, the same
will hold for Rˆ.
The analysis of the consequences of the invariance un-
der Rˆ is completely analogous to Θˆ as both are antiuni-
tary symmetries of the many-body Hamiltonian: Using
the spectral representation of the normal component of
the weak-pairing Green’s function Gs,
(Gs(iωn,Ω))11 =
∑
n1,n2
〈n1|fˆΩs|n2〉 〈n2|fˆ†Ωs|n1〉
iωn − (En2 − En1)
I−n1n2 ,
(A27)
we find
(Gs(iωn,Ω))11 = (GsR(−iωn,Ω))∗11 . (A28)
In the same way, the spectral representation of the three-
point function C˜(j)ss′ (k, k
′) in the eigenbasis of the normal
state Hamiltonian can be used to proof the consequence
C˜
(j)
ss′ (iωn,Ω; iωn′ ,Ω
′)
= s t ei(γ
s
Ω−γs
′
Ω′ )
[
C˜
(j)
sRs
′
R
(−iωn,Ω;−iωn′ ,Ω′)
]∗ (A29)
of the symmetry under Rˆ. The combination of Eqs. (A28)
and (A29) then leads to the symmetry constraint (77) of
the main text.
By rearranging the sums in the spectral representa-
tions such that |nj〉 is effectively replaced by Sˆ |nj〉, one
can proof Eq. (78) straightforwardly.
Appendix B: The leading superconducting
instability
In this appendix, we show that the leading supercon-
ducting instability, i.e., the first nontrivial (δ 6= 0) solu-
tion of Eq. (35b) when the temperature is decreased, is
determined by the largest eigenvalue (the so-called Per-
ron root) of the positive matrix v defined in Eq. (38). As
a first step, let us formally diagonalize v,∑
n′
∑
s′
∫
s′
dΩ′vs,s′(iωn,Ω; iωn′ ,Ω′)a
j
s′(iωn′ ,Ω
′)
= λj(β)ajs(iωn,Ω).
(B1)
Due to v being symmetric and real, this is always possi-
ble, all eigenvalues λj(β) ∈ R and the eigenvectors {aj}j
form an orthonormal basis such that Eq. (35b) assumes
the simple form λj(β) = 1. The set of degenerate eigen-
values that, upon lowering the temperature, first become
1 determines the critical temperature and the order pa-
rameter δ must then be a superposition of the associ-
ated eigenvectors. So far, this is completely analogous
to mean-field theory. However, due to the more indirect
way the temperature enters in the Eliashberg equations,
it is not clear whether the largest eigenvalue first becomes
1. E.g., a finite subset of the eigenvalues could be larger
than 1 for all temperatures. In other words, we still have
to show that all eigenvalues are smaller than 1 in the
limit of high temperatures β → 0.
1. Electron-phonon coupling
Let us first focus on the effective electron-electron in-
teraction resulting from electron-phonon coupling. In the
high temperature limit, the interaction matrix elements
(20) become
Vss′(k; k′) β→0−→ −δn,n′
∑
l
1
ωk−k′l
∣∣∣G(l)ss′(k,k′)∣∣∣2 . (B2)
Using this in Eq. (35a), the quasiparticle residue becomes
Zs(iωn,Ω)
β→0−→ 1 + 2|2n+ 1|
∑
s′
∫
s′
dΩ′ρs′(Ω′)fs,Ω;s′,Ω′ ,
(B3)
where, for notational convenience, we have introduced
fs,Ω;s′,Ω′ =
∑
l
1
ωk−k′l
∣∣∣G(l)ss′(k,k′)∣∣∣2 . (B4)
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Here, k and k′ denote the momenta associated with (s,Ω)
and (s′,Ω′), respectively. The interaction kernel then
behaves asymptotically according to
vs,s′(iωn,Ω; iωn′ ,Ω
′)
β→0−→ 2δn,n′θs,n,Ω fs,Ω;s′,Ω′ θs′,n′,Ω′
(B5)
with
θs,n,Ω =
√
ρs(Ω)√
|2n+ 1|+ 2∑s˜ ∫s˜ dΩ˜ ρs˜(Ω˜)fs,Ω;s˜,Ω˜ . (B6)
We thus see that, in the high temperature limit, the
eigenvalue problem (B1) decays into the different sectors
characterized by a given Matsubara frequency. Since the
right-hand side of Eq. (B5) decays monotonically as a
function of |2n+ 1|, we know from the Perron-Frobenius
theorem28 that the Perron root of limβ→0 v equals the
Perron root of
ms,Ω;s′,Ω′ = lim
β→0
vs,s′(iω0,Ω; iω0,Ω
′), (B7)
which is a matrix only with respect to s and Ω.
We will show in the following that ms,Ω;s′,Ω′ , as any
matrix of the more general form
Mµµ′ =
√
ρµfµµ′
√
ρµ′(
c+
∑
µ˜ fµµ˜ρµ˜
)1/2 (
c+
∑
µ˜ fµ′µ˜ρµ˜
)1/2 (B8)
with ρµ, fµµ′ , c ∈ R+, has a Perron root rM smaller than
1 (f does not have to symmetric for this to be true). For
this purpose, let us rewrite M = D1D2fD2D1 where the
diagonal matrices are defined according to
(D1)µµ′ := δµ,µ′
1(
c+
∑
µ˜ fµµ˜ρµ˜
)1/2 , (B9)
(D2)µµ′ := δµ,µ′
√
ρµ. (B10)
Being similar, the two matrices M˜ = D21fD22 andM have
the same spectrum and, in particular, the same Perron
root. We thus know that
rM ≤ max
µ
∑
µ′
∣∣∣M˜µµ′∣∣∣ = max
µ
∑
µ′ fµµ′ρµ′
c+
∑
µ˜ fµµ˜ρµ˜
< 1. (B11)
Consequently, the eigenvalues of m and, hence, of
limβ→0 v are all smaller than 1. Since all λj(β) are con-
tinuous functions of β, the eigenvalue that first becomes
1 must necessarily be the largest eigenvalue of v.
2. Unconventional mechanism
The main question in case of unconventional pairing
(see Sec. III) concerns the high-temperature limit of the
interaction matrix element V given by Eq. (57). To an-
alyze this limit, we first note that χ(iΩn, q) → 0 for
Ωn → ∞ is very reasonable to assume since the same
must hold on the real axis in the limit of large energies.
As before, the interaction becomes diagonal in Matsub-
ara indices and the analysis is the same as in Sec. B 1
above. The sole difference is that v is replaced by tv in
the gap equation (35b) such that the order parameter δ
of the leading instability belongs to the eigenspace of the
positive matrix v with largest or smallest eigenvalue de-
pending on whether the driving fluctuations are TRE or
TRO.
Appendix C: Trivial representation
Here, we show that the absence of sign changes of the
order parameter, Φ˜s(iωn,k) > 0, implies that the con-
densate does not break any point symmetry of the normal
state.
It is well-known that, for a second order phase tran-
sition, the order parameter must transform under one
of the irreducible representations of the point group of
the high-temperature phase. Denoting this irreducible
representation and its dimension by n0 and dn0 , respec-
tively, it holds for the order parameter in the weak-
pairing description14
Φ˜s(iωn,k) =
dn0∑
µ=1
ηµχ
µn0
ks (iωn), (C1)
where χµn0 denote scalar basis functions transforming
under n0 with respect to k and s. The grand orthogonal-
ity theorem37 of group theory implies that two sets of ba-
sis functions, {|χµn〉} and {|χ˜µn〉}, satisfy 〈χ˜µ′n′ |χµn〉 ∝
δn,n′δµ,µ′ . Let us take χ˜ks(iωn) = 1, which transforms
under the trivial representation, and assume that n0 is a
nontrivial representation. It then follows
∑
s,k
Φ˜s(iωn,k) =
dn0∑
µ=1
ηµ 〈χ˜(iωn)|χµn0(iωn)〉 = 0 (C2)
conflicting with Φ˜s(iωn,k) > 0. The superconductor
must thus transform under the trivial representation of
the point group of the normal state.
Appendix D: Consequences of a two-fold rotation
In this appendix, it is shown that a two-fold rotation
Cz2 perpendicular to the plane of a 2D system forces all
order parameters to be either even or odd under Cz2 lead-
ing to Eq. (66).
As a first step, we have to show that Cz2 commutes with
all symmetry operations h of the 2D point group. By
construction, there cannot be any symmetry operation
relating in-plane (x, y) and out-of-plane (z) coordinates
such that the coordinate representation of any h must
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have the form
M(h) =
 m(h) 00
0 0 c(h)
 (D1)
in the basis {x, y, z}, wherem(h) is a real 2×2 matrix and
c(h) ∈ R. Obviously, M(h) commutes with M(Cz2 ) =
diag(−1,−1, 1) and, hence, [Cz2 , h] = 0.
Therefore, it holds for any representation ρ
[ρ(Cz2 ), ρ(h)] = 0 ∀h. (D2)
If ρ is irreducible, Schur’s lemma implies ρ(Cz2 ) = C1
with C ∈ C. Due to (Cz2 )2 = E, where E is the identity
operation, we have C ∈ {+1,−1}.
Assuming a second order phase transition, the com-
peting order parameter must transform under one of the
irreducible representations of the point group and, hence,
can only be either even or odd under Cz2 .
Appendix E: Chern numbers of Rashba partners
Here we proof that the symmetry (61) forces the Fermi
surface Chern numbers defined by29
C1s :=
i
2pi
∫
s
dωjj
′ (
∂kj′ψ
†
ks∂kjψks − (j ↔ j′)
)
(E1)
to satisfy C1s = −C1sR . In Eq. (E1), dωjj
′
are the surface
element two forms of the Fermi surface s.
Using the notation ψks ' ψΩs, we rewrite the inte-
grand according to(
∂kj′ψ
†
Ωs
)
∂kjψΩs − (j ↔ j′)
=
(
∂kj′ e
−iγsΩψTΩsRT
†
)(
∂kje
iγsΩTψ∗ΩsR
)
− (j ↔ j′)
= −
[(
∂kj′ψ
†
ΩsR
)
∂kjψΩsR − (j ↔ j′)
]
. (E2)
Here we have applied the symmetry (61) in the second
line and used (∂kjψ†)ψ = −ψ†∂kjψ in the last line to
show that all contributions involving derivatives of the
phases γsΩ vanish due to the antisymmetrization in j and
j′. Inserting this back into the integral of Eq. (E1), we
obtain the required property.
Appendix F: Derivation of the Ginzburg-Landau
expansion and the transition temperatures
In this appendix, we provide more details about how
the results for disordered superconductors discussed in
Secs. IVA and IVB have been obtained.
Let us first derive the general form (93) of the disor-
dered particle-particle diagram
DΩs,Ω′s′ = −T
3
2
〈〈 ∑
ωn,k⊥
eiϕ
s
ΩfΩK−k⊥−ωnsKfΩk⊥ωns
×
∑
ωn′ ,k′⊥
e−iϕ
s′
Ω′ f¯Ω′k′⊥ωn′s′ f¯Ω′K−k′⊥−ωn′s′K
〉
0
〉
dis
(F1)
that determines the Ginzburg-Landau expansion (89). In
Eq. (F1), k⊥ denote the momenta perpendicular to the
Fermi surface and 〈. . .〉0 represents the expectation value
with respect to the normal state Hamiltonian (1) per-
turbed by a given disorder configuration (82).
As illustrated in Fig. 6(b), the calculation of D pro-
ceeds in two steps: One first deduces the disorder-
renormalized (normal) Green’s function
Gs(iωn,Ω, k⊥) = [iωn − s(Ω, k⊥)− Σs(iωn,Ω, k⊥)]−1 .
(F2)
The rainbow diagrams in Fig. 6(c) yield for the self-
energy
Σs(iω) = −ipi sign(ωn)
∑
s˜
∫
s˜
dΩ˜ ρs˜(Ω˜)SSΩs,Ω˜s˜, (F3)
where we have used ρs(Ω) = ρsK(ΩK) to symmetrize the
scattering vertex.
Secondly, we have to take into account the vertex
corrections and sum up the Cooperon ladder shown in
Fig. 6(d). The central building block of the ladder is
cs(iωn,Ω) =
∑
k⊥
Gs(iωn,Ω, k⊥)GsK(−iωn,ΩK,−k⊥),
(F4)
which describes the propagation of a Cooper pair
{s,Ω; sK,ΩK}. One finds
cs(iωn,Ω) = ρs(Ω)
(
|ωn|
pi
+
∑
s˜
∫
s˜
dΩ˜ ρs˜(Ω˜)SSΩs,Ω˜s˜
)−1
.
(F5)
Using the diagonal matrix C = diag(c−1) as explicitly
defined in Eq. (95), one can write the particle-particle
bubble as an infinite series
DΩs,Ω′s′ = −T
∑
ωn
(
C−1(iωn) + tγC−1(iωn)SSC−1(iωn)
+ t2γC−1(iωn)SSC−1(iωn)SSC−1(iωn) + . . .
)
Ωs,Ω′s′
.
(F6)
Note that also the Cooper scattering (92) enters in the
symmetrized form (94) resulting from the different Wick
contractions. As required by gauge symmetry, the phases
ϕsΩ in Eqs. (F1) and (92) cancel. Summing up the geo-
metric series one finds the compact form (93) stated in
the main text.
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In the simple case SSΩs,Ω′s′ = γ which is realized in
the example discussed in the main text, one can invert
C − tγ SS analytically. Defining ρF :=
∑
s
∫
dΩρs(Ω),
Eq. (93) becomes
DΩs,Ω′s′ (F7)
= −T
∑
ωn
ρs(Ω)
|ωn|
pi + ρF γ
(
δs,s′δΩ,Ω′ +
tγρs′(Ω
′)γ
|ωn|
pi + ρF γ(1− tγ)
)
With the assumptions stated in the main text, ρs(Ω) '
const. and Eq. (100), we have ∆˜s(Ω) = ∆˜s and the kernel
D˜ of the free energy expansion (89) effectively becomes
a 2×2 matrix. Its eigenvalues λ++ and λ+− correspond-
ing to the s++ (∆˜1 = ∆˜2) and s+− (∆˜1 = −∆˜2) state,
the zeros of which determine the associated transition
temperatures, read
λ++ = − 1
U + J
− ρ
2
ln
(
2eγΛ
piT
)
, (F8a)
λ+− = − 1
U − J −
ρ
2
[
ln
(
Λ
2piT
)
− ψ
(
1
2
+
γ
2T
)]
(F8b)
for nonmagnetic (tγ = +1) disorder. Here ψ denotes
the digamma function. We see that the transition tem-
perature T++c of the s++ state is unaffected by disorder
as required by the Anderson theorem44–46. The critical
temperature T+−c of the s+− phase is reduced as can
be seen in Eq. (F8b) by noting that ψ(x) is monotoni-
cally increasing for x > 0. As long as J < 0, it holds
T+−c < T
++
c irrespective of the disorder strength.
In case of magnetic (tγ = −1) scattering, we have
λ++ = − 1
U + J
− ρ
2
[
ln
(
Λ
2piT
)
− ψ
(
1
2
+
2γ
2T
)]
,
(F9a)
λ+− = − 1
U − J −
ρ
2
[
ln
(
Λ
2piT
)
− ψ
(
1
2
+
γ
2T
)]
.
(F9b)
In this case, both T++c and T+−c are reduced by disorder.
However, T++c is more strongly affected due to the addi-
tional factor of 2 in front of γ in Eq. (F9a). Physically,
2γ has to be seen as the sum of intra- and interband
scattering strengths which happen to be identical in the
example considered, whereas γ in Eq. (F9b) is just the
intraband contribution.
Eqs. (101) and (102) are straightforwardly obtained by
analyzing Eq. (F9) in the associated asymptotic limits
J/U → 0 and T → 0, respectively.
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