Abstract. In this paper, we study a partial exclusion process in random environment, where the random environment is obtained by assigning a maximal occupancy to each site. This maximal occupancy is allowed to randomly vary among sites, and partial exclusion occurs. Under the assumption of ergodicity under translation and uniform ellipticity of the environment, we prove the quenched hydrodynamic limit. To this purpose, we exploit the self-duality property of the interacting particle system to transfer, via a mild solution representation of the empirical density fields and the tightness criterion developed in [35] , a homogenization result concerning random walks in the same environment with arbitrary starting points to the particle system.
Introduction
In recent years there has been extensive study of the scaling limit of random walks in both static and dynamic random environment. In these realm, the random conductance model takes a prominent place. Various analytic tools have been developed to prove scaling properties such as quenched invariance principles, local central limit theorems as well as detailed estimates on the random walks such as heat kernel bounds. In presence of either very large or degenerate conductances this model displays singular phenomena such as trapping and a main challenge consists in providing optimal moment conditions on the conductances yielding invariance principles.
A natural next step is to consider interacting particle systems in random environment, where particles model transport of mass or energy, while the random environments model impurities or defects in the conducting material. The macroscopic effects of the environment may be studied through scaling limits such as hydrodynamic limits, fluctuations and large deviations around the hydrodynamic limit, as well as the study of non-equilibrium behavior of systems coupled to reservoirs.
Due to the presence of the random environment, these systems are typically non-gradient and standard gradients methods to study the hydrodynamic behavior do not carry on. Nevertheless, interacting particle systems with (self-)duality are especially suitable to make the step from single-particle scaling limits towards the derivation of the macroscopic equation for the many-particle system. Indeed, in such systems, the macroscopic equation can be guessed from the behavior of the expectation of the local particle density which, in turn, amounts to understand the scaling behavior of a single "dual" particle. However, this intuitive "transference principle" from the scaling limit of one random walker to the macroscopic equation has to be made rigorous.
In the present work, we consider an exclusion process in which the random environment is obtained by randomly assigning a maximal occupancy α(x) ∈ N to each site x ∈ Z d . In what follows, we refer to random environment as the collection α = {α(x)} x∈Z d , for which we require the following assumptions.
Assumption 1.1 (ergodicity and uniform ellipticity of α). We fix a constant c ∈ N for which the random environment α = {α(x)} x∈Z d is chosen according to a distribution P on {1, ..., c} In particular, all realizations of the random environment satisfy the following uniform upper and lower bounds: for all x ∈ Z d ,
In order to introduce the particle system in random environment, let us denote the configuration of particles by η = {η(x)} x∈Z d , defined as a collection of variables, called occupation variables, indexed by the sites of Z d . These variables indicate the number of particles at each site, i.e.
η(x) := number of particles at x.
We denote the configuration space by X α to stress the dependence on the realization of the environment, i.e.
(1. 2) X α = Π x∈Z d {0, ..., α(x)}.
Given a realization α of the random environment, the partial simple exclusion process in the environment α, abbreviated by SEP(α), is the Markov process on X α whose generator acts on bounded cylindrical functions ϕ : X α → R, i.e. functions which depend only on a finite number of occupation variables, as follows:
{η(x)(α(y) − η(y))(ϕ(η x,y ) − ϕ(η)) (1. 3) + η(y)(α(x) − η(x))(ϕ(η y,x ) − ϕ(η))} ,
where η x,y denotes the configuration obtained from η by removing a particle from the site x and adding a particle to the site y, i.e.
(1. 4) η x,y = η − δ x + δ y .
Condition (1.1) ensures the existence of the process (see e.g. [30, Chapter 1]), which we call {η t , t ≥ 0}, defined via the generator (1. 3) . In Section 5.1 (Lemma 5.2), we construct a version of this process in terms of a mild solution representation. We highlight that SEP(α) is a inhomogeneous variant of the partial exclusion process considered in [37] (see also [21] ), where α(x) = m for any x ∈ Z d and m is a natural number. Moreover, for the choice α(x) = 1 for any x ∈ Z d , we recover the simple symmetric exclusion process in Z d (cf. e.g. [30] ).
The main result of this paper, Theorem 3.2, states that, under Assumption 1.1, for almost every realization of the environment α, the hydrodynamic equation of SEP(α) is a deterministic diffusion equation with diffusion matrix not depending on the realization of the environment. To this purpose, we run through the following steps. First, we show that SEP(α) is dual to a one-particle system evolving in the same environment. Then we show that the microscopic disorder α undergoes a homogenization effect, which translates into a quenched invariance principle for the single random walk in the environment α. In conclusion, we transfer this homogenization effect from the random walk to the interacting particle system via the aforementioned duality. While for this latter step we follow closely the mild solution approach initiated in [33] and further developed in e.g. [16] , [19] , [35] , to get the desired homogenization result we employ, via a suitable random time change, several concepts and results developed in the context of the random conductance model.
Much progress on the understanding of the scaling behavior of the random conductance model has been achieved since the 1980s. After the seminal works of [29] and [34] , in which the study of stochastic homogenization through the introduction of the so-called environment process, harmonic coordinates and correctors was initiated, only in more recent times the problem of proving a quenched invariance principle was solved (see, for instance, [38] , [31] , [8] , [6] , [2] , [4] , [3] , [7] and Section 4 below for a more detailed account).
Also in the context of random conductances, self-duality of the simple exclusion process is the key property to connect the quenched invariance principle for the random conductance model to the quenched hydrodynamic limit. As we have already announced, this connection has been first exploited in [33] and later in [16] in Z d with d = 1 and further generalized to different geometries and by using different types of convergence, such as two-scale convergence, in [15] and [19] . These works, though, lack of a proof of path space tightness of the empirical density fields of the particle system, as more classical tightness criterion such as Aldous-Rebolledo and Censov (see, respectively, e.g. [28] and [14] ) do not apply in this framework. In [35] , in which the hydrodynamic limit of the simple exclusion process in presence of dynamic random conductances is studied, a criterion for relative compactness, based on the notion of uniform stochastic continuity, has been presented. This criterion applies to the simple symmetric exclusion process in both static and dynamic random conductances and, in this paper, we apply it also to our context of partial exclusion.
Other strategies than self-duality to prove hydrodynamic limits for interacting particle systems in random environment are available and rely on either nongradient methods (see e.g. [20] ), methods based on Riemann-characteristics for hyperbolic concentration laws (see e.g. [5] ) or on the introduction of the so-called corrected empirical measures (see e.g. [25] , [24] , [22] , [18] ). However, in presence of self-duality as for the symmetric simple exclusion process, the works [33] , [16] , [15] , [17] and [35] delineate a rigorous strategy to prove the hydrodynamic limit in random environment as a consequence of an arbitrary starting point quenched invariance principle of the corresponding random walk.
Extending all quenched invariance principles in e.g. [2] , [3] , [4] , [7] , [38] for the walk starting at the origin to walks starting from arbitrary sequences of starting points is far from trivial due to the lack of translation invariance of the law of the random walk in random environment. This problem has been posed in [36] and only recently solved in [11] for the static random conductance model. In this paper, in order to prove the quenched invariance principle with arbitrary starting positions for the dual random walk, we use the formalism and ideas from [6] , [2] and [11] , and adapt it to our context of random environment α.
The remaining of the paper is organized as follows. In Section 2 we establish the duality relation between SEP(α) and random walks in random environment and study basic properties of these models. In Section 3 we state the main theorem, the quenched hydrodynamic limit in path space, and we explain this transference principle. Section 4 is devoted to the arbitrary starting point quenched invariance principle and Section 5 to the proof of the hydrodynamic limit.
Random walks in random environment & the duality relation
In this section, we fix a realization α of the environment, we introduce random walks in this environment and discuss the duality relation with SEP(α). Such random walks may be viewed as particle systems consisting of only one particle. Indeed, if there is only one particle in the system, no interaction takes place and we are left with a single random walk in environment α.
Definition 2.1 (random walks in the environment α). For all x ∈ Z d , we call random walk in random environment, abbreviated by RW(α), starting in x ∈ Z d the Markov process {X t , t ≥ 0} on Z d such that X 0 = x and whose generator is given by
where f :
Notice that the generator A α is, in view of Assumption 1.1, a bounded operator on both (weighted) Banach spaces ℓ
Likewise, A α is a bounded operator on the weighted Hilbert space ℓ 2 (Z d , α) whose inner product is defined as
As usual, we keep the notation ·, · ℓ 2 (Z d ,α) for the bilinear mapping on ℓ
In the following proposition we observe that, as it follows from a detailed balance relation, RW(α) is reversible with respect to the weighted counting measure α which assigns to each site x ∈ Z d the value α(x).
) and for all t ≥ 0, we have
, where {S α t , t ≥ 0} is the semigroup of RW(α) associated to the generator A α . Proof. In view of the upper bound in (1.1) and the assumptions on the functions f and g, all (possibly infinite) summations below are absolutely convergent and, therefore, we obtain:
SEP(α) and RW(α), besides being the latter a particular instance of the former when the system consists of only one particle, are connected through the notion of stochastic duality, or, shortly, duality. This notion occurs in various contexts (see e.g. [30] ) and, in the particular case of interacting particle systems, turns useful when quantities of a many-particle system may be studied in terms of quantities of a simpler, typically a-few-particle, system. Moreover, when this duality relation is established between two copies of the same Markov process, one speaks about self-duality.
SEP(α) is a self-dual Markov process, meaning that there exists a function D α :
for which the following self-duality relation holds: for all ξ, η ∈ X α ,
as long as both sides are finite. In particular, if ξ ∈ X α is a finite configuration, all these quantities are finite. This property was proved for the first time in [37] for the homogeneous partial exclusion, i.e. for α(x) = m ∈ N for all x ∈ Z d , (see also [21] ) and extends to the random environment context.
We are interested in a particular instance of this self-duality property, namely when the dual configuration ξ consists in a single particle configuration. In this case the function
and the self-duality relation reduces to
where we recall that A α is the generator of the random walk in the environment α introduced in Definition 2.1 above. Relation (2.6) has to be interpreted as a duality relation between SEP(α) and RW(α) with duality function D α given in (2.5). Because relation (2.6) lies at the core of our analysis, for the sake of completeness, we provide a direct proof of it in the following proposition. Proof. Let us start by computing the r.h.s. of the above expression (2.6), after noting that
and the proof is completed.
Before proceeding to the next section, we introduce the space of probability measures on X α , referred to as P(X α ). Let us remark that the process SEP(α) is reversible w.r.t. a family of Binomial product measures given by
as it can be verified via a detailed balance computation, i.e. for all p ∈ [0, 1], η ∈ X α and x, y ∈ Z d , we have
Hydrodynamic limit
As observable of the macroscopic behavior of the interacting particle system, we consider the empirical density fields, denoted, for all N ∈ N, by X N = {X N t : t ≥ 0}. Given a sequence of probability measures {ν N } N ∈N on the configuration space X α , for all N ∈ N, the empirical density field X N is a measure-valued process obtained as a function of the system η N = {η N t , t ≥ 0} as follows:
where η N is the process SEP(α) introduced in Section 1 initially distributed as ν N . We refer to P νN as the probability measure on D([0, ∞), X α ) of such process and we denote by E α νN the corresponding expectation. We note that the definition (3.1) encodes a space-time diffusive rescaling of the microscopic system. Moreover, due to the uniform upper bound in (1.1) on the maximal occupancies, we view the empirical density fields as processes in 
The motivation behind the choice of the path space 
. As our goal is to study the limit of the N -th empirical density field X N as N goes to infinity, we need to require that the initial particle configurations suitably rescale to a macroscopic profile. We make this requirement precise in the following definition.
Definition 3.1 (consistency of the initial conditions). We say that, for a given environment α, a sequence of processes {η N t , t ≥ 0} N ∈N in X α has initial conditions consistent to a continuous macroscopic profileρ :
The following convergence, for all G ∈ S (R d ) and δ > 0, holds:
For any profileρ :
, an example of processes {η N t , t ≥ 0} in X α which have initial conditions consistent toρ is constructed by setting, for all N ∈ N, η N 0 distributed according to
We recall that the choice of constantρ :
yields one of the reversible product measures in (2. 7) .
In view of the above definition, we are ready to state our main theorem.
Theorem 3.2 (hydrodynamic limit in quenched random environment).
Letρ :
be a continuous macroscopic profile. Then, for P-a.e. realization of the environment α, if the sequence of processes {η N t , t ≥ 0} in X α has initial conditions distributed as {ν N } N ∈N and consistent toρ (see Definition 3.1), it follows that, for all T > 0, we have the following weak convergence in
where the empirical density fields {X N } N ∈N are defined as in (3.1) and
In particular, the diffusion matrix Σ ∈ R d×d in (3.5) does not depend on the particular realization of the environment.
In the above statement, by solution of (3.5) we mean the unique function {ρ Σ t , t ≥ 0} satisfying, for all G ∈ S (R d ) and t ≥ 0, the following identity
where we adopt the notation ·,
We recall that the solution to (3.5) with initial conditionρ ∈ S ′ (R d ) admits the following representation in terms of the semigroup of the Brownian motion {B Σ t , t ≥ 0}, namely, for all G ∈ S (R d ) and t ≥ 0,
3.1. Strategy of the proof: the transference principle. The self-duality relation established in Section 2 suggests that the limiting collective behavior of the particle density is connected to the limiting behavior of the diffusively rescaled RW(α). Let us briefly describe the strategy of the proof of our main result and the role of this connection. As a first observation, for all realizations of the environment α, we apply Dynkin's formula to the cylindrical functions {ϕ x :
is a family of martingales with jumps, defined e.g. in (5.8) below, whose joint law is characterized in terms of their predictable quadratic covariations. In view of Proposition 2.3, the function
is a duality function between SEP(α) and RW(α) for which the duality relation (2.6) holds. By substituting this into (3.6), we obtain, for all x ∈ Z d and t ≥ 0,
, yielding an infinite system of linear (in the drift) stochastic differential equations. As a consequence, the solution of this system may be represented as a mild solution by considering the semigroup {S α t , t ≥ 0} associated to the generator A α of RW(α), i.e. for all x ∈ Z d and t ≥ 0, we have
However, the rigorous proof of the existence of such a mild solution requires some work (see Lemma 5.2 below). In the context of SSEP (α(x) = 1 for all x ∈ Z d ) in random conductances, this result has been first obtained in [33] and further worked out in different settings in e.g. [16] , [19] and [35] . In Section 5.1 we show that, in view of the uniform upper bound in (1.1) on the maximal occupancies, it is possible to pass from the available mild solution representation for SSEP to one for SEP(α) by means of a so-called ladder construction. In particular, we prove in Lemma 5.1 that, for all initial configurations η ∈ X α , all x ∈ Z d and t ≥ 0, the identity in (3.8) holds P δη -almost surely, where the "bad" set of measure zero may be chosen to be independent of η ∈ X α , x ∈ Z d and t ≥ 0. The mild solution representation in (3.8) is the key to transfer all results about the scaling limit of the RW(α) into hydrodynamic results for SEP(α). To the essence, this transference principle boils down to the following two conditions:
(1) Consistency of the initial conditions, as in Definition 3.1; (2) Arbitrary starting point quenched invariance principle: for P-a.e. realization of the environment α, for all T > 0, any macroscopic starting point u ∈ R d and for any sequence of points and with a non-degenerate covariance matrix Σ.
We now sketch how the hydrodynamic limit follows from (1) and (2) above.
Due to the mild solution representation, first we rewrite the empirical density fields, for all test functions G ∈ S (R d ), as follows:
2), we obtain:
We obtain in (3.9) the same decomposition as in e.g. [33] , [16] , [35] , in which the empirical density field is written as a sum of its expectation, the first term on the r.h.s. of (3.9), and "noise", the second term. As in those works, our first aim is to prove that, for P-a.e. α, for all G ∈ S (R d ), t ≥ 0 and all δ > 0, both
The convergence (3.10), whose proof follows the same spirit as in all other related works, relies on Chebychev's inequality and the uniform upper bound (1.1) on the environment α. This result is established in Section 5.2. The proof of (3.11), which is the content of Sections 4 and 5.3, goes through three main steps. First, we obtain, for P-a.e. environment α,
by establishing the aforementioned arbitrary starting point quenched invariance principle in Section 4 and, more specifically, in Section 4.4. This proof is based on a random time change of the random conductance model, the construction in [11, Appendix A.2] and several heat kernel estimates available in the context of the random conductance model. Then, in view of the assumed consistency of the initial conditions, we obtain,
In conclusion, we employ a refinement of an ergodic theorem for weighted averages by Tempelman as proved in [19, Proposition 3.1] (see also [11, Proposition 3 .14] for a weaker yet related result) to get that, for P-a.e. realization of the environment α, the following convergence holds for all
The proof of Theorem 3.2 ends in Section 5.4 with the application of a combination of Mitoma tightness criterion [32] and the tightness criterion developed in [35] to the sequence of empirical density fields {X
Invariance principle for the random walk in random environment
In this section we prove an invariance principle for the random walk in random environment α, RW(α) described in Section 2.
In recent years, many authors were interested in the scaling behavior of random walks in random environments. Much of this effort has been in the context of the random conductance model: a random walk evolving on Z d with transition rates between nearest-neighboring sites x and y given by symmetric conductances, denoted here by ω(x, y). The seminal works of [34] and [29] introduced two fundamental ideas in order to solve the aforementioned problem: on the one side they understood the prime role of the homogenization effect produced by the ergodicity of the environment and on the other side they proposed to decompose the position of the random walk in a martingale term plus a reminder term, the so-called corrector. This decomposition reduces the proof of the invariance principle for the random walk in random environment to an application of the well-known functional central limit theorem for martingales (see e.g. [23] ) combined with the proof of the vanishing effect of the corrector.
The work of [29] has been generalized in [13] and their result -a so-called annealed invariance principle-holds in our context. However, for the purpose of establishing a connection between invariance principles for RW(α) and hydrodynamic limits for SEP(α), we aim for quenched results, i.e. results holding for P-a.e. realization of the environment. Progresses on the quenched invariance principle for the random conductance model were made only in the last two decades after the work of [38] and the important achievements later obtained in [8] , [4] , [31] , [3] and the most recent [7] .
In Section 4.2 we show how the random walks RW(α) are connected with the random conductance model. The quenched invariance principle for RW(α), Theorem 4.9, will then follow from the results available in the aforementioned literature.
However, most of these results deal with the invariance principle for the random walk in random environment starting at the origin. In order to obtain the arbitrary starting point quenched invariance principle (Theorem 4.12) needed for the proof of the hydrodynamic limit of SEP(α), extra technicalities arise, and there we follow the road of [11] (see Section 4.4).
Before proceeding with the proof of these invariance principles, we recall the definitions of the annealed, the quenched and the arbitrary starting point invariance principle for the random walks RW(α). We keep the same notation as in Section 3.1 to denote the Brownian motion and diffusively rescaled random walks starting from arbitrary starting points. More in detail, we refer to {B Σ,u t , t ≥ 0} as the Brownian motion starting at u ∈ R d , with covariance matrix Σ, law P Σ and expectation E Σ . We further denote by {X Definition 4.1 (invariance principles). Let P be a probability measure on the space of the environments {1, ..., D} Z d , E P the corresponding expectation and B Σ,u , resp. X N,xN Brownian motion. resp. random walks, defined above. Then we have the following definitions:
(a) We say that the annealed invariance principle holds true if the covariance matrix Σ is non-degenerate and, for all T > 0 and for all bounded continuous functions
(b) We say that the quenched invariance principle holds true if, for P-a.e. environment α, the covariance matrix Σ is non-degenerate and does not depend on α and, for all T > 0 and for all bounded continuous functions
(c) We say that the arbitrary starting point quenched invariance principle holds true if, for P-a.e. α, the covariance matrix Σ is non-degenerate and does not depend on α and, for all T > 0, for any u ∈ R d , for any sequence of
As we have previously announced, we link the random walks in the random environments α to random walks with conductances via a random time change. To this purpose, in the following section, we present the random conductance model and quenched invariance principles taken from the literature. Subsequently, in Section 4.2, we explain the aforementioned random time change. In Section 4.3 we obtain a quenched invariance principle for RW(α) and, in conclusion, in Section 4.4 we prove the arbitrary starting point quenched invariance principle for RW(α). 
In what follows, let Ω be the space of all conductances ω. We report below Theorem 1.1 in [38] 
Then, the quenched invariance principle for the diffusively rescaled random walk X ω introduced in Definition 4.2 and starting at the origin holds with a non-degenerate covariance matrix Λ.
Remark 4.4. We refer to e.g. [8] , [9] , [31] , [4] and [7] for further results in which the uniform ellipticity assumption on the conductances has been replaced by more general conditions on the conductance moments.
4.2.
Connection between RW(α) and RW(ω). We describe how RW(α) defined in Definition 2.1 can be viewed as a random time change of RW(ω). In this section, we denote by X α = {X α t , t ≥ 0} the random walk RW(α), infinitesimally described by A α given in (2.1).
When located at position x ∈ Z d , the walk X α spends there an exponential holding time with parameter λ α (x) given by λ α (x) = y:|y−x|=1 α(y) , (4. 2) and then jumps to a neighbor of x, say z, with probability p α (x, z) given by
We then consider the random conductances model RW(ω) denoted by X ω = {X ω t , t ≥ 0}, with conductances ω(x, y) := α(x)α(y) (4. 4) and whose generator is given by (4.1). We note that X ω spends on each visited site an exponential holding time with parameter λ ω (x) given by α(x)α(y) , after which it jumps to a neighbor of x, say z, with probability given by
The random walk X α and X ω are related via a random time change as we formulate in the following proposition.
Proposition 4.5 (from RW(ω) to RW(α) via random time change). Let X ω be the random walk RW(ω) with conductances ω as given in (4.4) . Moreover, let {R(t), t ≥ 0} be defined by
Then, in law,
Proof. It suffices to show that, given the random walk X α , the process defined, for all t ≥ 0, by
is distributed as X ω with conductances given by (4.4). Let f : Z d → R be a bounded function. We then compute the action on f of the generator associated to Y ω (see (4.8)):
where A α is given by (2.1), A ω is the generator (4.1) with conductances given by (4.4) . This concludes the proof.
As a consequence of Proposition 4.5 we have the following coupling between X α and X ω .
Proposition 4.6 (coupling between X α and X ω ). The random walk RW(α), X α , defined in (2.1) and the random walk RW(ω), X ω , defined in (4.2) and with conductances given by (4.4), can be coupled in such a way that they follow the same orbits, i.e. their ordered sequences of visited sites coincide almost surely. More in detail, if we let
be a sequence of independent and identically distributed exponentials random variables with parameter equal to one, such coupling assigns a waiting time
λα(x) to the random walk {X α } and a waiting time
λω(x) to the random walk {X ω } if the k-th visited site is x ∈ Z d .
Remark 4.7. For the coupling described in Proposition 4.6, in each visited site the random walk X α spends more time than X ω . Indeed, by Assumption 1.1, α(x) ≥ 1 and thus, for all x ∈ Z d , for all k ∈ N, we have
α is almost surely slower than X ω .
Quenched invariance principle for RW(α)
. In Theorem 4.9 below, we state a quenched invariance principle for the random walk RW(α). The proof of this result relies on the quenched invariance principle for the random conductance model (Theorem 4.8) and the random time change presented in the previous section. Indeed, in view of Assumption 1.1 on the environment α, Theorem 4.3 immediately applies to X ω {X ω t , t ≥ 0}, the random walk RW(ω) with conductances in the form (4.4) , where the probability measure Q in Theorem 4.8 is induced by P in Assumption 1.1 and the definition of the conductances in (4.4).
More precisely, let Ω be the space of all conductances ω with ω x,y ∈ {1, ..., c 2 } endowed with the Borel σ-algebra induced by the discrete topology. We then denote by Q the probability measure on Ω such that, for all measurable U ⊂ Ω, we have
We then have the following result. Here Λ is the covariance matrix appearing in Corollary 4.8. In particular, the covariance matrix Σ does not depend on the specific realization of the environment α, but only on the law P.
Proof. Consider the random walk X ω starting from the origin and the corresponding environment process as seen from the random walk X ω given by (4.10) {τ X ω t α, t ≥ 0} . Lemma 4.3 in [13] shows that P is an ergodic measure for (4.10). Then, let us recall the random time change {R(t), t ≥ 0} of Proposition 4.5. Because P-a.s. and for all t ≥ 0 we have 0 ≤ R(t) ≤ ct, Birkhoff's ergodic theorem implies that, for P-a.e. environment α,
is a strictly increasing bijection, (4.11) is, in turn, equivalent to (4.12) lim
. Now, the conclusion of the theorem follows from the argument in Section 6.2 in [2] if we prove that, for all t > 0 and ǫ > 0, for P-a.e. α (4. 13) lim sup
Let us prove (4.13). For all δ > 0, we have
The second term on the r.h.s. of (4.14) goes to zero as N goes to infinity by (4.12).
For the first term, we get
which goes to zero as N → ∞ and δ → 0 by Corollary 4.8 and, more specifically, by the tightness of the sequence {X
, for all T > 0 and the path space continuity of the limiting Brownian motion {B Λ t , t ≥ 0}.
Remark 4.10 (the one-dimensional case). It is well known (see e.g. [34] , [13] , [1] and [27] ) that the limiting diffusion constant Λ for the one-dimensional RW(ω) is given by
In particular, for the choice (4.4) and due to (4.9), we obtain
. As a consequence of Theorem 4.9, the limiting diffusion constant for the onedimensional RW(α) is given by 
Arbitrary starting point quenched invariance principle for RW(α).
Theorem 4.9 is still not enough to carry out the proof of the hydrodynamic limit for SEP(α). Indeed, we need a quenched invariance principle not only for the random walk starting at the origin, but simultaneously for all random walks starting from arbitrary starting points. The aim of this section is to prove the following result. The problem of the arbitrary starting point quenched invariance principle was first posed in [36] and later solved in [11] in the context of random walk on supercritical bond percolation clusters in bounded domains of Z d , with d ≥ 2. As we will follow the same strategy of [11] to prove Theorem 4.12, we show that all conditions of Theorem 3.13 in [11] hold true also for our random walk RW(α). The proof of this fact is based on two fundamental estimates (see Lemmas 4.14 and 4.17) on the heat kernel q α t (x, y) of the RW(α), defined as
In order to get these two fundamental estimates, we follow the approach used in Section 2 in [6] . We start by constructing a metric on Z d as in [12] . First, we set, for any pair of nearest-neighboring sites x, y of Z d ,
h(x, y) := (ω(x, y))
where ω(x, y) := α(x)α(y) if |x − y| = 1 and zero otherwise. Then, we define
where the infimum is taken over paths (x = x 0 , x 1 , . . . , x n−1 , x n = y) from x to y. Then, for y, z ∈ Z d such that |y − z| = 1, from the consideration that d(x, y) ≤ d(x, z) + h({y, z}), we obtain
Recall that
is the Dirichlet form associated to RW(α) on F , the closure w.r.t. · Eα of the set of functions on Z d with finite support, where · Eα is given by
. By Proposition 5 of [12] we obtain the following long-range upper bound:
where
and
As a consequence of this construction, we obtain the following analogue of Theorem 2.3 in [6] . In what follows, we denote by d(·, ·) the usual graph distance on Z d .
Theorem 4.13. For any fixed realization of the environment α, there exist positive constants c 1 , ..., c 4 such that:
Proof. First of all, by following the proof of Theorem 2.3 in [6] , we obtain, as a consequence of the estimate (4.17), the analogue of (4.18) and (4. 19) , where the distance d is replaced by the distance d. Then, we conclude the proof by observing that, in view of the assumption of uniform ellipticity of the environment α (1.1) on α, we have
for any x, y ∈ Z d .
At this point, we follow [2] , Section 4, to establish the first fundamental estimate, the content of Lemma 4.14. In words, the estimate in Lemma 4.14 provides a quantitative upper bound on the exit time probability of X α from a ball of given radius within a certain time. More in detail, we introduce the following notation: The second fundamental estimate, Lemma 4.17, follows from the following uniformin-space heat kernel estimate. This estimate is presented in the following theorem (see also Lemma 2.8 in [6] for an analogous statement).
Theorem 4.15. For any fixed realization of the environment α, there exists a positive constant c such that, for all x, y ∈ Z d and t > 0, we have
Proof. The result follows from [10] , if we show that the following Nash inequality
, with C > 0 being a positive constant, holds true for any f ∈ ℓ
where in the last inequality we have applied Nash inequality for the standard continuous time random walk (see [10] ) with the constant C > 0 depending only on the dimension d ≥ 1. The equivalence of the ℓ p norms w.r.t. the counting measure and the ℓ p norms w.r.t. the counting measure weighted by the coefficients {α(x)} x∈Z d due to the assumed uniform ellipticity of α (see Assumption 1.1), implies (4. 22) .
Consider now, for all N ∈ N, the measure m N on
and the balls B
The second fundamental estimate we are after to will be responsible for the spatial Hölder continuity of the semigroup {S α,N,r t , t ≥ 0} of X α,N,r , the process obtained from
Remark 4.16. As a consequence of the ergodicity assumption on the environment, for P-a.e. realization of the environment, the measures {m N } N ∈N induced by α converge vaguely to a multiple of the Lebesgue measure on R d as N goes to infinity. For more details, we refer to either Proposition 3.14 in [11] or Proposition 3.1 in [19] . 
We note that, analogously as described in Proposition 4.6, X α and X ω c can be coupled in such a way that they follow the same orbits, with X ω c spending almost surely more (or, at least, equal amount of) time than X α on each visited site. If we denote by P α, ω c the probability measure of such a coupling, in particular, it follows that, for any radius r > 0 and
and that
Moreover, we observe that X ω c and X α have the same harmonic functions. Thus, since Assumption 2.3 in [11] has been verified in Section 3 of [11] for the random conductance model and, hence, in particular for X ω c , it is automatically verified also for X α due to the above considerations. As a consequence, (4.24) follows from Proposition 2.5 in [11] .
The proof of Theorem 4.12 now follows by repeating the argument of the proof in Appendix A.2 in [11].
Proof of the hydrodynamic limit
We divide this section in four parts. First we introduce some notations and derive the mild solution representation for SEP(α). This representation is derived, under Assumption 1.1 on the environment α, from an analogous representation for the so-called ladder symmetric exclusion process. As a second step, we obtain an upper bound for the variance of the empirical density fields 3.1, at each macroscopic time; this bound will be the key to prove the vanishing of the variance. In the third and fourth subsections, we complete the proof of Theorem 3.2 by establishing tightness of the empirical density fields (Section 5.4) and characterizing the limit process (Section 5.3). Both proofs employ the arbitrary starting point quenched invariance principle (Theorem 4.12) proved in Section 4. We proceed with the construction of SEP(α) in terms of a ladder variant (see e.g. [21] ). More in detail, we start from a so-called α-ladder symmetric exclusion process, we obtain the (a.s.) mild solution representation in [35, Proposition 4.1] for this ladder counterpart and, then, by means of a projection which preserves the Markov property, we derive an a.s. mild solution representation for SEP(α).
Let us fix a realization of the environment α satisfying Assumption 1.1. Then, we introduce a family of independent and identically distributed Poisson processes with intensity one (λ = 1) , i.e. {N · ({(x, i) , (y, j)}) : x, y ∈ Z d with x ∼ y, i ∈ {1, . . . , α(x)}, j ∈ {1, . . . , α(y)}} .
Moreover, we denote by
the compensated Poisson processes associated to the Poisson processes in (5.1), i.e., for any t ≥ 0,N
We denote by (N, F, {F t : t ≥ 0}, P) the probability space on which this Poisson processes are defined. This randomness will be responsible (see Lemma 5.1 below) for the stirring construction (see e.g. [30] ) of the so-called ladder symmetric exclusion process with parameter α ∈ {1, . . . , c} Z d , the particle system with configuration space
and with infinitesimal generator L α acting on bounded cylindrical functions ϕ : X α → R as follows:
Here η (x,i),(y,j) denotes, also in this context, the configuration obtained from η ∈ X α by removing a particle at position (x, i) and placing it on (y, j).
This process may be considered as a special case of a symmetric exclusion process on the set
For this reason and from the uniform boundedness assumption of the environment, we obtain the following representation of { η t , t ≥ 0}, whose proof is completely analogous to the one of, e.g., [35, Proposition 4.1] . We restate this result below for convenience of the reader.
Lemma 5.1 (mild solution for the ladder exclusion). For P-a.e. realization of the Poisson processes {N · ({·, ·})} and for all initial configurations η ∈ X α , we have, for all (x, i) ∈ Z d and t ≥ 0,
where, for all (x, i) ∈ Z d and s ≥ 0,
and { S t : t ≥ 0}, resp. { p t (·, ·) : t ≥ 0}, corresponds to the transition semigroup, resp. probabilities, associated to the continuous-time random walk on Z d whose infinitesimal generator A α is given below:
where f : Z d → R is a bounded function. In particular, the infinite summations in (5.5) are P-a.s. -for all times and initial configurations-absolutely convergent.
In the following lemma, we show how to obtain SEP(α), introduced in Section 1, from the ladder symmetric exclusion process with parameter α (see e.g. [21] for further details on this construction). By combining this result with Lemma 5.1, we obtain a mild solution representation of SEP(α) which employs the same randomness used to define the ladder process.
Lemma 5.2 (mild solution for SEP(α)). Let { η t : t ≥ 0} be the ladder symmetric exclusion process with parameter α presented above and represented as in Lemma 5.1. Then, the stochastic process {η t : t ≥ 0} taking values in X α defined in terms of { η t : t ≥ 0} as follows
is a Markov process with infinitesimal generator L α as given in (1.3) . Moreover, for P-a.e. realization of the Poisson processes in (5.1), for all η ∈ X α , x ∈ Z d and t ≥ 0, we have
and {S t : t ≥ 0}, resp. {p t (·, ·) : t ≥ 0}, represents the transition semigroup, resp. probabilities, associated to RW(α) defined in Definition 2.1.
Proof. By definition of the process {η t : t ≥ 0} in terms of the process { η t : t ≥ 0} and formula (5.5), we obtain, P-a.s., for all x ∈ Z d and t ≥ 0, the following expression for η t (x):
Since the infinite summations above are absolutely convergent, we may re-order them so to obtain:
We observe that, for all sites x, y ∈ Z d and labels i, i
; in other words, the transition probabilities p t (·, ·) do not depend on the labels, but only on the sites. Therefore, we define p t (x, y) := p t ((x, i), (y, j)). If we combine this with the definition of η 0 (y) := α(y) j=1 η 0 (y, j), we rewrite the expression above as follows:
After observing that p t (x, y) = α(y) p t (x, y), the proof is concluded.
In what follows, we take the construction and (5.6) in Lemma 5.2 as a definition of our partial exclusion process SEP(α). In particular, we consider the process {η t , t ≥ 0} as a Markov functional of the ladder process { η t , t ≥ 0}, whose evolution, in turn, is prescribed in Lemma 5.1 in terms of the Poisson processes {N (·, ·)} in (5.1) and its initial configuration η 0 ∈ X α . However, to any given SEP(α)-configuration η ∈ X α there may correspond, in general, many "compatible ladder configurations", namely configurations η ∈ X α of the following type:
Therefore, when we say that the particle system {η t , t ≥ 0} starts from the configuration η ∈ X α , we first need to specify how to initialize the underlying ladder process and, then, unequivocally follow the Poissonian source of randomness yielding (5.7) and (5.8). We will always assume that, given an initial configuration η ∈ X α , the compatible ladder configurations η ∈ X α are chosen according to some probability distribution independent of the Poisson processes in (5.1). We can, for instance, make the deterministic choice of filling up the ladders at each site starting from bottom to top. We will denote -keeping this choice in mind-the induced probability distribution on D([0, ∞), X α ) of the particle system {η t , t ≥ 0} starting from η by P η and by E η the corresponding expectation. Proposition 5.3. For any given realization of the environment α, for all N ∈ N, G ∈ S (R d ), η ∈ X α and t ≥ 0, we have
As a consequence of (5.9) and the uniformity of the upper bound w.r.t. η ∈ X α , we further get 10) where {ν N } N ∈N is the sequence of probability measures on X α given in Theorem 3.2.
Proof. We start by expanding the square in the l.h.s. in (5.9), so to obtain
Recalling the definition of dM s (x, η s − α ) in (5.8) in terms of the underlying ladder process, we then obtain, for all x and y ∈ Z d ,
As a consequence of the independence of the Poisson processes, we get the following identity
We thus have
which, by recalling the definition of U N tN 2 in (5.11), equals
By Itō's isometry for jump processes, we rewrite this last expression as follows:
, we obtain the following upper bound:
In the summation above we recognize the Dirichlet form (4.16) associated to the generator of the random walk RW(α), whose generator we called A α . Hence, we obtain
and from which we obtain (5.9) as follows:
2 .
In conclusion, uniform boundedness of the environment α yields (5.9) and, in turn, (5.10).
5.3.
Convergence of finite dimensional distributions. In Section 4 we studied the random walk RW(α) and, in particular, we proved a quenched invariance principle for the random walk starting at the origin (Section 4.3), later extended (Section 4.4) to all random walks with arbitrary starting positions. More precisely, we obtained the following statement for P-a.e. environment α:
where X In view of this statement (II * ), the consistency of the initial conditions (Definition 3.1) and an application of Proposition 3.1 in [17] , we establish, for P-a.e. environment α, convergence of finite-dimensional distributions of the empirical density fields. This result is the content of the following proposition. The first term on the r.h.s. in (5. 14) , by Markov's inequality and the uniform boundedness of the occupation variables {η(x), x ∈ Z d }, is bounded above as follows:
In turn, this latter upper bound vanishes, for P-a.e. environment α and for all G ∈ S (R d ) and t ≥ 0, in view of statement (II * ). The second term on the r.h.s. in (5.14) vanishes because S (R d ) is invariant under the action of the Brownian motion semigroup and because of the assumed consistency of the initial conditions (see Definition 3.1).
The probability in the third term on the r.h.s. in (5.14) contains, for any given environment α, a deterministic quantity. Therefore, the proof that it vanishes as N goes to infinity boils down to
Due to the assumed boundedness and continuity ofρ, we have, for all t ≥ 0 and
As a consequence, due to the uniform boundedness of the environments α and a standard cutoff argument, it follows from the weighted pointwise ergodic theorem in [19, Proposition 3 .1] that, for P-a.e. environment α (where the null-set of environments does not depend on the function G ∈ S (R d ), the profileρ and t ≥ 0), the convergence in (5.15) holds true. This concludes the proof.
5.4. Tightness. We conclude this section by discussing tightness of the sequence of empirical density fields {X N t : t ∈ [0, T ]} N ∈N . Here the tightness criterion in [35, Appendix C] -based on the notion of uniform conditional stochastic continuityapplies to our case. The application of this criterion goes through Mitoma criterion for tempered distribution-valued stochastic processes, the decomposition (3.9) of the empirical density fields, the uniform boundedness of the occupation variables as well as statements (II) and (II * ) on uniform-over-time convergence of semigroups. For further details, we refer to [35, Proposition 5.5 ], which we report below without proof. 
