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Abstract 
An increasing number of applications require high-resolution images in situations 
where the access to the sensor and the knowledge of its specifications are limited. 
In this thesis, the problem of blind super-resolution is addressed, here defined as the 
estimation of a high-resolution image from one or more low-resolution inputs, under 
the condition that the degradation model parameters are unknown. The assessment 
of super-resolved results, using objective measures of image quality, is also addressed. 
Learning-based methods have been successfully applied to the single frame super-
resolution problem in the pasto However, sensor characteristics such as the Point 
Spread Function (PSF) must often be known. In this thesis, a learning-based approach 
is adapted to work without the knowledge of the PSF thus making the framework 
camera-independent. However, the goal is not only to super-resolve an image under 
this limitation, but also to provide an estimation of the best PSF, consisting of a 
theoretical model with one unknown parameter. 
In particular, two extensions of a method performing belief propagation on a 
Markov Random Field are presented. The first method finds the best PSF parameter 
by performing a se arch for the minimum mean distance between training examples 
and patches from the input image. In the second method, the best PSF parameter and 
the super-resolution result are found simultaneously by providing a range of possible 
PSF parameters from which the super-resolution algorithm will choose from. For both 
methods, a first estimate is obtained through blind deconvolution and an uncertainty 
is calculated in order to restrict the search. 
Both camera-independent adaptations are compared and analyzed in various ex-
periments, and a set of key parameters are varied to determine their effect on both the 
super-resolution and the PSF parameter recovery results. The use of quality measures 
is thus essential to quantify the improvements obtained from the algorithms. A set 
of measures is chosen that represents different aspects of image quality: the signal 
fidelity, the perceptual quality and the Iocalization and scale of the edges. 
Results indicate that both methods improve similarity to the ground truth and can 
in general refine the initial PSF parameter estimate towards the true value. Further-
more, the similarity measure results show that the chosen learning-based framework 
consistently improves a measure designed for perceptual quality. 
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Résumé 
Un nombre croissant d'applications nécessitent des images à haute résolution dans des 
situations où l'accès au capteur et la connaissance de ses caractéristiques sont limités. 
Cette thèse concerne la super-résolution aveugle, définie comme étant l'estimation 
d'une image à haute résolution à partir d'une ou de plusieurs images à basse résolution, 
sans connaître les paramètres de dégradation du capteur. La question de l'évaluation 
des résultats, reliée au concept de qualité d'une image, est également abordée. 
Diverses techniques d'apprentissage ont déjà été appliquées au domaine de la 
super-résolution dans le passé. Par contre, les caractéristiques du capteur, tels que 
la fonction de flou (ou PSF), doivent généralement être connues. Dans cette thèse, 
une technique d'apprentissage est adaptée pour le cas où le modèle de dégradation 
du capteur est inconnu. Par contre, non seulement la super-résolution d'une image 
d'entrée est effectuée, mais la meilleure PSF, modélisée par une fonction théorique où 
un seul paramètre est inconnu, est également estimée. 
En particulier, deux adaptations d'un algorithme de super-résolution par prop-
agation de la croyance sur un champ markovien sont. présentées. Dans la première 
méthode, le meilleur paramètre de la PSF est obtenu par la minimisation de la distance 
moyenne entre les sous-images de la banque de données et celles de l'image d'entrée. 
La deuxième méthode intègre le processus de reconnaissance de la PSF à l'algorithme 
de super-résolution, qui devra choisir la meilleure PSF à partir d'une série de pos-
sibilités. Pour les deux méthodes, un premier estimé est obtenu par déconvolution 
aveugle et une incertitude est calculée afin de restreindre la sélection. 
Les deux adaptations proposées sont testées dans une série d'expérimentations, 
où les paramètres les plus importants sont variés afin d'en vérifier l'impact autant 
sur le processus de super-résolution que sur celui de la reconnaissance de la PSF. 
L'utilisation de mesures de qualité s'avère donc cruciale dans l'analyse des résultats. 
Des mesures représentant la qualité du signal, la qualité perceptive de l'image ainsi 
que la localisation et l'échelle des arêtes sont donc choisies. 
Les résultats indiquent que les deux adaptations améliorent la similarité avec la 
vérité-terrain, et peuvent améliorer un estimé initial de la PSF. De plus, les résultats 
des différentes mesures montrent que la super-résolution par apprentissage maximise 
le pourcentage d'amélioration d'un indice mesurant la qualité perceptive des images. 
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Chapter 1 
Introduction 
Like any science involving the use of observations to infer characteristics of a system 
being studied, computer vision suffers from the difficulty of having to use data coming 
from imperfect sensors. A substantial part of research in the areas of computer vision 
and image processing consists of fin ding ways to compensate for the imperfect nature 
of the sensor data either by improving the images directly, or indirectly by taking 
into account the fact that images might not be perfect observations of the scene being 
observed. 
In addition to this problem, sensors come in a wide range of types. For instance, 
sorne are tuned to particular tasks (e. g. telescopes, microscopes, etc.) and others are 
meant to be used in a large number of contexts (e.g. commercial digital cameras). 
Furthermore, the characteristics of these different sensors can vary widely depending 
on their application, their year of production or their co st. While substantial effort is 
made to design better cameras which fit more closely the users' needs, a sensor can 
never be perfect, thus making the demand for quality nearly infinite. 
Very early in image processing, techniques were developed to reduce noise in im-
ages, deblur them, and augment their resolution. The ill-posed nature of these prob-
lems makes them very interesting ex amples for fundamental research in mathematics 
and computer science. An ill-posed problem in the sense of Hadamard breaks at least 
one of the conditions for well-posedness, which 'are that [49, 98]: i): A solution ex-
ists; ii): This solution is unique; iii): The solution depends continuously on the data 
(stability) . 
~, 
/ 
1 Introduction 2 
In this thesis, the specifie case of super-resolution is addressed, here defined as 
the problem of obtaining a high resolution version of one or more low-resolution im-
ages. Super-resolution not only consists of augmenting the number of pixels (through 
reconstruction/interpolation), but it also aims at correcting for optical degradations, 
such as the blurring induced by the sensor Point-Spread-Function (PSF). Both pro-
cesses being ill-posed, super-resolution is generally difficult, as it can be thought of 
as re-imaging the scene with a camera of higher resolution and with limited blurring 
effects. 
This classical problem has been an important research topic over the past two 
decades. The focus of research in super-resolution includes the theoretical and com-
putational aspects [25, 36, 44, 75, 78, 84, 87] but also the design of algorithms 
for specifie image types [32, 57, 68, 95, 104, 115]. Among the most recent devel-
opments, learning-based approaches have received a great de al of attention (e.g. 
[3, 22, 44, 50, 54, 86, 107]). In particular, in the work presented in [44], relationships 
between pairs of low /high resolution patches are learned in a supervised manner. The 
algorithm allows to deduce which high-resolution patch in the training database is the 
most consistent with each patch in the new image to super-resolve. The term consis-
tency here involves not only the low /high resolution patch pair, but also neighbouring 
high-resolution patches, to ensure a coherence in the texture. A Markov Random 
Field (MRF) is used to model the super-resolution problem and a Belief Propagation 
(BP) algorithm is used to perform learning. This framework, denoted as BP-MRF, 
was chosen in this thesis for its wide use in the community and for the various ad-
vantages offered by a learning approach (discussed below in Section 1.1). Rowever, 
because it is a supervised framework, the original method described in [44] implies 
the knowledge of the camera degradation model as well as its parameters. 
In this thesis, the BP-:-MRF framework is taken further. The learning-based ap-
proach is used not only to recognize the most consistent high-resolution patch, but 
also the most consistent degradation parameters, here represented by the PSF. The 
supervised nature of the algorithm is kept, but a set of possible outcomes from the 
initial high-resolution patches is offered, obtained by varying the degradation par am-
eters. Rence, the proposed framework is here referred to as camera-independent, since 
no a priori knowledge of camera degradations is necessary. The thesis presents two 
1 Introduction 3 
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different ways to approach the problem, first by searching for the best outcome before 
performing super-resolution, and second by integrating the choice of the best outcome 
into the super-resolution process. 
The problem of super-resolving an image without the knowledge of the sensor 
degradation characteristics is generally referred to as blind super-resolution. In this 
thesis, the particular degradation considered is the blurring caused by the PSF, which 
is here modeled by a theoretical function with an unknown parameter. While the es-
timation of the degradations is not necessarily required for blind super-resolution, in 
this thesis an addition al goal is to recover the PSF unknown parameter. In many ap-
plications sueh as astronomy, remote-sensing or mieroseopy, the PSF is often reported 
along with the restored image, as a way to characterize the sensor and to compare 
the results with previous studies. 
Furthermore, to evaluate the improvement from a super-resolution process, mea-
sures are needed to quantify the sueeess of the algorithm. But since the output of 
super-resolution is an image, assessing the results amounts to quantifying the image's 
quality, which is a highly ambiguous concept [108]. For instance, the quality of an 
image can refer strictly to the quality of the signal, where high quality amounts to a 
high Signal-to-Noise Ratio (SNR). It can also refer to the absence of artifacts, such 
as blurring or blocking. However, it ean also be related to the concept of perceptual 
quality, i. e. the quality of an image as perceived by a human observer. Therefore, in 
this thesis, the problem of quality assessment for super-resolution is also addressed, 
as it is considered essential for the analysis of the methods described. 
1.1 Motivation 
Blind super-resolution and PSF recovery using a learning-based framework is the par-
ticular problem addressed in this thesis, along with the issue of quality assessment. To 
demonstrate the relevance of the research presented, four questions will be answered, 
motivating each aspect of the work: 
1. What is super-resolution and why is it an open problem? 
2. What are the advantages of learning-based methods for super-resolution? 
1 Introduction 4 
3. Why are blind super-resolution and PSF recovery relevant? 
4. What is the importance of quality assessment for super-resolution? 
Question 1 What is super-resolution and why is it an open problem? 
As stated ab ove , super-resolution is defined as the pro cess of obtaining a high-
resolution version of a low-resolution image, or from a set of low-resolution images. 
However, more specifically, super-resolution is here defined as a restoration process, 
followed by an interpolation pro cess to augment the number of pixels in the image. 
In this thesis, blurring is assumed to be the main cause of optical degradation of the 
image. The problem is schematically shown in Figure 1.1. The goal of both deblurring 
and signal reconstruction being to recover the unaltered scene from observations, they 
can be categorized as inverse problems [97]. 
Blurring + Decimation 
Figure 1.1 Schernatic representation of super-resolution 
In theory, if the camera PSF is known, deconvolution can be performed using the 
convolution theorem. However, this implies that the Fourier transform of the PSF 
must be inverted, which can not always be done, or which can lead to artifacts if 
zero values are present. In the same way, a perfect reconstruction of a signal can 
be achieved by sinc interpolation if the signal is bandlimited and if it is sufficiently 
sampled. However, these conditions are rarely met. In general, deconvolution and 
signal reconstruction are also ill-posed problems in the sense of Hadamard [49, 98] 
since they do not satisfy all the conditions for well-posedness. 
Therefore, because super-resolution can be related to deconvolution and signal 
reconstruction, and since these two problems are ill-posed, super-resolution is ill-posed 
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as weIl. As many other problems in computer vision and image processing, super-
resolution was addressed in Fourier [104], regularization [75] and Bayesian [84, 87] 
frameworks, to name but a few. One of the newest categories of approaches for 
super-resolution uses learning. However, this framework does not generalize easily 
and formaI analysis is lacking in the literature. 
Question 2 What are the advantages of learning-based methods for super-resolution? 
To solve an ill-posed problem, constraints on the possible solution(s) must be added 
so that the problem becomes well-posed. For instance, a smoothness constraint, such 
as in Tikhonov regularization, can be used. AIso, prior knowledge taking a more 
general form can be introduced into a Bayesian framework. However, choosing the 
constraint or the prior knowledge can be a difficult task. Nevertheless, if given a set of 
examples, a learning pro cess can infer probability distributions, making the problem 
well-posed and solvable in a regularization or a Bayesian framework. 
In particular, this learning process can be performed in a supervised fashion. In 
many problems in computer vision, theoretical models are not always available, or 
otherwise can not distinguish weIl between many possible outcomes. Therefore, in-
stead of using a theoretical model that can relate the set of all possible inputs to the 
set of aIl possible outputs, a supervised learning framework will work only on a sub-
set, in the form of previously acquired observations both before and after the pro cess 
being studied. This subset, that can be thought of as the "experience" acquired about 
the process, embeds statistical relationships between events. 
For super-resolution, learning is performed using high-resolution image databases 
as a pool of high frequency information. If the input low-resolution image to super-
resolve is of a determined, specifie nature (e.g. natural image from a digital camera, 
remotely-sensed image, medical image of the brain, etc.), and if given a database of 
similar images, it is thought that using information incIuded in the database could 
allow knowledge about the scene to be learned. Since image databases are available 
fairly easily at low cost (or even for free) , the requirement of having a database at 
hand is feasible for a wide range of applications. 
Apart from the texture, learning-based approaches for super-resolution can also 
account for optical degradations caused by the sens or. However, in a supervised 
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learning approach, these degradations must be known in order to be fully modeled 
in the database. Taking blurring as the main degradation caused by the camera, 
the pro cess of super-resolving an image without the knowledge of the camera PSF is 
referred to as blind super-resolution. 
Question 3 Why are blind super-resolution and PSF recovery relevant? 
As presented above in Question 1, deconvolution is an ill-posed problem, even 
in the case where the convolving kernel is known. . Consequently, both blind decon-
volution and blind super-resolution, wh en the blurring kernel is unknown, are also 
ill-posed. While many blind deconvolution techniques were developed in the past 
(e.g.[2, 12, 70, 85]), the issue of blind super-resolution has only been addressed more 
recently, especially with learning-based approaches (e.g. [48, 86, 107]). To develop a 
learning-based method for blind super-resolution, the learning process must be made 
independent of knowing the sens or parameters. The sensor PSF can either be esti-
mated before the super-resolution process, or both the PSF recovery and the super-
resolution pro cess can be performed concurrently. 
In previous work, however, the goal was often simply to super-resolve an image 
under the condition that the PSF is unknown, and the PSF was not necessarily 
obtained directly or tested as part of the algorithm's output. How precisely the 
PSF must be known in order to obtain good results is thus still an open question. . 
Furthermore, other existing approaches do not use standard deconvolution techniques, 
whether as part of the algorithm or for comparison purposes. Given the definition 
adopted here for super-resolution, we believe such techniqu~s can not be discarded. 
Thus, in this thesis, a standard algorithm for blind deconvolution is used as part of the 
blind super-resolution process and is also used in conjunction with an interpolation 
pro cess to compare results. 
Determining the PSF of a sensor can be important in various applications such 
as astronomy, remote-sensing, microscopy or medical imaging. For instance, the PSF 
is often required to perform image restoration. A wrong PSF can cause artifacts in 
a deconvolution technique, and could cause problems in a supervised learning super-
resolution pro cess as weIl. Second, periodic determination of the PSF can detect 
changes in the sensor characteristies. Third, the recovery of the PSF can also serve 
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as a way to ensure good processing of the data, by comparing with previous studies, 
if it is assumed that no change in the sensor had occurred. 
Rowever, obtaining the PSF of a sensor is not trivial. In principle, the PSF 
is obtained by imaging a radiating point-like object, and the shape of this image 
determines the PSF. This technique requires the sensor to be accessible and controlled, 
which is not always the case in general. When access to the sensor is not possible, 
images become the only me ans to recover the sensor characteristics. Techniques such 
as blind deconvolution and blind super-resolution thus become useful when a restored 
or super-resolved image is sought as weIl. 
Question 4 What is the importance of quality assessment for super-resolution '? 
The quality of an image is an open problem that can be defined in various ways. 
First, the noise content, the amount of blurring perceived in the image, the presence of 
artifacts and the contrast can be indicators of the quality of the signal. Rowever, when 
testing an algorithm, the ground truth is generally available and similarity between 
the result and the true image is often sought. Pixel-to-pixel differences in intensities, 
like the RMS error, can be used. While the RMS error (or other similar measures) 
might be useful in sorne specific contexts (e.g. feature detection), it is not clear how it 
could be relevant for human-in-the-Ioop applications, especially since the RMS error 
is widely known not to reflect what is perceived by the Ruman Visual System (RVS) 
[94, 108]. Therefore, sorne measures were developed in order to better account for 
differences that are detectable by the RVS. 
Super-resolution can be seen as taking a low-resolution image and obtaining a 
version of the image as if the scene was imaged with a better sens or at higher reso-
lution. The output of a super-resolution process, in principle, should be of "better 
quality" than its input. In general, RMS-based measures are used in the literature 
to assess the quality of the results. Rowever, as seen ab ove , the task for which the 
super-resolved image is obtained will influence the definition of quality. Therefore, 
in or der to assess the quality of a super-resolution result, to analyze the limits of an 
algorithm or to compare its results with other methods, both the signal quality and· 
perceptual quality angles should be considered. 
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1.2 Contributions 
This thesis aims at addressing the questions raised in the previous section. Specifically, 
two camera-independent adaptations to a learning-based framework will be presented, 
and the sensor PSF is also determined as part of the process. Quality assessment of 
super-resolution results is also addressed by using a series of measures to quantify 
the improvement obtained from using the algorithms. The contributions are detailed 
below. 
First, to better understand the framework chosen (the BP-MRF method of [44]), 
the first demonstration will be to show how it compares to standard interpolation 
and deconvolution methods and another learning-based method for the case where 
the camera PSF is known. Most super-resolution algorithms compare with interpo-
lation algorithms only. Here comparisons are also proposed for a dual deconvolu-
tion/interpolation process, to be consistent with the definition adopte,d in this thesis. 
Similarity measures will be required to quantify the success of the algorithms. 
Second, the influence of parameters and pre-processing steps on the BP-MRF 
framework will be analyzed. The main tool to assess the results will be the use of 
similarity measures. Such a quantitative analysis of parameters by using a series of 
image quality measures is in itself a contribution, as the issue of quality assessment 
is generally overlooked in the literature. This analysis will allow users to set better 
the various parameters. 
Third, the question of generalization of the framework to blind super-resolution is 
addressed by assuming that not only the super-resolved image can be obtained through 
learning, but that the PSF can be recognized as weIl. The underlying hypothesis of 
the BP-MRF framework, that a set of closest training candidates can be used to 
infer the high-resolution output, is thus also applied to the problem of PSF recovery. 
The PSF is modeled either as a Gaussian or a pillbox, where a single parameter is 
unknown. 
From this novel approach for learning-based blind super-resolution, two different 
adaptations to the BP-MRF framework are developed. In the first method, the PSF 
parameter is obtained before the super-resolution process, by minimizing the mean 
Euclidean distance between training examples and patches from the input image. In 
the second method, the PSF parameter and the super-resolved images are obtained 
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concurrently; by including in the database examples produced by a set of PSF possibil-
ities. In both cases, to restrict the set of possible solutions, a first estimate is obtained 
through blind deconvolution as a starting point and the se arch is narrowed within an 
uncertainty range. Again, for both methods, experiments on various databases will 
be performed and parameters will be varied to analyze their influence on both the 
super-resolution and the PSF parameter recovery processes. AIso, the use of similarity 
measures will allow a better analysis of the algorithms' efficiency. 
Finally, results from all experiments allow the determination of the type of quality 
measure favored by the BP-MRF framework and extensions. The measures chosen 
represent signal fidelity, the scale and localization of edges, as well as perceptual qual-
ity. The measure thât will consistently give higher improvement values for any image 
database will be considered as the one favored by the algorithm. This conclusion, 
in turn, will determine a category of tasks at which the BP-MRF framework is best. 
This is also an important contribution to the field, as very few studies exist on image 
quality of super-resolved results. 
Therefore, the contributions of the thesis can be summarized as follows: 
1. A comparison is performed between the original BP-MRF method, another èx-
isting learning-based method (the image analogies framework), as well as with 
standard deconvolution and interpolation methods. 
2. A detailed parameter analysis is performed for the BP-MRF method to under-
stand the effect of the different parameters on the super-resolution method. 
3. Two extensions to the BP-MRF algorithm to blind super-resolution are devel-
oped: 
(a) The first method works solely on Euclidean distances between local patches 
of the input and training images. The PSF is recognized by examples, and 
the method assumes that the training database contains representative 
features of the input image. 
(b) A second extension is presented where a parameter refinement procedure 
is integrated to the super-resolution pro cess. The training database is 
extended by including images blurred with a set of PSF possibilities from 
~, which the super-resolution algorithm will choose from. 
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(c) For both extensions, the underlying hypothesis is that training ex amples 
can be used not only for super-resolution, but also to obtain an estimate 
of the PSF (modeled by a single parameter). AIso, for both methods, a 
blind deconvolution process is performed to obtain a first estimate, and an 
uncertainty is obtained to restrict the range of possibilities. This approach 
is novel as it integrates standard image processing techniques in the PSF 
recovery process, instead of relying solely on probabilistic reasoning to in-
directly infer the PSF. Here the PSF is recovered directly and is considered 
as an important part of the result. 
4. To assess the quality of the results, similarity measures are used for all the 
experiments where the ground truth image is available. The use of these mea-
sures will allow a better analysis of the impact of various parameters on both 
the super-resolution and the PSF parameter recovery procedures. This analysis 
will also determine the type of image quality favored by the framework. This 
aspect of the work is an important contribution, as the issue of image quality 
assessment is still widely open in the super-resolution literature. 
1.3 Thesis Outline 
The thesis is divided in two main parts, the first presenting the background necessary 
to understand the core of the thesis, and the second presenting original work. lri 
Chapter 2, formaI definitions of standard problems in image processing and computer 
vision (i. e. image reconstruction, restoration, interpolation, deconvolution, super-
resolution) are provided. A summary of the theory of MRFs as well as belief prop-
agation is presented to better understand the framework upon which this thesis is 
based on. The particular framework for super-resolution chosen for this thesis is also 
described, along with extensions proposed by several authors. Finally, a summary of 
a blind deconvolution algorithm is presented, as it will be used later in the thesis. 
Chapter 3 will review previous work in super-resolution methods. Fourier-based 
methods, regularization and Bayesian (learning or non-learning) methods, iterated 
backprojection and Partial DifferentiaI Equations (PDE) methods are among the main 
approaches that will be described. The focus of the thesis will be on single-frame 
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super-resolution. Rowever, many methods for super-resolution are for sequences or 
multiple images, and a few of these methods will also be presented. 
In Chapter 4, the problem of quality assessment is addressed. Previous work is 
first reviewed for image similarity measures assessing signal fidelity. Second, measures 
for perceptual quality are presented along with relevant characteristics of the Ruman 
Visual System (RVS). Metrics measuring the presence of specifie artifacts are then 
described, with a focus on blurring and edge stability. The chapter ends with a 
discussion about the specifie issue of quality for super-resolution, and the finallist of 
similarity measures used in the rest of the thesis is presented. 
Chapter 5 presents a detailed comparison between the chosen framework, another 
learning-based method (the image analogies framework), and standard interpolation 
methods. This comparison will demonstrate the reasons for choosing the MRF frame-
work and will also demonstrate the usefulness of similarity measures in testing a 
super-resolution algorithm. The influence of key parameters for the chosen method 
will also be analyzed through various experiments, and similarity measures will again 
be used to draw conclusions. 
The issue of extending a supervised learning framework to blind super-resolution 
is addressed in Chapters 6 and 7. First, a method solely based on Euclidean distances 
of local patches is presented. The me an Euclidean distance is minimized with respect 
to the training blurring parameter using a golden section search. Second, a method 
integrating a PSF refinement pro cess into the super-resolution algorithm is described. 
In this case the training database is extended to include a set of possibilities from 
which the super-resolution algorithm will choose the most consistent high-resolution 
patch as weIl as the best possiblePSF parameter. For both methods, a blind Lucy-
Richardson algorithm is used to get a first estimate of the PSF parameter, and an 
uncertainty is obtained to restrict the range of possibilities. 
Both extensions will be tested in their respective chapters, using various image 
databases of different data types, and using the algorithms under various conditions. 
AU the results will be compared using the similarity measures presented in Chap-
ter 4 and used previously in Chapter 5. For both extensions, experiments in a non-
controlled case, where the ground truth image is not available, are also performed. 
For this case, the PSF is modeled by either a Gaussian or a pillbox PSF, requiring 
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minor adaptations to the algorithms. 
Chapter 8 presents an in-depth discussion of all the results and findings of Chap-
ters 5, 6 and 7. The super-resolution results are compared, as well as the results for 
the PSF parameter recovery procedures. The issue of the adequacy of the training 
database is analyzed, and the limits and possible extensions of the methods described 
in this thesis arepresented. The factors infiuencing a super-resolution method are 
discussed and the concept of potential for super-resolution is introduced. Finally, 
general conclusions are found in Chapter 9. 
------------------------
Chapter 2 
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In the scientific literature, the terrn super-resolution unfortunately has various def-
initions that can cause sorne confusion. In physics and astronomy, super-resolution 
refers to techniques allowing the extraction of frequencies beyond the diffraction limit 
of the optical system [71, 75]. In general, in computer vision, super-resolution is 
said to address the problem of estimating a high-resolution version of one or more 
low-resolution images. Confusion arises from the fact that the problem can be inter-
preted as adding high frequency information to an image, which does not necessarily 
imply adding pixels. Therefore, studies in super-resolution can vary from resolution 
enhancement (without deblurring, thus equating it to an interpolation pro cess [105]), 
to deblurring only (without resolution enhancement [50]). 
Another important source of confusion is that most algorithms for super-resolution 
infer a single high-resolution image from a series of low-resolution input images (either 
from a video sequence or from a set of still images taken from a digital camera). This 
problem can also be se en as a special case of image fusion. 
In this thesis, super-resolution refers to the problem of both augmenting the num-
ber of pixels of an image and reducing blurring effects from the camera PSF, whether 
the input is a single image or a series of images1 . To relate super-resolution to other 
common problems in image processing and computer vision, such as image restoration 
lThe thesis will focus specifically on single-frame super-resolution. 
r-- .. 
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and image interpolation, formaI definitions are proposed in Section 2.1. 
These definitions will allow us to tackle the fundamental theory that will be needed 
in the rest of the thesis. In Section 2.2, Markov Random Fields (MRF) are discussed in 
a low-level vision context, sinee they will be used further in the thesis. Probabilistic 
inference and belief propagation are summarized in Section 2.3. Finally, the main 
framework for super-resolution used in the thesis is describedin Section 2.4. 
2.1 Definitions 
The first definition that will be adopted addresses the degradation of an original 
function by a sensor. While a multitude of defects can be introduced by the optical 
system or by the environment around it, only an idealized degradation model is used 
in this thesis. In particular, an image is formed once the following operations are 
performed on a function f(x, y) E :[R2 [53]: 
1. Convolution with the camera PSF h(x, y) 
2. Digitization (sampling) 
3. Limitation to a finite window 
4. Quantization (of RGB or grey values) 
Sensor noise is also introduced in the process. In this thesis, the first three steps 
are the most important. Therefore, the following definition is adopted for a general 
image formation process. 
Definition 2.1 Let f(x, y) be the original undegraded function. The degraded func-
tion g(x, y) is obtained by the following: 
g(x, y) = [rn(x, y) (h(x, y) * f(x, y))]. w(x, y) + TJ(x, y), (2.1) 
where 
00 00 
rn(x, y) =. L L b(x - jD.x, y - kD.y) (2.2) 
j=-oo k=-oo 
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is the bed of nails function2 consisting of an array of Dirac delta functions on a 
grid spaced at every .6.x and .6.y, h(x, y) is the camera PSF, w(x, y) is a windowing 
function limiting the image to a finite size, T/(x, y) represents sensor (additive) noise 
and the symbol * represents convolution. 
From this general definition of the image formation process, a series of concepts 
frequently used in image processing and computer vision can be developed: deconvo-
lution, reconstruction and restoration, that generally involve undoing one or more of 
these operations. 
2.1.1 Deconvolution and Restoration 
Since convolution and sampling are performed to produce an image, one might want to 
"undo" those two steps. Taking them separately, the inverse operation of convolution 
is deconvolution, and the inverse of sampling is reconstruction [15, 53, 80]3. 
Definition 2.2 Let a function f(x, y) be blurred by another function h(x, y). The 
image f'(x, y)is simply the convolution between f(x, y) and h(x, y) (as well as additive 
noise T/(x, y)): 
f'(x, y) = f(x, y) * h(x, y) + T/(x, y). (2.3) 
Th erefore, deconvolution or deblurring consists of obtaining f(x, y), from f'(x, y) 
and h(x, y). Blind deconvolution, on the other hand, consists of obtaining f(x, y) 
without the knowledge of h(x, y). 
Additive noise and blurring by the PSF can both be considered as image degra-
dations. Other effects can also be included, ranging from atmospheric blur to multi-
plicative noise. The pro cess of correcting for these known or unknown degradations is 
called restoration. Unfortunately, as for super-resolution, the definition of restoration 
can lead to sorne confusion due to the fact that the output of a restoration pro cess 
can be either a continuous function [15] or an image [56]. To distinguish between 
2The symbol III is used to follow the notation in [16] and denotes here the 2D function. 
3The definition of a reconstruction pro cess can vary with different authors. Here it was decided 
to adopt the definition of [15, 53, 80] because it complements naturally the concepts of deconvolution 
and restoration. 
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these two definitions, the restoration of the continuous function, hence the function 
that was degraded and sampled by the camera, will be called Functional Restoration 
[15]. 
For the rest of the thesis, the output of a restoration process is eonsidered to 
be a digitized image, of the same size as the input image. For simplicity, a matrix 
formulation is therefore adopted to represent the image formation process. 
Definition 2.3 Let an image F be degraded by a sensor, with PSF H and noise N, 
to produce image F': 
F'=H*F+N. (2.4) 
Restoration is defined as the process of obtaining F from F', with or without the 
knowledge of H and N. 
From this definition, it can be seen that deconvolution is a special case of restora-
tion, whether functional or image restoration is performed. Nevertheless, deeonvolu-
tion is very often the main foeus of restoration methods. However, inverse filtering is 
presented below to demonstrate the ill-posedness of the problem. 
Referring back to Equation 2.3, and from the convolution theorem, the convolu-
tion of two functions is expressed as the multiplication of their Fourier transforms. 
Therefore: 
(2.5) 
where F(wx , Wy), F'(wx , Wy) and N(wx , Wy) are the Fourier transforms of f(x, y), 
f'(x, y) and N(x, y), respectively, and expressed in terms of the frequencies w x , wy 
in the x and y directions. The Fourier transform of the PSF, H(wx , Wy), is called the 
Optical Transfer Function (OTF). 
To obtain a recovered Fourier transform Fr (wx, Wy), one strategy is simply to 
invert the OTF [80]: 
As seen ab ove , the presence of noise can lead to serious artifacts when H( w X , Wy) 
becomes small. However, even in the absence of noise, inverting the OTF H( wX , Wy) 
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will not be possible if zero values are present. Restoration is therefore generally an 
ill-posed problem. 
2.1.2 Sampling Theory and Reconstruction 
The next problem to be defined is reconstruction, related to the sampling of the scene. 
Definition 2.4 Let a functionz(x, y) be a sampled version of the function f'(x, y): 
z(x, y) = rn(x, y)f'(x, y). (2.7) 
Reconstruction is defined as the recovery of the unsampled function f'(x, y). 
To perform reconstruction, an interpolation pro cess is needed. Interpolation here 
keeps its general - mathematical - sense: 
Definition 2.5 Interpolation is defined as the process of obtaining new values be-
tween known data points !l13j. 
The output of interpolation can be a continuous function or an upsampled version 
of the original image. 
The Nyquist-Shannon sampling theorem states that if a signal is bandlimited and 
sufficiently sampled, the original signal can be reconstructed exactly [53]. A signal is 
bandlimited if its Fourier transform falls to zero beyond some bounding frequencies, 
i.e.: F'(wx,wy ) = a for: Iwxl > W xc and Iwyl > w yc . The smallest frequencies 
at which the signal must be sampled to allow perfect reconstruction are related to 
bounding frequencies: W xs = 2wxc and w ys = 2wyc ' Given sampling at frequencies 
above these values, sinc interpolation can recover the original signal. Given the perfect 
reconstruction filter R( x, y) such that: 
f:(x, y) = z(x, y) * R(x, y), (2.8) 
it can be shown that, for a rectangular sampling lattice [80]: 
R( ) WxLWyL sin (WxL x) sin (WyL y) x,y ex:: 2 
7r WxLX WyLY 
(2.9) 
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with WxL and WyL respecting the conditions that WxL > W xc and WyL > wyc . 
Unfortunately, real images rarely me et the conditions where sinc interpolation 
can completely recover the original signal [103]. First, images are of finite size (as 
represented by the windowing function in Equation 2.1). Second, recovering very 
fine details requires a very high cut-off frequency, which is difficult to implement in 
practice. 
2.1.3 Super-Resolution 
With all the previous definitions, super-resolution can now be defined precisely and 
can be better differentiated from other image processing operations. For super-
resolution, in addition to a degradation pro cess from a camera, a decimation pro cess 
is also added, representing the resolution ratio between the input image and the de-
sired upsampled image. Again, a matrix formulation for the image formation pro cess 
is preferred, since the input and output of super-resolution are both images. 
Definition 2.6 Let F be a high-resolution image, D a decimation operator, H rep-
resents a camera PSF and N is sensor noise. The decimated and blurred image G is 
thus: 
G = D[H * F] + N. (2.10) 
The goal of Super-Resolution is to obtain F from D, Gand H. If His unknown, 
the problem is referred to as Blind Super-Resolution. 
Using this definition, super-resolution can thus be related to both the restoration 
and the reconstruction problems (or alternatively, the deconvolution and interpolation 
problems). The output image should contain higher frequency information, contain 
more pixels than the input image and the effects of the camera PSF should be reduced 
(Figure 2.1). In this thesis, noise is not taken into account. Images can contain noise, 
however it is not modeled or de aIt with directly. AIso, only greyscale images are used, 
to avoid the possibility of different PSFs in each colour channels. 
It should be noted that many authors put single frame super-resolution and image 
interpolation in the same category. While the end goal of both pro cesses is similar, 
image interpolation does not intend to deblur the PSF specifically, but simply fills in 
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missing information. Many interpolation methods try to keep the edges sharp in the 
process. However, super-resolution goes beyond that: from an input image of a scene, 
we are trying to obtain a better image of that scene, as if it had been imaged by a 
better sensor. 
2.1.4 Modeling of the Super-Resolution Problem 
In this thesis, the particular framework chosen uses leaming. Thus! examples of high-
resolution images will allow us to infer the high-resolution version of the input image 
at low resolution. Ideally, images in the training database should be of the same 
type as the input image to be super-resolved, to ensure the presence of all relevant 
structures and scales. N ormally, the training images will not be identical to the desired 
super-resolved image. However, local patch es of training images might resemble those 
of the input image. Therefore, the super-resolved image will be estimated by using 
local information obtained from the training and the input images. 
Because of their local property, Markov Random Fields (MRFs) are particularly 
well suited for the super-resolution problem, and this modeling is chosen in this thesis. 
Consequently, inference on an MRF must be performed to obtain a high-resolution 
estimate. These two concepts are at the core ofthe particular super-resolution frame-
work used in this thesis as a basis, the BP-MRF method. Thus, before describing 
the algorithm in Section 2.4, a short description of MRF theory and probabilistic 
inference are provided below in Section 2.2 and Section 2.3. 
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2.2 Markov Random Fields for Low-Level Vision Tasks 
A problem modeled by an MRF can be understood in terms of a labeling problem. The 
following description of MRFs is inspired from [64]. Let a set of m nodes (e.g. pixels of 
an image) be denoted as S = {l, ... , m}, and a set of M labels be .c = {fr, ... , ~} = 
{l, ... , M}. What we are seeking is a configuration (or labeling) f = {fI,.'" fm} 
such that each site in S is assigned to a label in.c. Based on this problem definition, 
a Random Field (RF) is a family F = {FI, ... , Fm} of random variables, defined on 
S, and where each Fi takes a value fi in .c [64]. 
A Markov Random Field must respect the Markov assumption, stating that a la-
beling at node (or site) i is only dependent on a finite number of neighbouring sites 
(in a neighbourhood system N). MRFs model local dependencies between neigh-
bours using conditional probability distributions. The best configuration (the joint 
distribution) is thus found from the local conditional distributions. 
a b 
Figure 2.2 First or der (a) and second order (b) neighbourhood sys-
tems, with 4 and 8 neighbours, respectively. 
Since in this thesis we are dealing with images arranged as a regular 2D lattice, 
the most popular neighbourhood systems are the 4 or 8 neighbourhoods (the first and 
second order systems). These are shown in Figure 2.2. More generally, the neighbours 
are determined by the number of sites within a radius r from i. 
The pair (S, E) (the set of nodes and the edges relating the nodes in the neighbour-
hood system N) forms a graph on which subsets can be defined. These subsets are 
called cliques and can consist of a single site, of a pair or of multiple sites. Examples 
of cliques for the 4 and 8 neighbourhood systems are shown in Figure 2.3. 
When PU), the probability of occurrence of a configuration f, follows a Gibbs 
distribution, the random field is also a Gibbs Random Field (GRF). The Gibbs dis-
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a 
b 
Figure 2.3 Cliques for the first or der (a) and second or der (a + b) 
neighbourhood systems 
tribution has the form: 
with 
Z """" - U (f) =L....i e T 
jEfii' 
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(2.11) 
(2.12) 
being the partition function normalizing the values such that the sum of P(j) = 1, 
and obtained by summing over an possible configurations f in the configuration space 
lF'. The variable T is called the temperature and U(j) is the energy function expressed 
as a sum of potentials: 
U(j) = L 1fc(j). (2.13) 
CEe 
The potentials Vc are the clique potentials and are summed over aIl possible cliques 
in C. GRFs are particularly useful because of the Hammersley-Clifford theorem [64] 
which states that a MRF and a GRF are equivalent. The local property of MRFs 
is thus related to the global nature of the Gibbs distribution, making it possible to 
find the joint distribution using only local relationships. The art of using MRFs is 
therefore to find the appropriate forms and parameters for the potential functions, 
allowing the computation of the joint probability. A small example is provided below 
to better understand the concepts introduced in this section. 
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2.2.1 Auto-Logistic Model Example 
For this example, an undirected graph is composed of three nodes at positions Yi, i = 
1,2,3 whose labels are given, and three other unobserved nodes Xi, i = 1,2,3. The 
graph is shown in Figure 2.4. The clique potentials are denoted as Vcx(Xi' Xj) and 
Vey (Xi' Yi) (Xi, Xj being connected neighbours). This example should be interpreted 
as a very simple problem, to clarify the different steps involved in the determination 
of the probability of a configuration. Therefore, aIl the potentials chosen are simple, 
all the parameters are known and only pair-wise cliques are considered. 
Figure 2.4 Example undirected graph. The labels at nodes YI, Y2, Y3 
are known, and the nodes Xl, X2, X3 are unobserved. 
Let a configuration f be the result of an assignment for aIl nodes. The assignment 
for nodes at Xi are denoted as fXi (such that fx = fXll fX2' fxJ and the assignment 
for nodes at Yi are denoted as f Yi (such that fy = f Yll f Y2' fyJ. We assume that the 
energy function of a configuration f, U (f), is of the form: 
where fXi' f Yi are the valu~s of the labels (here assumed to be either 0 or 1) at 
node i, and (3xi,Xj' CXXi,Yi are weighting constants generally referred to as interaction 
coefficients. This energy function is an auto-logistic model [64] for pair-wise cliques 
only. 
Given that the interaction coefficients are known, for instance (3Xl,x2 = 1, (3x2,x3 = 
2, CXX1,Yl = 2 CX X2 ,Y2 = 1, CXX3 ,Y3 = 1, the conditional probability of an assignment fx on 
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nodes at an Xi given the observed configuration I y at nodes YI, Y2, Y3 IS: 
(2.15) 
Using this energy function, we want to obtain the probability of a particular 
assignment: fXl = 0, IX2 = 1, IX3 = 1, or lx = 0,1,1. The energy is thus: 
U(fx = 0,1, Illy = 1,0,1) = 2 + 1 = 3. 
Recan that the probability of a configuration 1 is: 
P(f) 
z 
1 U(f) 
-e---;Y-
Z 
""' _ U(f) L...Je T. 
ail f 
(2.16) 
(2.17) 
(2.18) 
To obtain the probability, the partition function Z must be computed. The energy 
function for an the possible assignments must thus be obtained. Since only three nodes 
have unknown labels, the number of possible configurations is 8: 
U(fx = 0,0, 0lly = 1,0,1) 0, U(fx = 1,1, 0lly = 1,0,1) 3, 
U(fx = 0,0, Illy = 1,0,1) 1, U(fx = 1,0, Illy = 1,0,1) - 3, 
U(fx = 0, 1, 0lly = 1,0,1) 0, U(fx = 0,1, Illy = 1,0,1) 3, 
U(fx = 1,0, 0lly = 1,0,1) 2, U(fx = 1,1, Illy = 1,0,1) 6, 
so that the partition function is (for T = 1): 
(2.19) 
leading to a probability for assignment lx = 0,1,1 of P(fx = 0,1, Illy = 1,0,1) = 
-3 ' ;.66 = 0.02. 
From the computation of Z, it could be seen that the configurations leading to the 
highest conditional probabilities are lx = 0,0, ° and lx = 0,1, O. As seen in the next 
section, these are the assignments leading to the Maximum a posteriori probability. 
.~ 
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2.3 Overview of Probabilistic Inference 
The general goal of probabilistic inference could be summarized as the use of evidence 
to infer or update the probability of occurrence of an hypothesis [72]. Bayes' rule is 
the main tool that can be used to achieve this objective. 
Bayes' rule is expressed as: 
P , Likelihood· Prior osterwr = E 'd ' 
V't ence 
(2.20) 
or: 
P(Hle) = P(eIH)P(H) = P(e, H) 
P(e) P(e) , (2.21) 
where e is the evidence and H is a hypothesis [79], both e and H being random 
variables. In general, P( e) is considered to be a constant, which leads to: 
P(Hle) ex: P(e, H). (2.22) 
Given evidence e, what needs to be obtained is the most likely hypothesis H. A 
few paths can be followed. One possibility is to maximize the posterior probability, 
giving the Maximum A Posteriori (MAP) probability. Alternatively, marginalization 
(or summing over variables that are not being considered) can also be done. When 
the analytical result can be obtained, the pro cess is called exact inference. However, 
in many cases, the computations are intractable and approximate inference methods 
must be developed. Both marginalization and MAP will be considered below in more 
detail to do exact inference in a special case. 
2.3.1 Overview of Belief Propagation 
Many problems in image processing and computer vision are modeled as an undirected 
graph (such as the example shown in Figure 2.5), composed of observed variables Yi 
(the pixels of the image, or small patches) and unobserved variables Xi, with i = 
{l, ... ,j, ... , N}. The nature of the variables Xi will depend on the specific problem 
to be solved (for instance, it can con si st of a classification label). Assuming that 
each Yi is connected only to Xi, the Hammersley-Clifford theorem allows the joint 
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probability to be expressed as: 
(2.23) 
where Z is a normalization factor, x represents the values of aIl Xi, y is the values 
of aIl Yi, Xc is the possible combinations of the various Xi in the clique c, and the 
functions 'l!(xc ) and <I>(Xi, Yi) are the exponentials of the clique potentials, also caIled 
the compatibility junctions. 
To obtain the marginal probability of a label assignment to no de j, P(Xj), we 
must therefore compute: 
whereas, for the MAP4: 
maxP(Xl, X2, ... ,xNIYl, Y2, ... ,YN) 
allxk 
maxP(xl' X2, ... ,XN, YI, Y2,' .. ,YN) 
allxk 
(2.24) 
(2.25) 
(2.26) 
If the graph is pre-processed so that an the cliques consist only of pairs, the joint 
probability becomes [111, 112]: 
(2.27) 
where c is an edge between the two nodes XcI, X c2' The marginal probability for node 
Xj and the MAP probability for an nodes X are therefore5 : 
(2.28) 
4The maximum of the a posteriori probability is the same as the maximum of the joint probability. 
5Here the proportionality symbol is used to avoid carrying the normalization constant Z. 
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PMAP(X) 
ex: max max··· 
Xl X2 
(2.29) 
max II W(Xc1, Xc2) II <I>(Xk, Yk). (2.30) 
XN 
c k 
From these last two equations, it is clear that for a large value of N, these com-
putations can be infeasible to perform. However, for chains or trees, the particular 
factorization chosen for the joint probability allows the process to be broken into a 
set of local computations independent of each other. The method described below 
uses a message-passing technique to do Belief Propagation (BP). 
In or der to introduce the algorithm, the small example involving three pairs of 
observedjunobserved nodes of Section 2.2.1 will be used. A similar example is also 
examined in [44]. 
Figure 2.5 Undirected graph example for belief propagation. The la-
bels at nodes Yi are known and the labels at nodes Xi are unobserved. 
Based on the graph shown in Figure 2.5, it can be se en that: 
The MAP probability is: 
(2.31 ) 
Instead of doing this calculation explicitly, an iterative method can be developed 
to obtain the same result by doing a limited amount of local computations. Let the 
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MAP probability be redefined as: 
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(2.34) 
(2.35) 
where k are the neighbours of the node of interest (in this case the node at position 
"2"). The values Ml are viewed as messages sent from node k to node j and are 
defined as: 
(2.36) 
where ML is the message from l to k from the previous iteration. For the first iteration, 
aH the messages are initialized as a set of Is. To solve for PMAP(X), the messages for 
the first iterations are: 
max W(X2' X3) <I>(X3' Y3)' 
X3 
For the second iteration: 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
However, in both cases, nodes 3 and 1 only have 2 as neighbours. In this example, 
only one iteration is thus needed to obtain the MAP probability: 
which is the same result as was found in Equation 2.33. Generalizing for any node, 
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the propagation rules are: 
(2.42) 
(2.43) 
Finally, to obtain the MAP estimates, the mode of the distribution is found: 
(Xl' X2,"" XN )MAP = arg max <J?(Xj, Yj) Il Mr (2.44) 
Xl,X2, .. ·,XN k 
This algorithm is also known as the max-product algorithm to produce the MAP 
probability over all variables. The sum-product version, simply replacing the "max" 
operations by sums, will le ad to the marginal probability distribution. 
It is important to note that exact inference can be do ne using the belief propaga-
tion algorithm only on chains or trees, as for the example shown above. Unfortunately, 
when images are modeled into undirected graphs, loops are generally present. How-
ever, it was proposed in [79, 111] to use the update rules of Equations 2.42, 2.43 
even for graphs with loops. This Loopy Belief Propagation (LBP) pro cess becomes 
approximate inference, but generally gives good results [44]. 
Sinee the original works of [('9, 111] on belief propagation, a lot of research has 
been developed to tie it to other methods [61], or to make the computations more 
efficient for early vision problems [40]. However, this is beyond the scope ofthis thesis 
and the original belief propagation algorithm will be applied to undirected graphs with 
loops. 
2.3.2 Application to the Auto-Logistic Model Example 
To better understand how the algorithm works, the same example as in Section 2.2.1, 
is used. Here, the configuration giving the MAP probability is determined using belief 
propagation. Recall that the energy function U (z) is: 
(2.45) 
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For the particular case discussed in Section 2.2.1, sorne values are known: 
CYXI,YI 2, gYI 1, 
CYX2 ,Y2 1, gY2 0, 
CYX3 ,Y3 1, gY3 1, 
{3xI,x2 - 1, T - 1, 
{3x2,x3 2. 
The function <I> (Xi, X j) consists of a 2 x 2 matrix containing the possible energy 
values and W(Xi, Yi) consists of a vector sinee the values of aU Yi are known. In other 
words: 
where: 
Thus aU the matrices W(Xi' Xj) and <I>(Xi' Yi) for this particular example are: 
q,(Xl, YI) = ( c=' ), w(x], x,) = (~ e=' ) , 
q,(x" y,) = ( ~ ), W(X2, X3) = (: 0=2)' 
It was found in Equations 2.34, 2.37, 2.38 that the MAP probability and the local 
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messages for this graph are: 
Mi - max W(X2, Xl) <I>(XI' YI)' 
Xl 
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(2.46) 
(2.47) 
(2.48) 
The messages can thus be easily computed. Here the corresponding elements of 
the matrices W(Xi, Xj) and <I>(Xj, Yj) must be multiplied: 
( 
E(jxi _ 0, !Xj _ 0): E(jxj = 0, gYj) E(jx;: 0, !Xj _ 1) . E(jxj _ 1, gYj) ) . 
E(jxi -l,!xj - 0) E(fxj - O,gYj) E(fx; -l,!xj -1)· E(jxj -l,gyj) 
The messages Ml and MJ are thus: 
Mi = n;~ W(X2, X3) <P(X3, Y3) = n;~ (~ :=:) = ( ~ ) al X3 = 0, 
(2.49) 
FinaIly, since <I>(X2, Y2) consist of aIl ls, either X2 = ° or X2 = 1 will lead to 
the MAP probability. The two configurations leading to the MAP probability are 
therefore ! = 0,0, ° and! = 0,1,0, as was obtained in Section 2.2.1. 
2.4 Learning-Based Super-Resolution Using Belief 
Propagation 
Adopting the definition of super-resolution in Equation 2.10 and using a LBP algo-
rithm on MRFs, the approach presented in [44] has become one of the most important 
works in the field of super-resolution. The contributions presented in this thesis are 
based on this framework. Below is a description of the original method as published 
in [44]. This approach will be denoted as BP-MRF for the rest of the thesis. 
Let a high-resolution image h be blurred with a known PSF (the operator Ct, a 
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Gaussian of variance al) and subsampled at a ratio of 1 j M of its resolution (operator 
1)) to make: hi = D[Ct * hl. The goal ofthe learning-based algorithm as proposed in 
[44] is to obtain h with the knowledge of hi, D and Ct and given a training database. 
To construct the low-resolution training set, each high-resolution image Th is 
blurred, subsampled and reinterpolated back to full resolution, leading to image Tb. 
The input image hi is also interpolated to the desired resolution and is denoted by lb, 
The image h and the training pairs Th, Tb are then pre-processed to enhance the edge 
content (see Section 2.4.2), and aIl the images are broken into patches. The highjlow-
resolution patches must be arranged into pairs, such that both patches are centered 
on the same pixel (the sizes of the low and high-resolution patches can differ). 
To lower the dimensionality of the patches, Principal Component Analysis (PCA) 
can be performed [35]. Given a set of training patches, organized as vectors in a 
matrix T, the mean of aIl patches is first subtracted from each training vector leading 
to the matrix X. From the covariance matrix C = X X T , a set of k basis vectors 
are obtained by finding the first k eigenvalues (in decreasing order) and associated 
eigenvectors. Each image patch can thus be re-expressed in this space by projection6 . 
In this thesis, a 9-dimensional basis was found for the low-resolution training set. 
The high-resolution patches are always of size 3 x 3, thus a reduction of dimensionality 
is not needed in this case. Furthermore, as seen below, the overlapping region between 
high-resolution neighbours is used in the computation of one of the compatibility 
functions, thus the full patch information must be kept. 
A Markov network is used to model the statistical relationships between neigh-
bouring (and overlapping) high-resolution patches (Xi, Xj), as well as between cor-
responding pairs of highjlow resolution patches (Xi, Yi)' The network is shown in 
Figure 2.6, along with the chosen neighbourhood. 
The joint probability over X and Y can be expressed as the product over aIl possible 
cliques. Considering first order cliques: 
P(Xl"'" XN, YI,"" YN) = II W(Xi' Xj) II <I>(Xk' Yk), (2.50) 
(i,j) k 
as se en previously in Equation 2.27. The Maximum a Posteriori (MAP) is obtained 
6In this thesis, the in-house implementation of [11] was used. 
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Figure 2.6 The super-resolution problem modeled by a Markov net-
work. Nodes denoted by x and y are high-resolution and low-resolution 
patches, respectively. Compatibility functions w(Xj, x a ) (with a E 
{i,k,p,q}) and <J>(Xj,Yj) are computed using Eqns. 2.53. A message-
passing algorithm (on 4 neighbours) is applied to obtain the MAP 
(Eqns. 2.54, 2.55). 
by the foIlowing: 
(Xl, X2, ..... ,XN )MAP = argmax maxP(XI' X2, ... ,XN, YI, Y2, ... ,YN). 
Xl,X2, ... ,XN aIl Xi 
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(2.51) 
The choice of neighbourhood aIlows us to express XjMAP in terms of local computa-
tions, as described in Section 2.3.l. 
To speed up the process, the calculations are performed only on a set of candidates 
obtained for each input patch. These candidates are obtained by computing the 
Euclidean distances between the input patch j and aIl the low-resolution training 
patches. A number n of closest patches are found using a nearest neighbour search 
(described in Section 2.4.1), and the corresponding n high-resolution patches are also 
stored. A diagram summarizing this process is shown in Figure 2.7. 
Once a set of n candidates is obtained, the compatibility functions w(Xk, Xj) and 
<I>(Xk' y,,:) are computed with the foIlowing equations ([44]): 
W(X~, xj) (2.52) 
e (2.53) 
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Figure 2.7 Relationship between the MRF, the training candidates and 
the observed patches. The high-resolution training patches are denoted 
as xj, xk' the low-resolution training patches are Y j, Yk and the patches 
Yj, YI. are the observed patches (from the input image). The index c 
indicates the candidate number, and j, k are the positions in the network. 
From the observed patch at j, Y j, a set of candidates from the training 
database is found y;=1,2, ... ,n, which are then related to their corresponding 
high-resolution patches in the training set x;=1,2, ... ,n. 
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where djk is the overlapping region between Xj and Xk (l, m represents candidates of k 
and j - see Figure 2.8)7, Yk is the low-resolution training patch (candidate l) at node 
k, Yo is the input patch and (Js, (Ji are parameters set by the user. 
Finally, given the compatibility functions, the message-passing approach described 
7Since djk and dkj are both regions, Id;k - dkj 12 is therefore a L2-norm. 
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Figure 2.8 Example of the overlapping region between two candidates 
l, m of neighbouring nodes Xj and Xk, respectively. 
in Equations 2.42, 2.43 can be performed: 
k 
M~ 
J max W(Xj, Xk)<I>(Xk, Yk) II ML, 
Xk lolj 
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(2.54) 
(2.55) 
where XjMAP is the MAP high-resolution patch for node j, Mj are local messages 
passed between neighbours and Mj, is the message from the previous iteration. 
To summarize the BP-MRF algorithm described above, an algorithmic form is used 
to detail aU the steps and to divide them into an Offiine and an Online procedure. 
Both procedures are found in Algorithms 1, 2. 
2.4.1 Nearest Neighbour Search in a kd-Tree 
The chosen nearest neighbour se arch was performed in a kd-tree data structure [10, 
30, 45]8. Given a set of points in a space (in our case, the low-resolution training 
vectors), the tree is built by successively dividing the space with hyperplanes passing 
through the median point, and alternating between dimensions. Each node in the 
tree corresponds to a point from the original set, and is referred to as a "pivot". The 
8A routine obtained from Matlab Central, http://www.mathworks.com/matlabcentral/. writ-
ten by Guy Schechter and modified by Rupert Brooks was used in this thesis. 
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Algorithm 1 Original BP-MRF super-resolution algorithm for a known PSF: Omine 
procedure 
Given a PSF Ct and a decimation matrix D 
Given a set of d high-resolution training images STh = [T~, T~, ... , Tg] 
for i=l:d do 
Ti = Up D[Ct * T~] 
end for 
STb = [Tl, T;, ... , Tt] 
Apply pre-processing steps: Sn -+ S~b' STh -+ S~h' 
Break all images in S~h' S~b into patches of size sh x Sh, Sb X Sb, respectively: 
N umber of patches for Tf, Tt -+ Nt 
High-resolution training patches in S~h -+ VTh = [VfhVfh"'" v4Y~] 
Perform PCA on patches in Tt -+ VTb = [Vfb' v~b' ... ,v4Yt] (9 dimensions) 
partitioning of the space continues until all the points are connected to a plane. Once 
the space is entirely partitioned, the tree is then created by relating each pivot to 
their originating plane. An small example in two dimensions is shown in Figure 2.9. 
kd-tree Example 
rh ~ 
0.8 
P, 
P4 P5 
P3 
CI) 
* 0.6 c 
Ë 
P2 P3 
§ 0.4 P2 
>-
0.2 
00 0.1 0.2 0.3 DA 0.5 0.6 0.7 0.8 0.9 1 
X coordinates 
a 
P, p.) 
b 
Figure 2.9 kd-tree example on a set of 5 points in 2D. The set of points 
is plotted in a along with aH the dividing lines, and the corresponding kd-
tree is shown in b. 
Given a new point P for which the closest candidate C in the tree is sought, a fast 
search can be performed by recursively searching the subtree rooted on the same si de 
of the dividing plane as P, to yield a close st point in that subtree, Ct. However, it 
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Algorithm 2 Original BP-MRF super-resolution algorithm for a known PSF: Online 
procedure 
Given the training vectors obtained from the omine procedure 
Given new image Ibi to super-resolve 
Interpolate to desired resolution ---t h 
Perform pre-processing steps ---t It: 
Break It: into patches of size Sb x Sb: 
Project patches from It: on PCA basis ---t VI = [vi, vJ, ... , Vfi] 
for each v1 do 
kd-tree between (v~, VT): n dosest candidates from VTb (yi) and associated 
patches xi in VTh 
end for 
1- COMPUTATION OF COMPATIBILITY FUNCTIONS 
for each pair of neighbouring patches in VI at positions (j, k) in It: do 
for each x~ = candidate number l at position k in It: do 
Compute <I>(x~, Yk) 
for each xj = candidate number m at position j in It: do 
Compute w(x;, xr) 
end for 
end for 
end for 
2- LOOPY BELIEF PROPAGATION 
Initialize messages 
for i = 1 to N iter do 
for each triplet of vectors xk, xi' Yk do 
Compute new message Mf (Equation 2.55) 
end for 
end for 
Obtain MAP estimates Xl, X2,"" XN (Equation 2.54) 
Assemble image If from the set of estimtates 
U ndo pre-processing steps 
return Ir 
could still be possible that the closest point is on the other side of the dividing plane 
if the dividing plane l is doser to P than Ct. In this case, the distance to the pivot 
from which l is originating is computed, and an additional search on the other branch 
is also performed. 
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To get a set of n closest points, the same procedure is used by comparing with the 
distance to the worst candidate. If the distance between anode C and P is sm aller 
than the distance between the furthest candidate in the list and P, the last candidate 
is rejected and the node C is placed appropriately in the list. 
2.4.2 Pre-Processing Steps 
Because the goal is to recover high-frequency information, the super-resolution process 
will mainly affect edges. Assuming that edges are the only structures relevant to 
super-resolution, the images are pre-processed to enhance their presence. These pre-
processing steps are performed before breaking the images into patches and obtaining 
the candidates. The algorithm presented in [44] includes the steps to be performed. 
The main assumption behind the chosen steps is that the lowest frequencies in the 
images are not needed by the algorithm to obtain the higher resolution. Therefore, 
the lowest frequencies are removed, and only the mid-frequency and high-frequency 
ranges are kept. The mid-frequency image, however, is generally referred to as the 
low-resoluiion image in the rest of the thesis. 
The low frequencies are removed in the frequency do main using the following 
rotationally symmetric filter L(r) [44]: 
L r = 1- exp( -r2 /0.02) 
() exp( -(r - 0.25)/0.075)' (2.56) 
where r ranges from 0 to 7r /2 and represents radial spatial frequency. This step 
will pro duce a mid-frequency band and is applied to both the low-resolution training 
images n and the input image h (the mid-frequency band of Tb is denoted by TbM and 
the mid-frequency band of the input image h is dehoted by Itt). The high-frequency 
training band, on the other hand, is sim ply obtained by subtracting the original high-
resolution training image Th and its blurred, subsampled and reinterpolated version 
Tb: Th - n = Ts · 
Finally, all images are contrast normalized by a 15 x 15 low-pass filter C(x, y) 
applied on the square of the mid-band images TbM or Itt. The square root is then 
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taken and a small constant is added: 
(2.57) 
where here Mb represents either TbM or If:. The first quadrant of C(x, y) is given by: 
0 0.0000 0.0004 0.0012 0.0024 0.0031 0.0032 
0.0000 0.0004 0.0015 0.0036 0.0057 0.0068 0.0071 
0.0004 0.0015 0.0037 0.0065 0.0086 0.0095 0.0097 
0.0012 0.0036 0.0065 0.0088 0.0099 0.0103 0.0103 
0.0024 0.0057 0.0086 0.0099 0.0103 0.0103 0.0103 
0.0031 0.0068 0.0095 0.0103 0.0103 0.0103 0.0103 
0.0032 0.0071 0.0097 0.0103 0.0103 0.0103 0.0103 
An images (i. e. the mid-band images TbM , If: and the high-resolution images 
Ts) are divided by Nm(x, y), and the rest of the algorithm works on these images. 
Examples of processed high and low resolution images for a training ex ample are 
shown in Figure 2.10. 
a b 
Figure 2.10 Example ofpre-processed training images. a and b are the 
processed high-resolution and low-resolution training images, respectively. 
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2.4.3 Extensions 
Since the first method published in [44], several extensions have been proposed to 
this iterative algorithm. First, in [43], a one-pass algorithm is presented where a new 
parameter ex controls the tradeoff between small Euclidean distances of the candidates 
and the mat ching of neighbouring high-resolution patches. The framework was also 
generalized to image sequences [13, 26, 31, 107]. Furthermore, the approach can be 
tuned for more specifie applications. For instance, the study of [95] incorporates 
steerable pyramids for super-resolution of face images, and [102] uses the method to 
synthesize range data. 
Statistical priors are used in [96] in the context of a LBP algorithm. When filtered 
with a band-pass filter, natural images have similar histograms, with a sharp peak at 
zero and are relatively heavy-tailed. This property is used in a factor graph m'odel as 
a constraint between nodes. A max-product belief propagation algorithm computes 
the MAP estimate. 
Recently, the issue of using the framework of [44] for the case of an unknown PSF 
has been addressed in the literature. Nonparametric belief propagation is used in [48] 
for the case of an unknown blurring kernel. The form of the compatibility functions 
are learned as well, and the framework is integrated into a digit-recognition system. 
Another extension is presented in [107], where the Markov network is modified so 
that a PSF parameter is incorporated. Simulated Annealing is used to recover the 
PSF parameter, and iterated backprojection [52] is performed to obtain the final high-
resolution result. However, experiments are limited and no analysis of the impact of 
the PSF parameter recovery on the super-resolved image is proposed. 
The method developed in [86] generalizes the original algorithm to an unsuper-
vised framework, and to other applications such as photo-to-paint translations. The 
MRF model of [44] is used but each high-resolution node is connected to a sub-graph 
instead of the low-resolution patch only. This sub-graph models both a patch transfor-
mation (such as blurring) and a topological transformation(such as 2D translations). 
Again, for the case of super-resolution, quality assessment is limited to a subjective 
appreciation and no experiments to recover the camera PSF are performed. 
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2.5 Summary 
This chapter aimed at defining the problem of super-resolution as well as relating 
super-resolution to other classical problems in image processing and computer vi-
sion. The main framework used in this thesis, a learning-based approach using MRFs 
(denoted as BP-MRF), was also introduced and the supporting theory waspresented. 
The BP-MRF algorithm implies the knowledge of the PSF to super-resolve a low-
resolution input. The goal of this thesis, however, is to super-resolve the input as well 
as to obtain an estimate of the unknown PSF. Nevertheless, because the BP-MRF 
algorithm has shown very good results in the past [44], it was chosen to modify this 
framework in order to perform blind super-resolution, with the possibility of estimating 
the PSF. 
To demonstrate that this framework is among the leading state-of-the-art tech-
niques, a summary of previous work in super-resolution is presented in the next chap-
ter. 
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Chapter 3 
Previous Work in Super-Resolution 
In Section 204, the BP-MRF algorithm was presented along with associated exten-
sions. However, previous work in super-resolution offers a wide range of different 
approaches to deal with this classical problem. Its ties to sampling theory makes it a 
good problem for Fourier-based methods, as was chosen in the first pioneering study 
of super-resolution [104]. Also, super-resolution can be seen as an inversejill-posed 
problem, which makes it a good candidate for regularization and Bayesian methods 
[75, 87]. The problem can also be modeled as a Markov Random Field, allowing the 
use of several inference techniques [44, 83]. 
In this chapter, a review of super-resolution methods is proposed, the majority 
of them falling in one of these basic categories. In particular, the most influential 
methods are described, including those addressing the problem of multi-frame super-
resolution. The most important work in learning-based methods for super-resolution, 
more recent in the literature, is also summarized. 
3.1 Frequency-Based Methods, Adaptive Filters and 
Reconstruction-Based Methods 
It is generally agreed that the first super-resolution method to be developed was 
based on Fourier theory and was applied to Landsat satellite imagery [104] more than 
twenty years ago. In this study, super-resolution refers to the problem of obtaining 
a high-resolution from a set of low-resolution frames. Assuming strictly translational 
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motions and band-limited signaIs, the approach uses the shifting property of the 
Fourier transform, as weIl as the aliasing relationship between the Continuous Fourier 
Transform (CFT) and the Discrete Fourier Transform (DFT). The advantages of 
Fourier-based methods is that the theory is simple and the computational costs are 
low. However, it is difficult to include spatial a priori knowledge, and since each 
image in the sequence must contribute independent equations, restrictions exist on 
the inter-frame motion [14]. 
The work of [37] uses adaptive filtering theory for super-resolution. The algorithm 
filters a sequence of images to produce another sequence, restored and super-resolved. 
The problem is modeled using the following two equations: 
Y(t) 
X(t - i) 
DH(t)X(t) + U(t), 
F(t, i)X(t) + S(t, i). 
(3.1) 
(3.2) 
The first equation models the image formation pro cess, where D is a decimation 
matrix (of size [M2 x L2 ]), H(t) is the blur matrix (varying in space and time) of size 
[L2 x L2] of the tth high-resolution image and U(t) is the measurement error. D and 
H(t) are known and U(t) is assumed to be random noise. The low-resolution image 
Y(t) has a resolution of M 2 and the high-resolution image X(t) has a resolution 
of L 2 . The second equation represents the correlation in time of the ideal image 
sequence. F(t, i) is the known geometric warp ([L2 x L2]) matrix and S(t, i) is the 
model equation error (assumed to be random noise). The two equations are combined 
to obtain a problem of the form AX = E, which can be solved using pseudo-Recursive 
Least Squares (RLS) or a Least Mean Squares (LMS) algorithm. 
FinaIly, an imaging-consistent reconstruction is presented in [15]. Image restora-
tion is first performed and the PSF is then applied to yield the reconstructed image. 
It is different from a "direct" reconstruction method in that the original intensity 
function is first restored before being blurred and sam pIed to obtain the reconstruc-
tion. Image values are seen as area samples. Constraints on the value of the integral . 
across the pixel and on the. values at the edges of the pixels allow the restoration of 
the image. Using the same framework, super-resolution is addressed in [27]. 
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3.2 Regularization and Variational Methods 
Regularization is a classical approach to deal with ill-posed problems. To make the 
problem well-posed, additional constraints are needed. For instance, smoothness con-
straints as in Tikhonov regularization [98] are often used. 
Sinee super-resolution is an ill-posed problem, regularization was thus used in this 
context. For instance, in [74, 75], the forward problem is modeled as: 
1 ::; k ::; p, (3.3) 
where D is a decimation matrix, C is the blurring operator, Ek is the relative motion 
shift and p is the number of frames. Enforcing a parametric model for the blurring 
process results in: 
DC(a)Ekx + nk, 
Hk(a)x + nk. 
The least-squares solution is the image x minimizing 
p 
argmin L Ilfk - Hk(a)xll~ + ÀxT Rx. 
x k=l 
(3.4) 
(3.5) 
(3.6) 
The regularization parameter À and the blurring parameters a are obtained using 
generalized cross-validation. 
Other variational methods can be applied to super-resolution. As an example, a 
Forward-and-backward (FAB) diffusion pro cess was used for super-resolution in [46]. 
Cubic B-spline interpolation is first used to obtain the desired resolution. A FAB 
diffusion proeess is then applied to enhanee edges and denoise the image. Backwards 
diffusion is used for deconvolving the image and a forward diffusion force is introduced 
to reduee the oscillation effects caused by deconvolution. 
Finally, in [99], a resolution conversion method is used, where a grey-Ievel image 
is considered as a discrete terrain. A discrete diffusion proeess deforms a boundary 
surface of the terrain, and a smooth surface is estimated by B-spline interpolation. 
Resampling is then used to generate the high-resolution grey-Ievel image. 
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3.3 Iterated Backprojection 
One of the most popular methods for super-resolution of image sequences is the Iter-
ated BackProjection (IBP) method [52]. In this framework, the error function between 
the observed low-resolution image 9k (the image ofthe tracked object in the kth frame) 
and its simulated version 9kn ) has to be minimized: 
(3.7) 
The imaging pro cess is here modeled as: 
(3.8) 
where f is a high-resolution image of the tracked object, Tk is the geometric trans-
formation (determined from the motion parameters) from f to 9k, h is a blurring 
operator, 'f}k is additive noise and IJk is a downsampling operator. Anisotropie diffu-
sion can also be incorporated for edge enhancement [58]. 
Among the advantages of this approach, complex motion models and transparent 
motions can be handled [52]. However, a priori information is difficult to indude, and 
the computed reconstruction is not unique [14]. 
The IBP method can also be modified to take motion blur into account. The 
work of [6] uses a framework similar to [52], where a cost function involving the image 
degradation model is minimized. Multidimensional conjugate gradient is used for the 
minimization process. 
3.4 Bayesian Methods and Projection Onto Convex Sets 
A popular framework to deal with ill-posed problems is Bayes theory, as discussed in 
Section 2.3. Bayesian approaches gave rise to numerous super-resolution algorithms. 
In [87], image expansion is addressed in a Bayesian framework. Given the well-known 
Bayes' law: 
P( 1 ) = P(ylz)P(z) 
zy P(y) , (3.9) 
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z is here the high-resolution estimate of the low-resolution image y. Gaussian noise 
is assumed for the conditional density P(ylz) and a Huber-Markov Random Field 
(Huber-MRF) is assumed for the prior P(z). The problem is thus one ofmaximization 
of the a posteriori estimate: 
z = argmax P(zly). (3.10) 
z 
The Bayesian approach proposed in [87] gave better results than linear and cubic 
spline interpolation. Sinee an iterative optimization procedure is involved, the major 
drawback of the method compared to interpolation is the computational complexity. 
The approaeh ean also be used on sequences of images [88]. 
A Maximum A Posteriori-Markov Random Field (MAP-MRF) method was pro-
posed in [84]. The different images were obtained using different camera blurs and 
there was no spatial shift between the observations. (The prior probability P(z) is 
modeled using a Gibbs distribution, noise is assumed to be zero me an Li.d, and the 
image formation model is: 
i = 1, ... ,p, (3.11) 
where y is the low-resolution image, z is the high-resolution image, n is noise, His the 
blurring operator, D is the decimation process and p is the number of low-resolution 
images. The final co st function to minimize is: 
A • [~IIYi - Hi Dzl1 2 1 ~ ~[( )2 ( )2]] 
Z = arg~m tt 20"~ + ":\ 6 f;;{ Zk,l - Zk,l-l + Zk,l - Zk-l,l , 
(3.12) 
where 0"7J is the variance of the noise process. The second term is to favor a convex 
function and Graduated Non-Convexity is used to minimize the cost function. 
Projection Onto Convex Sets (POCS) can also be used for super-resolution [78]. 
Convex constraint sets are defined (e.g. Data consistency is usually: {z: IY - Hzl < 
Jo} ) as well as a projection operator Po: for each convex set Co:. Iteratively applying 
(3.13) 
can be shown to result in convergence to a solution on the surface of the intersection 
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of the K convex constraints sets [14, 78]. 
ln [36], convex constraints are incorporated into a Maximum Likelihood (ML) 
estimator framework. This method combines advantages from both POCS and ML 
methods and reduces. the disadvantages of each method being applied alone. When 
applied alone, POCS is simple, although projections can be computationally expensive 
[36]. ML or MAP estimators give good results, but the optimization pro cess can be 
difficult. The hybrid method allows a priori knowledge to be used and a single optimal 
solution can be found [36]. 
The most recent work in super-resolution still favors Bayesian approaches. For 
instance, graph-cuts are used in [73] in a MRF-MAP framework for obtaining a single 
high-resolution image from a sequence of images. PSF estimation is also obtained 
from the estimation of the edge spread function parameters. Results are compared 
with the IBP formalism [52], but only in a subjective manner and differences are 
difficult to detect. 
ln [76], probability filtering-based interpolation and Poisson MAP super-resolution 
procedure are integrated into a hybrid framework. Results with various interpolators 
are compared using the Peak Signal-to-Noise Ratio (PSNR, see Section 4.1.2), but no 
comparison with other methods are shown. 
AIso, Hidden Markov Models are used in [51] for multi-frame super-resolution. 
The high-resolution image is modeled as a collection of homogeneous regions, thus the 
super-resolution pro cess also leads to a segmentation result. A finite mixture model 
is used for modeling the pixel distribution, and a Potts-Markov model is applied to 
the labels. Markov chain Monte Carlo Gibbs sampling is then used to develop a series 
of different algorithms. Experiments are performed mostly on synthetic images, and 
results are compared with standard registrationjinterpolation pro cesses, as weIl as 
with Tikhonov regularization. 
The work of [117] develops a fast multi-frame super-resolution algorithm from 
a MAP framework. The computational complexity is reduced through recursive 
multilevel reconstruction as weIl as parallei super-resolution reconstruction. Super-
resolution results using the Improved Signal-to-Noise Ratio (ISNR) are compared with 
a those obtained from a standard MAP method, and it can be shown that run times 
can be significantly lowered by the proposed modifications. 
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MRFs and probabilistic inference can also be used for other kinds of image synthe-
sis. For instance, the work of [100, 101] use MRFs to synthesize range data from inten-
sity images and partial range measurements. However, because the thesis focuses on 
super-resolution and considering the definition adopted previously (see Section 2.1.3), 
only frameworks dealing with a dual decimationjblurring degradation from a sens or 
are presented. 
As can be se en from this short survey, Bayesian methods are among the most 
popular frameworks. However, it should be noted that many learning-based methods 
(other than [44]) also use Bayesian approaches. Because oftheir increasing importance 
in super-resolution, learning-based methods will be discussed in a separate category. 
3.5 Learning-Based Methods for Super-Resolution' 
Apart from the work of [44] introduced in Section 2.4 along with its various extensions, 
a number of other learning-based methods were developed for super-resolution. 
The work in [94] models the super-resolution problem as a three-Iayered belief 
network, where the lowest layer represents the low-resolution image, the second layer 
is the high-resolution image (4x4 times the low-resolution image) and the top layer is 
a latent layer (2 x 2 times the size of the low-resolution image). Approximate inference 
on the network structure is then performed. 
Another learning-based method is presented in [3], where a "recognition-based" 
prior is introduced in a Bayesian framework. Given a set of high resolution training 
images, the Laplacian pyramids are computed, as well as the first and second deriva-
tives of the Gaussian pyramids, forming a pyramid of feature vectors. Given a low 
resolution image, only the higher levels of the pyramid will be available. To obtain 
the lower levels, the closest training sample is first recognized at the high level of 
the pyramid, and its information is copied into the lowest level of the low-resolution 
image pyramid. The prior is a function of the horizontal and vertical derivatives of 
the low-resolution image and of the (unknown) high-resolution solution. In [22], a 
similar framework is used but a PCA basis is learned for different regions that are not 
correlated (e.g. for faces, the regions are: the eyes, nose, mouth and cheek areas). 
The approach of [20] is based on a family of interpolation kernels designed and 
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learned with a Linear Associative Memory (LAM). The low-resolution/high-resolution 
training pair is broken into local regions and a kernel is constructed to preserve the 
information. The assumption is that if the local regions are small enough, the same 
kernels can be used across images. Given a new image, the best kernel is selected for 
each local region to yield the reconstruction. 
In the past few years, a number of other learning-based approaches have emerged. 
Unsupervised learning using Kernel Principal Component Analysis (KPCA) is used 
in [59]. However, since KPCA requires the manipulation of the kernel matrix (with 
a size corresponding to the square of the number of examples), an iterative extension 
is introduced, the Kernel Hebbian Algorithm (KHA). The authors claim results are 
promising, but no real comparison is shown. 
The method of [25], on the other hand, uses manifold learning. The technique 
is inspired from locally linear embedding and also takes neighbouring relationships 
between high-resolution patches into account. Experiments show that results are 
equivalent to those of [44] and [94], but the comparison is only subjective. 
Finally, the method of [54] proposes a contourIet learning method. The contourIet 
transform [34] is a multiscale and multidirectional extension of the wavelet trans-
forms. The work of [54] aims at learning the contourlet coefficients from a set of 
high-resolution training images. Performing the inverse contourlet transform will re-
cover the super-resolved image. Experiments using the method show better PSNR 
values than standard interpolation, and also give better results than another super-
resolution technique learning wavelet coefficients [55]. 
3.5.1 Image Analogies 
Another popular learning-based method is the work of [50], close in spirit to the 
BP-MRF method presented in Section 2.4. Pairs of images (an unfiltered input A 
and its corresponding filtered output A') are used as training data, and the learned 
filter is applied to a new image B in order to create an analogous output B'. A coarse-
to-fine approach is used to find the "best match" in the training set. The best match 
here is a trade-off between the close st match, obtained through Approximate Nearest 
Neighbour (ANN), and the most coherent match, taking into account neighbouring 
pixels that are already synthesized. 
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Let q be a pixel location in image Band r a pixel in a neighbourhood of q. If pixel 
r was already synthesized in B', and was taken from the source s(r) in image A', then 
the best coherent match procedure as defined in [50] will return s(r*) + (q - r*), with 
r* = argminIIFl(s(r) + (q - r)) - Fl(q)112. (3.14) 
rEN(q) 
Here, Fz(q) is a concatenation of all the feature vectors in the neighbourhood N(q) 
of images A and A', both at the current levell of resolution as weIl as at the resolu-
tion (l- 1). A feature vector can simply be the RGB (or greyscale) channels, or can 
also include any other information. If the output of ANN gives Pann as the closest 
pixel, and the best coherence match procedure gives Pcoh as the most "coherent" pixel 
with respect to the neighbourhood, then the L2-norms dann = l!Fz(Pann) - Fz(q)112 
and dcoh = IIFz(Pcoh) - Fl(q)112 can be calculated. Since the L2-norm is known not to 
represent what is perceived by a human observer, dann is then rescaled using a coher-
ence parameter r;,: d~nn = dann (1 + 2(l-L)r;,) (with L being the maximum resolution). 
Finally, if dcoh ::; d~nn' then Pcoh will be returned. Otherwise, Pann is chosen. 
The framework may not only be used on super-resolution, but on otherapplications 
such as texture transfer, texture synthesis and artistic filters. In this thesis, the 
approach will be used for comparison purposes (see Section 5.1.1). 
3.6 Summary 
Because of the confusion in definitions mentioned in the previous chapter, a thorough 
review of the literature in super-resolution can be difficult to make as it can include in-
terpolation and restoration algorithms, as well as image inpainting (e.g. [24]). Given 
the definition adopted in Section 2.1.3, it can be se en from the literature review 
presented above that most super-resolution algorithms fall into the following frame-
works: regularization, variational methods, Fourier methods or Bayesian approaches. 
Yet, learning-based algorithms have clearly drawn considerable interest recently and 
the choice of a learning-based approach for this thesis shows its leading position in 
the state-of-the-art. 
As seen in this literature review, comparisons between different approaches are 
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rarely performed. The ambiguous definition of super-resolution make sorne compar-
isons difficult, as well as the variouscontexts in which the super-resolution pro cess 
is performed (e.g. image sequences as inputs, single-frame super-resolution, etc.). 
Furthermore, an important problem that has not been addressed frequently in the 
super-resolution field is the issue of the evaluation of results, which is the subject of 
the next chapter. 
Chapter 4 
Image Quality Assessment in 
Computer Vision 
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Determining the quality of an image is an open problem that is highly dependent 
on the specific application this image will be used for. The quality of an image 
for a human observer may be based on different criteria than for an application re-
quiring precise detection and localization of features. To analyze and compare the 
results of image processing and computer vision techniques, it is important to use 
objective measures of quality. This area of research is very dynamic in the image pro-
cessing community, especially for evaluating the performance of image compression 
techniques. 
Surprisingly, quality assessment has been rarely discussed in the context of super-
resolution. Generally, only a very subjective evaluation of the results is proposed 
(e.g. [25, 44, 50, 58, 107]). When quality measures are used, it is usually the Peak 
Signal-to-Noise Ratio (PSNR) or other measures based on the Root Mean Square 
Error (e.g. [3, 95]), that are widely known to not represent what is perceived by a 
human observer [94, 108]. 
Image quality measures can be divided into three basic categories. First, image 
quality can be seen in terms of signal fidelity [89]. These measures include the well-
known PSNR, but can also focus on image characteristics that are thought to be 
important for a human observer, such as the contrast [116]. Second, measures based 
on properties of the Ruman Visual System (RVS) account for perceptual quality [89]. 
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These measures are developed from findings of psychophysical experiments and bio-
logical vision models. FinaIly, other measures focus on specifie image artifacts, such 
as blurring or blocking. In this chapter, a short review of popular image quality mea-
sures is presented and a discussion of image quality in the context of super-resolution 
is proposed. 
4.1 Measures for Signal Fidelity 
In this thesis, measures for signal fidelity refer to those based solely on pixel differences 
between the ground truth image and the "restored" image (or the image to be eval-
uated), without any attempt to take the RVS into account, and without considering 
specifie image artifacts such as blurring or blocking. 
Let X be the ground truth image, and Y be a distorted version of X. The goal is 
to find a measure which quantifies how close Y is to the true version X. 
4.1.1 Correlation Coefficient 
The first naive measure to consider is the Correlation Coefficient (CC), measuring the 
quality of a linear least squares fit to a set of data. Given X and Y the two images 
to be compared, the CC is defined as: 
CC = 2:[:1 (Xi - /Lx ) (Y; - /LY) 
V2:[:l(Xi -/Lx)2V2:f=1(}} _/Ly)2' 
(4.1) 
where /Lx and /LY are the me an of images X and Y, respectively, and where the 
summations are performed over aIl pixels of both images. The maximum absolute 
value of CC is 1 and denotes perfect correlation. 
4.1.2 Minkowski Metrics and Signal-to-Noise Ratio 
Another gèneral category of measures is the Minkowski norm, defined as: 
(4.2) 
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where ek is the normalized error between images X and Y. From this definition, a 
series of well-known measures can be obtained. For (3 = 1, the Mean Absolute Error 
(MAE) is defined as: 
( 4.3) 
For (3 = 2, the Root Mean Square Error (RMSE) between the two images is defined 
as: 
RMSE= 
1 N 
- ~(X. - 1':)2 NL...J ~ ~. 
i 
( 4.4) 
This measure represents the sample standard deviation between the reference im-
age X and the distorted image Y. 
The RMSE allows the definition of the Peak Signal to Noise Ratio (PSNR), which 
is the most popular measure used in super-resolution, and also widely known in image 
processing. It is defined as: 
MAX! 
PSNR = 20 loglO RMSE' ( 4.5) 
where MAX! is the maximum intensity value allowed in the image (255 for an 8-bit 
image). It is inspired from the definition of the Signal to Noise Ratio: 
SNR - 10 l Psignal - 20 l Asignal - oglO - oglO , 
Pnoise Anoise 
(4.6) 
where Psignal and Pnoise are the power of the signal and the noise background, respec-
tively, and Asignal and Anoise are their amplitudes. 
From the PSNR, the Improvement of Signal-to-Noise Ratio (ISNR) can be inferred. 
Let Y be in this case the degraded image, X the original high-resolution image, and 
X the restored image, the ISNR is defined as: 
(4.7) 
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4.1.3 Other measures 
Other measures attempt to assess image quality without specifically modeling the 
RVS. In [116], the Contrast Signal-to-Noise Ratio, defined as the logarithm of the 
ratio between the isotropie local contrast (obtained by bandpass and lowpass filtering 
the image) and the error contrast (a function of the RMSE), is computed. In [114], 
a met rie for grey-scale images is proposed, consisting of an extension of a Rausdorff-
distance-based met rie for binary images. The Dynamic Partial Function (DPF) is 
proposed in [82] where only similar parts of both the distorted and reference images 
are considered to compute the similarity measure. 
Recently, another measure based on Singular Value Decomposition (SVD) [91] was 
developed for greyscale images. The measure consists simply of the rooted sum-of-
square' differences between the singular values of two image patches, considered as 
matrices. Computing this measure over every block in the image leads to a distortion 
map, and a value for the whole image, the M-SVD, can be obtained by taking the 
me an of all the distances-to-median. 
4.2 Measures of Perceptual Quality 
The assessment of perceptual quality of an image requires a good understanding of 
the RVS and of the factors infiuencing visual sensitivity. A thorough analysis of the 
RVS is beyond the scope of this thesis; however a few important characteristics are 
examined below, in or der to better understand how RVS-based measures are obtained. 
To represent the category of metrics modeling the RVS, three classical measures 
in the field are described: the Visible Differences Fredictor (VDP) of [29], Sarnoff's 
Visual Discrimination Model [69] and Watson's Digital Video Quality (DVQ). Finally, 
a more recent measure, the SSIM, is presented in Section 4.2.5. 
4.2.1 Key Characteristics of the RVS for Image Quality 
Important properties of the RVS that are generally considered in image quality are 
adaptation and masking effects. Adaptation can be seen when visual sensitivity is 
modified after an observer is exposed to a stimulus for sorne period of time and that 
stimulus is changed. An example is the adaptation our visual system must perform 
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Figure 4.1 Image showing intuitively the shape of the CSF [19]. Low 
sensitivity can be seen at low and high spatial frequencies, and a peak is 
observed at around 2-4 cycles per degree. 
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to go from dark to bright light. Contrast adaptation can also occur if an observer is 
presentedwith a grating of high contrast for a period of time. Once this grating is 
changed for a low contrast, the observer will experience diffièulty in seeing the grating 
for a few minutes, until the adaptation pro cess is complete [17]. Masking, on the other 
hand, refers to the decrease of visibility of a pattern in the presence of another pattern 
[17]. In particular, contrast masking, where sensitivity to contrast can be lowered by 
the presence of a another pattern of higher contrast, is often modeled in HVS-based 
measures [69]. However, at low contrast, the presence of another pattern can actually 
facilitate the detection of the grating - this phenomenon is generally called facilitation 
or the dipper effect [17, 63]. 
Most HVS-based measures use the human Contrast Sensitivity Function (CSF), 
which relates contrast sensitivity to spatial frequency [19, 47]. Contrast sensitivity is 
defined as being the inverse of the contrast threshold, at which an observer perceives 
barely any difference in intensity between a the dark and light bars of a grating. 
Psychophysical experiments show that not only contrast sensitivity varies with spatial 
frequency (reaching a peak at about 2-4 cycles per degree [47]), but that it is also 
composed of contrast sensitivities from multiple channels tuned to specific ranges of 
spatial frequencies. A schematic graph of the CSF with respect to spatial frequency 
is shown in Fig. 4.1 1. 
The relationship between contrast sensitivity and spatial frequency, along with 
experiments on cortical neurons, show evidence that the HVS also possesses spatial 
IThe image was taken with permission from the following URL: http: / / ohzawa-Iab. bpe. es. 
osaka-u.ac.jp/ohzawa-lab/izumi/CSF/A~GJRobsonCSFchart.html 
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frequency detectors [47]. Therefore, most RVS-based quality measures involve fre-
quency decomposition. 
4.2.2 The Visible Differences Predictor 
The VDP [29] models sensitivity variations not only as a function of spatial frequency 
(CSF), but also as a function of light level and signal content. First, the intensity 
values of each image (the input image and the reference image) are converted through 
a nonlinear response function, to account for the amplitude nonlinearity and light 
adaptation [29, 63]. Second, the images are converted to the frequency domain and 
weighted by the CSF, and local contrast information is found by dividing the values 
by the mean of the image. Finally, the model includes a series of detection mecha-
nisms, composed of four components: the spatial frequency selectivity of the RVS, 
the masking function, the psychometrie function (an increase in contrast leads to an 
increase in probability of detection), and finally probability summation to obtain a 
single difference map. 
4.2.3 The Sarnoff Visual Discrimination Model 
The framework of Sarnoff differs from the VDP by the fact that VDP converts images 
in the frequency dômain, while the Sarnoff framework stays in the spatial domain. 
Viewing conditions are also parameters of the model. 
The framework is based on the concept of Just N oticeable Difference (JND) which 
is the smallest detectable difference between two stimuli [47]. The measure, however, 
is statistical. In [69], the output of the system is a JND map, with a unit of 1 JND 
being defined as a probability of 75% that an observer can see a difference between 
two images. 
First, to recreate the optics of the eye, the image is blurred with a circularly 
symmetric PSF and the image is resampled to account for the fixed density of cones 
in the fovea. A seven-level steerable pyramid [92] is then obtained for four orienta-
tions. A normalization stage is also included in the process, equivalent to the CSF 
normalization stage of the VDP described ab ove , and the dipper effect is also taken 
into account. Values are then averaged by convolution with a kernel. Finally, the 
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final JND distance is obtained by using the values from aIl 28 channels (seven-Ievel 
pyramid and four orientations). 
4.2.4 DCT-Based Metric and Digital Video Quality 
The measure proposed in [110] intends to determine visual quality for image com-
pression techniques (such as JPEG) using Discrete Casine Transfarms (DCT). The 
images are first converted into the Y CrCb color space, broken into blocks of size 8 x 8 
and converted to the frequency domain using DCT. For each block and each DCT 
coefficient, a visibility threshold is computed, accounting for contrast sensitivity, lu-
minance masking and contrast masking [77]. This threshold is converted in terms of 
JND units and spatial and frequency errors are pooled to give a single measure of 
quality. 
4.2.5 The Structural Similarity Measure 
Ameasure that has attracted considerable interest recently is the Structural Similarity 
Measure (SSIM) [108, 109], consisting of comparisons of the luminance, the contrast 
and the structure of both the distorted (Y) and the true (X) signaIs. Because it will 
be used in this thesis to assess the quality of the super-resolution results, a detailed 
description of the measure is presented below. This measure do es not model the RVS 
specifically to estimate the perceived errors in the image. The assumption however 
is that the RVS is sensitive to structural changes of information, and the approach 
aims at defining what the structure of a signal is. Therefore, for this thesis, the SSIM 
is considered to be a measure of perceptual quality. 
The framework assumes that the luminance of each image can be represented by its 
mean intensity value, that the contrast can be represented by the (unbiased) standard 
deviation, and that structure consists of comparing normalized versions of the signaIs. 
The measure is obtained for image windows x and y, thus giving rise to a SSIM map. 
The me an SSIM (MSSIM) can be computed for the entire image. 
Denoting the comparison functions of the three components as l(x, y), c(x, y) and 
s(x, y) for the luminance, contrast and structure respectively, the similarity measure 
,~ 
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is thus assumed to be: 
S(x, y) f(l(x, y), c(x, y), s(x, y)), 
S(x, y) - [l(x, y)Œ][C(X, y)/J][s(x, y)']. 
Under the following conditions: 
1. S(x, y) = S(y, x) (symmetry), 
2. S (x, y) ::; 1 (boundedness), 
3. S(x, y) = 1 iif x = y (unique maximum), 
the functions l (x, y), c( x, y) and s (x, y) are defined as: 
l(x, y) 2/-lx/-ly + Cl /-li + /-l~ + Cl' 
c(x, y) 2(Jx(Jy + C2 
(J2 + (J2 + C2 ' x y 
s(x, y) (Jxy + C3 
(Jx(Jy + C3 ' 
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( 4.8) 
( 4.9) 
(4.10) 
(4.11) 
( 4.12) 
The constants Cl, C2 and C3 = C2 /2 are introduced both to ensure stability 
when denominators tend to zero and also to satisfy the conditions stated above. To 
avoid blocking artifacts in the SSIM map, the mean values /-lx, /-ly and the standard 
deviations (Jx, (Jy and (Jxy are weighted by using a circular-symmetric Gaussian. Given 
the values of the kernel to be W = {wili = 1, ... ,N} (with N being the size of the 
windows x and y) and requiring that Li Wi = 1, the means and standard deviations 
are thus defined as: 
N 
/-lx - LWiXi, (4.13) 
i=l 
(Jx C r 8 Wi(Xi - /-lx)2 (4.14) 
N 
(Jxy L Wi(Xi - /-lx) (Yi - /-ly). (4.15) 
i=l 
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Assuming that a, f3 and 1 in Eq. 4.9 are aIl set to 1, the SSIM value can thus be 
obtained: 
SSIM( ) = (2ftxfJ:y + CI)(20"xy + C2 ) 
x, y (ft; + ft~ + Cl) (0"; + 0"3 + C2 )' (4.16) 
In [108], the values of Cl and C2 are assumed to be Cl = (0.01 * 255)2 and 
C2 = (0.03 * 255)2. AIso, the chosen Gaussian is of size 11 x 11 with standard 
deviation of 1.5. The same values are assumed for the remaining of the thesis. 
To illustrate that the mean SSIM better represents human perception than RMS-
based met ries , examples are shown in Figure 4.2. The first image is unaltered and 
serves as the comparison image. In Figure 4.2b, 4 blocks of pixels had their intensities 
equated to zero, at each corner of the image. In Figure 4.2c, the original image was 
blurred with a Gaussian kernel of variance 0"2 = 0.5. Salt and pepper noise was added 
to the original image, leading to Figure 4.2d. FinaIly, in Figure 4.2e, aIl the intensity 
values was lowered by a constant, with a lower threshold at zero. Despite their obvious 
perceptual differences, the RMS error for images b, c, d and e, when compared to 
image a, are about the same (around 15.5). The computed MSSIM, however, show 
sorne differences. The MSSIM for b is 0.99, chas a value of 0.87, d has a value of 
0.82 and image e leads to a MSSIM value of 0.96. 
4.3 Measures for Specifie Image Artifaets 
Besides obtaining a measure for the general quality of an image, measures for specifie 
image artifacts can also be found. The main artifacts generaIly considered are blurring, 
noise and blocking, that can arise from image compression techniques. In [65], a 
blind (i. e. without the true reference image) image quality assessment framework is 
proposed where image quality is assumed to be related to the sharpness of edges, the 
level of random noise and the presence of artifacts (or structural noise). Similarly, in 
[39], a no-reference metric is proposed by combining a blockiness metric, a blurriness 
metric and a noisiness metric. However, since super-resolution aims at obtaining 
sharp images at a higher resolution, it is proposed in this thesis to focus on the edge 
sharpness (or blurriness). 
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a b c 
d e 
Figure 4.2 Examples showing the inability of the RMS to reflect human 
perception. a shows the unaltered image that is used as a comparison. b 
shows the same image with small blocks of pixels in each corner equated 
to a zero intensity, c shows the image blurred with a Gaussian kernel of 
variance a 2 = 0.5, d shows an image corrupted with salt and pepper noise 
and e consist of the original image with the intensity lowered . The RMS 
values for image pairs a-b, a-c, a-d and a-e are aIl about the same. 
4.3.1 Edge Stability Measure 
60 
Finally, an edge stability measure is proposed in [1] and was used in a super-resolution 
eontext in [105]. A Canny edge deteetor [21] at five different seales (standard devi-
ations of am = 1.19,1.44,1.68,2.0 and 2.38) is applied to both the original and the 
degraded images, and the results are thresholded at a value Tm = 0.1 . (Groax - Groin) + 
Groin, where Groax and Groin are the maximum and minimum values of the norm of the 
gradient at band m. The edge stability map Q is obtained by finding, for eaeh pixel, 
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the longe st uninterrupted sequence of edge presence along scales. As an example, 
consider pixel (i,j) in image J. If an edge is present at scales m = 1,2,3 but not at 
scales m = 4,5, the length of the sequence is 3. Denoting by Q the edge stability map 
of the ground truth image and by Q the edge stability map of the degraded image, 
the Edge Stability Mean Square Error (ESMSE) can then be obtained by finding the 
MSE between both Q and Q. 
It is important to note that what is sought here is a general measure of sharpness 
of edges in the image, and not the blur of the PSF. Determination of the camera PSF 
is discussed in Chapters 2, 5 and 6. 
4.3.2 Other Measures for Blurring 
The blurriness measure of [39] consists of applying a Canny edge detector [21] to 
localize the strongest edges in the image. The width of the edge at image position 
(i, j) is determined by computing the distance between the two extrema on each si de 
of the edge. The orientation of the edge must therefore be taken into account. Given a 
number L of strong edges in the image, the overall blurriness signal strength measure 
is obtained by: 
1 M N 
blurriness = L L L w(i, j), 
i=O j=O 
where w is the edge width atposition (i, j) and the image is of size M x N. 
( 4.17) 
The method in [33] models theoretically the relationship between an edge blurred 
with a Gaussian kernel of standard deviation (J and the modulus maxima of response 
functions of the edge in scale-space [66, 67]. Given an image, the blurring parameters 
(J for all edges are obtained, and the 5th percentile of the blurring parameters is chosen 
to represent the smallest standard deviation, thus the sharpest edge in the image. 
4.4 Quality of a Super-Resolution Result 
Super-resolution being a very general problem that can be used on any class of images, 
its range of applications is, in theory, very wide. For single image super-resolution, 
face images seem to be the main motivation for the development of new algorithms 
[3, 22]. Although no particular context is necessarily cited, it is believable that a 
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visual surveillance context would benefit from super-resolution methods. However, in 
contexts such as medical imaging or remote-sensing, higher resolution can be sought 
for more precise feature detection or positioning. The quality of a super-resolution 
result can thus not be separated from its original purpose. 
In this thesis, we choose not to use super-resolution in a particular application. 
The goal of the study is to discover the type of quality measure enhanced the most by 
the proposed framework. This category of measure will represent a category of appli-
cations to which the framework can be successfully applied. Any choice of application 
is in itself arbitrary, and a general analysis of performance is here preferred. 
Therefore, we argue that quality assessment of super-resolution results should be 
do ne with not only one measure, but using a set of measures, that will represent differ-
ent characteristics. It is assumed that signal fidelity, edge sharpness and perceptual 
quality are the most important aspects of quality to consider in a super-resolution 
context. Given a set of measures, an objective analysis of the super-resolution algo-
rithm can be done, and its applicability to a particular task can be better determined. 
Since most quality measures are based on comparison with a ground truth image, it 
is assumed in this thesis that the true high-resolution image is available. 
4.4.1 Proposed Measures for Super-Resolved Image Quality 
Because super-resolution can be related to sampling theory, signal fidelity is a natural 
choice to measure the success of a super-resolution process. In this thesis, the PSNR 
and the Correlation Coefficient (CC) are chosen to measure the quality of the signal. 
PSNR is used frequently to quantify the quality of an image, and is also used in 
super-resolution studies. It is related to the RMS error and represents pixel-to-pixel 
statistics. The CC, on the other hand, is chosen to show the degree of linear correlation 
between the two images. 
Second, the super-resolution problem involves deconvolution of the PSF and aug-
menting the number of pixels. The degree of deblurring and potential smoothing of 
edges should thus be verified. Therefore, it is proposed to use a blurring measure that 
will account for these artifacts. This thesis chooses the edge stability measure of [1 J 
for that purpose. 
Finally, the sharpnessof a super-resolved image as perceived by a human observer 
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should also be quantified. Because the study proposed in [108] includes psychophysical 
experiments on observers, and since the results show good correlation between human 
perception and the MSSIM, this study will not be repeated in the thesis. The MSSIM 
will thus be used as a measure for perceptual quality. The implementation used for this 
measure can be found here: http://www . ens. nyu. edu/"'zwang/f iles/researeh/ 
ssim/ssim_index.m. 
Therefore, the list of chosen quality measures is the following: 
• PSNR 
• CC 
• The edge stability measure of [1] 
• The MSSIM of [108] 
The PSNR, MSSIM and CC measures are aH defined so that a higher value implies 
higher similarity. However, the edge stability measure is defined in terms of the MSE, 
which means that high similarity leads to a low value. To compare it with the other 
measures, it is redefined as a PSNR value. Sinee the edge stability map comprises 
values between 0 and 5, the Edge Measure (EM) is defined as: 
5 
EM = 20 log 10 -r.:::=:::=======::::::: 
VESMSE 
(4.18) 
Because each measure represents different image characteristics, the evaluation of 
the framework must include the variation of the image type. In this thesis, images 
obtained from a digital camera, remotely-sensed images, Magnetic Resonance Images 
(MRI), and fingerprint images are used. The effect of key parameters on the similarity 
values will also be analyzed. Parameters such as the true PSF, the size of the patches, 
the interpolator, compatibility function parameters (see Section 2.52, 2.53) or the pre-
processing steps will be varied. 
4.4.2 Similarity Improvement 
The goal of a super-resolution pro cess is to obtain a "better" image than its low-
resolution input. The ground truth image should thus be "closer" to the super-resolved 
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image than from the input (interpolated) low-resolution image. Given a ground truth 
image h, a low-resolution version Il and a super-resolved result If' a pair of values 
can be obtained for each measure, namely: 
1. The measure M hl between the input image Il (interpolated to full resolution), 
and the ground truth image h, 
2. The measure Mhf between the super-resolved image If and the ground truth 
image h 
Therefore, to have a successful super-resolution pro cess with respect to the measure 
M, we have the requirement that: 
provided that the measure is defined so that a higher value indicates that two images 
are doser to each other. 
Sorne of the measures will be expressed in terms of a percent age of improvement 
[8] (hereafter denoted as the Similarity Improvement - SI), defined as: 
SI = 100. Mrh - M Zh 
Mlh ' 
( 4.19) 
where M rh is the value of the similarity measure between the super-resolved and the 
high-resolution images, and M lh is the value of the measure between the low and the 
high-resolution images. A result above zero indicates an improvement with respect to 
the low-resolution image. 
4.5 Summary 
This chapter aimed at summarizing the main approaches for image quality in the 
image processing and computer vision communities and at choosing a set of measures 
that will be used for the rest of the thesis. It was chosen here to equate super-resolution 
performance to signal quality or perceptual quality. Super-resolution, however, can be 
integrated into more elaborate systems, such as a license plate detection system [48]. 
The issue of performance evaluation for more specifie tasks is therefore addressed in 
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a number of fields involving image processing techniques, such as medical imaging or 
geomatics [62]2. However, the measures chosen should indicate the type of quality 
increased by the methods presented in this thesis, thus allowing us to identify a 
category of tasks in which the proposed super-resolution methods can be used. 
2The work of [62] also presents a good summary of expert systems developed for image interpre-
tation. 
Chapter 5 
Analysis of Super-Resolution and 
Interpolation Methods 
66 
The thesis focuses on single image super-resolution using a learning-based approach. 
ln this chapter, the BP-MRF method for a known PSF is compared with standard 
interpolation methods, interpolation followed by deconvolution (with known PSF) 
as well as the Images Analogies (lA) framework, which is another learning-based 
approach. An the results will be compared using the set of image similarity measures 
chosen in Section 4.4.1. 
Second, because the rest of the thesis will focus on the BP-MRF method, a thor-
ough analysis of parameters is performed in Section 5.2. The influence of the pre-
processing steps, the patch size, the size of the blurring kernel and the compatibility 
function parameters will be studied, again using image quality measures to assess the 
quality of the super-resolved results. 
ln total, over a hundred different experiments will be performed and the results for 
each experiment will be reported. For aH these experiments, the ground truth image is 
available. To obtain the input low-resolution image, the ground truth image is blurred 
with a symmetrical Gaussian PSF of standard deviation (J, and then subsampled by 
a factor of M. Because the PSF is here assumed to be known, the low-resolution 
training database will be constructed in the same manner. Two classes of images are 
tested using these two algorithms: A set of car pictures ("Car") and fingerprint images 
..-,-" 
/ ' 
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( "FP" ) 1. In all cases, the training dataset contains images that are different from the 
input image. These images have cleady different properties and comparison between 
different super-resolution and interpolation algorithms may indicate differences in 
efficiency depending on the image class. 
Finally, experiments are performed on an input image where the ground truth 
image is not available. The input image and the training images were obtained by 
a commercial digital camera and two estimates of the camera PSF (for a Gaussian 
and a pillbox PSF) are obtained by Etting theoretical Edge Spread Functions (ESF) 
to calibration data. Because quality measures are determined with referenee to the 
ground truth data, it is only possible to render a subjective assessment in this case. 
5.1 Interpolation and Super-Resolution Methods 
As discussed in Chapter 2, super-resolution is defined here as enhancing the resolution 
of an image as well as deconvolving the camera PSF. However, this does not mean 
that the two pro cesses follow one another. In fact, for both the BP-MRF and the lA 
algorithms, the two processes are do ne concurrently sinee the learning is performed 
between high-resolution images and blurred, subsampled versions of them. Also, 
in both cases, the input image is not the low-resolution image, but an interpolated 
version of it. The super-resolution algorithms will "refine" this first estimate through 
the learning process. The relationship between interpolation and super-resolution is 
shown in Figure 5.1. 
Low-Resolution 
Image ~ Upsampling ~ Interpolation ~ 
Refinement 
(SR) 
Figure 5.1 Diagram describing the relationship between interpolation 
and the two super-resolution (SR) algorithms. The low-resolution im-
age must first be reinterpolated to full resolution. The super-resolution 
algorithms will refine this input image. 
The first experiment will aim at demonstrating this refinement and how it is 
lThe reader is referred to Appendix A for a presentation of the databases . 
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influenced by the true PSF variance. The quality of the results are expressed in terms 
of the four similarity measures chosen in Section 4.4.1: the Peak Signal-to-Noise 
Ratio (PSNR), the Correlation Coefficient (CC), the edge stability measure (EM) 
and the Mean Structural Similarity Measure (MSSIM). For each database (here the 
"FP" and "Car" databases, see Appendix A), a high-resolution image is used as the 
ground truth. This image is subsampled by a factor of 2 and blurred with a Gaussian 
blurring kernel of variance or Similarity results between the ground-truth and the 
super-resolved images, as weIl as between the ground-truth and the reinterpolated 
input image are shown in Table 5.1 for each value (Jl and for each measure. In aIl 
cases, the other parameters are kept at the same values (the patch sizes are 3 x 3 and 
5 x 5 for the high and low-resolution respectively, the size of the PSF kernel is 5 x 5 
and bilinear interpolation lS used). Examples of results are shown in Figure 5.2 for a 
subjective appreciation of the improvement obtained from super-resolution. 
DB 
Car 
Car 
Car 
FP 
FP 
FP 
Ground-Truth/S-R Image Ground-Truth/Inp. Image 
(J2 
t PSNR CC EM MSSIM PSNR CC EM MSSIM 
0.75 20.97 0.933 18.20 0.69 20.06 0.917 14.96 0.63 
1.50 20.63 0.927 18.16 0.66 19.66 0.908 14.87 0.58 
3.00 20.40 0.922 17.30 0.64 19.33 0.901 14.74 0.55 
0.75 18.23 0.91 15.36 0.67 17.31 0.88 14.07 0.52 
1.50 17.92 0.90 15.56 0.64 16.77 0.87 13.88 0.45 
3.00 17.32 0.88 15.15 0.58 16.38 0.85 13.59 0.50 
Table 5.1 Influence of the input PSF variance on the BP-MRF al-
gorithm. Similarity measures are shown between the ground-truth and 
the super-resolved image (Ground-Truth/S-R Image) as weIl as between 
the ground-truth and the reinterpolated input image (Ground-Trutb/Inp. 
Image). Experiments are performed on the Car and the Fingerprint (FP) 
databases. 
Looking at the results in Table 5.1, the first observation is that the similarity 
values are different for both databases. Taking each database separately, the values 
are lower for higher variances, indicating that the more blurring present in the input 
image, the harder it is to find a result that is close to the ground truth. 
To better compare the similarity values for super-resolved image and for the input 
image, these results can also be expressed in terms of the Similarity Improvement (SI), 
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SI (%) 
DB (J"2 SI-PSNR SI-CC SI-EM SI-MSSIM 
Car 0.75 4.53 1.75 21.63 11.07 
Car 1.50 4.96 2.01 22.16 13.70 
Car 3.00 5.51 2.38 17.35 16.92 
FP 0.75 5.31 2.56 9.15 28.60 
FP 1.50 6.86 3.66 12.11 41.21 
FP 3.00 5.80 3.53 11.49 45.78 
Table 5.2 Influence of the input PSF variance on the BP-MRF algo-
rit hm - Similarity improvement values. 
as defined in Section 4.4.2. What is observed in Table 5.2 is that for the Car database, 
except for SI-EM, aIl the similarity improvements increase with increasing variance. 
Therefore, given an input image that was significantly blurred by the camera PSF, 
the potential for improvement is higher than for an image that is already sharp. For 
the Fingerprint database, however, the maximum improvement is seen for the middle 
value. Thus there is possibly a plateau on the improvement that can be obtained. 
It can also be seen that the percentage of improvement varies substantiaIly with 
the measure chosen. Improvement for the CC measure is very small compared to the 
MSSIM improvement. Again, this is due to the fact that the CC values are already 
high for the input image. Therefore, the benefit to be obtained from a super-resolution 
algorithm can only be marginal. However, the MSSIM values are fairly low for the 
input image, aIlowing more space for improvement using the BP-MRF algorithm. 
For these two databases, the EM measure is greatly improved by the BP-MRF 
method. Since this measure expresses the similarity of edge strengths as weIl as 
edge localization, the BP-MRF method is able to improve these characteristics with 
respect to an image that is simply interpolated. However, bilinear interpolation was 
used in these cases, which is known to cause blurring effects. The second set of 
experiments therefore analyzes the influence of the interpolation method on the final 
super-resolution result. Bilinear (HL), Bicubic (BC), Cubic Splines (CS), Nearest 
Neighbour (NN) and Windowed-Sinc (SC) interpolation are used. Here, the variance 
of the Gaussian PSF and aIl the other parameters are fixed and only the interpolation 
method is varied. Again, results for similarity between the ground-truth and the 
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super-resolved image are compared with similarity results between the ground-truth 
and the reinterpolated input image (Table 5.3). 
DB 
Car 
Car 
Car 
Car 
Car 
FP 
FP 
FP 
FP 
FP 
Ground-Truth/S-R Image Ground-Truth/lnp. Image 
Interp PSNR CC EM MSSIM PSNR CC EM MSSIM 
BL 20.63 0.927 18.16 0.66 19.66 0.908 14.87 
BC 20.38 0.924 18.12 0.66 19.96 0.914 14.92 
NN 20.45 0.928 19.02 0.67 19.78 0.910 14.92 
CS 21.29 0.937 20.98 0.71 20.60 0.927 22.52 
SC 20.37 0.925 18.15 0.66 20.06 0.916 14.93 
BL 17.92 0.898 15.56 0.64 16.77 0.866 13.88 
BC 17.99 0.900 15.56 0.65 17.13 0.878 13.99 
NN 17.96 0.900 16.52 0.66 16.77 0.865 13.21 
CS 18.35 0.909 17.53 0.68 17.66 0.894 19.41 
SC 18.19 0.905 16.14 0.67 16.99 0.873 12.82 
Table 5.3 Influence of the interpolation method on the super-resolved 
results. Similarity measures are shown between the ground-truth and 
the super-resolved image (Ground-TruthjS-R Image) as well as between 
the ground-truth and the reinterpolated input image (Ground-TruthjInp. 
Image). For aH cases, the true variance of the Gaussian PSF is a} = 1.5. 
0.58 
0.61 
0.61 
0.65 
0.62 
0.45 
0.50 
0.48 
0.55 
0.50 
It is clear from Table 5.3 that the measures for the super-resolved image using the 
BP-MRF method are in general higher than for images interpolated using standard 
interpolation methods. The EM measure with cubic spline interpolation, however, is 
higher before the BP-MRF algorithm for both cases. Therefore, the edge strength 
and localization are better respected for cubic spline interpolation alone. 
In terms of improvement (Table 5.4), the two databases show different results. 
For the Car database, bilinear interpolation is improved more significantly bythe BP-
MRF method. For the FP database, nearest neighbour interpolation sees its similarity 
measures improved by the BP-MRF method more than for the other methods. While 
the nearest neighbour interpolation method in general pro duces artifacts, the bilinear 
interpolation method generally blurs the edges significantly. Therefore, it is plausible 
that that these two interpolation methods will gain more from a super-resolution 
process than other methods. 
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SI (%) 
DB Interp. SI-PSNR SI-CC SI-EM SI-MSSIM 
Car BL 4.96 2.01 22.16 13.70 
Car BC 2.11 1.01 21.47 7.53 
Car NN 3.39 1.96 27.47 10.83 
Car CS 3.33 1.09 -6.87 8.79 
Car SC 1.58 0.89 21.53 5.84 
FP BL 6.86 3.66 12.11 41.21 
FP BC 4.98 2.56 11.20 29.65 
FP NN 7.10 3.96 25.09 38.48 
FP CS 3.90 1.65 -9.64 22.63 
FP SC 7.07 3.66 25.92 33.70 
Table 5.4 Influence of the interpolation method on the BP-MRF algo-
rithm - Similarity improvement values. 
5.1.1 Comparison with Other Methods 
As super-resolution is seen here as deblurring the PSF and augmenting the number 
of pixels, the output of the super-resolution experiments must also be compared with 
deconvolution following an interpolation method. In Section 2.1, the imaging pro cess 
is defined as a convolution of a function followed by a subsampling process. The order 
of operations are here preserved by performing interpolation prior to the deconvolution 
process. 
Classical methods for deconvolution include the Maximum Entropy method [28], 
and an analytical method leading to a deblurring kernel for a discrete Gaussian blur 
[60]. However, among the most popular techniques for deconvolution is the Lucy-
Richardson (LR) algorithm [70, 85]. Let an image G be a degraded version of F 
with PSF H. The iterative framework to obtain the deconvolved image F from the 
knowledge of Gand H can be expressed as [12]: 
(5.1) 
where * is the convolution operation and ® is the correlation operation. It can be 
shown that this technique is equivalent to obtaining the maximum likelihood solution 
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[70J. In this thesis, the Matlab implementation of the algorithm, deconvlucy, is 
chosen. To prevent ringing effects, the image boundaries are blurred with the PSF. 
AIso, a strip of a few pixels around the boundaries are weighted to zero to provide 
better results. 
a b c d e 
f g h 1 j 
Figure 5.2 Details of images used for the experiments. a and f are the 
original high-resolution images, b, g are the input low-resolution images 
(reinterpolated using bilinear interpolation), c and h are the input images 
reinterpolated using cu bic splines, d, i are the super-resolved images using 
the BP-MRF method, and e, j, are the super-resolved images obtained 
using the lA software. 
The method is also compared to the Image Analogies (lA) framework [50J (de-
scribed in Section 3.5.1), another learning-based approach that does not use MRFs. 
The implementation used for the experiments is available at the following URL: 
http://mrl. nyu. edu/projects/image-analogies/. Examples provided in [50J in-
volve training between high-resolution images and their blurred version (no downsam-
pling and upsampling are performed). According to our definition of super-resolution 
in Section 2.1, these examples should be referred to as deconvolution, since only de-
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blurring is involved and sinee the training pro cess only learns the blurring kernel (and 
not the artifacts obtainedthrough interpolation). In this thesis, it was decided to use 
the lA approach in the same conditions as for the BP-MRF algorithm. Therefore, the 
low-resolution images are also reinterpolated using bilinear interpolation. Examples 
of the original high-resolution images, the input low-resolution images (interpolated to 
full resolution), results of the standard BP-MRF algorithm and of the lA framework 
are shown in Figure 5.2. The super-resolved images using the BP-MRF framework 
show an improvement with respect to the interpolated input images, as the edges 
appear sharper. Results for the lA framework are noisy compared to the BP-MRF 
framework, which is also shown in the similarity measure values in Table 5.5. The 
fact that experiments in [50] were done for deblurring rather than for resolution en-
haneement might be the key to understanding these results. Furthermore, the number 
of parameters that must be tuned and the lack of information provided in the paper 
about how to set them makes the framework difficult to use. The approach proposed 
in [50], however, has the advantage of not being limited to super-resolution, as it can 
learn a wide range of filters. 
Comparing the similarity values and their improvements in Table 5.5, the BP-
MRF method in general has higher similarity with ground truth than for an interpo-
lationjdeconvolution proeess. The only exception is the cubic splinejdeconvolution 
process which seems to give better results than the BP-MRF method using cubic 
spline interpolation for the Fingerprint database. 
5.2 Parameter Analysis for the BP-MRF Algorithm 
Now that the effectiveness of the BP-MRF method is demonstrated relative to a 
traditional interpolation, to a dual deconvolutionjinterpolation proeess as weIl as to 
another learning-based approach, the influence of various parameters and operations 
are analyzed. More specifically, the pre-proeessing steps, the local patch size, com-
patibility function parameters and the size of the PSF kernel are considered. 
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Similarity Measures SI (%) 
DB Meth. PSNR CC EM MSSlM PSNR CC EM MSSlM 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
BL-DC 19.90 0.913 14.39 0.65 1.62 0.63 -2.79 
BP-BL 20.62 0.927 18.09 0.66 5.26 2.15 22.02 
BC-DC 20.15 0.918 14.37 0.68 1.29 0.49 -3.53 
BP-BC 20.34 0.923 18.14 0.66 2.24 1.08 21.82 
NN-DC 20.04 0.916 14.42 0.67 1.64 0.71 -3.22 
BP-NN 20.40 0.928 18.97 0.67 3.46 2.01 27.33 . 
CS-DC 20.99 0.933 20.53 0.73 2.31 0.73 -6.41 
BP-CS 21.27 0.938 20.82 0.71 3.69 1.23 -5.20 
lA-CS 20.21 0.919 18.83 0.63 -1.89 -0.90 -16.40 
SC-DC 20.20 0.919 14.36 0.68 1.07 0.38 -3.77 
BP-SC 20.31 0.924 18.11 0.66 1.61 0.91 21.35 
BL-DC 17.40 0.887 13.48 0.57 4.69 2.68 -2.57 
BP-BL 17.79 0.897 15.51 0.64 7.04 3.80 12.00 
BC-DC 17.80 0.897 13.52 0.63 4.79 2.43 -3.21 
BP-BC 17.87 0.899 15.59 0.65 5.19 2.68 Il.56 
NN-DC 17.21 0.881 12.68 0.59 3.53 2.08 -3.73 
BP-NN 17.82 0.898 16.47 0.66 7.20 4.07 24.98 
CS-DC 18.82 0.920 18.76 0.70 7.50 3.15 -3.49 
BP-CS 18.21 0.907 17.44 0.68 3.96 1.69 -10.42 
lA-CS 16.95 0.872 15.33 0.54 -4.04 -2.49 -20.99 
SC-DC 17.26 0.882 12.19 0.61 2.49 1.35 -4.08 
BP-SC 18.06 0.903 16.17 0.67 7.23 3.79 27.02 
Table 5.5 Comparison with other methods. DC refers to deconvolu-
tion and the different interpolation methods are designated by their usual 
acronyms. BP represents the BP-MRF method and lA-CS refers to the lA 
framework using cubic splines as an interpolator. For aU the experiments, 
the true variance of the Gaussian PSF is (); = 1.5. 
5.2.1 Influence of the Pre-Processing Steps 
11.71 
13.98 
10.86 
7.85 
11.33 
11.10 
11.34 
9.13 
-4.32 
10.08 
6.01 
28.23 
43.00 
26.67 
30.97 
25.98 
39.63 
27.96 
23.23 
-1.97 
23.82 
34.99 
A Laplacian pyramid [18] is a set of images L = Lü, LI, L 2 , ••• obtained by blurring 
and subsampling an image, upsampling it to the original resolution, computing the 
difference between the original image and its degraded version and repeating the 
. process until the desired height of the pyramid is reached. The first two levels, Lü 
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and LI, are constructed by the following: 
D[h * 1], 
1 - EXP AND GI , 
D[h * G I ], 
GI - EXP AND G2 , 
----------------
(5.2) 
(5.3) 
(5.4) 
(5.5) 
where h is a blurring kernel (here assumed to be the PSF), D is a decimation operator 
and EXP AND is an upsampling procedure. 
From this definition, it can be noted that for the BP-MRF method, the high-
resolution image on which the learning is performed actually consistsof a normalized 
version of the level Lü of a Laplacian pyramid, using an interpolator instead of the 
EXP AND procedure of [18]. In this experiment, the next level of a Laplacian pyramid 
will be used instead of the pre-processing steps described in Section 2.4.2. No contrast 
normalization will be performed for the Laplacian pyramid steps. 
For a training image T, the levels L'ô and Lf will be the high and low resolution 
images on which the learning will be performed. As for the input image, the ground 
truth data 1 is unknown. However, the input image I inp can be assumed to be G{. L{ 
can thus be obtained and this image will serve as the input for the BP-MRF method. 
The goal will be to recover the unknown Laplacian level L6' 
Results in Table 5.6 show that in general, the steps presented in [44] give better 
results than using Laplacian pyramids. However, for the Car image and the EM 
measure, the Laplacian pyramid method gives better results for the higher variances. 
The BP-MRF method is known to cause sorne artifacts [44], due to the fact that small 
patches are stitched together and that their overlapping regions are not necessarily 
identical. It could be a cause for the sensitivity of the EM measure. 
5.2.2 Influence of the Patch Size 
Following the interpolation and pre-processing steps, the images must be broken into 
local patches. The size of these patches might also influence the final results and could 
also be correlated with the true variance of the Gaussian PSF. Experiments for the 
Car and Fingerprint databases are shown in Table 5.7. 
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DB 
Car 
Car 
Car 
Car 
Car 
Car 
FP 
FP 
FP 
FP 
pp 
FP 
Similarity Measures SI (%) 
(J2 Meth. PSNR CC EM MS* PSNR CC EM 
0.75 MB 20.97 0.933 18.20 0.69 4.53 1.75 21.63 
0.75 LP 20.84 0.930 18.11 0.70 3.89 1.50 21.05 
1.50 MB 20.63 0.927 18.16 0.66 4.96 2.01 22.16 
1.50 LP 20.35 0.922 18.69 0.65 3.55 1.49 25.71 
3.00 MB 20.40 0.922 17.30 0.64 5.51 2.38 17.35 
3.00 LP 19.82 0.911 18.47 0.59 2.49 1.12 25.28 
0.75 MB 18.23 0.91 15.36 0.67 5.31 2.56 9.15 
0.75 LP 17.25 0.887 14.17 0.62 -0.34 0.41 0.70 
1.50 MB 17.92 0.90 15.56 0.64 6.86 3.66 12.11 
1.50 LP 15.53 0.860 13.40 0.53 -7.36 -0.77 -3.49 
3.00 MB 17.32 0.88 15.15 0.58 5.80 3.53 11.49 
3.00 LP 15.37 0.845 13.13 0.48 -6.12 -0.81 -3.34 
Table 5.6 Influence of the pre-processing steps on the super-resolved 
results. The steps as proposed in [44J are denoted as MB and the Lapla-
cian pyramid procedure is denoted by LP. MS here denotes the MSSIM 
measure. 
MS* 
11.07 
12.66 
13.70 
11.07 
16.92 
7.91 
28.60 
17.86 
41.21 
17.60 
45.78 
20.33 
Results show that for aIl cases, the similarity values are higher for a sm aller patch 
size, even for higher variances. The size of the patch has an influence on the candidates 
that will be chosen using Euclidean distance. Larger patches have a higher number 
of possible textures than sm aller ones. Therefore the probability of finding a close 
training patch is higher for sm aller sizes, provided that the signal-to-noise ratio is 
fairly high. For noisy images, however, larger patches could be needed to ensure the 
presence of features. 
5.2.3 Influence of the Size of the Blurring Kernel 
In this thesis, the size of the PSF kernel is assumed to be known, in or der to focus 
on a single blurring parameter. However, its influence on the results is also examined 
by varying its value. Results shown in Table 5.8 do not show obvious trends. In 
general, for the Fingerprint database, the measures are higher for a sm aIl blurring 
kernel, regardless of the variance. Again, this is not always the case for the EM 
measure. For the Car database, the PSNR increases with the size of the kernel for 
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DB 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
Similarity Measures SI (%) 
(}2 Meth. PSNR CC EM MS* PSNR CC EM 
0.75 5 20.97 0.933 18.20 0.69 4.53 1.75 21.63 
0.75 7 20.64 0.928 17.70 0.67 3.13 1.30 18.94 
0.75 9 20.34 0.923 17.48 0.65 1.75 0.75 16.95 
1.5 5 20.63 0.927 18.16 0.66 4.96 2.01 22.16 
1.5 7 20.21 0.920 17.72 0.63 3.04 1.30 19.42 
1.5 9 19.99 0.915 17.10 0.62 2.09 0.89 15.06 
3 5 20.40 0.922 17.30 0.64 5.51 2.38 17.35 
3 7 20.17 0.918 16.79 0.63 4.58 2.01 14.11 
3 9 19.92 0.914 16.66 0.60 3.41 1.52 13.14 
0.75 5 18.23 0.906 15.36 0.67 5.31 2.56 9.15 
0.75 7 17.68 0.894 14.99 0.64 2.47 1.31 6.44 
0.75 9 17.31 0.884 14.10 0.59 0.69 0.32 0.32 
1.5 5 17.92 0.898 15.56 0.64 6.86 ·3.66 12.11 
1.5 7 17.37 0.885 15.15 0.59 3.96 2.23 9.12 
1.5 9 17.06 0.876 14.43 0.56 2.47 1.38 4.07 
3 5 17.32 0.882 15.15 0.58 5.80 3.53 11.49 
3 7 16.99 0.873 14.77 0.55 4.09 2.59 8.59 
3 9 16.72 0.865 14.28 0.53 2.82 1.82 5.13 
Table 5.7 Influence of the patch size on the super-resolved results. MS 
here represents the MSSIM measure. 
MS* 
11.07 
8.02 
4.08 
13.70 
9.20 
6.56 
16.93 
15.16 
10.74 
28.60 
22.19 
14.13 
41.21 
32.35 
26.54 
45.78 
39.97 
35.00 
77 
the first two variances, but decreases for the larger variance. The CC measure, again, 
stays very stable, except the larger variance where more varÎation is seen. The EM 
measure varies substantially with the kernel size. Finally, the MSSIM for the Car 
database decrease with increasing kernel size for the larger variance, but otherwise 
stays relatively stable. 
One explanation for these results might lie in the pre-processing steps as proposed 
in [44]. These steps are simply presented without any ties to the input image or the 
blurring kernel (the kernel size used was 3 x 3). However, it is possible that these steps 
might not be well suited for all variances (and all kernel sizes). For a Gaussian PSF, 
in general, the kernel size is chosen as a function of the Gaussian, (40- + 1 X 40- + 1, or 
60-+ 1 x 60-+ 1, for instance). In this thesis, a size of 5 x 5 is chosen as a compromise. 
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Similarity Measures SI (%) 
DB a 2 K PSNR CC EM MSSIM PSNR CC EM MSSIM 
Car 0.75 3 20.80 0.930 18.42 0.69 2.89 1.17 23.66 7.54 
Car 0.75 5 20.97 0.933 18.20 0.69 4.53 1.75 21.63 11.07 
Car 0.75 7 20.99 0.933 18.06 0.70 4.70 1.80 20.74 11.40 
Car 0.75 9 20.98 0.933 18.03 0.70 4.65 1.78 20.56 11.35 
Car 1.5 3 20.60 0.928 18.37 0.68 2.51 1.13 24.20 7.70 
Car 1.5 5 20.63 0.927 18.16 0.66 4.96 2.01 22.16 13.70 
Car 1.5 7 20.64 0.927 18.47 0.66 5.55 2.26 24.47 15.96 
Car 1.5 9 20.68 0.927 18.11 0.67 5.85 2.38 22.26 16.92 
Car 3 3 20.59 0.927 18.04 0.67 2.86 1.28 23.59 7.51 
Car 3 5 20.40 0.922 17.30 0.64 5.51 2.38 17.35 16.93 
Car 3 7 20.23 0.919 17.45 0.63 6.41 2.93 19.94 21.25 
Car 3 9 20.26 0.920 17.57 0.63 7.12 3.28 22.14 23.33 
FP 0.75 3 18.25 0.907 15.27 0.68 4.02 1.89 7.81 23.17 
FP 0.75 5 18.23 0.906 15.36 0.67 5.31 2.56 9.15 28.60 
FP 0.75 7 18.23 0.906 15.30 0.68 5.36 2.59 8.71 29.10 
FP 0.75 9 18.23 0.906 15.31 0.68 5.40 2.60 8.76 29.14 
FP 1.5 3 18.19 0.905 15.35 0.67 4.49 2.16 9.16 25.24 
FP 1.5 5 17.92 0.898 15.56 0.64 6.86 3.66 12.11 41.21 
FP 1.5 7 17.90 0.898 15.64 0.63 7.60 4.15 13.46 45.93 
FP 1.5 9 17.87 0.897 15.54 0.63 7.51 4.12 12.88 46.20 
FP 3 3 18.19 0.905 15.32 0.67 4.94 2.37 9.60 26.90 
FP 3 5 17.32 0.882 15.15 0.58 5.80 3.53 11.49 45.78 
FP 3 7 16.96 0.871 14.67 0.51 5.93 4.02 10.62 50.94 
FP 3 9 16.93 0.870 14.57 0.50 6.26 4.34 10.53 53.70 
Table 5.8 Influence of the size of the blurring kernel on the super-
resolved results. The blurring kernel is of size K x K. 
5.2.4 Influence of the Compatibility Functions 
Finally, two important parameters of the algorithm are those of the compatibility 
functions. Recall that these functions are defined as: 
w(xLxj) 
-Id;k-dk'; 12 
e 2ai (5.6) 
(5.7) 
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where djk is the overlapping region between Xj and Xk (l, m represents candidates of k 
and j, Yk is the low-resolution training patch (candidate l) at node k and Yo is the true 
input patch. The parameters that will be varied here are (Js, (Ji' In general, they are 
set so that a few values for w(x~, xj) and <P(XLYk) are relatively high. A low value 
of (Ji will le ad to a high peak in the compatibility function <p(xL Yk) at candidate l 
which is the closest in Euclidean distance sense to the input patch, forcing the BP 
algorithm towards this candidate. AIso, a low value of (Js will le ad to a peak in the 
compatibility function on the candidate which is the most similar in the overlapping 
region as its neighbour. 
Examples for a single variance (J2 = 1.5 are performed with patch size 5x 5 and 
bilinear interpolation. Results are shown in Table 5.9. What can be se en is that 
varying (Js does influence the similarity between the super-resolved image and the 
ground truth, however the value at which the maximum occurs seems to depends on 
the other parameter (Ji. For instance, for (Ji = 10, the similarity values are in general 
maximal for (Js = 30. For higher variances, the maximum value can be reached 
either for (Js = 75 or (Js = 120, indicating that at this point the compatibility function 
<p(x~, Yk) is close to 1. For (Js = 30, the similarity values stay fairly stable in general for 
increasing (Ji (more variation is seen for EM). For higher values of (J's, more variation 
is detected. 
Looking at the improvement results, it can also be se en that both (J's and (Ji 
influence each other. Fixing (Ji = 10, in general, the improvements decrease with 
increasing (Js. However, for higher values of (Ji, the maximum values are generally 
seen for higher values of (J's. 
The analysis of these two parameters is complicated by the fact that the final 
result for a given patch depends not only on their compatibility functions, but also 
on the compatibility function of their neighbours (from the BP algorithm). There-
fore, the texture present in the input image with respect to the one present in the 
training database will greatly influence the results through the function w(xL xj) at 
the different neighbours. What can be said, however, is that choosing a (J s that is 
too high will le ad to a flat compatibility function, thus relaying the decision on the 
final candidate solely on W(XLYk) and vice-versa. Thus both parameters should be 
chosen such that the compatibility function values are neither too low or too high. 
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The median of both compatibility functions can be an indicator to help determining 
the values of their parameters. 
DB 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
Car 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
FP 
-FP 
Similarity Measures SI (%) 
ai as PSNR CC EM MSSIM PSNR CC EM MSSIM 
10 30 20.60 0.926 18.30 0.66 4.81 1.96 23.08 13.35 
10 75 20.43 0.923 18.29 0.65 3.95 1.63 23.01 12.10 
10 120 20.38 0.922 18.14 0.65 3.68 1.52 22.03 11.56 
35 30 20.61 0.926 18.15 0.66 4.86 1.98 22.04 13.33 
35 75 20.63 0.927 18.16 0.66 4.96 2.01 22.16 13.70 
35 120 20.60 0.926 18.29 0.66 4.82 1.96 23.00 13.62 
60 30 20.64 0.927 18.01 0.66 5.00 2.03 21.13 13.31 
60 75 20.63 0.927 18.35 0.66 4.96 2.01 23.44 13.79 
60 120 20.66 0.927 18.19 0.66 5.09 2.06 22.34 13.92 
10 30 17.88 0.897 15.48 0.63 6.61 3.54 Il.53 40.55 
10 75 17.69 0.892 15.51 0.63 5.50 3.00 11.76 38.97 
10 120 17.58 0.889 15.41 0.62 4.85 2.67 11.01 37.18 
35 30 17.89 0.897 15.51 0.63 6.70 3.58 Il.72 40.03 
35 75 17.92 0.898 15.56 0.64 6.86 3.66 12.11 41.21 
35 120 17.87 0.897 15.57 0.64 6.60 3.53 12.17 40.99 
60 30 17.88 0.897 15.45 0.63 6.66 3.56 11.30 39.82 
60 75 17.90 0.898 15.54 0.63 6.74 3.60 Il.98 40.30 
60 120 17.91 0.898 15.55 0.64 6.80 3.63 12.03 40.87 
Table 5.9 Influence of the compatibility function parameters on the 
super-resolved results. In aH cases, the variance of the Gaussian PSF is 
0-; = 1.5. 
5.3 Experiments and Results in a Non-Controlled Case 
Experiments were performed on in-house images of texts of various languages using 
a standard digital camem (Canon PowerShot A430). The text was fixed on a wall 
at a distance of 45cm from the camera, and an out-of-focus image of the text was 
obtained by using the autofocus functionality on an object located at 15cm from the 
camera (hence in front of the text to be imaged). Once the focus was done, the object 
was removed and the picture of the text was taken using that specifie focus setting. 
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An in-focus version was also obtained by re-focusing the camera on the text. For 
the training data, images of other texts were obtained at various zooming values, aIl 
in-focus. AlI the images are shown in Appendix A. 
Because in this thesis super-resolution is defined as deconvolution foIlowed by in-
terpolation, what is sought in this experiment is to obtain a deconvolved and enlarged 
version of the original image. Ground truth can not be exactly obtained in our case, 
but in-focus zoomed images were obtained as subjective comparisons. However, es-
timates of the camera PSF blurring parameter can be obtained and used as ground 
truth. Below is a description of the procedure to determine the parameter. 
5.3.1 PSF Blurring Parameter Estimation on Calibration Data 
Using the same procedure as ab ove , a calibrating pair of in-focusjout-of-focus images 
were obtained using a single edge pattern. The PSF parameter is obtained by fitting 
the out-of-focus edge by a theoretical model of the Edge Spread Function (ESF), 
resulting from the convolution between a Heaviside step edge and a PSF. Two models 
of PSFs are considered here: the Gaussian and the pillbox (or disk). The ESFs for a 
Gaussian, a pillbox and a rectangular PSF are obtained in Appendix B. 
To obtain a Gaussian or pillbox approximation of the camera PSF using a calibra-
tion pattern, a procedure similar to [5] is thus used by fitting the blurred edge with a 
set of theoretical ESFs. The closest fit will determine the blurring parameter of the 
PSF. The procedure followed is detailed below: 
1. In the out-of-focus calibration image Ig, pick a random number N of edges and 
obtain the average edge profile. 
2. Find the parameter aj (for a Gaussian PSF) or rb (for a pillbox PSF) for E(x) 
or E(y) fitting the best the edge profile. 
3. Confirm the estimate by using af or rb to blur the in-focus calibration image If 
and obtain an edge profile. The three edge profiles should an be close to each 
other. 
Results for using this procedure are shown in Figure 5.3 for a Gaussian PSF. The 
in-focus and out-of-focus calibration images are shown in Figure 5.3a-b. In Figure 5.3c, 
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the me an edge profile for the out-of-focus image, the best theoretical ESF of parameter 
(J f and the me an edge profile for the in-focused image convolved with a Gaussian PSF 
of standard deviation (J f are presented. It can be observed that a Gaussian PSF 
of standard deviation (Jf = 1 explains fairly weIl the out-of-focus blur. FinaIly, in 
Figure 5.3d, the closest pillbox PSF has a radius of Tb = 2. 
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Figure 5.3 Calibration images and edge profile for the determination 
ofthe camera PSF. a and b show the in-focus and out-of-focus calibration 
images, respectively, c shows the edge profile for a Gaussian PSF and cl 
shows the edge profiles for a pillbox PSF. 
5.3.2 Results 
Results using the BP-MRF method with the variance determined above are shown 
in Figure 5.4 for a Gaussian and a pillbox PSF. The focused and zoomed image of 
Figure 5.4d can not be considered as the ground truth, as the image might not be 
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perfectly registered and as the magnificat ion factor might be slightly different. It is 
only shown here for subjective comparison purposes. 
The intensities were stretched to enhance the contrast. The noise in the input 
image is very apparent and seems spatially correlated. Not surprisingly, the noise is 
therefore still present in the interpolated images, and is also present in the super-
resolved images. In fact, the noise is super-resolved as a structure of the image. The 
result using bilinear interpolation is slightly smoother than for cubic splines. The 
edges are sharper in both cases, however artifacts are seen due to the noise. But 
overall, very little difference can be seen between the results using a Gaussian PSF 
model (Figures 5.4e-f) and a pillbox model (Figure 5.4g). 
Because of its local nature, noise is a clear limitation of the BP-MRF algorithm. 
Uncorrelated and low noise levels for the input image can be de aIt with if the training 
database is not as noisy. However, for data such as the input image of the Text 
database, the algorithm will consider the noise as a texture and will super-resolve it, 
creating sorne artifacts. 
It is also seen that the structures in the true image are thinner than what was 
super-resolved. Since sorne training images do contain letters with thicker fonts, 
and that blurring will tend to spread the structure, it is believable that the chosen 
candidates come mostly from these examples. 
5.4 Summary and Conclusions 
In this chapter, over a hundred different super-resolution experiments on two databases 
were performed to better understand the role of the various parameters in the BP-
MRF method as well as to compare the algorithm with other methods. Experiments 
show that the BP-MRF for a known PSF method works better than the lA framework, 
than standard interpolation methods, and also generally better than deconvolution 
followed by interpolation. 
The similarity values vary substantiaIly with the class of images. How weIl the 
training database explains the input image is an important factor. The size of the 
database, but also the presence of similar features will both affect the level of ade-
quacy of the training database with respect to the input image. AIso, the degree of 
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Figure 5.4 Super-resolution of the Text image with the PSF determined 
by calibration. a is the input image, band c are the interpolated image 
using bilinear and cubic spline interpolation, respectively, d is a focused 
and zoomed image for comparison purposes, e and f are super-resolution 
results using bilinear and cubic spline interpolation for a Gaussian PSF 
and g is the super-resolution result for a pillbox PSF model. 
improvement obtained from the BP-MRF algorithm depends on how similar the input 
image is t6 the ground truth. An input image that is close to the ground truth has 
less potential for improvement by the BP-MRF method. 
In general, MSSIM gives higher improvement values than PSNR and CC. How-
ever, the EM measure is higher than MSSIM for the Car database, and lower than 
MSSIM for the Fingerprint database. Because EM measures edges at various scales, 
it is particularly sensitive to the texture contained in the images as weIl as to the 
localization of those edges foIlowing an interpolation or a super-resolution process. 
A number of parameters were also varied and similarity measures were used to 
quantify their influence on the super-resolution result. A summary of the main find-
ings is provided below . 
• True variance: The similarity values decrease with increasing variance. However, 
the improvement in similarity when going from the input image to the super-
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resolved image increases with the variance. 
• Interpolation method: The interpolation method greatly influences the results. 
Cubic spline interpolation give the highest similarity values, however the im-
provement offered by the BP-MRF method with this method is not necessarily 
the highest. 
• Pre-processing steps: The pre-processing steps as proposed in [44] give better 
results than a procedure using Laplacian pyramids. The steps of [44] are specif-
ically tuned to enhance the presence of edges, assumed to be the driving force 
for the super-resolution process. 
• Patch size: Smaller patch sizes for the low-resolution training images give better 
results. Smaller patches are more likely to have similar candidates in the training 
set. 
• Size of blurring kernel: No obvious trend is observed with the true variance. 
However, it is possible that the pre-processing steps as proposed in [44] are 
designed for sm aller sizes. A size of 5 x 5 is thus chosen for further experiments. 
• Compatibility function parameters: Both parameters (Ji and (Js influence the 
results and seem to have their effects correlated. 
For the rest of the thesis, unless otherwise cited, sorne parameters will remain 
fixed. The list is as follows: 
• Interpolation method: Bilinear 
• Pre-processing steps: Mid-Band method as in [44] 
• Patch size (low-resolution images): 5 x 5 
• Size of blurring kernel: 5 x 5 
Without the use of the similarity me as ures , a detailed parameter analysis as pre-
sented above would be difficult, since only subjective comparisons would be possible. 
The quantification of the improvement allows us to find direct relationships between 
parameter values and the results. Furthermore, the use of only one measure would 
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not allow us to distinguish the effects of parameters on various image properties such 
as edge localization and scale, image structure or noise content. This chapter showed 
the usefulness of a set of similarity measures in analyzing super-resolution results as 
weIl as offering a better understanding of the role of the different parameters in the 
algorithm. This is an important contribution to the field of super-resolution, sinee 
the issue of quantifying image quality is rarely addressed, and the role of various 
parameters is thus difficult to assess. 
Another important contribution from this chapter is the comparison with a dual 
deconvolutionjinterpolation process. Given the definition adopted in this thesis for 
super-resolution, interpolation is not the only proeess involved as it is sometimes 
assumed (e.g. [105]). The results showed that adding a standard deconvolution 
pro cess can also improve the quality of the image, and in sorne cases even more than 
the BP-MRF framework. This confirms that classical deconvolution techniques should 
not be neglected as a way to improve image quality. 
FinaIly, experiments in a non-controlled case were also performed. An estimate of 
the true PSF using two different models, the Gaussian and the pillbox, was obtained 
using calibration data. It can be seen that the BP-MRF framework is partieularly 
sensitive to noise. 
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Chapter 6 
Distance-Based PSF Parameter 
Estimation for Super-Resolution 
As demonstrated in the last chapter, the learning-based super-resolution of [44] can 
generally produce good results for a single frame. However, the learning is supervised, 
and it is assumed that the camera PSF is known. Recent work [48, 107] proposed 
extensions for the case where the PSF is unknown (see Section 2.4). However, in [107], 
experimental validation is limited as PSF recovery is obtained for only one example. 
In [48], the method only deals with super-resolving an image with unknown PSF, and 
does not consider the recovery of that PSF. 
In the next two chapters, two methods to overcome the known PSF requirement 
are presented. Both methods not only super-resolve an image without the knowledge 
of the sensor PSF, but also aim at recovering an estimate of this PSF. This problem 
is very difficult because it, is composed of several problems that are already ill-posed. 
First, deconvolution, as seen in Section 2.1.1, is an ill-posed problem even for the case 
where the sens or PSF is known. The blind deconvolution problem is therefore even 
more difficult. Second, reconstruction (or interpolation) is an ill-posed problem as 
weIl, as shown in Section 2.1.2. The variety of contexts in which blind deconvolution 
and interpolation can be used make them difficult to generalize. They are thus still 
considered open problems, and are also active fields of research, as demonstrated by 
recent studies published in the past year (e.g. [4, 23, 24, 42, 105, 118]). 
In the first method (Section 6.2), the algorithm simply recognizes the best PSF by 
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finding the closest training database (in terms of Euclidean distance between input 
and training patches) using a Golden Section Search (GSS). A blind deconvolution 
pro cess finds a first estimate of the unknown PSF parameter and an uncertainty is 
obtained, restricting the range of possibilities. Once a refined estimate of the PSF 
parameter is obtained, the original BP-MRF method can be used as if the PSF is 
known. This method is referred to as the PSF-GSSjBP-MRF method. 
The second approach presented in Section 7 (denoted as the PSF-BP method) 
also involves the use of an existing blind deconvolution technique to provide a first 
estimate, followed by a refinement pro cess taking place concurrently with the super-
resolution process. Our method was published in [7] (and cited by [54]) and was to our 
knowledge among the first learning-based algorithms to deal with unknown camera 
PSF along with its recovery. 
The goal of both methods is to propose simple solutions to overcome the unknown 
PSF and to obtain an estimate of its value, without changing the super-resolution 
algorithm. The belief propagation algorithm remains the same in both cases, thus 
keeping the full efficiency and advantages of the original algorithm. 
To justify the use of a GSS for recovering the PSF, a demonstration of the rela-
tionship between the Euclidean distance between input and training patches and the 
blurring kernel used to construct the training images is presented in Section 6.1. The 
GSS approach for finding the global minimum of a function is described in Section 6.2. 
Preliminary experiments using a wide initial range for the se arch of the global min-
imum are shown in Section 6.2.3. This will introduce the necessity to restrict the 
range of the search, and a method using an estimate from a blind LR algorithm is 
presented in Section 6.3. Experiments using this method for four different databases 
with ground truth are shown in Section 6.4, for varying PSF variances. Experiments 
for a database with no ground truth available are presented in Section 6.4.2, for two 
different PSF models. Finally, the main findings and conclusions are summarized in 
Section 6.5. 
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6.1 Effects of the Blurring Kernel on the Euclidean Distance 
Between Patches 
The Euclidean distance between small patches is already used in [44] as a way to 
obtain a set of potential candidates for the LBP algorithm (see Section 2.4). Here 
this idea is taken further by using the Euclidean distancebetween patches to obtain 
the training blurring kernel leading to the smallest mean Euclidean distance with 
the input image. Given an adequate training database (i.e. a database containing 
features similar to those embedded in the input image), this pro cess can be used to 
recognize the input image's camera PSF. 
Let an image I 10w be a low-resolution image to be super-resolved and the set 
T = {Tl, T2 , ••• , TNt} be the NT high-resolution training images. Breaking aIl images 
into patches, the set of patches for I10w is denoted by Ip = {Pl,P2,'" ,PK}, and the 
set of patches for aIl images in T is: Tp = {tp1 , tp2 , ... , tpM }. If the training images 
in Tare blurred with a Gaussian PSF of variance a;, and I 10w is known to have been 
blurred with a Gaussian PSF of variance al, what is the effect of varying a; on the 
Euclidean distance between patches in Ip and Tp? 
To show this, a simple experiment using the Fingerprint database1 is performed. 
A test image I10w is taken from the training set T to avoid the possibility that T does 
not well represent Ilow. The variance of the Gaussian PSF used to blur the training 
set, al, is varied, while al = 2 remains fixed. For each input patch Pi, the close st 
candidate from the training database is found and its distance is kept. The me an 
Euclidean distance is computed once aIl the patches Pi are processed. For the perfect 
case described here, when al = al, the smallest distance between a patch in Ip and 
its closest candidate in Tp is always zero. 
As se en in this experiment, only a global minimum is seen at al = al. Thus in 
the ide al case where a perfect training database is available (i. e. a database in which 
all the features of the true high-resolution input image are contained) but where the 
camera PSF is unknown, a simple solution to recover the PSF is to vary the blurring 
kernel of the training dataset and to se arch for the minimum mean Euclidean distance 
between the training and input patches. 
lSee Appendix A for a description of all databases 
~ 
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Figure 6.1 Example of the mean Euclidean distance between test 
patches and closest training patches. The Gaussian kernel used to blur 
the test image is (JE = 2, where the global minimum is seen. In this 
experiment the test image consists of one of the training images. 
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If I10w is different than images in T (which would be the case in a realistic situation), 
the minimum value would not fall to zero and the function will be noisier. However, if 
the training database represents reasonably well the input image, a minimum should 
be seen and this minimum can be thought to represent the camera PSF. N evertheless, 
even if it is not around the true value, this minimum represents the blurring kernel 
giving the close st (in terms of Euclidean distance) set of training patches to the input 
subimages. Examples for the case where I10w and images in Tare different are shown 
below in Section 6.2.3. 
6.2 Distance-Based PSF Parameter Estimation for 
Super-Resolution 
Based on the observations noted ab ove , what is proposed here is to obtain the PSF 
parameter only using the Euclidean distance between input and training local patches. 
The mean Euclidean distance between the training dataset and the input patches is 
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calculated for a series of blurring parameters al. The parameter giving the lowest 
mean Euclidean distance will be the recovered parameter (J;. In other words, the 
mean Euclidean distance for a parameter (J; is: 
(6.1) 
where (J; is the true variance, d(Pi, tcJ is the Euclidean distance between input patch 
P at location i and its corresponding close st candidate tCi in the training database. 
Therefore, for a series of (J;, the recovered parameter (J; is: 
(6.2) 
The goal is to obtain the minimum of the function by evaluating the least number 
of distances as possible, since this pro cess requires a substantial amount of computa-
tion. The method chosen is a Golden Section Search (GSS) [81, 106]. Given a range 
within which the true solution is assumed to lie, the function is sampled at values 
equidistant from both ends of the range. Given the output of the function, the range 
is narrowed and the pro cess continues until a predefined tolerance is reached. This 
method is chosen because it is particularly efficient for quasiconvex functions (Le. 
varying monotonically on each si de of the global minimum), and it does not require 
that the function be differentiable. 
6.2.1 Golden Section Search Method 
Let a function j(x) be defined over a range r = [X min , xmax] in which a single minimum 
can be found, and let values Xl and X2 be inside range r, with Xl < X2. The values of 
Xl and X2 are chosen in such a way that (Figure 6.2) [81]: 
. (6.3) 
Denoting a as the interval Xl - Xmin, b the interval Xmax - Xl and c being the 
6 Distance-Based PSF Parameter Estimation for Super-Resolution 
f(x) 
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Figure 6.2 Intervals for the GSS method. 
distance X2 - Xl, we therefore have: 
c 
a 
a 
b' 
c a 
b - c - b' 
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(6.4) 
Requiring only positive solutions, the ratio 12 is found to be the golden ratio: 
a 
~ = 1+2)5 = rp. The values of Xl and X2 can thus be obtained. Let T = <P~l' Using 
the properties of the golden ratio, it can be found that [106]: 
(1 - T)Xmin + TX max , 
TXmin + (1 - T)Xmax. 
(6.5) 
(6.6) 
The values Xl and X2 are used to narrow the range r. If the value of the function 
at Xl, !(XI) is higher than the value ofthe function at X2 (f(X2)), the minimum value 
of the range Xmin can be replaced by Xl' The range will become: r = [Xl, Xmax] 
and the minimum value is guaranteed to lie within that range if the function varies 
monotonically on each si de of the minimum. If, on the other hand, !(X2) > !(XI), the 
maximum value in the range will be replaced by X2: r = [Xmin, X2]. The narrowing of 
the range is illustrated in Figure 6.3. 
The pro cess is repeated until a tolerance is reached. This tolerance, E, can be 
calculated in terms of the smallest range allowed, .6.xfinal, provided by the user, and will 
also determine the number of iterations required to reach this final range. The range 
.6.xfinal consists of either [Xmin_fin, X2] or [Xl' XmaxJin], depending on the results of the 
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Figure 6.3 Narrowing of the range for the GSS method. Case a is when 
f(Xi) > f(X2) and Case b is when f(Xi) < f(X2)' 
x 
final iteration (X min_fin , Xmax_fin are the values of Xmin and Xmax at the last iteration, 
respectively). The tolerance E and the number of iterations N iter are obtained as 
follows [106]: 
E 
~Xfinal 
, 
X max - Xmin 
-2.078InE. 
6.2.2 PSF Parameter Estimation Using Golden Section Search 
(6.7) 
(6.8) 
Given the framework given in Equations 6.1 and 6.2, and using the GSS method 
presented ab ove , the algorithm for estimating the variance of the Gaussian PSF is 
summarized in Algorithm 3 for a bound range of r = [ri, r2]' The variances (j2 are 
denoted as Œ. This method, referred to as the PSF-GSS method, will be tested in 
Sections 6.2.3 and 6.4. 
Once the PSF parameter ex = (j; is obtained, the BP-MRF method can be applied 
as is, without any change to the original algorithm (see Section 2.4). The pro cess of 
both obtaining the PSF parameter and the super-resolved image will thus be referred 
to as the PSF-GSSjBP-MRF method. 
However, because the function can be noisy, local minima can be a problem for 
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Aigorithm 3 PSF parameter estimation using the GSS method 
Given a search range r = [rI, r2l 
Œmin = rI 
Œmax = r2 
.6.Œfinal = 0.25 
Compute c, Niter (Eqns. 6.7, 6.8) 
for i = 1 : Niter do . 
Compute ŒI, Œ2 (Eqns. 6.5, 6.6) 
for j = 1 and 2 do 
Construct training set with PSF of variance (Y2 = Œj 
Break input image into patches Pk 
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Obtain the closest low-resolution training candidate (one per patch) tCk and 
associated distance d(pk, tCk) 
Compute the me an distance D(Œj) 
end for 
if D(Œd > D(Œ2) then 
Œmin f- ŒI 
else 
Œhigh f- Œ2 
end if 
end for 
if D(ŒI) > D(Œ2) then 
Œend = Œ2 
else if D(Œmin) > D(Œd then 
Œend = ŒI 
else 
Œend = Œmin 
end if 
return Œend 
GSS. As a first test, the initial range will be kept wide to see how problematic these 
local minima can be. 
6.2.3 Preliminary Testing of the PSF-GSS Method 
To assess the efficiency of a GSS search to recognize the PSF in a wide range of 
possibilities, a set of experiments are performed here. Results for the Fingerprint 
database are shown below in Table 6.1. Images are blurred with the true variance (Y;, 
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subsampled by a factor of 2 and both bilinear (BL) and cubic spline (CS) interpolation 
are used to obtain the full resolution image. Experiments are performed for an initial 
range r = [0.1, 9] and for ~afinal = 0.1, for various true variances. 
(J2 
t 0.25 0.5 1 1.5 2 2.5 3 4 6 8 
BL 3.19 3.19 3.19 4.3 4.22 5.67 5.55 7.65 6.78 6.9 
CS 1.89 1.89 1.89 1.89 2.20 2.43 2.20 2.51 3.38 7.66 
Table 6.1 Experiment using the PSF -GSS method on a wide initial 
range 
What is clear from this first experiment is that the relationship between the me an 
Euclidean distance and the true variance is clearly not a quasiconvex function, as 
was the case for the "perfect" example shown in Figure 6.1. In fact, looking at two 
examples more closely, it can be shown that the function is noisy (Figure 6.4). Because 
the GSS method assumes a function with a single minimum in the range r = h, r2], 
the method will tend to get trapped into local minima. This is particularly true for 
Figure 6.4a, where a local minimum is seen and which corresponds to the final value 
obtained. The mean distance at the lowest value of the range, 0.1 is much lower than 
the solution, but the part of the function between 0.1 and amin was not sampled by 
the algorithm. 
For Figure 6.4b, it can be seen that there are much less variations in the range 
considered by the algorithm (the minimum value of al and the maximum value of 
a2)' However, again, a local minimum is seen and it corresponds to the final value 
obtained by the algorithm. Therefore, using a very wide range will cause the first 
parameters al and a2 to be located at high values. If a local minimum is present, the 
GSS will be attracted automatically towards it, and the parts of the function at low 
variances will not be sampled. 
The range must thus be narrowed significantly to avoid local minima. Several 
techniques could be used, such as performing the se arch on different ranges to change 
the location of al and a2. However, this would be very time consuming. Instead, 
one can make use of already existing algorithms for dec6nvolution in or der to get a 
first estimate, and obtain an uncertainty around this estimate so that the PSF -GSS 
method can se arch in a constrained range. 
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It is also important to note that for a true variance (J; with a low value, the 
structure in the image will not be blurred significantly. Therefore, if the training 
database does not include ex amples that have nearly identical structure to the input 
patch, the distance between the input patch and the training patch will be high. This 
will favor training candidates blurred with high variances, since the distance between 
a noisy and a fiat signal can be smaller than the distance between two noisy signaIs. 
6.3 PSF Estimate and Uncertainty 
In Section 5.1.1, the Lucy-Richardson (LR) deconvolution algorithm was briefiy de-
scribed, for the case where the PSF is known. However, if the PSF is unknown, a 
similar algorithm can be used to iteratively estimate the PSF. Iterating on both the 
restored image and the PSF alternatively will provide an estimate of both the PSF 
and the restored image [12]. The number of iterations required must be provided by 
the user. However, the pro cess can be stopped using the properties of residual noise. 
In this thesis, Matlab's implementation of the iterative blind deconvolution algorithm 
is used, deconvblind. 
The blind LR algorithm only provides a first estimate of the PSF, and the result-
ing deconvolved image is .not used by the system. The parameters required by the 
algorithm are an initial PSF (here assumed to be a Gaussian of variance (J[ = 9) 
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and the number of iterations (a threshold can also be used to stop the number of 
iterations). The images are padded along the edges to avoid ringing effects. Here, 
the PSF is assumed to be an isotropic Gaussian where the variance is an unknown 
parameter, and the size of the kernel is assumed to be known. The output of the LR 
algorithm is a matrix (the convolution kernel), and the closest Gaussian is found by 
minimizing the RMS distance between the Gaussian function and the values of the 
kernel. The variance of this Gaussian, 0";, becomes the PSF estimate. 
The choice of the uncertainty depends on many factors. First, the confidence in the 
LR estimate will determine if this range should be large or small. A poor confidence 
will lead in a large uncertainty, however an uncertainty that is too large will pro duce 
the bias as observed in the previous experiments. 
Here it was chosen to trust the LR estimate, so the uncertainty should be fairly 
small. We choose to compute this uncertainty based on a synthetic texture. The goal 
is to find a PSF that will change the texture in such a way that the image patches 
differ greatly but are still recognizable. The range should be large enough to ensure 
the inclusion of the real PSF, but not so large so as to compromise the precision of 
the reconstruction. 
The chosen texture is a horizontalline (l-pixel wide) of maximum intensity (here 
255) while the rest of the image has minimum intensity; this texture provides a single 
sharp feature to illustrate the effect of the PSF. A Gaussian and rotationally symmet-
ric PSF is chosen so that its convolution with the texture reduces the line's intensity 
value by half (at ~ts original location), the rest of the intensity being dispersed to 
its neighbours. This criterion allows the standard deviation of the PSF to be easily 
calculated. Assuming a 3 x 3 Gaussian filter of the form: 
(6.9) 
the constant Kf and O"f can be recovered because the Gaussian kernel's values must. 
add up to one and the intensity of the horizontal line must be reduced by half after 
convolution: 
(6.10) 
x=-l y=-l x=-l y=-l 
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(6.11) 
From Equations 6.10 and 6.11 it can be shown that a} = 0.72. For a kernel of size 
5 x 5, the uncertainty is lower and can be shown to be a} = 0.64. The uncertainty 
obtained above determines the range within which the GSS will be performed: r = 
[a; - al, a; + al]. If al > a;, then a minimum value will be imposed (in this thesis, 
the minimum value will be 0.1). 
The procedure described above can be easily adapted to other PSF models. Sec-
tion 6.4.2 will show how it can be modified for a pillbox PSF. 
6.4 Experiments and Results for the PSF -GSS /BP-MRF 
Method 
For simplicity, this section shows only results for the Fingerprint database. Results 
for the other databases are discussed in Section 6.4.1. Figure 6.5 consists of three 
different graphs reporting results from 10 different experiments with varying a;. The 
first graph shows the similarity improvement for each measure with respect to the 
true PSF variance. The second graph shows the similarity improvements with respect 
to the error on the refined variance (here defined as a; -an. Finally, the third graph 
shows the error on the refined variance with respect to the true variance. 
As noticed in Chapter 5, the improvements for the different measures, shown in 
Figure 6.5a, are very distinct. The MSSIM measurè is very high whereas the CC 
measure stays relatively low. Improvements are low for low values of a; and increase 
with the variance until a peak is reached at around a; = 2.0. The improvement then 
decreases slightly and reaches a plateau. 
The error on the refined variance with respect to the similarity improvements is 
shown in Figure 6.5b. For negative errors (i. e. when the true variance is higher than 
the refined variance), the improvements are very stable. However, for errors doser 
to zero, the trend can better be understood by analyzing Figure 6.5c. For the blind 
LR algorithm, the error on the refined variance reaches a peak at around 1.5 and 
then drops monotonically with respect to the true variance. At the same time, the 
similarity improvements are low for low values of al. Therefore, if the refined variance 
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Figure 6.5 Fingerprint database: Results using the PSF-GSSjBP-
MRF method. a: Similarity impravement vs true PSF variance, b: Simi-
larity Improvement vs errar on refined variance, c: Error on refined vari-
ance vs true PSF variance. The errar on the refined variance is here 
defined as e = 0"; - O"F. 
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is close to the true variance and is higher than 1.5, the similarity improvements will 
also be high. Otherwise, the similarity improvement will d~op. 
It can also be observed that the PSF -GSS procedure can either increase or decrease 
the estimate provided by the blind LR algorithm. For the Fingerprint database, 
however, the tendency is to decrease the estimates. 
The main observation from these experiments is that the similarity improvements 
are not exactly correlated with a better recovery of the PSF. The true variance a;, 
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Figure 6.6 Car database: Results using the PSF-GSS/BP-MRF 
method. a: Similarity improvement vs true PSF variance, b: Similarity 
Improvement vs error on refined variance, c: Error on refined variance vs 
true PSF variance. 
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however, will strongly influence the improvement, up to a certain value where a plateau 
is observed. It should be noted here that the choice of variances is very wide consider-
ing the sm aU size ofthe blurring kernel (5 x 5). So the plateau se en in Figure 6.5a can 
simply reflect the limit of the amount of blurring possible for this kernel. This limit 
will also reflect in results shown in Figure 6.5c, since the estimates obtained from the 
LR algorithm and the refined values obtained from the PSF-GSS procedure will also 
reach a plateau for higher varia:nces. 
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Figure 6.7 MRI database: Results using the PSF-GSSjBP-MRF 
method. a: Similarity improvement vs true PSF variance, b: Similarity 
Improvement vs error on refined variance, c: Error on refined variance vs 
true PSF variance. 
6.4.1 Results for Other Databases with Ground Truth 
6 
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To confirm the relationships observed with the Fingerprint database, the same experi-
ments were performed on aIl the other databases available (described in Appendix A). 
Results are shown in Figures 6.6, 6.7 and 6.8. In general the same trends are observed 
for the similarity improvements with respect to the true variance and the error on the 
refined variance. However, looking at the error on the refined variance with respect 
to the true variance Cf;, results vary with the database. For the Car and Washington 
databases, for instance, the refined variances are generally higher than the estimate 
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._----
(J'~, but lower for the MRI database (as for the Fingerprint database). OveraIl, the re-
sulting refined variances obtained with the PSF -GSS algorithm are difficult to predict, 
because the function to be minimized is relatively noisy and the approach is sensitive 
to local minima. FinaIly, for a subjective assessment of the results, details of the 
ground truth image, the reinterpolated input image using bilinear interpolation (for a 
true PSF variance of (J'; = 2) and the corresponding super-resolved images are shown 
for aIl four databases in Figure 6.9. For aIl databases, the edges in the super-resolved 
images appear sharper than for the input image, denoting an improvement. 
35 
~30 ~ 
E 25 
Q) 
~ 20 
e 0.15 
E 
~10 
"fij 
E 5 
èii 
o 
-5 
Similarity Improvement vs True PSF Variance 
+++++ + MSSIM 
a PSNR 
+ 0 CC 
+ + i) EM 
+ - ZerolMP 
-t»i)i)<><)i) i) 
(1 <> 
(> 
ogoggg El fi t'J 
ua 
'J 
Similarity Improvement vs Error on Refined Variance 
35 
E 25 
Q) 
~ 20 
15 
0.15 
E 
~10 
.~ 
E 5 
èii 
o 
-5 
+ 
+ + 
<> 
<> <> 
t'J fi El 
+ +: + + MSSIM 
a PSNR 
0 CC 
<> EM 
+ - Zero IMP 
<) <;" <) 
t, 
gg~o 
ua 
CI 
-2 0 2 4 6 8 10 12 14 -6 -4 -2 0 2 4 
True PSF Variance (pixelJ11 Error on the Refined Variance (pixel~l 
a 
Error on the Refined Variance vs True PSF Variance 
+ "12 1 ~ t~ ~ x + S o~ ___ X_~t ________ ~ l
x Blind LR 
. + PSF-GSS Method 
Q) 
u 
c 
.~ -1 
~ 
"0 -2 
Q) 
c 
'ai -3 
cr: 
Q) 
;; -4 
c 
o e -5 
* 
Lu -~~-7-~2-~3~-74-.~5-~6~-77-~8~ 
True PSF Variance (pixelJ11 
c 
b 
Figure 6.8 Washington database: Results using the PSF-GSSjBP-
MRF method. a: Similarity improvement vs true PSF variance, b: Simi-
larity Improvement vs error on refined variance, c: Error on refined vari-
ance vs true PSF variance. 
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Figure 6.9 Details of images for the PSF-GSSjBP-MRF experiments. 
a, d, g and j are the original high-resolution images, b, e, h and k are 
the input low-resolution images (reinterpolated using bilinear interpola-
tion), and c, f, i and 1 are the super-resolved images using the PSF-
GSSjBP-MRF method. Each row corresponds to experiments using a 
different database: the Fingerprint, the Car, the MRI and the Washing-
ton databases. 
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6.4.2 Results for the Text Database 
Results for the Text database, where no ground truth is available, are shown in Fig-
ure 6.10. Details about the input image, the training images and how the estimates 
of the PSF were obtained can be found in Section 5.3. 
Spline 9.00 1.00 2.60 3.05 
Bilinear 9.00 1.00 2.60 2.52 
Table 6.2 Text database: PSF refinement results using the PSF-GSS 
method. O"i is the variance of the initial Gaussian PSF for the LR al-
gorithm, 0"; is the true variance, O"~ is the output variance from the LR 
algorithm and 0"; is the refined variance obtained from the PSF-GSS al-
gorithm. 
As for the known-PSF case (Section 5.3), the PSF-GSSjBP-MRF method was 
here used by using two models for the PSF: a Gaussian and a pillbox. Results for a 
Gaussian PSF model are seen in Table 6.2. As noticed in Section 5.3, noise is present 
in the input image and was super-resolved as a texture in the image. This causes 
artifacts to be seen around edges. 
Even if the method described in this chapter involves a Gaussian PSF, it can be 
easily adapted for a pillbox. Blind deconvolution is again used to obtain an estimate 
re of the blurring radius and the criterion for the uncertainty is the same as for the 
Gaussian PSF. An initial blurring radius of ri = 4 and 20 iterations resulted in an 
estimated pillbox PSF of radius re = 2.65. Here the blurring radius required to lower 
the maximum intensity by half is .6.r = 1.24. Both the radius and uncertainty are 
squared so that the bound range within which the GSS method will search for the 
minimum is [r; - .6.;, r; + .6.;]. Results le ad to a refined value of r = 2.49 for a true 
value of rt = 2 and the super-resolved image is shown in Figure 6.10f. It can be seen 
that the super-resolved image is subjectively comparable to the experiments using a 
Gaussian PSF model. 
The noise probably affected both the blind LR algorithm as well as the PSF -GSS 
algorithm. The final values are fairly far from what was measured with the calibration 
data. However, results are better when using a pillbox model. 
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Figure 6.10 Text database: Input and output images for the PSF-
GSSjBP-MRF method. a is the input image, band c are the interpolated 
image using bilinear and cubic spline interpolation, respectively, d is a 
focused and zoomed image for comparison purposes, e and f are super-
resolution results using bilinear and cubic spline interpolation and g is 
the super-resolution result for a pillbox PSF mode!. 
6.5 Summary and Conclusions 
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A method to obtain the PSF variance was presented, that is solely based on the 
computation of mean Euclidean distances. The algorithm computes a series of mean 
Euc1idean distances between input patches and training patches obtained by blurring a 
high-resolution image with kernels of variances (Tl, subsampling it and reinterpolating 
it to the original resolution. The variance (Tl giving the lowest value of the mean 
distance is assumed to be the variance of the kernel which produced the input low-
resolution image. A CSS approach is chosen to find the minimum. 
The experiments performed on various databases both with and without ground 
truth for a series of true PSF variances allow the following conclusions to be drawn: 
• The CSS method assumes that the function contains a single minimum in its 
se arch .interval. However, this is not the case in general for the mean Euclidean 
6 Distance-Based PSF Parameter Estimation for Super-Resolution 106 
distance with respect to the variance of the training PSF. 
• Small variances are penalized for two reasons: 
1. Because the middle of the initial range is first sampled, the presence of a 
local minima can attract the search towards it instead of moving the range 
towards the true global minimum. 
2. A bias towards larger variance can be seen, caused by the fact that a fiat 
signal can lead to smaller Euclidean distances with respect to a noisier 
signal (even if it was blurred by the true PSF). 
• Restricting the range to an area where the true solution is assumed to lie pro-
duces better results. Here a blind LR algorithm was used to provide a first 
estimate and an uncertainty was obtained to restrict the search around it. 
• The algorithm can either increase or decrease the first estimate obtained from 
a blind LR algorithm. 
• Despite the uncertainty on the PSF, the BP-MRF super-resolution algorithm 
produces high similarity improvements. In general the similarity improvements 
are not exactly correlated with the accuracy of the PSF obtained from the PSF-
GSS procedure. However, this observation must be analyzed carefully. The 
plateau seen in the similarity improvements and the monotonie increase of the 
error on the refined variance for higher values of the true PSF variance are 
probably due to the small size of the blurring kernel, thus limiting the amount 
of blurring that can be performed. This, in return, will also limit the value of 
the variance estimated from the LR algorithm. 
• As noted for the known PSF case, in general the MSSIM improvements are 
higher than the PSNR and CC improvements. However, the EM measure varies 
significantly with the database and is higher than MSSIM for the MRI. and Car 
databases. 
Overall, the BP-MRF method seems fairly stable in the presence of an uncertain 
PSF, leading to high similarity improvements. The method described in this chap-
ter for the PSF recovery, the PSF -GSS method, can either increase or decrease the 
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estimate provided by the LR algorithm. In Chapter 8, a comparison of the PSF-
GSSjBP-MRF algorithm with other methods is presented, including the PSF-BP 
method that will be described in Chapter 7. 
Chapter.7 
Simultaneous Super-Resolution 
and PSF Parameter Estimation 
108 
In the previous chapter, a method to refine a first estimate of the PSF variance is 
presented, the PSF-GSS method. The BP-MRF method is then used as is, as if 
the PSF is known with certainty. In this chapter, another technique is described 
where super-resolution and PSF recovery are performed simultaneously, the PSF-
BP method. Instead of using a single blurring kernel to construct the training set, 
here a set of PSFs is used. Again, the kernels consist of a theoretical model with 
one unknown parameter (the variance in the Gaussian case). Therefore, the set of 
candidates for each input patch can comprise any of the camera PSFs. The final 
ca~didate obtained through the MAP estimate is linked to its original kernel and a 
single value for the entire image can be obtained by computing the mean variance. 
The method is described in more detail in Section 7.l. 
Experiments are performed on four different databases with ground truth and 
results are shown Section 7.2. First, in Section 7.2.1, the true variance is varied and 
its influence on the similarity measures is tested. Second, because the super-resolution 
and PSF parameter estimation pro cesses are performed at the same time, the effect 
of the compatibility function parameters on both the super-resolved image and the 
refined PSF variance is also analyzed in Section 7.2.2. Results for various databases 
are presented in Section 7.2.3. In Section 7.2.4, experiments in a non-controlled 
case (i. e. with no ground truth available), are shown. Because aH quality measures 
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used in this thesis are based on similarity with the ground truth, only a subjective 
appreciation is performed. FinaIly, the main conclusions are discussed in Section 7.3. 
7.1 Super-Resolution and PSF Parameter Estimation 
In the method presented in Section 6.2, the PSF parameter was obtained first, followed 
by the super-resolution process. The main assumption was that the PSF parameter 
could be recognized by using the Euclidean distance, provided that a first estimate of 
the parameter and an uncertainty were obtained to restrict the search. 
A similar assumption is used here, but the PSF parameter recovery procedure is 
integrated into the super-resolution process. The BP-MRF super-resolution method 
chooses n candidates for each low-resolution patch Yj based on the smallest Euclidean 
distances between Yj and aIl the low-resolution patches of the training set. Thus if we 
have a low-resolution patch Yj to be deconvolved and super-resolved, and a training 
set composed of patches blurred with different blurring parameters CTTl, CTT2, ••. ,CTTn, 
the Euclidean distance should be smaller for the candidate blurred with the same PSF 
as the one used to obtain Yj. 
However, in the BP-MRF method, the distance is not the only driving force in 
the choice of the final candidate. The compatibility functions learn the relationships 
between the low and high resolution training images, but also between neighbouring 
nodes in the high resolution image, giving an additional constraint. The method is 
described in more detail below. 
7.1.1 PSF Parameter Recovery Procedure 
The method starts with an estimate of the camera PSF, that will be refined further 
during the super-resolution process. As for the previous method, the blind deconvo-
lut ion extension of the Lucy-Richardson (LR) algorithm [70, 85], is chosen to provide 
the estimate CT; (See Section 6.3 for more details). 
Once the first PSF parameter estimate and uncertainty are found, the algorithm 
of [44, 43] can then be used as is. An extended training set composed of images 
blurred with Gaussian kernels of variance CT; ± CT] is obtained, aIl the images are 
broken into patches, PCA is performed to lower the dimensionality of the patches and 
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the n closest candidates between the training set and the reinterpolated input image 
are found using a kd-tree search. As for the original algorithm, the compatibility 
functions <p(Xj, Yj) and w(Xj, Xk) are found from the training data, and the MAP 
estimates are found through Belief Propagation (BP). 
To obtain a refined estimate of the PSF parameter, information about each training 
candidate must be stored during the process. If there are K patches to super-resolve 
and n candidates per patch, a total number of N K = K x n candidates will be 
chosen. Among these, a number Nf< will come from a training image blurred with 
a Gaussian kernel of variance a; - a;, N'k patches will come from a training image 
blurred with a Gaussian of variance a;, and a number Ni< will be associated with a 
blurring parameter a;+a;, so that N"k +N'k + Ni< = NK. The refined PSF parameter 
is obtained with: 
N l (2 2) N2 2 N3 (2 2) 2 K' ae-af + K·ae+ K' ae+af 
ar = N
K 
. 
(7.1 ) 
If more patches with variance a; -a; are preferred, the estimate will be refined towards 
a smaller value than a;. If a preference lS seen for a; + a;, the refined estimate a; 
will be higher than a;. If overall no preference is seen (with Nf< = N'k = Ni<) , a; 
will remain at a;. 
To test this method, experiments are presented in Section 7.2. In particular, the 
impact of the true PSF parameter, of the variance estimate obtained through blind 
deconvolution, and of the compatibility functions on both the super-resolution pro cess 
and on the PSF refinement procedure will be analyzed. 
7.2 Experiments and Results 
For an easier reading, results for the Fingerprint database are first shown in Sec-
tions 7.2.1-7.2.2 and results for the other databases are presented in Section 7.2.3. As 
for the previous chapter, an image from the database is used as the ground truth, 
and the input image is obtained by blurring it with a Gaussian PSF of variance a;, 
subsampling it by a factor of 2, reinterpolating it bilinearly and finally using the 
pre-processing steps of [44]. 
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---_. 
Algorithm 4 Simultaneous PSF parameter estimation and super-resolution 
Given INITPSF, iter, ~a;, input image: 
Perform Lucy-Richardson algorithm ---+ a; 
Parameter Possibilities: [a; - ~a; ,0";, a; + ~a;J = [ai, a~, a~J 
for j = 1 to 3 do 
Obtain training images using PSF parameter a; 
Break images into patches 
Add patches to database 
end for 
Perform PCA to reduce dimensionality of data 
Perform kd-tree (see Section 2.4.1) to obtain N closest candidates between input 
vectors and training vectors 
Keep PSF parameter associated with each candidate 
Compute Compatibility functions 
Perform Belief Propagation and obtain MAP estimates 
Retrieve PSF parameter associated with each MAP estimate 
Compute a; (Equation 7.1). 
7.2.1 Variation of the True Variance 
First, the variance of the Gaussian PSF is varied and its impact on similarity values 
are analyzed. Results for the Fingerprint database are shown in Figure 7.1 for a PSF 
kernel size of 5 x 5 and 20 Iterations of the LR algorithm. The compatibility function 
parameters were set so that the median of the functions was between 0.2 and 0.6. 
As for the results in Section 6.4, Figure 7.1 contains three graphs reporting results 
for 10 experiments. The first graph shows the similarity improvement with respect to 
the true PSF variance, in the second graph the similarity improvement with respect to 
the error on the refined variance is presented, and results for the error on the refined 
variance with respect to the true variance are shown in the third graph. 
It can be seen from Figure 7.1a that in the case of this database, the improvements 
in the MSSIM values are significantly larger than for the other measures, as noticed 
in Section 5.1. The trend for aIl measures, however, is similar: the values are sm aller 
for small variances, and the measures get larger until a plateau is reached at larger 
variances. As explained in Section 5.1, it is due to the fact that the original similarity 
values between the input image and the ground truth decrease with the variance, thus 
increasing the possibility for the super-resolution algorithm to improve the image. 
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Figure 7.1 Fingerprint database: Results using the PSF-BP rnethod 
(1). a: Sirnilarity irnprovernent vs true PSF variance b: Sirnilarity irn-
provernent vs error on refined variance c: Error on refined variance vs 
true variance. 
In Figure 7.1b, similarity improvements are shown with respect to the error on the 
refined variance. Two different relationships are seen. If the refined variance is much 
lower than the true value, the similarity improvement remains constant. However, for 
errors around zero, the improvement is not correlated with the error. 
The error on the refined variance is plotted against the true variance in Figure 7.1c, 
and the error on the variance as estimated by the LR algorithm. It is clear from this 
figure that the method is strongly dependent on the output of the blind deconvolution 
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routine. However, for low variances, the PSF-BP method is able to obtain better 
variances than those estimated by the LR algorithm. For large variances, results 
remain very similar to the LR output. The method tends to refine towards sm aller 
variances than the estimate (J;, even if the uncertainty includes a larger variance. 
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Figure 7.2 Fingerprint database: Results using the PSF-BP method 
(II). Compatibility function parameters (Ji and (Js vs error on refined 
variance 
7.2.2 Variation of Compatibility Function Parameters 
Because the choice of the compatibility function will influence the final MAP esti-
mate (and thus the final choice of PSF for this patch), the compatibility function 
parameters are varied for the case where (J; = 2.5 (the functions are defined in Equa-
tions 2.52,2.53). The influence ofthose parameters on the refined variance and on the 
PSNR, EM and MSSIM improvements are shown in Figures 7.2-7.3, reporting results 
for 36 different experiments using the same input image and training database. In 
Figure 7.2a-b, the error on the refined variance is shown with respect to the compat-
ibility function parameters (Ji and (Js. In Figure 7.3, the similarity improvements are 
shown with respect to these parameters. 
It can be observed from Figure 7.2 that varying the compatibility functions does 
have an effect on the refined variance. In general, for a fixed value of (Js, the error on 
the refined variance is sm aller with increasing (Ji' Fixing the value of (Ji and varying (Js, 
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Figure 7.3 Fingerprint database: Results using the PSF-BP method 
(III). Compatibility fun ct ion parameters (Ji and (Js vs similarity improve-
ments. 
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in general a minimum is seen around (Js = 30, but high values of (Ji lead to a plateau. 
However, for the lowest value of (Ji, no variation is seen and the error remains high. 
The behaviour of the similarity improvements with respect to the compatibility 
functions are similar for the PSNR and MSSIM (Figure 7.3). For a fixed value of (Js, 
the similarity improvement increases with (Ji, to reach a plateau. On the other hand, 
the behaviour of the improvement with respect to (Js generally also depends on (Ji. 
For a very low value of (Ji, the value of (Js does not influence the improvement. For 
the next two values of (Ji, a peak is seen around (Js = 30. However, increasing (Ji more 
shows that the improvements increase quickly with (Js to reach a plateau. For the EM 
measure, the behaviour is more noisy. In general, the EM increases with the value of 
(Ji, and decreases with the value of (Js. 
7.2.3 Results for Other Databases with Ground Truth 
To confirm the trends exposed for the Fingerprint database, the same set of exp er-
iments is performed for three other databases with ground truth: the Car database 
(Figures 7.6-7.7), the Washington database (Figures 7.10-7.11), as weIl as the MRI 
database (Figures 7.8-7.9)1. Therefore, the PSF variance is first varied (leading to 
10 different experiments for each database), and then the compatibility functions are 
varied for a fixed PSF variance, leading to 36 different experiments for each database. 
In general, the same conclusions as for the Fingerprint database apply. However, 
a number of observations can be seen, as summarized below: 
• Car database: The PSF refinement obtained from the PSF-BP method is only 
marginal. Better results are se en for the Washington and MRI databases. 
• EM measure: The trend observed in the Fingerprint database is not as obvious 
for the other databases. Results are much noisier. 
• Washington database: Results for the lowest value of both (Js and (Ji give a 
different result than for the other databases. While for the Fingerprint, Car 
and MRI database the results correspond to the general trend, here a break is 
se en for the lowest true variance. 
1 For an easier reading, aIl these figures are found at the end of the chapter. 
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Overall, it is clear that varying the compatibility function parameters has an effect 
on both the refined variance and on the super-resolved result. Depending on the value 
of (Ji chosen, there can also be a tradeoff between a good super-resolved result and 
an accurate PSF variance, through the value of (Js. However, this tradeoff seems to 
disappear for larger values of (Ji' 
It should be noted here that the number of iterations was fixed. Low values for 
the compatibility functions parameters could le ad to higher results if the number of 
iterations was raised. For a number of iterations of 3, values in the range (Ji = [20, 60] 
and (Js = [50, 90] for the databases used in this thesis will give satisfactory results. 
Finally, looking at examples of results in Figure 7.4, it can be se en subjectively 
that the PSF-BP method does improve the overall quality of the image with respect 
the input image, as for the original BP-MRF and the PSF-GSSjBP-MRF methods 
analyzed previously. 
7.2.4 Results for the Text Database 
The PSF -BP method was also used to pro cess the Text database, again for a Gaussian 
and a pillbox PSF. Details about the images and how estimates of the PSF were 
obtained from calibration data are found in Section 5.3. Results for the Gaussian 
1 Interp. 1 (Jl 1 (J; 1 (J~ 1 (J; 
Spline 9.00 1.0 2.60 2.37 
Spline 5.00 1.0 2.15 1.87 
Bilinear 9.00 1.0 2.60 2.42 
Bilinear 5.00 1.0 2.15 1.97 
Table 7.1 Text data base: PSF refinement results using the PSF -BP 
method. (Ji is the variance of the initial Gaussian PSF for the LR al-
gorithm, c/f is the variance obtained through calibration data, a; is the 
output variance from the LR algorithm and a; is the refined variance 
obtained from the PSF-BP algorithm. 
PSF experiments are shown in Table 7.1, and images are shown in Figure 7.5. It can 
be observed that as for the other examples, the PSF-BP algorithm refines towards 
smaller variances. However, due to the estimate obtained from the LR algorithm, the 
resulting refined variance is in general fairly far from the true value. Lowering the 
7 Simultaneous Super-Resolution and PSF Parameter Estimation 
a b c 
d e f 
g h i 
j k 1 
Figure 7.4 Details of images used for the PSF-BP experiments. a, d, g 
and j are the original high-resolution images, b, e, h and k are the input 
low-resolution images (reinterpolated using bilinear interpolation), and c, 
f, i and 1 are the super-resolved images using the PSF-BP method. 
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initial variance for the LR algorithm from 9.0 to 5.0, the results obtained are better, 
especially when using spline interpolation. 
The method was also adapted for a pillbox PSF. As discussed in Section 6.4.2, 
blind deconvolution with an initial blurring radius of ri = 4 and 20 iterations resulted 
in an estimated pillbox PSF of radius re = 2.65. For an uncertainty of ll; = 1.54 on 
r;, the three following squared radii are thus used to construct the extended training 
set· r2 = r2 - ll2 r 2 = r2 r2 = r 2 + ll2 The PSF-BP method refined the estimate 
. 1 e r' 2 e' e e r' 
re slightly to r = 2.62 (for a true value of rt = 2). The resulting super-resolved image 
is shown in Figure 7.5f. 
As can be seen in Figure 7.5, the input image used for the algorithm is fairly noisy, 
which could have affected both the PSF estimation using the LR algorithm and the 
super-resolution process. Again, artifacts are present around the edges. 
b c d 
a 
e f g 
Figure 7.5 Text database: Input and output images for the PSF-BP 
method. a is the input image, band c are the interpolated image using 
bilinear and cu bic spline interpolation, respectively, cl is a focused and 
zoomed image for comparison purposes, e and f are super-resolution re-
sults using bilinear and cubic spline interpolation for a Gaussian PSF and 
gis the super-resolution result for a pillbox PSF model. 
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7.3 Summary and Conclusions 
In this chapter, an extension to the BP-MRF method was presented that de aIs with 
an unknown PSF. Instead of determining the PSF parameter prior to performing the 
BP-MRF algorithm, a PSF parameter recovery pro cess is integrated into the super-
resolution procedure by extending the training database with different versions of 
low-resolution images. 
Overall, 46 experiments were performed for each of the four different input images 
along with their respective training data'set. Parameters were varied to evaluate their 
impact on both the PSF refinement pro cess and the super-resolved images. Experi-
ments were also performed in a realistic case with no ground truth and in the presence 
of noise, for two different PSF models. The conclusions can be summarized as follows: 
• The PSF -BP algorithm tends to refine towards sm aller variances. 
• The compatibility function parameters influence both the super-resolution pro-
cess and the PSF refinement procedure. The parameter (Ji influences the PSF 
refinement procedure the most. 
• A tradeoff can sometimes be se en between a good super-resolution result and a 
satisfactory PSF output for a low (Ji. 
• In general super-resolution leads to higher improvements of the MSSIM measure. 
• The values of the EM measure varies with the database and no clear trend is 
seen with respect to compatibility functions. 
• Processing a noisy case resulted in a high error on the variance and noise being 
super-resolved as part of the image. However, edges are visually sharper. 
The method proposed ~n this chapter shows in general good results for the sim-
ilarity improvements, and tends to lower the PSF estimates obtained from an LR 
algorithm. The compatibility function parameters will have an influence on both the 
refined PSF and the similarity values, which means that more parameters will in-
fluence the results than for the previous method described in Chapter 6. The next 
éhapter will compare in more depth the two methods presented in this thesis as weIl 
as compare them with other methods. 
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Figure 7.6 Car database: Results using the PSF-BP method (1). a: 
Similarity improvement vs true PSF variance. b: Similarity improvement 
vs error on refined variance. c: Error on the refined variance vs the true 
variance (Ji. d-e: Compatibility function parameters (Ji and (Js vs error 
on the refined variance. 
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Figure 7.7 Car database: Results using the PSF-BP method (II). Com-
patibility function parameters (Ji and (Js vs Similarity improvements. 
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Figure 7.8 MRI database: Results using the PSF-BP method (1). a: 
Similarity improvement vs true PSF variance. b: Similarity improvement 
vs error on refined variance. c: Error on the refined variance vs the true 
variance (J;' d-e: Compatibility fun ct ion parameters (Ji and (ls vs error 
on the refined variance. 
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Figure 7.9 MRI database: Results using the PSF-BP method (II). 
Compatibility fun ct ion parameters (Yi and (Ys vs similarity improvements . 
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Figure 7.10 Washington database: Results using the PSF-BP method 
(1). a: Similarity improvement vs true PSF variance. b: Similarity im-
provement vs error on refined variance. c: Error on the r·efined variance 
vs the true variance (Ji. d-e: Compatibility function parameters (Ji and 
(J s vs error on the refined variance. 
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Figure 7.11 Washington database: Results using the PSF-BP method 
(II). Compatibility fun ct ion parameters (Ji and (Js vs similarity improve-
ments. 
125 
126 
Chapter 8 
Discussion 
Based on the results from the hundreds of experiments performed in Chapters 5 to 7, 
a certain number of elements appear clearer concerning the BP-MRF framework and 
the extensions presented in this thesis: the PSF-BP method and the PSF-GSSjBP-
MRF method. This chapter intends to compare the methods as well as to discuss and 
analyze sorne of the most important findings. 
First, in Section 8.1, the results for the PSF parameter recovery are analyzed by 
comparing the two methods. Second, in Section 8.2, the super-resolution results are 
discussed for both methods by looking at the values for aH the similarity measures. 
Again, the two methods are directly compared and a discussion follows about the main 
differences between the chosen similarity measures. The relationship between the PSF 
recovery and the super-resolution result is discussed in Section 8.3. The adequacy of 
the training database with respect to the input image and its influence on the super-
resolution results is analyzed in Section 8.4. The limitations and further extensions 
to the PSF-GSSjBP-MRF and the PSF-BP methods are discussed in Section 8.5. 
FinaHy, a summary of the different factors influencing the super-resolution process 
using the BP-MRF framework is discussed in Section 8.6 and the concept of potential 
for super-resolution is introduced in Section 8.6.1. 
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8.1 PSF Parameter Estimation Results 
As discussed previously, the problem of obtaining both the PSF of the sens or yielding 
the input image and a super-resolved version of it is a combinat ion of strongly ill-posed 
problems, which makes the task very difficult. Results shown in Chapters 6 and 7 
show that this is indeed the case. Since for both methods the same experiments were 
performed, the results can be directly compared. It was chosen to compare results 
for the Car and the Fingerprint databases, as the results for the two other databases 
in general follow the same trends. A discussion follows on the relationship between a 
good PSF recovery and a good super-resolution result. 
8.1.1 Comparison of the Two Methods 
The two methods to recover the Gaussian PSF variance al are compared in Figure 8.1 
for both the Fingerprint and the Car databases, where the absolute error on the refined 
variance, la; - all is plotted against a;' Results for the blind LR algorithm are also 
shown. In general, in the range al = [0, 3], the results using the PSF-BP method are 
more predictable, since the method tends to find values sm aller than the estimated 
variance using the LR algorithm. The PSF -GSS method however can either increase 
or decrease the LR estimate. For the Fingerprint database, good results are seen when 
the true variance is low. Above al = 2, however, the error on the refinedvariance 
increases and remains higher than the blind LR algorithm or the PSF-BP method. 
As for the Car database, the errors for the PSF -GSS method are in general always 
higher than for the blind LR and the PSF -BP methods. 
Because of the presence of local minima in the mean Euclidean distance function, 
the results for the PSF-GSS method are generally unstable. The PSF-BP method has 
many advantages for several reasons. First, adaptations from the original BP-MRF 
method are simple, and the framework could also be applied to other super-resolution 
algorithms using supervised learning. The method leads to a larger database, and can 
also deal with images containing various PSFs over the image. 
However, for the PSF-GSS method, there is evidence that the me an Euclidean 
distance can embed important information. In the perfect case, the mean Euclidean 
distance function with respect to the training blurring kernel parameter al has a clear 
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Figure 8.1 Comparison of the PSF-GSSjBP-MRF and the PSF-BP 
methods: Absolute error on the refined variance vs true PSF variance for 
the Fingerprint database (a) and the Car database (b). 
global minimum as shown in Figure 6.1. Therefore, plotting this function could give 
an indication of how far the training database is from the perfect case. This issue will 
be discussed in Section 8.4. 
8.2 Super-Resolution Results 
The BP-MRF method and the extensions for blind super-resolution in general always 
improve similarity to the ground truth. The BP-MRF method is very stable with 
respect to the PSF used to obtain the training images, offering good results even 
if the recovered PSF is far from the truth and requiring minimal pre-processing or 
specifie knowledge about the image. 
For a true variance (J;, the similarity measures between the input images and the 
ground truth are the same for both methods. The improvements are therefore direct 
indications of which method works the best in terms of similarity values. 
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Results for the PSF-BP and the PSF-GSSjBP-MRF methods are shown in Fig-
ures 8.2, 8.3, 8.4 and 8.5 for the Fingerprint, Car, MRI and Washington databases, 
respectively. Results for experiments where the PSF is known (see Table 5.1) are also 
shown for the Fingerprint and Car databases. 
For the Fingerprint database (Figure 8.2), in general similarity improvements are 
slightly higher for the PSF-GSSjBP-MRF method than for the PSF-BP method. As 
before, however, the exception is the EM measure which shows significant variation 
with the true variance. It is also interesting to note that experiments with known 
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PSF are III the same range as those of the PSF-GSSjBP-MRF method, except for 
the case where Cf; = 1.5, which also corresponds. to a peak in the error on the refined 
variance in Figure 8.la. From the Car experiments (Figure 8.3), it can be se en that 
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8 
8 
results for both methods are generally equivalent, even if in general.the PSFvariances 
obtained with the PSF-GSS method are not as accurate as the PSF-BP method. 
One of the reasons that can explain this observation is that the PSF -GSS method 
minimizes the mean Euc1idean distance with respect to the variance of the training 
kernel. However, the kernel is not the only factor that will affect the distances. The 
specifie structure content (texture, range of scales, etc) will also strongly affect the 
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final result. Therefore, the PSF -GSS method will find the closest database possible 
by varying the blurring kernel used to pro duce the low-resolution training images. 
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Results for the Car database with known PSF show that the improvements are 
higher than when the PSF is unknown, whichever method is used. For this database, 
the uncertainty about the PSF affects results more than for the Fingerprint database, 
which is probably due to the fact that the image content is more complex, and that 
the training database used is small. 
For the MRI database, results shown III Figure 8.4 indicate that the similarity 
improvements are lower when using the PSF-BP method, with values for the EM 
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me as ure all falling below zero. For the Washington database (Figure 8.5), results show 
that the PSF-BP method can give be~ter results than the PSF-GSSjBP-MRF method 
(for PSNR and for CC at large variances). However, again, the EM improvements are 
negative for all cases when using the PSF-BP method. 
Therefore, some image databasesjsimilarity measure paIrs are more sensitive to 
the choice of method than others. Each method presents different characteristics. 
The PSF -GSS method finds the close st database, in terms of Euclidean distance, by 
finding the best PSF parameter. A single parameter is used for the whole image. The 
PSF-BP method has the advantage of handling images with multiple PSFs, and the 
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training set is larger. However this can also translate into a disadvantage, as choosing 
patches blurred with different PSFs could lead to the creation of artifacts if a "wrong" 
texture combined with one of the PSFs leads to a sm aller Euclidean distance than 
the "correct" texture. There is also a possibility that each method is better tuned to 
different image types, but there is not enough evidence to support this daim. 
8.2.2 Statistical Significance Test 
In Sections 6.4 and 7.2, experiments were performed for each database by varying the 
true PSF variance, resulting in 10 experiments for each database and for each method. 
To determine if both methods truly improve similarity with the ground truth (when 
compared to results for the interpolated input), tests on the statistical significance 
of the results must be conducted. Because here the distributions are not normally 
distributed, at-test would not be appropriate. A binomial sign test is chosen instead 
for two dependent samples. 
This test can be performed if the scores within a pair can be rank-ordered [90], 
which is the case for the experiments presented in Sections 6.4, 7.2. Let the vec-
tor X b = [Xb(l), X b(2), ... , Xb(NS)] represent values for one similarity measure 
(and for a series of experiments) before the super-resolution pro cess was applied, 
and X a = [Xa(l), X a(2), ... , Xa(NS)] the results of the similarity measure after the 
super-resolution process. The null hypothesis is that exactly half of the samples in 
X a are higher than those in X b: Ho : 7r+ = 0.5, 7r+ being the population satisfying 
Xa(i) > Xb(i). In our case, the alternative hypothesis consists of: Hl : 7r+ > 0.5. 
Let x he the number of times that Xa(i) > Xb(i). The probability of obtaining a 
number x or more positive differences in a set of NS scores is [90]: 
(8.1) 
where 7r- is the population satisfying Xa(i) < Xb(i). 
Therefore, for a number x of positive differences, if P('2:. x) (referred to as the p-
value) falls below a predefined significance level a, then the null hypothesis is rejected 
and the alternative hypothesis is supported instead. Here the standard value a = 0.05 
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is adopted. 
Results for the binomial sign test are shown in Table 8.1. The 20 experiments from 
both the PSF-GSSjBP-MRF and the PSF-BP methods were concatenated, for each 
database. A different test was performed for each similarity measure results. The 
p-values for a significance level of 0.05 are shown, but since the same experiments are 
tested for 4 different measures, the significance level was divided by 4. 
Sign Test 
Database PSNR CC EM MSSIM 
FP 4.0 x 10-4 4.0 X 10-5 1.9 X 10-6 1.9 X 10-6 
Car 0.012 0.012 1.9 x 10-6 1.9 X 10-6 
Wash 0.012 0.0026 1 1.9 x 10-6 
MRI 0.012 0.012 1 4.0 x 10-4 
Table 8.1 Sign test results. The tests giving a p-value below the sig-
nificance level are shown in bold font. 
In general, the p-values are below the significance level, except for the EM measure 
in the Washington and MRI databases. For these two examples, it was shown earlier 
in Figures 8.4 , 8.5, that aIl the values for the EM measure are below zero for both 
images using the PSF-BP algorithm, but above zero using the PSF-GSSjBP-MRF 
algorithm, which leads to the maximum p-value. 
Therefore, except for the EM measure, the values of the similarity measures after 
a super-resolution pro cess are significantly different, in a statistical way, than the 
similarity measures before the process. Because for the vast majority of experiments 
the similarity improvements are above zero, these results indicate that we can be 
confident that the improvements obtained are reaL Even for the cases where the 
improvement values are very low (e.g. the CC measures), they can be considered as 
true improvements. 
8.2.3 PSNR vs MSSIM Measures 
One of the main findings of aIl the experiments is that results for the similarity 
measures (and their improvement) vary substantiaIly. Looking at results for the Fin-
gerprint database, the MSSIM values increase a lot more than the PSNR for the same 
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database. At the same time, looking at each similarity value individually, it is also 
clear that results also vary depending on the type of image used. Results for the 
Fingerprint database are in general always better than for any other image. 
Two factors can play a role in these results. First, the BP-MRF algorithm might 
be better tuned for the MSSIM measure than for any other measure. Since the MSSIM 
measure detects structural changes and not pixel-to-pixel relationships like the other 
measures, the BP-MRF method seems to reconstruct the structure of the image in 
a very satisfying way for this particular measure. Improvement is also seen for the 
more standard pixel-to-pixel measures (such as PSNR), but not at the same scale. 
Second, the amount and the quality of the data available in the learning database 
with respect to the input image can make a big difference. The Fingerprint database 
consists of images with very simple textures to learn, and the number of training 
patches is large. The Car database, on the other hand, consists of more complex 
scenes, and the training database is fairly small. 
Finally, the type of image used and the amount of blurring present in the input 
image used might have an effect on the extent of the improvement to be expected. 
For instance, an input image with no blur perceived and very sharp edges when 
reinterpolated to the desired resolution willlead to a low similarity improvement. 
8.2.4 Edge Stability Measure 
This measure is by far the one that varies the most between databases. While MSSIM 
and PSNR in general are coherent even when the database changes (improvements in 
MSSIM being higher than PSNR, and PSNR improvements being higher than CC), 
the EM measure can either give poor improvements or, on the contrary, very high 
improvements depending on the database. 
Among the possible explanations for these differences, the stability of the edges 
when interpolating is important. If edge localization throughout a blurring, subsam-
pling and interpolation process remains accurate, the super-resolution algorithm will 
have little effect and might actually causes artifacts which will lower the value of the 
edge stability measure. However, if the position of the edges are strongly modified 
during this pro cess , then a super-resolution pro cess can be beneficial in recovering 
more accurate edge sc ale and position. 
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Looking at the results for EM, the improvements are very high for the Car image, 
but very low for the MRI and Washington databases. The MRI and Washington 
databases both consist of images with very high contrast, with the presence of many 
sharp edges and complex texture. Even if the MSSIM measure (which is thought to 
represent what is perceived by a human observer) gives good improvements, a super-
resolution process in those cases do es not increase edge similarity with the ground 
truth. Therefore, for applications where a precise localization of edges is needed, the 
BP-MRF method might not perform better than cubic spline interpolation or other 
more sophisticated interpolation methods. 
8.3 PSF Recovery and Super-Resolution 
One conclusion that arises from the experiments is that even if the PSF is unknown, 
the BP-MRF method works fairly weIl and generally improves results over simple 
interpolation. Comparing the relationships between the absolute value of the error on 
the refined variance and the PSNR and MSSIM improvements for both the Fingerprint 
and the Car databases in Figure 8.6, it can be se en that results vary with the database. 
For the Fingerprint database, a correlation is seen for true variances of al > 1, with 
a higher error leading to sm aller improvements. However, for the Car database, no 
correlation is seen. Again, this could be due to the fact that the Fingerprint training 
database represents better the input image than the Car training database. 
The main conclusion from this is that if the specifie PSF is not needed, a simple 
solution is to use the BP-MRF method by using a series ofblurring kernels to construct 
the training set, as described for the PSF-BP method. This will have the double effect 
of ensuring that more examples are available, as weIl as providing a better chance for 
the true PSF to be present in the database. However, as discussed in Section 8.2.1, 
sorne image databases could be better tuned for a specifie method. Further analysis is 
thus needed for determining the conditions for which each method would work best. 
8.3.1 Comparison with Blind Deconvolution and Interpolation 
In general, results using variants of the BP-MRF methods show improvement with 
respect to an interpolation process. However, if a blind deconvolution is added to 
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interpolation, results can be improved without having to go through super-resolution. 
An example is provided below for the Car and Fingerprint databases with true vari-
ance of a} = 2.5. The PSF-GSSjBP-MRF .and the PSF-BP methods were both 
compared to three different scenarios involving blind deconvolution and interpola-
tion. First, blind deconvolution is used to provide the PSF in the same way as for 
the PSF-GSS and BP-MRF methods, and the output image is then interpolated to 
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the desired resolution. Second, the same procedure as above is used to get the PSF. 
However, the input image is then interpolated prior to its deconvolution using a LR 
algorithm with PSF previously estimated. Finally, the image is interpolated first and 
then blind deconvolution is performed. Results are shown in Table 8.2. 
Image Method PSNR CC EM MSSIM 
FP PSF-GSSjBP-MRF 17.28 0.882 15.23 0.59 
FP PSF-BP 17.27 0.882 15.15 0.59 
FP BD-Intrp 11.34 0.597 9.69 0.15 
FP BD-Intrp-LR 17.50 0.889 14.13 0.57 
FP Intrp-BD 17.44 0.887 14.08 0.57 
Car PSF -GSS jBP-MRF 20.34 0.922 17.32 0.63 
Car PSF-BP 20.38 0.922 17.41 0.64 
Car BD-Intrp 13.76 0.702 10.58 0.23 
Car BD-Intrp-LR 20.17 0.919 15.46 0.62 
Car Intrp-BD 20.03 0.916 14.78 0.62 
Table 8.2 Comparison of the PSF-GSSjBP-MRF and PSF-BP meth-
ods with blind deconvolution and interpolation. 
As can be seen in the results, for the Car image, the methods based on the BP-
MRF method le ad to slightly higher similarity measures than blind deconvolution 
and interpolation processes. However, for the Fingerprint database, the BD-Intrp-LR 
and Intrp-BD methods gives higher values for the PSNR and CC measures. This is 
because this database has particularly simple structures, which makes these methods 
efficient. These experiments show that even if the database for the Car image is 
small, the BP-MRF method improves the image beyond what blind deconvolution 
and interpolation is able to do. With a larger database, even better results could also 
be attained. 
It should be noted here that adding a deconvolution pro cess to an interpolation 
algorithm can enhance the result. While the majority of works in super-resolution 
compare their super-resolved outputs solely with interpolated version of the inputs 
(e.g. [44,54]), and considering the definition of super-resolution adopted here, a true 
comparison should involve a dual deconvolutionjinterpolation process. 
It should be noted however that the LR algorithm requires in general to set a series 
of parameters to help the pro cess and avoid ringing effects. For instance, the number 
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of iterations and the parameter for the damping pro cess are in general difficult to set 
automaticaIly. The BP-MRF method can be applied in a more automatic way, since 
the pre-processing steps of [44J can be applied as is and the compatibility function 
parameters (Ts and (Ti can be automaticaIly determined by requiring the median of aIl 
the values to be within a certain range. The BP-MRF method is an iterative pro cess 
as weIl, however aIl experiments in this thesis used three iterations and it seemed in . 
general sufficient to provide an improvement with respect to an interpolated image. 
Since for the PSF-GSSjBP-MRF and the PSF-BP methods the LR algorithm is only 
used to provide a first estimate of the PSF variance, less care is needed in the choice 
of its parameters. 
8.4 Adequacy of the Training Database 
As discussed in Section 8.1.1, the function of the mean Euclidean distance with respect 
to the variance of the training dataset can serve as a way to determine how weIl the 
database explains the information contained in the input image [9J. Results of this 
function for the input image and for an input image corresponding to parts of the 
database are shown in Figure 8.7. 
It can be seen that for the MRI and Fingerprint databases, the functions are fairly 
fiat compared to the function for a training image as an input, but show a few local 
minima. Results for the Car image, however, are very different, as the function is 
sim ply decreasing as the training variance increases. For the Washington database, 
the result can be described as an average between the last two situations. The function 
contains local minima however the general shape of the function is decreasing for 
higher variances. 
It can be thought that the Car database does not explain well the input image 
used for the experiments. Taking a training image as the input, but corrupting it 
progressively with Gaussian noise of mean /-l = 0.1 and various standard deviations 
show that a similar function can be obtained, as shown in Figure 8.8a. Furthermore, 
using a different image (here a zoomed picture of a fiower) as an input, it is also se en 
that the mean Euclidean distance shows a similar shape for varying PSF variances. 
Of course, the interpretation of these experiments is difficult, unless a more thor-
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ough analysis is performed of the textures included in the input image and the training 
data. In the experiments shown here, it could be possible that the shapes of the mean 
Euclidean distance functions are due to the nature of the images and not strictly due 
to the inadequacy of the training database. The concept of training set adequacy 
itself should thus be clearly defined in terms of both the Euclidean distance and the 
range of scales present in the images. 
However, to characterize the adequacy of the database, other metrics could be 
used. One of the disadvantage of the Euclidean distance is that it is very sensitive 
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to small variations. As discussed in Section 6.2.3, when minimizing the function, 
this property can have the effect of favoring candidates consisting of a flatter signal. 
Therefore, the properties of various metrics should thus be studied in order to choose 
the most appropriate one. Characteristics to consider in the choice of a met rie is 
sensitivity to noise, but the metric should also clearly distinguish between small images 
patches containing different features. 
8.5 Limits of the PSF -BP and PSF -GSS jBP-MRF 
Algorithms and Possible Extensions 
Apart from the adequacy of the training database discussed ab ove , a few factors 
can impact strongly the BP-MRF method as weIl as the extensions presented in this 
thesis. As shown in the Text database experiments in Sections 5.3, 6.4.2 and 7.2.4, 
noise is an important limitation. The local nature of the algorithm will cause the 
noise to be considered as part of the texture, and thus will be reconstructed instead 
of suppressed. 
The BP-MRF algorithm can be computationally intensive, however a series of 
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steps can be taken to reduce the computation time. The algorithm as presented 
in [44] and as implemented for this thesis runs in O(Pk2T) time [41], P being the 
number of patches in the image, k is the number of candidates and T is the number 
of iterations. One possibility is to use the one-pass algorithm as developed in [43] 
(brief1y introduced in Section 2.4.3). However, other solutions are found in [41] to 
make the max-product algorithm run in linear time. 
The blind LR algorithm chosen in this thesis can be easily replaced by another 
deconvolution method. It was here chosen because of its wide use in the community 
and because an efficient implementation is available in Matlab, the deconvblind 
function. The criterion used to determine an uncertainty could also be modified 
easily. An uncertainty associated to the deconvolution pro cess itself, instead of a 
fixed value obtained using a synthetic texture, would be the most interesting avenue. 
AlI the experiments in this thesis were performed on greyscale images and the 
resolution of images was doubled by super-resolution. This choice was simply to 
focus the analysis on other parameters. Colour images can be processed by the BP-
MRF algorithm, and higher orders of magnificat ion can also be performed without 
any modification to the algorithm (e.g. [43, 44]) . 
. The main limitation of the extensions presented in the thesis concerns the PSF, 
modeled as a rotationally symmetrical Gaussian or a pillbox. For cameras with non-
symmetrical PSFs, it could be thought that if the PSF a single parameter is unknown, 
both extensions could be adapted. However, further analysis and experiments are 
needed to ensure that this is the case. FinalIy, this thesis assumes a single PSF for 
the input image. For the PSF -BP method, a PSF parameter is obtained for each 
resulting patch, thus making the method adaptable for the multiple PSF case. The 
PSF-GSSjBP-MRF method however would not be suit able for multiple PSFs. 
8.6 Factors infiuencing a Super-Resolution Process 
When comparing results for an image databases in Section 7.2.3, large discrepancies 
can easily be seen. Super-resolution on the Fingerprint database gives very high 
percentage of improve:qIents. However, improvements for the Remotely-sensed image 
and for the MRI image are much lower, and can even be negative. While a wide range 
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of factors can explain these results, they will be categorized as follows: 
Factor 1 The specifie texture content present in the input image 
The input image itself can influence greatly the output of the super-resolution 
algorithm. For instance, if the input image consists of a single, already sharp 
edge at low resolution with no PSF to be recovered, increasing the resolution 
using a super-resolution algorithm might not give different results than an edge-
preserving interpolation method. Experiments shown in Sections 6.4 and 7.2 
using a very low PSF parameter tend to demonstrate this effect, since similarity 
values are lower than for higher PSF variances. 
On the other hand, an image does not always consist of sharp edges. An image 
of douds, for instance, will not contain high frequency information. The benefits 
of using a sophisticated super-resolution algorithm to obtain a high-resolution 
image would be very low in this case. This could possibly be reflected in the 
percent age of improvement of the similarity values. 
The framework for this thesis uses a training database to obtain the high-
resolution information. Therefore, the training database must represent ade-
quately the texture present in the low-resolution image. In general, this means 
having a training database with images of the same type as the input image 
(e.g. natural images, remotely-sensed images, MR images of brains, etc.). The 
range of scales present in the data and the presence of noise in the images also 
play a role in the super-resolution process. 
Factor 2 The task for which a super-resolved image is needed 
While many algorithms are developed for specific image types (faces [68, 95,115], 
remotely-sensed images [32, 104], or medical images [57]), few studies exist to 
test general algorithms in the context of specific tasks. Among the possible 
applications, face recognition [3, 95] and license plate detection [48] have used 
super-resolution as part of the process. However, other applications such as 
classification, feature detection or any human-in-the-Ioop tasks could potentially 
have their efficiency increased by a super-resolution process. 
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Unfortunately, limited work exists to quantify the benefits of using a super-
resolution process prior to a task to be performed. However, analysis of algo-
rithms using quality measures can give an idea of the kind of benefits provided 
by the algorithm. For instance, an algorithm maximizing a HVS-based measure 
over a pixel-to-pixel statistical me as ure will be better suited for an applica-
tion involving visualization by a human observer. However, a feature detection 
and localization task might require precise edge information and might not be 
influenced by the visual quality aspect of the image. 
Factor 3 The chosen algorithm for super-resolution and the parameters used 
A wide variety of algorithms exist for super-resolution, but unfortunately al-
gorithm comparison is often difficult. First, the ambiguous definition of super-
resolution causes different algorithms to be developed for different problems (the 
comparison between the lA framework and the BP-MRF framework performed 
in Chapter 5.1.1 is an example of this). The availability of the algorithms can 
also be problematic, as well as the lack of detailed parameter analysis in the 
literature, making the results difficult to reproduce. 
Therefore, the limits of specific super-resolution algorithms are not very well 
known, and it is possible that specific frameworks work better with certain 
types of images. The task for which a super-resolution image is needed will also 
influence greatly the appreciation of the result. 
In this thesis, a learning-based framework using belief propagation was stud-
ied. For the BP-MRF algorithm with known PSF, the list of operations and 
parameters influencing the results is the following: 
• Pre-processing steps 
• Ratio at which the image must be super-resolved 
• Size of the low jhigh resolution patches 
• Size and parameters of the training blurring kernel 
• Number of candidates 
• Parameters for the compatibility functions 
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• The training database used and its adequacy with respect to 'the input 
image 
For the blind super-resolution extensions using an LR algorithm, these param-
eters must also be added: 
• Initial PSF 
• N umber of iterations 
• Damping, edge taping parameters to avoid ringing effects 
• Uncertainty around the parameter estimate 
Many of these parameters were analyzed in this thesis to better understand 
their role in the final results. Given a task for which a super-resolved image is 
required, the conditions for which a BP-MRF or its extensions would work best 
are now hopefully more clear. Rowever, similar in-depth parameter analysis 
for other methods should be done to help potential users in choosing the right 
method un der the best conditions for their needs. 
8.6.1 Potential for Super-Resolution 
These three categories of factors infiuencing a super-resolution process can all be 
summarized into one concept: the potential for super-resolution. Given an input 
image, a task for which a super-resolved image is needed, and a super-resolution 
framework, it should be possible to determine in advance the degree of confidence in 
the super-resolution process. 
In this thesis, a number of conclusions can be drawn from the experiments using 
the BP-MRF framework: 
1. The improvements obtained for the MSSIM values using the BP-MRF frame-
work are higher than improvements of PSNR values. The MSSIM value is said 
to represent what the RVS perceives [108], whereas the PS~R is a statistical 
metric measuring pixel-to-pixel differences. 
2. The BP-MRF framework works better for images with low noise content. 
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3. The BP-MRF framework works better if the training dataset is large and if it 
adequately represents the input image. 
4. The BP-MRF framework is beneficial for complex textures - for more simpler 
structures, interpolation and deconvolution can lead to similar results. 
Therefore, the potential for super-resolution given an input image and the BP-
MRF algorithm will be higher if the task involves a visual appreciation by a human, 
and if the input image respects the conditions mentioned ab ove. 
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Chapter 9 
Conclusion 
In this thesis, the specifie problem of single frame super-resolution with an unknown 
sensor PSF, also referred to as blind super-resolution, was addressed in a learning-
based framework. For applications where access to the sensor is problematic or knowl-
edge of its specifications is difficult (e.g. surveillance, remote sensing, telemedicine), 
blind super-resolution using a learning-based framework becomes a good alternative 
to standard deconvolution and interpolation methods, provided that high-resolution 
examples can be obtained offiine fairly easily. Consequently, learning-based methods 
are among today's most popular are as of research in the field of super-resolution. 
The goal pursued in this thesis was twofold. The methods presented not only 
aimed at super-resolving an image, but also at the recovery of the sens or PSF. Here, 
the PSF was modeled as either a rotationally symmetric Gaussian or a pillbox, and 
recovering the PSF amounted to obtaining an estimate of its parameter (the size of 
the kernel is assumed to be known). 
Furthermore, the issue of assessment of super-resolution results is an entirely open 
area of research, for which litt le study is found. The thesis addressed this question 
by using a set of measures to compare methods as weIl as to analyze the impact of 
parameters on the super-resolution and the PSF parameter estimation procedures. 
In this final chapter, the key contributions presented in the thesis are summarized 
along with the most important findings observed from the experiments. The thesis 
will conclude on a discussion on sorne of the open questions it has brought forward. 
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9.1 Summary of Contributions 
This thesis defined super-resolution as the process of deconvolving and interpolating 
a low-resolution input. Under a learning-based framework where belief propagation 
is used on a Markov Random Field, two extensions were proposed to deal with the 
problem of super-resolving a single frame image as well as recovering the sens or PSF. 
Furthermore, the issue of quality assessment of super-resolution results was also ad-
dressed. Hundreds of experiments were performed for the purpose of comparison with 
other methods, for evaluating the role of parameters as well as for the analysis of other 
important elements such as the adequacy of the training database. 
The main contributions of the thesis can be summarized as follows: 
Contribution 1: A comparative study between the BP-MRF method, the lA frame-
work as well as standard interpolation and deconvolution methods was per-
formed. In general, it was shown that the BP-MRF method leads to better 
results. This study is considered to be a contribution because most super-
resolution studies compare results only with interpolation pro cesses , and disre-
gard existing deconvolution techniques to enhance further the input image. 
Contribution 2: A parameter analysis for the BP-MRF method was performed to 
determine their influence on the final result. Very few detailed analyses of the 
different parameters are performed in most super-resolution studies. However, 
sorne of these parameters have an important rQle in the efficiency of the algo-
rithm. In particular, the pre-processing steps, the interpolation method, the size 
of the low-resolution patches and the parameters for the compatibility functions 
can greatly influence the super-resolution result. The use of similarity mea-
sures was instrumental in this analysis, to quantify the relationship between a 
parameter value and its impact on the result. 
Contribution 3: Two extensions to the BP-MRF method were presented, both al-
lowing the super-resolution of an image as well as the estimation of the sensor 
PSF. 
(a) An extension for the BP-MRF framework was presented where the PSF 
parameter is obtained by minimizing the mean Euclidean distance function 
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with respect to the blurring training kernel parameter. A GSS approach is 
used for the minimization. 
(b) Another extension of the BP-MRF framework to blind super-resolution 
was developed by incorporating a PSF estimate refinement procedure. The 
training database is extended to incorporate a range of images blurred with 
different PSFs. Each image patch can be associated with a different PSF, 
which makes the method suitable for images containing several PSFs. 
(c) Both methods presented are based on the assumption that the PSF can also 
be recognized in a learning process. A standard deconvolution technique 
provides a first estimate, and an uncertainty is used to restrict the range of 
possibilities. This approach to blind super-resolution and the two resulting 
methods are novel, as the PSF is explicitly found as part of the process, 
unlike other algorithms using a similar framework (e.g. [107, 86]). 
Contribution 4: For aU the analysis performed in this thesis, the use of similarity 
measures was crucial for drawing the main conclusions. The set of measures cho-
sen indicated different aspects of image quality: the signal fidelity, the perceptual 
quality and the edge stability in terms of their localization and scale. OveraU 
it was shown that the MSSIM, designed to assess perceptual quality [108], was 
improved more by a super-resolution pro cess than the other measures. 
H undreds of experiments were performed to provide a detailed analysis of the 
impact of a few chosen parameters on the results. Such an analysis is important for 
future users of super-resolution algorithms, as it can give them a better indication 
as to which algorithm better fits their needs, and which parameters to use for their 
specific case. 
The main conclusions that can be derived from these experiments are presented 
below. However, the reader is invited to read the summaries at the end of Chapters 5,6 
and 7 for a more detailed list of conclusions. 
Conclusion 1: Analyzing aU the e;xperiments performed in Chapters 5, 6 and 7, it 
can be concluded that the similarity values vary substantiaUy with the image 
database. 
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Conclusion 2: For all the measures, the similarity improvements are low wh en the 
true variance is low. A peak is shown around (J; = 2 (for the parameters used 
in this thesis) and a plateau is reached for higher values, due to the small size 
of the blurring kernel. 
Conclusion 3: The PSF -GSS algorithm leads to PSF recovery results that vary sub-
stantially with the image type. The results are strongly correlated with the size 
and closeness of the available database. There is no direct correlation between 
an accurate PSF parameter estimated through the PSF -GSS procedure and a 
high similarity improvement. 
Conclusion 4: Preliminary results show that the function of the me an Euclidean 
distance with respect to the variance of the blurring kernel imposed on the 
training database can serve as an indicator of how representative the database 
is of the input image. However, further analysis should be performed and other 
metrics should also be considered. 
Conclusion 5: Results for the PSF-BP algorithm show improvement results are gen-
erally stable in the presence of an uncertain estimate and the algorithm can deal 
with images containing several PSFs without any modification to the method. 
Conclusion 6: The compatibility function parameters have an influence on both the 
super-resolution result and the PSF recovery process for the PSF-BP method. 
A tradeoff can also be seen between a good PSF recovery and a good super-
resolution result in sorne circumstances. 
Conclusion 7: For images obtained in-house with a real camera, noise is seen to 
be an important limitation for the BP-MRF method. For this case, both the 
. PSF-BP and the PSF-GSSjBP-MRF methods were adapted for a pillbox PSF. 
Conclusion 8: The MSSIM measure gives in general high improvements for all image 
databases. The CC is the most stable with respect to the super-resolution 
approach and leads to low improvements. The EM measure varies the most 
with the image database. Therefore, it can be concluded that in general the 
BP-MRF method improves perceptual similarity more than edge accuracy or 
signal fidelity. 
9 Conclusion 151 
Overall, the main objectives of the thesis, which were to add a PSF recovery pro-
cedure into the BP-MRF method, as well as to explore the issue of quality assessment 
of super-resolution results, are thought to have been addressed successfully. Two 
methods were presented for obtaining an estimate of the PSF parameter, and exp er-
iments showed that a measure for determining perceptual quality was maximized by 
the framework chosen, making it suitable for human-in-the-loop applications. 
9.2 Open Questions and Future Work 
Learning-based super-resolution approaches have become very important in the litera-
ture since their first appearance [3, 44]. The bulk of research in the area now consists 
of generalizing the framework to sequences, with unknown degradation parameters 
and using new learning algorithms. Super-resolution is also starting to be studied as 
part of more specifie tasks, such as license plate detection [48]. However, a number 
of open questions still exist. In this last section of the thesis, the questions of image 
quality, the characterization of the training data, the generalization of the method 
and the need for a comparison test bed are addressed. 
9.2.1 Image Quality 
The issue of image quality is surprisingly overlooked in most super-resolution studies. 
Because image quality can be defined in various ways, as discussed in Chapter 4, 
relating the quality needed for a particular task should be important in the decision 
of which super-resolution method to use. 
A set of different applications could be chosen to test the performance of the BP-
MRF algorithm in various contexts. Examples could be facejfingerprint recognition, 
image registration, image classification, license plate detection, or any applications 
involving the observation of an image by a human observer. 
It could also be possible to tune algorithms to better correspond to sorne specifie 
quality measure. In particular, the BP-MRF algorithm seems to maximize the im-
provement of the MSSIM measure, believed to represent better what a human observer 
perceives. However, adaptations to the algorithm could be made to enhance MSSIM 
quality even more. For instance, the compatibility functions could be modified to 
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include a MSSIM measure, so that the set of candidate patches are chosen using a 
perceptual measure. Furthermore, the pre-processing steps could also be modified to 
ensure a representation that is better tuned to the visual system. 
9.2.2 Characterization and Adequacy of the Training Database 
An important factor infiuencing learning-based super-resolution results is the amount 
and the quality of the training data. Preliminary results (Section 8.4) suggest that the 
function of the me an Euc1idean distance with respect to the blurring kernel imposed 
on the training image can indicate the representativeness of the training database. 
However, other factors could be included to better characterize the training database, 
such as the range of sc ales present, for instance. A better method to characterize the 
training data could le ad to a prediction of the improvement to be expected using this 
database, as weIl as an indication of what to add for the database to be as complete 
as possible. 
9.2.3 Modifications to the PSF-BP and PSF-GSSjBP-MRF Methods 
As was discussed in Section 8.5, a series of modifications could be performed to the 
methods presented in this thesis. First, the BP algorithm itself can be made faster by 
the solutions proposed in [41]. The blind deconvolution algorithm and the criterion 
used to obtain the uncertainty can also be modified. In particular, the uncertainty 
could be tied to the blind deconvolution pro cess instead of having a fixed value for aIl 
images. 
FinaIly, the pre-processing steps as was presented in [44] and used in this thesis 
could also be changed. In particular, a PSF refinement procedure could be integrated 
into a multiscale approach, such as the Laplacian pyramids of [18]. Pre-processing 
steps tuned for certain specified features could also performed in the context of par-
ticular applications. 
9.2.4 Comparisons with Other Methods 
The issue of algorithm comparison is now becoming unavoidable for the use of super-
resolution methods in specifie tasks. First, a formaI test-bed for eomparing super-
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resolution methods should be developed, including image databases obtained from 
cameras with measured PSFs. Second, a thorough parameter analysis should be per-
formed for every algorithm. Finally, formaI quality assessment using a range of image 
quality measures is essential for any conclusions to be drawn, as was demonstrated in 
this thesis. 
9.3 Closing Remarks 
With the increasing use of images in a wide range of applications, super-resolution 
is an important tool to enhance the quality of the data without having to modify 
the sens or. This proliferation of the use of images thereby implies an increase inthe 
availability of data at various resolutions and quality, thus naturally favoring learning-
based approaches. Despite the substantial amount of study now available on learning-
based super-resolution, the main interest has been in developing new algorithms, with 
the goal of super-resolving an image that subjectively looks good. The thesis presented 
here went further, by exploring the possibility of obtaining a sensor PSF from a set of 
examples, and to examine the notion of quality of a super-resolved image by making 
the distinction between signal and perceptual quality. The key findings indicate that 
a PSF recovery procedure from examples is possible provided that a certain number 
of conditions are satisfied, and that an algorithm based on MRFs tends to favor 
perceptual quality over signal fidelity. The contributions presented in this thesis thus 
open new directions for learning-based super-resolution particularly in these two areas. 
154 
Appendix A 
Image Databases 
A series of image databases are used in the experiments to test the range of appli-
cations of the algorithms. Below is the list of an the databases used, along with the 
various locations these images were obtained. 
1. Fingerprint database: Fingerprint Verification Competition (FVC2000) web-
~te (http://bias.csr.unibo.it/fvc2000/) 
2. Car database: McGill's Artificial Perception Laboratory 
3. Washington database: ASTER data of Washington D.C., from NASA's Vis-
ible Earth website (http://visibleearth . nasa. gOY) 
4. Magnetic resonance images database (brains): Montreal Neurological 
Institute (McGill University). 
5. Text database: Out-of-focus image (input) and zoomed high-resolution images 
of printed text from Project Gutenberg and Ebooks libres et gratuits: 
http://www.gutenberg.org/wiki/Main_Page, 
http://www.ebooksgratuits.com/index.php. 
The first four databases contain high-resolution images. For each database, one 
image h is used as the ground truth image, and the others {In, It2' It3, ... , Itn} are 
used as the training database. The ground truth image is blurred with a synthetic 
PSF Cs and downsampled to obtain the input low-resolution image h. 
A Image Databases 155 
For the last database, a digital camera was used to take images of a series of scenes. 
For one scene, a blurred image is obtained by setting the camera out-of-focus. The 
PSF of the out-of-focus setting of the camera must also be obtained. 
AlI the ground truth images and database image are shown in Figures A.2-A.5. 
Because of the fairly high number of experiments presented in the thesis, the number 
of images in each databases was kept fairly low to minimize the computation time. 
The size of the images range between 200 x 200 and 300 x 300 pixels, leading to 
a number of patches per images between 9600 to 22000 (the number will vary with 
the size of the low-resolution patches, which will cause the edges of the images to be 
cropped). The ground truth image and the training images are generally the same 
size. 
Input Image 
(Ground Truth) 
Image Database 
Figure A.l Images in the Car database 
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Input Image 
(Ground Truth) 
Image Database 
Figure A.2 Images in the Fingerprint database 
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Input Image 
(Ground Truth) 
Image Database 
Figure A.3 Images in the Washington data base 
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Input Image 
(Ground Truth) 
Image Database 
Figure A.4 Images in the Brain database 
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Input Image Image Database 
Figure A.5 Images in the Text database 
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Appendix B 
Edge Spread Functions for Various 
PSFs 
Both methods presented in this thesis involve the recovery of one PSF parameter. 
Given the size of the kernel and assuming symmetry, typical shapes such as the 
Gaussian, the pillbox and the rectangular PSFs can aU be modeled with a single 
parameter. Most experiments in this thesis were performed using a Gaussian PSF, 
however only minor changes are necessary to adapt the methods to other types of 
PSFs. 
Given a camera for which the PSF is needed (for instance, to provide a ground 
truth for deconvolution or blind super-resolution experiments), a simple way to recover 
the PSF parameter is to use the Edge Spread Function (ESF), resulting from the 
convolution between a step edge and a PSF. The theoretical ESF will be a function 
of the unknown PSF parameter a. If the image of a step edge is available, the best 
theoretical ESF can be obtained by varying the parameter a until a best fit is chosen. 
Below, the theoretical ESFs for a Gaussian, a pillbox, and a rectangular PSF are 
calculated. 
B Edge Spread Functions for Various PSFs 
B.l Edge Spread Function for a Gaussian PSF 
In one dimension, let the Heaviside step function H (x) be centered at x = 0: 
{ 
1 x>O 
H(x) = 1/2 x = 0 
o x<O 
Using the convolution property of the Heaviside function [16]: 
H(x) * f(x) = 1~ f(x') dx', 
and letting f (x) be a Gaussian of the form: 
we have that: 
H(x) * G(x) l x 1 /2 x , --e-2;;2 dx -00 CJV2ii ' 
1 10 /2 1 lX /2 x , x, -- e-2;;2dx + -- e-2;;2 dx, CJV2ii -00 CJV2ii 0 H(x) * G(x) 
H(x) * G(x) = _1_ (V2iiCJ + V2iiCJ erf( ~)) , CJV2ii 2 2 V2CJ 
EG(x) = H(x) * G(x) = ~ (1 + erf( ~CJ)) , 
where erf( z) is the error function: 
. 2 l Z 2 
erf(z) = ft 0 e- t dt. 
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(B.1) 
(B.2) 
(B.3) 
(B.4) 
(B.5) 
(B.6) 
(B.7) 
(B.8) 
A similar function is obtained in [38] and generalization to a 2D gives the same 
result (since the 2D step edge can simply lie along one of the axis). Examples of ESFs 
for various standard deviations are shown in Figure B.1. 
B Spread Functions for Various PSFs 
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Figure B.l Edge spread function for a Gaussian PSF. The functions 
for three different standard deviations are represented. 
B.2 Edge Spread Function for a Pillbox PSF 
162 
Another popular model for a camera PSF is the "pillbox" , which is cylindrical shaped. 
Let the pillbox PSF be defined as: 
{ 
1 . / x2 + y2 < rb 
PB(x,y) = 7ror~ V 
otherwise 
(B.9) 
where rb is the blurring radius. Again convolving with the Heaviside step edge aligned 
on the y axis and using the same properties, we have: 
Ep(x, y) [:[~ PB(x,y)dxdy (B.lO) 
Ep(x, y) j.fiFx' l' _.Jrb~_x2 -rb PB(x,y)dxdy (B.11) 
Ep(x, y) - lX (22)Jr~-x2dx, 
-rb 7fTb 
(B.12) 
in the case where Ixl < rb. From [93] the integral is determined as: 
E (x,y) = - r2-x2+- arcsm-+- . x V 1 ( . X 7f) p 7fr~ b 7f rb 2 (B.13) 
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For x > rb, the integral is over the entire circle, so that the integral is equal to 1. For 
x < -rb, the result of the integral is 0 since PB(x, y) is zero in this range. The ESF 
for a pillbox PSF is thus: 
o 
x . /r2 _ x2 + l (arcsin 1:. + 1!:) ~v b 1r Tb 2 
1 
Examples are shown in Figure B.2. 
Edge Spread Function for a Pillbox PSF 
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Figure B.2 Edge spread function for a pillbox PSF. The functions for 
three different blurring radii are represented. 
B.3 Edge Spread Function for a Rectangular PSF 
Finally, let a rectangular PSF be defined as: 
R(x, y) = {dx1dY Ixl < d2', I~I < d; 
o otherwzse 
Convolution with a Heaviside step function aligned on the y axis leads to: 
j dy /2jX E= R(x,y)dxdy, 
-dy /2 -dx /2 
(B.14) 
(B.15) 
(B.16) 
B Edge Spread Functions for Various PSFs 
in the case where Ixl < dx/2. The integral is therefore easily calculated: 
E 
E = 
-- d dx l lX 
dxdy -dx /2 y 
l . dx 
-(x+ -) d 2 ' x 
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(B.17) 
(B.18) 
For x < -dx /2, the integral will be 0, and for x > dx /2 the integral is performed over 
the whole surface of the rectangle, leading to a value of 1. The same function in ID 
is mentioned in [5]. The final ESF is thus: 
x < -dx /2 
Ixl < dx /2 
x > dx /2 
Examples are shown in Figure B.3. 
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Figure B.3 Edge spread function for a rectangular PSF. The functions 
for three different lengths dx are represented. 
(B.19) 
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