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In this paper, we present the data-driven COS method, ddCOS. It is a Fourier-based finan- 
cial option valuation method which assumes the availability of asset data samples: a char- 
acteristic function of the underlying asset probability density function is not required. As 
such, the presented technique represents a generalization of the well-known COS method 
[1]. The convergence of the proposed method is O(1 / √ n ) , in line with Monte Carlo meth- 
ods for pricing financial derivatives. The ddCOS method is then particularly interesting for 
density recovery and also for the efficient computation of the option’s sensitivities Delta 
and Gamma. These are often used in risk management, and can be obtained at a higher 
accuracy with ddCOS than with plain Monte Carlo methods. 
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 1. Introduction 
In quantitative finance, statistical distributions are commonly used for the valuation of financial derivatives and within
risk management. The underlying assets are often modelled by means of stochastic differential equations (SDEs). Except for
the classical and most simple asset models, the corresponding probability density function (PDF) and cumulative distribution
function (CDF) are typically not known and need to be approximated. 
In order to compute option prices, and to approximate statistical distributions, Fourier-based methods are commonly
used numerical techniques. They are based on the connection between the PDF and the characteristic function (ChF), which
is the Fourier transform of the probability density. The ChF is often available, and sometimes even in closed form, for the
broad class of regular diffusions and also for Lévy processes. Some representative efficient Fourier pricing methods include
those by Carr and Madan [2] , Boyarchenko and Levendorskii [3] , Lewis [4] and Fang and Oosterlee [1] . Here, we focus on
the COS method from [1] , which is based on an approximation of the PDF by means of a cosine series expansion. 
Still, however, the asset dynamics for which the ChF are known is not exhaustive, and for many relevant asset price pro-
cesses we do not have such information to recover the density. In recent years several successful attempts have been made
to employ Fourier pricing methods without the explicit knowledge of the ChF. In Grzelak and Oosterlee [5] , for example, a
hybrid model with stochastic volatility and stochastic interest rate was linearized by means of expectation operators to cast
the approximate system of SDEs in the framework of affine diffusions. Ruijter and Oosterlee [6] discretized the governing
asset SDEs first and then worked with the ChF of the discrete asset process, within the framework of the COS method.
Borovykh et al. [7] used the Taylor expansion to derive a ChF for which they could even price Bermudan options highly∗ Corresponding author at: Delft Institute of Applied Mathematics, Delft University of Technology (TU Delft), Delft, The Netherlands. 
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 efficiently. In this work, we extend the applicability of the COS method to the situation where only data (samples from an
unknown distribution) are available. 
The density estimation problem, using a data-driven PDF, has been intensively studied in the last decades, particularly
since it is a component in the machine learning framework [8] . Basically, density estimators can be classified into parametric
and non-parametric estimators. The first type relies on the fact that prior knowledge is available (like moments) to deter-
mine the relevant parameters, while for non-parametric estimators the parameters need to be determined solely from the
samples themselves. Within this second type of estimators we can find histograms, kernel density and orthogonal series
estimators. A thorough description of these estimators is provided in [9] . More recently, some applications in finance have
also appeared, see [10–12] , for example. 
For the valuation of financial derivatives, we will combine density estimators with Fourier-based methods, so orthog-
onal series form a natural basis. We will focus on the framework of statistical learning , see [13] . In statistical learning, a
regularization is employed to derive an expression for the data-driven empirical PDF. By representing the unknown PDF
as a cosine series expansion, a closed-form solution of the regularization problem is known [13] , which forms the basis
of the data-driven COS method (ddCOS). However, in order to employ the COS method machinery, underlying risk-neutral
asset samples are required, i.e. they need to be generated according to some underlying model. This fact implies that the
technique presented here results in a hybrid Monte Carlo-Fourier method. 
The use of the COS method gives us expressions for option prices and, in particular, for the option sensitivities or Greeks .
These option Greeks are the derivatives of option price with respect to a variable or parameter. The efficient computation of
the Greeks is a challenging problem when only asset samples are available. Existing approaches are based on Monte Carlo-
based techniques, like on finite-differences (bump and revalue), pathwise or likelihood ratio techniques, for which details
can be found in [14] , chapter 7. Several extensions and improvements of these approaches have appeared, for example, based
on adjoint formulations [15] , the ChF [16,17] , Malliavin calculus [18,19] , algorithmic differentiation [20,21] or combinations
of these [22–24] . Intuitively, the ddCOS method follows a similar approach as the likelihood ratio method, i.e. it relies on
the differentiation of the (recovered) density function. On the other hand, our method can be also related to the improved
methodologies employing the so-called Malliavin derivative , since it introduces a sample-based weighted coefficients that
multiply the payoff coefficients. For both techniques, the differentiation of the payoff function (or payoff coefficients) is
avoided. 
All in all, the computation of the Greeks can be quite involved. The ddCOS method is not directly superior to Monte
Carlo methods for option valuation, but it is competitive for the computation of the corresponding sensitivities. We derive
simple expressions for the Greeks Delta and Gamma. The importance of Delta and Gamma in dynamic hedging and risk
management is well-known. A useful application is found in the Delta–Gamma approach [25] to quantify market risk. The
approximation of risk measures like Value-at-Risk (VaR) and Expected Shortfall (ES) under the Delta–Gamma approach is
still nontrivial. Next to Monte Carlo methods, Fourier techniques have been employed in this context, when the ChF of the
change in the value of the option portfolio is known (see [26,27] ). For example, the COS method has been applied in [28] to
efficiently compute the VaR and ES under the Delta–Gamma approach. The ddCOS method may generalize the applicability
to the case where only data is available. 
This paper is organized as follows. The ddCOS method, and the origins in statistical learning and Fourier-based option
pricing, are presented in Section 2 . Variance reduction techniques can also be used within the ddCOS method, providing
an additional convergence improvement. We provide insight and determine values for the method’s open parameters in
Section 3 . Numerical experiments, with a focus on the option Greeks, are presented in Section 4 . We conclude in Section 5 .
2. The data-driven COS method 
In this section we will discuss the ddCOS method, in which aspects of the Monte Carlo method, density estimators and
the COS method are combined to approximate, in particular, the option Greeks Delta and Gamma. We will focus on European
options here. 
The COS method in [1] is a Fourier-based method by which option prices and sensitivities can be computed for various
options under different models. The method relies heavily on the availability of the ChF, i.e., the Fourier transform of the
PDF. In the present work, we assume that only asset samples are available, not the ChF, resulting in the data-driven COS
method. It is based on regularization in the context of the statistical learning theory, presented briefly in Section 2.2 . The
connection with the COS method is found in the fact that the data-driven PDF appears as a cosine series expansion. 
2.1. The COS method 
The starting point for the well-known COS method is the risk-neutral option valuation formula, where the value of a
European option at time t , v (x, t) , is an expectation under the risk neutral pricing measure, i.e., 
v (x, t) = e −r(T −t) E [ v (y, T ) | x ] = e −r(T −t) 
∫ 
v (y, T ) f (y | x )d y, (1)
R 
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 with r the risk-free rate, T the maturity time, and f ( y | x ) the PDF of the underlying process, and v (y, T ) represents the option
value at maturity time, being the payoff function. Typically, x and y are chosen to be scaled variables, 
x := log 
(
S(0) 
K 
)
and y := log 
(
S(T ) 
K 
)
, 
where S ( t ) is the underlying asset process at time t , and K is the strike price. 
Density f ( y | x ) is unknown in most cases and in the COS method it is approximated, on a finite interval [ a , b ], by a cosine
series expansions, i.e., 
f (y | x ) = 1 
b − a 
( 
A 0 + 2 
∞ ∑ 
k =1 
A k (x ) · cos 
(
kπ
y − a 
b − a 
)) 
, 
A 0 = 1 , A k (x ) = 
∫ b 
a 
f (y | x ) cos 
(
kπ
y − a 
b − a 
)
d y, k = 1 , 2 , . . . . 
By substituting this expression in Eq. (1) , interchanging the summation and integration operators using Fubini’s Theorem,
and introducing the following definition, 
V k := 
2 
b − a 
∫ b 
a 
v (y, T ) cos 
(
kπ
y − a 
b − a 
)
d y, 
we find that the option value is given by 
v (x, t) ≈ e −r(T −t) 
∞ ∑ 
k =0 
′ A k (x ) V k , (2) 
where ′ indicates that the first term is divided by two. So, the product of two real-valued functions in Eq. (1) is transformed
into the product of their cosine expansion coefficients, A k and V k . Density coefficients A k can be computed by the ChF and
V k is known analytically (for many types of options). 
Closed-form expressions for the option Greeks can also be derived. From the COS option value formula,  and  are
obtained by 
 = ∂v (x, t) 
∂S 
= 1 
S(0) 
∂v (x, t) 
∂x 
≈ exp (−r(T − t)) 
∞ ∑ 
k =0 
′ ∂A k (x ) 
∂x 
V k 
S(0) 
, 
 = ∂ 
2 v (x, t) 
∂S 2 
= 1 
S 2 (0) 
(
−∂v (x, t) 
∂x 
+ ∂ 
2 v (x, t) 
∂x 2 
)
≈ exp (−r(T − t)) 
∞ ∑ 
k =0 
′ 
(
−∂A k (x ) 
∂x 
+ ∂ 
2 A k (x ) 
∂x 2 
)
V k 
S 2 (0) 
. 
(3) 
Due to the rapid decay of the coefficients, v (x, t) ,  and  can be approximated with high accuracy by truncating
the infinite summation in Eqs. (2) and (3) to N terms. Under suitable assumptions, exponential convergence is proved and
numerically observed. 
2.2. Statistical learning theory for density estimation 
In the setting of this paper, we assume a vector of n independent and identically distributed (i.i.d.) samples, X 1 , X 2 , . . . , X n .
Based on these samples, we wish to find an accurate approximation of the PDF estimator, f n ( x ), which should approximate
density f ( x ). 
By definition, the PDF is related to its CDF F ( x ), ∫ x 
−∞ 
f (y )d y = F (x ) . (4) 
Function F ( x ) is approximated by the empirical approximation, 
F n (x ) = 1 
n 
n ∑ 
j=1 
η(x − X j ) , (5) 
where η( · ) is a step function. This approximation converges to the “true CDF” with rate O(1 / √ n ) since, according to the
central limit theorem, the estimation error defined as 
√ 
n ( F n (x ) − F (x ) ) follows the asymptotically normal distribution with
zero mean (further details in [29] , chapter 19). 
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 Rewriting Eq. (4) as a linear operator equation, gives us, 
C f = F ≈ F n , 
where the operator Ch := ∫ x −∞ h (z)d z. 
As explained in [13] , this operator equation represents an ill-posed problem, and therefore a risk functional should be
constructed, with a regularization term, as follows 
R γn ( f, F n ) = L 2 H (C f, F n ) + γn W ( f ) , (6)
where L H is a metric of the space H and γ n > 0 is a parameter which gives a weight to the regularization term W ( f ). The
solution of C f = F n belongs to D, the domain of definition of W ( f ). Functional W ( f ) takes real non-negative values in D.
Furthermore, M c = { f : W ( f ) ≤ c} is a compact set in the space where the solution exists and is unique. 
The solution f n , minimizing the functional in Eq. (6) , converges almost surely to the desired density. For the ill-posed
density estimation problem, other conditions imposed for consistency (see details in [13] , chapter 7), include 
γn → ∞ as n → ∞ , and 
n 
log n 
γn → ∞ as n → ∞ . 
(7)
2.3. Regularization and Fourier-based density estimators 
A relation exists between the regularization approach in Eq. (6) and Fourier-based density approximation, more specif-
ically, cosine series expansion estimators. By specific choices for the metric and the regularization term in Eq. (6) , i.e.,
L H = L 2 , and 
W ( f ) = 
∫ 
R 
(∫ 
R 
K(z − x ) f (x )d x 
)2 
d z, 
with kernel K(z − x ) , the functional reads 
R γn ( f, F n ) = 
∫ 
R 
(∫ x 
0 
f (y )d y − F n (x ) 
)2 
d x + γn 
∫ 
R 
(∫ 
R 
K(z − x ) f (x )d x 
)2 
d z. (8)
Denoting by ˆ f (u ) , ˆ F n (u ) and ˆ K(u ) the Fourier transforms of f ( x ), F n ( x ) and K(x ) , respectively, an expression for ˆ F n (u ) can
be derived by applying Fourier transformation to Eq. (5) , 
ˆ F n (u ) = 1 
2 π
∫ 
R 
F n (x )e 
−iux d x 
= 1 
2 nπ
∫ 
R 
n ∑ 
j=1 
η(x − X j )e −iux d x = 
1 
n 
n ∑ 
j=1 
exp (−iuX j ) 
iu 
, 
where i = √ −1 is the imaginary unit. 
By employing the convolution theorem and Parseval’s identity , Eq. (8) can be rewritten as 
R γn ( f, F n ) = 
∥∥∥∥∥
ˆ f (u ) − 1 
n 
∑ n 
j=1 exp (−iuX j ) 
iu 
∥∥∥∥∥
2 
L 2 
+ γn 
∥∥∥ ˆ K (u ) ˆ  f (u ) ∥∥∥2 
L 2 
. 
As the functional R γn ( f, F n ) is quadratic with respect to 
ˆ f , the condition for its minimum (see [13] , for details) is given
by, 
ˆ f (u ) 
u 2 
− 1 
nu 2 
n ∑ 
j=1 
exp (−iuX j ) + γn ˆ  K (u ) ˆ  K (−u ) ˆ  f (u ) = 0 , 
which entails that the Fourier transform of the solution (in terms of n ) has the expression 
ˆ f n (u ) = 
(
1 
1 + γn u 2 ˆ K (u ) ˆ  K (−u ) 
)
1 
n 
n ∑ 
j=1 
exp (−iuX j ) . (9)
Once the Fourier transform of the solution for the general regularization problem has been derived, we then find the
connection with the series estimators, specifically in the form of cosine series expansion. For this, we further assume that
the kernel K is the p th derivative of the Dirac delta function, i.e., K(x ) = δ(p) (x ) , and the desired PDF, f ( x ), belongs to the
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 class of functions whose p th derivative ( p ≥0) belongs to L 2 (0, π ), the risk functional becomes 
R γn ( f, F n ) = 
∫ π
0 
(∫ x 
0 
f (y )d y − F n (x ) 
)2 
d x + γn 
∫ π
0 
(
f (p) (x ) 
)2 
d x. (10) 
Given a series expansion in orthonormal functions , ψ 1 (θ ) , . . . , ψ k (θ ) , . . . , θ ∈ (0 , π) , the approximation to the unknown
PDF will be of the form 
f n (θ ) = 1 
π
+ 2 
π
∞ ∑ 
k =1 
˜ A k ψ k (θ ) , (11) 
with ˜ A 0 , ˜ A 1 , . . . , ˜ A k , . . . expansion coefficients, defined as ˜ A k = < f n , ψ k > . 
We need to compute the expansion coefficients so that the functional in Eq. (10) is minimized. The coefficients ˜ A k cannot
be directly computed from the definition since the unknown PDF, f n , is implicitly involved in the expression, i.e., 
˜ A k = < f n , ψ k > = < ˆ f n , ˆ ψ k > 
= 
∫ π
0 
( (
1 
1 + γn u 2 ˆ K (u ) ˆ  K (−u ) 
)
1 
n 
n ∑ 
j=1 
exp (−iuθ j ) 
) 
· ˆ ψ k (u )d u. 
Using cosine series expansions, i.e., ψ k (θ ) = cos (kθ ) , it is well-known that ˆ ψ k (u ) = 1 2 (δ(u − k ) + δ(u + k )) . This facil-
itates the computation of the series coefficients, ˜ A k , avoiding the calculation of the integral. Thus, the minimum of the
functional using cosine series expansions is obtained when 
˜ A k = 
1 
2 n 
( (
1 
1 + γn (−k ) 2 ˆ K (−k ) ˆ  K (k ) 
)
n ∑ 
j=1 
exp (ikθ j ) 
+ 
(
1 
1 + γn k 2 ˆ K (k ) ˆ  K (−k ) 
)
n ∑ 
j=1 
exp (−ikθ j ) 
) 
= 1 
1 + γn k 2 ˆ K (k ) ˆ  K (−k ) 
1 
n 
n ∑ 
j=1 
cos (kθ j ) 
= 1 
1 + γn k 2(p+1) 
1 
n 
n ∑ 
j=1 
cos (kθ j ) , 
(12) 
where θ j ∈ (0, π ) are given samples of the unknown distribution. In the last step, ˆ K(u ) = (iu ) p is used. 
Assuming that the samples are given, the solution contains two free parameters: regularization parameter γ n , and smooth-
ing parameter p . 
In Section 3 , we will discuss the impact of the regularization parameter on the convergence to the density in terms of
the number of samples. We will use p = 0 here. 
Smoothing parameter example 
In order to give an insight in the influence of parameter p on the approximation, in Fig. 1 standard normal densities
obtained for several values of p are shown. With p increasing, the densities get increasingly smooth. The choice p = 0 (reg-
ularizing the density itself and not imposing regularization upon its derivatives) appears most appropriate in our context of
smooth densities. -4 -2 0 2 4
0
0.1
0.2
0.3
0.4 Truep = 0
p = 1
p = 2
p = 3
Fig. 1. Smoothing of the density approximation in relation to parameter p . 
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 2.4. The ddCOS method 
We are now ready to present the ddCOS method, where we employ the series expansion coefficients from the regular-
ization approach. We replace the A k -coefficients from Eq. (2) by those coefficients based on data, ˜ A k in Eq. (12) . 
So, suppose we have risk neutral samples (or values) from an underlying asset at a future time t , i.e.,
S 1 (t) , S 2 (t ) , . . . , S n (t ) . We compute the value of a European option with maturity time T and strike price K , and require
therefore the samples S j ( T ). With a logarithmic transformation, we have 
Y j := log 
(
S j (T ) 
K 
)
. 
Before employing these samples in the regularization approach and because the solution is defined in (0, π ), we need to
transform the samples by the following change of variables, 
θ j = π
Y j − a 
b − a , 
where the boundaries a and b are defined as 
a := min 
1 ≤ j≤n 
(Y j ) , b := max 
1 ≤ j≤n 
(Y j ) . 
The A k coefficients in Eq. (2) are replaced by the data-driven ˜ A k in Eq. (12) , 
A k ≈ ˜ A k = 
1 
n 
∑ n 
j=1 cos 
(
kπ
Y j −a 
b−a 
)
1 + γn k 2(p+1) 
. 
The ddCOS pricing formula for European options based on risk neutral data is now obtained as 
˜ v(x, t) = e −r(T −t) 
∞ ∑ 
k =0 
′ 
1 
n 
∑ n 
j=1 cos 
(
kπ
Y j −a 
b−a 
)
1 + γn k 2(p+1) 
·V k 
= e −r(T −t) 
∞ ∑ 
k =0 
′ ˜ A k V k . 
(13)
As in the original COS method, we must truncate the infinite sum in Eq. (13) to a finite number of terms N , i.e., 
˜ v(x, t) = e −r(T −t) 
N ∑ 
k =0 
′ ˜ A k V k , (14)
which completes the ddCOS pricing formula. 
The samples Y j should originate from one initial state, i.e. the dependency on the state x is implicitly assumed. In the
case of European options this is typically fulfilled. In the Monte Carlo method, for example, all simulated asset paths depart
from the same point S (0), so that x := log ( S(0) K ) . 
Regarding the Greeks, we can also derive data-driven expressions for the  and  sensitivities. We first define the
corresponding sine coefficients as 
˜ B k := 
1 
n 
∑ n 
j=1 sin 
(
kπ
Y j −a 
b−a 
)
1 + γn k 2(p+1) 
. 
Taking derivatives in Eq. (14) w.r.t the samples, Y j , and following the COS expression for the sensitivities in Eq. (3) , the
data-driven Greeks, ˜  and ˜ , can be obtained by 
˜  = e −r(T −t) 
N ∑ 
k =0 
′ ˜ B k ·
(
− kπ
b − a 
)
· V k 
S(0) 
, 
˜  = e −r(T −t) 
N ∑ 
k =0 
′ 
( 
˜ B k ·
kπ
b − a −
˜ A k ·
(
kπ
b − a 
)2 ) 
· V k 
S 2 (0) 
. 
The obtained sample-based expressions for the Greeks keep the payoff coefficients invariant, while the density coeffi-
cients are differentiated. This fact again suggest a connection with the methods relying on the Malliavin derivative, where
the payoff function is smartly weighted in order to compute the sensitivities. 
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 2.4.1. Application of variance reduction 
Because of the focus on asset path data, the ddCOS method is related to the Monte Carlo method. Variance reduction in
Monte Carlo methods is typically achieved by the use of variance reduction techniques. The ddCOS method also admits an
additional variance reduction, in this case, for the computation of the expansion coefficients, ˜ A k . We show how to introduce
antithetic variates (AV) to our method. Since one of the assumptions for the regularization approach is that the samples are
i.i.d., an immediate application of AV is not possible. Therefore, if we assume that antithetic samples, Y ′ 
i 
, to the original
samples Y i , can be computed without any serious computational effort, a new estimator for the coefficients can be defined
as 
A¯ k := 
1 
2 
(
˜ A k + ˜ A ′ k 
)
, 
where we denote by ˜ A ′ 
k 
the corresponding “antithetic coefficients”, obtained by Y ′ 
i 
. By a similar derivation as for the standard
AV technique, it can be proved that the use of coefficients A¯ k will give us a variance reduction compared to using the ˜ A k 
coefficients. Other variance reduction techniques may also be considered for the ddCOS method under the assumption of
i.i.d. samples. 
In order to reduce the variance of any estimator, additional information may be introduced. A well-known property to
fulfil is the martingale property. To preserve this property, a simple transformation of the samples can be made by 
S(T ) = S(T ) − 1 
n 
n ∑ 
j=1 
S j (T ) + E [ S(T )] , 
= S(T ) − 1 
n 
n ∑ 
j=1 
S j (T ) + S(0) exp (rT ) . 
As this modification is performed over the samples, it can also be used in the context of the ddCOS method. 
3. Choice of parameters in ddCOS method 
In this section, the selection and the influence of the regularization parameter γ n in the ddCOS method is studied. 
3.1. Regularization parameter γ n 
The regularization parameter γ n plays an important role in the empirical PDF f n . Without the inclusion of the regulariza-
tion term, the density approximation provided by Eq. (10) , would give us a standard orthogonal series estimator. The choice
of parameter γ n impacts the efficiency of the data-driven COS method, since it is related to the required number of data
samples, and by reducing the number of samples, the overall computational cost can be reduced. 
The first option for choosing the regularization parameter, γ n , which was proposed in [13] , is given by the following rule,
γn = log log n 
n 
. (15) 
As proved in [13] , this rule provides a robust asymptotic rate of convergence under the assumption of a compactly
supported density. It implies, with probability one, uniformly converging approximations f n to the unknown density. Note,
however, that the regularization parameter does not satisfy the second condition in Eq. (7) . 
Although Eq. (15) ensures an optimal asymptotic convergence in terms of n , it may not be the optimal γ n -value for
density estimation with a given fixed amount of samples. For that purpose we can exploit the relation between the empirical
CDF, F n ( x ), and the unknown CDF, F ( x ). This relation can be modelled by means of different statistical laws . Some examples
include the Kolmogorov–Smirnov, Anderson–Darling, Kuiper and the Smirnov–Cramér–von Mises laws, by which a measure
of the distance, or, goodness-of-fit , between F n ( x ) and F ( x ) can be defined. 
We are interested in a statistic which has a distribution, independent of the actual CDF and the number of samples n ,
and consider the Smirnov–Cramér–von Mises (SCvM) statistic [30,31] , defined as 
ω 2 := n 
∫ 
R 
( F (x ) − F n (x ) ) 2 d F (x ) . 
Based on an approximation of the desired PDF, f γn (depending on γ n ) and thus the CDF, F γn , we choose the regularization
parameter such that F γn satisfies the SCvM statistic optimally, by solving (in terms of γ n ) the following equation: ∫ 
R 
(
F γn (x ) − F n (x ) 
)2 
d F (x ) = m ω 2 
n 
, 
where m ω 2 is the mean of the SCvM statistic, ω 
2 . In the one-dimensional case, a simplified expression can be derived
[31,32] , i.e., 
n ∑ 
j=1 
(
F γn ( ¯X j ) −
i − 0 . 5 
n 
)2 
= m ω 2 −
1 
12 n 
, (16) 
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 with X¯ 1 , X¯ 2 , . . . , X¯ n , the ordered array of samples X 1 , X 2 , . . . , X n . It can be proved (details in [13] ) that, by solving Eq. (16) un-
der the assumption that the solution is in the form of a cosine series expansion, a regularization parameter can be deter-
mined, which provides an almost optimal rate of convergence in n towards the desired density function. 
Next to the improvement of the method’s convergence, the quality of the density approximation, in terms of the consid-
ered expansion coefficients, is also influenced by the regularization parameter. 
In order to assess the impact of γ n on the quality of approximation, we employ the well-known Mean Integrated Squared
Error (MISE), which is commonly used in density estimation (also known as the risk function ). The formal definition reads 
E 
[‖ f n − f ‖ 2 2 ] = E [ ∫ 
R 
( f n (x ) − f (x ) ) 2 d x 
] 
. 
In our case, the MISE can be decomposed into two terms (see [33] ), as follows, 
E 
[∫ π
0 
( f n (x ) − f (x ) ) 2 d x 
]
= 
N ∑ 
k =1 
V ar 
[
˜ A k 
]
+ 
∞ ∑ 
k = N+1 
A 2 k 
where the A k are the ‘true’ coefficients from Eq. (2) , and the ˜ A k are from Eq. (12) . The MISE, as it is defined, is the summation
of the bias and the variance of the estimator. In the Fourier cosine expansions context, an increasing N implies smaller bias
(but bigger variance). The opposite also holds i.e. small N produces more bias and smaller variance. We need to compute
the variance of the data-driven coefficients, ˜ A k . By Eq. (12) , we have 
V ar 
[
˜ A k 
]
= V ar 
[ 
1 
1 + γn k 2(p+1) 
1 
n 
n ∑ 
j=1 
cos (kθ j ) 
] 
= 1 (
1 + γn k 2(p+1) 
)2 1 n 2 
n ∑ 
j=1 
V ar 
[
cos (kθ j ) 
]
. 
By basic trigonometric properties, this variance can be computed as 
V ar [ cos (kx ) ] = E 
[
cos 2 (kx ) 
]
− ( E [ cos (kx ) ] ) 2 
= 
∫ π
0 
cos 2 (kx ) f (x )d x −
(∫ π
0 
cos (kx ) f (x )d x 
)2 
= 
∫ π
0 
(
1 + cos (2 kx ) 
2 
)
f (x )d x − A 2 k = 
1 
2 
+ A 2 k 
2 
− A 2 k , 
where the definition of the expansion coefficients is used in steps 2 and 3. 
The expression for the variance of ˜ A k then reads 
V ar 
[
˜ A k 
]
= 1 (
1 + γn k 2(p+1) 
)2 1 n 
(
1 
2 
+ 1 
2 
A 2 k − A 2 k 
)
, 
and the MISE is thus given by 
MISE = 1 
n 
N ∑ 
k =1 
1 (
1 + γn k 2(p+1) 
)2 (1 2 + 1 2 A 2 k − A 2 k 
)
+ 
∞ ∑ 
k = N+1 
A 2 k . (17)
Example 
The error measure defined in Eq. (17) is employed to analyse the influence of the regularization. We use the standard
normal distribution as a reference test case. The coefficients that are based on the available analytic solution are replaced
by the corresponding data-driven coefficients that depend on γ n . 
In Fig. 2 (a), we present the convergence results for different regularization parameters. Next to the rules suggested by
Eq.s (15) and (16) , we also include the case γn = 0 to highlight the benefits of employing the regularization approach. The
obtained results confirm the improvements provided by both γ n -rules, with the almost optimal γ n given by the SCvM
statistic. A second aspect which is influenced by γ n is the accuracy with respect to the number of expansion terms N
in Eq. (14) . For this, in Fig. 2 (b) we present the MISE for the standard normal distribution when different coefficients A k
are employed: A k by the γ n -rule (15) (red lines), A k by the SCvM (16) (blue lines) and, as a reference, the A k -coefficients
obtained by the ChF (black dashed line). We notice that, when γn = 0 is used in the MISE formula (all dashed lines), for
increasing value of N , the approximation deteriorates, resulting in increasing approximation errors. In contrast, when the
corresponding γ n is used (regular lines), the error stabilizes. Since the number of expansion coefficients is typically chosen
high, this property of the regularization approach is useful. 
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Fig. 2. Influence of γ n on the convergence w.r.t. the number of samples n and the number of terms N . 
Fig. 3. Influence of the number of samples n , and the number of coefficients N in the MISE and in the MISE proxy, MISE N . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 3.1.1. Optimal N -values 
As mentioned, with an increasing number of series expansion coefficients N , the approximation based on the regulariza-
tion approach does not improve any further. This fact indicates that we need to determine an optimal value of N , i.e. the
smallest value of N for which the MISE stabilizes, see Fig. 2 (b). Using small N -values is important within the data-driven
methodology, since parameter N considerably affects the performance of the method. 
We propose an empirical procedure to compute the optimal value of N . The MISE in Eq. (17) depends on the number of
samples n , the number of coefficients N , and the coefficients themselves A k . Since we wish to compute no more coefficients
than necessary, we focus on the parameters n and N . Regarding the influence of the number of samples, see also the curves
in Fig. 3 (a), higher n -values also require higher N -values to ensure stabilizing errors in the MISE curve. To determine a rela-
tion between n and N , we need to simplify the MISE formula as we desire a closed-form expression. We discard the second
part in Eq. (17) , as it goes to zero when N increases. Within the first part, we approximate the quantity 
(
1 
2 + 1 2 A 2 k − A 2 k 
)
≈ 1 2 .
Then, the approximate formula for the MISE is found to be 
MISE ≈ 1 
n 
N ∑ 
k =1 
1 
2 (
1 + γn k 2(p+1) 
)2 =: MISE N , 
where n and N are directly connected, but also γ n appears. It is possible to prove that the above MISE proxy, MISE N , is an
upper bound for the first part in Eq. (17) . 
From Fig. 3 (b), we observe two important facts: the MISE proxy provides a highly satisfactory approximation for the first
addend of the MISE, which converges to the MISE when N increases. By combining these two observations, we will employ
the MISE proxy to determine the optimal number of terms N . Since the computation of γ n by Eq. (16) involves N , we use
the case where γ n is determined by Eq. (15) (which only depends on n ). Fig. 3 (b) shows that the MISE N (to a different
level of accuracy) is very similar in both cases, where the γ n rule appears conservative, i.e. bigger N -values are required
to reach the non-decreasing error region. The proposed procedure iteratively determines whether or not we reached error
stabilization by checking the differences in MISE between two consecutive N -values. When this difference is less than aN 
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Fig. 4. Optimal N -values in terms of n , computed by Algorithm 1 . 
 
 
 
 
 
 
 
 
 
 
 
 predefined tolerance, , we have approximated the optimal N -value. Since N should grow with n , we propose to use  := 1 √ 
n 
,
i.e. the expected order of accuracy for the density approximation should be given in terms of the number of samples. 
By collecting all described components, the approximately optimal N -value becomes a function only of n . The iterative
methodology is described in Algorithm 1 . In Fig. 4 , we observe that the resulting optimal N function is an increasing staircase
function (with a predefined floor of N = 5 ), see also [33] . 
Algorithm 1: Optimal N -values. 
Data : n , γn 
N min = 5 
N max = ∞ 
 = 1 √ 
n 
MISE ∗ = ∞ 
for N = N min : N max do 
MISE N = 1 n 
∑ N 
k =1 
1 
2 
( 1+ γn k 2(p+1) ) 2 
N = | MISE N −MISE ∗| | MISE N | 
if N >  then 
N op = N 
else 
Break 
MISE ∗ = MISE N 
Now, we have described the techniques to determine values for the regularization parameter γ n , and for the number of
coefficients, N . By these, the ddCOS method is defined with only Monte Carlo samples as the input. 
4. Applications of the ddCOS method 
In this section, we present some applications of the ddCOS method. The first application is an option pricing experiment,
where we show the method’s convergence. Subsequently, we present the performance regarding the computation of the
Greeks, where ddCOS exhibits a stable convergence and can be employed with involved models, as we only need asset
samples. We also compute the Greeks under the SABR model. Once the Greeks have been efficiently approximated, they
can be used for the computation of the VaR and ES risk measures within the Delta–Gamma approach. All steps in this
methodology can be performed by the ddCOS method. 
The experiments have been carried out on a computer system with the following characteristics: CPU Intel Core i7-
4720HQ 2.6GHz and RAM memory of 16GB RAM. The employed software package is Matlab R2016b. 
4.1. Option valuation and Greeks 
First of all, we numerically test the convergence of the ddCOS method in an option valuation experiment. The Geometric
Brownian Motion (GBM) asset dynamics are employed, since a reference value for the option value is available by the Black–
Scholes formula. The regularization parameter γ n is set as in Eq. (15) , as for option valuation experiments the difference
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Fig. 5. Convergence in prices of the ddCOS method: Antithetic Variates (AV); GBM, S(0) = 100 , r = 0 . 1 , σ = 0 . 3 and T = 2 . 
Fig. 6. Convergence in Greeks of the ddCOS method: Antithetic Variates (AV); GBM, S(0) = 100 , r = 0 . 1 , σ = 0 . 3 and T = 2 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 between this rule and γ n based on the SCvM statistic in Eq. (16) is not significant. Moreover, the use of the γ n rule provides
faster ddCOS estimators. 
As is common in Monte Carlo experiments, the Mean Squared Error (MSE) is considered as the error measure. In the
convergence tests, the reported values are computed as the average of 50 experiments. 
The expected order of convergence for the option values is O(1 / √ n ) , according to the convergence of the empirical CDF
towards the true CDF in Eq. (5) . In Section 2.4.1 , the application of antithetic variates in the ddCOS framework has been
presented. In Fig. 5 , we confirm that this variance reduction technique provides a similar improvement in terms of preci-
sion as when it is applied to the plain Monte Carlo method. Another observation is that, under this particular setting, the
estimators (both ddCOS and Monte Carlo) of the put option value result in smaller variances than the call option estimators.
In terms of accuracy, it is thus worth computing the put value and then use the call-put parity formula for call options. In
addition, the use of the put together with the call-put parity is recommended since call payoff functions grow exponentially
and may give rise to cancellation errors. 
We have empirically shown in Fig. 5 that the ddCOS method converges to the true price with the expected convergence
rate O(1 / √ n ) , which resembles the plain Monte Carlo convergence. However, by the ddCOS method, not only the option
value but also the sensitivities can readily be obtained. This is an advantage w.r.t Monte Carlo-based methods for estimating
sensitivities, where often, additional simulations, intermediate time-steps or prior knowledge are required. 
Thus, a similar convergence test is performed for the  and  sensitivities, see Fig 6 . As Monte Carlo-based method
for the Greeks calculation we consider the Finite Difference method (bump and revalue, denoted as MCFD). We have chosen
MCFD for the comparison because it is flexible and it does not require prior knowledge. MCFD may require one or two extra
simulations, and the choice of optimal shift parameter may not be trivial. The reference Delta and Gamma are given by the
Black–Scholes formula. In Fig. 6 , we observe the expected convergence and the reduction in the variance due to the use of
AV. In both experiments, while the  is very well approximated by the ddCOS and MCFD methods, the second derivative,
, appears more complicated for the MCFD method. This fact was already pointed out by Glasserman in [14] . The ddCOS
estimator, however, is accurate and stable as it is based on the data-driven PDF and the COS machinery. That implies that our
method does not suffer from the instabilities and potential important errors (specially in the second derivative) generated
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Table 1 
GBM call option Greeks: S(0) = 100 , r = 0 . 1 , σ = 0 . 3 and T = 2 . 
K (% of S (0)) 80% 90% 100% 110% 120% 
0.1 
Ref. 0.8868 0.8243 0.7529 0.6768 0.6002 
ddCOS 0.8867 0.8240 0.7528 0.6769 0.6002 
RE 1 . 1012 × 10 −4 
MCFD 0.8876 0.8247 0.7534 0.6773 0.6006 
RE 7 . 5168 × 10 −4 

Ref. 0.0045 0.0061 0.0074 0.0085 0.0091 
ddCOS 0.0045 0.0062 0.0075 0.0084 0.0090 
RE 8 . 5423 × 10 −3 
MCFD 0.0045 0.0059 0.0071 0.0079 0.0083 
RE 4 . 9554 × 10 −2 
Table 2 
Merton jump-diffusion call option Greeks: S(0) = 100 , r = 0 . 1 , σ = 0 . 3 , μ j = −0 . 2 , σ j = 0 . 2 and 
λ = 8 and T = 2 . 
K (% of S (0)) 80% 90% 100% 110% 120% 

Ref. 0.8385 0.8114 0.7847 0.7584 0.7328 
ddCOS 0.8383 0.8113 0.7846 0.7585 0.7333 
RE 2 . 7155 × 10 −4 
MCFD 0.8387 0.8118 0.7850 0.7586 0.7330 
RE 3 . 1265 × 10 −4 

Ref. 0.0022 0.0024 0.0027 0.0029 0.0030 
ddCOS 0.0022 0.0024 0.0027 0.0029 0.0030 
RE 8 . 2711 × 10 −3 
MCFD 0.0023 0.0026 0.0028 0.0031 0.0033 
RE 6 . 118 × 10 −2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 by the finite difference approximation. Therefore, the ddCOS provides fast convergence with reduced variance, that can be
further improved by applying variance reduction techniques. 
Using n = 10 5 , in Table 1 we now compare the  and  estimations obtained under the GBM dynamics for several
strikes. The performance of the ddCOS method is very satisfactory as it is accurate, with small Relative Error (RE, averaged
over K ) and reproduces the reference values very well. The difficulties of the MCFD estimating  are more clearly visible. 
We wish to test the ddCOS method in a more complex situation, by adding jumps in the form of a Merton jump-diffusion
asset price process. To accurately compute the option sensitivities in this case gives rise to difficulties for Monte Carlo-based
methods. We perform a similar experiment as before, where now the underlying asset follows the Merton jump-diffusion
model, and the obtained  and  are presented in Table 2 . In this case, the reference value is provided by the COS method
at a high accuracy. 
In terms of computational cost, the ddCOS method is a competitive alternative, as additional simulations are not needed.
Notice that in these latter experiments AV techniques are not employed. Under the Merton dynamics, the ddCOS method
takes 0.1813 seconds and MCFD 0.3149 s. In this case, the use of the ddCOS method reduces the computational costs, as the
cost of an individual simulation by the Merton model is significantly higher than for GBM asset dynamics. 
4.2. The SABR model 
The SABR model [34] is interesting within the ddCOS framework since the ChF is not known and, furthermore, the asset
path Monte Carlo simulation is not trivial. The model is a stochastic-local volatility model which is widely used in FX
modelling, and is given by 
d S(t) = σ (t) S β (t)d W S (t) , S(0) = S 0 exp ( rT ) , 
d σ (t) = ασ (t)d W σ (t) , σ (0) = σ0 , 
(18)
where S(t) = S¯ (t ) exp ( r(T − t ) ) is the forward value of the underlying S¯ (t) , with r the interest rate, S 0 the spot price and
T maturity time. The stochastic volatility process is denoted by σ ( t ), with σ (0) = σ0 , W S ( t ) and W σ ( t ) are two correlated
Brownian motions with correlation ρ (i.e. W S W σ = ρt). The parameters of the SABR model are α > 0 (the volatility of the
volatility), 0 ≤β ≤1 (the elasticity) and ρ (the correlation coefficient). 
In [34] , the authors provided a closed-form approximation formula for the implied volatility under the SABR dynamics,
which is often used within the calibration. However, the closed-form expression is derived by perturbation theory, and
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Table 3 
Call option Greek  under the SABR model: S(0) = 100 , r = 0 , σ0 = 0 . 3 , α = 0 . 4 , β = 0 . 6 , ρ = 
−0 . 25 and T = 2 . 
K (% of S (0)) 80% 90% 100% 110% 120% 

Ref. 0.9914 0.9284 0.5371 0.0720 0.0058 
ddCOS 0.9916 0.9282 0.5363 0.0732 0.0058 
RE 5 . 2775 × 10 −3 
MCFD 0.9911 0.9279 0.5368 0.0737 0.0058 
RE 5 . 5039 × 10 −3 
Table 4 
 under SABR model. Setting: Call, S(0) = 0 . 04 , r = 0 . 0 , σ0 = 0 . 4 , α = 0 . 8 , β = 1 . 0 , ρ = −0 . 5 and 
T = 2 . 
K (% of S (0)) 80% 90% 100% 110% 120% 

Ref. 0.8384 0.7728 0.6931 0.6027 0.5086 
ddCOS 0.8364 0.7703 0.6902 0.6006 0.5084 
RE 2 . 7855 × 10 −3 
Hagan 0.8577 0.7955 0.7170 0.6249 0.5265 
RE 3 . 1751 × 10 −2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 therefore the formula is not accurate for small strike values, for long time to maturity options or for high volatilities (see,
for example, [35,36] ). 
The calculation of the Greeks under the SABR model becomes challenging but can be addressed by the ddCOS method.
To employ the method, we need samples of the underlying asset at time T . Here, we make use of the one time-step SABR
Monte Carlo simulation introduced by Leitao et al. in [35] . This one time-step SABR simulation is based on the expression
for the CDF of the conditional SABR process [37] . For S (0) > 0, the conditional CDF of S ( t ) with an absorbing boundary at
S(t) = 0 , given the volatility σ ( t ), and the conditional time-integrated variance ∫ t 0 σ 2 (s )d s | σ (t) , reads 
Pr 
(
S(t) ≤ K| S(0) > 0 , σ (t) , 
∫ t 
0 
σ 2 (s )d s 
)
= 1 − χ2 (a ; b, c) , (19) 
where 
a = 1 
ν(t) 
(
S(0) 1 −β
(1 − β) + 
ρ
α
( σ (t) − σ (0) ) 
)2 
, c = K 
2(1 −β) 
(1 − β) 2 ν(t) , 
b = 2 − 1 − 2 β − ρ
2 (1 − β) 
(1 − β)(1 − ρ2 ) , ν(t) = (1 − ρ
2 ) 
∫ t 
0 
σ 2 (s )d s , 
and χ2 ( x ; ϑ, ξ ) is the non-central chi-square CDF. 
This formula is exact for the case ρ = 0 and results in an approximation otherwise. So, to apply the one time-step Monte
Carlo simulation for the SABR dynamics, we perform the following steps (with the terminal time T ): 
• Simulation of SABR’s volatility. From Eq. (18) , the volatility in the SABR model is governed by the well-known log-normal
distribution. 
• Simulation of SABR’s time-integrated variance, conditional on the terminal value of the volatility, i.e., 
∫ T 
0 σ
2 (s )d s | σ (T ) . In [35] ,
the authors proposed a combination of Fourier- and copulas-based techniques, resulting in a fast and accurate sampling
procedure. 
• Simulation of SABR’s forward asset process. The forward dynamics are obtained by inverting the CDF in Eq. (19) . This
inverse SABR distribution has to be calculated by means of some numerical approximation. The efficient inversion in
[38] is the choice here. 
Thus, the ddCOS method will be combined with the one time-step SABR simulation to efficiently compute  and 
under the SABR dynamics. 
For the numerical experiments, we consider two parameter settings. First of all, a basic parameter set is taken, where
the SABR formula is valid and can be used as a reference. The results are presented in Table 3 . For the second test we use
a more difficult set of parameters (i.e., Set III in [35] ), where the SABR formula does not provide accurate results anymore.
In Table 4 , we observe that the ddCOS provides accurate -values in this case, without any problems. The reference value
has been computed by the MCFD in combination with the SABR Monte Carlo simulation in [36] , with a large number of
Monte Carlo paths ( n = 10 , 0 0 0 , 0 0 0 ) and time steps (4 T ). The convergence in n of the ddCOS  estimator under the SABR
dynamics is shown in Fig. 7 (a). The calculation of  when the underlying is governed by the SABR model is again involved
and the MCFD estimation is not reliable. In Fig. 7 (b), the convergence of the ddCOS  estimator is presented, where we
observe convergence, with impressive variance reduction. 
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Fig. 7. The ddCOS method: Greeks convergence test. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 4.3. VaR, ES and the Delta–Gamma approach 
In the evaluation of market risk, the computation of risk measures is important, and even mandatory for regulatory
purposes to estimate the risk of large losses. With the risk factors denoted by S and a time horizon t , we define the
change in S at time t by S . The variation in S directly affects the value of a portfolio V ( S , t ), containing derivatives of S .
We denote the changes in the value of the portfolio by V , so that the definition of the loss in interval [ t , t ] is given by 
L := −V = V (S, t) −V (S + S, t + t) . 
In order to manage possible large losses, we are interested in the distribution of L , specifically in the CDF, F L (x ) =
P ( L < x ) , which can be employed to compute the risk measures VaR or ES. The formal definition of the VaR reads 
P (V < VaR (q )) = 1 − F L ( VaR (q )) = q, 
with q a predefined confidence level, whereas, given the VaR, the ES measure is computed as 
ES := E [V | V > VaR (q )] . 
So, VaR is given as a quantile of the loss distribution, while ES is the average of the largest possible losses. 
Although simple in definition, the practical computation of these risk measures is a challenging and computationally
expensive problem, especially when the changes in V cannot be assumed linear in S . Then, VaR and ES estimation is often
performed by means of an Monte Carlo method. In order to find a balance between accuracy and tractability, one of the
employed methodologies is the Delta–Gamma approximation which combines Monte Carlo path generation, a second-order
Taylor expansion and the sensitivities to reduce the computational cost and capture the non-linearity in portfolio changes.
The delta–gamma approximation of V (in the case of only one risk factor) is given by 
V ≈
M ∑ 
i =1 
w i 
∂v i 
∂S 
S + 1 
2 
M ∑ 
i =1 
w i 
∂ 2 v i 
∂S 2 
(S) 2 , 
with M the number of assets depending on risk factor S , w i and v i the amount and the value of asset i , respectively. The
partial derivatives are evaluated at initial time t . In the case of options contracts, these partial derivatives correspond to the
 and  sensitivities. It is usually assumed that the distribution of S is known (normal, Student’s t , etc). Then, by applying
the Delta–Gamma approach, the distribution of the losses, F L , and therefore the VaR and the ES are easily calculated. 
The use of the ddCOS method in the context of the Delta–Gamma approach generalizes its applicability. Since the use of
the ChF is not longer required, we can assume non-trivial dynamics for S , where the use of Fourier inversion methods (as
in [28] ) would be a limitation (it may be impossible to obtain a ChF). As we have seen, by employing the ddCOS method, 
and  can be computed at once and, therefore, be directly employed within the Delta–Gamma approximation. The ddCOS
method can thus be used to recover the distribution of V , whenever samples are available. This can be useful when
historical data is employed, and no particular distribution is assumed. 
In order to show the performance of the ddCOS method within the Delta–Gamma approach, we first repeat the exper-
iments from [28] . Two portfolios are considered, both with the same composition (one European call and half a European
put under the same underlying asset, maturity 60 days and strike K = 101 ) but different time horizons, i.e. 1 day and 10
days. We denote them by Portfolio 1 and Portfolio 2, respectively. The underlying asset follows a GBM with S(0) = 100 ,
r = 0 . 1 and σ = 0 . 3 . Change S is assumed to be normally distributed. 
In Fig. 8 , the recovered densities by the COS and ddCOS methods are depicted. An almost perfect fit is observed, with
the expected small-sized oscillations in the data-driven approach. Since the computational domain is also driven by data,
the ddCOS recovered density remains within the defined domain, avoiding incorrect estimations outside the domain (see
the COS curve in Fig. 8 (b)). 
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Fig. 8. Recovered densities of L : ddCOS vs. COS. 
Fig. 9. VaR and ES convergence in n . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 We also employ the ddCOS method to compute the risk measures VaR and ES. The convergence of VaR and ES in terms
of n is presented in Fig. 9 , with reference values provided by [28] . As expected, the convergence rate for both estimators is
O(1 / √ n ) . 
4.3.1. Smoothing the density of L 
As seen in Fig. 8 , the densities estimated by the ddCOS method exhibit some artificial oscillations due to the lack of data
in particular regions and the so-called Gibbs phenomenon . Two possibilities to avoid the appearance of these oscillations
are increasing smoothing parameter p , and the application of so-called spectral filters within the ddCOS formula (13) . By
parameter p we can include derivatives of the PDF into the regularization (see Eq. (10) ). We analyze the use of p = 1 .
Filtering was already successfully applied in the context of the Delta–Gamma approximation in [28] , based on the work by
Ruijter et al. [39] , and we refer to the references for the filter details. Adding the filter is almost trivial as it merely implies
a multiplication with a specific filter term. Based to the references, we here choose the so-called 6th order exponential filter
within the ddCOS formula. 
In Fig. 10 , the resulting densities from the application of both alternatives are presented. Whereas both smoothing tech-
niques give highly satisfactory results for Portfolio 1, the spectral filters are superior in the case of Portfolio 2. Based on these
tests, we suggest the use of a spectral filter to obtain smooth densities. Note, however, that the application of these smooth-
ing procedures does not give us an improvement in the convergence, which is still dominated by the order of convergence
in Eq. (5) . 
4.3.2. Delta–Gamma approach under the SABR model 
In order to further test the ddCOS method in the context of the Delta–Gamma approach, we now assume the dynamics
of the underlying asset and S to be governed by the SABR dynamics. In Fig. 11 (a), the obtained VaR and ES when varying
n are presented. No reference is available here, since the MCFD is unstable for the  computation under the SABR model.
We observe that, already for n = 10 3 , a stable -value is found and, even more important, the variance is negligible. By the
ddCOS method, a closed-form expression for the loss distribution is also obtained. The recovered F L and the corresponding
PDF f L are depicted in Fig. 11 (b) (for n = 10 5 ), where we also include the resulting densities when employing the exponential
spectral filter. 
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Fig. 10. Smoothed densities of L . 
Fig. 11. Delta–Gamma approach under the SABR model. Setting: S(0) = 100 , K = 100 , r = 0 . 0 , σ0 = 0 . 4 , α = 0 . 8 , β = 1 . 0 , ρ = −0 . 5 , T = 2 , q = 99% and 
t = 1 / 365 . 
Table 5 
VaR and ES under SABR model. Setting: S(0) = 100 , K = 100 , r = 0 . 0 , σ0 = 0 . 4 , α = 0 . 8 , β = 1 . 0 , 
ρ = −0 . 5 , T = 2 , and t = 1 / 365 . 
q 10% 30% 50% 70% 90% 
VaR −1 . 4742 −0 . 5917 −0 . 0022 0.5789 1.3862 
ES 0.1972 0.5345 0.8644 1.2517 1.8744 
 
 
 
 
 
 
 
 
 In Table 5 , the VaR and ES under SABR are presented for several choices of q , ranging from 10% to 90%. Again, the results
seem to be coherent. 
5. Conclusions 
In this work, the ddCOS method has been introduced. The method extends the COS method applicability to cases when
only data samples of the underlying asset are available. The method exploits a closed-form solution, in terms of Fourier
cosine expansions, of a density. The use of the COS machinery in combination with density estimation allowed us to develop
a data-driven method which can be employed for option pricing and risk management. The ddCOS method particularly
results in an efficient method for the  and  sensitivities computation, based solely on the samples. Therefore, it can
be employed within the Delta–Gamma approximation for calculating risk measures. Through several numerical examples,
we have empirically shown the convergence of our method. In some cases, in order to get monotonic densities, it may be
beneficial to add a filter term to the ddCOS method. 
A possible future extension may be the use of other basis functions. Haar wavelets are for example interesting since they
provide positive densities and allow an efficient treatment of dynamic data. 
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