Abstract This paper presents a branch-and-cut method for two-stage stochastic mixed-integer programming (SMIP) problems with continuous firststage variables. This method is derived based on disjunctive decomposition (D 2 ) for SMIP, an approach in which disjunctive programming is used to derive valid inequalities for SMIP. The novelty of the proposed method derives from branching on the first-stage continuous domain while the branch-andbound process is guided by the disjunction variables in the second-stage. Finite convergence of the algorithm for mixed-binary second-stage is established and a numerical example to illustrate the new method is given.
Introduction
Stochastic mixed-integer programming (SMIP) is a branch of stochastic programming that deals with stochastic programs in which the decision variables involve integrality requirements. SMIP has many applications in operations research and combines two generally difficult classes of problems: stochastic programs and integer programs. Therefore, by inheriting the properties of both generally difficult classes of problems, SMIP is among the most challenging classes of optimization problems. In two-stage SMIP with recourse, the first-stage decisions have to be made "here and now" in the face of future uncertainty in the problem data, while the second-stage (recourse) decisions are determined based on the realization of the random outcomes. In this paper we consider the following two-stage SMIP problem:
where c is a known vector in n 1 , X ⊆ n 1 is a set of feasible first-stage decisions, and E [.] is the usual mathematical expectation operator with
ω is a multi-variate discrete random variable with a realization (scenario) ω with probability p ω and sample space Ω. For any ω, 
In problem formulation (2) , q(ω) is the cost vector in n2 for scenario ω ∈ Ω and J 2 is an index set that may include some or all the variables listed in y ∈ n2 . We consider instances of problem (1-2) under the following assumptions:
(A1) Ω is a finite set.
Assumption (A3) requires that the subproblem (2) remain feasible for all (x, ω) ∈ X×Ω, a property referred to as relatively complete (integer) recourse (Wets 1974) .
When the second-stage involves continuous variables only, the secondstage objective function (recourse function) is a well-behaved piecewise linear and convex function of the first-stage variables. Therefore, Benders' decomposition [3] is applicable. However, when integrality restrictions appear in the second stage, computational challenges arise. The recourse function is now lower semicontinuous with respect to the first-variables [5] , making it generally nonconvex [12] . Thus direct Benders approaches are no longer applicable. When the first-stage decisions are pure binary variables and the second-stage decisions involves integrality restrictions, finite termination is justified when the algorithm is based on branching on the first-stage variables. Algorithms dealing with SMIPs with binary first-stage variables include the decomposition algorithm of [9] , the D 2 algorithm ( [22, 20] ) a modified Benders' algorithm for SMIP [18] based on the reformulation-linearization technique or RLT ( [15] [16] [17] ), and decomposition with branch-and-cut (D-BAC) and D 2 with branch-and-cut (D 2 -BAC) algorithms [23] . The algorithms developed by [22] , [18] , and [23] require that x ∈ vert(X). These algorithms exploit the fact that if the first-stage solution x ∈ vert(X) (as is the case with pure binary first-stage), then for a given solutionx ∈ vert(X) and ω ∈ Ω, the extreme points of conv{(x, y) :
x =x} have binary values for y j , ∀j ∈ J 2 . However, this requirement no longer necessarily holds for SMIPs with continuous first-stage variables. Thus the case of SMIPs with continuous first-stage variables is much more challenging, and the aforementioned algorithms are inapplicable. Furthermore, very few algorithms have been developed for this class of SMIPs and alternative approaches are needed. In this paper we propose a novel branch-and-cut (BAC) method for SMIP with continuous first-stage variables. Branch-and-bound in this method involves branching on the first-stage continuous domain while cut generation is done in the second-stage using the D 2 method for SMIP [22] . An earlier version of this paper appears as a chapter in [10] .
Algorithms that address problem (1-2) include the BAC algorithm for SMIPs with mixed-binary variables in both stages derived by [6] . This method uses disjunctive programming [2] to derive lift-and-project cuts in the (x, y(ω))-space based on the extensive form or deterministic equivalent problem (DEP) of problem (1) (2) . [1] derives a branch-and-bound method for SMIPs with general first-stage and pure integer second-stage variables. They use a transformed space in which tender variables χ = T x are used to partition the problem using a hyperrectangular partitioning process. Recently, [19] proposed a decomposition-based branch-and-bound (DBAB) algorithm based on a hyperrectangular partitioning process on the first-stage continuous domain. They follow a modified Benders' decomposition approach in which the subproblems define lower bounding value functions of the first-stage variables. The subproblems are derived by sequentially constructing a partial convex hull representation of the two-stage solution space using the RLT technique. For surveys on SMIP we refer the reader to [13] , [8] , and [21] .
The rest of this paper is organized as follows. In the next section we give some preliminaries on disjunctive decomposition for SMIP. In Section 3 we derive the new algorithm and provide a formal outline of the algorithm in Section 4. A detailed numerical example to illustrate the new approach is given in Section 5. We end the paper with some concluding remarks in Section 6.
Preliminaries
The theory for D 2 for SMIP is derived in [22] and illustrated in [20] . Computational results with the D 2 method are reported in [11] . The D 2 method avoids solving scenario subproblem MIPs at every iteration of the algorithm but instead, performs a sequential convexification process that involves solving scenario subproblem LP relaxations. MIP solves are done only when necessary, such as when computing upper bounds for the problem. Sequential convexification is achieved via the common-cut-coefficients (C 3 ) theorem [20] , which allows for a cut (referred to as a D 2 cut) generated for one scenario subproblem to be easily translated into a cut that is valid for another scenario subproblem. The D 2 cut has the form π y ≥ π c (x, ω), where π is the common-cut-coefficient vector and the righthand side is a convexification of the function π 0 (x, ω). For a given ω the function π c (x, ω) is a linear function of x, while the function π 0 (x, ω) is a piecewise linear concave function of x [22] .
Both π and π 0 (x, ω) are generated by forming and solving a simple recourse problem (problem 18 in [22] ), which we shall refer to as the C 3 -SLP. The solution of this SLP provides the π as well as the multipliers λ 0 , and λ 1 associated with the disjunctions used in cut formation and define π 0 (x, ω) for each ω ∈ Ω. The convexification of π 0 (x, ω) to π c (x, ω) is achieved by forming and solving an LP (problem 19 in [22] ) for each ω ∈ Ω. This LP, we shall refer to as RHS-LP, is derived via a strategy from reverse convex programming in which disjunctive programming is used to provide facets of the convex hull of reverse convex sets [14] . Consequently, the LP relaxation of (2) in the K-th algorithmic iteration of the D 2 algorithm has the form
for all ω ∈ Ω. The set Θ K is the set of algorithmic indices k at which a D 2 cut is generated. The scenario subproblem LP (3) can be rewritten in compact form as follows:
where, W K is a result of augmenting the recourse matrix W with
is the result of augmenting the righthand side vector r(ω) − T (ω)x with {π k c (x, ω)} k∈Θ K . In order to set the stage for the derivation of the proposed method, we first state the theorem that addresses the identification of an optimal solution to the SMIP problem under the requirement that x ∈ vert(X). SMIP problems with purely (0-1) binary first-stage decision variables satisfy this requirement. The theorem provides a starting point for the derivation of a convexification process for the continuous first-stage case.
Theorem 1 [22] Suppose that X = {x ∈ n 1 + | Ax ≥ b} includes the constraints −x ≥ −1, and supposed that assumptions A1-A3 hold. Suppose the D 2 algorithm identifies extreme point solutions of the C 3 -SLP (problem 18 in [22] 
Proof See [22] .
Theorem 1 shows that the D 2 method generates all valid inequalities for any second-stage MIP after finitely many iterations due to the facial property of the subproblem. Hence for any
property does not necessary hold for x k ∈ vert(X) as is the case with SMIP problems with continuous first-stage variables. The violation of this property will guide us towards the derivation of the new BAC method for the continuous first-stage case.
The Branch-and-Bound Approach
Consider an iteration K of the D 2 algorithm applied to problem (1-2). Then the algorithm has iteratively identified {π
} k∈Θ K and the master program has the following form:
The variable η provides a piecewise linear approximation of the subproblem expected objective function E[f (x,ω)]. Constraints (5c) are the Benderstype [3] optimality cuts, and constraint (5d) imposes the nonnegativity requirements on x. In constraint (5c) the righthand side
denotes an appropriately dimensioned vector of optimal dual multipliers associated with
and from the optimal solution of the RHS-LP (problem 19 in [22] ) we obtain
Since x is continuous it follows that x is not necessarily an extreme point of X and therefore, the condition π c (x, ω) = π 0 (x, ω) may not hold. Consequently, the D 2 algorithm may not converge to an optimal solution of problem (1) (2) . Therefore, the proposed approach will involve recording the pairs {π
} during the execution of the algorithm and then using these data to sequentially identify those pairs that violate the condition π k c (x, ω) = π k 0 (x, ω) for a given ω and k. The goal is to create a branch-andbound tree by partitioning the first-stage continuous feasible set X based on the violated (ω, k) pairs.
An issue in applying a branch-and-bound algorithm over a continuous domain is that the resulting approach may not be finite. Our approach will however be guided by disjunction variables in the second-stage, whose total number is finite. Consequently, we will have finitely many subdivisions of X to consider, leading to the finiteness of the branch-and-bound method. Figure 1 gives an illustration of the epigraph of the functions π c (x, ω) and π 0 (x, ω) for some scenarioω ∈ Ω. In the figure X = {l ≤ x ≤ u}, where l and u are lower and upper bounds on x in one dimensional space. Note
0 (x, )
x Fig. 1 The epigraph of the functions π c (x, ω) and π 0 (x, ω)
. Given some first-stage solutionx ∈ vert(X), we can identify a scenario ∈ Ω and an iteration index κ that violates the condition π
. We propose finding a pair ( , κ) for which the condition is both violated and scenario has a high probability of occurrence p ω . This can be accomplished using the following criterion:
denotes some subset of X. Then X q can be given as X q = P q0 ∪ P q1 , where
and
is a piecewise linear concave function of x for a given , it follows that either
By intersecting the half-space defined by (10) with X q and that defined by (11) with X q the result follows.
Proposition 1 allows us to divide X into two subsets as illustrated in Figure  2 . Therefore, optimization of the original problem can be carried out over each subset. This will enable us to devise a branch-and-bound procedure for solving problem (1-2) by further subdividing each resulting subset if necessary using the branching constraints (10) and (11) . Let Q denote the set of nodes of the branch-and-bound tree for the first-stage and let q ∈ Q denote a node of the branch-and-bound tree. We initialize branch-and-bound with the initial master problem (5) at the root node of the branch-and-bound tree and the scenario subproblem LP relaxations. We then apply the D 2 algorithm to this problem and after each iteration k we check the condition π
If it is violated we perform branching by invoking Proposition 1 and generating branching constraints (10) and (11) . By branching at node q we create two sibling nodes q 0 and q 1 from the parent node q, and for each sibling node we have the parent master program with the corresponding branching constraint added, resulting in the set P q h of the first-stage feasible set, where , h ∈ H and H = {0, 1} . The D 2 algorithm can then be applied to each sibling node and the process repeated.
Let k q denote the algorithmic iteration for the problem at a node q ∈ Q. With q we can associate a sequence of nodes that trace a unique path from the node q to the root node. Let B q denote this sequence of nodes. For each element τ ∈ B q , we have all algorithmic indices k(τ ) as well as indices κ(τ ) that identify the iteration κ and scenario used in the branching process. Thus for each k ∈ κ(τ ) we have a pair ( , κ) with the associated branching constraint coefficientsγ
Then the master program (5) at a node q ∈ Q takes the following form:
Constraints (12c) are the Benders's type optimality cuts derived up to iteration k q for node q. Constraints (12d) are the branching constraints added to the master program for node q. The nodal master program (12) may become infeasible for some node q ∈ Q beyond the first branch in the branch-andbound tree. In this case, the node is fathomed, and we backtrack. Let us now turn to updating the righthand side for the D 2 cut on which branching is performed. Since branching is carried out based on this D 2 cut, its righthand side π κ c (x, ) must be updated to reflect the branching. Corollary 1 Let ( , κ) be defined as in (6) 
The epigraph of 0 (x, ) restricted to q0
The epigraph of 0 (x, ) restricted to q1 The master program (12) in iteration k q provides a first-stage solution x kq and the scenario subproblem LP relaxation for ω ∈ Ω and node q ∈ Q takes the form:
Constraints (13c) are the D 2 cuts generated at each node along the path from the root node to node q whose righthand has not been updated, while constraints (13d) have the righthand updated (due to branching). From here on, we shall refer to problem (12-13) as the nodal problem P q for node q, and shall denote by v q and V q the lower and upper bounds of the nodal problem, respectively, as determined by the D 2 algorithm. Before we formally state our algorithm, we should point out that the D 2 cuts generated at a node q ∈ Q are valid for all the descendant nodes of q. However, they are generally not valid for all the other nodes in Q due to the update performed after branching according to Corollary 1.
A Branch-and-Cut Algorithm
We shall now present a formal statement of a D 2 with branch-and-cut algorithm for SMIP with continuous first-stage variables, which we refer to as the D 2 -CBAC algorithm. The critical operations in the algorithm are italicized and are discussed in the following subsection. Basic D 2 -CBAC Algorithm
Step 0. Initialization: Let > 0 and x 1 ∈ X be given. Set k ← 0 and initialize V = ∞, v = −∞, and add the root nodal problem (12) (13) 
Fathom this node by infeasibility. Go to Step 1; else if condition (ii) is true Update incumbent: 
Algorithm Convergence
We now prove finite convergence of the D 2 -CBAC algorithm.
Lemma 1 There exists a finite number t such that after t divisions of the first-stage feasible set X, the branch-and-bound process described in Section 3 finds a node that can be fathomed.
Proof A node is fathomed if we either encounter
} and let I q denote the set of indices defining the disjunction variables for B q . Because we have the righthand side equal to π
, the cuts used in the second-stage are facets of Y (x)∩({y j ≤ 0} ∪ {y j ≥ 1}) j∈Iq . Since the feasible set of the second-stage can be described as a facial disjunctive set, the sequential convexification process yields the convex hull of the set as proved by [2] . Therefore, after finitely many divisions t, the branch-and-bound process finds a node with either V q − v q < or an infeasible nodal master program (12) .
Theorem 2 Suppose that assumptions (A1-A3) hold. The proposed D
2 -CBAC algorithm terminates with an optimal solution to problem (1) (2) after finitely many steps.
Proof In the proposed D 2 -CBAC algorithm branching can only be done finitely many times. This follows from the fact that there are finitely many disjunction variables in the second-stage, leading to finitely many righthand sides {π
Consequently, there are finitely many divisions of the continuous first-stage feasible set to consider. Then by Lemma 1 each node q will be fathomed in the course of the algorithm. The optimality of the solution follows from the validity of the lower and upper bounding procedures used.
Some comments on the critical operations of the D 2 -CBAC algorithm are now in order. The branching part of the algorithm requires that the multipliers that define π k 0 (x, ω) and π k c (x, ω) for all k and ω ∈ Ω be recorded. This data may be large and therefore, writing them to a file may be necessary for computer memory considerations. In Step 1 of the algorithm a nodal problem must be selected from the list L. We propose selecting a nodal problem with the least lower bound v q . That is, selecting a problem Pq such that vq = min q∈L {v q }. This follows the best-node first strategy and leads to a bound improving selection operation as required for the convergence of a branchand-bound algorithm [7] .
Since the D 2 cuts generated at a given node are not in general valid for all nodes in the branch-and-bound tree, care must be taken to curtail the proliferation of these cuts. We suggest avoiding storing all the cuts explicitly for each node. Instead, the cuts can be stored in some data structure that contains each cut with the corresponding algorithmic iteration and node number at which the cut was generated. Thus each cut would be recorded only once and used for each nodal problem as required. When a node is fathomed (by infeasibility, bound or optimality) all the D 2 cuts that were generated at that node can be deleted from the list. This also applies to the branching constraints and optimality cuts generated at a node and added to the master program. Next we provide an example to illustrate the proposed algorithm.
Illustrative Numerical Example
Consider the following simple instance of an SMIP in extensive form:
Decomposing it as a two-stage SMIP we have:
where,
The second-stage has two scenarios, each having a probability of 0. We can now apply the D 2 -CBAC algorithm as follows.
Iteration 1 (k = 1)
Step 0: Initialization The algorithm is initialized with the following root node (Node 0) problem P 0 whose master program is: Step 1: Termination List L = ∅, so we select the initial nodal problem. The initial master program yields x 1 = 2 and η = 0. The nodal upper and lower bounds are V 0 = ∞ and v 0 = −∞, respectively.
Step 2: Apply one iteration of the D 2 Algorithm to the Nodal Problem
Step (i) For
Step 1 of the algorithm we use x 1 = 2 and solve the LP relaxation of the second-stage subproblem for ω 1 and ω 2 , which we shall call LP 1 and LP 2 , respectively:
The optimal solution for LP 1 is y(ω 1 ) = 0 and for LP 2 is y(ω 2 ) = 0.3333
Step (ii) Since y(ω 2 ) does not satisfy the binary restrictions, we choose y as the "disjunction" variable and create the disjunction −y ≥ 0 or y ≥ 1 for LP 2 . We formulate the C 3 -LP (problem 18 in [22] ), which yields the vector π 1 for updating We obtain W 2 by appending π
. 
. This completes Step 2 of the algorithm.
Step (iii) Re-optimizing the updated scenario subproblems we obtain y(ω 1 ) = 0 with f 1 (2, ω 1 ) = 0, and y(ω 2 ) = 0 with f 2 (2, ω 2 ) = 0. Note that the fractional solution for ω 2 has been cut off by the D 2 cut. The dual solutions are Step (iv)
Using the dual solution for each scenario subproblem LP from
Step (iii), we formulate the Benders-type optimality cuts. The resulting cuts are −4x + θ(ω 1 ) ≥ −8 and −5x+θ(ω 2 ) ≥ −10. Since the two scenarios are equally likely, the expected values associated with the cut coefficients yield −4.5x+θ ≥ −9. Since we assume that η ≥ 0, we apply the translation η = θ + 4 to get −4.5x + η ≥ −5 as the optimality cut to add to the master program:
Solving the master program we get x 2 = 1.111, η = 0 and an objective value of -2.222. Therefore, the lower bound v 0 = −2.222. This completes this iteration of the D 2 algorithm. Since V 0 > v 0 , k ← 2, and begin the next step of the D 2 -CBAC algorithm. We note that x 2 ∈ vert(X) and so branching will be necessary.
Step 3: Branching We now need to apply Proposition 1 with x 2 = 1.111 (use the translated functions π with optimal solution x 2 = 1.6, η = 2.2 and an objective value of -1. Therefore, the lower bound v 2 = −1. Set L ← L∪ {P 1 , P 2 } to the list of unexplored problems L.
Step 1: Termination List L = ∅. Since v 1 < v 2 we select P 1 and set L ← L \ {P 1 }.
Step 2: Apply one iteration of the D 2 Algorithm to the Nodal Problem Starting with x 2 = 1.111 we perform the D 2 -CBAC and and obtain the results summarized in the branch-and-bound tree shown in Figure 3 in the Appendix. The algorithm explores a total of five nodes, with node 3 fathomed by optimality, while nodes 2 and 4 are fathomed by bound. Then list L = ∅ and the algorithm terminates with the optimal solution x = 0.8, y(ω 1 ) = 1, y(ω 2 ) = 1 and an objective function value of -5.6.
Conclusion
This paper presents a novel D 2 with branch-and-cut method for two-stage SMIP with continuous first-stage variables or D 2 -CBAC. The D 2 -CBAC algorithm is derived based on the D 2 algorithm, a pure cutting-plane method for SMIP which requires the first-stage solutions to be extreme points of the first-stage feasible set. This requirement is not necessary in the D 2 -CBAC method, whose novelty derives from the fact that branching is done on the first-stage continuous domain. In essence, the branch-and-bound process is guided by the disjunction variables in the second-stage. Finite convergence of the algorithm for mixed-binary second-stage is established and a numerical example to illustrate the new method is given. 
