In this paper, we propose an input-output space clustering criterion (IOCC) to optimize the locations of the remote antenna units (RAUs) of generalized Distributed Antenna Systems (DASs) under sum power constraint. In IOCC, the input space refers to RAU location space and output space refers to location specific ergodic capacity space for noiselimited environments. Given a location-specific arbitrary desired ergodic capacity function over a geographical area, we define the error as the difference between actual and desired ergodic capacity. Our investigations show that i) the IOCC provides an upper bound to the cell averaged ergodic capacity error; and ii) the derived upper bound is equal to a weighted quantization error function in location-capacity space (input-output space) and iii) the upper bound can be made arbitrarily small by a clustering process increasing the number of RAUs for a feasible DAS. IOCC converts the RAU location problem into a codebook design problem in vector quantization in input-output space, and thus includes the Squared Distance Criterion (SDC) for DAS in [15] (and other related papers) as a special case, which takes only the input space into account. Computer simulations confirm the theoretical findings and show that the IOCC outperforms the SDC for DAS in terms of the defined cell averaged "effective" ergodic capacity.
where  is the path loss exponent, k s is the large-scale fading (e.g. shadow fading) term (between the user and the k'th RAU) and is modeled as log-normal random variable (i.e., 
where a is the transmitted symbol, and channel vector h and transmit power vector p is defined in (2) In the design of practical wireless systems, different parts of the cell area may demand different desired capacities (e.g. [6] ). This is due to the user location distribution over the whole cell area, and due to some geographical constraints, or network cost constraints etc. For example, the desired ergodic capacity in hot spot areas like school campuses, meeting areas, etc is much higher than those in remote and less densely populated areas. So, the desired capacity depends on the location. In practice, naturally there is a minimum distance that should be kept between the user location and any RAU location. Let's denote this minimum where  denotes the whole geographical area of the GDAS, and  represents the sum of all geographical areas satisfying the minimum RAU-user distance in (6) . Let the location vector be In this paper, we assume that every location/spot x demands a certain amount of maximum capacity, and any higher supplied capacity exceeding the demanded capacity level will be useless.
Definition: Wasted ergodic capacity for location x:
If the supplied/actual capacity is more than the demanded/desired capacity for location x, i.e.,     , then there will be some useless excessive capacity, which we define as "wasted capacity" for that location. So, the wasted capacity for location x is equal to
. The defined "wasted capacity" concept is sketched in the schema in Definition: Effective ergodic capacity: The "effective ergodic capacity" for location x, denoted as   The RAU location optimization problem may be defined in terms of maximizing the cell-averaged ergodic capacity, denoted as   , under sum power constraints as in e.g. [12] , [14] , [15] :
where sum tx p is the maximum total DAS transmit power. Denoting the cell-averaged demanded ergodic capacity as
, the maximization problem may be turned into a minimization problem under the sum power constraint as follows: (8) , the function to be minimized is obtained as (9) . However, in this paper we aim to maximize the cell-averaged ergodic capacity according to the provided arbitrary   x d  , which would imply for example that the supplied ergodic capacity is supposed to be higher in those areas/locations/spots where the demanded ergodic capacity is higher. Therefore, we need to take the absolute value of the argument of the expectation in (9) , which gives an upper bound to the ) , ( C p U J in (9), and we obtain a generic cost function, denoted as
under the sum power constraint as follows: which is an immediate result from (8) and (10) .
It's worth to emphasize that the location-specific desired/demanded ergodic capacity function   (14) is a generic and meaningful in practice as explained in (11)-(12), its main "deficiency" is the fact that the   x  , as seen from (8)- (9) , and (10). This is against our aim in this paper, because, as mentioned earlier, we aim to design a DAS such that its location-specific supplied/actual ergodic capacity function   is shaped according to the given
Therefore, we also need to introduce the following cost function
which is minimization of the cell averaged ergodic capacity error squares under the sum power constraint.
Comparing (14) and (15) for the cases where (14) and (15) and these upper bounds can be made arbitrarily small by increasing the number of RAUs. This implies that we can arbitrarily get closer to the maximum effective ergodic capacity for a feasible DAS.
In brief, the RAU location problem in GDAS is defined as follows: For a given arbitrary user location distribution
  
A. IOCC in Statistical Setting
The SNR in (5) is instantaneous SNR. The average SNR for a particular user location x, denoted by   x a  , is obtained by averaging it over the small-scale and large-scale fadings: ). For any location (14) In this subsection, our aim is to derive an upper bound to (14), we obtain an upper bound (UB)
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is desired average SNR at location x, and actual average SNR   x a  is given by (16) . Both 
c c x due to the minimum user-RAU distance requirement, into the argument of the integral in (18) gives
The argument of the integral is always positive due to the absolute function. Thus, (19) 
It's assumed that large and small-scale fading random variables is the minimum distance between user location and any RAU. So, writing (21) in (20) gives a new UB
and using the fact that the 1 l -norm of a vector is equal to or greater than its 2 l -norm, we have
From (13), (14) and (23) we obtain
where  is the global Lipschitz constant of the function   , for any given RAU location matrix C. This implies that for a given matrix C, 
is too small for the natural logarithm function and thus can be omitted in practical cases.
In other words, for any given
, and therefore, for a given arbitrary   min  ,  2  2  ,  2  2  1  ,  1   2  2  ,  min  ,  2  2  1  2  ,  1   2  1  ,  2  2  1  ,  2  min  ,  1   2 Eq.(33) implies that in order to minimize the UB of the ergodic capacity error for the case of globally optimum transmit power over the whole GDAS area  , we can optimally determine the RAU locations simply by the codebook design process in (26) in location-SNR/capacity space. Because we assumed that the codebook design process in (26) (15) In this subsection, we derive an UB to the cell averaged ergodic capacity error squared in (15) 
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as defined before in (26) . On the other hand, the SDC criterion in [15] (and in all other related papers mentioned in section I) is
which is mathematically equal to eq.(12) in [15] . Comparing (25) and (40), we see that minimizing only the first integral of the IOCC is equal to minimizing the SDC in [15] . Thus, IOCC includes SDC as a special case. The first integral is related to the input space (i.e., location space), while the second integral is related to the output space (i.e., SNR/capacity space). So, the SDC considers only location space. In this paper, we device an IOCC based RAU location algorithm which takes the both integrals in input-output space into account when minimizing the UB. 
B. IOCC in Deterministic Setting
In Section III.A, we analyze the RAU location problem from a statistical point of view. In what follows, we derive similar results in a deterministic setting in order to devise the RAU allocation algorithm: Let's assume that we are given L location samples from the user distribution   . Then the squared ergodic capacity error squared in (15) is approximated by these L samples as follows: . Here we assume that the clustering process gives optimum performance because the clustering process itself is out of the scope of this paper. Then, an optimal clustering process may arbitrarily decrease the   is presented in Table 1 . As explained before, there exists a small
, and therefore, for a given arbitrary 
Example 2:
In this example, we examine a two-dimensional general DAS scenario as in [15] . The user locations are drawn from a PPP process whose density is 0.003. The location-specific desired ergodic capacity function linearly reduces with respect to the distance from 5 . In order to give an insight into the difference between the RAU locations found by the SDC and the proposed IOCC, we present the RAU locations for the case N=2 and N=5 in Fig. 3 and Fig. 5 , respectively, for the same snapshot. Standard k-means algorithm is used for the both SDC and IOCC, and different colors represent different clusters found by the clustering algorithm. The RAU locations of both the SDC and the IOCC are indicated on the same plot in Fig. 4 for the same snapshot when N=5. Examining Fig. 3, Fig. 4 and Fig. 5 , it's observed that the RAU locations found by the IOCC (circles in red) get closer to the areas where the desired SNRs are higher, as compared to those by the SDC (diamonds in blue). This is because the locations of the RAUs are determined not only by the MS location distribution but by the location-specific target-SNRs also. So, Examining Fig. 3, Fig. 4 
B. Simulation Results without transmit power control
In this section, there is no transmit power control, and the total DAS transmit power is fixed, and is equally distributed over the RAUs. The main goal of this part is to compare the IOCC and SDC performances in terms of the cell averaged ergodic capacity for a DAS with equal and fixed RAU transmit power. The defined "wasted capacity" concept is shown in the schema in Fig. 8 The results in Fig. 9 and Fig. 10 show that the IOCC outperforms the SDC in terms of the effective ergodic capacity, where the gain by the IOCC is around 0.2 [bps/Hz]. The cell averaged ergodic capacity results are presented in Fig. 11 . The results in Fig. 11 suggest that the SDC performance is either comparable to or very slightly better than those of the IOCC. So, from Fig. 9, Fig. 10 , and Fig. 11 , a clear effective ergodic capacity gain is obtained by the IOCC at the cost of the possibility of a slight decrease in the cell-averaged ergodic capacity.
V. CONCLUSIONS
In this paper, we analyze the following question: For a given arbitrary user distribution, and locationdependent desired ergodic capacity function, which is arbitrary, what are the optimum RAU locations of the GDAS minimizing the cell averaged ergodic capacity error, and thus maximizing the effective ergodic
