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Abstract
We consider the scattering theory for the Schrödinger equation with − − |x|α as a reference
Hamiltonian, for 0 < α  2, in any space dimension. We prove that, when this Hamiltonian is per-
turbed by a potential, the usual short range/long range condition is weakened: the limiting decay for
the potential depends on the value of α, and is related to the growth of classical trajectories in the
unperturbed case. The existence of wave operators and their asymptotic completeness are established
thanks to Mourre estimates relying on new conjugate operators. We construct the asymptotic veloc-
ity and describe its spectrum. Some results are generalized to the case where −|x|α is replaced by a
general second order polynomial.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous considérons la théorie de la diffusion pour l’équation de Schrödinger ayant − − |x|α
pour hamiltonien de référence, avec 0 < α  2, en toute dimension d’espace. Nous démontrons que
lorsque cet hamiltonien est perturbé par un potentiel, la notion habituelle de courte portée/longue
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510 J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579portée est affaiblie : la décroissance limite de la perturbation dépend de la valeur de α, et est liée à
la vitesse des trajectoires classiques dans le cas non perturbé. Nous établissons l’existence d’opéra-
teurs d’ondes ainsi que leur complétude asymptotique grâce à des estimations de Mourre reposant
sur de nouveaux opérateurs conjugués. En outre, nous construisons la vitesse asymptotique et nous
décrivons son spectre. Enfin, nous généralisons certains résultats au cas où −|x|α est remplacé par
un polynôme du second degré.
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1. Introduction
The aim of this paper is to study the scattering theory for a large class of Hamiltoni-
ans with repulsive potential. We find optimal short range conditions for the perturbation,
and prove asymptotic completeness under these conditions. The family of Hamiltonians is
given by:
Hα,0 = −− |x|α, 0 < α  2; Hα = Hα,0 + Vα(x); x ∈ Rn, n 1. (1.1)
The main new feature with respect to the usual free Schrödinger operator H0,0 = − is
the acceleration due to the potential −|x|α . The case α = 2 is a borderline case: if α > 2
classical trajectories reach infinite speed and (Hα,0,C∞0 (Rn)) is not essentially self-adjoint
(see [12]).
The consequence of the acceleration is that the usual position variable increases faster
than t along the evolution. Roughly speaking, the usual short range condition is:∣∣V0(x)∣∣ 〈x〉−1−ε, (1.2)
for some ε > 0, where 〈x〉 = (1+|x|2)1/2. One expects it to be weakened in the case of Hα .
For the Stark Hamiltonian, associated to a constant electric field E ∈ Rn (see [8]), −+
E ·x, it is well known that the short range condition (1.2) becomes |Vs(x)| 〈E ·x〉−1/2−ε .
We refer to the papers by J.E. Avron and I.W. Herbst [2,18] for weaker conditions. The idea
is that the drift caused by E (which may also model gravity, see, e.g., [33]) accelerates the
particles in the direction of the electric field. This phenomenon has been observed for a
larger class of Hamiltonians by M. Ben-Artzi [3,4]: generalizing the Stark Hamiltonian
(α = 1), let
Ĥα,0 = −− sgn(x1)|x1|α, 0 < α  2; Ĥα = Ĥα,0 + V̂α(x),
with x = (x1, x′). In [4], asymptotic completeness is proved under the condition:
∣∣V̂α∣∣M(x′) · { 〈x1〉α−ε for x1  0,−1+α/2−ε (1.3)〈x1〉 for x1  0,
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results for 0 < α < 2, and a weaker condition for α = 2. The proofs in [3,4] rely on some
specific properties of one-dimensional Hamiltonians, and it seems they cannot be adapted
to (1.1) when n  2. Our approach is completely different, since it is based on Mourre
estimates.
Notice that for α ∈]0,2], the Hamiltonian Hα,0 shares an interesting difficulty with the
Stark Hamiltonian: its symbol, |ξ |2 − |x|α , is not signed, and can take arbitrarily large
negative values.
The case α = 2 is in some sense very instructive. A nonlinear scattering theory is already
available in this case. In [7], the second author studied nonlinear perturbations of H2,0 and
showed that all the usual nonlinearities are short range. This is closely related to the fact
that the classical trajectories can be computed explicitly:
x(t) = 1
2
(x0 + ξ0) e2t + 12 (x0 − ξ0) e
−2t .
Thus x(t) grows exponentially fast (in general). For 0 < α < 2, a formal computa-
tion shows that the classical trajectory x(t) can go to infinity like t1/(1−α/2); denoting
Uα(x) = −|x|α , the equations of motion imply:
0 = x¨(t)+ ∇Uα
(
x(t)
)= x¨(t)− α∣∣x(t)∣∣α−2x(t).
Seeking a particular solution of the form x(t) = tκy, for a constant y ∈ Rn, yields κ − 2 =
(α − 1)κ , hence κ = 2/(2 − α). We will prove that in general, x(t) does go to infinity
like t1/(1−α/2). This shows that the acceleration caused by −|x|α increases progressively
as α ranges ]0,2]. For a small α > 0, the particle moves hardly faster than in the free case
|x(t)| =O(t). As α increases, the particle goes to infinity faster and faster, and reaches the
maximal exponential growth for α = 2. For α > 2, it is known that particles can reach an
infinite speed, which is the reason why (Hα,0,C∞0 (R)) is not essentially self-adjoint. This
suggests to define as a new position variable,
pα(x) =
{
ln〈x〉 for α = 2,
〈x〉1−α/2 for 0 < α < 2. (1.4)
We assume that the multiplication potential Vα(x) is real-valued, and writes Vα(x) =
V 1α (x)+ V 2α (x), with:
V 1α is a measurable real-valued function, compactly supported, and -compact, (1.5)
and V 2α ∈ L∞(Rn;R) satisfies the short range condition:∣∣V 2α (x)∣∣ pα(x)−1−ε, a.e. x ∈ Rn, (1.6)
for some ε > 0.
The operator Hα is essentially self-adjoint, with domain the domain of the harmonic
oscillator, and we denote again Hα its self-adjoint extension. In Section 2, we prove that
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Theorem 2.8), we also show that its point spectrum is empty. We can now state the main
result of this paper:
Theorem 1.1 (Asymptotic completeness). Let 0 < α  2, and Hα,0, Hα defined by (1.1).
Assume that Vα = V 1α + V 2α satisfies (1.5) and (1.6). Then the following limits exist:
s- lim
t→∞ e
itHα e−itHα,0, (1.7)
s- lim
t→∞ e
itHα,0 e−itHα1c(Hα), (1.8)
where 1c(Hα) is the projection on the continuous spectrum of Hα . If we denote (1.7) by
Ω+, then (1.8) is equal to (Ω+)∗, and we have:(
Ω+
)∗
Ω+ = 1 and Ω+(Ω+)∗ = 1c(Hα). (1.9)
In the case α = 2, Korotyaev [25] has shown, with a different approach, the asymptotic
completeness under the hypothesis |V 2α (x)| 〈x〉−ε , with ε > 0.
To prove this result, we establish Mourre estimates, relying on new conjugate operators,
adapted to the repulsive potential −|x|α (as a matter of fact, we work with the smoother
repulsive potential −〈x〉α ; see below). To give an idea of the difficulty at this stage, con-
sider the one-dimensional case. For α = 2, the natural idea for a conjugate operator is to
consider the generator of dilations (xD +Dx)/2:
i
[
H2,0, (xD +Dx)/2
]= −2+ 2x2.
This is the harmonic oscillator, which is of course positive. This seems an encouraging
point. Nevertheless, it is not H2,0-bounded; we must find another conjugate operator. There-
fore, we look for a pseudo-differential operator A2 with symbol a2(x, ξ), and try to solve:{
ξ2 − x2, a2(x, ξ)
}= 4, on the energy level {(x, ξ); ξ2 − x2 = E}.
A solution to this equation is given by: a2(x, ξ) = ln(ξ + x)− ln(ξ − x). Now consider the
case 0 < α < 2. For x > 0, we try to solve:{
ξ2 − xα, aα(x, ξ)
}= 2 − α, on {(x, ξ) ∈ R∗+ × R; ξ2 − xα = E}.
Plugging aα(x, ξ) = ξx1−α into this equation, we get:{
ξ2 − xα, aα(x, ξ)
}= 2 − α + 2E(1 − α)x−α, for ξ2 − xα = E.
The term in x−α should not matter for the Mourre estimate, since it is compact on the
energy level. This formal discussion is the foundation for the constructions of Section 3.3.
To apply Mourre’s method, truncations in energy are needed, of the form χ(−−|x|α).
However, Hα,0 is not elliptic, so it is not clear that this defines a good pseudo-differential
operator. These difficulties are solved in Section 3, where we consider the general case.
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the potential into account. Let us note that the condition (1.6) is not necessarily the weakest
one, but the decay |V (x)|  pα(x)−1 at infinity is expected to be the borderline case be-
tween long range and short range scattering, because the position variable increases exactly
like t along the evolution (compare with Theorem 1.2). For the case of the Stark Hamil-
tonian, it is well-known that the case ε = 0 in (1.3) is the limiting case, which involves
long range effects (see [27]).
We obtain more precise informations by constructing the asymptotic velocity (see,
e.g., [10]). We note C∞(Rn) the set of continuous functions which go to 0 at ∞. Let
Bm := (Bm1 , . . . ,Bmn ) be a sequence of commuting self-adjoint operators on a Hilbert
space H. Suppose that for every g ∈ C∞(Rn), there exists
s- lim
m→∞g(B
m). (1.10)
Then by [10, Proposition B.2.1], there exists a unique vector B = (B1, . . . ,Bn) of commut-
ing self-adjoint operators such that (1.10) equals g(B). B is densely defined if, for some
g ∈ C∞(Rn) such that g(0) = 1,
s- lim
R→∞
(
s- lim
m→∞
(
g(R−1Bm)
))= 1.
We denote B := s-C∞- limm→∞ Bm.
Theorem 1.2 (Asymptotic velocity). Let σα be given by:
σα =
{
2 − α if 0 < α < 2,
2 if α = 2.
There exists a bounded self-adjoint operator P+α , which commutes with Hα , such that
(i) P+α = s-C∞- limt→∞ eitHα pα(x)t e−itHα .
(ii) The operator P+α satisfies P+α = σα1c(Hα).
(iii) For any J ∈ C∞(R), we have:
J
(
P+α
)
1R\{0}
(
P+α
)= s- lim
t→∞ e
itHαJ (Vα) e−itHα1R\{0}
(
P+α
)
,
where Vα := [iHα,pα(x)] is the local velocity.
Let us note that the limits we stated in Theorems 1.1 and 1.2 are for t → +∞; analogous
results obviously hold for t → −∞.
Notice that computing the asymptotic velocity is all the more interesting that the free
dynamics, e−itHα,0 , is not known in the case 0 < α < 2. On the other hand, it is very well
understood in the case α = 2, since a generalized Mehler’s formula is available (see [21]
and Section 2.2 below). For α = 2, we also consider more general Hamiltonians:
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n−∑
k=1
ω2kx
2
k +
n−+n+∑
k=n−+1
ω2kx
2
k +
n−+n++nE∑
k=n−+n++1
Ekxk;
H = H0 + V (x),
(1.11)
with ωj > 0 and Ej 	= 0. We prove the existence of wave operators in this more general
case, under weaker conditions than (1.6) (see Section 6.1). The proof is based on an explicit
formula for the dynamics e−itH0 (Mehler’s formula, see Section 2.2).
Asymptotic completeness is shown if n− + n+ = n, under a condition similar to (1.6)
in Section 6.2. In that case, we also construct asymptotic velocities in each space direction.
The asymptotic velocity, given by Theorem 1.2, also exists and is equal to P+
 , where
ω
 = max1jn− ωj , and P+
 is the asymptotic velocity in the direction x
.
To our knowledge, there is very little motivation from a physical point of view to study
the above Hamiltonians: in general, electromagnetic fields have saddle points, like the po-
tential in H0, but the above model should then be valid only locally, in a neighborhood of
the saddle point. In (1.1), the potentials −|x|α are unbounded from below; this does not
seem physically relevant (notice however that the Stark potential E · x is also unbounded).
On the other hand, we believe that these models are mathematically interesting. The de-
pendence on α ∈]0,2] is somehow well understood, in particular thanks to the definition
of the position variable pα (1.4) and to the study of the asymptotic velocity. We also intro-
duce new conjugate operators in order to obtain Mourre estimates (see (3.13) and (3.17)).
Here again, the dependence of the analysis upon α seems to be interesting (in particular
the limiting case α = 2 is better understood than in [4]).
As mentioned above, in our analysis, we replace Hα,0 and Hα by:
Hα,0 = −− 〈x〉α and Hα = Hα,0 + Vα(x). (1.12)
This does not affect the results, since for large |x|, |〈x〉α − |x|α| is estimated by 〈x〉α−2,
which is a short range perturbation for 0 < α < 2 (no smoothness is required for the per-
turbative potentials). We therefore prove Theorems 1.1 and 1.2 with Hα,0 (respectively, Hα)
replaced by Hα,0 (respectively, Hα).
The paper is organized as follows.
• In Section 2 we show some elementary properties of the Hamiltonians. In particular,
we recall Mehler’s formula for α = 2, and prove the absence of eigenvalues for Hα in
many cases.
• Section 3 is devoted to the Mourre estimate. In Section 3.2, we treat some rather tech-
nical features. For example, χ(ξ2 − 〈x〉α) is not a good symbol, and we need some
preparations before being able to use the pseudo-differential calculus (see Proposi-
tion 3.5). We give the conjugate operator Aα , which is a pseudo-differential operator,
in Section 3.3. Section 3.4 is devoted to the regularity results and the Mourre estimate
is established in Section 3.5.
• In Section 4 we prove asymptotic completeness. The Mourre estimate yields a minimal
velocity estimate for Aα . We obtain a minimal velocity estimate for the observable
pα(x) using a lemma due to C. Gérard and F. Nier (see [15]).
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• In Section 6, we generalize our results in the case of the Hamiltonians defined in (1.11).
The main results of this paper were announced in [5].
2. Elementary properties
2.1. Domain and spectrum
We begin with some properties on the spectrum of the operator Hα . For 0 < α  2,
introduce Nα = −+ 〈x〉α . It is self-adjoint, with domain
D(Nα) =
{
u ∈H 2(Rn); 〈x〉αu ∈ L2(Rn)}.
It can be viewed as the “confining” counterpart of Hα,0 (the repulsive potential −〈x〉α is
replaced by the confining one +〈x〉α). Since it is not easy to know the domains of Hα,0, we
work on a core for these operators, D(N2), the domain of the harmonic oscillator. We recall
an extension of Nelson’s theorem due to C. Gérard and I. Łaba [14, Lemma 1.2.5]:
Theorem 2.1 (Nelson’s theorem). LetH be a Hilbert space, N  1 a self-adjoint operator
on H, H a symmetric operator such that D(N) ⊂ D(H), and
‖Hu‖ ‖Nu‖, u ∈D(N), (2.1)∣∣(Hu,Nu)− (Nu,Hu)∣∣ ‖N1/2u‖2, u ∈D(N). (2.2)
Then H is essentially self-adjoint on D(N), and we denote H its extension. If u ∈ D(H),
then (1 + iεN)−1u converges to u in the graph topology of D(H) as ε → 0.
From this theorem, we deduce the following:
Lemma 2.2. For any α ∈]0,2], the operator Hα,0 is essentially self-adjoint on D(N2).
Proof. For u ∈ D(N2), we have:
‖Hα,0u‖
∥∥〈x〉αu∥∥+ ‖−u‖ ‖N2u‖,
which proves (2.1). Now, let us prove (2.2). A straightforward computation shows that
[Hα,0,N2] =
[〈x〉2 + 〈x〉α,].
Hence, it suffices to show that ‖[〈x〉α,]‖ ‖N1/22 u‖ for 0 < α  2. But we have:[〈x〉α,]= −2iα〈x〉α−2xD − nα〈x〉α−2 − α(α − 2)〈x〉α−4x2,
which is clearly bounded by N1/2 for 0 < α  2. 2
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Lemma 2.3. Let Vα(x) = V 1α (x)+V 2α (x), where V 1α is a compactly supported measurable
function, and V 2α ∈ L∞(Rn) with V 2α (x) → 0 as |x| → ∞. Then, Vα is Hα,0-compact if
and only if V 1α is -compact.
Proof. Let χ1, χ2 ∈ C∞0 (Rn) be such that χ2 = 1 near the support of χ1. We have:
χ1(x)(Hα,0 + i)−1 = (− i)−1(− i)χ1(Hα,0 + i)−1
= (− i)−1χ1(− i)(Hα,0 + i)−1 + (− i)−1[,χ1](Hα,0 + i)−1
= −(− i)−1χ1 − (− i)−1χ1〈x〉α(Hα,0 + i)−1
+ (− i)−1[,χ1](− i)−1(− i)χ2(Hα,0 + i)−1
= (− i)−1O(1)+ (− i)−1[,χ1](− i)−1
× χ2
(−1 − 〈x〉α(Hα,0 + i)−1)
+ (− i)−1[,χ1](− i)−1[,χ2](Hα,0 + i)−1
= (− i)−1O(1), (2.3)
since [,χ1](− i)−1 and [,χ1](− i)−1[,χ2] are bounded. On the other hand, we
have:
χ1(x)(− i)−1 = (Hα,0 + i)−1(Hα,0 + i)χ1(− i)−1
= (Hα,0 + i)−1χ1(x)(Hα,0 + i)(− i)−1
− (Hα,0 + i)−1[,χ1](− i)−1
= (Hα,0 + i)−1O(1). (2.4)
Since V 2α (x) → 0 as x → ∞, we get:
1|x|>RVα(x)(Hα,0 + i)−1 = 1|x|>RV 2α (x)(Hα,0 + i)−1 → 0 as R → ∞,
and 1|x|>RVα(x)( − i)−1 → 0 for the norm topology as R → +∞. So, from (2.3) and
(2.4),
Vα is Hα,0-compact ⇔ 1|x|<RVα is Hα,0-compact ⇔
V 1α is Hα,0-compact ⇔ V 1α is -compact. 
Then Lemma 2.2 and the Kato–Rellich theorem [30, Theorem X.12] imply:
Lemma 2.4. Let 0 < α  2. For Vα = V 1α +V 2α satisfying (1.5) and (1.6), the operator Hα
is self-adjoint on D(Hα,0), and essentially self-adjoint on D(N2).
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obvious from a glance at the symbols: ξ2 − x2 can be written as (ξ + x) · (ξ − x) = y · η,
with suitable new variables corresponding to a rotation of angle π/4 in the phase space. To
make this argument precise, we set, for u ∈ S ′(Rn):
Uu(x) = 1
(
√
2π)n/2
e−ix2/2
∫
ei
√
2x·ye−iy2/2u(y)dy.
The operator U is an isometry on L2(Rn). We have:
xUu= U
(
y −Dy√
2
u
)
and DxUu(x) = U
(
Dy + y√
2
u
)
. (2.5)
Using these relations, it is easy to see that
N2U = UN2 and H2,0U = UH˜2,0, (2.6)
where
H˜2,0 = Dxx + xDx − 1. (2.7)
Then, from [28, Proposition 6.2] on the spectrum of Dx + xD and the Weyl’s essential
spectrum theorem [31, Theorem XIII.14], we obtain:
Proposition 2.5. The spectrum of H2,0 is purely absolutely continuous, and σ(H2) = R if
V2 is an H2,0-compact real-valued potential.
For 0 < α < 2, we have the following proposition:
Proposition 2.6. Let Vα be a Hα,0-compact potential with 0 < α < 2. Then
σ(Hα) = R. (2.8)
Proof. It is enough to show that σ(Hα,0) = R. In that case, we have σess(Hα,0) = R and
then, by the Weyl’s theorem [31, Theorem XIII.14], σess(Hα) = R. Since Hα is self-adjoint,
we get the proposition.
Let ϕ ∈ C∞0 ( ]0,+∞[; [0,1]) so that ϕ = 1 near 1. For E ∈ R, we set:
u(x1) = eix
1+α/2
1 /(1+α/2)eiEx
1−α/2
1 /(2−α),
uε,δ(x) = u(x1)√εϕ(εx1)δ(n−1)/2ϕ
(
δ|x′|),
where x = (x1, x′). We first note that ‖uε,δ‖L2(Rn) does not depend on ε and δ. We have:
uε,δ = ∂2x1(u)
√
εϕ(εx1)δ
(n−1)/2ϕ
(
δ|x′|)+ 2∂x1(u)∂x1(√εϕ(εx1))δ(n−1)/2ϕ(δ|x′|)
+ u∂2x
(√
εϕ(εx1)
)
δ(n−1)/2ϕ
(
δ|x′|)+ u√εϕ(εx1)∂2′(δ(n−1)/2ϕ(δ|x′|)).1 x
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L2-norm. The third and fourth terms are O(ε2) and O(δ2) respectively in L2 norm. Then
Hα,0uε,δ = √εϕ(εx1)δ(n−1)/2ϕ
(
δ|x′|)Hα,0(u)+ o(1),
as ε, δ → 0. Since
〈x〉α − 〈x1〉α =O(1)〈x1〉α−2〈x′〉2,
we get:
√
εϕ(εx1)δ
(n−1)/2ϕ
(
δ|x′|)(〈x〉α − 〈x1〉α)u=O(ε2−αδ−2).
If ε2−αδ−2 → 0, we have
Hα,0uε,δ = √εϕ(εx1)δ(n−1)/2ϕ
(
δ|x′|)(−∂2x1 − 〈x1〉α)u(x1)+ o(1).
But we have:
∂2x1u(x1) =
(−xα1 −E −E2x−α1 /4 + iαxα/2−11 /2 −Eαx−α/2−11 /4)u(x1),
and then, there is a µ> 0 so that
(Hα,0 −E)uε,δ = √εϕ(εx1)δ(n−1)/2ϕ
(
δ|x′|)O(x−µ1 )+ o(1)=O(εµ)+ o(1) = o(1).
By the Weyl’s criterion [29, Theorem VII.12], E is in σ(Hα,0). 
2.2. Generalized Mehler’s formula
In this section, we restrict our attention to the case α = 2 and drop the index 2. We
consider a more general Hamiltonian on L2(Rn),
H0 = −−
n−∑
k=1
ω2kx
2
k +
n−+n+∑
k=n−+1
ω2kx
2
k +
n−+n++nE∑
k=n−+n++1
Ekxk, (2.9)
with n− +n+ +nE  n, ωk > 0 and Ek 	= 0 if nE 	= 0. By convention, ∑bj=a = 0 if b < a.
In this case, H0 is essentially self-adjoint on C∞0 (Rn) from Faris–Lavine theorem
[30, Theorem X.38]. The kernel of e−itH0 is known explicitly, through a generalized
Mehler’s formula (see, e.g., [21]):
e−itH0f =
n∏
k=1
(
1
2iπgk(2t)
)1/2 ∫
n
eiS(t,x,y)f (y)dy, (2.10)
R
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S(t, x, y) =
n∑
k=1
1
gk(2t)
(
x2k + y2k
2
hk(2t)− xkyk
)
−
n−+n++nE∑
k=n−+n++1
(
Ek
2
(xk + yk)t + E
2
k
12
t3
)
,
and the functions gk and hk , related to the classical trajectories, are given by:
gk(t) =

sinh(ωkt)
ωk
, for 1 k  n−,
sin(ωkt)
ωk
, for n− + 1 k  n− + n+,
t, for k > n− + n+,
hk(t) =
{
cosh(ωkt), for 1 k  n−,
cos(ωkt), for n− + 1 k  n− + n+,
1, for k > n− + n+.
(2.11)
Recall that if n+  1, then e−itH0 has some singularities (see, e.g., [24]). This affects
the above formula with phase factors we did not write (which can be incorporated in the
definition of (igk(2t))1/2), but not the computations we shall make in Section 6.1.
The group generated by H0 is given by Mehler’s formula (2.10), and can be factored
in an agreeable way, in the same fashion as eit (see for instance [26,22,16]). Recalling
(2.10) and (2.11), we have:
e−itH0 =MtDtFMte−i t
3
12 |E|2 , (2.12)
where E = (En−+n++1, . . . ,En−+n++nE ),
Mt =Mt (x) = exp
(
i
n∑
k=1
x2k
hk(2t)
2gk(2t)
− i t
2
n−+n++nE∑
k=n−+n++1
Ekxk
)
,
(Dt ϕ)(x) =
n∏
k=1
(
1
igk(2t)
)1/2
ϕ
(
x1
g1(2t)
, . . . ,
xn
gn(2t)
)
,
and
Fϕ(ξ) = ϕˆ(ξ)= 1
(2π)n/2
∫
Rn
e−ix·ξ ϕ(x)dx, (2.13)
denotes the Fourier transform.
2.3. Absence of eigenvalues
We prove the absence of embedded eigenvalues under the unique continuation prop-
erty. This result is very similar to [31, Theorem XIII.58]. We recall the notion of unique
continuation property.
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holds: Suppose that Hu = 0 for some u ∈ L2, and that u vanishes outside a compact subset
of Rn; then u is identically zero.
Theorem 2.8. Let Vα = V 1α + V 2α be a real-valued potential satisfying (1.5) and (1.6).
Assume that − + (Vα(x) − 〈x〉α)1|x|<R has the unique continuation property for all R
large enough and
〈x〉1−α/2 ln〈x〉∣∣V 2α (x)∣∣→ 0, as |x| → ∞. (2.14)
Then Hα has no eigenvalue.
Remark 2.9. The unique continuation property for Schrödinger operators is known in
many situations but we recall only two cases. The works of M. Schechter and B. Simon
[32] for n= 1, 2 and D. Jerison and C.E. Kenig [23] imply:
• If V 2α ∈ Lp(Rn) with p > 1 for n = 1, 2, and p  n/2 for n  3, then the unique
continuation property holds for −+ (Vα(x)− 〈x〉α)1|x|<R .
We recall [31, Theorem XIII.57]:
• Assume there is a closed set S of measure zero so that Rn \ S is connected, and so that
V 2α is bounded on any compact subset of Rn \S, then the unique continuation property
holds for −+ (Vα(x)− 〈x〉α)1|x|<R .
Proof of Theorem 2.8. We follow the proof of [31, Theorem XIII.58]. Suppose that
u ∈ D(Hα) is an eigenfunction for Hα with eigenvalue E. As in [31], we define a function
w from [0,∞[ to L2(Sn−1) by:
w(r,ω) = r(n−1)/2u(rω).
We have:
+∞∫
0
∥∥w(r)∥∥2
L2(Sn−1,dω) dr = ‖u‖2L2(Rn) < +∞. (2.15)
Since u ∈D(Hα,0), we have 〈x〉−αu ∈ L2(Rn) and we get, using the pseudo-differential
calculus, that (∂xj 〈x〉−α∂xku)1j,kn and ∇〈x〉−α/2u are in L2(Rn). We have:
+∞∫ ((
dr 〈r〉−α/2w,dr 〈r〉−α/2w
)− r−2〈r〉−α(w,Bw))dr = ∥∥∇〈x〉−α/2u∥∥2,
0
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drf (r) = r(n−1)/2∂r
(
r−(n−1)/2f (r)
)
.
Here (· , ·) is the scalar product on L2(Sn−1). Using this formula, we get:
+∞∫
0
〈r〉−α‖w′‖2 dr < +∞;
+∞∫
0
r−2〈r〉−α(w,−Bw)dr < +∞, (2.16)
and the quantities w′ and (w,Bw) are defined almost everywhere on ]0,+∞[ .
Now we define, for r large enough,
F(r) = r−α‖w′‖2 + r−2−α(w,Bw)+ (r−α〈r〉α +Er−α)‖w‖2.
From (2.15) and (2.16), F(r) is integrable. On the other hand, we have:(
r ln(r)F (r)
)′ = 2r1−α ln(r)(w′,w′′)+ r−α((1 − α) ln(r)+ 1)‖w′‖2
+ 2r−1−α ln(r)(w′,Bw)− r−2−α((1 + α) ln(r)− 1)(w,Bw)
+ r−α〈r〉α((1 − α) ln(r)+ α ln(r)r2〈r〉−2 + 1)‖w‖2
+Er−α((1 − α) ln(r)+ 1)‖w‖2 + 2r ln(r)(r−α〈r〉α +Er−α)(w′,w).
Since u is an eigenfunction of Hα , we have:
w′′ = −r−2Bw + 1
4
(n− 1)(n− 3)r−2w − 〈r〉αw + Vαw −Ew. (2.17)
Then (
r ln(r)F (r)
)′ = ln(r)((1 − α)r−α‖w′‖2 + ‖w‖2)+ r−α‖w′‖2 + ‖w‖2
− r−2−α((1 + α) ln(r)− 1)(w,Bw)
+ 1
2
(n− 1)(n− 3)r−1−α ln(r)(w′,w)
+Er−α((1 − α) ln(r)+ 1)‖w‖2 +O(r−1 ln(r))‖w‖2
+ 2r1−α ln(r)(w′,Vαw).
Using −B  0 and
r−1−α ln(r)(w′,w) = o(1)r−α‖w′‖2 + o(1)‖w‖2,
r1−α ln(r)(w′,Vαw)= o(1)r−α/2‖w′‖‖w‖ = o(1)r−α‖w′‖2 + o(1)‖w‖2,
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(
r ln(r)F (r)
)′  ln(r)((1 − α)r−α‖w′‖2 + ‖w‖2)+ r−α
2
‖w′‖2 + 1
2
‖w‖2, (2.18)
for r large enough. Here o(1) denotes a function which tends to 0 as r tends to +∞. This
computation is formal, but we can give, as in [31], a rigorous proof of the integral version
of (2.18).
If 0 < α < 1, we get that r ln(r)F (r) is monotone increasing for r  R1 large enough.
Integrate (2.18) between R1 and r : F(r)  R1 lnR1r ln r F (R1). Since F is integrable but
(r ln r)−1 is not, we have F(r) 0 for r > R1.
Now, we assume that 1 α  2. For 1  a < b, we have:
b lnbF(b)− a lnaF(a)
b∫
a
(
ln(r)
(
(1 − α)r−α‖w′‖2 + ‖w‖2)
+ r
−α
2
‖w′‖2 + 1
2
‖w‖2
)
dr. (2.19)
Integration by parts yields:
b∫
a
r−α ln r(w′′,w)dr = r−α ln r(w′,w)|ba −
b∫
a
r−α ln r‖w′‖2 dr
−
b∫
a
(1 − α ln r)r−1−α(w′,w)dr.
The eigenfunction relation (2.17) yields:
b∫
a
r−α ln r(w′′,w)dr = −
b∫
a
r−2−α ln r(w,Bw)dr +
b∫
a
r−α ln r(w,Vw)dr
+
b∫
a
r−α ln r
(
1
4
(n− 1)(n− 3)r−2 − 〈r〉α −E
)
‖w‖2 dr
= −
b∫
a
(
ln r + o(1))‖w‖2 dr − b∫
a
r−2−α ln r(w,Bw)dr.
We infer:
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a
r−α ln r‖w′‖2 dr =
b∫
a
ln r‖w‖2 dr +
b∫
a
r−2−α ln r(w,Bw)dr
+ [r−α ln r(w′,w)]b
a
+
b∫
a
o(1)
(
r−α‖w′‖2 + ‖w‖2)dr,
and (2.19) becomes,
b lnbF(b)− a lnaF(a)
b∫
a
(
(2 − α) ln r‖w‖2 + r−α‖w′‖2/3 + ‖w‖2/3)dr
+ (1 − α)[r−α ln r(w′,w)]b
a
+ (1 − α)
b∫
a
r−2−α ln r(w,Bw)dr

b∫
a
(
(2 − α) ln r‖w‖2 + r−α‖w′‖2/3 + ‖w‖2/3)dr
+ (1 − α)[r−α ln r(w′,w)]b
a
, (2.20)
since (1 − α)B  0. Let F˜ be defined by:
F˜ (r) = F(r)+ (α − 1)r−α(w′,w), (2.21)
which is integrable from (2.15) and (2.16). Inequality (2.20) implies that r ln rF˜ (r) is
monotone increasing, and reasoning as before, F˜ (r) 0 for r > R1.
We now prove that w(r) = 0 for r > R2 large enough. For m ∈ N, let wm = rmw. It
satisfies:
w′′m = 2mr−1w′m − r−2Bwm
−
(
E + 〈r〉α − V +m(m+ 1)r−2 − 1
4
(n− 1)(n− 3)r−2
)
wm. (2.22)
We also define:
G(r) = r2‖w′m‖2 +m(m+ 1)‖wm‖2 + (wm,Bwm)
+ (r2〈r〉α +Er2 − r)‖wm‖2, (2.23)
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G′(r) = (4m+ 2)r‖w′m‖2 + 2
((
r2V + 1
4
(n− 1)(n− 3)− r
)
wm,w
′
m
)
+ (2r〈r〉α + αr3〈r〉α−2 + 2Er − 1)‖wm‖2.
Using (2.14) and the Cauchy–Schwarz inequality, we get:
G′(r) (4m+ 1)r‖w′m‖2 + r1+α‖wm‖2,
for r > R2 >R1 independent of m. Then G(r) is monotone increasing on ]R2,+∞[ .
Suppose that w(r0) 	= 0 for some r0 >R2. Since we have:
G(r) = r2m(r2‖w′ +mr−1w‖2 +m(m+ 1)‖w‖2
+ (w,Bw)+ (r2〈r〉α +Er2 − r)‖w‖2),
we get G(r0) > 0 for m 1 large enough, and now fixed. So, G(r) > 0 for all r > r0. On
the other hand, if r > r1 > r0, with r1 large enough, we have m(2m + 1) − r < 0. Since
‖w‖2 is integrable on [r1,+∞[ , the function ‖w‖2 is not monotone increasing; there exists
r > r1 such that (‖w‖2)′(r) = 2(w′,w)(r) 0.
Then
G(r) = r2m(r2‖w′‖2 + 2mr(w′,w)+m(2m+ 1)‖w‖2
+ (w,Bw)+ (r2〈r〉α +Er2 − r)‖w‖2)
 r2m+2+α
(
r−α‖w′‖2 + r−2−α(w,Bw)
+ (r−α〈r〉α +Er−α)‖w‖2)+ 2mr−1−α(w′,w).
Therefore, we get:
0 <G(r) r2m+2+αF (r) 0 if 0 < α < 1,
0 <G(r) r2m+2+αF˜ (r) 0 if 1 α  2,
which is impossible, so w(r) = 0 for r > R2. Theorem 2.8 follows from unique continua-
tion. 
3. Mourre estimates
In the following, we use the Weyl calculus of L. Hörmander, for which we refer to
[20, Section XVIII]. More precisely, we work with the simple metrics which are σ -temp-
erate:
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g1 = |dx|
2
1 + x2 + ξ2 +
|dξ |2
1 + x2 + ξ2 ,
g
β
1 =
|dx|2
(1 + x2 + ξ2)β +
|dξ |2
(1 + x2 + ξ2)β ,
g2 = |dx|
2
1 + x2 +
|dξ |2
1 + ξ2 ,
for β > 0. We refer to [20] for the definition of the space of symbol S(m,g) and we note
Ψ (m,g) the set of pseudo-differential operators whose symbol is in a space S(m,g). We
set Ψ (g) =⋃mΨ (m,g).
The crucial point of the Mourre theory is the construction of the conjugate operator.
This is a self-adjoint operator Aα such that i[Hα,Aα] is positive on the energy level, and
Hα-bounded. In our case, the generator of dilations (xD + Dx)/2 is not satisfactory for
Hα,0 since,
i
[
Hα,0, (xD +Dx)/2
]= −2+ αx2〈x〉α−2,
which is positive, but not Hα,0-bounded for α > 0. So we must find another conjugate
operator. We look for Aα as a pseudo-differential operator of symbol aα(x, ξ). Consider
the case of dimension one, and start with α = 2. Formally, we want to solve:{
ξ2 − x2, a2(x, ξ)
}≡ 2ξ∂xa2 + 2x∂ξa2 = 1, on {(x, ξ); ξ2 − x2 = E}. (3.1)
We saw in the introduction that a solution to this equation is given by:
a2(x, ξ) = 14
(
ln(ξ + x)− ln(ξ − x)). (3.2)
Now consider the case 0 < α < 2. Replacing 〈x〉 by x > 0, we try to solve:{
ξ2 − xα, aα(x, ξ)
}≡ 2ξ∂xaα + αxα−1∂ξaα = 2 − α,
on
{
(x, ξ); ξ2 − xα = E}. (3.3)
As we saw in the introduction, aα(x, ξ) = ξx1−α should do the job, up to an error which
is compact on the energy level (because it decays like x−α). In this section, we make this
heuristic approach rigorous. The main results (Mourre estimates) are proved in Section 3.5.
Here, we can find again the short range condition: on the energy level, we have formally:
〈ξ 〉 ≈ 〈x〉α/2 and then ∣∣aα(x, ξ)∣∣≈ { ln〈x〉 if α = 2,〈x〉1−α/2 if 0 < α < 2.
By (3.1) and (3.3), we obtain that the position variable increases exactly like t along the
evolution. Then, in Section 4.2, we will replace aα(x, ξ) by pα(x) and we will require that
the potential decays as pα(x)−1−ε .
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We recall some results that we will use to prove regularity results on the groups gen-
erated by Hα . A full presentation of such issues can be found in the book of O. Amrein,
A. Boutet de Monvel and V. Georgescu [1]. We start with the definition of C1(A).
Definition 3.1. Let A and H be self-adjoint operators on a Hilbert spaceH. We say that H
is of class Cr(A) for r > 0, if there is z ∈ C \ σ(H) such that
R  t → eitA(H − z)−1e−itA,
is Cr for the strong topology of L(H).
We have the following useful characterization of the regularity C1(A).
Theorem 3.2 [1, Theorem 6.2.10]. Let A and H be self-adjoint operators on a Hilbert
space H. Then H is of class C1(A) if and only if the following conditions are satisfied:
(1) There exists c < ∞ such that for all u ∈D(A)∩D(H),∣∣(Au,Hu)− (Hu,Au)∣∣ c(‖Hu‖2 + ‖u‖2).
(2) For some z ∈ C\σ(H), the set {u ∈ D(A); (H − z)−1u ∈ D(A) and (H − z¯)−1u ∈
D(A)} is a core for A.
If H is of class C1(A), then the following holds:
(1) The space (H − z)−1D(A) is independent of z ∈ C\σ(H), and contained in D(A). It
is a core for H , and a dense subspace of D(A) ∩ D(H) for the intersection topology
(i.e., the topology associated to the norm ‖Hu‖ + ‖Au‖ + ‖u‖).
(2) The space D(A)∩D(H) is a core for H , and the form [A,H ] has a unique extension
to a continuous sesquilinear form on D(H) (equipped with the graph topology). If this
extension is denoted by [A,H ], the following identity holds on H (in the form sense):[
A, (H − z)−1]= −(H − z)−1[A,H ](H − z)−1,
for z ∈ C\σ(H).
We also have the following theorem from [1, Theorem 6.3.4]:
Theorem 3.3. Let A and H be self-adjoint operators in a Hilbert space H. Assume that
the unitary one-parameter group {exp(iAτ)}τ∈R leaves the domain D(H) of H invariant.
Then H is of class C1(A) if and only if [H,A] is bounded from D(H) to D(H)∗.
A criterion for the above assumption to be satisfied is given by the following result:
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Let H ∈ C1(A) and suppose that the commutator [iH,A] can be extended to a bounded
operator from D(H) to H. Then eitA preserves D(H).
3.2. A technical result
It is not clear that the energy cut-offs χ(Hα,0), χ ∈ C∞0 (R), are pseudo-differential
operators, since Hα,0 is not elliptic, and χ(ξ2 − 〈x〉α) is not a good symbol. The next
proposition will allow us to use pseudo-differential calculus. Such techniques have been
used by M. Dimassi and V. Petkov [11].
Proposition 3.5. Let 0 < α  2, 1/2 < β  1, z ∈ C \ R and ψ ∈ C∞0 (R) such that ψ = 1
near 0. Then
(Hα,0 − z)−1 = (Hα,0 − z)−1 Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
+O(1)Op(r),
with r(x, ξ) ∈ S((ξ2 + 〈x〉α)−β, g0).
Proof. For γ  0, let gα,γ3 be the σ -temperate metric:
g
α,γ
3 = |dx|2 +
|dξ |2
(ξ2 + 〈x〉α)γ .
Let B = Op(b), with b = (ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β ∈ S((ξ2 + 〈x〉α)1−β, gα,13 ). It satisfies
∂δx,ξ b ∈ S
((
ξ2 + 〈x〉α)1−β−min(1,|δ|/2), gα,13 ), ∀δ ∈ N2n. (3.4)
We have:
(Hα,0 − z)−1
(
1 −ψ(B))= (Hα,0 − z)−1BB−1(1 −ψ(B)). (3.5)
Theorem 18.5.4 of [20] on the composition of pseudo-differential operators in Ψ (gα,13 ),
and (3.4) imply that
(Hα,0 − z)−1B = (Hα,0 − z)−1
(
Hα,0 Op
((
ξ2 + 〈x〉α)−β)+ Op(r)),
where r ∈ S((ξ2 + 〈x〉α)−β, gα,13 ). So we have:
(Hα,0 − z)−1B =O(1)Op(r), (3.6)
for some other r ∈ S((ξ2 + 〈x〉α)−β, gα,1).3
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[10, Appendix C.2]). This is a C∞(C) function which coincides with ϕ on R, whose sup-
port is contained in a region like | Im z| <C〈Re z〉, and which satisfies:∣∣∂z¯ϕ˜(z)∣∣ Ck〈z〉−2−k| Im z|k, ∀k ∈ N.
Using the Helffer–Sjöstrand formula (see [17] or [9]), we can write:
Op(r)B−1
(
1 −ψ(B))= 1
π
∫
∂z¯ϕ˜(z)Op(r)(B − z)−1L(dz). (3.7)
For Im z 	= 0 and 1/2 < β  1, we have (b(x, ξ)− z)−1 ∈ S(1, gα,2β−13 ) and
∂δx,ξ
(
b(x, ξ)− z)−1 ∈ S((ξ2 + 〈x〉α)−(β−1/2)min(2,|δ|), gα,2β−13 ), ∀δ ∈ N2n. (3.8)
Using [20, Theorem 18.5.5] on the composition of pseudo-differential operators in
Ψ (g
α,1
3 ), and Ψ (g
α,2β−1
3 ), (3.4) and (3.8), we have, for Im z 	= 0,
(B − z)Op((b(x, ξ)− z)−1)= 1 + Op(d(z)),
where d(z) ∈ S((ξ2 + 〈x〉α)1−3β, gα,2β−13 ), and each semi-norm of d(z) in this space is
bounded by some power of 1 + | Im z|−1. On the other hand, we have:
Op
((
ξ2 + 〈x〉α + iλ)1−3β)Op((ξ2 + 〈x〉α + iλ)3β−1)= 1 +O(λ−1),
and then, for λ large enough,
Op
(
d(z)
)= Op(d(z))Op((ξ2 + 〈x〉α + iλ)3β−1)O(1)Op((ξ2 + 〈x〉α + iλ)3β−1)−1
= Op(d˜(z))O(1)Op((ξ2 + 〈x〉α + iλ)1−3β),
with d˜(z) ∈ S(1, gα,2β−13 ) and each semi-norm is bounded by some power of 1+| Im z|−1.
The continuity in L2(Rn) of pseudo-differential operators yields:
(B − z)Op((b(x, ξ)− z)−1)= 1 +O(1 + | Im z|−M)Op((ξ2 + 〈x〉α + iλ)1−3β),
for some M > 0. We infer:
(B − z)−1 = Op((b(x, ξ)− z)−1)
+O(1 + | Im z|−M−1)Op((ξ2 + 〈x〉α + iλ)1−3β). (3.9)
Then, using the pseudo-differential calculus, (3.7) becomes:
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(
1 −ψ(B))= 1
π
∫
∂z¯ϕ˜(z)Op(r)Op
((
b(x, ξ)− z)−1)L(dz)
+O(1)Op((ξ2 + 〈x〉α + iλ)1−3β)
=O(1)Op(r), (3.10)
for some other r ∈ S((ξ2 + 〈x〉α)−β, gα,2β−13 ). From (3.5), (3.6) and (3.10), we have:
(Hα,0 − z)−1 = (Hα,0 − z)−1ψ(B)+O(1)Op(r). (3.11)
Using the Helffer–Sjöstrand formula:
ψ(B) = 1
π
∫
∂z¯ψ˜(z)(B − z)−1L(dz),
Op
(
ψ
(
b(x, ξ)
))= 1
π
∫
∂z¯ψ˜(z)Op
((
b(x, ξ)− z)−1)L(dz),
and (3.16), we obtain:
ψ(B) = Op(ψ(b(x, ξ)))+O(1)Op(r), (3.12)
with r ∈ S((ξ2 + 〈x〉α)−β, gα,2β−13 ). The proposition follows from (3.11) and (3.12). 
3.3. Conjugate operator
Following the discussion of the beginning of Section 3, we choose for the conjugate
operator if α = 2,
A2 = Op
(
a2(x, ξ)
)
, with a2 =
(
ln〈ξ + x〉 − ln〈ξ − x〉). (3.13)
One can see that a2(x, ξ) ∈ S(〈ln〈x〉〉, g0). Indeed, we have, for |ξ | < 2|x|,
ln〈ξ + x〉 − ln〈ξ − x〉 ln〈3x〉 〈ln〈x〉〉 +C, (3.14)
with C > 0. On the other hand, we get for |ξ | 2|x|,
ln〈ξ + x〉 − ln〈ξ − x〉 = 1
2
ln
(
1 + (ξ + x)2
1 + (ξ − x)2
)
 1
2
ln
(
1 + 9ξ2/4
1 + ξ2/4
)
 C, (3.15)
with C > 0. For computational reasons, it is better to have a another writing for A2.
Lemma 3.6. We have:
A2 = U
(
ln
〈√
2x
〉− ln 〈√2D〉)U∗.
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of [20]), we have:
Op
(
ln〈ξ + x〉)= Op((ξ + x)2 + 1)Op(ln〈ξ + x〉((ξ + x)2 + 1)−1),
Op
(
(ξ + x)2 + z)−1)= ((D + x)2 + z)−1,
for Im z 	= 0. Let γ ⊂ C be a contour enclosed [0,+∞[ in the region where ln(z+ 1)(z+
1)−1 is holomorphic and coinciding with Re z = | Im z| for z large enough. Using the
Cauchy formula and (2.5), we get:
Op
(
ln〈ξ + x〉)= 1
2iπ
(
(D + x)2 + 1)∫
γ
ln(z+ 1)(z+ 1)−1 Op(((ξ + x)2 − z)−1)dz
= 1
2iπ
(
(D + x)2 + 1)∫
γ
ln(z+ 1)(z+ 1)−1((D + x)2 − z)−1 dz
= U 1
2iπ
(
2x2 + 1)∫
γ
ln(z+ 1)(z+ 1)−1(2x2 − z)−1 dzU∗
= U ln〈√2x〉U∗, (3.16)
and the lemma follows. 
In the case 0 < α < 2, we choose for the conjugate operator Aα = Op(aα(x, ξ)), where
aα(x, ξ) = x · ξ 〈x〉−αψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
)
∈ S(〈x〉1−α/2, gα/21 )∩ S(〈ξ 〉〈x〉1−α, g2), (3.17)
with ψ ∈ C∞0 ([−1/2,1/2]), and ψ = 1 near 0. Notice that on suppaα , |ξ | is like 〈x〉α/2.
3.4. Regularity results
The aim of this section is to prove some regularity results for Hα . First, we give a
common core for the operators Hα and Aα . Using the results of the previous section, we
get:
Lemma 3.7. Let 0 < α  2. The operator Aα is essentially self-adjoint on D(N2).
Proof. As in the proof of Lemma 2.2, we use Theorem 2.1. We distinguish the cases α = 2
and 0 < α < 2. First, we suppose that 0 < α < 2; for u ∈D(N), we have:
‖Aαu‖
∥∥〈x〉1−α/2u∥∥ ‖N2u‖,
J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579 531and the composition rules for an operator in Ψ (g1) by an operator in Ψ (gα/21 ) yield
[Aα,N2] ∈ Ψ
(〈x, ξ 〉1−α/2〈x〉1−α/2, gα/21 ),
which implies (2.2), from [20, Theorem 18.6.3]. The lemma follows for 0 < α < 2. When
α = 2,
‖A2u‖
∥∥〈ln〈x〉〉u∥∥ ‖N2u‖,
which proves (2.1). Moreover, since a2(x, ξ) ∈ S(〈ln〈x〉〉, g0) and N2 ∈ Ψ (〈x, ξ 〉2, g1), we
get [N2,A2] ∈ Ψ (〈ln〈x〉〉〈x, ξ 〉, g0) and then∣∣([N2,A2]u,u)∣∣ ∥∥N1/22 u∥∥2,
which yields (2.2) and the lemma. 
3.4.1. Regularity for H2,0
Lemma 3.8. For z ∈ C\R, (H2,0 − z)−1 maps D(N2) into itself.
Proof. We use the notations of Section 2.2. For u ∈D(N2), we have:
∥∥x2e−itH2,0u∥∥= ∥∥x2MtDtFMt u∥∥= ∥∥x2DtFMt u∥∥
= ∥∥(sinh 2t)2x2FMt u∥∥= ∥∥−(sinh 2t)2Mt u∥∥
= ∥∥Mt(−(sinh 2t)2+ (cosh 2t)2x2 − tanh 2t (xD +Dx))u∥∥
 e4|t |‖N2u‖.
We also have:∥∥−e−itH2,0u∥∥= ∥∥(H2,0 + x2)e−itH2,0u∥∥ ‖H2,0u‖ + e4|t |‖N2u‖ e4|t |‖N2u‖.
So, for Im z > 4, we get:
∥∥N2(H2,0 − z)−1u∥∥= ∥∥∥∥iN2
+∞∫
0
eitz e−itH2,0udt
∥∥∥∥
+∞∫
0
e−t Im z e4t dt‖N2u‖ ‖N2u‖,
which shows that (H2,0 − z)−1 maps D(N2) into itself for Im z > 4. Then the lemma
follows from [1, Lemma 6.2.1]. 
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Proof. From Theorem 3.2, it is enough to estimate [H2,0,A2]. Recall that from (2.7),
H˜2,0 = Dxx + xDx − 1. Using (2.6), Lemma 3.6 and H˜2,0 + 1 = −F(H˜2,0 + 1)F∗, we
have:
[H2,0,A2] = U
[
H˜2,0, ln
〈√
2x
〉− ln 〈√2D〉]U∗
= U[H˜2,0, ln 〈√2x〉]U∗ +UF[H˜2,0, ln 〈√2x〉]F∗U∗
= −iU 4x
2
〈√2x〉2 U
∗ − iUF 4x
2
〈√2x〉2F
∗U∗
= −iU
(
4x2
〈√2x〉2 +
4D2
〈√2D〉2
)
U∗, (3.18)
which is bounded on L2(Rn). 
For the asymptotic completeness, we need more regularity. We begin with:
Lemma 3.10. H2,0 is in C2(A2) and [[H2,0,A2],A2] is bounded on L2(Rn).
Proof. Since we know that H2,0 is in C1(A2), it is enough to prove that [[H2,0,A2],A2]
is bounded. From (3.18), we can write:
[[H2,0,A2],A2]= −iU[ 4x2〈√2x〉2 + 4D
2
〈√2D〉2 , ln
〈√
2x
〉− ln 〈√2D〉]U∗.
The symbols
f (x, ξ) = 2x
2
〈x〉2 +
2ξ2
〈ξ 〉2 ,
g(x, ξ) = ln〈x〉 − ln〈ξ 〉,
satisfy f ∈ S(1, g2) and g ∈ S(ln〈x〉 + ln〈ξ 〉, g2). Then, from Theorems 18.5.4 and 18.6.3
of [20], we have [Op(f ),Op(g)] =O(1) which completes the proof. 
3.4.2. Regularity for Hα,0 for 0 < α < 2
Lemma 3.11. The operator [Hα,0,Aα] is in Ψ (1, g2), and its symbol is supported inside
the support of aα(x, ξ), modulo S(〈x, ξ 〉−∞, g2).
Proof. Since aα(x, ξ) ∈ S(〈x〉1−α〈ξ 〉, g2) and ξ2 − 〈x〉α ∈ S(〈ξ 〉2 + 〈x〉α, g2), we get
[Aα,Hα,0] ∈ Ψ (1+〈x〉−α〈ξ 〉2, g2), and each term in the development of its symbol is sup-
ported inside the support of aα(x, ξ). Since 〈ξ 〉 is like 〈x〉α/2 on the support of aα(x, ξ),
we get the lemma. 
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Proof. As for Lemma 3.11, we have:
[Aα,Nα] ∈ Ψ (1, g2), (3.19)
and its symbol is supported inside the support of aα(x, ξ), modulo a term in
S(〈x, ξ 〉−∞, g2). Then [Aα,Nα] is bounded on L2(Rn). On the other hand, from the
pseudo-differential calculus, one can show that (Nα + i)−1 maps D(N2) into itself. Then,
from Theorem 3.2, Nα is C1(Aα).
Since [Aα,Nα] is bounded, we get from the proof of [13, Lemma 2], that eitAα preserves
D(Nα) and that
Nαe
itAα = eitAαNα + i
t∫
0
ei(t−s)Aα [Nα,Aα]eisAα ds, (3.20)
on D(Nα). From (3.19), we infer that [[Aα,Nα],Nα] ∈ Ψ (〈x〉−1〈ξ 〉 + 〈x〉α−1〈ξ 〉−1, g2)
and that each term in the development of its symbol is supported inside the support of
aα(x, ξ). Then [[Aα,Nα],Nα] ∈ Ψ (〈x〉α/2−1, g2) ⊂ Ψ (1, g2) because 0 < α < 2. By in-
duction, we obtain that[
. . .
[[[Aα,Nα],Nα],Nα], . . .Nα] ∈ Ψ (1, g2). (3.21)
Using (3.20) and (3.21), we obtain that eitAα preserves D(Nkα) for all k ∈ N and that∥∥NkαeitAαu∥∥ ∥∥Nkαu∥∥+ ‖u‖, (3.22)
for all u ∈ D(Nkα). Since α 	= 0, there is k ∈ N such that eitAα maps continuously D(Nkα)
into D(N2α). Then
t → ei(t−s)AαHα,0eisAαu,
is well-defined and C1 for u ∈ D(Nkα). It follows that
Hα,0 e
itAα = eitAαHα,0 + i
t∫
0
ei(t−s)Aα [Hα,0,Aα]eisAα ds, (3.23)
on D(Nkα). Using Lemma 3.11, [Hα,0,Aα] can be extended as a bounded operator on
L2(Rn). On the other hand Hα,0 satisfies Nelson’s theorem 2.1 with Nkα as reference oper-
ator. Then (3.23) can be extended on D(Hα,0) and eitAα preserves D(Hα,0).
Since [Hα,0,Aα] is bounded on L2(Rn), Theorem 3.3 shows that Hα,0 is in C1(Aα). 
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Proof. As in Lemma 3.10, it is enough to estimate [[Hα,0,Aα],Aα]. Since [Hα,0,Aα] ∈
Ψ (1, g2) and Aα ∈ Ψ (〈x〉1−α〈ξ 〉, g2), we get [[Hα,0,Aα],Aα] ∈ Ψ (〈x〉−α, g2) which im-
plies the lemma. 
3.4.3. Regularity for Hα
Proposition 3.14. Assume that Vα satisfies the assumptions of Theorem 1.1. Then Hα is of
class C1+δ(Aα) for some δ > 0. Moreover [Hα,Aα] is bounded from D(Hα) to L2(Rn).
Proof. We use an interpolation argument as in [14, Proposition 3.7.5]. We begin by prov-
ing that Hα is in C1(Aα) if V 2α satisfies (1.6) with ε  0. Since Hα,0 is C1(Aα) and[Hα,Aα] is bounded from D(Hα) to L2(Rn), eitAα preserves D(Hα,0) = D(Hα), from
Lemma 3.4. Then, from Theorem 3.3, it is enough to show that [Hα,Aα] is bounded from
D(Hα) to L2(Rn).
Since we know from Lemma 3.9 and Lemma 3.12 that [Hα,0,Aα] is bounded from
D(Hα) to L2(Rn), it is enough to show that
[Vα,Aα](Hα,0 + i)−1 is compact (respectively, continuous)
on L2(Rn) if ε > 0 (respectively, ε = 0), (3.24)
where ε is the constant in (1.6). We can write:
[Vα,Aα](Hα,0 + i)−1 = V 1α Aα(Hα,0 + i)−1 −AαV 1α (Hα,0 + i)−1
+ [V 2α ,Aα](Hα,0 + i)−1. (3.25)
Let χ ∈ C∞0 (Rn) be equal to 1 near the support of V 1α . Since Aα ∈ Ψ (〈pα(x)〉, g0), Aαχ
and χAα are bounded. So
AαV
1
α (Hα,0 + i)−1 = AαχV 1α (Hα,0 + i)−1 =O(1)V 1α (Hα,0 + i)−1, (3.26)
which is compact because V 1α is Hα,0-compact. Since χAα is bounded, we can write:
χAα(Hα,0 + i)−1 = (Hα,0 + i)−1χAα + (Hα,0 + i)−1[Hα,0, χAα](Hα,0 + i)−1
= (Hα,0 + i)−1O(1)+ (Hα,0 + i)−1[Hα,0, χ]Aα(Hα,0 + i)−1
+ (Hα,0 + i)−1χ[Hα,0,Aα](Hα,0 + i)−1. (3.27)
We have:
Op
(
c(x, ξ)
) := [Hα,0, χ]Aα ∈ Ψ (〈ξ 〉〈x〉−∞, g0).
Then Proposition 3.5 and the pseudo-differential calculus imply:
[Hα,0, χ]Aα(Hα,0 + i)−1 =
(
Op
(
c(x, ξ)ψ
(
ξ2 − 〈x〉α
2 α
))
+R
)
O(1),ξ + 〈x〉
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S(〈x〉−∞, g0), we get:
[Hα,0, χ]Aα(Hα,0 + i)−1 =O(1). (3.28)
As [Hα,0,Aα](Hα,0 − z)−1 is bounded, (3.27) becomes:
χAα(Hα,0 + i)−1 = (Hα,0 + i)−1O(1),
and then
V 1α Aα(Hα,0 + i)−1 = V 1α (Hα,0 + i)−1O(1), (3.29)
which is compact. Since Aα ∈ Ψ (〈pα(x)〉, g0) and V 2α satisfies (1.6), we have:[
V 2α ,Aα
]
(Hα,0 + i)−1 =
(
V 2α Aα −AαV 2α
)
(Hα,0 + i)−1
=O(1)〈pα(x)〉−ε(Hα,0 + i)−1, (3.30)
which is compact (respectively, bounded) if ε > 0 (respectively, ε = 0) from Lemma 2.3.
So we have (3.24), Hα is of class C1(Aα) and [Hα,Aα] is bounded from D(Hα) to L2(Rn).
To have Hα in C1+δ(Aα), it remains to show that
T
(
V 2α
) := [(Hα + i)−1,Aα]= (Hα + i)−1[Hα,Aα](Hα + i)−1,
is of class Cδ(Aα). We use an interpolation argument as in [14]. For ρ > 0, we set:
Sρα =
{
W ∈ L∞(Rn;R); ∣∣W(x)∣∣ 〈pα(x)〉−ρ a.e. x ∈ Rn}.
Then Sρα is a Banach space, equipped with the norm ‖W‖ρ,α = ‖〈pα(x)〉ρW(x)‖L∞(Rn).
We already have proved that T (·) maps S1α into C0(Aα). From (3.30), we get:∥∥T (W)− T (W˜ )∥∥ ∥∥W − W˜∥∥1,α,
and then T is continuous. We now show that T (V 2α ) is of class C1(Aα) for V 2α ∈ S2α . Using
Hα ∈ C1(Aα), [Hα,Aα](Hα + i)−1 =O(1) and Lemma 6.2.9 of [1], it is enough to show
that [[Hα,Aα],Aα](Hα + i)−1 is bounded. From Lemmas 3.10 and 3.13, it is enough to
show that [[Vα,Aα],Aα](Hα + i)−1 is bounded. As for (3.26) and (3.29), we have:[[V 1α ,Aα],Aα](Hα + i)−1 = (V 1α A2α − 2AαV 1α Aα +A2αV 1α )(Hα + i)−1
= V 1α (Hα + i)−1O(1)− 2O(1)V 1α (Hα + i)−1O(1)
+O(1)V 1α (Hα + i)−1,
which is bounded. On the other hand,
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V 2α ,Aα
]
,Aα
]
(Hα + i)−1 =
(
V 2α A
2
α − 2AαV 2α Aα +A2αV 2α
)
(Hα + i)−1,
is bounded since V 2α ∈ S2α and Aα ∈ Ψ (〈pα(x)〉, g0). Then T (V 2α ) ∈ C1(Aα) for V 2α ∈ S2α .
Moreover, we know that for 0 < ε′ < 1, Cε′(Aα) is a real interpolation space between
C0(Aα) and C1(Aα). Using the notation of [1], [1, Eq. (5.2.22)] implies:
Cε
′
(Aα)=
(
C0(Aα),C
1(Aα)
)
1−ε′,∞.
On the other hand, mimicking the proof of Lemma A.3 of [14] with χR = χ(pα(x)/R),
we prove that for ρ ∈]1,2[,
Sρα ⊂
(
S1α, S
2
α
)
ρ−1,∞.
By interpolation (see, e.g., [1, Theorem 2.6.1]), there is δ > 0 such that Hα is of class
C1+δ(Aα) for Vα ∈ S1+εα with ε > 0. 
3.5. Mourre estimates
First, we prove a Mourre estimate for H2,0.
Lemma 3.15. Let η > 0 and χ ∈ C∞0 (R). There exists K compact on L2(Rn) such that
χ(H2,0)[iH2,0,A2]χ(H2,0) (2 − η)χ2(H2,0)+ χ(H2,0)Kχ(H2,0). (3.31)
Proof. Using (3.18), we have:
χ(H2,0)[iH2,0,A]χ(H2,0)= 2χ(H2,0)U
(
2x2
〈√2x〉2 +
2D2
〈√2D〉2
)
U∗χ(H2,0). (3.32)
For x2 + ξ2 >C with C  1, the symbol
f (x, ξ) = 2x
2
〈√2x〉2 +
2D2
〈√2D〉2 ∈ S(1, g2)
satisfies f  1 − η/2. Then Gårding inequality (Theorem 18.6.7 of [20]) yields
Op(f ) (1 − η/2)− C˜ Op(χ(x, ξ))−R,
with C˜ > 0, χ ∈ C∞0 (R2n) and R ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). Then
χ(H2,0)[iH2,0,A]χ(H2,0) (2 − η)χ(H2,0)2 + χ(H2,0)Kχ(H2,0),
where K is compact. 
We have also a Mourre estimate for Hα,0 with 0 < α < 2.
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there exists a compact operator K on L2(Rn) such that
χ(Hα,0)[iHα,0,Aα]χ(Hα,0) (2 − α − η)χ2(Hα,0)+ χ(Hα,0)Kχ(Hα,0). (3.33)
Proof. Since aα(x, ξ) ∈ S(〈x〉1−α〈ξ 〉, g2), ξ2 − 〈x〉α ∈ S(ξ2 + 〈x〉α, g2) and 〈ξ 〉 is like
〈x〉α/2 on the support of aα , we have:
[iHα,0,Aα] = Op(b1)+ Op(b2)+K1,
where
b1(x, ξ) =
(
2ξ2〈x〉−α − 2α(x.ξ)2〈x〉−α−2 + αx2〈x〉−2)ψ(ξ2 − 〈x〉α
ξ2 + 〈x〉α
)
∈ S(1, g2),
b2(x, ξ) ∈ S(1, g2) with support inside the support of ψ ′((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)) and
K1 ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). If the support of ψ is close enough to 0, we have:
b1(x, ξ) (2 − α − η)ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
)
,
for (x, ξ) large enough, and the Gårding inequality implies:
Op(b1) (2 − α − η)Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
+K2,
with K2 ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). Therefore
χ(Hα,0)[iHα,0,Aα]χ(Hα,0) (2 − α − η)χ(Hα,0)Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
χ(Hα,0)
+ χ(Hα,0)
(
Op(b2)+K1 +K2
)
χ(Hα,0). (3.34)
Let χ˜ ∈ C∞0 (R) be equal to 1 near the support of χ . Using Proposition (3.5), we get:
Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
χ(Hα,0)
= Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
(Hα,0 + i)−1(Hα,0 + i)χ˜(Hα,0)χ(Hα,0)
= χ(Hα,0)−O(1)Op(r)(Hα,0 + i)χ˜(Hα,0)χ(Hα,0).
Then we have:
χ(Hα,0)Op
(
ψ
(
ξ2 − 〈x〉α
2 α
))
χ(Hα,0) = χ2(Hα,0)+ χ(Hα,0)K3χ(Hα,0),ξ + 〈x〉
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support of ψ˜ . Using Proposition 3.5 with ψ˜ , we get:
Op(b2)(Hα,0 + i)−1 = Op
(
b2(x, ξ)ψ˜
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
O(1)+ Op(s)O(1)
= 0 + Op(s)O(1),
with s(x, ξ) ∈ S(〈x〉−1〈ξ 〉−1, g0). Here we have used the fact that b2 = 0 on the support of
ψ˜((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)). Then
χ(Hα,0)Op(b2)χ(Hα,0) = χ(Hα,0)K4χ(Hα,0),
with K4 compact. Then (3.34) becomes:
χ(Hα,0)[iHα,0,Aα]χ(Hα,0) (2 − α − η)χ2(Hα,0)
+ χ(Hα,0)
(
K1 +K2 + (2 − α − η)K3 +K4
)
χ(Hα,0),
which implies the lemma. 
Finally, we obtain a Mourre estimate for Hα for 0 < α  2.
Proposition 3.17. Let η > 0 and 0 < α  2. If the support of ψ in (3.17) is close enough
to 0 and χ ∈ C∞0 (R), there exists a compact operator K on L2(Rn) such that
χ(Hα)[iHα,Aα]χ(Hα) (σα − η)χ2(Hα)+ χ(Hα)Kχ(Hα). (3.35)
Proof. Let χ˜ ∈ C∞0 (R) with χ˜ = 1 near the support of χ . χ˜(Hα) − χ˜ (Hα,0) is compact
because Vα is Hα,0-compact. Since [Hα,Aα] is Hα-bounded from Proposition 3.14,
χ(Hα)[iHα,Aα]χ(Hα)= χ(Hα)χ˜(Hα,0)
([iHα,0,Aα] + i[Vα,Aα])χ˜ (Hα,0)χ(Hα)
+ χ(Hα)Kχ(Hα),
with K compact. From (3.24), Lemmas 3.15 and 3.16, we have:
χ(Hα)[iHα,Aα]χ(Hα) (σα − η)χ(Hα)χ˜2(Hα,0)χ(Hα)+ χ(Hα)Kχ(Hα),
with another K compact. Therefore,
χ(Hα)[iHα,Aα]χ(Hα) (σα − η)χ2(Hα)+ χ(Hα)Kχ(Hα),
which implies the lemma. 
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4.1. Limiting absorption principle
From Proposition 3.14, Hα is of class C1+δ(Aα), and [Hα,Aα] maps D(Hα) into
L2(Rn). Using Proposition 3.17, Theorems 1.1 and 4.13 of [6] yield:
Theorem 4.1 (Limiting absorption principle). Let 0 < α  2. The singular continuous
spectrum of Hα is empty, and its point spectrum is locally finite. For Λ ⊂ R\σpp(H) and
ν > 1/2, we have, for some η > 0,
sup
z∈Λ+i[−η,η]
∥∥〈Aα〉−ν(Hα − z)−1〈Aα〉−ν∥∥< ∞. (4.1)
As a corollary, we have:
Proposition 4.2. Let 0 < α  2 and η > 0. Assume that the support of ψ in (3.17) is close
enough to 0. For λ ∈ R \ σpp(Hα), there is a real open interval Λ containing λ such that
1Λ(Hα)[iHα,Aα]1Λ(Hα) (σα − η)1Λ(Hα). (4.2)
Proof. Since the spectrum of Hα is absolutely continuous near λ, we have:
s- lim
δ→0 1[λ−δ,λ+δ](Hα) = 0.
Using Proposition 3.17, we infer that K1[λ−δ,λ+δ](H2,0) goes to 0 in norm when δ → 0,
since K is compact. So we can find Λ such that
1Λ(Hα)[iHα,Aα]1Λ(Hα) (σα − 2η)1Λ(Hα).
Since η > 0 is arbitrary, this yields the proposition. 
4.2. Minimal velocity estimate
The following proposition is a simplified version of Proposition A.1 of [15], due to ideas
of I.M. Sigal and A. Soffer.
Proposition 4.3 [15]. Let H and A be two self-adjoint operators on a separable Hilbert
space H. We suppose that
(i) H is in C1+δ(A) for some δ > 0.
(ii) There exists an interval Λ such that: 1Λ(H)[H, iA]1Λ(H) c1Λ(H), with c > 0.
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+∞∫
1
∥∥∥∥g(At
)
e−itH f (H)u
∥∥∥∥2 dtt  ‖u‖2, (4.3)
for u ∈H, and
s- lim
t→+∞g
(
A
t
)
e−itH f (H) = 0. (4.4)
From Propositions 3.14, 4.2 and 4.3, we get:
Proposition 4.4. For any g ∈ C∞0 ( ]−∞, σα[ ) and any f ∈ C∞0 (R), we have:
+∞∫
1
∥∥∥∥g(Aαt
)
e−itHαf (Hα)u
∥∥∥∥2 dtt  ‖u‖2, (4.5)
for u ∈ L2(Rn), and
s- lim
t→+∞g
(
Aα
t
)
e−itHαf (Hα) = 0. (4.6)
We want to replace Aα by pα(x) in Proposition 4.4. For that, we use a slight modifica-
tion of Lemma A.3 of C. Gérard and F. Nier [15].
Lemma 4.5 [15]. Let A and B be two self-adjoint operators on a separable Hilbert space
H such that, for each µ> 0, we have:
D(B)⊂ D(A) and 1 B, (4.7)
A (1 +µ)B+Cµ, (4.8)
with Cµ  0, and
[A,B]B−1 ∈ L(H). (4.9)
Then for each λ ∈ R, let ϕ ∈ C∞(R) with supp(ϕ) ⊂]−∞, λ[ , ϕ = 1 near −∞ and
ψ ∈ C∞(R) with supp(ψ) ⊂]λ,+∞[ , ψ = 1 near +∞. We have:∥∥ϕ(B/t)ψ(A/t)∥∥=O(t−1) as t → +∞. (4.10)
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]−∞, λ[ and ϕ1 = 1 near the support of ϕ. We have by (4.8),
ϕ1(B/t)Aϕ1(B/t) (1 +µ)ϕ1(B/t)Bϕ1(B/t)+O(1) (1 +µ)λt +O(1).
So, if µ is small enough and t large enough, we get:
ψ
(
ϕ1(B/t)Aϕ1(B/t)
t
)
= 0,
and it remains to show that
φ(B/t)
(
ψ(A/t)−ψ
(
ϕ1(B/t)Aϕ1(B/t)
t
))
=O(t−1). (4.11)
The proof of (4.11) is the same as in [15]. 
To apply the above result, we distinguish the cases α = 2 and 0 < α < 2.
Lemma 4.6. The pairs (A,B) = (A2, 〈ln〈x〉〉) and (A,B) = (−A2, 〈ln〈x〉〉) satisfy the
assumptions of Lemma 4.5, provided that the support of ψ in (3.13) is small enough
according to µ.
Proof. We prove the lemma only for (A,B) = (A2, 〈ln〈x〉〉); the proof is the same in
the other case. Since A ∈ Ψ (〈ln〈x〉〉, g0), A is well-defined and symmetric on D(B) =
{u ∈ L2(Rn); 〈ln〈x〉〉u ∈ L2(Rn)}. So the assumption (4.7) of Lemma 4.5 is true from The-
orem 2.1. Moreover B ∈ Ψ (〈ln〈x〉〉, g1) implies [A,B]B−1 ∈ Ψ (〈ln〈x〉〉〈x〉−1, g0), from
[20, Theorem 18.5.5]. Then the assumption (4.9) is also true.
Let f , g ∈ C∞0 ([0,1]; [0,1]) be equal to 1 near 0. For δ, M > 0, we can write:
A= Op(s1)+ Op(s2)+ Op(s3), (4.12)
with
s1 =
(
ln〈ξ + x〉f
( 〈ξ + x〉
〈x〉δ
)
− ln〈ξ − x〉f
( 〈ξ − x〉
〈x〉δ
))
g
(〈x〉/M),
s2 =
(
ln〈ξ + x〉f
( 〈ξ + x〉
〈x〉δ
)
− ln〈ξ − x〉f
( 〈ξ − x〉
〈x〉δ
))
(1 − g)(〈x〉/M),
s3 =
(
ln〈ξ + x〉(1 − f )
( 〈ξ + x〉
〈x〉δ
)
− ln〈ξ − x〉(1 − f )
( 〈ξ − x〉
〈x〉δ
))
.
Then ∣∣(Op(s1)u,u)∣∣C‖u‖2, (4.13)
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s2 ∈ S
(〈
ln〈x〉〉, g0) and 〈ln〈x〉〉−1/2 ∈ S(〈ln〈x〉〉−1/2, |dx|2〈x〉2 + |dξ |2〈x〉2
)
,
we get: 〈
ln〈x〉〉−1/2 Op(s2)〈ln〈x〉〉−1/2 = Op(〈ln〈x〉〉−1s2(x, ξ))+R, (4.14)
with R ∈ Ψ (〈x〉−1, g0). Since suppf ⊂ [0,1], we get:∣∣〈ln〈x〉〉−1s2(x, ξ)∣∣ 2δ.
We also have: ∣∣∂αx ∂βξ 〈ln〈x〉〉−1s2(x, ξ)∣∣ Cα,β,δ ln(M)−1,
where Cα,β,δ depends on δ. Fix δ small enough, and then, M large enough. Theorem 18.6.3
of [20] yields: ∥∥Op (〈ln〈x〉〉−1s2(x, ξ))∥∥< η/2.
Then (4.14) implies(〈
ln〈x〉〉−1/2 Op(s2)〈ln〈x〉〉−1/2u,u) η/2‖u‖2 + (Ru,u),
and since R ∈ Ψ (〈x〉−1, g0),(
Op(s2)u,u
)
 η/2(Bu,u)+C‖u‖2. (4.15)
So it remains to study s3(x, ξ). Using (3.14) and (3.15), we get:
s3(x, ξ) ln〈ξ + x〉 − ln〈ξ − x〉 + ln〈ξ − x〉f
( 〈ξ − x〉
〈x〉δ
)
 (1 + δ)〈ln〈x〉〉+C. (4.16)
We also have:
s3(x, ξ) ∈ S
(〈
ln〈x〉〉, |dx|2〈x〉2δ + |dξ |2〈x〉2δ
)
.
If we assume δ < η/2, Gårding inequality implies:(
Op(s3)u,u
)
 (1 + η/2)(Bu,u)+C‖u‖2 + (Ru,u),
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Op(s3)u,u
)
 (1 + η/2)(Bu,u)+C‖u‖2. (4.17)
Combining with (4.13), (4.15) and (4.17), we get:
(Au,u) (1 + η)(Bu,u)+C‖u‖2,
which is (4.8). 
Lemma 4.7. Let 0 < α < 2. The pairs of operators (A,B) = (Aα, 〈x〉1−α/2) and (A,B)=
(−Aα, 〈x〉1−α/2) satisfy the assumptions of Lemma 4.5, provided that the support of ψ in
(3.17) is small enough according to µ.
Proof. We prove the lemma only for (A,B) = (Aα, 〈x〉1−α/2); the proof is the same in
the other case. Since A ∈ Ψ (〈x〉1−α/2, gα/21 ), A is well-defined and symmetric on D(B)=
{u ∈ L2(Rn); 〈x〉1−α/2u ∈ L2(Rn)}. So the hypothesis (4.7) of Lemma 4.5 is true from
Theorem 2.1. Moreover, B ∈ Ψ (〈x〉1−α/2, g1) implies [A,B]B−1 ∈ Ψ (〈x〉−α, gα/21 ) from
Theorem 18.5.5 of [20]. Then the assumption (4.9) is also true.
On the support of aα(x, ξ), with (x, ξ) large enough, we have |ξ | = 〈x〉α/2(1 + o(1)),
where o(1) stands for an arbitrary small function as suppψ → {0}. Then,
aα(x, ξ) (1 + η/2)〈x〉1−α/2 +C,
with C > 0. The Gårding inequality in Ψ (gα/21 ) implies that
(Au,u) (1 + η/2)(Bu,u)+C‖u‖2 + (Op(r)u,u), (4.18)
with r ∈ S(〈x〉1−3α/2, gα/21 ). We have:∣∣(Op(r)u,u)∣∣= ∣∣(〈x〉−1/2+α/4 Op(r)〈x〉−1/2+5α/4〈x〉−α〈x〉1/2−α/4u, 〈x〉1/2−α/4u)∣∣

∥∥〈x〉−α〈x〉1/2−α/4u∥∥∥∥〈x〉1/2−α/4u∥∥

(
η/4
∥∥〈x〉1/2−α/4u∥∥+C‖u‖)∥∥〈x〉1/2−α/4u∥∥
 η/2
∥∥〈x〉1/2−α/4u∥∥2 +C‖u‖2.
So, (4.18) becomes
(Au,u) (1 + η)(Bu,u)+C‖u‖2, (4.19)
which proves (4.8) and the lemma. 
From Proposition 4.4, Lemmas 4.5, 4.6 and 4.7, we obtain:
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σpp(Hα) = ∅, 0 < θ < σα , and u ∈ L2(Rn) we have:
∞∫
1
∥∥∥∥1[0,θ](pα(x)t
)
eitHαχ(Hα)u
∥∥∥∥2 dtt  ‖u‖2,
s- lim
t→+∞ 1[0,θ]
(
pα(x)
t
)
e−itHα1c(Hα) = 0.
4.3. Proof of Theorem 1.1
As mentioned in the introduction, we prove Theorem 1.1, with Hα,0 (respectively, Hα)
replaced by Hα,0 (respectively, Hα), since this substitution will turn out to yield a short
range perturbation. We prove (1.8); it will be clear from the proof that (1.7) follows the
same way. By a density argument and using that σpp(Hα,0) = ∅, and σpp(Hα) has no
accumulating point, it is enough to show the existence of
s- lim
t→+∞ e
itHα,0e−itHαχ2(Hα),
with suppχ ∩ σpp(Hα) = ∅. We have:
eitHα,0e−itHαχ2(Hα) = χ(Hα,0)eitHα,0e−itHαχ(Hα)
+ eitHα,0(χ(Hα,0)− χ(Hα))e−itHαχ(Hα). (4.20)
As the spectrum of Hα is absolutely continuous on supp(χ), e−itHαχ(Hα) → 0 weakly.
Since χ(Hα,0)− χ(Hα) is compact, the second term in (4.20) converges strongly to 0.
Let g1 ∈ C∞0 ( ]−∞, σα[ ) such that g1 = 1 near 0. From Proposition 4.8, we deduce that
s- lim
t→+∞χ(Hα,0)e
itHα,0g1
(
pα(x)
t
)
e−itHαχ(Hα) = 0. (4.21)
Now, let us consider:
G(t) = χ(Hα,0)eitHα,0(1 − g1)
(
pα(x)
t
)
e−itHαχ(Hα)u.
The function G(t) is differentiable and
G′(t) = χ(Hα,0)eitHα,0
[
g1
(
pα(x)
t
)
, iHα,0
]
e−itHαχ(Hα)u
+ χ(Hα,0)eitHα,0 pα(x)
t2
g′1
(
pα(x)
t
)
e−itHαχ(Hα)u
+ χ(Hα,0)eitHα,0(1 − g1)
(
pα(x)
)
Vα(x)e
−itHαχ(Hα)u. (4.22)
t
J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579 545The first term of (4.22) is equal to
I (t)= 1
t
χ(Hα,0)e
itHα,0
(
Op(f )g′1
(
pα(x)
t
)
− i |∇xpα(x)|
2
t
g′′1
(
pα(x)
t
))
e−itHαχ(Hα)u,
with
f (x, ξ) = −2∇xpα(x)ξ ∈ S
(〈x〉−α/2〈ξ 〉, g2).
Using Proposition 3.5 and the fact that |∇xpα(x)| is bounded, we get:
I (t)= 1
t
χ(Hα,0)e
itHα,0 Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
Op(f )g′1
(
pα(x)
t
)
e−itHαχ(Hα)u
+O(t−1)∥∥∥∥Op(r)Op(f )g′1(pα(x)t
)∥∥∥∥+O(t−2),
with r ∈ S(〈ξ 〉−2, g0). Using the pseudo-differential calculus and the fact that 〈x〉 is
like t1/(1−α/2) (respectively, et ) if 0 < α < 2 (respectively, α = 2) on the support of
g′1(pα(x)/t), we get:∥∥∥∥Op(r)Op(f )g′1(pα(x)t
)∥∥∥∥= {O(t− α/21−α/2 ) for 0 < α < 2,O(e−αt/2) for α = 2.
On the other hand, the pseudo-differential calculus in Ψ (g1) implies:
Op
(
ψ
(
ξ2 − 〈x〉α
ξ2 + 〈x〉α
))
Op(f ) = Op(m),
with m(x, ξ) ∈ S(1, g2). Let g2 ∈ C∞0 ( ]−∞, σα[ ) such that g2 = 0 near 0 and g2 = 1 near
the support of g′1. Using the pseudo-differential calculus in Ψ (|dx|2〈x〉−α +|dξ |2), we get:
Op(m)g′1
(
pα(x)
t
)
= Op
(
m(x, ξ)g′1
(
pα(x)
t
))
g2
(
pα(x)
t
)
+O(1)〈x〉−α/2g2
(
pα(x)
t
)
= g2
(
pα(x)
t
)
O(1)g2
(
pα(x)
t
)
+O(t−δ),
with δ > 0. Then
I (t)= 1
t
χ(Hα,0) e
itHα,0g2
(
pα(x)
t
)
O(1)g2
(
pα(x)
t
)
e−itHαχ(Hα)u+O
(
t−1−δ
)
.
Proposition 4.8 and a duality argument imply that I (t) is integrable.
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χ(Hα,0)e
itHα,0 pα(x)
t2
g′1
(
pα(x)
t
)
e−itHαχ(Hα)u
= 1
t
χ(Hα,0)e
itHα,0g2
(
pα(x)
t
)
O(1)g2
(
pα(x)
t
)
e−itHαχ(Hα)u. (4.23)
Like for I (t), we get that (4.23) is integrable.
Finally, using assumptions (1.5) and (1.6), we get, for t  1,∣∣∣∣(1 − g1)(pα(x)t
)
Vα(x)
∣∣∣∣= ∣∣∣∣(1 − g1)(pα(x)t
)
V 2α (x)
∣∣∣∣=O(t−1−ε),
which is integrable. This implies that the third term in (4.22), and then G′(t), is integrable.
So G(t) has a limit when t → +∞ and the theorem follows from (4.20) and (4.21).
5. Asymptotic velocity
In this section, we construct the asymptotic velocity and describe its spectrum. In (1.4),
we defined the position variable so that it increases like t along the evolution. We define
the local velocity as
Vα :=
[
iHα,pα(x)
]
.
(We use typewriter style letters to avoid any confusion with previous notations.) We
denote N = N2 the harmonic oscillator. The observable Vα is defined as a quadratic form
on D(N). By a direct calculation and an application of Theorem 2.1, we obtain that Vα
is (well defined as an operator and) essentially self-adjoint with domain D(N); we note
again Vα the self-adjoint extension. Thanks to Theorem 1.1, it is sufficient to construct the
asymptotic velocity and to describe its spectrum in the free case. Nevertheless, the local
velocity does not commute with the free evolution, in particular the asymptotic velocity is
different from the local velocity even in the free case. First, we establish some propagation
estimates in the free case and the general case will follow. For an observable Θ(t), we
denote DΘ(t) its Heisenberg derivative with respect to Hα,0, i.e.,
DΘ(t) := d
dt
Θ(t)+ [iHα,0,Θ(t)].
The main result we prove in this section is Theorem 1.2. It can be proved for all 0 < α  2
in the same way. Like for the asymptotic completeness, we give some generalizations of
this result in the case α = 2, see Section 6.3.
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This section is devoted to the study of the local velocity and the local acceleration.
A direct calculation yields 2∇pα(x) = σα〈x〉−1−α/2x, and:
Vα = σα2
(
x
〈x〉1+α/2 D + hc
)
, (5.1)
where hc stands for the adjoint of the first term. We set:
vα(x, ξ) = σα x · ξ〈x〉1+α/2 . (5.2)
Lemma 5.1. The operator (Vα,D(N)) is well defined as an operator, and essentially self-
adjoint. We have Vα ∈ Ψ (〈ξ 〉〈x〉−α/2, g2), and the symbol of Vα is vα .
Proof. We clearly have: ‖Vαu‖ ‖Nu‖, for u ∈D(N). We also have:
{
ξ2 + x2,vα(x, ξ)
}= σα( 2ξ2〈x〉1+α/2 − (2 + α) (x · ξ)2〈x〉3+α/2 − 2 x2〈x〉1+α/2
)
,
and the lemma follows from Theorem 2.1. 
Define the acceleration:
Aα := [iHα,0,Vα];
aα(x, ξ) := σα
(
2ξ2
〈x〉1+α/2 − (2 + α)
(x · ξ)2
〈x〉3+α/2 + α
x2
〈x〉3−α/2
)
. (5.3)
The operator Aα is a pseudo-differential operator, with principal symbol
aα(x, ξ) ∈ S
(〈ξ 〉2〈x〉−1+α/2, g2).
We will often use the decomposition aα(x, ξ) = a1α(x, ξ) + a2α(x, ξ), with a2α(x, ξ) =
σαα
x2
〈x〉3−α/2 ∈ S(〈x〉−1+α/2, g2), and a1α(x, ξ) ∈ S(〈ξ 〉2〈x〉−1−α/2, g2).
Lemma 5.2. The operators Vα(i +Hα,0)−1 and Aα(i +Hα,0)−1, defined on D(N), can be
extended to bounded operators.
Proof. We prove a slightly more general result. Let c ∈ S(〈ξ 〉m〈x〉−k, g2), with αm/2 −
k  0, 0m 2. We prove:
The operator Op(c)(i +Hα,0)−1, defined on D(N),
can be extended to a bounded operator.
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tion 3.5 that for all 1 β > 1/2,
(i +Hα,0)−1 = Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
(i +Hα,0)−1 +Rβ, (5.4)
with Nβα Rβ bounded, and ψ ∈ C∞0 (R),ψ = 1 in a neighborhood of zero. Since Op(c)N−1α
is bounded, it is sufficient to prove:
Op(c)Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
is bounded. (5.5)
This is a pseudo-differential operator, with principal symbol∣∣∣∣c(x, ξ)ψ( ξ2 − 〈x〉α(ξ2 + 〈x〉α)β
)∣∣∣∣ 〈x〉αm/2−kψ( ξ2 − 〈x〉α(ξ2 + 〈x〉α)β
)
 1,
where we have used 〈ξ 〉  〈x〉α/2 on suppψ((ξ2 − 〈x〉α)/((ξ2 + 〈x〉α)β)). This yields
(5.5), and the lemma. 
Lemma 5.3. Let f,χ ∈ C∞0 (R). Then, as t → ∞:
(i)
[
χ(Hα),f
(
pα(x)
t
)]
=O(t−1).
(ii) If f is constant in a neighborhood of 0, then there exists ε > 0 such that[
f
(
pα(x)
t
)
,Vα
]
=
{
O(t−(2+α)/(2−α)) if 0 < α < 2,
O(e−εt ) if α = 2.
(iii) If f is constant in a neighborhood of 0, then there exists ε > 0 such that
χ(Hα,0)
[
f
(
pα(x)
t
)
,Aα
]
χ(Hα,0) =
{
O(t−4/(2−α)) if 0 < α < 2,
O(e−εt ) if α = 2.
Proof. (i) Using Helffer–Sjöstrand formula, it is sufficient to show:
(z−Hα)−1 12t
(
Vαf ′
(
pα(x)
t
)
+ hc
)
(z−Hα)−1 =O
(
t−1
)
, ∀z ∈ C \R.
The above relation follows from Lemma 5.2, and the fact that D(Hα)= D(Hα,0).
(ii) We have:[
iVα, f
(
pα(x)
t
)]
= σ
2
α
2t
f ′
(
pα(x)
t
)
x2
〈x〉2+α =
{
O(t−(2+α)/(2−α)) if 0 < α < 2,
O(e−εt ) if α = 2,
for some ε > 0.
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if
(
pα(x)
t
)
,Aα
]
= 1
t
f ′
(
pα(x)
t
)
Op(c),
with c ∈ S(〈ξ 〉〈x〉−1−α, g2). We now use Proposition 3.5:
χ(Hα,0) = Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
χ(Hα,0)+Rβ, ∀ 1 β > 1/2,
with Nβα Rβ bounded, and ψ ∈ C∞0 (R),ψ = 1 in a small neighborhood of zero. Let
0 < α < 2. We have:
Op(c)N−βα ∈ S
(〈x〉−1−α−αβ/2, g0),
and thus
1
t
f ′
(
pα(x)
t
)
Op(c)Rβ =O
(
t−(4+αβ+α)/(2−α)
)
.
Furthermore
Op(c)Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
∈ S(〈x〉−1−α/2, g2)
and thus
1
t
f ′
(
pα(x)
t
)
Op(c)Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
=O(t−4/(2−α)).
For α = 2 all these terms are in O(e−εt ) for some ε > 0. This completes the proof
of (iii). 
We now set gγ,η = |dx|2/〈x〉2γ + |dξ |2/〈ξ 〉2η .
Lemma 5.4. Let J ∈ C∞b (R), J = 0 on [−ε, ε] for some ε > 0, and a ∈ S(〈ξ 〉ηm,gγ,η) for
some real m. Then for all δ with ε > δ > 0, there exists J˜ ∈ C∞b (R), J˜ = 0 on [−δ, δ], with
J˜ J = J , such that:
Op(a)J
(
pα(x)
t
)
= J˜
(
pα(x)
t
)
Op(a)J
(
pα(x)
t
)
+
{O(t−∞) if 0 < α < 2,
O(e−∞t ) if α = 2.
Proof. Let ε > δ′ > δ, J˜ ∈ C∞b (R), with supp J˜ ⊂ R \ [−δ, δ], and J˜ = 1 on R \ [−δ′, δ′].
Let Jˆ := 1 − J˜ . We have to estimate:
R(t, x) := Jˆ
(
pα(x)
)(
Op(a)J
(
pα(·))
Φ
)
(x).t t
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R(t, x) =
∫ ∫
ei(x−y)·ξ a
(
x + y
2
, ξ
)
Jˆ
(
pα(x)
t
)
J
(
pα(y)
t
)
Φ(y)dy dξ.
Introduce the operator tLξ = (x − y) · ∂ξ /(i|x − y|2). We have for any k ∈ N:
R(t, x) =
∫ ∫
ei(x−y)·ξLkξ a
(
x + y
2
, ξ
)
Jˆ
(
pα(x)
t
)
J
(
pα(y)
t
)
Φ(y)dy dξ.
We treat the case 0 < α < 2, the other case is analogous. Notice that
y ∈ suppJ (pα(·)/t) ⇒ |y| ε2/(2−α)t2/(2−α) − 1
x ∈ supp Jˆ (pα(·)/t) ⇒ |x| δ′ 2/(2−α)t2/(2−α)
}
⇒ |x − y| (ε2/(2−α) − δ′ 2/(2−α))t2/(2−α) − 1.
We infer:
∣∣R(t, x)∣∣ ∣∣∣∣Jˆ(pα(x)t
)∣∣∣∣ ∫ ∫ |x − y|−k〈ξ 〉ηm−k∣∣Φ(y)∣∣dy dξ

∣∣∣∣Jˆ(pα(x)t
)∣∣∣∣t−k/(2−α)‖Φ‖L2,
for any k, and t sufficiently large. Thus,∥∥∥∥Jˆ(pα(x)t
)(
Op(a)J
(
pα(·)
t
)
Φ
)
(x)
∥∥∥∥ t−k/(2(2−α))‖Φ‖L2,
for any k, and t sufficiently large. 
Lemma 5.5. Let χ ∈ C∞0 (R;R+), J ∈ C∞b (R;R+), with J = 0 in a neighborhood of zero.
Then we have for some ε > 0:
(i) Denote Θ(t) = σαχ(Hα,0)J 2(pα(x)/t)χ(Hα,0).
Then:
−Θ(t)+O(t−ε) χ(Hα,0)J(pα(x)
t
)
VαJ
(
pα(x)
t
)
χ(Hα,0)Θ(t)+O
(
t−ε
)
.
(ii) χ(Hα,0)J
(
pα(x)
t
)
AαJ
(
pα(x)
t
)
χ(Hα,0)O
(
t−1−ε
)
.
(iii) χ(Hα,0)J
(
pα(x)
t
)
Aα(σα − Vα)J
(
pα(x)
t
)
χ(Hα,0)O
(
t−1−ε
)
.
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that J = 0 on [−ε′, ε′], for some ε′ > ε. For 1 j  d , let cj ∈ S(〈ξ 〉mj 〈x〉−kj , g2), with
0mj  3, and let l := minj {kj − αmj/2} 0. We suppose that for ψ ∈ C∞0 (R), ψ = 1
in a small neighborhood of 0, we have:
c(x, ξ) =
d∑
j=1
cj (x, ξ)−C〈x〉−q(β), on suppψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
, (5.6)
with q(β) > 0. For 1 β > 3/4, let γ := min{1, q(β),αβ + l}. We prove that:
χ(Hα,0)J
(
pα(x)
t
)
Op(c)J
(
pα(x)
t
)
χ(Hα,0)

{
O(t−2γ /(2−α)), if 0 < α < 2,
O(e−εγ t ), if α = 2. (5.7)
Before proving (5.7), we show that it implies the lemma. First, on suppψ((ξ2 − 〈x〉α)/
(ξ2 + 〈x〉α)β), we have: ∣∣ξ2 − 〈x〉α∣∣ 〈x〉αβ. (5.8)
We start with proving (i). We have on suppψ((ξ2 − 〈ξ 〉α)/(ξ2 + 〈x〉α)β):
∣∣vα(x, ξ)∣∣ σα |x|(〈x〉α/2 +C〈x〉αβ/2)〈x〉1+α/2  σα +C〈x〉(β−1)α/2. (5.9)
We have q(β) = (1 − β)α/2 > 0 and αβ + l = αβ > 0, for all 1 > β > 3/4. This
yields (i). In order to prove (ii), we decompose aα = a1α + a2α . We then use that on
suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β):
aα(x, ξ) 2σαξ2
〈x〉2 − x2
〈x〉3+α/2 + ασαx
2 〈x〉α − ξ2
〈x〉3+α/2 −C〈x〉
αβ−1−α/2. (5.10)
Now observe that 2/(2 − α) > 1, and:(
1 + α
(
1
2
− β
))
2
2 − α > 1 and
(
αβ + 1 − α
2
)
2
2 − α > 1, for
3
4
< β < 1.
This yields (ii). Let us prove (iii). We have:
Aα(σα − Vα) = Op
(
aα(σα − vα)
)+ Op(r1 + r2),
with
r1 ∈ S
(〈x〉−2, g2), r2 ∈ S(〈ξ 〉2〈x〉−2−α, g2).
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rj −C〈x〉−2 (j = 1,2).
We apply (5.7) to r1 + r2, and find l = 2 = q(β). Therefore 2γ /(2 − α) > 1.
Let us consider Op(aα(σα − vα)). We have:
aα = 1
pα(x)
2 + α
σα
(
σ 2α − v2α
)+ r3; r3 = 2σα ξ2 − 〈x〉α〈x〉1+α/2 − ασα 1〈x〉3−α/2 = r13 + r23 ,
r13 ∈ S
(〈ξ 〉2〈x〉−1−α/2, g2), r23 ∈ S(〈x〉−1+α/2, g2).
We find on suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β):
r3 −C〈x〉−1−α/2+αβ .
Using that |vα| 1 on suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β), we find:
e3 := r3(σα − vα)−C〈x〉−1−α/2+αβ on suppψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
.
We decompose e3 = e13 + e23 + e33 + e43 with
e13 ∈ S
(〈ξ 〉2〈x〉−1−α/2, g2); e23 ∈ S(〈x〉−1+α/2, g2),
e33 ∈ S
(〈ξ 〉3〈x〉−1−α, g2); e43 ∈ S(〈ξ 〉〈x〉−1, g2).
We apply (5.7), and find l = 1 − α/2, q(β)= 1 + α/2 − αβ . In particular, 2γ /(2 − α) > 1
if β < 1. It remains to consider:
bα := 2 + α
σα
1
pα
(σα − vα)2(σα + vα).
We use (5.9) and find:
bα −C〈x〉−1+αβ/2 on suppψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
.
Notice that bα = ∑j bjα , with bjα ∈ S(〈x〉−1+α/2〈ξ 〉mj 〈x〉−αmj /2, g2), 0  mj  3. We
have l = 1 − α/2 and q(β) = 1 − αβ/2. In particular, 2γ /(2 − α) > 1 if β < 1. This
yields (iii).
It remains to show (5.7). Recall from Proposition 3.5 that
χ(Hα,0)= χ(Hα,0)Op
(
ψ
(
ξ2 − 〈x〉α
2 α β
))
+Rβ,(ξ + 〈x〉 )
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g4 = |dx|
2
〈x〉2(αβ+1−α) +
|dξ |2
〈x〉2α(β−1/2) .
Notice that ψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β) ∈ S(1, g4)∩ S(1, gαβ+1−α,2β−1). We have:
χ(Hα,0)J
(
pα(x)
t
)
Op(c)J
(
pα(x)
t
)
χ(Hα,0)
= χ(Hα,0)Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
J
(
pα(x)
t
)
Op(c)
× J
(
pα(x)
t
)
Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
χ(Hα,0)
+RβJ
(
pα(x)
t
)
Op(c)J
(
pα(x)
t
)
Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
χ(Hα,0)
+RβJ
(
pα(x)
t
)
Op(c)J
(
pα(x)
t
)
Rβ
=: F1 + F2 + F3.
Let us start with estimating F2. Using Lemma 5.4, we find J˜ ∈ C∞b (R), J˜ J = J , J˜ = 0 on[−ε, ε], such that:
F2 = RβNβα J˜
(
pα(x)
t
)
N−βα J
(
pα(x)
t
)
Op(c)J
(
pα(x)
t
)
× Op
(
ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
))
χ(Hα,0)
+O(t−∞)
= RβNβα J˜
(
pα(x)
t
)
Op
(
c(x, ξ)
(ξ2 + 〈x〉α)β ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
J 2
(
pα(x)
t
))
× J˜
(
pα(x)
t
)
χ(Hα,0)
+RβNβα J˜
(
pα(x)
t
)
Op
(
et2
)
J˜
(
pα(x)
t
)
χ(Hα,0)+O
(
t−∞
)
.
We estimate:
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(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
J 2
(
pα(x)
t
)∣∣∣∣

d∑
j=1
〈x〉−αβ〈ξ 〉mj 〈x〉−kj ψ
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)

d∑
j=1
〈x〉−αβ〈x〉αmj /2−kj  〈x〉−αβ−l , uniformly in t .
Thus,
F2 =
{
O(t−2(αβ+l)/(2−α)) if 0 < α < 2,
O(e−ε(αβ+l)t ) if α = 2.
The estimate for F3 is analogous; we have to estimate:
∣∣f3(x, ξ)∣∣ d∑
j=1
1
(ξ2 + 〈x〉α)2β 〈ξ 〉
mj 〈x〉−kj  〈x〉−2βα−l , if 1 β > 3/4.
Using the same arguments as in the estimates for F2, F3, we find:
F1 = χ(Hα,0)J˜
(
pα(x)
t
)
Op
(
c(x, ξ)ψ2
(
ξ2 − 〈x〉α
(ξ2 + 〈x〉α)β
)
J 2
(
pα(x)
t
))
× J˜
(
pα(x)
t
)
χ(Hα,0)
+ χ(Hα,0)J˜
(
pα(x)
t
)
Op
(
et1
)
J˜
(
pα(x)
t
)
χ(Hα,0)+O
(
t−∞
)
.
Using [20, Theorem 18.5.5] on the composition of pseudo-differential operators in
Ψ (gαβ+1−α,2β−1) and Ψ (g2), as well as the fact that 〈ξ 〉 〈x〉α/2 on suppψ , we find:
et1 ∈ S
(〈x〉α/2−αβ−1,1/2(g2 + g4))⊂ S(〈x〉−1,1/2(g2 + g4)),
because β > 1/2. Using (5.6) and the Gårding inequality in Ψ (g4) we get:
F1  χ(Hα,0)J˜
(
pα(x)
t
)
Op
(
eˆt1
)
J˜
(
pα(x)
t
)
χ(Hα,0)+O
(
t−2/(2−α)
)
,
with eˆt1 ∈ S(〈x〉−min{q(β),2αβ+1−3α/2}, g4) ⊂ S(〈x〉−min{q(β),1}, g4) (β > 3/4), uniformly
in t  1. Therefore:
F1 
{O(t−2 min{q(β),1}/(2−α)) if 0 < α < 2,
O(e−min{q(β),1}εt) if α = 2.
The estimates for F1, F2 and F3 yield (5.7). 
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Lemma 5.6. Let H be a self-adjoint operator on a Hilbert spaceH, and let DH be the as-
sociated Heisenberg derivative. Let Θ(t) be a uniformly bounded observable. We suppose:
DHΘ(t) f (t) ∈ L1(R+,dt). (5.11)
Then the limit
lim
t→∞
(
Θ(t) e−itHΦ|e−itHΦ)
exists for all Φ ∈H.
Proof. We set Φt = e−itHΦ . By (5.11), we have:
d
dt
((
Θ(t)Φt |Φt
)− F(t)) 0, with F(t) = t∫
1
(
f (s)Φ|Φ)ds.
Thus (Θ(t)Φt |Φt)− F(t) is increasing and bounded. Therefore, the limit
lim
t→∞
((
Θ(t)Φt |Φt
)− F(t))
exists. Since limt→∞ F(t) =
∫∞
1 (f (s)Φ|Φ)ds exists, this gives the lemma. 
Proposition 4.8 yields a minimal velocity estimate. There is also a maximal velocity
estimate:
Proposition 5.7 (Maximal velocity estimate). Let χ ∈ C∞0 (R), σα < θ2 < θ3 < ∞. Then
(i)
∞∫
1
∥∥∥∥1[θ2,θ3](pα(x)t
)
e−itHα,0χ(Hα,0)Φ
∥∥∥∥2 dtt  ‖Φ‖2.
(ii) Let F ∈ C∞(R), with F ′ ∈ C∞0 (R) and suppF ⊂]θ2,∞[ . Then
s- lim
t→∞F
(
pα(x)
t
)
e−itHα,0 = 0.
Proof. (i) Let f ∈ C∞0 (R), with f = 1 on [θ2, θ3], and suppf ⊂]σα,∞[ . Let
F(s) :=
s∫
−∞
f 2(s)ds; Θ(t) := χ(Hα,0)F
(
pα(x)
t
)
χ(Hα,0).
We compute:
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(
pα(x)
t
)
pα(x)
t2
χ(Hα,0)
− 1
t
χ(Hα,0)f
(
pα(x)
t
)
Vαf
(
pα(x)
t
)
χ(Hα,0)
 µ
t
χ(Hα,0)f
2
(
pα(x)
t
)
χ(Hα,0)+O
(
t−1−ε
)
,
for some µ,ε > 0. We have used Lemma 5.5. This proves (i), using [10, Lemma B.4.1].
(ii) Let the function F satisfy the conditions in (ii). Clearly we can assume that F  0,
and F(s) = 1 for s  R0. Let f˜ ∈ C∞0 (R) be such that f˜ = 1 on suppF ′, and supp f˜ ⊂]θ2,∞[ . Then,
DΘ(t) = 1
t
χ(Hα,0)f˜
(
pα(x)
t
)
B(t)f˜
(
pα(x)
t
)
χ(Hα,0)+O
(
t−1−ε
)
, (5.12)
with B(t) uniformly bounded in t . To see that (5.12) is true, we introduce χ˜ ∈ C∞0 (R)
with χ˜χ = χ . Using Lemma 5.3 to estimate the commutator [χ˜ (Hα,0), f˜ (pα(x)t )], and
arguments similar to the arguments used in the proof of Lemma 5.5, we check that B(t) is
uniformly bounded in t  1. From (i), there exists
s- lim
t→∞ e
itHα,0Θ(t)e−itHα,0 . (5.13)
If, in addition, F is compactly supported, then by (i) we have:
∞∫
1
(
Θ(t)e−itHα,0Φ|e−itHα,0Φ)dt
t
 ‖Φ‖2.
Thus if F satisfies the conditions in (ii), and is compactly supported, then the limit (5.13)
is zero. Now take F1 ∈ C∞(R), f ∈ C∞0 (R) such that suppF1 ⊂]θ2,∞[ with F1 = 1 in a
neighborhood of ∞, and F ′1 = f 2. Set
ΘR(t) := χ(Hα,0)F1
(
pα(x)
Rt
)
χ(Hα,0).
From the previous discussion, we know that, for R > 0, the limit s- limt→∞ eitHα,0ΘR(t)
e−itHα,0 exists. Repeating the computations of the proof of (i), and keeping track of R, we
obtain:
−DΘR(t) = 1
t
χ(Hα,0)f
2
(
pα(x)
Rt
)
pα(x)
Rt
χ(Hα,0)
− 1
t
χ(Hα,0)f
(
pα(x)
Rt
)
Vα
R
f
(
pα(x)
Rt
)
χ(Hα,0)
 1 (θ2 − σα/R)χ(Hα,0)f 2
(
pα(x)
)
χ(Hα,0)+O
(
(tR)−1−ε
)
.t Rt
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s- lim
t→∞ e
itHα,0ΘR(t)e
−itHα,0 = eit0Hα,0ΘR(t0)e−it0Hα,0 +
∞∫
t0
eisHα,0DΘR(s)e−isHα,0 ds
 eit0Hα,0ΘR(t0)e−it0Hα,0 +O
(
t−ε0 R
−1−ε).
For a fixed t0, the terms on the right hand side go strongly to 0 as R → ∞, hence:
s- lim
R→∞
(
s- lim
t→∞ e
itHα,0ΘR(t)e
−itHα,0)= 0. (5.14)
We remark now that, for R  1, the function F1(pα(x)) − F1(pα(x)/R) has a compact
support included in [θ2,∞[ . So,
s- lim
t→∞ e
itHα,0(Θ1(t)−ΘR(t))e−itHα,0 = 0. (5.15)
Letting R go to infinity in (5.15) and using (5.14), we obtain:
s- lim
t→∞ e
itHα,0Θ1(t) e
−itHα,0 = 0.
This completes the proof of (ii). 
The next estimate is a weak propagation estimate:
Proposition 5.8. Let χ ∈ C∞0 (R), 0 < θ1 < θ2. Then:
(i)
∞∫
1
∥∥∥∥1[θ1,θ2](pα(x)t
)(
pα(x)
t
− Vα
)
e−itHα,0χ(Hα,0)Φ
∥∥∥∥2 dtt  ‖Φ‖2.
(ii) s- lim
t→∞ 1[θ1,θ2]
(
pα(x)
t
)(
pα(x)
t
− Vα
)
e−itHα,0 = 0.
Proof. Let R ∈ C∞(R), with R′′  0, R′ = 0 on [−ε, ε] for some ε > 0, and R(x) = x2/2
for |x| θ1. We take θ3 > max{θ2, σα}. Let J ∈ C∞0 (R), with J = 1 on [0, θ3]. We set:
M(t) := 1
2
(
Vα − pα(x)
t
)
R′
(
pα(x)
t
)
+ 1
2
R′
(
pα(x)
t
)(
Vα − pα(x)
t
)
+R
(
pα(x)
t
)
,
Θ(t) := χ(Hα,0)J
(
pα(x)
)
M(t)J
(
pα(x)
)
χ(Hα,0).t t
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DΘ(t) = −χ(Hα,0)J ′
(
pα(x)
t
)
pα(x)
t2
M(t)J
(
pα(x)
t
)
χ(Hα,0)
+ 1
2
χ(Hα,0)
(
J ′
(
pα(x)
t
)
Vα
t
+ hc
)
M(t)J
(
pα(x)
t
)
χ(Hα,0)+ hc
+ χ(Hα,0)J
(
pα(x)
t
)
DM(t)J
(
pα(x)
t
)
χ(Hα,0)
=:R1 +R2 +R3.
The first two terms are of the form:
1
t
χ(Hα,0)j˜
(
pα(x)
t
)
B(t)j˜
(
pα(x)
t
)
χ(Hα,0)+O
(
t−1−ε
)
,
with j˜ ∈ C∞0 (R), supp j˜ ⊂]σα,∞[ (see Lemmas 5.3 and 5.4). They are integrable, from
Proposition 5.7. For the last term, we have:
R3 = 12χ(Hα,0)J
(
pα(x)
t
){
AαR
′
(
pα(x)
t
)
+ hc
}
J
(
pα(x)
t
)
χ(Hα,0)
− 1
2
χ(Hα,0)J
(
pα(x)
t
){
Vα
t
R′
(
pα(x)
t
)
+ hc
}
J
(
pα(x)
t
)
χ(Hα,0)
+ 1
2
χ(Hα,0)J
(
pα(x)
t
){(
Vα − pα(x)
t
)
R′′
(
pα(x)
t
)
Vα
t
+ hc
}
× J
(
pα(x)
t
)
χ(Hα,0)
+ χ(Hα,0)J
(
pα(x)
t
)
pα(x)
t2
R′
(
pα(x)
t
)
J
(
pα(x)
t
)
χ(Hα,0)
− 1
2
χ(Hα,0)J
(
pα(x)
t
){(
Vα − pα(x)
t
)
R′′
(
pα(x)
t
)
pα(x)
t2
+ hc
}
× J
(
pα(x)
t
)
χ(Hα,0)
+ 1
2
χ(Hα,0)J
(
pα(x)
t
){
Vα
t
R′
(
pα(x)
t
)
+ hc
}
J
(
pα(x)
t
)
χ(Hα,0)
− χ(Hα,0)J
(
pα(x)
t
)
pα(x)
t2
R′
(
pα(x)
t
)
J
(
pα(x)
t
)
χ(Hα,0)+O
(
t−2
)
= 1 χ(Hα,0)J
(
pα(x)
)(
Vα − pα(x)
)
R′′
(
pα(x)
)(
Vα − pα(x)
)
2t t t t t
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(
pα(x)
t
)
χ(Hα,0)
+ 1
2
χ(Hα,0)J
(
pα(x)
t
){
AαR
′
(
pα(x)
t
)
+ hc
}
J
(
pα(x)
t
)
χ(Hα,0)+O
(
t−2
)
.
Consider the second term. Let J˜ ∈ C∞0 (R;R+), with J˜ J = J and R′J˜ = Jˆ 2. We have:
1
2
(
AαJˆ 2
(
pα(x)
t
)
+ Jˆ 2
(
pα(x)
t
)
Aα
)
= Jˆ
(
pα(x)
t
)
AαJˆ
(
pα(x)
t
)
+
[
Jˆ
(
pα(x)
t
)
,
[
Jˆ
(
pα(x)
t
)
,Aα
]]
.
We estimate the double commutator. From Lemma 5.4, there exists Jˆ1, with Jˆ1 = 0 in a
neighborhood of zero and Jˆ1Jˆ = Jˆ , such that:[
Jˆ
(
pα(x)
t
)
,
[
Jˆ
(
pα(x)
t
)
,Aα
]]
= Jˆ1
(
pα(x)
t
)[
Jˆ
(
pα(x)
t
)
,
[
Jˆ
(
pα(x)
t
)
,Aα
]]
Jˆ1
(
pα(x)
t
)
+O(t−∞).
Using [Jˆ (pα(x)/t), [Jˆ (pα(x)/t),Aα]] ∈ Ψ (〈x〉−3−α/2, g2) uniformly in t we get:[
Jˆ
(
pα(x)
t
)
,
[
Jˆ
(
pα(x)
t
)
,Aα
]]
=
{
O(t2(−3−α/2)/(2−α)) if 0 < α < 2,
O(e−εt ) if α = 2,
for some ε > 0. Putting all together and using Lemmas 5.3, 5.5 we obtain:
R3 
1
2t
χ(Hα,0)
(
Vα − pα(x)
t
)
1[θ1,θ2]
(
pα(x)
t
)(
Vα − pα(x)
t
)
χ(Hα,0)+O
(
t−1−ε
)
.
This yields the desired estimate, thanks to [10, Lemma B.4.1].
(ii) We can suppose σα ∈ [θ1, θ2]. In the other case, (ii) follows from Propositions 4.8,
5.7, and Lemma 5.2. Let us first observe that
s- lim
t→∞ 1[θ1,θ2]
(
pα(x)
t
)(
Vα − pα(x)
t
)
e−itHα,0
= s- lim
t→∞ 1[θ1,θ2]
(
pα(x)
t
)(
Vα − σα
)
e−itHα,0,
that is:
s- lim
t→∞ 1[θ1,θ2]
(
pα(x)
)(
pα(x) − σα
)
e−itHα,0 = 0. (5.16)t t
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)(
pα
t
− σα
)
e−itHα,0Φ
∥∥∥∥
 ε +
∥∥∥∥1[θ1,θ2]\[σα−ε,σα+ε](pαt
)(
pα
t
− σα
)
e−itHα,0Φ
∥∥∥∥
 2ε,
for t sufficiently large, using Propositions 4.8 and 5.7. This yields (5.16). Let J ∈ C∞0 (R∗),
with J  0 and J (x) = 1 in a neighborhood of [θ1, θ2]. Set
Θ(t) := χ(Hα,0)(Vα − σα)J 2
(
pα(x)
t
)
(Vα − σα)χ(Hα,0).
We compute:
−DΘ(t)= χ(Hα,0)AαJ 2
(
pα(x)
t
)
(σα − Vα)χ(Hα,0)
− 1
t
χ(Hα,0)(Vα − σα)
(
J 2
)′(pα(x)
t
)(
Vα − pα(x)
t
)
(Vα − σα)χ(Hα,0)+ hc.
The second term is integrable along the evolution, by Propositions 4.8, 5.7 and Lemma 5.2
(the derivative of J 2 is zero in a neighborhood of σα). Using Lemmas 5.3 and 5.5, we find:
χ(Hα,0)AαJ
2
(
pα(x)
t
)
(Vα − σα)χ(Hα,0)
= χ(Hα,0)J
(
pα(x)
t
)
Aα(Vα − σα)J
(
pα(x)
t
)
χ(Hα,0)+O
(
t−1−ε
)
O(t−1−ε),
for some ε > 0. Set Φt = e−itHα,0Φ . By Lemma 5.6, the limit limt→∞(Θ(t)Φt |Φt) exists.
Let
Θ˜(t) = χ(Hα,0)
(
Vα − pα(x)
t
)
J 2
(
pα(x)
t
)(
Vα − pα(x)
t
)
χ(Hα,0).
We have:
Θ˜(t)−Θ(t) = χ(Hα,0)
((
σα − pα(x)
t
)
J 2
(
pα(x)
t
)(
Vα − pα(x)
t
)
+ (Vα − σα)J 2
(
pα(x)
)(
σα − pα(x)
))
χ(Hα,0).t t
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lim
t→∞
(
Θ(t)Φt |Φt
)= lim
t→∞
(
Θ˜(t)Φt |Φt
)
.
But by (i), we have ∫∞1 (Φt |Θ˜(t)Φt ) dtt  ‖Φ‖2. Hence the limit is zero. 
5.3. Asymptotic velocity
We now have all the technical tools to prove Theorem 1.2.
Proposition 5.9. Let J ∈ C∞(R). Then there exists
s- lim
t→∞ e
itHαJ
(
pα(x)
t
)
e−itHα .
Moreover, if J (0) = 1, then
s- lim
R→∞
(
s- lim
t→∞ e
itHαJ
(
pα(x)
Rt
)
e−itHα
)
= 1.
If we define:
P+α = s-C∞- limt→∞ e
itHα pα(x)
t
e−itHα ,
then P+α is a self-adjoint operator, which commutes with Hα .
Proof. We prove the proposition in two steps:
First step. We assume Vα ≡ 0: Hα = Hα,0.
By density, we may assume that J ∈ C∞0 (R), and that J is constant in a neighborhood
of 0 and in a neighborhood of σα . It also suffices to prove the existence of
s- lim
t→∞ e
itHα,0J
(
pα(x)
t
)
e−itHα,0χ2(Hα,0)
= s- lim
t→∞χ(Hα,0)e
itHα,0J
(
pα(x)
t
)
e−itHα,0χ(Hα,0),
for any χ ∈ C∞0 (R), using Lemma 5.3. Let Θ(t) := χ(Hα,0)J (pα(x)/t)χ(Hα,0). We com-
pute:
DΘ(t) = χ(Hα,0)12
(
J ′
(
pα(x)
t
)
Vα
t
+ hc
)
χ(Hα,0)
− χ(Hα,0)J ′
(
pα(x)
)
pα(x)
2 χ(Hα,0).t t
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Second step. General case.
Let P+α,0 be the asymptotic velocity associated with Hα,0. Using Theorem 1.1, we obtain
the existence of P+α by the formula:
J
(
P+α
)= Ω+J (P+α,0)(Ω+)∗ + J (0)1pp(Hα). (5.17)
The fact that Hα commutes with P+α follows from Lemma 5.3. 
Proposition 5.10. We have
σ(P+α ) =
{ {0, σα} if σpp(Hα) 	= ∅,
{σα} if σpp(Hα) = ∅.
Proof. We first observe that σ(P+α,0) ⊂ {σα}, by Propositions 4.8 and 5.7. But the spec-
trum of P+α,0 cannot be empty, thus σ(P
+
α,0) = {σα}. If σpp(Hα) = ∅, then by (5.17),
σ(P+α ) = σ(P+α,0) = {σα}. We suppose in the following that2 σpp(Hα) 	= ∅. By (5.17),
we have σ(P+α ) ⊂ {0, σα}. Let J (0) 	= 0, and Φ 	= 0 be an eigenfunction of Hα . Then
J (P+α )Φ = J (0)Φ 	= 0, thus 0 ∈ σ(P+α ). Let now J (σα) 	= 0, J (P+α,0)Φ 	= 0, and
ψ = Ω+Φ . Since ImΩ+ ⊂ 1c(Hα), we obtain by (5.17): J (P+α )ψ = Ω+J (P+α,0)Φ 	= 0,
in particular σα ∈ σ(P+α ). 
Proposition 5.11. For 0 < α  2, we have: 1{0}(P+α ) = 1pp(Hα).
Proof. Take (an approximation of) J = 1{0} in (5.17), and use 1{0}(P+α,0) = 0. 
Proposition 5.12. Let g ∈ C∞(R). Then
s- lim
t→∞ e
itHαg(Vα)e−itHα1R\{0}
(
P+α
)= g(P+α )1R\{0}(P+α ).
Proof. We first treat the case Hα = Hα,0. It is enough to assume g ∈ C∞0 (R) and to prove
that
s- lim
t→∞ e
itHα,0
(
g(Vα)− g
(
pα(x)
t
))
J
(
pα(x)
t
)
χ(Hα,0) e
−itHα,0 = 0,
for any J ∈ C∞0 (R∗) and χ ∈ C∞0 (R). By the Helffer–Sjöstrand formula, it is sufficient to
show that for all z ∈ C \ (σ (Vα)∪R+):
s- lim
t→∞(z− Vα)
−1
(
Vα − pα(x)
t
)(
z− pα(x)
t
)−1
J
(
pα(x)
t
)
χ(Hα,0)e
−itHα,0 = 0.
2 From Proposition 2.8 and Remark 2.9, this does not seem to be the generic case.
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(z− Vα)−1
(
Vα − pα(x)
t
)(
z− pα(x)
t
)−1
J
(
pα(x)
t
)
χ(Hα,0)
= (z− Vα)−1
(
z− pα(x)
t
)−1(
Vα − pα(x)
t
)
J
(
pα(x)
t
)
χ(Hα,0)
+ (z− Vα)−1
(
z− pα(x)
t
)−1 [pα,Vα]
t
(
z− pα(x)
t
)−1
J
(
pα(x)
t
)
χ(Hα,0)
=:R1 +R2.
A direct computation shows that the commutator [Vα,pα] is bounded. Thus s- limt→∞ R2 ×
e−itHα,0 = 0. We have s- limt→∞ R1e−itHα,0 = 0 by Proposition 5.8.
For the general case, we notice that
g
(
P+α
)
1R\{0}
(
P+α
)= g(P+α )1c(Hα) = Ω+g(P+α,0)(Ω+)∗
= Ω+s- lim
t→∞ e
itHα,0g(Vα)e−itHα,0
(
Ω+
)∗
= s- lim
t→∞ e
itHαg(Vα)e−itHα1c(Hα)
= s- lim
t→∞ e
itHαg(Vα)e−itHα1R\{0}
(
P+α
)
,
which implies the proposition. 
Propositions 5.9–5.12 correspond to the three points in Theorem 1.2.
6. Generalizations in the case α = 2
In this section, we generalize our results, in the special case where the reference Hamil-
tonian is exactly the Laplace operator plus a second order polynomial. Resuming the
notations of Section 2.2, we may assume, as in (2.9) that
H0 = −−
n−∑
k=1
ω2kx
2
k +
n−+n+∑
k=n−+1
ω2kx
2
k +
n−+n++nE∑
k=n−+n++1
Ekxk =: −+U(x), (6.1)
on L2(Rn), with n− + n+ + nE  n, ωk > 0 and Ek 	= 0. By convention ∑bj=a = 0 if
b < a. We study the scattering theory for the Hamiltonians (H0,H = H0 + V (x)). This
setting includes the presence of a Stark potential (nE 	= 0). Notice that, if U(x) is a general
second order polynomial with real coefficients, the operator
−+U(x),
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and origin (which leaves the Laplace operator invariant). With that approach, one could
even demand nE  1. The reason why we do not reduce to that case is that the pointwise
decay estimates required for the potential (see (6.4) below) are not invariant with respect
to such reductions.
In Section 6.1, we prove the existence of wave operators under rather weak assumptions
on the perturbative potential V . In the case n− = n+ = 1 for instance, the repulsive effects
due to −x21 overwhelm the other effects: confinement due to +x22 and drift due to the Stark
potential.
In Section 6.2, we give the asymptotic completeness if H0 has no Stark effect and
no Schrödinger part (this means that n+ + n− = n). The hypothesis on V are similar to
(1.5)–(1.6).
In Section 6.3, we construct the asymptotic velocity under the previous hypothesis. As
the free Hamiltonian H0 is a sum of commuting self-adjoint “one-dimensional” operators,
the existence of asymptotic velocities in each space direction is a corollary of Theorem 1.2
applied to the one-dimensional case. For the Hamiltonian H , the asymptotic velocity of
Theorem 1.2 exists also and is equal to P+
 , where ω
 = max1jn− ωj , and P+
 is the
asymptotic velocity in the direction x
.
6.1. Existence of wave operators
In this section, we prove the existence of wave operators for perturbations of H0 by
Cook’s method. We consider the perturbation H = H0 + V , where V (x) is a real-valued
potential which can be decomposed as
V (x) = V1(x)+ V2(x)+W(x), (6.2)
where
Vj ∈ Lpj (Rn;R), for j = 1,2, with

2 pj < ∞ if n 3,
2 <pj < ∞ if n = 4,
n/2 pj < ∞ if n 5,
(6.3)
and W is a sum of terms in L∞(Rn) satisfying a.e.
∣∣W(x)∣∣( n−∏
j=1
〈
ln〈x〉〉−βj)( n−+n++nE∏
j=n−+n++1
〈xj 〉−βj /2
)(
n∏
j=n−+n++nE+1
〈xj 〉−βj
)
, (6.4)
with βj  0 and
∑
βj > 1. Notice that the Vj ’s do not contain pointwise information.
Theorem 6.1. (i) Suppose that the quadratic part of U has at most one (simple) positive
eigenvalue (n+  1), and at least one negative eigenvalue (n−  1). Let V satisfying the
previous assumptions. Then H = H0 + V admits a unique self-adjoint extension, and the
following strong limits exist in L2(Rn),
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t→±∞ e
itH e−itH0 .
(ii) If the quadratic part of U has at least one negative eigenvalue (n−  1) and V
satisfies the previous assumptions with V1 and V2 compactly supported, then the same
conclusions hold.
(iii) If W satisfies (6.4) and V1 = V2 ≡ 0, then the same conclusions hold.
The self-adjointness property follows from Faris–Lavine theorem ([30], see also Sec-
tion 2). Before the proof of this result, a few remarks are in order.
Remark 6.2. This result shows that wave operators exist even for very slowly decaying
potentials. Potentials decaying even more slowly could be included (involving ln(ln |x|)
for instance); like for Theorem 1.1, we do not seek so general results, and rather focus on
the method. Notice that in the first case, singular potentials, like
V (x) = 1|x|δ =
1
|x|δ 1|x|1 +
1
|x|δ 1|x|>1 + 0,
are allowed, provided that δ < min(2, n/2). This includes the case of Coulomb potentials
in space dimension n 3.
Remark 6.3. The dynamics associated to H0 is known explicitly (see (2.10)), and cannot
be compared to that of −.
Remark 6.4. If the quadratic part of U has more than one positive eigenvalue, results
similar to the first point of the theorem can be proved, provided that U has at least one
negative eigenvalue. This will be clear from the proof below, as well as the reasons why
we did not wish to state too general a result.
Resuming the notations of Section 2.2, the dilation operatorDt is crucial. As mentioned
in Section 2.2, a formula similar to (2.12) is available for eit. The factor Mt in that case
is different, but still of modulus one, while Dt corresponds to dilations of size 2t instead
of g(2t). This is closely related to the properties of the classical trajectories. The operator
Dt enables us to prove the existence of wave operators with Cook’s method.
It is of course sufficient to study the case t → +∞, the case t → −∞ being similar.
A density argument shows that Theorem 6.1 follows from:
Lemma 6.5. Under the assumptions of Theorem 6.1, for any ϕ = ϕ1 ⊗ · · · ⊗ ϕn, with
ϕj ∈ S(R), there exists a unique φ ∈ L2(Rn) such that∥∥eitH e−itH0ϕ − φ∥∥
L2 −→t→+∞ 0.
Proof. Following Cook’s method, we compute:
d
eitH e−itH0ϕ = i eitHV e−itH0ϕ.dt
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∥∥∥∥
L2
= ∥∥V e−itH0ϕ∥∥
L2 .
Under the assumptions of Theorem 6.1, it is sufficient to prove that the maps
t → ∥∥We−itH0ϕ∥∥
L2 and t →
∥∥Vj e−itH0ϕ∥∥L2 , j = 1,2,
are integrable on [1,+∞[ . Let t  1. Since the operator Dt is unitary on L2, we have,
from (2.12) and Hölder’s inequality,
∥∥Vj e−itH0ϕ∥∥L2 = ‖VjDtFMt ϕ‖L2
= ∥∥DtVj (·g1(2t), . . . , ·gn(2t))FMt ϕ∥∥L2
= ∥∥Vj (·g1(2t), . . . , ·gn(2t))FMt ϕ∥∥L2

∥∥Vj (·g1(2t), . . . , ·gn(2t))∥∥Lpj ‖FMt ϕ‖Lqj

(
1
gn−+1(2t)
n−∏
k=1
ωk
sinh(2ωkt)
)1/pj
‖Vj‖Lpj ‖Mt ϕ‖
L
q′
j
, (6.5)
where 1/pj + 1/qj = 1/2 and the last estimate stems from Hausdorff–Young inequality
(q ′j denotes the Hölder conjugate exponent of qj ).
In the first case of Theorem 6.1, the function gn−+1 is a sinus if the quadratic part of U
has one positive eigenvalue (n+ = 1), and is linear otherwise.
The exponential decay of 1/g1(2t) is enough to ensure the integrability of the right-
hand side of (6.5). The worst possible situation with our assumptions is n+ = 1, where
(6.5) yields, since n−  1,
∥∥Vj e−itH0ϕ∥∥L2  ( 1sin(2ωn−+1t) sinh(2ω1t)
)1/pj
‖Vj‖Lpj ‖ϕ‖
L
q′
j
.
From assumption (6.3), pj  2, and the map t → 1/(sin(2ωn−+1t) sinh(2ω1t))1/pj is in-
tegrable on [1,+∞[. Since Lq ′j ⊂ L1 ∩ L2, the lemma is proved for the Vj ’s parts, in the
first case of Theorem 6.1.
In the second case of Theorem 6.1, we assume in addition that the Vj ’s are compactly
supported: suppVj ⊂ {|x|R} =: B . In that case, they are H0-bounded (with bound zero);
the assumptions on pj are such that Vj is -bounded, and the polynomial U is bounded
on the support of Vj . To take advantage of this, we write
H0 = −∂21 −ω21x21 + H˜0,
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in the first variable only. Mimicking the above computations with x replaced by x1 yields:∥∥Vj e−itH0ϕ∥∥L2 = ∥∥Vj e−itH0ϕ∥∥L2(B) = ∥∥Vj (·g1(2t), · , . . . , ·)F1M1t e−itH˜0ϕ∥∥L2(Bt ),
where F1 stands for the Fourier transform with respect to the first variable, and
M1t = exp
(
ix21
h1(2t)
2g1(2t)
)
.
Notice that these two operators commute with H˜0. We also denoted Bt = {x21g1(2t)2 +
x22 + · · · + x2n R2}. From Hölder’s inequality, this last term is estimated by:∥∥Vj (·g1(2t), · , . . . , ·)∥∥Lpj (Bt )∥∥F1M1t e−itH˜0ϕ∥∥Lqj (Bt ),
where 1/2 = 1/pj + 1/qj . The first term is equal to (g1(2t))−1/pj ‖Vj‖Lpj ; since we
assume n−  1, g1 has an exponential growth, and this term is integrable. It suffices to
show that the second term is bounded. From our assumption on pj , H 2(Rn) ⊂ Lqj (Rn),
and
∥∥F1M1t e−itH˜0ϕ∥∥Lqj (Bt )  ∥∥F1M1t e−itH˜0ϕ∥∥L2 + ∥∥(F1M1t e−itH˜0ϕ)∥∥L2(Bt )
 ‖ϕ‖L2 +
∥∥(∂21 − H˜0)(F1M1t e−itH˜0ϕ)∥∥L2(Bt ),
since U is bounded on Bt , uniformly with respect to t  1 (Bt ⊂ B for t  1). Finally, we
have: ∥∥(∂21 − H˜0)(F1M1t e−itH˜0ϕ)∥∥L2(Rn) = ∥∥(x21 + H˜0)ϕ∥∥L2(Rn).
Therefore, the lemma is proved for the Vj ’s parts, in the second case of Theorem 6.1.
For the last component of V (the function W ), we make no assumption on n− or n+.
This is where we use the tensor product structure for ϕ. The idea is to proceed as above,
except for the components (xn−+n++1, . . . , xn), for which we proceed “as usual”. We de-
note:
H
j
0 =

−xj −ω2j x2j for 1 j  n−,
−xj +ω2j x2j for n− < j  n− + n+,−xj +Ejxj for n− + n+ < j  n− + n+ + nE,−xj for n− + n+ + nE < j  n,
(6.6)
and we have e−itH0ϕ = e−itH 10 ϕ1 ⊗ · · · ⊗ e−itHn0 ϕn.
Since e−itH
j
0 is unitary, we have, for j = n− + 1, . . . , n− + n+:
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L2 
n−∏
j=1
∥∥〈ln〈xj 〉〉−βj e−itH j0 ϕj∥∥L2 n−+n++nE∏
j=n−+n++1
∥∥〈xj 〉−βj /2e−itH j0 ϕj∥∥L2
×
n∏
j=n−+n++nE+1
∥∥〈xj 〉−βj e−itH j0 ϕj∥∥L2 , (6.7)
and we estimate each term in the product.
For 1 j  n−, we have, from (2.12) in the one-dimensional case,
∥∥〈ln〈xj 〉〉−βj e−itH j0 ϕj∥∥L2 = ∥∥〈ln〈xj 〉〉−βjMjt Djt FjMjt ϕj∥∥L2
= ∥∥〈ln〈xjgj (2t)〉〉−βjFjMjt ϕj∥∥L2 ,
where Mjt , Djt and F j are given by (2.12) in dimension 1. Denoting ϕ˜j = FjMjt ϕj and
replacing gj (2t) with e2ωj t , we get:
∥∥〈ln〈xjgj (2t)〉〉−βj ϕ˜j∥∥2L2 = ∫
|xj |>e−ωj t
∣∣〈ln〈xjgj (2t)〉〉−βj ϕ˜jt ∣∣2 dxj
+
∫
|xj |e−ωj t
∣∣〈ln〈xjgj (2t)〉〉−βj ϕ˜jt ∣∣2 dxj
 1
t2βj
∥∥ϕ˜jt ∥∥2L2 + ∫ 1|xj |e−ωj t ∣∣ϕ˜jt ∣∣2 dxj
 1
t2βj
‖ϕj‖2L2 + e−ωj t/2
∥∥ϕ˜jt ∥∥2L4,
where we used Cauchy–Schwarz inequality. From Hausdorff–Young inequality, we have:
∥∥〈ln〈xj 〉〉−βj e−itH j0 ϕj∥∥2L2  1t2βj ‖ϕj‖2L2 + e−ωj t/2‖ϕj‖2L4/3 . (6.8)
For the case n− + n+ < j  n− + n+ + nE , we simply recall the approach of [2]. From
Avron–Herbst formula (see, e.g., [2,8]),
(
e−itH
j
0 ϕj
)
(xj )= e−i(tEj xj+
t3
3 E
2
j )
(
e
itxj ϕj
)(
xj + t2Ej
)
.
Using Avron–Herbst formula, the term we have to estimate reads
∥∥〈xj 〉−βj /2e−itH j0 ϕj∥∥ 2 = ∥∥〈xj − t2Ej 〉−βj /2eitxj ϕj∥∥ 2 .L L
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some positive R). For |xj | < 3Rt , the drift caused by Stark effect accelerates the particle:∥∥〈xj − t2Ej 〉−βj /2eitxj ϕj∥∥L2(|xj |<3Rt)  |t2|−βj /2‖ϕj‖ t−βj . (6.9)
For |xj | > 3Rt , a nonstationary phase argument and suppFj (ϕj ) ⊂ {|ξ |R} show that
∥∥eitxj ϕj∥∥L2(|xj |>3Rt) =
∥∥∥∥ 1√2π
∫
e−itξ2+ixj ξFj (ϕj )(ξ)dξ
∥∥∥∥
L2(|xj |>3Rt)
=O(t−∞). (6.10)
These two estimates yield: ∥∥〈xj 〉−βj /2e−itH j0 ϕj∥∥L2  t−βj . (6.11)
We now study the term with n− + n+ + nE < j  n. By a density argument, we can
assume that ϕj satisfies:
ϕj (xj )=
∫ ∫
ei(xj−y)ξχ(ξ)ψ(y)dy dξ,
where ψ ∈ C∞0 (R) (suppψ ⊂ {|y| < R}), χ ∈ C∞0 (R, [0,1]) and χ = 0 for |ξ |  c. We
get:
〈xj 〉−βj e−itH
j
0 ϕj = 〈xj 〉−βj
∫ ∫
e−itξ2+i(xj−y)ξχ(ξ)ψ(y)dy dξ.
Obviously, we have: ∥∥〈xj 〉−βj e−itH j0 ϕj∥∥L2(|x|>ct)  t−βj ‖ϕj‖L2 . (6.12)
For |x|< ct , recall that on the support of ψ(y)χ(ξ), |ξ | > c. Differentiating the phase, and
noting that
|2tξ + x − y| |2tξ + x| −R  2t |ξ | − |x| −R  ct −R,
a nonstationary phase argument shows that, for large t ,∥∥∥∥〈xj 〉−βj ∫ ∫ e−itξ2+i(xj−y)ξχ(ξ)ψ(y)dy dξ∥∥∥∥
L2(|x|<ct)
=O(t−∞). (6.13)
Combining (6.12) and (6.13), we get, for n− + n+ + nE < j  n,∥∥〈xj 〉−βj e−itH j0 ϕj∥∥ 2  t−βj . (6.14)L
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Since we assumed
∑
βj > 1, the lemma follows. 
If the quadratic part of U has more than one positive eigenvalue, the problem may
become intricate for the estimates related to the Vj ’s. For instance, if the quadratic part of
U has one positive eigenvalue, whose order is n+  2, then (6.5) becomes:
∥∥Vj e−itH0ϕ+∥∥L2  ( 1| sin(2ωn−+1t)|n+ sinh(2ω1t)
)1/pj
‖Vj‖Lpj ‖ϕ+‖
L
q′
j
.
and if n+ = 2 and n = 3 (see the Assumption 6.3), one has to adapt the assumption on the
power pj for this map to be integrable near +∞: the value pj = 2 is not allowed, because
for that value, the above map is not even locally integrable.
Reasoning the same way, we notice that if the quadratic part of U has several distinct
positive eigenvalues, then arithmetic properties of these eigenvalues will have to be taken
into account. We leave out the discussion at this stage.
6.2. Asymptotic completeness
In this part, we assume that n− + n+ = n. Then
H0 = −−
n−∑
k=1
ω2kx
2
k +
n∑
k=n−+1
ω2kx
2
k .
Like for Theorem 1.1, we assume that V is a real-valued function with
V (x) = V1(x)+ V2(x), (6.15)
where
V1 is a compactly supported measurable function, and -compact, (6.16)
and V2 ∈ L∞(Rn;R) satisfies the short range condition:∣∣V2(x)∣∣ 〈ln〈x−〉〉−1−ε, a.e. x ∈ Rn, (6.17)
for some ε > 0, and x = (x−, x+) ∈ Rn− × Rn+ . Notice that there is propagation only in
the x− direction. It is therefore reasonable to impose decay only in that direction. Denote:
H− = −x− − (ω−x−)2; H+ = −x+ + (ω+x+)2,0 0
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Section 2.1, we can show that the operators (H±0 ,D(N±)) and (H,D(N)) are essentially
self-adjoint (N = N2 is the harmonic oscillator on Rn). The result of this section is:
Theorem 6.6. Assume that V satisfies (6.15)–(6.17). Then there exist
s- lim
t→∞ e
itH e−itH0, (6.18)
s- lim
t→∞ e
itH0e−itH 1c(H). (6.19)
If we denote (6.18) by Ω+, then (6.19) equals (Ω+)∗ and we have:
(Ω+)∗Ω+ = 1, Ω+(Ω+)∗ = 1c(H).
Remark 6.7. From the following discussion, it is clear that the conditions ωj > 0 for all j
(respectively, n− + n+ = n) are crucial for the proof. If ωj = 0 for one j , then Eqs. (6.21),
(6.22) below fail to be true. For the same reason, we cannot include linear terms like E · x.
Proof. Since the proof is very similar to the case n− = n and ωj = 1 for all j , we will be
very concise. The following points have to be addressed:
(1) Definition of the conjugate operator A,
(2) The regularity H0 ∈ C2(A),
(3) The Mourre estimate for H0,
(4) The regularity H ∈ C1+δ(A) and the Mourre estimate for H ,
(5) Replacement of the conjugate operator A by 〈ln〈xn−〉〉,
(6) Proof of the asymptotic completeness.
(1) As in (3.13), we choose for the conjugate operator A= Op(a(x, ξ)), with
a(x, ξ)= ln〈ξ− +ω−x−〉 − ln〈ξ− −ω−x−〉.
One can show as in Lemma 3.7 that (A,D(N)) is essentially self-adjoint. As in Proposi-
tion 3.5, we can prove that, for ψ ∈ C∞0 (R) with ψ = 1 near 0,
(H + i)−1 = (H + i)−1 Op
(
ψ
(
ξ2 − (ω−x−)2 + (ω+x+)2
(ξ2 + x2 + 1)β
))
+O(1)Op(r), (6.20)
with r ∈ S(〈x, ξ 〉−β, g0) for 1/2 < β  1. If the support of ψ is small enough, we have:
ξ2− + ξ2+ + x2+  x2− + 1, (6.21)
on the support of ψ((ξ2 − (ω−x−)2 + (ω+x+)2)/(ξ2 + x2 + 1)).
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guments as in Lemmas 3.9 and 3.10. Notice that N = N− + N+ and D(N) = D(N−) ∩
D(N+). Clearly, D(N+) = D(H+0 ). Since [H+0 ,H0] = 0, we have:
(z−H0)−1 :D(N+) →D(N+).
To prove (z − H0)−1 :D(N−) → D(N−), we can proceed as in the proof of Lemma 3.8;
we use
(z−H0)−1 =
∞∫
0
e−itH
+
0 e−itH
−
0 eitz dt,
and [N−,H+0 ] = 0.
(3) As in Lemma 3.15, one can show that, for χ ∈ C∞0 (R),
χ(H0)[iH0,A]χ(H0) = χ(H0)
n−∑
j=1
2ωj
(
(Dj +ωjxj )2
〈Dj +ωjxj 〉2 +
(Dj −ωjxj )2
〈Dj −ωjxj 〉2
)
χ(H0).
Using Gårding inequality, we get, for any µ> 0,
χ(H0)[iH0,A]χ(H0) (2ωˆ −µ)χ2(H0)+ χ(H0)Rχ(H0),
where ωˆ = minj∈{1,...,n−} ωj , and R is a pseudo-differential operator whose symbol is
decreasing in (x−, ξ−). Using (6.20) and (6.21), this decay becomes a decay in (x, ξ) on
the energy level, and then
χ(H0)[iH0,A]χ(H0) (2ωˆ −µ)χ2(H0)+ χ(H0)Kχ(H0),
with K compact. If the support of χ is sufficiently small, we therefore obtain:
χ(H0)[iH0,A]χ(H0) (2ωˆ −µ)χ2(H0).
(4) Using (6.21), one can show that VA is compact from D(H0) to L2(Rn), since the
decay of V2 in x− (6.17) yields decay in all the variables. Thus, the Mourre estimate and
the regularity C1+δ(A) for H can be obtained as in Section 3.
(5) We apply the same arguments as in Section 4.2. We have to use that
〈ξ− − x−〉 〈x−〉; 〈ξ− + x−〉 〈x−〉, (6.22)
on the energy levels, and (6.21). Then we show that the assumptions of Lemma 4.5 are
fulfilled.
(6) The proof of the asymptotic completeness is exactly as in Section 4.3, using the
minimal velocity estimate and the fact that χ(H)−χ(H0) is compact for χ ∈ C∞0 (R). 
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We assume that the hypothesis of Theorem 6.6 are satisfied. Let Hk = L2(R) for
k ∈ {1, . . . , n}. Clearly H=⊗nk=1Hk . We write, as in (6.6),
H0 =
n∑
j=1
H
j
0,ωj , with H
j
0,ωj = −xj ±ω2j x2j . (6.23)
Obviously [
H
j
0,ωj ,H
k
0,ωk
]= 0. (6.24)
If we use this separation of variables and apply Theorem 1.2 to the one-dimensional case,
we obtain asymptotic velocities in each space direction. Let Vj = [H, ln〈xj 〉]. Like for V
we can show that (Vj ,D(N)) is well defined as an operator, and essentially self-adjoint.
We denote again Vj its self-adjoint extension.
Theorem 6.8 (Asymptotic velocities). There exists a vector P+ = (P+1 , . . . ,P+n ) of
bounded self-adjoint commuting operators P+j which commute with H , such that
(i) P+ = s-C∞- lim
t→∞ e
itH
(
ln〈x1〉
t
, . . . ,
ln〈xn〉
t
)
e−itH .
(ii) The operator P+j satisfies
P+j =
{
2ωj1c(H) for j ∈ {1, . . . , n−},
0 for j ∈ {n− + 1, . . . , n}.
(iii) For any J ∈ C∞(R), J (P+j )1R\{0}(P+j ) = s- limt→∞ eitH J (vj )e−itH 1R\{0}(P+j ).
Proof. We denote Hω = H , and H0,ω = H0. We prove Theorem 6.8 in two steps.
First step. We assume V ≡ 0, that is Hω = H0,ω .
(i) We first treat the case n− = n = 1. If ω = (−1), then the claim follows from Theo-
rem 1.2. For ω = (−ω21), set:
(Dv)(x) = 1
ω
1/4
1
v
(
x√
ω1
)
.
Then D :L2(R) → L2(R) is unitary, and we have:
H0,ω = ω1D∗H0,(−1)D. (6.25)
Therefore:
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t→∞ e
itH0,ωJ
(
ln〈x〉
t
)
e−itH0,ω = D∗s- lim
t→∞ e
itH0,(−1)J
(
ln〈x/√ω1〉ω1
t
)
e−itH0,(−1)D
= D∗s- lim
t→∞ e
itH0,(−1)J
(
ln〈x〉ω1
t
)
e−itH0,(−1)D, (6.26)
because
J
(
ln〈x/√ω1〉ω1
t
)
− J
(
ln〈x〉ω1
t
)
=O(t−1).
Thus the result for general ω follows from the result for ω = (−1). Let now n− = 0 and
n+ = 1. Then
s- lim
t→∞ e
itH0,ωJ
(
ln〈x〉
t
)
e−itH0,ω = J (0), (6.27)
because L2(R) possesses a basis of eigenfunctions of H0,ω . The general case follows from
the one-dimensional cases using (6.23), (6.24). We denote P+0 the vector associated to
H0,ω .
(ii) First note that
J (P+0,j )= s- limt→∞ e
itH j0,ωj J
(
ln〈xj 〉
t
)
e
−itH j0,ωj .
The result on the spectrum follows from (6.26), (6.27), and from Theorem 1.2(ii).
(iii) By (ii), P+0,j depends only on ωj , and we note it P+0,ωj . We have P
+
0,ωj = ωjP+0,1. If
j ∈ {n− + 1, . . . , n}, both operators are zero. For j ∈ {1, . . . , n−}, we have:
J
(
P+0,ωj
)= J (ωjP+0,1)= D∗J (ωjP+0,1)D= D∗s- limt→∞ eitH j0,1J (ωjVj )e−itH j0,1D
= s- lim
t→∞ e
itH j0,ωj D∗J (ωjVj )De
−itH j0,ωj
Here we have used that P+0,1 = 2, and thus DP+0,1D∗ = P+0,1, as well as (6.25). To prove (iv),
it is thus sufficient to show that:(
D∗J (ωjVj )D− J (Vj )
)
χ
(
H
j
0,ωj
)
is compact on L2(R),
respectively,
(
J (ωjVj )− DJ (Vj )D∗
)
χ
(
H
j
0,1
)
is compact on L2(R),
for any χ ∈ C∞0 (R). All operators have to be understood as operators acting on L2(R). Let
V˜j = DVjD∗. The operator V˜j is a pseudo-differential operator, with symbol v˜j (xj , ξj ) =
xj ξj /〈xj /√ωj 〉2. Recall from Proposition 3.5 that
χ
(
H
j
0,1
)= Op(ψ( ξ2j − x2j
ξ2 + 〈xj 〉2
))
χ
(
H
j
0,1
)+Rj ,j
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of zero. Clearly, (J (ωjVj )− J (˜Vj )))Rj is compact, and it remains to show that
(
J (ωjVj )− J
(˜
Vj
))
Op
(
ψ
(
ξ2j − x2j
ξ2j + 〈xj 〉2
))
is compact.
By the Helffer–Sjöstrand formula, it is sufficient to show that for any z ∈ C \ (σ (Vj ) ∪
σ (˜Vj )) ,
(
z− V˜j
)−1(˜Vj −ωjVj )(z−ωjVj )−1 Op(ψ( ξ2j − x2j
ξ2j + 〈xj 〉2
))
= (z− V˜j )−1(˜Vj −ωjVj )Op(ψ( ξ2j − x2j
ξ2j + 〈xj 〉2
))
(z−ωjVj )−1
+ (z− V˜j )−1(˜Vj −ωjVj )(z−ωjVj )−1ωj
×
[
Op
(
ψ
(
ξ2j − x2j
ξ2j + 〈xj 〉2
))
,Vj
]
(z−ωjVj )−1, (6.28)
is compact. We have:∣∣∣∣(˜vj (xj , ξj )−ωjvj (xj , ξj ))ψ( ξ2j − x2jξ2j + 〈xj 〉2
)∣∣∣∣= ∣∣∣∣xj ξj( 1 −ωj〈xj 〉2〈xj /√ωj 〉2
)
ψ
(
ξ2j − x2j
ξ2j + x2j
)∣∣∣∣

∣∣∣∣ 1 −ωj〈xj/√ωj 〉2 ψ
(
ξ2j − x2j
ξ2j + 〈xj 〉2
)∣∣∣∣,
and each derivative of this symbol satisfies the same estimate. Thus the first term in (6.28)
is compact, by the pseudo-differential calculus. Next we compute:
[
iVj ,Op
(
ψ
(
ξ2j − x2j
ξ2j + 〈xj 〉2
))]
= Op(c1)+ Op(c2),
with
c1 = ψ ′
(
ξ2j − x2j
ξ2j + 〈xj 〉2
){
vj ,
ξ2j − x2j
ξ2j + 〈xj 〉2
}
= ψ ′
(
ξ2j − x2j
ξ2j + 〈xj 〉2
)
c˜1.
We have c˜1 ∈ S(〈x〉−2, g2), c1 ∈ S(〈x〉−1〈ξ 〉−1, g2) and c2 ∈ S(〈x〉−3〈ξ 〉−1, g2). Thus
Op(c1) and Op(c2) are compact by the pseudo-differential calculus.
Second step. General case.
Let J ∈ C∞(Rn). We have:
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t→∞ e
itHωJ
(
ln〈x1〉
t
, . . . ,
ln〈xn〉
t
)
e−itHω = Ω+J ( P+0 )(Ω+)∗ + J (0)1pp(Hω).
The existence of P+ follows from the existence of P+0 . Specializing J˜ (x1, . . . , xn)= J (xj )
we obtain furthermore:
J
(
P+j
)= Ω+J (P+0,j )(Ω+)∗ + J (0)1pp(Hω).
Then (ii), (iii) follow from this formula and the results on P+0,j , as in the proof of Theo-
rem 1.2. 
One can ask whether the construction of Theorem 1.2 works also in the more general
case, and what is the possible link between the vector P+ and P+. The answer is given by
the following theorem:
Theorem 6.9. Let ω
 = max1jn− ωj . There exists,
P+ = s-C∞- lim
t→∞ e
itH ln〈x〉
t
e−itH ,
and we have P+ = P+
 .
Proof. First step. We assume V ≡ 0, that is H = H0.
We already know that P+l = 2ωl . Thus we only have to show that for J ∈ C∞0 (R),
s- lim
t→∞ e
itH0J
(
ln〈x〉
t
)
e−itH0 = J (2ω
). (6.29)
We can suppose 
 = n− and ω1  ω2  · · ·  ωk < ωk+1 = · · · = ωn− . Let ε > 0. For
j ∈ {1, . . . , k + 1}, we choose J˜j ∈ C∞0 ([2ωj − ε,2ωj + ε]), with J˜j = 1 near 2ωj . For
j ∈ {n− + 1, . . . , n}, we choose J˜j ∈ C∞0 ([−ε, ε]) with J˜j = 1 near 0. Then by Proposi-
tions 4.8, 5.7 and the separability of the variables, we have:
eitH0J
(
ln〈x〉
t
)
e−itH0 = eitH0J
(
ln〈x〉
t
)
J˜k+1
( ln〈xk+1, . . . , xn−〉
t
)
×
∏
j∈{1,...,n}
j /∈{k+1,...,n−}
J˜j
(
ln〈xj 〉
t
)
e−itH0 +R(t),
with s- limR(t) = 0. It is clearly sufficient to show
s- lim
t→∞ e
itH0
(
J
(
ln〈x〉
t
)
− J
(
ln〈xk+1, . . . , xn〉
t
))
× J˜k+1
( ln〈xk+1, . . . , xn−〉
t
) ∏
j∈{1,...,n}
J˜j
(
ln〈xj 〉
t
)
e−itH0 = 0. (6.30)j /∈{k+1,...,n−}
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)
− J
( ln〈xk+1, . . . , xn−〉
t
)∣∣∣∣ ln〈x〉t − ln〈xk+1, . . . , xn−〉t
 1
t
ln
(
1 +
∑
j∈{1,...,n}
j /∈{k+1,...,n−}
x2j
〈xk+1, . . . , xn−〉2
)
.
(6.31)
For j  k, we have on supp J˜j
ln〈xj 〉2
t
 4ωj + 2ε ⇒ x2j  e(4ωj+2ε)t − 1. (6.32)
We have, on supp J˜k+1,
ln〈xk+1, . . . , xn−〉2
t
 4ωj − 2ε ⇒ 〈xk+1, . . . , xn−〉2  e(4ωn−2ε)t . (6.33)
For j  n− + 1 we have, on supp J˜j ,
x2j  e2εt − 1. (6.34)
Gathering (6.31)–(6.34) together, we obtain:∣∣∣∣(J( ln〈x〉t
)
− J
( ln〈xk+1, . . . , xn−〉
t
))
J˜k+1
( ln〈xk+1, . . . , xn−〉
t
)
×
∏
j∈{1,...,n}
j /∈{k+1,...,n−}
J˜j
(
ln〈xj 〉
t
)∣∣∣∣ f (t),
where f (t) is defined by
f (t) = 1
t
ln
(
1 +
k∑
j=1
e(4ωj+2ε)t − 1
e(4ωn−2ε)t
+
n∑
j=n−+1
e2εt − 1
e(4ωn−2ε)t
)
.
If ε is small enough, limt→∞ f (t) = 0. This yields (6.30).
Second step. General case. We have:
s- lim
t→∞ e
itH J
(
ln〈x〉
t
)
e−itH = Ω+J (P+0 )(Ω+)∗ + J (0)1pp(H)
= Ω+J (P+0,
)(Ω+)∗ + J (0)1pp(H)
= Ω+J (2ω
)
(
Ω+
)∗ + J (0)1pp(H)
= J (2ω
)1c(H)+ J (0)1pp(H).
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J (P+)= J (2ω
)1c(H)+ J (0)1pp(H). (6.35)
Then P+ = 2ω
1c(H) = P+
 , which proves the theorem. 
Acknowledgements
The authors are grateful to Vincent Bruneau and Thierry Jecko for stimulating discus-
sions on this work.
References
[1] W.O. Amrein, A. Boutet de Monvel, V. Georgescu, C0-Groups, Commutator Methods and Spectral Theory
of N -Body Hamiltonians, Progress in Mathematics, vol. 135, Birkhäuser Verlag, 1996.
[2] J.E. Avron, I.W. Herbst, Spectral and scattering theory of Schrödinger operators related to the Stark effect,
Comm. Math. Phys. 52 (3) (1977) 239–254.
[3] M. Ben-Artzi, An application of asymptotic techniques to certain problems of spectral and scattering theory
of Stark-like Hamiltonians, Trans. Amer. Math. Soc. 278 (2) (1983) 817–839.
[4] M. Ben-Artzi, Unitary equivalence and scattering theory for Stark-like Hamiltonians, J. Math. Phys. 25 (4)
(1984) 951–964.
[5] J.-F. Bony, R. Carles, D. Häfner, L. Michel, Scattering pour l’équation de Schrödinger en présence d’un
potentiel répulsif, C. R. Math. Acad. Sci. Paris 338 (6) (2004) 453–456.
[6] A. Boutet de Monvel-Berthier, V. Georgescu, M. Mantoiu, Locally smooth operators and the limiting
absorption principle for N -body Hamiltonians, Rev. Math. Phys. 5 (1) (1993) 105–189.
[7] R. Carles, Nonlinear Schrödinger equations with repulsive harmonic potential and applications, SIAM J.
Math. Anal. 35 (4) (2003) 823–843.
[8] H.L. Cycon, R.G. Froese, W. Kirsch, B. Simon, Schrödinger Operators with Application to Quantum Me-
chanics and Global Geometry, study ed., Texts and Monographs in Physics, Springer-Verlag, Berlin, 1987.
[9] E.B. Davies, Spectral Theory and Differential Operators, Cambridge Univ. Press, Cambridge, UK, 1995.
[10] J. Derezin´ski, C. Gérard, Scattering Theory of Quantum and Classical n-Particle Systems, Texts and Mono-
graphs in Physics, Springer-Verlag, Berlin, Heidelberg, 1997.
[11] M. Dimassi, V. Petkov, Spectral shift function and resonances for non semi-bounded and Stark Hamiltonians,
J. Math. Pures Appl. 82 (10) (2003) 1303–1342.
[12] N. Dunford, J.T. Schwartz, Linear Operators. Part II: Spectral Theory. Self Adjoint Operators in Hilbert
Space, Interscience Publishers John Wiley & Sons, New York–London, 1963. With the assistance of William
G. Bade and Robert G. Bartle.
[13] V. Georgescu, C. Gérard, On the virial theorem in quantum mechanics, Comm. Math. Phys. 208 (2) (1999)
275–281.
[14] C. Gérard, I. Łaba, Multiparticle Quantum Scattering in Constant Magnetic Fields, Mathematical Surveys
and Monographs, vol. 90, Amer. Math. Soc., Providence, RI, 2002.
[15] C. Gérard, F. Nier, Scattering theory for the perturbations of periodic Schrödinger operators, J. Math. Kyoto
Univ. 38 (4) (1998) 595–634.
[16] J. Ginibre, An introduction to nonlinear Schrödinger equations, in: R. Agemi, Y. Giga, T. Ozawa (Eds.), Non-
linear Waves (Sapporo, 1995), in: GAKUTO International Series, Math. Sciences and Appl., Gakko¯tosho,
Tokyo, 1997, pp. 85–133.
[17] B. Helffer, J. Sjöstrand, Équation de Schrödinger avec champ magnétique et équation de Harper, Lecture
Notes in Physics, vol. 345, Springer-Verlag, Berlin/New York, 1989.
[18] I.W. Herbst, Unitary equivalence of stark Hamiltonians, Math. Z. 155 (1) (1977) 55–70.
J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579 579[19] L. Hörmander, Lecture notes at the Nordic summer school of mathematics, 1968.
[20] L. Hörmander, The Analysis of Linear Partial Differential Operators, vol. III, Springer-Verlag, Berlin, 1985.
[21] L. Hörmander, Symplectic classification of quadratic forms, and general Mehler formulas, Math. Z. 219 (3)
(1995) 413–449.
[22] A. Jensen, T. Ozawa, Existence and nonexistence results for wave operators for perturbations of the Lapla-
cian, Rev. Math. Phys. 5 (3) (1993) 601–629.
[23] D. Jerison, C.E. Kenig, Unique continuation and absence of positive eigenvalues for Schrödinger operators,
Ann. of Math. (2) 121 (3) (1985) 463–494. With an appendix by E.M. Stein.
[24] L. Kapitanski, I. Rodnianski, Regulated smoothing for Schrödinger evolution, Internat. Math. Res. Notices 2
(1996) 41–54.
[25] E.L. Korotyaev, On scattering in an exterior homogeneous and time-periodic magnetic field, Mat. Sb. 180 (4)
(1989) 491–512 (in Russian); translation in Math. USSR-Sb. 66 (2) (1990) 499–522.
[26] T. Ozawa, Long range scattering for nonlinear Schrödinger equations in one space dimension, Comm. Math.
Phys. 139 (1991) 479–493.
[27] T. Ozawa, Nonexistence of wave operators for Stark effect Hamiltonians, Math. Z. 207 (3) (1991) 335–339.
[28] P.A. Perry, Scattering theory by the Enss method, in: B. Simon (Ed.), Mathematical Reports, vol. 1, Harwood
Academic Publishers, Chur, 1983.
[29] M. Reed, B. Simon, Methods of Modern Mathematical Physics. I. Funcional Analysis, Academic Press
(Harcourt Brace Jovanovich Publishers), New York, 1972.
[30] M. Reed, B. Simon, Methods of Modern Mathematical Physics. II. Fourier Analysis, Self-Adjointness, Aca-
demic Press (Harcourt Brace Jovanovich Publishers), New York, 1975.
[31] M. Reed, B. Simon, Methods of Modern Mathematical Physics. IV. Analysis of Operators, Academic Press
(Harcourt Brace Jovanovich Publishers), New York, 1978.
[32] M. Schechter, B. Simon, Unique continuation for Schrödinger operators with unbounded potentials, J. Math.
Anal. Appl. 77 (2) (1980) 482–492.
[33] T. Tsurumi, M. Wadati, Free fall of atomic laser beam with weak inter-atomic interaction, J. Phys. Soc.
Japan 70 (1) (2001) 60–68.
