Abstract-This paper describes the implementation of an online immune-inspired framework to help increase endurance of an autonomous robot. Endurance is defined as the ability of the robot to exert itself for a long period of time. The immuneinspired framework provides such capability by monitoring the behavior of the robot to ensure continuous and safe behavior. The immune-inspired framework combines innate and adaptive immune inspired algorithms. Innate uses a dendritic cell based innate immune algorithm, and adaptive uses an instance based B-cell approach. Results presented in this paper shows that when the robot is implemented with the immune-inspired framework, health and survivability of a robot is improved, therefore increasing its endurance.
I. INTRODUCTION
NDURANCE is defined as the ability to exert oneself for a long period of time. For a robotic system, this is the ability to manage its energy onboard and to reschedule its task online. One method of achieving such capability is to incorporate a monitoring controller in parallel with the robot's behavioral based controller. This controller, the immune-inspired framework, will monitor the output responses produced by the behavioural-based controller and ensure that the output produced will not cause significant deviation from its steady state behaviour, if the robot was to endure an increase or change to its functionalities. Any deviation detected causes the immune-inspired framework to reschedule the robot's task (online) based on its current and previous safe conditions in order to ensure sustainable robotic operations. This in turn increases the endurance of the robot. This paper presents an immune inspired framework that increases the endurance of an autonomous robot. The paper is divided into six sections: Section II describes the objective of the presented immune inspired framework within an autonomous robot. Section III describes the presented immune-inspired framework. Section IV describes the experiments carried out to test the capabilities of the framework and how the framework is instantiated. Section V discusses the results and section VI concludes this paper. 
II. OBJECTIVE
The main objective of the immune-inspired framework within an autonomous robot is to increase its endurance by maintaining and/or improving the health and survivability of the robot whilst operating in its environment autonomously. This is defined as the ability to perform: 1) Error Detection: to provide the correct indication of erroneous behaviors or behaviors that can cause danger to the robot (for example, performing a high energy demanding task with low energy onboard) (Null hypothesis I presented in section V). This in turn permits:
2) Error Compensation: to help increase longevity and maintain survivability of the robot, whereby compensation to errors allows the robot to survive longer and maintain and/or improve its health whilst performing its functionality. (Null hypothesis II presented in section V).
In the biological immune system, error detection is performed by the innate immune systems. Error compensation is performed by the adaptive immune systems. The innate immune system consists of, among others, dendritic cells that transverse the body detecting and indicating bacteria, viruses or pathogens (invasive bodies) that affect the health of the body. These cells inform the adaptive immune system which consist of, among others, Bcells and T-cells that eliminate the indicated invasive bodies.
The presented framework differs from other immune inspired algorithms because the framework provides a measure of health for the robot and increases its endurance by performing (i) adaptive error detection by correlating new information about the robot (Adaptive) [2, 3, 8, 9] with predefined information (Innate) [1] and (ii) error compensation using the information provided by the Adaptive component.
III. IMMUNE-INSPIRED FRAMEWORK
The immune-inspired framework, similar to that presented in [4] consists of three parts: (i) Innate, (ii) Adaptive and (iii) Compensation. 1) Innate: Innate is based on the dendritic cell algorithm originally presented in [1] . Innate monitors the robot's behavior over time and indicates any deviation from the robot's specified operational boundaries [4] . The robot's operational boundaries are pre-defined using the information produced from the datasheets or operational manuals of the components and modules used in the robot. Information from Innate not only provides for the indication of erroneous behavior [1, 5, 7] ; but, the values of I m are also used to provide for the measure of health for the robot. Health of the robot is calculated by Adaptive.
2) Adaptive: (Algorithm 1) Adaptive is based on the adaptive B-cell immune-inspired algorithm initially presented in [2, 3] . Adaptive creates a profile of the robot's behavior at time t (online) or R(t) and provides an additional indication of deviation from steady state behaviour calculated using the information provided by Innate and the robot's behavioural profile P [3, 4] . R(t) provides information regarding the n number of attributes monitored by Adaptive at time t with r y  R. r y is the information produced by attribute y at time t. The robot's profile P contains w max number of detectors with z q  P. z q is a detector that describes one steady state condition of the robot. z q stores n number of attributes for the robot. c y stores the value for attribute y for one steady state behavior, such that c y  z q and y = {1,…,n}.
The measure of health for the robot at time t,
, is calculated using the information from Innate (6) and is used to update the value of D z i H (7) , if the current state of the robot
H is a measure that describe how often the robot performs the behavior recorded by the detector z i .
is the value of
H at previous match.
If R(t) does not match any of the detectors in P, a new behavior is detected and R(t) is saved as a new detector (z i ← R, line 25 in Algorithm 1). z i will replace a detector with the lowest (or highest) value of
H depending on (7), if the maximum number of detector in P is reached (line 6 -9 in Algorithm 1).
Adaptive differs from other similar algorithms, for example negative selection algorithm [8, 9] and clonal selection algorithm [2, 3] , because these algorithms create their detector pools offline, prior to system deployment (i.e. during their training period) [3, 8, 9] . Furthermore, Adaptive not only stores the information regarding a system state (or a behavior) in a detector (z q ), but also how a state is affected by the system's behavior over time (7) . This provides for adaptive health measurements and error detection; features which differentiate Adaptive from other similar algorithms.
3) Compensation: (Algorithm 2) A deviation of health, D E (in Algorithm 1), indicates if there is a deviation from the steady state behavior of the robot. If a deviation is detected (D E ≥ η, line 8 onwards in Algorithm 2), the framework prevents the execution of the behavioral based controller's output. This ensures no transition to an erroneous or bad state is made by the robot. A previous safe state is executed instead. Figure 1 illustrates the compensation mechanism of the immune-inspired framework.
The framework reschedules the robot's behavior online, using the combined information provided by Innate and Adaptive (error detection), to ensure stable, continuous and sustainable operation; thus, increasing the robot's endurance.
IV. EXPERIMENT

A. The robots and their environment
To test the capabilities of the immune-inspired framework, the framework is implemented in parallel with a behavioral-based controller (as illustrated in Fig. 3 ) of an EPUCK robot simulated in the Player/Stage robotic simulator (Fig. 2) [6] .
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Algorithm 1: Adaptive, similar to that presented in [4] . Create w max no of detectors in pool P, with detector z q  P, q = {1,…,w max }; w ← 0; t ← 0; repeat 6. if w = w max then 7.
8.
Delete z q with lowest
depending on (7)); w ← w max -1; 9.
end; 10. 11. 12.
13. 14.
; 
18.
19. 20. The robot's objectives are: (i) To transfer as many loads as possible from one location in the environment (labeled A in Fig. 2 ) to another (B), whilst there is sufficient energy onboard to perform this objective. (ii) Ten robots are simulated in each experiment. The robots must also ensure that all members in the group are capable of performing their first objective. If the available onboard energy is below a certain capacity at time t, E C (t) ≤ 0.10, the robot must stop and wait for help (transfer of energy) from another robot until it has sufficient energy to return to the recharging station (area circled in Fig. 2 ). If a robot enters B (in Fig. 2 ), the energy dissipation rate of the robot is increased (likening to a robot traversing an area with a high friction surface or high wind resistance). Because of this, the robot must avoid B until it has a sufficient amount of energy to go to and return from B.
The immune-inspired framework is responsible for ensuring continuous operations of the robot despite these changes occurring in the environment. As previously stated, error detection is provided by Innate and Adaptive and error compensation is provided by Compensation.
Sixteen experiments are conducted. Each experiment consists of three simulation runs, with each run lasting about 30 minutes of simulated time. The behavior of each robot is updated every 0.1 second of simulated time.
A. Instantiation of the immune-inspired framework 1) Innate: monitors the behavior of the actuation and the power modules. (i) Actuation module (m = s): i s (t)
is the speed of the robot at time t calculated by measuring the rate of change in distance the robot moves in x-axis (Δx(t)) and y-axis (Δy(t)).
1 S j is calculated using (10), 2 . The ten robots in the simulated environment. Each robot has to transfer as many loads (yellow diamonds) as possible from the area labelled A to the area labelled B within the constraints of its inboard energy. If the onboard energy is low, EC < 0.20, the robot must return to the recharging station (area circled) in order to recharge. If EC ≤ 0.10, the robot must stop and wait for help (receive extra energy) from another robot before continuing. When entering B, the robot has to endure (simulated) an increase in its energy dissipation rate. This captures the robot entering an area with a high friction surface or high wind resistance. Tables I and II . Compensation, via suitable combination of µ and η values, helps increase endurance by forcing the robot to perform previous "safe" behavior (lines 11 -13 in Algorithm 2) when a transition to "bad" behavior is detected (D E ≥ η); as illustrated in Fig. 1 .
V. RESULTS
A. Null hypothesis I: Innate will not provide useful information for the immune-inspired framework. Figures 4 and 5 provides snapshots of the last recorded values of Innate, I
s (Fig. 4) and I p (Fig. 5) , recorded when the robot is in a particular coordinate in the environment (as indicated by x-and y-axis values). Coordinate (0,0) is the centre of the environment (Fig. 2) .
In Fig. 4 , coordinates where I s < 0.5 correspond to where the robot has to reduce its speed in order to navigate around obstacles (black lines in Fig. 2) ; and unnecessary reduction of speed can be considered as an erroneous behavior (I s = 0.0). In Fig. 5, I p ≈ 0.50 is when the robot detects the unnecessary increase in its energy dissipation rate (top right corner of Fig. 5 that corresponds to the increase in energy use when at B in Fig. 2 ) as well as when the robot is low on energy and requires recharging.
Results presented in Fig. 4 and 5 can thus reject the presented null hypothesis. Results of similar implementation of Innate are described in [5] and [7] .
B. Null hypothesis: The implementation of the immuneinspired framework cannot increase the endurance of an autonomous robot.
There are no conventional methods suitable for describing how healthy a robot is. The following measures are proposed and used:
(i) The median loads taken from A to B in Fig. 2 The results also indicate the importance of finding the best combinations of µ and η. If η is too large, no deviation from steady state behavior is detected (see Fig. 6 ). If η is too small, the robot will continuously resort to what it considered as its previous steady state behavior and the robot is not allowed to operate beyond the boundaries of its steady state behavior. This prevents the robot from trying new behavior that may help increase its endurance. If µ is too large, erroneous transitions will be considered as safe. Table I indicates that the best µ and η combinations are: (i) µ = 0.00 and η = 0.50 because of the larger number of loads transferred between A and B (Fig. 2) .
(ii) µ = 0.05 and η = 0.50 because of the higher median averaged value of 
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VI. CONCLUSIONS
With the correct combination of µ and η, the immune inspired framework can help increase the endurance of the robot whilst performing its functionalities in a dynamic environment. The immune inspired framework provides such capabilities by continuously monitoring the behavior of the robot and indicating when erroneous behaviors or deviation from its steady state behaviors are detected. This allows for necessary and safe compensation to be made, based on the current safe conditions of the robot. 6 . The values for ΔH(t) (y-axis) for each simulation time step t (xaxis). Suitable values of µ and η (Algorithm 2) is highly dependent on the values ΔH(t). µ must be small and within the suitable health margin of the detector, |ΔH(t)| < 0.10 (boxed). Large value of µ causes a deviation from steady state behavior (indicated by the spikes in the figure) as safe. If η is too large (area shaded grey), no deviation from steady state behavior can be detected. If η is too small, robot is not allowed to explore new boundaries beyond its steady state behavior that may help increase its endurance. 
