ABSTRACT. Many practical problems, especially some connected with forecasting, require nonparametric estimation of conditional densities from mixed data. For example, given an explanatory data vector X for a prospective customer, with components that could include the customer's salary, occupation, age, sex, marital status and address, a company might wish to estimate the density of the expenditure, Y , that could be made by that person, basing the inference on observations of (X, Y ) for previous clients. Choosing appropriate smoothing parameters for this problem can be tricky, not least because plug-in rules take a particularly complex form in the case of mixed data. An obvious difficulty is that there exists no general formula for the optimal smoothing parameters. More insidiously, and more seriously, it can be difficult to determine which components of X are relevant to the problem of conditional inference. For example, if the jth component of X is independent of Y then that component is irrelevant to estimating the density of Y given X, and ideally should be dropped before conducting inference. In this paper we show that cross-validation overcomes these difficulties. It automatically determines which components are relevant and which are not, through assigning large smoothing parameters to the latter and consequently shrinking them towards the uniform distribution on the respective marginals. This effectively removes irrelevant components from contention, by suppressing their contribution to estimator variance; they already have very small bias, a consequence of their independence of Y . Crossvalidation also gives us important information about which components are relevant: the relevant components are precisely those which cross-validation has chosen to smooth in a traditional way, by assigning them smoothing parameters of conventional size. Indeed, cross-validation produces asymptotically optimal smoothing for relevant components, while eliminating irrelevant components by oversmoothing. In the problem of nonparametric estimation of a conditional density, cross-validation comes into its own as a method with no obvious peers.
INTRODUCTION
Conditional probability density functions play a key role in applied statistical analysis, particularly in economics. Such densities are especially important in prediction problems, where, for a given value of a vector X of explanatory variables, we wish to estimate the conditional density of a response, Y . From some viewpoints this is a conventional problem; both parametric and nonparametric methods for estimating conditional distributions already exist. However, the problem has the distinctive feature that if components of the vector X contain no information about Y , and are "irrelevant" in this sense to the problem of estimating the conditional density, then they should be dropped when conducting inference. Not doing so can seriously inhibit performance, since then conditional inference will be based on data whose dimension is too high, degrading both the mathematical convergence rate and the method's statistical accuracy.
When the conditional density is estimated nonparametrically, the problem of choosing "relevant" components among the explanatory variables is closely related to that of selecting smoothing parameters. For example, if X is p-variate, and has a continuous distribution, then a conventional estimator of the density g(y|x)
of Y given X = x, using second-order kernels and a sample of size n, converges at rate n −2/(p+5) (assuming Y is continuous). This rate is achieved using bandwidths of size n −1/(p+5) . If, however, p 2 of those components are irrelevant to the problem of estimating the distribution of Y given X, for example because they are stochastically independent of Y , then we can remove them and improve the convergence rate to n −2/(p 1 +5) , where p 1 = p − p 2 . To achieve this outcome, the size of bandwidth should be reduced to n −1/(p 1 +5) .
The result of reducing the length of X in this way is distinctly different from that achieved by more conventional dimension reduction methods, for example projection pursuit. The latter generally develops only an approximation to g; the approximation would generally not consistently estimate the true conditional density as n increased. By way of contrast, if we could identify components of X that were independent of Y then these would be deleted at the outset, leading to improvements in the accuracy with which the density of Y , given X, was consistently estimated.
In applications of smoothing methods to real data, in the context of estimating conditional densities, we have found that "irrelevant" components are surprisingly common. See in particular the examples in section 5, based on two classic benchmark datasets. In principle this problem can be tackled by applying a battery of hypothesis tests, prior to conducting inference. Tests for independence of individual components, or of groups or linear combinations of components, can be used to identify irrelevant explanatory variables. However, such an approach is awkward and tedious to implement, not least because the components of X will often be of many different types -continuous, unordered discrete, and ordered discrete, all in the same vector. We shall suggest instead a version of cross-validation in this context, and show that it has virtues that make it especially suited to simultaneously choosing smoothing parameters and removing irrelevant components of explanatory variables.
To describe how cross-validation works in this problem, let us assume initially that all components of X are continuous; this will simplify exposition. Construction of the cross-validation criterion, CV say, is not trivial, but a certain weighted form of it has an elementary form. If p 2 of the components of X are independent of Y and therefore irrelevant, and if the remaining p 1 components of X are relevant, then the empirical bandwidths that minimise CV will demonstrate markedly dichotomous behaviour: those that correspond to irrelevant components will diverge to infinity as the sample size increases, whereas those that correspond to relevant components will consistently estimate the bandwidths, of size n −1/(p 1 +5) , that would be appropriate if only the relevant components were present.
By diverging to infinity, the bandwidths for irrelevant components effectively shrink those components to a distribution that is virtually "uniform on the real line,"
and so eliminate the irrelevant components from contention. Therefore, without any particular inputs being made from the experimenter, cross-validation automatically identifies relevant and irrelevant components, removes the latter, and chooses the correct bandwidths for the former. It conducts a de facto dimension reduction program, tailored to the problem of estimating the conditional density.
Similar behaviour is observed when one or more of the components of X are discrete: application of cross-validation to selecting smoothing parameters effectively shrinks each discrete irrelevant component to the uniform distribution on its support, thereby effectively removing it from contention in the problem of estimat-ing the conditional density of Y given X. For the relevant components that remain, cross-validation automatically chooses smoothing parameters that are appropriate when only the relevant components are used for inference.
These results continue to hold in the case of conditional density estimation from explanatory data whose components are both continuous and discrete. For simplicity, in our theoretical work we shall treat only mixed unordered discrete and continuous components. However, when these are combined with ordered discrete components the results are virtually identical. Each context is characterised, in the case of irrelevant components, by divergence of smoothing parameters to the upper extremities of their respective ranges, or equivalently, by shrinkage to the uniform distribution.
In view of our focus on mixed data we shall address only the setting where a different smoothing parameter is used for each component. Similar results are obtained, however, if smoothing is done more comprehensively, for example by using a p × p bandwidth matrix to smooth p-variate explanatory variables where all components are continuous. In this case, cross-validation automatically identifies linear transformations of X that are independent of Y , and eliminates them by shrinking them to the uniform distribution on the real line.
The divergence of cross-validation smoothing parameters to their upper extremities, which characterises the case of irrelevant components, provides invaluable empirical advice about which components are relevant and which are not. It comes "for free" when we use cross-validation to select the amount of smoothing.
A formal statistical test of independence would have greater power, but would be substantially more awkward to implement.
An alternative approach to solving this problem would be to use classical variable selection methods to choose relevant components, and employ a separate smoothing-parameter choice technique to determine how much smoothing to do.
However, the fact that this problem involves both continuous and discrete variables means that there does not exist an off-the-shelf algorithm for choosing smoothing parameters, except for the cross-validation approach that we suggest. In particular, configuring plug-in rules for mixed data is an algebraically tedious task, and in fact no general formulae are available. Additionally, plug-in rules, even after adaptation to mixed data, require choice of "pilot" smoothing parameters, and it is not clear how to best make that selection for the continuous and discrete variables involved.
As we shall show, cross-validation avoids these problems and has the additional virtue of separating variables into relevant and irrelevant categories.
Our method can readily be generalised to cover other econometric models with mixed discrete and continuous variables. For example, Hahn (1998) and Hirano, Imbens and Ridder (2002) considered the nonparametric estimation of average treatment effects, Horowitz (2001) dealt with nonparametric estimation of a generalised additive model having an unknown link function, and Lewbel and Linton (2002) treated nonparametric censored and truncated regression models. Each of these approaches assumes that the nonparametric covariates are continuous (or, when discrete covariates are present, uses the nonparametric frequency method). One can employ the cross validation-based smoothing method presented in this paper to generalise the aforementioned approaches to handle mixed discrete and continuous covariates. Such an extension also has the advantage of being able to remove irrelevant covariates (both discrete and continuous), thereby yielding more reliable estimation results.
There is an alternative approach to defining relevance and irrelevance, based on conditional independence rather than conventional independence. To describe it, let us again assume for simplicity that all the components of X are continuous.
We might say that X = (
) represents a decomposition of X into relevant and irrelevant parts X [1] and X [2] , respectively, if Y and X [2] are independent conditional on X [1] . While this approach is attractive in at least a theoretical sense, it has certain difficulties from an operational viewpoint. To appreciate why, consider (for example) the case where
, > 0, and Z 1 , . . . , Z 5 are independent standard normal random variables. If is small then, depending on which of X 1 and X 2 we decide to condition on, a practical assessment of "relevance" that is based on conditional independence is likely to suggest that either X 1 or X 2 , but not both, is irrelevant.
Therefore, in practical terms, and using an assessment based on conditional independence, the problem can be ambiguous, and empirical difficulties may be expected to arise when deciding how to partition X into relevant and irrelevant parts.
On the other hand, if an unconditional view of independence is taken, as suggested in the present paper, then our method will generally conclude that both X 1 and X 2 are relevant, even for small . However, in cases where the sort of ambiguity mentioned above does not arise, sketched theoretical analyses in particular cases, and small scale simulation studies, suggest that cross-validation will successfully detect irrelevance, by virtue of the corresponding bandwidths diverging, when irrelevance is defined in the sense of conditional independence.
Section 2 introduces our cross-validation algorithm, and section 3 develops properties of mean squared error, and of optimal smoothing parameters, when no irrelevant components are present. The results there set theoretical benchmarks for performance of bandwidth selectors after irrelevant components have been removed.
We show in section 4 that cross-validation attains these benchmarks. In that section we give concise, mathematical definitions of what we mean by "relevant" and "irrelevant" components. Numerical illustrations of the performance of cross-validation in removing irrelevant components, and conducting adaptive inference, are given in section 5. There we pay particular attention to the case of mixed continuous and discrete explanatory variables, and we also apply our method to two well known datasets having a large number of discrete cells relative to their sample sizes (therefore the conventional frequency method is infeasible for both datasets). We show that our proposed estimator smoothes out some irrelevant variables and yields better out-of-sample predictions than some commonly used parametric methods.
The use of least-squares cross-validation to select smoothing parameters in density estimation dates from work of Rudemo (1982) and Bowman (1984) , following earlier discussion of the Kullback-Leibler case by Habbema, Hermans and Van Den Broek (1974) . Tutz (1991) treated cross-validation for conditional density estimation from mixed variables. Theory for least-squares cross-validation was developed by Hall (1983b Hall ( , 1985 and Stone (1984) , and second-order properties were addressed by Hall and Marron (1987) .
Smoothing methods for ordered categorical data have been surveyed by Simonoff (1996, section 6). Hall (1983a) and Li and Racine (2003) treated unconditional joint density estimation from mixed data. There is a large literature on dimension reduction for density estimation, including work of Friedman, Stuetzle and Schroeder (1984) and Jones and Sibson (1987) .
One of the reasons for estimating conditional densities, rather than conditional distributions, is that they give a better idea of the relative placement of "weight" in the distribution. As a result, there is constant, continuing interest in the topic of conditional density estimation. For a recent reference, see the work of Fan and Yim (2003) , who discuss novel methods for conditional density estimation.
METHODOLOGY FOR CROSS-VALIDATION
Letf denote an estimator of the density, f , of (X, Y ), and let m be an estimator of the marginal density, m, of X. We estimate g(y|x) = f (x, y)/m(x), the density of
, and use as our performance criterion the weighted integrated squared error,
where dW (x) denotes the infinitesimal element of a measure.
The presence of dW (x) at (2.1) serves only to avoid difficulties caused by dividing by zero, or by numbers close to zero, in the ratiof (x, y)/ m(x). This is usually only a problem for the continuous components of x. Therefore, if X denotes a
represents a division of X into discrete and continuous components, and if x = (x c , x d ) is the corresponding division of x, then we take
, where dV (x d ) denotes the infinitesimal element of the Dirac delta measure which places unit mass at each atom of x d . In this notation, (2.1) can be be written equivalently as
, and the sum x d is taken over all atoms of the distribution of X d .
We shall assume that X c and X d are p-and q-variate, respectively. In practice, to overcome the "curse of dimensionality," it may be appropriate to reduce either or both of p and q. Standard dimension reduction methods can be modified for this purpose; see, for example, the methods discussed by Friedman and Stuetzle (1981) , Schroeder (1984), Huber (1985) , Powell, Stock and Stoker (1989) and Klein and Spady (1993) . However, it should be remembered that in such cases the dimensions in which actual information is carried may not be strictly less than the dimension of the data, and that in consequence, our theoretical results in section 3 will not strictly apply after dimension reduction.
Formula (2.4) describes kernels that are appropriate for unordered categorical data; see, for example, Aitchison and Aitken (1976) . In the ordered case, alternative approaches can be used, employing in effect near-neighbour weights. See, for example, Wang and van Ryzin (1981) , Burman (1987) and Hall and Titterington (1987) .
In each case the kernel weights are intrinsically different from their continuum counterparts. In particular, for the weights defined at (2.4), in the asymptotic limit as each λ j converges to zero,
, and converges to zero otherwise. The resulting kernel-weighted estimator of the probability at
converges to the naive cell-proportion, or maximum likelihood, estimator, which equals the proportion of the data for which
The generalised kernels, K(x, X i ) and L(y, Y i ), are given by
where L is another univariate kernel, possibly identical to K, and h is another bandwidth. The quantities at (2.5) are substituted into (2.3) to givef and m.
Expanding the right-hand side of (2.1) we deduce that
where
and I 3n does not depend on the smoothing parameters used to computef and m.
Observe that
where G(x) = f (x, y) 2 dy is expressible as
Thus, the following cross-validation approximations,Î 1n andÎ 2n , to I 1n and I 2n , respectively, are motivated:
where the subscript −i on a function of the data indicates that that quantity is computed not from the n-sample
EachÎ jn is a function of the smoothing parameters, although we have suppressed this dependence. The cross-validation criterion, CV, consists of the first two terms on the right-hand side of formula (2.6), but replaced by the above approximations:
In numerical work for cross-validation for density estimation, one generally tries to guard against using too small a value of bandwidth. If there are two or more local minima of the cross-validation criterion, one uses the second smallest of these turning points, not the smallest. Therefore, one searches up to a large positive value of bandwidth, and takes the local minimum in that range, if there is only one of these values, or the second smallest local minimum, if there is more than one.
Occasionally there is no local minimum in the range, and then one takes the value at the end of the range to be the empirical bandwidth approximation.
MEAN SQUARED ERROR PROPERTIES
3.1. Main results. Here we describe smoothing parameters which, in asymptotic terms, are optimal for minimising the mean integrated squared error defined by taking the expected value at (2.2):
In this formula we interpretĝ(y|x) as an arbitrary constant when it equals 0/0. 
T , A is a (p + q + 1) × (p + q + 1) matrix, and c 0 > 0 is a positive constant. Then, if A is positive definite, χ(z 0 , . . . , z p+q ) has a unique minimum, at a point where z 0 , . . . , z p are positive and finite and z p+1 , . . . , z p+q are nonnegative and finite.
When searching for a minimum of MISE, over values of its (p + q + 1)-variate argument, we shall confine attention to
, where η = η n denotes any positive sequence which satisfies n η n → ∞ for each > 0.
(3.5)
This avoids the need to treat issues addressed by Sain (2001) , who pointed out that even in univariate density estimation the asymptotically optimal bandwidth, in the sense of minimising mean squared error, need not converge to zero.
Theorem 3.1. Assume (3.2) and (3.4), and that the smoothing parameters h 0 ,
and inf MISE ∼ n −4/(p+5) inf χ.
A key assumption in Theorem 3.1 is (3.4), which excludes some cases where
If X c j and Z c,−j were independent random variables, or if X d j and Z d,−j were independent, then when constructingĝ =f / m it would make little sense to compute eitherf or m using the full data vectors (X i , Y i ). We would instead delete the jth component of the continuous part of X i , or of the discrete part of X i , respectively.
In the first of these cases, f jj = (m jj /m) f , and so the term in a 2 j vanishes from the right-hand side of (3.3). As a result, a 0 j = ∞, and so (3.4) is violated. It can be restored by excluding the jth component of X c , as argued above. In the second case the quantity b j in (3.3) can be absorbed into the other b k 's, and so the minimiser of χ is not uniquely defined. Therefore, (3.4) again fails, but can be restored by dropping the jth component of X d . In these respective instances it is fair to say that X c j , or X d j , is "completely irrelevant" for estimating g.
If X
d j were independent of Y , but not independent of the other components of X, then although in some respects the correct approach would be to delete the jth component of the discrete part of each data vector, failing to do so would not necessarily mean that (3.4) was violated. This reflects the fact that the full data vectors can produce estimators of g with lower mean squared error, and so may be beneficial. A similar argument applies if X c j is independent of Y but not of other components of X, although in this case a relatively standard kernel approach to estimation, advocated at (2.3), is not the best way to proceed.
3.2. Proof of Theorem 3.1. Using (3.7) below it may be shown that ISE does not converge to zero unless V h → ∞ as n → ∞, where V = nh 1 . . . h p . Therefore we may, without loss of generality, add to (3.5) the constraint that V h ≥ t n , where {t n } is an unspecified sequence of constants diverging to infinity.
By Taylor expansion,
consists of quadratic and higherorder terms in δ f and δ m . Using these expansions and the methods we shall employ below to approximate
and noting the convention thatĝ is taken to equal a constant if it would otherwise equal 0/0, it may be proved that
where the remainders here and in (3.9)-(3.11) below are of the stated size uniformly in x c ∈ supp w, in x d in the support of the distribution of X d , and in y, as well as
Similarly,
Therefore,
(3.10)
Note too that
Combining (3.10) and (3.11) we deduce that
uniformly in smoothing-parameter vectors in [0, η] p+q+1 satisfying V h ≥ t n , where
and λ j = b j n −2/(p+5) . The theorem follows from (3.8) and (3.12).
PROPERTIES OF CROSS-VALIDATION
Recall from section 2 that X = (X c , X d ), where X c and X d are p-and qvariate, respectively. We shall assume that only the first p 1 components of X c , and the first q 1 components of X d , are "relevant" to estimating the distribution of Y given X, the others being "irrelevant" in the sense defined below:
for integers 0 ≤ p 1 , p 2 ≤ p and 0 ≤ q 1 , q 2 ≤ q satisfying p 1 + p 2 = p and q 1 + q 2 = q, the following is true: the vector X (1) comprised of the first p 1 components of X c , and the first q 1 components of X d , is stochastically independent of the vector X (2) consisting of the last p 2 components of X c , and the last q 2 components of X d ; and X (2) and Y are independent.
(4.1)
A technical definition of "relevance" of the first p 1 components of X c , and first q 1 components of X d , will be given at (4.3).
For the p 1 relevant continuous components, and q 1 relevant discrete components, of X, we should impose the analogue of assumption (3.4), asserting that the asymptotically optimal smoothing parameters are of conventional size. To this end we introduce the following analogue of the function χ at (3.3), now tailored to just the relevant components of X:
and "bar" notation refers to functions or vectors involving only the first p 1 continuous components and the first q 1 discrete components. For example,x c is the vector consisting of the first p 1 components of x c ,f denotes the joint density of the first p 1 components of X c and of Y ,f j denotes the jth derivative off with respect to the jth component ofx c , and so on.
The functionχ coincides exactly with χ in the case where the last p 2 a j 's, and last q 2 b j 's, are deleted from the argument of χ, and the weight w(
integrating (and summing) out the irrelevant components of x, and is the weight function appropriate to the mean integrated squared error that would be obtained at (3.1) if we were to drop all irrelevant components from the estimatorĝ(y|x)
appearing there. Therefore, we expect the optimal values of smoothing parameters in the present problem to be exactly those given by Theorem 3.1, but with (p, q) at In order to be able to detect the effect of relevant components of X on the conditional distribution of Y , within the domain to which we are constrained by the weight function w, we assume that
The empirical observation that smoothing parameters chosen by cross-validation diverge to their upper extremes when the respective components of X are irrelevant, reflects the fact that cross-validation attempts to shrink the distributions of irrelevant components to the least variable, uniform case. There they have least impact on the variance terms of curve estimators; the fact that they contain no information about Y means that they have little impact on bias. However, if the irrelevant components of X are already uniformly distributed then the effect of choosing the respective smoothing parameters may be comparatively small, and so different behaviour can be expected. For the sake of simplicity we shall regard the case of uniformly distributed irrelevant components as pathological, and impose a regularity condition to eliminate it, as follows.
Define a kernel ratio for irrelevant data components:
Note that, by Hölder's inequality, R ≥ 1 for all choices of h p 1 +1 , . . . , h p , λ q 1 +1 , . . . , λ q . It is easy to see that, provided 
As discussed in section 3, we need to ensure that the cross-validation algorithm is not seduced by the possibility that there exist nonvanishing smoothing parameters that produce estimators with zero bias. In section 3 we averted this problem by treating only smoothing parameters that converge to 0; see assumption (3.5).
Here that is not desirable, however, since we expect that smoothing parameters corresponding to irrelevant components will be bounded away from zero. Constraint (3.5) would have us assume in advance that the bandwidths associated with relevant components converge to zero, yet for the sake of realism we do not wish those components to be identified to the experimenter. Therefore we shall take a different tack, as follows.
Note that, in view of (4.1), the contributions of irrelevant components cancel from the ratioμ g (y|x) = E{f (x, y)}/E{ m(x)}. Letḡ denote the version of g when irrelevant components are dropped. We shall assume that: Finally we suppose conventional conditions on the bandwidths and kernels.
Define
denote the range of possible values taken by λ j , and let 0 < < 1/(p + 5). Assume that:
; the kernels K and L are symmetric, compactly supported, Hölder-continuous probability densities; and K(0) = 0.
(4.7)
We also impose the obvious requirement that the bandwidths that minimise CV are chosen so that CV is well-defined, which in particular means that the estimator m should not vanish on supp w. This implies that for some C 1 > 0, the probability none of the bandwidths h, h 1 , . . . , h p is less than n −C 1 converges to 1 as n → ∞. In company with (4.7), this entails that for some C 2 > 0, the probability that none of the bandwidths h, h 1 , . . . , h p 1 exceeds n C 2 converges to 1 as n → ∞. Therefore, it may be supposed without loss of generality that
This property will be used in several places in our proofs, for example in the secondlast paragraph of step (i), although we do not list it among the regularity conditions in Theorem 4.1.
We should comment on the extent to which (4.7) and (4.8) require knowledge of p 1 , the number of relevant components of X. The conditions do betray knowledge of whether p 1 is zero or positive. However, we claim that under the following side condition, which does not depend on p 1 , they hold whenever 1 ≤ p 1 ≤ p:
no h j , for 1 ≤ j ≤ p, takes a value exceeding D log n, where D > 0 is arbitrary; If this constraint holds then (4.7) and (4.8) obtain for any ∈ (0, δ) and C ≥ 1, and all sufficiently large n, regardless of the value of p 1 . Condition (4.9) is of course reasonable, in that it does not prevent h 1 , . . . , h p 1 from taking appropriately small values, and at the same time it allows h p 1 +1 , . . . , h p to assume values that diverge to infinity.
Theorem 4.1. Assume (3.2), (4.1) and (4.4)-(4.7), and letĥ,ĥ 1 , . . . ,ĥ p ,λ 1 , . . . ,λ q denote the smoothing parameters that minimise CV subject to the bandwidth constraints imposed in (4.7). Then, interpreting each convergence of a sequence of random variables as convergence in probability, we have:
and n 4/(p 1 +5) inf MISE → inf χ.
The conclusions of Theorem 4.1 may be summarised as follows. The smoothing parameters chosen by cross-validation, and corresponding to relevant components of the variables X i , have the properties of asymptotic optimality described by Theorem 3.1. On the other hand, the cross-validation smoothing parameters that correspond to irrelevant components converge in probability to the upper extremities of their respective ranges.
It is always possible, in practice, that the method makes a mistake and, in effect, incorrectly removes relevant variables by choosing a too-large value of bandwidth.
Results such as Theorem 4.1 state that the probability that this happens converges to 1 as n → ∞, but nevertheless there is always a nonzero probability that the method does the wrong thing in finite-sample settings.
Next we discuss the performance of the empirical smoothing parameters when they are used to constructĝ at a point. We shall show that they produce an estimator that has the same first-order properties it would enjoy if the asymptotically optimal, deterministic parameters were employed. The latter may be defined thus: Ifĝ is computed using the asymptotically optimal, deterministic smoothing parameters, then
where the random variable Z n (x, y) has the standard normal distribution,
denote asymptotic bias and variance respectively, andḡ jj (y|x) is the second derivative ofḡ(y|x) with respect tox c j . We shall give a proof of (4.10) as part of our derivation of Theorem 4.2 in section 7. The theorem argues that (4.10) continues to hold if we choose the smoothing parameters empirically, by cross-validation.
Recall that S c = supp w and S d denotes the support of the distribution of X d .
Theorem 4.2. Assume the conditions imposed in Theorem 4.1, letĥ,ĥ 1 , . . . ,ĥ p , λ 1 , . . . ,λ q denote the empirically chosen smoothing parameters prescribed there,
Then (4.10) remains true, for the same functions β and σ, ifĝ(y|x) is computed using the smoothing parameters chosen by crossvalidation, rather than the asymptotically optimal, deterministic parameters.
Up to now we have assumed that the dependent variable Y is continuous. If 
NUMERICAL SIMULATION AND PRACTICAL EXAMPLES

Monte Carlo Study
In this section we outline some modest Monte Carlo experiments designed to investigate the performance of the proposed estimator. Simulation code was written in ANSI C, and simulations were run on a 2.4Ghz Pentium IV running FreeBSD 5.2 Current. Numerical bandwidth search was conducted using Powell's quadratically convergent direction set method (Numerical Recipes in C), and the search algorithm was restarted twice from different random starting values with those bandwidths yielding the lowest value of the objective function being retained for estimation. Search tolerances were set for an absolute tolerance of 1.49012 × 10 −8
and relative tolerance of 1.19209 × 10 −7 . For the smoothing parameters associated with the continuous variables, the range of values over which search occurred was (0, 1.79779 × 10 308 ), the upper bound corresponding to the largest possible double precision number for this processor. Execution speed for the cross-validation procedure for n = 100 was around 20 seconds for P = 2, and involved roughly 1,000 objective function evaluations for convergence. However, the algorithm is of numerical order n 3 , hence execution time increases rather rapidly as the sample size increases. We generate Z to have a multivariate normal distribution having mean µ and covariance Σ, hence, the conditional distribution of Y given X is also normally distributed. We draw independent estimation and evaluation samples of size n 1 = 50, 100 and n 2 = 1, 000, respectively. We consider three models, a correctly specified parametric model, an incorrectly specified parametric model (conditional exponential distribution) and the proposed nonparametric estimator. We draw 1,000 Monte Carlo replications, estimate each model, and compute their respective predicted RMSEs given by n
where f (y i |x i ) is the true conditional density function, andf (y i |x i ) one of the estimates. We then report the median root mean square error of each of the three estimators along with a summary of the cross-validated bandwidth constants c y and c x 's (h y = c y σ y n −1/7 , Summarizing the above simulation results, we observe that 1) As expected, the nonparametric method is less efficient than the correctly specified parametric model, but can be much more efficient than an incorrectly specified parametric model.
2) As n 1 increases, estimation RMSE falls for the nonparametric model but not for the incorrectly specified parametric model revealing the consistency of the nonparametric approach and the inconsistency of incorrectly specified parametric models.
3) For the irrelevant X 2 , cross-validation oversmooths the irrelevant variable quite dramatically. The median value of the bandwidth for irrelevant X 2 is at least 400% that for the relevant X 1 .
4) For the case in which the irrelevant X 2 is correlated with the relevant X 1 , crossvalidation also oversmooths X 2 quite dramatically.
We have also done numerous simulations involving discrete Y and mixed discrete and continuous X. The results show that the cross-validation method has a high probability of selecting the upper bound value for λ when a discrete variable is irrelevant. The detailed results are not reported here to conserve space. In the remaining part of this section we present two empirical applications.
Firm Investment and Predictor Relevance.
Hsiao & Tahmiscioglu (1997) addressed the issue of financial constraints on company investment for a panel of US firms. The authors of that study have graciously provided us with an updated version of their data covering 432 firms for the years 1982 through 1998 which we use to examine the behavior of crossvalidated bandwidth selection for conditional density estimation for a substantive current data set.
The variables contained in the dataset are the beginning of the period capital stock for the ith firm in period t, K it , the ratio of capital investment to the capital stock for the ith firm in period t, I it /K it , a liquidity variable (defined as cash flow minus dividends), L it /K it , the ratio of sales to the capital stock, S it /K it , Tobin's q, q it , 1 a firm specific index F i = 1, . . . , 432, and year T t = 1982, . . . , 1998. A number of investment equations have been specified, and various regression models of the
can be found throughout the literature; see Hsiao & Tahmiscioglu (1997) and the references therein. However, it has been noted that "Estimates derived from these different approaches can be very different and hence lead to very different inferences" (Hsiao & Tahmiscioglu (1997) , page 456).
We estimate the conditional density of
given the remaining predictors.
We model F i as a nominal variable and T t as an ordinal one, the remaining being treated as continuous. Table 9 summarizes the cross-validated bandwidths. Table 9 . Cross-validated bandwidths. The upper bound values for λ ≈ 1.
Variable Bandwidth
It can be seen from Table 9 that lagged investment and lagged sales are smoothed out from the resulting conditional density suggesting that they have a uniform marginal distribution with respect to current investment. However, we also observe that liquidity is not smoothed out, in agreement with the findings of 1 A ratio devised by Tobin who hypothesized that the combined market value of all the companies on the stock market should be about equal to their replacement costs. The individual calculation is the market value of a firm's assets divided by their replacement value. Hsiao & Tahmiscioglu (1997) who conclude that "liquidity is an important determinant of investment" (page 456), a finding that has "been largely dismissed by economists following the neoclassical tradition" (pg 455).
Veterans Lung Cancer Data.
We consider the dataset found in Kalbfleisch and Prentice (1980, pp. 223-224) , which models survival in days of cancer patients using six categorical explanatory variables: treatment type, cell type, Karnofsky score, months from diagnosis, age in years, and prior therapy. The dataset contains 137 observations, and the number of cells greatly exceeds the number of observations. Clearly, the conventional frequency nonparametric method cannot be used for this dataset. We create a binary outcome taking values 1 if survival is less than or equal to 180 days, 0 otherwise, and consider the performance of the proposed estimator versus a parametric Probit estimator.
We wish to evaluate the true predictive performance of each estimator. To this end we randomly shuffle the data into an estimation sample of size n 1 = 132 and an independent evaluation sample of size n 2 = 5. Given the small evaluation sample size, we create 1,000 such random splits, compute the out-of-sample prediction for each split, and then summarise results over all 1,000 splits to alleviate concerns that results from a single split may not be representative. Summarising, the average predictive efficiency gain for the cross-validated kernel estimator was 8.4% relative to the parametric estimator, averaged over all 1,000 random shuffles. Of more direct interest is the ability of cross-validation to remove 'irrelevant variables' by assigning a bandwidth close to the permissible upper bound. Table 10 presents the median bandwidths over the 1,000 splits along with the 5th and 95th percentiles (upper bounds are given in square brackets). It would appear that, in small-sample settings involving a large number of covariates, the proposed estimator performs well for this popular dataset in terms of its predictive performance on independent evaluation data, particularly when compared with a common parametric specification.
PROOF OF THEOREM 4.1
We shall assume there are one or more irrelevant components, i.e. p 1 < p or q 1 < q or both, since otherwise the argument is much simpler. In this context, put
Step
In this step we shall show that the following first-order Taylor expansion (i.e. expansion to linear terms) is valid:
. . , h p , λ 1 , . . . , λ q such that h ≤ n − and n −1 ≤ H ≤ n − ; and uniformly in λ j ∈ Λ j for 1 ≤ j ≤ q; (6.4) for arbitrary but fixed ∈ (0, 1 2 ). Initially we shall work with the regular, rather than the leave-one-out, estimators.
2 The Karnofsky score measures patient performance of activities of daily living. The score has proven useful not only for following the course of the illness (usually progressive deficit and ultimately death), but also a prognosticator: patients with the highest (best) Karnofsky scores at the time of tumour diagnosis have the best survival and quality of life over the course of their illness.
Indeed, defining µ
we shall show that for some δ > 0 and all C > 0, (6.6) where the supremum is over all x, y, h, h 1 , . . . , h p , λ 1 , . . . , λ q prescribed by (6.4).
Since C is arbitrarily large then we may also take the supremum over any polynomially large number of copies of the sample
of whether the copies are independent of one another. (Of course, each copy sample must have the same distribution as Z, and in particular must be itself a random sample.) Now, there is only a polynomially large number of values of i, and each leave-one-out sample Z\{(X i , Y i )} is a random (n − 1)-sample, and so (6.5) and (6.6) imply (6.2) and (6.3) for a sample of size n + 1 rather than n.
Therefore it suffices to derive (6.5) and (6.6). For this it is sufficient, by Taylor expansion, to show that for some δ > 0 and all C > 0,
where again the supremum is over x, y, h, h 1 , . . . , h p , λ 1 , . . . , λ q determined by (6.4).
Let G = G diag + G offd denote the decomposition of G into its diagonal and off-diagonal components, and observe that
where κ L = L 2 , L 2 denotes the convolution of L with itself,
Uniformly in x, y, h, h 1 , . . . , h p , λ 1 , . . . , λ q , we have:
Therefore, by Rosenthal's inequality (Hall and Heyde, 1980, p. 23 ),
uniformly in the same sense as before, where, here and below, C k denotes a generic positive constant depending only on k (as well as on the kernels K and L and the distribution of (X, Y )).
Since the conditional density of X c , given
is bounded away from zero and infinity, uniformly in x = (x c , x d ) with x c ∈ supp w and x d in the support of the distribution of X d . Therefore, if we define
1 H 2k is bounded below by a constant multiple of J 2k−1 . Hence, for another
the latter inequality following since h ≤ 1.
Note that H = hJ. We shall show in step (ii) below that for any δ > 0 we have for all sufficiently large k,
An heuristic argument leading to (6.11) is the following: (6.12) for constants c 1 , c 2 > 0. Result (6.12) can be verified by lengthy but direct calculation, treating all the permutations that make a nonvanishing contribution to the expansion of the 2kth moment on the left-hand side. We shall give instead an argument, based on Rosenthal's inequality, sufficient to give the bound at (6.11).
Combining (6.8)-(6.11), noting that h = O(n − ) for some > 0, and applying
Markov's inequality, we deduce that
for all δ, C > 0, where ξ = (x, y, h, h 1 , . . . , h p , λ 1 , . . . , λ q ) and
The remainder in (6.13) is of the stated order uniformly in ξ prescribed by (6.4). Since C in (6.13) is arbitrarily large then the same result holds uniformly in any set, of size no larger than a polynomial in n, of values of ξ prescribed by (6.4).
That is, if S is any such set of values of ξ then
for all δ, C > 0. The regularity conditions asserted in Theorem 4.1 imply that each of h, h 1 , . . . , h p is no smaller than n −C 1 , and no larger than n C 2 , for constants C 1 , C 2 > 0. Furthermore, the functions K and L are compactly supported and Hölder continuous. Therefore, taking a polynomially fine mesh of vectors ξ prescribed by (6.4) we deduce that (6.14) continues to hold if S is replaced by the class of all ξ satisfying (6.4).
Result (6.7) follows from (6.14), on noting the factor h 1/2 in the denominator of the first term on the right-hand side in the definition of D(ξ), and recalling that, in (6.4), we imposed the constraint h ≤ n − for some > 0.
Step (ii): Derivation of (6.11). Let F i denote the σ-field generated (X i , Y i ), and for
In this notation,
The variables R i are independent and identically distributed, have zero mean, and satisfy E(R
Hence, since ν 1 (x) 2k H 2k is bounded below by a constant multiple of J 2k−1 , uni-
Therefore it suffices to prove the version of (6.11) for ∆
G offd , for which it is adequate to show that for each δ > 0, and all sufficiently large k,
We shall give next the first step in the argument leading to (6.15), and then outline the subsequent steps.
Let G i denote the σ-field generated by (X i 1 , Y i 1 ) for i 1 ≤ i. Now, T ≡ S is a degenerate U -statistic, expressible as a martingale with zero mean and martingale
where E(T i |G i−1 ) = 0. By Rosenthal's inequality,
In order to prove (6.15) it suffices, in view of (6.17), to show that for each δ > 0, and all sufficiently large k,
. (6.18) In deriving (6.18) it is relatively straightforward to bound the second term on the left-hand side. Indeed, we shall prove shortly that
whence we obtain,
. (6.20) This establishes the bound at (6.18) for the second term on the left there. A crude argument now shows that the first term on the left-hand side of (6.18) admits the same inequality, but with the factor n replaced by n k : for each δ > 0, and all sufficiently large k, (6.21) where
However, if we express E(T 2 i |G i−1 ) as a martingale in the same way we expressed T , and iterate the argument leading to (6.19)-(6.21), we may reduce the factor n kδ+k in (6.21) first to n kδ+(k/2) , then to n kδ+(k/4) , and so on. Two paragraphs below we shall give this argument.
First we derive (6.19), however. Conditional on F i 2 , T i 2 is a sum of independent random variables with zero means, and so by Rosenthal's inequality again,
2k h, and E(S
2k , uniformly in 2 ≤ i 2 ≤ n. Therefore,
uniformly in 2 ≤ i 2 ≤ n. Hence, by (6.22),
then (6.19) follows from (6.23).
Returning to (6.21), we describe the method for sharpening that bound. The technique is iterative, and at the th step involves bounding moments of order t( ) = k/2 , rather than of order 2k or k. Reflecting this, let us take k = 2 r for an integer r ≥ 0, and let 0 ≤ ≤ r − 1. We shall derive the version of (6.21) in which n kδ+k b k , on the right-hand side, is replaced by n kδ b k . This result, together with (6.20), is sufficient to give (6.18) and so to complete the proof of (6.15) and hence also the proof of (6.11).
Suppose that for ≥ 0 we have a statistic T ( ) that can be written as (6.24) say, where T
and, for each , S
Therefore, (6.24) expresses T ( ) as a degenerate U -statistic and as a martingale,
We start with T (0) = T = S, given at (6.16). By Rosenthal's inequality, (6.25) where
The right-hand side here, being a sum of moments of sums of random variables which are independent conditional on (X i 2 , Y i 2 ), is straightforward to accurately bound. Indeed, the argument leading to (6.20) gives, for j = 1 and 0 ≤ ≤ r − 1,
The expectation on the right-hand side of (6.25) we deal with by noting that (6.27) where
and, for i 1 < i 2 ,
2 denote the t( )th moment of the sum of the two series on the right-hand side of (6.27). The series are of independent random variables, and so again (6.26) is relatively straightforward to derive. The quantity T ( +1) is analogous to T ( ) , and can be expressed as a degenerate U -statistic and as a martingale, just as was T ( ) at (6.24). Note too that (6.28) Importantly, in passing from the left-to the right-hand side of (6.28) the exponent 2t( ) is halved. We iterate (6.28) until = r − 1, i.e. t( ) = 2. The argument leading to (6.21) gives E{(T ( ) ) 2t( ) } ≤ const. n kδ+t( ) b k , for each 0 ≤ ≤ r − 1 and δ. Taking = r − 1, in which case t( ) = 2 and the moment on the right-hand side of (6.28) is just the mean square, we show that E{(T (r) ) 2 } ≤ const. n kδ b k . Combining this result with (6.26) and (6.28), for general , we deduce that E{(T (0) ) 2k } ≤ const. n kδ b k , which is the desired form of (6.21) in which the factor n kδ+k there is replaced by n kδ .
Step (iii): Separation into stochastic and non-stochastic terms. Noting (6.2), and the fact that µ f = µ f,−i , µ m = µ m,−i and µ G = µ G,−i + O(n −1 ), we see that (6.29) uniformly in values of the smoothing parameters satisfying (6.4), where ∆ 1 = S 1 − E(S 1 ), (6.30) Note that I 1 − 2 I 2 = E(S 1 ), and define
We shall refer to I 1 −2 I 2 as the non-stochastic term in an expansion of CV, and call ∆ 1 and ∆ 2 the stochastic terms. We shall bound the latter in step (v), showing that for random variables Q 1 and Q 2 not depending on the smoothing parameters, for some δ > 0 and all C > 0, and for j = 1, 2, (6.32) where the supremum is over all values of h, h 1 , . . . , h p , λ 1 , . . . , λ q prescribed by (6.4).
Step (iv): Expansion of I 1 − 2 I 2 , and proof of theorem. Recall from step (i) that
the latter not depending on any smoothing parameters. Note that
It can be shown that the first integral on the right-hand side is bounded uniformly in h, h 1 , . . . , h p , λ 1 , . . . , λ q satisfying (6.4). Therefore, (6.33) uniformly in h, h 1 , . . . , h p , λ 1 , . . . , λ q satisfying (6.4).
Define τ = ν 2 /ν 2 1 , where ν 1 and ν 2 are as at (6.1). Recall that "bar" notation indicates that irrelevant components have been dropped from functions or vectors.
In particular, letμ f ,μ f 2μg andμ m denote the versions of µ f , µ f 2 , µ g and µ m , respectively, obtained by eliminating the last p 2 = p − p 1 components of x c , and the last q 2 = q − q 1 components of x d . Using the fact that these components are totally independent of the others it may be shown that
2 . Note too that g(y|x) =ḡ(y|x). Substituting these results into (6.33) we deduce that (6.34) uniformly in h, h 1 , . . . , h p , λ 1 , . . . , λ q satisfying (6.4).
If the values of h, h 1 , . . . , h p 1 , λ 1 , . . . , λ q 1 that, along with the other smoothing parameters, minimise CV, do not all converge in probability to zero, then, by (4.6), D (defined at (6.31)) does not converge to zero. This result; a subsequence argument; the fact that D is bounded uniformly in the smoothing parameters; the property that the "stochastic terms" isolated in step (iii) all converge to zero uniformly in the smoothing parameters, up to terms that do not depend on those parameters (see (6.32)); formulae (6.29) and (6.34); and the fact that I 3 does not depend on the smoothing parameters; together imply that for some δ > 0, the probability that the minimum of CV + I 3 , over the smoothing parameters, exceeds δ, does not converge to zero as n → ∞.
However, choosing h, h 1 , . . . , h p 1 to be of size n −1/(p 1 +5) , and λ 1 , . . . , λ q 1 to be of size n −2/(p 1 +5) ; taking h p 1 +1 , . . . , h p to diverge to infinity, and λ j to converge to (r j − 1)/r j for q 1 + 1 ≤ j ≤ q; and using the fact that the "stochastic terms" all converge to zero up to quantities that do not depend on the smoothing parameters ((6.32) again); it may similarly be shown that CV + I converges in probability to zero. This contradicts the result obtained in the previous paragraph, and thus demonstrates that:
at the minimum of CV, the smoothing parameters h, h 1 , . . . , h p 1 , λ 1 , . . . , λ q 1 , for the relevant components of X, all converge in probability to zero. (6.35)
For any sequence η n ↓ 0, (6.37) uniformly in h, h 1 , . . . , h p 1 , λ 1 , . . . , λ q 1 ∈ (0, η n ], for any given sequence η n ↓ 0. Note that only h and the first p 1 h j 's, and the first q 1 λ j 's, feature in (6.37); none of the other smoothing parameters plays a role in any of the functions there.
Combining (6.34), (6.36) and (6.37) we deduce that (6.38) uniformly in values of the smoothing parameters h, h 1 , . . . , h p , λ 1 , . . . , λ q satisfying (6.4) and such that h, h 1 , . . . , h p 1 , λ 1 , . . . , λ q 1 ∈ (0, η n ]. Results (6.29), (6.32) and (6.38) imply that (6.38) continues to hold if we replace the left-hand side by CV, provided we add to the right-hand side a term Q that does not depend on the smoothing parameters: (6.39) uniformly in h, . . . , h p , λ 1 , . . . , λ q satisfying (6.4) and such that h, h 1 , . . . , h p 1 , λ 1 ,
Let C > 0 and 0 < δ < min(r j − 1)/r j . Using properties (4.4) and (4.5) it may be proved that
is bounded away from zero and infinity uniformly in h p 1 +1 , . . . , h p and λ q 1 +1 , . . . , λ q such that inf(h p 1 +1 , . . . , h p ) ≤ C and max (r j − 1) r
Therefore, (6.39) may be equivalently written as: (6.40) where the deterministic function P is nonnegative and equals zero only in the limit as each of h p 1 , . . . , h p diverges to infinity and each of λ q 1 +1 , . . . , λ q converges to the respective value of (r j − 1)/r j . Theorem 4.1 follows from (6.35) and (6.40), noting the uniqueness of the minimum ofχ (see (4.3)).
Step (v): Derivation of (6.32). We shall only outline the argument, since in most respects it is close to that in steps (i) and (ii). First we treat (6.32) for j = 1. Put
Using Rosenthal's inequality it may be proved that, for all integers k ≥ 1,
uniformly in h, h 1 , . . . , h p , λ 1 , . . . , λ q satisfying (6.4). Therefore, defining
we have: (6.41) where the last inequality holds for any sufficiently small δ > 0, and δ does not depend on k.
By (6.41) and Markov's inequality, sup P ∆ 1 (h, h 1 , . . . , h p , λ 1 , . . . , λ q ) − Q 1 > n −δ (nH) (6.42) for some δ > 0 (smaller than that in (6.41)) and all C > 0, where the supremum has the same interpretation as that at (6.32). The supremum may be moved inside the probability in (6.42), by first noting that this is possible if the supremum is over a set S n of bandwidth vectors that contains no more than polynomially many elements (as a function of n), and then observing that (since K and L are Hölder continuous) a sufficiently fine mesh of this type is adequate to transfer the supremum (already inside the probability) from S n to the set of all vectors of smoothing parameters prescribed by (6.4). This completes the proof of (6.32) in the case j = 1.
Next we treat (6.32) in the case j = 2. It is clear from the definition of ∆ 2 at (6.30) that it suffices to prove the version of (6.32) in which ∆ j is replaced by ∆ 2j For the sake of brevity we shall discuss only the cases j = 1, 2, treating the second first.
We may write ∆ 22 = 1 n(n − 1) . . = h p = ∞ , λ j = (r j − 1)/r j for q 1 + 1 ≤ j ≤ q , and define ∆ 221 = 1 n(n − 1)
Note that Q does not depend on smoothing parameters.
The argument leading to (6.41) may be used to show that
The martingale methods employed in steps (i) and (ii) may be employed to prove that for some δ > 0 we have for all sufficiently large k, A similar argument leads to the same result if (∆ 1 , Q 1 ) at (6.32) is replaced by (∆ 21 , Q) for another random variable Q not depending on the smoothing parameters. To appreciate why, write ∆ 21 = 1 n(n − 1)(n − 2) where ψ 1 (x 1 , y 1 , x 2 , y 2 ) = E{ψ(X i 1 , x 1 , y 1 , x 2 , y 2 )}, ψ 2 (x, x 2 , y 2 ) = E{ψ(x, X i 2 , Y i 2 , x 2 , y 2 )} , ψ 3 (x, x 1 , y 1 ) = E{ψ(x, x 1 , y 1 , X i 3 , Y i 3 )} , ψ 4 (x 1 , y 1 ) = E{ψ(X i 1 , x 1 , y 1 , X i 3 , Y i 3 )} , ψ 5 (x 2 , y 2 ) = E{ψ(X i 1 , X i 2 , Y i 2 , x 2 , y 2 )} .
Note that ψ = φ 1 + φ 2 + φ 3 + φ 4 + ψ 4 + ψ 5 . (6.46) Let ∆ 2j , for 2 ≤ j ≤ 7, denote the versions of ∆ 21 at (6.45) that arise if we replace the function ψ there by φ 1 , φ 2 , φ 3 , φ 4 , ψ 4 and ψ 5 , respectively. Then by (6.46), (6.47) If, in the functions φ j , we replace (x, x 1 , y 1 , x 2 , y 2 ) by (X i 1 , X i 2 , Y i 2 , X i 3 , Y i 3 ), where i 1 , i 2 and i 3 are distinct, then φ 1 is a function of three independent quantities, and its expected value conditional on any one or two of them equals zero; φ 2 , φ 3 and φ 4 are functions of two independent quantities, and their expected values conditional on any one of them equal zero; and ψ 4 and ψ 5 are functions of just one quantity, and have expected value zero.
In view of these properties, ∆ 22 is a degenerate U -statistic of order 3; ∆ 23 , ∆ 24 and ∆ 25 are degenerate U -statistics of order 2; and ∆ 26 and ∆ 27 are sums of independent random variables. After subtracting from the latter their respective counterparts in which all smoothing parameters are set equal to their asymptotic limits, one obtains a quantity whose 2kth moments enjoy the bound at (6.43). The 2kth moments of ∆ 23 , ∆ 24 and ∆ 25 admit the bound at (6.44), and a similar argument shows that the same bound applies to the 2kth moment of ∆ 22 . Combining these properties, and noting (6.47), we deduce that for a random variable Q not depending on the smoothing parameters, (6.42) holds if we replace (∆ 1 , Q 1 ) on the left-hand side by (∆ 21 , Q). Hence, (6.32) holds if we replace (∆ 1 , Q 1 ) there by (∆ 21 , Q).
PROOF OF THEOREM 4.2
We begin with a stochastic approximation tof / m, as follows. Defining µ m = E( m), µ f = E(f ), ∆ m = m − µ m and ∆ f =f − µ f , it may be proved that for some δ > 0 and all C > 0,
where the supremum is of the stated order uniformly in x, y, h, h 1 , . . . , h p , λ 1 , . . . , λ q prescribed by:
1 ≤ i ≤ n and (x, y) such that x = (x c , x d ), with x d in the support of the distribution of X d ; h, h 1 , . . . , h p , λ 1 , . . . , λ q such that h ≤ n − and n −1 ≤ H ≤ n − ; and uniformly in λ j ∈ Λ j for 1 ≤ j ≤ q;
for arbitrary but fixed ∈ (0, 1 2 ).
Let η n denote any positive sequence decreasing to zero, and let S n be the set of all vectors v = (h, h 1 , . . . , h p , λ 1 , . . . , λ q ) of smoothing parameters that satisfy the properties: h = n −1/(p 1 +5) a 0 , h j = n −1/(p 1 +5) a j for 1 ≤ j ≤ p 1 , h j ≥ η 
