The aim of this work is to study the traveling wavefronts in a discrete-time integral recursion with a Gauss kernel in R 2 . We first establish the existence of traveling wavefronts as well as their precise asymptotic behavior. Then, by employing the comparison principle and upper and lower solutions technique, we prove the asymptotic stability and uniqueness of such monostable wavefronts in the sense of phase shift and circumnutation. We also obtain some similar results in R.
Introduction
In 1982, Weinberger [27] proposed the following discrete-time recursion to model a class of biological processes u n+1 (x) = Q[u n ](x), n = 0, 1, 2, . . . , (1.1) where the vector-valued function u n (x) ∈ R k represents the population density of k species at time n at the point x ∈ H ⊆ R m , H is the habitat of the species, Q is an R k -valued mapping. In particular,
Weinberger [27, p. 358 ] derived a concrete population genetics model of the form
m(x − y)g(u n (y))dy, n = 0, 1, 2, . . . , (1.2) where x, y ∈ R 2 , u n ∈ R denotes the gene fraction in the newly born individuals of the n-th generation, m is the probability function describing the migration of the individuals and g(u n ) means the gene fraction before migration. If we assume that the probability function m(x − y) takes the form of a Gauss kernel function (also see Remark 5.6), which is the fundamental solution of a homogeneous reaction-diffusion equation in R 2 (in fact, reaction-diffusion equations were also used to describe the spreading of gene fraction in the pioneer work on traveling wavefronts of reaction-diffusion equations [7, 8] ), then (1.2) reduces to the following discrete-time integral recursion
g(u n (y))dy, n = 0, 1, 2, . . . , (1.3) where d > 0 is a positive constant and | · | denotes the Euclidean norm in R 2 . For model (1.2) and more general ones, the long term dynamical behavior has been investigated extensively in the past thirty years, especially on traveling wavefronts and the asymptotic speed of spread. We refer to [5, 6, 9-17, 22-24, 27-30] , etc.
It is well-known that the stability of traveling wavefronts is very important in interpreting some phenomena in physics, biology and chemical reactions [1, 19, 25] and in understanding the long time behavior of evolutionary systems [20] . However, these results mentioned above only involve the existence of traveling wavefronts and the asymptotic speed of spread, and the stability of traveling wavefronts in the discrete-time recursions remains open. In this paper, we study the existence and stability of traveling frontwaves in discrete-time integral recursions.
By the studies on the stability of traveling wavefronts in reaction-diffusion equations [20, 25, 26] and lattice differential equations [2, 3, 18] , it seems that the precise asymptotic behavior of traveling wavefronts of (1.3) should be established. Therefore, we shall first consider the existence and precise asymptotic behavior of traveling wavefronts in (1.3) before investigating the stability of monostable wavefronts. For this purpose, the characteristic equation of the linearized system near the unstable equilibrium state will be first investigated. Then we will construct proper upper and lower solutions depending on the constants that were established by the characteristic equation. This allows us to prove the existence and precise asymptotic behavior of traveling wavefronts in (1.3) by the monotone iteration technique [5, 24] .
Since the stability of traveling wavefronts deals with the long term behavior of the corresponding Cauchy problem when the initial value is a spatial perturbation of the traveling wavefronts, it is necessary to study some properties of the initial value problem of model (1.3). In particular, we first construct a pair of upper and lower solutions by the traveling wavefronts, and then the squeezing technique [3, 18, 26] is applied to such discrete-time integral recursions to prove the asymptotic stability and uniqueness of traveling wavefronts in the sense of phase shift and circumnutation. In addition, the corresponding model defined on R is also considered.
The rest of this paper is organized as follows. In Section 2, we establish the existence and discuss the precise asymptotic behavior of traveling wavefronts of the discrete-time integral recursion (1.3). The corresponding Cauchy problem is investigated in Section 3. In Section 4, we study the asymptotic stability and uniqueness of the traveling wavefronts by the squeezing technique. Similar results on monostable wavefronts of discrete-time recursions in R are given in Section 5.
Existence of traveling wavefronts
In this section, we shall establish the existence of traveling wavefronts of the discrete-time integral recursion (1.3) by combining the monotone iteration technique with the upper and lower solutions method. In what follows, x will be denoted by (x 1 , x 2 ) without further interpretation, and dx will be interpreted as dx 1 dx 2 , so for y = (y 1 , y 2 ). For n = 1, 2, denote
R n → R is uniformly continuous and bounded}.
It is well-known that C(R n , R) is a Banach space equipped with sup norm | · |. Assume that a < b with a, b ∈ R. Then C [a,b] will be interpreted as
For convenience, we first give the assumptions on g, which will be imposed throughout Sections 2-5.
We should note that there are many functions satisfying the assumptions (g1)-(g4), such as the socalled Beverton-Holt stock recruitment curve, which takes the form g(u) = λu 1 + (λ − 1)u with λ > 1. We refer to Kot [9] for more details. By Definition 2.1, the traveling wavefront φ(ξ) of (1.3) must satisfy the following integral equation
Motivated by the background of traveling wavefronts [27] , we also require that φ satisfies the following asymptotic boundary conditions
Thus, our intention is to prove the existence of a monotone solution of (2.1) and (2.2). For this purpose, we rewrite (2.1) as
In order to apply the monotone iteration technique to prove the existence of a monotone solution of (2.3) and (2.2), we will construct a profile set by the upper and lower solutions which are defined as follows.
Definition 2.2.
A continuous function given by
and there exists η ∈ (1, min{2,
The proof of Lemma 2.3 is clear and we omit it here. Using the constants in Lemma 2.3 with q > 1, we define continuous functions as follows:
Lemma 2.4. φ(ξ) is an upper solution of (2.3).

Proof.
It suffices to verify that φ(ξ) satisfies the definition of an upper solution. If φ(ξ) = 1, then φ(y) 1 for y ∈ R by the definition of φ(ξ), which further implies that g(φ(ξ − c − x 1 cos θ − x 2 sin θ)) 1, x 1 , x 2 ∈ R by (g1) and (g2). Then the result holds when φ(ξ) = 1.
If
Therefore, it is sufficient to prove that
which follows from the condition (g2) and Lemma 2.3. The proof is complete.
Proof. It suffices to verify that φ(ξ) satisfies the definition of a lower solution. If φ(ξ) = 0, then the result holds because g(φ(y)) 0 for all y ∈ R.
By the condition (g2), there exists a constant
, then we only need to prove that
Therefore, it is sufficient to show that 
By Lemma 2.3 and the definition of φ(ξ), it is equivalent to prove that q(Λ(ηλ
Remark 2.7. Theorem 2.6 is similar to the result in [24] . However, the upper solution in [24] cannot be applied to the discussion in Lemma 4.2 of this paper, so we construct upper and lower solutions different from that in [24] .
From the smoothness of the heat equation [21] , it is evident that the following property of traveling wavefronts is true.
Theorem 2.8. Assume that φ(ξ) is formulated by Theorem
2.6. Then φ(ξ) ∈ C 1 (R, R) and lim ξ→−∞ φ (ξ)e −λ1(c)ξ = λ 1 (c).
Initial value problem
In this section, we first recall some results in [27] on the corresponding initial value problem of (1.3), which takes the form
where u(x) ∈ C(R 2 , R) is a given function.
The result in Theorem 3.1 is clear by the assumptions (g1) and (g2), so we omit the proof here. In order to establish the comparison principle for (3.1), we need to introduce the upper and lower solutions. Assume that u n (x) and u n (x) are the upper and lower solutions of (3.1), respectively.
Theorem 3.3 is clear and we refer to [27] .
Remark 3.4.
Since the traveling wavefront is monotone, the above item (iii) implies that the traveling wavefront of (1.3) is strictly monotone such that φ (ξ) > 0 for ξ ∈ R. 
is an upper solution of
Proof. Without loss of generality, we only consider the case ξ + = 0. If u n (x) = 1, then the result holds, so we only consider the case u n (x) = 1. Let ξ = x 1 cos θ 1 + x 2 sin θ 1 + cn and τ = y 1 cos θ 1 + y 2 sin θ 1 . We shall prove the following inequality
for all ξ ∈ R and n 0. Let M > 0 be large enough but finite. We shall consider the above equation in three cases. By the definition of traveling wavefronts, (3.4) is equivalent to
According to (g4), (3.5) holds provided that
Note that φ(ξ + c − δσe
Then it is sufficient to prove that
which is true once 
by the monotonicity of φ(ξ), which further implies that
Therefore, (3.4) holds for ξ > M provided that
which is true if β > 0 is small enough. The proof is complete. 
is a lower solution of
The proof of Lemma 3.6 is similar to that of Lemma 3.5, so we omit it here.
Remark 3.7. In Lemmas 3.5 and 3.6, the choices of σ and β are uniform for δ ∈ (0, δ 0 ], which will be very important in what follows.
Lemma 3.8. Assume that u n (x), v n (x) are defined by (3.1) with the initial values u(x), v(x), respectively. If u(x) v(x) and u(x), v(x)
Lemma 3.8 follows from the assumption (g2), so the proof is omitted.
Stability of traveling wavefronts
In this section, we shall prove that the traveling wavefronts established in Theorem 2.6 are stable in the sense of phase shift and circumnutation. The main result is first listed as follows. 
Before proving Theorem 4.1, we first establish several lemmas, throughout which the conditions of Theorem 4.1 are imposed. 0 with p = (p cos θ 1 , p sin θ 1 ) , there exists ξ(p) such that u n (x − 2p) < φ(ξ + ξ 0 ) < u n (x + 2p) for all x 1 cos θ 1 + x 2 sin θ 2 + cn = ξ ξ(p) and n = 0, 1, 2, . . .
Lemma 4.2. For any p >
hold for all x ∈ R 2 , where φ and φ are defined by (2.4). Similar to those in Lemmas 2.4 and 2.5, we can verify that φ(ξ + ξ 0 ) and φ(ξ + ξ 0 ) are the upper and lower solutions of (3.1), respectively. Then the result is clear by the asymptotic behavior of traveling wavefronts in Theorem 2.6. The proof is complete. 
for any ξ = x 1 cos θ 1 + x 2 sin θ 2 + cn ∈ R and n 1.
Proof.
In Lemma 4.2, let p = 1. Then the result is true if z 0 − σ > 2 and ξ < ξ(1) hold. If ξ > ξ(1) with n = 1, it is clear that there exists δ > 0 such that u 1 (x) > δ holds uniformly. Therefore, there exist δ ∈ (0, 1), β > 0, σ > 0 such that for ξ = x 1 cos θ 1 + x 2 sin θ 2 + c,
if z 0 > 0 is large enough. In particular, let z 0 > 0 be large enough. Then δ ∈ (0, 1), β > 0, σ > 0 also satisfy the conditions in Lemmas 3.5 and 3.6. By Theorem 3.3, the result holds and this completes the proof.
Lemma 4.4. There exists a constant
Proof. Note that lim ξ→∞ φ(ξ) = 1. Then the result is obvious if M 0 > 0 is large enough.
Lemma 4.5. Let z and M be any given positive constants and u
respectively, where ς = x 1 cos θ 1 + x 2 sin θ 1 , χ(y) = min{max{0, −y}, 1} for all y ∈ R. Then there exists an ∈ (0, min{δ/2, z/ (3δ)}) such that for any ς ∈ [−M, ∞),
Proof. By the definition of χ(y), it is easy to see that u + (x) φ(ς + ξ 0 + 2z), ς = x 1 cos θ 1 + x 2 sin θ 1 . Thus φ(ξ + ξ 0 + 2z) is an upper solution of (3.1) with the initial value u + (x). Theorem 3.3 and the definition of χ(y) imply that 
in which ξ = x 1 cos θ + x 2 sin θ + cn. Then Lemma 4.3 implies that z + and z − are well-defined. We now prove that z + = z − = 0. Were the statements false, then there would exist N > 0 such that
where g (0) = φ(−M + ξ 0 − 3 σ) and is given in Lemma 4.5 with z = z + > 0. In particular, in Lemma 4.5, let
Let β > 0 be small enough. Then
with ξ = x 1 cos θ 1 + x 2 sin θ 1 + cN + c ∈ R. By the comparison principle and Lemmas 3.5 and 3.6 (also see Remark 3.7), we can prove that
which is a contradiction to the definition of z + . Thus z + = 0. In a similar way, we can prove that z − = 0. The proof is complete.
Theorem 4.6. Assume that φ(x 1 cos θ + x 2 sin θ + cn) and φ 1 (x 1 cos θ 1 + x 2 sin θ 1 + cn) are traveling wavefronts of (2.2). If
λ1(c) ln ρ and ξ ∈ R. Theorem 4.6 is a direct consequence of Theorem 4.1, so the proof is omitted. Remark 4.7. Theorems 4.1 and 4.6 imply that the traveling wavefronts are asymptotically stable and unique in the sense of phase shift and circumnutation, which is different from that in a discrete media, see [4] and [27, p. 358].
The case H = R
In this section, we will give the corresponding results in the one-dimensional spatial case, which can be regarded as the degenerate case of that in Sections 2-5. First, we consider the discrete-time recursions on R [10] ,
where d > 0, x, y ∈ R and g : R → R satisfies (g1)-(g4).
Definition 5.1.
A traveling wavefront of (5.1) is a special solution of the form v n (x) = ψ(x + cn) with c > 0 and ψ(t) being nondecreasing in t ∈ R.
Substituting v n (x) = ψ(x + cn) into (5.1), then ψ satisfies
We are also interested in the following asymptotic boundary conditions
Similar to that in Section 2, we can establish the following result. The paper ends with the following two remarks.
Remark 5.6. It is easy to see that the method used in this paper can be generalized to the case that the probability functions are more general than the Gaussian kernels (see, e.g., [17] ).
Remark 5.7. We can also consider the corresponding problems for the reaction-diffusion equations and obtain similar results. We shall investigate these in our forthcoming papers.
