Abstract-Many recent feature location techniques (FLTs) apply text retrieval (TR) techniques to corpora built from text embedded in source code. Term weighting is a standard preprocessing step in TR and is used to adjust the importance of a term within a document or corpus. Common term weighting schemes such as tf-idf may not be optimal for use with source code, because they originate from a natural language context and were designed for use with unstructured documents. In this paper we propose a new approach to term weighting in which term weights are assigned using the structural information from the source code. We then evaluate the proposed approach by conducting an empirical study of a TR-based FLT. In all, we study over 400 bugs and features from five open source Java systems and find that structural term weighting can cause a statistically significant improvement in the accuracy of the FLT.
I. INTRODUCTION
During software evolution, developers must spend effort on program comprehension activities to gain the knowledge needed to add new functionalities or to remove defects in existing functionalities. Feature location is a program comprehension activity in which a developer locates the source code entities that implement a functionality (feature) [1] . Manual feature location is impractical due to the scale of modern software systems, and as a result, (semi-)automatic feature location is an active area of research. Many recent feature location techniques (FLTs) are based on text retrieval (TR) models such as latent semantic indexing (LSI) [2] and latent Dirichlet allocation (LDA) [3] .
TR-based FLTs operate on corpora of text extracted from source code. Each document in one of these corpora contains the text associated with a single source code entity, typically a method. However, the text from the source code is not placed directly into the corresponding document -it is first preprocessed [4] . Prior work addresses whether and to what extent the accuracy of a TR-based FLT is affected by common preprocessing steps such as identifier splitting [5] , stop-word filtering [6] , and stemming [7] . In this paper we propose a new approach to term weighting and investigate its effects on the accuracy of an LDA-based FLT.
Term weighting is the process of adjusting the importance of a term within a document/corpus. Weights are assigned to terms using a weighting scheme. For example, when weights are assigned to terms using a uniform weighting scheme, the same weight is assigned to every term. That is, uniform weighting schemes assume that all terms are of equal importance within a document/corpus [8] . By contrast, weighting schemes such as tf-idf assume that some terms are more or less important than others. Although term weighting is often used with algebraic TR models such as VSM and LSI, it is not often used with probabilistic TR models such as LDA [8] . However, recent results from the natural language processing (NLP) and machine learning domains [8] , [9] suggest that term weighting should be used with LDA.
We propose structural term weighting, a class of weighting schemes in which weights are assigned to terms based on structural information extracted from source code. For example, a function's name is typically indicative of its behavior or purpose and is likely a better indicator of a function's relevance to a query than is a local variable's name. However, terms derived from a function's name may occur few times in the function's associated document, particularly if the function is non-recursive. Using structural term weighting, we can adjust the importance of a function's name within its associated document by defining a weighting scheme in which terms derived from a function's name are assigned larger weights than other terms in the function's associated document.
In this paper we propose structural term weighting and present the results of an empirical study in which we investigate the effects of different weighting schemes on the accuracy of an LDA-based FLT. In particular, we define 16 weighting schemes that emphasize the importance of terms derived from a method's name and from the names of the methods it calls. We use a large benchmark comprising over 400 features and bugs from five open source Java systems. Our results indicate that structural term weighting can have a statistically significant effect on the accuracy of a TR-based FLT. Consequently, we believe that further investigation of structural term weighting is warranted.
The main contributions of this paper are the proposed approach to term weighting, the results of the empirical study, and the knowledge that we derive from the results.
The remainder of the paper is organized as follows. In Section II we review background and related work, and in Section III we present our empirical study. In Section IV we conclude and describe future work.
II. BACKGROUND AND RELATED WORK In this section we describe the source code indexing process, including key terms and individual steps. We particularly focus on the term weighting step. We also provide an overview of latent Dirichlet allocation (LDA) as a text retrieval model and review related work on feature location.
A. Source Code Indexing and Retrieval Process
The source code indexing and retrieval process, as illustrated in Figure 1 , defines a method for processing source code into a format suitable for efficient querying of the system, and producing the result of such a query. Terminology used in this section will first be defined, followed by an overview of each step of the process.
1) Terminology:
We use the same terminology as Biggers et al. [10] . They provide the following definitions:
• Term: a sequence of letters and the basic unit of discrete data in a lexicon • Token: a sequence of non-whitespace characters; contains one or more terms • Entity: a source element such as a class or method • Identifier: a token representing the name of an entity • Comment: a sequence of tokens delimited by languagespecific markers, e.g., /* */ • String literal: a sequence of tokens delimited by language-specific markers, e.g., " " • Word: the smallest free form in a language Further, a term is described as being one of: word, abbreviation of a word, contraction of one or two words, or acronym of a series of words.
2) Indexing: The indexing process is illustrated on the left side of Figure 1 . It converts source code into a corpus, or collection of documents. A document is a collection of terms that appear in a source code entity. Each entity in the source code will have an associated document in the resulting corpus.
3) Text Extraction: The text extraction stage receives as input source code and produces a list of tokens. The text extractor can be configured to tokenize some combination of the comments, string literals, and identifiers present in the source code. Biggers et al. [10] evaluate the relative performance of an LDA-based FLT given text from different combinations of these sources and report that including text from all three sources generally provides the best performance.
4) Preprocessing:
The preprocessing stage takes each token produced by the text extractor and applies a series of processing steps, producing one or more terms. Common steps include [4] , [11] :
• Identifier Splitting: divide a token into terms based on common coding conventions such as camel case and underscores and on punctuation or other symbols. The original term can be kept or discarded.
• Case Normalization: convert all uppercase characters to lowercase, or vice-versa.
• Stop Word Filtering: discard articles (e.g., 'the', or 'a'), programming language specific keywords, common words as defined by a stop-list, and short words.
• Stemming: strip words of prefixes and suffixes to leave a common root. This allows different forms of the same word (e.g., 'stemmer', 'stemming') to be conflated to a single term (e.g., 'stem'). 5) Term Weighting: The term weighting step assigns a numeric value, or weight, to each item in the corpus. Common term weighting schemes described in the literature are binary, term count, term frequency, and term frequency-inverse document frequency (tf-idf) [12] . Binary term weighting assigns a 1 for all terms that appear in the associated source code entity, and 0 for those that do not. It is used to represent term sets when the corpus is represented as a matrix. Term count assigns each term a number corresponding to the number of times that term appears in a document. Term frequency normalizes this number relative to the highest term count in the document. Finally, in tf-idf the terms are assigned weights that increase with term frequency in a specific document but decrease with the number of distinct documents containing the term.
These term weighting schemes are frequently used in the realm of algebraic TR methods (e.g., VSM and LSI), while probabilistic TR methods (e.g., LDA) have been assumed not to need term weighting. However, Wilson and Chew [8] recently proposed term weighting in LDA via the modification of the Gibbs sampling algorithm. In addition, Wang et al. [9] modified LDA for cluster ensembles in which weights drawn from a multinomial distribution are assigned to base clusters. Nevertheless, we are unaware of any previous approach to term weighting that is similar to what we propose, and our investigation of using term weighting with LDA is the first of its kind in the software engineering domain.
6) Model Generation: Model generation is depicted in the center of Figure 1 . This stage takes a corpus as input and processes it using a TR method to produce a model of the source code as output. The TR methods commonly used in this stage include the VSM [13] , LSI [2] , and LDA [3] . 7) Retrieval: The retrieval process is displayed in the right side of Figure 1 . It takes a query as input and produces a ranked list of similar documents, each associated with a distinct source code entity, as output.
8) Querying:
The query is a string generated manually or automatically (e.g., from an issue report). This query must be processed the same way as a document in the corpus, and so the query processor shown in Figure 1 will be internally similar to the document extractor. This produces a document associated with the query. It may have to be further processed to be directly comparable with elements in the TR model. 9) Ranking: The classifier shown in Figure 1 is applied pairwise to the query document and each document in the model to score each pairing on similarity. These scores are then used to rank the documents by descending similarity.
B. Latent Dirichlet Allocation
Latent Dirichlet allocation (LDA) is a probabilistic generative model of a corpus used for text retrieval, introduced by Blei et al. [3] . Each document in the corpus is modeled as a mixture of latent topics, and each topic is modeled as a mixture of the terms in the corpus. In other words, each document is represented by a probability distribution describing the likelihood of being related to a topic generated by LDA, while each topic is represented by a probability distribution describing the likelihood of a term in the vocabulary belonging to that topic.
Inputs to LDA are:
• D, the documents • K, the number of topics • α, the Dirichlet hyperparameter for topic proportions • β, the Dirichlet hyperparameter for topic multinomials The documents provided are considered a bag-of-words, represented as a vector of length V , the size of the vocabulary. The original word ordering and grammatical information is discarded.
Outputs of LDA are:
• φ, the term-topic probability distribution • θ, the topic-document probability distribution The parameters α and β are used to control the smoothing of the model. Topic distribution per document is influenced by α, and term distribution per topic is influenced by β. Decreasing the value of α allows for fewer topics to be associated with a document, while decreasing the value of β generates topics that produce fewer terms (increasing the number of topics needed to model the corpus). Decreasing these values makes the computed probability distributions, φ and θ, more specific, increasing the decisiveness of the model. Griffiths and Steyvers [14] observe that β controls the model granularity. Decreasing β increases the number of topics required and influences each topic to become more detailed and specific.
Model inference is generally intractable [3] . This necessitates approximate inferencing algorithms, such as Collapsed Gibbs Sampling (CGS) [15] , a form of Markov-chain Monte Carlo (MCMC). CGS iteratively computes term topic distributions until the model converges or a maximum number of iterations, σ, have completed [14] .
It is possible to infer a probability distribution for a new document, for example some query Q, given an existing LDA model. Then a similarity measure for probability distributions, such as Hellinger distance, can be used to make pairwise comparisons between the topic distribution for the new document, θ Q , and that of a document in the corpus, θ i . Hellinger distance (H) is given by:
where θ Qk and θ ik are the kth probabilities in distributions θ Q and θ i .
C. Feature Location
Feature location is a program comprehension activity involving the location of a source code element involved in the implementation of a feature (i.e, an observable functionality) [1] . If the feature is unwanted (e.g., a bug), the process is sometimes referred to as bug localization [16] , [17] .
Feature location techniques are often categorized as static, dynamic, or a blend of the two. A static technique (e.g., [10] ) uses static analysis or source code text, while a dynamic technique (e.g., [18] ) instead uses an execution trace from a run of the system. Blended techniques (e.g., SITIR [19] or PROMESIR [20] ) use some combination of source code text and execution traces to locate a feature. The use of a dynamic feature location technique requires a working system and an execution suite to generates traces that exercise the feature of interest, neither of which is necessary for static techniques. LDA-based feature location, the focus of this research, is a static technique.
A taxonomy and survey of feature location techniques is presented by Dit et al. [5] . Scanniello and Marcus [21] compare a technique combining VSM and clustering to VSM alone. They test using three distinct queries and find that the effectiveness of the technique varies by system. Marcus et al. [11] introduce the first LSI-based FLT. This work is extended to include relevance feedback, a process in which a user is able select which results given by an initial run are relevant to produce a new query [22] .
Multiple tools (SNIAFL [23] , Dora [24] , LSICG [25] ) incorporate the use of call graph analysis as additional static data with the use of a TR method. Ratanotayanon et al. [26] evaluate using varied sources of static data (e.g., change sets, issue trackers, dependency graphs) to improve feature location. However, the results of their study show that using a variety of sources does not always improve performance.
Liu et al. [19] present SITIR, a blended technique. A user executes the system once to obtain an execution trace exercising the feature and then provide a query. LSI is then used to rank the executed methods based on similarity to the provided query. The performance of SITIR is compared to LSI, Scenario-based Probabilistic Ranking (SPR, a dynamic technique), and PROMESIR (a combination of LSI and SPR) [20] . They find that both PROMESIR and SITIR perform marginally better than LSI, and much better than SPR. PROMESIR is shown to perform slightly better than SITIR, but SITIR uses only a single execution trace, while SPR and PROMESIR must be provided multiple traces -some that do exercise the feature, and some that do not. SITIR is also shown to improve LSI by being less sensitive to badly formulated queries.
Revelle et al. [27] extend SITIR by adding dependence information gathered by web-mining as a source of static data.
Lukins et al. [16] , [17] evaluate an LDA-based feature location technique. The results of Poshyvankyk et al. [20] are used to compare the performance of their method to an LSIbased technique. It is shown that for Eclipse, LDA outperforms LSI. The results for Mozilla show an improvement when using LDA, but note a sensitivity to badly formulated queries. This behavior is also present in LSI-based techniques [19] .
Dit et al. [5] study the effect of three identifier splitters on the performance of LSI and LSI incorporating dynamic analysis. Their evaluation was performed on two open-source Java systems. Their results indicate that feature location techniques using text retrieval methods could benefit from better identifier splitting, and that manually splitting identifiers yielded higher accuracy than the current state-of-the-art.
Biggers et al. [10] investigate possible configurations for an LDA-based feature location technique. They find that excluding comments in literals when extracting text can decrease the accuracy of the technique and conclude that standard parameter values from the TR literature should not be directly adopted for use with corpora derived from source code.
III. CASE STUDY
We conducted an empirical study to evaluate the effect of structural term weighting on the accuracy of an LDAbased feature location technique. In this section, we describe the experimental context and design, as well as present and evaluate the resulting data. The full data for this study is available in this paper's online appendix 1 .
1 http://software.eng.ua.edu/data/icpc2013-structural-term-weighting
A. Definition and Context
This study compares the accuracy of an LDA-based feature location technique when using 16 weighting schemes (configurations) for structural term weighting. We search for over 400 features and bugs in five open source Java systems. The purpose of the study is to determine whether structural term weighting can improve the performance of an LDA-based FLT.
1) Weighting Configurations: We evaluate the effects of increasing the weights of certain terms based on structural information. Specifically, we consider terms derived from a method's name or from the names of the methods it calls.
We hypothesized that a method's name often contains terms that describe its behavior or purpose. Unless the method is recursive, these terms may not be repeated elsewhere in the document, and would receive less weight than may be desired. Also, method calls denote the use of one functionality (implemented by the callee) to realize another (implemented by the caller). The terms derived from these calls could also be important in describing the functionality of a method.
We considered increasing the weight of method call terms as a possible lightweight alternative to adding call graph analysis. Multiple tools (SNIAFL [23] , Dora [24] , LSICG [25] ) have successfully integrated call graph analysis into TR-based FLTs.
Because LDA uses a term count weighting scheme, we multiplied the numbers of term occurrences by some scaling factor. We evaluate the use of 1, 2, 4, and 8 as scaling factors. When referring to a specific configuration, we use the notation C(n, c), where n denotes the name scaling factor, and c the call scaling factor. We allow n and c to vary independently, producing 16 configurations. Configuration C(1, 1) is standard LDA (without term weighting).
2) Subject Systems: We evaluate FLT effectiveness on five subject systems -ArgoUML 2 , Eclipse 3 , JabRef 4 , jEdit 5 , and muCommander 6 . These systems have freely available source code, represent a large range of application domains and sizes, and can be considered similar to systems produced in industry.
ArgoUML is a UML diagramming tool, and Eclipse is an IDE. JabRef is a bibliography management tool, jEdit is a text editor designed for programming, and muCommander is a cross-platform file browser. Table I specifies which versions of the software systems we are using. It also lists lines of code (both source and comment), method count and number of features we query for each system.
3) Benchmarks and Gold Sets: The feature queries we used to evaluate the FLT configurations are drawn from issues posted to the issue tracking system or bug repository associated with each subject system. These issue reports detail a "bug" (i.e., an unwanted feature), or request additional functionality (i.e., a new feature). We used a set of benchmarks created by other researchers and made available to the research 7 . These benchmarks contain sets of methods that were changed in order to resolve an issue posted on the issue tracking system associated with the subject system. The required methods were extracted from Subversion diffs. These sets have been termed "gold sets" [5] , [20] and are assumed to be the set of methods implementing the featured described in the issue report. Descriptive statistics about the gold sets are listed in Table II . The benchmarks provide gold sets for 417 features across the five subject systems. The queries for the features will be automatically generated from concatenating the associated issue report's title and description [5] . The automatic generation of queries is adequate to model a query that could be provided if the user had no other knowledge of the system. 4) Effectiveness Measure: Evaluating the performance of a TR-based FLT using traditional measures of recall and precision is unhelpful. Because the FLT can and does produce every method in the system in its list of ranked documents, recall will always be 1, and precision will always be 1/k, where k is the number of documents in the corpus. Instead, Poshyvanyk et al. define an effectiveness measure [20] that can be used for TR-based FLTs. This effectiveness measure is the rank of the first relevant document in the list produced by the FLT. It quantifies the number of source code entities a developer would have to search before reaching a relevant method.
The mean reciprocal rank (MRR) of the FLT is given by the average of the reciprocal of the effectiveness measure given some sample set of queries [28] :
7 http://www.cs.wm.edu/semeru/data/benchmarks where Q is the set of queries and r i is the rank of the first relevant method for some query Q i . A higher MRR implies a more effective FLT. The MRR of a query with no relevant results is defined to be 0 for this study.
5) Methodology:
We use a text extractor and preprocessor implemented in Python v2.6 using an open source Java 1.5 grammar and ANTLR v3. The tool extracts documents from methods and treats inner methods as distinct methods. The text of inner method (e.g., a method inside an anonymous class) will only be attributed to that method, and not the containing one. Comments within a method, as well as block comments immediately preceding a method, will all be considered text of the method.
During text extraction, terms that are produced by certain grammar rules are duplicated according to the current structural term weighting configuration. We use the term weighting configurations described in Section III-A1.
The preprocessor follows the steps depicted in Figure 1 . Identifiers from java.lang are filtered out. Remaining tokens are split on camel case, underscores, and non-letter symbols. The original token is retained. The terms are all normalized to lower case and then filtered by an English stop word list [29] and Java keyword list. Terms shorter than three characters are also removed. A Porter stemmer 8 is then applied to every term.
The weighted corpus will then be provided as input to Mallet, which we use to generate and query LDA models. For the configuration parameters for the LDA model generation, we use the suggested values from Biggers et al. [10] . That is, α = 1.0, K varying on system size, and β = 0.5 for small systems, varying inversely proportional to K. For inferencing, Mallet uses a CGS algorithm that requires a parameter σ, the number of sweeps to make over the corpus. We set σ = 1000 to balance accuracy and speed. The queries are automatically generated from issue reports as described in Section III-A3. The classifier we use is Hellinger distance.
B. Research Question and Hypotheses
Our case study addresses the following research question:
Does structural term weighting affect the accuracy of an LDA-based FLT? The independent variables in our study are the scaling factors applied to terms derived from a method's name or method calls. We consider the scaling factors 1, 2, 4, and 8.
When formulating hypotheses, we do not presuppose the directionality of the difference between any two configurations. Therefore, all our hypotheses are two-sided. We formulate null hypotheses to evaluate if using any configuration has a significantly different result compared to using any other. For example:
H 0 : C(2, 4) = C(8, 4) Configuration C(2, 4) does not significantly affect the accuracy of the LDA-based FLT compared to configuration C(8, 4).
The remaining 119 null hypotheses are analogous. If, after testing the null hypotheses, we find we can reject it with a high confidence (α = 0.05), we accept an alternative two-sided hypothesis. This hypothesis states that using a configuration does have a significantly different result compared to using another configuration. For example:
H A : C(4, 1) = C(8, 2) Configuration C(4, 1) does significantly affect the accuracy of the LDA-based FLT compared to configuration C(8, 2). The remaining 119 alternative hypotheses are analogous.
C. Data Collection & Analysis
For each benchmark and configuration pairing, we produce a list of effectiveness measures corresponding to the queries in the benchmark. The size of this list is equal to the number of queries in the benchmark for the system being tested. For example, the benchmark for ArgoUML contains 91 features, so for each of the 16 configurations a list of 91 effectiveness measures is produced. These ranking lists are used in the following analyses.
We first produce descriptive statistics of the data sets for each system-configuration pair including min, first quartile, median, third quartile, and max. This provides a high-level view of the data sets.
We report the Mean Reciprocal Rank, as described in Section III-A4, for each configuration over all queries for each benchmark. These values range from 0 to 1, with larger values indicating better results. We report the results for each system in a table, and for performance overall as a bar chart.
We then perform a Friedman test, the non-parametric analog of the (parametric) one-way repeated measures ANOVA. We use the Friedman test to indicate whether, for a particular benchmark, there is any statistically significant effect of using one configuration over another. If the Friedman test reports a significant effect, we then use a post-hoc pairwise Wilcoxon signed-rank test with Holm p-value correction. This test allows us to determine which configuration pairings produce results with statistically significant differences. We report the results of the Friedman test as a table. Finally, we analyze the results of two queries qualitatively. We report the query documents and method documents as generated by Mallet and compare the performance of some select configurations.
D. Results
In this section we report the results of using an LDA-based FLT for the five benchmarks. The complete data is available in this paper's online appendix.
1) Descriptive Statistics: Table III reports the descriptive statistics of the effectiveness measure for combined set of all 417 feature queries. The descriptive statistics for each individual system can be found in the online appendix to this paper.
We note the general trend of better performance (i.e., lower rank) when increasing the method name multiplier while holding the method call multiplier constant. For example, with C (1, 8) we obtain a median of 428 and with C(8, 8) a median of 196. Similarly, we note worse performance when increasing the method call multiplier while keeping the method name multiplier constant. For example, with C(1, 1) we obtain a median of 171 and with C(1, 8) a median of 428. The first quartile, median, and third quartile figures follow these trends with few exceptions. 2) Mean Reciprocal Rank: We report the mean reciprocal rank (MRR) as described in Section III-A4 for each configuration and subject system in Table IV . Figure 2 illustrates the MRR over all 417 features. This chart shows decreasing performance (i.e., lower MRR) when increasing the method call multiplier, and increasing performance when increasing the method name multiplier. 3) Statistical Analysis: We conducted a Friedman test for each of the five subject system to determine if changing structural term weighting multipliers has a significant effect when using an LDA-based FLT on that system. The chisquared and p-values for each system are listed in Table V . The test revealed significant effects for all five systems, so we performed a post-hoc Wilcoxon signed-rank test with Holm correction for the data set of each system. The post-hoc Wilcoxon signed-rank tests with Holm correction reported many configuration pairs with statistically significant differences for each system (p < 0.05). There were 24 such pairs for ArgoUML, 5 for Eclipse, 3 for JabRef, 43 for jEdit, and 4 for muCommander. The interesting pairings are discussed in Section III-E.
We also combined the data sets for all five systems and conducted a Friedman test over all 417 query results, revealing a significant effect (χ 2 (15) = 332.3, p < 0.001). Post-hoc tests using Wilcoxon signed-rank test with Holm correction revealed 58 configuration pairings with statistically significant differences (p < 0.05).
4) Qualitative Analysis: Our statistical analysis showed a significant effect from structural term weighting. In the next few paragraphs we present qualitative analysis of some example features.
Consider the query document for ArgoUML feature 3911 as displayed in Table VI . The correct method to return for this query is the constructor of ActionRemoveArgument. This constructor is a very short piece of code, and the terms in the method name are repeated in the comment block directly above the method. As is listed in Table VII, the document for this method produced using C(1, 1) is largely composed of method name terms already. The repetition of those terms Table IX . C(8, 1) includes the term type more frequently in its document, which may have contributed to the increased performance for this query, as the query includes type three times in its relatively small document.
E. Discussion
The results above suggest some notable conclusions. First, some configurations of structural term weighting provided better performance than uniform term weighting (i.e., C (1, 1) ). For both ArgoUML and All, the post-hoc Wilcoxon signed-rank test showed a statistically significant difference between C(1, 1) and C(8, 1). In Table X we list the descriptive statistics for these two select configurations for each system.
Although the MRR values for these two configurations of ArgoUML are quite close (0.088 versus 0.081), by also considering the descriptive statistics reported in Table X we see that the performace of C(8, 1) is substantially improved over C(1, 1), except in maximum value. Although not statistically significant, similar differences can be seen for the other systems as well. This suggests that C(8, 1) is often better than C(1, 1), with some pathological cases performing poorly. There were also configurations that performed worse than C(1, 1). For example, C(1, 8) performed worse than C(1, 1) for ArgoUML, jEdit, and the full 417 feature dataset.
Our results suggest that increasing the weight of terms originating from method names tends to improve accuracy, but increasing the weight of terms originating from method calls tends to decrease accuracy.
Given these results, we suggest using a multiplier of eight for terms originating from method names and a multiplier of one for terms originating from method calls.
F. Threats to Validity
In this section we describe and address some limitations that may affect the validity of our findings and our ability to generalize them.
Threats to conclusion validity concern inaccuracies in our conclusions about the relationships in our observations. We did not assume any particular distribution of the effectiveness measures. We used non-parametric statistical tests and used p-value adjustment to account for family-wise error rate.
Threats to construct validity concern measurements accurately reflecting the concepts of interest. A possible threat to construct validity is our benchmarks. Errors in our gold sets could result in inaccurate effectiveness measures. However, these gold sets have been used in previous research [5] , [27] , [30] . The gold sets were produced by other researchers, and are made publicly available online. Threats to internal validity include possible errors in executing the study or defects in our tool chain that could affect our results and conclusions. We thoroughly tested our tool chain and reviewed the data resulting from each phase of the case study to control these threats. The same tool chain was applied to each system in the study, so any errors are systematic and should not substantially affect our results.
The queries we used, composed of titles and descriptions from issue trackers, are another threat to internal validity. They may not accurately describe the features of interest. However, three of the five systems are primarily used by software developers, who are likely to describe a desired or faulty feature more accurately than a typical end-user.
Threats to external validity concern how widely our findings can be generalized. All five of our subject systems are written in Java, so we are unable to generalize to systems written in a different language. However, the subject systems represent a range of sizes and domains. They are similar to systems developed in industry.
IV. CONCLUSIONS AND FUTURE WORK In this paper we proposed a new approach to term weighting based on structural information and evaluated the proposed approach using an LDA-based FLT.
We measured the performance of the LDA-based FLT using 16 different configurations and the effectiveness measure [20] , [30] . For the five systems we studied -ArgoUML, Eclipse, JabRef, jEdit, and muCommander -our results indicate a trend of increasing performance when assigning larger weights to terms originating in a method's name, but decreasing performance when assigning larger weights to terms originating in the names of the methods it calls. A configuration in which the weights of terms originating in a method's name are scaled by a factor of eight resulted in statistically significant improvements in accuracy for ArgoUML and All. Based on this result, we believe that structural term weighting warrants further investigation.
In future work we plan to evaluate the use of additional multipliers for terms originating in method names. We also plan to incorporate additional structural information and to define new term weighting schemes that assign weights based on this information. We also plan to analyze characteristics of corpora and to use the analysis results to define metrics for predicting whether structural term weighting is likely to improve the accuracy of a TR-based FLT.
