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A union-closed family 9 is a finite collection of sets not all empty, such that any 
union of elements of 9 is itself an element of 5. Peter Frank1 conjectured in 1979 
that for any such family, there is an element in at least half of its sets. But the 
problem remains unsolved. We find a number of equivalent conjectures, and we 
prove the conjecture in special cases, including for example all families involving up 
to seven elements or having up to 28 sets, extending the previously known result for 
up to 18 sets. We also prove a general theorem stating exactly when a subfamily is 
enough to guarantee the existence of an element from the subfamily which is in half 
the sets of the whole family. 0 1992 Academic Press, Inc. 
1. A FEW CONJECTURES 
We will use the following notations and definitions. A union-closedfamily 
9 is a finite collection of sets not all empty, such that any union of 
elements of 9 is itself an element of %. In particular, the union A of all 
sets in % is in %, and % s%(A) (the power set of A). Let m = IAl and 
n= (%I. (So m could be infinite.) Let %a= {S~%laorS}. A block BcA is 
an equivalence class of the relation a - p iff %E = %B. If 9 and Y are any 
two collections of sets, let % w  3 denote (S u TI SE %, TE S}. The finite 
union requirement on % is equivalent to % w  % = 8. 
The following was conjectured by Peter Frank1 in 1979 (cf. [2,5 J), but 
apparently very little progress has been made on the problem since then. 
Conjecture 1. If % is a union-closed family, there exists an element 
c1 E A such that l%El 3 n/2. 
First we note that we can reduce to certain special cases. 
LEMMA 1. For each n, it suffices to consider families 9 such that p,5 E 9. 
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Proof. Conjecture 1 is true for n = 1. For n > 1 we can replace a mini- 
mal set of % by 0 to obtain a union-closed family 9’ with n elements. If 
1%: 1 > n/2 for some ct, then 1%a) > 1%; 1 > n/2. 1 
LEMMA 2. For each n, it suffices to consider families for which all the 
blocks are singletons. 
Proof Replace each occurrence of a block in each set by a repre- 
sentative element. This gives us a union-closed family in which the blocks 
are singletons. If in this new family, some element is in at least n/2 sets, 
then every element in the associated block of the original family was in at 
least n/2 sets. For example, if % = (0, { 1,2}, { 1,2, 3,4, 5)) we can 
replace the blocks { 1,2} and { 3,4, 5} by 1 and 3, respectively, to obtain 
%‘= (0, (l}, (1,3}}. s ince 1 is in over half the sets of %‘, every element 
of the block { 1,2) is in over half the sets of %. 1 
COROLLARY 1. It suffices to consider the case where the sets of 9 are 
finite. 
Proof: There are only 2” subsets of 8, so there are at most 2” blocks. 
But the blocks form a partition of A, so if they are singletons, IA I< 2”. 1 
So allowing the sets of % to be infinite in the definition of union-closed 
family is of no consequence. On the other hand, we cannot make sense of 
the conjecture if % itself is infinite. For example, if S, = {k, k + 1, k + 2, . . . } 
and%={S,,S,,S,,... }, then every element is in finitely many sets of %, 
but 9 is infinite. 
It seems that in most cases, there exists an element belonging to more 
than n/2 sets. When is there no element in more than n/2 sets? Well, if 9 
is the power set %(A) of some finite set A, then each element of A is in 
exactly half the sets of %. But these are not the only examples, because we 
can substitute a block for any element. For example, in % = %( { 1,2}) we 
can replace 2 by the set {3,4) to obtain %‘={@, {l}, {3,4}, {1,3,4}}. 
So we make the following conjecture. 
Conjecture 2. Let % be a union-closed family whose blocks are 
singletons. If % is not a power set, then there exists an element tl E A such 
that I%a I > n/2. 
It also seems that there are usually many elements that are in at least half 
the sets. 
Conjecture 3. Let % be a union-closed family. If there is only one 
element a E A such that I%a 12 n/2 then c1 is in every nonempty set of %. 
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Conjecture 4. Let 9 be a union-closed family chose blocks are 
singletons. If there is only one element a E A such that IF# 12 n/2 then 
g= ({a)) or g’= (Izr>v({(a>fwB(A\(af)). 
(Note that if 9 = {{a} } or ~={~}u({{a}>w~(A\{a})), then a is 
the only element in at least n/2 sets.) 
PROPOSITION 1. Suppose Conjecture 1 holds. Then Conjecture 4 holds iff 
Conjectures 2 and 3 both hold. 
Proox Suppose Conjecture 4 holds. Then Conjecture 3 holds for 
families with singleton blocks, and it follows that Conjecture 3 holds in 
general, as in Lemma 2. Now we suppose F is a union-closed family with 
singleton blocks which is not a power set, and attempt to prove Conjec- 
ture 2. We may assume 0 E F by considering 9”’ = (0) v 9. (The blocks 
of 9”’ are singletons then, and if 9’ is a power set, then in 9 every element 
was in exactly (n+1)/2 sets.) Let S={~}u(({a}>wF),, where a is 
some element not appearing in any set of 9. Then % is a union-closed 
family with n + 1 elements and its blocks are the blocks of F and the 
singleton block {a}. (The element a is in its own block, because (a} EY.) 
So the blocks of 9 are singletons. Thus we may apply Conjecture 4. Since 
9 was not a power set, $9 is not a family of the type in Conjecture 4, so 
there is an element /?= a such that &I 3 (n + 1)/2. Then lsfll = IZ$/ B 
(n + 1)/2 > n/2. So Conjecture 2 holds. 
Conversely, suppose Conjectures 2 and 3 hold. Suppose 9 is a union- 
closed family with singleton blocks, and there is only one element a E A 
such that IYgIInn/2. Let 9={ScA\{a)ISu(a}E9}, so S#Qr. Then 
by Conjecture 3, 9 = { {a} } w Y or F= {0}u(((a>}wS). If 9= {a/>, 
then Conjecture 4 holds for F. Otherwise Y is a union-closed family with 
n or n - 1 elements, and the blocks of 9 are singletons, since otherwise the 
blocks of 9 would not be singletons. If 9 is not a power set, we can apply 
Conjecture 2 to find an element fi E A\ (a > such that I’?$ ( > ( (Y( + 1)/2 2 
n/2. Then I& I = 19 I > n/2, contradicting the uniqueness of a. So $9 is the 
power set of A\(a), which is nonempty since Y # {a}. Because of the two 
possible expressions for 9 in terms of $9 above, it remains to show that 
0 E 9. Pick /I E A\(a). If 0 4 8, then IF8 ( = I?$ I = n/2, contradicting the 
uniqueness of a. Thus 0 E 9 and Conjecture 4 holds. [ 
2. DEDUCING THE CONJECTURE FROM SUBFAMILIES 
It is known that if a union-closed family F contains a set with one or 
two elements, then Conjecture 1 holds for F [3]. We now prove a theorem 
that shows exactly how far this sort of argument can be generalized. 
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THEOREM 1. Suppose 9”I’ is a union-closedfamily whose largest set A has 
k elements. To simplify notation, assume A = { 1, 2, . . . . k}. Then the following 
are equivalent: 
1. For every union-closed family 9’ containing Y’, there exists ie A 
such that ie;ili B iSl/2. 
2. There exist nonnegative real numbers cl, . . . . ck with sum 1 such that 
for every union-closed family Y c 9(A) with P;’ w  Y = Y, 
For fixed 5’ and A, there are finitely many 9 possible, so in (2) we have 
simply a finite system of linear inequalities in c1 , . . . . ck. A terminating algo- 
rithm can determine whether this system has a solution, so this theorem 
gives a method for determining whether a subfamily 9’ is enough to 
guarantee an element in half the sets. 
Proof (1) * (2) For each Y allowed in (2), let X(9) be the point 
(I4 I - PIP, . . . . I%l - IW2) 
in Rk. Let C be the convex hull of these points, and let 
x= {(Xl, ‘..) x,)ER~)x~<O for all i}. 
Suppose C n Jf # 0. Then for some families B’, 3*, . . . . 9 and for some 
nonnegative real numbers w1 , w2, . . . . w, with nonzero sum w  (actually 
w= l), 
i WjX(@) E M. 
j=l 
Since 4” is open, we may assume the wj are rattional. By multiplying by 
a common denominator, we may assume that the wi are nonnegative 
integers with nonzero sum w  (no longer 1, however). So we have 
Jr’, . ..) 3’” such that 
(where 2’ = . . . = %“‘I = g’, 2 9+1-. _ . . . = .#“‘I + w  = Q*, etc.) 
For a positive integer d, let B = {~r, c1*, . . . . GL,,,~} be a set of wd elements 
disjoint from A, and for 1 <s d wd, let B, = B\{ ~1,). Let 9 be the following 
subset of B(A u B): 
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B’u({B,, B,, . . . . B,)wf’) 
u (VA+,, Bci+zv ...T B,,b@‘2) 
It is not hard to see that 9 is a union-closed family. If i E A, then 
The quantity multiplied by d is negative, since it is the ith coordinate of the 
point c,Y’= I X(2’), which is in N. So for sufficiently large d, we obtain for 
all ieA, 
181 - IF”/2 < 0. 
But 9 ’ c 9, so this contradicts (1). 
So it must be that C n JV = 0. But C and JV are convex, with C closed, 
N open, so by the separating hyperplane theorem there exists a nonzero 
linear functional c, x1 + . . . + ckxk which is nonnegative on C and negative 
on M. Each ci must be nonnegative, or else the linear functional would be 
positive somewhere in JV. By scaling, we may assume c1 + . . . + ck = 1. For 
each allowable family 9, X(9) E C, so 
Cl (I4 I - PIP) + ... +ck(lql -Iw2)20 
Cl I% I + ..*+ckp~l2(c~+ ... + c/J ISI/ = py2 
So (2) holds. 
(2) * (1) Let A u B (with A, B disjoint) be the union of the sets in 9. 
Write 
where 59’~ S(A) for each S. Since 9 is union-closed and 9’~ 9, 
9’ w  9’ = 9’for each SE B. Also, since 9 is union-closed, ‘3’~ $9’ = 3”. 
So ‘3’ is either union-closed or empty. (We cannot have $3’ = {a}, since 
then ‘3’~ 9 = 9’ # @.) By (2), we have nonnegative real numbers 
cr, . . . . ck such that 
k 
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for each S. (This holds even when CP= (21.) Then 
But if a weighted average of the I,?&] is at least 191/2, then for some i, 
I%1 2 19v2. I 
In applying this theorem, the following lemma will be useful. The idea 
here is that if an average set of a collection 9 contains half the elements, 
then an average element is in half the sets. 
LEMMA 3. Suppose S = { 1,2, . . . . m} for some m>l, and SE%sE(S). 
Let nj be the number of sets of Q of cardinality j. Zf cJYll (j - m/2) nj >, 0, 
then (l/m) Cy= 1 I$1 2 ISl/2. 
Proof Under the given assumptions, 
f (j-m/2)nj=(m/2)(n,-n0)+mf1 (j-m/2)ni>,0, 
j=O j= 1 
since n, = 1, and no is 0 or 1. So 
,p4=f c 1 
i=l Sc3z 
=c Cl 
SEC4 ies 
= 1 ISI 
SES 
=jto 5-i 
= jFo (j- mP)nj+ (m/2) F nj 
j=O 
2 0 + (m/2) IGI, 
and dividing by m gives the desired result. 1 
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COROLLARY 2. Zf a union-closed family 9 has a set S with one or two 
elements, some element of S is in at least half the elements of 9. 
Proof Let 9” = {S) in Theorem 1, and assume S = { 1, . . . . m}, where 
m = 1 or m = 2. If Y is a possible family in (2) of the theorem, and ?J # @, 
then SE Q G 9(S), and we can apply Lemma 3. (The hypothesis there is 
automatically satisfied when m = 1 or m = 2.) So in (2) of the theorem, we 
may take cl= ... =c,=l/m. 1 
Very recently, Sarvate and Renaud [4] gave an example proving the 
following. 
COROLLARY 3. There is a union-closed family B having a set S with 
three elements, such that no element of S is in at least half the sets of 9. 
Proof: Let S= { 1, 2, 3}, and let 9’ = (S} in Theorem 1. We will show 
that statement (2) of the theorem is false for 9’. Among the restrictions on 
ci, cz, and c3 are the following: 
Cl + c2 + c3 = 1 
2c, + c2 + c3 3 ; (from%= (0, {I}, {1,2,3}}) 
Cl + 2c, + c3 2 1 (from%= (0, {2}, {LZ 31)) 
cl + c2 + k, 3 3 (fromg=(0, {3}, {1,2,3))). 
Adding the last three, and dividing by four yields c1 + c2 + c3 > 9/8, which 
contradicts the first equation. So by Theorem 1, there is a union-closed 
family having S as a member, such that no element of S is in half the 
elements of S. 1 
In section 6, we explicitly describe such a family. Although the presence 
of a single three-element set is not enough to guarantee that one of its 
elements is in half the sets, our next result shows that if a union-closed 
family contains three such sets contained in the same four-element set, then 
one of the four elements is in half the sets. (The reader may check, using 
the theorem, that two such three-element sets do not suffice.) 
COROLLARY 4. Let X = { { 1, 2, 3 }, { 1, 2,4 >, ( 1, 3, 4 > }. If9 is a union- 
closed family containing A?, then one of the elements 1, 2, 3, or 4 is in at 
least half the sets of 9”. 
Proof Any such F must also contain 
F’= {{W, 3}, {L2,4}, (1, 3,4}, (1,2,3,4)}. 
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We will show that we can take cr = cz = c3 = cq = $ in (2) of Theorem 1. By 
Lemma 3, it suffices to show that for each ‘9 allowed in (2), the number n3 
of three-element sets is at least the number ni of one-element sets. If n, d 3, 
and B,, . . . . B,, are the one-element sets, then we check that there exist 
distinct three-element sets Cr , . . . . C,, E F ’ such that B, c C, for each j. But 
Ffw%=Q so c , , . . . . C,, E Y, and n3 > n,. If n, = 4, then since 9 is union- 
closed, S=‘9({1,2,3,4} or %=9({1,2,3,4)\(@}, so again n,>,n,. 1 
3. PROOF FOR SMALL m AND I? 
Throughout this section, we assume 9 is a union-closed family of n 
finite sets, one of which is 0, and that the blocks are singletons. Also we 
assume the largest set is A = { 1, 2, . . . . m}, and nj is the number of sets of 
cardinality j. We will prove Conjecture 1 in the case where m < 7 or n < 28, 
extending the known result for n < 18 [4]. 
LEMMA 4. If cim=;’ (j - m/2)nj > 0, then Conjecture 1 holds for 9. 
Proof. By Lemma 3, the average of I%\ over i is at least lgl/2, so for 
some i, [%I > (F-(/2. 1 
LEMMA 5. If BEF, B# A, and A is the only set of 9 strictly containing 
B, then A\B is a block. 
Proof. If A\B is not a block, then there exist elements a, /I E A\B and 
a set SE F such that a E S, fi 4 S. Then B v S is a set of 9 containing B 
but not equal to A. 1 
LEMMA 6. Suppose m > 2 and 9 has singleton blocks. Then n, ~ 1 B 1, 
and if equality holds, 9 = Q u (A}, for some union-closed family 
%zY(A\{a}), for some aEA. 
ProoJ Since m > 2 and S has singleton blocks, A is not the only set in 
9. Let B the largest set of 9 not equal to A. Then by Lemma 5, A\B is 
a block. Since the blocks are singletons, 1 BI = m - 1. 
If B contains all sets of 9 besides A, then 9 is of the form stated in the 
corollary. Otherwise, let C be the largest set of 9 besides A not contained 
inB.ByLemma5,A\Cisablock,so(CI=m-l,andn,+,>,2. 1 
THEOREM 2. Conjecture 1 holds if m < 7. 
Proof. If n, or n, is positive, we are done by Corollary 2. So assume 
n, = n, = 0. If m < 6, then the condition of Lemma 4 is satisfied, and we are 
done. 
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Suppose m = 7. If 9 = 9 u {A}, for some union-closed family 
szg(A\(a)), f or some a E A, then an element in at least half the sets of 
9 is in more than half the sets of 9, so we have reduced to a case with 
a smaller m. Otherwise, by Lemma 6, we may assume n6 2 2. 
If n3 Q 10, then 
m-1 
1 (j-m/2)nj= (- 1/2)n, + (li2)n, + (3/2h + (5/2)n, 
j= 1 
2(-l/2) 10+0+0+(5/2)2 
= 0, 
and we are done by Lemma 4. So assume n3 > 10. 
There are 4nj pairs (S, T) with S a three-element set in 9 and T any 
four-element subset of A containing S, since there are four possible T’s for 
each S. In the list of such pairs, if any T occurs more than twice, an ele- 
ment of T will be in at least half the sets of 8, by Corollary 4. Otherwise, 
if s four-element sets appear at least once, then 4n, --s four-element sets 
appear exactly twice. Each of these is the union of the two Ss it is paired 
with, so each is in 9. Thus 
n,>4n,-sa4n3- 
7 0 4 = 4n, - 35. 
Finally 
IT-1 
1 (j-m/2)nj= (- 1/w, + (1/2)n, + (3/2)nS + (5/2h 
j=l 
2 (- 1/2)n, + (1/2)(4n, - 35) + 0 + (5/2)2 
= (3/2)n, - 2512 
since n3 > 10. So we are done by Lemma 4. 1 
The rest of the section is devoted to proving Conjecture 1 for small n. 
For SG A, let gs be the subcollection of Y of sets disjoint from S. Then 
gs is always a union-closed family or {a}. Let Ms be the largest set of &. 
Then @s is the collection of sets of B contained in M,, so Ms = M, ijJ 
gs=&.. If a,j?eA and M tiI) = Mo,, then a, p are in the same block, so 
a?/?. Pick the smallest set K= {a,, . . . . ak} such that gK= (@a>. (This is 
possible, since PA = (@I.) For any set S, 
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so we can assume (by replacing some q’s if necessary) that each gfai} is 
minimal; i.e, if /?E A and gfDj E g{@), then fi= cq We may also assume 
K= { 1, 2, . ..) k} without loss of generality. For 0 <j < k, let sj be the num- 
ber of sets of 9 which contain exactly j elements of K. For example, s0 = 1, 
since @ is the only set of F which does not intersect K. 
LEMMA 7. Zf CT= 0 (j - k/2)sj 2 0, then Conjecture 1 holds for B. 
Proof The same argument used in Lemmas 3 and 4 works here to 
show that some element of K belongs to at least half the sets of 9. We will 
not bother to repeat the proof. m 
LEMMA 8. rf S c K, then M, n K = K\S. 
Proof. By definition of M,, Ms n S= a, so Ms n K G K\S. On the 
other hand, suppose c1 E K\S. If a C$ M,, then every set of 9 disjoint from 
S does not contain a. So every set of 9 disjoint from K\(a) does not 
contain a. Thus gK,(@) =gK= {0}, contradicting the minimality of K. [ 
COROLLARY 5. For 0 <j < k, sj >, (:). 
Proof. By Lemma 8, the (5) sets M,, where S is a (k - j)-element 
subset of K, are distinct, and each contains j elements of K. [ 
LEMMA 9. s,>m-k+ 1 and sO= 1. 
Proof. Zf BE A\K, then MI,] $ Pii, for any iE K, since otherwise 
FfD1 s giii, contradicting the minimality of Pii). So M{,, contains each 
element of K. This gives us m-k sets, and we proved earlier that they are 
distinct. But the set A also contains K, and it is distinct from the MtB)‘s, 
since p $ Mol. Thus sk > m -k + 1. Since gK = { @}, it follows from the 
definitions that s,, = 1. 1 
THEOREM 3. Conjecture 1 holds if n < 28. 
Proof. By Theorem 2 we can assume m 2 8. We break into cases, 
depending on the value of k. If k < 2, Lemma 7 applies, since sk > s,, = 1, by 
Lemma 9. 
s,=n-(s,+s,+s,) 
.28-[l+(i)+61 
= 18. 
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SO 
; (j-k/2)sj=(- 3/2)so + (- 1/2)s, + (l/2)% + (312)~~ 
j=O 
2(-3/2)1+(-l/2)18+(1/2) 
0 
; + (3/2)6 
=o 
and we are done by Lemma 7. 
Similarly, if k = 4, then sq b m - 4 + 1 B 5 and 
Sl = n - (so + s2 + SJ $ s‘$) 
<28-[l+(;)+(i)+51 
= 12 
SO 
i (j-k/2)s,=(-2) so+(-l)sl+0.sz+S3+2Sq 
j=O 
4 
2(-2)1+(-1)12+ 3 +2.5 
0 
=o 
and again we are done by Lemma 7. 
Finally, if k > 5, then by Lemma 5, 
n=s,+ ... +,a(;)+ ..+ +(;)=2*>32, 
contradicting our assumption n < 28. 1 
4. LATTICES 
In this section, we translate Conjecture 1 into the language of lattice 
theory and find some equivalent conjectures along the way. For definitions 
see [S]. We will need to extend the definition of meet-irreducible to finite 
join-semilattices. (In [S], the definition is for lattices only.) A meet- 
irreducible of a finite join-semilattice is an element other than 1 which is 
not the greatest lower bound of any pair of greater elements. 
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LEMMA 10. In a finite join-semilattice, each element is the greatest lower 
bound of the meet-irreducibles greater than or equal to it. 
Proof We proceed by induction. Suppose the result has been proved for 
all elements greater than P. If P = 1 or P is a meet-irreducible, we are done. 
Otherwise P is the greatest lower bound of Q and R, for some Q, R > P. 
Let A, B, C be the sets of meet-irreducibles greater than or equal to P, Q, R 
respectively. Then Q, R are the greatest lower bounds of B, C, respectively, 
by the inductive hypothesis, so P is the greatest lower bound of Bu C. But 
P is a lower bound of A, and B u Cc A, so P must be the greatest lower 
bound of A. 1 
LEMMA 11. In a finite join-semilattice, if S is the greatest lower bound of 
some nonempty set of elements greater than S, then S is not a meet- 
irreducible. 
Proof Suppose, on the contrary, that S is a meet-irreducible which is 
the greatest lower bound of {P,, . . . . P,} with Pi > S for all i, and such that 
r is minimal. Clearly r > 1. Let A be the greatest lower bound of 
{P 1, . . . . P,- i>. Then A > S, by the minimality of r, and S is the greatest 
lower bound of A and P,, a contradiction. a 
THEOREM 4. The following conjectures are equivalent: 
1. Conjecture 1 
2. If Lk’ is a finite join-semilattice with n = 191 B 2, there is a meet- 
irreducible ME 9 such that at most n/2 elements P E 9 satisfy P B M. 
3. If 9 is a finite join-semilattice with n = 191 2 2, there exist distinct 
S, TE 9 such that S v U = T v U for at least n/2 elements U E 9. 
4. If 9 is a union-closed family with n 2 2, there exist distinct S, TE 9 
such that S u U = TV U for at least n/2 sets U E 9. 
5. Conjecture 1 holds for union-closed families containing (25. 
6. If Yis a finite lattice with n = 191 z 2, there is a meet-irredticible 
ME 9 such that at most n/2 elements P E 9 satisfy P < M. 
I. If 9’ is a finite lattice with n = IYp( 2 2, there exist distinct S, TE 9 
such that S v U = T v U for at least n/2 elements U E 9. 
8. Zf 9 is a union-closed family containning 12/, there exist distinct 
S, TE 9 such that S v U = T v U for at least n/2 sets U E 8. 
Proof (1) * (2) We are given a join-semilattice 9 with n 2 2 elements. 
For each P E Y, let S, be the set of meet-irreducibles M such that M 3 P, 
and let 9 = {SJPE Pip>. By Lemma 10, P is the meet of the meet- 
irreducibles not in SP, so S,= S, implies P= Q. So % is a collection of n 
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sets, not all of which are empty, since n 2 2. For each meet-irreducible A4, 
M>Pv Q iff MgP and M>Q, so S,,,=S,uS,, for any P,QELZ. 
Thus 9 is in fact a union-closed family. By (1) there exists an element M 
in at least n/2 sets of 9. So there is a meet-irreducible M for which there 
are at least n/2 elements P E .Y such that P $ M. So (2) follows. 
(2) =P (3) Given the join-semilattice 8, we can lind a meet-irreducible 
SE 2 such that at most n/2 elements P E .ZZ satisfy P < S, by (2). Let 
K= (P E 21 P > S}. Then 1 E K so K is nonempty. (Remember that 1 is not 
a meet-irreducible.) Let T be the join of all lower bounds of K, so T is the 
greatest lower bound of K. Note that S is one such lower bound, so this 
is well defined, and T 2 S. By Lemma 11, T = S would contradict the fact 
that S is a meet-irreducible, so T > S. We know that there are at least n/2 
elements U E .Y such that U g S. For each of these, S v U E K, so 
Sv U>T and Sv UbTv U. But S<T, so Sv U,<Tv U also, so 
SvU=TvU. 
(3) =P (4) This is trivial, since S is a join-semilattice with S v T= S u T. 
(4) = (1) We can assume the given union-closed family has at least two 
elements. Let S and T be the sets given by (4). Since S# T, we can find an 
element a such that a is in S or T, but not both. Then S u U = T u U is 
possible only when a E U, so a is in at least n/2 sets of 9. 
So far we have shown that (1 ), (2), (3), and (4) are equivalent. Similarly 
(5), (6), (7), and (8) are equivalent. But (1) and (5) are equivalent by 
Lemma 1, so all eight are equivalent. u 
There are several remarks that should be made about this theorem. First, 
it shows the Conjecture 1 is not really a question about set membership; all 
that matters is the union structure of the collection. Also, the proof shows 
that if any of the eight conjectures holds for all n <n,, then each of the 
others also holds for all n < n,. (So by Theorem 3, all of them hold for 
n d 28.) Finally, for each of the lattice and join-semilattice conjectures, 
there is an equivalent dual. (So in fact, we have twelve equivalent conjec- 
tures!) For instance, the dual of (6) is the following, which is the form the 
conjecture takes in [S, Exercise 39, p. 1611. 
Conjecture 5. If 2 is a finite lattice with n = 191 3 2, there is a join- 
irreducible JE 2 such that at most n/2 elements P E 9 satisfy P 2 J. 
5. TYPES OF LATTICES 
We can prove Conjecture 1 or Conjecture 5 if we make certain additional 
assumptions about the union-closed family or the lattice. In this section, 
most of the results will be for types of lattices. (We will rely heavily on the 
definitions in [S].) Our first result is an exception. 
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PROPOSITION 2. Conjecture 1 holds for union-closed families Fwhich are 
also closed under intersection. 
Proof Without loss of generality assume 9 has singleton blocks. Let S 
be a minimal nonempty set in 5. Then for every T E 9, S A T must be S 
or 0, by the minimality of S. So S is a block, and (SI = 1. By Corollary 2, 
Conjecture 1 holds. 1 
COROLLARY 6. Conjecture 5 holds for distributive lattices. 
Proof This follows simply by stepping through the proof of Theorem 4. 
The assumption that 8 is closed under intersections corresponds to the 
assumption that Y is distributive. 1 
PROPOSITION 3. Suppose L8’ is a lattice with at least two elements. If for 
all XE Y the interval [0, X] is complemented, then Conjecture 5 holds 
for 9. 
Proof Let J be any join-irreducible of 2. It suffices to show that the 
inverse image of any element S B J under the map T H T v J has at least 
two elements. That inverse image contains both S itself and the comple- 
mentCofJin[O,S],andS#CsinceSr\J=J#O=CAJ. 1 
This proposition generalizes several other partial results that have been 
proved. For example, the first of the next three corollaries appears as Exer- 
cise 39.b on page 161 in [S]. The last appears in [2]. 
COROLLARY 7. Zf the Mobius function p on the lattice L8 satisfies 
,u(O, X) #O for all XE 2, then Conjecture 5 holds for 2. 
Proof If ~(0, X) #O, then [0, X] is complemented, by part (i) of 
Corollary 4.34 in [ 11. 1 
COROLLARY 8. Zf the lattice L? is relatively complemented, then Conjec- 
ture 5 holds for Y. 
Proof If Y’ is relatively complemented, then [0, X] is complemented 
for all XE 9. 1 
COROLLARY 9. Zf S? is a geometric lattice, then Conjecture 5 holds 
for 9. 
Proof If 2 is a geometric lattice, then 9 is relatively complemented. 1 
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6. COUNTEREXAMPLES TO GENERALIZATIONS 
A natural approach to proving Conjecture 1 is to generalize it in the hope 
that the generalization will be easier to prove, whether by induction or 
some other means. The purpose of this section is to provide counterexam- 
ples to some of the most natural generalizations. These are important 
because they might suggest methods to construct a counterexample to 
Conjecture 1, if one exists. On the other hand, if the conjecture is true, 
these examples can help in the search for a proof, because their existence 
allows one to abandon proof techniques that would prove one of the false 
generalizations we mention. 
One kind of generalization involves specifying “where to look” for an 
element in half the sets. Such generalizations (if true) would probably be 
easier to prove by induction than the original conjecture, because the 
inductive hypothesis would give you more than simply the existence of an 
element in half the sets. From looking at small examples, it seems that: 
NON-THEOREM 1. Every nonempty set of S contains an element in harf 
the sets of 9. 
Or at least: 
NON-THEOREM 2. The smallest nonempty set of 9 contains an element 
in half the sets. 
In fact, Corollary 2 proves Non-Theorem 2 in the case when the smallest 
non-empty set has one or two elements. But a counterexample was recently 
given in [4], and in fact the techniques of the proof of Theorem 1 can be 
used to construct a counterexample where the smallest nonempty set has 
three elements. 
For example, let 
Y’= {Rr, {i>, {L2,3}) 
SF= ((4, 5, 6, 7, 8, 9}\{2i+2}, (4, 5, 6, 7, 8, 9}\{2i+3}}, 
for i= 1, 2, 3, and consider the union-closed family 
P={(fz/, {1,2,3}}u(Y’~%“)u(Y~wX’~)u(S’~w~~) 
u CP({l, 2,3})w { {4,5,6,7,8,9>>1 
of 28 sets. Each element of the smallest nonempty set { 1, 2, 3) is in only 
13 sets of 9. 
Another possible generalization of Conjecture 1 is to allow each set S of 
the family to occur with some multiplicity of weight w(S). 
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NON-THEOREM 3. Suppose A is a finite set and d’(A) + R is a non- 
negative function such that 
1. There exists S # 0 such that w(S) > w(0). 
2. For all S, TsA, w(Su T)>min(w(S), w(T)). 
Then there exists LX E A such that 
c w(S) 2 (l/2) c w(S). 
SGA.S~~ SEA 
The first condition corresponds to the requirement that a union-closed 
family contains a nonempty set, and the second corresponds to the require- 
ment that a family be closed under unions. Conjecture 1 is equivalent to 
the special case where w(S) = 0 or 1 for all S c A. But here is a counter- 
example, for A = { 1, 2, 3,4, 5): 
S 1 w(S) 
{1,2?3,41 10 
9 
{5}, IL 51, (2, 5}, I? 2, 51, (L2, %A, 5) 2 
All other sets containing 5, and (31, {4}, (3,4) 1 
All other sets 0 
The total weight is 43, but the sum of the weights of sets containing any 
given element is only 21. 
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