Abstract. The induced transient viscous flow due to a suddenly stretched surface is studied. After a similarity transform, the unsteady Navier-Stokes equation is solved by several methods, including perturbation for small times, numerical integration, and asymptotic analysis for large times. It is found that the validity of the small-time series can be greatly extended and the approach to steady state is exponential.
1. Introduction. The study of the flow resulting from a stretching boundary is important in processes such as the extrusion of sheet material into coolant fluids. The tangential velocity imparted by the sheet induces motion in the surrounding fluid, which alters the convection cooling of the sheet. Due to the much higher viscosity of the extrusate, one can assume the fluid is affected by the sheet but not vice versa. Thus the fluid dynamic problem can be idealized to the case of a fluid disturbed by a tangentially moving boundary. Experiments show that the velocity of the boundary is approximately proportional to the distance from the orifice [10] .
The steady state solution to this problem belongs to an important class of exact solutions of the Navier-Stokes equations [11] . Since the tangential velocities are proportional to the distance from the orifice, the Navier-Stokes equations reduce to an ordinary differential equation through a similarity transformation. The two-dimensional stretching of a sheet is particularly interesting since a closed form solution has been obtained by Crane [3] .
The aim of the present paper is to study the impulsive starting from rest of a stretching sheet in a viscous fluid and its approach toward equilibrium. As time approaches infinity, the transient solution should approach Crane's steady state solution. Although strictly impulsive motion does not occur in practice (infinite stresses at time zero), it is nevertheless an excellent approximation of sudden changes in the boundary conditions. The study of bodies impulsively started in a viscous fluid is fundamental to the understanding of unsteady viscous flows [8, 9] . For example, the impulsive starting of a translating circular cylinder is now a classical problem whereby experimental, analytical, and numerical results can be compared. In general, at the moment an impulsive start is initiated, the flow field is a potential. Then vorticity begins to diffuse from the boundary. A steady state is attained when convection of vorticity balances diffusion of vorticity. Due to nonlinear convection, there are no analytical solutions for impulsive start, except for parallel or concentric flows, where the nonlinear terms are identically zero. Most solutions are found by a variety of numerical schemes.
FIG. 1. The physical problem.
For a very short time interval after impulsive start, nonlinear effects are secondary to diffusion and a perturbation method may be used to obtain an analytic solution. Following [2, 4] , numerous authors used small-time expansion to solve impulsive starting problems. The solution, as the method suggests, is valid only for small times. As time t approaches infinity, the solution, which is a power series in t, becomes infinite.
An interesting work by Benton [1] studied the impulsive rotation from rest of a disk in an infinite viscous fluid. Assuming the time scale is small, Benton expanded the unknowns in power series in time. The unsteady Navier-Stokes equations then become decoupled for each successive order of the time variable. Benton solved for the first two orders analytically, then numerically computed the next two orders. Although such a method was used to treat impulsive start problems before, what is significant is the way Benton presented the small-time results. He plotted, on the same graph, the solutions of various different orders in time. The range of validity of the solutions up to order N was determined by observing the location where the solution of order N + 1 bifurcated. This is equivalent to the quantitative error estimation of an asymptotic series. Benton showed that the solution up to the fourth order was valid for "small" normalized times as large as 1.5, at which time the stresses and velocities were very close to the steady state values of the classical Von Karman rotating disk problem. Thus in certain transient problems the solution for small times may infer the steady state.
The present paper studies the flow due to an impulsively stretched boundary. In section 2 the mathematical problem is formulated. In section 3 the solution in terms of small-time expansion is obtained to order 6. Its range of validity will be ascertained by both Benton's method and direct numerical integration (section 4) of the partial differential equations. Analytical behavior of the solution for large time, its approach to the steady state Crane solution, and the stability of the Crane solution are presented in sections 5 and 6. Thus the complete transient history from impulsive start to steady state is analyzed. Figure 1 shows the two-dimensional impulsive stretching of an extensible surface in a viscous fluid. Let the y axis denote the symmetry plane. Velocity is zero for time t < 0. For t > 0 the surface at y = 0 is suddenly stretched such that the local tangential velocity is bx where b is a constant of dimension [T −1 ]. The Navier-Stokes equations are
Formulation.
where q is the velocity, p is the pressure, ρ is the density, and ν is the kinematic viscosity. In two dimensions, the stream function ψ is related to the velocity by
After taking the curl, the Navier-Stokes equations become
The initial and boundary conditions are
Note that (4) indicates zero lateral velocity (and pressure gradient) at infinity. This is quite different from the potential toward a plate where there exists, even far from the plate, a lateral velocity caused by a lateral pressure gradient. Since a natural length scale is absent, we introduce the similarity transformation
The x dependency is due to the boundary condition in (3) . If there were a natural length scale, such a similarity transformation would not be applicable. The governing equation, after integrating once, becomes
As ξ → ∞, we expect the solution to approach Crane's steady state solution [3] 
3. Perturbation solution for small times. For small times after impulsive start we set
where τ, ζ are of order unity and ε << 1. This form is used because the unsteady Navier-Stokes equation includes ζ/ √ τ = η/ √ ξ as an invariant group. We perturb from the quiescent state in a power series in time
where the power n − 1/2 is obtained by applying the method of stretching used in (7) and
is the Stokes variable. Equation (7) reduces to the successive ordinary differential equations
or in general
The boundary conditions are
The solutions are obtained analytically whenever possible. The first-order solution is equivalent to Stokes's first problem of the impulsively translated plate. (Note that the impulsively translated plate solution has been erroneously credited to Rayleigh, but Stokes published the same solution 60 years earlier.)
where
and
Equation (17) then becomes
After some work we obtain that the solution satisfying the boundary conditions is
Thus,
The solution of G 3 is more complicated. We substitute (22) and (26) into (18). Partial integration yields
where Φ(z) is governed by
Unfortunately no closed form solution of Φ(z) can be found. The two homogeneous solutions are
By variation of parameters the solution in integral form is
From (32) an exact initial value is obtained:
The function G 3 (z) is obtained numerically from (18) The process may be continued, limited only by computer storage. The functions Figure 2 . It is shown that the functions alternate in sign and decay within a boundary layer of z ∼ 3. All functions approach constants at infinity.
We also have Figure 3 shows a plot of the natural logarithm of |G n (0)| and |G n (∞)|. We see these values approach straight lines as n increases. This implies that the amplitudes of G n (z) decay exponentially as n → ∞. The local shear stress is proportional to f ηη (0, ξ). Using (14) we find 3 . The decay of G n (z) with n.
Numerical solution of the original equation.
In order to ascertain the accuracy of the results for small-time expansion, (7) through (11) are solved by a fully discrete finite difference method.
Since
and its steady state solution is e −η . If g(ξ, η) = φ(ξ, η) − e −η , then (40) becomes
with the boundary conditions for ξ > 0:
We view ξ as the time variable and η as the spatial variable. The numerical scheme involves solving a parabolic type nonlinear equation for g. The original equation is posed on a semi-infinite spatial interval. Numerical computations are made, however, on a truncated interval of finite length L. Standard difference approximations on a uniform grid are used on the spatial derivatives while an explicit Euler method is used in the time integration. For example, let {η j } be the grid points, η 0 = 0, η N = L, and η j+1 − η j = h for j = 0, 1, 2, ..., N − 1. At time ξ l , we use
for the second-order derivative terms and
for the time derivative. The composite trapezoidal rule is used for the integral
At each time step, f is updated by summing together the above numerical integration of g in space and the antiderivative of e −η . The three parameters involved in the computations are the truncated interval length L, the spatial mesh size h, and the time step size ∆t. Various values of these parameters were used in our computations to check the accuracy and convergence of the numerical solutions. A stability condition like ∆t = ch 2 was enforced. The value of the constant c was chosen to guarantee that a discrete maximum principle holds for the nonlinear difference equations which ensure the stability of time integration. This principle can be proved rigorously and has been verified in all the computations we have performed. The initial condition is given by
and the boundary conditions are imposed as
Finally, the quantity f ηη (ξ, 0) was computed numerically by taking the difference of g near η = 0. We have also compared the first-order difference approximation with higher-order differences based on extrapolation. The discrepancy in the values was very insignificant after the first few time steps. In fact, the error was less than 1% after the initial transient layer. The numerical results are plotted later in Figure 6 .
Asymptotic behavior for large times.
We shall now study the behavior of solutions of (7) that are near Crane's steady state solution (12). Our physical intuition suggests that Crane's solution is stable. Thus, we expect that the solution g of (41) decays to 0, as ξ → ∞, for any small initial perturbation. Our numerical experiments confirm this expectation. Moreover, they suggest an exponential decay of g.
In our numerical computations we used the initial condition g(0, η) = −e −η which corresponds to the impulsive stretching of the surface. The domain of the variable η was truncated to [0, ] and the solution was calculated with various grid sizes. In each case the ratio
is calculated as ξ → ∞ for some fixed η, ∆ξ > 0. Plots of this ratio versus ξ are given in Figure 4 for = 30 and = 60. As ξ → ∞ these ratios approach a limit which is asymptotic to the value 0.25 as increases. In Figure 5 we have several plots of e(ξ, ) − 0.25 versus ξ for = 30, 45, 60, and 90. These observations suggest that 
and hence we expect the decay of g(ξ, η) to be like e −ξ/4 . However, just by looking at (41) it is not at all obvious that Crane's solution is stable. The first three terms of (41) actually suggest that g may decay algebraically at most when the initial conditions are in L p (0, ∞). This is because the continuous spectrum of the linear operator contains 0. Since the continuous spectrum can be moved by using weighted spaces in place of L p , we find, after some experimentation, that the best weight is e −η/2 . This is equivalent to considering perturbations in the form
which implies that v has to satisfy the boundary conditions v(ξ, 0) = 0, v(ξ, ∞) = 0 and the equation
We can show that the lower bound on the spectrum of the linear operator A is 1/4, which would suggest decay of v like e −ξ/4 . However, using the energy method, we shall now demonstrate this decay for all "nice" solutions of the nonlinear equation (46) provided only that v is not too large initially. In the next section this decay will be demonstrated without requiring that the solution be "nice."
Let
Multiplying (46) by 2v and integrating over η give
Using (47) and integration by parts we obtain 
and since
If (51) and (50) are used in (49), we obtain
which implies that if W (0) < 0.24 then W (ξ) → 0 as ξ → ∞. Moreover, the decay is like e −ξ/4 for large time ξ. By analyzing the spectrum of A one can show that we have obtained a sharp estimate on the asymptotic decay rate. This asymptotic decay rate does not depend on nonlinearity h. However, the maximum magnitude of the initial perturbation for which the solutions eventually decay does very much depend on h. Above we have used only one crude bound on h (see (51)), so we should also expect decay of W for much larger W (0). In the case of impulsive start, W (0) = 1 and the numerical calculations suggest decay.
To explain the Let (·, ·) and · denote the usual inner product and the norm on H.
Note that v belongs to V if and only if it satisfies the following conditions: v ∈ H, v is absolutely continuous on [0, a] for every a > 0, v(0) = 0, and v ∈ H. Define a bounded sectorial form
The linear operator A associated with F is defined as follows: v ∈ D(A) if and only if v ∈ V and there exists g ∈ H such that F (v, u) = (g, u) for all u ∈ V , and in this case Av = g. One can show that A is actually given by (47) and that
This implies, as in [7] , that
It is easy to see that for u, v ∈ V we can express
which implies that
and therefore D(A 1/2 ) = V ; see [7] . Fix now any α ∈ (0, 1/4) and define
Note that the norm · 1/2 is equivalent to the norm · V ; see [5, 7] .
hence v ∞ ≤ v V , which implies that the nonlinearity h : V → H, given by (48), is well defined and that
which implies that h is locally Lipschitz. 
Moreover, τ can be chosen so that either τ = ∞ or τ < ∞ and sup 0<ξ<τ v(ξ) V = ∞. Proof. In view of the above discussion, standard theory implies local existence and the "moreover" part. See, for example, Appendix 2 of [6] or [5] . We also have
Since there exists c 2 < ∞ such that
(see [5] ), we have that (52), (53), and (54) imply Since g is continuous we have to have that g(t) ≤ x 1 for all t ∈ [0, τ), which precludes the case τ < ∞, and therefore e αt v(t) 1/2 ≤ g(t) ≤ 2g(0) = 2 v(0) 1/2 for t ≥ 0 and the equivalence of norms · 1/2 , · V complete the proof. Figure 6 shows our results for the normalized shear stress |f nn (0, ξ)|. The exact numerical solution from section 4 is compared with the small-time series solution. For impulsive start the shear is singular, or infinity, when time or ξ is at 0 + . It rapidly decreases, then approaches the exact steady state value of unity as ξ → ∞. Our small-time expansion (39), being extremely accurate for small ξ, shows the singularity is of the form ξ −1/2 as ξ → 0. Since (39) is divergent for ξ ≥ 1, such expressions are normally useless for ξ ≥ 0(1). However, when various truncations of this small-time series are plotted, we observe that the range of validity can be vastly extended to ξ > 1. As an asymptotic series for ξ → 0, the error is the magnitude of the next order term, which is fairly small since we have shown that the coefficients decay exponentially as the order is increased. We are thus able to extend the validity of (39) to about ξ = 1.5, which is almost steady state.
Results and discussions.
Of course the final approach to equilibrium cannot be inferred from the smalltime series solution. Our numerical solution showed that the decay to steady state is exponential. This is supported by our analysis of the perturbation about the steady state. As we noted before, the steady state, or Crane's solution, is a rare closed form nonlinear exact solution of the Navier-Stokes equations which is particularly amenable to analysis.
In conclusion, we have successfully analyzed the complete transient behavior of the unsteady viscous flow caused by a stretching surface. Our methods may also be useful to other practical initial value problems.
