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a b s t r a c t 
We present initial calibration and results of passive radiometry collected by the Lunar Orbiter Laser Al- 
timeter onboard the Lunar Reconnaissance Orbiter over the course of 12 months. After correcting for 
time- and temperature-dependent dark noise and detector responsivity variations, the LOLA passive ra- 
diometry measurements are brought onto the absolute radiance scale of the SELENE Spectral Proﬁler. The 
resulting photometric precision is estimated to be ∼5%. We leverage the unique ability of LOLA to mea- 
sure normal albedo to explore the 1064 nm phase function’s dependence on various geologic parameters. 
On a global scale, we ﬁnd that iron abundance and optical maturity (quantiﬁed by FeO and OMAT) are the 
dominant controlling parameters. Titanium abundance (TiO 2 ), surface roughness on decimeter to decame- 
ter scales, and soil thermophysical properties have a smaller effect, but the latter two are correlated with 
OMAT, indicating that exposure age is the driving force behind their effects in a globally-averaged sense. 
The phase function also exhibits a dependence on surface slope at ∼300 m baselines, possibly the result 
of mass wasting exposing immature material and/or less space weathering due to reduced sky visibility. 
Modeling the photometric function in the Hapke framework, we ﬁnd that, relative to the highlands, the 
maria exhibit decreased backscattering, a smaller opposition effect (OE) width, and a smaller OE ampli- 
tude. Immature highlands regolith has a higher backscattering fraction and a larger OE width compared 
to mature highlands regolith. Within the maria, the backscattering fraction and OE width show little de- 
pendence on TiO 2 and OMAT. Variations in the phase function shape at large phase angles are observed 
in and around the Copernican-aged Jackson crater, including its dark halo, a putative impact melt deposit. 
Finally, the phase function of the Reiner Gamma Formation behaves more optically immature than is typ- 
ical for its composition and OMAT, suggesting the visible-to-near-infrared spectrum and phase function 
respond differently to the unusual regolith evolution and properties at this location. 
© 2016 Elsevier Inc. All rights reserved. 
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https://ntrs.nasa.gov/search.jsp?R=20160009142 2019-08-29T23:41:29+00:00Z1. Introduction 
The reﬂectance of the Moon is a fundamental property of the
surface that holds clues to the Moon’s formation and evolution
( Heiken et al., 1991; Lucey, 2006 ) because it is closely linked to
composition and mineralogy. The reﬂectance also depends on such
physical properties of the regolith as compaction state, surface
roughness, particle size, shape, presence of grain surface asper-
ities, subsurface fractures, coatings, inclusions, etc., all of which
can be correlated with composition and mineralogy ( Lucey, 2006;
McGuire and Hapke, 1995; Shepard and Helfenstein, 2007 ). These
chemical and physical properties of the regolith are also modiﬁed∗ Corresponding author. Tel.: +1 3016055975. 
E-mail address: michael.k.barker@nasa.gov , mkb789@gmail.com (M.K. Barker). 
t  
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d
http://dx.doi.org/10.1016/j.icarus.2016.02.008 
0019-1035/© 2016 Elsevier Inc. All rights reserved. y space weathering, the collective action of bombardment by mi-
rometeorites, energetic particles, and electromagnetic radiation
 Gault, 1974; Hapke, 2001 ). Accurate interpretation of surface re-
ectance depends on viewing/illumination geometry, which can
ary systematically between observations and instruments ( Besse,
013b; Mustard and Pieters, 1989 ), as well as on the aforemen-
ioned regolith properties. The viewing/illumination geometry con-
ists of three key angles: incidence angle ( i ), the angle between the
urface-to-light-source and surface normal vectors, emission angle
 e ), the angle between the surface normal and surface-to-observer
ectors, and phase angle ( g ), the angle between the surface-to-
ight-source and surface-to-observer vectors. The so-called pho-
ometric function describes how the reﬂectance depends on
iewing/illumination geometry while the phase function is the part
f the photometric function that quantiﬁes the phase-angle depen-
ence in particular ( Hapke, 2012b ). 
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d  The multitude of lunar orbiting spacecraft data, ground-based
elescopic observations, laboratory measurements of returned and
imulated regolith samples, and continuously advancing remote
ensing techniques over the last half-century have improved our
nowledge and understanding of the lunar photometric function.
nowledge of the photometric function is required to properly cor-
ect observations to a standard viewing/illumination geometry for
omparison and analysis, and several studies have derived pho-
ometric corrections for speciﬁc datasets facilitating their mosaic-
ng for color ratio maps and enabling more reliable synthesis of
ata from multiple instruments (e.g., McEwen, 1996; Buratti, 2011;
okota, 2011; Besse, 2013a; Sato, 2014 ). This photometric correc-
ion can include an empirical model of the phase function, such
s a polynomial ( Besse, 2013b; Buratti, 2011 ), or a theoretically-
ased model, such as the Hapke model ( Hapke, 2012b , and refer-
nces therein) or the Shkuratov model ( Shkuratov, 1999 ). 
The phase function is also of interest for better understanding
he geologic and space weathering inﬂuences on regolith charac-
eristics. However, it is not clear yet whether one can uniquely
etermine such characteristics from the observed phase function
lone given the complex mix of particle properties and evolution-
ry processes applicable to planetary regolith, and the fact that
ultiple combinations of i and e can have the same phase angle
 Cord, 2003; Helfenstein and Shepard, 2011; Shepard and Helfen-
tein, 2007; Souchon, 2011 ). Spatial variations in the lunar phase
unction have been found that are correlated with geologic con-
ext, most notably between the maria and highlands ( Buratti, 2011;
reslavsky, 20 0 0; Sato, 2014; Yokota, 2011 ), but also at other lo-
ations with special geologic characteristics, such as the Reiner
amma Formation ( Kaydash, 2009; Kreslavsky, 2000; Kreslavsky
nd Shkuratov, 2003 ) and pyroclastic deposits in the Lavoisier
rater area ( Souchon, 2013 ). Several studies have used phase ratio
mages, the ratio between two images of the same location taken
t different phase angles. Variations in this ratio are usually in-
erpreted as changes in the physical structure of the regolith, like
he surface roughness or porosity ( Kaydash, 2009; Kreslavsky and
hkuratov, 2003 ). Another approach is to ﬁt a theoretical model
o measurements of the phase function at a wide range of phase
ngles. For example, Sato (2014) used 21 months of observations
ith the Lunar Reconnaissance Orbiter (LRO) Wide Angle Camera
WAC) to study the wavelength and spatial dependence of Hapke
odel parameters in the ultraviolet-to-visible (UV-VIS) spectral
ange. They found that the highlands phase function was more
ackscattering than that of the maria, which they interpreted to
e the result of a larger fraction of agglutinates formed from high-
lbedo silicates in the highlands compared to the maria, and a
igher fraction of submicroscopic metallic iron (SMFe) and opaque
inerals (like ilmenite) in the maria compared to the highlands.
hey also found that the opposition effect (OE; the surge in bright-
ess at phase angles approaching zero) was wider for immature
ighlands regolith than mature highlands regolith, which they ten-
atively attributed to variations in grain size distribution. 
The goal of the present work is to further elucidate the phase
unction behavior in the near-IR, especially with respect to geologic
ontext. Our primary dataset consists of reﬂectance measurements
ade by the Lunar Orbiter Laser Altimeter (LOLA) aboard LRO. In
ddition to its primary altimetric measurements mapping lunar
opography ( Smith, 2010b ), this instrument measures surface re-
ectance at 1064 nm with two complementary methods. The ﬁrst
ethod uses the ratio of the surface-backscattered and transmit-
ed laser pulse energies. This active radiometry measures the zero-
hase reﬂectance, or normal albedo ( A n ), which is independent of
opography. Lucey (2014) presented an analysis and global maps of
 n from active radiometry collected during the nominal mapping
hase, and Lemelin et al. (2016) derive an improved normal albedo
alibration and maps, which we use in this study. Although not in the original instrument mission goals, we have
lso recently developed a second reﬂectance measurement tech-
ique, which turns the LOLA noise monitoring house-keeping data
nto a unique passive radiometry science measurement of the
oon. This dataset is unique because it covers a narrow spec-
ral band, it is as precisely geolocated as the altimetry data, and
t complements the normal albedo measurement made with the
aser. With passive radiometry, the instrument measures the num-
er of solar photons reﬂected off the surface, which depends on
he topography and viewing/illumination geometry. In this paper,
e focus on the passive radiometry, but we leverage the unique
bility of LOLA to measure the phase function over all phase angles
ncluding zero degrees. While passive imagers can make observa-
ions at zero phase, these measurements are very limited spatially
typically conﬁned close to the equator). In contrast, the LOLA ac-
ive radiometry yields zero-phase measurements over the whole
urface, providing a more complete view of the photometric be-
avior than is typical with imagers. 
This is not the ﬁrst work to make use of a planetary laser al-
imeter as a passive radiometer. The Mars Orbiter Laser Altime-
er (MOLA) collected passive radiometry for ∼6 years until con-
act with Mars Global Surveyor was lost. Sun (2006) calibrated the
OLA passive radiometry and demonstrated its high stability and
recision ( < 5%). This dataset was used to study the distribution
nd thickness of martian water ice permafrost ( Mitrofanov, 2007 )
nd interannual and seasonal variations in residual ice cap albedo
 Byrne, 2008 ). 
This paper is organized as follows. In Section 2 , we describe
he instrument and data used. In Section 3 , we describe the cal-
bration of the data. In Sections 4 and 5 , we present the photo-
etric function and phase function, respectively, and compare the
atter to previous determinations in the literature. In Section 6 ,
e examine how the phase function varies with geologic context.
hen, we model the phase function behavior with a Hapke model
 Section 7 ). In Section 8 , we derive a large-scale “phase difference”
ap of the Moon and examine the geologic variations in phase
unction that it reveals, with particular attention to Jackson crater
nd Reiner Gamma. Finally, we summarize the results and make
oncluding remarks in Section 9 . 
. Instrument and data description 
LRO entered lunar orbit in June 2009 followed by a commis-
ioning phase during which the spacecraft had a ∼30 × 200 km
olar orbit with periapsis near the south pole. In September 2009,
he spacecraft moved into a nearly circular 50 km, 2-h orbit for
he nominal mapping phase. In December 2011, it was moved into
 quasi-stable elliptical orbit similar to the commissioning orbit. 
LOLA is a time-of-ﬂight laser altimeter operating at a wave-
ength of 1064 nm and a ﬁring rate of 28 Hz ( Smith, 2010a ). A
iffractive optical element splits the laser beam into 5 separate
ar-ﬁeld spots which form a cross pattern on the surface rotated
y 26 ° with respect to the along-track direction. The 5 returned
ulses enter the receiver telescope and are fed via 400 μrad ﬁeld-
f-view ﬁber optic cables to 5 separate detector assemblies. Each
ssembly has a bandpass ﬁlter 0.8 nm wide centered on 1064 nm
nd a silicon avalanche photodiode (APD). In the nominal mapping
hase, the detector ﬁeld-of-view around each 5-m-diameter laser
pot on the surface was 20 m, and the spot centers were separated
y 25 m, for a footprint diameter of ∼50 m. In the present ellipti-
al orbit, however, the ﬁeld-of-view/footprint diameter range from
15/30 m at periapse to ∼70/180 m at apoapse. The LRO ground
peed has remained nearly unchanged at ∼ 1 . 6 km s −1 , yielding a
eparation between successive shots of ∼57 m on the surface. 
LOLA continuously collects background noise triggers with a
edicated noise counter for each channel that reads out the
98 M.K. Barker et al. / Icarus 273 (2016) 96–113 
Table 1 
Threshold and gain settings for Operation Modes 
1 and 2 (see text for details). 
Chan Threshold (mV) Gain 
OM 1 
2 12.9 49.10 
3 13.3 50.00 
4 11.8 50.90 
5 14.2 50.70 
OM 2 
2 12.9 49.87 
3 13.3 50.00 
4 11.8 49.23 
5 14.2 50.16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2 
Parameters of dark-current model. 
Channel a 0 a 1 a 2 a 3 b 1 
OM 1 
2 −3443 .12 875 .42 −38 .24 0 .58 0 .19 
3 −7929 .01 1509 .69 −69 .66 1 .09 0 .14 
4 6047 .78 −360 .17 13 .31 −0 .13 0 .17 
5 1207 .14 277 .81 −13 .08 0 .24 0 .16 
OM 2 
2 3627 .99 −120 .94 1 .12 0 .07 1 .19 
3 15242 .98 −1436 .46 54 .68 −0 .65 0 .14 
4 10516 .94 −1129 .11 46 .52 −0 .61 0 .49 
5 624 .36 192 .07 −9 .58 0 .18 0 .58 
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l  number of triggers collected every 28th of a second. Hence, the ef-
fective exposure time for the passive radiometry is 0.0357 s, which
we refer to as a “shot”. During normal lunar laser ranging opera-
tions, the ﬂight software keeps the noise detection probability at
a very low level ( ∼1%) by dynamically adjusting the return pulse
detection threshold for each channel. In the passive mode, how-
ever, these background noise photons are the signal of interest so
the thresholds are held ﬁxed at much lower values to increase the
signal. Only channels 2–5 are used in passive radiometry mode;
channel 1 (the center spot) is not used because it also measures
background light from the Earth as part of the one-way, Earth-to-
LRO, laser ranging campaign ( Mao, 2013; Zuber, 2010 ). 
Since November 2013, LOLA has been collecting passive radiom-
etry, mostly in the northern hemisphere, where the spacecraft alti-
tude is too high for active lunar altimetric ranging. For the ﬁrst
∼6 months of operation, the passive mode was enabled at lati-
tudes above ∼24 ° N. Since then it has been operating above ∼3 ° S.
In addition, the passive mode operates during large (  20 °) space-
craft slews irrespective of latitude, and for the entire orbit when
| β| (the angle between the spacecraft angular momentum vector,
the Moon’s center, and the Sun) is  80 °. The result is that 86%
of all measurements lie above the equator and 95% have off-nadir
angles < 5 °. 
In this study, we use the passive data during the ﬁrst year of
operation, corresponding to ∼4200 orbits from day of year 2009
(DOY 2009 ) 1801–2156. Note that we deﬁne DOY 2009 as a monoton-
ically increasing time variable with a reference ( DOY 2009 = 0 . 0 ) of
midnight on the ﬁrst day of 2009. To account for the fact that the
LRO mission extended beyond 2009, we let DOY 2009 take higher
values than 365. The passive mode operated with constant thresh-
old for each channel, but two sets of gain values, which we refer
to as Operation Modes (OMs) 1 and 2. These settings are listed in
Table 1 . All data were collected in OM 1 except during the OM 2
time periods of DOY 2009 = 1883.02 −1908.56 and 1935.01 −1957.66.
Orbit determination was performed with the lunar gravity ﬁeld
GRGM900C from the Gravity Recovery and Interior Laboratory
(GRAIL) mission ( Lemoine, 2014; Zuber, 2013 ). With the GRAIL
gravity ﬁeld, the accuracy of the LRO reconstructed trajectory is
∼10 m in total position and ∼0.5 m vertically ( Mazarico, 2013 ).
To boost the signal-to-noise ratio (S/N), we use a 5-shot (0.18 s or
∼285 m) along-track moving average of channels 2–5 giving an ef-
fective pixel size ∼100 × 300 m. This yields 20 points per average
and a ﬁnal total of ∼200 million data points for the considered
time period. 
3. Data calibration 
In this section, we describe the calibration procedure to ac-
count for time-, temperature-, and channel-dependent photoelec-
tron noise and responsivity variations, and to transform the passive
radiometry noise counts into an absolute radiometric value. Thenstrument noise counts consist of two parts, dark noise (baseline
oise ﬂoor) and the photon noise, both of which are functions of
etector temperature and subject to long-term drift. We used the
ighttime data to calibrate the model for the dark noise, and the
unlit Moon at ﬁxed locations and viewing/illumination angles to
adiometrically calibrate the photon noise. We expect the calibra-
ion uncertainties to improve with time as more data are collected.
.1. Dark-current 
Even in darkness, thermal electrons within the detector elec-
ronics give rise to a non-zero output. This dark current depends
n detector temperature, which varies by several degrees through-
ut an entire orbit, and, to a much lesser extent, undergoes a long-
erm drift. The range of temperatures spanned by the night side
ata is similar to that spanned by the day side data, which al-
ows us to determine this correction function using nighttime data.
here is a slight increase in the dark current with time amounting
o ∼20 counts every 100 days. We model the dark current counts,
 d , for each channel separately by ﬁtting the night side data from
he entire year under study with a cubic function of detector tem-
erature T with coeﬃcients a i and a linear time term with slope
 1 : 
 d = a 0 + a 1 T + a 2 T 2 + a 3 T 3 + b 1 DOY 2009 . (1)
able 2 lists the best-ﬁt model parameters for each channel. The
ifferences in parameter values between the detectors are due to
he different thresholds and gains (lower threshold or gain leads
o higher or lower dark current, respectively), and the fact that
ach detector assembly has its own set of electrical components
ith unique characteristics. Fig. 1 shows a 2-dimensional (2-D) his-
ogram of the channel 2 full rate (pre-averaged) night side data
nd the best-ﬁt temperature function for three different DOY 2009 :
80 0 (lower), 20 0 0 (middle), and 220 0 (upper). After subtracting
he best-ﬁt model for each channel, the RMS residual for the full-
ate data is ∼65 counts ( Fig. 2 ). The standard deviation of the 5-
hot averaged nighttime counts per orbit is ∼20. We subtract the
ark current model from each channel’s day side measurements to
emove the thermal electron noise. 
.2. Responsivity 
In addition to dark current thermal noise, each detector re-
ponds slightly differently to the same incident power. We account
or this inter-channel responsivity variation by calculating the me-
ian counts ratio of channels 2, 4, and 5 relative to channel 3 for
very orbit. Channel 3 was chosen as the reference channel be-
ause its gain was constant over the whole time period. Then, we
odel the ratios as separate linear functions of time and scale
he day side counts for channels 2–5 accordingly. The best-ﬁt y-
ntercept ( a 0 ) and slope ( a 1 ) are listed in Table 3 . There is a small
ong-term time-dependence amounting to a responsivity change of
M.K. Barker et al. / Icarus 273 (2016) 96–113 99 
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Fig. 1. Channel 2 nighttime noise counts as a function of detector 2 temperature. 
The bin size is 0 . 025 ◦ C × 25 counts. Best-ﬁt dark-current model is plotted as a 
white line for three different DOY 2009 : 1800 (lower), 2000 (middle), and 2200 (up- 
per). Each channel has its own model that is a cubic function of temperature and 
linear function of time ( Table 2 .). 
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Fig. 2. Residuals of best-ﬁt dark-current models for all channels (deﬁned as data 
- model) as a function of time. The bin size is 1 day × 4 counts. The white lines 
show the mean and standard deviation per day. 
Table 3 
Parameters of inter-channel responsivity correction. 
Chan a 0 a 1 
OM 1 
2 1.40 −1 . 44 × 10 −4 
4 1.19 −7 . 18 × 10 −5 
5 1.58 −5 . 72 × 10 −5 
OM 2 
2 1.37 −1 . 44 × 10 −4 
4 1.28 −7 . 18 × 10 −5 
5 1.28 −5 . 72 × 10 −5 
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Fig. 3. Daytime responsivity variation relative to channel 3 for every orbit after 
subtracting best-ﬁt linear functions of time. The remaining RMS residual is 2%. Gray 
shaded areas indicate the times when | β| > 70 °. 
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b   − 5 % over the course of the year considered here. Fig. 3 shows
he residual daytime responsivity variation relative to channel 3 for
very orbit after subtracting the best-ﬁt linear functions of time.
ome systematics remain, but cannot be easily described and cor-
ected presently. The resulting RMS residual responsivity variation
s 2% around unity. Gray shaded areas indicate the times when
 β| > 70 ◦. At these high β values, there is increased noise in thestimation of the counts ratios due to the greater effects of shad-
ws and low number statistics in the counts. 
The detectors have a different temperature-dependent respon-
ivity when light is incident upon them compared to when they
re in the dark owing to the combined temperature dependence
f the APD and the internal electronics. This requires a correc-
ion to the channel 3-normalized counts of all the channels as
 function of channel 3 detector temperature. We take the ap-
roach of using the Moon itself as an absolute reference against
hich we can measure a daytime temperature dependence. To do
o, we extract a photometrically uniform sub-sample from the en-
ire dataset and plot the variation of counts relative to the mean
n 1 ◦-cubed bins of incidence, emission, and phase angle ( i, e, g ).
he mean counts in each of these 3-D volume-elements (“voxels”)
erves as the constant baseline against which any trend with tem-
erature is measured. A voxel is an extension of the familiar 2-D
ixel (picture-element) to 3-D (volume-element). The sub-sample
s chosen to minimize the range of counts expected in each voxel
hile keeping the number statistics high enough to probe the full
ange of temperature. We chose to focus on those points with A n 
 0.25 −0.35 (encompassing the peak in the highlands’ A n distribu-
ion), latitudes > 30 ◦ (to ensure the full time period is sampled),
 < 75 ◦ (to minimize the effect of shadows), and at least two points
n their respective voxels (to avoid points that are the sole mem-
ers of their voxels). The A n values derived here and throughout
his paper come from interpolating the LOLA measurement loca-
ions on the 4 pixel per degree (ppd) map presented by Lemelin
t al. (2016) . Fig. 4 shows a 2-D histogram of C ( i, e, g )/ 〈 C ( i, e.g ) 〉 , the
eviation of each measurement’s counts from the mean counts in
ts corresponding voxel, as a function of temperature for the high-
and sample. The white line is the best-ﬁt cubic polynomial: 
(i, e, g) / 〈 C(i, e, g) 〉 = 6 . 22694 − 0 . 68381 T 
+0 . 03020 T 2 − 0 . 0 0 045 T 3 . (2) 
fter removing this temperature dependence, the daily average of
 / 〈 C 〉 for the highland sample across the entire time period has a
tandard deviation of 5%. We take this as an estimate of the overall
OLA passive radiometry precision. 
Fig. 5 shows an example of the raw and corrected passive ra-
iometry collected during one particular orbit on DOY 2009 = 2099
ith β = 32 ◦. The orbit starts on the night side, and as the space-
raft descends from the terminator-crossing near the north pole to
he equator, the passive radiometry counts increase as the phase
ngle decreases. The counts follow the normal albedo modulated
y the continuously changing viewing/illumination geometry and
100 M.K. Barker et al. / Icarus 273 (2016) 96–113 
Fig. 4. Fractional change in counts as a function of detector 3 temperature. The bin 
size is 0 . 05 ◦C × 0 . 001 . The white line is the best-ﬁt cubic polynomial, which is used 
to remove the temperature dependence of the day side counts. 
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described above, the counts (black points) are centered on zero
during nighttime. 
Fig. 6 shows S/N as a function of phase angle for the entire
dataset summed over all incidence and emission angles. The mean
S/N and its standard deviation increase from ∼25 ± 20 at 85 ◦ to
∼300 ± 100 at 0 °. Since the vast majority of observations were
made at nadir, latitude is a proxy for the lowest phase observable
at a given location. Here S/N is deﬁned as the 20-point mean di-
vided by the standard error of the mean (i.e., the standard devia-
tion of the 20 counts divided by the square-root of 20). Therefore,
it includes natural spatial variability as well as Poisson noise. 
3.3. Radiance 
To convert the LOLA noise counts to absolute radiance, we
adopt the Spectral Proﬁler (SP) dataset as a reference. The SP was
a line-scanning visible-to-IR spectrometer with a ∼500 × 500 m
footprint onboard the Japanese SELENE (Kaguya) spacecraft. SE-
LENE operated from November 2007 to April 2009 at an average
altitude of 100 km, and from April 2009 to the planned lunar im-
pact in July 2009 at an average altitude of 50 km. In DecemberFig. 5. Passive radiometry collected during orbit 23834 at β = 32 ◦ . The raw data and co
number. Black points show the 5-shot moving-average-ﬁltered corrected data. The norma
on the right-hand y -axis. The black vertical line marks the terminator crossing from nigh008, the failure of a reaction wheel forced Kaguya to rely on
hrusters for pointing. We found that the SP data taken after the
rbit was lowered were noticeably degraded, possibly due to orbit
nd attitude reconstruction problems related to the low altitude,
he use of thrusters to control pointing, and the limited tracking
ata during the extended mission ( Goossens, 2009 ), so these data
ere excluded from the calibration. 
Fig. 7 shows the radiance calibration to convert LOLA noise
ounts to absolute radiance. Approximately 2700 points were
atched between the LOLA and SP datasets at latitudes 0 − 35 ◦
 and phase angles 0 − 55 ◦, and the SP data were restricted to
adir pointing. To more easily see their density distribution in the
gure, the points are plotted ﬁrst as blue error bars and then as
ed points without error bars. Only LOLA points with emission an-
les < 10 ° were considered. To compute the viewing/illumination
eometry of every LOLA measurement, we used the LOLA global
28 ppd digital elevation model (DEM; ∼240 m at the equator,
ommensurate with the size of the moving average kernel ap-
lied to the raw passive radiometry). Each LOLA and SP measure-
ent was also corrected for the Sun–Moon distance. Points were
onsidered matches if they were located within 1 km of each
ther and had phase angle differences of < 5 °. To compute the SPrrected data for channels 2 – 5 are both labeled and plotted in order of channel 
l albedo along this ground track is also plotted as the brown line with scale given 
t into day. The orbit starts at the ascending node with longitude λ0 = 238 ◦ E. 
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and spatial variation and Poisson noise. 
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Fig. 8. 2-D histogram of RADF as a function of phase angle including all observed 
incidence and emission angle variation. The bin size is 1 ◦ × 0 . 005 . The upper and 
lower sequences correspond to the highlands and maria, respectively. 
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d  adiance at 1064 nm, we linearly interpolated between the brack-
ting wavelengths of 1060 and 1068 nm. 
The error bars were calculated to estimate spectral and spa-
ial variation and Poisson noise. The SP error bars are the quadra-
ure sum of two values: (1) the difference between the 1064-
nterpolated radiance of the matched point and next-closest point
nd (2) half the radiance difference between the bracketing spec-
ral bands of the matched point. The LOLA error bars are the
uadrature sum of (1) the counts difference between the matched
oint and next-closest point and (2) the matched point counts un-
ertainty as given by the standard error of the 20-point mean. 
The relation between radiance and LOLA noise counts appears
o be linear, so we solve for the best-ﬁt slope and intercept in
 least-squares sense following the method of York (2004) to ac-
ount for errors in both coordinates. The resulting best-ﬁt slope
nd intercept are (5 . 581 ± 0 . 006) × 10 −3 and −0 . 048 ± 0 . 017 , re-
pectively. The best-ﬁt model has an R 2 value of 0.99, an RMS ra-
iance residual of 1.71 W/m 2 / μm/sr and RMS counts residual of
06.5. With this calibration, and taking 20 as the standard devi-
tion of the night time noise counts, we estimate a 5 σ detection
imit of ∼0.51 W/m 2 / μm/sr, well below the faintest data used for
his calibration. 
There is no obvious sign of non-linearity in Fig. 7 , but it is
ossible that departures from linearity could be below the noise
evel of the data or occur at radiances outside the range covered
y the calibration. Most of the lunar surface has a near-IR A n <
.4 ( Lucey, 2014 ), corresponding to a radiance of ∼80 W/m 2 / μm/sr.
herefore, our calibration covers most of the range of expected
adiances. Some very bright localized areas can have larger radi-
nces, but they represent less than 0.01% of all the passive radiom-
try measurements. At the faint end, ∼10% of the passive radiom-
try measurements with incidence angles i < 80 ◦ have radiances
 5 W/m 2 / μm/sr, and we take steps throughout the analysis to mit-
gate the topographic shadowing effects associated with higher in-
idence angles. 
Finally, implicit in this procedure is the assumption that the
P absolute photometric accuracy is stable over time and sig-
al strength. Yamamoto (2011) analyzed 4 repeat observations of
he Apollo 16 landing site taken at 6 month intervals between
ovember 2007 and March 2009. They found that the reﬂectances
fter photometric correction showed differences of ∼ 0 . 4 − 1 . 1 %,
uggesting that the degradation of SP over that period was notigniﬁcant. Pieters (2013) compared the radiances measured by
everal instruments including SP and found generally good agree-
ent between them, despite some deviations from one-to-one lin-
arity of up to ∼20%, but the proportion of the deviations due to
ach instrument was unclear. Besse (2013b ) also compared SP data
o several other instruments and concluded that the spectral slope
f SP data was redder than the others, but that the absolute radi-
nce was overestimated by only about 1% at 1064 nm. Therefore, it
s likely that the absolute SP radiance is accurate at the ∼1% level,
ut to be conservative, we adopt a systematic uncertainty of 20%
or the fully calibrated LOLA passive radiometry. 
.4. Radiance factor 
Applying the corrections and calibration described above yields
 0 ( i, e, g ), the observed 1064 nm radiance at 1 AU. Then, every mea-
urement is converted to radiance factor ( RADF , also abbreviated as
 / F in the literature) using the formalism of Hapke (2012b ), which
eﬁnes RADF as the reﬂectance relative to a perfectly diffuse sur-
ace illuminated vertically: 
ADF (i, e, g) = π I 0 (i, e, g) /J 0 , (3)
here J 0 = 647 W / m 2 / μm is the solar irradiance at 1064 nm. The
 σ detection limit above the dark noise corresponds to RADF =
 . 2 × 10 −3 . The RADF as a function of phase angle for the whole
ataset ( Fig. 8 ) exhibits two distinct sequences corresponding to
he highlands (upper) and maria (lower). 
Fig. 9 shows a 4 ppd map of A n inferred from passive radiome-
ry. To make this map, we divided each individual measurement’s
ADF by the median highlands RADF for its corresponding voxel.
hen we regressed this quantity on the actively-derived A n map
fter excluding | β| > 70 ◦ and RADF < 0.005 (corresponding to S/N
 10) to minimize the effect of shadows. The resulting slope and y-
ntercept were 0.27 and 0.04, which can be loosely interpreted, re-
pectively, as a globally-representative average albedo and the rela-
ive consistency of the passive and active photometric zero-points.
he mean and standard deviation of the best-ﬁt residuals were 0.0
0.02 in RADF units. This serves as a useful conﬁrmation of the
verall ﬁdelity of the passive radiometry. 
. Photometric function 
With the unique ability of LOLA to measure A n with active ra-
iometry and RADF with passive radiometry, we can correct every
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Fig. 9. Cylindrical projection 4 ppd map of 1064 nm A n from passive radiometry. 
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Fig. 10. Photometric function ( Eq. 4 ) including all observed incidence and emission 
angle variation. The bin size is 1 ◦ × 0 . 01 . 
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Fig. 11. LOLA 1064-nm highlands phase function. Several phase functions for the 
highlands taken from the literature are overplotted and normalized at g = 30 ◦ . 
These are: Clementine 950-nm (dashed black line; Shkuratov, 1999 ), LROC WAC 
689-nm (solid white line; Sato, 2014 ), SP 1068 nm (solid green line; Yokota, 2011 ), 
and Chandrayaan-1 M 3 1070 nm (dashed blue line; Besse, 2013b ). (For interpreta- 
tion of the references to color in this ﬁgure legend, the reader is referred to the 
web version of this article). 
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o  passive measurement for the local albedo of the surface by inter-
polating on the acitvely-derived 4 ppd A n map of Lemelin et al.
(2016 , this issue). The resulting quantity, called the photometric
function, is deﬁned by the relation ( Hapke, 2012b ): 
f (i, e.g) = RADF (i, e, g) /A n , (4)
and is displayed in Fig. 10 . It contains all the illumination and
viewing geometry effects, which are linked to the regolith com-
position, structure, and grain properties, that act on the normal
albedo to produce the passively-observed RADF . To our knowl-
edge, this is the ﬁrst time that the lunar photometric function
on a global scale has been revealed by observational data alone.
The maria and highlands sequences visible in Fig. 8 have almost
merged into one; there is still some distinction between them,
which we examine further in Section 7 , which describes Hapke
modeling of various sub-samples of the data plotted in Fig. 10 .
By deﬁnition, the photometric function should equal unity at zero
phase. Indeed, the mode of the observed photometric function in
the phase range 0 − 1 ◦ is 1.01, supporting the accuracy of our ra-
diometric calibration because the passive and active measurements
are almost completely independent. 
5. Phase function 
The photometric function can be separated into a limb-
darkening function, which contains all of the ( i, e )-dependence,
and a phase function, which contains all the g-dependence: 
f (i, e.g) = D (i, e )(g) . (5)n analytically simple limb-darkening function is the Lommel–
eeliger law, 
S(i, e ) = cos (i ) / (cos (i ) + cos (e )) . (6)
his law has been derived from radiative transfer theory and
hown empirically to provide a reasonable ﬁrst-order correction for
ow-albedo planetary bodies like the Moon ( Hapke, 2012; 1963 ).
herefore, we use LS ( i, e ) and the LOLA 128 ppd global DEM to cor-
ect for the topography-dependent viewing/illumination geometry.
sing other, more sophisticated, limb-darkening functions that in-
lude a phase angle dependence ( McEwen, 1996; Shkuratov, 1999 )
oes not affect our conclusions. Therefore, we calculate the phase
unction as 
(g) = RADF (i, e.g) /A n /LS(i, e. ) . (7)
To examine the different photometric behavior of the high-
ands and maria, we now classify the LOLA measurements as high-
ands or maria based on the geologic shapeﬁle produced by Nelson
2014) . Figs. 11 and 12 show the resulting phase function for the
ighlands and maria, respectively. The scatter in the phase func-
ion increases dramatically at g  70 ◦ due to errors in the view-
ng/illumination angles. Also at high phase angles, surface locations
bserved while they were in partial or complete shadow appear
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Fig. 12. LOLA 1064-nm maria phase function. Two phase functions for the maria 
taken from the literature are overpolotted and normalized at g = 30 ◦ . These are the 
LROC WAC 689-nm (solid white line; Sato, 2014 ) and SP 1068 nm (solid green line; 
Yokota, 2011 ). (For interpretation of the references to colour in this ﬁgure legend, 
the reader is referred to the web version of this article). 
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Fig. 13. The effect of A n on the LOLA 1064-nm global phase function. The curves are 
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give the percentage of data in each A n bin. 
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T  s an excess of points with abnormally low phase function values
 0.2. For these reasons, throughout this paper, we exclude points
ith ( g ) < 0.2 for all g , and we also exclude points with ( g ) >
.2 for g > 60 ◦. A phase function value of 0.2 corresponds roughly
o a S/N of ∼ 5 − 10 at g = 85 ◦ for typical geometries and typi-
al maria and highland albedos. The highlands phase function is
10 − 20 % higher than that of the maria, possibly due to a larger
ontribution from backscattering, a larger OE width, or a smaller
E amplitude (normalizing the curve at g = 0 ◦ causes it to shift
pwards with decreasing OE amplitude). All three of these possi-
ilities would be consistent with the phase function behavior at
V-VIS wavelengths observed with LROC ( Sato, 2014 ). 
Several phase functions from the literature are also overplot-
ed in Figs. 11 and 12 for the case of i = g and e = 0 ◦, which ap-
roximates the geometries for the majority of LOLA observations.
he functions are normalized at g = 30 ◦ for the maria and high-
ands separately. Inspection of Fig. 11 shows that the Clementine
50 nm highlands phase function (dashed black line; Shkuratov,
999 ) differs little from the LROC WAC 689 nm highlands phase
unction (solid white line; Sato, 2014 ), and that, in terms of overall
hape, both provide the closest match to the LOLA 1064 nm high-
ands phase function. The similarity of the Clementine, LROC, and
OLA highlands phase functions is consistent with previous results
hat the OE angular width has little wavelength dependence for
he highlands ( Hapke, 2012; Sato, 2014 ). The SP 1068 nm highlands
hase function (solid green line; Yokota, 2011 ) underestimates the
E, but Yokota (2011) excluded g < 5 ° when deriving their func-
ion, which also underpredicts SP data at small phase angles at
ther wavelengths, (see their Fig. 7 ). The Clementine, LROC, and
P functions are very similar for g > 30 °, but they tend to under-
redict the LOLA data for g > 50 ° by up to ∼10% at g = 85 ◦. The
hape of the Chandrayaan-1 M 3 1070 nm highlands phase func-
ion (dashed blue line; Besse, 2013b ) does not match the LOLA
ata or the other functions, perhaps due to M 3 instrumental cal-
bration uncertainties and the fact that Besse (2013b ) used an em-
irical 4th-order polynomial for the phase function whereas the
thers used theoretically-based models. For the maria phase func-
ion, in Fig. 12 , the SP 1068 nm model provides a better match to
he LOLA data than the LROC WAC 689 nm model, perhaps because
f the different wavelengths. Both of them are very similar for g >
0 °, but they underpredict the LOLA data by up to ∼10% at g = 85 ◦.
l  . Geologic inﬂuences on the phase function 
Now we explore how the phase function changes with vari-
us geologically important surface characteristics. The most appar-
nt of these characteristics is albedo, with the highlands normal
lbedo distribution peaked at A n ≈ 0.30 and the maria distribution
eaked at A n ≈ 0.18 ( Lucey, 2014 ). The effect of A n on the phase
unction is shown in Fig. 13 . Only the ∼120 million LOLA measure-
ents at latitudes within ± 60 ° are included to minimize the ef-
ects of topographic shading. As described previously, we exclude
hase function values ( g ) < 0.2 for all g , and we also exclude
( g ) > 1.2 for g > 60 °. The phase function curves are calculated as
he median data value within each 1 ° phase bin. 
The typical spread in data values around each curve is ∼ 0 . 1 −
 . 2 and, more importantly for the curve-to-curve comparison, the
tandard error of the median is ∼ 0 . 001 − 0 . 01 (the same is true
or subsequent ﬁgures in this section). As A n increases from 0.1
o 0.5, the phase function shifts upward by an amount that de-
ends on phase with a maximum shift of ∼0.3 at g = 15 − 30 ◦.
t g = 85 − 90 ◦, the phase function changes by < 0.1. The slope
f the phase function becomes shallower at g  15 ° whereas the
lope at g > 30 ° becomes steeper with increasing A n . Fig. 13 shows
hat the dichotomy in photometric behavior between the highlands
nd maria actually forms a continuous function of normal albedo.
owever, normal albedo may not be the most fundamental param-
ter governing this behavior. Mineralogical composition, in partic-
lar the abundance of Fe and Ti, as well as the amount of time
xposed to space weathering (exposure age), are other important
eologic characteristics affecting albedo. 
To investigate these other characteristics, we use the method
f Lucey (20 0 0a , 20 0 0b) to derive maps of FeO, TiO 2 , and opti-
al maturity (OMAT) from the Clementine multispectral reﬂectance
aps provided by the U.S. Geological Survey at 200 meters per
ixel ( Eliason, 1999; Hare, 2008 ). As before, we restrict the anal-
sis to latitudes equatorward of 60 ° to reduce the effects of topo-
raphic shading in the Clementine reﬂectance maps, whose photo-
etric normalization assumes a ﬂat surface on scales larger than
he pixel. The LOLA measurement locations are interpolated on
hese maps to estimate their composition and optical maturity.
he resulting FeO distribution is bimodal with peaks for the high-
ands and maria occurring at ∼5% and ∼17%, respectively. The
104 M.K. Barker et al. / Icarus 273 (2016) 96–113 
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p  overall TiO 2 distribution is strongly peaked at ∼0.5%, correspond-
ing to typical highlands values, with a long tail toward higher val-
ues for the maria. The OMAT distribution peaks at ∼0.17, corre-
sponding to typical mature regions, with a tail toward higher val-
ues representing immature regions. 
The FeO abundance has a nearly identical effect on the phase
function as normal albedo ( Fig. 14 ), as might be expected given the
strong inﬂuence of Fe 2+ on the near-IR spectrum of silicate miner-
als ( Burns, 1993 ). However, although the FeO abundance is corre-
lated with albedo, the downward shift of the phase function with
increasing FeO and decreasing A n is not primarily an albedo effect.
Theoretically, this can be understood from the fact that dividing
RADF by A n removes most of its dependence on singly-scattered
light leaving a relatively small contribution from multiple scat-
tering. Indeed, plotting the phase function while varying FeO and
restricting A n to a small range does not signiﬁcantly change the be-
havior shown in Fig. 14 . Instead, this behavior is likely due to other
parameters that are correlated with composition besides single-
scattering albedo, such as the relative strength of backward and
forward scattering in the single particle phase function, the OE am-
plitude, and the OE angular width ( Sato, 2014 ). This is explored
further in Section 7 where we model the phase function of the
highlands and maria separately. 
Variations in TiO 2 have a much smaller effect on the phase
function than FeO. Over the full range of observed TiO 2 , the maria
phase function shifts downward by at most ∼0.1 ( Fig. 15 ). The
highlands phase function shows no discernible trend with TiO 2 . 
Fig. 16 shows the effect of optical maturity on the phase func-
tion for the highlands (left panel) and maria (right panel). At a
phase angle g = 45 ◦, the highlands phase function increases by
∼0.25 going from the lowest OMAT bin to the highest. There is
a similar, but smaller, trend for the maria phase function, which
increases by ∼0.1 at g = 45 ◦ going from the lowest to the high-
est OMAT bins. The OMAT parameter has a qualitatively similar ef-
fect on the phase function as normal albedo and FeO, as might be
expected given the strong inﬂuence of the space weathering by-
product, SMFe, on the spectral properties of lunar regolith ( Hapke,
2001 ). Since OMAT is correlated with albedo, how much of the
OMAT dependence is due to albedo? The answer is apparently lit-
tle, for restricting A n to a small range near either of the peaks
of its bimodal distribution had little effect on the trends in thisgure. Also, plotting the phase function while varying A n and re-
tricting FeO and OMAT to a small range showed relatively little
ependence on normal albedo. Again, from a theoretical stand-
oint, this is due to the normalization of RADF by A n , so other pa-
ameters that are correlated with exposure age besides albedo are
ikely responsible, such as the details of the single particle phase
unction, and OE characteristics. 
We also ﬁnd that the slope of the local terrain affects the phase
unction ( Fig. 17 ). Slopes  20 ° exhibit pregressively larger upward
hifts of the phase function with increasing slope, which we inter-
ret as a result of mass wasting exposing optically immature mate-
ial or reduced space weathering due to lower sky visibility. Slopes
ear or above the angle of repose have a similar phase function as
hat of the most immature material in Fig. 16 . 
The thermal properties of the regolith are related to its physi-
al structure, with rougher surfaces expected to have higher ther-
al inertia and to cool at a slower rate throughout the lunar night.
andﬁeld (2011) exploited this behavior to derive rock abundance
nd nighttime soil temperature maps at 32 ppd within lattitudes
60 ◦ from thermal IR data collected by the Diviner Lunar Ra-
iometer onboard LRO. Higher soil temperatures shift the high-
ands phase function to progressively higher values ( Fig. 18 ). The
aria phase function has a qualitatively similar behavior, but the
agnitude of the shift is reduced. We ﬁnd the rock abundance and
OLA single-shot roughness ( Neumann, 2015 ) to have a similar ef-
ect as the soil temperature. The rock abundance is most sensitive
o rock sizes ∼1 m and the LOLA roughness is sensitive to slope
ariations on scales from the footprint size ( ∼50 m) down to the
nstrument timing resolution ( ∼10 cm). 
The similarity of these three quantities’ inﬂuence on the phase
unction probably results from the fact that they are all sensitive to
oughness on similar or overlapping scales. Bandﬁeld (2011) note
hat the soil temperature and rock abundance are highly corre-
ated within local regions, such as inside and around craters. Pos-
ible reasons for this correlation include radiative heating from ex-
osed rocks, the presence of small rocks that stay warmer than the
egolith but are too small (  1 m) to contribute to the measured
ock abundance, and buried rocks that warm the surrounding re-
olith. When OMAT is restricted to the peak of its distribution,
he phase function depends relatively little on nighttime soil tem-
erature, rock abundance, or LOLA roughness. This highlights the
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Fig. 16. The effect of optical maturity on the highlands (FeO < 8%; left panel) and maria (FeO > 14%; right panel) phase function. The curves are color-coded by OMAT 
with warmer colors signifying higher OMAT values, or more immature soil. The total number of data points included is ∼ 80 million (highlands) ∼ 20 million (maria). The 
numbers after the commas in the legend give the percentage of data in each OMAT bin. 
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[orrelation of these other parameters with optical maturity, and
uggests that, more generally, exposure age is the dominant con-
rolling parameter of the phase function besides Fe abundance. 
One ﬁnal issue to consider is the difference in resolution be-
ween the RADF and A n measurements. It is possible that localized
nhancements in albedo that are resolved by the passive radiome-
ry could be smoothed over in the 4 ppd normal albedo map caus-
ng their A n values to be underestimated and artiﬁcially exaggerat-
ng the phase function trends found here. We examined this possi-
ility by reprocessing the passive radiometry with a 140-shot ( ∼8
m) along-track moving average and downsampling the Clemen-
ine maps and LOLA DEM to 4 ppd. The resulting phase functions
nd their trends with geologic parameters were not signiﬁcantly
hanged. Because of the coarser sampling, there were not enough
ata points with high slopes to check the slope trend in Fig. 17 .
owever, we checked this trend by returning to the original full-
esolution maps, and using FeO and OMAT together as a proxy for
ormal albedo to select data points whose A n values were in the
ow-end tail of the highlands distribution, and, therefore, less likely
o have been underestimated by the large pixel size of the A n map.hoosing points in this way left the slope trend unchanged for
lopes < 32 °, but there were not enough points with higher slopes
o check the largest slope bin. Therefore, it seems unlikely that the
esolution mismatch between the RADF and A n measurements has
trongly impacted the phase function behavior in this section. 
. Hapke function modeling 
.1. Model details 
In this section, we model the observations to learn more about
he physical properties of the regolith. We adopt the isotropic mul-
iple scattering approximation of Hapke (2012b ) which describes
he RADF with the equation, 
ADF (i, e, g) = LS(i e , e e ) K w 
4 
 p(g)(1 + B S0 B S (g)) + M(i e , e e )] 
1 + B C0 B C (g)] S(i, e, ψ) (8) 
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d  This equation contains 9 free parameters theoretically related
to the light scattering properties of the regolith particles, the par-
ticle size distribution, porosity, and sub-pixel roughness. For a de-
tailed explanation of this equation, we refer the reader to Hapke
(2012b ) and references therein. In application, we follow closely
the method used by Sato (2014) with the notable exception that
we make use of the actively-derived 1064-nm normal albedo, A n ,
to reduce the number of free parameters and avoid having to di-
vide the data into separate albedo groups as in Yokota (2011) . The
data to be ﬁtted consist of the median photometric function ( Eq. 4 )
in 1 °-cubed voxels in ( i, e, g ). Voxels with i > 75 °, e > 30 °, or
g > 97 ° are excluded. From Eq. (4) and the deﬁnition of A n , the
model photometric function is calculated as RADF ( i, e, g )/ RADF ( e, e ,
0) evaluated at each voxel’s central values of ( i, e, g ). Voxels with
RADF / A n < 0.02 are excluded as they are contaminated by shad-
ows and errors in the derived photometric angles at high phase.
This cut corresponds roughly to a S/N of ∼ 5 − 10 for typical maria
and highland albedos. 
The LS factor in Eq. (8) is the Lommel-Seeliger Law with the
“effective” incidence and emission angles, i e and e e , to account for
roughness with the parameter, θp ( Hapke, 2012b ). This parameter
describes the mean slope of the surface on scales relevant to the
wavelength and pixel size. In a 6 ◦-wide strip around the whole
equator, Sato (2014) derived a mean value of θp = 23 . 4 ◦ at UV-
IS wavelengths with little dependence on wavelength or geologic
context. We adopt this value throughout our analysis. 
The parameter, K , is a function of the ﬁlling factor, φ, in the op-
tically relevant portion of the lunar regolith (the upper ∼1 mm).
Recent analyses suggest φ ≈ 0.2 ( Hapke and Sato, 2015; Ohtake,
2010 ), corresponding to a porosity, P = 1 − φ = 0 . 8 and K ≈ 1.3.
However, to keep our results more directly comparable to those
of Sato (2014) , we set φ = 0 , resulting in K = 1 . 0 . This should not
affect our results, however, because the multiplicative factor of K
in Eq. (8) cancels out in the photometric function, leaving only a
small contribution from an additional factor of K that appears in
the multiple scattering term, M ( i e , e e ). Porosity may still affect the
model through its inﬂuence on other model parameters, such as
the angular width of the shadow hiding OE (SHOE), h S ( Déau, 2013;
Hapke, 2012b ). 
The single-particle phase function, p ( g ), is a double-lobed
Henyey–Greenstein (HG) function with two parameters, the shape
parameter, b , and asymmetry parameter, c . The latter is set by b
through the empirical “hockey-stick” relation 
c = 3 . 29 exp (−17 . 4 b 2 ) − 0 . 908 , (9)
which was derived by ( Hapke, 2012a ) from a meta-analysis of var-
ious laboratory sample measurements. 
The amplitudes of the SHOE and coherent backscatter OE
(CBOE) are set by the parameters, B S 0 and B C 0 , respectively. To be
consistent with Sato (2014) , we ignore the CBOE by setting B C0 = 0 .
The CBOE and SHOE are very diﬃcult to disentangle without po-
larization measurements ( Hapke, 2012b ). Ignoring the CBOE can
lead to derived values of B S 0 > 1 if coherent backscatter is present.
Rather than being a free parameter, the amplitude of the SHOE is
determined by rearranging Eq. (8) into the form 
B S0 = 8 A n − wM(e e , e e ) 
wp(0) 
− 1 , (10)
given w, b , and A n , a representative normal albedo for the sample
being ﬁtted. In practice, we use the mode of the sample’s A n dis-
tribution. 
That leaves three free parameters: the single-scattering albedo,
w , the HG shape parameter, b , and the angular width of the SHOE,
h . We solve for the best-ﬁt combination of parameters by mini-S izing the weighted sum of squared errors over all N voxels, 
SE = 
N ∑ 
i =1 
ρi r 
2 
i = 
N ∑ 
i =1 
ρi 
(
n i 
d i − m i 
m i 
)2 
, (11)
here n i is the number of observations in voxel i, d i and m i are
he data and model values for voxel i calculated as explained pre-
iously, and ρ i is the voxel’s weight. To downweight data outliers
nd imperfections in the model, we use the weighting function
i = min (2 . 25 σ 2 /r 2 i , 1 . 0) where σ is the standard deviation of all
oxel errors. Since most of the observations are taken at near-nadir
iewing geometry, voxels with e ≈ 0 and i ≈ g tend to receive the
ost weight in the ﬁt. We employ a downhill simplex minimiza-
ion algorithm ( Lagarias, 1998 ), initialized to 30 different random
tarting locations, to ﬁnd the best-ﬁt parameters. 
As LOLA collects more data, the phase coverage at each surface
ocation will broaden, eventually enabling a spatially-resolved map
f model parameters. In the present study, we take the approach
f splitting up the data into global geologic units and ﬁtting each
ne separately. First, we separate the maria and highlands based
n FeO, and then we divide each of these two terrains into opti-
ally mature and immature sub-samples based on OMAT. We also
ivide the maria into low and high TiO 2 sub-samples. As before,
e restrict the analysis to latitudes within ± 60 ° to limit topo-
raphic shadowing effects. 
.2. Model results 
The best-ﬁt model parameters are listed in Table 4 . The param-
ter errors represent the standard deviation of 200 bootstrap re-
amplings of the data (with replacement) following the same ﬁt-
ing procedure. 
Fig. 19 shows the number of data points within each voxel for
he total highlands sub-sample. The magnitude of fractional residu-
ls of the best-ﬁt model ( Fig. 20 ) are < 5% for most geometries, but
end to increase with emission angle, or local slope. Fig. 21 com-
ares the data and best-ﬁt model values for all voxels as a function
f phase angle for all incidence and emission angles. The model
ends to underestimate the data at high emission angles, and this
s manifested in Fig. 21 as an excess of blue (data) points above the
ed (model) points, most notably for g < 60 °. Conversely, the en-
elope of model voxels with e < 10 ° matches well that of the data.
he mismatch at high- e could be due to a deﬁciency in the Hapke
odel at predicting the reﬂectance at high emission angle. On the
ther hand, Fig. 17 shows that surfaces with high slopes, on av-
rage, have a different phase function than ﬂat surfaces, proba-
ly because of their relative immaturity. The low-OMAT (mature)
ighlands subsample still had an excess of data voxels above the
odel although it was not as signiﬁcant. The OMAT parameter as-
umes a ﬂat surface on scales larger than the pixel ( Lucey, 20 0 0a ),
o it is possible that, by virtue of their high slopes, these voxels’
MAT values are underestimated causing them to be erroneously
ncluded in the mature subsample. Finally, we note that, at low
hase angles, the model OE is too wide, but this is unlikely due to
he high- e data skewing the ﬁt because excluding e > 10 ° from the
t actually resulted in a ∼10% larger value of h S . 
As expected, the model results indicate that the highlands have
 higher single scattering albedo, w , than the maria. This is, at least
artially, due to our use of Eq. (10) , which couples the parameters,
 S 0 , w, b , and A n . Setting A n to a 10% higher value would have a
imilar effect on w . The highlands have a lower value of b com-
ared to the maria, and because c is coupled to b through Eq. (9) ,
 is higher for the highlands than for the maria. This means that
he highlands have a higher backscattering fraction than the maria,
 result in qualitative agreement with Sato (2014) . However, our
erived value of b = 0 . 167 ± 0 . 004 is signiﬁcantly lower than those
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Table 4 
Best-ﬁt Hapke parameters for different geologic sub-units a . 
Group w b c B S 0 h S A n 
Highlands: FeO < 8% 
Total 0 .486 ± 0.004 0 .167 ± 0.004 1 .12 ± 0.04 1 .60 ± 0.03 0 .083 ± 0.002 0 .30 ± 0.01 
OMAT < 0.14 0 .465 ± 0.005 0 .199 ± 0.007 0 .74 ± 0.08 1 .62 ± 0.01 0 .069 ± 0.001 0 .28 ± 0.01 
OMAT > 0.24 0 .544 ± 0.008 0 .17 ± 0.01 1 .1 ± 0.2 1 .75 ± 0.06 0 .140 ± 0.005 0 .36 ± 0.01 
Maria: FeO > 14% 
Total 0 .356 ± 0.008 0 .266 ± 0.009 0 .05 ± 0.08 1 .50 ± 0.02 0 .042 ± 0.001 0 .18 ± 0.01 
OMAT < 0.14 0 .30 ± 0.01 0 .22 ± 0.02 0 .5 ± 0.2 1 .66 ± 0.04 0 .046 ± 0.003 0 .18 ± 0.01 
OMAT > 0.24 0 .36 ± 0.02 0 .20 ± 0.04 0 .7 ± 0.5 1 .5 ± 0.1 0 .051 ± 0.005 0 .20 ± 0.01 
TiO 2 < 3.00% 0 .388 ± 0.006 0 .269 ± 0.007 0 .03 ± 0.06 1 .55 ± 0.02 0 .048 ± 0.002 0 .20 ± 0.01 
TiO 2 > 9.75% 0 .278 ± 0.009 0 .26 ± 0.01 0 .1 ± 0.1 1 .86 ± 0.02 0 .048 ± 0.001 0 .16 ± 0.01 
a K = 1 and θp = 23 . 4 ◦ in all cases. The asymmetry parameter, c , was determined by Eq. (9) given b . The amplitude of the 
SHOE, B S 0 , was determined by Eq. (10) . A n is the observed mode for each subsample and the error of A n is the histogram bin 
width. 
Fig. 19. 3-D scatter plot color-coded by the number of data points within the ∼
63, 0 0 0 voxels for the total highlands sub-sample. The total number of data points 
summed over all voxels is ∼ 60 million. 
Fig. 20. Fractional residuals of best-ﬁt Hapke model for total highlands sub-sample. 
Voxels are color-coded by fractional residual deﬁned as (model − data)/model. . 
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to the web version of this article). 
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r  erived by Sato (2014) , who found b = 0 . 23 − 0 . 24 for the high-
ands with little dependence on wavelength. The cause of this dif-
erence is presently unclear, but it could be related to uncertainties
n the LOLA or SP radiance calibration. 
In addition, we ﬁnd that the total highlands sub-sample has a
igher OE amplitude, B S 0 , than the maria. Our best-ﬁt value for the
ighlands, B S0 = 1 . 60 ± 0 . 03 , matches that derived by Sato (2014)
or the highlands at 689 nm and is consistent with the ﬂatten-
ng they observed in the trend of decreasing B with increasingS 0 avelength. Our best-ﬁt value of B S0 = 1 . 50 ± 0 . 02 for the maria
s lower than their value of 1.88 at 689 nm, implying that, in con-
rast to the highlands, the wavelength trend for the maria does not
atten out moving toward the near-IR. Finally, we ﬁnd that, com-
ared to the maria, the highlands have a larger angular width of
he OE, h S , which is consistent with Sato (2014) . Our best-ﬁt value
f h S for the total highlands sample is slightly higher than the val-
es found by them at all wavelengths ( 0 . 075 − 0 . 08 ), yet within
heir error bars, but as noted previously the OE width of the best-
t model is slightly overestimated for e < 10 °. Our best-ﬁt value
f 0.042 ± 0.001 for the total maria sample is lower than their
alue of 0.05, but consistent with their error bars, suggesting the
arginally decreasing wavelength trend they observed continues
o the near-IR. Like Sato (2014) , we ﬁnd that the parameters, h S , b ,
nd c , do not signiﬁcantly vary with optical maturity or Ti abun-
ance in the maria. 
Compared to optically mature highlands, optically immature
ighlands have a higher single scattering albedo, w , a lower phase
unction shape parameter, b , a higher backscatter fraction, c , a
arger OE amplitude, B S 0 , and a larger OE angular width, h S . These
esults are qualitatively in line with what we might expect from
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L  the analysis in Section 6 . With the exception of the OE amplitude,
these results are also consistent with the trends observed by Sato
(2014) for optically immature highlands versus mature highlands.
They used a different relation from Eq. (10) to set B S 0 in the UV-
IS wavelength range, which may be responsible for the different
behavior we observe for B S 0 in the mature vs. immature highlands.
8. Discussion 
8.1. Geologic inﬂuences on the global phase function 
In summary, the 1064-nm phase function shows various lev-
els of dependence on several geologic properties. Of the proper-
ties explored here, we found that FeO and OMAT have the most
control over the phase function. Globally, they act in the opposite
sense; as FeO increases, the near-IR phase function shifts down-
wards, and as OMAT increases (i.e., as the surface becomes more
optically immature), the phase function shifts upwards. This is not
primarily an albedo effect, but is instead likely due to other param-
eters controlling the reﬂectance, such as the single particle phase
function and OE characteristics, which themselves may be corre-
lated with albedo and more fundamental soil properties like com-
position, porosity, and grain size distribution. Although the albedo
does generally decrease with increasing FeO and decreasing OMAT,
our use of the LOLA 1064 nm normal albedo allows us to separate
out most of the explicit albedo-dependence in the reﬂectance and
study these other controlling parameters. 
We also found that regolith thermal inertia, quantiﬁed by
Diviner nighttime soil temperature, and roughness on decimeter
to decameter scales, measured by Diviner rock abundance and
LOLA footprint-scale topography, have qualitatively similar, but
quantitatively smaller effects on the phase function compared to
optical maturity. However, when OMAT is held ﬁxed, the phase
function shows relatively little dependence on these other ther-
mophysical properties. We interpret this to mean that, on a global
scale, exposure age, and all of its associated effects on soil/grain
properties, is the dominant controlling parameter besides FeO
abundance. Recently, Hemingway (2015) presented evidence for
latitudinal spectral variations in the maria, attributed to reduced
solar wind ﬂux at high latitudes. In future work, we will examine
any possible variations in the phase function associated with such
latitude-dependent space weathering. 
The highlands phase function also depends on local slope (at
∼300 m baselines) for slopes  20 °. On these high slopes, the phase
function behaves more optically immature with increasing slope.
We interpret this as a sign of mass wasting exposing fresh mate-
rial and/or reduced space weathering due to lower sky visibility.
Whatever the cause, this behavior has implications for stereopho-
toclinometry terrain models, which must assume a phase function
to reconstruct topography from albedo variations. These models
should account for changes in the phase function of highly sloped
surfaces to have the most accurate results. 
8.2. Phase difference map 
Although the phase coverage of the current dataset is not dense
enough to derive a spatially resolved Hapke parameter map as in
Sato (2014) , it is still possible to identify spatially localized de-
viations from the globally typical phase function, which may be
caused by real geologic variations. With this in mind, we made
a color composite “phase difference” map in the bottom panel of
Fig. 22 . This map shows the median residual between every mea-
surement and the global phase function for that point’s phase and
FeO bilinearly interpolated on the phase function grid of Fig. 14 to
facilitate comparison between the maria and highlands. Thus, forvery LOLA measurement, the phase difference is deﬁned as 
(g) = (g) − 〈 (g, FeO ) 〉 , (12)
here 〈 ( g, FeO ) 〉 is the interpolated grid value. The red, green,
nd blue channels of the phase difference map show the median
( g ) within the phase ranges 60 − 90 ◦, 30 − 60 ◦, and 0 − 30 ◦,
espectively. Points with ( g ) < 0.2 are excluded for all g , and, for
 > 60 °, we also exclude points with ( g ) > 1.2. 
As explained previously, FeO and OMAT have the greatest ef-
ect on the phase function. Since we have removed the major FeO
ariations, the brightness and color variations in the phase differ-
nce map are generally correlated with variations in the OMAT
ap. Indeed, many of the most immature regions in the OMAT
ap are visible in the phase difference map as intensity enhance-
ents. Above 30 ° N, these enhancements tend to be green or yel-
ow because of the lack of data with g < 30 °, but this still indi-
ates more excess power (more positive residuals) at phase angles
0 − 60 ◦ than 60 − 90 ◦, consistent with the behavior observed in
ig. 16 . Despite some data gaps due to the incomplete Clemen-
ine coverage, and the lack of low-phase information at its lati-
ude, the crater, Giordano Bruno, and its surroundings are clearly
isible (A, 35.9 °N 102.8 °E). Its ejecta blanket shows some color
ariation and its ejecta rays are barely discernable as green and
lue enhancements extending NW and SE from the crater. Sev-
ral other young craters and their immature ejecta are clearly
isible in the phase difference map, most notably Copernicus (B,
.62 °N 339.92 °E), whose interior and immediate surroundings ap-
ear green and yellow, and Proclus (C, 16.1 °N 46.8 °E) with its two
right rays extending NW and SE. Interestingly, the Aristarchus
lateau does not have a signiﬁcant enhancement in the phase dif-
erence map despite being one of the most prominent features in
he OMAT map (D, 23.7 °N 312.6 °E). Instead, the plateau’s spatially
ocalized appearance in the phase difference map is more consis-
ent with the 1064 nm normal albedo map ( Fig. 9 ). The Aristarchus
lateau is a well-known site of extensive volcanic activity with a
egional dark mantle deposit thought to have a signiﬁcant con-
entration of pyroclastic glasses ( Gaddis, 1985; Lucey, 1986 ). The
MAT parameter could be overestimated in this region because
t is not calibrated for pyroclastic glass. In addition, the different
rain properties of the pyroclastic material may change the phase
unction relative to typical regolith with the same exposure age. 
.2.1. Jackson crater 
A striking large-scale feature in the phase difference map is
he Copernican-aged Jackson crater (E, 22.1 °N 196.7 °E, diameter =
1 km), which appears as a blue-green enhancement surrounded
y pink pixels with an overall SW-NE orientation. Its bright ejecta
re visible as slightly purple enhancements extending out hun-
reds of km. This crater has a dark halo visible in the OMAT map
nd 1064 nm normal albedo map, which is generally considered
o be an impact melt deposit ( Belton, 1994; Grier, 2001; Hirata,
010; McEwen, 1993 ). The dark halo has a spectral signature dis-
inct from the surrounding ejecta as seen in the Clementine UV-
IS color-ratio composite image (top panel of Fig. 23 ). The pink
ixels surrounding the crater in the phase difference map (bot-
om panel of Fig. 23 ) are approximately co-spatial with the dark
alo deposit. Even though the dark halo and bright rayed ejecta
re likely to have the same age, the halo has lower OMAT values
mean and standard deviation of 0.20 ± 0.02 vs. 0.22 ± 0.02) be-
ause the OMAT parameter has a different behavior over glassy de-
osits compared to normal regolith ( Lucey, 20 0 0b ). 
To further examine the phase function behavior of Jackson
nd its environs, we selected data within four regions of inter-
st which are drawn on the maps in Fig. 23 : inside the crater,
ark halo, ejecta rays, and off-ejecta. The FeO abundances for the
OLA data in these regions are 4.6 ± 1.2, 4.3 ± 0.8, 3.6 ± 0.8, and
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Fig. 22. Top: OMAT parameter mapped at 1 ppd with a color scale that ranges from 0.1 (black) to 0.3 (white). Map covers 0 − 60 ◦ N and is centered on 0 ◦ E. Grid lines are 
spaced every 30 ◦ . The maria are outlined with the Nelson (2014) shapeﬁle. Several features discussed in the text are labeled: The craters, Giordano Bruno (A), Copernicus 
(B), Proclus (C), and Jackson (E); the Aristarchus plateau (D) and Reiner Gamma Formation (F). Bottom: Color composite phase difference map showing the median difference 
from a globally representative phase function (see text for details). Different phase angle ranges control the color channels: 0 − 30 ◦ (blue), 30 − 60 ◦ (green), and 60 − 90 ◦
(red). Each channel’s scale is normalized to the difference range ± 0.10 in phase function units. The blue channel for latitudes above 30 ◦ N is set to a constant phase 
difference value of 0, causing only red and green hues there, due to the lack of data with phase < 30 ◦ . (For interpretation of the references to color in this ﬁgure legend, the 
reader is referred to the web version of this article) 
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i.0 ± 0.9%, respectively. Evidently, any glassy deposit in the dark
alo contributes at most a ∼ 10 − 20 % error in FeO, consistent with
he OMAT parameter. Fig. 24 quantiﬁes the color variations seen in
he phase difference composite by plotting the values of the RGB
olor channels for all data within each region of interest. The er-
or bar of each point is the central 68th percentile. The crater data
re higher in the 15 ° and 45 ° phase bins, which explains why the
rater appears blue-green in the composite. The crater also exhibits
he most variation within each phase bin. The dark halo phase dif-
erence is highest in the 75 ◦ phase bin, which explains its over-
ll pink hues. The off-ejecta region, which appears brown in the
hase difference com posite, has the smallest phase function dif-
erences in magnitude and absolute value. Taken together, these
ata indicate that most of the variation in the overall shapes of
he Jackson phase functions comes from the 75 ◦ phase bin. All else
eing equal, a rougher surface will generally have reduced reﬂec-
ivity by an amount that increases with phase angle ( Hapke, 1984;
hkuratov, 2003 ). One possible interpretation, then, is that the sur-
ace of the dark halo is smoother than the other regions on pho-
ometrically dominant scales ( ∼ 0 . 1 − 1 mm) whereas the surface
ithin the crater is rougher ( Goguen, 2010; Helfenstein and Shep-
rd, 1999 ). Other regolith properties, such as porosity and grain
ize, may also contribute to these phase function variations ( Cord,
003; Shepard and Helfenstein, 2007 ). 
.2.2. Reiner Gamma 
Another feature of interest in the phase difference map is the
einer Gamma Formation (F, 7 . 4 ◦N 301 . 5 ◦E ). Fig. 25 shows a close-
p of the phase difference color composite map centered on Reiner
amma and superimposed on the grayscale Clementine 415 nm re-
ectance map (200 mpp). The phase difference map shows an en-
ancement over Reiner Gamma’s heart between ∼ 7 − 8 ◦ N. There
re no clear enhancements associated with the SW and NE exten-
ions, but their relatively low albedos and smaller areal fraction
ithin each 1 ◦ pixel are partly responsible for their non-detection
n this map. In fact, we also produced a higher-resolution grayscale
hase difference map averaging all 3 phase bins together, and parts
f the NW extension did become visible. However, for our present
urposes, it is suﬃcient to focus on the heart, which is where thetrongest magnetic ﬁelds and brightest areas reside ( Hood, 2001 ).
e extracted the passive radiometry data within the bright lanes
nd central portion of the heart, excluding the dark lanes, yielding
n “on-swirl” data sample of ∼ 4 600 points. For a control sample,
e used data within a 2 ◦-wide annulus with inner radius of 2 ◦
hile excluding any overlapping areas close to the SW and NE ex-
ensions. This “off-swirl” sample consisted of ∼110, 0 0 0 points. The
ean and standard deviation of FeO, TiO 2 , and OMAT for the on-
wirl sample are, respectively, 16.3 ± 0.4%, 4.0 ± 0.7%, and 0.25 ±
.03, while the values for the off-swirl sample are 18.6 ± 0.4%, 8.2
1.5%, and 0.18 ± 0.02. 
We show the phase function of the on-swirl data as a 2-D his-
ogram in Fig. 26 . Superimposed on the histogram are lines cor-
esponding to the phase functions of the off-swirl sample (green),
nd the global dataset for the same FeO, TiO 2 , and OMAT as the
ff- and on-swirl data (cyan and white, respectively). Because we
re looking at a very small region, the phase angle sampling is
rastically reduced compared to the global dataset, and the indi-
idual orbits passing through this region each sample essentially
ne phase angle. The off-swirl sample is predominantly optically
ature mare soil and its phase function (green line) is very simi-
ar to its compositionally-equivalent global average (cyan line). The
n-swirl sample shown in the histogram is systematically higher
han the off-swirl sample (green line), consistent with it hav-
ng a higher OMAT than its surroundings. The on-swirl sample
s also displaced from its compositionally-equivalent global aver-
ge (white line). However, the unusual regolith properties in the
n-swirl regions may cause the Clementine spectral diagnostics,
hich were calibrated to returned lunar samples, to be less ac-
urate there ( Lucey, 20 0 0a; 20 0 0b ). This may be the reason why
he on-swirl data have lower FeO and TiO 2 abundances than the
ff-swirl sample ( Blewett, 2011; Kramer, 2011 ). Using the possibly
ore accurate off-swirl FeO and TiO 2 values for the on-swirl re-
ions only enhances the offset between the on-swirl and global
hase functions. This offset was only slightly reduced when us-
ng the uniformly downsampled low-resolution datasets described
n Section 6 . Hence, it is unlikely to be entirely an artifact of the
esolution mismatch between the passive radiometry and A n map-
nterpolated measurements. 
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Fig. 23. Spectral and photometric maps (simple cylindrical projection) centered on 
Jackson crater (black circle; 22 . 1 ◦N 163 . 3 ◦W ). Grid lines are spaced 5 ◦ apart. Top: 
Clementine 4 ppd UV-VIS color ratio composite with spectral ratios 415/750-nm 
(blue), 750/950-nm (green), and 750/415-nm (red). Middle: Clementine 4 ppd 750 
nm reﬂectance. Bottom: LOLA 1064 nm phase difference color composite. Phase dif- 
ference data within the outlined regions of interest (crater, dark-halo, ejecta, and 
off-ejecta) are plotted in Fig. 24 . (For interpretation of the references to color in 
this ﬁgure legend, the reader is referred to the web version of this article). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Phase angle bin (deg) 
0 10 20 30 40 50 60 70 80 90
 
Ph
as
e 
fu
nc
tio
n 
di
ffe
re
nc
e 
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
 Crater
 Dark halo
 Ejecta
 Off ejecta
Fig. 24. Phase difference data ( Eq. 12 ) within the outlined regions of interest 
around Jackson (crater, dark-halo, ejecta, and off-ejecta) in Fig. 23 . The differences 
are measured with respect to the global phase function for the same FeO. 
Fig. 25. Close-up of phase difference map from Fig. 22 centered on Reiner Gamma 
and superimposed on the grayscale Clementine 415 nm reﬂectance map. 
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d  Taken at face value, these results suggest that the on-swirl
phase function deviates from the global trend with OMAT ob-
served in Fig. 16 , and behaves like a less optically mature soil
than indicated by its OMAT. However, the OMAT parameter itself
may also be biased in the on-swirl regions for the same reason
as FeO and TiO 2 . With manual trial-and-error, we found that the
compositionally-equivalent global phase function could provide a
much better match to the on-swirl data if it had OMAT values of
∼ 0 . 36 − 0 . 42 instead of 0.25. This de-coupling of the phase func-
tion and OMAT parameter could be due to differences between
their behaviors in the presence of the atypical regolith properties
of Reiner Gamma, which may include an altered roughness, poros-
ity, grain size distribution, and/or non-standard mix of weather-
ing byproducts ( Garrick-Bethell, 2011; Hood and Schubert, 1980;
Kramer, 2011; Kreslavsky, 20 0 0; Kreslavsky and Shkuratov, 2003;inet, 20 0 0; Shkuratov, 2010 ). This highlights the fact that the
hase function could potentially be a useful tool used in conjunc-
ion with spectral analysis for constraining models of space weath-
ring. 
.3. Hapke modeling 
Finally, what can we conclude from the Hapke modeling?
he key results found by Sato (2014) were that, relative to the
ighlands, the maria exhibited decreased backscattering (lower c ,
igher b ), a narrower OE width (smaller h S ), and a larger OE am-
litude (larger B S 0 ). Our results are consistent with the ﬁrst two
tems, but we derived a lower OE amplitude for the maria ( B S0 =
 . 50 ± 0 . 02 ) than highlands ( B S0 = 1 . 56 ± 0 . 03 ). Given the remain-
ng uncertainties in the passive radiometric scale, this difference
ay not be signiﬁcant. Taken at face value, this means that the
ecreasing trend of B with wavelength that Sato (2014) observedS 0 
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Fig. 26. Phase function of Reiner Gamma’s on-swirl data shown as a 2-D histogram. 
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 n the maria continues into the near-IR, and the ﬂattening they ob-
erved for the highlands continues into the near-IR. 
We found that the shape of the maria phase function had less
ependence on the geologic parameters OMAT, rock abundance,
oil temperature, and roughness compared with the highlands. This
s consistent with the result of Sato (2014) that the Hapke param-
ters h S , b , and c are uncorrelated with geologic context within the
aria. Sato (2014) found that fresh craters in the maria do not ex-
ibit higher h S as observed in the highlands, and that maria with
ow and high Ti concentrations do not show a clear difference in b
nd c values. They attributed the h S result to a difference in phys-
cal strength between the maria and highlands materials, and the
 - c result to the fact that ilmenite lowers the albedo of backscat-
ering agglutinates, but also decreases the fraction of forward scat-
ering silicates, resulting in no net effect on the relative propor-
ions of forward and backward scattering. 
. Summary and conclusions 
In this work, we have presented the initial calibration and re-
ults of passive radiometry collected by LOLA over the course of
12 months during the LRO extended science mission phase 2. We
haracterized the time and temperature dependent dark-current,
aytime temperature dependent responsivity variations, and inter-
hannel responsivity variations. The LOLA passive radiometry was
rought onto the absolute radiance scale of the SELENE SP by
atching up measurements taken with the two instruments. The
esulting photometric precision was estimated to be ∼5% with an
bsolute uncertainty of at most ∼20%. 
We compared the resulting 1064-nm phase function to others
eported in the literature, and found reasonable agreement con-
idering the different analysis techniques, observation wavelengths,
nd models adopted by the various studies. We also explored the
hase function’s dependence on various geologic parameters in a
odel-independent way. On a global scale, we found that iron
bundance and optical maturity (quantiﬁed by FeO and OMAT) are
he dominant controlling parameters. Titanium abundance (TiO 2 ),
urface roughness on decimeter to decameter scales, and soil ther-
ophysical properties have a smaller effect, but the latter two are
orrelated with OMAT, indicating that exposure age is the driving
orce behind their effects. The phase function also exhibited a de-endence on slope at ∼300 m baselines primarily for slopes  20 ◦,
hich is likely due to mass wasting and/or reduced sky visibil-
ty. Altogether, compositional variations and space weathering have
mportant effects on the Moon’s photometric behavior apart from
heir inﬂuence on single-scattering albedo, a result made possible
y LOLA’s unique ability to directly measure the normal albedo.
ther soil and grain properties, like porosity, roughness, and single
article phase function, are correlated with composition and space
eathering. 
From a detailed modeling of the photometric function in the
apke framework, we veriﬁed that several geologic inﬂuences on
he phase function observed by Sato (2014) in the UV-VIS continue
nto the near-IR. Relative to the highlands, the maria exhibited
ecreased backscattering (lower c , higher b ), a smaller OE width
smaller h S ), and a smaller OE amplitude (smaller B S 0 ). This sug-
ests that the trends of B S 0 with wavelength that Sato (2014) ob-
erved continue into the near-IR. Immature highlands regolith has
 higher backscattering fraction and a wider OE width compared
o mature highlands regolith. Like Sato (2014) , we also found that
he Hapke parameters h S , b , and c have no signiﬁcant correlation
ith geologic context within the maria. 
The phase difference map revealed additional geologically-
nﬂuenced variations in the phase function’s shape. In particular,
ariations were observed associated with the dark halo around
ackson crater, the impact ejecta of Copernicus and Giordano
runo, and the Reiner Gamma Formation. For the latter, we found
hat the phase function behaves more optically immature than the
lobal phase function for its composition and OMAT, suggesting a
ifference in how the visible-to-near-IR spectrum and phase func-
ion respond to the unusual regolith evolution and properties at
his location. Space weathering models could beneﬁt from using
he observed phase function as an additional constraint besides
he reﬂectance spectrum. It is common practice to model the ob-
erved spectra as mixtures of different endmembers, thereby gain-
ng insight into the composition and mineralogy of the regolith.
he phase function can provide additional information with which
o constrain such spectrophotometric inversion techniques ( Clark,
001; Lucey, 1998; Mustard and Pieters, 1989; Pilorget, 2015 ). 
The phase function is a useful tool with which to study the lu-
ar surface, but additional work is needed to fully understand how
urface properties affect its scattering behavior. Spatially resolved
tudies of the phase function can help identify and characterize
nique or otherwise interesting geologic features. Laser altimeters
ike LOLA can contribute to such studies thanks to their combined
ctive and passive radiometry measurements at all phase angles. 
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