Rough set theory is a new mathematical tool to deal with vagueness and uncertainty. The classical rough set theory based on equivalence relation has made a great progress, while the equivalence relation is too harsh to meet and is extended to dominance relation in real world. It is important to investigate rough computational methods for rough set theory, which is one of the bottleneck problems in the development of rough set theory. In this article, rough computational approach to upper approximation reduction (UAR) is discussed based on dominance matrix in inconsistent ordered information systems (IOIS). The algorithm of upper approximation reduction is obtained, from which we can provide approach to upper approximation reduction operated simply in inconsistent systems based on dominance relations. Finally, an example illustrates the validity of this method, and shows the method is excellent to a complicated information system.
Introduction
The rough set theory, proposed by Pawlak in the early 1980s [1] , is an extension of the classical set theory for modeling uncertainty or imprecision information. The research has recently roused great interest in the theoretical and application fronts, such as machine learning, pattern recognition, data analysis, and so on.
Attributes reduction is one of the hot research topics of rough set theory. Much study on this area had been reported and many useful results were obtained until now [2] [3] [4] [5] [6] [7] . However, most work was based on consistent information systems, and the main methodology has been developed under equivalence relations (indiscernibility relations). In practice, most of information systems are not only inconsistent, but also based on dominance relations because of various factors. The ordering of properties of attributes plays a crucial role in those systems. For this reason, Greco, Matarazzo, and Slowinski [8] [9] [10] [11] [12] [13] proposed an extension rough sets theory, called the dominance-based rough sets approach (DRSA) to take into account the ordering properties of attributes. This innovation is mainly based on substitution of the indiscernibility relation by a dominance relation. In DRSA, where condition attributes and classes are preference ordered. And many studies have been made in DRSA [14] [15] [16] [17] [18] [19] . But simpler results of knowledge reductions are very poor in inconsistent ordered information systems until now.
In this paper, the method operated simply for upper approximation reduction is introduced in inconsistent is obtained, from which we can provide new approach to knowledge reductions in inconsistent systems based on dominance relations. Finally, an example illustrates the validity of this method, and shows the method is excellent to a complicated information system.
Rough Sets and OIS
The following recalls necessary concepts and preliminaries required in the sequel of our work. Detailed description of the theory can be found in [4, 5] .
An information system with decisions is an ordered quadruple is not a equivalence relation.
For any subset X of U , and A of 
, then this information system is consistent, otherwise, this information system is inconsistent.
For simple description, the following information systems with decisions are based on dominance relations, i.e. ordered information systems.
Let
be an inconsistent ordered information system, and denote 
From the theorem, authors have provided approach to upper approximation reduction in inconsistent ordered systems based on indiscernable matrixes in [5] . We can find that it is not convenient to use the method by computers. So we will propose the approach to upper approximation reduction operated simply by computers.
Rough Computational Approach to UAR
Based on Dominance Matrix
Dominance Matrices and Upper Approximation Decision Matrices
In this section, the dominance matrices and upper approximation decision matrices are proposed, and some properties are obtained. 1, otherwise.
From the above, we can see that the dominance relation of objects is decided by dominance matrices, and different decisions of objects is decided by upper approximation decision matrix. 
Theories of Matrix Computation for Upper Approximation Reduction
In the following, we will give the theory of matrix computation for upper approximation reduction in ordered information systems. 
One can obtain that if
don not hold at same time. Hence, we have 1 ij r  .
"  " Suppose B be not an upper approximation consistent set, then there must exist some
That is to say there
On the other hand, we know that     Algorithm Algorithm of matrix computation for upper approximation reduction in inconsistent ordered information systems is described as follows:
Input: An inconsistent ordered information system , , , a a a a in the system of above example, which are consistent with ref. [5] .
From the example, we can find that the algorithm is valid, and operated simply, for systems with a great deal of objects and attributes
Conclusions
It is well known that most of information systems are based on dominance relations because of various factors in practice. Therefore, it is meaningful to study the knowledge reductions in inconsistent ordered information system. In this article, the dominance matrix and upper approximation decision matrix are introduced in information systems based on dominance relations. Furthermore, the algorithm of upper approximation reduction is obtained, from which we can provide new approach to knowledge reductions in inconsistent systems based on dominance relations. Finally, an example illustrates the validity of this method, and shows the method is applicable to a complicated information system. 
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