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Abstract
Aspect-based sentiment analysis (ABSA)
mainly involves three subtasks: aspect term
extraction, opinion term extraction and
aspect-level sentiment classification, which
are typically handled separately or (partially)
jointly. However, the semantic interrelation-
ships among all the three subtasks are not
well exploited in previous approaches, which
restricts their performance. Additionally, the
linguistic knowledge from document-level
labeled sentiment corpora is usually used
in a coarse way for the ABSA. To address
these issues, we propose a novel Iterative
Knowledge Transfer Network (IKTN) for
the end-to-end ABSA. For one thing, to fully
exploit the semantic correlations among the
three aspect-level subtasks for mutual pro-
motion, the IKTN transfers the task-specific
knowledge from any two of the three subtasks
to another one by leveraging a specially-
designed routing algorithm, that is, any two
of the three subtasks will help the third one.
Besides, the IKTN discriminately transfers
the document-level linguistic knowledge, i.e.,
domain-specific and sentiment-related knowl-
edge, to the aspect-level subtasks to benefit
the corresponding ones. Experimental results
on three benchmark datasets demonstrate the
effectiveness of our approach, which signif-
icantly outperforms existing state-of-the-art
methods.
1 Introduction
Aspect-based sentiment analysis (ABSA) includes
three subtasks: aspect term extraction (ATE),
opinion term extraction1 (OTE) and aspect-level
sentiment classification (ASC). The first two sub-
tasks aim to identify the aspect term and the opinion
∗Work was done when Yunlong Liang was an intern at
Pattern Recognition Center, WeChat AI, Tencent Inc, China.
† Jinan Xu is the corresponding author.
1The ABSA task is more complete with the opinion term
extraction subtask (He et al., 2019; Peng et al., 2019).
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Figure 1: Overview of the relationships among three
aspect-level subtasks (left part) and two document-
level subtasks (right part). The three aspect-level sub-
tasks are highly semantic correlated, and thus can
incrementally facilitate one another through knowl-
edge transfer. The knowledge from two document-
level subtasks are discriminately transferred to enhance
the corresponding aspect-level subtasks, namely, the
domain-specific knowledge from document-level do-
main classification is transferred to aspect term extrac-
tion and opinion term extraction, and the sentiment-
related knowledge from document-level sentiment clas-
sification is transferred to aspect-level sentiment classi-
fication.
term appeared in one sentence, respectively. The
goal of the ASC subtask is to detect the sentimen-
tal orientation towards the extracted aspect terms.
Recently, the ABSA task has drawn an increasing
attention in the community. Most of existing stud-
ies focus on joint models (Wang et al., 2016a, 2017;
Dai and Song, 2019; Luo et al., 2019b; He et al.,
2019) or incorporating document-level sentiment
corpora (He et al., 2018, 2019; Dai and Song, 2019;
Chen and Qian, 2019) to better complete these sub-
tasks. Typically, these joint models only couple
two subtasks, without modeling semantic interre-
lationships among all the three subtasks. Besides,
the document-level corpora are usually coarsely ap-
plied, which is insufficient to exert its advantages.
The nature of the ABSA task determines that the
relationships among its three sub-tasks are insep-
arable, just like the left part of Figure 1, showing
that they can incrementally promote one another.
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For example, for the sentence “The battery is very
longer.” of the Laptop domain, the opinion term
“longer” indicates that the sentiment polarity of the
aspect term “battery” is positive, suggesting the
strong semantic correlation among them. Given
the aspect term “battery” and its sentiment polar-
ity positive, the word “longer” rather than other
words (e.g. “very”) in the sentence will be eas-
ily extracted as an opinion term, that is, any two
subtasks can help the third one. Some researchers
also observe this and thus jointly perform the as-
pect term and opinion term co-extraction (Wang
et al., 2016a, 2017; Dai and Song, 2019) or aspect
term-polarity co-extraction (Luo et al., 2019b; He
et al., 2019)2, achieving promising performance in
this direction. Unfortunately, these methods only
couple two subtasks and neglect the potential and
mutual effects among all the three subtasks.
In addition, since the easily accessible document-
level sentiment corpora contain rich domain-
specific and sentiment-related linguistic knowl-
edge, thus, they can benefit the aspect-level tasks,
which involve two document-level subtasks: do-
main classification and sentiment classification (He
et al., 2019). Some studies focus on constructing
auxiliary data (Dai and Song, 2019) or applying
document-level sentiment classification to boost
the ASC subtask by sharing the encoder (He et al.,
2018; Chen and Qian, 2019), while the domain-
specific properties3 are not explicitly modeled. Al-
though He et al. (2019) merge the knowledge from
two document-level subtasks to enhance the ATE
and ASC subtasks, such indiscriminate use of the
document-level knowledge is coarse and thus lim-
its its potential. Specifically, since the aspect term
and the opinion term own domain-specific proper-
ties (Peng et al., 2018) while sentiment polarities
are typically domain-invariant (i.e. positive, neg-
ative and neutral), therefore, the domain classifi-
cation can help to extract the aspect term and the
opinion term while it may be helpless when judg-
2He et al. (2019) take the aspect term extraction and opin-
ion term extraction as a single sequence labeling task, i.e.,
using a unified tagging scheme {BA,IA,BP,IP,O} to label the
aspect term, the opinion term and other words, respectively,
without explicitly modeling the correlation between them.
Thus, we refer it to the aspect term-polarity co-extraction.
3For instance, in the sentence “...the longer you may have
to wait” of the Restaurant domain, the opinion term “longer”
represents longer time, while it denotes durable “battery” in
the case of the Laptop domain. That is, the meaning of the
opinion term “longer” expresses completely different mean-
ings when it occurs in different domains, i.e. domain-specific
properties. Similarly, the aspect term also owns the properties.
ing the sentiment polarity. Similarly, the document-
level sentiment classification is more beneficial to
the ASC subtask rather than the ATE and OTE
subtasks, just as shown in the right part of Figure 1.
To address the issues above, we propose an
Iterative Knowledge Transfer Network (IKTN) to
fully exploit the semantic relationships at both the
token level and the document level for the ABSA
task. Particularly, we design a novel routing algo-
rithm, which can mutually transfer task-specific
knowledge among the three aspect-level subtasks,
as illustrated in the left part of Figure 1. Further-
more, the IKTN employs a more fine-grained way
to discriminately transfer document-level knowl-
edge to the aspect-level subtasks, as shown in
the right part of Figure 1, where the knowledge
from domain classification subtask only serves for
the ATE and OTE subtasks while the knowledge
from document-level sentiment classification sub-
task only helps the ASC subtask. All the knowl-
edge transfer processes are iteratively conducted
for fully exploiting the knowledge in all the tasks
to enhance the ABSA task.
We conduct experiments on three benchmark
datasets. Results demonstrate the effectiveness of
our approach, and we achieve consistent state-of-
the-art performances on these benchmark datasets.
Our contributions can be summarized as follows:
• We propose an iterative knowledge transfer
network for the ABSA task, which can trans-
fer the task-specific knowledge from any two
of the three aspect-level subtasks to the third
one for mutual promotion via a specially-
designed routing algorithm.
• We propose a more fine-grained way to
discriminately transfer the document-level
knowledge to enhance the aspect-level tasks.
• Our approach significantly outperforms the
existing methods and achieves new state-of-
the-art results on three benchmark datasets.
2 Background
In this section, we mainly formulate the aspect-
level tasks and document-level tasks, where the
document-level tasks are taken as auxiliary tasks
for improving the aspect-level tasks.
Aspect-level Tasks. The ABSA task is formu-
lated as three sequence labeling subtasks. For
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Figure 2: The model architecture of IKTN. ATE: aspect term extraction; OTE: opinion term extraction; ASC:
aspect-level sentiment classification. To fully exploit the inter-task correlations among the three aspect-level sub-
tasks for mutual reinforcing, the knowledge from them is mutually transferred to each other via the “Routing
Block”. Besides, the knowledge from CNNddcs is only transferred to the ATE and OTE subtasks. The knowl-
edge from CNNdscs is only transferred to the ASC subtask. In summary, all the knowledge transfer processes are
iteratively conducted for adequately exploiting the knowledge from all the tasks to enhance the ABSA task.
the ATE and OTE subtasks, we employ the
BIO tagging scheme: Yate = {BA,IA,O}
and Yote = {BP,IP,O} to label the aspect
terms and the opinion terms appeared in one
sentence, respectively. BA,IA,BP,IP and O de-
note the beginning and the inside of an aspect
term, an opinion term and other words, respec-
tively. For the ASC subtask, we employ Yasc =
{pos,neg,neu} to mark the word-level senti-
mental orientation, which denote positive, nega-
tive and neutral sentiment polarities, respectively.
Given an input sentence S = {w1, w2, . . . , wn}
with length n, we aim to inference three
tag sequences Yate = {yate1 , yate2 , . . . , yaten },
Yote = {yote1 , yote2 , . . . , yoten } and Yasc =
{yasc1 , yasc2 , . . . , yascn }, where yatei ∈ Yate, yotei ∈
Yote and yasci ∈ Yasc, 1 ≤ i ≤ n.
Document-level Tasks. This work contains two
document-level subtasks: document-level domain
classification (DDC) and document-level sentiment
classification (DSC). For an input document D =
{S1, S2, . . . ,Sm} with m sentences, the DDC
and DSC aim to predict a domain label Yddc ∈
{Laptop,Restaurant} and a sentiment label
Ydsc ∈ Yasc, respectively. To fully exploit the
rich linguistic knowledge from the document-level
corpora, we design a novel network to discrimi-
nately transfer it to enhance the aspect-level tasks.
3 Model
3.1 Overview
As shown in Figure 2, the IKTN mainly consists
of four parts: 1) Shared Encoder, for extracting
n-gram features, 2) Task-specific Layers, aiming to
convert n-gram features into several task-specific
representations, 3) Routing Layer, including three
Routing Blocks, controlling to fully transfer knowl-
edge among the aspect-level tasks for mutually rein-
forcing, and 4) Aggregation Layer, for aggregating
the multi-source information for the next iteration.
Note that, knowledge generated by the DDC task
only helps ATE and OTE subtasks and knowledge
from the DSC task only serves for the ASC subtask.
In summary, the IKTN aims to fully exploit the
knowledge from all the subtasks to enhance the
aspect-level tasks.
3.2 Shared Encoder
To extract n-gram features at different granular-
ities, we adopt a few Convolutional Neural Net-
works (Kim, 2014) as the feature extractor, where
each kernel corresponds to a linguistic feature de-
tector (Kalchbrenner et al., 2014). The encoder is
shared by the aspect-level tasks and the document-
level tasks for providing common features.
3.3 Task-specific Layers
Based on the Shared Encoder, under the su-
pervised signals of various subtasks, we design
three aspect-level task-specific layers: CNNates ,
CNNotes and CNN
asc
s , aiming to generate aspect-
related knowledge, opinion-related knowledge and
sentiment-related knowledge, respectively; and two
document-level task-specific layers: CNNddcs and
CNNdscs , for producing domain-specific features
and sentimental features, respectively.
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Figure 3: An example of the internal structure of “Rout-
ing Block #ASC” as shown in Figure 3. The knowledge
from the ATE and OTE subtasks is transferred to the
ASC subtask through iter rounds of iteration, that is,
the ATE and OTE subtasks will help the ASC subtask.
3.4 Routing Layer
We design the routing layer to take full advan-
tages of the inter-task correlations among the three
aspect-level subtasks. Particularly, the routing layer
consists of three “Routing Blocks” (in Figure 2).
Routing Block. The routing block serves for
transferring knowledge among the aspect-level sub-
tasks as shown in the “Routing Layer” part of Fig-
ure 2. Taking the “Routing Block #ASC” for exam-
ple, its internal structure is shown in Figure 3, in
which the knowledge from ATE and OTE is trans-
ferred to ASC for enhancing the ASC performance
via the routing algorithm of dynamic-length. In
original routing process (Sabour et al., 2017), the
output are fixed number of capsules (e.g., number
of categories). However, in our problem, the output
are dynamic number of capsules (sentence length),
and it is necessary to discern this in practical ap-
plication. To this end, we propose a new routing
algorithm by introducing sin and cos positional en-
coding (Vaswani et al., 2017) to obtain a shared yet
position-aware weight matrix W. The positional
encoding functions used are as follows:
PE(pos,2p) = sin(pos/10000
2p/dmodel)
PE(pos,2p+1) = cos(pos/10000
2p/dmodel)
where pos is the position, p is the positional index
of the dimension and dmodel is the input dimension.
Subsequently, taking “transferring knowledge
from OTE to ASC” for example, the pseudocode is
shown as Algorithm 1, which determines the agree-
ment value cj|i. Specifically, the inputHote, A and
iter of Algorithm 1 are the representation of OTE,
adjacency matrix (generated by dependency tree)
and iteration number, respectively (line 1). The bj|i
is the probability indicating that the i-th token rep-
Algorithm 1 Routing
1: procedure ROUTING ALGORITHM(Hote, iter)
2: ∀i ∈ OTE, ∀j ∈ ASC, 1 ≤ i, j ≤ n : bj|i ← 0.
3: uˆj|i = Hotei Wij
4: for iter iterations do
5: bj|i ← bj|i
6: ∀i ∈ OTE: ci ← softmax(bi)
7: ∀j ∈ ASC: sj ← Σicj|iuˆj|i
8: ∀j ∈ ASC : votej ← squash(sj)
9: ∀i ∈ OTE.∀j ∈ ASC : bj|i ← bj|i+uˆj|i·votej
10: end for
11: Return votej
12: end procedure
resentation in OTE agrees to be routed to the j-th
token representation in ASC, which is initialized
with zero (line 2). The uˆj|i denotes the resulting
knowledge vector generated by multiplying the rep-
resentation Hotei by a weight matrix Wij (line 3).
During each iteration (line 4), the probability
bj|i is summed by bj|i and Aj|i, which is the prior
knowledge indicating whether there is dependency
relationship between the i-th token and the j-th
token or not (line 5), and the coupling coefficients
are obtained by applying the softmax function
(line 6) and each sentiment representation vj is
calculated by aggregating all the opinion vectors
for the j-th token, voting for the sentiment po-
larity of the j-th token, weighted by the agree-
ment values cj|i obtained from bj|i (line 7). The
squash(sj) =
||sj ||2
1+||sj ||2
sj
||sj ||scales the output sj
non-linearly (line 8). Once the vj is updated in
the current iteration, the probability bj|i becomes
larger if the dot product uˆj|i · votej is large. That
is, when an opinion vector uˆj|i is more similar to
the sentiment representation votej , the dot product
is larger, meaning that it is more likely to route this
opinion knowledge to the j-th token (line 9) and
thus affects its sentimental orientation. Therefore,
larger bj|i will lead to a larger agreement value cj|i
between the opinion knowledge of the i-th token
and the sentiment representation of the j-th token
in the next iteration. In contrast, it generates low
cj|i when there is no correlation between uˆj|i and
votej . After multiple iterations, agreement values
learned via the routing process ensures the opin-
ion knowledge is sent to the appropriate sentiment
representation (line 11).
Similarly, we can obtain the knowledge vatej
which is transferred from ATE to ASC, indicat-
ing which token should be correctly labeled with
the sentiment polarity. The knowledge from ATE
and OTE subtasks is combined as follows:
hascj = Concat(h
asc
j ,v
ate
j ,v
ote
j )
where hascj is the j-th hidden of the ASC subtask.
We achieve knowledge transfer in “Routing
Block #OTE” and “Routing Block #ATE” in Fig-
ure 2 through the process above. In doing so, the
three subtasks are interacted with one another to
fully exploit the inter-task correlations.
3.5 Aggregation Layer
This layer aims to aggregate the multi-source
knowledge, i.e., the task-specific knowledge, the
predictions of the aspect-level tasks from the previ-
ous iteration, which is proved helpful in (He et al.,
2019), and the document-level knowledge. Specifi-
cally, the functions used are as follows:
h
q(t+1)
i =f1(h
q(t)
i ; yˆ
ate(t)
i ; yˆ
ote(t)
i ; yˆ
asc(t)
i ; a
ddc(t)
i )
h
asc(t+1)
i =f2(h
asc(t)
i ; yˆ
ate(t)
i ; yˆ
ote(t)
i ; yˆ
asc(t)
i ;
yˆdsc(t); a
dsc(t)
i )
where q ∈ {ate, ote}, t is the iteration number
(0 ≤ t ≤ T ), [;] means concatenation operation,
f1 and f2 are fully-connected layers and yˆ
o(t)
i is
the prediction on the i-th token at the t-th iteration,
o ∈ {ate, ote, asc}. Note that the ATE and OTE
subtasks only take the domain-specific knowledge
from the DDC subtask, i.e. addc(t)i , and the ASC
subtask only merges the sentiment-related knowl-
edge from the DSC subtask, i.e. yˆdsc(t) and adsc(t)i .
a
s(t)
i (s ∈ {ddc, dsc}) is the self-attention weight:
a
s(t)
i =
exp(h
s(t)
i W
s)∑n
k=1 exp(h
s(t)
k W
s)
where Ws is the trainable parameter. The doc-
ument representation is computed by hs(t) =∑n
i=1 a
s(t)
i h
s(t)
i . Then a fully-connected layer with
softmax function is applied to map hs(t) to yˆs(t).
Overall, the IKTN can fully perform knowledge
transfer via the routing algorithm and incorporate
the document-level knowledge to discriminately en-
hance the corresponding aspect-level tasks through
such T rounds of iteration.
3.6 Training
For training, we minimize the loss on each token of
aspect-level tasks and each instance of document-
level tasks with the cross-entropy function. The
aspect-level loss functions are written as follows:
Ja =λ1Late + λ2Lote + λ3Lasc
Lo = 1
n
n∑
i=1
(min(−
C1∑
r=0
yoi,r log(yˆ
o(T )
i,r ))
where λ1, λ2 and λ3 are discount coefficients, o ∈
{ate, ote, asc}, n is the sentence length, C1 is the
class number, yoi,r denotes the ground-truth and
yˆ
o(T )
i,r denotes the predictions with T times itera-
tion, respectively. The document-level loss func-
tions are formulated as follows:
Jd = λ4Lddc + λ5Ldsc
Ls = min(−
C2∑
r=0
ysr log(yˆ
s(T )
r ))
where λ4 and λ5 are discount coefficients, s ∈
{ddc, dsc}, C2 is the class number, ysr denotes the
ground-truth and yˆs(T )r denotes the predictions with
T times iteration, respectively.
For the whole model training, we first pretrain
the model with document-level tasks for a few
epochs to generate reasonable features for aspect-
level tasks. Subsequently, we train the network
on aspect-level corpus and document-level corpus
alternately, to minimize the corresponding loss.
4 Experiments
4.1 Experiment Settings
Datasets. Table 1 is the data statistics from Se-
mEval 2014 (Pontiki et al., 2014) and SemEval
2015 (Pontiki et al., 2015). The opinion terms of
these three datasets are annotated by (Wang et al.,
2016a). We adopt two document-level datasets
from (He et al., 2018, 2019), which include 30k
instances of Yelp restaurant domain and 30k in-
stances of Amazon electronic domain, respectively.
We merge the two datasets with domain labels for
domain classification. We use the Yelp data when
training on D1 and D3, and use the Amazon data
for D2, due to the domain-specific properties.
Implementation Details. Following (He et al.,
2019), we use 300d GloVe4 released by (Penning-
ton et al., 2014) as general-specific embeddings
and the embeddings released by (Xu et al., 2018)
as domain-specific embeddings. Our models5 are
trained by Adam optimizer (Kingma and Ba, 2014),
with learning rate η0 = 10−4, and batch size is set
to 32. When training, we randomly sample 20%
4https://nlp.stanford.edu/projects/glove/
5Code: https://github.com/XL2248/IKTN
Dataset Sentence Aspect Term Opinion Term
D1 Restaurant14 train 3,044 3,699 3,484test 800 1,134 1,008
D2 Laptop14 train 3,048 2,373 2,504test 800 654 674
D3 Restaurant15 train 1,315 1,199 1,210test 685 542 510
Table 1: Statistics of the aspect-level datasets.
of each training data as the development set and
the remaining 80% as training set. We tune the
iteration number T and the routing number iter on
each development set. The tuning details and more
implementation details are given in Appendix A,
B.
Evaluation Metrics. Following (He et al., 2019),
five metrics are applied for evaluation and the av-
erage score over 5 runs are reported with random
initialization in all experiments. We use F1 score
denoted as F1-I to measure the aspect term-polarity
co-extraction performance, where an extracted as-
pect term is taken as correct only when the span
and the sentiment are both correct. For the ATE
and OTE subtasks, we use F1 to measure the perfor-
mance denoted as F1-a and F1-o, respectively. For
the ASC subtask, we adopt accuracy and macro-F1
denoted as acc-s and F1-s, respectively, which are
computed based on the correctly extracted aspect
term from the ATE instead of the golden ones.
4.2 Compared Models
• {CMLA, DECNN}-{ALSTM, dTrans}:
CMLA (Wang et al., 2017) focuses on
aspect term and opinion term co-extraction
through modeling their inter-dependencies.
DECNN (Xu et al., 2018) proposes dou-
ble embeddings for the ATE subtask.
ALSTM (Wang et al., 2016b) is an attention-
based structure and the dTrans (He et al.,
2018) introduces a large document-level
corpus to improve the ASC performance.
• PIPELINE-IMN: It is the pipeline setting of
IMN (He et al., 2019), which performs ATE,
OTE and ASC subtasks separately.
• SPAN-pipeline (Hu et al., 2019b): It utilizes
BERT as backbone networks for ATE and
ASC subtasks, which is a strong baseline.
• MNN (Wang et al., 2018) and INABSA (Li
et al., 2019a): The two models all handle
the aspect term-polarity co-extraction as a se-
quence labeling problem by using a unified
tagging scheme.
• BERT+GRU (Li et al., 2019b): It focuses on
exploring the potential of BERT for this task.
• DOER (Luo et al., 2019b): This model jointly
perform aspect term and polarity co-extraction
with a cross-shared unit.
• IMN (He et al., 2019): It uses an interactive
multi-task architecture and message-passing
mechanism to pass the document-level knowl-
edge to aspect-level tasks, which is the current
state-of-the-art method for end-to-end ABSA
task. IMN−d is the variant of IMN, where
−d denotes without using the document-level
corpora.
4.3 Results and Analysis
Main Results. Table 2 and Table 3 are the re-
sults of ours and baseline models for the end-to-
end ABSA task6. Results suggest that our IKTN
consistently outperforms all baseline models by a
large margin in most cases under the setting with-
out BERT. We can conclude from Table 2 and 3:
1) For all three aspect-level subtasks (F1-a, F1-o,
F1-s and acc-s), Table 2 shows that our IKTN can
significantly surpass other baselines in most cases
on three subtasks. This suggests that the inter-task
correlations and document-level knowledge have
an overall positive impact on these subtasks, and
demonstrates the superiority of our model.
2) For aspect term-polarity co-extraction (F1-
I), Table 2 shows that our IKTN can performs the
best than other baselines. Specifically, IKTN out-
performs the best F1-I results of IMN by 1.56%,
2.23%, and 2.13% on D1, D2 and D3, respectively,
indicating that the IKTN indeed can benefit from
the knowledge transfer at both the token level and
the document level. We achieve further improve-
ments by using BERT features (+2.21%, +3.97%,
and +3.15% compared with IMN, respectively).
3) We compare with other models in Table 3,
which adopt different dataset settings from ours.
We find that the IKTN can surpass the DOER
under the setting without BERT. And our model
6Peng et al. (2019) also obtain good results for this task,
while they focus on the limited scenario where the aspect term
and the opinion term are paired in one sentence.
Methods D1 D2 D3F1-a F1-o F1-s acc-s F1-I F1-a F1-o F1-s acc-s F1-I F1-a F1-o F1-s acc-s F1-I
Pipeline
Models
CMLA-ALSTM∗ 82.45 82.67 68.70 77.46 63.87 76.80 77.33 66.67 70.25 53.68 68.55 71.07 58.91 81.03 54.79
CMLA-dTrans∗ 82.45 82.67 72.23 79.58 65.34 76.80 77.33 69.52 72.38 55.56 68.55 71.07 66.45 82.27 56.09
DECNN-ALSTM∗ 83.94 85.60 68.50 77.79 65.26 78.38 78.81 66.78 70.46 55.05 68.32 71.22 57.25 80.32 55.10
DECNN-dTrans∗ 83.94 85.60 73.31 80.04 67.25 78.38 78.81 70.63 73.10 56.60 68.32 71.22 69.58 82.65 56.28
PIPELINE-IMN∗ 83.94 85.60 69.59 79.56 66.53 78.38 78.81 68.12 72.29 56.02 68.32 71.22 59.53 82.27 55.96
Integrated
Models
MNN∗ 83.05 84.55 68.45 77.17 63.87 76.94 77.77 65.98 70.40 53.80 70.24 69.38 57.90 80.79 56.57
INABSA∗ 83.92 84.97 68.38 79.68 66.60 77.34 76.62 68.24 72.30 55.88 69.40 71.43 58.81 82.56 57.38
Joint
Models
IMN−d∗ 84.01 85.64 71.90 81.56 68.32 78.46 78.14 69.92 73.21 57.66 69.80 72.11 60.65 83.38 57.91
IMN∗ 83.33 85.61 75.66 83.89 69.54 77.96 77.51 72.02 75.36 58.37 70.04 71.94 71.76 85.64 59.18
IKTN−d (Ours) 84.59 84.89 73.20 81.32 68.64 80.10 74.22 74.47 69.95 59.36 71.25 71.85 66.76 81.96 58.25
IKTN (Ours) 83.91 84.65 76.66 84.93 71.10 79.19 76.80 73.13 76.92 60.60 70.96 72.48 72.39 86.67 61.31
IKTN+BERT (Ours) 86.13 86.62 74.35 83.47 71.75 80.89 78.90 73.42 77.51 62.34 71.63 76.79 69.85 87.10 62.33
Table 2: Model comparison. The results with symbol “∗” refer to IMN (He et al., 2019). “−d” represents not using
document-level corpus. “+BERT” denotes exploiting BERT-Base features on our architecture. Average results over
5 runs with random initialization are reported.
# Models D2
0 DOER (Luo et al., 2019b)\ 59.48
1 IKTN (Ours) 60.60
2 BERT+GRU (Li et al., 2019b)\ 60.42
3 SPAN-pipeline (Hu et al., 2019b)\ 61.84
4 IKTN+BERT (Ours) 62.34
Table 3: F1-I (%) scores. Since the dataset D2 is our
common corpus, so we conduct experiments on it for
fair comparison. “\” indicates that the results are gen-
erated by running their released code. Rows 2∼4 are
the results with the assistance of BERT-Base, Uncased
model, where we establish new state-of-the-art results.
with BERT (row 4) can also outperform the SPAN-
pipeline (row 3) and “BERT+GRU” (row 2), which
suggests the effectiveness of our approach.
Ablation Study. We investigate the impact of dif-
ferent knowledge in Table 4, where we remove one
knowledge at a time. And we conclude that: 1)
our fine-grained application of the document-level
knowledge has better effect than the “Coarse” one
(row 1 vs. row 0); 2) once any of the aspect-level
subtask knowledge transfer is removed (row 1 vs.
rows 2∼4), scores on three subtasks decrease to
some extent, and a more evident decline occurs on
the ASC subtask (F1-s), which shows that the three
aspect-level subtasks are highly semantically corre-
lated and thus can incrementally boost one another;
3) we also observe obvious drops, especially on
the ATE and OTE subtasks (F1-a and F1-o) when
removing the document-level knowledge from the
DDC subtask (row 5), and on the ASC subtask (F1-
s) when removing it from the DSC subtask (row 6),
which shows that discriminately transferring the
document-level knowledge can significantly bene-
fits the corresponding aspect-level tasks (row 1 vs.
Models D1# F1-a F1-o F1-s
0 IKTN (Coarse) 83.45 83.75 75.03
1 IKTN (This work) 83.91 84.65 76.66
2 – aspect knowledge transfer 83.53 84.10 74.07
3 – opinion knowledge transfer 83.64 83.65 74.01
4 – sentiment knowledge transfer 83.33 83.49 75.40
5 – knowledge transfer from DDC 83.14 83.34 75.13
6 – knowledge transfer from DSC 83.67 84.57 72.76
Table 4: F1-a (%), F1-o (%) and F1-s (%) scores of ab-
lation study on D1, and the results on D2 and D3 are
given in Appendix C, which aim to investigate the im-
pacts of the different knowledge. The “Coarse” is the
usage from IMN (He et al., 2019), meaning the knowl-
edge from two document-level subtasks is merged to in-
distinguishably enhance the aspect-level tasks. The “–
aspect knowledge transfer” represents removing the as-
pect knowledge transfer and its interactions with other
subtasks correspondingly. Similarly for rows 3∼6.
rows 5∼6), leading to better performances.
Case Study and Visualization. To provide an
understanding of how the knowledge transfer
works, we take the knowledge transfer from OTE
and ATE to ASC for example to visualize the agree-
ment value cj|i in Figure 4. Figure 4(a) and 4(c)
are the case of transferring knowledge from OTE
to ASC, which shows that the knowledge from the
OTE subtask can be effectively sent to the ASC sub-
task, indicating that the opinion word determines
the sentimental polarity, i.e., the former (ATE) is
naturally correlated with the latter (ASC). Particu-
larly, in Figure 4(c), the negation information can
be effectively transferred to the aspect term “prices”
via the routing algorithm and affects its sentimental
polarity. Figure 4(b) and 4(d) are the case of trans-
ferring knowledge from ATE to ASC, which sug-
gests that the aspect-related knowledge is mainly
Thebattery is very longer
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The
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very
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TE
(i)
ASC(j)
Thebattery is very longer
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not
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A
TE
(i)
ASC(j)
Figure 4: Visualization of cj|i. The darker the color is,
the more knowledge is transferred.
transferred to corresponding word and points out
whether it is a aspect term or not. Therefore, it
can help the aspect-level sentiment classification
to judge whether the word should own sentimental
polarity or not.
5 Related Work
Aspect-based Sentiment Analysis. Existing
models typically handle the ABSA task indepen-
dently or jointly. Apparently, separately treating
each subtask can not exploit the inter-task corre-
lations, leading to restricted performances, such
as ATE (Qiu et al., 2011; Liu et al., 2013, 2014,
2015; Yin et al., 2016; Li and Lam, 2017; Li et al.,
2018; Angelidis and Lapata, 2018; Ma et al., 2019)
and ASC (Dong et al., 2014; Nguyen and Shirai,
2015; Vo and Zhang, 2015; Tang et al., 2016; Wang
et al., 2016b; De Clercq et al., 2017; Wang et al.,
2019; Chen et al., 2017; Ma et al., 2018; Hu et al.,
2019a; Bao et al., 2019; Tang et al., 2019; Wang
et al., 2019; Sun et al., 2019a; Zhang et al., 2019;
Sun et al., 2019b; Luo et al., 2019a; Liang et al.,
2019; Hou et al., 2019). By contrast, the joint
or integrated methods7, such as aspect term and
opinion term co-extraction (Wang et al., 2016a,
2017; Dai and Song, 2019), aspect term-polarity
co-extraction (Mitchell et al., 2013; Zhang et al.,
2015; Li and Lu, 2017; Wang et al., 2018; Schmitt
et al., 2018; Li et al., 2019a,b; Luo et al., 2019b;
7The integrated methods can implicitly model the correla-
tion between tasks through a unified tags and achieve better
results than separate ones. But they can not surpass the joint
ones because the tasks are linked only by tags, which is insuf-
ficient to exploit the correlation (He et al., 2019).
He et al., 2019; Hu et al., 2019b) and the three sub-
tasks (Peng et al., 2019), can model the semantic
correlations and thus achieve promising results.
However, these methods still fail to fully model
the mutual correlations among all the three sub-
tasks. For instance, Peng et al. (2019) use a unified
tagging scheme8 to solve the aspect term-polarity
problem and thus can not explicitly model the cor-
relations between them, and they only transfer as-
pect term knowledge for opinion term extraction.
Different from all work above, we focus on exploit-
ing the inter-task correlations among all the three
subtasks and thus incrementally boost one another.
Besides, we observe the task characteristics and
thus propose to use the document-level corpus to
discriminately help the corresponding aspect-level
tasks, achieving better performances.
Capsule Network. Capsule network (Sabour
et al., 2017) has been widely applied in many natu-
ral language processing tasks. In the ABSA field,
for example, Wang et al. (2019) focus on build-
ing multiple capsules for aspect category senti-
ment analysis, which do not employ the routing
procedure. Chen and Qian (2019) construct a
transfer capsule network for transferring seman-
tic knowledge from DSC to ASC via sharing en-
coder, which utilizes the vanilla capsule network
only for the ASC subtask. Du et al. (2019) com-
bine capsule network with an interactive attention
to model the semantic relationship between the
given aspect term and context for the ASC subtask.
Jiang et al. (2019) release a new large-scale Multi-
Aspect Multi-Sentiment (MAMS) dataset and use
capsule network building a strong baseline. Unlike
these methods, we focus on the end-to-end ABSA
task rather than the individual subtask, and we pro-
pose a dynamic-length routing algorithm, which
can efficiently perform knowledge transfer.
6 Conclusions
In this work, we propose an iterative knowledge
transfer network for the ABSA task, which can
fully exploit the inter-task correlations among the
three aspect-level subtasks with the proposed rout-
ing algorithm. Furthermore, we design a more
fine-grained method enabling our model to incor-
porate the document-level knowledge for discrim-
inately enhancing the corresponding aspect-level
8{B,I,E,S}-{neg,pos,neu} ∪ {O} denote the beginning,
the inside, the end and the single of an aspect term with nega-
tive, positive, neutral sentiment and other words, respectively.
tasks. Experimental results on three benchmark
datasets demonstrate the effectiveness of our ap-
proach, which achieves new state-of-the-art results.
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