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Abstract
We obtain bounds for the chromatic and clique numbers of a simple graph, 3rst in terms of
the number of vertices and edges it contains, and then in terms of its vertex degrees. In every
case, we examine the tightness of the bounds we obtain. We also brie7y discuss lower bounds
for the independence number of a graph in terms of the same parameters.
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1. Introduction
Our terminology and notation will be standard except as indicated. Good references
for any unde3ned terms or notation are [2,5]. We mention only that given a simple
graph G, we will use (G); !(G), and (G) to denote respectively the chromatic
number, clique number and independence number of G.
A fundamental problem of interest in graph theory is what structural information one
can deduce about a graph knowing only the number of vertices and edges it contains,
or perhaps its vertex degrees. Such results are especially prominent in cycle structure
theory, as the following theorems of Ore and Chv=atal illustrate.
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Theorem 1 (Ore [10]). Let G be a simple graph on n¿3 vertices and m edges. If
m¿( n−12 ) + 2, then G is hamiltonian, and the bound is best possible.
The nonhamiltonian graph K1 + (K1 ∪Kn−2) shows that the bound in Theorem 1 is
best possible.
Theorem 2 (Chv=atal [4]). Let G be a simple graph with vertex degrees d1¿d2¿ · · ·
¿dn and n¿3. If there does not exist a k¡n=2 such that dk6k and dn−k¡
n− k, then G is Hamiltonian. Moreover if the degree sequence of G does not satisfy
this condition, then G is degree majorized by the maximal nonhamiltonian graph
Kk + ( IKk ∪Kn−2k).
In this paper, we wish to explore upper bounds for (G), and lower bounds for
!(G) and (G), 3rst in terms of n= |V (G)| and m= |E(G)|, and then in terms of the
vertex degrees d1¿d2¿ · · ·¿dn of G. In Section 2, we 3rst develop a tight upper
bound for (G) in terms of n and m, which sharpens an earlier result of the same sort
due to Ershov and Kozhukhin [7]. We next give an elegant and simple lower bound for
!(G) as an easy corollary of the well-known theorem of Turan [13], and then explain
the exact tightness of this bound. We conclude the section with a brief discussion
of a lower bound for (G) in terms of n and m. In Section 3, we 3rst explore the
tightness of the well-known upper bound of Welsh and Powell [16] for (G) in terms
of the vertex degrees of G, and discuss the prospects for 3nding a completely tight
upper bound for (G) in terms of the vertex degrees. We next develop a lower bound
for (G) in terms of the vertex degrees of G, based on a theorem of ErdMos [6], and
explore the tightness of this lower bound. We conclude by discussing the prospect
of 3nding a completely tight lower bound for (G) in terms of the vertex degrees
of G.
2. Bounds in terms of |V (G )| and |E(G )|
2.1. Upper bounds for (G)
Let G be a simple graph with n vertices and m edges. In what follows, we will need
the notion of the degeneracy of G, which is de3ned as follows. Let G1=G, and let
u1 be a vertex of minimum degree in G1. Assuming we have de3ned G1; : : : ; Gk−1 and
u1; : : : ; uk−1, let Gk=Gk−1− uk−1, and let uk be a vertex of minimum degree in Gk . If
u1; u2; : : : ; un is the sequence of vertices generated by this process, the degeneracy of
G, denoted D(G) (or just D, if G is understood), is de3ned as
D(G) = max
16i6n
dGi(ui):
By coloring the vertices of this sequence in reverse order, we see that (G)61+D(G).
For further details on degeneracy and vertex coloring, see [8].
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Before giving the main result of this section we need a de3nition. If G is a connected
graph, we say G is 1-reducible to H if the iterative removal of degree 1 vertices from
G results in the graph H (if (G)¿2, then G is 1-reducible to itself). Clearly, if G is
1-reducible to H and G is not a tree, then (G)=(H).
Our main result is the following.
Theorem 3. Let G be a connected graph with n vertices and m edges. If G is
not 1-reducible to a clique or odd-cycle, then (G)6(3+√1+8(m− n))=2.
Moreover, for every pair (n; m) with either n=m and n even or n¡m¡( n2 ), the
bound is tight; i.e., there exists a G with n vertices and m edges such that (G)=
(3+√1+8(m− n))=2.
Proof. If (G)=1, we may consider instead the 1-reduction of G without e'ecting
either (G) or the upper bound in Theorem 3. Hence, we will assume (G)¿2 and
that G is neither a clique nor an odd cycle. Since G is not a tree, we have D¿2
and m¿n. If m=n, then G would be an even cycle, and the bound in the the-
orem trivially holds. So in the remainder of the proof, we will assume D¿2 and
m¿n+ 1.
We 3rst prove the bound when D¿4. We begin with the following claim.
Claim. If D¿4, then m¿n+(D2 ).
Proof of the claim. Let k denote the smallest integer such that D(G)=(Gk). Then
n− k+1= |V (Gk)|¿(Gk)+1=D+1, and so
m= |E(G)|¿|E(Gk)|¿ |V (Gk)| · (Gk)2 =
(n− k+1)D
2
:
We now consider two cases.
Case 1: k¿1. Since (G)¿2, we removed at least k edges when we removed
u1; : : : ; uk−1 from G. Thus,
m= |E(G)|¿k + |E(Gk)|¿k + (n− k + 1)D2 : (1)
We next establish that
k+
(n− k+1)D
2
¿n+
(
D
2
)
: (2)
Of course, (2) can be rewritten as
(n− k)(D − 2)¿D(D − 2): (3)
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Fig. 1. Kr with a path with (n− r + 1) edges
joining vertices v and w.
Fig. 2.
Since D − 2¿0, inequality (3) becomes n − k¿D, and this is true since
n − k + 1= |V (Gk)|¿D + 1, as noted above. From (1) and (2), we obtain
m¿n+ (D2 ). This completes Case 1.
Case 2: k=1. Since G is not complete and thus D6n − 2, we have m= |E(G)|=
|E(Gk)|¿nD=2=n+n(D − 2)=2¿n+(D − 2)(D+2)=2=n+(D2 − 4)=2¿n+(D2 − D)
=2=n+(D2 ). This proves the Claim.
It is now a simple matter to prove the bound when D¿4. Noting that m¿n+(D2 ) is
equivalent to D2−D−2(m−n)60, or D6(1+√1+8(m− n))=2, we have (G)61+D
6(3+
√
1+8(m− n))=2 as desired when D¿4.
We now consider the case when D63. We have (G)61+D64, and so the bound
in the theorem will be correct if m− n¿3. Hence, we will assume m− n62. If n¿5,
then m − n62 implies D62, and thus (G)61 + D63. But, then the bound in the
theorem is correct, since m¿n+ 1. But, if n64 and G =K4, then (G)63 and again
the bound is correct. This proves the bound in Theorem 3.
We next explore the tightness of the bound in Theorem 3. If m=n are even, we
simply take G=Cn. Suppose then that n¡m¡(
n
2 ). Let r denote the largest integer
such that (n− r+1)+( r2 )6m.
Clearly 36r6n − 1; indeed, it is easy to verify that r equals the bound
(3+√1+8(m− n))=2 in Theorem 3. Form G initially as shown in Fig. 1
above. Then add additional edges until the graph contains exactly m edges. It is easy
to see that G has all the desired properties.
As an easy corollary of Theorem 3, we obtain the following bound of Ershov and
Kozhukhin [7].
Theorem 4. Let G be a connected graph with n vertices and m edges. Then (G)6
(3+√9+8(m− n))=2. Moreover, the bound is tight for every pair (n; m) with n¿2
and n− 16m6( n2 ).
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Proof. By Theorem 3, it suOces to show the bound holds for connected graphs
which are 1-reducible to complete graphs or odd cycles. But it is trivial to verify this
directly.
Regarding the tightness of the bound, let r denote the largest integer such that (n−
r)+( r2 )6m, so that 26r6n. Indeed, it is easy to verify that r=(3+
√
9+8(m− n))
=2. Form G initially as shown in Fig. 2. Then add additional edges arbitrarily until
there are exactly m edges. It is easy to see that G then has all the desired
properties.
Since m6( n2 ) is equivalent to 3+
√
9+8(m− n)61+√1+8m, we obtain as an
immediate corollary of Theorem 4 the following result.
Corollary. If G is a graph with m edges, then (G)6(1+
√
1+8m)=2, and the bound
is tight (consider any m-edge graph containing K(1+√1+8m)=2).
Finally, since !(G)6(G), an immediate consequence of Theorem 3 is the
following.
Theorem 5. Let G be a connected graph on n vertices and m edges which is not
1-reducible to a clique or an odd cycle. Then !(G)6(3+√1+8(m− n))=2, and
the bound is tight for the same pairs (n; m) as in Theorem 3.
2.2. Lower bounds for (G)
We begin with the classic theorem of Turan [13]. Given integers n and k6n,
de3ne the Turan graph T (n; k) to be the complete k-partite graph on n vertices with
the k parts as equal in size as possible. In particular, there will be n − kn=k parts
of size n=k + 1, and k − (n − kn=k) parts of size n=k. It is readily veri3ed
that the number of edges in T (n; k) is given by e(n; k)= 12 (kn=k2 − (2n− k)n=k+
n(n− 1)).
Theorem 6 (Turan’s Theorem). Let G be a graph with n vertices and m edges. If
m¿e(n; k), then !(G)¿k + 1 unless G=T (n; k).
Thus, T (n; k) is the unique n-vertex, edge-maximal graph with no (k + 1)-
clique.
As an easy corollary of Turan’s Theorem, we now derive the following elegant lower
bound for !(G), 3rst noted by Myers and Liu [9].
Theorem 7. Let G be a simple graph on n vertices and m edges. Then !(G)¿
	n2=(n2 − 2m)
.
Proof. Let !=!(G), and let X1 ∪X2 ∪ · · · ∪X! denote the vertex partition sets in
T (n; !).
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Using Turan’s Theorem and the easily established inequality
∑!
i=1 |Xi|2¿!(n=!)2,
we have
m6e(n; !) =
∑
16i¡j6!
|Xi| · |Xj|= (
∑!
i=1 |Xi|)2 −
∑!
i=1 |Xi|2
2
=
n2 −∑!i=1 |Xi|2
2
6
n2 − !(n=!)2
2
=
n2
2
(
1− 1
!
)
; or !¿
n2
n2 − 2m
as asserted.
Since (G)¿!(G), Theorem 7 yields the following result of Geller [11,12] (see
also [1, p. 333]).
Theorem 8. Let G be a simple graph on n vertices and m edges. Then (G)¿
	n2=(n2 − 2m)
.
We now wish to explore the tightness of the bound in Theorem 7. Given n and
m6( n2 ), set k=k(n; m)=	n2=(n2 − 2m)
.
We now establish the following result, which is the main result in this section.
Theorem 9. (i) If k|n, then there exists a graph G with n vertices and m edges, such
that !(G)6(G)6k (i.e., the bound in Theorem 7 is completely tight if k|n).
(ii) For any pair (n; m), there exists a graph G with n vertices and m edges such
that (G)6	 98k
. Moreover, this bound is best possible in the following sense: For
in<nitely many pairs (n; m), every graph G with n vertices and m edges satis<es
!(G)¿ 98k.
Proof. (i) Let T=T (n; k) denote the complete k-partite graph on n vertices with par-
tition sets X1; X2; : : : ; Xk , where |Xi|=n=k for i=1; 2 : : : ; k. We wish to show
(1) n2=(n2 − 2|E(T )|)¿k
(If (1) holds, we would have n2=(n2− 2m)6	n2=(n2− 2m)
=k6n2=(n2− 2|E(T )|),
or m6|E(T )|. So we could take G to be any m edge subgraph of T ). Of course (1)
is equivalent to
(2) |E(T )|¿n2=2− n2=2k.
But |E(T )|=∑16i¡j6k |Xi|·|Xj|=(∑ki=1 |Xi|)2=2−∑ki=1 |Xi|2=2=n2=2−∑ki=1 |Xi|2=2.
Thus (2) is equivalent to
(3)
∑k
i−1 |Xi|26 n
2
k =k ·
(
n
k
)2
.
But since |X |=n=k for all i, clearly (3) holds. This proves (i).
(ii) Set k=	n2=(n2 − 2m)
, and let k ′=	 98k
=k+	k=8
.
Without loss of generality, we may assume k ′6n (if k ′¿n, we could simply take
G to be any graph on n vertices and m edges).
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Our goal is to show m6e(n; k ′), since then we could take G to be any spanning
subgraph of T (n; k ′) with m edges. We consider two cases.
Case 1: k6n=2. Suppose n=k ′=n=k ′− (k ′ − j)=k ′=(n+j)=k ′−1, where 16j6k ′.
We have
e(n; k ′) =
1
2
(
k ′
(
n+j
k ′
− 1
)2
− (2n− k ′)
(
n+j
k ′
− 1
)
+ n2 − n
)
=
1
2
((
n+j
k ′
)2
− (n+j)− 2n(n+j)
k ′
+ 2n+n2 − n
)
=
1
2
(
n2 − j − (n− j)(n+j)
k ′
)
=
1
2
(
n2
(
1− 1
k ′
)
− j
(
1− j
k ′
))
:
It is easy to verify that j(1− j=k ′)6k ′=4, with equality when j=k ′=2. So we have
e(n; k ′)¿
n2
2
(
1− 1
k+	k=8

)
− k+	k=8

8
¿
n2
2
(
1− 8
9k
)
− k+(k=8 + 1)
8
=
(
n2
2
− n
2
2k
)
+
(
9n2
18k
− 8n
2
18k
− 9k+8
64
)
=
(
n2
2
− n
2
2k
)
+
(
n2
18k
− 9k+8
64
)
But k=	n2=(n2 − 2m)
¿n2=(n2 − 2m), or n2=2− n2=2k¿m.
Thus e(n; k ′)¿m+ (n2=18k − (9k+8)=64). But n2=18k − (9k+8)=64¿0, since 26
k6n=2, and thus 64n2¿64(2k)2=162k2 + 94k2¿162k2 + 144k=18k(9k + 8). Thus,
e(n; k ′)¿m, and Case 1 is complete.
Case 2: k¿n=2. Then n=2¡k ′6n, and so n=k ′=1. In particular, all the partition
sets in T (n; k ′) have size 1 or 2. We then 3nd
e(n; k ′) =
1
2
(k ′ − (2n− k ′)+n2 − n)
=
(
n2
2
− n
2
2k
)
+
(
n2
2k
− 3n
2
+ k ′
)
54 W.C. Co(man et al. / Discrete Mathematics 263 (2003) 47–59
¿
(
n2
2
− n
2
2k
)
+
(
n2
2k
− 3n
2
+
9
8
k
)
¿m+
(
n2
2k
− 3n
2
+
9k
8
)
:
Set f(k)=(n2=2k−3n=2+9k=8). We have df=dk=−n2=2k2+9=8=0 only for k=2n=3
∈(n=2; n]. But f(2n=3)=0, and thus f(k)¿0 for n=2¡k6n. So again, e(n; k ′)
¿m. This completes Case 2, and proves the bound in (ii).
We next show the bound in (ii) is best possible. Let n≡ 0 (mod 24), and let m=n2=2
−3n=4. Then k=	n2=(n2 − 2m)
=2n=3, while k ′=	9k=8
=3n=4. But, e(n; 3n=4)=1=2
(3n=4 − (2n − 3n=4)+n2 − n)=n2=2 − 3n=4=m. It follows that any graph G with n
vertices and m edges satis3es !(G)¿3n=4=9k=8.
There are analogous lower bounds for (G) in terms of n and m. Set ‘=	n2=(n+
2m)
. We then have
Theorem 10. (i) Let G be a graph with n vertices and m edges. Then (G)¿‘.
(ii) For every pair (n; m), there exists a graph G on n vertices and m edges with
(G)6	9‘=8
. Moreover, this bound is best possible in the sense that there exist
in<nitely many pairs (n; m) such that any graph G with n vertices and m edges
satis<es (G)¿9‘=8.
Proof. (i) By Theorem 7, (G)=!( IG)¿	n2=(n2 − 2(( n2 )− m))
=	n2=(n+2m)
=‘.
(ii) Since ‘=	n2=(n2 − 2(( n2 )− m))
, by Theorem 9, there exists a graph G on n
vertices and ( n2 ) − m edges with (G)6	9=8‘
. But, then IG, with n vertices and m
edges, satis3es ( IG)=!(G)6(G)6	9‘=8
, as asserted.
Finally, for each pair (n; m) as at the end of the proof of Theorem 9, the pair
(n; ( n2 ) − m) provides a pair such that for every graph G on n vertices and ( n2 ) − m
edges, we have
(G)=!( IG)¿
9
8
n2
n2 − 2m=
9
8
n2
n+2
((
n
2
)
− m
)= 9
8
‘:
We note in passing that Valiant [15] made interesting use of Theorem 10(i) in
establishing a lower bound on the time to 3nd the maximum of an array in a certain
model of parallel computation.
We next wish to consider another lower bound for (G) in terms of m and n which
appears in [1, p. 283]. This bound will be completely tight when n=26m6n, and better
than the lower bound in Theorem 10(i) when n=2¡m¡n.
Theorem 11. (i) Let G be a graph with n vertices and m edges. Then (G)¿
	(2n− m)=3
;
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(ii) For any pair (n; m) with n=26m6n, there exists a graph G with n vertices
and m edges such that (G)=	(2n− m)=3
.
Proof. (i) First note that by Theorem 10(i), we have (G)¿n2=(n+2m)¿(2n− m)=3,
unless n=2¡m¡n.
To prove the bound when n=2¡m¡n, suppose 3rst that G is connected. Then m=n−
1, and we 3nd (G)¿n=2¿(2n− m)=3 if n¿2, while trivially (G)¿(2n− m)=3 if
n=1. But if G is not connected, then the lower bound holds for each component of
G, and hence for G itself.
(ii) Let r denote the largest integer such that 3r62m − n. Since m¿n=2, we have
r¿0. We now consider these cases.
Case 1: 3r=2m− n. Let G=rK3 ∪ (n− m)K2.
Case 2: 3r=2m − n − 1. If r¿1, form G by adding two edges to the graph
(r− 1)K3 ∪ (n−m+2)K2. If r=0, form G by adding one edge to ((n− 1)=2)K2+K1.
Case 3: 3r=2m− n− 2. Form G by adding one edge to rK3 ∪ (n− m+ 1)K2.
It is a simple matter to verify in each case that |V (G)|=n; |E(G)|=m, and (G)=
	(2n− m)=3
.
Finally, we note the trivial lower bound, (G)¿n − m. This bound is tight for
m6n=2, as the graph G=mK2 ∪ (n− 2m)K1 shows.
3. Bounds on (G ) in terms of the vertex degrees of G
We 3rst consider upper bounds for (G) (and thus !(G)) in terms of the vertex
degrees of G. The main general result along this line in the classic theorem of Welsh
and Powell [16].
Theorem 12. Let G be a graph with vertex degrees d1¿d2¿ · · ·¿dn. Then !(G)6
(G)6max16j6nmin{j; dj + 1}.
Unfortunately, this bound is not tight; indeed, it can be very poor as we now illus-
trate. Let n¿4 be an even integer, and consider a graph with vertex degree sequence
d1=d2= · · · =dn=n− 2. The bound guaranteed by the Welsh-Powell theorem is only
!(G)6(G)6n−1. But, in fact, the degree sequence is uniquely relizable as Kn with
a perfect matching removed, and thus !== n2 .
On the other hand, the Welsh-Powell bound is tight in the following weaker sense: If
Welsh-Powell asserts that every realization G of degree sequence  satis3es (G)6k,
then  is minorized by the graphical sequence  ′=(k − 1; : : : ; k − 1;︸ ︷︷ ︸
k
0; : : : ; 0) which
has G′=Kk ∪ (n− k)K1 as its realization with (G′)=k.
It may be possible to obtain better upper bounds for (G) or !(G) in terms of the
vertex degrees of a graph than those given by Theorem 12. But, in order to 3nd best
possible upper bounds, we would need to deal with the following problem: Given a
degree sequence  and an integer k, does  have a realization G with !(G)¿k or
(G)¿k?
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Fig. 3.
Consider 3rst the question of whether a degree sequence  has a realization G with
!(G)¿k. We have the following result.
Theorem 13. A degree sequence  =(d1¿d2¿ · · ·¿dn) has a realization G with
!(G)¿k if and only if  has a realization in which the vertices with degrees
d1; d2; : : : ; dk induce a k-clique.
Proof. Consider the realization G of  having a k-clique, say on vertex set S, contain-
ing as many vertices as possible from the set T={v ∈ V (G) | deg(v)¿dk}. If S ⊆T ,
we are done, of course. Otherwise, let a ∈ S − T and b ∈ T − S.
Let X denote the vertices in S − {a} not adjacent to b. Since deg(a)¡dk6deg(b),
there must exist Y ⊆V (G− S) with |Y |= |X | such that a (resp, b) is adjacent to none
(resp, all) of the vertices in Y (see Fig. 3).
De3ne G′=G− e(a; X )− e(b; Y ) + e(a; Y ) + e(b; X ). Then G′ is a realization of  
with a k-clique (namely 〈S − a+b〉) containing more points of T than the k-clique
〈S〉, a contradiction.
Theorem 13 can be applied to solve the following problem in polynomial time:
Given a graphical sequence  , what is the largest k such that  has a realization with
!(G)=k? In particular, if we wish to know whether  =(d1¿d2¿ · · ·¿dn) has a
realization G with !(G)¿k, we 3rst form a graph H on vertices {v1; v2; : : : ; vn} which
is complete except for edges of the form (vi; vj), where i; j6k. We then determine if
H contains a subgraph H ′ with speci3ed degrees de3ned as follows:
dH ′(vj)=
{
dj − (k − 1); if j6k
dj; if j¿k:
(If such an H ′ exists, the desired realization G is obtained by adding to H ′ all edges
of the form (vi; vj), where i; j6k.) But Tutte [14] has shown that the existence of H ′
is equivalent to the existence of a perfect matching in a graph which can be eOciently
constructed from H ′ and dH ′(v1); dH ′(v2); : : : ; dH ′(vn), and this yields the polynomial
time algorithm. (It is also easy to give a simple laying-o' algorithm to determine if
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(d1− (k− 1); : : : ; dk − (k − 1); dk+1; : : : ; dn) has a realization in which the vertices with
the 3rst k degrees are independent. We leave the details to the reader.).
On the other hand, the problem of whether a graphical sequence  has a realization
G with (G)¿k seems more diOcult. Clearly a necessary condition (by Theorem 13)
for this to be true is that dk¿k − 1. Although this condition is far from suOcient for
general k¿3, it is essentially suOcient for k=3. We state the following result without
proof.
Theorem 14. Let  =(d1¿ · · ·¿dn) be a graphical sequence with d3¿2. If  =
(2; 2; 2; 2), then  has a realization G with (G)¿3. Indeed, if n¿6;  has a
realization containing a triangle.
But for any k¿4, we know of no eOcient algorithm to decide if a graphical sequence
 has a realization G with (G)¿k.
We now turn to a lower bound for !(G) (and thus (G)) in terms of the vertex
degrees of G. The key tool we need is the following result of ErdMos [6], which sharpens
Turan’s Theorem above.
Theorem 15. Let G be a simple graph with !(G)6r. Then G is degree-majorized by
some complete r-partite graph H.
Consider now a graph with degree sequence d1¿d2¿ · · ·¿dn. De3ne d(1) to be
d1, and if d(1); d(2); : : : ; d(j) have been de3ned and are 3nite, with say d(j)=dk , we
de3ne d(j + 1) as
d(j+1)=
{
dk+(n−d( j)); if k6d(j)
∞; otherwise;
if d(j)=∞, then d(i)=∞ for all i¿j. In particular, note that if d(j + 1) is 3nite,
then we have
∑j
i=1 (n− d(i))¡n.
As an example of this kind of calculation, consider a graph with degree sequence
10; 10; 10; 10; 10; 7; 7; 5; 5; 5; 5; 4. Then d(1)=d1=10; d(2)=d3=10; d(3)=d5=10;
d(4)=d7=7; d(5)=d12=4; and d(j)=∞, for j¿6.
The following result is an easy corollary of ErdMos’ Theorem, and provides a good
lower bound for !(G) (and a priori for (G)) in terms of the vertex degrees of G.
Theorem 16. Let G be a graph with vertex degrees d1¿d2¿ · · ·¿dn. Suppose m is
the largest integer such that d(m) is <nite. Then !(G)¿m.
(In particular, in the above example, we would obtain (G)¿!(G)¿5, while
Turan’s Theorem guarantees only (G)¿!(G)¿4.)
Proof. Suppose to the contrary that w(G)6m− 1. By ErdMos’ Theorem, there exists a
complete (m− 1)-partite graph H whose degrees majorize those of G. Suppose V (H)
can be partitioned into the independent sets X1; X2; : : : ; Xm−1, where |X1|6|X2|6 · · ·6
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|Xm−1| and each pair Xi and Xj are joined by a complete bipartite join. Since the
degree d(1)=d1 is majorized by the largest degree in H , we must have |X1|6n −
d(1). But then d1+(n−d(1))=d(2) is majorized by the largest degree in X2 ∪ · · · ∪Xm−1,
and so |X2|6n − d(2). In general, we have |Xj|6n − d(j), for all j6m − 1. Thus
n=
∑m−1
j=1 |Xj|6
∑m−1
j=1 (n− d(j))¡n, since d(m) is de3ned, a contradiction.
We next consider the tightness of the lower bound for (G) given by Theorem 16.
We note 3rst that this lower bound is not completely tight. Consider for example the
graphical sequence 4; 2; 2; 2; 2; 2. Theorem 16 implies that any realization G satis3es
(G)¿!(G)¿2, but the unique realization contains a triangle.
However, we do have a somewhat weaker form of tightness, which is an immediate
corollary of Theorem 15.
Theorem 17. Let  be a graphical sequence, and suppose Theorem 16 asserts (G)¿
!(G)¿k, for every realization G of  . Then  is degree-majorized by a sequence
 ′ which has a realization G′ with (G′)=!(G′)=k.
Finally, we consider the possibility of obtaining best possible lower bounds for !(G)
and (G) in terms of the vertex degrees of G. Both problems appear very diOcult.
Given a graphical sequence  , we know of no eOcient algorithm to determine the
smallest k such that  has a realization G with !(G)=k or (G)=k. The special
case (G)=2 (i.e., does  have a bipartite realization?) seems especially interesting
for the following reason: As di6n−1 for all i, the question of whether  can be par-
titioned into two sets of equal sum can be eOciently solved by dynamic programming,
but determining if there exists a suitable partition seems diOcult. (We note that the
partitioning question would be NP-complete if the size of some numbers of  were
not bounded by a polynomial in n.)
What we do know is that if either of the above problems is NP-hard for any particular
value of k, say k=k0, then the problem remains NP-hard for all larger values of k;
i.e., deciding if  has a realization G with !(G)=k0 (resp. (G)=k0) is equivalent
to deciding if
 ′=(n+k − k0 − 1; : : : ; n+k − k0 − 1︸ ︷︷ ︸
k−k0
; d1 + (k − k0); : : : ; dn+(k − k0))
has a realization G′ with !(G′)=k (resp. (G′)=k).
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