Introduction
Some control systems, for instance motion control systems, their system parameters are not timevarying but adjustable, because systems' physical structure parameters such as mass, inertia, and rigidity etc. have multi alternatives [1] . These system parameters, on the one hand, provide the basis of physical structure design and on the other hand, also decide the systems' control performances. From the viewpoint of control, different system parameters might make the same control system acquire different relative stabilities and dynamic performances. So there is a system parameter optimization problem in the light of performance requirements for many control systems [2, 3] .
In this paper, control system parameters are optimized based on Lyapunov stability theory [4, 5] . By Lyapunov equation, a symmetric positive definite matrix, which can guarantee system's asymptotical stability, is solved. This matrix is dependent upon optimized parameter. Then, defining system performance index function and this performance index function is also dependent upon optimized parameter. Last but not the least, the extremum of performance index function to the optimized parameter is solved. Thus, the optimal system parameter is derived. There still is an example to verify this parameter optimization.
Parameter Optimization Method Based on Lyapunov Stability Theory
A linear time-invariant (LTI) control system can be represented by state space model as:
where x is state vector, x(0) = x 0 is initial state vector, u is control input vector, and y is output vector. B and C are input and output matrixes with appropriate dimensions, respectively. A(γ) is the system state matrix and γ is the adjustable system parameter. There needs to find an optimal system parameter γ, so that the system is asymptotically stable and the system performance index function J is the minimum, simultaneously:
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where W is a symmetrical positive definite weighting matrix. This is called a parameter optimization problem. By parameter optimization, it can not only make system asymptotically stable, but also make system achieve better performances such as shorter settle time, less overshoot etc.
Lyapunov Function and Lyapunov Equation.
In accordance with Lyapunov stability theory, when the energy of an autonomous system has been decreasing with the increase of the time and at last reducing to be zero during system's freedom movement, this autonomous system is asymptotically stable. Under this consideration, a quadratic energy function () Vx is introduced: (5) where A is the state matrix of controlled system, and then, this controlled system is asymptotically stable in the sense of Lyapunov.
System Parameter Optimization. Because the controlled system is asymptotically stable, by solving the integration of Eq.4, there can be derived: T ()(). γγ =− AP+PAW (8) Because A is dependent upon adjustable parameter γ, the solution of Eq. 8, P, is of course dependent upon γ, i.e. P =P (γ). Then the performance index function that Eq. 2 represents is turned to be:
Thus, the system parameter optimization problem is converted to be a performance index function minimization problem: (10) where P(γ) meets Eq. 8. Once the initial condition x 0 is given, the optimal system parameter γ can be solved by partial derivative equation:
Application Example Fig. 1 shows a negative unit feedback system which has the adjustable parameter γ. The system input is r and system output is y. The deviation between input r and output y is e. For the purpose of decreasing the deviation between the input and the output, as well as decreasing the deviation varying rate in the dynamic process, the performance index is determined as:
The optimization task is to determine the optimal parameter γ, so that the performance index J is the minimum under the conditions that the initial system state is zero and the system input is unit step signal r =1(t).
r e y 1 (2) ss+ γ Fig. 1 The negative unit feedback system which has the adjustable parameter γ From Fig.1 , the closed-loop transfer function can be derived as:
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Rss+s+ γ == (13) Then using inverse Laplace transformation, the system differential eqation can be derived as:
Because e=r-y, r =1(t), r& (0) =1, and r && (0) =0, there gets another equation: (19) and then using Eq. 9, the performance index J is represented as: 
Conclusions
For a control system with adjustable parameter, its adjustable parameter can be optimized on the basis of Lyapunov stability theory. The system performance index is represented as a Lyapunov function which is dependent on a symmetrical positive definite matrix and the initial system states. This symmetrical positive definite matrix is solved by Lyapunov equation which can guarantee system's asymptotical stability. And this symmetric positive definite matrix is still dependent upon the adjustable system parameter because the system state matrix is dependent upon the adjustable parameter. Then the performance index function, which is dependent on the adjustable system parameter, is minimized by solving function extremum. The solved parameter is just the optimal system parameter which enables the system performance index minimization as well as guarantees system's asymptotical stability.
