Perceived color is an empirical phenomenon and, to date, is only approximately understood in complex situations. In general, color spaces or color order systems, as a mathematical characterization of such empirical observations, address specific applications such that they may not be adequate in other contexts. In this work, we investigate four device-independent color spaces (color order systems) with regard to their suitability for a specific gamut mapping concept called "unsharp mapping".
order systems are physical embodiments with stable, accurate and precise samples. Hence, they are limited by surface colors, i.e. they describe only a subset of all perceivable colors. Therefore they have to be extended in order to act as an input space in gamut mapping. Furthermore, the practical use in software has to be organized, first of all the transformation of color coordinates from the input to the working space and vice versa. These transformations have to be efficient * and robust.
In chapters 2 to 6 we consider the color systems used in our study. The visual performance of our algorithm using the different working spaces is analyzed in chapter 7. The conclusion follows in chapter 8.
CIELAB

2 is a device-independent color space based on the color-opponent theory. It was recommended by the CIE as an approximatively perceptually uniform color space which can be derived from CIEXYZ by simple formulas. It is defined by the three orthogonal coordinates L * , a * and b * . The vertical axis represents the lightness L * , for short, the gray axis which ranges from black at 0 to white at 100. The horizontal axis a * represents the position of a color between green (-) and red (+) while the second horizontal axis b * ranges from blue (-) to yellow (+). CIELAB is nowadays the most commonly used working color space. For that reason, it is used as a reference in this paper. We implemented the standard transform from CIEXYZ to CIELAB and vice versa as follows. Given a color vector (X, Y, Z) and a reference white (X r , Y r , Z r ), we first normalize the coordinates by
where
903.2962963 · x + 16 116 otherwise.
IPT
An interesting alternative to CIELAB is the IPT color space which was developed by Ebner and Fairchild 5 in 1998 with the goal to improve hue constancy in CIELAB. The parameter I stands for the lightness (Intensity), P for the red-green dimension (dominated by the red response "Protan") and T for the yellow-blue dimension ("Tritan" response). 
otherwise. 
The input XYZ-data should be normalized to [0, 1] and calculated or measured with a D65 light source. The output IPT data will roughly lie in the following ranges: 1] . To obtain ranges similar to CIELAB, I is multiplied by 100 and P, T by 150. * both in time and storage
MUNSELL
The Munsell color order system was originally developed by Albert Henry Munsell 11 at the beginning of the 20th century. The Munsell Book of Color 12 contains 1277 matte samples and 1452 glossy samples, each being defined by the three independent components: hue H, value V , and chroma C. In 1943 the Munsell color order system was revised and re-calibrated through an extensive series of experiments by the Optical Society of America.
14 In particular they improved perceptual uniformity and linked the original (H, V, C) coordinates colorimetrically to (Y, x, y) coordinates, effectively enabling the transformation to and from Munsell coordinates.
The colors are represented cylindrically as follows: The system is divided into 11 lightness levels ranging from black at 0 to white at 10 on the vertical cylinder axis. The angle component represents the hue in 40 hues and the chroma levels are defined from the gray axis on outward, ranging from least saturated at the center to most saturated on the boundary.
Interpolation Structure
We used the renotation data samples provided by RIT's Munsell Color Science Laboratory † to build a fast and accurate 3D-data structure for a continuous transformation to and from the Munsell color order system. The goal was to be able to quickly perform a linear interpolation from nearby sample points. Since these are not regularly distributed in Y xy space, this cannot be done by a simple lookup in a grid, followed by an interpolation. Instead, we triangulate the Munsell color space using tetrahedra. A triangulation is a subdivision of an n-dimensional object into n-simplices, e.g. triangles in the 2D case, or tetrahedra in the 3D case. Given such a triangulation, the transformation for a color is determined by its containing tetrahedron, for whose vertices we know the transformation values by definition. The non-trivial part of this implementation is finding the tetrahedron that contains a given point (or color, in our case). This is an instance of the point location problem, i.e. given a subdivision of space, find the region that contains a given query point. This problem is easily solved if the partition consists solely of disjoint, identical, axis-aligned boxes. In that case, one would simply divide each coordinate of the query point by the respective side-length of the box and then round to the next lower integer. This produces a natural indexing of space.
We use this observation to implement a fast point location algorithm. We construct an axis-aligned bounding box around the Munsell color space and partition it into boxes. Each box stores a list of all tetrahedra that it intersects. The point location problem now consists of determining the correct box and then testing the tetrahedra in the associated list one-by-one. To speed up the potentially lengthy list-traversal, we implement a move-to-front heuristic, i.e. if a tetrahedron is found to contain the query point, it is moved to the head of the list. This has the effect that tetrahedra that only barely intersect the box will move toward the end of the list. Additionally, due to spatial coherence in natural images, two neighboring pixels are likely to lie in the same tetrahedron, in which case the search process for the second pixel terminates immediately. This is an example of training the list.
We build such a structure for the transformation both to and from Munsell HV C coordinates.
Preparational Steps
In the renotation data, there are no samples for zero chroma and zero lightness, meaning these samples have to be defined before using them to build a 3D interpolation data structure. Since the Munsell system is based on illuminant C = (w x , w y ), the samples on the gray axis were simply defined as (Y i , w x , w y ) and (H j , V i , 0) for every (value plane, hue) = (V j , H i ) pair. For building the black plane, i.e. V = 0, Y = 0 we copied the samples of the lowest defined value plane V = 0.1, except for setting all V and Y values to zero.
Next, there is the problem of the triangulation of the boundary. In the inner part of the color space the triangulation is straightforward: since the space is regularly sampled, it is a simple matter of triangulating each cube, comprising eight neighboring samples. On the boundary however this is not possible because the samples are not defined up to the same chromaticity in each direction (see figures 1 and 2). This irregular boundary requires either an extensive and complex case-by-case analysis or alternatively extrapolated samples up to the same chromaticity in each direction, such that the whole space is sampled regularly everywhere. In this work we took the second approach using simple linear extrapolation. In general this yields good results, but in a few cases the extrapolated hue lines overlap (figure 3, circle 1), because the last two given samples are defined at a slightly weird angle (figure 3, circle 2). In order to fix this problem, every value plane was represented in the form of hue lines as seen in figure 2 and written to scalable vector graphics files, which were then processed by hand in Illustrator. The corrected files were subsequently used for generating a new Munsell data file. 
Building the Data Structure
Assuming the preparational steps have been done, the Munsell samples can now be used for building the interpolation structure as follows:
1. Read data. Read in the corrected data and store the (HV C, Y xy) coordinate pairs in corresponding arrays.
Extrapolate the samples.
3. Triangulate the whole space. Triangulate every cube, built from eight neighboring samples, and store the resulting tetrahedra in a list.
4.
Build the forward transformation grid. Build a grid as described in section 4.1 by traversing HV C space and storing the intersecting tetrahedra for each grid cube at its lower left grid vertex. This grid is for the transform from HV C to Y xy.
Build the backward transformation grid.
Analogously build such a grid in Y xy space for the transform from Y xy to HV C.
In step 3 above, we did not specify how we triangulate a cube. There are many possibilities, though several can lead to discontinuities in the interpolation and even holes in the resulting triangulation. Consider, for example, one of the rectangular faces of a cube. After triangulation, it will be represented by the triangular bases of two tetrahedra, splitting the rectangle in two across one of the two possible diagonals. Now consider two neighboring cubes that share a rectangular face, but the first triangulation uses one diagonal and the second uses the other diagonal. For an input point that lies exactly on this face, there are now two possible interpolations, using different values and therefore leading to discontinuities. Even worse, when the four vertices of the rectangular face are not coplanar anymore due to a transformation, the two different triangulations can produce gaps between the cubes.
This can be avoided if we follow the third principle of interpolation algorithm design, formulated by Kasson et al., 8 which states that "Polyhedra that share any part of a face must share the entire face". In our special case, this is simplified to "Tetrahedra that share any part of a triangle must share the entire triangle".
Our implementation triangulates a cube into six congruent tetrahedra. This has the property that all tetrahedra share a diagonal of the cube. If one uses the same diagonal for every cube, neighboring cubes will have matching triangulations for all of the shared faces, satisfying the third principle. When using a triangulation into five tetrahedra, a little more care must be taken. Kanamori and Kotera 7 describe a solution that uses two different triangulations into five tetrahedra (type A and B). If one alternately connects type A and B cubes, their faces will match.
Transformation
Given a color to transform:
1. Find containing grid cube by rounding the given color to the next lower grid vertex.
2. Traverse the intersecting tetrahedron list for the obtained grid cube and check if the color is contained in one of the tetrahedra. The inside test is done using barycentric coordinates.
3. If a containing tetrahedron is found, do the interpolation, again using barycentric coordinates.
This procedure is the same for both, the transformations to and from Munsell, the only difference being the grid that is used. 
Extension to "Munsell LAB"
In order to be able to work with Munsell just like CIELAB or similar, a coordinate transform from the cylindrical (H, V, C) coordinates to a cartesian system is required. First the hue and chroma are transformed to cartesian coordinates
with n H = 40 being the number of hues. The transformed coordinates as well as the value are then scaled to obtain a similar scale to CIELAB.
The inverse transform is straightforward, just an inverse scaling with subsequent standard cartesian to polar coordinate transform.
Problems and their Solutions
After processing the images with Munsell as a working color space, we noticed discontinuities and blue dots in very dark, almost black regions. A visualization helped localize the problem. In figure 5 you can see the lowest part of the sRGB Gamut visualized in Munsell space. The red lines represent the original gamut boundary, which is quite irregular to the right, i.e. the blue region. This results in almost black colors being shifted dramatically to blue, introducing the aforementioned artifacts. The white lines in figure 5 represent our corrected version of the gamut boundary, which we obtained by scaling the chroma values by the lightness values with an exponentially decreasing function, for colors whose lightness value is smaller than or equal to two. This yields a nicely smoothed gamut boundary and the artifacts in processed images are history.
DIN 6164
In 1941 Manfred Richter 13 was assigned the task of developing a color system by the German standards institute DIN. In 1955 and 1962 his work was published in pre-standards and in 1980 it was finally released as the German standard DIN 6164. He defined a cylindrical system that is described by the three components hue T (from the German word BuntTon), chroma S (Sättigung) and lightness D (Dunkelstufe or Darkness level ). The aim was to build a system that is equally spaced in terms of perceptive differences, i.e. that is perceptually uniform. The samples were thus chosen based on special empirical, psychological experiments conducted with a 2
• field of view and in natural daylight conditions. Like Munsell, the DIN color system can be represented cylindrically with the hue as the angle component, lightness (or darkness in DIN 6164 terminology) on the vertical axis and chroma from the gray axis on outward. It is divided into 24 hues, starting with yellow as hue number 1 to red, blue and finally green until yellow is reached again. The darkness is divided into 10 levels. Chroma has between 7 and 16 levels, depending on the hue. The colors of the same hue are defined as all the colors lying on the same plane from the gray axis on outward. In fact, the samples defining the system are represented as so-called DIN color cards (figure 6), which are just printed hue planes. Thus, colors with the same colorimetric hue lie on straight lines in the chromaticity diagram.
Interpolation Structure
The DIN 6164 standard defines 3 interpolation tables to be used for conversions to and from the Y xy color space, for each of which we give one example row. Table 3 Each row in table 1 associates a T :S chromaticity pair, given by two integers, with corresponding measurements. Values for non-integer T :S pairs must be interpolated. The associated measurements are x and y CIE 1931 chromaticities, and A 0 , from which Y can be computed. A 0 is the Y value of the optimal surface color with the given chromaticity. Optimal means that is produced by a reflectivity spectrum that maximizes lightness for the given chromaticity. A 0 is given relative to D65 and ranges from 0 to 100. h xy is the hue-angle and ranges from 0 to 360. r 1 is derived from experiments and is related to saturation in the L * u * v * -color space. Saying that D ranges from 0 to 10 is not entirely correct. Table 3 also defines mappings for negative values of D, which is intended to cover fluorescence. This is not a problem for our gamut mapping algorithm, which can also handle colors that are brighter than the white point. 
Transformation
Tables and equations from the DIN color chart, February 1980, are used for the conversion of colors.
T : S : D to Y xy
1. Given T and S, look up x, y and A 0 in table 1. Bilinear interpolation is used for values in between the given samples.
Calculate Y as follows:
where A 0 can be interpolated from table 1 using T and S, and A A0 in table 3 using D.
Y xy to T : S : D
Calculation of T :
• Calculate h xy :
h xy = atan2 (y − y w , x − x w ) · 360 2π where W 65 = (x w , y w ) is the white point of D65 illumination.
• Using h xy , look up T in table 2.
Calculation of S:
• Calculate x , y , u and v : • Calculate r as follows:
• Given h xy , look up r 1 in table 2.
• Calculate S: S = r r 1
Calculation of D:
• Given T and S, look up A 0 in table 1.
• Calculate D:
Extension to "DIN LAB"
In order to be able to work with DIN 6164 just like CIELAB or similar, we transform the cylindrical T:S:D coordinates to a cartesian system. Of course, we stay as close as possible to hue-angle, saturation, and lightness relationships as they are defined by the T:S:D coordinates. Our choices are based on the ΔE 6164 formula suggested by the standard. The first term, which is related to hue-changes, is ignored because our gamut mapping algorithm doesn't change the hue.
We first invert the darkness axis.
We then compute the hue-angle α ∈ [0, 2π] from T ∈ [1, 25[. We also rotate the system a quarter turn (i.e. 6 T -steps), which is not necessary but roughly aligns the red-green axes.
We can now compute the values for the a and b axis. The value for b is flipped, which is not necessary but conveniently corrects the inverted blue-yellow ordering.
Finally, we scale everything so that L ranges from 0 to 100. 
TECHNICAL CONSIDERATIONS
In the motivation we mentioned some constraints for the suitability of a color space in gamut mapping. We will now consider each color space according to these constraints.
CIELAB
CIELAB is the most widely used and, hence, its problems are well-known. The transformation to and from CIELAB is given by formulas and, consequently, can be executed very efficiently without the need of additional storage. Furthermore, robustness is one of the advantages of CIELAB, because there is no transformation error apart from minimal numerical deviations. However, CIELAB was designed for small color differences. For that reason, it is not surprising that CIELAB is not perfectly functional for large differences typically in gamut mapping. But the main problem is the missing hue constancy, i.e. when mapping along a straight line towards the center, the hue changes. This is particularly dominant in the blue region where often violet results. Since many gamut mapping algorithms are based on "compressing colors towards the center" this is a serious drawback.
IPT
IPT was introduced by Ebner and Fairchild as a color space that models constant perceived hue more accurately, in particular, blue. The transformation of the coordinates is slightly slower than for CIELAB, but it is still very fast, memory efficient and accurate. IPT has some other problems though. On the one hand, we noticed artifacts in the form of discontinuities when compressing dark regions. On the other hand, some regions appear to be artificially brightened after the compression, revealing details that were not visible in the original image, or making colors seem unnatural.
Munsell
Munsell was defined as a set of equally spaced samples, thus it behaves well with regard to equidistancy regardless of the magnitude of the distance. In general, it also has much better hue-constancy than CIELAB. Since there are no artificial brightening artifacts, the images compressed in Munsell look more natural than those compressed in IPT. However, there are artifacts when compressing red-brown regions.
To implement the necessary transformations we used a tetrahedron-based data structure. This leads to a significant increase in required memory capacity, because there are 15380 samples and 80640 tetrahedra to maintain. The transformation itself is about three times slower than for CIELAB and IPT (assuming the moveto-front lists have been initialized and trained by a few previous transforms). What the transformation lacks in memory efficiency, it makes up for with robustness, i.e. barring minimal numerical errors.
DIN 6164
DIN 6164, like Munsell, is defined as a set of equally spaced samples. Thus it performs very well in the equidistancy aspect regardless of the magnitude of the distance. It also preserves chroma much better than all the other candidates. And it has much better hue-constancy than CIELAB in the general blue region, but there are noticeable hue shifts in the red region (from orange-red to more reddish) as well as the light blue region (from light blue to slightly greenish light blue). The implemented interpolation is faster than our Munsell transformation, but still about two times slower than CIELAB and IPT. It also requires less memory capacity because less interpolation samples have to be kept in memory. The reduced storage requirement comes with a price though: the transformation is less accurate than the others, it introduces an error between forward and backward computation of about 1 to 3 ΔE. However this is not a serious problem. The implemented interpolation for DIN 6164 is motivated by its definition. Of course, it can be replaced anytime by the interpolation used for the Munsell system. Since the differences are barely noticeable in the gamut mapping we ignored this numerical noise for our test. 
PSYCHO-VISUAL JUDGEMENT
The analysis in the previous chapter shows that no color space is technically perfect. The user has to choose between artifacts in dark or in the red-brownish regions and hue shifts in the red or light blue ranges. In order to quantify the user preferences, a psycho-visual scaling test was conducted.
The test was set up in the form of a pair comparison experiment, where the observers were asked to choose the mapped image which represents the original best. Thereby the images were mapped from sRGB into the ISO newspaper gamut and were presented in random order. The test was executed by 9 observers on a set of 33 carefully selected images, ranging from portraits to landscapes, food, technical and the new test collection of the Bundesverband Druck und Medien, see www.bvdm-online.de. Figure 8 shows all images. Our test was carried out in a standardized viewing environment, following the guidelines in the CIE technical report TC-08. 3 The evaluation was done using Thurstone's method [4, chap. 8] (Case V) for evaluating pair comparison tests.
The resulting reference scaling in figure 7 shows, as expected, that CIELAB performs poorly compared to the others. We could verify that IPT avoids some problems of CIELAB and therefore performs better. On the same level we observe our Munsell adaptation. The clear winner is our DIN 6164 realization which produces only weak hue shifts and leads to a significantly better chroma preservation. The really surprising fact is the extent of perceptible differences induced by the different working spaces.
CONCLUSION AND FUTURE WORK
We considered two well-known color spaces (CIELAB and IPT) and two modified color order systems in view of their suitability as working space for a given gamut mapping algorithm. Since the used algorithmic concept, non-linear mapping towards a central focal point, is simple and popular we believe that our results are of general interest.
In our psycho-visual comparison test we find that DIN 6164 clearly outperforms its competitors in terms of visual quality which validates DIN 6164 as an interesting color space for gamut mapping.
Our current implementation of DIN 6164 is running and performs well, but there is potential for improvements concerning hue shifts, the replacement of D by L * , and the use of the analogous interpolation structure we built for our Munsell adaptation in order to minimize the transformation error.
So far we have no serious explanations for the visual performance of DIN 6164. Quite the contrary, serious questions arise from our observations. For instance, are there color spaces which outperform DIN 6164, and how would we find them? Furthermore, the working space is not independent of the algorithmic design. Note that straight lines in one color space correspond to non-linear curves in others. Therefore it is at least conceptionally possible to simulate "unsharp mapping" in DIN 6164 by another algorithmic design in CIELAB with mapping along non-linear curves. Or vice versa, can we in general replace complex gamut mappings by simple algorithms in combination with specifically generated working spaces?
