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優劣を表すような確率変数 X_{1} , ,  X_{p} に対し,その重み付き和
 G= \sum_{i=1}^{p}w_{i}X_{i} (1)
を総合指数として用いる場面は応用上しばしば現れる。ここで  w_{1},  w_{p} は
正の実数である。たとえば学生の成績評価において英語,数学,理科の成績
から総合点を算出したい場合は  p=3 であり,  X_{1},  X_{2},  X_{3} は各科目の点数,
 w_{1},  w_{2},  w_{3} は各科目に対応する重み係数ということになる。
著者が [4] で提案した OGI (客観的総合指数,Objective General Index)
は,  (X_{1}, \ldots, X_{p}) の共分散行列  \Sigma に対して,方程式
  \Sigma w=\frac{1}{w}, w\in \mathbb{R}_{+}^{p} , (2)
の解  w を重み係数とするという手法である。ここで  \mathbb{R}_{+} は正の実数全体,1
は成分が1のみからなるベクトルを表し,  1/w は成分ごとの商を表すものと
する。Marshall and Olkin [3] の対角スケーリング定理により,行列  \Sigma が正
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定値であれば,式(2) の解は一意的に存在する1。行列の対角スケーリングに
ついては文献  [11 に詳しい解説がある。
本稿では,標本から  w を推定することを考え,推定量の性質を議論する。
基本的な推定量として,式(2) における  \Sigma を標本共分散行列  S に置き換える
ことが考えられる。こうして得られる推定量を標本OGI と呼ぶ (2節) 。漸
近理論の一般論から,標本 OGI は   narrow\infty のもとで一致性や漸近正規性を持
つ。しかし,  nが十分に大き  \langle ない場合には標本OGI に代わる推定量として
ベイズ推定量や正則化推定量を用いることも考えられる。以下では主に  p を
固定した   narrow\infty のもとでの漸近理論,つまり大標本理論を展開するが,一







2.1 モ  \overline{T}^{\backslash }ル
 \Sigma を正定値行列とする。  x_{(1)} , . . . ,  x_{(n)}\in \mathbb{R}^{p}  \ovalbox{\tt\small REJECT}は平均ゼロ , 共分散行列  \Sigma の多
変量正規分布  N_{p}(0, \Sigma) に従うランダム標本とする。このデータから,式(2)
によって定まる  w を推定したい。
標本共分散行列を  S=(1/n) \sum_{t=1}^{n}x_{(t)}x_{(t)}' とお  \langle 。  w のもっとも自然な
推定量は,式(2) において  \Sigma を  S に置き換えて得られる推定量であり,
 S \hat{v}=\frac{1}{\hat{v}}, \hat{v}\in \mathbb{R}_{+}^{p} , (3)
を満たす  \hat{v} である。これを標本 OGI と呼ぶ2。標本 OGI の漸近的な性質は
3節と4節で明らかにする。
1正定値でな  \langle とも半正定値かつ狭義共正値であれば一意的に存在する。
2正確には標本 OGI の重み係数と呼ぶべきだが,煩雑になるので単に標本 OGI と呼ぶ。
78
本稿では,  w の推定量として  S のみに依存するものを考える。正規性の
もとで  S は  \Sigma の十分統計量であるからこの制約は不自然ではない。
 \Sigma には  w以外の情報が含まれるが,これは局外母数として扱う。具体的
には相関行列を局外母数として選ぶことができる。すなわち,  \Sigma に対応する
相関行列を  R とお  \langle とき,  w と  Rから  \Sigma を復元することができる :
 \Sigma=D_{w}^{-1}D_{v}RD_{v}D_{w}^{-1},
ここで  v はRv  =1/v を満たす正のベクトルであり,  D_{v} は  v を対角成分と
する対角行列を表す。この  \Sigma と  (w, R) の対応は一対一である。
別の局外母数の選び方として,  B=D_{w}\Sigma D_{w}がある。この行列は  Bl=1
を満たす。明らかに  \Sigma=D_{w}^{-1}BD_{w}^{-1} が成り立つ。
例1.  p=2 とし,共分散行列を
  \sum=  (\begin{array}{ll}
\sigma_{1}^{2}   \rho\sigma_{1}\sigma_{2}
\rho\sigma_{1}\sigma_{2}   \sigma_{2}^{2}
\end{array})
と表す。このとき式 (2) を満たす  w は
 w=( \frac{1}{\sigma_{1}(1+\rho)}, \frac{1}{\sigma_{2}(1+\rho)})'
であることが確かめられる。特に  w と相関係数  \rho から  \Sigma を復元できること
が分かる。また




ここで後の議論を見通し良くするため,推定量の共変性を定義してお  \langle 。正
の対角行列  D に対し,X  \sim N_{p}(0, \Sigma) ならば  DX\sim N_{p}(0, D\Sigma D) となり,
これは群の作用になっている。また,この変換に対応して真の  w は  D^{-1}w
に変換される :
  \Sigma w=\frac{1}{w} \Rightarrow (D\Sigma D)(D^{-1}w)=\frac{1}{D^{-1}w}.
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そこで,推定量⑰  =\hat{w}(S) が⑫(DSD)  =D^{-1}\hat{w}(S) を満たすとき,これを
共変であるという。たとえば標本 OGI は共変性を満たす。共変推定量につ
いては,  \Sigma 1=1 を満たす  \Sigma に対してのみ性質を調べておけば,他の場合も
直ちに結果が得られる。先に述べた通り,  \Sigma 1=1 を満たす  \Sigma は局外母数と
考えることができる。
3 標本OGIの一致性
本節では2節で定義した標本OGI の一致性を調べる。標本 OGI を  \hat{v} と表記
する。共変性により,  \Sigma 1=1 の場合だけ議論すれば十分である。このとき
真の OGI は  w=1 であることに注意しよう。
推定量の一致性は,  \Vert\hat{w}-1\Vert が  0 に確率収束することとして定義する。た
だし  \Vert 引はユークリッドノルムを表す。以下,  \Sigma の成分を  \sigma_{ij} と表し,  S の成
分を  S_{ij} と表す。  p は  n に依存してよ  \langle , そのことを強調する場合は  p=p。




  Cov[S_{ij}, S_{kl}]=\frac{1}{n}(\sigma_{ik}\sigma_{jl}+\sigma_{i1}\sigma_{jk})
が成り立つ。
この補題をべースにして次の定理が導かれる。定理の証明は付録に記す。
定理1.  \Sigma 1=1 とし,









本節では古典的設定,つまり  p は固定し   narrow\infty とした下で,標本OGI の漸
近正規性を確認し,形式的な漸近展開を導出する。この設定では一致性に関
する定理1の十分条件は常に満たされる。本節の結果は次節で推定量のリス
クの評価をする際に用いられる。これまでと同様,標本 OGI を  \hat{v} と記す。
4.1 漸近正規性
補題2.  \Sigma 1=1 と仮定する。このとき
 \sqrt{n}(\hat{v}-1)1awarrow N_{p}(0, (\Sigma+I)^{-1}(p\Sigma+11')(\Sigma+I)^{-
1})
が成り立つ。ここで  I は単位行列を表す。
Proof. デルタ法による。  \hat{v}=1+\tilde{v}/\sqrt{n} とおき方程式 (3) を展開すると
 (I+S)\tilde{v}=-\sqrt{n}(S1-1)+o_{p}(1)
となる。中心極限定理と補題1から結果が従う。  \square 
漸近共分散を上から評価してみよう。  e=1/\sqrt{p} とおき,  H=\Sigma-ee' と
お  \langle 。また  Q=I-ee' とお  \langle 。このとき仮定から  H1=Q1=0が成り立
つ。また,
 ( \Sigma+I)^{-1}=(2ee'+H+Q)^{-1}=\frac{1}{2}ee'+(H+Q)^{-},





となる。最後の不等式は,  H と  Q が同時対角化可能であること,および任
意の  h>0 に対して
  \frac{h}{(1+h)^{2}}\leq\frac{1}{4}
が成り立つことによる。等号条件は  h=1 である。
この評価から,真の  \Sigma に依存しない保守的な信頼領域を構成することが





補題3.  \Sigma 1=1 と仮定し,  \tilde{S}= 而  (S-\Sigma) とお  \langle 。このとき次の展開が成
り立つ :




であり,  r^{2}=(r_{i}^{2})_{i=1}^{p} とする。







補題4.  \Sigma 1=1 とする。6のバイアスは次のように展開される。
  E[\hat{v}]-1=\frac{1}{n}E[u]+o(\frac{1}{n}) ,
  E[u]=(\frac{3}{8}+\frac{1}{2}tr(\Sigma(\Sigma+I)^{-1}))1+p(\Sigma+I)^{-1}diag(
(\Sigma+I)^{-1}\Sigma(\Sigma+I)^{-1}) .
ここでdiag(A) は行列  A の対角要素からなるベクトルを表す。
Proof.  E[r_{i}]=0 は明らかである。あとは  E[\tilde{S}_{ij}\tilde{S}_{kl}]=\sigma_{ik}\sigma_{jl}+\sigma_{il}\sigma_{jk} を利用し
て計算する。仮定  \Sigma 1=1 より  (\Sigma+I)^{-1}1= 却となることに注意する。  \square 
5 統計的決定問題




損失関数  L(\Sigma,\hat{w}) としては不変性
 L(D\Sigma D, D^{-1}\hat{w})=L(\Sigma,\hat{w})




ここで  w は真の OGI である3。この損失関数は  \hat{w} について凸であり,かつ
⑰  =w で最小値ゼロを達成する。この損失関数を用いる利点の一つは,べ
3実際には  \log w, の項は推定量の比較には寄与しない。
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イズ推定量が容易に求められる点である。すなわち,  \Sigma の事後期待値を  \overline{\Sigma} と
おけば,ベイズ推定量は
  \overline{\Sigma}\hat{w}=\frac{1}{\hat{w}} (7)
の解となる。また式 (6) は  N_{p}(0, \Sigma) から  N_{p}(0, D_{\hat{w}}^{-1}A^{-1}D_{\hat{w}}^{-1}) への Kullback‐
Leibler ダイバージェンスにおいて  A を11’ に近づけたときの極限として解
釈することも可能である。
他にも,真値との比の二乗誤差
 L_{2} ( \Sigma, wh)=\Vert\frac{\hat{w}}{w}-1\Vert^{2} (8)
や,方向のみの誤差を測る損失関数
 L_{*}( \Sigma,\hat{w})=\min_{c>0}L(\Sigma, c\hat{w})=-\sum_{i}\log\frac{\hat{w}
_{l}}{w_{i}}+\frac{p}{2}\log(\frac{\hat{w}'\Sigma\hat{w}}{p}) , (9)






補題5.  \Sigma 1=1 とする。  \sqrt{n}一致推定量⑫  =1+\tilde{w}/\sqrt{n}+o_{P}(1/\sqrt{n}) に対し
て損失関数  L,  L_{2},  L_{*},  L_{2*} はそれぞれ
 L( \hat{w})=\frac{1}{2n}\tilde{w}'(I+\Sigma)\tilde{w}+o_{P}(1/n) ,
 L_{2}( \hat{w})=\frac{1}{n}\tilde{w}'\tilde{w}+o_{p}(1/n) ,
 L_{*}( \hat{w})=\frac{1}{2n}\tilde{w}'(Q+H)\tilde{w}+o_{P}(1/n) ,
 L_{2*}( \hat{w})=\frac{1}{n}\tilde{w}'Q\tilde{w}+o_{p}(1/n)
と展開される。ただし  Q=I-11'/p,  H=\Sigma-11'/p とおいた。
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5.2 標本OGIのリスク
標本 OGI のリスクを最初のオーダーまで求めてお  \langle 。リスクは損失関数の
期待値  R(\hat{w})=E[L(\hat{w})] として定義される。
補題6.  \Sigma 1=1 とする。損失関数  L,  L_{2},  L_{*},  L_{2}、に対する標本 OGI  \hat{v} のリス
クはそれぞれ
 R( \hat{v})=\frac{p}{2n}(\frac{1}{2}+tr(\Sigma(I+\Sigma)^{-1}))+o(1/n) ,
  R_{2}(\hat{v})=\frac{p}{n}(\frac{1}{4}+tr(\Sigma(I+\Sigma)^{-2}))+o(1/n) ,
 R_{*}( \hat{v})=\frac{p}{2n} tr  (H(Q+H)^{-1})+o(1/n) ,
  R_{2*}(\hat{v})=\frac{p}{n} tr  (H(Q+H)^{-2})+o(1/n)
と展開される。ただし  Q=I-11'/p,  H=\Sigma-11'/p とし,逆行列は
Moore‐Penrose 一般逆行列と解釈するものとする。
Proof. 補題5の結果に対し,補題2の漸近分散を用いて形式的に期待値を計
算する。その際  (I+ \Sigma)^{-1}1=\frac{1}{2}1 などに注意する。  \square 
5.3 標本OGI を優越する推定量
ここでは式 (6) の  L を損失関数として採用し,標本OGI を漸近的に優越する
推定量を示そう。
標本 OGI に修正を加えた次の形の推定量を考える :
  \hat{w}=\hat{v}+\frac{\hat{b}}{n}+0_{p}(1/n^{2}) . (11)
ここで  \hat{b}=\hat{b}(S) は  S に依存してよい。⑰が共変であるためには任意の対角
行列  D に対して




定理2.  \Sigma 1=1 とする。  \hat{w} と  \hat{v} のリスクの差は次のように展開される :
 R( \hat{w})-R(\hat{v})=\frac{1}{n^{2}}\{\frac{1}{2}b'(I+\Sigma)b+\mu 1'b-
\sum_{i,j,k}(\partial_{ij}b_{k})A_{ijk}\}+o(1/n^{2}) .
ここで  b= b(\sum) ,   \partial_{ij}b_{k}=(\partial_{ij}b_{k})(\sum) であり,
  \mu=\frac{1}{2}+tr(\Sigma(I+\Sigma)^{-1}) , A_{ijk}=\sigma_{ik}1_{j}+
\sigma_{jk}1_{i}
とする。また微分  \partial_{ij}\hat{b}_{k} は,  S の摂動  \dot{S} に対する  \hat{b}_{k} の摂動が   \sum_{i},{}_{j}\dot{S}_{ij}(\partial_{ij}\hat{b}_{k})
となるように定める。
定理2の結果から,修正項  \hat{b} の良し悪しを論ずることができる。一般の




補題7.  \hat{w}=(1+c/n)\hat{v} とし,  c\in \mathbb{R} は  S によらない定数とする。このとき
 R(\hat{w}) を漸近的な意味で最小にする  c は  -\muで与えられる。ただし  \mu は定理2
で定義した量である。
Proof. 定理2において  \hat{b}(S)=c\hat{v} とおき,  c\in \mathbb{R} について最小化すればよい。
標本 OGI の定義と陰関数定理から
 \partial_{ij}v_{k}=-(\Sigma+I)_{ik}^{-1}1_{j}
が成り立つ (添字  i,j は対称化すべきだが  A喚と縮約を取るので問題ない)。
したがって定理2から
 R( \hat{w})-R(\hat{v})=\frac{1}{n^{2}}\{pc^{2}+p\mu c+p\mu c\}+o(1/n^{2})
となり,   c=-\mu のとき最小となる。  \square 
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この補題で求めた  c=- \mu=-\frac{1}{2}-tr(\Sigma(\Sigma+I)^{-1}) には真の  \Sigma が含まれ




















まず  S の尤度は
 p(S| \Sigma)\propto\frac{|S|^{(n-p-1)/2}}{|\Sigma|^{n/2}}etr  (- \frac{n}{2}\Sigma^{-1}S)
と書ける。これに対し,  \Sigma の事前分布のクラスとして逆Wishart 分布
 p( \Sigma|T, \alpha)\propto\frac{|T|^{\alpha/2}}{|\Sigma|^{(\alpha+p+1)/2}}etr  (- \frac{\alpha}{2}\Sigma^{-1}T)
 8\overline{/}
を考える。ただし  T は正の対角行列であり,  \alpha は正の実数である。後で経験
ベイズ推定量を定義する際,  \alpha は固定し,  Tのみデータから推定する。そのた
め事前分布で  T に依存する因子は明示し,  \alpha のみに依存する因子は省略した。
このとき事後分布は
 p( \Sigma|S, T, \alpha)\propto\frac{|nS+\alpha T|^{(n+\alpha)/2}}{|\Sigma|^{(n+
\alpha+p+1)/2}}etr  (- \frac{1}{2}\Sigma^{-1}(nS+\alpha T))
となる。式(7) のベイズ推定量の計算に必要な事後期待値は
  \overline{\Sigma}=\frac{1}{n+\alpha-p-1}(nS+\alpha T) (12)
となる (例えば [5] の定理4.7) 。
周辺尤度は
  p(S|T,  \alpha)=\int p(S|\Sigma)p(\Sigma|T, \alpha)d\Sigma
  \propto\int\frac{|S|^{(n-p-1)/2}|T|^{\alpha/2}}{|\Sigma|^{(n+\alpha+p+1)/2}}etr  (- \frac{1}{2} \Sigma-{\imath}(nS+\alpha T))d\Sigma
  \propto\frac{|S|^{(n-p-1)/2}|T|^{\alpha/2}}{|nS+\alpha T|^{(n+\alpha)/2}}
となる。  T を対角行列として,  p(S|T, \alpha) を  T について最大化することによ
り,  Tの推定量が得られ,結果として経験ベイズ推定量が得られる。この経
験ベイズ推定量は2節で述べた意味で不変となる。
さて  T=diag(t_{1}, \ldots, t_{d}) に関する周辺尤度の停留条件は
  \frac{d}{dt_{i}}(\alpha\log|T|-(n+\alpha)\log|nS+\alpha T|)
 = \alpha(\frac{1}{t_{i}}-(n+\alpha)(nS+\alpha T)_{ii}^{-1})=0 (13)
となる。特に  \alphaarrow 0 のときち  arrow 1/(S^{-1})_{ii} となるから,  T=(diag(S^{-1}))^{-1}





5節で定義した4つの損失関数  L,  L_{2},  L_{*},  L_{2*} に対し,標本 OGI (2節) , ス
ケール修正推定量 (5節) , 経験ベイズ推定量とその近似 (6節) のリスクを
モンテカルロ法により計算する。
真の共分散行列は
 \Sigma=D  (\begin{array}{lllll}
1   -r   \cdots   \cdots   -r
   1   r   \cdots   r
      \ddots   \ddots   
   *      ...   r
            1
\end{array})  D,  - \frac{1}{p-1}<r<1 , (14)
とする。ここで対角行列  D は  \Sigma 1=1 を満たすようなスケーリング行列であ
り,陽に表すと  \kappa=(p-1)r,  \lambda=1+(p-2)r,  A=\lambda^{2}-\kappa\lambda r,  B=2\lambda-\kappa r+r^{2}
として
 D=diag(\alpha, \beta, \ldots, \beta) ,   \alpha=\frac{\kappa\beta+\sqrt{\kappa^{2}\beta^{2}+4}}{2},   \beta=\{\frac{B\pm\sqrt{B^{2}-4A}}{2A}\}^{1/2}
となる。ただし複号は  r>0 のとき  + とし,  r<0 のとき一とする。
図1は  n=20,  p=10 とし,各損失関数,各推定量のもとでリスクを計算
した結果である。横軸は  \Sigma に含まれるパラメータ  rであり,区間  [-1/p, 0.99]
の等間隔な30個の点で計算を行った。また経験ベイズ推定量に含まれる定
数  \alpha は  \alpha=p とした。モンテカルロ法の実験回数は  10^{4} 回とした。
図1より,スケール修正推定量は損失関数  L と  L_{2} に対して標本 OGI を
優越している。しかし  L_{*} と  L_{2*} に対しては効果がないことが分かる。また





 xw=   X\frac{\Phi}{L}
0.0 0.2 04 0.6 0.8 1,0 0.  0 0.  2 04 0.  6 0.  8 1.  0
 r  r
(a) 損失関数が  L の場合。 (b) 損失関数が  L_{2} の場合。
 \simeq\omega=  \simeq\omega=
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 0.6 O.S 1.  0
 r  r
(c) 損失関数が  L_{*} の場合。 (d) 損失関数が  L_{2*} の場合。
図1: 各損失関数における各推定量のリスク。真の共分散は式 (14) であり,
 n=20,  p=10 とした。横軸は共分散に含まれるパラメータ  r である。
表1: 計算時間の比較 (単位は秒) 。
推定量  | 標本 OGI スケール修正 経験ベイズ 近似経験ベイズ
計算時間—‐‐ \hat{}\beta  \ovalbox{\tt\small REJECT} 間_{}B  | 118 139 648 133
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8 今後の研究課題
3節では変数の次元  pが標本サイズ  n とともに大き  \langle なる状況での一致性を
考察した。しかしその条件は  p/narrow 0 という条件を含んでおり,古典的な漸
近論の範疇に収まってしまっている。これに対し,  p/narrow c\in(0,1) という
設定で数値実験を行うと,  \hat{w}/w と1のなす角度の意味でも不一致性が観察






6節で論じた経験ベイズ推定では,ハイパーパラメータ  \alpha を固定してい
た。実用上は  \alpha を交差検証法で選択すればよいと考えられるが,  \alpha も含めて
周辺尤度最大化を行った場合の性能も検討すべきである。また,  \alpha を固定し






本研究は科研費 (課題番号:26108003  17K00044 ) の助成を受けたものである。
 A 各定理の証明
A. 1 定理1の証明





z^{2}/8   if -1<z<1,
z/8   if z\geq 1
\end{array}
が成り立つ。
Prooゾ テイラーの定理より,  |z_{*}|\leq|z| を満たす  z_{*} が存在して
  \phi(z)=\frac{z^{2}}{2(1+z_{*})^{2}}
が成り立つ。よって  -1<z<1 において  \phi(z)\geq z^{2}/8 となる。また  \phi の凸
性と  \phi(0)=0から,  z\geq 1 に対して
  \phi(z)\geq\phi(1)z\geq\frac{z}{8}
が成り立つ。  \square 
 6=1+r とおき,  |回  | が  0 に確率収束することを示す。  \eta=S1-1 と
お  \langle 。補題1と仮定より,
  E[\Vert\eta\Vert^{2}]=tr (Cov[S1, Sl]) =\frac{p}{n}(tr\Sigma+1)arrow 0
となる。特に任意の  \delta>0 に対して  P(\Vert\eta\Vert\geq\delta)arrow 0 となる。  \hat{v} は
  \psi(w) :=\sum_{i=1}^{p} (-\log w_{i})+\frac{1}{2}w' Sw
の最小点であるから
 \triangle:=\psi(1+r)-\psi(1)\leq 0
となる。この  \triangle を下から評価する。まず
 \triangle=\psi(1+r)-\psi(1)




と評価できる。ここで  I=\{i|r_{i}\geq 1\} とおけば,補題8より
  \triangle>\sum_{i\in I}(\frac{r_{i}}{8}+r_{l}\eta_{i})+\sum_{i\not\in I}(\frac
{r_{i}^{2}}{8}+r_{i}\eta_{i}) (15)
  \geq\sum_{\dot{i}\in I}(\frac{r_{i}}{8}+r_{i}\eta_{i})-\sum_{i\not\in I}2\eta_
{i}^{2}
となる。さらに事象  \Omega_{1}=\{\Vert\eta\Vert<1/16\} に制限すれば,  \eta_{i}>-1/16 となる
から
 0 \geq\triangle\geq\sum_{i\in I}\frac{r_{i}}{16}-2\Vert\eta\Vert^{2}
\geq\frac{|I|}{16}-2\Vert\eta\Vert^{2}
となる。よって  |I|\leq 32\Vert\eta\Vert^{2}\leq 1/8<1 となり,  |I|=0 となる。よって
式(15) から
  0 \geq\triangle\geq\sum_{i}(\frac{r_{i}^{2}}{8}+r_{i}\eta_{i})
\geq\frac{||r\Vert^{2}}{8}-\Vert r\Vert\Vert\eta\Vert
より  |r|\leq 8\Vert\eta\Vert が得られる。ゆえに任意の  \varepsilon>0 に対して




 \hat{w}=\hat{v}+\delta/n とお  \langle 。  \delta=\hat{b}+O_{P}(1/n) である。まず損失関数の差は











となる。さて,補題3より   \hat{v}=1+\frac{r}{\sqrt{n}}+\frac{u}{n}+o(1/n),  E[r]=0 とおけば



















として  \partial_{ij}b_{k} を求める。補題7の証明で述べた通り
 \partial_{ij}v_{k}=-(\Sigma+I)_{ik}^{-1}1_{j}
















となる。また  b=\mu 1 より








が得られる。ただし  H=\Sigma-11'/p,  Q=I-11'/p とおいた。最後の不等
式は  H=0 のときに等号が成立する。
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