(x 1 , x 2 ) → (x 2 , x 1 ) and (x 1 , x 2 ) → (x 1 , −x 2 ). Consider W (B 2 )-invariant differential operators (1.1) for simplicity and the map t is the anti-automorphism of the algebra of differential operators such that t a(x) = a(x) for functions a(x) and t ∂ i = −∂ i for i = 1 and 2. We assume that the coefficients of differential operators are extended to holomorphic functions on a Zariski open subset of an open connected neighborhood of the origin of the complexification C 2 of R 2 . The operators are proved to be expressed by even functions u and v of one variable as follows ( [OS, Proposition 6 .3]):
(1.2)
where T is determined by the following equations up to a constant.
As the compatibility condition for the existence of the solution T of the equation (1.3), we have an equation
which have been posed in [OS, Proposition 6 .3] (cf. [P, §2.2 
.C]).
Conversely for any solution (u, v) of (1.4) and the pair (P 1 , P 2 ) of the operators which are given by (1.2) with (1.5) T = 1 2
) under the notation in Remark 2.1 and Lemma 2.2, we have [P 1 , P 2 ] = 0.
We give a complete list of solutions of the functional equation (1.4).
Remind that the Schrödinger operator P 1 is explicitly expressed as in (1.2) using u and v.
1) (Trivial case) u = constant, v = an arbitrary even function, 1 d ) u = an arbitrary even function, v = constant.
Let ω 1 and ω 2 denote the primitive half periods of the Weierstrass elliptic function ℘(t) and put ω 3 = −ω 1 − ω 2 and ω 4 = 0.
2) (Elliptic case) For
2)
′ (Trigonometric case) { u(t) = C 6 sinh −2 λt + C 7 , v(t) = C 1 sinh −2 λt + C 2 sinh −2 2λt + C 3 sinh 2 λt + C 4 sinh 2 2λt + C 5 ,
′ { u(t) = C 1 sinh −2 λt + C 2 sinh −2 2λt + C 3 sinh 2 λt + C 4 sinh 2 2λt + C 5 v(t) = C 6 sinh −2 2λt + C 7 .
2) ′′ (Rational case) { u(t) = C 6 t −2 + C 7 , v(t) = C 1 t −2 + C 2 + C 3 t 2 + C 4 t 4 + C 5 t 6 ,
3) (Elliptic case) For ω 1 , ω 2 < ∞ { u(t) = C 1 ( ℘(
+ ω 2 ) ) + C 2 ℘(t) + C 3 , v(t) = C 4 ℘(t) + C 5 ℘(t + ω 3 ) + C 6 .
3)
′ (Trigonometric case) { u(t) = C 1 sinh −2 λ 2 t + C 2 sinh −2 λt + C 3 , v(t) = C 4 sinh −2 λt + C 5 sinh 2 λt + C 6 ,
3) ′′ (Rational case) { u(t) = C 1 t −2 + C 2 + C 3 t 2 , v(t) = C 4 t −2 + C 5 + C 6 t 2 .
Although we deal with the commuting differential operators of type
B 2 with the Weyl group symmetry in the main body of this paper, we will give a brief summary of the related works. The commuting differential operators of type A have been studied very well. The commuting differential operators of type A with the Weyl group invariant condition are classified in [OS] . This work is generalized to the commuting differential operators of type A 2 without Weyl group invariant condition     
, ∆ 3 = ∂ 1 ∂ 2 ∂ 3 + lower order terms.
To classify the potential function R(x), we may assume that t ∆ 3 = −∆ 3 . Then there exist one-variable functions u 1 = u 1 (x 2 − x 3 ), u 2 = u 2 (x 3 − x 1 ) and u 3 = u 3 (x 1 − x 2 ) such that R(x) = −u 1 − u 2 − u 3 , and (1.6)
For the Weyl group invariant case, we have u 1 (z) = u 2 (z) = u 3 (z) and the proof of this fact is given in Proposition 4.2 (with m = 3) of [OS] , which is valid for the general case with no change. For the Weyl group invariant case, the functional differential equation (1.6) is solved in [WW] and the solution is a Weierstrass elliptic function ℘. The corresponding potential R(x) is of Calogero-Moser type. For the general case, the equation (1.6) is solved in [BP] and [BB] . Besides the ℘ solutions, we also have solutions expressed by exponential functions. The corresponding potential is known as of type periodic/non-periodic Toda, which can be regarded as a degenerating limit of a Weyl group invariant potential [vD] . For type B 2 , the classification of the commuting differential operators (1.1) without the Weyl group symmetry has not been done yet. It is known that the similar functional differential equation (see (2.3)) is related to such operators. The following results are obtained in [Oc] :
(i) We have the expression of the (non Weyl group invariant) operators P 1 and P 2 by using four functions
and v 2 = v 2 (x 2 ) with one-variable. Actually, if we replace u(x 1 + x 2 ) by u 1 (x 1 +x 2 ), u(x 1 −x 2 ) by u 2 (x 1 −x 2 ), and so on, the formula (1.2) is also valid for non-invariant operators. These functions satisfy the functional differential equation like (1.4).
(ii) Suppose P 1 be non-trivial (cf. Lemma 2.4 i)). If P 1 is holomorphic at some point, then P 1 and P 2 can be meromorphically continued to whole plane C 2 . The orders of poles of P 1 are at most two. (iii) Suppose, moreover, that v 2 (z) has poles at three points z = z 1 , z 2 , z 3 such that z 1 − z 2 and z 2 − z 3 are linearly independent over Q. Then the function v 2 can be expressed as
with an elliptic function ℘ and constants C 1 , . . . , C 5 .
Functional differential equation for type B 2

Functional differential equations
In this section we solve (1.4).
Remark 2.1. For even holomorphic functions u and v on 0 < |t| ≪ 1, there exist unique odd holomorphic functions U and V with U ′ = u and 
Proof. The "if" part is clear. Now we assume (2.1) and set the left hand side of (2.2) to be
is locally constant with respect to x 1 and consequently it is constant with respect to x 1 . Then this is an element of O({x 2 ∈ C| 0 < |x 2 | < ε/2}). Moreover, the residue Res
2 )W − g 2 is locally constant with respect to x 2 . The same argument tells us that there exists a holomorphic function
is locally constant with respect to ξ 1 , that is, g 5 is constant with respect to ξ 1 . As before g 3 , g 4 and g 5 have integrals G 3 , G 4 and G 5 , and the difference
Taking the averages of G 3 , G 4 , G 5 and G 6 under the action of the Weyl group W (B 2 ), we get functions F and G with required property.
This lemma can be generalized to the case when the Weyl group invariance is not imposed. In fact, the functional equation mentioned in Section 1.4 (ii) can be expressed as
This can be integrated as (2.4)
For detail, see [Oc, Proposition 2.4] .
Remark 2.3. The same argument holds for type A 2 . The equation (1.6) with u 1 = u 2 = u 3 is equivalent to the equation
where U is the odd primitive function of u. By the same argument as in the proof of the previous lemma this is also equivalent to
with some even function F . Remark that u = ℘ satisfies (1.6) and that U = −ζ and F = ℘ satisfy (2.6). 
2 − G 1 (t). iii) follows from ii) and Remark 2.3. We summarize several elementary properties of the equation (1.4). Lemma 2.5. i) The equation (1.4) is bilinear with respect to (u, v) .
Proof. All but iv) are shown in [OS, Proposition 6.3 
Remark 2.6. The equations (2.1) and (2.5) above are written in a uniform manner. Let the root system (E, Σ) be (R 
Here differential operators act on the first factor of O(E) ⊗ E * . This is equivalent to the equations (2.1) or (2.5). In fact, if we set
with V α corresponding to the solutions (2.1) or (2.5), it satisfies the equation (2.8). On the other hand, any solution of the former equation of (2.8) is written in the form (2.9) with odd functions V α , and the W -invariance and the latter equation of (2.8) are sufficient for the equations (2.1) or (2.5).
Elliptic functions
We summarize several well-known properties of the elliptic functions ℘ and ζ of Weierstrass type for latter convenience (cf. [WW] ). They are given by
where the sum ranges over all non-zero periods 2m 1 ω 1 + 2m 2 ω 2 of ℘. They satisfy
Here the constants have the relations
, e 1 + e 2 + e 3 = 0, g 2 = −4(e 1 e 2 + e 2 e 3 + e 3 e 1 ), g 3 = 4e 1 e 2 e 3 ,
The following are variants of addition formulas.
The Laurent expansion at the origin is (2.14)
The complex numbers ω 1 and ω 2 are assumed to be linearly independent over R but we allow the period to be infinity. In other words, the numbers g 2 and g 3 are any complex numbers. For example we have
when g 2 = 4 3
and
If ω 1 and ω 2 are finite, we have a formula
and every function of the form ℘ ′ −2 ×(a polynomial of ℘ of degree at most 4) is written by a linear combination of 1, ℘,
Lastly we quote the Landen transformation
Solutions of the functional equation
Theorem 2.7. The functions (2.18)
Proof. Since the equation is bilinear, we may check for each monomial in u or v. Here we will give a proof for ω 1 , ω 2 < ∞, which implies the theorem by the analytic continuation.
i) Case c 6 = c 7 = 0: It follows from Lemma 2.4 i).
ii) Case c 6 = c 8 = 0, c 7 = 1: We may assume that v = ℘(t + a) with a = 0, ω 1 , ω 2 or ω 3 . Moreover we may assume a = 0 by Lemma 2.5 iv), that is, u = v = ℘. Then (2.2) follows from Lemma 2.4 ii) and Remark 2.3. This simplifies the proof of [OS, Proposition 7.3 ii)].
iii) Case c 7 = c 8 = 0, c 6 = 1: By §2.2 the function
is a linear combination of 1, ℘(t) and ℘(t + ω 3 ). Since (2.19)
has a period 2ω 3 , we may assume v(t) = ℘(t) by Lemma 2.5 iv). By Lemma 2.5 iii) we can reduce to the case u(t) = ℘(t) and v(t) =
, which has already treated in ii).
Remark 2.8. i) The solutions in §1.3 corresponds to (2.18) with the following conditions:
2) c 6 = 0,
ii) The family of solutions with c 4 = c 5 = 0 are written in a more symmetric form under the symmetry in Lemma 2.5 iii). By the proof of Theorem 2.7 iii) we can write
Then the solution (ū(t),v(t)) = (v(t), u(2t)) can be expressed in the same form as (2.20) by replacing 2ω
1 = ω 3 , 2ω 3 = 2ω 1 ,ā 1 = b 1 ,ā 2 = b 2 ,ā 3 = b 3 , b 1 = a 1 /4,b 2 = a 2 /4 andb 3 = a 3 .
The main theorem
In this subsection we shall solve the functional differential equation (1.4) by the aid of a computer with the algebraic programming system REDUCE Ver3.4. The following is the main result in §2, which is proved at the end of § 2.5.4:
Here we note that if u(t) and v(t) are even or they are holomorphic on {t ∈ C| 0 < |t| ≪ 1}, then iv) and v) are reduced to iii).
2.4.1
The following lemma is a generalization of [OS, Lemma 7 .1 i)]. Then u(t) and v(t) can be extended to even meromorphic functions on {t ∈ C| 0 < |t| ≪ 1} with poles of order at most 2 at the origin.
Lemma 2.10. Let u(t) and v(t) be real analytic functions on {t ∈
Proof. We may assume v ′ | t>0 ̸ = 0 by replacing the following x by −x if necessary. Fix x with 0 < x ≪ 1 and consider the Laurent expansion for
Then we have
with a suitable holomorphic functions f (x, y), c 0 (x, y), c 1 (x, y) and c 2 (x, y) of y defined on a neighborhood of the origin. Since this equation for v(y) has regular singularities at the origin with the characteristic exponents 0 and −2,
Here v 0 (t) and v 1 (t) are holomorphic function defined in a neighborhood of the origin and moreover v 1 (0) = 0 means v 1 = 0. By the analytic continuation of (2.22) for the variable y around the origin we have
The coefficients of y 1 in this equation mean
Suppose v 1 ̸ = 0. Let λ be a complex number with λ 2 = −2v
then v 1 = 0, which contradicts to the assumption v 1 ̸ = 0. Thus we have proved that v 1 = 0. By (2.24) we can put
with suitable a j , c j ∈ C on 0 < t ≪ 1. Suppose there exist c k satisfying c k ̸ = 0 and c j = 0 for j = 0, . . . , k − 1. Then the coefficients of y 2k in (2.22) shows
which contradicts to the assumption c k ̸ = 0 and hence
Here we note that v ′′ ̸ = 0 and that u ′′ ̸ = 0 by the symmetry of u and v.
Substituting (x 1 , x 2 ) in (1.4) by (x, y) and (x, −y), respectively, and summing up the resulting equations, we have ∂ ∂y
Thus we have v(−y) = v(y) because u ′′ ̸ = 0. By the symmetry of u(t) and v(t) we have the lemma.
First suppose that u(t) and v(t) are real analytic functions on {t ∈ R| 0 < |t| ≪ 1}. It is clear that (u, v) given by iii) or iv) or v) in Theorem 2.9 satisfies (1.4). Assume u ′ = 0. Then there exist C 1 , C 2 ∈ C such that u(t) = C 1 and u(−t) = C 2 for 0 < t ≪ 1. Suppose (u, v) satisfies (1.4) and suppose C 1 ̸ = C 2 and let 0 < x < y ≪ 1. Substituting (x 1 , x 2 ) in (1.4) by (x, y), (−x, −y) and (−x, y), we have v
, respectively, and therefore v ′′ is constant. In the same way, if v ′ = 0 and (u, v) satisfies (1.4), then v is constant or u ′′ is constant. Then owing to Lemma 2.10 we assume u(t) and v(t) are holomorphic on e {t ∈ C| 0 < |t| ≪ 1} and satisfy (1.4) to the end of this section. By Lemma 2.10, the Laurent expansion at the origin can be assumed as follows.
Since the coefficient of the term b j u (2m−2j) (x)y 2m inside the above
for any positive integer m, we obtain (2.31)
with suitable constant numbers C m . Let X(m, k) denote the the coefficients of x 2k in the left hand side of (2.22). Then the condition X(m, k) = 0 for all m ≥ 1 and k ≥ 1 is equivalent to (2.22), and so is to (1.4).
For example, we have the following, all of which will be used in the proof of Theorem 2.9.
We borrow the following notation from REDUCE. For a polynomial function p, we denote by coeffn(p, x, k) the coefficient of the term x k of p with respect to one specific variable x. For example, coeffn(x 2 +2xy+3x+y 2 , x, 1) = 2y + 3.
2.4.2. Now we shall prove Theorem 2.9 dividing into the cases classified by the order of zeros of ( u(t), v(t) ) . Owing to the symmetry between u and v, [OS, Lemma 7 .1 ii)] shows that we may assume the pair of orders of the zeros equal (−2, 6), (−2, 4), (2, 2), (−2, 2) or (−2, −2).
Type (-2,6)
We may assume a −1 = b 3 = 1 and
) .
The determinant of this matrix equals 4(2k − 5)(2k − 6)(2k − 8)(2k − 10)(2k − 12). (a 1 , a 2 , b 4 ) . Hence we have proved that all the coefficients a j and b j are uniquely expressed by polynomial functions of (a 1 , a 2 ). In particular for any given (a 1 , a 2 ) ∈ C 2 the solution is unique if it exists. On the other hand we have the solution
Hence the coefficients a j and b j which are uniquely determined by (a 1 , a 2 ) equal the coefficients of the above u(t) and v(t) with g 2 = 20a 1 and g 3 = 28a 2 .
Type (-2,4)
We may assume a −1 = b 2 = 1 and
Since the determinant of this matrix is , a 2 , b 3 ). On the other hand, we have the solution
with parameters g 2 , g 3 and C 5 . Thus the coefficients a k and b k uniquely determined by (a 1 , a 2 , b 3 ) corresponds to this solution with g 2 = 20a 1 , g 3 = 28a 2 and C 5 = b 3 .
Type (2,2)
We may assume a 1 = b 1 = 1 and
and the determinant of this matrix equals
Hence a k−2 and b k−2 for k ≥ 6 are uniquely determined by (a 2 , a 3 , b 2 , b 3 ). Moreover since X(1, 2) = X(1, 3) = 0, for any given (a 2 , a 3 ) the solution is unique if it exists and therefore it corresponds to the solution
with e 3 = −2a 2 and g 2 = 5(16a 3 − e 2 3 ).
Type (-2,2)
We may assume a −1 = b 1 = 1 and
) and the determinant of this matrix equals 4(2k − 1)(2k − 2)(2k − 6)(2k − 8)(2k − 10).
Hence a k−2 and b k for k ≥ 6 are uniquely determined by (a 1 , a 2 , a 3 , a 4 , a 5 , b 2 , b 3 ). Owing to this with X(1, 2) = X(1, 3) = 0, for any given (a 1 , a 2 , a 3 , b 2 , b 3 ) the solution is unique if it exists. Now putting a 3 = c 3 + (a 1 , a 2 , b 2 , b 3 ) , which corresponds to the solution 
= t 2 + e 3 t 4 + (e 
Type (-2,-2)
We shall do a similar but more complicated calculation for the type (−2, −2). In § 2.5.3 and 2.5.6 we also use REDUCE.
We may assume
k(2k − 1)(2k − 2)(2k − 4)(2k + 2)(2k − 10) (−2)(−3)(−4)(2k − 10)
)
The determinant of this matrix equals we have
Here we remark that c 3 = c 4 = c 5 = 0 (resp˙d
is the Weierstrass function ℘.
2.5.2.
Before going into the detail we prepare several notations.
of the form (2.29) with a −1 = b −1 = 1 satisfies (1.4)}.
Since the map defined by (2.29) and (2.32)
is injective, we will consider V as a subset of C 8 , which is a closed subvariety.
Lemma 2.11. i) The solutions
(2.33) 
belong to V . Then we have a map
Similarly the solutions
belong to V , which define a map
We have a C × -action
so that Ψ 1 and Ψ 2 are C × -equivariant. iv) Cf. [OS, Proposition 7.3 ii)]
v) The maps Ψ 1 and Ψ 2 are injective.
Proof. i) follows from Theorem 2.7.
ii) The C × -equivariance is easy. To prove Ψ −1
−2 of the form (2.33). If one of e i is not zero, u(t) and v(t) have a finite period. Since t −2 has no period, e 1 = e 2 = e 3 = 0. This means ℘(t) = t −2 . Then one should have C = C ′ = 0. iii) is similarly proved as in the case of i) and ii). iv) The Laurent expansion (2.14) of ℘(t) implies that the left hand side is contained in the right hand side. Conversely, for any (a 1 , a 2 ) we can take g 2 = 20a 1 and g 3 = 28a 2 and moreover for any (b 1 , b 2 , b 3 ) , we can take (C, C ′ , C ′′ ) so that the expansion of v(t) has desired coefficients. v) For Ψ 1 , the Taylor expansion (2.14) of u(t) determines g 2 and g 3 . The other coefficients C, C ′ , C ′′ are determined by the Taylor expansion of v(t).
2.5.3.
By direct calculations we obtain that the vanishing of X(3, 4), X(3, 5), X(3, 6), X(4, 5), X(3, 7) and X(4, 6) are equivalent to iii) By the symmetry between u and v, it is reduced to ii).
The remaining case is
which will be proved at the end of this subsection.
Proposition 2.13. Recall the map Ψ 3 :
Proof. By Lemma 2.11 ii),
On the other hand, by the assumption c),
By the assumption b), the first term is dense in the last term and then 
Proof. The explicit expression of Ψ 3 shows (2.45)
Hence if A = 0, we have (2.46)
which proves a) for ii), iii) and iv). The assumption b) is also clear from (2.45) and (2.46). The assumption c) will be proved in Lemma 2.16, 2.18, 2.19 and 2.20, respectively.
Proof of Theorem 2.9. As we have already remarked, we have to prove (2.44). By Proposition 2.12 with the help of Proposition 2.14, it is enough to show
This is proved as follows: Take a 2 to f 3 , we obtain f 3 = −59535a 2 c 3 d 3 ̸ = 0, which means a contradiction.
Thus we can conclude a 2 = 0 and by the symmetry between u and v, we have a 2 = b 2 = c 4 = 0.
Proposition 2.15. The subset Im Ψ 1 , Im Ψ 2 and Im Ψ 3 are closed subvarieties.
Proof. Lemma 2.11 iv) shows that Im Ψ 1 and Im Ψ 2 are closed. Proposition 2.14 and the proof of Proposition 2.13 imply that ImageΨ 3 is closed.
We shall examine the assumption c).
Lemma 2.16. The restriction of the projection
is injective. Its image is contained in {h 1 = 0} with an irreducible polynomial
Proof. If 16c 3 ̸ = d 3 , then we have (2.50) ) from the relation c 3 f 3 − 20280c 5 f 1 = 0. In either case, the relation (2.50) or (2.51) shows that c 5 is uniquely determined by (a 1 , a 2 , c 3 , c 4 , b 1 , b 2 , d 3 ) .
Next we will do eliminations of variables in f 1 = · · · = f 4 = 0. Put
Moreover motivated by coeffn(r 1 , c 5 , 1)/ coeffn(r 2 , c 5 , 1) = −c 3 /210, we put
Then r 4 is a polynomial function of (a 1 , a 2 , c 3 , c 4 , b 1 , b 2 ) and it is factored into 
Since c 5 , b 2 and d 3 is given by (2.50) or (2.51), (2.54) and (2.55), all coefficients are uniquely determined by (a 1 , a 2 , c 3 , c 4 , b 1 ). This proves the injectivity. By substituting (2.54) and (2.55) we have Hence we obtain (2.59)
Proof. By f 2 = 0, we have
Now applying a 2 = b 2 = c 4 = 0 and (2.60) to (16c 3 −d 3 ) 2 f 5 and (16c 3 −d 3 ) 2 f 6 , we obtain
with h 2 = 256a 
Its image is contained in {h 2 = 0}.
Proof. Since d 3 ̸ = 16d 3 , c 5 is uniquely determined by (2.60) and the lemma is clear from Lemma 2.17. is an irreducible polynomial.
Lemma 2.19. The map
3 Reducible systems of type B 2 3.1. For our commuting differential operators P 1 and P 2 we can consider the simultaneous eigenvalue problem
with λ j ∈ C. If the potential function of P 1 is generic, the study of this problem seems to be difficult. For the first step to analyze (3.1) we examine the case when the system (3.1) is reducible. To be precise we study the operators P and Q in the following lemma such that P = P 1 and P 2 = t QQ.
Lemma 3.1. Let P be a self-adjoint differential operator and let Q be a differential operator satisfying
with a self-adjoint operator B. Then
Proof. The assumption of the lemma implies [P,
. Let P and Q be holomorphic differential operators of the form 
where On the other hand the operators P and Q given by (3.6) satisfy the relation (3.5) by putting (3.7) for any complex numbers c 1 , . . . , c 6 with (3.9) and any periods of ℘(t) or by putting (3.10) or by putting (3.11).
The following Remark 3.3 and Remark 3.4 are easily obtained by direct calculations. Remark 3.3. Under the notation of Theorem 3.2
Remark 3.4. In Theorem 3.2 we have the following from (3.7) with complex numbers C 1 , . . .. i) If the fundamental half periods ω 1 and ω 2 of ℘ are finite and c 4 = 0, then
ii) If ω 1 and ω 2 are finite and c 2 = c 3 = 0, then
3.2. To prove Theorem 3.2 we will translate the reducibility into a functional equation. The coefficients of ∂ 2 1 and ∂ 2 2 in (3.5) mean 2∂ 1 a 2 = 2∂ 2 a 1 = 0 and therefore
with a suitable odd function V (t). The coefficient of ∂ 1 ∂ 2 in (3.5) proves
The coefficients of ∂ 1 and ∂ 2 in (3.5) are
and equivalently { (
Hence there exist functions u + (t) and u − (t) such that (3.13)
Since g(a 0 ) = ε(g)a 0 , we have (3.14)
with a suitable even function u(t). This proves (3.6). Let U (t) be the odd function with U ′ (t) = u(t). Then
) . 
Thus we have
and that the relation (3.6) holds with u = U ′ .
Hence we will concentrate the functional equation (3.15), which is a special case of (2.2).
Then (U, W, H) satisfies (3.15) with an appropriate H.
Subtracting the original one from this, we obtain (
Since the left hand side is W (B 2 )-invariant, the first term of the right hand side is constant. Then H(t) = G(t+ω)−G(t)−ηV (t+ω)+C with a suitable constant number C and we have the lemma.
Corollary 3.7. Suppose the fundamental half periods ω 1 and ω 2 of ℘(t) are finite. Then for odd functions U (t) and V (t) given by
there exists a function H(t) so that (3.15) holds.
Proof. Note that the equation (3.15) is bilinear for (U, V ). In the lemma put ( U (t), V (t) ) = ( ζ(t), ζ(t) ) and ω = ω j or put (
) and ω = ω 3 , we have the corollary. Now we will continue the proof of Theorem 3.2. Since
the last statement in Theorem 3.2 follows from Corollary 3.7 with the holomorphic continuation of the parameters e 1 and e 2 of ℘(t) and from the following Lemma 3.8 i). Thus we have proved that the operators given in Remark 3.4 satisfy (3.5).
Lemma 3.8. i) If U (t) = Ct (C ∈ C), then for any V , H(t) := 2CtV (t) satisfies (3.15). If V (t) = 0, then H(t) = 0 satisfies (3.15). We call these (U, V ) trivial solutions of (3.15), which correspond to (3.10) and (3.11). ii) If (U, V, H) is a solution of (3.15), then (U + Ct, V, H + 2tV ) is also a solution of (3.15) iii) If V ′ (t) has a period ω, then U ′ (t) has a period 2ω. iv) If V (t + ω) = V (t) + η with η ∈ C, then η = 0.
Proof. The claims i) and ii) are clear and the claim iii) is also clear from the result in §2. Suppose V (t + ω) = V (t) + η. Then U (t + 2ω) = U (t) + η ′ with some η ′ ∈ C. By the change of variable (x 1 , x 2 ) into (x 1 + ω, x 2 + ω) in (3.15)
Subtracting (3.15) from the above,
Since we have assumed U ′′ (x 1 + x 2 ) ̸ = 0, we can conclude η = 0. Finally we will prove that there is no more solutions than we have already described in Remark 3.4 and Lemma 3.8 i).
From now on we consider only non-trivial solutions unless otherwise stated. Let (U, V, H) be a non-trivial solution of (3.15). Owing to Theorem 2.9 we see that V (t) is expressed by ℘(t). When ω 1 = ω 2 = ∞, the theorem follows from Lemma 3.9. The rational solution of (3.15) is of the form in Remark 3.4 vi) or vii).
Proof. Let (U, V, H) is a rational solution of (3.15). If U (t) = t −1 , the left hand side of (3.15) equals for tV (t) = ∑ n≥0 a 2n t 2n . Hence if u(t) = C 4 t −2 + C 5 with C 4 ̸ = 0, the solution is of the form in Remark 3.4 vi).
Suppose U (t) = C 1 t −1 + C 2 t + C 3 t 3 and V (t) = C 4 t −1 + C 5 t + C 6 t 3 with C 3 ̸ = 0. We may assume C 1 = C 2 = C 4 = 0. Then the left hand side of (3.15) equals 6C 3 (
) and hence C 5 = C 6 = 0. This is the case in Remark 3.4 vii).
Suppose V (t) = C 1 t −1 + C 2 t and U (t) = C 3 t −1 + C 4 t + C 5 t 3 + C 6 t 5 + C 7 t 7 . We may assume C 3 = C 4 = 0. If C 1 ̸ = 0 and C 2 = 0, the left hand side of (3.15) equals
x 1 x 2 and therefore C 6 = C 7 = 0, which also corresponds to Remark 3.4 vii). Hence suppose C 2 ̸ = 0. Since (U (t), V (t)) = (t, t n ) does not satisfy (3.15) for n = 7, 5 and 3, we have C 7 = C 6 = C 5 = 0 by considering the homogeneous parts of degree 8, 6 and 4, successively. This is the case in Remark 3.4 vi).
Lastly suppose ω 1 = ∞ and ω 2 is finite. We may assume V (t) = C 1 coth λt + C 2 tanh λt + C 3 sinh 2λt + C 4 sinh 4λt + C 0 t.
Applying Lemma 3.9 to this, we have C 0 = 0. If the dimension of the space {V (t)| (λ coth λt, V (t)) is a solution of (3.15)} is larger than 3 for λ ̸ = 0, the dimension of the space {V (t)| (t −1 , V (t)) is a solution of (3.15)} is proved to be larger than 3 by considering the limit to λ = 0 (cf. [OSj, Proposition 2.21] ), which contradicts to Lemma 3.9. Hence we have Theorem 3.2 if u(t) = C sinh −2 λt + C ′ . In the same way we can prove that the space {U (t)| (U (t), λ coth λt) is a solution of (3.15)} is of dimension 2 for λ ̸ = 0, which implies the theorem in the case V (t) = C 1 coth λt.
Thus we may assume that { U (t) = C 1 coth λt + C 2 t + C 3 sinh 2λt, V (t) = C 4 sinh −1 2λt + C 5 coth λt.
