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Der Schwerpunkt dieser Arbeit liegt auf der numerischen Berechnung der Impe-
danzen von Beschleunigern (supraleitende Kavitäten) sowie Beschleunigerkompo-
nenten. Zu diesem Zweck wurde zunächst ein geeigneter Löser auf Grundlage der
Finiten Elemente Methode (FEM) entwickelt, um die breitbandigen Impedanzen
von Beschleunigerkomponenten zu berechnen. Zusätzlich wurden unterschiedliche
numerische Ansätze zur Berechnung der schmalbandigen Impedanzen für supralei-
tende Hochfrequenzkavitäten (HF-Kavitäten) verfolgt. Davon wurde ein Überblick
zu berechneten Ergebnissen gegeben und ein Vergleich zwischen den unterschied-
lichen Ansätzen durchgeführt.
Während der Konstruktion der supraleitenden HF-Kavitäten und Beschleuniger-
komponenten ist eine herausfordernde und schwierige Aufgabe die Bestimmung
der Impedanzen für die Beschleunigungsstrukturen mit Hilfe geeigneter Compu-
tersimulationen. Die Impedanz beschreibt die elektromagnetische Wechselwirkung
zwischen dem Teilchenstrahl und den Beschleunigungsstrukturen. Sie kann die In-
tensität der Teilchenstrahlen beeinträchtigen. Für eine supraleitende HF-Kavität mit
Wellenleiter (Strahlrohre und Koppler) entspricht die schmalbandige Impedanz
den Eigenmoden der Kavität. Die schmalbandige Impedanz, die auch Shuntim-
pedanz genannt wird, ist abhängig von der Eigenfrequenz und Verteilung der
elektromagnetischen Felder der Eigenmoden. Andererseits kann die breitbandige
Impedanz als Maß für den Grad der Wechselwirkung des Wellenleiters mit dem
Teilchenstrahl bei einer beliebigen Frequenz und Geschwindigkeit des Strahls her-
angezogen werden. Von der breitbandigen- und schmalbandigen Impedanz können
detaillierte Kenntnisse der Impedanz für die Beschleunigungsstrukturen bekannt
gegeben werden.
Zur Berechnung der breitbandigen longitudinalen Raumladungsimpedanz wur-
de ein Löser zur Berechnung dreidimensionaler elektromagnetischer Felder auf
Grundlage der FEM im Frequenzbereich entwickelt.
Zur Berechnung der schmalbandigen Impedanz für supraleitende HF-Kavitäten
verfolgen wir unterschiedliche Ansätze. Zunächst wurde eine Eigenmodenanaly-
se basierend auf Finite Integration Technique (FIT) und ein paralleler, reellwer-
tiger FEM Eigenwertlöser basierend auf symmetrischen, gekrümmten Tetraeder-
Elementen für eine supraleitende Proton Linac (SPL) Kavität eingesetzt. Danach
wurde ein paralleler, komplexwertiger FEM Eigenwertlöser basierend auf ge-
krümmten Tetraeder-Elementen für die TESLA 1,3 GHz Beschleunigungskavität
i
und die dritte harmonische supraleitende 3,9 GHz Beschleunigungskavität ange-
wandt.
Abstract
This thesis is focusing on the numerical computation of the impedance in accel-
eration resonators and corresponding components. For this purpose, a dedicated
solver based on the Finite Element Method (FEM) has been developed to com-
pute the broadband impedance in accelerating components. In addition, various
numerical approaches have been used to calculate the narrow-band impedance in
superconducting radio frequency (RF) cavities. From that an overview of the calcu-
lated results as well as the comparisons between the applied numerical approaches
is provided.
During the design phase of superconducting RF accelerating cavities and com-
ponents, a challenging and difficult task is the determination of the impedance
inside the accelerators with the help of proper computer simulations. Impedance
describes the electromagnetic interaction between the particle beam and the accel-
erators. It can affect the stability of the particle beam. For a superconducting RF
accelerating cavity with waveguides (beam pipes and couplers), the narrow-band
impedance, which is also called shunt impedance, corresponds to the eigenmodes
of the cavity. It depends on the eigenfrequencies and its electromagnetic field dis-
tribution of the eigenmodes inside the cavity. On the other hand, the broadband
impedance describes the interaction of the particle beam in the waveguides with its
environment at arbitrary frequency and beam velocity. With the narrow-band and
broadband impedance the detailed knowledges of the impedance for the accelera-
tors can be given completely.
In order to calculate the broadband longitudinal space charge impedance for
acceleration components, a three-dimensional (3D) solver based on the FEM in
frequency domain has been developed.
To calculate the narrow-band impedance for superconducting RF cavities, we
used various numerical approaches. Firstly, the eigenmode solver based on Finite
Integration Technique (FIT) and a parallel real-valued FEM (CEM3Dr) eigenmode
solver based on symmetric curvilinear tetrahedrons are applied to the Supercon-
ducting Proton Linac (SPL) cavity. Afterwards, a parallel complex-valued FEM
(CEM3Dc) eigenmode solver based on curvilinear tetrahedrons is applied to the
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It is well-known that particle accelerators can provide various opportunities for the
fundamental research in a variety of fields, such as nuclear, atomic, anti-matter and
plasma physics as well as biology and bio-medical science. Numerical simulation
techniques are nowadays the powerful tools to support the development and de-
sign of particle accelerators. They cannot only ease the design and testing process
during the design phase but provide also the detailed information that cannot be
obtained by measurements. Therefore, numerical simulation techniques ensure a
successful and economic operation of the particle accelerators. A typical accelerat-
ing resonator is called radio frequency (RF) cavity, it retrains electromagnetic fields
in the microwave region of the spectrum [1]. Obtaining the knowledges of the
eigenmodes, which are excited when the particle beam is transversing a RF cavity,
is a very important and essential job because the higher-order eigenmodes can lead
to particle beam instabilities. For this purpose, the highly precise eigenfrequencies
as well as the electromagnetic field distribution of the eigenmodes are required
to compute the shunt impedance (narrow-band impedance) of the eigenmodes
properly. In this thesis, we applied various numerical approaches to calculate
the eigenfrequencies and the corresponding shunt impedance of the eigenmodes
for different acceleration resonators.
Additionally, the broadband impedance, which describes the electromagnetic in-
teraction between the particle beam and the accelerating components (e.g. beam
pipes and couplers) at a very wide frequency range, also have to be researched
carefully. For this purpose, a dedicated solver based on the Finite Element Method
(FEM) has been developed for the computation of the longitudinal space charge
low frequencies impedances.
1.1.1 Superconducting Proton Linac (SPL) Cavity
The Superconducting Proton Linac (SPL) cavity [2] operating at 704.4 MHz is
mainly designed and conducted by CERN (European Organization for Nuclear
Research) for increasing the interest of high average current electron and high
1
intensity proton beams. It is a part of the planned injector upgrade of the Large
Hadron Collider (LHC) comprising of two families: β = 0.65 and β = 1, where
β represents the relativistic velocity. The SPL cavity is used to accelerate the ion
beam from 160 MeV to 5 GeV and serves as a driver for neutrino facilities and ra-
dioactive beam facilities. It is made of a five-cell resonator with beam pipes as well
as an input coupler (see Fig. 5.1), which is used to feed the RF electric fields for
accelerating the particle beam. Moreover, the higher-order modes (HOM) couplers
must be taken into account during the design phase. But during my research of the
SPL cavity, the precise layout of the HOM couplers was still under study and not
yet known. For this reason, the HOM couplers are neglected in this thesis. In this
thesis, the eigenmodes as well as their characteristic values are calculated with var-
ious numerical approaches to give an overview of the influence of the higher-order
modes in the SPL cavity.
1.1.2 TESLA 1.3 GHz Accelerating Cavity
The TESLA 1.3 GHz accelerating cavity [3] is applied as part of the linear electron-
positron collider and is based on a nine-cell superconducting niobium cavity (see
Fig. 1.1) with a designed accelerating gradient of Eacc ≥ 25 MV/m at a designed
quality factor Q ≥ 5 ·109. The fundamental mode TM010,,pi is a 1.3 GHz mode,
which is applied to the acceleration of the particle beam. In this thesis, each TESLA
1.3 GHz nine-cell cavity is equipped with a coaxial RF input coupler, which trans-
fers energy from the radio frequency source to the particle beam, and two HOM
couplers, which are installed to effectively suppress parasitic modes. Under con-
sideration of the energy transfer in such dissipative superconducting cavities, a
complex-valued eigenmode solver is applied to determine the characteristic values
of the eigenmodes in this thesis.
Figure 1.1: A TESLA superconducting 1.3 GHz nine-cell cavity [3].
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1.1.3 The third harmonic 3.9 GHz Superconducting Cavity
At DESY the free electron laser FLASH [4] [5] [6] uses ultra-short electron bunches
to generate high brilliance coherent light pulses. It is designed and developed for
photon science and various particle physics studies. For the design of the FLASH
3rd harmonic section (ACC39), the third harmonic 3.9 GHz superconducting cavity
is used to linearize the longitudinal phase-space properties for the bunch compres-
sion and is operating at 3.9 GHz. It has a similar geometry as the 1.3 GHz TESLA
cavity and is composed of a nine-cell resonator with beam pipes as well as an input
coupler. In addition, two HOM couplers are installed on each side of the connecting
beam pipes. In this thesis, we use a complex-valued eigenmode solver to determine
the characteristic values of the eigenmodes for the third harmonic superconducting
cavity.
1.2 Numerical Methods
Due to the fact that the analytical solution of the electromagnetic problems from
accelerating physics are not available, we can find the approximate numerical solu-
tion by using either the Finite Integration Technique (FIT) [7] or the Finite Element
Method (FEM) [8]. The both methods are frequently used numerical techniques
for large scale computations in accelerating resonators and components.
The FIT, which will be introduced in section 3.1, can be applied for solving the
electromagnetic problem in time and frequency domain. The eigenvalue problem
can be solved in frequency domain by using the eigenmode solver contained in
CST Microwave Studio® [9] with the hexahedral discretization mesh. On the other
hand, the FEM, introduced in section 3.2, can be also applied to the eigenvalue
problem. At the Institut für Theorie Elektromagnetischer Felder (TEMF) , eigen-
mode solvers based on real- and complex-valued FEM analysis are available. Both
eigenmode solvers use tetrahedral grids and higher-order curvilinear elements to
increase the demand for high precision modeling of the elliptical acceleration struc-
tures. Meanwhile, both eigenmode solvers use a high degree of parallelization
provided with a distributed memory architecture using Message Passing Interface
(MPI) parallelization strategy, so that the field simulation can be dramatically accel-
erated. Moreover, the complex-valued eigenmode solver (CEM3Dc) considers the
energy transfer between the acceleration resonator and its components, e.g. in-
put, HOM couplers and beam pipes. This approach uses one computation for each
individual eigenmode. Therefore, the robust parallel complex-valued eigenmode
solver can be applied for solving the eigenvalue problems properly. Additionally,
3
in this thesis a dedicated solver based on FEM has been developed to calculate the
broadband impedance for the accelerating components in frequency domain.
1.3 Overview
The thesis is structured as follows:
Firstly, some fundamental concepts of the classical electrodynamics and particle
accelerators will briefly be presented in chapter 2. That chapter focuses on the
continuous Maxwell’s equations as well as the concepts of the wake fields and
impedances for particle accelerators.
Afterwards, the spatial discretization of Maxwell’s equations by using the FIT
and FEM will be introduced in chapter 3.
In chapter 4, an approach to compute the broadband impedance in accelerating
components will be reviewed. The approach is based on a finite element formu-
lation of the electromagnetic problem. There, the mathematical modeling of the
Maxwell’s equations as well as the proper formulation of the boundary conditions
will be described. After that, the implementation details for this method will be
summarized. Lastly, a benchmark example will be presented.
Chapter 5 investigates the computation of the narrow-band impedances for ac-
celerating resonators. There, the field simulation in a lossless SPL cavity is carried
out with perfect electric boundary conditions by using the FIT and FEM. After that,
the field simulation for the lossy TESLA 1.3 GHz accelerating cavity and the lossy
third harmonic 3.9 GHz superconducting cavity is performed with a port bound-
ary condition by using the complex-valued FEM eigenmode solver. Moreover, some
post-processing work will be demonstrated. Additionally, in order to verify and val-
idate the obtained numerical results, the comparisons of the results from diverse
eigenmode solvers will be given.
Finally, the thesis is closed with a summary and an outlook in chapter 6.
4
2 Continuous Electrodynamic
In the first two parts of this chapter, the Maxwell’s equations and the constitu-
tive equations are introduced. Then we introduce the concepts of wake fields and
impedances because they are one of the main factors which can affect the stability
of the particle beam.
2.1 Maxwell’s Equations
The Maxwell’s equations form the foundation of the classical electromagnetic phe-
nomena [10]. They are published by the Scottish physicist and mathematician
James Clerk Maxwell. The Maxwell’s equations in differential form are given by:
Ï× E(r, t) = −∂ B
∂ t
(r, t) (2.1)
Ï×H(r, t) = ∂D
∂ t
(r, t) + J(r, t) (2.2)
Ï ·D(r, t) = ρ(r, t) (2.3)
Ï ·B(r, t) = 0 (2.4)
where E represents the electric field strength, H magnetic field strength, D electric
displacement flux density. The magnetic flux density is denoted by B, the electric
current density by J, the electric charge density by ρ. The vector r denotes the
spatial parameter and scalar t the time dependency. The electric current density
J consists of a conductive part Jκ, a convective part Jc and the impressed current
density Ji [11]. The equations (2.1) and (2.2), known as Faraday’s law and Am-
pere’s law, respectively, describe the interactions between the electric and magnetic
field. The other two equations (2.3) and (2.4) are called Gauss’s law and Gauss’s
law of magnetic flux density.
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The Maxwell’s equations in integral form for non-moving media can be expressed
with [12]∫
∂ A





· dA ∀A⊂ R3, (2.5)∫
∂ A








· dA ∀A⊂ R3, (2.6)∫
∂ V
D(r, t) · dA =
∫
V
ρ(r, t)dV ∀V ⊆ R3, (2.7)∫
∂ V
B(r, t) · dA = 0 ∀V ⊆ R3. (2.8)
In order to solve the Maxwell’s equations properly, the knowledge of the electro-
magnetic field at the material interfaces is required. The boundary conditions at
the interface between the medium 1 and medium 2 read:
n× (E2 − E1) = 0 (2.9)
n · (D2 −D1) = σ (2.10)
n× (H2 −H1) = JF (2.11)
n · (B2 −B1) = 0 (2.12)
where n is the unit vector normal to the interface, σ the surface charge density
and JF the surface current density. The equations (2.9) and (2.12) state that the
tangential electric field and the normal component of the magnetic flux density
is always continuous at the interface, while the equation (2.10) shows that the
normal component of the electric flux density is not continuous if there are surface
charges at the interface. Analogously, the equation (2.11) states that the tangential
magnetic field strength is discontinuous in case that the surface current density is
not zero at the interface.
In addition, the constitutive equations connect the electromagnetic fields and
fluxes. In the case of the linear, frequency-independent, isotropic, non-dispersive
and non-permanent materials, the constitutive equations are given by
D = εE= ε0εrE (2.13)
B = µH= µ0µrH (2.14)
Jκ = κE (2.15)
6
where ε, µ, εr and µr state the permittivity, permeability, relative permittiv-
ity and relative permeability of the material, respectively. The constants ε0 =
8.854187 ·10−12 As/Vm and µ0 = 4pi ·10−7 Vs/Am are the permittivity and per-
meability of vacuum, respectively. The equation (2.15) is known as Ohm’s law,
which describes the relationship between the conductive current density Jκ and
the electric field strength E, where κ denotes the electric conductivity.
2.2 Wake Fields and Wake Potential
Assuming that, if a point-like charge q is moving in free space at a velocity υ close
to the speed of light c0, it will excite scattered electromagnetic fields [13]. Because
of the Lorentz contraction, the excited field distribution looks like a thin disk (see
Fig. 2.1a) [14], which is vertical to the direction of motion and has an opening
angle 1/γ, where γ is known as Lorentz factor and can be given by
γ =
1p








q υ= β c0ez
(a) 0< β < 1
E
q υ= c0ez
(b) β = 1
Figure 2.1: The electric field E of a point-like electric charge (a) in relativistic motion,
and (b) in the ultra-relativistic limit.[14].
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δ(z− c0 t); Hϕ = qc02pir δ(z− c0 t) (2.17)
where δ(z− c0 t) represents a δ function distribution. The electric field distribution
is shown in Fig. 2.1b. The equation (2.16) together with Fig. 2.1b shows that the
electric field E of a point charge is restricted to a plane perpendicular to the direc-
tion of motion at the position z=c0t. The electromagnetic fields are zero ahead and
behind the charge. If there is a test charge either preceding or following the point
charge q, there is no interactions between both charges [13]. But if the charge q1 is
moving with speed c0 through a cavity with beam pipes (see Fig. 2.2), the electro-
magnetic fields will appear behind the point charge [15]. These electromagnetic











Figure 2.2: Two point charges traversing a cavity. q1 with an offset r1 is followed by
a test charge q2 with an offset r2 at a distance s.
Considering the example in Fig. 2.2, the test charge q2 is following the point
charge q1 at a distance s. Both charges are traversing the cavity with the speed
8
of the light c0. The total electromagnetic force on the test charge q2 is known as
Lorentz force and can be given by Lorentz force equation [16]
F = q2(E + υ2 ×B) (2.18)
where the electric fields E and magnetic fields B are excited by the point charge q1.
Let us now consider a particle bunch with total charge q1 transversing the cavity,











where the distance s must be positive in the opposite direction of υ1 due to the
principle of causality [18]. Since the vector c0ez ×B is always perpendicular to the
longitudinal coordinate z, the wake potential W(s) can be decomposed into two






Ez(r1, z, (s+ z)/c0)dz (2.21)
and the transverse wake potential [19]. We can use equation (2.21) to calculate




W⊥(r, s) = −Ï⊥W||(r, s) (2.22)
the transverse wake potential can be obtained by integrating the traverse gradient
of the longitudinal wake potential






As stated in section 2.2, the wake potential characterizes the interaction of the
particle beam and its surrounding environment in time domain. The description of
such an interaction in frequency domain can be called the impedance or coupling









The impedance is one of the main factors which can affect the stability of the par-
ticle beam. It can be separated into the longitudinal and transverse parts. For the
resonant cavity with beam pipes, the indication of the usefulness for the impedance
is that it often involves a number of sharply defined frequencies [22] or a broad
and smooth spectrum [24]. The sharply defined frequencies below the cut-off fre-
quency of the beam pipe correspond to the eigenmodes of the cavity, because the
corresponding long range wake fields are trapped by the cavity after the particle
beam has left, the corresponding impedance dominates the impedance for the cav-
ity and is called narrow-band impedance or shunt impedance. On the other hand,
above the cut-off frequency of the beam pipe the short range wake fields can es-
cape from the cavity and spread in the beam pipe. In addition, the wake fields
can be generated by a particle beam traversing the beam pipe with velocity υ. The
corresponding impedance forms a broad and smooth spectrum and is called broad-
band impedance [25]. The electromagnetic interaction of a particle beam in the
accelerator with its environment can be described by the narrow- and broadband
impedances completely. For this reason, impedances should be studied properly
during the design phase of accelerating resonators and components. The numer-
ical approaches to determine the narrow-band and broadband impedance will be
introduced in detail in the next chapters.
2.3.1 Broadband Impedance
The broadband impedance describes the coupling interaction between the particle
beam and the accelerating components. It can be separated into the longitudinal
and transverse parts. In this thesis, the transverse broadband impedance will not
be discussed and studied. As stated in [26] and [27], there are two important
kinds of longitudinal coupling impedances: the space charge and the resistive wall
impedances. Since we consider only perfectly conductive structures in this thesis,
the resistive wall impedance from a structure with finite conductivity, which is
10
related to the skin depth on the conducting structure [28], will not be taken into
account. The space charge impedance is purely imaginary and its definition will be







Figure 2.3: A point charge q1 traversing a resonant cavity with length L.
In order to characterize the interaction between the particle beam and the cavity
eigenmodes, we define the loss parameter. Considering a point charge traversing
the cavity along the z-axis with the speed of light c0 (see Fig. 2.3), the longitudinal










where L is the length of the cavity. The total energy stored in the eigenmode n, i.e.












Beside the loss parameter for the cavity eigenmode, there are other loss param-
eters, which describe the interaction of the particle beam and its environment, e.g.
the loss into the beam pipe and parasitic loss [13]. For the design of a resonator
cavity, we focus on the eigenmode effects, i.e. the loss to fundamental and higher
oder modes in this thesis.
2.3.3 Quality Factor
Another important figure of merit for accelerating resonators is the quality factor








where Un is the stored energy, 4Un the dissipated energy per cycle, ωn the angu-
lar frequency of the eigenmode n and P the total power loss. The power loss of
eigenmode can be the wall loss due to the finite surface resistivity Rsur of the cavity









where Ht is the tangential magnetic field to the cavity surface. For the super-
conducting cavity, the surface resistivity Rsur f is composed of the BCS (Bardeen,
Cooper, Schrieffer) term RBCS , which depends on temperature and frequency. In
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addition, impurities, frozen-in magnetic flux or lattice distortions can cause the
residual resistance Rres [31].
Another kind of the power loss of the eigenmode is the dissipated power into the
external waveguides for acceleration resonators (e.g. input coupler, HOM couplers
and beam pipes). The definition and description of the power loss Pex t will be given




















As stated before, in this thesis we focus only on perfectly conductive accelerating
resonators and components. Therefore, the wall loss of the cavity Ps is vanishing.









The third important quantity used to characterize the losses of the eigenmode in
the cavity is the narrow-band impedance, which is also called shunt impedance R.

























where equation (2.33) is the US form and (2.34) the electrical English form [13].
In this thesis, the electrical English form (2.34) is applied for the computation of
the shunt impedance. Both equations state that the narrow-band impedance has
the same form as the description of the resistance in circuit theory and is dependent
on the wall loss and external waveguides loss for the cavity with finite conductivity
and waveguides. In addition, R|| is dependent on the frequency of the eigenmode.
Ideally, we want a large shunt impedance for the accelerating mode. On the other
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hand, a small shunt impedance for the higher-order modes (HOMs) is required so
that the influences from the HOMs on the stability of particle beam is minimized.













which obviously depends on the frequency of the eigenmode. The eigenfrequency
and the ratio |V|||2/U scale inversely with linear dimensions of the cavity. Therefore,
the normalized longitudinal shunt impedance R||/Q is independent of the cavity
size, it depends only on the shape of the cavity [31]. Beside the longitudinal shunt
impedance for the monopole mode, we define the transverse shunt impedance for
the HOMs in the cavity. According to the Panofsky-Wenzel theorem, the transverse













where m = 1,2,3 refer to the dipole, quadrupole and sextuple modes, respec-
tively. With the stored energy Un, the transverse shunt impedance as well as the





























The equations (2.34), (2.35), (2.37) and (2.38) are used to calculate the narrow-
band impedances for the resonant cavity in this thesis. Theoretically, application
of perfect electric conductive (PEC) boundary conditions on the waveguides of the
perfectly conductive cavity leads to the vanishing power loss P and the infinite
shunt impedance R|| and R⊥. For this reason, in section 5.1 we calculate the normal-
ized shunt impedance R||/Q and R⊥/Q of the eigenmodes with (2.35) and (2.38).
In section 5.2, by using port boundary conditions on the couplers and beam pipes
of the cavity, the power loss of the eigenmodes P and the corresponding quality
factor Q can be computed. Therefore, we use the equations (2.34), (2.35), (2.37)
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and (2.38) to calculate the shunt impedance and the normalized shunt impedance




Apart from a few special cases, it is very hard to find an analytical solution to
the Maxwell’s equations. Nevertheless, an approximate numerical solution to the
discretized Maxwell’s equations can be found. Therefore, the continuous com-
putational domain of interest Ω⊂ (R1,R2,R3) is decomposed into a finite set of
discrete elements. In this way, a set of spatial elements, which defines a topolog-
ical structure in space, is named as computational grid G. The basic geometrical
elements such as rectangles or triangles in the two-dimensional (2D) as well as
hexahedrons or tetrahedrons in the three dimensional (3D) domain are applied.
Afterwards, with the help of numerical methods the approximate numerical so-
lution can be obtained from the discrete Maxwell’s equation. The study of the
electromagnetic fields dealing with the numerical solution of Maxwell’s equations
is known as Computational Electromagnetics (CEM). From the frequently used nu-
merical techniques for discretization of the integral or differential equations, the
Finite Integration Technique (FIT) and the Finite Element Method (FEM) are used
in this dissertation for large scale computation of electromagnetic fields in the ac-
celerators. In this chapter, both methods are introduced in section 3.1 and 3.2.
3.1 Finite Integration Technique
The Finite Integration Technique (FIT), which was developed by Thomas Wei-
land in 1977, is a spatial discretization approach to work out the electromagnetic
field problem numerically [7] [33] [34]. With FIT a discrete formulation of the
Maxwell’s equations in integral form can be obtained. Currently, this technique
can be applied in a wide range of the electromagnetic field problems, e.g. electro-
and magnetostatics, stationary current problems as well as low- and high-frequency
problems [13].
3.1.1 Spatial Discretization
The analyzed accelerators can be discretized with a hexahedral grid. Fig. 3.1a
and 3.1b represent brick-shaped hexahedral and rectangle computational grid, re-
spectively. It is noticed that the FIT can be applied by all types of coordinate meshes
[35] [36].
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(a) 3D grid in Cartesian coordinates







(b) 2D grid in Cartesian coordinates
Figure 3.1: Example for the discretization of a structure with equidistant grids: (a)
Cartesian 3D grid. (b) Cartesian 2D grid.
The mesh cells in three dimensional computational domain R3 refer to the el-
ementary volumes Vn with n = 1,2, ...,NV , which are bounded with mesh facets
An, n = 1,2, ...,NA, where each facet has four mesh edges Ln, n = 1,2, ...,NL and
four mesh points Pn(i, j, k), n= 1,2, ...,NP . Fig. 3.1a states that the grid consists of
Nx , Ny and Nz grid lines in each direction of the Cartesian coordinate system [14].
A grid node P(i, j, k) can be given in the Cartesian coordinate system by
P(i, j, k) = (x i , y j , zk); x1 < x2 < ... < x i < ... < xNx
y1 < y2 < ... < y j < ... < yNy
z1 < z2 < ... < zk < ... < zNz .
(3.1)
Fig. 3.2 shows how the nodes, edges and facets of the mesh cells are oriented
and numbered. The edge element Lx(i, j, k) denotes the edge between the points
P(i, j, k) and P(i + 1, j, k), L y(i, j, k) the edge between P(i, j, k) and P(i, j + 1, k),
Lz(i, j, k) the edge between P(i, j, k) and P(i, j, k+1). The face in y-direction with
the nodes P(i, j, k), P(i + 1, j, k), P(i + 1, j, k + 1) and P(i, j, k + 1) is defined as
Ay(i, j, k). In this way, the other two facets Ax(i, j, k) and Az(i, j, k) can be defined
as well. It should be noted that there is no principal rule to orient and number the
entries, but this orientation and numbering method can make the FIT algorithm
more efficient.
According to the principle of FIT algorithm, a primary grid G and a dual grid eG
are required to discretize the integral form of the Maxwell’s equations [8]. Fig. 3.2
states how to construct a dual grid eG. All entries of the dual grid are marked with
the symbol ∼. Similar to the primary grid G, a dual grid eG involves: dual points eP,
18
dual edges eL, dual facets eA and dual volumes eV . The dual grid is constructed in the
following way: the grid nodes eP of the grid eG stand at the centers of the primary
grids G (see Fig. 3.2). Therefore, each primary cell G contains exactly one dual
grid point and vice versa [37]. The orientations of the dual edges are congruous
with those of the primary edges. Moreover, each primary facet is cut by exactly one
dual edge in the center of this facet, while each primary edge is cut by exactly one
dual facet in the center of this edge. The dual grids have the same index as the
primary grids, e.g. the dual edge eL(i, j, k) denotes edge between the dual nodeseP(i, j, k) and eP(i+ 1, j, k).
P(i, j, k)
P(i, j, k+ 1)
P(i+ 1, j, k) P(i+ 2, j, k)
P(i, j+ 1, k)
Lx (i, j, k)
L y (i, j, k)
Lz(i, j, k)
Ax (i, j, k)
Ay (i, j, k)
Az(i, j, k) eP(i, j, k) eP(i+ 1, j, k)
eP(i, j+ 1, k)
eLx (i, j, k)






Figure 3.2: Example for a primary and dual 3D grid in Cartesian coordinate system.
3.1.2 The Maxwell’s Grid Equations
According to the FIT principles, the closed line integrals from the continuous
Maxwell’s equitations (2.5) and (2.6) can be decomposed into the integrals along
the edges of the grids, while the closed surface integrals from (2.7) and (2.8) are
split into the integrals over the surfaces of the grids [38].
In the grid system, the discrete electric edge voltage _e p(i, j, k) with p ∈ {x , y, z}
can be obtained by integrating the electric field strength E along the edge Lp(i, j, k)
of the primary grid G [37] [39], where p ∈ {x , y, z}
_e p(i, j, k) =
∫
Lp(i, j,k)
E · ds. (3.2)
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Meanwhile, the discrete magnetic flux
_
bp(i, j, k) can be acquired by integrating
the magnetic flux density B over a facet Ap(i, j, k) of the primary grid
_
bp(i, j, k) =
∫
Ap(i, j,k)
B · dA (3.3)
Application of the Faraday’s law (2.5) as well as the integrals (3.2) (3.3) to the
grid surface Az(i, j, k) in Fig. 3.3 leads to
_e x(i, j, k) +




where the four electric voltages on the left side of (3.4) denote the four edge volt-
ages of the grid facet Az(i, j, k), while
_
bz(i, j, k) the magnetic flux through the grid
facet Az(i, j, k).
Analogously, by repeating the same procedure for all other primary facets, the
discrete form of the Faraday’s law (2.5) can be obtained




herein, all the electric voltages and the magnetic fluxes are collected in the vectors
_e and
_
b, respectively. The topological matrix C, which is sparse and singular, plays
usually the role of the continuous curl operation Ï× of the primary grid G. All the
entries of the matrix C are composed of -1, 0 and 1.
In an analogous manner, by applying the Gauss’s law of the magnetic flux den-
sity (2.8) to the volume V (i, j, k) of the primary grid G in Fig. 3.4 and using the
integral (3.3), the closed surface integral can be achieved by
_
bx (i, j, k) − _bx (i+ 1, j, k) + _b y(i, j, k) − _b y(i, j+ 1, k)
+
_
bz(i, j, k) − _bz(i, j, k+ 1) = 0
(3.6)
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P(i, j, k) P(i+ 1, j, k)
P(i, j+ 1, k)
_e x (i, j, k)
_e y (i, j, k)
_ez(i, j, k)
_e x (i, j, k+ 1)
_e x (i, j+ 1, k)
_e y (i+ 1, j, k)
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Figure 3.3: A primary grid in Cartesian coordinate system with the allocation of the
electric voltages _e on the edges of this grid and the magnetic flux
_
b through the




bz(i, j, k+ 1)
_
b y (i, j, k)
_
b y (i, j+ 1, k)
_
bx (i, j, k)
_




Figure 3.4: A primary grid in Cartesian coordinate system with the allocation of the
magnetic flux
_
b on the facets of this grid.
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Repeating the same procedure for the entire primary grid G results in the discrete
form for Gauss’s law of the magnetic flux density
S
_
b = 0 (3.7)
where the sparse topological matrix S is the continuous divergence operator Ï · of
the primary grid G.
As mentioned before, the primary (electric) grids are applied to accomplish the
discretization of the Maxwell’s equations (2.5) and (2.8). On the other hand, the
dual (magnetic) grids are exploited for discretization of the Ampere’s law (2.6)
and the Gauss’s law (2.7) [38]. Accordingly, the magnetic voltages
_
hp(i, j, k) with
p ∈ {x , y, z} are allocated at the edges eLp(i, j, k) of the dual grid eG, while the
electric flux densities
_
d p(i, j, k) with p ∈ {x , y, z} at the facets eAp(i, j, k) of the dual
grid eG. In an analogous manner, the discrete forms of the remaining Maxwell’s
equations (2.6) and (2.7) can be achieved





j (3.8)eS _d = q (3.9)
where the incidence matrices eC and eS are interpreted as the discrete curl operator
Ï× and the discrete divergence operator Ï · corresponding to the dual grid eG, re-
ceptively. Similar to the matrices C and S, all the entries of the matrices eC and eS




d collect the magnetic voltages
and the electric flux densities, respectively. The vector
_
j represents the currents,
while the vector q denotes the electric charges inside a dual grid cell. The equa-
tions (3.5), (3.7), (3.8) together with (3.9) are called the Maxwell’s grid equations
(MGE) [40]. It should be noticed that the four Maxwell’s grid equations are the
exact representations of the continuous Maxwell’s equations.
A important property of these matrices is the connection between the matrices
C and eC. It can be expressed by [41]
eC = CT (3.10)
Furthermore, the solution of the Maxwell’s equations has to fulfill the well-
known analysis relation
Ï · (Ï× a) = 0 (3.11)
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where a are the vectors. Consequently, the relation between the discrete divergence
and curl operator for the grids G and eG can be given by
SC = 0 (3.12)eSeC = 0 (3.13)
3.1.3 Material Matrices
So far, the discretization of the Maxwell’s equations by using the FIT has been
performed with no error. But the inaccuracy will appear in the discretization of
constitutive equations (2.13) - (2.15), in case the material properties are taken
into account. For the linear, frequency-independent, isotropic and non-dispersive









j κ = Mκ
_e (3.16)
where Mε, Mµ and Mκ denote the permittivity matrix, the permeability matrix and
the conductivity matrix, respectively.
_
j κ is the vector of the conductive current.
Therefore, the Maxwell’s grid equations together with the discrete constitutive
equations can be given with










j (3.18)eS Mε_e = q (3.19)
S Mµ
_
h = 0 (3.20)
3.1.4 Boundary Condition
In order to solve the discrete Maxwell’s equations, the boundary conditions must
be taken into account. For instance, the Dirichlet and Neumann boundary condi-
tion are the two typical boundary conditions for the loss-free structures, e.g. the
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superconducting cavity in section 5.1. The Dirichlet boundary condition sets the
field solution to specific values on the boundary, while the Neumann boundary
condition fixes the normal derivative of the fields at the boundary to a defined
value [14]. For the accelerators with PEC surrounding, the PEC boundary condi-
tions are implemented by using the Dirichlet boundary condition, which can result
in a zero electric edge voltage on the edge of the PEC boundary as well as a zero
tangential electric field component at the PEC boundary. Since all the accelerating
resonators and components within this thesis are perfect electric conductive, the
PEC boundary conditions, i.e. the Dirichlet boundary conditions are applied.
3.1.5 Curl-Curl Eigenvalue Equation
For the time harmonic electromagnetic fields, the time derivative operator d
d t
can
be replaced by the factor ω [42]. Thus, the time derivative operator comes to
be a multiplication of the complex amplitude with the factor ω. Moreover, the
perfect electric conductive accelerating structures with no additional sources lead
to a zero electric current density J in (2.6) and a zero electric charge density ρ
in (2.7). Consequently, the Maxwell’s grid equations become the complex equations
in frequency domain and can be read
C _e = − ω _b (3.21)eC _h = ω _d (3.22)eS _d = 0 (3.23)
S
_
b = 0 (3.24)




h as well as
_
d have the complex ampli-
tudes and are named as discrete phasors.
In this thesis, only the case of the perfect conductive, linear, frequency-
independent, isotropic and non-dispersive material (σ = 0, ε, µ ∈ R) is considered
for the FIT. Moreover, the computational space is source free. Combination of the
first two grid Maxwell’s equations (3.21)-(3.22) and application of the discretized
material equations (3.14)-(3.15) leads to the discrete FIT eigenvalue formulation
M−1ε eCM−1µ C_e = ω2 _e (3.25)
A = M−1ε eCM−1µ C (3.26)
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where the system matrix A is asymmetric. This equation can be called discrete curl-
curl equation due to two applications of the discrete curl operator. The eigenvalues
of the system matrix A are the square of the resonance frequencies ωi , while the
solutions of the equation (3.25) are the non-trivial eigenvectors ei 6= 0, which
correspond to the fields of the eigenmodes in the accelerators.
If the material matrices M−1ε and M−1µ are both symmetric and positive definite,











Insertion of the equations (3.10), (3.27) and (3.28) into the matrix A results in
the following formulation [43]

















The equation (3.25) can be rewritten as
A′_e′ = ω2_e′ (3.32)
where the matrix A′ is real and symmetric. It should be noted that the eigenvalues
of the matrix A′ are identical to the eigenvalues of A [44].
3.2 Finite Element Method
The Finite Element Method (FEM) is a standard numerical tool to find approximate
solutions for partial differential equations in many scientific fields, e.g. electro-
magnetics, mechanics and fluid dynamics. It is a powerful numerical technique
for dealing with the problems involving complex geometries and inhomogeneous
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media. The problem to be solved in the spatial domain Ω by FEM can be put under
the following formulations
F u(x , t) = b(x , t) (3.33)
fs(u, t) = h(x , t) on the boundary ∂Ω (3.34)
herein, F denotes an operator, u is the unknown function that must be numerically
determined, and b stands for the source. Moreover, x is the generic point of the
spatial domain Ω, while t is the time variable. If the problem is frequency depen-
dent, the time variable t can be replaced by the frequency f . The equation (3.34)
describes the boundary conditions on the boundary ∂Ω of the domain.
Basically, the FEM analysis for an electromagnetic problem includes four steps
[45]:
• Discretization of the geometry (solution domain)
• Approximation of the solution (selection of the basis functions)
• Approximation of the equation (the Maxwell’s equations)
• Solution of the system of equations
The basic idea of the FEM method is to divide the continuous solution domain
(real geometry) into a finite number of sub-domains in which the unknown solu-
tions can be approximated by basis functions with unknown coefficients. On next
step a system of the equations (Maxwell’s equations) can be approximated accord-
ing to a specific method (Ritz method or Galerkin’s approach). Finally, the solution
of the problem is achieved by solving the obtained system of the equations numer-
ically. In the following subsections an overview of the four steps will be shortly
introduced.
3.2.1 Domain Discretization
At the first step, the real geometry is divided into small cells or elements. This step
is probably the most important in the finite element analysis, because it can affect
the computation time, the requirement of the hardware as well as the accuracy
of the obtained numerical results. In principle, any type of geometric elements
can be applied for FEM. Fig. 3.5 shows the typical basic finite elements. In one-
dimensional domain, a straight line can be the type of the mesh (Fig. 3.5a). For a
two-dimensional domain, the typical mesh elements are the rectangles and trian-
gles (Fig. 3.5b), while the elements are usually hexahedral bricks and tetrahedrons
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in a three dimensional domain (Fig. 3.5c). The rectangles and hexahedrons can be
simply generated from an algorithmic point of view and are suited for discretization
of the rectangular and hexahedral regions. But in order to represent the structures
with curved boundaries, e.g. the elliptical superconducting cavity, precisely, a large
number of rectangular or hexahedral mesh cells, which can lead to more compu-
tation time, is required to avoid a geometry approximation error (see Fig. 3.6a)
[46].
On the other hand, application of the triangles and tetrahedrons allows a good
representation of the curved structures (see Fig. 3.6b). However, the generation
of the triangular and tetrahedral meshes, especially the curvilinear tetrahedrons,
requires a much large effort. In this thesis the hexahedral and tetrahedral meshes





Figure 3.5: Typical basic finite elements. (a) One-dimensional. (b) Two-dimensional.
(c) Three-dimensional.
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(a) Hexahedral mesh grid in Cartesian co-
ordinates
(b) Tetrahedral mesh grid in Cartesian co-
ordinates
Figure 3.6: Cross section of hexahedral and tetrahedral mesh in a plane normal to
the longitudinal axis of the resonator.
3.2.2 Solution Approximation
The second step of the FEM analysis is the selection of the basis functions to ap-
proximate the unknown solutions. Namely, the solution to be sought is described




a jw j(r), (3.35)
where a j denotes the unknown coefficient of the linear combination, w j the basis
function. r is a point in the problem domain Ω. The basis function w j is usually a
polynomial of first (linear), second (quadratic) or higher-order [45]. The usage of
the higher-order polynomials can increase the accuracy of the obtained numerical
results. On the other side, the higher-order polynomials result in a complicated
formulations and a demanding computation task. In this thesis the basis functions
up to the second order are used to maintain the high approximation of the elliptical
curved superconducting cavity [47].
Selecting the type of the basis functions is dependent on the type of the problem.
The type of the basis functions is either the scalar or the vectorial basis functions.
The scalar basis functions, which are defined as nodal functions, are allocated on
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nodes (scalar potential), while another type of scalar basis functions named as vol-
ume functions stands for the quantities integrated on volumes, for instance the
electric charge. On the other side, one type of the vectorial basis functions, which
are defined as edge functions, is allocated on edges (field intensities), while an-
other type of the vectorial basis functions is the face function, which stands for the
quantities integrated on surfaces, such as magnetic flux densities [46]. Considering
a mesh with N nodes, E edges, F facets and T tetrahedrons, the geometry elements
of the mesh where the basis functions can be defined are [44]:
• nodes, which are not oriented entities
• edges, which are oriented by the order of the nodes (Nédélec edge ele-
ment)
• faces, which are also oriented by the order of the nodes (Raviart-Thomas
face element)
• volumes, which are not oriented entities.
In the following, the first order nodal and edge functions are described shortly,
because they are applied to the implementation in chapter 4.
3.2.2.1 Nodal Functions
Let us consider a triangle with the nodes 1, 2 and 3 (Fig. 3.7a). The first order
(linear) basis function N1 allocated on node 1 can be expressed by
N1(x , y) = a1x + b1 y + c1 (3.36)
for an arbitrary point (x , y) in the triangle. The nodal function N1 must have the
value of 1 at its own node 1 and the value of zero for the other two remaining
nodes within the element [48]
N1(x1, y1) = 1
N1(x2, y2) = 0
N1(x3, y3) = 0
(3.37)











Figure 3.7: Generic (global) mesh elements. (a) Triangle in a 2D mesh. (b) Tetrahe-





















Figure 3.8: Reference mesh elements with the linear oriented edge elements. (a)
2D reference triangle in Cartesian coordinate system. (b) 3D reference tetrahedron
in Cartesian coordinate system.
Another important property of the linear nodal functions can be given by
3∑
i=1
Ni = 1 (3.38)
It is obvious that once two nodal functions are known, the third one can be
determined by (3.38). The coefficients in equation (3.36) can be determined by
solving the system of the equations (3.37).
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For the standard reference triangle (Fig. 3.8a), the three linear nodal functions
can be expressed by
bN1(u1, u2) = 1 − u1 − u2 (3.39)bN2(u1, u2) = u1 (3.40)bN3(u1, u2) = u2 (3.41)
Analogously, on a tetrahedron with the nodes 1, 2, 3 and 4 (Fig. 3.7b), the first
order nodal function Ni allocated on node i with i = 1,2,3, 4 can be read
Ni(x , y, z) = ai x + bi y + ciz + di (3.42)
at an arbitrary point (x , y, z) within the tetrahedron. The 3D nodal functions Ni
must be equal 1 at the node i and zero for the other three nodes within the element
and have the following property
4∑
i=1
Ni = 1 (3.43)
The relation (3.43) shows that the four nodal functions are not independent, one
of them can be determined by the other three functions. For the standard reference
tetrahedron (Fig. 3.8b), the four linear nodal functions can read
bN1(u1, u2, u3) = 1 − u1 − u2 − u3 (3.44)bN2(u1, u2, u3) = u1 (3.45)bN3(u1, u2, u3) = u2 (3.46)bN4(u1, u2, u3) = u3 (3.47)
Afterwards, the global nodal functions Ni defined on the generic triangle or tetra-
hedron as well as its gradient operator ÏNi can be determined from the reference
nodal functions bNi and its gradient operator ÏbNi by using Piola transformation, re-
spectively [49]. The corresponding transformation will be introduced in chapter 4.
The higher-order basis nodal functions, such as application of second order poly-
nomials, can be used to increase the accuracy of the numerical results without
generation of a fine mesh. The higher-order basis nodal functions can be derived
by different procedures, for instance, Lagrange family [50] and have been already
presented in many scientific literatures.
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3.2.2.2 Edge Functions
The vectorial basis functions are required to appropriately represent the unknown
vector fields, such as electric field strength E. One type of the vectorial basis func-
tions is the edge function, which is allocated on the edges of the triangle and tetra-
hedron (the red arrows in Fig. 3.7 and Fig. 3.8). The edge functions have tangential
continuity. This means that the tangential components of the edge functions are
continuous at the shared edge of two tetrahedrons, whereas the normal compo-
nents could be discontinuous. The advantage of the edge function is its ability to
avoid the nonphysical solution, such as spurious or ghost modes, for the eigenvalue
problems [46]. Each edge basis function can be only allocated on its "own" edge.
i
l k
Figure 3.9: Oriented edge i
It means that, the integral of the edge function on its own edge must be 1 and it
should be zero on all other edges of the tetrahedron. In chapter 4 of this thesis,
we use the linear Nédélec edge elements to represent the edge basis functions for
the implementation [51] [52]. The first order Nédélec edge function wi mapped
on the nodes l and k (Fig. 3.9) can be obtained from the nodal functions by
wi = NkÏNl − NlÏNk (3.48)
Analogous to the nodal functions, the three 2D linear edge functions for the
standard reference triangle (Fig. 3.8a) can be given by
bw1 =  1 − u2u1

(3.49)
bw2 =  u21 − u1

(3.50)




The six 3D linear edge functions for the standard reference tetrahedron
(Fig. 3.8b) can read
bw1 =























Afterwards, by applying the Piola transformation the global edge functions wi
and the curl-operator Ï× wi can be calculated from the reference edge functionsbwi and the curl-operator Ï × bwi , respectively [53] [54]. The corresponding de-
tails will be introduced in chapter 4. Certainly, there are higher-order edge ele-
ments, which can increase the accuracy of the numerical solution. But on the other
side, higher-order edge elements can lead to a much more demanding computa-
tional job. In chapter 5, the higher-order Nédélec edge elements are applied to the
Computational Electromagnetics 3D solver (CEM3D), which has been developed by
Dr. Wolfgang Ackermann from TEMF and is used to solve the large-scale eigenvalue
problems for the superconducting cavities [47] [55].
3.2.3 Equation Approximation
The third step of the FEM is to discretize the Maxwell’s equations. For this purpose
various approaches, such as Rayleigh-Ritz method or Weighed Residual method,
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are used [56]. The Rayleigh-Ritz method is a direct variational method. However,
this method has its limitation and can be only applied to solve some specific issues
[46] [57]. Therefore, the Weighted Residual method is used. Compared with the
Rayleigh-Ritz method, this method is more general and has a wide application.
Let us consider the operator equation
LT = g (3.58)
where L denotes an operator and T is the unknown function. The exact solution




a jw j , (3.59)
where a j are the unknown coefficients, eT is the approximate solution. The residual
of the equation (3.58) can be defined as
R = LeT − g (3.60)
In general, the residual will be zero for the exact solution. However, the resid-
ual is normally nonzero for an approximate solution. For the Weighed Residual
method, the weighting functions ui are chosen in order that the residual is zero
in average on the whole computational domain Ω. The average is defined as the
integral on the domain Ω of the weighted residual, i.e.∫
Ω
R ui dV = 0, i = 1,2, ....,n (3.61)
where the weighting residual ui can be also called testing function. The equa-
tion (3.61) can lead to a system of n equations, which can be cast into a matrix
form. From that the unknown coefficients a j can be obtained [46] [56].
The different weighting functions lead to various variants of the method [56]:
• The Collocation method: the Dirac delta function is chosen as the weight-
ing function.
• The Least Squares method: the residual function is selected as the weight-
ing function.
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• The Galerkin’s method: the basis function is selected as the weighting
function, i.e. ui = wi .
The Galerkin’s method is a widely used approach and applied to the implementa-
tion in chapter 4. The approximation of the Maxwell’s equations with the Galerkin’s
method will be stated in the next chapters.
3.2.3.1 Boundary Conditions
In order to obtain the final form of the system of the equations, the proper bound-
ary conditions have to be imposed. As mentioned before, two famous kinds of
boundary conditions, i.e. the Dirichlet and Neumann boundary conditions, can be
applied in case that the energy exchange with the surrounding does not occur. In
fact, for the accelerators the energy dissipation can appear with the help of dedi-
cated higher-order mode (HOM) couplers, the power coupler as well as the beam
pipes. Therefore, the port boundary conditions [47] can be applied to those dis-
sipative accelerators. In the next chapters the port boundary conditions will be
introduced in more details.
3.2.4 Solution of the System of Equations
The final step of the FEM analysis is to solve the system of the equations. This step
is very time-consuming in a FEM analysis, for instance, the analysis for the large-
scale eigenvalue problems. In general, the resultant systems of equations are very
large and sparse. Therefore, an iterative method is used to solve them. However,
the convergence rate of such method is strongly affected by the condition number
of the system matrix [58] [59]. For instance, the system of the curl-curl elliptic
equations could have a large condition number, which can lead to a very slow
convergence rate of the iterative method and even inaccurate numerical solutions.
For this reason, specific approaches are developed to speed up the convergence and
to obtain accurate numerical solutions [36] [44].
Once the system of the equations is solved, the quantities of interest, such as the
electric field strength E and impedances, can be determined. The achieved results




4 Computation of the Broadband
Impedance in Accelerating
Components
As explained in chapter 2, the broadband impedance describes the electromag-
netic interaction of the particle beam with its surrounding environment inside
the accelerating components in frequency domain [60]. On the basis of the Fi-
nite Element Method (FEM), a numerical approach for the three dimensional (3D)
computation of the longitudinal space charge impedances in frequency domain has
been developed. This numerical approach is applicable at a very wide frequency
range, particularly at low and medium frequencies where the time domain methods
such as Finite Differences Time Domain (FDTD) become inapplicable [61]. In this
section, the definition of the longitudinal broadband space charge impedance is in-
troduced at first. Afterwards, section 4.2 will describe how the Maxwell’s equations
are discretized to perform the 3D FEM computation. In addition, the formulation
of the applied boundary conditions will be stated. Finally, a simple application
together with the limitation of this type of solver will be presented.
4.1 Broadband Impedances
Assuming that the particle beam in a form of a disc with radius a and an uniform
surface charge density σ is traveling through a resonant cavity with cylindrical
beam pipes with constant velocity υ = β c0ez . In this section, a coherent dipole
oscillation is neglected. Then, the charge density σ is approximated in cylindrical





where q is the total charge of the particle beam, and Θ denotes the Heaviside step
function [61]. The current density in time domain can then be given by
J = συδ(z − υt) (4.2)
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where δ is the Dirac distribution. Performing a Fourier transformation of (4.2), the
current density in frequency domain can be read as
J = σe− ωz/β c0ez . (4.3)
Then, the longitudinal beam coupling (broadband) impedance can be given by
[28]






where l is the length of the resonant cavity with cylindrical beam pipe. The task is
to solve the Maxwell’s equations subject to the excitation given by equation (4.3)
in frequency domain to determine the electric field strength E. Afterwards, the
broadband impedance can be computed by (4.4).
4.2 Mathematical Modeling
The Maxwell’s equations in frequency domain for linear isotropic materials can be
given by (4.5) - (4.10) [48],
Ï×H = J + ωD (4.5)
Ï× E = − ωB (4.6)
D = εE= ε0εrE (4.7)
B = µH= µ0µrH (4.8)
Ï ·D = ρ (4.9)
Ï ·B = 0 (4.10)
where the excitation source J in (4.5) is defined by (4.3) together with (4.1). The
materials used in this chapter are linear, frequency-independent and isotropic defi-
nite.
Combing the first two Maxwell’s equations (4.5) and (4.6), by using the linear
isotropic material equation (4.7) and (4.8) the second order form in terms of the
electric field strength can be read as
Ï× νÏ× E − ω2εE = − ωJ (4.11)
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where ν = µ−1 is the reluctivity and real valued due to the considered zero-loss
magnetic materials.
Because of the ability to model the required tangential continuity, we use the
well-known Nédélec edge elements to discretize the continuous equation (4.11)
[53] [63] [64] [65]. Since the lowest order Nédélec edge elements are divergence-
free [66], the electric field strength E in (4.11) is calculated separately by a
Helmholtz split [67]
E = Ecurl + Ediv (4.12)
where Ecurl processes the property Ï · (εEcurl) = 0 and Ediv represents the curl-free
part, i.e. Ï×Ediv = 0. Combining the equations (4.1), (4.3) and applying Gauss’s
law, we can obtain the Poisson equation
Ï ·εÏΦ = − 1
β c0
·σe− ωz/β c0 (4.13)
to determine the complex potential Φ. Once the potential Φ is known, the diver-
gence part of E can be calculated according to
Ediv = −ÏΦ. (4.14)
Insertion of (4.12) into the formulation (4.11) leads to
Ï× νÏ× Ecurl − ω2εEcurl = − ωJ + ω2εEdiv =: R (4.15)
with a divergence-free right hand side i.e. Ï · (− ωJ + ω2εEdiv) = 0.
4.2.1 Poisson Solver
The continuous distribution of the electric scalar potential Φ defined in (4.13) can
be approximated by 3D scalar nodal elements according to [56]





j (x , y, z) (4.16)
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with the scalar weighting coefficients c j and the scalar-valued basis functions N
3D
j .
Insertion of (4.16) into the formulation (4.13) and application of the standard





















N3Dj ε(ÏN3Di n)dA (4.18)
which must be calculated on the surface of the structure. The vector n denotes the
unit surface normal vector.





ÏN3Di ε ·ÏN3Dj dV (4.19)
can be computed with the help of numerical integration by Gauss quadrature rules
[69]. The equations (4.19) must be evaluated for each element within the com-
putational domain V . Each individual integration from an element indicated by




ÏN3Di ε ·ÏN3Dj |J3D|dV (4.20)
where V0 is a unit tetrahedron. The appearing matrix J3D represents the Jacobian
of the geometrical transformation and |J3D| denotes its determinant. For planar
tetrahedrons, the Jacobian matrix can be easily computed according to
J3D =
 x2 − x1 x3 − x1 x4 − x1y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1
 (4.21)
where (x1, y1, z1), (x2, y2, z2), (x3, y3, z3) and (x4, y4, z4) refer to the coordi-
nates of the four vertices [70].
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The 3D scalar-valued basis functions N3Di and their gradients ÏN3Di can be ex-
pressed from an unit reference element with the fixed local basis functions bN3Di
[71] [72] by the Piola transformations
N3Di = bN3Di (4.22)
ÏN3Di = (J−13D )T ·ÏbN3Di (4.23)
Based on a given discretized structure the entire system of the equations (4.17)










with the bold small letter c denoting the desired vector of weighting coefficients.
We apply the inhomogeneous Dirichlet boundary condition to formulate the bound-
ary term Bε [73] [74]. After solving (4.24), the curl-free electric field strength Ediv
can be determined by (4.14).
4.2.2 Curl-Curl Solver
In a next step, the application of the Galerkin’s test procedure [75] to (4.15) results
in ∫
V
(Ï× ν(Ï× Ecurl) − ω2εEcurl) ·w 3Di dV =
∫
V
R ·w 3Di dV (4.25)
where w 3Di represents the real-valued vectorial test function. While the current
work concentrates on first-order elements, higher-order elements can be used as
well. We use a well-known expansion formula to transform the left hand side
of (4.26) [76]
Ï · (a× b) = b ·Ï× a − a ·Ï× b (4.26)
where a and b are given vectors. Consequently, we can obtain:
Ï× ν(Ï× E) ·w 3Di = Ï · (ν(Ï× E)× w 3Di ) + (νÏ× E) · (Ï× w 3Di ). (4.27)
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By applying the Ostrogradsky’s theorem (4.28)∫
V
Ï ·a dV =
∫
∂ V
a ·n dA. (4.28)
Equation (4.25) can be rewritten as∫
V
ν(Ï× Ecurl) · (Ï× w 3Di ) dV +
∫
∂ V









R ·w 3Di dV
(4.29)
where the surface integral
∫
∂ V
ν(Ï × Ecurl) × w 3Di ·n dA refers to the boundary
condition. A proper formulation of the boundary condition is essential for the
impedance computation in the accelerators.
The unknown electric field strength specified in (4.29) is discretized by Nédélec
type vector basis functions [51] [52] according to





j (x , y, z) (4.30)
where α j are the complex-valued weighting coefficients [49]. Inserting (4.30) into





















ν(Ï× Ecurl)× w 3Di ·n dA =
∫
V
R ·w 3Di dV, i, j = 1...m.
(4.31)
Since the coefficients α j are constant coefficients, they can be taken out of the
















R ·w 3Di dV −
∫
∂ V
ν(Ï× Ecurl)× w 3Di ·n dA, i, j = 1...m.
(4.32)
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Finally, (4.32) represents a system of equations of the form,
m∑
j=1
α j(Ai j − ω2Bi j) = bi , i, j = 1...m (4.33)















R ·w 3Di dV −
∫
∂ V
ν(Ï× Ecurl)× w 3Di ·n dA, i = 1...m. (4.36)
The matrix Ai j , i, j = 1, ...,m is known as the FEM stiffness matrix and Bi j , i, j =
1, ...,m is called the FEM mass matrix [68]. Both matrices are sparsely populated.
The 3D vector valued basis functions w 3Di and their rotations Ï × w 3Di can be
expressed from an unit reference element with the fixed local basis functions bw 3Di
[70] [72] [77] [55] by the transformations
w 3Di = (J
−1
3D )
T · bw 3Di (4.37)
Ï× w 3Di =
J3D
|J3D| · (Ï× bw 3Di ). (4.38)











with the bold letter α denoting the initially unknown weighting coefficient vector.
The system of equations (4.39) is created and solved within the MATLAB environ-
ment [78]. The obtained divergence-free electric flux density Dcurl together with
the curl-free electric field strength Ediv are used in (4.12) to compute the longitu-
dinal beam coupling impedance according to (4.4).
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4.2.3 Boundary Conditions
Considering now the particle beam passing through a cavity with attached cylin-
drical beam pipes (see Fig. 4.1 ). Because of the infinite dimension of the beam
pipes, the idealized boundary conditions (perfect magnetic conductive (PMC) ma-
terial and perfect electric conductive (PEC) material) alone are not sufficient to
model the entire structure. The electromagnetic field distribution in both beam
pipe planes should be computed properly. Otherwise, artificial charges which
can lead to an incorrect representation of the boundary conditions will appear.
As already stated before, below the cut-off frequency of the beam pipe, the wake
fields excited by the particle beam in the beam pipe contribute to the electromag-
netic field distributions on the boundary planes. Above the cut-off frequency of
the beam pipes, the eigenmodes in the cavity can travel through the beam pipes.
Therefore, the wake fields excited by the particle beam as well as the beam pipe
modes contribute to the formulation of the boundary conditions. In this thesis, we
concentrate on the case when the frequency of the particle beam is below the cut-
off frequency of the beam pipe. If the boundary plane is located far away from the
cavity, all beam-pipe modes are sufficiently damped and only the fields excited by











Figure 4.1: A particle beam traversing a cavity with cylindrical beam pipes.
The field distribution of the particle beam in the boundary plane can be deter-
mined with the help of a particle beam traversing a cylindrical beam pipe with
infinite length. We regard a 2D cut-plane normal to the trajectory of the particle
beam as the boundary (port plane) of the beam pipe (see Fig. 4.2). The electro-
magnetic field distribution on this cut-plane can be applied to define the boundary
condition for the 3D solver, such that the appearance of artificial charges on the
port planes can be avoided. For this purpose, a two dimensional (2D) FEM solver
has been developed to formulate proper boundary conditions for the 3D case.
The electric field distribution in the port plane is given by the solution of the
equation (4.11). In the 2D computational domain, the electric potential and tan-
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Figure 4.2: A particle beam traversing a cylindrical beam pipe with infinite length.
gential electric strength Et, i.e. n × E vanish on the boundary ∂ A of the perfect
conductive structure (see Fig. 4.3). Thus, the Dirichlet boundary condition i.e.
Φ = 0 is applied to the boundary of the structure [79].
∂ A
t n
Figure 4.3: 2D computational domain for the 2D FEM solver.
Arising from the equation (4.3), the longitudinal partial derivative operator ∂z
can be replaced by the operator − ω/β c0 for the computation on a 2D cut-plane
in an infinitely long structure. Therefore, the electric field strength E can be split







where E⊥ is the transverse electric field and Ez represents the longitudinal compo-
nent of E. For a proper approximation of the electric field strength, the well-known
2D Nédélec edge elements are used for the transverse vector E⊥, while the 2D nodal
elements are used to describe the longitudinal component of Ez [56]. Due to the
divergence-free lowest order Nédélec edge elements, the electric field strength E
in (4.40) can be calculated separately by Helmholtz split (4.12) and (4.14) [67].
By inserting (4.14) into Gauss’s law, the Poisson equation (4.13) with the Dirich-
let boundary condition, i.e. Φ = 0 on ∂ A, is obtained. Afterwards, the curl-curl
equation (4.15) with the Dirichlet boundary condition, i.e. n× E = 0 on ∂ A, in 2D
computational domain can be derived. After solving the system of equations, the




The scalar potential Ψ on a 2D cut-plane in Fig. 4.3 can be expressed in the cylin-
drical coordinate system
Ψ(%, ϕ, z) = Φ(%, ϕ)e− ωz/β c0 (4.41)
where % is the radial coordinate, ϕ the azimuth angle, and z the longitudinal
coordinate. Obviously, the potential Ψ is independent of azimuth angle ϕ for a
rotationally symmetric structure. For linear isotropic materials, equation (4.14)




















e− ωz/β c0 (4.42)
with ρ = 1
β c0















The scalar potential Φ can be approximated





j (x , y) (4.44)
by using nodal elements with the weighting coefficients c j and the 2D scalar-valued
basis functions N2Dj . Insertion of (4.44) into the formulation (4.43) and application
of the standard Galerkin’s procedure together with the Dirichlet boundary condi-



















ÏN2Di ·ÏN2Dj dA (4.46)
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have to be computed within the 2D computational domain A with the help of inte-
gration by using 2D Gauss quadrature rules [69].
The 2D-scalar valued basis functions N2Di as well as the gradients ÏN2Di can be
expressed from an unit reference element with the known local basis functions bN2Di
[70] [71] [72] by the transformations
N2Di = bN2Di (4.48)
ÏN2Di = (J−12D )T ·ÏbN2Di (4.49)
The entire system of the equations (4.45) can be assembled according to (4.46)










with the bold small letter c denoting the weighting coefficient vector.
After solving the linear equation (4.50), the electric potential Ψ can be obtained
by (4.41) and will be used as the Dirichlet boundary condition to formulate the
boundary term Bε,i j in the 3D Poisson equation (4.17). Additionally, the curl-free
electric field strength Ediv can be calculated by (4.14). The partial derivative oper-
ator ∂ z can be replaced by the operator − ω/β c0, such that the entire operator Ï
can be expressed as Ï = (∂ x , ∂ y, − ω/β c0)T.
4.2.3.2 Curl-Curl Solver
Let us firstly consider the curl-operator acting on a field, which can be spitted
in longitudinal and transverse components. An elegant formulation of this curl-
operator can be given by the following matrix operator equation [81]
Ï× E =
 0 −∂ z ∂ y∂ z 0 −∂ x












where Aˆ = (∂ y, −∂ x)T and Bˆ = (−∂ y, ∂ x) denote the two-dimensional scalar
and vector operator, respectively. Obviously they have the following relationship
[82]
Aˆ = −BˆT (4.52)
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 − ω2β2c20 0
0 − ω2
β2c20
 = − ω2
β2c20
Iˆ (4.54)
where Iˆ is the unit matrix of size 2. Then, the first curl-curl term on the left side of
(4.15) can be rewritten as
Ï× νÏ× Ecurl =

Aˆν Bˆ − ν Zˆ2 Zˆν Aˆ






Herein, the vector-valued basis functions w 2Di are applied for an approximation
of the transverse electric field E⊥, while the scalar-valued basis functions N2Di are
used to approximate the longitudinal electric field component in the form.
E⊥(x , y) =
m∑
j=1






j (x , y) (4.57)
where e⊥j and ezj are the scalar weighting coefficients. Insertion of (4.56) and (4.57)
into the formulation (4.55) and application of the standard Galerkin’s procedure



















where e⊥ and ez denote the weighting coefficient vectors for the vector and scalar














(Aˆν Bˆw 2Di ) ·w
2D





























(u · t)ψds (4.65)
with functions ψ: A → R, u: A → R2 and a tangential unit vector t on the
boundary to transform the second order operators Aˆν Bˆ, Bˆν Aˆ and the divergence
operator Bˆν Zˆ . They can be rewritten as∫
A






































(ν Zˆw 2Di · t)N
2D
j ds (4.68)
with vanishing boundary terms in case of PEC boundary condition. Afterwards,





(ν Bˆw 2Di )(Bˆw
2D













(ν AˆN2Di ) · (AˆN
2D
j )dA. (4.71)







where the contributing read































ωJz − ω2εEdiv, z

N2Di dA. (4.77)
The 2D scalar-vector basis functions N2Di can be given by equations (4.48)
and (4.49). The 2D vector-valued basis functions w2Di and the rotations Ï× w2Di
can be expressed from an unit reference element with the local basis functions bw 2Di
[70] [72] [77] by the transformations
w2Di = (J
−1)T bw 2Di (4.78)
Ï×w2Di =
1
|J |Ï× bw 2Di (4.79)
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After solving the system of the equations (4.58), the obtained divergence-free elec-
tric flux density (εEcurl) together with the curl-free electric field strength Ediv are




ν(Ï× E)× w 3Di ·n dA, for the 3D impedance computation.
4.2.3.3 Benchmark Example
In order to validate the 2D FEM solver, an analytical accessible benchmark example
is evaluated. Since the electric field strength E on a 2D cut-plane can be obtained
by using a 2D FEM solver, the longitudinal space charge impedance for a uniform
circular beam with radius a = 1 cm in a homogeneous perfectly conductive cylin-
drical beam pipe with radius b = 4 cm and length l = 1 m (see Fig. 4.1) can be
computed by (4.4) for arbitrary frequency and beam velocity.
On the other hand, this longitudinal space charge impedance can be computed

























1−β2 , where I0 and K0 are the 0th-order modified Bessel functions of the
first and second kind, respectively. The symbols I1 and K1 represent the 1st-order
modified Bessel functions of the first and second kind, respectively.
Fig. 4.4 and Fig. 4.5 show the obtained numerical results from the 2D FEM
solver, the analytical results as well as the logarithmic relative differences from the
numerical and analytical results. The logarithmic relative difference is calculated
as




The results from Fig. 4.4 and Fig. 4.5 indicate that the 2D FEM solver is appli-
cable to a very wide frequency range from kHz to PHz at arbitrary beam veloc-
ity. With increasing number of triangular mesh cells, the difference between the
obtained numerical calculation and the analytical results become smaller and a
relative difference in the order of 10−2 is obtained on the specified meshes.
51



































Figure 4.4: Longitudinal space charge impedance for β = 0.1 and the relative dif-
ference between the obtained numerical calculation and the analytical results.



































Figure 4.5: Longitudinal space charge impedance for β = 0.9 and the relative dif-
ference between the obtained numerical calculation and the analytical results.
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4.2.4 Implementation
A descriptive sketch of the algorithm to calculate the longitudinal beam coupling
impedance is given in the following overview:
Algorithm 1 Computation of the longitudinal beam coupling impedance
1: Geometric modeling of the 3D structure using the tetrahedral elements within
CST MICROWAVE STUDIO [9]
2: Pass the mesh information to the FEM programm by means of ASCII and binary
file transfer
3: Read the 3D stiffness and mass matrices assembled by the CEM3D solver
4: Extract the surface mesh information on the boundary of the structure
5: Setup the stiffness, mass matrices and source vector for 2D Poisson solver
6: Solve the 2D Poisson solver and calculate the Ediv components
7: Setup the stiffness, mass matrices and source vector for 2D Curl-Curl solver
8: Solve the 2D Curl-Curl solver and calculate the Ecurl components
9: Setup the stiffness, mass matrices and source vector for 3D Poisson solver
10: Solve the 3D Poisson solver and calculate the Ediv components
11: Calculate Ï× Ecurl on the boundary of the structure
12: Setup the vector b for the 3D Curl-Curl problem in (4.39)
13: Solve the 3D Curl-Curl problem and calculate the Ecurl
14: Determine the total E and the longitudinal beam coupling impedance Z ||
The geometric modeling of the structure with the tetrahedral meshing is per-
formed by CST MICROWAVE STUDIO [9]. Then, the mesh information is passed
to the FEM program by means of ASCII and binary file transfer. In step 3, the 3D
stiffness and mass matrices in equation (4.39) can be obtained directly from the
CEM3D solver [47]. In order to describe the boundary conditions properly, the
surface mesh information on the boundary of the structure is extracted and ap-
plied to set up the 2D Poisson and Curl-Curl solver. From the solutions of the 2D
FEM solvers, the electric potential on the boundary is applied as Dirichlet bound-
ary condition to describe the boundary terms in equation (4.17). Furthermore, the
rotations of the electric field on the boundary can be determined and transfered
as proper boundary condition to the 3D computational FEM solver by ASCII file
to formulate the boundary terms in equation (4.36). The entire 2D and 3D FEM
computations are implemented within MATLAB [78].
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4.3 Benchmark Example
The 3D FEM solver is benchmarked for a uniform cylindrical (PEC) beam pipe
with radius b = 4 cm and a length of l = 0.02m. Fig. 4.6 shows the obtained
numerical results from the 3D FEM solver as well as the analytical results. Since
the electric field is separately calculated by Helmholtz split, the longitudinal space
charge impedance can be split into the divergence part Zdiv and the curl part Zcurl.
The results from Fig. 4.6 indicate that at the relativistic velocity β = 0.1, the
3D FEM solver is inapplicable to calculate the space charge impedance in the beam
pipe. The inaccurate and unsmooth curl part Zcurl leads to the improper longitudi-
nal space charge impedance Z||. The reason for the incorrect curl part Zcurl have to
be investigated carefully.

















Figure 4.6: Longitudinal space charge impedance (Z|| = Zdiv + Zcurl) for β = 0.1
together with its divergence part (Zdiv) and curl part (Zcurl). The calculations are
performed using 18853 first-order tetrahedral elements.
Although we cannot obtain the analytical solution of the electric field from the
equation (4.15), the numerical reference electric field distribution in the uniform
cylindrical beam pipe (see Fig. 4.7) can be obtained from the 2D FEM solver by
using
E(%, ϕ, z) = E2D(%, ϕ)e
− ωz/β c0 (4.82)
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where E2D, which is calculated by the 2D FEM solver, describes the electric field dis-
tribution in an arbitrary cutplane within the structure. The coordinate z is the lon-
gitudinal distance from the arbitrary position inside the beam pipe to this boundary
plane.
Fig. 4.8 shows the numerical results obtained from the 3D FEM solver. Compared
to the reference results in Fig. 4.7, the electric fields in Fig. 4.8 are irregularly
distributed. Moreover, the magnitude of the electric fields are much larger.
As already stated, the vectors on the right hand of the system equations (4.33)
are composed of three parts: The current density J, the curl-free electric field Ediv
from the Poisson equation and the boundary term (Ï×E) from the 2D FEM solver.
According to the property of the system equations, the entire solution Ecurl to the
system (4.33) can be expressed by
Ecurl = EJ + EdivP + EBC (4.83)
where EJ is the solution to the system with only J part, EdivP the solution to the
system with only Ediv part, and EBC the solution to the system with Ï × E part.
The excitation source is an uniform cylindrical beam with radius a = 1 cm and its
current density J in frequency domain is defined by (4.3) together with (4.1). From
the solution of each part we can find the reason for the inaccurate results.
Fig. 4.9 and Fig. 4.10 illustrate the numerical reference results obtained from 2D
FEM solver. Fig. 4.9 corresponds to the EJ part, while Fig. 4.10 corresponds to the
EdivP part. For the 2D FEM solver, the boundary part EBC vanishes. The results in
Fig. 4.9 and Fig. 4.10 indicate that the magnitude of the electric field EJ and EBC
is almost equal. But the electric fields between the two parts point to the opposite
direction. For this reason, the entire Electric field Ecurl is quite weak, which can be
noticed in Fig. 4.7.
Fig. 4.11, Fig. 4.12 and Fig. 4.13, where the results are obtained from the 3D
FEM solver, correspond to the EJ, EdivP and EBC, respectively. Compared to the re-
sults in Fig. 4.10, the results in Fig. 4.13 indicate the almost equal distribution and
magnitude of the electric fields. Furthermore, it can be noticed that the magnitude
of the electric fields in Fig. 4.11 and Fig. 4.12 is almost equal, while the electric
fields between them point to the opposite direction.
The sum of EJ and EBC (EJ + EBP) are plotted in Fig. 4.14. According to the
equation (4.83) and the reference results in Fig. 4.10, the electric fields in Fig. 4.14
should have an almost equal magnitude and should point in the opposite direction
compared to EdivP in Fig. 4.13. Fig. 4.14c and Fig. 4.14d indicate the incorrect
results. The magnitude of the imaginary part of the electric field is much larger. In
addition, the electric fields are irregularly distributed. The reason for the incorrect



































Figure 4.7: The electric field distribution in a uniform cylinder beam pipe with the
length of l = 0.02 m. (a) The magnitude of the real part of the electric field. (b)
The real part of the electric field in vector plots. (c) The magnitude of the imaginary
part of the electric field. (d) The imaginary part of the electric field in vector plots.


































Figure 4.8: The electric field distribution in a uniform cylinder beam pipe with the
length of l = 0.02 m. (a) The magnitude of the real part of the electric field. (b)
The real part of the electric field in vector plots. (c) The magnitude of the imaginary
part of the electric field. (d) The imaginary part of the electric field in vector plots.



































Figure 4.9: The electric field distribution obtained from the EJ part in a uniform
cylinder beam pipe. (a) The magnitude of the real part of the electric field. (b) The
real part of the electric field in vector plots. (c) The magnitude of the imaginary
part of the electric field. (d) The imaginary part of the electric field in vector plots.


































Figure 4.10: The electric field distribution from the EdivP part in a uniform cylinder
beam pipe. (a) The magnitude of the real part of the electric field. (b) The real
part of the electric field in vector plots. (c) The magnitude of the imaginary part
of the electric field. (d) The imaginary part of the electric field in vector plots. The



































Figure 4.11: The electric field distribution from the EJ part in a uniform cylinder
beam pipe. (a) The magnitude of the real part of the electric field. (b) The real
part of the electric field in vector plots. (c) The magnitude of the imaginary part
of the electric field. (d) The imaginary part of the electric field in vector plots. The



































Figure 4.12: The electric field distribution from the EBP part in a uniform cylinder
beam pipe. (a) The magnitude of the real part of the electric field. (b) The real
part of the electric field in vector plots. (c) The magnitude of the imaginary part
of the electric field. (d) The imaginary part of the electric field in vector plots. The



































Figure 4.13: The electric field distribution from the EdivP part in a uniform cylinder
beam pipe. (a) The magnitude of the real part of the electric field. (b) The real
part of the electric field in vector plots. (c) The magnitude of the imaginary part
of the electric field. (d) The imaginary part of the electric field in vector plots. The
































Figure 4.14: The electric field distribution from the sum of EJ and EBP (EJ + EBP) in
a uniform cylinder beam pipe. (a) The magnitude of the real part of the electric
field. (b) The real part of the electric field in vector plots. (c) The magnitude of the
imaginary part of the electric field. (d) The imaginary part of the electric field in
vector plots. The calculations are performed with 18583 tetrahedrons by 3D FEM
solver.
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In order to formulate the boundary condition, the field distributions are required
for the surface integral over the triangles on the boundary of the beam pipe, while
the other two terms for bi in (4.33) are the volume integral over the tetrahedrons
in the beam pipe. But the triangles on both boundary planes are not able to match
the long homogeneous tetrahedrons correctly, such that a non-negligible numerical
error arises and results in the incorrect Ecurl. In Fig. 4.11 and Fig. 4.12, the mag-
nitude of EJ and EBC is up to 5× 106, while the magnitude of EdivP in Fig. 4.13 is
up to 2× 103. Therefore, for EJ and EBC the relative error in order of at least 10−3
is required to get the accurate Ecurl according to the equation (4.83). However, as
shown in Fig. 4.5 and Fig. 4.6, with a extremely high mesh resolution (16659 tri-
angles) a relative difference in order of 10−2 is present. Hence a very large number
of tetrahedrons is required to achieve the relative error in order of 10−3 for EJ and
EBC. It will lead to a extremely time-consuming and impractical numerical calcula-
tion work. For this reason, another efficient 3D algorithm should be developed to
calculate the broadband impedance in the accelerating resonator properly.
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5 Computation of the Narrow-band
Impedance in Acceleration
Resonators
As mentioned in chapter 1, the parasitic higher-order modes (HOMs) in the reso-
nant cavity can lead to particle beam instabilities. For this reason, during the design
phase of superconducting radio frequency (RF) accelerating cavities a challenging
and difficult work is to determine the electromagnetic field distribution as well
as the narrow-band impedance (shunt impedance) of HOMs inside the structure
with the help of proper computer simulation. At the Computational Electromag-
netics Laboratory (TEMF), two numerical eigenmode solvers for the calculations
of the eigenmodes for the resonant cavity are available, one is based on real-
valued analysis, which describes the entire electromagnetic field in the lossless
acceleration structure, the other eigenmode solver is complex-valued to suitable
for describing the dissipative acceleration structure. Both eigenmode solvers have
been applied to the superconducting radio frequency (RF) accelerating cavities to
determine the resonance frequency, the corresponding field distribution and the
narrow-band impedance (shunt impedance) of eigenmodes.
5.1 Computation of the Shunt Impedance in the Superconducting Proton
Linac (SPL) cavity
Firstly the real-valued eigenmode solver has been used to calculate the shunt
impedance of eigenmodes in the Superconducting Proton Linac (SPL) cavity. The
Superconducting Proton Linac (SPL) cavity is mainly designed and conducted by
CERN and uses two families (β = 0.65 and β = 1) of elliptical five cell super-
conducting cavities. Both families operate at 704.4 MHz [83]. It is a part of the
planned injector upgrade of the Large Hadron Collider (LHC). The SPL cavity is
used to accelerate the ion beam from 160 MeV to 5GeV and served as a driver
for neutrino facilities and radioactive beam facilities. The real-valued eigenmode
solver can be run by using Finite Integration Technique (FIT) and Finite Element
Method (FEM). In a two step process, the modeling and the field simulation of the
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SPL cavity is done, afterwards the normalized shunt impedance (R/Q) can be com-
puted from the acquired resonance frequency and corresponding field distribution
of eigenmodes.
5.1.1 Field Simulation in Frequency Domain by Using Finite Integration
Technique
For the field simulation by using Finite Integration Technique (FIT) the SPL cavity
is modeled by CST MICROWAVE STUDIO® (CST MWS) [9]. The SPL cavity is com-
posed of a 5-cell perfect conductive cavity and the input coupler (see Fig. 5.1). The
perfect electric conductive boundary conditions are used to define the boundary
conditions for the coaxial lines of the input coupler and both beam tubes, because
the real-valued eigenmode solver does not consider the energy transfer from the
RF source to the particle beam. Afterwards the frequency-domain field simulation
with the Perfect Boundary Approximation (PBA) hexahedral discretization mesh is
carried out with the eigenmode solver from CST MWS and it exports the frequency
and the corresponding electromagnetic field distribution of eigenmodes [9]. Later,
the normalized shunt impedance (R/Q) of individual eigenmode can be computed






Figure 5.1: The Superconducting Proton Linac (SPL) cavity with beam tubes as well
as the input coupler.
The accuracy of the real-valued eigenmode solver with hexahedral mesh cells is
tested for the SPL cavity. For the frequency domain calculations several different
discretization meshes have been used. According to the design frequency f0 of
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the fundamental accelerating mode (TM010,pi) a logarithmic relative error can be
calculated by,




The convergence study based on the calculation of a relative error is shown in
Fig. 5.2. With the increase of the hexahedral mesh cells, the difference between
the eigenfrequency from the numerical calculation and the reference frequency
becomes smaller and a relative error in order of 10−4 is obtained. The frequen-
cies as well as the normalized shunt impedances of the modes in the fundamental
passband are listed in Table 5.1.
O (42)
Figure 5.2: Relative error of the design frequency f0 (704.4 MHz for the fundamen-
tal mode) to the numerical results f as a function of the number of hexahedral
mesh cells for the SPL cavity with perfect electric conductive boundary conditions.
On the other hand, Fig. 5.2 indicates that, at least 20 million hexahedral grid
points are required to acquire the relative error in order of 10−4. The reason why
a large number of hexahedral mesh cells is required is to represent the contours
of the elliptical resonator of the SPL cavity precisely. Because the field simulation
with hexahedral elements can be only run on a single workstation or computer,
it is very time consuming to run field simulations with a large number of hexa-
hedral elements. For example it took about 170 hours to run the computation
task with 20 million hexahedral elements on a powerful single workstation (CPU:
8 processors (Intel Xeon X5472 ®3.00GHZ). DRAM: 64GB) for calculating the 5
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monopole modes in fundamental passband for the SPL cavity. Therefore the field
simulation with hexahedral elements is a demanding computation task. To solve
this problem, a parallel real-valued eigenmode solver by using accurate curvilinear
finite elements, which are able to capture the non-flat shape of typically applied
superconducting resonator structures, is used [55].
Hexahedral Elements (CST MWS) Tetrahedral Elements (CEM3Dr)
Meshcells Frequency R/Q Meshcells Frequency R/Q
Mode / million / MHz / Ω / million / MHz / Ω
TM010, 1/5 pi 80 692.416 0.002 6.2 692.446 0.002
TM010, 2/5 pi 80 695.643 0.037 6.2 695.676 0.037
TM010, 3/5 pi 80 699.710 0.010 6.2 699.744 0.011
TM010, 4/5 pi 80 703.065 0.071 6.2 703.101 0.067
TM010, 5/5 pi 80 704.361 565.468 6.2 704.398 565.452
Table 5.1: Frequencies and R/Q of the monopole modes in the 1st monopole
passband for different types of discretization. The calculations are performed on
meshes with 80 million hexahedra and 6.2 million tetrahedrons.
5.1.2 Field Simulation in Frequency Domain by the Finite Element Method
As mentioned in the last subsection, the field simulation by using FIT on a single
computer or workstation is a demanding computation task. Fortunately, at TEMF a
parallel eigenmode solver based on real-valued higher-order finite element (FEM)
analysis is available. The eigenmode solver has been used to compute the reso-
nance frequency and the corresponding field distribution of eigenmodes in the SPL
cavity. Firstly, for the FEM discretization, tetrahedral grids and higher-order curvi-
linear elements (Fig. 5.3) are applied to increase the accuracy of the geometrical
approximation of the elliptical cavity.
Figure 5.3: Curvilinear tetrahedral element. [55]
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The geometric modeling of the accelerating structures with the tetrahedral mesh-
ing is performed within CST MICROWAVE STUDIO [9]. Perfect electric conductive
boundary conditions are used to define the boundary conditions for the coaxial
lines of the input coupler and both beam tubes. Afterwards, the mesh information
is passed to the real-valued Computational Electromagnetics 3D solver (CEM3Dr)
[55] to calculate the resonance frequencies and the corresponding field distribu-
tions of the eigenmodes, which are required for computing the shunt impedances
of the eigenmodes.
O (41)
Figure 5.4: Relative error of the designed frequency f0 (704.4 MHz for the funda-
mental mode) to the numerical results f as a function of the number of tetrahedral
mesh cells for the SPL cavity with perfect electric conductive boundary conditions.
Similarly, the accuracy of the real-valued FEM eigenmode is tested for the SPL
cavity. For the FEM field simulation different discretization meshes have been used
and the relative error, given with (5.1) is shown in Fig. 5.4. As the number of
tetrahedral mesh cells increases, the difference between the calculated eigenfre-
quency and the reference frequency becomes smaller and a relative error in order
of 10−5 is reached. In addition, Fig. 5.4 shows a fast convergence. Since the FEM
eigenmode solver can be run on a distributed memory architecture using MPI par-
allelization, a good computational performance can be achieved. For example it
took about 100 minutes to run the computation task with 6 million tetrahedral el-
ements on the powerful cluster TEMFCL2000 by using 20 nodes for calculating the
5 eigenmodes in the fundamental passband for the SPL cavity. Details of the cluster
TEMFCL2000 are listed in Appendix A. The frequencies as well as the normalized
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shunt impedances (R/Q) of the modes in the fundamental passband are listed in
Table 5.1.




















































Figure 5.5: Horizontal and vertical component of the electric field strength relative
to the absolute maximum of the longitudinal electric field strength Ez0 evaluated
along the geometrical axis of the cavity. All calculations are performed by using
non-symmetrical and symmetrical curvilinear tetrahedral meshes.
Apart from the eigenmode frequencies, the calculated electromagnetic field dis-
tribution demands also high precision in order to calculate the shunt impedance
precisely. Due to the asymmetrical main input power coupler, a transverse electric
field component is induced along the particle beam axis [55]. Its amplitude is up
to four orders of magnitude smaller compared to the longitudinal components of
the electric field strength (see Fig. 5.5). In addition, because of numerical errors
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introduced by the FEM algorithm, the artificial transverse field components along
the particle beam axis can be observed in terms of oscillations [55].
(a) (b)
Figure 5.6: Cross section of a tetrahedral mesh in a plane normal to the longitudinal
axis of the resonator for an unsymmetric mesh (a) and a symmetric mesh (b) [55].
Figure 5.7: Geometrical model of the 5-cell SPL cavity used to set up a partially
symmetric mesh.
The undesired oscillations cannot be completely suppressed but can be reduced
substantially by using a symmetric mesh during the field simulation process. In
Fig. 5.6 the unsymmetric and symmetric mesh are shown. For the SPL cavity with
input coupler, at least in the cavity region a symmetric mesh should be gener-
ated. Fig. 5.7 shows a geometrical model of the SPL cavity, which is used to set
up a partially symmetric mesh. At first an initial mesh is generated for 1/4 of the
model (resonant region). In the next step, the generated tetrahedral elements are
mirrored into the missing quadrants [55]. From Fig. 5.5 it can be noticed that
the oscillation of the transverse components Ex and Ey in the resonant region has
vanished if the field is evaluated with symmetric tetrahedral mesh cells. Further
oscillations only appear in the beam pipe where the power coupler is assembled,
because the mesh in this area is unsymmetric. Nevertheless, this oscillation has
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been reduced significantly. Moreover, quite smooth longitudinal components Ez,
which are required to compute the shunt impedances of eigenmodes, are obtained
(Fig. 5.8).

























































Figure 5.8: Longitudinal component of the electric field strength Ez relative to the
absolute maximum of the longitudinal electric field strength Ez0 evaluated along
the geometrical axis of the cavity. All calculations are performed by using symmet-
rical curvilinear tetrahedral elements.
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5.1.3 Convergence of the hexahedral and the symmetric tetrahedral
elements
In Fig. 5.9, the results for the monopole modes in the fundamental passband com-
puted by using the PBA hexahedral and the symmetric curvilinear tetrahedral ele-
ments are compared. The frequencies in fundamental passband from 690 up to 705
MHz are given on the horizontal abscissa. The vertical coordinate represents the
frequencies of the eigenmodes obtained from the real-valued eigenmode solver by
using different hexahedral mesh cells and symmetric curvilinear tetrahedral mesh
cells. Fig. 5.9 shows that, as the number of mesh cells increases, a convergence of
1
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Figure 5.9: Convergence study showing a comparison between the eigenfrequen-
cies calculated with the FIT eigenmode solver (green color) and the parallel real-
valued FEM eigenmode solver (red color). For the FIT eigenmode solver eight differ-
ent PBA hexahedral discretization meshes are used, meanwhile the FEM eigenmode
solver exploits six different curvilinear symmetric tetrahedral discretization meshes.
the calculated frequencies to the design frequency is observed for the both mesh
types. Additionally, the FEM eigenmode solver converges faster than the FIT eigen-
mode solver. Furthermore, due to the calculation time the parallel real-valued FEM
eigenmode solver has proven to do the computation work for an elliptical lossless
SPL cavity.
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5.1.4 Post-processing of the Computations
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Figure 5.10: Normalized shunt impedances for the monopole modes in the SPL cav-
ity up to 3 GHz. The blue points are obtained on a mesh with 6.2 million symmetric
curvilinear tetrahedrons.






















Figure 5.11: Normalized shunt impedances for the dipole modes in the SPL cavity
up to 3 GHz. The blue points are obtained on a mesh with 6.2 million symmetric
curvilinear tetrahedrons.
The real-valued eigenmode solver with symmetric curvilinear tetrahedral ele-
ments has a good performance for computing the eigenmodes in the lossless el-
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liptical SPL cavity. Therefore this eigenmode solver are applied to the SPL cavity
to determine the resonance frequency, the corresponding field distribution and the
normalized shunt impedances (R/Q) for all monopole and dipole modes up to 3.0
GHz. In Fig. 5.10 and Fig. 5.11, the monopole modes in the fundamental passband
and the higher-order modes with the their R/Q values in the SPL cavity are listed,
respectively. Fig. 5.10 shows that the R/Q of the accelerating mode TM010,,pi is
about 500 Ω. The other TM010,,pi modes have very low R/Q values. Some higher-
order modes however still have large R/Q. These are cumbersome for the particle
beam and must be effectively suppressed by higher-order mode couplers. All com-
puted results have been transfered to CERN, such that the CERN research staffs can
evaluate the dangerous modes and can further design the SPL cavity accordingly.
5.2 Computation of the Shunt Impedance in Acceleration Resonators under
precise Consideration of Coupler Structures
A superconducting radio frequency (RF) cavity requires dedicated couplers to trans-
fer energy from the RF source to the beam. Simultaneously, higher-order mode
(HOM) couplers are installed to effectively suppress parasitic modes. As a con-
sequence, the numerical eigenmode analysis based on real-valued variables is no
longer suitable to describe the dissipative acceleration structure. At the Compu-
tational Electromagnetics Laboratory (TEMF) a parallel robust eigenmode solver
to calculate the eigenmodes in the lossy acceleration structure is available. This
eigenmode solver is based on complex-valued finite element analysis and utilizes
basis functions up to the second order on curved tetrahedral elements to enable
the high precision elliptical cavity simulations. In this section, firstly the algorithm
of this eigenmode solver is briefly introduced. Afterward the application of this
eigenmode solver is presented. Finally, the post-processing work is introduced.
5.2.1 Introduction of the Numerical Method
Because of the dissipative behavior of the couplers for the cavity, a complex-valued
eigenmode solver is needed to describe the electromagnetic distribution properly
[84]. Generally, Maxwell’s equations are the mathematical foundation of the eigen-
mode analysis for resonating structures. To describe the electromagnetic field dis-
tribution inside elliptical RF accelerating cavities with high precision, the continu-
ous Maxwell’s equation can be discretized into a suitable matrix equation with the
help of the finite element method [47]. The finite FEM discretization is based on a
tetrahedral grid. Higher order curvilinear elements have been be applied to satisfy
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the demand for high precision modeling of the elliptical cavity [55]. The geometric
modeling of the accelerating structures with the tetrahedral meshing is carried out
within the CST MICROWAVE STUDIO [9]. In absence of any sources, the curl-curl
equation (4.11) can be reduced to an eigenvalue formulation
∇× 1
µ
∇× E = ω2εE (5.2)
which can be modified by using the material parameters according to (2.13)
and (2.14). Then, we use higher oder Nédélec elements and Galerkin’s approach




j can be ex-
panded in terms of the reduced second order real-valued vector basis functions
[85] with the complex-valued weighting coefficients (degrees of the freedom) αi
[86]. Following Galerkin’s approach, the discrete eigenvalue formulation can be
given by:
Sα = ω2Mα (5.3)






(∇× w 3Di ) · (∇× w 3Dj )dV (5.4)







The eigenvector variable α collects the unknown weighting coefficients α j .
In addition, a partial integration of the curl-curl contribution results in a surface




(n× (∇× E)) ·w 3Di dA (5.6)
with ∇× E = − ωµH. Equation (5.6) contributes the boundary conditions of this
numerical method [47]. Regarding cavity simulations in this section three kinds of
boundary condition are used [47].
Firstly, the perfect electric conductive (PEC) boundary condition are used on the
perfect conductive surface of the cavity, where the tangential electric field com-
72
ponents are vanishing. Therefore the equation (5.6) does not contribute to the
formulation of the PEC boundary condition.
Secondly, perfect magnetic conductive (PMC) boundary conditions are char-
acterized by the vanishing tangential magnetic field components in the interface
plane (n×H = 0) which prevents the equation (5.6) to contribute to the formula-
tion of the PMC boundary condition.
Finally, because the researched accelerator in this thesis are manufactured by
superconducting materials, the dissipative behavior of the model does not arise
from the material itself but is from the energy exchange along the HOM couplers,
the power coupler as well as the beam tubes, if the resonance frequency is above
the cutoff frequency of the corresponding waveguides. For this reason, the port
boundary conditions are required. The port boundary condition models a true port
interface accurately with the help of a two-dimensional (2D) modal expansion of
the resulting electromagnetic field in the specified boundary plane of the waveg-
uide. Once the frequency of the relevant eigenmodes in the waveguide is fixed,
the corresponding modal field pattern in the port plane can be achieved from a
2D eigenvalue formulation [47]. With these modal field information, the resulting
boundary can be evaluated by equation (5.6).
Afterwards, the resonance frequency of eigenmode and the field distribution in
cavities can be obtained by iterative evaluation steps [47]. Due to the dissipative
model, the obtained angular resonance frequency is complex.
ω = ωreal + ωimag (5.7)
The real part ωreal represents the angular resonance frequency of eigenmode,
while the imaginary partωimag describes the damping of the oscillation. The quality





Due to the higher-order curvilinear FEM elements and the complex-valued vari-
ables, the solution of the complex-valued eigenmodes solver is much more time
consuming. To achieve a good computational performance, a distributed memory




Since the complex-valued eigenmode solver is suitable to describe the dissipative
model, the eigenmode solver has been applied to the TESLA 1.3 GHz accelerating
cavity (Fig. 5.12) to determine the characteristic values (resonance frequency and
quality factor) for all modes in the 1st monopole passband [32]. The TESLA 1.3
GHz cavity is composed of a perfect conductive 9-cell cavity, the input coupler as
well as the up- and downstream HOM couplers. Port boundary conditions are used
to define the boundary conditions for the three couplers and both beam tubes. The
penetration depth of the main input coupler is set to 8 mm.
Figure 5.12: TESLA 9-cell 1.3 GHz superconducting RF cavity with beam tubes as
well as the input coupler and two HOM couplers.















Figure 5.13: Quality factors versus frequencies for the monopole modes in the 1st
monopole passband for different discretization. The calculations are performed
on meshes with 315.885, 1.008.189 and 3.081.614 tetrahedrons indicated by red
squared, white circled and blue data points.
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The resonance frequency f as well as the quality factor Q of the eigenmodes can
be determined simultaneously by the equations (5.7) and (5.8). In Fig. 5.13 the
colored points indicate the accurate values of frequencies and quality factors (Q-
value) for the monopole eigenmodes in the 1st monopole passband. The quality
factor of accelerating mode TM010,pi is about 2.7 ·10
6, while the largest quality
factor of the other TM010 modes is about 4.5 ·10
7. Since the complex-valued
eigenmode solver can perform the calculation of electromagnetic fields in the lossy
model as required, the resonance frequency, the quality factor (Fig. 5.14) and the
corresponding field distribution for 192 modes up to the 5th dipole passband (3.12
GHz) in TESLA 1.3 GHz cavity have been determined [32].

























1st cutoff frequency of beampipe
2nd cutoff frequency of beampipe
Figure 5.14: Quality factors versus frequencies for all eigenmodes in the TESLA 1.3
GHz cavity up to the 5th dipole passband (3.12 GHz). All calculations are performed
on meshes with 3.081.614 tetrahedrons
According to Fig. 5.14 there are one monopole passband (9 monopole modes
including the accelerating mode TM010,pi) and two dipole passbands (36 dipole
modes) below the cutoff frequency of the beampipe. These modes cannot pass
through the beampipe. Coupling of these modes to external devices can only oc-
cur with the help of the HOM couplers and the input power coupler. The largest
quality factor of the dipole modes in the 1st and 2nd dipole passbands is about
8 ·105. Above the cutoff frequency of the beampipe and up to 3.12 GHz, there
are three monopole passbands (27 monopole modes), three dipole passbands (50
dipole modes), two quadrupole passbands (36 quadrupole modes) and two sex-
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tupole passbands (36 sextupole modes). The modes from the 4th monopole pass-
band have larger external Q-values (up to 1.33 ·1010) than the modes from the
other 4 monopole passbands, while the modes in the 3rd, 4th, and 5th dipole pass-
bands have smaller Q-values than the modes in the 1st and 2nd dipole passband.
It is a remarkable fact that the modes from the 1st sextupole passband have the
largest Q-values. The largest value can reach to about 1011. With the information
of the resonance frequencies together with the corresponding field distribution, the
shunt impedances for all 192 eigenmodes up to the 5th dipole passband (3.12 GHz)
have been determined.
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Figure 5.15: Normalized shunt impedances R/Q for the monopole modes in the
TESLA 1.3 GHz cavity up to the 4th monopole passband (2.8 GHz). All calculations
are performed on meshes with 3.081.614 tetrahedrons
The graphical representations of the parameter R/Q for all calculated monopole,
dipole, quadrupole and sextupole modes are given in Fig. 5.15, Fig. 5.16, Fig. 5.17
and Fig. 5.18, respectively. Fig. 5.15 shows that besides the accelerating mode
TM010,pi the modes of the 2nd monopole passband, which are above the first cut-
off frequency of the beam pipe, have large R/Q. The largest R/Q of the modes in
the 2nd monopole passband can reach to about 100 Ω, while the R/Q of the accel-
erating mode TM010,pi is about 100 Ω. The modes of the 3rd and 4th passbands
have small R/Q values. Especially, the modes in the 3rd monopole passband are
monopole TE-modes. Because of the vanishing longitudinal electric field compo-
nents (Ez = 0) the R/Q of these are approximately zero. All modes of the 2nd to
4th passbands are above the first cutoff and below the second cutoff frequency.
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Figure 5.16: Normalized shunt impedances R/Q for the dipole modes in the TESLA
1.3 GHz cavity up to the 5th dipole passband (3.2 GHz). All calculations are per-
formed on meshes with 3.081.614 tetrahedrons





















Figure 5.17: Normalized shunt impedances R/Q for the quadrupole modes in the
TESLA 1.3 GHz cavity up to the 2nd quadrupole passband (2.5 GHz). All calculations
are performed on meshes with 3.081.614 tetrahedrons
The modes of the first two dipole passbands are below the cutoff frequency of the
beampipe. Most of these dipole modes have small transverse R/Q values. The mode
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with largest transverse R/Q in these two dipole passbands belongs to the 1st dipole
passband (see Fig. 5.16). Meanwhile, the dipole modes with frequencies above
the beam pipe cutoff frequencies have small R/Q values too. The mode with the
largest transverse R/Q is found in the third dipole passband. The results of the R/Q
calculations for quadrupole and sextupole modes are presented in Fig. 5.17 and
Fig. 5.18, respectively. The first two quadrupole passbands lie between the first
and second cutoff frequency of the beampipe, while the 1st sextupole passband
is above the first cutoff frequency and 2nd sextupole passband above the second
cutoff frequency. The normalized shunt impedances are small for all quadrupole
and sextupole modes.




















Figure 5.18: Normalized shunt impedances R/Q for the sextupole modes in the
TESLA 1.3 GHz cavity up to the 2nd sextupole passband (3.1 GHz). All calculations
are performed on meshes with 3.081.614 tetrahedrons
In summary, all these characteristic values together with corresponding field
plots of all 192 eigenmodes up to the 5th dipole passband (3.12 GHz) has been
transfered to DESY and will be published in a TESLA report at DESY, such that the
dangerous modes can be mitigated in the design of the TESLA accelerating cavity
properly.
5.2.3 Post-processing of the Simulation Results
After calculation of the eigenmodes there are some post-processing tasks to be
done. Some post-processing routines have been developed to ease the neces-
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sary post-processing steps, while others have been developed to investigate the
characteristics of the accelerators. In this subsection a dedicated algorithm for au-
tomatically identifying the eigenmode type in a batch mode operation is firstly in-
troduced. Afterwards, we show an approach to smooth the electromagnetic field by
using Kirchhoff’s integral theorem, so that the shunt impedance of the eigenmode
can be computed precisely. The 3rd post-processing task provides an alternative
way to compute the Q-values of the eigenmodes with the visualization and post-
processing software ParaView [87]. For the 4th task, a sensitivity analysis for the
geometrical changes of the TESLA cavities is developed. The last post-processing
job is to compare the calculated results from various eigenmode solvers.
5.2.3.1 Automatic Identification of Eigenmode Type
After determination of the resonance frequency and the corresponding field distri-
bution of each eigenmode, it is very hard and inconvenient to manually identify
each eigenmode type. For this reason a dedicated algorithm has been developed
to automatically identify the eigenmode type in a batch mode operation. The first
step of the algorithm is to sample the longitudinal components Ez of an eigenmode
along a circle in the individual cell (Fig. 5.19). The radius of the circle has to be
selected properly to avoid incorrect identification of the eigenmode type because
the magnitude of Ez in the vicinity of the particle beam axis for some higher-order
modes may be too weak. Afterwards the mode type can be automatically identified
according to the number of zero crossings (red points in Fig. 5.20) for the sampled
Ez along the circle. For example four zero crossings refers to a quadrupole mode in
Fig. 5.20.
Figure 5.19: Sample path of the electric field strength E along a circle.
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Figure 5.20: Longitudinal component of the electric field strength Ez relative to the
absolute maximum of the longitudinal electric field strength Ez0 along the specified
circular sample path.





























Figure 5.21: Longitudinal component of the electric field strength Ez relative to the
absolute maximum of the longitudinal electric field strength Ez0 along the specified
circular sample path and its curve fitting.
Fig. 5.21 states the unsmooth curve for the sampled component Ez of a dipole
eigenmode. Under such situation the number of the zero crossings may be wrongly
counted because of the zigzagged oscillations, so that the eigenmode type cannot
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be identified properly. For this reason an efficient algorithm has been developed.
The principle of the algorithm is the custom parametric fitting [88]. As shown in
Fig. 5.21, a trigonometric function can be utilized to fit the curves to the data of
the sampled field component Ez. The function is given by
y = a sin(2pibx + c) (5.9)
where the coefficients a, b and c are estimated by using Nonlinear Least Squares
(Curve Fitting) procedure in MATLAB [78]. After rounding the value of the co-
efficients b to the nearest integers, the type of the eigenmode can be identified.
In Fig. 5.21, the coefficient b from the fitting results is 0.997. The corresponding
rounding value is 1, which obviously refers to a dipole mode. The advantage of
this algorithm lies in the fact that the eigenmode type can be identified properly in
spite of the zigzag formed field components Ez.
5.2.3.2 Field reconstruction



























Figure 5.22: Evaluation of the transverse electric field components Ey off axis
(x= 5mm). The field components Ey are normalized to the maximum longitudi-
nal field value Ez0. All calculations are performed on symmetrical meshes with
2.997.778 curvilinear tetrahedrons.
As mentioned in section 2.3, the knowledge of the field components in the vicin-
ity of the particle beam axis is required to determine the shunt impedance of the
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eigenmodes. But as shown in Fig. 5.22 for the TM010,pi mode, the specified un-
smooth transverse electric field components Ey off axis (x = 5 mm) for example,
which have been directly calculated by complex-valued FEM analysis, are certainly
up to four orders of magnitude smaller than the maximum longitudinal field value
Ez0, but should be continuous and smooth due to the homogeneous vacuum con-
dition inside the cavity.
Figure 5.23: Closed surface inside the cavity used for field reconstruction.
In order to calculate the shunt impedance of the eigenmode with higher pre-
cision, the field components can be supplementarily smoothed on a physically
motivated basis by using Kirchhoff’s integral theorem [89]. Kirchhoff’s integral
theorem states that the electric field strength EP at an arbitrary position p inside a
closed surface can be determined once the field components E and B on a surface
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where R is the distance from the position p to the surface element dA and vector
n is the unit vector normal to the surface element dA. Note that the electric field
strength E satisfies
Ï× E = − ωB (5.11)







(n× ωB)G − (n× E)×ÏG − (n ·E)ÏG) · dA (5.12)
After determination of the resonance frequency and the corresponding field dis-
tribution of the eigenmode with the complex-valued eigenmode solver, we can use
the equation (5.12) to reconstruct the electric field in the vicinity of the particle
beam axis. Fig. 5.22 indicates a noticeable improvement. Although due to the nu-
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merical errors the roughness of the transverse electric field components Ey cannot
be completely suppressed, the field components Ey by using Kirchhoff’s integral are
much more smooth than the field components from standard FEM analysis, so that
the shunt impedance of the eigenmode can be calculated more precisely.
5.2.3.3 Computation of Quality Factor with ParaView





where ω is the angular frequency and U is the energy stored in the eigenmode.
For the calculation with the real-valued and the complex-valued eigenmode solver,
the eigenmodes are scaled such that U becomes 1. P represents the power loss of
the eigenmode. Due to the infinite conductivity of the cavity wall, the power loss
occurs only on the boundary of the waveguides (input coupler, HOM couplers and





S · dA (5.14)





where E represents the electric field strength on the boundary of the waveguide
and H is the magnetic field strength on the boundary of the waveguide.
Since the complex-valued eigenmode solver provides the frequency and the cor-
responding field distribution of the eigenmode, the power loss of the eigenmode
for each waveguide of the cavity can be calculated with (5.14) and (5.15). Eventu-









where Pi is the power loss for the single waveguide of the cavity. With summing
up the power loss Pi we can get the total power loss of the eigenmode. We can
compute the power loss with (5.14) and (5.15) by using ParaView [87]. ParaView is
a powerful data analysis and visualization application software, which can quickly
build electromagnetic field visualizations and analyze their data using qualitative
and quantitative techniques [87]. Firstly all field data are imported in ParaView.
Afterward, the field information on the boundary of each coupler and beampipe is
collected by ParaView filters. By using the ParaView calculator, the Poynting vector
on the boundary of the waveguide is computed. Finally, the corresponding power









Figure 5.24: TESLA 9-cell 1.3 GHz superconducting RF cavity with beam tubes as
well as the input coupler and two HOM couplers. P1: Input coupler, P2: Down-
stream HOM coupler, P3: Upstream HOM coupler, P4: Downstream beampipe, P5:
Upstream beampipe.
















Figure 5.25: Quality factors versus frequencies for the dipole modes in the 3rd
dipole passband. The calculations are performed by the complexed-valued eigen-
mode solver (CEM3Dc) and ParaView indicated by red and blue data points.
The approach is validated by computing the Q-values for all modes of the 3rd
dipole passband in TESLA 1.3 GHz cavity (Fig. 5.24). The Q-values of these dipole
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modes calculated by complex-valued eigenmode solver and ParaView are plotted
in Fig. 5.25. Fig. 5.25 shows that both approaches give similar Q-values. But
the advantage of ParaView approach lies in its ability to present the power loss of
eigenmodes for each single waveguide of the cavity. A complete list of all modes
in 3rd dipole passband, their power loss for each waveguide and the Q-values
calculated by the complex-valued eigenmode solver and ParaView are compiled in
Table 5.2. Table 5.2 states that the power loss from both beam pipes ports is much
larger than that from the couplers, because the modes in 3rd dipole passband are
lying above the cutoff frequency of beampipe, so that they can couple well to the
input and HOM couplers. In addition the power loss for the HOM couplers shows
that the HOM couplers of the TESLA 1.3GHz cavity can effectively suppress the
eigenmodes of 3rd dipole passband.
f / GHz P1 / W P2 / W P3 / W P4 / W P5 / W Q / Paraview Q / CEM3Dc
Mode 1 2.4760 1.04×104 2.98×105 2.33×104 3.09×106 4.66×106 1.93×103 1.87×103
Mode 2 2.4761 5.05×105 2.06×105 8.92×105 3.91×106 5.23×106 1.45×103 1.41×103
Mode 3 2.4885 2.71×104 3.14×104 7.02×104 1.03×107 1.51×107 6.12×102 5.75×102
Mode 4 2.4890 1.63×106 6.45×105 2.68×106 1.30×107 1.68×107 4.51×102 4.37×102
Mode 5 2.5062 4.51×104 1.45×106 1.20×105 1.75×107 2.35×107 3.70×102 3.60×102
Mode 6 2.5072 2.62×106 1.03×106 3.78×106 2.15×107 2.54×107 2.90×102 2.81×102
Mode 7 2.5256 6.30×104 1.58×106 1.52×105 2.11×107 2.46×107 3.34×102 3.25×102
Mode 8 2.5267 3.03×106 1.22×106 3.59×106 2.56×107 2.57×107 2.69×102 2.61×102
Mode 9 2.5435 7.86×104 1.37×106 1.52×105 2.04×107 1.93×107 3.87×102 3.77×102
Mode 10 2.5444 2.84×106 1.20×106 2.59×106 2.44×107 1.96×107 3.16×102 3.07×102
Mode 11 2.5579 8.14×104 9.54×105 1.19×105 1.57×107 1.18×107 5.61×102 5.46×102
Mode 12 2.5585 2.15×106 9.78×105 1.48×106 1.88×107 1.17×107 4.58×102 4.45×102
Mode 13 2.5682 6.03×104 4.83×105 6.81×104 8.75×106 5.42×106 1.09×103 1.06×103
Mode 14 2.5684 1.18×106 5.82×105 6.52×105 1.05×107 5.34×106 8.83×102 8.59×102
Mode 15 2.5742 2.51×104 1.23×105 2.22×104 2.51×106 1.38×106 3.99×103 3.88×103
Mode 16 2.5743 3.31×105 1.78×105 1.61×105 3.00×106 1.37×106 3.21×103 3.12×103
Table 5.2: Frequencies, power loss Pi for each waveguide and Q-values of the dipole
modes in the 3rd dipole passband for TESLA 1.3 GHz cavity. The Q-values are calcu-
lated by using the complex-valued eigenmode solver and the application software
ParaView.
5.2.3.4 Sensitivity Analysis
In practice, undesired changes to the geometry of the cavity can occur, as an exam-
ple, the small defects can appear during the manufacturing process of the cavity,
which can lead to the change of the eigenmode characteristics. For this reason
it is essential to analyze the sensitivity of the eigenmodes according to geomet-
rical changes of the cavity. The eigenmodes below the first cutoff frequency of
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the beampipe with large Q-value and shunt impedance R are studied, because
these modes with large Q-values and R can cause the instabilities of the particle
beam. To satisfy these requirements the monopole mode 2 and mode 9 in the
1st monopole passband, dipole mode 17 and mode 18 in 2nd dipole passband
are picked out for the sensitivity analysis. To realize the geometrical modification
of the cavity, the geometrical parameter of the single cavity cell can be changed
in CST MICROWAVE STUDIO (Fig. 5.26). Afterwards, the frequencies, Q-values
and the corresponding shunt impedances R of these eigenmodes are calculated by
the complex-valued eigenmode solver. A graphical representation of these results
together with the those calculated with original geometry of cavity are given in







Figure 5.26: Parameter definition and geometry modification of the single TESLA
1.3 GHz cavity cell [9]
Fig. 5.27 states that the change of the geometrical parameter r2 and xlen2 can
result in significant modifications of characteristics of mode 9 in the 1st monopole
passband. For instance, in the middle cell or one of the end cells of the cavity r2 is
set to be 1 mm larger than the designed r2, while xlen2 is set to be 1 mm smaller
than the designed value, the corresponding calculated Q-value and R are much
larger than those with the original geometry. Moreover the frequency of mode 9 is
significantly changed. Because mode 9 is the accelerating mode, these large mod-
ifications can lead to improper particle beam acceleration. However, for the same
geometrical change, the modification of Q-value and R for the monopole mode 2
is not significant. Only if the geometrical change are applied simultaneously to the
four cells of the cavity, the modification of R is significant.
Fig. 5.28 depicts the obvious characteristics modification for the dipole modes
17 and 18 in 2nd dipole passband as well. With the geometry modifications of
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cell 5
r2, -1 mm, xlen2, +1mm
cell 5








(a) Quality factors versus frequencies for the mode 2 and mode 9 in the 1st
monopole passband for different geometry modifications of the TESLA 1.3 GHz
cavity.
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r2, +1 mm, xlen2, -1mm
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(b) Shunt impedances R versus frequencies for the mode 2 and mode 9 in the
1st monopole passband for different geometry modifications of the TESLA 1.3
GHz cavity.
Figure 5.27: Quality factors and shunt impedances R of the mode 2 and mode 9 in
the 1st monopole passband which have been calculated for the sensitivity analysis
plotted versus the frequencies of the modes.
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cell 2, 3, 4, 5
r2, +1 mm, xlen2, -1mm
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r2, +0.5 mm, xlen2, +1mm
cell 5
(a) Quality factors versus frequencies for the mode 17 and mode 18 in the 2nd
dipole passband for different geometry modifications of the TESLA 1.3 GHz
cavity.
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r2, +1 mm, xlen2, -1mm
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r2, +0.5 mm, xlen2, +1mm
cell 5
(b) Shunt impedances R versus frequencies for the mode 17 and mode 18 in
the 2nd dipole passband for different geometry modifications of the TESLA 1.3
GHz cavity.
Figure 5.28: Quality factors and shunt impedances R of the mode 17 and mode 18
of the 2nd dipole passband which have been calculated for the sensitivity analysis
plotted versus the frequencies of the modes.
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the single cavity cell, not only the frequencies but also the Q-values and R of both
modes are modified significantly. Especially, the cyan circled data points indicate
that the Q-values of mode 17 and 18 can reach to about 109, if the shape of the
middle cell of the cavity has been modified. The large Q-values for both dipole
modes state that they do not couple well to the HOM couplers anymore. They can
lead to particle beam instabilities. In summary, Fig. 5.27 and Fig. 5.28 imply that
the eigenmodes with higher Q-values and R are not stable, if an undesired deviation
of the cavity shape occurs. Such small undesired geometrical modifications have to
be avoided to preserve the stability of the particle beam.
5.2.3.5 Comparison of the Results
In recent decades, research staffs from all over the world have been engaged in
computations of the eigenmodes in the acceleration resonators by using various
eigenmode solvers. The computed results have been published in scientific journals
or reports. In this subsection the comparison of the results from various eigenmode
solvers are introduced.

























Magnetic (MM) boundary (MAFIA)
Port boundary (CEM3Dc)
1st cutoff frequency of beampipe
Figure 5.29: The normalized shunt impedances R/Q of the monopole modes which
have been calculated for the 9-cell TESLA 1.3 GHz cavity plotted versus the frequen-
cies of the modes. The red squares denote the modes obtained with magnetic
(MM) boundary conditions from the MAFIA calculations [32]. The results obtained
with port boundary conditions from CEM3Dc calculations are marked by green cir-
cles.
89
First of all, a graphic representation of the figure of merit R/Q for calculated
monopole and dipole modes in the TESLA 1.3 GHz cavity using the electromag-
netic field solver MAFIA based on real-valued finite integration technique (FIT) as
well as CEM3Dc analysis, is given in Fig. 5.29 and Fig. 5.30 [32]. For the MAFIA
calculations the EE and MM boundary conditions are applied to the three cou-
plers and both beam tubes, while the port boundary conditions are used for three
couplers and both beam tubes. Due to the lossless structures for the MAFIA calcu-
lations the corresponding Q-values of eigenmodes are extremely large, which can
lead to extremely large shunt impedances R. Therefore the R/Q of the calculated
modes from both eigenmode solver are compared. For the MAFIA calculations the
9-cell symmetric cavity (with symmetric end cells) without any couplers are ap-
plied [32], while a 9-cell cavity (with unsymmetrical end cells) with HOM couplers
and input coupler is used for the CEM3Dc calculations. According to Fig. 5.29,
a comparison between the MAFIA calculations and CEM3Dc calculations indicates
larger R/Q from CEM3Dc calculations for most monopole modes in the 2nd and
4th monopole passbands (2.3 to 2.8 GHz). This has to be primarily attributed to
different boundary conditions, mesh types and applied geometry models.




























1st cutoff frequency of beampipe
2nd cutoff frequency of beampipe
Beam pipe modes (MAFIA) (MM)
Beam pipe modes (MAFIA) (EE)
MM boundary (MAFIA)
EE boundary (MAFIA)
Figure 5.30: The parameter R/Q of the dipole modes calculated for the 9-cell TESLA
1.3 GHz cavity plotted versus the frequencies of the modes. The red squares and
downward-pointing triangles denote the modes obtained with magnetic (MM)
boundary conditions from the MAFIA calculations while the green diamonds and
upward-pointing triangles correspond to the modes obtained with electric (EE)
boundary conditions from the MAFIA calculations [32]. The results obtained with
port boundary conditions from CEM3Dc calculations are marked by blue circles.
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The results in Fig. 5.30 state that, above the cutoff frequencies of the beampipe
the beampipe modes can be calculated by using EE or MM boundary conditions
from MAFIA calculations (Up- and downward-pointing triangles). But theses
beam-pipe modes cannot be found by the CEM3Dc analysis anymore, because
the CEM3Dc eigenmode solver applies the proper boundary conditions. In addi-
tion, the different boundary conditions, mesh types and applied geometry models
result in the different f and R/Q of the dipole modes in Fig. 5.30.
Secondly, the R/Q of the calculated dipole modes up to 9.9 GHz in the third
harmonic superconducting cavity (3.9 GHz), by using CST MWS based on real-
valued FIT analysis as well as CEM3Dc analysis, is graphically presented in Fig. 5.31
[6]. At this time the third harmonic cavity is made up of a 9-cell cavity without
HOM couplers and the input coupler. EE and MM boundary conditions are applied
to the both beam pipes for CST MWS calculations, while port boundary conditions
are used to model the infinite beam tubes for CEM3Dc calculations.





























1st cutoff frequency of beampipe
2nd cutoff frequency of beampipe
3rd cutoff frequency of beampipe
4th cutoff frequency of beampipe
5th cutoff frequency of beampipe
Port boundary (CEM3Dc)
Beam pipe modes (CST) (EE) 
Beam pipe modes (CST) (MM)
MM boundary (CST)
EE boundary (CST)
Figure 5.31: The parameter R/Q of the dipole modes calculated for the third har-
monic superconducting cavity (3.9 GHz) plotted versus the frequency of the modes.
The red squares and downward-pointing triangles denote the modes obtained
with MM boundary conditions from the CST MWS calculations while the green
diamonds and upward-pointing triangles correspond to modes obtained with EE
boundary conditions from the CST MWS calculations [6]. The results obtained with
port boundary conditions from CEM3Dc calculations are marked by blue circles.
The results in Fig. 5.31 show that the R/Q of dipole modes obtained with port
boundary conditions from CEM3Dc calculations differ from those calculated with
CST MWS calculations due to the different boundary conditions and mesh types.
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For example, in the band 8.4 to 9.2 GHz the R/Q of the most modes obtained from
CEM3Dc calculations are larger than those from CST MWS calculations. In addition
some beam pipe modes (the up- and downward pointing triangles in frequency
range between 5.8 and 6.6 GHz) obtained from CST MWS calculations cannot be
found by CEM3Dc analysis anymore.
To get the knowledge of the influence of boundary conditions at the beam tubes,
we compare the calculated HOM modes above the cutoff frequency of the beam
tubes from CEM3Dc eigenmode solver by using different boundary conditions at
the beam tubes (Fig. 5.32). Because of the port boundary condition, the Q-values
of the eigenmodes can be computed properly. Therefore, the quality factors and the
shunt impedances R computed by using different boundary conditions at the beam
tubes are compared. According to (2.25), the integration path of the electric field
should be chosen carefully in order to calculate the shunt impedance for different
boundary conditions properly. As already stated before, above the cut-off frequency
of the beam pipes, the eigenmodes in the cavity can pass through the beam pipes.
For this reason, the integration path for the port boundary conditions is different
from that for the idealized PEC and PMC boundary conditions. In this thesis, the
length of integration path for all boundary conditions is equal to the length of the













Figure 5.32: TESLA 9-cell 1.3 GHz superconducting RF cavity with beam tubes using
perfect electric boundary condition (EE BC), perfect magnetic boundary condition
(MM BC) and port boundary condition (Port BC). Main input and HOM couplers
always modeled using port BC.
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Port boundary (Cem3Dc)Additional dipole modes
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Figure 5.33: The parameter quality factor (a) and shunt impedances R (b) of the
dipole modes in 3rd dipole passband calculated for TESLA 1.3 GHz cavity plotted
versus the frequency of the modes. The red squares denote the modes obtained
with MM boundary conditions at both beam tubes from the CEM3Dc calculations
while the green diamonds correspond to dipole modes obtained with EE bound-
ary conditions at both beam tubes from the CEM3Dc calculations. The results ob-
tained with port boundary conditions from CEM3Dc calculations are marked by
blue circles. Main input and HOM couplers always modeled using port boundary
conditions.
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First of all, the dipole modes of 3rd dipole passband in the TESLA 1.3 GHz cav-
ity are calculated with different boundary conditions by using CEM3Dc eigenmode
solver. The main input and HOM couplers are always modeled using port bound-
ary conditions, whereas the perfect electric (EE), perfect magnetic (MM) and port
boundary condition are applied at both beam tubes, respectively.
A graphical representation of Q-values for all calculated dipole modes is given
in Fig. 5.33, while the calculated results of shunt impedance R are plotted in
Fig. 5.33a. The results in Fig. 5.33a indicate the smaller Q-values calculated by
using port boundary conditions in comparison with those calculated by using EE
and MM boundary conditions. The reason for that is that port boundary conditions
can properly describe the coupling of the modes above the beam pipe cutoff fre-
quency to the beam pipe [47]. As stated in section 2.3, the smaller Q-values lead
to smaller shunt impedances R of the eigenmodes as illustrated in Fig. 5.33b. In
addition, there are four additional dipole modes for the MM boundary condition as
shown in Fig. 5.33. The corresponding field patterns are not identical with those













Figure 5.34: The third harmonic superconducting cavity (3.9 GHz) with beam tubes
using perfect electric boundary condition (EE BC), perfect magnetic boundary con-
dition (MM BC) and port boundary condition (Port BC). Main input and HOM cou-
plers always modeled using port BC.
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MM boundary (FEM Cem3Dc)
EE boundary (FEM Cem3Dc)
Port boundary (FEM Cem3Dc)
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Figure 5.35: The quality factor (a) and shunt impedances R (b) of the dipole modes
in the 2nd dipole passband calculated for the third harmonic superconducting cav-
ity (3.9 GHz) plotted versus the frequency of the modes. The red squares denote
the modes obtained with MM boundary conditions at both beam tubes from the
CEM3Dc calculations while the green diamonds correspond to dipole modes ob-
tained with EE boundary conditions at both beam tubes from the CEM3Dc calcu-
lations. The results obtained with port boundary conditions from CEM3Dc calcu-
lations are marked by blue circles. Main input and HOM couplers always modeled
using port boundary conditions.
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Similarly, the dipole modes of the 2nd dipole passband for the third harmonic su-
perconducting cavity (3.9 GHz) are calculated with different boundary conditions
by using CEM3Dc eigenmode solver. For this case the third harmonic supercon-
ducting cavity is composed of a perfect conductive 9-cell cavity, the input coupler
as well as the up- and downstream HOM couplers (Fig. 5.34). The main input
and HOM couplers are always modeled using port boundary conditions, whereas
the perfect electric (EE), perfect magnetic (MM) and port boundary condition are
applied at both beam tubes, respectively (Fig. 5.34).
A graphical representation of Q-values for all calculated dipole modes is given
in Fig. 5.35a, while the calculated results of shunt impedance R are plotted in
Fig. 5.35b. The comparisons from Fig. 5.35 indicate the same outcome as that
from the TESLA 1.3 GHz cavity. The Q-values and R calculated with port boundary
conditions are smaller than those calculated with EE and MM boundary conditions,
since port boundary condition enable the correct treatment of the interactions be-
tween the eigenmodes above the beam pipe cutoff frequency and the beam pipes
[47].
In brief, the results in Fig. 5.33 and Fig. 5.35 show that, various boundary con-
ditions at the beam tubes can lead to different calculated characteristic values (fre-
quency, quality factor and shunt impedance) of the eigenmodes. Above the cut-off
frequency of the beam pipes, the smaller Q-values of the eigenmodes can be ob-
tained with the port boundary conditions. Then, the shunt impedances R of the
eigenmodes can be achieved according to (2.37). Due to the smaller Q-values,
the shunt impedances R calculated by using port boundary conditions are smaller
than those calculated by using EE or MM boundary conditions. This means that,
the wake amplitudes excited by those dipole modes obtained with port boundary
conditions are lower than those obtained with idealized (PEC and PMC) boundary
conditions. The Fig. 5.33 and Fig. 5.35 indicate that the port boundary condition is
able to properly formulate the necessary energy exchange in the port plane of the
beam pipes.
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6 Summary and Outlook
6.1 Summary
The impedance is an important characteristic value, which can affect the stability
of the particle beam in the accelerator. Therefore, it should be studied properly
during the design phase of the accelerator. For a accelerator composed of the
resonant cavities and the corresponding components (beam pipes and couplers),
the narrow-band impedances refer to the shunt impedances of the eigenmodes in
the resonant cavities, while the broadband impedances, which forms a broad and
smooth spectrum, describes the interaction of the particle beam in the accelerating
components with their environment. With the broadband- together with narrow-
band impedances, the electromagnetic interaction between the particle beam and
the accelerators can be described completely in a very wide frequency range.
In this thesis, a dedicated numerical solver based on the Finite Element Method
(FEM) has been developed to calculate the broadband impedance for given accel-
erating components. Afterwards, the narrow-band impedances in the acceleration
resonators have been computed with various numerical techniques.
Firstly, a 3D numerical solver based on the Finite Element Method (FEM) has
been developed to compute the longitudinal low frequency impedance in frequency
domain for particular accelerating components. The major challenge during the
code development is given by the proper formulation of the boundary conditions.
For this purpose, a 2D FEM solver has been implemented. To develop the 2D and
3D FEM solvers, the Helmholtz split together with the lowest order scalar and
vectorial basis functions are used. Due to the inevitable numerical errors occurring
in the evaluation of the formulation for the boundary conditions as well as the
improper match between the triangles on both boundary planes of the beam pipe
and the long homogeneous tetrahedrons in the beam pipe, the developed 3D FEM
solver is not applicable to determine the broadband impedances in accelerating
components.
Secondly, various accelerator components haven been analyzed via an employ-
ment of different numerical approaches to calculate the shunt impedances of the
eigenmodes. Specifically, hundreds of eigenmodes in the Superconducting Proton
Linac (SPL) cavity, the TESLA 1.3 GHz accelerating cavity as well as the third har-
monic 3.9 GHz superconducting cavity have been numerically calculated. Based
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on the obtained characteristic values of the eigenmodes, those cavities together
with the corresponding attached components, e.g. the input and HOM couplers,
can be designed properly. The numerical simulations have been performed by
frequency-domain eigenmode solvers, which are based on the Finite Integration
Technique (FIT) with hexahedral elements and the Finite Element Method (FEM)
with higher-order curvilinear elements.
In chapter 5, the numerical simulations with the perfect electric boundary con-
dition have been performed in frequency domain for the SPL cavity by the use of
the eigenmode solver based on the Finite Integration Technique (FIT) contained in
CST Microwave Studio®. As a result, the eigenfrequencies together with the shunt
impedances can be derived. Afterwards, a parallel real-valued CEM3Dr eigenmode
solver based on the Finite Element Method (FEM) with higher-order curvilinear
elements on symmetric meshes has been applied to the SPL cavity. Hereby, the
perfect electric boundary condition has been used to define the structure. The ap-
plication of symmetric higher-order curvilinear elements cannot only increase the
demand for high precision modeling of the elliptical cavity but suppresses also the
artificial transverse electric field oscillations efficiently. The obtained numerical re-
sults have been compared to the FIT simulations. The comparison indicates, that
the CEM3Dr eigenmode solver convergences faster than the FIT eigenmode solver.
On the other hand, under precise consideration of the coupler structure a complex-
valued CEM3Dc eigenmode solver based on the Finite Element Method (FEM) with
higher-order curvilinear elements has been applied to the TESLA 1.3 GHz and the
third harmonic 3.9 GHz superconducting cavity to compute the eigenfrequencies,
quality factor and the shunt impedances of the eigenmodes. At this time, the port
boundary conditions, which can describe the energy transfer between the cavity
and its waveguides, e.g. input couplers, HOM couplers and beam pipes, are ap-
plied. The CEM3Dc solver is able to deal with higher mesh resolution by using the
distributed memory architecture with Message Passing Interface (MPI) paralleliza-
tion strategy in order to achieve a good performance with respect to simulation
time. After that, the electromagnetic field inside the cavity can be smoothed on a
physically motivated basis using Kirchhoff’s integral theorem in order to calculate
the shunt impedance of the eigenmodes with higher precision. To ensure the valid-
ity and the high precision of the CEM3Dc eigenmode solver, the obtained results are
compared with the other results, which were determined either by the solver con-
tained in MAFIA or the eigenmode solver contained in CST Microwave Studio® as
well as the CEM3Dr eigenmode solver with perfect electric and magnetic boundary
condition at the both beam pipes. Hereby, the comparisons show that the complex-
valued eigenmode solver enable the correct treatment of the interactions between
the eigenmodes and the dedicated input coupler, HOM couplers as well as the beam
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pipes. For post-processing of the simulation results, a dedicated algorithm, which
enable the automatic identification of the eigenmode type in a batch mode opera-
tion, has been developed. Moreover, the quality factor of the eigenmodes can be
computed properly with the visualization and post-processing software ParaView.
Finally, the sensitivity of the eigenmodes according to geometrical changes of the
TESLA cavity has been analyzed. Hereby, the findings imply that the eigenmodes
with higher quality factors and large shunt impedances are sensitive to undesired
changes of the cavity shape. To preserve the stability of the particle beam, the
geometrical modifications must minimized. In conclusion, the available eigen-
mode solvers based on FIT and FEM techniques are able to accurately compute
the narrow-band impedances (shunt impedances) of the eigenmodes in the accel-
eration resonators, while parallel implementations of eigenmode solvers can save
much computational time. Finally, the results indicate that these numerical ap-
proaches are applicable to different accelerating components and they are accurate
and reliable tools for supporting the design of accelerators.
6.2 Outlook
Although the thesis already provides applicable and valid approaches for the accu-
rate determination of shunt impedances in the acceleration resonators, there are
several ideas or applications for future work available.
In order to determinate the broadband impedance in the accelerating compo-
nents correctly, we could utilize higher-order basis functions on tetrahedral ele-
ments to develop the 3D FEM solver. In this way, the proposed Helmholtz split is
not required, such that the observed numerical problems can be avoided. Addition-
ally, a distributed memory architecture by using MPI parallelization strategy can be
utilized for the implementation to achieve a good computational performance.
Also, as future application work, the complex-valued FEM eigenmode solver
(CEM3Dc) could be applied to an entire TESLA module with eight 1.3 GHz ac-





Hardware Information of the computer clusters TEMFCL2000
TEMFCL2000
System Windows Server 2008 R2 HPC
Size 172 Nodes
Node 12 cores
24 GB of RAM memory
Core Intel Xeon X5650 3.0 GHz
Network QDR-Infiniband-Lanes
Table A.1: Hardware information for the computer clusters TEMFCL2000, which
are owned by the Computational Electromagnetics Laboratory (TEMF) at Technical
University (TU) of Darmstadt.
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Appendix B
Geometrical Parameters of the cell of the SPL, TESLA 1.3 GHz,









Figure B.1: Parameter definition and geometry modification of a cavity cell.
Superconducting Proton Linac (SPL) Cavity
mid-cell end-cell 1 end-cell 2 (Coupler)
Iris radius a / mm 64.6 65 70
Equator radius b / mm 190.786 190.786 190.786
Half cell length h / mm 106.47 103.07 103.07
Equator horizontal axis, rez / mm 77.5 74.45 74.45
Equator vertical axis, rer 77.5 83.27 76.89
Iris horizontal axis, riz / mm 22.1 18.5 18.5
Iris vertical axis, rir / mm 35.1 24.9 24.9
Table B.1: Geometric parameter of the cell of a SPL cavity.
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TESLA 1.3 GHz Accelerating Cavity
mid-cell end-cell 1 end-cell 2
Iris radius a / mm 35.0 39.0 39.0
Equator radius b / mm 103.3 103.3 103.3
Half cell length h / mm 57.65 55.71 56.85
Equator horizontal axis, rez / mm 42.19 40.49 42.19
Equator vertical axis, rer 42.19 40.49 42.19
Iris horizontal axis, riz / mm 12.0 10.0 9.0
Iris vertical axis, rir / mm 19.0 13.5 12.8
Table B.2: Geometric parameter of the cell of a TESLA 1.3 GHz cavity.
Third Harmonic 3.9GHz Superconducting Cavity
mid-cell end-cell 1 end-cell 2
Iris radius a / mm 15.0 20.0 20.0
Equator radius b / mm 35.787 35.787 35.787
Half cell length h / mm 19.2167 19.2167 19.2167
Equator horizontal axis, rez / mm 13.6 14.4 14.4
Equator vertical axis, rer 15.0 15.0 15.0
Iris horizontal axis, riz / mm 4.5 4.5 4.5
Iris vertical axis, rir / mm 6.0 6.0 6.0
Table B.3: Geometric parameter of the cell of a third harmonic 3.9 GHz cavity.
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CEM3D Computational Electromagnetics 3D solver
CEM3Dc Computational Electromagnetics 3D solver complex-valued
CEM3Dr Computational Electromagnetics 3D solver real-valued
CERN European Organization for Nuclear Research
CST MWS CST Microwave Studio®
DESY German Electron Synchrotron (German: Deutsches Elektronen-
Synchrotron)
DRAM Dynamic Random-access Memory
EE Perfect Electric Conductive Boundary Conditions at the both beam
pipes
FD Frequency Domain
FDTD Finite Difference Time Domain
FEM Finite Element Method
FIT Finite Integration Technique
MAFIA MAFIATM Software Package
MGE Maxwell’s Grid Equations
MM Perfect Magnetic Conductive Boundary Conditions at the both beam
pipes
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MPI Message Passing Interface
PBA Perfect Boundary Approximation
PEC Perfect Electric Conductive
PMC Perfect Magnetic Conductive
RF Radio Frequency
SPL Superconducting Proton Linac
TD Time Domain
TEMF Computational Electromagnetics Laboratory
Roman and Greek Letters
A System matrix
A, A Area in R3
Aˆ 2D scalar valued curl-operator
Ai j , A FEM stiffness matrix
A(i, j, k) Primary elementary surfaceseA(i, j, k) Dual elementary surfaces
a Geometrical parameter of cavity cell: iris radius mm
a Radius of the particle beam
a Unknown coefficient
a Vector
a j Unknown coefficient
ai Parameter coefficient
B, B Magnetic flux density and complex amplitude T
Bˆ 2D vector valued curl-operator
Bi j , B FEM mass matrix
Bε,i j , Bε Boundary term
b Geometrical parameter of cavity cell: equator radius mm
b Source function
b Unknown coefficient








b Vector collecting the discrete magnetic fluxes and com-
plex amplitude
_
b(i, j, k) Discrete magnetic flux density
c Unknown coefficient
C, eC Discrete curl operator for primary and dual grid
c Weighting coefficient vector
c0 Speed of the light m/s
ci Parameter coefficient
ci Weighting coefficient
D, D Electric flux density and complex amplitude C/m2
di Parameter coefficient
di Weighting coefficient
dA, dA Infinitesimal area element, scalar and oriented
ds, ds Infinitesimal path element, scalar and oriented
dV Infinitesimal volume element




d Vector collecting the discrete electric fluxes and complex
amplitude
E Total number of edges
E, E Electric field strength and complex amplitude V/m
E⊥ Transversal component of the electric field
Ez Longitudinal component of the electric field
e Solution vector
ex x-coordinate in Cartesian coordinate system m
ey y-coordinate in Cartesian coordinate system m
ez z-coordinate in Cartesian and cylinder coordinate system m
_e, _e Vector collecting the discrete electric voltages and com-
plex amplitude
_e(i, j, k) Discrete electric voltage
F Operator
F Total number of facets
fs Function
f Frequency Hz
G Primary grideG Dual grid
g Function
H, H Magnetic field strength and complex amplitude A/m






h Vector collecting the discrete magnetic voltages and com-
plex amplitude
I0 The 0 order modified Bessel functions of first kind
I1 The 1 order modified Bessel functions of first kind
Iˆ Unit matrix of size 2
i, l, k m n indices
J, J Current density and complex amplitude A/m2
JF Surface current density
J2D, J3D Jacobian matrix
_
j Vector collecting the currents
K0 The 0 order modified Bessel functions of second kind








Mi j , M FEM mass matrix
N Total number of nodes
Ni , bNi Nodal function
n Positive integer
n Unit normal vector
P Total power loss W
p Generic point in three dimensional space
P(i, j, k) Primary elementary pointseP(i, j, k) Dual elementary points
Q Quality factor
q Electric charge




R/Q Normalized shunt impedance
R Source term
Rsur Surface resistivity Ω
r Position vector in R3 m
r r-coordinate in cylinder coordinate system m
r1 Geometrical parameter of cavity cell: iris radius mm
r2 Geometrical parameter of cavity cell: equator radius mm
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rer , ry2 Geometrical parameter of cavity cell: equator vertical
axis
mm
rez , rx2 Geometrical parameter of cavity cell: equator horizontal
axis
mm
rir , ry1 Geometrical parameter of cavity cell: iris vertical axis mm
riz , rx1 Geometrical parameter of cavity cell: iris horizontal axis mm
S Poynting vector W/m2
S, eS Discrete divergence operator for primary and dual grid
Si j , S FEM stiffness matrix
T Total number of tetrahedrons
T Unknown functioneT Approximation solution
t Time s
t Unit tangential vector
U Stored energy J




u1 u1-coordinate in Cartesian coordinate system m
u2 u2-coordinate in Cartesian coordinate system m
u3 u3-coordinate in Cartesian coordinate system m
V Volume in R3
V Primary elementary volumes
V Voltage VeV Dual elementary volumes
W Wake potential V
W|| Longitudinal wake potential V
W⊥ Transverse wake potential V
wi , bwi Nédélec edge function
w j Basis function
xlen2 Geometrical parameter of cavity cell: half cell length mm
x Generic point of the domain Ω
x x-coordinate in Cartesian coordinate system m
y y-coordinate in Cartesian coordinate system m
Z , Z Impedance Ω
z z-coordinate in Cartesian and cylinder coordinate system m
Zˆ Hodge operator
α Weighting coefficient





εr Relative permittivity As/Vm
ε0 Permittivity of vacuum As/Vm
κ Electric conductivity S/m
µ Permeability Vs/Am
µr Relative permeability Vs/Am
µ0 Permeability of vacuum Vs/Am
ρ Electric charge density C/m3
σ Surface charge density
υ Velocity m/s
ϕ ϕ-coordinate in cylinder coordinate system
% %-coordinate in cylinder coordinate system
ψ Function
ω Angular frequency s−1
Ω Spatial domain
Φ ,Φ, Ψ Electric potential and complex amplitude V
General Mathematical Symbols
R Real numbers
* Complex conjugate of a complex number
T Transpose operator of a matrix
 Imaginary unit
δ Dirac distribution
δ δ function distribution
Θ Heaviside step function
∇ Nabla operator
∂ Partial derivative operator
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