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Abstract
A novel concept of quantum random access memory (qRAM) employing a quantum
walk is provided. Our qRAM relies on a bucket brigade scheme to access the memory cells.
Introducing a bucket with chirality left and right as a quantum walker, and considering
its quantum motion on a full binary tree, we can efficiently deliver the bucket to the
designated memory cells, and fill the bucket with the desired information in the form of
quantum superposition states. Our procedure has several advantages. First, since the
bucket is free from any entanglement with the quantum devices at the nodes on the binary
tree, our qRAM architecture may be more robust against quantum decoherence. Second,
our scheme is fully parallelized. Consequently, only O(n) steps are required to access and
retrieve O(2n) data in the form of quantum superposition states. Finally, the simplicity
of our procedure may allow the design of qRAM with simpler structures.
1 Introduction
The development of an efficient procedure to retrieve classical/quantum data from a database
and transform them into a quantum superposition state is one of the most fundamental
issues for a practical realization of quantum information processing. Quantum random access
memory (qRAM) that stores information and permits queries in superposition may play
a pivotal role in a substantial speedup of quantum algorithms for data analysis [1, 2, 3],
including applications to machine learning for big data [4, 5, 6, 7, 8].
qRAM is a quantum analogue of classical RAM. Provided a superposition of addresses∑
a |a〉 (a ∈ Z≥0) as input, qRAM accesses the ath cell in the memory array, where classical
information |x(a)〉 is stored, and outputs a superposition of |x(a)〉’s correlated with the ad-
dresses. Note here that qRAM is possible to store either classical information (i.e. each |x(a)〉
does not consist of any superposition of states) or quantum information(i.e. each |x(a)〉 is an
arbitrary superposition of states). In this letter, we restrict ourselves to the classical case.
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Figure 1: A bucket brigade scheme on the full binary tree with depth n = 3. The qutrits
are equipped a each nodes. To route to the memory cell |010〉A, one must activate the three
qutirits as in the figure.
More precisely, qRAM is defined as
qRAM :
∑
a
|a〉A|0〉D 7→
∑
a
|a〉A|x(a)〉D, (1.1)
where A and D, respectively, denote quantum analogues of an address register (input register)
and a data register (output register). Namely, qRAM (1.1) is a quantum device consisting
of (i) a routing scheme to access the designated memory cells, (ii) a querying scheme to
retrieving data stored in the cells, and (iii) an output scheme to encode the data into a
superposition of quantum states.
As a quantum routing scheme, a notable idea, the “bucket brigade” scheme has been
proposed by Giovannetti, Lloyd and Maccone (GLM) [9, 10] to overcome difficulties associated
with the conventional fanout scheme commonly implemented in classical RAM (see [11, 12],
for instance). The bucket brigade architecture employs a perfect binary tree with O(N) (N =
2n) (n ∈ Z≥0) nodes routing a signal from the root down to one of the N leaves interpreted
as the memory cells (see Fig. 1 for n = 3.). Let |an−1 · · · a0〉 (al ∈ {0, 1}; 0 ≤ l ≤ n − 1) be
the binary representation of the address of the cell. The value of al indicates the route from
a parent node at the lth level to one of the two children nodes at the (l + 1)th level. For
instance, the left (resp. right) child is chosen if al = 0 (resp. al = 1). In consequence, each of
the N possible values of the address register uniquely determines a path in the binary tree.
In the original GLM architecture, a qutrit (i.e. a three-level quantum system with energy
levels labeled by wait, left and right) is allocated at each node, and all the qutrits are initialized
to be wait state. The value al is sequentially delivered from the root to a node at the lth level,
and activates the qutrit to left (right) if al = 0 (al = 1) to route the following al+1 to one of the
two subsequent nodes. After O(n2) time steps, a unique path from the root to the designated
memory cell is assigned as depicted in Fig 1 for n = 3 and |a〉A = |010〉A. Remarkably,
only n qutrits are activated, which is exponentially less than that for the traditional fanout
architecture, where N quantum switches are necessary to be activated. Namely, the GLM
bucket brigade architecture has a significant advantage in maintaining quantum coherence.
A quantum signal (the so-called quantum bus) can follow the path to the desired memory
cell through the activated qutrits, retrieve information stored in the cell, and goes back to
the root along the path. Finally, resetting the activated qutrits to be the initialized state
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wait one by one starting from the last level of the tree, one obtains the output as in the r.h.s.
of (1.1). That is the GLM bucket brigade qRAM. The GLM scheme has been improved, and
concretely implemented into quantum circuits as in [13, 14, 15, 16]. (Note that a different
concept of qRAM without relying on any routing scheme has recently been developed in [17].)
This letter provides a novel concept of qRAM, which employs a discrete-time quantum
walk as a bucket brigade scheme. A quantum walk is a quantum motion of a particle (in-
terpreted as a bucket) possessing chirality left and right [18, 19]. The quantum bucket with
chirality left (resp. right) on a parent node moves to the left (resp. right) child node. Each
scheme of qRAM can actually be realized by quantum motions of multiple quantum walkers.
Our procedure has several advantages. First, the bucket is completely free from any entan-
glement with the quantum devices at the nodes of the binary tree. Consequently, our qRAM
may be much more robust against the decoherence arising from noises at the nodes. Second,
each procedure is fully parallelized. As a result, only O(n) steps are required to access and
retrieve data in the form of quantum superposition states. Finally, the three schemes required
in qRAM are entirely independent of each other, the architecture of qRAM can be simplified.
The layout of this letter is as follows. In the subsequent section, we introduce a quantum
walk on a binary tree. qRAM utilizing the quantum walk is constructed in Sec. 3. In
Sec.4, we give some specific examples of how to implement our qRAM scheme using multiple
quantum walkers. The last section is devoted to a summary.
2 Quantum walk on a binary tree
Quantum walks, which are the quantum counterparts of classical random walks, are defined
as a class of unitary time-evolutions on graphs. In contrast to the classical random walks,
the randomness comes from a superposition of quantum states and its time evolution. Here,
let us introduce a discrete-time quantum walk on a full binary tree. A quantum particle with
chirality |0〉C (left) and |1〉C (right) may be interpreted as a quantum “bucket”. A bucket
with chirality |0〉C (resp. |1〉C) deviates left (resp. right) at each node of the binary tree,
which is contrast to a bucket in the GLM architecture, where the route is determined by
activating the qutrit equipped at each node (see the previous section). In consequence, our
bucket is free from the entanglement with quantum devices at the nodes, which is one of the
main advantages in our scheme.
We consider the full binary tree with depth n (i.e. it has totally 2n leaves corresponding
to the memory cells) (see Fig. 2 for n = 3). Let |w, l〉B ∈ V(w,l) = C denote the position
of the wth node counting from the left in level l (0 ≤ w ≤ 2l − 1, 0 ≤ l ≤ n), and let us
call VB =
⊕
w,l V(w,l) and VC = C2 spanned by the basis |0〉C and |1〉C are the “bus space”
and “chirality space”, respectively. The quantum walk is defined on the space VB ⊗ VC . The
quantum walker at the node |w, l〉B moves to the left (resp. right) child node |2w, l+1〉B (resp.
|2w+1, l+1〉B) when the chirality of the walker is |0〉C (resp. |1〉C). This can be represented
by the operator S(w,l) acting on the space (V(w,l) ⊕ V(2w,l+1) ⊕ V(2w+1,l+1))⊗ VC = C6:
S(w,l) : |w, l〉B|0〉C 7→ |2w, l + 1〉B|0〉C ,
S(w,l) : |w, l〉B|1〉C 7→ |2w + 1, l + 1〉B|1〉C . (2.1)
In addition, the walker at the left (resp. right) child node |2w, l+ 1〉B (resp. |2w+ 1, l+ 1〉B)
can be pulled back to the parent node |w, l〉B by S(w,l) only if its chirality is |0〉C (resp. |1〉C),
3
|5, 3 B
|0, 1 B
|4, 3 B
|1, 1 B
|3, 2 B|0, 2 B |1, 2 B |2, 2 B
|0, 3 B |1, 3 B |3, 3 B|2, 3 B |6, 3 B |7, 3 B
|0, 0 B
l = 3
l = 2
l = 1
l = 0
level
Figure 2: A full binary tree with depth n = 3. The state |w, l〉B (0 ≤ w ≤ 2l − 1, 0 ≤ l ≤ n)
denotes the position of the wth node counting from the left in level l.
and stays at the present position if its chirality is |1〉C (resp. |0〉C). Explicitly,
S(w,l) : |2w, l + 1〉B|0〉C 7→ |w, l〉B|0〉C ,
S(w,l) : |2w + 1, l + 1〉B|1〉C 7→ |w, l〉B|1〉C ,
S(w,l) : |2w, l + 1〉B|1〉C 7→ |2w, l + 1〉B|1〉C ,
S(w,l) : |2w + 1, l + 1〉B|0〉C 7→ |2w + 1, l + 1〉B|0〉C . (2.2)
Namely, S(w,l) is a unitary operator expressed as
S(w,l) =
1∑
i=0
(
|2w + i, l + 1〉 〈w, l|+ |w, l〉 〈2w + i, l + 1|
)
B
⊗ |i〉〈i|C
+
1∑
i=0
∣∣∣∣2w + 1 + (−1)i2 , l + 1
〉〈
2w +
1 + (−1)i
2
, l + 1
∣∣∣∣
B
⊗ |i〉 〈i|C . (2.3)
Combining a unitary operator C acting on VC , we obtain a non-trivial quantum motion on
the graph. In the next section, we construct C such that it acts on both VC and the “address
space” VA = (C2)⊗n to move the quantum walker (bucket) from the root to a specific leaf
(memory cell) and to return the bucket filled with information back to the original root.
3 qRAM via quantum walk
To appropriately access and retrieve data stored in the specified memory cells in the form of
quantum superposition, we employ the quantum walk explained in the previous section. Let
|x(a)〉D = |x(a)m−1 · · ·x(a)0 〉D = |x(a)m−1〉Dm−1 · · · |x(a)0 〉D0 (x(a)i ∈ {0, 1}; 0 ≤ i ≤ m− 1),
|x(a)i 〉 ∈ VDi = C2, |x(a)〉D ∈ VD =
m−1⊗
i=0
VDi = (C
2)⊗m (3.1)
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Figure 3: A pictorial representation of the routing scheme (3.7). A bucket with chirality |0〉C
(resp. |1〉C) deviates left (resp. right).
be the binary representation of data stored in a memory cell. Here, |a〉A (0 ≤ a ≤ N − 1;
N = 2n) represents the address of the cell:
|a〉A = |an−1 · · · a0〉A = |an−1〉An−1 · · · |a0〉A0 (ai ∈ {0, 1}; 0 ≤ i ≤ n− 1),
|ai〉 ∈ VAi = C2, |a〉A ∈ VA =
n−1⊗
i=0
VAi = (C
2)⊗n. (3.2)
Let us call VA and VD the “address space” and the “data space”, respectively. Our qRAM is
defined on the space
V := VB ⊗ VC ⊗ VA ⊗ VD (3.3)
as
qRAM :
∑
a∈A
|0, 0〉B|0〉C |a〉A|0〉D 7→
∑
a∈A
|0, 0〉B|0〉C |a〉A|x(a)〉D, (3.4)
where A ⊂ {0, 1, · · · , N − 1}.
As described in Sec. 1, qRAM consists of the following three schemes: (i) a routing scheme
to move the empty bucket in a superposition to specific cells, (ii) a querying scheme to fill the
bucket with data and (iii) an output scheme to pull back the bucket and output the data in
the form of quantum superposition states. Correspondingly, the qRAM is decomposed into
the following three operators:
qRAM = F†QF ∈ End(V ). (3.5)
(i) Routing scheme. First we construct the routing scheme F ∈ End(V ). Let |Ψ(l)0 〉 ∈ V
be a state that the bucket in a superposition is located at nodes in level l (see Fig. 3 as an
example). We set
|Ψ(0)0 〉 =
∑
a∈A
|0, 0〉B|0〉C |a〉A|0〉D (3.6)
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Figure 4: A pictorial representation of the querying scheme (3.12) and (3.13).
as the initial state. One finds that the bucket in a superposition is appropriately delivered
to the desired cells at
∑
a∈A |a〉A by F :
F : |Ψ(0)0 〉 7→ |Ψ(n)0 〉, (3.7)
which is decomposed into F = F (n|n−1) · · · F (1|0), where the element F (l+1|l)
F (l+1|l) : |Ψ(l)0 〉 7→ |Ψ(l+1)0 〉, |Ψ(l)0 〉 :=
∣∣∣∣∣
l∑
k=1
2l−kan−k, l
〉
B
|an−l〉C |a〉A|0〉D (3.8)
is given by
F (l+1|l) :=
2l−1∑
w=0
S(w,l)CC,An−(l+1)CC,An−l . (3.9)
Here, S(w,l) is the shift operator defined by (2.3) (see also (2.1) and (2.2)) and CC,Al acting
non-trivially on VC ⊗ VAl is so-called the controlled NOT operator defined as
CC,Al := IC ⊗ |0〉〈0|Al + XC ⊗ |1〉〈1|Al , CC,An := IC , (3.10)
where XC , IC ∈ End(VC) are, respectively, the Pauli X operator and the identity matrix.
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Figure 5: A pictorial representation of the output scheme (3.14).
Eq. (3.8) can be recursively derived as follows:
|Ψ00〉 =
∑
a∈A
|0, 0〉B|0〉C |a〉A|0〉D
F(1|0)=S(0,0)CC,An−1CC,An−−−−−−−−−−−−−−−−−→
|Ψ(1)0 〉 =
∑
a∈A
|an−1, 1〉B|an−1〉C |a〉A|0〉D
F(2|1)=(S(0,1)+S(1,1))CC,An−2CC,An−1−−−−−−−−−−−−−−−−−−−−−−−−→
|Ψ(2)0 〉 =
∑
a∈A
|2an−1 + an−2, 2〉B|an−2〉C |a〉A|0〉D · · ·
F(l|l−1)=∑2l−1−1w=0 S(w,l−1)CC,An−lCC,An−(l−1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
|Ψ(l)0 〉 =
∑
a∈A
∣∣∣∣∣
l∑
k=1
2l−kan−k, l
〉
B
|an−l〉C |a〉A|0〉D · · ·
F(n|n−1)=∑2n−1−1w=0 S(w,n−1)CC,A0CC,A1−−−−−−−−−−−−−−−−−−−−−−−−−−→
|Ψ(n)0 〉 =
∑
a∈A
|a, n〉B|a0〉C |a〉A|0〉D. (3.11)
Note that, in the last step, we have used a =
∑n
k=1 2
n−kan−k. As a result, the bucket in a
superposition state is delivered to the desired memory cells located at
∑
a∈A |a〉. In Fig. 3,
we pictorially show the routing scheme.
One easily sees that O(n) steps are required for the routing scheme.
(ii) Querying scheme. Since our schemes are independent of each other, the querying scheme
Q ∈ End(V ) to retrieve information from the memory cells can be significantly simplified
and easily parallelized. The operator Q defined as
Q : |Ψ(n)0 〉 7→ |Ψ(n)x 〉, |Ψ(n)x 〉 :=
∑
a∈A
|a, n〉B|a0〉C |a〉A|x(a)〉D (3.12)
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can be easily composed by the Pauli X operator XDi = End(VDi):
Q :=
2n−1∑
a=0
|a, n〉〈a, n|B ⊗
[
2m−1⊗
i=0
(XDi)
x
(a)
i
]
. (3.13)
The querying scheme is shown in Fig. 4. Note that the time steps necessary for the querying
scheme is only O(1).
(iii) Output scheme. Due to the shift operator (2.2), one easily finds that the quantum walk
is reversible. Namely, the output scheme to pull back the bucket filled with data can be
achieved in exactly the opposite manner as the routing scheme:
F† : |Ψ(n)x 〉 7→ |Ψ(0)x 〉, |Ψ(0)x 〉 :=
∑
a∈A
|0, 0〉B|0〉C |a〉A|x(a)〉D. (3.14)
See Fig. 5 as an example of the output scheme.
Thus, we find that our qRAM (3.5) satisfies (3.4). The total steps required in our qRAM
is O(n) per memory call.
4 Toward a physical implementation
The essential point in our qRAM architecture is the use of a quantum walk: a quantum motion
of a particle with chirality. Here, we present some specific examples of how to implement our
qRAM architecture using multiple quantum walkers.
One might suspect that our qRAM algorithm (3.4) presented in the previous section could
be implemented as a quantum circuit without introducing quantum walks. Of course, it is
possible, since (3.4) is defined as a combination of unitary operators. In that case, however,
an extra quantum manipulation is required to transfer the value of the address bits, one by
one, to a qubit representing the chirality. In this sense, in our algorithm, quantum walks
are essential to the efficient implementation of our method. The actual implementation of
the qRAM intrinsically using a quantum walk may be achieved by a method proposed in
[20], where universal quantum computations via multi-particle quantum walks have been
discussed. Quantum gates are defined as scattering processes of quantum walkers.
In total n+m quantum walkers with chirality c passing through 2(n+m) different “pipes”
represent a state |c〉C |a〉A〉|x(a)〉D. For instance, an arbitrary state |y〉A,D = |yn+m−1 · · · y0〉A,D
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(yi ∈ {0, 1}; 0 ≤ i ≤ n + m− 1) with chirality |c〉C can be represented as
|0 C| · · · 0
yi
=
|0 C| · · · 1
yi
=
|1 C| · · · 0
yi
=
|1 C| · · · 1
yi
=
1-23-4
|yi
|1 |0
1-23-4
|yi
|1 |0
1-23-4
|yi
|1 |0
1-23-4
|yi
|1 |0
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
,
(4.1)
where the walker with chirality |0〉C is expressed as the pipe colored red (resp. blue). The
superposition states are also characterized by, for instance,
1-23-4
|yi
|1 |0
· · · · · ·|0 C| · · · 0
yi
+ |0 C| · · · 1
yi
=
|0 C| · · · 1
yi
+ |1 C| · · · 1
yi
=
1-23-4
|yi
|1 |0
· · · · · ·
.
(4.2)
As a more complicated example, we give
1-23-4
|1 |0
1-23-4
|1 |0
1-23-4
|1 |0
|0 C|0 A|01(0) D + |1 C|1 A|10(1) D =
|a0 A0 |x(a)0 D0|x(a)1 D1
(1) (0)(0) (1)(1) (0)
,
(4.3)
where (0) and (resp. (1)) in the r.h.s. denotes the correlation with the particle representing
the address a0 = 0 (resp. a0 = 1). Thus the state Ψ
(l)
0 or Ψ
(l)
x can be expressed by n + m
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Figure 6: (a): An example of the output scheme F† (4.4) at a node |0, 0〉B for n = 1 and
m = 2. (b): A representation of (a) by quantum walkers (see also (4.1)–(4.3) as examples of
the representation of states). (i), (ii) and (iii) represents the states (i) |0, 1〉B|0〉C |0〉A|10(0)〉D,
(ii) |1, 1〉B|1〉C |1〉A|01(1)〉D and (iii) |0, 0〉B|0〉C
(|0〉A|10(0)〉D + |1〉A|01(1)〉D), respectively.
quantum walkers and their superpositions passing through the different 2(n+m)× 2l pipes.
In Fig 6, we depict an example of the output scheme (3.14) for n = 1 and m = 2.
F† : |0, 1〉B|0〉C |0〉A|10(0)〉D + |1, 1〉B|1〉C |1〉A|01(1)〉D
7→ |0, 0〉B|0〉C
(
|0〉A|10(0)〉D + |1〉A|01(1)〉D
)
. (4.4)
5 Concluding remarks
In summary, we have provided a new concept of bucket brigade qRAM utilizing a quantum
walk. Controlling a quantum motion of the quantum bucket with chirality, we can efficiently
deliver the bucket to the desired memory cell, and fill the bucket with data stored in cells.
Since our qRAM does not rely on quantum switches for the routing scheme, the bucket is free
from the entanglement with the nodes. Therefore, our qRAM may be more robust against
quantum decoherence. Furthermore, the simplicity of our scheme makes it possible to design
qRAM with simpler structures.
Quantum walks have been actually implemented as quantum circuits [20, 21, 22]. An
implementation of our qRAM algorithm as a quantum circuit remains a future issue. It
may also be of interest to apply our qRAM to quantum information processing, for instance
image processing and transformations utilizing quantum version of fast Fourier transform
[23], where the generation of multiple quantum images is crucial.
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