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Abstract
Let Γ denote an undirected, connected, regular graph with vertex set X, adjacency
matrix A, and d+ 1 distinct eigenvalues. LetA = A(Γ) denote the subalgebra of MatX(C)
generated by A. We refer to A as the adjacency algebra of Γ. In this paper we investigate
algebraic and combinatorial structure of Γ for which the adjacency algebra A is closed
under Hadamard multiplication. In particular, under this simple assumption, we show
the following: (i) A has a standard basis {I, F1, . . . , Fd}; (ii) for every vertex there exists
identical distance-faithful intersection diagram of Γ with d + 1 cells; (iii) the graph Γ is
quotient-polynomial; and (iv) if we pick F ∈ {I, F1, . . . , Fd} then F has d + 1 distinct
eigenvalues if and only if span{I, F1, . . . , Fd} = span{I, F, . . . , F
d}. We describe the
combinatorial structure of quotient-polynomial graphs with diameter 2 and 4 distinct
eigenvalues. As a consequence of the technique from the paper we give an algorithm
which computes the number of distinct eigenvalues of any Hermitian matrix using only
elementary operations. When such a matrix is the adjacency matrix of a graph Γ, a simple
variation of the algorithm allow us to decide wheter Γ is distance-regular or not. In this
context, we also propose an algorithm to find which distance-i matrices are polynomial in
A, giving also these polynomials.
MSC: 05E30, 05C50
Keywords: Symmetric association scheme, adjacency algebra, quotient-polynomial graph, intersection
diagram.
1 Introduction
A matrix algebra is a vector space of matrices which is closed with respect to matrix multipli-
cation. Let X denote a finite set and MatX(C) the set of complex square matrices with rows
and columns indexed by X (or full algebra denoted by C|X|). The subalgebras of MatX(C) that
∗This research has been partially supported by AGAUR from the Catalan Government under project
2017SGR1087 and by MICINN from the Spanish Government under project PGC2018-095471-B-I00. The sec-
ond author acknowledges the financial support from the Slovenian Research Agency (research program P1-0285
and research project J1-1695).
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are closed under (elementwise) Hadamard multiplication, and containing the all-ones matrix J ,
are known as coherent algebras. The concept was developed independently by Weisfeiler and
Lehman in [71] and by Higman in [33, 34]. A good introduction to the topic may be found in [41].
In the literature, a rich theory has been built up around this concept, and much more can be
found in [37, 38, 40, 59, 60, 61, 62, 70]. It is well known that every coherent algebra C is semisim-
ple (see, for example, [31, Section 2]) and that has a standard basis {N0, N1, . . . , Nr} consisting
of the primitive idempotents of C viewed as a subalgebra of MatX(C) with respect to Hadamard
multiplication (see [34]). Each basis matrix Ni of a coherent algebra C = 〈N0, N1, . . . , Nr〉 can
be regarded as the adjacency matrix A = A(Γi) of a graph Γi = (X,Ri). Then Γi and Ri
are called a basis graph and a basis relation, respectively, of the coherent algebra C. The basis
relations of a coherent algebra give rise to a coherent configuration in the sense of [33].
A special subfamily of coherent configurations are commutative association schemes also
known as homogeneous coherent configurations [21]. Let R = {R0, R1, . . . , Rn} denote a set of
nonempty subsets of X ×X . For each i, let Ai ∈ MatX(C) denote the adjacency matrix of the
(in general, directed) graph (X,Ri) . The pair (X,R) is an association scheme with n classes
if
(AS1) A0 = I, the identity matrix.
(AS2)
n∑
i=0
Ai = J , the all-ones matrix.
(AS3) Ai
⊤ ∈ {A0, A1, . . . , An} for 0 ≤ i ≤ n.
(AS4) AiAj is a linear combination of A0, A1, . . . , An for 0 ≤ i, j ≤ n.
By (AS1) and (AS4) the vector spaceM spanned by the set {A0, A1, . . . , An} is an algebra; this
is the Bose-Mesner algebra of (X,R). We say that (X,R) is commutative ifM is commutative,
and that (X,R) is symmetric if the matrices Ai are symmetric. A symmetric association scheme
is commutative. The concept of (symmetric) association schemes can also be viewed as a purely
combinatorial generalization of the concept of finite transitive permutation groups (famously
said as a “group theory without groups”[5]). The Bose-Mesner algebra was introduced in
[7], and the monumental thesis of Delsarte [17] proclaimed the importance of commutative
association schemes as a unifying framework for coding theory and design theory. There are a
number of excellent articles and textbooks on the theory of (commutative) association schemes
and Delsarte’s theory; see, for instance, [4, 8, 18, 22, 39, 50]. The following are some of the
books which include accounts on commutative association schemes: [10, 32, 48, 43]. As an
example of commutative association scheme, let Γ denote a distance regular graph of diameter
D. It is well known (and not hard to prove it) that the vector space spanned by distance-i
matrices {A0, A1, . . . , AD} of Γ, is closed under both ordinary multiplication (A,B) 7→ AB and
Hadamard multiplication (A,B) 7→ A ◦B (see, for example, [5, Chapter III] or [8, Chapter 4]).
This is one of the main reasons why the theory of distance-regular graphs is so rich in the study
of algebraic and combinatorial structures.
In this paper we consider the following problem (we always assume that our graphs are
finite, simple, and connected; see Section 2 for formal definitions).
Problem 1.1 Let Γ denote a regular graph with vertex set X. Using the algebraic or combina-
torial structure of Γ, is it possible to find a set {F0, F1, . . . , Fd} ⊂ MatX(C) (for some d ∈ N)
such that the following hold?
(i) Fi’s (0 ≤ i ≤ d) are nonzero (0, 1)-matrices, such that Fi ◦ Fj = δijFi (0 ≤ i, j ≤ d).
(ii) There exist Ω ⊂ {0, 1, . . . , d} such that
∑
α∈Ω Fα = I, the identity matrix.
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(iii)
d∑
i=0
Fi = J , the all-ones matrix.
(iv) For each i (0 ≤ i ≤ d), Fi
⊤ ∈ {F0, F1, . . . , Fd}.
(v) The vector space span{F0, F1, . . . , Fd} is closed under both ordinary multiplication (A,B)→
AB and Hadamard multiplication (A,B)→ A ◦B.
(vi) span{F0, F = F1, . . . , Fd} = {p(F ) | p ∈ R[t]}.
A basis {F0, F1, . . . , Fd} of some subalgebra C of the matrix algebra MatX(C) for which
properties (i)–(v) of Problem 1.1 hold, is known as the standard basis of C. As consequence of
property (v) we have that FiFj is a linear combination of F0, F1, . . . , Fd for 0 ≤ i, j ≤ d, that
is, there exist intersection numbers phij (0 ≤ i, j, h ≤ d) such that FiFj =
d∑
i=0
phijFh.
Our main results are the Theorems 1.1, 1.2, 1.3, 1.4, 1.5, 1.6 and Algorithms 3.1, 3.4, and
5.14.
Theorem 1.1 Let Γ denote a regular graph with d+1 distinct eigenvalues. If the vector space
A = span{I, A, . . . , Ad} is closed under Hadamard multiplication (A,B) → A ◦ B, then there
exists a unique basis {F0, F1, . . . , Fd} of A such that the following hold.
(i) Fi’s (0 ≤ i ≤ d) are nonzero (0, 1)-matrices, such that Fi ◦ Fj = δijFi (0 ≤ i, j ≤ d).
(ii) There exist m ∈ {0, 1, . . . , d} such that Fm = I, the identity matrix.
(iii)
d∑
i=0
Fi = J , the all-ones matrix.
(iv) Fi
⊤ = Fi (0 ≤ i ≤ d).
(v) FiFj is a linear combination of F0, F1, . . . , Fd for 0 ≤ i, j ≤ d.
Note the similarity between [8, Theorem 2.6.1] and our Theorem 1.1. As a consequence of
Theorem 1.1, we see that if the adjacency algebra A of Γ is closed under Hadamard multiplica-
tion then it produces a symmetric association scheme. The property (ii) of Theorem 1.1 tell us
that if we want to get property (ii) of Problem 1.1, for |Ω| > 1, we should consider a directed
graph Γ. By Theorem 1.1(iv), we also need a directed graph to get non-symmetric Fi’s. Using
the technique from the proof of Theorem 1.1, in Subsection 3.1, we give an algorithm which
yields the number of distinct eigenvalues of A without computing them.
The next question we want to answer is what is the combinatorial structure of Γ for which
the vector space A = span{I, A, . . . , Ad} is closed under Hadamard multiplication.
Theorem 1.2 Let Γ denote a regular graph with d+1 distinct eigenvalues. If the vector space
A = span{I, A, . . . , Ad} is closed under Hadamard multiplication, then, for every vertex x, there
exists an x-distance-faithful intersection diagram with d + 1 cells. Moreover, this intersection
diagram is the same around every vertex.
For the converse of Theorem 1.2, see Theorem 1.3. The first author in [26] defined quotient-
polynomial graphs, as graphs for which the adjacency matrices of walk-regular partition belong
to adjacency algebra A. In the same paper some combinatorial properties of these graphs were
studied. In Section 5 we recall some old, and prove some new, properties of quotient-polynomial
graphs. We also consider graphs which have the same distance-faithful intersection diagram
around every vertex, and we propose a method for deciding is their distance-i matrix Ai is
polynomial in A.
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Theorem 1.3 Let Γ denote a graph with vertex set X, x-distance-faithful intersection diagram
πx, and assume that πx has r+1 cells Pi with P0 = {x}: πx = {P0,P1, . . . ,Pr}. Let wij denote
the number of i-walks (0 ≤ i ≤ r) from y to x for any y ∈ Pj (0 ≤ j ≤ r). Let P = [wij]0≤i,j≤r
denote (r+1)×(r+1) matrix with entries wij. If Γ has the same x-distance-faithful intersection
diagram around every x ∈ X then Γ has exactly rank(P ) distinct eigenvalues. Moreover, if
rank(P ) = r + 1 then Γ is a quotient-polynomial graph.
For the moment assume that Γ is a distance-regular graph with diameter D. Note that in-
tersection diagram of a distance partition around x of Γ has D + 1 cells, and is the same for
every x ∈ X (also it is x-distance-faithful). So as an immediate corollary of Theorem 1.3, the
number of distinct eigenvalues of a distance-regular graph Γ is ≤ D + 1. Also note that the
nonnegative integer wij from the Theorem 1.3 can be computed from the x-distance-faithful
intersection diagram.
In Theorem 1.4 we establish a connection between the structure of Γ and Problem 1.1.
Theorem 1.4 Let Γ denote a regular graph with d + 1 distinct eigenvalues. Then, the vector
space A = span{I, A, . . . , Ad} is closed under Hadamard multiplication if and only if Γ is a
quotient-polynomial graph.
As a corollary of Theorem 1.4, if the number of distinct entries of Ad is greater than d+ 1,
then the adjacency algebra A is not closed under Hadamard multiplication (see also Section 5).
In Theorem 1.5 we consider quotient-polynomial graphs with diameter 2, and 4 distinct
eigenvalues. Quotient-polynomial graphs with diameter 2, and 3 distinct eigenvalues are known
as strongly-regular graphs.
Theorem 1.5 Let Γ denote a regular connected graph with diameter 2 and 4 distinct eigenval-
ues. Then the vector space A = span{I, A,A2, A3} is closed under Hadamard multiplication if
and only if either (i) or (ii) bellow hold.
(i) Any two nonadjacent vertices have a constant number of common neighbours, and the
number of common neighbours of any two adjacent vertices takes precisely two values.
(ii) Any two adjacent vertices have a constant number of common neighbours, and the number
of common neighbours of any two nonadjacent vertices takes precisely two values.
Note the similarity between [14, Theorem 5.1] and Theorem 1.5.
To get property (vi) of Problem 1.1, we have Theorem 1.6.
Theorem 1.6 Let Γ denote a quotient-polynomial graph with d+1 distinct eigenvalues, and let
{I, F1, . . . , Fd} denote the standard basis of the adjacency algebra A. Pick F ∈ {F0, F1, . . . , Fd}.
Then F has d+1 distinct eigenvalues if and only if span{F0, F1, . . . , Fd} = span{I, F, . . . , F d}.
Note that Theorems 1.1, 1.4 and 1.6 give a solution of Problem 1.1.
The paper is organized as follows: in Section 2 we recall some notation and definitions. In
Section 3 we prove Theorem 1.1, in Subsection 3.1 we give an algorithm which gives the number
of different eigenvalues of a Hermitian matrix without computing them, and in Subsection 3.2
we propose a simple algorithm to check distance-regularity. In Section 4 we prove Theorem
1.2. In Section 5 we re-prove some old and obtain some new results about quotient-polynomial
graphs, and we prove Theorem 1.3. In Subsection 5.1 we give an algorithm which computes
the polynomial pi(t) so that Ai = pi(A) (if such polynomial exists). In Section 6 we prove
Theorems 1.4 and Theorem 1.5. In Section 7 we prove Theorem 1.6. Finally, in the last Section
8 we propose some open problems.
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2 Definitions and preliminaries
A graph (or an undirected graph) Γ is a pair (X,R), where X is a nonempty set and R is a
collection of two element subsets of X . The elements of X are called the vertices of Γ, and
the elements of R are called the edges of Γ. When xy ∈ R, we say that vertices x and y are
adjacent, or that x and y are neighbors. A graph is finite if both its vertex set and edge set
are finite. If we allow for an edge to start and to end at the same vertex, then an edge with
identical ends is called a loop, and a graph is simple if it has no loops and no two of its edges
join the same pair of vertices. For any two vertices x, y ∈ X , a walk of length h from x to y is
a sequence x0, x1, x2, . . . , xh (xi ∈ X, 0 ≤ i ≤ h) such that x0 = x, xh = y, and xi is adjacent
to xi+1 (0 ≤ i ≤ h− 1). We say that Γ is connected if for any x, y ∈ X , there is a walk from x
to y. From now on, we assume that Γ is finite, simple and connected.
For any x, y ∈ X , the distance between x and y, denoted dist(x, y), is the length of the
shortest walk from x to y. The diameter D = D(Γ) is defined to be
D = max{dist(u, v) | u, v ∈ X}.
Let Γ = (X,R) be a graph with diameter D. For a vertex x ∈ X and any non-negative
integer h not exceeding D, let Γh(x) denote the subset of vertices in X that are at distance h
from x. Let Γ(x) = Γ1(x) and Γ−1(x) = ΓD+1(x) := ∅. For any two vertices x and y in X at
distance h, let
ch(x, y) := Γh−1(x) ∩ Γ(y),
ah(x, y) := Γh(x) ∩ Γ(y),
bh(x, y) := Γh+1(x) ∩ Γ(y).
We say Γ is regular with valency k, or k-regular, if each vertex in Γ has exactly k neighbours.
A graph Γ is called distance-regular if there are integers bi, ci (0 ≤ i ≤ D) which satisfy
ci = |ci(x, y)| and bi = |bi(x, y)| for any two vertices x and y in X at distance i. Clearly such a
graph is regular of valency k := b0, bD = c0 = 0, c1 = 1 and
ai := |ai(x, y)| = k − bi − ci (0 ≤ i ≤ D)
is the number of neighbours of y in Γi(x) for x, y ∈ X (dist(x, y) = i). For more information
about distance-regular graphs, we refer a reader to [16]. Some excellent articles that contains
algebraic approach to the theory of distance-regular graphs are [1, 2, 25, 29, 54, 66]. An
(n, k, λ, µ) strongly-regular graph is a distance-regular graph Γ = (X,R) of diameter 2 with
|X| = n, b0 = k, a1 = λ and c2 = µ.
A partition around x of Γ, is a partition {P0 = {x},P1, . . . ,Ps} of the vertex set X ,
where s is a positive integer. The eccentricity of x, denoted by ε(x), is the maximum dis-
tance between x and any other vertex y of Γ. A distance partition around x, is a partition
{Γ0(x),Γ(x), . . . ,Γε(x)(x)} of X . A x-distance-faithful partition {P0,P1, . . . ,Ps} with s ≥ ε
is a refinement of the distance partition around x. An equitable partition of a graph Γ is a
partition π = {P1,P2, . . . ,Ps} of its vertex set into nonempty cells such that for all integers i, j
(1 ≤ i, j ≤ s) the number cij of neighbours, which a vertex in the cell Pi has in the cell Pj, is
independent of the choice of the vertex in Pi. We call the cij’s the corresponding parameters.
The intersection diagram of a equitable partition π of a graph Γ is the collection of circles
indexed by the sets of π with lines between them. If there is no line between Pi and Pj, then it
means that there is no edge yz for any y ∈ Pi and z ∈ Pj . If there is a line between Pi and Pj ,
then a number on the line near circle Pi denote corresponding parameter cij . A number above
or bellow a circle Pi denote the corresponding parameter cii (see Figure 1 for an example).
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Figure 1: Cayley graph Cay(Z7; {1, 2}) and its intersection diagram (around vertex 0). Ad-
jacency algebra of this graph is closed with respect to Hadamard multiplication (this follows
from Theorems 1.3 and 1.4; or independently from Theorem 1.5).
2.1 The adjacency algebra
Let C denote the complex number field, and let Γ denote a graph with vertex set X and
diameter D. For 0 ≤ i ≤ D let Ai denote the matrix in MatX(C) with (x, y)-entry
(Ai)xy =
{
1 if dist(x, y) = i,
0 if dist(x, y) 6= i
(x, y ∈ X) (1)
We call Ai the distance-i matrix of Γ. We abbreviate A := A1 and call this the adjacency matrix
of Γ. Observe that A0 = I,
∑D
i=0Ai = J , Ai = Ai (0 ≤ i ≤ D), and A
⊤
i = Ai (0 ≤ i ≤ D),
where I denotes the identity matrix (respectively, all-ones matrix) in MatX(C).
Let V = CX denote the vector space over C consisting of column vectors whose coordinates
are indexed by X and whose entries are in C. We call V the standard module. We endow V
with the Hermitian inner product 〈·, ·〉V that satisfies 〈u, v〉V = u⊤v for u, v ∈ V , where “⊤”
denotes transpose and “ ” denotes complex conjugation. Recall that
〈u,Bv〉V = 〈B
⊤
u, v〉V
for u, v ∈ V and B ∈ MatX(C).
We observe that MatX(C) acts on V by left multiplication, and since A is a real symmetric
matrix, A can be interpret as a self-adjoint operator on V. This yield that V has an orthogonal
basis consisting of eigenvectors of A (see, for example, [3, Chapter 7]). Assume that Γ has
d+ 1 distinct eigenvectors. For each eigenvalue λi (0 ≤ i ≤ d) of Γ let Ui be the matrix whose
columns form an orthonormal basis of its eigenspace Vi := ker(A−λiI), and let mi := dim(Vi).
The primitive idempotents of A are the matrices
Ei := UiU
⊤
i (0 ≤ i ≤ d).
Some well-known properties of the primitive idempotents are the following:
(e-i) p(A) =
d∑
i=0
p(λi)Ei, for every polynomial p ∈ C[t].
(e-ii) tr(Ei) = mi (0 ≤ i ≤ d).
(e-iii) E⊤i = Ei (0 ≤ i ≤ d).
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(e-iv) Γ regular and connected ⇒ E0 = |X|−1J .
(e-v) EiEj = δijEi (0 ≤ i, j ≤ D).
(e-vi) EiA = AEi = λiEi (0 ≤ i ≤ d).
(e-vii) E0 + E1 + · · ·+ Ed = I.
(e-viii) Ei =
1
πi
d∏
j=0
j 6=i
(A− λjI) (0 ≤ i ≤ d), where πi =
∏d
j=0(j 6=i)(λi − λj).
(e-ix) Ah =
∑d
i=0 λ
h
iEi (h ∈ N).
(e-x) Ei is the orthogonal projector onto Vi = ker(A − λiI) (0 ≤ i ≤ d). Moreover, im(Ei) =
ker(A− λiI) and ker(Ei) = im(A− λiI).
Proofs of properties (e-i)–(e-x) can be found, for example, in [55, Chapter 2]. Recall that, the
number of walks of length ℓ ≥ 0 between vertices u and v of Γ is the (u, v)-entry of Aℓ, and
that the eigenvalues of a real symmetric matrix are real numbers (see, for example, [67]). From
this fact, together with (e-iv) and (e-viii), we have the following result:
Corollary 2.1 (Hoffman polynomial, [35, Theorem 1]) A graph Γ is regular and connected
if and only if there exists a polynomial H ∈ R[t] such that J = H(A).
Now, using the above notation, the vector space
A = Rd[A] = span{I, A,A
2, . . . , Ad}
is an algebra, with the ordinary product of matrices and orthogonal basis {E0, E1, . . . , Ed},
called the adjacency algebra. Moreover, the vector space
D = span{I, A,A2, . . . , AD}
forms an algebra with the Hadamard product ‘◦’ of matrices, defined by (M◦N)uv = (M)uv(N)uv.
We call D the distance ◦-algebra. Note that, when Γ is regular, I, A, J ∈ A ∩ D, and thus
dim(A∩D) ≥ 3 assuming that Γ is not a complete graph (in this exceptional case, J = I +A).
In this algebraic context, an important result is that Γ is distance-regular if and only if A = D,
which is therefore equivalent to dim(A ∩ D) = d + 1 (and hence d = D); see, for example,
[6, 8, 57]. A related concept was introduced by Weichsel [69]: a graph is called distance-
polynomia if D ⊂ A, that is, if each distance matrix is a polynomial in A. In other words, a
graph with diameter D is distance-polynomial if and only if dim(A ∩D) = D + 1.
In general the algebras A and D are different from the algebra N = (〈A0, A1, . . . , AD〉,+, ·)
generated by the set of distance-i matrices {A0, A1, . . . , AD} with respect to the ordinary prod-
uct of matrices. Figure 2 shows a diagram with some inclusion relationships when A is closed
under Hadamard multiplication.
3 The symmetric association scheme
In this section we prove Theorem 1.1. (If the adjacency algebra A = 〈I, A, . . . , Ad〉 of a graph
is closed under Hadamard multiplication, then there exists a basis {F0, F1, . . . , Fd} of mutually
disjoint (0, 1)-matrices satisfying the conditions of a symmetric association scheme.)
7
(〈I, A, . . . , Ad〉,+, ◦)
(D,+, ◦)(A,+, ·)
{I, A, J}
Figure 2: Inclusion diagram when the adjacency algebra A is closed under Hadamard multi-
plication. A line segments that goes upward from M to N means that N contains M . In case
when Γ is distance-regular graph we have A = D.
Let us call two (0, 1)-matrices B, C disjoint if B ◦ C = 0. For the moment, let F denote
a vector space of symmetric n × n matrices. In [8, Theorem 2.6.1(i)] it was proved that F
has a basis of mutually disjoint (0, 1)-matrices if and only if F is closed under Hadamard
multiplication. In [8, Theorem 2.6.1(iii)] it was proved that F is the Bose-Mesner algebra of an
association scheme if and only if I, J ∈ F and F is closed under both ordinary and Hadamard
multiplication. Thus, in some sense, our Theorem 1.1 is a re-proof of [8, Theorem 2.6.1] using
a different technique. We emphasize that the notation and technique that we use it the proof
of Theorem 1.1 is important for the application in Subsection 3.1, as well as for the rest of the
paper.
Proof of Theorem 1.1. Let X denote the vertex set of Γ and let bi (0 ≤ i ≤ d) denote the
row vectors, obtained from Ai (0 ≤ i ≤ d) as concatenation of the rows of Ai. That is, if
Ai =


di11 d
i
12 . . . d
i
1,|X|
di21 d
i
22 . . . d
i
2,|X|
...
...
...
di|X|,1 d
i
|X|,2 . . . d
i
|X|,|X|


then
bi =
(
di11 d
i
12 . . . d
i
1,|X| d
i
21 . . . d
i
|X|,1 d
i
|X|,2 . . . d
i
|X|,|X|
)
.
Define B as the d× |X|2 matrix constructed from the row set {b0, b1, . . . , bd},
B =


− b0 −
− b1 −
...
− bd −

 .
It is not hard to see that the vector space A is isomorphic to the vector space C = C(Γ) :=
im(B⊤),
C := im(B⊤) = {γ0b
⊤
0 + γ1b
⊤
1 + . . .+ γdb
⊤
d | γ0, γ1, . . . , γd ∈ R}.
Using elementary row operation on B, we compute C as the reduced row echelon form of the
matrix B. That is,
B
row
∼ C =


1 ∗ 0 0 ∗ ∗ 0 ∗ ∗ . . .
0 0 1 0 ∗ ∗ 0 ∗ ∗ . . .
0 0 0 1 ∗ ∗ 0 ∗ ∗ . . .
...
... 0 ∗
...
0 0 0 0 0 0 1 ∗ ∗ . . .

 =


− c0 −
− c1 −
...
− cd −

 .
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Note that the set of nonzero vectors ci (0 ≤ i ≤ d) are linearly independent. Finally, we can
use row vectors {ci}di=0 to construct our matrices Fi in the following way. If
ci =
(
ci11 c
i
12 . . . c
i
1,|X| c
i
21 . . . c
i
|X|,1 c
i
|X|,2 . . . c
i
|X|,|X|
)
.
then
Fi =


ci11 c
i
12 . . . c
i
1,|X|
ci21 c
i
22 . . . c
i
2,|X|
...
...
...
ci|X|,1 c
i
|X|,2 . . . c
i
|X|,|X|

 .
We claim that the set {F0, F1, . . . , Fd} have the required properties. By construction, it is
routine to show that the matrices F0, F1, . . . , Fm are linearly independent.
(i) Pick Fi for some i (0 ≤ i ≤ d). Since {F0, F1, . . . , Fd} is a basis of the vector space A,
which is closed under both ordinary multiplication and Hadamard multiplication, there exists
scalars α0, . . . , αd such that Fi ◦ Fi =
∑d
h=0 αhFh. Now pick Fj (where j 6= i) and consider
(x, y)-entry of Fj which correspond to first nonzero entry of row vector cj. We have (Fj)xy = 1
and (Fh)xy = 0 (0 ≤ h ≤ d, h 6= j). This yield that if αj 6= 0 then (Fi ◦ Fi)xy = αj 6= 0, a
contradiction (because (Fi)xy = 0). Thus Fi ◦Fi = αiFi. To show that αi = 1, pick (u, v)-entry
of Fi which correspond to first nonzero entry of row vector ci. We have (Fi)uv = 1 and with
that 1 = (Fi ◦ Fi)uv = (αiFi)uv = αi.
This yield Fi ◦ Fi = Fi, and with that all entries of Fi (0 ≤ i ≤ d) are zeros and ones. On a
similar way as above, we can show that Fi ◦ Fj = O, for i 6= j. The result follows.
(ii) Since I ∈ A = span{F0, F1, . . . , Fd} and the set {F0, F1, . . . , Fd} is a basis of ◦-
idempotents there exists index set Ω such that
∑
α∈Ω Fα = I. If |Ω| > 1 then we can pick
α ∈ Ω, y, z ∈ X , such that (Iα)yy = 1 and (Iα)zz = 0. For an algebra A we have that for any
B,C ∈ A, BC = CB, and since J ∈ A we have IαJ = JIα. If we compute (y, z)-entry of IαJ
and JIα we get (IαJ)yz = 1, (JIα)yz = 0, a contradiction. The result follows.
(iii) Since Γ is a regular connected graph we have J ∈ A. On the other hand, by (i) the set
{F0, F1, . . . , Fd} is a basis of ◦-idempotents. The result follows.
(iv) Since Fi (0 ≤ i ≤ d) are real symmetric matrices, the result follows.
(v) Note that {F0, F1, . . . , Fd} is a basis of A.
3.1 The number of different eigenvalues of a Hermitian matrix
As shown in this subsection, the technique used in the proof of Theorem 1.1 can be used to
find the number of distinct eigenvalues of a symmetric (or Hermitian) matrix. The motivation
for this algorithm is that, for the solution of some problems that deal with eigenvalues, we only
need to know the number of different ones. Moreover, if we have a large matrix (or a set of
large matrices), computing all the eigenvalues is time consuming.
Also there is problem of distinct two different eigenvalues when we work with computer
programs. All computers work only with rational numbers. So, if we deal with a large number
of eigenvalues, even when we compute them in the usual way, we always have the problem
of distinguishing two of them, because their values are often close to each other, up to some
decimal place. Our method can avoid this.
Our method is especially applicable in algebraic and spectral graph theory, since symmetric
(0, 1)-matrix represent adjacency matrix of a graph. Also, for example, see Corollary 5.11. For
more information about algebraic and spectral graph theory we recommend [6, 67].
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As before, let X denote a set with |X| = n elements, MatX(C) the set of n × n matrices
over C with rows and columns indexed by X , and A ∈ MatX(C) a Hermitian matrix. In this
subsection we describe a simple algorithm to find the number d + 1 of distinct eigenvalues of
A (without computing them). Notice that it suffices to find the dimension of the vector space
A spanned by the powers of A. With this aim, we can consider the set {A0, A1, . . . , Ak} for
some positive integer k. Then, as in the proof of Theorem 1.1, we construct the matrix B and
compute C = (cij) as its reduced row echelon form. Then, notice that the set of nonzero row
vectors ci (0 ≤ i ≤ k) are linearly independent. Thus, we only need to find the smallest k so
that ck 6= 0 to conclude that A has d+ 1 = s+ 1 different eigenvalues. The problem with this
approach is that to decide what initial number k to pick. Of course, k = n will always work,
but, in this case, we need to compute all Ai (0 ≤ i ≤ n) which is not the best choice if the
number of distinct eigenvalues is small compared with n.
To overcome the above problem, we propose an algorithm based on the Gram-Schmidt
method. Recall that this method produces a set of orthogonal (and, hence, linearly indepen-
dent) vectors in an inner product space, which, in our case Cn = MatX(C) is equipped with
the scalar product
〈A,B〉Cn :=
1
n
tr(AB) =
1
n
sum(A ◦B), A, B ∈MatX(C), (2)
where sum(M) denotes the sum of all entries of M (the term 1
n
is a normalization factor to get
‖I‖Cn = 1) . Then, if we apply the method from the matrices I, A,A
2, . . ., we get a sequence
A0, A1, . . ., where Ai is a polynomial of degree i in A, for i = 0, . . . , d, A0, . . . , Ad are orthogonal,
and Ai = 0 for i > d. Consequently, we only need to apply the process until we reach the first
zero matrix. Moreover, notice that if, when computing Ak+1, instead of the power A
k+1, we
use AkA, we have 〈AkA,Ai〉 = 〈Ak, AAi〉 = 0 for each i < k − 1 (since AAi is a polynomial in
A of degree < k). Then, the algorithm is as follows:
Algorithm 3.1 Let A ∈ Cn = MatX(C) denote a Hermitian matrix. The following algorithm
produces as a result the number of different eigenvalues of matrix A, without computing them
explicitly.
Input: A Hermitian matrix A.
Output: The number d+ 1 of distinct eigenvalues of A.
1. Initialize A0 := I, A1 := A, and k := 1.
2. Compute the matrix Ak+1 = AkA−
∑k
i=k−1
〈AkA,Ai〉Cn
‖Ai‖2Cn
Ai.
3. While Ak+1 6= 0, do k := k + 1 and go to step 2.
4. As a result of applying steps 2 and 3, we get a set of matrices {A0, A1, . . . , Ar, Ar+1} with
Ai 6= 0 for i = 0, . . . , r, and Ar+1 = 0
5. Conclude that A has d+ 1 = r + 1 different eigenvalues.
Thus, if A is a Hermitian matrix such that A = span{A0, A, . . . , Ad} is closed under
Hadamard product, we can use Algorithm 3.1 to compute the standard basis {F0, F1, . . . , Fd} of
A by following the proof of Theorem 1.1(i). Just apply the algorithm to get a set {A0, A1, . . . , Ad}
of non-zero matrices such that d + 1 is the number of distinct eigenvalues of A, and, starting
from them, proceed as in the proof.
Remark 3.2 For application purposes, assume that the entries of A are integers, and we want
to work only with integers in the whole procedure avoiding numerical computations. Then,
instead of the scalar product in (2), we can use the inner product 〈A,B〉Cn = tr(AB) and
change Algorithm 3.1 accordingly (modifying step 2 also, to avoid devision).
10
3.2 Checking distance-regularity
If fact, if A is the adjacency matrix of a graph Γ with d + 1 eigenvalues, the above inner
product (2) is denoted as 〈·, ·〉Γ, and the obtained matrices A0, A1, . . . , Ad coincide, up to a
multiplicative constant, with the so-called predistance matrices of Γ, see [30]. In turn, such
matrices are obtained by evaluating at A the predistance polynomials p0, . . . , pd, introduced in
[27]. In particular, if Γ is distance-regular, the predistance polynomials and predistance matrices
are, respectively, the distance polynomials and distance matrices of Γ. If Γ has spectrum
sp(Γ) = sp(A) = {λm00 , λ
m1
1 , . . . , λ
md
d }, where λ0 > λ1 > · · · > λd, the predistance polynomials
p0, p1, . . . , pd constitute an orthogonal sequence of polynomials (dgr(pi) = i) with respect to the
scalar product
〈f, g〉Γ :=
1
n
d∑
i=0
mif(λi)g(λi) =
1
n
tr(f(A)g(A)) = 〈f(A), g(A)〉Γ, (3)
normalized in such a way that ‖pi‖
2
Γ = pi(λ0) (we know that pi(λ0) > 0 for every i = 0, . . . , d).
As every sequence of orthogonal polynomials, the predistance polynomials satisfy a three-
term recurrence of the form
xpi = bi−1pi−1 + aipi + ci+1pi+1 (0 ≤ i ≤ d), (4)
where the constants bi−1, ai, and ci+1 are the Fourier coefficients of xpi in terms of pi−1,
pi, and pi+1, respectively (and b−1 = cd+1 = 0). Moreover, p0 + p1 + · · · + pd = H , the
Hoffman polynomial of Corollary 2.1. Hence, if Γ is k-regular, we can apply Algorithm 3.1 to
obtain the predistance matrices if we normalize each Ai, for i = 0, . . . , d, in such a way that
‖Ai‖2Γ = 〈Ai, J〉Γ, which satisfy
A0 + A1 + · · ·+ Ad = p0(A) + p1(A) + · · ·+ pd(A) = H(A) = J. (5)
Some recent characterizations of distance-regularity in terms of the predistance polynomials
and distance matrices Ad and Ad−1 are the following: A regular graph Γ with d + 1 distinct
eigenvalues, diameter D = d, is distance-regular if and only if either
(DR1) Ad ∈ A,
(DR2) Ad = pd(A),
(DR3) Ai = pi(A) for i = d− 2, d− 1.
Every of the above conditions assures the existence of all the distance matrices A0(= I), A1(=
A), A2, . . . , Ad, which is a well-known characterization of distance-regularity. More generally,
in [12], a graph Γ is said to be k-partially distance-regular, for some k < d, if there exist the
distance matrices Ai for i = 0, . . . , k. For more details, see [15, 12, 24, 28].
Now, as another possible application of Algorithm 3.1 we have the following result.
Proposition 3.3 Let Γ be a regular graph with diameter D, and d + 1 different eigenvalues.
Let Ai be the matrices obtained by applying the Algorithm 3.1, and normalizing them so that
‖Ai‖2Γ = 〈Ai, J〉Γ, for i = 0, 1 . . ., that is, Ai ←
〈Ai,J〉Γ
‖Ai‖2Γ
Ai. If the following conditions hold:
(i) AD+1 = 0 and AD 6= 0,
(ii) AD is a (0, 1)-matrix,
(iii) Ai, i = 0, . . . , D − 1, are nonnegative matrices.
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then, Γ is a distance-regular graph.
Proof. We will prove that Ad is the d-distance matrix of Γ. First, as we have already seen,
(i) implies that D = d. Then, if u, v ∈ X are two vertices at distance dist(u, v) = d, we have
that (Ad)uv = (pd(A))uv = (H(A))uv = (J)uv = 1. Otherwise, assume that dist(u, v) = ℓ < d
and (Ad)uv = 1. Then, from (5) and (iii), it should be (Aℓ + · · ·+ Ad−1)uv = 0. In particular,
(Aℓ)uv = 0, a contradiction since Aℓ = pℓ(A), with dgr(pℓ) = ℓ and so pℓ has leading nonzero
coefficient. Then, if dist(u, v) < d, then (Ad)uv = 0. Consequently, Ad is as claimed, and (DS2)
gives the result.
Notice that, in fact, if Γ is indeed distance-regular, all the normalized matrices A0, A1, . . .
obtained by the Algorithm 3.1 must be the corresponding distance matrices.
Algorithm 3.4 The following algorithm returns ‘true’ or ‘false’ depending on whether a reg-
ular graph is distance-regular or not.
Input: The adjacency matrix A of a regular graph Γ.
Output: ‘true’ (Γ is distance-regular) or ‘false’.
1. Initialize A0 := I, A1 := A, and k := 1.
2. Compute the matrix Ak+1 = AkA−
∑k
i=k−1
〈AkA,Ai〉Γ
‖Ai‖2Γ
Ai,
3. Set Ak+1 :=
〈Ak+1,J〉Γ
‖Ak+1‖
2
Γ
Ak+1 (normalization),
4. If Ak+1 is not a (0, 1)-matrix, then return false, and end the program.
5. If Ak+1 = 0 and k < D then return false, and end the program.
6. IfAk+1 = 0 and k = D then return true, and end the program.
7. Set k := k + 1 and go to step 2.
Remark 3.5 Here, a comment similar to Remark 1.1 is in order. Indeed, notice that in
Proposition 3.3 and Algorithms 3.1 and 3.4 the normalization of the matrices Ai is not strictly
neccessary (and in the algorithms is time consuming). We only need to require that all entries
of Ai have the same value, say, ci. Then, if eventually we want to get (0, 1)-matrices, we simply
apply Ai ←
1
ci
Ai.
4 The distance-faithful intersection diagrams
In this section we prove Theorem 1.2. (If the adjacency algebra A = {I, A, . . . , Ad} of a regular
graph is closed under Hadamard multiplication, then there exist a common x-distance-faithful
intersection diagram with d+ 1 cells for every vertex x.)
Proof of Theorem 1.2. Since Γ is a regular graph, by Theorem 1.1 A has the standard
basis {F0, F1, . . . , Fd}. Let X denote the vertex set of Γ, pick two vertices x, u ∈ X and define
partitions πx and πu of X in the following way
πx = {P0(x),P1(x), . . . ,Pd(x)}, where Pi(x) = {z | (Fi)xz = 1} (0 ≤ i ≤ d),
πu = {P0(u),P1(u), . . . ,Pd(u)}, where Pi(u) = {w | (Fi)uw = 1} (0 ≤ i ≤ d).
To prove the claim, we need to show that the following (i)–(iii) hold.
(i) All vertices in Pi(x) are on the same distance from x.
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(ii) |Pi(x)| = |Pi(u)| (0 ≤ i ≤ d).
(iii) There exist numbers cij (0 ≤ i, j ≤ d) such that
(1) πx is equitable partition of Γ with corresponding parameters cij .
(2) πu is equitable partition of Γ with corresponding parameters cij .
(i) We will first show that for any z, w ∈ Pi(x) we have (Aℓ)xz = (Aℓ)xw (0 ≤ ℓ ≤ d), that
is, the number of walks of length ℓ from x to z is the same as the number of walks of length ℓ
from x to w. Since {Fh}dh=0 is a basis of A there exist scalars αij (0 ≤ i, j ≤ d) such that
Aℓ =
d∑
j=0
αℓjFj (0 ≤ ℓ ≤ d).
Since z, w ∈ Pi(x) we have (Fi)xz = (Fi)xw = 1 and (Fj)xz = (Fj)xw = 0 for j 6= i. This yields
(Aℓ)xz = αℓi = (A
ℓ)xw.
Now we prove the claim (i) by contradiction. Assume that z, w ∈ Pi(x) and that dist(x, z) >
dist(x, w) = ℓ. Then, we have (Aℓ)xw 6= 0 but (Aℓ)xz = 0, a contradiction.
(ii) Pick i (0 ≤ i ≤ d). If Γ is a regular graph of valency k, then Aj = kj (where j is
all-ones column vector). This yields E0j = j and Ejj = 0 for 1 ≤ j ≤ d (see property (e-x)
from page 7). Now, since Fi ∈ A = span{E0, E1, . . . , Ed}, there exist scalars βh (0 ≤ h ≤ d)
such that
Fi =
d∑
h=0
βhEh.
This implies Fij = β0E0j = β0j, that is, the sum of row entries is the same for every vertex.
Therefore, |Pi(x)| =
∑
z∈X(Fi)xz = β0 =
∑
w∈X(Fi)uw = |Pi(u)|.
(iii) Since AFi ∈ span{F0, F1, . . . , Fd}, there exist scalars cij (0 ≤ i, j ≤ d) such that
AFi =
d∑
h=0
cihFh (0 ≤ i ≤ d). (6)
Pick y ∈ Pj(x). Now, from the left side of (6) we have
(AFi)yx =
∑
z∈X
(A)yz(Fi)zx = |Γ(y) ∩ Pi(x)|,
and from the right side of (6) we have
(AFi)yx =
(
d∑
h=0
cihFh
)
yx
= cij(Fj)yx = cij.
Thus, πx is an equitable partition of Γ with corresponding parameters cij . Similarly, pick
v ∈ Pj(u). From one side of (6) we have (AFi)vu = |Γ(v) ∩ Pi(u)| and from the other side of
(6), (
∑d
h=0 cihFh)vu = cij. Therefore, πu is also an equitable partition of Γ with corresponding
parameters cij .
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5 The quotient-polynomial graphs
In this section we recall some old, and prove some new, properties of quotient-polynomial
graphs. Recall that, for every y, z ∈ X , (Aℓ)yz (0 ≤ ℓ ≤ d) is the number of walks of length ℓ
between vertices y and z.
Definition 5.1 Let Γ denote a graph with vertex set X and d + 1 distinct eigenvalues. The
column vector w(y, z) ∈ Cd+1 is defined as
w(y, z) =
(
(A0)yz, (A
1)yz, . . . , (A
d)yz
)⊤
.
Remark 5.2 If we have an equitable partition π = {P0,P1, . . . ,Pr} around y, P0 = {y}, with
intersection numbers bij we can compute the vector w(y, z) (y, z ∈ X) from its quotient matrix
B = (bij) ∈ Mat(r+1)×(r+1)(C), (0 ≤ i, j ≤ r). The reason is that
1
|Pj |
(Bℓ)Pj ,P0 is the number of
ℓ-walks (0 ≤ ℓ ≤ d) from z to y for any z ∈ Pj (0 ≤ j ≤ r) (see, for instance, [13]).
Lemma 5.3 Let R = {R0, R1, . . . , Rr} denote a partition of X × X such that, for each i
(0 ≤ i ≤ r), the pairs (y, z), (u, v) ∈ X×X belong to Ri if and only if w(y, z) = w(u, v). Then
all pairs of vertices in a given Ri are at the same distance.
Proof. By contradiction, assume that (y, z), (u, v) ∈ Ri and that dist(y, z) > dist(u, v) = ℓ.
Then, we would have (Aℓ)uv 6= 0 but (Aℓ)yz = 0, against the definition of Ri.
Definition 5.4 A partition R = {R0, R1, . . . , Rr} of X ×X is called walk-regular if, for each i
(0 ≤ i ≤ r), the pairs (y, z), (u, v) ∈ X ×X belong to Ri if and only if w(y, z) = w(u, v). Let
Mi (0 ≤ i ≤ r) denote the |X| × |X| matrix, indexed by the vertices of Γ, and defined by
(Mi)yz =
{
1 if (y, z) ∈ Ri
0 otherwise.
(y, z ∈ X).
The matrix Mi is called adjacency matrix of the equivalence class Ri.
Remark 5.5 Note that we always can permute indices of {R0, R1, . . . , Rr} of a walk-regular
partition. So, if necessary and using Lemma 5.3, we can define a walk-regular partition by
adding the following restriction on R: for any i ≤ j and (x, y) ∈ Ri, (u, v) ∈ Rj we have
dist(x, y) ≤ dist(u, v).
Lemma 5.6 Let Γ be a graph with vertex set X and a walk-regular partition R of X × X.
Let Ai (0 ≤ i ≤ D) denote the distance-i matrix of Γ, and let Mi (0 ≤ i ≤ r) denote the
adjacency matrices of the corresponding equivalence classes Ri. Then there exists an index set
Φi ⊂ {0, . . . , r} such that
Ai =
∑
j∈Φi
Mj .
Proof. Immediate from Lemma 5.3.
Definition 5.7 Let Γ denote a graph with vertex set X , d+ 1 distinct eigenvalues, and adja-
cency algebra A. Let R = {R0, R1, . . . , Rr} denote the walk-regular partition of X × X and
let Mi (0 ≤ i ≤ r) denote the adjacency matrices of the equivalence classes Ri (0 ≤ i ≤ r). A
graph Γ is quotient-polynomial if Mi ∈ A (0 ≤ i ≤ r).
From this definition and Lemma 5.6 it follows that every distance-i matrix of Γ belongs to
its adjacency algebra A.
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Figure 3: The quotient-polynomial graph Γ := K2 ⊗ T4 and its intersection diagram. The
adjacency algebra of Γ is closed with respect to the Hadamard product. If {F0, F1, F2, F3, F4} is
the standard basis from Remark 5.8, then for a fixed vertex x of Γ we have Pi = {z | (Fi)xz = 1}
(0 ≤ i ≤ d).
Example 5.8 Let B ⊗ C denote the Kronecker tensor product of matrices B and C (for the
definition and properties of Kronecker tensor product see, for example, [42, Chapter 13] or [36,
Chapter 4]). Let A and A′ denote the adjacency matrices of the graphs Γ and Γ′ respectively.
The Kronecker product, Γ⊗ Γ′, is that graph with adjacency matrix A⊗ A′ (see [68]).
Let T4 be the triangular graph with vertex set X
′ = {0, 1, 2, 3, 4, 5}, and edge set R′ =
{01, 02, 03, 12, 13, 14, 24, 25, 34, 35, 45} (that is, T4 is the line graph of the complete graph K4).
The distinct eigenvalues of T4 are {−2, 0, 4}, and the distinct eigenvalues of the complete graph
K2 are {−1, 1}. Consider the graph Γ = K2 ⊗ T4. From [42, Theorem 13.12], the distinct
eigenvalues of Γ are {−4,−2, 0, 2, 4}, and from [68, Theorem 1], Γ is connected. Moreover, Γ is
a quotient-polynomial graph. The adjacency algebra of Γ is closed with respect to the Hadamard
product, and has the standard basis {F0, F1, F2, F3, F4}, where Fi := pi(A) (0 ≤ i ≤ 4) and
p0(t) = 1, p1(t) = t, p2(t) = −
t4
32
+
5t2
8
− 1,
p3(t) =
t4
16
−
3t2
4
, p4(t) =
t3
8
−
3t
2
.
For the corresponding intersection diagram of Γ see Figure 3.
Definition 5.9 Let Γ denote a graph with d + 1 distinct eigenvalues. Given a walk-regular
partition R = {R0, R1, . . . , Rr} of X×X , let wij be the common value of the number of i-walks
(0 ≤ i ≤ d) from y to z for any y, z ∈ Rj (0 ≤ j ≤ r). Define the matrices W and Z, and the
polynomials pi(t) (0 ≤ i ≤ d) as follows:
[W |t] =


w00 w01 . . . w0r 1
w10 w11 . . . w1r t
w20 w21 . . . w2r t
2
...
...
...
...
wd0 wd1 . . . wdr t
d


row
∼


1 ∗ 0 0 . . . 0 ∗ . . . ∗ p1(t)
0 0 1 0 . . . 0 ∗ . . . ∗ p1(t)
0 0 0 1 . . . 0 ∗ . . . ∗ p2(t)
...
...
...
...
...
...
...
...
0 0 0 0 . . . 1 ∗ . . . ∗ pd(t)


= [Z|p(t)],
that is, the matrix [Z|p(t)] is the reduced row-echelon form of [W |t].
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Theorem 5.10 Let Γ be a graph with vertex set X, d + 1 distinct eigenvalues, and let R =
{R0, R1, . . . , Rr} denote a walk-regular partition of X ×X. Then,
d ≤ r.
Furthermore, let Z denote the matrix of Definition 5.9, and define W := {w(y, z) | y, z ∈ X}.
Then the following are equivalent.
(i) d = r.
(ii) Z = I.
(iii) |W| = d+ 1.
(iv) W is a linearly independent set.
(v) Γ is a quotient-polynomial graph.
Proof. Let Mj denote the adjacency matrix of the equivalent-class Rj (0 ≤ j ≤ r). Since R is
a walk-regular partition, for the scalars wij (0 ≤ i ≤ d, 0 ≤ j ≤ r) of Definition 5.9, we have
I = w00M0 + w01M1 + · · ·+ w0rMr,
A = w10M0 + w11M1 + · · ·+ w1rMr,
A2 = w20M0 + w21M1 + · · ·+ w2rMr,
...
Ad = wd0M0 + wd1M1 + · · ·+ wdrMr.
This yields span{I, A, . . . , Ad} ⊆ span{M0,M1, . . . ,Mr} as vector spaces, and hence d ≤ r.
Let W denote the matrix from Definition 5.9. Note that the elements of the set W are
columns of the matrixW , and since R is a walk-regular partition,W has exactly r+1 elements.
Also note that
rank(W ) ≥ d+ 1. (7)
Otherwise, if rank(W ) < d + 1, applying elementary row operations on the above system, we
get Ad ∈ span{I, A, . . . , Ad−1}, a contradiction.
To prove equivalences between (i)–(v), we show the following chain of implications.
(i) ⇒ (ii), (v). If d = r then rank(W ) = d + 1 = r + 1, which means that Z = I and for
every Mi we have Mi = pi(A). This yields Mi ∈ A, and Γ is a quotient-polynomial graph.
(ii)⇒ (i), (iii), (iv). If Z = I, since Z is a (d+1)×(r+1) matrix, we have r = d. Moreover,
we also have that rank(W ) = d + 1. This yield |W| = d + 1 and W is a linearly independent
set.
(iii) ⇒ (i), (iv). If |W| = d+ 1 then d = r (since W has r + 1 elements). If W is a linearly
dependent set, then rank(W ) < d+ 1, which is a contradiction with (7).
(iv) ⇒ (i). If W is a linearly independent set, then rank(W ) ≥ r + 1. On the other hand,
since d ≤ r, and W is (d+ 1)× (r + 1) matrix, we have rank(W ) ≤ d+ 1. This yield d = r.
(v) ⇒ (i). If Γ is a quotient-polynomial graph then Mi ∈ A (0 ≤ i ≤ r). Then as vector
spaces span{M0,M1, . . . ,Mr} ⊆ span{I, A, . . . , A
d}, which yield r ≤ d. On the other hand,
since d ≤ r, the result follows.
Corollary 5.11 Let Γ denote a graph with d + 1 distinct eigenvalues, and x-distance-faithful
intersection diagram π with r+1 cells. If Γ has the same x-distance-faithful intersection diagram
around every vertex x, then Γ has at most r + 1 eigenvalues. Moreover, if r = d then Γ is a
quotient-polynomial graph.
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Proof. The same intersection diagram around every vertex corresponds to a walk-regular
partition of X ×X with r + 1 cells. The result now follows from Theorem 5.10.
Considering the proof of Theorem 5.10, the number of distinct eigenvalues of Ai (0 ≤ i ≤ d)
is important in deciding when Γ is not a quotient-polynomial graph.
Corollary 5.12 Let Γ denote a graph with vertex set X and d + 1 distinct eigenvalues. If,
for i ∈ {0, . . . , d}, the matrix Ai has more than d + 1 distinct eigenvalues, then Γ is not a
quotient-polynomial graph.
Proof. Under the hypothesis, Ai cannot be written as a linear combination of some d + 1
◦-idempotent (0, 1)-matrices in {F0, . . . , Fd} and, hence, A does not have a standard basis.
Comment 5.13 If Γ is a quotient-polynomial graph then the polynomials pi (0 ≤ i ≤ r)
from Definition 5.9 are orthogonal with respect to the scalar product (3), as happens with the
distance polynomials of a distance-regular graph. Indeed, for every i, j (0 ≤ i, j ≤ d), we have
〈pi, pj〉Γ = 〈pi(A), pj(A)〉Γ = 〈Mi,Mj〉Γ =
1
|X|
∑
u,v∈X
(Mi ◦Mj)uv = 0.
Also, for the same polynomials pi (0 ≤ i ≤ r), we have that Γ is a regular and connected graph
if and only if
∑r
i=0 pi(A) = J .
Proof of Theorem 1.3. (If Γ has the same x-distance-faithful intersection diagram with
r cells around every vertex, then Γ has exactly rank(P ) distinct eigenvalues, where P =
(wij)(r+1)×(r+1). If rank(P ) = r + 1 then Γ is a quotient-polynomial graph.)
Using the intersection diagram πx = {P0,P1, . . . ,Pr} around x, we can consider the column
vectors
w0 =


w00
w10
w20
...
wr0

 ,w1 =


w01
w11
w21
...
wr1

 , . . . ,wr =


w0r
w1r
w2r
...
wrr

 , (8)
where wij denote the number of i-walks (0 ≤ i ≤ r) from z to x for any z ∈ Pj (0 ≤ j ≤ r).
Note that we do not know is it wi 6= wj for every 0 ≤ i, j ≤ r. Now, pick a vertex u ∈ X
(u 6= x), consider the intersection diagram πu = {P0(u),P1(u), . . . ,Pr(u)}, and let w′ij(u, v)
denote the number of i-walks (0 ≤ i ≤ r) from v to u for any v ∈ Pj(u) (0 ≤ j ≤ r). Then,
since Γ has the same intersection diagram around every vertex, the set of vectors
w′0(u, v),w
′
1(u, v), . . . ,w
′
r(u, v),
is the same as in (8). That is, for every i (0 ≤ i ≤ r) there exists exactly one h (0 ≤ h ≤ r) such
that wi = w
′
h(u, v). Now we can define the matrices Mi ∈ Mat(r+1)×(r+1)(C) in the following
way:
(Mi)zy =
{
1 if w′h(z, y) = wi for some h,
0 otherwise
(z, y ∈ X).
This definition of Mi yields that
Ai = wi0M0 + wi1M1 + · · ·+ wirMr (0 ≤ i ≤ r). (9)
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Also, since Γ has the same distance-faithful intersection diagram around every vertex, using
this intersection diagram we can construct a walk-regular partition of X ×X with r + 1 basis
relations Ri. So, by Theorem 5.10, d ≤ r. By assumptions
P =


w00 w01 . . . w0r
w10 w11 . . . w1r
w20 w21 . . . w2r
...
...
...
wr0 wr1 . . . wrr

.
Now using (9) and the fact that dim(A) = d+1, it follows rank(P ) = d+1. If rank(P ) = r+1
the result follows from Theorem 5.10.
5.1 Algorithmic approach for deciding if Ai is polynomial in A
In this subsection we give an algorithm which, for a given graph Γ, decides whether Ai (0 ≤
i ≤ D) is a polynomial (not necessarily of degree i) in A or not. If the answer is in the
affirmative, the algorithm also compute that polynomial. Note that this procedure can be seen
as a refinement of Algorithm 3.4, since allows to decide if Γ is distance-polynomial (Ai ∈ A for
every i = 0, . . . , D).
Algorithm 5.14 Let A denote the adjacency matrix of Γ with d+ 1 distinct eigenvalues and
diameter D. Considering only the matrix Z (from Definition 5.9) we can determine which
distance-i matrix is a polynomial in A (see Example 4).
Input: The adjacency matrix A of Γ, or intersection diagrams around every vertex.
Output: A polynomial pi such that Ai = pi(A) (if such a polynomial exists).
1. Using the adjacency matrix A of Γ (or using intersection diagrams around every vertex),
compute the vectors w(y, z) for every y, z ∈ X (see Definition 5.1 and Remark 5.2).
2. Find the matrices [W | t], [Z | p(t)], and the polynomials pi(t) (0 ≤ i ≤ d) from
Definition 5.9.
3. The columns of the matrices W and Z are indexed by the sets {R0, R1, . . . , Rr} (where
R = {R0, R1, . . . , Rr} is the walk-regular partition of X×X). Let Ri1 , Ri2, . . . , Rik denote
the equivalence classes for which all pair of vertices in any Rih (0 ≤ h ≤ k) are at the same
distance. These relations represent the columns ih (0 ≤ h ≤ k) in [W |t] and [Z|p(t)].
Let pj1, pj2, . . . , pjm denote the polynomials which have nonzero entry in the columns ih
(0 ≤ h ≤ k) of Z.
4. If the sum of the rows j1, j2, . . . , jm of Z is a (0, 1)-row vector for which the nonzero
entry is only in columns Ri1 , Ri2 , . . . , Rik , and vice versa, then the adjacency matrix Ai
is polynomial in A, and we have Ai = pj1(A) + pj2(A) + . . . + pjm(A). Otherwise, Ai is
not polynomial in A.
Example 5.15 Assume that Γ is the graph from Figure 4. Using the intersection diagram
we can compute the adjacency matrix B ∈ Mat8×8(C) of intersection diagram, and using B,
we can compute the numbers wij from Definition 5.9 (for example, a number (B
ℓ)P3,P0 is the
number wℓ3 (0 ≤ ℓ ≤ 7)). Since we do not know the number of distinct eigenvalues, using
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Figure 4: ‘Chordal ring’ (12, 4) and its intersection diagram. This graph has the same in-
tersection diagram around every vertex and adjacency algebra A is not closed with respect
to Hadamard product. If R = {R0, R1, . . . , R7} is the walk-regular partition and if Fi
(0 ≤ i ≤ 7) are adjacency matrices of Ri (0 ≤ i ≤ 7), then for a fixed vertex x of Γ we
have Pi = {z|(Fi)xz = 1} (0 ≤ i ≤ 7).
Corollary 5.11 we know that Γ will not have more then 8 of them. So we can compute the
matrices W and Z with 8 rows and 8 columns. We have

1 0 0 0 0 0 0 0 1
0 1 1 0 0 0 0 0 t
3 0 0 1 2 0 0 0 t2
0 6 7 0 0 2 3 0 t3
19 0 0 11 16 0 0 8 t4
0 46 51 0 0 30 35 0 t5
143 0 0 111 132 0 0 100 t6
0 386 407 0 0 322 343 0 t7


︸ ︷︷ ︸
=[W |t]
row
∼


1 0 0 0 0 0 0 0 p0(t)
0 1 0 0 0 0 −1 0 p1(t)
0 0 1 0 0 0 1 0 p2(t)
0 0 0 1 0 0 0 0 p3(t)
0 0 0 0 1 0 0 0 p4(t)
0 0 0 0 0 1 1 0 p5(t)
0 0 0 0 0 0 0 1 p6(t)
0 0 0 0 0 0 0 0 ∗


︸ ︷︷ ︸
=[Z|p(t)]
where polynomials pi(t) (0 ≤ i ≤ 6) are
p0(t) = 1, p1(t) =
1
10
t5 −
3
2
t3 +
27
5
t, p2(t) = −
1
10
t5 +
3
2
t3 −
22
5
t,
p3(t) =
2
15
t6−
5
3
t4+
68
15
t2−1, p4(t) = −
1
15
t6+
5
6
t4−
53
30
t2−1, p5(t) =
1
20
t5−
1
4
t3−
4
5
t,
p6(t) = −
1
20
t6 +
3
4
t4 −
27
10
t2 + 1.
Since rank(W ) = 7, Γ has 7 distinct eigenvalues, which imply that the polynomial p7(t) is not
important. Note that A0 = p0(A), A1 = p1(A) + p2(A), A2 = p3(A) + p4(A), A3 = p5(A)
and A4 = p6(A). Therefore, every distance-i matrix can be write as a polynomial in A and∑6
i=0 pi(t) is the Hoffman polynomial. Thus, Γ is not a quotient-polynomial graph.
6 Some characterizations of quotient polynomial graphs
In this section we prove Theorems 1.4 and 1.5. First we prove Theorem 1.4. (The adjacency
algebra of Γ is closed under Hadamard product if and only if Γ is a quotient-polynomial graph).
Proof of Theorem 1.4. The proof of this claim follows from [26, Theorem 4.1]. Here we give
an alternative proof for completeness and clarity.
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Assume that Γ is a quotient-polynomial graph. Let Fi (0 ≤ i ≤ d) denote the adjacency
matrix of the equivalence class Ri (0 ≤ i ≤ d) of a walk-regular partition R = {R0, R1, . . . , Rd}
of X ×X . By definition, {I = F0, F1, . . . , Fd} is a linearly independent set such that Fi ◦ Fj =
δijFi, and
∑d
i=0 Fi = J . Moreover since Fi ∈ A we have span{F0, F1, . . . , Fd} ⊆ A. Thus, the
vector space A is closed under both ordinary and Hadamard multiplication.
Conversely, assume that the vector space A is closed under both ordinary and Hadamard
multiplication. By Theorem 1.1, since Γ is a regular graph, the algebra A has the standard
basis {I = F0, F1, . . . , Fd}. Then, there exists scalars αij (0 ≤ i, j ≤ d) such that
Aℓ =
d∑
j=0
αℓjFj (0 ≤ ℓ ≤ d). (10)
Now, by (10), if u, v, y, z ∈ X are vertices such that (Fi)uv = 1 and (Fi)yz = 1 (0 ≤ i ≤ d),
then the number of walks of length ℓ from u to v, is equal to the number of walks of length ℓ
from y to z (0 ≤ ℓ ≤ d). This implies that the matrices Fi correspond to the basis relations Ri
(0 ≤ i ≤ d), and that R = {R0, R1, . . . , Rd} is a walk-regular partition of X×X . Since Fi ∈ A
the result follows.
Corollary 6.1 Let Γ be a graph with adjacency matrix A and d + 1 distinct eigenvalues. If
some matrix in {A2, . . . , Ad} has more than d + 1 distinct entries, then A is not closed under
Hadamard product.
Now we prove Theorem 1.5. (A regular graph Γ with diameter 2 and 4 distinct eigenvalues
is quotient-polynomial if and only if either any two nonadjacent (respectively, adjacent) vertices
have a constant number of common neighbours, and the number of common neighbours of any
two adjacent (respectively, nonadjacent) vertices takes precisely two values.)
The proof can be seen as very nice application of the walk-regular partition from Section 5.
Proof of Theorem 1.5.
(⇒) Assume that the vector space A = span{I, A,A2, A3} is closed under Hadamard mul-
tiplication. By Theorem 1.1, A has the standard basis {F0, F1, F2, F3} consisting of
◦-idempotents. For every ℓ (0 ≤ ℓ ≤ 3) there exist scalars αℓi (0 ≤ i ≤ 3) such that
Aℓ = αℓ0F0 + αℓ1F1 + αℓ2F2 + αℓ3F3.
This implies that if (Fi)yz 6= 0 then (Aℓ)yz = αℓi. Thus, for every y, z, u, v ∈ X , if
(Fi)yz 6= 0 and (Fi)uv 6= 0 then
(Aℓ)yz = (A
ℓ)uv (0 ≤ ℓ ≤ 3).
Now, we can obtain a walk-regular partition R = {R0, R1, R2, R3} (see Definition 5.4) in
the following way:
(z, y) ∈ Ri ⇔ (Fi)zy 6= 0 (0 ≤ i ≤ 3).
By Lemma 5.3, all pairs of vertices in a given Ri are at the same distance. This implies that
if (Fi)zy 6= 0 and (Fi)uv 6= 0 then dist(z, v) = dist(u, v) for every z, y, u, v ∈ X . Permute
indices of the set {F0, F1, F2, F3} so that F0 = I, and, for any i ≤ j and (Fi)zy 6= 0,
(Fj)uv 6= 0 we have dist(z, y) ≤ dist(u, v). Since Γ is a graph of diameter 2, (F3)zy 6= 0
implies dist(z, y) = 2. Since there exist scalars βi (0 ≤ i ≤ 3) such that
A = β0I + β1F1 + β2F2 + β3F3
and since A is (0, 1)-matrix, we have β0 = 0 and only one of the following two cases are
possible: A = F1 + F2 or A = F1.
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Case 1. Assume that A = F1 + F2. This yields F3 = A2. Now, it is not hard to see that
there exists scalars k, λ1, λ2, µ such that
A2 = kI + λ1F1 + λ2F2 + µF3,
and the result follows.
Case 2. Assume that A = F1. This yields F2+F3 = A2. Now, there exists scalars k, λ, µ1, µ2
such that
A2 = kI + λF1 + µ1F2 + µ2F3,
and the result follows.
(⇐) Assume that Γ has the property (i), that is any two vertices at distance two have exactly
µ common neighbours, and for every adjacent x, y ∈ X we have |Γ(x) ∩ Γ(y)| ∈ {λ1, λ2}.
Define the matrices {F0, F1, F2, F3} as F0 := I, F1 + F2 = A where
(F1)xy = 1 if and only if dist(x, y) = 1 and |Γ(x) ∩ Γ(y)| = λ1 (x, y ∈ X),
and let F3 = A2. Since Γ is regular J ∈ A. Note that I +A+A2 = J yields A2 ∈ A, and
with that F3 ∈ A. Let k denote valency of Γ. Computing A2 we have
A2 = kI + λ1F1 + λ2F2 + µA2 = kI + λ1F1 + λ2(A− F1) + µA2
which yields F1 ∈ A. Since F2 = A − F1 we also have F2 ∈ A. By construction the set
{F0, F1, F2, F3} is linearly independent set consisting of ◦-idempotents. Thus we showed
that span{F0, F1, F2, F3} ⊆ A. The result follows.
If we assume that Γ has the property (ii), the proof is similar as above (consider the
set of (0, 1)-matrices {I, A, F2, F3} where F2 + F3 = A2, and (F2)xy = 1 if and only if
dist(x, y) = 2 and |Γ(x) ∩ Γ(y)| = µ1).
The two families of graphs from Theorem 1.5 are in fact a subfamily of Deza graphs (see
[20]). Note that, if Γ is a graph for which property (i) of Theorem 1.5 holds, then the distance-
2 matrix of Γ is the adjacency matrix of Γ (complement of Γ, which have the property that
any two adjacent vertices have a constant number of common neighbours, and the number of
common neighbours of any two nonadjacent vertices takes precisely two values). With this in
mind, it follows a result of Van Dam from [14]:
Theorem 6.2 ([14, Theorem 5.1]) Let Γ be a connected regular graph with four distinct eigen-
values and diameter 2. Then Γ is one of the relations of a 3-class association scheme if and only
if any two adjacent vertices have a constant number of common neighbours, and the number of
common neighbours of any two nonadjacent vertices takes precisely two values.
7 The existence of an idempotent generator
In this section we prove Theorem 1.6 (a given F ∈ {F0, F1, . . . , Fd} has d+1 distinct eigenvalues
if and only if 〈F0, F1, . . . , Fd〉 = 〈I, F, . . . , F d〉).
Proof of Theorem 1.6. We already know that, for any real symmetric matrix B with s + 1
distinct eigenvalues, the set {I, B, . . . , Bs} is a basis of the algebra {p(B) | p ∈ R[t]}.
(⇐) Assume that A = span{I, F, . . . , F d}. This yield that {I, F, . . . , F d} is also a basis of A,
that is, it is maximal linearly independent set. Thus F have d+ 1 distinct eigenvalues.
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(⇒) Now assume that F has d+1 distinct eigenvalues, and let F denote the algebra generated
by the set {I, F 1, . . . , F d}. Since {I, F1, . . . , Fd} is a basis of A we have that F i ∈ A for
every i ∈ N. This yields F ⊆ A, that is dim(F) ≤ d+ 1. Now since F has d+ 1 distinct
eigenvalues, dim(F) = d+ 1, and the result follows.
Example 7.1 Let Γ denote the bipartite 2-walk-regular graph with diameter 4 and 6 distinct
eigenvalues from [56, Theorem 2]. By such a theorem, Γ generates an association scheme
with 5 classes. Let {A0, A1, . . . , A5} denote the adjacency matrices of this association scheme.
Considering its first eigenmatrix P [56, Section 3], we can conclude that A1 and A3 have 6
different eigenvalues. Thus, both of these matrices generate the algebra A of Γ, which is closed
under Hadamard multiplication.
8 Further directions
Let Γ denote a quotient-polynomial graph with vertex set X , d + 1 distinct eigenvalues, and
let {I, F1, . . . , Fd} be the standard basis of the adjacency algebra A of Γ.
Since {E0, E1, . . . , Ed} is also a basis of A, there exist numbers qhij such that
Ei ◦ Ej =
1
|X|
d∑
h=0
qhijEh (0 ≤ i, j ≤ d). (11)
The numbers qhij are called theKrein parameters for Γ with respect to the ordering E0, E1, . . . , Ed
of its basis of primitive idempotents. An ordering E0, E1, . . . , Ed is a cometric (Q-polynomial)
ordering if the following conditions are satisfied:
(Q1) qhij = 0 whenever any one of the indices i, j, h exceed the sum of the remaining two, and
(Q2) qhij > 0 when 0 ≤ i, j, h ≤ d and any one of the indices equals the sum of the remaining
two.
We say that Γ is a cometric (or Q-polynomial) quotient-polynomial graph when such an order-
ing exists. In the future, we plan to study algebraic and combinatorial properties of cometric
quotient-polynomial graphs. This Q-polynomial concept is taken from the theory of commu-
tative association schemes. A good introduction to the topic of Q-polynomial structures for
association schemes and distance-regular graphs can be found in [19]. For a new technique (and
approach) about computations in Bose-Mesner algebras, which also deals with Q-polynomial
case, we recommend [49, Section 3].
Fix a “base vertex” x ∈ X . For each i (0 ≤ i ≤ D) let F ∗i = F
∗
i (x) denote the di-
agonal matrix in MatX(C) with (y, y)-entries (F
∗
i )yy = (Fi)xy. The Terwilliger (or subcon-
stituent) algebra T = T (x) of Γ with respect to x is the subalgebra of MatX(C) generated by
{I, F1, . . . , Fd, F ∗0 , F
∗
1 , . . . , F
∗
D}. By a T -module we mean a subspace W of V = C
X such that
BW ⊆W for all B ∈ T . LetW denote a T -module. ThenW is said to be irreducible whenever
W is nonzero andW contains no T -modules other than 0 andW. In the future we plan to study
irreducible T -modules of quotient-polynomial graph Γ. This T -module concept is also taken
from the theory of commutative association schemes [63, 64, 65]. For most recent research on
the use of Terwilliger algebra in the study of P -polynomial association schemes (that is, using
the Terwilliger algebra to study distance-regular graphs) see [11, 44, 45, 47, 46, 51, 52, 53, 58].
Another possible line of research would be the study of ‘pseudo-quotient polynomial graphs’,
defined by using weighted regular partitions, see [23].
22
References
[1] A. Abiad, C. Dalfo´, and M. A. Fiol, Algebraic characterizations of regularity properties in bipar-
tite graphs, European J. Combin. 34 (2013) no. 8, 1223–1231.
[2] A. Abiad, C. Dalfo´, and M. A. Fiol, Corrigendum to “Algebraic characterizations of regularity
properties in bipartite graphs” [European J. Combin. 34 (2013) 1223-1231], European J. Combin.
38 (2014) 130–132.
[3] S. Axler, Linear Algebra done Right, Undergraduate Texts in Mathematics, (Third Ed.) Springer,
2015.
[4] R. A. Bailey, Association Schemes: Designed Experiments, Algebra and Combinatorics, Cam-
bridge Studies in Advanced Mathematics 84, Cambridge University Press, Cambridge, 2004.
[5] E. Bannai and T. Ito, Algebraic Combinatorics. I Association Schemes, The Benjamin/Cummings
Publishing Co., Inc., Menlo Park, CA, 1984.
[6] N. Biggs, Algebraic Graph Theory, Cambridge University Press, Cambridge, 1974, second edition,
1993.
[7] R. C. Bose and D. M. Mesner, On linear associative algebras corresponding to association schemes
of partially balanced designs, Ann. Math. Statist. 30 (1959) 21–38.
[8] A.E. Brouwer, A.M. Cohen, and A. Neumaier, Distance-Regular Graphs, Springer-Verlag, Berlin-
New York, 1989.
[9] A.E. Brouwer and W.H. Haemers, Spectra of Graphs, Springer, 2012; available online at
http://homepages.cwi.nl/~aeb/math/ipm/.
[10] P. J. Cameron and J. H. van Lint, Designs, Graphs, Codes and their Links, London Mathematical
Society Student Texts, 22, Cambridge University Press, Cambridge, 1991.
[11] J. S. Caughman IV and N. Wolff, The Terwilliger algebra of a distance-regular graph that supports
a spin model, J. Algebraic Combin. 21 (2005), no. 3, 289–310.
[12] C. D. Dalfo´, E. R. van Dam, M. A. Fiol, E. Garriga, and B. L. Gorissen, On almost distance-
regular graphs, J. Combin. Theory Ser. A 118 (2011), no. 3, 1094–1113.
[13] C. Dalfo´ and M. A. Fiol, A general method to obtain the spectrum and local spectra of a graph
from its regular partitions, Electron. J. Linear Algebra 36 (2020) 446–460.
[14] E. R. van Dam, Three-class association schemes, J. Algebraic Combin. 10 (1999), no. 1, 69–107.
[15] E. R. van Dam, The spectral excess theorem for distance-regular graphs: a global (over)view,
Electron. J. Combin. 15 (2008), no. 1, #R129.
[16] E. R. van Dam, J. H. Koolen, and H. Tanaka, Distance-regular graphs, Dynamic Surveys, Elec-
tron. J. Combin. 156 (2016).
[17] P. Delsarte, An algebraic approach to the association schemes of coding theory, Philips Res. Rep.
Suppl. 10 (1973).
[18] P. Delsarte and V. I. Levenshtein, Association schemes and coding theory, IEEE Trans. Inform.
Theory 44 (1998), no. 6, 2477–2504.
[19] G. A. Dickie, Q-polynomial Structures for Association Schemes and Distance-regular Graphs,
Thesis (Ph.D.), The University of Wisconsin, Madison, ProQuest LLC, Ann Arbor, MI,1995.
[20] M. Erickson, S. Fernando, W. H. Haemers, D. Hardy, and J. Hemmeter, Deza graphs: a general-
ization of strongly regular graphs, J. Combin. Des. 7 (1999), no. 6, 395–405.
23
[21] S. Evdokimov and I. Ponomarenko, Permutation group approach to association schemes, European
J. Combin. 30 (2009), no. 6, 1456–1476.
[22] P. A. Ferguson and A. Turull, Algebraic decompositions of commutative association schemes, J.
Algebra 96 (1985), no. 1, 211–229.
[23] M. A. Fiol, Eigenvalue interlacing and weight parameters of graphs, Linear Algebra Appl. 290
(1999), no. 1-3, 275–301.
[24] M. A. Fiol, On pseudo-distance-regularity, Linear Algebra Appl. 323 (2001), no. 1-3, 145–165.
[25] M. A. Fiol, Algebraic characterizations of distance-regular graphs, Discrete Math. 246 (2002),
no. 1-3, 111–129.
[26] M. A. Fiol, Quotient-polynomial graphs, Linear Algebra Appl. 488 (2016) 363–376.
[27] M.A. Fiol and E. Garriga, From local adjacency polynomials to locally pseudo-distance-regular
graphs, J. Combin. Theory Ser. B 71 (1997) 162–183.
[28] M. A. Fiol, E. Garriga and J. L. A. Yebra, Locally pseudo-distance-regular graphs, J. Combin.
Theory Ser. B 68 (1996), no. 2, 179–205.
[29] M. A. Fiol, S. Gago, and E. Garriga, A simple proof of the spectral excess theorem for distance-
regular graphs, Linear Algebra Appl. 432 (2010), no. 9, 2418–2422.
[30] M. A. Fiol and S. Penjic´, On a version of the spectral excess theorem, submitted, 2019.
[31] S. Friedland, Coherent algebras and the graph isomorphism problem, Discrete Appl. Math. 25
(1989), no. 1.2, 73–98.
[32] C.D. Godsil, Algebraic Combinatorics, Chapman and Hall, NewYork, 1993.
[33] D. G. Higman, Coherent configurations I. Ordinary representation theory, Geometriae Dedicata
4 (1975), no. 1, 1–32.
[34] D. G. Higman, Coherent algebras, Linear Algebra Appl. 93 (1987) 209–239.
[35] A. J. Hoffman, On the polynomial of a graph, Amer. Math. Monthly 70 (1963) 30–36.
[36] R. A. Horn and C. R. Johnson, Matrix Analysis (Second Ed.), Cambridge University Press,
Cambridge, 2013.
[37] J. R. Isbell, On coherent algebras and strict algebras, J. Algebra 13 (1969) 299–307.
[38] G. A. Jones, M. Klin, and Y. Moshe, Primitivity of permutation groups, coherent algebras and
matrices, J. Combin. Theory Ser. A 98 (2002), no. 1, 210–217.
[39] H. Kharaghani and S. Suda, Commutative association schemes obtained from twin prime powers,
Fermat primes, Mersenne primes, Finite Fields Appl. 63 (2020) 101631.
[40] M. Klin, C. Ru¨cker, G. Ru¨cker, and G. Tinhofer, Algebraic combinatorics in mathematical chem-
istry. Methods and algorithms I. Permutation groups and coherent (cellular) algebras, Match 40
(1999) 7–138.
[41] M. Klin, A. Munemasa, M. Muzychuk, and P.-H. Zieschang, Directed strongly regular graphs
obtained from coherent algebras, Linear Algebra Appl. 377 (2004) 83–109.
[42] A. J. Laub, Matrix Analysis for Scientists & Engineers, Society for Industrial and Applied Math-
ematics (SIAM), Philadelphia, PA, 2005.
[43] J. H. van Lint and R. M. Wilson, A Course in Combinatorics, (Second Ed.), Cambridge University
Press, Cambridge, 2001.
24
[44] M. S. MacLean, and Sˇ. Miklavicˇ, On bipartite distance-regular graphs with exactly one non-thin
T-module with endpoint two, European J. Combin. 64 (2017) 125–137.
[45] M. S. MacLean and Sˇ. Miklavicˇ, On bipartite distance-regular graphs with exactly two irreducible
T-modules with endpoint two, Linear Algebra Appl. 515 (2017) 275–297.
[46] M. S. MacLean, Sˇ. Miklavicˇ, and S. Penjic´, An A-invariant subspace for bipartite distance-regular
graphs with exactly two irreducible T -modules with endpoint 2, both thin, J. Algebraic Combin.
48 (2018), no. 3, 511–548.
[47] M. S. MacLean, Sˇ. Miklavicˇ, and S. Penjic´, On the Terwilliger algebra of bipartite distance-regular
graphs with ∆2 = 0 and c2 = 1, Linear Algebra Appl. 496 (2016) 307–330.
[48] F. J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting Codes. I, North-Holland
Mathematical Library, Vol. 16, North-Holland Publishing Co., Amsterdam-New York-Oxford,
1977.
[49] W. J. Martin, Scaffolds: a graph-based system for computations in Bose-Mesner algebras, (2020),
arXiv 2001.02346 https://arxiv.org/abs/2001.02346.
[50] W. J. Martin and H. Tanaka, Commutative association schemes, European J. Combin. 30 (2009),
no. 6, 1497–1525.
[51] Sˇ. Miklavicˇ, On bipartite Q-polynomial distance-regular graphs with diameter 9, 10, or 11, Elec-
tron. J. Combin. 25 (2018), no.1, P1.52.
[52] J. V. S. Morales, On Lee association schemes over Z4 and their Terwilliger algebra, Linear Algebra
Appl. 510 (2016) 311–328.
[53] M. Muzychuk and B. Xu, Terwilliger algebras of wreath products of association schemes, Linear
Algebra Appl. 493 (2016) 146–163.
[54] A. Neumaier, Krei n conditions and near polygons, J. Combin. Theory Ser. A, bf 54 (1990), no.
2, 201–209.
[55] S. Penjic´, On the Terwilliger algebra of bipartite distance-regular graphs, The-
sis (Ph.D.), University of Primorska, Koper, University of Primorska, 2019.
http://osebje.famnit.upr.si/penjic/research/.
[56] Z. Qiao, S. F. Du, and J. H. Koolen, 2-walk-regular dihedrants from group divisible designs,
Electron. J. Combin. 23 (2016), no. 2, P2.51.
[57] P. Rowlinson, Linear algebra, in Graph Connections (L.W. Beineke and R.J. Wilson, eds.), Oxford
Lecture Ser. Math. Appl., Vol. 5, 86–99, Oxford Univ.
[58] S. Penjic´, On the Terwilliger algebra of bipartite distance-regular graphs with ∆2 = 0 and c2 = 2,
Discrete Math. 340 (2017), no. 3, 452–466. Press, New York, 1997.
[59] A. D. Sankey, Weighted association schemes, fusions, and minimal coherent closures, J. Algebraic
Combin. 41 (2015), no. 3, 785–815.
[60] A. D. Sankey, On t-fold covers of coherent configurations, Ars Math. Contemp. 14 2018, no. 2,
397–413.
[61] P. F. Stadler and G. Tinhofer, Equitable partitions, coherent algebras and random walks: appli-
cations to the correlation structure of landscapes, Match 40 (1999) 215–261.
[62] S. Suda, Coherent configurations and triply regular association schemes obtained from spherical
designs, J. Combin. Theory Ser. A 117 (2010), no. 8, 1178–1194.
25
[63] P. Terwilliger, The subconstituent algebra of an association scheme (Part I), J. Algebraic Combin.
4 (1992) 363–388.
[64] P. Terwilliger, The subconstituent algebra of an association scheme (Part II), J. Algebraic Combin.
2 (1993) 73–103.
[65] P. Terwilliger, The subconstituent algebra of an association scheme (Part III), J. Algebraic Com-
bin. 2 (1993) 177–210.
[66] P. Terwilliger, A new inequality for distance-regular graphs, Discrete Math. 137 (1995), no. 1-3,
319–332.
[67] P. Terwilliger, Algebraic Graph Theory (MATH 846) Lecture notes, University of Winsconsin,
January 2009, https://www.math.wisc.edu/ terwilli/teaching.html.
[68] P. M. Weichsel, The Kronecker product of graphs, Proc. Amer. Math. Soc. 13 (1962) 47–52.
[69] P. M. Weichsel, On distance-regularity in graphs, J. Combin. Theory Ser. B 32 (1982) 156–161.
[70] B. Xu, Pseudo-direct sums and wreath products of loose-coherent algebras with applications to
coherent configurations, Linear Algebra Appl. 530 (2017) 202–219.
[71] B. Yu. Weisfeiler and A. A. Leman, A reduction of a graph to canonical form and an algebra
arising during this reduction, NTI 9 (1968) 12–16.
26
