Fuzzy matrices play an important role to model several uncertain systems. In this paper, we define two norms namely 'sup norm' and 'operator norm' of L-R Hexagonal fuzzy matrix (L-R HFM). We also relate the norm of L-R HFM in the distance (̂,̂). An analytical concept of power series and invertibility under the norm of L-R HFM have been studied. Some of the relevant properties, theorems based on the norms are investigated.
http://www.ispacs.com/journals/jfsva/2018/jfsva-00427/ International Scientific Publications and Consulting Services fuzzy matrix m-ordering.Chen [4] proposed the fuzzy matrix partial ordering and generalized inverse. Nagoorgani and Manikandan [2, 3] introduced the some properties of fuzzy det-norm matrices. The recent development in the concept of norm of fuzzy matrices which is investigated in the different module by [5, 6] . Dinagar and Rajesh Kanna [11] introduced the concept of L-R Hexagonal fuzzy number in inventory model with Allowable shortage. Dinagar and Hari Narayanan [12] , introduced the Determinant of hexagonal fuzzy matrices. In this article, in section 2, we studied and developed the L-R hexagonal fuzzy number (L-R HFN) and its operations. In section 3, we have defined new L-R Hexagonal fuzzy matrix (L-R HFM) and its operations. In section 4, sup norm and operator norm have been introduced with the aid of L-R Hexagonal fuzzy matrices. In section 5, we have studied the concept of distance of norm of L-R HFM and some of the relevant properties have been verified. In section 6, we have defined the power series and invertibility under the norm of L-R HFM. In section 7, conclusion is included.
L-R Hexagonal Fuzzy Number
In this section, we define that L-R Hexagonal fuzzy number and its operations. Also some supported definitions are included in this paper.
Definition 2.1 (L-R Hexagonal Fuzzy Number)
A L-R hexagonal fuzzy number is denoted by ̃ℎ = ( , , 1 ).
Definition 2.5 (Zero L-R Hexagonal Fuzzy Number)
If ̃ℎ = (0,0,0,0,0,0) then ̃ℎ is said to be zero L-R hexagonal fuzzy number. It is denoted by 0 .
Definition 2.6 (Zero-Equivalent L-R Hexagonal Fuzzy Number)
A hexagonal fuzzy number ̃ℎ is said to be a zero-equivalent L-R hexagonal fuzzy number if ̌(̃ℎ ) = 0. It is denoted by 0 .
Definition 2.7 (Unit L-R Hexagonal Fuzzy Number)
If ̃ℎ = (1,1,0,0,0,0) then ̃ℎ is said to be unit L-R hexagonal fuzzy number. It is denoted by 1 .
Definition 2.8 (Unit-Equivalent L-R Hexagonal Fuzzy Number)
A hexagonal fuzzy number ̃ℎ is said to be a unit-equivalent L-R hexagonal fuzzy number if ̌(̃ℎ ) = 1. It is denoted by 1 .
L-R Hexagonal Fuzzy Matrix
In this section, we newly introduce the definition of L-R hexagonal fuzzy matrix and corresponding some special types of matrices. 
Definition 3.1 (L-R Hexagonal Fuzzy matrix) A L-R Hexagonal fuzzy matrix (L-R HFM) of order

Sup Norm and Operator Norm of L-R Hexagonal Fuzzy Matrices
In this section, we define sup norm and operator norm of L-R HFM. Also, we express some types of norm matrix with the aid of L-R HFM. Some of the relevant properties are developed based on these two norm of L-R HFM. ), where
2. The maximum absolute column sum norm
This is also sometimes called the "Frobenius Norm" on L-R HFMs. ...
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From the above L-R HFM as ̃ℎ +̃ℎ = max(̃ℎ ,̃ℎ ) and ̃ℎ .̃ℎ = min(̃ℎ ,̃ℎ ) therefore maximum element of ̂.̂ is less than or equal to minimum of (̃ℎ ) and (̃ℎ ).
Thus, ‖̂.̂‖ ≤ ‖̂‖ . ‖̂‖ .
Hence all the conditions of norm are proved. 
Proof.
Since ̂≤̂, by the given statement of the property then, Therefore, ̃ℎ ≤̃ℎ for all , . By the sup norm definition,
Hence complete the proof. By the property (iv) if ̂ℎ =̂ implies that ̂.̂ℎ =̂ so that restricting to the set of ℎ for which ̂ℎ ≠̂ will not change the supremum. We have also used that fact that the supremum of the product is less than or equal to the product of the supremum.
Property 4.3 If ‖. ‖ is the sup-norm of then the corresponding operator norm on ( ) is maximum absolute sum in
Proof. Let ‖̂‖ be the sup norm of L-R HFM on and let ‖̂‖ be the resulting operator norm on ( ). The definition of operator norm implies that ‖̂‖ ≤ ‖̂‖ 2 .
To prove equality of ‖̂‖ and ‖̂‖ 2 we will produce a fuzzy vector ℎ in for which
Let the maximum absolute row sum for the L-R HFM ̂ occur for the i th row of ̂. The choice of I need not be unique we selected one such I and keep it fixed. It is easy to see that ‖ ℎ ‖ = 1 and ‖̂‖ = ‖̂‖ 2 .
This complete the proof.
Distance For Norm of L-R Hexagonal Fuzzy Matrix
In this section, we define the distance of norm with the aid of L-R hexagonal fuzzy matrix. Also establish some relevant properties in the above notion.
Definition 5.1 (Distance of norm of L-R HFM)
A sup norm ‖. ‖ on a fuzzy vector space enable us to define the distance (̂,̂) between the two L-R HFMs ̂ and ̂ are defined by (̂,̂) = ‖̂+̂‖ for all ̂ and ̂ in ( ).
Property 5.1
The distance for norm of L-R HFM satisfies the following conditions for all ̂,̂,̂ in ( ). (ii) (̂,̂) = (̂,̂).
Proof. From the above relation it is clear that maximum element of ̂1 is greater than maximum element ̂2 and maximum element ̂3 . Therefore, maximum element of ̂1 +̂2 +̂3 =maximum element of ̂1 . This implies ‖̂1 +̂2 +̂3 ‖ = ‖̂1 ‖ .
(iii). We know that ‖̂.̂‖ ≤ ‖̂‖ . ‖̂‖
So, ‖̂1 .̂2 .̂3 ‖ = ‖̂2 ‖ .
(iv). As ‖̂‖ = ‖̂‖ therefore ̂∈̂ for all ̂ in ( ).
Power Series and Invertible Functions on Norm of L-R HFM
In this section, we define the power series and invertible functions under the norm of L-R HFM.
Power Series defined on L-R HFM Function
Let ̂ be a square L-R HFM and is a power series, (i,e)., ( ) = ∑ ℎ =0 ℎ where each ℎ ∈ . It is possible to give meaning to (̂) provided that certain convergence conditions are satisfied. ‖̂‖ converges in by the assumption in this proposition. It follows that the every convergence sequence is the Cauchy sequence in the real number. Clearly, it is also Cauchy sequence in . Hence { ℎ } is a Cauchy sequence in and it is converges in .
∴ ‖̂ℎ ‖ ≤ ‖̂‖
A Criterion For Invertibility
We now give a criterion in terms of norms for a L-R HFM to be invertible 
Proof.
Assume that ̂+̂ is not invertible. Then the linear map given by ̂+̂ has non-zero kernel so that (̂+̂) ℎ = 0 for some non-zero L-R hexagonal fuzzy vector ℎ ∈ .
Thus ̂ℎ = − ℎ which implies ‖̂‖ ≥ 1 by the definition of operator norm. this contradicts our initial assumption that ‖̂‖ < 1 and so ̂+̂ must be invertible.
By using the properties of operator norm. we see that 
Conclusion
In this paper , we proposed various norms such as sup norm operator norm and distance of norm have been utilized under the conditions satisfied by the definition of norm of L-R HFM. Also some of the relevant http://www.ispacs.com/journals/jfsva/2018/jfsva-00427/ International Scientific Publications and Consulting Services properties are developed. The concept of power series and invertibility have been related to the norm of L-R HFM. In both the cases we developed the properties and standard theorems. In this context, we compare all the norms under L-R HFM but sup norm is much important thing in application area. Norm of fuzzy number matrices can take a effective contribution to solve a fuzzy system of linear equation.
