A new statistical language model is presented which combines collocational dependencies with two important sources of long-range statistical dependence: the syntactic structure and the topic of a sentence. These dependencies or constraints are integrated using the maximum entropy technique. Substantial improvements are demonstrated over a trigram model in both perplexity and speech recognition accuracy on the Switchboard task. A detailed analysis of the performance of this language model is provided in order to characterize the manner in which it performs better than a standard N-gram model. It is shown that topic dependencies are most useful in predicting words which are semantically related by the subject matter of the conversation. Syntactic dependencies on the other hand are found to be most helpful in positions where the best predictors of the following word are not within N-gram range due to an intervening phrase or clause. It is also shown that these two methods individually enhance an N-gram model in complementary ways and the overall improvement from their combination is nearly additive.
Introduction
It is generally acknowledged that while N-gram models are the mainstay of statistical language modeling for speech recognition, machine translation, information retrieval and other natural language processing applications, they make little or no use of either the rich syntactic structure or the semantic content in natural language. Several attempts to alleviate this drawback have been made in the recent past and we begin with a brief discussion of a few representative examples of such work, along with the observation that these e orts have been in one of the 1 two directions mentioned above | either incorporation of topic-dependencies or of syntactic structure | but not both. Several models which combine topic related information with N-gram models have been studied, e.g., by Bellegarda (1998) , Clarkson & Robinson (1997) , Chen & Rosenfeld (1998) , Iyer & Ostendorf (1996) , Kneser et al. (1997) and Martin et al. (1997) . The essential idea in all these papers comes from the information retrieval (IR) literature where extensive use is made of weighted word-frequencies to discern the topic or genre of a document. Most schemes (Clarkson & Robinson, 1997; Iyer & Ostendorf, 1996; Martin et al., 1997) exploit di erences in word frequencies across topics by constructing separate N-gram models for each individual genre or topic. Such a construction however results in fragmentation of the training text by topic, for which the usual remedy is to interpolate each topic speci c N-gram model with a topic-independent model constructed using all the available data. An alternative presented in Chen & Rosenfeld (1998) starts o being similar to the technique which will be presented in this paper, but then makes ad hoc changes to an exponential model with the limited objective of fast rescoring. The work on read speech in Kneser et al. (1997) is also somewhat similar to our work. However, dynamic shifts in topic there are modeled by a unigram-cache rather than a semantic notion of topic. La erty & Suhm (1996) describe a topic-dependent model very similar to the topic-dependent model presented here and demonstrate improvement in perplexity over a bigram model with a relatively small 5000-word vocabulary (La erty, 1996) . The approach based on latent semantic analysis recently proposed in Bellegarda (1998) is a refreshing departure from these methods and is most similar to our approach in philosophy. It remains of interest to us to compare our method with Bellegarda's under identical experimental conditions.
Relatively fewer models which utilize syntactic structure for improving over N-gram models have been proposed (c.f. La erty et al. (1992) and Chelba et al. (1997) ). Notable among them are Chelba & Jelinek (1998 , who have used a left-to-right parser to extract syntactic heads and used them to enhance trigram models. To illustrate the kinds of dependencies they attempt to capture, consider the following sentence which illustrates the mechanism used by these models.
Financial o cials in the former British colony consider the contract essential to the revival of the Hong Kong futures exchange. The word consider is clearly more at home as part of the bigram o cials consider as opposed to colony consider. This intuitive dependence is incorporated into the abovementioned models by identifying that the prepositional phrase \in the former British colony" modi es the noun phrase \Financial o cials" and by suppressing its role in predicting the following word, consider. This is achieved, e.g., by a predictor which uses the preceding head-words instead of preceding words. Furthermore, noun phrases such as \Bank managers," \Securities traders" or \Stock brokers" play exactly the same syntactic role as \Financial o cials." Therefore, if the bigram o cials consider happens to be unseen, the nontermi-nal label NP 0 of the plural noun phrase provides a coarser classi cation of the history from which to predict the word consider. This is achieved via deleted interpolation in Chelba & Jelinek (1998 . Thus the syntactic heads bring both syntactic structure and an improved back-o scheme, so to speak, to bear on the prediction problem.
We present a model which combines dependencies of both kinds: we incorporate semantic dependencies through a notion of topic inferred by IR techniques applied to the long-range history at any given word position, and we incorporate syntactic structure by parsing in a left-to-right manner the sentence fragment up to the word position of interest. We use maximum entropy techniques to combine these two kinds of statistical dependencies into a single uni ed model. This leads to a fairly parsimonious model or representation.
The remainder of this paper is organized as follows. Section 2 discusses the way in which we use the maximum entropy framework to combine N-gram and topic dependencies. A brief theoretical exposition is followed by model parameterization, parameter estimation issues, issues of assigning a topic to test-utterances, experimental results and analysis. A performance comparison with some other topic-dependent language models is also shown in this section. Section 3 discusses our maximum entropy framework to combine syntactic constraints with N-grams. Here too, the theoretical exposition, model parameterization, experimental results and analysis are provided in one place. Finally, in Section 4, we present a language model which combines N-gram, syntactic and topic dependencies. We demonstrate in this section that the improvements in performance from using syntactic and topic dependencies are nearly additive and argue why this may be the case. We conclude in Section 5 with some remarks and mention our ongoing research.
Combining Topic and N-gram Dependencies
In the method presented in this section, unigram frequencies collected from all documents on a speci c topic t in the language model (LM) training corpus are treated as topic-dependent salient features of the corpus, just as overall Ngram frequencies are topic-independent salient features. A class of models is constructed in which the probability of a word w i depends on the preceding N ? 1 words, w i?1 ; : : : ; w i?N+1 , as well as the topic t of the current document.
In our case, N = 3. An admissible model is de ned to be any joint distribution P(w i ; w i?1 ; w i?2 ; t i ) which satis es constraints that re ect both the sets of salient features: within every topic, P assigns a conditional probability to N-grams in such a way that the marginal (unigram) probability of a word coincides with the topic-speci c relative frequency of the word, and the total probability of each N-gram equals its relative frequency in the corpus. The Maximum Entropy (ME) principle (Csisz ar, 1991; Jaynes, 1982) is used to select the \smoothest" statistical model from this class of models.
This method of imposing constraints has the advantage that only those word-frequencies which vary signi cantly across topics are made topic-dependent while the others are topic-independent. As a result, the model for every topic is trained from all the training data, making it possible to obtain better estimates of the topic-independent components of the model. A model with a small number of free parameters follows as a consequence. Section 2.1 contains a formulation of this model, which was proposed earlier in . Issues in assigning a topic to a test utterance are discussed in Section 2.2. Section 2.3 describes experiments on Switchboard, a corpus of spontaneous American English telephone conversations (see Godfrey et al. (1992) for a description of the corpus), and provides analysis of the results. Section 2.3.5 makes some comparisons between our technique and the technique of combining topic speci c N-gram models by linear interpolation.
Parameterization of the Maximum Entropy Model
Let V denote the vocabulary of a speech recognizer. A language model may be viewed as a family P(w i jw 1 ; : : : ; w i?1 ) of conditional probability mass functions (pmfs) over words w i 2 V which may appear at the i-th position, based on some equivalence classi cation h i of the \history" w 1 ; : : : ; w i?1 . For a trigram model, P(w i jw 1 ; : : : ; w i?1 ) P(w i jw i?1 ; w i?2 ) and h i = w i?1 ; w i?2 ].
The Maximum Entropy Framework
We use the long range history w 1 ; : : : ; w i?1 to assign a topic t i = t(w 1 ; : : : ; w i?1 ) to a conversation. The su cient statistic of the history is thus the triple h i = w i?1 ; w i?2 ; t i ], and P(w i jw 1 ; : : : ; w i?1 ) P(w i jw i?1 ; w i?2 ; t i ):
(1) Intuition suggests that not every word in the vocabulary will have strong dependence on the topic of the conversation. Estimating a separate conditional pmf for each w i?1 ; w i?2 ; t i ] however fragments the training data and may result in poor estimates for such words. Additionally, topic related words may not be seen in every word-context w i?1 ; w i?2 ]. We therefore seek a model which, in addition to topic-independent N-gram constraints, X Note that these marginal probabilities are much more reliably estimated from counts # ] of the corresponding events observed in the corpus than the conditional probabilities in (1). Unreliable marginal probabilities, e.g., those based on one or two observations, may be completely left out of the model's requirements. Alternately, or in addition to leaving out some constraints, the relative frequency estimates of the marginal probabilities on the right hand sides of equations (2)-(4) may be replaced by their corresponding Good-Turing estimates. Finally, since our primary interest is in the conditional model P(w i jw i?1 ; w i?2 ; t i ), empirically observed relative frequenciesP (t i ),P (w i?2 ; t i ) andP(w i?1 ; w i?2 ) may be substituted for the model-based probabilities P(t i ), P(w i?2 ; t i ) and P(w i?1 ; w i?2 ) respectively in equations (2)- (4).
Linear constraints of the form described above de ne a family of pmfs and we choose the model in this family which has the highest entropy, corresponding qualitatively to the least additional assumptions on (or maximal smoothness of) the model. It is known that the ME model has an exponential form, with one parameter corresponding to each linear constraint placed on the model: ; (5) where Z is a suitable normalization constant. The rst three numerator terms correspond to standard N-gram constraints, while the fourth one is a topicunigram parameter determined by word-frequencies in particular topics.
Computational Issues in Model Estimation
An improved version of the generalized iterative scaling or GIS algorithm of Darroch & Ratcli (1972) presented by Della Pietra et al. (1995) is used to compute the ME model parameters . However, a straightforward use of this algorithm turns out to be quite tedious and some algorithmic challenges must be overcome in order to incorporate topic dependencies with N-gram constraints. These are predominantly associated with the computational and storage needs of the parameter estimation procedure. The GIS algorithm, stated very loosely, proceeds as follows. We start with an exponential model as given by (5) with arbitrary initial values for the parameters, say 0 . At the k-th iteration, k = 1; 2; : : :, the marginal probabilities of interest, namely the left hand sides of equations (2)-(4), are computed using P k?1 and compared to the right hand sides. If the two do not coincide for any particular constraint, only the model parameter k?1 ( ) corresponding to the speci c constraint is adjusted to k ( ) to achieve equality. It can be shown that under suitable conditions, this procedure converges to the model with the maximum entropy among all models that satisfy the constraints. An interesting alternate interpretation of this procedure is that it yields, from the class of exponential models of the form (5), the model that assigns the maximum likelihood to the observed LM training data.
A very large part of the computational cost in the GIS algorithm is in determining the normalization term Z( ; w i?1 ; w i?2 ; t i ) = Z = whereP(t) is the fraction of the histories in the LM training corpus that belong to partition H t . It is relatively straightforward to verify that this is the correct aggregation of the partial updates. This topic-based division of the corpus reduces the computational complexity by an order of magnitude.
Topic Assignment for Test Utterances
Two issues arise when using a topic-dependent LM for speech recognition. Since the actual spoken words are not available for topic assignment, topic assignment must be based on recognizer hypotheses. We investigate the impact of recognition errors on this process. It is also well known that the topic of a conversation may change as the conversation progresses. We examine whether a topic should be assigned to an entire test conversation, each utterance, or parts of an utterance. We also study if topic assignment for an utterance should be based only on that utterance, include a few preceding utterances, or include a few preceding and following utterances. The results are presented in Section 2.3.3.
Experimental Results on Switchboard
The vocabulary for this speech recognition task has 22K words. The language model training set for all models described here consists of nearly 1200 Switchboard conversations containing a total of 2.1 million words. Each conversation is annotated with one of about 70 topics, ranging from A rmative Action to Woodworking; this is the topic suggested to the callers during data collection, though not every call adheres to its assigned topic. The acoustic models used for recognition are state-clustered cross-word triphone HMMs with 12 Gaussian mixture output densities, trained with MF-PLP acoustic features from about 60 hours of speech data. The performance of various LMs is evaluated on a test set of 19 conversations (38 conversation sides) comprising 18000 words in over 2400 utterances.
For every test utterance, a list of the 100-best hypotheses is generated by an HTK-based recognizer (Young et al., 1995) using a back-o bigram LM. The recognition word error rate (WER) for rescoring these hypotheses and the average perplexity of the transcriptions of the test set are reported here. Table I shows the performance of standard back-o trigram models and an ME model with only N-gram constraints. The minimum count for a bigram to be included in a model is indicated by B, that for a trigram is by T. Note that singleton trigrams have no constraints on their probability in the ME model. The smaller back-o N-gram model is constructed to be comparable with the ME model and will be treated as the baseline model throughout this paper. It can be seen that when only N-gram constraints are used, the ME model essentially replicates the performance of the corresponding back-o N-gram model. Any improvements (or degradations) which adding topic-dependent constraints may yield is thus attributable to those features rather than the ME technique.
Baseline Experiments

Estimation of Topic-Conditional Models
Each conversation side in the training corpus is processed to obtain a representative vector of weighted frequencies of vocabulary terms excluding stop words, where a stop word is any of a list of about 700 words with low semantic content which are ignored by the topic classi er. These vectors are then clustered using a K-means procedure (K 70), with the initial cluster assignments being derived from the 70 manually assigned topics of the conversations. The resulting cluster assignment is then xed for each conversation side for the remainder of the training process.
Words whose relative frequency f t in a cluster t di ers signi cantly from its relative frequency f in the whole corpus are designated as topic-related words. We designate all words w for which f t (w) log f t (w) f(w) 3 to be words related to topic t. There are roughly 300 such words for every topic cluster, about 16K such words in the 22K vocabulary, and they constitute about 8% of the 2.1 million training tokens. ME models are trained with the constraints of the kind (4) on these words in addition to the N-gram constraints.
Topic Assignment During Testing
To use a topic-dependent model for rescoring, a topic must be assigned to test utterances. A hard decision is made by assigning the closest matching topic in the results presented here, though the formalism extends easily to soft topic decisions. We employ a standard cosine similarity measure commonly used in the IR community (Bellegarda, 1998; Florian & Yarowsky, 1999) to assign a topic to test sentences. We investigate four options for this assignment: (i) manual assignment of topics to the conversation, automatic topic assignment based on (ii) the reference transcriptions or (iii) the 10-best hypotheses generated by the rst recognition pass, and (iv) assignment by an oracle to minimize perplexity (or WER). The results, presented in Table II WER of over 38%, there is only a small loss in perplexity and a negligible loss in WER when the topic assignment is based on recognizer hypotheses instead of the correct transcriptions. Comparisons with the oracle indicate that there is little room for further improvement. We have also investigated topic assignment at several granularities and found that the best recognition performance is achieved by assigning a topic to each utterance based on the 10-best hypotheses of the current and the three preceding utterances. These results are presented in The null topic, which defaults to a topic-independent baseline model, is available as one of the choices to the topic classi er. topic assignment of Table III is more e ective than the conversation-level assignment (Table II) To gain insight into improved performance from utterance-level topic assignment, we examine agreement between topics assigned at the two levels. As seen in Table IV , 8 out of 10 utterances prefer the topic-independent model and are ller utterances, probably serving vital discourse functions (e.g. acknowledgments, back-channel responses). Of the remaining utterances, a majority are closest to the topic which was assigned at the conversation-level. While a large fraction are closer to a topic other than the one preferred at the conversationlevel, this is not an equally remarkable result as, in many of these cases, the topic assigned at the conversation-level is a close second or the two topics are similar, e.g., social security and health care for the elderly.
Analysis of Recognition Performance
To see if we indeed improve the model where we aim to improve it, the vocabulary is divided into two sets: all those words which have topic-conditional unigram constraints for any of the topics, and the others. About 7% of the tokens in the test set have topic-dependent constraints. The WER of each set of tokens is divided in the same way, i.e. insertions or deletions of topic-dependent words as well as a substitution that involves a topic-dependent word counts towards an error in the rst category. Table V shows a breakdown of the results over the set of topic-dependent and -independent words for ME models with and without topic-dependent constraints. We also divide the vocabulary simply into content-bearing words and stop words (as de ned earlier). Under this partition, about 25% of tokens in the test set are content-bearing and the remainder are stop words. As expected, Tables V and VI show that the gain in perplexity comes predominantly from content-bearing words, and the 1.4% improvement in WER on these words is greater than the overall WER improvement. This may be a more important performance measure than the overall WER for tasks such as spoken document retrieval and automatic content extraction.
Maximum Entropy v/s Interpolated Topic N-Grams
Compared to the back-o trigram model which has about 250K parameters, the topic-conditional ME models introduce only about 16K additional parameters which modify probabilities of a few hundred words in the context of each topic. An alternative to this modeling approach is to partition the training data, build separate N-gram models for each topic and, since each topic N-gram is trained on a much smaller dataset, interpolate this topic speci c model with a topicindependent model trained on all the data to obtain a smooth topic-dependent model. This is comparable to the approach described, e.g., in Clarkson & Robinson (1997) , Iyer & Ostendorf (1996) and Martin et al. (1997) . We construct back-o unigram, bigram and trigram models speci c to each topic using the partitioning of the 2.1 million word corpus used for the ME models as described in Section 2.3.2. We interpolate each topic-speci c N-gram with the topic-independent trigram model to obtain smooth topic-dependent Ngram models. Usually, one would tune the interpolation coe cient on some held out set. In this case, however, we (cheat and) choose the interpolation weight to minimize the perplexity of the test set under each interpolated model. Table  VII shows the recognition performance of the interpolated models. The topic for each test utterance for the interpolated model is the same as the one used for the ME topic model. It may thus be argued that the ME approach permits us to combine via unigram constraints as much e ective information as one would get by interpolating topic speci c trigram models. This, we argue, is due to the systematic integration of topic-dependent and topic-independent constraints in our model. Since the correct (spoken) words are not available to the recognizer, all the words in the N best hypotheses for the preceding utterances in a conversation side are considered in estimating the cache model. This has the bene cial e ect that words appearing in multiple hypotheses are likely to be correct and hence get counted multiple times, while words which do not appear in many hypotheses are potentially due to recognition errors and are naturally discounted.
Usually, one would tune this value of N as well as the interpolation coe cient on some held-out set. However, in this case as well, we (cheat and) choose the value of N (100) and the interpolation weight (0:1) of the cache language model to minimize the perplexity of the test set. The results in Table VIII While it is a bit surprising to see the WER increase with a cache model, it is perhaps explained by the relatively high error rates in the hypotheses from which the model is estimated. To support this argument, we compare the recognition output of the baseline trigram model and the cache-interpolated model of Table  VIII in the following manner. Each recognition error is rst marked as an insertion, substitution or deletion in the usual way. Next, each error-token is marked as a repeated error if the word in question has undergone the same kind of error in the portion of the history used by the cache model. e.g., if a word w in the reference transcription was deleted from the hypothesis for the rst time in a conversation-side at some position i and deleted again at position j > i, then j is a case of a repeated deletion of w, though i is not. We nd that compared to the baseline trigram model, the cache based model has about a 0:6% higher rate of repeated errors. Comparing this to the overall increase in error rate of only 0:4%, it seems reasonable to conclude that a small reduction of nonrepeated errors is o set by an increase in the number of repeated errors, pointing to the detrimental e ect of using a cache model at high error rates.
Combining Syntactic and N-gram Dependencies
Although it is widely acknowledged that the syntactic structure of a sentence should be helpful in predicting words, many challenges must be met to integrate syntactic structure into a language model. An outline of our initial e orts in this direction appears in . The structure of statistical language models and that of syntax are substantially di erent. Statistical language models are represented as multi-dimensional tables of conditional probabilities, while the syntactic structure of a sentence is usually embedded in trees. Therefore, a probabilistic model for syntactic information is required before it can be employed in statistical language modeling. Furthermore, parsers that generate syntactic structures are usually designed to work on correct sentences, and they must be modi ed to parse erroneous partial hypotheses in speech recognition.
We parse all sentences in the training data by the left-to-right parser presented by Chelba & Jelinek (1998 
Each non-terminal node in the j-th parse tree T ij has a head-word. This headword dominates the subtree rooted at this node and thus can be regarded as the representative of the syntactic constituent spanned by the subtree. In a parse tree spanning complete sentence, the head-word at the root node is typically the main verb of the sentence. For a sentence pre x, the syntactic analysis is partial, and more than one constituent may await higher level parsing decisions as shown in Figure 1 . The lexical heads of such constituents are called exposed head-words. The exposed head-words preceding the word \after" in Figure 1 , for instance, are \contract" and \ended." For a word w i at position i, we label the exposed head-words from right to left as h i?1 , h i?2 , etc., dropping the subscript j for simplicity of notation. The reader should bear in mind that the preceding headword exposed at position i will depend on the choice of the candidate partial parse T ij . Details of parse generation and identi cation of head-words may be found in Chelba & Jelinek (1998) .
We assume that the immediate history (w i?2 , w i?1 ) and last two exposed headwords h i?2 , h i?1 of the partial parse T ij carry most of the useful information. Of course some syntactic information will be lost under this assumption. However, it leads to a very important simpli cation: P(w i jW i?1 1 ; T ij ) P(w i jw i?2 ; w i?1 ; h i?2 ; h i?1 ):
Note that the syntactic information is represented in the same form as N-grams by this representation! The main di erence is that unlike w i?2 ; w i?1 , the headwords h i?2 ; h i?1 are latent variables, i.e., unlike w i?2 and w i?1 which are directly observable at any position i, the identities of h i?2 and h i?1 , which would be known only from the correct syntactic analysis of the utterance, must be treated as missing data.
The \correct" exposed head-words are not known even for the training corpus.
Therefore we use the top N candidate partial parses as potentially correct parses with the appropriate probability. We accumulate counts for each seen 5-tuple (w 1 ; w 2 ; h 1 ; h 2 ; w 3 ) in the training data as follows. If a particular position i has the trigram (w i?2 ; w i?1 ; w i ) and the j-th partial parse T ij exposes head-words (h i?2 ; h i?1 ) with probability , then the 5-tuple (w i?2 ; w i?1 ; h i?2 ; h i?1 w i ) gets a fractional count of . The counts obtained in this manner for all frequent tuples are set as constraints in the syntactic ME model. During testing, each hypothesis is parsed by the parser and the ME model is invoked for each partial parse with its appropriate exposed head-words. The word probability is calculated by equations (7), (8) and (9), where the probability of a partial parse is taken directly from the parsing model (8).
Parameterization of the Maximum Entropy Model
It is clearly unreasonable to expect to obtain enough statistics to estimate a separate conditional pmf for each history (w i?2 ; w i?1 ; h i?2 ; h i?1 ) in (9). Therefore, the maximum entropy model for the dependency structure of (9) is done in much the same manner as was done for the topic conditional model in Section 2.1. In particular, we impose the following marginal constraints on the model, where # ] andP represent observed counts and relative frequencies respectively of the corresponding events. Note that the rst two kinds of constraints involve regular N-gram counts, and the last two involve what we call head-word N-gram counts. To obtain reliable estimates of the marginal probabilities for constraining the model, Good-Turing discounting is applied to the low counts before using them on the right hand sides of the equations above. Furthermore, trigram constraints based on very low counts (< 2) are completely dropped. We then seek a model which satis es the remaining constraints and has the maximum entropy. It is well known that the maximum entropy model has an exponential form where Z is a normalization constant. Note, again, that the rst three terms in the numerator correspond to standard N-gram constraints. The last two terms represent head-word N-gram constraints.
The parameters of the model are again trained by the improved iterative scaling algorithm (Della Pietra et al., 1995) . The heavy computational load in the training procedure is distributed to many computers by the parallel training method described in Section 2.1.2. The computational cost however is much higher than that for a trigram model in this case due to the head-word N-gram constraints.
Experimental Results on Switchboard
The experimental set-up for the language models with syntactic constraints is identical to that described in Section 2.3. Hence the baseline results of Table I are valid for the following experiments as well.
Recognition Performance of the Syntactic Model
We estimate an ME model with syntactic and N-gram constraints as described above. The cuto s for N-grams are the same as the baseline models (singleton trigrams are dropped), and the cuto s for head-word bigrams and trigrams are 2 and 1 respectively. Note that since headword N?grams may have fractional counts , even a cuto of 1 may result in excluding potential constraints. The results of this model with syntactic and N-gram constraints are shown in Table  IX , where the performance of the model with topic-dependent constraints is reproduced from Table III constraints alone reduce perplexity by about 7% and WER by 0.7% (absolute). Independently of these, simple syntactic constraints (head-word N-grams) result in a 7% reduction in perplexity and 0.8% (absolute) in WER.
Analysis of Recognition Performance
Our choice of topic-dependent constraints is clearly aimed at manipulating the probabilities of words whose frequency within conversations on a particular topic are vastly di erent from their frequency in the corpus. These are typically content bearing words which are interrelated by the topic of the conversation. Thus we expect improvements from the topic model to be concentrated on such words. Syntactic dependencies on the other hand are expected to be most helpful in positions where the best predictors of the following word are not within N-gram range due to an intervening phrase or clause. We perform some analysis in this section to see if this is true. To see whether we indeed improve the model when syntactic head-words are di erent from N-grams, all histories in the test sentences are divided into two categories: those histories whose head-words (h i?2 ; h i?1 ) coincide with the two immediately preceding words (w i?2 ; w i?1 ) and those whose head-words do not.
About 75% of the histories in the test set belong to the former category, perhaps explaining the considerable power of the trigram model. The perplexity and WER for these two sets are counted separately. When h i?1 6 = w i?1 or h i?2 6 = w i?2 , the reduction in perplexity and WER resulting from the syntactic model is consistent with the intuition exempli ed by Figure 1 , and supports our claim that the syntactic head-words carry meaningful information that is not captured by N-grams. Two other contrasts seen in Table  X and not explained by such intuition, are worth pointing out. Table XI : ME v/s Interpolated Syntactic Models (cf. Chelba & Jelinek (1999) ).
that the maximum entropy technique slightly but consistently outperforms interpolation, as also reported in other work on maximum entropy models. However, the main argument for maximum entropy remains its ability to combine many diverse sources of statistical dependence in an elegant uni ed manner.
Combining Topic, Syntactic and N-gram Dependencies
Finally, we construct a model with both topic and syntactic constraints. Due to the exible manner in which constraints can be introduced in the maximum entropy framework, the combination of these constraints results in another exponential model of the form by 12% (relative) and and WER by 1.3% (absolute) compared to the baseline trigram model. The results also show that the gains from these two sources of long-range dependence are nearly additive on both perplexity and WER.
Analysis of Recognition Performance
As seen in Table VI , the gain from the topic-dependent language model was largely due to improved prediction of content-bearing words, and Table X showed that the WER reduction in case of the syntactic constraints came largely from improved prediction when the two immediately preceding exposed heads were not within trigram range. In Tables XIII and XIV , we perform a similar post hoc analysis of our recognition results for the composite language model described above. It is clear from these two tables that in each category, the model with semantic and syntactic features is able to perform better than the models with either syntactic or semantic features alone. This further reinforces the notion that the information provided by the two types of cues in the language model \context" are to a considerable extent independent. 
Concluding Remarks
A composite language model that incorporates two diverse sources of long-range dependence with N-grams has been described. A perplexity reduction of 12% and a WER reduction of 1.3% (absolute) are achieved on the Switchboard task. The performance improvement on content words is even more signi cant when topic information is employed. Both the topic constraints and syntactic constraints are helpful when useful predictors of the following word are beyond N-gram range, and the syntactic model is more powerful in this case. These two sources of nonlocal dependencies are complementary and their gains over a trigram model are almost additive. The results show the bene ts of integrating various sources of information under the ME framework in improving language modeling. More gains from syntactic structure is expected by using the non-terminal labels in the partial parse as shown in Chelba & Jelinek (1998) . Work is in progress to incorporate this information in the language model. All experiments in this paper are based on N-best rescoring, but we will also use this method in lattice rescoring in the future. Finally, we are working to extend this model to other corpora, e.g. Broadcast News.
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