1. Introduction: The Two-Stage Least Squares (2-SLS) is a well known econometric technique used to estimate the parameters of a multi-equation (or simultaneous equations) econometric model when errors across the equations are not correlated and the equation(s) concerned is (are) over-identified or exactly identified. It is one of the members of the family of k-class estimators. Unlike the Three-Stage Least Squares, it does not estimate the parameters of all the equations of the model in one go. The 2-SLS estimates the parameters of an econometric model equation by equation, that is, one equation at a time.
Let a multi-equation econometric model be described by the system of its structural equations 0, YA XB U + + = where Y is an n m × data matrix of m endogenous variables in n observations, X is an n k × data matrix of k exogenous or pre-determined variables in n observations, A is an m m × full rank matrix of unknown parameters or coefficients associated with , Y B is a k m × matrix of unknown parameters or coefficients associated with X and U is an n m × matrix of (unobserved) errors. The elements of A and B are called the structural parameters. Since U is often correlated with Y which is itself stochastic, the parameters in the columns of A and B cannot be estimated by means of the Ordinary Least Squares (OLS) in view of the violation of the Gauss-Markov assumptions for the applicability of the OLS. Instead of using the OLS directly, the system of equations Now since X is fixed (non-stochastic) and it cannot be correlated with , E the system of reduced form equations Y XP E = + is amenable to estimation by the OLS. Therefore, P (which is the matrix of the reduced form coefficients) is estimated by the OLS as appear as explanatory variables, all the estimated parameters would be affected. As a matter of fact, the effects of outliers will pervade through all the equations and the estimated structural parameters in them. These effects are so intricately pervasive that it is very difficult to assess the influence of outliers on the estimated structural parameters.
A number of methods have been proposed to obtain robust estimators of regression parameters but most of them are limited to single equation models. Their adaptation to estimation of the structural parameters of multi-equation models is not only operationally inconvenient, it is also theoretically unconvincing. Moreover, generalization of those methods to multi-equation cases has scarcely been either successful or popular.
3. The Objectives of the Present Study: In this study a method has been proposed to conveniently generalize the 2-SLS to the weighted 2-SLS (W2-SLS) so that ( ) ω for different equations. These weights ( w and i ω ) are obtained in a particular manner as described latter in this paper. We also conduct some Monte Carlo experiments to demonstrate that our proposed method performs very well in estimating the structural parameters of multi-equation econometric models while the data matrices are containing numerous large outliers. 
Determination of Weights in the Weighted
ϖ = We will call it the original Campbell procedure to obtain a robust covariance matrix. However, our experience with this procedure to obtain a robust covariance matrix is not very encouraging in this study as well as elsewhere (Mishra, 2008) . We will use the acronym OCP for this original Campbell procedure. Hampel et al. (1986) defined the median of absolute deviations (from median) as a measure of scale,
which is a very robust measure of deviation. Using this measure of deviation also, we may assign weights to different data points. If we choose to heuristically assign the weight
and so on, and use Campbell's iterative method incorporating these weights, we may obtain a robust covariance matrix and weights. Our experience with this procedure has been highly rewarding in this study as well as elsewhere (Mishra, 2008) . We will call it the Modified Campbell Procedure (MCP) to obtain a robust covariance matrix and weights to different data points. 
Some Monte Caro Experiments:
In order to assess the performance of our proposed method and compare it with the 2-SLS when data matrices ( Y and X ) contain outliers, we have conducted some Monte Carlo experiments. Using the random number generator seed=1111, we have generated X containing five exogenous variables in 100 observations and appended to it the 6 th column of unitary vector to take care of the intercept term. Thus, in all, we have X in 100 rows and 6 columns. All values of X lie between 0 and 20 such that 0 20. Y has been generated with the parameter matrices, A and B and adding a very small normally distributed random error,
directly, without going into the subtleties of obtaining
The magnitude of error has been kept at a very low level since our objective is not to mingle the effects of errors with those of outliers on the estimated parameters. If the magnitude of errors is large, it would affect the estimated values of parameters and it would be difficult to disentangle the effects of outliers from those of the errors. The computer program GENDAT (in FORTRAN 77) to generate data is appended. As already mentioned, the program was run with the random number generator seed = 1111. The following are the matrices of structural parameters used in our experiments.
-1 7 0 -6 0 0 5 0 -7 0 60 3 -1 5 0 0 0 0 -1 3 0 ; 6 0 0 -1 -3 
The data (Y and X ) thus generated are used as the base data to which different number and different sizes of perturbation quantities are added in different experiments. For every experiment we have limited the number of replicates (NR) to 100, although this number could have been larger or smaller. For each experiment the mean, standard deviation and RMS (RootMean-Square) of expected parameters (Â and B ) have been computed over the 100 replicates.
The following formulas are used for computing these statistics.
A distance between RMS and SD entails bias of the estimation formula and a larger SD entails inefficiency of the estimation formula. Reduction in SD as a response to increase in the number of replicates entails consistency of the estimator formula. In the present exercise we have not looked into the consistency aspect by fixing the number of replicates (NR) to 100, although it could have been done without much effort by increasing NR from (say) 20 to 200 (or more) by an increment of 20 or so.
Experiment-1:
In this experiment we have set the number of perturbations at 10 (i.e. NOUT=10) and the size of perturbation (OL) in the range of 10 25 ± or between -15 to 35. In this range the size of perturbation quantities is randomly chosen and those quantities are added to the data at equiprobable random locations. Accordingly, in the program ROB2SLS the parameters are set at OMIN=10, OMAX=50 such that OL=OMIN+(OMAX-OMIN)*(RAND-0.5). The random number RAND lays between zero and unity (exclusive of limits). To generate the random numbers seed = 2211 has been used (in this as well as subsequent experiments). With this design, we have estimated the structural parameters by 2-SLS, OCP and MCP. The results are presented in tables 1.1 through 3.3. A perusal of these table immediately reveals that the 2-SLS and the W2-SLS(OCP) perform very poorly. Of the two, the 2-SLS appears to perform somewhat better. However, the performance of the W2-SLS(MCP) is excellent.
Experiment-2:
In this experiment we have set the number of perturbations at 10 (i.e. NOUT=10) and the size of perturbation (OL) in the range of 10 50 ± or between -40 to 60. The parameters in the program are set at OMIN=10, OMAX=100 and hence OL=OMIN+(OMAX-OMIN)*(RAND-0.5). The dismal performance of 2-SLS and W2-SLS(OCP) observed in experiment-1 has been further aggravated and therefore we do not consider it necessary to report the mean, SD and RMS of estimated structural parameters for those estimators. However, once again the W2-SLS(MCP) has performed exceedingly well and the results have been presented in Tables 4.1 Experiment-7: Now we keep NOUT=60 but increase the size of perturbations to -140 to 160 (as in experiment-3). The results are presented in the Tables 9.1 through 9.3. We observe that the mean estimated structural parameters are as yet quite close to the true values, SDs are quite close to the RMS values, much smaller than the magnitude of the mean estimates in most cases. Hence, we may hold that the W2-SLS continues to be robust to outliers/perturbations.
Experiment-8:
Next, we increase the number of perturbations to set NOUT=75 and set the size of perturbations in the range of -15 to 35. The results are presented in the Tables 10.1 through 10.3. We observe that the unbiasedness of W2-SLS is not much disturbed since the SDs and the RMS values are close to each other. However, many of the mean estimated structural parameters are now quite far from the true values and many SDs are not much smaller than the mean estimated structural parameters. These observations suggest that the W2-SLS is no longer robust to perturbations and it has surpassed its breakdown point. It may be noted that the data matrix has 100 points. When NOUT=60, on an average about 45 of the points are perturbed. Some points are perturbed more than once. For NOUT= 75 about 52 of the points are perturbed; some points are perturbed more than once. Hence we may conclude that W2-SLS has a breakdown point somewhere between 45 to 50 percent. When more than 45 percent of points are perturbed, the estimator may break down and hence may not be reliable.
Conclusion:
In this paper we have proposed a robust 2-Stage Weighted Least Squares estimator for estimating the parameters of a multi-equation econometric model when data contain outliers. The estimator is based on the procedure developed by Norm Campbell which has been modified by using the measure of robust median deviation suggested by Hampel et al. The estimation method based on the original Campbell procedure performs poorly, while the method based on the modified Campbell procedure shows appreciable robustness. Robustness of the proposed method is not much destabilized by the magnitude of outliers, but it is sensitive to the number of outliers/perturbations in the data matrix. The breakdown point of the method, is somewhere between 45 to 50 percent of the number of points in the data matrix. Tables   Table-1 . . . Table- . . . . . . . . . Table- . Note: Fortran-77 programs to generate data and carry out Monte Carlo Experiments/estimation are available on http://www.webng.com/economics or may be obtained from the author (mishrasknehu@yahoo.com).
