Under integrability conditions on distribution dependent coefficients, existence and uniqueness are proved for McKean-Vlasov type SDEs with non-degenerate noise. When the coefficients are Dini continuous in the space variable, gradient estimates and Harnack type inequalities are derived. These generalize the corresponding results derived for classical SDEs, and are new in the distribution dependent setting.
Introduction
In order to characterize nonlinear Fokker-Planck equations using SDEs, distribution dependent SDEs have been intensively investigated, see [20, 15] and references within for McKean-Vlasov type SDEs, and [6, 7, 2] and references within for Landau type equations. To ensure the existence and uniqueness of these type SDEs, growth/regularity conditions are used. On the other hand, however, due to Krylov's estimate and Zvonkin's transform, the well-posedness of classical SDEs is proved under an integrability condition, which allows the drift unbounded on compact sets. The purpose of this paper is to extend this result to the distribution dependent situation, and to establish gradient estimates and Harnack type inequalities for the distributions under Dini continuity of the drift, which is much weaker than the Lipschitz condition used in [26, 11] .
Let P be the set of all probability measures on R d . Consider the following distributiondependent SDE on R d :
where W t is the d-dimensional Brownian motion on a complete filtration probability space (Ω, {F t } t≥0 , P), L Xt is the law of X t , and
are measurable. When a different probability measureP is concerned, we use L ξ |P to denote the law of a random variable ξ under the probabilityP. By using a priori Krylov's estimate, a weak solution can be constructed for (1.1) by using an approximation argument as in the classical setting, see [9] and references within. To prove the existence of strong solution, we use a fixed distribution µ t to replace the law of solution L Xt , so that the distribution SDE (1.1) reduces to the classical one. We prove that when the reduced SDE has strong uniqueness, the weak solution of (1.1) also provides a strong solution. We will then use Zvonkin's transform to investigate the uniqueness, for which we first identify the distributions of given two solutions, so that these solutions solve the common reduced SDE, and thus, the pathwise uniqueness follows from existing argument developed for the classical SDEs. However, there is essential difficulty to identify the distributions of two solutions of (1.1). Once we have constructed the desired Zvonkin's transform for (1.1) with singular coefficients, gradient estimates and Harnack type inequalities can be proved as in the regular situation considered in [26] .
The remainder of the paper is organized as follows. In Section 2 we summarize the main results of the paper. To prove these results, some preparations are addressed in Section 3, including a new Krylov's estimate, two lemmas on weak convergence of stochastic processes, and a result on the existence of strong solutions for distribution dependent SDEs. Finally, the main results are proved in Sections 4 and 5.
Main results
We first recall Krylov's estimate in the study of SDEs. We will fix a constant T > 0, and only consider solutions of (1.1) up to time T .. For a measurable function f defined on
When s = 0, we simply denote f L q p (0,t) = f L q p (t) . A key step in the study of singular SDEs is to establish Krylov type estimate (see for instance [13] ). For later use we introduce the following notion of K-estimate. We consider the following class of number pairs (p, q):
Definition 2.1 (Krylov's Estimate). An F t -adapted process {X s } 0≤s≤T is said to satisfy K-estimate, if for any (p, q) ∈ K , there exist constants δ ∈ (0, 1) and C > 0 such that for any nonnegative measurable function
We note that (2.1) implies the following Khasminskii type estimate, see for instance [28, Lemma 3.5] and it's proof: there exists a constant c > 0 such that
and for any λ > 0 there exists a constant Λ = Λ(λ, δ, c) > 0 such that
Let θ ∈ [1, ∞), we will consider the SDE (1.1) with initial distributions in the class
It is well known that P θ is a Polish space under the Warsserstein distance
where C (µ, ν) is the set of all couplings of µ and ν. Moreover, the topology induced by W θ on P θ coincides with the weak topology. In the following three subsections, we state our main results on the existence, uniqueness and Harnack type inequalities respectively for the distribution dependent SDE (1.1).
Existence and uniqueness
Let P a θ = µ ∈ P θ : µ is absolutely continuous with respect to the Lebesgue measure . To construct a weak solution of (1.1) by using approximation argument as in [9, 15] , we need the following assumptions for some θ ≥ 1.
(H θ ) There exists a sequence (b n , σ n ) n≥1 , where
are measurable, such that the following conditions hold:
The main result in this part is the following. Theorem 2.1. Assume (H θ ) for some constant θ ≥ 1. Let X 0 be an F 0 -measurable random variable on R d with µ 0 := L X 0 ∈ P θ . Then the following assertions hold.
(1) The SDE (1.1) has a weak solution with initial distribution µ 0 satisfying L X· ∈ C([0, T ]; P θ ) and the K-estimate.
(2) If σ is uniformly continuous in x ∈ R d uniformly with respect to (t, µ) ∈ [0, T ] × P θ , and for any
where ∇ is the weak gradient in the space variable x ∈ R d , then the SDE (1.1) has a strong solution satisfying L X· ∈ C([0, T ]; P θ ) and the K-estimate.
(3) If, in addition to the condition in (2), there exists a constant L > 0 such that
holds for all µ, ν ∈ P θ and (t, x) ∈ [0, T ] × R d , then the strong solution is unique.
When b and σ do not depend on the distribution, Theorem 2.1 reduces back to the corresponding results derived for classical SDEs with singular coefficients, see for instance [30] and references within.
To compare Theorem 2.1 with recent results on the existence and uniqueness of McKean-Vlasov type SDEs derived in [3, 15] , we consider a specific class of coefficients where the dependence on distributions is of integral type. For µ ∈ P and a (possibly
are measurable and bounded such that for some constant δ > 0,
are measurable and continuous in the third variable in R k . We make the following assumption.
(A) Let (b, σ) in (2.6) for (B, Σ) such that (2.7) holds, B t (x, ·) and Σ t (x, ·) are continuous for any (t,
Corollary 2.2. Assume (A). Then the following assertions hold.
(1) Assertion (1) in Theorem 2.1 holds.
(2) If moreover, σ is uniformly continuous in x ∈ R d uniformly with respect to (t, µ) ∈ [0, T ] × P θ , and for any
where ∇ is the weak gradient in the space variable x ∈ R d , then assertion (2) in Theorem 2.1 hold.
(3) Besides the conditions in (2), if there exists a constant c > 0 such that
then for any F 0 -measurable random variable X 0 on R d with µ 0 := L X 0 ∈ P θ for some θ ≥ 1, the SDE (1.1) has a unique strong solution with L X· continuous in P θ .
In the next corollary on the existence of weak solution we do not assume (2.6) . This result will be used in Section 5.
Corollary 2.3. Assume that (2.5), (2.8) hold. Then the SDE (1.1) has a weak solution with initial distribution µ 0 satisfying L X· ∈ C([0, T ]; P θ ) and the K-estimate.
We now explain that results in Corollary 2.2 and Corollary 2.3 are new comparing with existing results on McKean-Vlasov SDEs. We first consider the model in [3] where ψ b and ψ σ are R-valued functions such that
ψ b is Hölder continuous, ψ σ is Lipschitz continuous, and for some constants C > 1, θ ∈ (0, 1],
Then [3, Theorem 1] says that when L X 0 ∈ P 2 the SDE (1.1) has a unique strong solution. Obviously, the above conditions imply b ∞ + ∇σ ∞ < ∞, but this is not necessary for conditions in Corollary 2.2 and Corollary 2.3. Next, [15] considers (1.1) with
for measurable functions
for some constant C > 1. Then [15, Theorem 1] says that when L X 0 ∈ P 4 , (1.1) has a weak solution. If moreover σ does not depend on the distribution and ∇σ ∞ < ∞, then [15, Theorem 2] shows that when Ee r|X 0 | 2 < ∞ for some r > 0, the SDE (1.1) has a unique strong solution. Obviously, to apply these results it is necessary that b and ∇σ are (locally) bounded, which is however not necessary for the condition in Corollary 2.2 and Corollary 2.3.
Harnack inequality
In this subsection, we investigate the dimension-free log-Harnack inequality introduced in [19] for (1.1), see [24] and references within for general results on these type Harnack inequalities and applications. We establish Harnack inequalities for P t f using coupling by change of measures (see for instance [24, §1.1]). To this end, we need to assume that the noise part is distribution-free; that is, we consider the following special version of (1.1):
As in [26] , we define P t f (µ 0 ) and P * t µ 0 as follows:
where
We will need the following assumption.
(H) b ∞ < ∞ and there exist a constant K > 1 and φ ∈ D such that for any t ∈ [0, T ], x, y ∈ R d , and µ, ν ∈ P 2 , (2.10)
Theorem 2.4. Assume (H).
There exists a constant C > 0 such that
Shift Harnack inequality
In this section we establish the shift Harnack inequality for P t introduced in [23] . To this end, we assume that σ t (x, µ) does not depend on x. So SDE (1.1) becomes (2.14)
, and b satisfies the corresponding conditions in (H).
Preparations
We first present a new result on Krylov's estimate, then recall two lemmas from [9] for the construction of weak solution, and finally introduce two lemmas on the existence and uniqueness of strong solutions.
Krylov's estimate
Consider the following SDE on R d :
Lemma 3.1. Let T > 0, and let p, q ∈ (1, ∞) with
d uniformly with respect to t ∈ [0, T ], and that for a constant K > 1 and some nonnegative function F ∈ L q p (T ) such that
Proof. When b is bounded, the assertion is due to [30 
whereb is bounded, andσ is uniformly continuous in x ∈ R d uniformly with respect to
This together with ∇θ ∞ <K implies that
Then the proof is finished.
Convergence of stochastic processes
To prove Theorem 2.1(1), we will use the following two lemmas due to [9, Lemma 5.1,
Lemma 3.2. Let {ψ n } n≥1 be a sequence of d-dimensional processes defined on some probability space. Assume that
and for any ε > 0,
Then there exist a sequence {n k } k≥1 , a probability space (Ω,F ,P) and stochastic processes 
Existence and uniqueness on strong solutions
We first present a result on the existence of strong solutions deduced from weak solutions, then introduce a result on the existence and uniqueness of strong solutions under a Lipschitz type condition.
Lemma 3.4. Let (Ω,F t ,W t ,P) andX t be a weak solution to (1.1) with µ t := LX t |P = µ t . If the SDE
has a unique strong solution X t up to life time with L X 0 = µ 0 , then (1.1) has a strong solution.
Proof. Since µ t = LX t |P,X t is a weak solution to (3.10) . By Yamada-Watanabe principle, the strong uniqueness of (3.10) implies the weak uniqueness, so that X t is nonexplosive with L Xt = µ t , t ≥ 0. Therefore, X t is a strong solution to (1.
Proof. When θ ≥ 2 the assertion follows from [26, Theorem 2.1]. So we only consider θ < 2. As explained in [26] that it suffices to find a constant t 0 ∈ (0, T ) independent of X 0 such that (1.1) has a unique strong solution up to time t 0 and sup
where 
Moreover, letting
Since θ < 2, by Jensen's inequality we may find out a constant K 1 > 0 such that
, we may find a constant ε ∈ (0, 1) such that
Therefore, for any t ∈ [0, t 0 ] there exists an F t -measurable random variable
where µ t := L Xt . Combining this with (3.11) and letting n → ∞ in the equation
we derive for every t ∈ [0, t 0 ],
Thus, (X s ) s∈[0,t 0 ] has a continuous version which is a strong solution of (1.1) up to time t 0 . The uniqueness is trivial by using condition (3.11) and Itô's formula.
Proofs of Theorem 2.1 and Corollary 2.2 4.1 Proof of Theorem 2.1(1)-(2)
According to [30] , the condition in Theorem 2.1(2) implies that the SDE (3.10) has a unique strong solution. So, by Lemma 3.4, Theorem 2.1(2) follows from Theorem 2.1(1). Below we only prove the existence of weak solution. By Lemma 3.5, condition (3) in (H θ ) implies that the SDE (4.1) dX
, (2.4) and condition (2) in (H
holds for some constants C > 0 and δ ∈ (0, 1). We first show that Lemma 3.2 applies to ψ n := (X n , W ), for which it suffices to verify conditions (3.8) and (3.9) for ψ n := X n . By condition (2) in (H θ ) and (2.2) implied by (3.4), there exist constants c 1 , c 2 > 0 such that
Thus, (3.8) holds for ψ n := X n . Next, by the same reason, there exists a constant c 3 > 0 such that for any 0 ≤ s ≤ t ≤ T ,
Hence, (3.9) holds for ψ n := X n . According to Lemma 3.2, there exists a subsequence of (X n , W ) n≥1 , denoted again by (X n , W ) n≥1 , stochastic processes (X n ,W n ) n≥1 and (X,W ) on a complete probability space (Ω,F ,P) such that L (X n ,W ) |P = L (X n ,W n ) |P for any n ≥ 1, and for any t ∈ [0, T ], lim n→∞ (X n t ,W n t ) = (X t ,W t ) in the probabilityP. As in [9] , letF n t be the completion of the σ-algebra generated by the {X 
In the following we prove these two limits respectively.
Proof of (4.5). For any n ≥ m ≥ 1, we have
Below we estimate these I i (s) respectively. Firstly, by Chebyshev's inequality and (4.2), we arrive at (1) and (3) that
So, by condition (2) 
Finally, sinceX n t →X t in probability, estimate (4.2) also holds forX replacingX n . Therefore, inequality (4.7) holds for I 3 replacing I 1 . In conclusion, we arrive at
for any m > 0 and R > 0. Then letting first m → ∞ and then R → ∞, due to (1) and (2) in (H θ ), we obtain from the dominated convergence theorem that lim sup
Proof of (4.6). For any n ≥ m ≥ 1 we have
By Chebyshev's inequality, BDG inequality and (4.2), we havẽ
By condition (1) in (H θ ), andμ n t →μ t in P θ as observed above, we have
and lim
So, the dominated convergence theorem gives
So, applying Lemma 3.3 to
we conclude that when n → ∞,
Letting first m → ∞ and then R → ∞, we prove that when n → ∞,
Proof of Theorem 2.1(3)
We will use the following result for the maximal operator:
where B(x, r) := {y : |x − y| < r}, see [4, Appendix A].
Lemma 4.1. There exists a constant C > 0 such that for any continuous and weak differentiable function f ,
Moreover, for any p > 1, there exists a constant C p > 0 such that
Let X and Y be two solutions to (1.1) with X 0 = Y 0 , and let 
. By (4.12), (4.13) and Itô's formula (see [30] for more details), we have
By (4.14), (2.5), Lemma 4.1, and noting that the distributions of X t and Y t are absolutely continuous with respect to the Lebesgue measure, we may find out a constant c 1 > 0 such that
and for some constants c 0 , c 1 > 0 ≤ 2, we arrive at
for some constant c 2 > 0, a local martingale M t , and
By the stochastic Gronwall lemma due to [28, Lemma 3.8] , when 2m > θ this implies
Since by Lemma 3.1, (4.11), (4.15) 
implies the pathwise uniqueness of this SDE, so we conclude that X t = Y t for all t ∈ [0, T ].
Proof of Corollary 2.2 and Corollary 2.3
Proof of Corollary 2.2. We set a t (x, µ) := (σσ
(4.25) Letσ n t = √ a n t andσ t = √ a t . Consider the following SDE:
We first show that (b,σ) satisfies assumption (H θ ). Firstly, (2.6)-(2.7) and the continuity in the third variable of B and Σ imply that b and σ are continuous in the third variable µ ∈ P θ . Thus, (1) in (H θ ) holds. As to (H θ ) (2), since by [30] , it holds that
there exists a subsequence n k such that
. Finally, by (2.6), for any n ≥ 1 there exists a constant c n > 0 such that
holds for all s, t ∈ R, x, x ′ ∈ R d and µ, ν ∈ P 1 . So, for any θ ≥ 1, condition (3) in (H θ ) holds. By Theorem 2.1 (1), SDE (4.26) has a weak solution. Noting that σσ * =σσ * , the SDE (1.1) also has a weak solution. Finally, the strong existence and uniqueness follow from Theorem 2.1 (2) and (3).
Proof of Corollary 2.3. Let b n t and a n t be in (4.25) , and letσ n t = √ a n t andσ t = √ a t . Then 1) . For any µ ∈ P 2 we let µ t = P * t µ be the distribution of X t which solves (2.9) with L X 0 = µ.
We first figure out the outline of proof using coupling by change of measure as in [22, 24] . From now on, we fix t 0 ∈ (0, T ] and µ 0 , ν 0 ∈ P 2 , and take F 0 -measurable
Let X t with L X 0 = µ 0 solve (2.9), we have
To establish the log-Harnack inequality, We construct a process Y t such that for a weighted probability measure Q := RP (5.3)
So, by Young's inequality we obtain the log-Harnack inequality:
To construct the desired Y t , we follow the line of [27] using Zvonkin's transform. As shown in [27, Theorem 3.10] for d 1 = 0 that Assumption (H) implies that for large enough λ > 0, the PDE (4.13) has a unique solution u λ,µ satisfying
∞ < ∞ together with the Lipschitzian continuity of σ implies that the increasing process A t in (4.23) satisfies dA t ≤ cdt for some constant c > 0. Moreover,
for some constant κ > 0. As in [22, §2] , let γ = 
where inf ∅ := ∞ by convention. We have τ n ↑ t 0 as n ↑ ∞. To see that the process Y meets the above requirement, we first prove that Then there exists a constant c > 0 uniformly in t 0 ∈ (0, T ) such that (5.11) sup
Consequently, R t extends to t = t 0 , Q := R t 0 P is a probability measure under which (5.8) has a unique solution (Y t ) t∈[0,t 0 ] satisfying (5.12) Q(X t 0 = Y t 0 ) = 1.
Proof. By (A1), for any n ≥ 1 and t ∈ (0, t 0 ), the process (R s∧τn ) s∈[0,t] is a uniformly integrable continuous martingale. So, for the first assertion it suffices to find out a constant c > 0 uniformly in t 0 ∈ (0, T ) such that (5.13) sup n≥1 E[R t∧τn log R t∧τn ] ≤ c t 0 W 2 (µ 0 , ν 0 ) 2 , t ∈ [0, t 0 ).
To this end, for fixed t ∈ (0, T ) and n ≥ 1, we consider the weighted probability Q t,n := R t∧τn P. Since X t − Y t is continuous and 
