We investigate the one-orbital model for manganites with cooperative phonons and superexchange coupling J AF via large-scale Monte Carlo (MC) simulations. Results for two-orbitals are also briefly discussed. Focusing on an the realistic electronic density n = 0.75, a regime of competition between ferromagnetic (FM) metallic and charge-ordered (CO) insulating states was identified in the finite temperature phase diagram. In the vicinity of the associated bicritical point, colossal magnetoresistance (CMR) effects were observed. The CMR magnitude is much larger than recently reported when randomly distributed polarons form the competing insulator. The appearance of CMR is associated with the development of short-distance correlations among polarons, above the spin ordering temperatures, resembling the charge arrangement of the low-temperature CO state. We present calculations of charge-charge correlations as well as typical Monte Carlo snapshots to support this view.
Introduction
The vast interest on the study of manganites [1] started with the discovery of the so-called "colossal" mangetoresistance (CMR) effect, an effect three orders of magnitude larger than the one observed previously on superlattice films( [2, 3] and see Ref. [4] for more details). These systems present complex ground states, usually with spatial inhomogeneities and nonlinearities that emerge due to the complex interaction of various degrees of freedom, e.g. spin, charge, lattice, that are simultaneously active.
This complexity leads to functionality. In fact, manganites and other perovskite oxides are appealing to industry as potential materials for use in a new generation of magnetic storage devices and possibly even a new era of electronic devices that could revolutionize information technology. CMR is similar to GMR, or giant magnetoresistance, a material property that has received plenty of attention since the late 1980s, when it was discovered that this magnetic characteristic of certain materials could be used to store data. GMR technology has been used in hard drives since the 1990s. Hence an obvious application of CMR would be in magnetoresitive sensors that are used in read read heads of computer hard drives but also in many other areas of technology. Magnetoresistive sensors consist of one or more magnets that, when aligned in certain directions, minimize the electrical resistivity. In read heads of computer hard drives this is used to electrically read out the information stored in small magnetic bits on the storage medium. Increasing the magnetoresistance leads to more sensitivity, which makes possible further miniaturization of devices and hence increasing efficiency and capacity of the storage vehicle. Physics Procedia 7 (2010) [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] www.elsevier.com/locate/procedia parallelized efficiently requiring at least 10 different disorder configurations. The third level of parallelization consists of runs at different parameters to obtain the material's phase diagram. Runs at different temperatures or couplings are implemented via the Message Passing Interface, and the scaling is linear. The simulations described so far allow for the calculation of all required observables to obtain the phase diagram. Furthermore, the calculation of more complicated observables has also been parallelized. In all these cases the calculation to be performed on the nodes is much more intensive than the data to be communicated among the nodes In Section 5 we expand our scope to consider related materials, in particular diluted magnetic semiconductors. Finally, we present the main conclusions and future directions in Section 6.
Models and Methods
For CMR manganites a single run will efficiently use 2000 to 4000 processors on the Cray XT3 supercomputer (see introduction) and will require 6 to 12 hours per CPU. Ten similar runs for different Hamiltonian parameters would allow for the calculation of a complete phase diagram including disorder average for a given lattice size. The procedure will be repeated to obtain the phase diagram on different lattices and to be able to study size-effects.
One-Orbital Model
We start with the definition of one-orbital model with cooperative phonons:
where c † i,α creates an electron at site i with spin α, σ α,β are the Pauli spin matrices, i j indicates summing over nearest neighbor sites, and t is the nearest neighbor hopping amplitude for the movement of electrons (t also sets the energy unit, i.e. t=1 in all of the results below). The first and second terms are the standard for a double exchange model, with S i being a classical localized spin that represents the t 2g degrees-of-freedom. The next term represents the antiferromagnetic coupling J AF between the nearest neighbor Mn spins. The fourth term in the Hamiltonian accounts for the energy corresponding to the lattice-carrier interaction, with λ being the strength of the electronphonon coupling. u i,γ are the distortions (lattice displacements) of the oxygen atoms surrounding a Mn ion at site i. The index γ in 3D (2D) runs over three (two) directions x, y and z (x and y). The tendency toward increasing the magnitude of the lattice distortions is balanced by the fifth term in the Hamiltonian, which represents the stiffness of the Mn-O bonds. Since the study of quantum phonons in this context is not possible with currently available algorithms, the oxygen displacements are considered classical, approximation widely used in studies of manganites [4] . Finally, the last term corresponds to the quenched disorder, which here it is introduced in the form of random site energies. Δ i represents the strength of the disorder at a given site, and these numbers are chosen from a bimodal distribution of width 2Δ with mean 0. The overall electronic density n is controlled with the help of a chemical potential μ added to the last term in the Hamiltonian. In the rest of the paper, for simplicity spatial labels will be denoted without arrows or bold letters independently of the dimension. Also the notation i + j is meant to represent the lattice site given by the vectorial sum of the vectors corresponding to i and j, respectively. In this manuscript, the limit of an infinite Hund coupling will be considered, which is another widely used simplification known to preserve the essential physics of manganites [4] . In this limit, the spin of the e g -electron perfectly aligns along the localized t 2g -spin direction, and the Hamiltonian is reduced to:
where θ i and φ i are the spherical coordinates of the core spin at site i (assumed classical). The operators d † i now create an electron at site i with spin parallel to the core spin at i, and n i = d † i d i . Note that for an infinite Hund coupling, the system can be shown to be particle-hole symmetric with respect to density n=0.5. Thus, results at densities n and 1 − n are equivalent.
Two-Orbital Model
The two orbitals used in this model arise from the two e g bands that are active at the Mn ions in Mn-oxides, as extensively discussed before [4, 10] . The Hamiltonian for this model is:
where the factor that renormalizes the hopping in the J H = ∞ limit is
The parameters t α γγ are the hopping amplitudes between the orbitals γ and γ in the direction α. In this section, we restrict ourselves to two dimensions, such that t 
The constant λ is the electron-phonon coupling related to the Jahn-Teller distortion of the MnO 6 octahedron [9, 4, 10] . Regarding the phononic stiffness, and in units of t x aa = 1, the D α parameters are D 1 = 1 and D 2 = D 3 = 0.5, as discussed in previous literature [26] . The rest of the notation is standard. Note that in the large Hund coupling limit there is no spin index. The J AF coupling between the localized spins is neglected, as for the one-orbital model. In some of the results below, a Zeeman term with field strength H was added.
Exact Diagonalization Monte Carlo Method
The technique used to handle above Hamiltonians involves the standard exact diagonalization of the quadratic fermionic sector for a given spin background [4, 10] . The procedure then consists of an evolution in Monte Carlo steps, where new spin configurations are accepted or rejected according to a standard Metropolis algorithm. Details have been widely discussed in previous studies and they will not be repeated here [4, 10] . Thermal averages of operators such as spin-spin correlation S i · S j are calculated by carrying out an average over all Monte Carlo steps during the MC evolution, after discarding the initial set needed to thermalize. Correlation functions at a particular distance are obtained by averaging over all the possible pairs of sites separated by that distance. As example, the definition of the spin correlations at distance x is the following: Shown are the resistivity and spin-spin correlations, the latter at the maximum allowed distance (2 √ 3), vs. temperature, working at λ=0.9, n=0.3, and for the disorder strengths Δ indicated. The results shown are mainly for one configuration of quenched disorder, but as many as 10 configurations were used in particular cases of temperatures and Δ's, and no substantial deviations were observed between disorder configurations
where β is the inverse temperature and N is the total number of sites, and the rest of the notation is standard. In the one-orbital study, mainly lattice sizes 8 × 8 and 4 × 4 × 4 were used. In addition, 10 4 steps were typically employed for thermalization, followed by another 10 4 for measurements. For larger lattices, such as 12 × 12 and 6 × 6 × 6, 10 4 measurement steps were performed after 2, 000 steps for thermalization. Most of the simulations have started with a random configuration of spins, but simulations with a FM starting configuration have also been carried out in order to check for convergence. No problems were found in this context, namely both approaches led to very similar results. Furthermore, independent Monte Carlo runs corresponding to different starting random seeds for the initial random spin configuration have also been averaged wherever possible to increase the accuracy of the results. The resistivity ρ has been calculated by taking the inverse of the mean conductivity σ, where the latter is related to the conductance G by G = σL d−2 , with d being the dimension and L the linear size of the lattice. The calculation of the conductance G has been carried out following the approach extensively discussed before by Verges [27] . The use of the resistivity notation is to facilitate the interpretation of results and comparison with experiments, namely we do not claim to have observed Ohmic behavior in our small system simulations. For the purposes of our paper, whether the resistivity or resistance is used as the key observable the conclusions are the same. The units used for the resistivity in the entire manuscript are [h/e 2 ] in 2D, and [h/e 2 ] × L in 3D. Precisely in 3D, the results presented in figures were obtained by multiplying the resistance by the linear size L, assuming a lattice spacing one. To restore the proper units to our results, the real lattice spacing of Mn oxides must be used.
Results: Ferromagnetic Phases

One-Orbital Model
The discussion of our computational results starts at the electronic density n=0.3 (equivalent to n=0.7, due to the symmetry discussed in the previous section). Figure 1 is a typical example of the resistivity curves obtained in the present effort. In the clean limit, Δ=0, there is a rapid change in resistivity near the transition to ferromagnetism. This is a typical pure double-exchange behavior: in the absence of a sufficiently strong λ, quenched disorder, or other couplings that may lead to competing states, then a metal is obtained at temperatures above the Curie temperature.
As already clearly established in this field, pure double-exchange models are not enough to address the physics of the CMR materials. However, note the dramatic effect of quenched disorder inducing a peak on the resistivity, as shown in Fig. 1 . Even for the small systems studied here, the ratio of resistivities between its maximum and minimum values is as large as ∼ 6 for Δ = 0.7. Note the correlation between the peak location and the temperature where ferromagnetic order appears (signaled in our calculations by the value of the spin-spin correlation at the largest possible distance in the cluster under investigation). The comparison of our results with those of recent publications [16] shows that the peak in the resistivity is a robust feature of the model. (a) (c) (b) Figure 2 : (a) Influence of the electron-phonon coupling λ on the resistivity vs temperature curves, (b) influence of magnetic fields on the resistivity curve and on the spin-spin correlation at the maximum allowed distance (4 √ 2) on an 8 × 8 lattice, and (c) magnetoresistance ratios vs. temperature, calculated for two representative magnetic fields in the clean limit Δ = 0, at n = 0.1, and using an 8 × 8 lattice.
Although a variety of previous theoretical and experimental investigations have convincingly shown the importance of quenched disorder in the CMR context, nevertheless it is interesting to observe that a resistivity peak can also be found by varying λ even in the clean limit Δ = 0. [20] Several of the effects discussed at the realistic density n = 0.3 in the previous section were found to be magnified by reducing the electronic density. The lattice to be shown is now two dimensional, to illustrate the similarity systematically found between results in two and three dimensions. In Fig. 2 , the influence of the quenched disorder strength Δ on the resistivity plots is shown. As in Fig. 1 , the case of a "small" λ is considered first, namely one where in the clean limit the resistivity does not present insulating behavior. As found for n = 0.3, with increasing Δ a prominent peak is generated, which is located at the Curie temperature (conclusion based on the study of spin correlations, not shown). The ratio of the maximum and minimum resistivities is now 30-50 in the range of Δ analyzed here, considerably larger than at n = 0.3.
The effect of magnetic fields at n = 0.1 is very pronounced (see Fig. 4(b) ), once again resembling the magnitude of the CMR effect in real materials. The region in the vicinity of the resistivity peak is the most affected. The magnetoresistance ratios (Fig. 2(c) ) are as large as those reported in the real Mn oxides with the largest CMR effects. The trade-off is that the effect occurs only in a small window of λ, but this range, as well as the magnetoresistance value, can be further enlarged by adding quenched disorder. For the particular case n = 0.1, it is interesting to remark the abruptness of the changes in the resistivity near the peak in Fig. 2(a) , that resemble a first-order transition. [20] The first-order nature of the transition also highlights clear similarities with experiments for some manganites, such as La 0.7 Ca 0.3 MnO 3 .
Understanding the Results
The results reported in the previous sections indicate that the magnitude of the resistivity peak, namely the ratio between the maximum and minimum resistivities, increases when reducing the density n. In fact, the CMR effect is much larger at n = 0.1 than at n = 0.3. As a consequence, it is natural to wonder if for the case of just one electron a peak in the resistivity will also appear. Our effort is carried out in the grand canonical ensemble, but it is possible to tune the chemical potential with sufficient accuracy so that just one mobile electron is MC simulated. The results are shown in Fig. 3(a,b,c) , obtained on an 8 × 8 cluster. It is remarkable to find that indeed the one-electron problem has a resistivity vs. temperature curve clearly resembling those of the other electronic densities. The inset of Fig. 3(a) shows that ferromagnetism in the classical spins is obtained in this case as well. In the bulk, likely only a finite-size FM region can be associated with a single electron, but on a finite small cluster this region can be as large as the entire system, as it occurs in our case.
An interesting detail of the one-electron study is that the insulating regime is observed even at λ0. This occurs only at this very small electronic density; at n = 0.1 or 0.3, a robust value of λ is needed to see a similar behavior. This can be understood as follows. The cluster spin-spin correlations are sketched in Fig. 3 here the entire 8 × 8 cluster is ferromagnetic in agreement with expectations. However, at higher temperatures, in the "insulating" portion of the λ = 0 resistivity curve, there are patches that are FM as well, as shown in Fig. 3(c) . This is correlated with charge localized in the darker regions (not shown). 1 Namely, in the insulating regime there is a "self-trapping" of the electrons that takes place, in the form of a small FM polaron.
To intuitively understand the results, the picture emerging from the one electron problem is important. It seems that upon cooling a paramagnetic metal first turns into an insulator via localization of charge (this is the insulating regime of the resistivity curve) and then, fairly abruptly, a transition to a metallic FM state occurs. Although we have not calculated the entropy explicitly (this is typically complicated to do in numerical simulations), we believe that in the range of λ's where this phenomenon occurs, there is a competition between a FM metallic state and a charge localized (CL) state. The former has lower energy, but the latter has higher entropy due to the fact that the charge can be localized in a variety of arrangements. For this reason at high temperature the CL state dominates, but then a crossing to the FM metal occurs at low temperatures.
In Fig. 3(d) , the inverse of the DOS at the chemical potential is shown, together with the logarithm of the resistivity. Both quantities show a similar trend with temperature, and the PG indeed appears correlated with the behavior of the resistivity. However, note that the use of the logarithmic scale for ρ indicates that the effect leading to the PG formation affects much more strongly the transport properties of the system than others. This is typical of a percolative system where small changes in the electronic distribution can lead to dramatic changes in the transport characteristics.
For systems without quenched disorder the average local density is always constant due to translational invariance. Therefore, we measure the localization of the charge by calculating the error in n i given by
This quantity indicates the difference between the actual charge n i at each site and the nominal average density in the full cluster, i.e. n. For a system with a uniform distribution of charge σ n vanishes. This indeed occurs at very low temperatures. But for a system with charge localization then σ n is different from zero, as it occurs at the resistivity peak. In Fig. 3(d) , σ n is plotted versus temperature, showing that it follows the behavior of the resistivity indicating that localization of the charge is the main reason for the insulating regime observed above the Curie temperature.
Two-orbital Model
The main purpose of the numerical study discussed in this section is to investigate if the two-orbital model for manganites can also produce a resistivity peak, as observed in the one-orbital case. The study in this section is presented with the same caveats as the one-orbital investigation: (i) it is an important step toward a realistic theoretical description of manganites since Mn-oxides have two active e g orbitals, but (ii) the model does not include the coupling J AF which is crucial to generate the realistic insulating state, with antiferromagnetic and orbital order. Nevertheless, the observation of features that in several ways resemble experiments is exciting and at least part of the essence of real materials appears to have been captured by the models discussed here, even in purely FM regimes.
In Fig. 4 , Monte Carlo results at n = 0.1 are presented for the two-orbital model. The behavior of the resistivity is very similar to what was observed for the one-orbital case, namely a clearly defined peak is observed, and a sharp (likely first order) transition in the resistance occurs upon cooling through the Curie temperature. At this electronic density, the changes in resistance upon heating or cooling are much larger than at other densities such as n = 0.3.
Overall, it is clear that the models with one and two orbitals behave fairly similarly, and the existence of a peak in the resistivity is a robust result of this effort and previous Monte Carlo simulations [16] . 
Results: Anti-ferromagnetic Phases
A complete rationalization of CMR physics needs a CO antiferromagnetic (AF) state as the true competitor of the FM metal, since it is under these circumstances that the magnetoresistance effect is truly colossal [4] . For this goal, it is crucial to incorporate the t 2g AF superexchange J AF , known to be fundamental to reproduce the CO-AF states observed in real manganite phase diagrams [4] . To this end, simulations on the one-orbital model with finite J AF reveal a CO-AF state, where the holes are arranged regularly, separated by distances 2 and √ 5 (see Fig. 5 ). This state is degenerate with a state rotated in 90
o . The spins are also indicated. This type of states are the analog of the more involved CO/AF states that exist in two-orbital Mn-oxide models, such as the CE state [4] .
The most important result of these investigations is shown in Fig. 6 , where the ρ vs. temperature T curves are shown. Consider Fig. 6 : here ρ vs. T presents the expected insulating behavior at large J AF , and the canonical bad-metal DE form at small J AF (or reducing λ). The remarkable result appears in between, mainly in the narrow J AF interval approximately between 0.02 and 0.0325. In this regime, ρ vs. T presents a canonical CMR shape, with insulating behavior at large T , transforming into a broad high peak upon cooling (note the logarithm scale used), followed by metallic behavior at low T . The T C is approximately located at the resistivity peak. This is in agreement with the experimental phenomenology of CMR manganites, and with the theoretical scenarios [13, 4] based on a CMR emerging from phase competition between a FM metal and a CO-AF insulator. The result is particularly remarkable considering the relatively small clusters used in our studies: the origin of the CMR effect unveiled here must lie in phenomena occurring at the nanometer scale, as recently remarked [22] .
Finally, the "by eye" examination of MC snapshots is also illustrative. In Fig. 7 , typical snapshots in the CMR regime is shown. Pairs of holes located at the distances √ 5 and 2 are highlighted. Clearly, MC equilibrated configurations do not have randomly distributed holes (i.e., it is not a gas of heavy polarons), but special distances are preferred over others: the polarons are correlated. Those distances are the same that characterize the low-T CO state (Fig. 5) . Also, in the MC snapshots the t 2g spins at the hole locations (not shown) and their four neighbors were found to be polarized similarly to that shown in Fig. 1 . Thus, puddles of the CO-AF state appear in the MC snapshots, and their existence is correlated with the shape of the ρ vs. T curves [21] .
Related Materials: Diluted Magnetic Semiconductors
We include in this paper a brief account of recent studies on diluted magnetic semiconductors (DMS), which are semiconductors where a small fraction of its atoms are magnetic. These materials are very promising for future applications in the area of spintronics. There are many formal similarities in the theoretical treatment of diluted magnetic semiconductors and the transition metal oxides mentioned above, justifying the inclusion of the former in this paper. Both classes of materials present complex ground states and require a careful treatment of electron interactions at the computational and theoretical level. In fact, a similar spin-fermion formalism can be derived in this case, and computational tools used in the manganites area are applicable here as well. Diluted Magnetic Semiconductors (DMSs) are alloys between a non-magnetic semiconductor (e. g. GaAs) and a magnetic element, usually manganese (Mn). Therefore, semiconducting and ferromagnetic properties coexist in these materials. This leads to important technological applications since the charge and the spin of the electron could be used on the same device. At the same time, the underlying solid state system has an enormous interest for basic science. The possibility of controlling both the charge and the spin of the electron has attracted the interest of researchers for several decades. Magnetic semiconductors, such as Europium chalcogenides and semiconducting spinels, that have a periodic array of magnetic atoms were extensively studied in the late 1960s. However, the crystal structure of such magnetic semiconductors is completely different from that of the most commonly used semiconductors (e. g. Si and GaAs) and the crystal growth of those materials is notoriously difficult. On the other hand, diluted magnetic semiconductors, are based on widely known semiconductors like GaAs that can be doped with impurities to change their properties, usually to p or n type. III-V DMSs are the most important DMSs studied mainly due to their high Curie temperature.
As mentioned before, the possibility of using the spin as well as the charge of the electron for information processing may find tremendous application in technology and it is the basic idea of spin electronics or spintronics. In order for spintronics devices (the most cited example is the transistor of Datta and Das [28] ) to work, polarized carriers have to be introduced into a semiconductor, for example using ferromagnetic contacts. But it is difficult to inject net spin polarization [29] directly from a metal into a semiconductor, due to the conductance mismatch between the two materials that will cause big suppression of spintronic effects. It is at this point where DMSs would become extremely useful because they would substitute the metallic contact and provide a FM contact that has a conductance similar to that of the semiconductor. Therefore, DMSs have many potential advantages over metals for the fabrication of spintronic devices.
In Ga 1−x Mn x As, Mn replaces Ga, making the system FM for a certain critical x and below a certain Curie temperature. In the past, GaMnAs samples had hole concentrations much smaller than Mn concentrations. In the case of (Ga,Mn)As, if no compensation was present, basic considerations would imply that one hole is added to the system for every Mn substituted in GaAs. However, it has been the case that the ratio of Mn impurity concentration x to hole concentration n, is much less than unity. Two possible explanations have been proposed for the compensation in (Ga,Mn)As, the presence of As antisite defects [30] or Mn interstitials [31] that act as donors and tend to passivate substitutional Mn acceptors, reducing the number of holes.
However, much progress in the study of DMS was achieved after annealing techniques reduced the compensation, allowing for higher Curie temperatures and for a more careful examination of DMS's properties. In the past, theoretical studies have focused on two limits: impurity band models (e.g. in [32] , [33] ) on the one hand and hole-fluid models (e.g. in [34] ) based on mean-field approximations on the other. They lead to substantially different consequences in many physical quantities, such as in the temperature dependence of the magnetization and the presence or absence of an impurity band.
These two rather different views of the same problem show that the use of unbiased computational tools, such as Monte Carlo simulations on a lattice, are required if progress is to be made in our understanding of DMS materials. Indeed, Monte Carlo studies of unbiased models can interpolate between both limits. Unfortunately, unbiased studies also present greater difficulty: a large computational cost. The first studies of this kind were done on simplified oneorbital models [35, 36] . We have investigated the problem of two-orbital models for DMS within a similar unbiased formalism [37] . It has only been recently [38] that we have been able to include both the s and p bands of the host semiconductor. The computational cost in this case was overcome by using supercomputers such as the Cray XT3 at the NCCS, as was mentioned before in connection with the study of manganites in section 2.
We review here a recent numerical study that was carried out using the following Hamiltonian [38] :
This is a real-space Hamiltonian on an FCC lattice, whose kinetic-energy term maps into the Luttinger-Kohn model [39] , when its k-space representation is considered in the limit of k → 0. To incorporate the spin-orbit (SO) interaction, we work in the | j, m j > basis where m j can be 3/2 or 1/2. This is a fully 6-orbital approach, arising from the 3 original p orbitals and the 2 hole spin projections. In Eq. The simulations show [38] that the carriers tend to spread over the entire lattice for Mn concentration x = 0.085, and they reside in the valence band, qualitatively in agreement with mean-field and first principles calculations in the same parameter regime, as well as with experimental data in annealed samples. However, an impurity band populated by a fraction of trapped holes that do not participate in the transport properties is not ruled out by our results. The impurity band limit would be valid at sufficiently small x and n/x. The results showed magnetization and Curie temperature, T C , values in reasonable agreement with experiments. The Monte Carlo method based on the spinfermion formalism (and implemented in the SPF code) opens a new semi-quantitative window for theoretical research on the properties of DMS materials.
Conclusions
We reviewed and expanded a Monte Carlo study of the resistivity in a one-orbital spin-fermion (or doubleexchange) model for manganites. We started by discussing FM only phases, where the competing states differ only in their charge distribution. Our results [20] and those of other groups [15, 16] confirm the existence of a large peak in the resistivity vs. temperature for the one-orbital model for manganites. We analyzed the the special case of just one electron on an otherwise carrier empty lattice, in the presence of classical t 2g spins. This one-electron problem also presents a large resistance peak when varying the temperature. A very simple explanation for the behavior of these systems was discussed, based on a competition between tendencies to charge localization and ferromagnetism. Results were re-calculated for the more exact two-orbital model [20] ). The overall conclusion is that its behavior is similar to that of the one-orbital model. Moreover, both with one and two orbitals, quenched disorder was found to be important to enlarge the magnitude of the effects and broaden its range in parameter space, thus avoiding the fine tuning of couplings needed in the clean limit.
The results reviewed in section 3 described mainly ferromagnetic phases both metallic and insulating. Section 4 was dedicated to the important situation of non-ferromagnetic insulating phases competing with the ferromagnetic metallic regime. The coupling J AF is needed in this case to stabilize the CO-AF phase state that competes with the FM metal. We presented more detailed information on the properties of this insulating phase, as obtained from the Monte Carlo simulations. The origin of the CMR is the formation of nano-scale regions above T C , with the same charge and spin pattern as the low-T insulating CO-AF state. Clusters of a few lattice spacings in size seem to be enough to obtain a CMR effect. We expanded the study presented in [21] , to show how the this clustered state develops as temperature increases, driving the system from a metal into an insulator.
We also concluded that the CMR effect is much larger when the insulating competing state has charge ordering tendencies than when the localized polarons appear in random positions. This is in agreement with STM results in a bilayered x = 0.3 manganite, which presents mild magnetoresistance [22] . But if the same experiment is repeated at x = 0.4, where the CMR effect is much stronger, aggregates of polarons resembling a charge ordered state should appear above the Curie temperature.
Finally, the models and methods presented in Section 5 can be used to search for diluted magnetic semiconductors with even higher T C s than currently known. We reviewed results obtained with a model that includes the band structure of GaAs to shed light on the issue of impurity band formation and localization of carriers in the case of GaMnAs. The Monte Carlo technique is indeed a very powerful tool in this area since it allows for the interpolation between the completely localized and the completely itinerant limits.
Note added: While these procedia were in press, our group has carried out further work in the area of strongly correlated electrons and manganites. For details, we refer the readers to Ref. [40] or to the web page of our group http://sces.phys.utk.edu/.
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