Abstract-Dealing with large number of brain images in group analysis involves two kinds of analysis. One is to extract the information and relations in the population of brains, and the other is to combine the information of individual brain in the group. Linear or nonlinear dimension reduction algorithms are the main tools to perform the first analysis, which is to show the information of the population. The hidden relations in the distribution are therefore able to be visualized in lowdimensional and visible space. Image registration is the critical part of the second analysis, which is to integrate the information or statistics of individual brains. The statistics are registered to a template which is commonly the mean brain image of the population so that the statistics from different subjects can be compared in the same stereotaxic space. The process of registering images to the template is called normalization. The quality of registration decides the normalization and the interpretability of results. This work constructed ordered representations, from a set of brain images, as the multiple templates. The ordered representations are derived from self-organizing map. A novel method, transformation diversion, based on the ordered representations is proposed to improve the registration, which is a non-linear deformation, in a general manner. The discriminative low-dimensional representation of the population of Alzheimer disease and normal subjects are also shown. The set of ordered representations not only shows the population information but also improve the normalization process.
I. INTRODUCTION
Many neuroimaging applications require a summary or a representation of a population of brain images [1] . For example, the activation areas in functional magnetic resonance image are depicted on the mean brain of the subjects. The conventional approach is to build a single template, or atlas, that represents a population. The template is used for spatial normalization of each individual brain to a standard stereotaxic space; see the left plot in Figure 1 . Traditional atlases of the brain aim to characterize the variability of a population of subjects. International Consortium for Brain Mapping made elaborate average brain [2] of normal adult brains. Many countries are building their own templates because the brains from different race have various shapes. The Montreal Neurological Institute constructed a standard brain by averaging a series of MRI scans on 305 young healthy controls. The scans had been spatially normalized into the Talairach system by the linear transformation [3] . Jae Sung Lee et al. [4] construct a standard brain of MRI scans on 78 Korean normal volunteers. Tang et al. [5] provides a standard brain scans on 35 Chinese subjects. Although the different templates are provided to analyze local subjects, there has not been a way proposed to perform comparison among different templates. Besides race or nationality, the shape of patients' brain is also quite different from normal subjects. So Ericsson et al. [6] constructed patient-specific atlas of human brain images.
Recent works introduced clustering-based approaches to compute multiple templates in a data driven fashion [7] [8]. This is a more general approach than dividing the population by nation or race. Each template represents a part of the population. Blezek et al. [9] [7] identify the templates in the population using a mean shift algorithm [10] . Each template represents a subspace of the population which requires a unique atlas. This work applies self-organizing map [11] [12] [13] to construct an array of templates and find a low dimensional embedding that captures the shape variability across large set of images. The array is capable of making topologically correct feature, therefore the array possess the information of relations in templates. This makes the transformations possible among templates. The proposed method is different from [14] , whose deformation links up series of small deformation along the shortest path on empirical data. That method needs to keep all empirical data and is not tractable to distribute the system on internet. The proposed low-dimensional representation may reveal the clues of underlying genetic causes because the brain images with clinical data has been shown that the shape of brain significantly affects the clinical parameters (cognitive functions) [15] .
II. METHOD
The brain image volume, Ω, is defined in the image space. Image volume is a set of successive image slices and we call it image for short. Let be some distance measure between any two images. Let Ψ represent the fundamental set of brain image, the average over a set of brains is defined to be the brain in image space that has the smallest sum of distance from all the brains in the set. The mean over Ψ is defined Fig. 1 . The right plot shows the idea of adaptive template array. The blue dash arrow in left plot indicates a long distance deformation which will bring to large matching error. The error can be reduced by deformation along nodes on the array.
as the item that satisfies the condition ∑
where the need not belong to Ψ. Having a set of wellaligned images, the Euclidean distance, which compares the absolute difference of the gray level between the two images, is a good measurement for fast computation. Therefore we use the Euclidean distance to be in this work.
We construct a two-dimensional regular array of images and the size of the array is × . The node, adaptive parameter image, adapts to the mean of a partial set of Ψ and is associated with every node . The right plot of Figure 1 is an example of one-dimensional array of images. While the computation begins, the parametric images t (0) are initialized randomly around the mean of whole brain population in the set Ψ. The input x = x ( ) ∈ Ψ has some probability density function (x) and affects all nodes in parallel. The stochastic variable x represents a brain image picked up at random for computation. The (x) is thus defined at continuous point in the image space. By means of a parallel comparison mechanism, the parametric image t that matches best with a certain input brain x is selected. During computation of the array, the nodes communicate information about this selection in the lateral direction of the array in accordance with the interaction strength
where ℎ is the neighborhood function. The r and r are the geometric locations of the nodes and , respectively, in the array. For example, r 1 on the two-dimensional array is
and so on. The is the number of iterations. In this work, we set ( ) to be constant, ( ) = 0.5.
At each step , the value of t are gradually and adaptively changed in the following self-organizing process [11] toward their asymptotic values that depend on (x):
Here is the index of the parametric image t that is closest to x:
With time, the point density function of the t tends to approximate (x) or at least some monotone function of (x).
In addition, the t attain their values in an orderly fashion from the domain of (x). The adapted model images are used to represent the local templates for the regional population of brains.
Suppose there are two images, 1 and 2 , which are not in the set Ψ and would like to be co-registered together. Without loss of generality, we register 1 to 2 . To register image 1 to 2 through the local templates t on the 2D array, the first step is to find the separate closest nodes to the images, 1 and 2 and register them to the nodes. Let 1 and 2 denote the two closest nodes and let the transformations to be 1 and 2 . The transformation ( , ) is the deformation function from to and its output is the outcome of the deformation. The second step is the vertical transformation that progresses along the first dimension. The transformed image 1 ( 1 , t 1 ) is successively morphed to match its neighbors along the path of vertical connections to the node r whose first dimension equals to the first dimension of r 2 . Having the image in the same row, the image is then successively morphed to match its neighbors along the path of horizontal connections until the transformation reaches 2 .
A step by step algorithm is described as follows, Algorithm 1: 1) Initially set a variable to be the source image 1 , ←− 1 . 2) On the grid, find the closest nodes of images 1 and 2 ,
3) On the grid, find a shortest path whose beginning is 1 and ending is 2 . The elements { , = 1, . . . , | |} represent the indices of nodes on the path. The | | means the number of nodes on the path . 4) Transform the source image into the node 1 on the grid, ←− ( , t 1 ).
Iteratively perform the transformation,
7) End For 8) Transform from the end of the path to the target image
In the later simulation, we calculate the error by
The error of direct transformation from 1 to 2 is calculated by¯=
III. SIMULATIONS AND RESULTS

A. Data Description
The public available dataset of Open Access Series of Imaging Studies [16] provides T1-weighted magnetic resonance (MR) images of 416 subjects (age: 18 ∼ 96, mean age: 52.70 years, standard deviation: 25.08). One hundred of the subjects have been clinically diagnosed with very mild to moderate Alzheimer's disease. The youngest of which is 62 and the eldest is 96. The youngest healthy subject is 18 years old and the eldest is 94. The subjects are all right-handed and include both men and women. For each subject, three or four individual T1-weighted magnetic resonance imaging scans obtained in single imaging sessions are included. Multiple intra-session acquisitions provide extremely high signal-tonoise ratio, making the data amenable to our analysis. The images are provided skull stripped, gain field corrected and registered to the atlas space of Talairach and Tournoux [17] with a 12-parameter rigid affine transform.
We use the array which comprises 5 × 5 parametric images empirically. The images in OASIS dataset are randomly selected to be the input brain. After presenting images to the array 10000 times, each parametric image is converged to a point in image space. The result in Figure 2 shows the parametric images t on an array. The parametric images t are further processed by classifying every voxels in the image volume so that the image can be divided into constituent subregions. In this work, we consider three constituent subregions that are cerebrospinal fluid, gray matter and white matter. The segmentation procedure iteratively assigns voxels to tissue classes based on maximum likelihood estimates of a hidden Markov random field model. The model uses spatial proximity to constrain the probability with which voxels of a given intensity are assigned to each tissue class. The procedure [18] generates the segmentation results in Figure 2 . The images in the plot are the single slices of whole image volumes. The size of ventricle at left-top nodes tends to be large. The shape of the nodes on the array is changed gradually.
The distribution of anatomical data by Multidimensional Scaling has been study in [9] . Instead of the linear dimension reduction, Figure 3 shows the nonlinear anatomy information of the ordered images. The subcortical brain segmentation is done by the method [19] which uses manually labeled image data to provide anatomy information for a Bayesian framework that utilizes the principles of the active shape and appearance models.
The information of ages, which is usually an important factor to the brain shape, is shown in the left plot of Figure  4 . The mean, standard deviation, minimal and maximal ages of subjects whose brain is closest to the nodes are displayed near the nodes in Figure 4 . The background intensity reflects the mean ages. The right plot in Figure 4 shows the clinical dementia rating (CDR) score of the subjects. The background intensity reflects the mean of CDR score. The discriminative result shows the templates in right-bottom area have closer shape to normal brain than left-upper area.
B. Transformation Diversion
Nonlinear deformation methods do not transform one image to another arbitrarily. They are restricted by basis function or diffeomorphic property. Due to the limitation of deformation method, replacing a long distance transformation by a set of successive transformation can reduce the error effectively. A standard template is downloaded from ICBM's website. The primary structural brain template is the average of 27 T1 weighted MRI acquisitions from a single subject. There is another 3D set of labels that accompanies the brain template. The primary image is closest to the adapted parametric image whose coordinate is (3, 5), therefore we do the nonlinear registration of the primary image to the adapted parametric image (3, 5) . Then we successively deform the image to its neighboring nodes following the procedure described in the end of Section 2. This simulation tests all examples of that 2 to be all nodes on the grid and 1 is the ICBM template with labels. All differences between transformed images and the corresponding adapted parametric images are calculated and pictured in Figure 5 .
IV. CONCLUSION The result shows that all the error by indirect transformation method is no more than the error by directly transformation Fig. 3 . The volumetric analysis of the parametric images. Fifteen regions, which are the subcortical structures of the brain, are extracted from the parametric images. The size of each region of the 25 local templates is plotted on the array, shown in the unit of 3 , and colored in the background. Fig. 4 . The demographic and clinical information of the nodes on the grids. In the left image, the mean age (naked) and the standard deviation (bracketed) and the minimal and maximal age (square bracket) of those subjects close to the parametric image are marked on the node from upper to lower. The background color reflects the mean ages. In the right image, the number of subjects in each scale of CDR score is marked in a bracket on the node. method. The co-registered labeled image can be aligned to target images more accurately. The constructed template array can visualize the population of the brain in two-dimensional space.
