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Overview
I We can use differential equations to describe the dynamics of
diseases
I These models can characterize in-host dynamics and large
scale population epidemics
I Both types are compartmental models
I We typically use ODEs to describe how each population
changes in time
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Continuous Model











− αE S(0) = S0
dI
dt
= αE − γI I (0) = I0
dR
dt
= γI S + E + I + R = N
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Introduction to Statistical Models and Bayesian Inference
Why are we doing all of this Statistics?
1. Incorporating stochastic dynamics into the model
I With large epidemics this is not necessary, but with small ones,
inconsistencies in infection and recovery make big differences
in dynamics
I Helps explain sudden large outbreaks versus small ones in
similar conditions
2. Parameter Estimation via Bayesian Inference
I Bayesian methods have a few advantages over other types of
methods for parameter estimations
I More information about estimate
I Prior knowledge of process or parameters can be encoding to
promote accuracy
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Introduction to Statistical Models and Bayesian Inference
Bayesian Inference
Bayesian Inference rests on the theory behind Bayes’ Theorem:
P(Θ|~x) ∝ P(~x |Θ)π(Θ)
This surmises that we can actually treat the parameters as random
variables and the data as fixed. We will use Approximate Bayesian
Computation (ABC) to estimate parameters.
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Set up of Statistical Models
In order to use any statistical methods for estimating parameters of



















S(t + h) = S(t)− B(t)
E (t + h) = E (t) + B(t)− C (t)
I (t + h) = I (t) + C (t)− D(t)
R(t + h) = R(t) + D(t)
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Set up of Statistical Models
S(t + h) = S(t)− B(t)
E (t + h) = E (t) + B(t)− C (t)
I (t + h) = I (t) + C (t)− D(t)
R(t + h) = R(t) + D(t)
I S(t) = # of susceptible at time t
I E (t) = # of exposed at time t
I I (t) = # of infectious at time t
I R(t) = # of recovered/removed at
time t
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Set up of Statistical Models
S(t + h) = S(t)− B(t)
E (t + h) = E (t) + B(t)− C (t)
I (t + h) = I (t) + C (t)− D(t)
R(t + h) = R(t) + D(t)
I B(t) = # new exposed at time t
I B(t) ∼ Bin(S(t),P(t))
I C (t) = # new infectious at time t
I C (t) ∼ Bin(E (t), pC )
I D(t) = # new recovered at time t
I D(t) ∼ Bin(I (t), pD)
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I pC = 1− exp(−αh)
I pD = 1− exp(−γh)
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Approximate Bayesian Computation
To work around the likelihood function ABC approximately
conditions on the data to analyze the viability of parameter
proposals. The idea of the algorithm is as follows:
1. Propose Θ∗
2. Generate sample data using Θ∗
3. Analysis via approximate data
4. Accept/Reject Θ∗
5. Repeat until you have n acceptances
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ABC Logistics
I We run the algorithm on a test data set generated from
known parameters β = .2, α = .125, γ = 1/7 until we get
2000 acceptances
I First let ε = 1/10 and then aim to narrow the range by
running on ε = 1/2.
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ABC Pictures
(a) ABC for β w/ ε = 1/10 (b) ABC for β w/ ε = 1/2
(c) ABC for α w/ ε = 1/10 (d) ABC for α w/ ε = 1/2
(e) ABC for γ w/ ε = 1/10 (f) ABC for γ w/ ε = 1/2
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ABC Advantages and Disadvantages
Advantages:
I Each test of a proposed parameter does not depend on any
other proposals
I The process is parallelizable
I With the correct norms one can narrow acceptance ranges to
get reasonably narrower distributions
Disadvantages
I The data is approximate, so multiple norming processes may
be needed to pinpoint different parameters
I Convergence can be extremely slow depending on how many
conditions need to be met
I More efficient methods exist
I Convergence is not guaranteed
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Methods for Extension to Spatial Model
In the future we will extend this to a discretized spatial model that






−∆E = βSI − αE
∂I
∂t







n − βSnIn), σ2S I )
En+1 = MLN(ln(H2(δ2)E
n + βSnIn − αEn), σ2E I )
In+1 = MLN(ln(H3(δ3)I
n + αEn − γIn), σ2I I )
Rn+1 = MLN(ln(H4(δ4)R
n + γIn), σ2R I ).
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