Introduction
Currently, DoS and DDoS attacks have become an important issue of broadly defined IT infrastructure security.
Victims of the attacks are often single personal computers as well as supercomputers and vast networks. The outcomes of such activities are experienced by regular Internet users, biggest companies dealing in new technologies that often provide mass services, and powerful governmental organizations of many countries. Despite of substantial effort and funds directed onto enhancing IT security procedures, at present, we are not able to protect effectively against such attacks [24, 26] .
Attacks such as Distributed Denial of Service (DDoS)
use already known techniques of Denial of Service (DoS) realized with new technology. DoS attack has two crucial restrictions. Firstly, it is performed from a single computer whose Internet connection bandwidth is too low compared to the bandwidth of the victim. Secondly, while performing the attack from one computer the attacker may be subjected to a faster detection. Therefore, DoS attack is often conducted on smaller servers containing WWW sites. Attacks on bigger objects, for instance a portal or 32 T. Andrysiak, Ł. Saganowski, M. Maszewski, P. Grad DNS server, require using a more sophisticated methodDDoS, i.e. Distributed Denial of Service, which was created as a response to DoS limitations [5] . The main difference between both methods concerns quantity factor. In DDoS an attack is performed not from a single computer, but simultaneously from numerous overtaken machines.
The sole idea of DDoS attack is therefore simple. However, what constitutes a challenge is its preparation which sometimes lasts many months. The reason is obviousit is necessary to take over so many computers that will make the attack successful. The period of preparations is the longer, the "more powerful" are the victim's system resources. There are a number of methods for conducting a DDoS attack. Firstly, free memory space is essential for every operational system to function. Thus, successful allocation of the whole accessible memory by an attacker will, theoretically, either halt the system or significantly limit its performance. Due to such an attack even the most potent IT systems functioning may be disturbed or stopped. The second method involves the knowledge and use of restrictions of file systems. The third means consists in using malfunctioning network applications or the kernel or errors in the operating system configuration.
It is much easier to protect against the above mentioned kind of attack by proper configuration of such a system. Most of all, it is characteristic for DoS method, which in contrast with DDoS, usually is not based on sending a great number of requests. Errors in TCP/IP stacks of different operational systems constitute an example here.
In extreme cases, sending a few packages will be enough to remotely hang the server. The last method consists on creation of a network traffic that is too big for servers or routers to handle [12, 23] .
Attacks of this kind are becoming a more and more se- Experimental results and conclusion are given thereafter. of DDoS attack is therefore simple. However, what constitutes a challenge is its preparation, which sometimes lasts many months. The reason is obvious -it is necessary to take over so many computers that it will make the attack successful. The period of preparations is the longer, the "more powerful" are the victim's system resources [20, 28] . Why are the DDoS attacks so dangerous? Most of all, they are difficult to detect due to the fact that their source is greatly distributed. What is worse, the hosts administrators most often do not realize that they 
Overview of DDoS attacks

Definition of Long-Memory Dependence
The long memory question, otherwise known as the feature of the long-memory dependence, manifests itself in the existence of high-order autocorrelation between the specified elements constituting the time series. In case there is a long-memory feature, the autocorrelation function ACF falls at a hyperbolic rate, and the series in its spectral domain has a low frequency distribution [8] . Time series with the property of short memory though present low order autocorrelations (ACF disappears rapidly), and high frequency distributions in the spectral domain. Thus, a stochastic process X is described as having a long memory property with parameter d when its spectral density function f x (λ) satisfies the condition
If the long-memory parameter (fractional integration) d is positive, then the above condition is equivalent to hyperbolic disappearance of the autocorrelation function ρ k (Granger i Joyeux [17] , Hosking [19] , Beran [8] ), so con-
where k → +∞ and constant c ρ > 0. The process is pre- In case d < 0, the process is referred to as antipersistent due to negative memory and its spectral density function f x (λ) = 0.
Whittle's Estimator
In 
where λ i = 2πj T for j = 1, 2, ..., m are frequencies, and I (λ) = estimator [16] . Nevertheless, Whittle's estimator is more effective hence asymptotically it presents lower variancê
Network Traffic Prediction Based on Models with Long-Memory
The use of autoregression with a moving average for fractional diversification is a method as a result of which we achieve ARFIMA model (Fractional Differenced Noise and Auto Regressive Moving Average). It is a combination of ARMA and ARIMA models, and was introduced by Grange, Joyeux and Hosking [17, 19] . A dif- 
time series:
is the autoregressive polynomial and
where L, (1−L) d are: shift operator (backward) and fractional differencing operator respectively. Binomial expansion is presented as follows:
and
Γ( * ) denotes the gamma function, d is the number of necessary differences to give a stationary series, and (1 − L) the observable variable y t is specified as
where the conditional mean is a trigonometric expansion or order k,
and the disturbance process is the
Therefore, the Adaptive ARF IM A is based on a regular ARF IM A model with a time dependent intercept ω t , which is represented by linear combination of harmonic terms [7] .
The FIGARCH model
The model enabling description of long-memory in variance series is known as F IGARCH(p, d, q) (Fractionally Integrated GARCH), and was proposed in 1996 by Baillie, Bollerslev and Mikkelsen [6] . The F IGARCH(p, d, q) model for time series y t can be written as:
unit variance, zero-mean process: z t , conditional positive time dependent variance: h t = E 2 t |Θ t−1 and Θ t−1 is the information set up to time t − 1. When applied to the squared innovations (18) , the F IGARCH(p, d, q) model of the conditional variance can be motivated as 
This model has components with long memory effect and a time-varying intercept. It allows for breaks, cycles and changes in drift. Even though ω t is smooth, it is capable of approximating abrupt regime switching [30].
Parameters estimation of statistical model
In the process of searching for an optimal prognostic model our target is not utilizing the greatest possible number of parameters which would perfectly describe the variability of the tested time series. Obviously, too large match of the analyzed series may cover not only the signal, but also any accidental noise. Therefore, the aim of the research is finding such a model which, with the use of a limited number of statistically important parameters, will describe essential features of the examined time series reflecting the analyzed network traffic [13] . The universally applied methods of parameter estimation of the 
Experiments and results
For the purpose of experimental results we used traffic from the network configuration formerly presented in [24] . We utilized the same subset of network traffic features (see Tab. 6). Moreover, it includes SNORT IDS with anomaly detection preprocessor [3] . We used the same subset of network traffic features (see Tab. 6).
SNORT serves as a sensor that gathers the traffic features. In order to test the possible application of the sug- adaptive versions. The mentioned models were utilized for estimation of the analyzed network traffic behavior.
Another subject of research was the concept of time series, which reflect the parameters of the network traffic.
Owing to the use of the local Whittle's estimator (a sta- 
