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Abstract 
Transform coding is performed on speech data, using 
the D i screte C o s ine T r a n s f o r m , < D CT) , a s the t r a n s f o r m 
a 1 gor i t hm .  Pr oc e ss i n g sp e e c h da. t a. in the f r e q u e n c y 
domain allows one to take advantage of the spectral 
s t ruc ture of the t ran sf ormed speech. 
The occ u r r e n c e of DCT v a 1 u e s wh i c h ar e v e r y   srna 1 1 
in magnitude suggests investigation of the effects 
of deleting them entirely, whi 1e mak i ng note of the i r 
location.  The results for the speech samples which 
were used showed a decrease i n s i gna 1 to no i se rat i o, 
about four to ten db. , depending on the number of deleted 
DCT values, and amount of actual speech in the sample. 
An efficient me ans of r e pr esen t i ng the 1oc a t i ons of 
.these deleted values was studied.  It was found that 
i mp os i ng cert a i n c on s t r a i n t s on the de1e t ion proc e ss 
made the r e p r e se n tat i on rrior e efficient. 
The speech structure of decreasing magnitude with 
i ncreasing frequency was used in dividing the frequency 
into groups, each having its own magnitude range. 
This yielded fewer bi ts needed to represent the DCT 
values in the higher frequencies than those at the 
1ower ones. 
CHAPTER ONE 
1 . 1  Introducti o n a nd Bac k Q r o u nd 
Speech processing is an area in which an enormous 
amount of research has been done.  However, presen t1 y 
the majority of this work operates in the time domain. 
In transform coding a block of time domain data is 
t r a n s f o r m e d i n t o a n o t h e r d om a i n , s u c h a s f r e q u e n c y , 
w here f u r t h e r a n a 1 y s i s i s p e rtormed. 
This thesis uses a transform coding technique on 
speech data samples.  The occurrence of- numbers of 
sm a 11 magnitude in the re s u 1 ting f r e q u e n c y d om a. i n i s 
studied.  More specifically, some of these small numbers 
or- " z e r o s" a r- e c h a n g e d t o M a 1 u e s o f 8 . 8 0 . The re a s o n i n q 
be h i n d t h i ■=■   be i n g t h at in a t r an sm i t t e r -r e c e i '.,' e r s i t u a t i on 
these "zeros" need not be sent to the receiver.  This 
could possibly decrease the number of bits needed in 
t r a n sm i s s ion.  The e r r o r w h i ch r e s u 1 t s due t o t hi s 
"zero" analysis is calculated in terms of signal to 
noise ratio <SNR>.  "Zero" analysis is done for both 
m a 1 e a n d f e m a 1 e s p e a k e r u o i c e s , 
A sec ond B.r ea of s t udy i nue s t i ga t e s the pos =• i b i 1 i t i es 
of e f fi c ie nt me t h ods of t r an sm i 11 i n g the frequency 
dome, i n data , 
1 . 2  Trans-form Cod i nq 
T r a n s f o r m c o d i n g i s a m e t h o d w h e r e b y g r o u p s o r 
b 1 o c K s o -t: s p e e c h d a t a a re t r a n s f o r m a d v i a s om a m a. t h a m a. t i c a 1 
c a 1 c u 1 a. t i on i n t o a b 1 oc k of t r an sform coefficients. 
After independent quantization of these coefficients, 
they are transmitted. At the receiver the inverse mathematical 
calculation is performed and the reconstructed block 
of data samp1es i s obta i ned1 
As explained by Zel i risk i and No I 1~, N speech samples 
are placed in a vector x_.  A transformation process 
is performed on them, resulting in a vector y, the 
el erne nt s of whi ch are the t ran sform coefficient s. The se 
t r an sf orm coef f i c i en t s can then be quan t i zed and t r ansm i 11 ed , 
This  process  is  described by the  equation: 
y = C A ] x. 
The best SNR results are obtained if one lets the 
[A3 matrix be the Karhunen-Loeve Transform CKLT). Under 
this c on d i t i on the t r an sform coefficients ar e uncorr e1 a t e d. 
Each transform coefficient can be quantised independently 
w i t h o u t incre a s i n g e r r or. H ow e v e r , t h e m a in d i s a. d v a. n t a g e 
of the KLT is that there is no fast algorithm for determining 
t h e t r an sf orm c oe f f i c i e n t s .  A1 so , the C A 3 ma. t r i x i s 
signal dependent caus i ng much ccmp 1 *x i ty   i n cornput i ng 
i ts e1 ements.5 
The resu 1 ts of Ze 1 i nsk i and Nol 1 ■' s i nvest i gat i cms 
r e'-' e a. 1 t h a t t h e W a 1 s h H a d am a r d T r a n s f o r m (. Ul HT ) , D i s c r e t e 
Fourier Trans f orm ( DFT> , D i scre t e SI a.n t Trans f orm ( DST) , 
and Discrete Cosine Transform (DCT), all show inferior 
p e r- f o r m a n c e t Q the K LT , Howe ',■' e r , t h e D CT p e r f o r m s b e 11 e r 
t i_ian the other tr ansf orm =■   and i s on 1 y si i gh 11 y wor se 
than the KLT . Hence, the DCT was c hiosen as the t r ansf orm 
f o r u s e in this thesis.4 
1 .3  0 Iscrete Cos i ne Transform 
The DCT of a data sequence :-:(m> ,m=8,l , . . . .N-l 
is defined as: 
L:■< ( 8 > = 1 Z   x(m) 
-JN  m 
Lx(k)= *2_  Sx (m) cosi2m+ 1 > kit 
-JN      m 2N 
m=S,l,2,..N-l 
k=l ,2, . . . .N-l 
Th i s y i e1ds k coefficients.  Lx < k > i s the k t h 
DCT c oe f f i c i e n t or the k t h el erne n t of the y e c t or y_. 
The inverse DUT is defined as:-- 
x<m)=   i    Lx(9>    +     12     S   Lx(k)cos<2m+l >klt 
-JN -JN    k 2N 
m=0,1,2,...N-l 
k=l ,2 .N-l 
The N DCT coett i c i ents are a 1 so related to the 
mor e common 1 y known FFT or Fa =■ t Four ier Tr ansf orm . 
In tact, all N c o e ff i c i e n t s o f the D CT c a. n be f o u n d 
k n ow i n g a 2N point FFT . < Se e ap p e n d i x A) .  Li k ew i se , 
the I D CT c o e f f i c i e n t s o r r e c o n s tructe d s am p 1 e s c a n 
be ob t a i n e d tr om a 2N p o i n t In >,> e r se FFT <", I FFT > . * 
H ow e',' e r , in this the s is, f o r the m a j o r i t y o f the 
a n a 1 y s is per-f o r-med on the s p e e c h d a t a , the D C T w a s 
ca 1cu1 ated direct!y   from the speech samp 1es. 
The pre vi o u s 1 y m e n t i o ne d b 1 o c ks o r gro u p s we re 
chosen to be of 1enqth N=12S. This choi ce was based 
upon the resul ts of Zel in ski and No! 1 .7   At a block 
Ie n g t h o f N=12 8 s am pies, the D CT's pe r fo rm a n c e c1o s e1y 
approached that of the KLT. Increasing this '.' a 1 u e of 
N would only si iqht1y improve the qual i ty of the DCT 
a t the e x p e n s e o f mu ch m ore  c om p1e x i t y      a nd  n um be r 
c r u n c h i n q . 
As p r e >,) i ou s 1 y men t i on e d , sp e e c h is u su a 1 1 y t r an sm i 11 e d 
in the time domain. In time, speech has a compl icated 
strue ture assoc iated wi th it.  D i f t'erent sounds haye 
cer ta i n charac ter i st i cs i.gh i ch one can use to i den t i f y 
t hem, su c h as the quasi-pe r i od i c ap pe an an c e of uowe 1s 
or t h e n o i se like ap p e ar an c e of un M o i c e d f r i c a t i •■.> e s . 
H o w e ■•,' e r , these c h a racter i s t i c s c a n y a r y quite a b i t 
de p e n d i n q u pon the sp e ak e r , 
F r e q u e n c y d orn a i n a n a 1 y s i s w O r k s w i t h bio c k s o f 
da t a that h au e s t ructure t o them. Eac h da t a b 1 oc K w i 1 1 
h a '■> e the s am e b a sic e n '■,' e 1 o p e of it s f requ e n c y ■=■ pectrum. 
Line a r p r e d i c t i u e c o ding i s k n ow n t o y i e 1 d the e n v e 1 o p e 
of the -frequency spectrum and perhaps can be used to 
i m p r o K> e s p e e c h t r a n s -f o r m coding,  T h i -s i s a n o then re a s o n 
f or p e r -f orm i n g t h e an a 1 vs i s o-f sp eech data using t r an s-f orm 
c o d i n g . 
1.4  Data 
A wide variety o-f data was used in the DCT analysis, 
o-f speech performed in this thesis.  Two male speaker 
f i 1 es wer-e studied.  The fir s t c on t a i ned the phr ase , 
"should we".  The second contains the word, "chase". 
The s e w ords w ere a1s o u s e d i n s t u d i es pert o r me d b y 
L . R . Rab i n e r an d R . W . Sc h af e r in the book , D i q i t a 1 
P ro c e s s i n q of Speech S i q n a 1s.  The male speaker files 
were created by Professor B. Fritchman using a 12 bit 
an a 1 og t o d i g i t a 1 c on K> e r t e r .  Th i s de u i c e was c on n e c t e d 
to an HP-1E100 computer.  This A/D converter yields 
a m a x i m u m o f 49 9 A   q u 3. n fc i 2 a t i o n 1 e >.> e 1 s ■  S 8 9 6 d a t a p o i n t s 
were sampled at a rate of 18 khz. Plots of these files 
appear in figures 1 and 2. 
Female speaker voice files were created by the 
author using the same 12 bi t A/D converter as the male 
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H larger gain was appl ied to the female voice so that 
a gr e a t e r per cent age of t he 46 96   qu an t i za t ion 1e ve1s 
were used.  The words selected for yoice fi1es were 
those which begin abruptly, such as "teapot", so that 
t h e s t ar t of the won d couId be e as i 1y    i den t i f i e d. 
This enables one to not waste time analyzing data samp lei 
which do not represent speech.  The female speaker 
MO ice files are of the foilowing words:"teapot" ,"J ump i ng 
jac k s" ,"c an dy" ,"daf f od i 1 " ,"should we","bu bb1e".  6rap h s 
of these quantized speech samples are shown in figures 
3-8 of the following pages.  It is interesting to note 
how one can di st i ngu i sh the sy1 1 ab1es and accented 
portions of each word from these graphs. 
1 arger gain was appl ied to the -female voice so that 
greater percentage o-f the 4896 quantization levels 
were u se d.  The wo r d s c ted f or- uo i ce files were 
those which begin abruptly, such a.s "teapot", so that 
the start of the word could be easily identified. 
T h i s e n a b 1 e s one t o n o t w a s t e time a. n a. 1 y zing data s arri pie; 
which do not represent, speech.  The female speaker 
v o i c e files, are of the foil ow i n g wor d ■=•: " t e ap o t" , " j ump i n g 
jac k s" ,"c an dy" ,"daf f od i 1 " , " sh ou1d we " ,"bu bb1e " .  Gr ap hs 
of these quantized speech samples are shown in figures 
3-8 of the following pages.  It is interesting to note 
how one can distinguish the syllables and accented 
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2 . 1 Ana 1 ys i s of M a 1 e Speaker F i 1 e s 
Each of the male data files contained 8990 samples. 
This is roughly equivalent to 62 records or blocks 
of 128 samples each.  By viewing a plot of the data 
file, the approximate start of the word or phrase was 
determined and analysis was performed on that section 
of the file. 
For each speech portion of the files, the DCT was 
p e r f orme d u s i n g a va 1ue of N=128, wh i c h by c h an c e happen s 
to be the number of samples in a record.  Figure 9 
shows a 128 point DCT of a portion of the word, "should 
we . "  Up on e x am i n i n g the DCT c oe f f i c i e n t s of the sp e e c h 
data i t was observed that there existed a fair amount 
of n e ar z e r o v a lues, especially at the higher- frequencies 
The question of how much error would result if these 
n ear zero va 1 u e s were c h an qed t o 8 . 99 ar ose . 
The DCT of the data file of the- words "should we" 
was put under the constraint' that for each block, if 
the absolute value of any DCT coefficient was below 
a user designated threshold, that value would be changed 
to 9.80,  Upon completion of scanning all 128 values 
in each record, an inverse DCT would be formed and 
compared to the original data samples.  The number 
of t r u n c a t e d or "zerosd" v a1u e s wouId be revealed, 
-1 
128 POINT DCT OF PORTION OF THE 
PHRASE 'SHOULD HE" 
I  c 
— -> 
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a s w e 1 1 a s the me a n s quare error.  T h i s p r o c e s s w o u 1 d 
be repeated tor each block of the word.  Two confl icting 
variables effect the results.  If one were to use this 
p r oc e si in a t r an sm i 11 e r -r e c e i v e r si t u a t i on , a 1 ar ge 
n umber of "ze ros" wouId be de s i r ab1e, since this wou1d 
decrease the number of bits needed to be sent.  However, 
this increases the error, which should be kept low. 
After- v ar y i n g the t h r e sh old f r orn a se t n ume r i c a 1 v a 1 u e 
to a given percentage of the maximum DCT value of the 
block, it was determined that roughly 32 DCT "zeros" 
could be truncated with a small amount of resulting 
error.  This occurred when the threshold was set at 
1/40 6 of the maximum value.  Figure 10 illustrates 
the resulting mean square error due to a truncation 
threshold of 1/406 of the maximum value. 
This quantity of 32 DCT "zeros" was used as a constraint 
in the analysis of the DCT values.  Each DCT data block 
was processed under the condition that the 32 smallest 
DCT values out of the 123 shall be truncated to 0.66. 
The m e a n s q u a r e e r r o r < M S E) a n d SN R w e r e u s e d a s a 
measure of goodness.  They were calculated as follows: 
MSE=  1   Z   i D CT ( i , a c t u a 1 ) - D CT >', i , t r u n c a t e d) ] £ 
m e a n i 
18- 
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26 34 42 50 
RECORD NUMBER C128 SRMPLES EACH) 
5NR= 
Z [ sp e e c h samp 1 e ]£ 
C I DCT ( i , ac t u a 1 ) -1 DCT (i , truncatsd)]£ 
A relation e x i s t s w h i c h a 11 r i b u t e s e v e r y 6 d b o f 
SNR to 1 bit in the quantized code word:7 
SNR<db)=66-7.2 
B-n umbe r of q uan t i z a t i on bi t s 
Us i n g t h i s as a qu i de , the ap p r ox i ma t e n umbe r of 
q u an t i z a t i on b i t s r- e su 1 t i n g f r om the p r oc e ss i n g of 
the DCT data can be derived.  By determining the minimum 
and maximum values of the speech samples in each block, 
a theoretic a 1 numbe r of q uant i z a t i on bits c an be c a 1c u1 a ted. 
L' # of leve1s=2 raised to the nth power=n # of bits] 
These t wo s e t s o f q u a nt i z a t io n bit s c a n be c om p a re d 
to determine the effect of truncat i on of the 32 "zeros." 
Figure 11  shows the results of such a procedure wi th 
the phrase, "should we".  The results show that truncation 
of the 32 smallest DCT values does decrease the equivalent 
n u m b e r o f b i t s b u t not b y a n e x c e s s i v e arri o u n t ( a bout 
one or two bits).  Assuming this decrease in bits wi11 
not severely degrade the qual ity of the speech, a substantial 
sav i n g in the n umbe r of bits t ran smi 11 e d could be ob t a i n e d. 
Ch oos i n g t o r e pr e se n t e ac h DCT coefficient w i t h 12 
-29- 
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EFFECT  OF  TRUNCATION  OF  32   "ZEROS"   ON  THE  NUMBER 
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o=NO CONSTRAINTS 
*=32 'ZEROS' 
25 35 45 55 65 
RECORD NUMBER (128 SRMPLES ERCH) 
b i t s y i e 1 d s the foil ow i n g : 
Sen ding all 1 28 c oe f+'ici ents f or e ac h b 1 oc k = 1 28* 1 2-1 536 
b i t ■=■   p e r b 1 o c k . 
Send i ng on 1 y   ?6   coe-ff i c i ent s w i thou t "zero =."=96*12=1 152 
bits per block. 
H ow e v e r , s orri e h ow the 1 o c a t i o n of these "zer o s" 
must be made known to the receiver or else much error 
wi 11 result.  There are many ways in which this can 
be done.  However, it is clearly   desi rable to keep 
the sum of the number of side information bits and 
96   coefficients be 1ow 1536. 
One poss i ble me thod to send th i s s i de i nformati on 
to the receiver is to use a bit location method.  That 
is a stream of 128 bi ts can be sent such that a "1" 
wouId represe n t a DCT coefficient and a "8" wouId re pr e se nt 
a "zero."  For example, if out of the first ten DCT 
coefficients in a record, every other one was a "zero" 
the first ten bits of the side information would look 
1 ike t his: 
18 10 10 1016  
Upon obt a i n i n g t h i s s i de inforation, the receiv e r 
wouId insert a " 0 . 9 " v alue be twee n the first coefficient 
r epresen t a t i on it recei v e d an d the sec on d.  An o t h e r 
6.8 wouId be in se r t e d be twe en the t h i r d recei v e d DCT 
coefficient and the fourth. This process would add 
128 bits of side i n -forma t i on tor every block of data. 
However, if possible, it is desirable to decrease the 
s i de i n f orma t i on e v e n mor e . 
2.2  Speci a 1 i zed B i t Redue t i on 
One idea to achieve this bit reduction is to impose 
another c on s t r a i n t on the DCT an a1ys is.  In add i t i on 
to the constraint of 32 zeros in the total block, among 
the first 63 DCT coefficients there may be no more 
than one "zero" in each group of seven DCT va 1 u e s . 
For the second 65 DCT values, no constraints are imposed 
other than the requirement of a total of 32 "zeros" 
for each block of DCT data.  This was done so as to 
se p ar a t e 1 y an a 1 yz e the effects of de 1 e t i on of zer- os 
in various frequency ranges.  Thus the number of "zeros" 
that may occur in the second part of the block is dependent 
on the location of the "zeros" in the first section. 
Figure 12 sh ouId c1ar i fy the grou ping u se d. 
The max i mum p oss i b1e n umbe r of "z e r os" wh i c h may 
occur in the first 63 DCT values is nine.  The minimum 
number  is zero.  The max i mum possible number of "zeros" 
which may occur in the section of DCT values 65 through 
128 is 32.  The minimum nunriber is 23. 
B y   u s i n g c orn b i n a t o r i a 1 a n a 1 y s i s o n e can calculate 
the number of ways of arranging one "zero" in seven 
different 1oc a t i on s .  Th i s w ill a 1 so y i e1d the n umber 
DCT Ualues 












!Number represents 1ocati on) 
4 5    6 7 F i r =. t group 
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93 94 95 
10 0 101 10 2 
10 7 10 3 10 9 
114 115 116 
!~!'"! 34 35 
40 41 42 
47 43 49 
54 55 56 
61 62 63 
82 
sl i n th group 




120  121  122  123 
127  128 
103 104 105 
110 111 112 
117 118 119 
124 125 126 
F i gure 12 
■24- 
of bits needed to represent one "zero" in any of seven 
pos i t i ons: 
nc 
To this must be added the number o-f ways o-f arranging 
"zeros" in seven di-f-ferent locations: 
= 1 
The sum o-f these possibil ities yields 8, which 
is also 2£: .  Hence three bits can be used to represent 
the location of one or no "zeros" in any group o-f seven 
DCT values.  Thus -for the -first 63 DCT values, the 
location of any "zero" can be represented by 3*9=27 
bits.  Assuming use of the error location method for 
the remaining 65 DCT values will result in 65 bits 
of side information, yielding a total of 27+65=92 bits 
of side information.  This is 36 fewer bits per block 
t han was obtained using so1e1y the bit 1oc a t i on me t h od 
f or r epr esen t at i on of the s i de i nf ormat i on .  Th i s repr-esen t• 
a 28 percent savings in side information.    When analysis 
was done w i th these constra i n ts , the resu 1 t =■ showed 
a rather small amount of decrease in SNR, about 8.5 
to 8 db.  Thus it seems as though the number of bits 
of side information sent can be decreased to at least 
9 2 per b1o ck. 
E x tending the p r e v i o u s c o n s t r a i n t s a little f u r t h e r 
led t o s i m i 1ar re su1t=.  As be f or e . the c on d i t ion of 
at most one "zero" per each group of seven DCT values 
was in effect, but the range was extended from the 
63rd to the 70th DCT value.  Thus, for the first section 
of DCT coefficients numbered 1 through 76, there could 
be at most ten "zeros" -and at least no "zeros."  Similar 
for the second section of DCT values numbered 71 through 
128, there could be at most :eros" and at 1east 
~J      "70 r- 1-1 c  " :e os."   The number of bits of side information 
sent is reduced from 92   per block to 38 per block. 
Th i s  n urribe r  i s   ob t a i n e d  in a  s i m i 1 ar  f ash i on 
a s before: 
2 *=8   3 bits needed t o r e pr es e n t 
each group of 7 coefficients 
3 * 1 0 q r o u p s= 3 G bit s 
128-7'0=58 bits using bit location method 
Yi e1d i n g 58+36=88 b i t s of side i n f orma t j on 
The results of this condition were u^ry   similar 
to that of the first, but with si ightly more error, 
as is expected.  Both are compared with the basic constraint 
of 32 zeros located anywhere in the block of DCT coefficients. 
Once again these 32 zeros are selected strictly on 
the the basis of the magnitude of their absolute value. 
F i gure 13 shows a compari son of these three different 
T    3jnb I -j 
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25 30 35 40 
RECORD NUMBER (128 SAMPLES EACH) 
conditions.  One condition is that of 32 "zeros" located 
anywhere.  The curve labeled "1 '''zero'/? Cl—63]" is 
that of 32 "zeros" such  that no more than one "zero" 
for each group of 7 shall exist over the range of DOT 
coef f i c i en t s 1 t nr ough 63. The c ond i t i on 1abeled "1 
-' z e r o ' /" 7 [ 1 - 7 8 ] " is the s am e a s the pre v i o u s o n e except 
that the ra n g e c o Me rs D CT v a lues 1-7 6 . 
These same sets of constraints were appl ied to 
the file of the word "chase," created by a male speaker. 
Similar results were found as before.  Figure 14 compares 
the A/ D q u a n t i z e r r e s u Its f o r the w o r d " c h a s e " a n d 
the re su1 t i n g e q u i v a lent number of q u an t i z a t i on bit s 
after t r u n c a t i on of the 32 srna 1 1 e s t "zero" v a 1 u e s . 
As can be seen from the graphs, these added constraints 
do  not  substantially  effect  the SNR of the speech 
data. 
Now , u p on M i e w i n g the results of the pre >■> i ou s set 
of c on s t r a i nt s, the nex t 1og i c a 1 question t o an swe r 
is whether or not the number of side information bits- 
can be further decreased.  Consider the constraint 
of no more than two "zeros" for each group of 15 DOT 
values, over the range 1-68.  Using combinatorial analysi 
yields the number of ways of placing two "zeros" in 
an y of 15 p os i t i ons: 
£ T     e-JTl6 I J 
QURNTIZRTION   BITS 
























































































EFFECT     OF   DELETION  OF  32   'ZEROS'   ON  THE 
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RECORD   NUMBER    (128    SRMPLES   ERCH) 
= 1 i r 
2113! 1 ! 1 4 ! 6 ! 1 5 ! 
=105+15+1=121 
Now,    since    121 <   27=128,    the    location   o-F    two   or   fewer 
"zeros"    in   ev e r >■•   1 5   p o s i t i o n s   c a n   be   repr-e s ente d   b y 
7   bi ts.      The   groupings   of    this   constraint   can   be   shown 
in   -figure    15.      Thus,    the    total    number   o-f-   bi ts  which 
must   be   sent   as   side    information   for   this   case    is: 
(7   bit s)*(4   q ro u ps) + <68   1o c a t i o ns)= 96   bi t s 
T h i s   c o n s t r a i n t   s h o w s   a   s 1 i g h t   d e c r e   a s e    in    the   n u m b e r 
of   bits   of   side    information   when   compared   to   the   pure 
bit    location   method.    However,    it   yields   a   poorer   performam: 
in   bit   re duc t i on      t h an    the   pre vi ou s   c on st ra i n t ,   wh i ch 
allowed   a   maximum   of   one    "zero"    per   group   of   seven 
over    the   range   of   DCT   locations   1    through   63. 
As   before,    the   range   of    the   constraint   was   extended. 
Analysis   was   done   under    the   condition   of   exactly   32 
"zeros"    such    that    there   can   be   at   most    two   "zeros" 
pe r    qr oup   of    15   ove r    the   r ange   of   DCT   1oc a t i ons   1    throu gh 
numbered   76   through   123   were   represented   by    the   bit 
1oc at i on   me thod. 
Unde r    t h e se   c on s t r a i n t s   the   n umbe r   of   =. i de    i n f orma t i on 
b i t s   decrease s   t o: 
5*7+53=88   bi ts 
DCT Group i nqs 
F i rst Sec ti on 
1 2 3   4   5 6 
13   14   15  Group #1 
16 17 IS  1?  29 21 
29 38        Group #2 
44 45        Group #3 
4.6 47 48  49  56 51 
59 66        Group #4 
16   11   1 
40   41  42  4:: 
Sec on d Se c t i on (no gr ou ping) 
61  62  63  64  65 66     6?     68 6? 70 71  72  73 
74  75  76  77  78 79  80  81  82 83 84  85  86 
87  38  89  90  91 92  93  94  95 96 97  98 ?? 
100  101  182  103 184  105  106 187 198  199  110 
111  112  113  114 115  116  117 113 119  120  121 
122  123  124  125 126  127  128 
F i gure 15 
-31- 
This result is the same as. •for the condition of at 
most one "zero" per group of 7 over the range of DCT 
locations 1 through 70. 
F i gur e i 6 shows the resuIts of the const r a i n t s 
of at most two "zeros" per group of 15 for the male 
speaker file "should we."  Note that there is a gap 
in the graphed curves.  Record 25 corresponds to the 
be g i nni n g of the word "sh ouId" .  Re c or d 48 c or r espon ds- 
to the beginning of the word "we".  Analysis of the 
data between the words would not be meaningful . 
Looking back at the original data which resulted 
when the 32 "zeros" could be located anywhere in the 
128 point block, it was determined that an average 
of roughly 5 zeros occurred in the first 64 values- 
of each block.  With this in mind, consider the number 
f ways of piac i ng 
64 
:eros i n 64 p 1 ace1 
+..■ 64! 
0!64!    1!63! 
= 8363633< 2^3 
This can be represented by 23 bits 
Thus, using the constraint that there can be at 
most five "zeros" within the first 64 values of a DCT 
block y i e1ds the fol 1owi ng number of si de i nformati on 
b i t s : 
23+64=87 bits 
This assumes use of the bi t location method for 
? T    a jn6 i -) 
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+-2/15    Cl-75] 
25 35 45 55 65 
RECORD NUMBER (128 SRMPLES ERCH) 
representing the location of near zero values occurring 
in the 65th through 128th coefficients.  The results 
of this new condition on the words "should we" are 
shown in f i gure 17. 
The same condi tion was appl ied to the file of the 
word "chese."  Results B.re   shown in figure 18. 
The above mentioned graphs i 1 lust rate that the 
constraint on the first section of the DCT values which 
allowed at most two "zeros" per group of 15 coef f i c i en t < 
y i e1ded the best results. 
2 . 3  01 her Constr a i n ts 
An o t he r t yp e of c on s t r a i n t wh i c h pr oduc e d poor 
resul ts but is of interest is that of assuming  the 
1 ast 64 DCT values to be close enough to zero to al 1 
be changed to 0.90. Thus no side information would 
have to be sent.  Only the first 64 DCT coefficients 
need be transmitted.  The results of such a constraint 
appl ied to the word "should" are illustrated in figure 
1? . 
The last type of constraint which was appl ied to 
the first section of a block of DCT coefficients is 
si ight1y different from the others.  The condition 
is that there must be exactly 19 "zeros" among the 
f i r s t 64 DCT coefficients.  Th i s c ons t r a i n t was c h ose n 
to see the effects of allowing more freedom in the 
j n 5 I -j 
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o-32    'ZEROS' 
25 30 35 40 
RECORD   NUMBER    C128   SRMPLES   PER   RECORD) 
T h i 3 d i f f e r s f r om the pre'.,' i o u s 
c ori s t r a i n t •=• w h ere t h e m a x i mu rri n um be r o f " z e r o s" wa s 
s t a. t a d .  A1 ;o , the me t h od of f i n d i n g t h e n e ar " z e r o" 
"a 1 u e a i a d i t f er en t .  The -first 64 DCT coef -f i c i en t s 
ar e e x am ined to -f i n d the 1 0 srna 1 lest y a. lues, wh i c h 
ar e the "z e r os."  Th en, the se c on d 64 DCT coefficient' 
i.re    analyzed to find the 22 smal lest y a. lues in that 
section.  The number of bits needed to represent the 
number of ways of placing exactly 10 "zeros" in 64 
■1 .51 47 * 10ii 
1 9 ! 54 
Likewise, the number of ways of placing exact 1 
22 "zeros" in 64 places is: 
=  6 4(  =8.0 3 5 * 10l* < 2-7 
22! 42 
sum= 95 bi ts per record 
Thus, though this method does reduce the number 
of bit s needed f or s i de informat i on i<->h e n c omp ar e d t o 
the p u re bit 1oc a tion me t hod, the SNP re su1 t s indicate 
t ha t m o re e r r o r i s i n t r o du c e d b y the s e m o r e s p e c i f i c 
c o n s t r a i n t s.  F i g ur e s 17 a n d 1S sh ow the r e s u1 t s f o r 
t h e file= o f the p h r a. s a s " s h o u 1 d w e " a. n d " c h a. s e " , 
r e s p e c t i '•■' e 1 y .  A a sh ot'jn b y b o t h qr a p h a , the c on d i t i on 
of ten or less "zeros" in the first 64 DCT u a, lues yield-; 
p o o r e r SN R r e s u 1 t s t h a n o t h e r c o n s t r a i n t s . 
For the purpose of an overall comparison, the 
best o-f each set of constraints is plotted in figure 
29 tor the  words "should we".  The constraint o-f only 
32 "zeros" seems to yield the best SNR results.  Ho wever , 
al 1 the condi tions produce '-'ery   simi 1 ar resul ts. 
2 . 4 F u t h e r Bj_ _t_ Re due t i on 
So -far, the constraints used have all concentrated 
the bit reduc t i on i n r ou gh 1 y the -first ha 1 -f of the 
DCT b1ock.  For a n a 1 y s i s pu r po s e s it wa s a s s umed t ha t 
the bit location method was used -for the representation 
o-f "zeros."  Upon examination ot the location o-f the 
"zeros" in the second portion o-f the DCT block i t was 
noticed that the near zero values tended to occur in 
clusters o-f two or more.  Based on this observation, 
the f o 1 1 ow i n g met h od f or represent i n.g the 1 oca t i on 
of "zeros" in the second section o-f the DCT block was 
created. 
For the DCT blocks used, it was decided that the 
second range began with DCT coefficient number 71 and 
e n de d w i t h the last coefficient, n umbe r 123.  Thi s 
choice was made as to divide the DCT block roughly 
in half, but allowing more DCT values in the first 
range than the second.  This range was further divided 
i n t o t w o r e g io n s, since it wa s noticed that 1arQ e r 
clusters of n e ar zero v a 1u e s oc c u r r e d in r ou gh1y the 
■-yfr- 
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25 30 35 40 
RECORD   NUMBER    (128   SRMPLES   ERCH) 
',' ery 1 ast 39 DCT coef t i c i en ts .  Anal vs i s was done i n 
c o n j u n c t i o ri w I t h the •=• et of c o n s t r a. i n t •=■ of 32 ":e r o s" 
total such that there may exist at most one zero per 
or ou p of se v e n o v e r t h e first 77U DCT c oe+'-f i c i e n t s o f 
t h e b 1 o c K .  F u r t h e r m o r e , f o r r- e g i o n o n e , r a n 9 i ri g o u e r 
DCT coefficients numbers 71 through 97, the location 
of the first "zero" was represented by a six bit number- 
Then the number of "zeros" fol lowing i t are represented 
by a two bit number.  Hence one can represent as many 
.s thr f t^  1 i~r n s e c u t i u e " z e r in req1 on one 
If five consecutive "zeros" occur in this region, they 
c o u 1 d not be represented a s s uch.  The 1 oc a. t i o n o f 
the first "zero" would be represented by a six bit 
number f o 1 1 owed by a two bit riumber represen t i n9 the 
three " z e r o s" after it. Then a n o t h e r •=■ i x bit n u rn b e r 
would be needed to show the location of the fifth zero 
p 1 u s two b i t s r e p r e se n t i n g n o " z e r os" i mme d i a t e 1 y f o 1 1 ow i n 9 
i t ■ 
In region two, ranging from DCT coefficients numbered 
98 through 12S, the location of the first "zero" is 
represented by a six bit number.  It is followed by 
a three bi i   number, which allows representation of 
up to seven "zeros."  The results of this scheme for 
side information bit reduction are shown in figure 
21.  Note that a value of 128 bits is what is obtained 
-41 
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25 32 39 46 53 60 
RECORD NUMBER (128 SRMPLES EACH) 
us i ng the pure bit 1ocat i on me thod.  Thus, this scherne 
doe s n o t seem t o otte r an y    i mp r oK> emsnt . 
T h e s am e a n a 1ys i s wa s d o n e u s i nq the other c onst ra i nts 
of the first 76 DCT coe-f-f ic i ents and similar results 
w e r e -f o u n d .  T h u s , i t s e e m s a s t h o ugh the best m e t h o d 
•for representing the location of the "zeros" that occur- 




■-• • ' Anal >- s i s of F e m a 1 e Speaker Ft 1 e s 
In order to better evaluate the idea of truncation 
o f the near zero v a. 1 u e s t o 6 . @ @ , female s p e a k e r file -s 
were created.  The graphs of these fi1es were shown 
in chapter two.  (Figures 3-8).  The female speaker 
fi 1 es used a larger range of the A/D converter < in 
most cases the ful 1 12 bits), whereas the male speaker- 
files use d o n1y nine bit s . 
The basic difference between the male speaker data 
arid that of the female speaker is that the latter contain' 
a larger percentage of higher frequencies.  Also, the 
h i gh e r + r e q u e n c i e s p 1 ay a mor e i mp or-1 an t role in the 
frequency spectrum.  In terms of the past analysis 
which was done on the male speaker files, one would 
expect to have more "zeros" in the first section of 
the D CT coefficient s, <1owe r frequencies), a nd f e w e r 
" z e r os" i n t h e hi i gh er f r e q u en c y r ange . 
As was done wi th the nvale speaker files, 32 of 
the smallest near zero values were truncated to 0,08. 
The resulting equivalent number of bits, based on the 
SNR was determined.  A comparison of this with the 
n u m b e r o f q u a n t i z a t i o n bit s f r om the A/" D c o ri v e r t e r 
is shown in figure 22.  As can be seen from the graph, 
the results are rather poor. 
-44- 












































































EFFECT OF VRRIOUS CONSTRRINTS ON THE NUMBER OF 
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RECORD NUMBER (128 SAMPLES EACH) 
For sake of comparison, the sets of constraints 
that had been app1 i ed to the ma 1 e speaker files were 
appl ied to the female speaker files.  Figure 23 shows 
an ov e r a 1 1 c cmp ar i son of the effect s of the ',> ar i ou s 
cond i t i ons ■  The cond i t i on labeled " 32 "' zeros*' " i s 
that of 32 "zeros" located  anywhere in the DCT block. 
The condition labeled "1 'zero''/? " is that of no more 
than one "zero" per group of seven DCT coefficients 
for the range 1-76, :eros" total). The condition 
labeled " 2 ' zer o s'" /15 " is that o f n o m o re than t w o 
"zeros" per group of 15 DCT coefficients over the range 
of va 1 ues 1 -60 . The cond i t i on 1 abe 1 ed "18 ' z er os•"/64" 
is that of exactly ten "zeros"  in the first 64 DCT 
coefficient s an d e x ac 11 y 22 " z e r os" in the r em a, i n i n q 
'•■' allies.  All c o n d i t i o n s a s s u m e a t o t a 1 o f :eros 
per b1ock of 1 23 coefficients.  Once aga in, the result s 
of these constraints -Are   much poorer than those of 
the m a 1e s pe a k e r file s. 
Figure 24 shows the results for the phrase "jumping 
j 3.CK Th e c on d i t i on 1abe1e d zero s ■' " i n d i c a t e s 
32 " z e r o s" 1 o c a t e d a n >'w here  am o n g the 1 2 3 D CT K> a 1 u e s . 
The condition labeled "19 -'zeros"" indicates the constraint 
of a t mos t ten "zer os" ou t of the first 64 DCT K> a 1 u e s 
with a total of 32 among the 123 DCT coefficients. 
Th e c on d i t i on labeled "1 8 ' zer os ■' SEP" repre sen t s t h e 
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EFFECTS OF VARIOUS CONSTRAINTS USING 
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+-10 'Z'/B4 SEP 
~-l 'ZER0'/7 
14 21 28 35 42 49 56 
RECORD NUMBER C128 SRMPLES ERCH) 
c o n s t r a i n t t h a t e x -5. c t i y t e n " 2 e r o s" w i 1 ! o c c u r i n i h e 
f i r ■= t 64 DCT coeft 1 c 1 e n t s an d e x a c 11 y 22 " z e r os " w I 1 I 
oc c u r in t h e ! a =• t 64 DCT c oe t+'ici ent •=■.  Se p ar a t e an a 1 y-=. i s 
is performed in each 0+ the two sections.  The condition 
" 1 "' z e r o ■" /' 7" in d i c a t e s t h a t f o r t hi e f i r s t 6 3 D CT v a ! u e = , 
at most one "zero" out 0+ each group ot" 7 is allowed. 
A I 1 of the above cond i t i ons repr esent the ouer a 1 1 cons t r a i n t 
0+ e x act!> 32 "1?r os" out 0+ t he 128 coetti c i en t = i n 
e a. c h b 1 o c k . 
3 . 2  S p e c i -f i c F e mi a 1 e S p e a k e r A n a 1 y s i s 
A possible explanation tor the poor SNR associated 
w i t h the 32 "z e ros" is rela ted to the de f i n1 t i on 0 + 
the SNR used in the analysi s: 
SNR=ie*l og '■' i npu t s i qna 
_''. error ■=. i gn a 
The numier s tor o + this expr es5 i on i s b i ased towar ds 
the low -frequencies, which tend to have larger magn i tude-i 
The den om i n a t or i s b i ase d t oiMar ds the hi qh e r frequencie s 
where more o + the "ze r os" u su a 1 1y QC Cur.  Th is cou 1 d 
c a u s e the t e n dene v o t mi a I e s p e a k e r <■> o i c e s , w h i c h a r e 
p r e d om i n a t e 1 y 1 o w e r in -f r e q u e r> c y , t o h a v e large r Shi R 
a n d hence b e 11 e r r e s u Its t h a n -f e mi a i e speaker file s 
i-vi hi e n u s i n q t h i s mi e a s u r e . 
A n a 1 y ■=. i s w a s c o n t i nued »t i t h the female s p e a k e r 
■49- 
-files.  T h e p r o cfdure o f '.•' a. r y i n g a t h r e s h o 1 d a n d o b s e r v i n g 
the resulting SNR was toll owed.  After some analysis, 
i t was concluded that rough1y 16 to 26 DCT coefficients 
c ou1d be t r u n c a ted t o @.9 6 w i t hout se v e r e1y de gradi n g 
t h e SN R.  F ig ure 25 i 1 1us tr a t e s t he e r r or o b t a i n e d 
wh e n e x am i n i n g t h i s. 
After analysis on the files of the words "daffodil" 
a nd " j u m p i n g j a c V. s" , it w a s c o ncluded that trunc a t i o n 
of 16 near zero values would yield the best results. 
Figures 26 and 27 illustrate this for two of the speech 
f i 1 e s . 
In observation of the DCT data of the female speaker 
files, it was noted that more near zero values occurred 
a t 1owe r f r e q ue n c i es of f ema 1e spe ake r files t h an of 
male speaker files.   This was as expected.  Thus, 
t he s ame an a 1 y sis can n o t be e xp e c t e d t o y i e 1 d the same 
results.  Analysis was done on all the female speaker- 
file s whi ch tr uncated the s i x teen sma11est near zero 
v a 1 u e s t o 0 . 6 6 .  F i g u r e s 2 8 t h r o u g h 31  s h ow the c orn p a r i s o n 
of the condition just mentioned versus the number of 
quantization bits used by the A/D converter.  The graph 
i 1 lust r a t e s t ha t the re su1 t s ar e f a i r1y good. 
The nex t step was to i mpos e add i t i ona 1 constra i nts 
t o the c on d i t i on of s i x teen truncated DCT coefficients. 
The first added constraint was similar to those before. 
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EFFECT  OF   16   'ZEROS'   ON  THE NUMBER  OF 
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EFFECT OF 16 'ZEROS' ON THE NUMBER OF 
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RECORD NUMBER C128 SRMPLES EACH) 
No more than two "zeros" per group of fifteen DCT ualues 
were allowe d o ve r t he r a nq e o f va lues 1 t h r o u9h 68. 
0 n c e a q a in, a t o t a 1 o f sixteen "z e r os" p e r bloc k wa s 
t h e bas i c c on s t r a int.  The results sh own in f i gur e 
32 indicate t h a t t h i s added c on s t r a i n t had a '-,'er y s 1 i gh t 
effect on the SNR as compared to the condition of sixteen 
"zeros" 1o c a t e d a nywhere i n the b1o c K. 
A n o t h e r v a r i a. t i o n pert o r m e d w a s the c o n s t r a i n t 
that no more than eight "zeros" may occur in the first 
64 DCT coefficients of a block, but there will be exactly 
1 6   " z e r os" p e r b 1 oc k .  The re su 1 t s of t h i s •> ar i a t i on 
are also graphed in figure 32. 
U s i n g c om b i n a t o r i a 1 a n a. 1 y s i s t h e o r y , the n u m b e r 
of ways of p 1 ac i nq e i qh t "zeros" or 1 ess i n 64 1ocat i ons 
i s : 
64!  +  64!  + ... 64! 
0 ! 64 ! 
5.13 * 19* 
Thus, the location of up to eight "zeros" in the 
first half of a DCT block could be represented with 
33 bits.  Assuming use of the bit location method for 
the second half of the block results in a total of 
97 bits of side information per block. 
The last typ e of c on str a in t u se d was to allow at 
most ten "zeros" in the first 64 DCT coefficients, 
-6S- 
















































































EFFECTS  OF  CONSTRAINTS   INVOLVING   16   'ZEROS'   ON 
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^=16 'ZEROS' 
14    18    22    26    30   34    38    42    46    50 
RECORD NUMBER C128 SAMPLES EACH) 
u.i i t h a total of e x a c t 1 y s i xteen zero s p e r b 1 o c k .  The 
number o-f ways of placing at most ten "zeros" in 64 
different 1oc a t i ons i s: 
64 I 64! 
0 ! 64 ! 
■■1  .841 * .101 i < 2« 
Thus, assuming use of the bit location method results 
in a total of 38+64=182 bits required for side information. 
The results of this constraint are shown in figure 
A s s hi ow n b >•' the g r a p h , all o f these   pre K> i o u s 1 y 
e x p 1 a i n e d  c o n s t r a i n t s  a r e v e r y  s i m i 1 a r i n  SN R 
p e r f o r m a nee, 
Comb i n a t i on s of these c on s t r a i n t s we r e a 1 so an a 1 yz e d 
for the other female speaker files.  Figure 33 shows 
t he result s f or the word " can dy" .  Both cur <■.'es on th e 
graph possess the basic constraint of exactly 16 "zeros" 
per  DCT block 
Figure 34 illu s t r a t e s the result s f or t he an a 1ys i s 
performed on the word "daffodil".  Once again, the 
added con=■t r a i n t to the bas i c 16 "zer o" r equ ir ernen t 
resul ted in very   si mi 1 iar SNR resul ts. 
As with male MO ice samples, female voice samples 
can be represented with use of a DCT.  This DCT information 
•6fci- 
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EFFECTS  OF  CONSTRAINTS   INVOLVING   IB   'ZEROS'   ON 
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RECORD NUMBER C128 SAMPLES EflCH) 
c a n be re d u c e d w i t h > J s e o + u a r i o u s c o n s t r a i n t s-.       I t 
w a s -f o u n d that -f o r -I- e m a 1 e u o i c e s am pi e s t h e c o n s t r a i n t 
o-f 16 "zeros" would al low a decrease in b i t transmission 
wi th about a 9.5 to IS db decrease in SNR.  This decrease 
depen ded upon the par t i c u1 ar word u sed, as well as 
the time location ot the record within the word. 
CHAPTER FOUR 
4. 1  LPC Analvsi 
N ow , p u 11 i n q a si d e t h e a n a 1 y s i =■ d o n e w i t h the "zero •=•" 
of the DCT blocks, a method to be used in conjunction 
w i t h the result s ot the pre v i ou ■=• c h ap t e r s i s i n v e s t i gated. 
Basically, the DCT spectrum ot each record has a general 
shape, usual\y   referred to as the envelope of the spectrum. 
Since the envelope generally has greater magnitude 
a t the 1owe r f r e q u e nc i es a n d t a p e r s off t owa r d s the 
higher frequencies, it is not necessary to use the 
same n umber' of q u an t i z a t i on levels t h r ou gh ou t the sp ectr urn . 
By knowing the approximate range of magnitude of the 
DCT values in a certain frequency range of the DCT 
s D e c tr u m, s om e s a v i n g s in bit s can be a c h i e v e d. 
With  use  of LPC, one can form an envelope of 
the   spectrum  of a speech file.    Then  al1 that 
need be  sent to the  receiver  to form   this  envelope 
are  the  coefficient s. 
This envelope of the spectrum is obtained with 
an all-pole model given by the following transfer function: 
H < z > = G/A(z) 
W here A(z) = 1+ S  a(k)* z 
p is the number ot poles 
G i s a 93. i n -f ac tor 
a ( k > ar e the p r e d i c t or coe + t ici ent ■=■ 
The calculations- performed on the speech data to 
o b tain the L P C e n v e I o p a o f t hi e •=. i 9 n a 1 a s ■=■ u m e H ( 2 > i s 
s t a b 1 e and implement A ( z > a a a lattice filter.    A 
f i 1 ten 0+' order 0=14 ^a ■n based uoon the result- 
of Ra.biner and Schafer.  It was repealed that although 
p r e d i ct 1 o n e r r o r d e c r e a s e s a s p i n c r e a s e s ( a t a v a 1 u e 
o f r o u q h 1 y   1 3 o r 1 4 > p r e d i c t i o n e r r o r d o e s n o t d e c r e a s > 
very much for a. large increase in p.10 
The gain factor 6 was found using a variation of 
Par sev a 1 " s r e 1 a t i on y i e 1 d i n g : < Ca 1 c u 1 a. t i on s i n Ap p e n d i : 
B) 
[X<n)]2 = G Z  [><<k>> 
n and k ranqe from 6 to N-l 
Figures 35 through 38 illustrate envelopes of the 
'■' ar i ou s sp e e c h sp e c t r um I-Mh i c h r esul t f r om u se of LPC 
m e t h o d s .  A s c a n b e s- e e n f r cm b o t h w o r d s e c t i o n s , t h e 
shape is preserved.  However, a. major problem arose 
i n t h at in the hi g her f r e q u e n c y   range, the L P C w a s 
n o t able t o ade q u a. t e 1 y   r e sernb 1 e the n e ga t i v e p or t i on 
of the DCT.  The effect of this was that the inverse 
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as side information, possessed very   1 ittle resemblance 
t o t h e o r i g i n a l s p e e c h s i g n a 1 .  The i d e a o +' u s i n q the 
LF'C pr ed i c tor coefficients as s i de i nf ormat i on to q i y e 
the range of DCT ualues was aborted.  However, in the 
1 i t era ture it has been shown that LF'C can give a qood 
estimate of the speech spectrum.11 
CHAPTER FIUE 
Enye 1 ope I nf or mat i on Re due t i on 
The last method studied tor reducing the number 
o f tra n sm i t t e d bits i s e x p 1 a i n e d i n th chapter 
As mentioned be tore, the spectrum ot speech has- a general 
s h a p e , o r  e n '-.•' elope.  Since the  s pec t r u m  a. t  1 ow e r 
•frequencies tends to have greater magnitude than at 
the h i g h e r o n e s , it i s n o t n e c e s s a r y t o h a <■> e the s ami e 
number of quantization levels- at both ends of the spectrum 
An approach which -follows the idea is shown in -figure 
A ■=. s u rn e the ill u s t r a t i o n is the D CT o f s orn e s p e e c h 
block. It was drawn in a. general manner -for explanation 
o-f ideas only.  The block is divided into eight groups 
of s i x teen DCT v a 1 u e s p e r gr ou p . 
Side  information is  sent  for each group  which 
identifies the minimum and maximum DCT threshold for 
t ha t g r o up. In t h i s w a y, the 1 a r g e r a n g e o f va 1u e s 
that is needed in the first group is not wasted on 
the smal1 range of values in the eighth group. 
Assume, f or a a se of e x p 1 an a t i on t h a t tOJe 1 u e bit s 
a i" e u s e d t o r e p r e s ent the mini mum o r ma x i mu m DCT v a 1 u e . 
Then a total of 12*2*8=198 bits of side information 
w ill be needed f or e ac h r e cor d.  Savi ngs will occur 
w hen the s e rn i n i m u m a n d m a x i m u rn M a 1 u e s i n d i c a t e that 
_[-(/' _ 
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FREQUENCY,    N       (In   Multiples   of   N*PI/128      RHDIRNS) 
ewer than twel ue bi ts are needed to quantize the DCT 
u e ■=.. 
The t i r =• t ana 1 ys i s wa.s done a•=.sum i ng t h a t the ac t ua 1 
minimum and maximum value -for each record   would be 
t h e t h r i. u, -., - - u ds sent i de i n-forma t i on for the ranqe 
of t h a q u an t i z e r .  Thus, up on i n v e r t i n q the DCT va 1 u e s 
at the receiver , no error other than that o-f the quantizer 
would be made.  The minimum and maximum value o-f each 
block varies greatest -from the -first group to the last 
nuer the entire word.  For example, the word "chase" 
has a minimum o-f -39?. 4 and maximum o-f 348.3 for group 
one, whereas group eight has a mi mi mum o-f -6.7 and 
a maximum o-f 7.8.  In this case a "group" is de-fined 
to be a set o-f 16 consecutive DCT coefficients.  The 
absolute range of the first group is 747.7 while that 
of the second is 14.5.   Assuming  integer number 
r a p r e sen t a t i on, 4 bi t s < 24 > 14.5) are nee de d  t o r e p r e se n t 
the range of the first group. The eighth group would 
need 18 b its t o r e pre se n t it s r an ge.  Thu s a su bs t an t i a 1 
sa'•• i ngs wou 1 d occur . 01 her nurriber represen t a t i on me t hods 
wou1d show s i mi 1ar resu1 ts. 
Realizinq that this method was a bit conservative, 
the o then s e t -s o f a. n a 1 y s i s d o n e o n the D CT d a t a e x p I o r e 
d i f f e r- e n t wa > 5 of 3e n d i n g side i n f ormat i on of all owab 1 e 
mini m u m a ri d m a x i m u mi t h r e s h o 1 d v a I u e s f o r e a c h g r o u p . 
-71- 
The s e w e r e n o t the true mini m u m o r m a. x i m u m v a 1 u e s . 
The fir ■=• t an a i y s i s c a 1 cul a ted the av e r age max i mum 
a n d mini rn u m v a 1 u es f o r the entire s p a n o f t h e w o r d . 
The s e t w o v a i u e s w ere u s ed t o t r u ri c a t e a n y   D CT '••' a 1 u e s 
whi i c h were abov e or be 1 ow t h e t h re sholds.  The i n v e r se 
DCT p roce ss v i e1ded an e x tremely 1 ar ge amou n t of e rr or. 
The resson f or this i s that a 1 1 of the 1 arge DCT va 1 ues 
w ere truncated b y a large am o u n t s i n c e the av e r a g e 
w a s o b t a i ne d a c r o s s the entire w o rd a nd c omb i n e d the 
effects of rnagn i t ude s of v ar i ous f r eq uen c y r anqe s . 
The n e x t an a 1 y s i s c omp u t e d the a >■> e r a. ge mini mum 
'■■'alue and average rriax i mum value for each of the eight 
groups, but over the range of the entire word.  The 
effect = of the part s of the ward ar e indirectly interrelate d 
through the calculated threshold.  Figure 48 illustrates 
the differences in the averaging methods. 
Thus, the side information sent to the receiver 
wou 1 d be the a v e r age mini murn an d a v e r age max i mum f or 
each of the eight groups.  The goodness of this method 
mas evaluated by calculating the IDCT of the resulting 
truncated coefficient •=■,      For e x am pie, if the a v e r a Q e 
minimum for group one was -16.5 and an actual DCT coefficient 
of group one in a particular block was -11.6, this 
c oe f f i c i e n t wou 1 d be t r an sm i 11 e d an d r e c e i v e d as t h e 
number representation for  -16.5  producing some error. 
POSITIVE CUTOFF = AVERAGE OF POSITIVE 
DCT VALUES 
(-O 
AVERAGES CALCULATED OVER ALL 
RECORDS COMPOSING WORD 




NEGATIVE CUTOFF = AVERAGE OF NEGATIVE 
DCT VALUES 
POSITIVE AVERAGE FOR GROUP I = 







T>   <?- 
RECORD NUMBER 
AVERAGE OF ALL 
POSITIVE VALUES 
OVER ALL GROUP I 





NEGATIVE AVERAGE FOR GROUP 
F i qure 40 
AVERAGE OF ALL 
NEGATIVE VALUES 
OVER ALL GROUP I 
DCT VALUES . 
COMPOSING WORD 
The err or me asu remen t u s e d was the mean sq u ar e 
e r r or.  It was c a 1u1 a t e d as to! 1ows: 
'
v1SE= Z (IDCT value - Actual Data value) 
mean dat- ue 
The summation operate 
samp 1e s. 
K> e r the entire rec o r d 
These measures are also used -for all the remaining 
studies.  Figures 41 and 42 illustrate the resulting 
M S E w h e n u s i n g g r o u p a v e r a g e s .  T h i s rn e t h o d p e r f o r m s 
well for the end portion of the phrase, but \>&ry   poorly 
i n the beg i nning, 
5 . 2  Qv e r a 1 1 Standard De vi a t i on 
The -foil ow i n g a p p r o ache s u s e a s t a n d a r d d e v i a t i o n 
me asu re to c a 1c u1 a t e the cut of f t h r e sh o1d max i mum an d 
mini mum va 1u e s.  The fir s t met h od of t h i s t ype calculate 
the " 1 oiM" mean and "high" mean for each of the eight 
groups across the word.  The "low" mean corresponds 
to the mean of the neQat i ve DCT va 1ues.  As expected, 
t h e "high" rn e a n c o r r e s p o n d s t o the m e a n o f the p o s i t i v e 
DCT coe f f i c i e n t s. 
Th e s t an dar d de v i a t i on of on e s i grna is c a 1 c u 1 a t e d 
for each group, according to the usual statistical 
e q u a t i on s .  The cut of f t hre sh o1ds f or e ac h grou p ar e 
■74- 
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EFFECTS OF USE OF GROUP AVERAGES AS CUTOFFS ON 
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RECORD NUMBER (128 SAMPLES EACH) 
then computed as the "high" mean plus one sigma  -for 
the upper threshold, and the "low" mean minus one sigma 
f or the 1 ou.ier thr eshold.  Th i s i = repea ted tor- each 
fpf the e i g h t g r o u p s .  A s b e f o r e , e r r o r r e s u 1 t s f r om 
use of these thresholds, but decreases -from the prior 
c a s e . 
A variation of this approach increases the bounds 
of the t hr esh olds.  In s t e ad of u s i ng on e s i qma < two 
s i qma ar e u se d .  Tak' i n g t h i s on e s t e p f u r t h e r , t h r e e 
sigma or f i ue sigma a.r&   used in place of one s i qma. 
Thus, the ranges- of allowable DCT values increase with 
i ncreas i nq s i qma .  However , as " n " s i qma i ncr eases , 
the idea •c*. I   L_ -1* :>f no error other than that due 
q u an t i z a t i on i s achi e u e d. 
Figure 4 3  s hows the re s u1 t s o f the s e c o n s t r a ints 
f o r  the  p hi r a s e   "should w e "  spoken  b y  a m a 1 e 
s p e a k e r . 
Figure  44 s ho ws the re s u1 t s o f the s am e t hr e s-ho1d 
c u toff s f o r t h e w o rd " c a. n d y" . 
Figure 45 illustrates the effects of use of the 
standard deviation in the threshold levels of the word 
In al1 these graphs, the MSE decreases as the threshold 
r a n g e i n c r e a s e s.      T h i s i s a s expected.  H ow ever, the 
number of bits needed to represent the two thresho1ds 
£■(7  3-in6 I J 
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RECORD NUMBER C128 SAMPLES EACH) 
ob ta i ned by using f i '■.■• e s i gma i s more than tha t obt a i ned 
b y u s i n g o n e s- i gm a.  T h i s h a p p e n s b e c a u s e a 1 a r g e r 
range must be represented. 
5 . 3  Group Standard De1-1 I at i on 
The -fin a 1 met h od o-f calculat in g a c u t of -f t h r e sh o 1 d 
yalue is more spec i-f i c than the rest.  As be-fore, two 
d i f -f e r en t s i gmas  ar e de t e rrn i n e d f or e ac h gr oup , bu t 
it is done on a record by record basis, as oppossed 
t o o b t a i n i n g t h e s i gm a s b a s e d u p o n the <■.■< a 1 u e s o f a 
group across the entire word.  Thus, -for each record, 
e i gh t "high" s i gmas ar e calculated and e i gh t "1ow " 
s i gmas are c a 1c u1 a t e d.  Thu s, mor e s i de i n f ormat i on 
must be transmitted when using this method. 
The same idea as before was used in that various 
t hr es h o 1 d s were set that w ere b a s e d upon one si gm a, 
two sigma, 2.5 sigma and three sigma.  Figure A6   shows 
the results for the word "candy" spoken by a female 
speaker. 
Figure 47 shows the results for the word "chase" 
spok:en by a ma 1 e speaker . 
As before, the MS'E decreases as the multiple of 
sigma used in the calculation of the range increases. 
H ow e M er, the g r o u p by q r oup, re c or d by r e c or d m et h od 
f or c a 1 c u1 at i on of the cutoff t h r e sh old re su Its in 
a 1 ow e r M SE t h a n t h a t of a gr ou p by g r ou p met h od o<■> e r^ 
-81 
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EFFECTS OF THRESHOLD LEVEL 
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EFFECTS   OF   THRESHOLD   LEVEL 































+=2.5   SIGMR 
25 31 37 43 49 55 
RECORD NUMBER (128 SRMPLES ERCH) 
the   ent i re   word .      A1 ■=■ o ,    the   gr oup   by   group ,    record 
b y   r e c o r d  met h o d   u s e s   m ore   bit s   o t   side    i n i o r rn s. t i o n 
t h an    the   o t he r   met hod   s ince   e a c h   r e c o r d   h a s   si x t e e n 
c u t o-f -f s   iMh i c h   mu •=• t   be    t r an smi t t ed . 
-84- 
CONCLUSIONS 
The results tor the various words- used in this 
s t u dy indicate that the dele t i on of the n e ar z e r o DCT 
<-.> a 1 u e s d o e s n o t g r e a 11 y   a -f f e c t the SN R .  U n f o r t u n a t e 1 y , 
the actual audio results of the effects- of the truncation 
pr ocess on the near zero DCT va 1 u e s were no t perf ormed. 
H owe M e r, ha d the ha rd wa re f o r a u di o re s u1 t s been a v a i Table, 
the re s u1 t s wo uId be ra t h e r s u b j e ct i ve .  W h a t might 
sound clearer and more real i s t i c to one 1 is. tener may 
not be in agreement with the opinion of another. 
Once a set number of DCT values to be deleted 
was determined, the effect of certain added constraints 
was rather unnoticeabl e.  For example, the condi tion 
of at most one "zero" per group of seven DCT values- 
yielded a very   small decrease in SNR when compared 
w i t h t h a t of just de1e t i ng the 32 sma 1 lest DCT v a 1u e s. 
This provided a means of representing the location 
of the 32 "zeros" wi th fewer than 128 bi ts. 
Th e d i v i s i on of the ■frequenc y   r an ge i n t o gr ou p s 
yielded a different means of representing the magnitude 
o f the D CT v a lues.  H owe v e r, m o re side informat io n 
must be sent to represent the rnagn i tude ranges for 
e a c h g r o u p . 
Transform coding of speech data using the DCT 
i s 3. fea.s i b I e me thod f or •=■ peech proces■= i nq . 01 her 
a re as of i rwest i gat i on i nvol u ing it .are still open 
for   study. 
App end i x   A:   N   po i n t   D CT   f r am   2N   point   F FT 
A s   p r e >■) i o u s 1 y   d e + i ne d 
N-l 
Lx(0>=      1      S      x(m) 
-IN     m-0 
Lx < k ) 
N-l 
Z      x <rn)    cos   ( 2m+ 1 ':> kit 
m=6 2N 
k=l,2,...N-l 
Us i nq   Eu 1 er "' ■=.   I den t i t: 
- j kite 2m + 1 > 
>s   kTt< 2m + 1 )    -   .j s i n   k TC < 2m+ 1 ) 
2N 2N 
Real    part I mag.    part 
Now   1 e t      x <m)=x (m)      m=8,1, N-l 
x (m) = 13 rn=N , N + 1 , . . 2N - 1 
Lx<k'j = 
_    2N-1 
2        2      x<m>   Real 
N        m=0 
-jk'Tt(2m+l ) n 
I      Real 
!
      "JKlIL -j kTtm 
2N      2N-1 2N 




- j 2'Tt V, m) 
2N-1 2N 
Z x (m >    e 
k=l ,2 N-l 
= 2N   point   FFT 
( i qnor i n9   con3tan t =■ > 
A   2N   p o i n t   FFT   e \> a. lusted   at   k=6   y i e 1 ds : 
2N-1 
X(6)=   _1   Z        x(m> 
-IN     m=y 
This impl ies that an N point DCT can be obtained from 
a 2N point FFT, i -f the proper constants are added as 
de t e rm i n e d t r om the FFT de t" i n i t i on u se d . 
Append i x B 
Par seyal "' s Re 
N-l 
x •■. n 
at ion tor DFT:ii 
N-l 
n=6 N  k=8 
K n ow i n 9 t h e p r o p e r c o n s t a n t , the D CT c a n b e 
ob t a ined ir- om the DFT . ( See Ap p e n d i x A) .  This i mp 1 i e ■
that the to1 Iowi nq re1 at i on ho1ds tor the DCT: 
N-l N-l 
£  x(m) £ = 6 Z  LxCk) 
m=6 k=9 
The constant "G" can be determined as follows 
N-l 
x < m) * 
6= m=9 
N-l 
Lx •: k > 2 
k=e 
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