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1. INTRODUCTION 
We consider the following model for an artificial network of three neurons: 
k, = -a121 + fi(22(t - 71)) + f2(53(t - 72)) + Il(t), 
k, = -a222 + f3(q(t - 73)) + f4(x3(t - 7-4)) +12(t), (1.1) 
Ci, = -0,353 + f5(5l(t - T5)) + f6(52(t - 76)) + 13(t), 
where xi(t), i = 1,2,3, denote the activations of corresponding neurons, ai > 0, i = 1,2,3, are 
the internal decay rate, ri > 0, i = 1,2,. . . ,6, are the synaptic transmission delays, fi E C(R, R), 
i = 1,2,... ,6, are the activation functions, and li E C(R, R), i = 1,2,3, are the external inputs 
with period w > 0. 
Such a model describes the evolution of the so-called Hopfield net, where each neuron is rep- 
resented by a linear circuit consisting of a resistor and a capacitor, and where each neuron is 
connected to another via the nonlinear activation function. Under some suitable assumptions, 
the network modeled by (1.1) has the on-center off-surround characteristics, and such networks 
have been found in a variety of neural structures such as neocortex [l] and cerebellum [a]. 
It is well known that there have been a large number of results about the existence of peri- 
odic oscillatory solutions of neural networks model and their similar equations. For example, 
Gopalsamy and Leung [3], Ruan and Wei [4], Shayer and Campbell [5], Wei and Ruan [6], and 
Wu et al. [7] used the well-known Hopf bifurcation theory to discuss the bifurcating periodic so- 
lutions. However, the usual Hopf bifurcation theory cannot be applied to system (l.l), which is a 
nonautonomous system. In this paper, we apply the theory of coincidence degree to system (1.1) 
and obtain some new criteria for the existence of periodic solutions. Our result allows a broad 
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range of activation functions assuming neither differentiability nor strict monotonicity. More- 
over, the conditions are presented in terms of system parameters, and hence, have an important 
leading significance in the design and applications of periodic oscillatory neural circuits for neural 
networks with delays. 
2. MAIN RESULTS 
First, consider an abstract equation in a Banach space X, 
Lx = XNx, x E (O,l), (2.1) 
where L : Dom L II X -+ X is a linear operator and X is a parameter. Let P and Q denote two 
projectors, 
P:XnDomL-+KerL and Q:X-+X/ImL. 
For convenience, we introduce a continuation theorem [8, p. 401 as follows. 
LEMMA 2.1. Let X be a Banach space and L a Fredholm mapping of index zero. Assume that 
N : fi 4 X is L-compact on fi with R open bounded in X. Furthermore, assume 
(a) for each X E (0, l), z E afl n Dom L, 
Lx # XNx; 
(b) for each 5 E as2 fl Ker L, QNx # 0; 
(c) degB(QNx, R n Ker L, 0) # 0, degB denotes the Brouwer degree. 
Then Lx = Nx has at least one solution in fi. 
In the whole paper, we denote the Euclidean norm by ( . 1 and define 
THEOREM 2.1. Assume that the following conditions hold: 
(i) there exist constant (Y 2 0, /3 > 0 such that Vx E R, 
If&>I 5 4x1 + PI i = 1,2,3,4,5,6; 
(ii) u,a& > (al + a2)asa2 + 2ascr3 + ugff2 with Q < ai/2, i = 1,2,3. 
Then system (1.1) has at least one w-periodic solution. 
PROOF. In order to apply Lemma 2.1 to system (l.l), we take X = {(~1(t),x~(t),xs(t))~ E 
C(R, R3) : xi(t + w) = xi(t), i = 1,2,3} equipped with the norm 
With the norm, X is a Banach space. Let for (~1~x2,~s)~ E X 
Xl [I [ -“lxl(t) + h(X2(t - 71)) + f2(X3(t - 72)) + I,(t) N x2 = -R?Xz(t) + f3(Xl(t - 73)) + f4(x3(t - 74)) +12(t) ) X3 -“3x3(t) + f5(Xl(t - 75)) + f6(X2(t - 76)) + 13(t) I 
L(Xl, X2, X3)T = (xi, x;, x;)T , 
M w 
P(Xl,X2,X3)T = Q(Xl,X2,X3)T = xl(t) dt, 1 
s w 0 
xdt)dtr; ~“ci(W). 
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Since KerL = R3 andImL = {(zr,~s,xs)~ E X: Jo” xi(t) dt = 0, i = 1,2,3}, Im L is closed and 
dim Ker L = dim X/ Im L = 3. Therefore, L is a Fredholm mapping of index zero. Furthermore, 
we have that N is L-compact on s?’ [8], and here, R is any open bounded set in X. Corresponding 
to equation (2.1), we have 
z’l(t) = -&xl@) + xfl(x2(t - 71)) + xf2(23(t - 72)) + All(t), 
x;(t) = -Xazzz(t) + Af3(21@ - 73)) + Xf4(z3@ - T4)) + x12(t), (2.2) 
z;(t) = -Aa323(t) + hf5(zl(t - 75)) + xf6(22(t - 76)) +X13(t). 
Suppose that (zl(t),~(t),z3(t))~ E X is a solution of system (2.2) for a parameter X E (0, l)., 
Multiplying the first equation of system (2.2) by z1 and integrating over [0, UJ]. gives 
~1l1~11122 = J m~1@Kfl(~2(t - Tl)) + f2(x3(t - 72)) +11(t)] & 0 
that is, 
< - J UJ 1%1(t)[[+2(t - Tl)/ + +s(t - T2)l + 2p + Ml] dt 
I Ii,,2 [452112 + 4~3112 + PP + ww4 ; 
a11121112 5 a1122112 + +3112 + fi(2P + Ml). (2.3) 
MuItiplying the second equation of system (2.2) by 22 and the third equation of system (2.2) 
by ~3, respectively, then all integrating over [0, w], by a similar argument to (2.3), we can obtain 
a2b2112 5 +I(12 + +31)2 + J;;(%3 + M2) (2.4) 
and 
a3b31(2 < ~I(zl(12 + +2((2 + ‘b@3 + M3). 
Substituting (2.5) into (2.4) and (2.3), respectively, we obtain 




(ON3 - a”) 11all2 5 (,,a + a”) 1122112 + M2*, 
where MT > 0 and Mi > 0 are two positive constants. 
Substituting (2.6) into (2.7), then there exists a positive constant M; such that 
(2.7) 
I/~1112 I M3* def 
ula2u32 -(al +a2)U3a2 -2a3a3 -f&r2 
= dl. (2.8) 
Substituting (2.8) into (2.6) implies that there exists a positive constant d2 such that 
1122112 I d2. (2.9) 
Substituting (2.8) and (2.9) into (2.5), it follows that there exists a positive constant d3 such that 
11x3112 5 &. (2.10) 
From the first, second, and third equations of system (2.2), we can obtain 
J w k;(t)/ dt 5al 0 J o'YIew+Jw (Ifi(Q(t - Tl))l + b.(dt - 72))) + Ih@)l)dt o 
I a1 J WIzl(t)ldt+ w J (+a(t - n)( + c+a(t - 72)l + 2P + Ml) dt (2.11) 
5 &2 + fi(+:,iz fab3112) + fi(W+W, 
J w l4Wl dt I a211~2112 + J;;(4~1ll2 4 41~3112) + J;;(W + Mz), (2.12) 0 
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J 
VJ IX;(t)1 dt 2 a31)%3)12 + fi(+1ll2 + allxzl12) + fi(zP+ M3). (2.13) 
0 
Equations (2.8)-(2.13) imply that there exist three positive constants &, i = 1,2,3, such that 
J 
ow Ix'i(t)( dt < 6i, i = 1,2,3. (2.14) 
Equations (2.8)-(2.10) imply that there exist three points & E (O,w), i = 1,2,3, and three 
positive constants K,*, i = 1,2,3, such that 
Ixi(ti)l L Kf, i = 1,2,3. (2.15) 
Since for V t E [0, w], 
l%(t)1 I I%(&)1 + 
J 
o- l4t)l dt, 
from (2.14) and (2.15), it follows that there exist three positive constants Ri (i = 1,2,3) such 
that 
h(t)1 I Ri, i = 1,2,3. (2.16) 
Clearly, Ri (i = 1,2,3) are independent of A. Denote M* = RI + R2 + R3 + C, where C > 0 is 
taken sufficiently large so that 
min{(al - 2a), (~2 - 2a), ( a3 - 2a)}M* > 6p + 5 Mi. 
i=l 
We take 0 = {(xl(t),x2(t),x3(t))T E X : ]I( z~,z~,zJ~)~]] < Ma}. This satisfies Condition (a) of 
Lemma2.1. When (z~,z~,Q)~ E dS211Kerh = dSlnR3, (z~,z~,Q)~ is a constant vector in R3 
with Cf=, ]xi] = M*, then 
1 w 
--lx1 + fl(z2) + f2(x3) + - J w 0 II (4 dt 
Xl 
QN x2 = [I -am + f&1) + f4(x3) f h x3 J o” 12(t) dt 
-a323 + f5h) + h(x2) + 1 J 
w 
w 0 4 (4 dt 
Therefore, 
+azIxzl- If3h)I - If4(x3)1- ; J, IMt)ldt 
f a31231 - lf5h)l - Ifdx2)l - ; Jilw Ih(t)I dt 
2 a1lxcll - +21 - w - Ql23l 
+ a2)x2( - 4x11 - 4x3\ - 2P + a3(x3J - +I - 4x21 - 2P 
1 w -- w J o I~,(41 dt - d Jw kz(t)j dt - i Jdw I&(t)) dt 0 
= (a1 - 2~)lXll + (a2 - 2a)]xz,] + (a3 - 2a)lz3) 
-6p-1 J w 0 w II,(t)\ dt - ; J ow lIz( dt - ; iw 113(t)I & 
2 min{(ar - 2a), (1122 - 2a), ( a3 - 2a)}M* - 6/3 - eMt > 0. 
i=l 
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QNh, a, xdT # (0, 0, OIT, for (51, x2, ~3)~ E dR n Ker L. 
This satisfies Condition (b) of Lemma 2.1. 
To verify that Condition (c) in Lemma 2.1 is satisfied, we define q5 : Dom L x [0, 11 --+ X by 
4(x1, x2, x3, P) = p(a1x1, a2x2, a3x3)T + (1 - P) 
a1x1 - f1(x2) - &(x3) - 1 w p(twq 





a3x3 - f5(x1) - h(x2) - 1 J 
w 
w 0 13 (t) dt J 
where x1,x2,23 E A, /I E [O,l]. 
When (x1,x2,x3)T E XI nKer L and ~1 E [O,l], (xr,x2,xs) T is a constant vector in R3 with 
C;=, ]xi] = M’. Thus, 
114(xl,x2,x3rp)II > ‘%/XII - [fl(x2)1 - Ifi(x3)1 - ; iw IIl(t)ldt 
+ ~21x21 - lf3(51)1- If4(x3)1 - t lw lIz( dt 
+ a3lx3l - Ifs(x1)l - lh(x2)1- ; lw lb(t)1 dt 
> ~llxll - a(lx21 + 1x31) -W-Ml 
+ a21221 - 4x11 + 1x31) - W - M2 
+ ~31x31 - 41x11+ 1x21) - W - M3 
1 min{(ur - 2cx), (~2 - 2cr), (us - 2a)}M* - 6p - &Mi > 0. 
i=l 
Therefore, 
4(x1,x2,x3,11) # (u40,)T, ‘d(~1,x2,~3)~ E XInKerL. 
As a result, we have 
Deb (Q~(xI,x~,Q)~,~ n KerL, (O,O,O)T) 
= Deb ((- a1x1, -a2227 43x3) T,R~KerL,(O,O,O)T) #O. 
By now we know that R satisfies all the conditions of Lemma 2.1. This completes the proof. 
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