We study the spreading of a disease on a population whose connectivity obeys a scaling law, a characteristic of real-life networks, by using the standard SIR model. We show that for scale-free networks with a high degree of connectivity there is no critical threshold for epidemics, but the infected population grows almost linearly with the infection probability, which is more realistic, as opposed to lattice models and small-world networks which all exhibit a critical threshold. This is a consequence of the infected mass distribution splitting, where on the same network a disease may die out immediately or persist for a considerable time. Thus, we show that the disease evolution is significantly influenced by the structure of the underlying population.
There has been a growing interest recently in the network structure [1, 2, 3, 4, 5, 6, 7] and dynamics [8, 9] of real-life organized systems. Many such systems, covering an extremely wide range of applications, have been recently shown [1, 2, 3, 7] to exhibit scale-free character in their connectivity distribution, meaning that they obey a simple power law. Thus, the distribution of the connectivity of nodes, follows a law
where k is the number of connections for a node and γ is a network parameter which determines the degree of its connectivity. Modeling of spreading phenomena on lattices and small-world networks [10] always suffers from the presence of a critical infection threshold [11, 12] which separates the infected from the uninfected regimes. This has as a result that these models do not offer a very realistic picture. Recently, Warren et al. [13] have used heterogeneous distribution of the infection probabilities both in lattices and smallworld networks. They model the variability in a population which results in a broadening of the transition regime; however, a threshold still exists and the behavior of the transition is qualitatively similar to the case of the simpler SIR model on a lattice. In this study we present evidence that spreading on a scale-free network differs completely from lattice models and small-world networks, regarding the predictions on the rate and efficiency of spreading. This behavior is clearly much closer to the one intuitively expected, and can provide useful estimates for the properties of epidemics of any kind. The same model could also describe a diverse set of networks, such as social networks, virus spreading in the Web, rumor spreading, signal transmission etc.
In a recent paper by Newman [14] the SIR model in scale-free networks was studied analytically. The connectivity distribution had an exponential cutoff of the form
where κ is the arbitrary cutoff value of k, with κ values in the range 5-20. The present paper deals with the important value of κ → ∞. The range of large κ values displays a different behavior, which we describe and explain in this work, based on numerical computations.
We use a simulation algorithm to construct a scale-free network comprised of N nodes. We follow a network generation method which enables us to freely vary the connectivity distribution of the network. We assign a number of edges k for each node by using a power-law distribution P (k) ∼ k −γ . Starting from the highest connectivity nodes we create links by randomly choosing k other nodes. Care is taken that no duplicate links are established between the same two nodes and once a node has reached the number of edges initially assigned to it, it no longer accepts any new connections. The cutoff value for the maximum possible connectivity of a node was fixed to N/2.
The spreading of a disease follows the standard SIR (Susceptible, Infective, Recovered) model. Initially, all nodes are in the susceptible (S) status, and a random node is infected (I). During the first time step it tries to infect with probability q the nodes linked to it, and when the attempt is successful the status of the linked node switches from S to I. The process is repeated with all infected nodes trying to influence their susceptible (S) neighbors during each time step. After trying to infect its neighbors the status of an infected site changes to recovered (R) and can no longer be infected. The simulation stops when there are no infected nodes in the system or when all nodes have been infected. The above procedure is repeated by creating different random networks, and averaging the quantities monitored over 100 different initially infected nodes per realization and 1000 different realizations. For the simulation of a two-dimensional lattice network the nodes are simply the lattice sites with the edges being the connections to the four nearest neighbors. Small- world networks were constructed as described in reference [10] . We start with a ring of N nodes, where each node is connected to its k nearest neighbors. With probability p, which is a system parameter regulating the 'randomness' of the network, an edge is relocated to a randomly chosen node (with no double connections between two vectors allowed). For p = 0 the system is identical to a regular lattice, while for p = 1 a completely random network emerges. Even small values of p have been shown [10] to yield a small-world network.
We monitor the percentage M of nodes infected and the duration of a disease (i.e. the time needed for the disease to either disappear or cover the entire network). In figure 1 we present the percentage M of infected sites as a function of q, the probability of infecting neighbors. The form of the curves for the lattice and the small world networks is similar. For small q, there are practically no infected nodes, i.e. the disease dies out without spreading to a considerable number of nodes. When we reach a critical value of q, an abrupt increase of the infected population is observed. Within a very short range of q the percentage of the infected population goes from 0 to practically 100%. This transition regime is somewhat wider for the completely random (p=1.0) small-world system, but still the shape of the curve is similar. This prediction for the M behavior is unrealistic, in that it does not follow the majority of real-life situations. The spreading of a disease in real-life networks does not undergo such a sharp transition [13] . If this were to happen, e.g. the Web would be in a state of either no virus present or the entire Web (all computers in the world) would be infected, with a very small probability of having an intermediate situation with only a certain fraction of computers infected, which is the realistic picture. Moreover, due to the size of real-life networks this transition would be much sharper than the ones presented in the figure.
The present results on a scale-free network with a high degree of connectivity (γ = 2.0) follow a much smoother spreading evolution. We can see that the mass of the infected population increases almost linearly with the infection probability q. This is an important aspect of this type of networks and, of course, the probability of finding a non-zero infected fraction of the population is now significant, due to the absence of a transition regime. This result is in agreement with the recent formalism of Newman [14] .
The linear behavior can be understood as follows: On a scale-free network there exist nodes with a wide range of connectivity. For fixed infection probability q, the average probability for an infected node with k links to spread the disease is kq. If this number is greater than 1, it is statistically certain that a neighbor node will be infected. If it is significantly less than 1 the disease will die out. For a small-world network, or on a lattice there is a characteristic mean number of links k assigned to each node. Thus, depending on q, the disease will cover the entire network, or will soon die out. On a scale-free network, though, for fixed q we can have both cases coexisting, depending on the connectivity of the initially infected node. Statistically, the distribution Φ(M) of the infected population for fixed q will comprise of two distinct parts, as it is shown in figure 2 . A strong peak is exhibited at M = 1/N (only one node is infected) attributed to initially infected nodes with k=1, or more accurately kq ≪ 1, and a Gaussian-shaped distribution at some higher value of M. The almost linear increase of M with q in figure 1 is due to the fact that for higher q the peak of 1/N decreases (kq increases), and the average value of the Gaussian distribution increases accordingly. We can also notice in figure 2 that the gaussian part of the distribution has an average value which is larger than q. For example, for q = 0.1 the peak of the distribution is close to 0.25, and when q = 0.8 it is closer to 0.9. This means that if the peak in 1/M did not exist, the behavior of the curve in figure 1 would be superlinear, i.e. M would always be larger than q as a result of the complex connectivity of the network, but it would not reach the value of M = 1 for infection probabilities less than 1. The interplay between the peak at 1/M and the gaussian distribution yields the final curve which follows roughly a linear increase, although there was no a-priori reason why it should be so.
Upon studying the influence of the structure of a scale-free network we can see that nodes of high connectivity act as "boosters" to the disease spreading; even if very few nodes remain infected, by the time a high connectivity node is infected it spreads the disease over a significant number of its neighbors, even for small q. This fact stresses the importance of the 'hubs', as it has also been observed in studies of the static properties for such networks [5, 15, 16] . Similarly, the low-connectivity nodes (k=1) may serve to isolate large clusters of the network. These clusters are effectively screened by the disease via the presence of the low-connectivity node, especially in the case of high γ, where the network is loosely connected.
The result of figure 1 is, in fact, a superposition of the two possible states present in the case of a simple lattice, where below the threshold the distribution is a simple peak at M = 1/N, while above the threshold the distribution peaks around M = 1. Only in the transition regime can we observe broader distributions, but we still have to fine tune q. On a scale-free network there exists a finite probability for the disease to be either eliminated immediately or cover a considerable portion of the network. Thus, the prediction on the future of a disease largely depends on the place where it originates, since there is a gap in the distributions of figure 2. This bimodality implies that every disease which survives the initial step(s) spreads over a non-zero portion of the network population. Recently [17] , results for the SIR model on a scale-free network with γ = 3.0 were presented. The distribution of M did not show any bimodality. In our simulations, when we inreased the γ value we also observed a continuous distribution, such as the one presented with solid line in figure 2 , which corresponds to γ = 2.9 and q = 0.5. This implies that there is a transition from the bimodal distribution to a continuous one, as we increase γ. We also found that this transition depends on q and the results are presented in the inset of figure 2, where the transition γ value depends almost linearly on q.
Similar conclusions can be drawn for the duration of a disease. For smallworld networks and regular lattices the duration of a disease when epidemics takes place is practically constant for infection probabilities greater than the threshold ( figure 3 ). For scale-free networks, on the contrary, there is a slow increase of the duration as a function of q. However, the duration is much smaller now, which implies that even for considerable infection probabilities a disease cannot last for a long time, and a considerable portion of the network can be infected in a practically small and constant time. The duration of the disease at q = 1 is also a measure of the network 'diameter', since it represents the average number of links needed to cross, before reaching all the system nodes.
Upon monitoring the distribution of uninfected sites as a function of time we observed that it followed a power law at all times. The exponent of this power law was always the same as the one used for the initial connectivity distribution, with the curve scaled down by a constant factor. Thus, sites of different connectivity are infected with the same relative rate.
Summarizing, we have investigated spreading properties on scale-free networks. For the SIR model we have found the absence of a threshold in the infected portion of the network. This means that the infected mass M grows continuously as the infection probability q increases, a feature not present in lattice and small-world networks where a sharp transition from empty to fully covered network is observed. For scale-free networks, the starting point of the disease is very important, because it can either stop the disease or facilitate its spreading. This phenomenon yields a bimodal distribution for the infected mass, with a peak close to 0 and a gaussian distribution around a finite value of M. Despite this smooth increase of the infected mass with q the disease spreads rapidly on the network in a practically constant time, almost independently of q. This rapid spreading manifests the compactness of the network (as compared to lattice and small-world networks) and its small diameter which is related to the short path length from any site of the network to another.
