Accurate measurement of groundwater levels is often difficult and involves great uncertainty.
INTRODUCTION
Groundwater is an important component of the global freshwater supply and a precious natural resource for agricultural, domestic, and industrial purposes in many countries. Water shortages, the over-exploitation of groundwater, and related environmental and geological problems have attracted increasing attention and become one of the most critical global concerns, especially in arid, semi-arid, and the fragile ecological environments (Adamowski & Chan ) . Da'an, a semi-arid region with the highest salinization rate in western Jilin Province of China, is located in an ecologically and economically fragile area. The variation in groundwater levels is the main indicator of the amount of groundwater resources, and the somewhat unstable changes in groundwater levels are the result of changes in many complex and interactive factors. Therefore, an accurate and reliable prediction of groundwater levels is essential in determining the resource quantity and allowable exploitation level of groundwater and in avoiding or reducing adverse effects such as the loss of pumpage in water wells, land surface subsidence, and aquifer compaction (Vahid et al. ; Verma & Singh ) .
Mathematical models are generally used to improve our understanding of groundwater systems. There are many prediction models, such as nonlinear empirical models, mathematical groundwater models, and physically-based models, that have been used to simulate and forecast groundwater levels and applied to problems ranging from aquifer safe yield analysis to groundwater remediation and quality issues (Sun & SVM is a relatively new structure in modeling nonlinear systems. It is based on structural risk minimization (SRM) instead of the empirical risk minimization of ANN. SRM minimizes the empirical error and model complexity simultaneously, which can improve the generalization ability of SVM for classification or regression problems in many disciplines. SVM has been used to solve hydrogeological problems, such as estimating evapotranspiration in a semi-arid environment (Tabari et al. ) , and predicting groundwater levels in a coastal aquifer (Yoon et al. ) and stream flow (Noori et al. ) . These studies showed that two datadriven models could be applied in formal hydrology studies, and models could be improved or combined with other models for higher accuracy in results. However, the results of the numerical models are subject to randomness and uncertainty whether the models are combined or not, which makes it difficult to calculate the groundwater levels (b) A distance measured to determine how far an input pattern with element I i is from the cluster center υ ji . We have used Euclidean distance norm for this purpose:
(1) (c) A transfer function which transfers Euclidean distance to give output for each node. In our case we used the Gaussian function for this purpose:
where σ is the spread parameter determined from:
and max (ed) is the maximum Euclidean distance between selected centers and M is the number of centers.
Output layer: There are weight factor ω kj(k¼1 to N, j¼1 to M) between kth nodes of the output layer and jth nodes of the hidden layer. 'N' is the dimension of the output vector.
Output from the output layer transferred through a transfer function like log sigmoid or tan sigmoid (Ghose Dillip et al.
).
Output from the output layer is given by:
SVM SVM is a relatively new machine-learning approach in datadriven research fields based on statistical learning theory (Vapnik , ) . The process of an SVM estimator (f) in regression can be expressed as follows:
where ω is a weight vector and b is a bias. ϕ denotes a nonlinear transfer function that maps the input vectors into a high-dimensional feature space in which theoretically a simple linear regression can cope with the complex nonlinear regression of the input space. Vapnik () introduced the following convex optimization problem with an ε-insensitivity loss function to obtain the solution:
where ξ k and ξ Ã k are slack variables that penalize training errors by the loss function over the error tolerance ε, and C is a positive tradeoff parameter that determines the degree of the empirical error in the optimization problem.
Equation (6) In the study area, the locations of the wells were determined using a GARMIN handheld Global Positioning System and are shown in were normalized by Equation (7) to eliminate the dimensional differences between different influence factors, and the variables in the training dataset were scaled to a limit between 0 and 1.
where Y is the normalized data, X is the time-series data, X min is the minimum value of the time-series data and X max is maximum values of time-series data (Yoon et al.
).

Performance criteria
The performances of the models developed in this study
were assessed using four standard statistical parameters, 
where n is the number of input samples, O i and P i are the observed and predicted groundwater level depths at time t, 
RESULTS AND DISCUSSION
The RBF modeling
The RBF models for monthly groundwater levels simulation from observation wells are developed using the Matlab R2011software program. In the RBF model, the variables temperature, precipitation and evaporation are used as the input data to simulate and predict the groundwater level.
To select the best one in number of neurons in the hidden layer, a trial and error method is made and the optimal numbers of hidden neurons are determined to be 8. During the training period, the RBF models are used to compute the monthly groundwater level for observation wells. between the RBF models simulated value and observed data was 0.8483, which indicates that the RBF models had good fitting accuracy in the training period.
The SVM modeling
The same input parameters and driven factors are introduced to the SVM model. Based on the theory of SVM, the RBF kernel function (Huang & Wang ) is presented and the SVM model is set up by using the Matlab R2011.
The performance of SVM model for simulation the groundwater level in study area is shown in Figure 5 . with the results of RBF, the SVM model had better fitting accuracy in the training period. Thus, the two models can be used to simulate and predict monthly groundwater levels.
Comparison of RBF and SVM models
The performance of the RBF model and SVM model during the training period and validation is summarized in Table 1 in terms of R, RMSE, MAE and NS. 
Uncertainty analysis
One of the digital drive model hypotheses includes the valuable information (change rule) that understands the changes of the input and output data with the time change and the trend of changes is recorded and simulating by using model. confidence interval for RBF predictions was much wider than the interval for SVM predictions. The lower the model uncertainty is, the narrower the confidence interval is, and the more reliable the predicted results are. In addition, the majority of observed groundwater levels fell within the confidence interval, which shows that the confidence level in simulation results reached 95% (Figures 7 and 8 ).
CONCLUSIONS
The accurate and reliable simulation and prediction of groundwater levels is one of the most important issues in water resources management. In this study, monthly groundwater data were used to assess the ability of SVM and RBF models to simulate and predict groundwater levels in Da'an, in Jilin Province of China. Hydrological variables were used as model inputs and monthly groundwater levels were used as the model output. Four standard statistical criteria, R, MAE, RMSE, and NS, were used for evaluating the performance of these two models.
The overall results showed that RBF and SVM models provided a good fit to the observed data. However, the values of four standard statistical parameters indicated that the SVM model was more reliable in simulating and predicting the groundwater levels compared to the RBF model 
