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A quantum memory at microwave frequencies, able to store the state of multiple superconducting
qubits for long times, is a key element for quantum information processing. Electronic and nuclear
spins are natural candidates for the storage medium as their coherence time can be well above one
second. Benefiting from these long coherence times requires to apply the refocusing techniques used
in magnetic resonance, a major challenge in the context of hybrid quantum circuits. Here we report
the first implementation of such a scheme, using ensembles of nitrogen-vacancy (NV) centres in
diamond coupled to a superconducting resonator, in a setup compatible with superconducting qubit
technology. We implement the active reset of the NV spins into their ground state by optical pumping
and their refocusing by Hahn echo sequences. This enables the storage of multiple microwave pulses
at the picoWatt level and their retrieval after up to 35µs, a three orders of magnitude improvement
compared to previous experiments.
ar
X
iv
:1
40
1.
79
39
v1
  [
qu
an
t-p
h]
  3
0 J
an
 20
14
2I. INTRODUCTION
The ability to store a quantum state over long times is a desirable feature in many quantum information protocols.
In the optical domain, Quantum memories (QM) are necessary to implement the quantum repeaters needed for
future long-distance quantum networks, and are the object of active research [1–4]. Quantum memories at microwave
frequencies have also become of great interest in recent years because of the development of superconducting qubits
which have their resonance frequency in the GHz range, in the perspective of implementing holographic quantum
computing [5–7]. For such schemes, the memory should act as an ideal multi-qubit register, able to store over long
times the state of large numbers of qubits and to retrieve them on-demand.
Spin ensembles have emerged as promising candidates for a multi-mode microwave quantum memory because of
their long coherence time [8–10] and of the multiple collective modes that a spin ensemble withstands. Existing
proposals [11, 12] (inspired by optical quantum memory protocols [4]) proceed in two distinct steps. First, the
microwave field prepared in a well-defined quantum state |ψ〉 (for instance by a superconducting qubit) is absorbed by
the spin ensemble. This generates a transverse magnetisation which decays rapidly in a time T ∗2 due to the spread of
resonance frequencies in the ensemble. Given the weakness of the coupling constant of a single spin to the microwave
field, efficient absorption requires embedding the ensemble in a high-quality factor microwave resonator in order to
reach the so-called high-cooperativity regime [13–17]. The second step of the memory operation consists in retrieving
the initial state, by a series of operations after which the spins emit a microwave pulse in a quantum state as close
as possible to |ψ〉. In [11, 12], this is achieved by a Hahn-echo-like sequence consisting of two consecutive pi pulses
on the spins, combined with dynamical tuning of the resonator frequency and quality factor. The maximum storage
time of the memory is approximately the Hahn-echo decay time T2, so that the maximal number of stored quantum
states is of order T2/T
∗
2 , a figure which can be very large in many spin systems.
The first step of this protocol (quantum state transfer) has been demonstrated at the single-photon level in recent
experiments [18, 19]; the remaining obstacle to a microwave quantum memory is therefore the implementation of
Hahn-echo refocusing sequences at the quantum level in a hybrid quantum circuit. The object of this work is precisely
to identify the challenges posed by this task and to demonstrate experimentally that they can be solved. For simplicity,
we consider from now on a protocol simpler than the full QM [12] but which constitutes an essential building block:
the Two-Pulse Echo (2PE). As depicted in Fig. 1a, the 2PE consists in storing weak pulses θi into the spin ensemble
at times ti, and applying a single refocusing pulse at time τ which triggers the emission of echo pulses ei at times
2τ − ti (therefore in reverse order) in the detection waveguide [20].
Performing the 2PE at the quantum level imposes a number of requirements which represent experimental chal-
lenges. For quantum states to be well defined, thermal excitations should be absent from the system. This implies
both that the spin ensemble has a high degree of polarisation and that the microwave field is in its ground state with
high probability, which can only be achieved if the experiments are performed at millikelvin temperatures. At these
temperatures however, spins tend to relax very slowly towards their ground state, and an active spin reset is therefore
needed in order to repeat the experimental sequence at a reasonable rate (> 1 Hz) as requested by experiments at
the single photon level. Then, applying refocusing pulses to the spins requires large microwave powers potentially
incompatible with the detection of quantum fields. Finally, the echo emitted by the spins should faithfully restore
the initial field, which implies that the echo recovery efficiency E, that we define as the ratio of the energy radiated
during the echo to the energy of the incoming pulse, should be close to 1. To summarise, reaching the quantum regime
requires a mean excitation per mode (both microwave and spin) nmw,sp  1, input microwave fields with intra-cavity
photon number n¯ ≈ 1, and an echo efficiency E close to 1.
These stringent requirements have never been met in an experiment, by far. The multi-mode character of the 2PE
has been recently benchmarked in the classical regime [21] with an ensemble of phosphorus donors in silicon at 10 K
in the three-dimensional microwave cavity of an electron paramagnetic resonance spectrometer. That experiment
reached nmw,sp ≈ 20, n¯ ≈ 1014, and an echo recovery efficiency E ≈ 10−10. Here we use negatively-charged nitrogen-
vacancy (NV) centres in diamond, which are colour centres consisting of a substitutional nitrogen atom sitting next
to a vacancy of the lattice (see Fig. 1c) with properties suitable for a quantum memory : their spin triplet (S = 1)
electronic ground state has a long coherence time [8] and can be optically repumped in the spin ground state |mS = 0〉
(see Figs. 1c and d). We re-visit the 2PE protocol with an ensemble of NV centres at 400 mK coupled to a planar
superconducting resonator, in a setup compatible with hybrid quantum circuits, with active reset of the spin at the
beginning of each experimental sequence, and we demonstrate the storage of multiple pulses at the picoWatt level for
35µs, three orders of magnitude longer than in earlier experiments [22]. Our experiment reaches nmw ≈ 3, nsp ≈ 0.1,
n¯ ≈ 100, and E ≈ 2 · 10−4, and comes therefore closer to the quantum regime than previous work by several orders of
magnitude. We quantitatively identify the present limitations and show that they can be solved in future experiments,
opening the way to the implementation of quantum memory protocols.
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FIG. 1. Principle of the experiment. (a) Scheme of the multimode two-pulse echo (2PE) protocol applied to an ensemble
of spins placed in an electromagnetic cavity: successive low-power microwave pulses θi are stored in the spin ensemble. A
refocusing pulse R acts as time-reversal for the spins and triggers the retrieval of the stored pulses as echoes ei in reverse order.
Top and bottom time lines show the applied, and the reflected and echo signals, respectively. (b) Setup placed in a dilution
refrigerator: the cavity is a lumped-element parallel LC resonator in niobium coupled to a coplanar waveguide by a capacitor
Cc. It consists of an interdigitated capacitor C and a meander wire inductor L creating the ac magnetic field shown in inset, for
a 10µW incident microwave power at resonance. The spin ensemble consists of NV centres in a diamond monocrystal pressed
on top of the inductor. Laser pulses can be shone on it through an optical fibre glued to its top face. A tunable dc magnetic
field BNV is applied parallel to the [110] direction of the crystal. (c) Negatively-charged NV centres in diamond consist of a
nitrogen atom next to a vacancy of the diamond lattice, having trapped an electron. Their electronic spin S = 1 is coupled
by hyperfine interaction to the nitrogen nuclear spin I = 1 (for the 14N isotope). Half of the electronic spins (sub-ensemble
denoted N-Orth in blue) make an angle α = 35.3 ◦ with BNV , whereas the other half (sub-ensemble Orth in red) is orthogonal
to the field. (d) NV simplified energy diagram (top) showing the ground 3A and the excited 3E electronic states as well as the
Zeeman and hyperfine structure of 3A, with D/2pi = 2.8775 GHz the zero-field splitting. (bottom) Magnetic field dependence
of the allowed transitions for both N-Orth (blue) and Orth (red) sub-ensembles, showing respectively a linear and quadratic
Zeeman effect. NVs can be optically repumped in their mS = 0 ground state by application of green (532 nm) laser pulses
exciting the 3A - 3E transition.
II. EXPERIMENTAL SETUP AND NV HAMILTONIAN
The experimental setup is sketched in Fig. 1b (see also Suppl. Info). A diamond crystal homogeneously doped with
NV centres ([NV −] ≈ 2 ppm) is glued on top of the inductance of a planar superconducting LC resonator cooled in
a dilution refrigerator. For optical pumping, 532 nm laser light is injected through a single-mode optical fibre, glued
on top of the crystal, 1.5 mm above the resonator inductance. A magnetic field
−−−→
BNV is applied parallel to the chip
along the [110] crystalline axis (see Fig. 1c).
NV centres in their ground state are described [23] by the Hamiltonian HNV /h¯ = DS
2
z + E(S
2
x − S2y) + AzSzIz +
γe
−−−→
BNV · −→S + Q[I2z − I(I + 1)/3], with
−→
S (resp.
−→
I ) the spin operator of the S = 1 NV electronic spin (resp. the
I = 1 nitrogen nuclear spin), D/2pi = 2.8775 GHz the zero-field splitting between states mS = 0 and mS = ±1,
Az = −2.1 MHz the hyperfine coupling, and Q = −5 MHz the nuclear quadrupole momentum [24]. Local electric
field and strain couple with strength E the spin eigenstates |mS = ±1〉 [25]. The energy eigenstates |±〉, shown in
Fig. 1d, are thus linear combinations of states |mS = ±1〉; in particular, at zero magnetic field, states |±〉 = (|mS =
+1〉 ± |mS = −1〉)/
√
2 are separated in energy by 2E. In the experiment we use transitions between the spin ground
state |mS = 0〉 and the two excited states |±〉 at frequencies close to the zero-field splitting.
The resonator is capacitively coupled to measurement lines through which microwave signals are applied, the
amplitude and phase of the reflected field being detected by homodyne demodulation after amplification at 4 K. The
reflection coefficient S11, shown in Figs. 2a and b, yields the resonator frequency ωc/2pi = 2.88 GHz and quality factor
Q = 80. Such a low Q was chosen to avoid spin relaxation by superradiant spontaneous emission after excitation by
the refocusing pulse [26]. Dips in |S11| are due to absorption by the NVs, as evidenced by their dependence on BNV .
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FIG. 2. Spectroscopic signals and optical repumping. (a) Measured (open circles) and fitted (solid line) phase of the reflection
coefficent S11 showing the resonator resonance at ω0/2pi = 2.88 GHz with quality factor Q = 80, when the spins are saturated
and do not contribute to the signal. (b) Measured reflection coefficient modulus |S11| around the centre of the resonator line,
showing the absorption by the spins for different magnetic fieds. Top line (6 mT, black) corresponds to all spins (Orth. and
N-Orth) being far detuned and shows no absorption. Other lines show several absorption peaks moving with magnetic field
(sub-ensemble N-Orth) or not (sub-ensemble Orth). (c) Optical reset of the NV centre spins. The spins are first saturated by
a 20µs long microwave pulse with frequency ωd and applied power −24 dBm; they are then optically repumped to their ground
state with a laser pulse of power PL and duration TL; after letting the system cool down during 300µs, the reflected amplitude
of an applied weak (−132 dBm) 20 ms long measurement pulse at ωd/2pi = 2.884 GHz is measured. (d) Reflected amplitude
for PL = 1.5 mW and different TL. The curves show the hyperfine split mS = 0 to mS = ±1 spectroscopic transitions of the
N-Orth sub-ensemble, with an amplitude that increases with TL because of increasing spin re-polarisation. (e) Corresponding
imaginary part χ′′(BNV ) of the spin susceptibility. In addition, the dashed and dash-dotted lines show respectively χ′′(BNV )
measured at thermal equilibrium (30 mK, no saturating nor optical pulse) and calculated (see Supplementary Methods and
Supplementary Figs.S3 and S4) and rescaled by a global factor to match the experiment at TL = 4 s.
III. ACTIVE RESET OF THE SPINS
To demonstrate optical repumping of the NVs in |mS = 0〉, we probe the spin polarisation after a laser pulse of
power PL and duration TL, by measuring the absorption of a microwave pulse at ωd/2pi = 2.884 GHz. In addition
to repumping the spins, the laser generates quasiparticles in the superconductor and carriers in the silicon substrate.
We thus introduce a delay of 300µs between the two pulses for these excitations to relax. In order to start from a
reproducible spin polarisation, a strong microwave pulse is applied before the laser pulse, which saturates all the spins
at the beginning of each sequence (see Fig. 2c).
The results are shown in Fig. 2d for PL = 1.5 mW. Without laser pulse, the reflected pulse amplitude is inde-
pendent of BNV , proving that the spins are efficiently saturated by the initial microwave pulse. For non-zero TL,
absorption peaks with the triplet shape characteristic of the NV hyperfine structure are observed, indicating size-
able NV polarisation. To quantify the effect, we convert the absorption signal into the imaginary part of the spin
susceptibility χ′′(TL, BNV ) (see Fig. 2e and Supplementary Information), which yields the relative spin polarisation
p(TL) = χ
′′(TL, BNV )/χ′′(Tmax, BNV ), with Tmax the maximum repumping time. The polarisation increases with
TL and then saturates (see Figs. 3a and b), which shows that the spins reach the maximum polarisation allowed by
optical pumping at 532 nm, close to 90% according to earlier work [27]. The refrigerator cold stage was heated up to
400 mK due to laser power; all the following results were obtained under these conditions. Better alignment of the
fibre with the resonator should reduce the power needed by two orders of magnitude.
Using the optical pumping, we measure the energy relaxation of the spins. In that goal the spins are first repumped,
after which a series of a 20 ms resonant probe microwave pulse separated by 10 s are applied. The average reflected
amplitude of each pulse is plotted in Fig. 3c and shows a bi-exponential response with time constants T1,a = 35 s and
T1,b = 395 s, similar to recent measurements [16]. These very long values confirm the need of actively resetting the
spins for operating a QM.
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FIG. 3. Spin reset efficiency and relaxation (a,b) Relative spin polarisation dependence on TL for PL = 1.5 mW, and on PL for
TL = 6 s. The experimental sequence is shown in Fig. 2c. (c) NV spin relaxation time measurement. A series of ∆τ = 20 ms
weak microwave pulses (−120 dBm) at ωd/2pi = 2.884 GHz, separated by τ = 10 s, is applied following optical reset of the
spins. Blue dots are the average reflected amplitude of each pulse. A bi-exponential fit (red solid line) yields T1,a = 35 s and
T1,b = 395 s.
IV. PULSED RESPONSE OF THE SPINS
As a first step towards the application of refocusing pulses to the spins, we measure their time-domain response to
microwave pulses of varying power. The experiments are performed at BNV = 0 mT. The zero-field spin susceptibility
χ′′(ω) (see Fig. 4a) shows two broad peaks corresponding to the |0〉 → |−〉 and |0〉 → |+〉 transitions. The width of
these peaks is governed by the inhomogeneity of local electric fields and strain acting on the NVs, which results in a
broad distribution of E, causing the hyperfine structure to be barely resolved as seen in Fig. 4a. On the |0〉 → |+〉
transition, the spin absorption reaches a maximum at ωe/2pi = 2.8795 GHz, that we will thus use as the frequency of
all microwave pulses in the following. Square microwave pulses of varying input power Pin are sent to the sample,
and their reflected amplitude A is measured. The data are shown in Fig. 4b and c, rescaled by
√
Pin, and compared
to the reflected amplitude of the same microwave pulse with the spins initially saturated by a strong pulse. At low
power (the linear regime), after an initial transient where resonator and spins exchange energy, A reaches half of the
saturated value in steady state, indicating that the spins absorb ≈ 75% of the incoming power. The steady-state
value of A increases with incoming power, indicating reduced spin absorption caused by progressive saturation of the
ensemble. Note that no clear Rabi oscillations are observed. This is due to the spatial inhomogeneity of the microwave
field generated by the planar resonator (see Fig. 1b), which causes a spread of Rabi frequency within the ensemble;
in particular, this prevents the application of precise pi pulses to all the spins [28], which is an issue for Hahn echo
sequences.
In order to understand in detail the spin dynamics, we compare the experimental data to the result of numerical
simulations. These simulations consist of a number of mean value equations along the lines of [12] and explained in
further detail in the Supplementary Information. In particular, the inhomogeneity in both spin frequency and coupling
strength is taken into account by dividing the ensemble into a sufficiently large set of homogeneous sub-ensembles
and integrating the equations of motion for the resonator field and the spin components of all the sub-ensembles.
The distribution of spin frequencies follows from the spin susceptibility shown in Fig. 5a, and the distribution of
coupling strengths depend on the resonator-field vacuum fluctuations, whose spatial distribution is calculated using
the COMSOL simulation package and exemplified in the inset of Fig. 1b. The actual distributions used are shown in
Supplementary Fig. S5.
The simulations employed assume an ensemble of spin-1/2 particles, which is an approximation in the case of NV
centres having a spin of 1. However, in the linear, non-saturated regime this description is exact, and for the non-
linear, saturated regime we expect the approximation to be justified since the applied pi pulse has a narrow frequency
bandwidth and is tuned predominantly to the |0〉 → |+〉 transition of the NV centres. In Fig. 4b and c the measured
and calculated reflected field are compared and show a convincing agreement, without any adjustable parameter. This
confirms the validity of the calculations, both in the linear and non-linear regime, and proves in particular that the
frequency distribution used is correct.
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FIG. 4. (a) Measured (solid line) and computed (dash-dotted line) imaginary part χ′′(ω) of the spin susceptibility at BNV =
0 mT. The calculated curve (see Suppl. Methods) was rescaled by a global factor to match the experiment. (b) Reflected field
amplitude A for a square input microwave pulse of power Pin. Solid lines are experimental data with Pin = −90, −60, −55,
and −50dBm (blue, green, yellow, and red); dashed lines are simulations. The black curve is obtained when spins have been
saturated by an initial strong pulse. The curves have been rescaled by
√
Pin/P0 for easier comparison, with P0 = −90 dBm.
(c) In-phase (blue) and out-of-phase (green) quadrature of the reflected field for Pin = −90dBm. (d) Spin-echo sequence. An
incoming microwave pulse θ with power −60 dBm is followed by a delay τ and a 1µs long refocusing pulse (R) with power
−20 dBm, yielding an echo e at time 2τ . Saturation of the amplifiers (shown in red) limits the measurable amplitude to about
2 V. (e) Experimental (crosses) and simulated and rescaled (open circles) area of the echo as a function of the refocusing pulse
power PR. (f) Measured (crosses) decay of the echo maximum amplitude as a function of τ . Dashed and solid lines are an
exponential fit yielding a characteristic time T2 = 8.4µs and a bi-exponential fit f(τ) yielding T2A = 4.7µs and T2B = 14.3µs,
respectively.
V. SPIN-ECHO AT HIGH POWER
Despite the impossibility to apply well-defined pi pulses to the spins, we implement a spin-echo sequence with
an initial microwave pulse creating a transverse magnetisation, followed after τ by a refocusing pulse. Its power
PR = −20 dBm is chosen such that spin saturation is reached within the pulse duration, as requested for spin-echo.
The reflected signal amplitude is shown in Fig. 4d, with the expected spin-echo observed at 2τ . We have studied the
amplitude of this echo as a function of PR, and compared this curve to the result of the simulations. The agreement
is quantitative, as shown in Fig. 4e; in particular the power at which the echo amplitude saturates is well predicted
by the simulations. This brings further evidence of the validity of calculated coupling strengths and of the spin-1/2
approximation.
The dependence of the echo amplitude on τ is fitted by a bi-exponential function f(τ) = A exp(−2τ/T2A) +
B exp(−2τ/T2B), with two different coherence times T2A = 4.8µs and T2B = 14.3µs, and A = 0.78 and B = 0.22 (see
Fig. 4f). Such a dependence is expected for an ensemble of NV centres in zero magnetic field. Indeed, the coherence
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FIG. 5. Test of the 2PE protocol for multimode storage of few-photon pulses. (a) Experimental sequence including a spin
reset pulse, a train of six microwave pulses θi (i = 1, .., 6) with an identical amplitude (corresponding to ∼ 104 photons in the
resonator) and different phases ϕ1 = ϕ2 = ϕ4 = −pi/4 and ϕ3 = ϕ5 = ϕ6 = pi/4, and a 50 dB stronger refocusing pulse R with
phase ϕr = 0.1 rad. (b) Amplitude of the measured (solid line) and calculated (dash-dotted line) output signal showing the
reflected pulses θi (after partial absorption by the spins) and R (its amplitude being trimmed by amplifier saturation, shown
in red), as well as the six re-emitted echoes ei (magnified by a factor 5). inset: The comparison between the energies of the
reflected θi pulses with the spins saturated (black line) or reset in their ground state (blue line) shows that about 75% of the
incident power is absorbed by the spins. (c) IQ quadratures of the output signal, showing that the ei pulses (magnified by
10) are recovered with phase −(ϕi − ϕr), as expected. (d) Spin-echo e of ∼ 0.02 photons in the resonator for a low power
incoming θ pulse populating the resonator with only ∼ 100 photons. The refocusing pulse (dashed line) was suppressed in the
room-temperature detection chain by a microwave switch to avoid saturating the follow-up amplifiers.
time of NV centres is limited by dipolar interactions with the surrounding spin bath, either paramagnetic impurities
(P1 centres) or 13C nuclear spins. This spin bath can be approximated as generating a fluctuating magnetic field
that blurs the phase of the NV centre. In zero magnetic field, an interesting situation occurs: the nuclear spin state
mI = 0 becomes immune to first order to magnetic fluctuations [25] because of the strain-induced coupling between
states mS = ±1 which gives rise to an avoided level crossing, and thus to a transition frequency independent of
magnetic field to first order (see Fig. 1d). This was shown in previous work to make the free-induction decay time
T ∗2 one order of magnitude longer in zero magnetic field [25], and should equally lead to a longer Hahn echo time T2.
This is however not true for states with mI = ±1, which should therefore have a shorter decoherence time T2 in zero
magnetic field. More details will be given in future work.
VI. MULTIMODE 2PE PROTOCOL AND DISCUSSION
We finally implement the multi-mode 2PE protocol with weak microwave pulses. Six consecutive microwave pulses
with a varying phase and identical amplitude corresponding to ≈ 104 photons in the resonator are first absorbed by
the spin ensemble; a strong refocusing pulse is then applied 10µs later (see Fig. 5a). The sequence is averaged 104
times at a repetition rate of 1 Hz, made possible by the active reset of the spins. As shown in Fig. 5b, the six pulses
are recovered after the refocusing pulse up to 35µs after their storage, with an amplitude reduced by ∼ 102 compared
to the incoming pulse, corresponding to ∼ 1 photon in the resonator. As expected, the pulses are re-emitted in reverse
order (see Fig. 5c). Note that the strong refocusing pulse (∼ 109 photons in the cavity) does not prevent detection
of fields at the single-photon level few microseconds later. We were able to detect a measurable spin-echo signal for
pulses containing up to 100 times lower energy, thus populating the resonator with n¯ ≈ 100 photons on average (see
Fig. 5d).
An important figure of merit is the field retrieval efficiency E, defined as discussed in the introduction as the ratio
between the energy recovered during the echo and the energy of the incoming pulse. In the data shown in Fig. 5b, E is
seen to decrease with τ due to spin decoherence, following approximately the relation Ee = 0.03|f(τ)|2, which yields
E = 2.4 · 10−4 for 2τ = 17µs. Coming back to the figures of merit defined in the introduction, our measurements
reach nmw ≈ 3, nsp ≈ 0.1, n¯ ≈ 100, and E ≈ 2 · 10−4, many orders of magnitude closer to the quantum regime than
previous state-of-the-art experiments [21].
Reaching the quantum regime however requires a recovery efficiency E close to 1, and therefore calls for a quantita-
tive understanding of our measurements imperfections. In that goal we have performed simulations of the multi-mode
82PE protocol. As seen in Fig. 5b the measurements are well reproduced, although a seven times higher efficiency
Et = 0.21|f(τ)|2 is predicted. We attribute the discrepancy between Ee and Et to the imperfect modelling of de-
coherence. Indeed, our simulations treat spin decoherence in the Markov approximation. This is not an adequate
treatment since it is well-known that the spin bath environment displays strong memory effects. In particular this
Markov approximation is expected to describe improperly the dynamics of a spin under the action of a microwave
drive, as happens during the refocusing pulse. This non-Markovian bath causes the Rabi oscillation of a single spin to
decay faster than the spin-echo damping time T2 as was observed in [29] for instance. This effect is not included in our
simulations and might explain the remaining discrepancy between theory and measurements. Overall we infer from
the simulations that Et would reach 0.2 for a sample with infinite T2; this number quantifies the reduced efficiency
caused by refocusing pulse imperfections and finite spin absorption. In the measured efficiency Ee ≈ 2 · 10−4, finite
spin coherence causes a further 10−3 reduction, thus appearing as the main limitation of the field retrieval efficiency
in the present experiment.
A one order of magnitude increase of the coherence time will thus be necessary to reach the quantum regime. This
can be achieved [8] with samples having a reduced concentration of nitrogen paramagnetic impurities as well as isotopic
enrichment of 12C. Better refocusing could be obtained either by rapid adiabatic passage [12], or by tailoring the spin
spatial distribution [30]. These combined advances should make possible to reach the figures of merit requested for
the quantum regime, and therefore to implement a complete quantum memory protocol [11, 12] at the single photon
level, and to explore experimentally its fidelity. Optical pumping in a hybrid circuit, as demonstrated here, is also
a first step towards the polarisation of the nitrogen nuclear spins [31], and in a longer term towards a nuclear-spin
based quantum memory.
In conclusion we have implemented the multi-mode storage and retrieval of microwave fields in an ensemble of
NV centres in diamond at millikelvin temperatures, with active reset by optical pumping and refocusing by a strong
microwave pulse. These results demonstrate that complex dynamical control of spin ensembles is compatible with
hybrid quantum circuits, thus enabling the long-term storage of quantum information in electronic or nuclear spin
ensemble quantum memory.
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9VII. SUPPLEMENTARY INFORMATION
A. Experimental setup and diamond sample
The sample we use is a polished (100) plate of dimensions 3 × 1.5 × 0.5 mm3 taken from a 100 growth sector
of a synthetic type-Ib diamond crystal with its edges along [011]. The synthetic diamond crystal was grown by a
temperature gradient method under high pressure and high temperature (HPHT) of 5.5 GPa and 1350 ◦ C. The crystal
contained 20 ppm of neutral substitutional nitrogen (the P1 centre) as measured by IR absorption. Irradiation with
2 MeV electrons was carried out in two steps. First, it was irradiated at RT with a dose of 5×1017 e/cm2 and annealed
at 800 ◦C for 5 hours in vacuum. Secondly, it was irradiated at 700 ◦ C to a dose of 5 × 1017 e/cm2 and annealed at
1000 ◦ C for 2 hours in vacuum. From the measured absorption we deduce the NV centre concentration ≈ 2 ppm,
implying a probable concentration of remaining neutral substitutional nitrogen (the P1 centre) of 16 ppm. In samples
with such large P1 centre concentration, the typical NV centre coherence time is T2 = 5 − 10µs [32], in agreement
with measurements shown in Fig. 4f.
The niobium resonator was fabricated using optical lithography followed by dry etching. Microwave simulations
indicates an impedance Z0 =
√
L/C = 26Ω, corresponding to a total inductance L = Z0/ω0 = 1.4 nH. This inductance
arises from the capacitor fingers, and from the meander wire connecting the two capacitor electrodes on top of which
the diamond is pressed by a copper spring. Simulations indicate that the meander wire inductance is Lw = 0.82 nH.
Since the diamond crystal covers only this wire, the spin filling factor is η ≈ (1/2)Lw/L = 0.29.
The wire was designed purposely to occupy a small area of ≈ 100 × 100µm2 in order to minimise the laser power
needed to repump the spins. The single-mode fibre, with numerical aperture 0.13, was brought into our cryogen-free
dilution cryostat through a home-made vacuum feedthrough. A YAG laser doubled at 532 nm is injected into the
room-temperature end of the fibre. It is pulsed with 60 dB dynamics by a double-pass acousto-optic modulator. Up
to 1.6 mW laser power could be injected into the fibre. At low temperatures, the fibre and cladding were stripped over
1 cm. This short bare fibre part was glued to a glass 1 mm thick spacer itself glued to the 0.5 mm thick diamond, so
that the fibre - to - sample distance was 1.5 mm, corresponding to a nominal beam diameter of 230µm at the sample,
therefore matching the area covered by the resonator meander wire. Prior to being glued, the fibre was positioned on
top of this wire, with a precision estimated to be better than 0.5 mm.
The detailed microwave setup is shown in Supplementary Fig. 6. The incoming microwave pulses are attenuated at
low temperatures, routed to the input waveguide of the resonator via a circulator, and the reflected signal is amplified at
4 K by a low-noise HEMT amplifier, and demodulated at room-temperature, yielding the field quadratures (I(t), Q(t))
or equivalently the amplitude and phase (A(t), ϕ(t)). Note that the attenuation in the input line (20 dB at 4 K and
10 dB at 100 mK) is not sufficient to fully suppress thermal photons in the input waveguide to the resonator, implying
that a thermal field with ≈ 1 photon is present in the resonator, and causing sizeable thermal excitation of the spin
ensemble as shown in Fig. 2 of the main text. This was done purposely to apply more conveniently the refocusing
pulses that require large microwave powers at the sample input. One difficulty of the experiment is to switch on and
off with very high dynamics the strong microwave pulses needed to saturate or refocus the spins. We found that one
microwave switch was not sufficient, and we used in all the experiments two switches in series, one internal to the
microwave source, and one external (see Supplementary Figs. 6 and 7).
B. Theory
The goal of this section is to give the necessary elements to understand the theoretical curves presented in the main
text. After defining the model, we explain 1) how the spin susceptibility χ′′ is extracted from microwave absorption
measurements (Figs 2d and 3a in the main text), 2) how this measured susceptibility can be computed from the spin
Hamiltonian assuming phenomenological distributions of the various Hamiltonian parameters (again Figs 2d and 3a
in the main text), and 3) how the experimental sequences with refocusing pulses were simulated (Figs 4b,c,e and 5b
of the main text).
1. Model
Here we follow the model already described in [12, 33, 34]. The spin-1 NV centers are approximated by two spin-1/2
particles (see justification in the main text and below). The NV ensemble is thus modelled as an ensemble of N spin-
1/2 particles of frequency ωj . Each spin couples to the cavity field (described by creation and annihilation operators
aˆ†c and aˆc) with a coupling constant gj and a Jaynes-Cummings type of interaction. The resonator frequency is ωc,
and its field damping rate κ = ωc/2Q. The total system Hamiltonian is then
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FIG. 6. Measurement setup and wiring. (a) Scheme of the wiring inside the dilution refrigerator. LPF1, LPF2 and LPF3 are
low-pass filters with cutoff frequencies 5.4 , 4.7 and 5.4 GHz, respectively. CuNi coax is a coaxial cable made of CuNi, and
Ag-CuNi coax is a silver-plated CuNi coaxial cable. SC coax is a superconducting NbTi coaxial cable. Flex coax is a low-loss
flexible coaxial cable. Rectangles represent ports terminated by 50Ω. The cryogenic microwave amplifier is a CITCRYO 1-12
from Caltech, with gain ∼38 dB and noise temperature ∼5 K at 3 GHz. A DC magnetic field BNV is applied parallel to the chip
by passing a DC current through an outer superconducting coil. The sample box and the coil are surrounded by two magnetic
shieldings consisting of a lead cylinder around which permalloy tape is wrapped. The sample box, coil, and the shieldings are
thermally anchored at the mixing chamber with base temperature 30 mK (note that in the experiments using active reset of the
spins with 1.5 mW laser power, the temperature was 400 mK instead). (b) Full configuration of the measurement apparatus at
room temperature for spins polarization measurements (Fig. 2 of the main text). The saturation pulse is shaped with 160 dB
dynamics by two microwave switches in series. The DC waveform supplied to the external microwave switch is delayed by
300 ns to synchronize both switches. LPF is a low-pass filter with cutoff frequency 1 MHz.
Hˆ = h¯ωcaˆ
†
caˆc +
h¯
2
N∑
j=1
ωj σˆ
(j)
z + ih¯
√
2κ(βaˆ†c − β∗aˆc) + h¯
N∑
j=1
(g∗j σˆ
(j)
+ aˆc + gj σˆ
(j)
− aˆ
†
c), (1)
with σˆ
(j)
k the Pauli operators of spin j for k = {+,−, z}, and β the amplitude of the microwave field driving the
cavity in the laboratory frame.
The dynamics predicted by this model is quite complex (see below). However it becomes simpler in the limit where
the number of excitations present in the system is much lower than the total number of spins N . Indeed, in this
regime, spin saturation can be neglected, and the spins behave as weakly excited harmonic oscillators. This is the
so-called Holstein-Primakoff approximation, by which all previous experiments on spins coupled to resonators have
been theoretically described so far. The measurements shown in Figs. 2 and 4a of the main text are also performed
in that limit, which is why we briefly discuss it in the next paragraph.
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FIG. 7. Detailed experimental setup for spin echo experiments. As in Supplementary Fig. S1, the refocusing pulse is shaped
with 160 dB dynamics by two microwave switches in series. The DC waveform supplied to the external microwave switch is
delayed by 300 ns to synchronize both switches. (a) Full configuration of the measurement apparatus at room temperature
for multimode storage experiment (Fig. 5 b,c of main text). LPF is a low-pass filter with cutoff frequency 5 MHz. (b) Full
configuration of the measurement apparatus at room temperature for few-photon storage experiment (Fig. 5 d of main text).
The local oscillator of the IQ demodulator is pulsed to suppress the refocusing pulse from the reflected signal. LPF is a low-pass
filter with cutoff frequency 1 MHz.
2. Microwave absorption and spin susceptibility in the linear regime
As shown in [33] and [34], for a driving field of constant amplitude and frequency β = β0e
−iωt, the steady-state
intra-cavity field amplitude is found to be 〈ac(t)〉 = 〈ac(0)e−iωt〉 with
〈ac(0)〉 = i
√
2κβ0
ω − ωc + iκ−K(ω) , (2)
where we have introduced the function
K(ω) =
∑
j
|gj |2
ω − ωj + iγ⊥ , (3)
γ⊥ = T−12 being the spin dephasing rate. The spins shift the resonance frequency ωc by Re(K) and add a
damping term −Im(K) to the field damping rate κ. These quantities can be directly extracted from the microwave
measurements as explained in the following.
In the experiment, we measure the amplitude and phase of the field reflected on the resonator. We thus want
to calculate the reflection coefficient r(ω) = 〈aR(0)〉/β0, 〈aR(t)〉 = 〈aR(0)〉e−iωt being the reflected field. From
input-output theory we have 〈aR(0)〉 =
√
2κ〈ac(0)〉 − β0, so that
r(ω) =
2iκ
ω − ωc + iκ−K(ω) − 1. (4)
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In the experiment, we measure reflected microwave signals through measurement cables and amplifiers which have
a complex frequency-dependent transmission coefficient T (ω) giving us access to S∗11(ω) = T (ω)r(ω) (the complex
conjugate is taken because of a different sign convention between theory and experiment). To calibrate T (ω), the
reflected signal S11(ω) is compared to the steady-state values of the reflected signal with spins saturated which is
given by S∗11,sat(ω) = T (ω)rc(ω), with rc(ω) = (κ+ i(ω − ωc))/(κ− i(ω − ω0)) the reflextion coefficient of the cavity
without spins. In total we obtain that
K(ω) = ω − ωc + iκ− i 2κ
(S∗11(ω)/S
∗
11,sat(ω))rc(ω) + 1
(5)
We find it useful to express K(ω) in terms of the spin susceptibility χ(ω), defined as the ratio of the induced
magnetization Mx(t) and the applied microwave field Hx(t). More precisely for an applied field Hx(t) = 2H1 cosωt,
the induced magnetization is Mx(t) = 2H1(χ
′(ω) cosωt + χ′′(ω) sinωt), with χ = χ′ − iχ′′ [35]. This changes the
resonator inductance L into L(1 + 4piηχ(ω)) [35], η being the filling factor and χ the complex spin susceptibility in
cgs units. This implies that the resonator frequency is shifted by −2piηωcRe(χ), and the extra field damping rate is
−2piηωcIm(χ). This yields the following direct link between K(ω) and χ(ω) :
χ(ω) = −K∗(ω)/(2piηωc). (6)
Equations (5) and (6) explain how the experimental spin susceptibility was derived from the measurements (Figs
2d and 4a of the main text). Note that the corresponding absorption curves were measured at powers P ∼ −132 dBm
corresponding to few intra-cavity photons, thus by far low enough for the Holstein-Primakoff approximation to be
justified.
3. Calculation of the spin susceptibility
The goal of this section is to demonstrate that it is possible to quantitatively understand from the NV centers
Hamiltonian the measured susceptibility curves, assuming phenomenological distributions of the parameters entering
this Hamiltonian. This is how we computed the theory curves in Figs. 2e and 4a of the main text. Note that this
section is to a large extent independent of the rest of the paper: it explains the theory curves in Figs 2d and inset of
3a, but importantly the numerical simulations of the echo experiments do not rely in any way on the distributions of
strain or magnetic field fluctuations obtained phenomenologically in this section.
We start by rewriting the susceptibility in terms of the so-called coupling constant density function ρ(ω) =∑
j |gj |2δ(ω − ωj). From Eq. (3) it follows that
K(ω) =
∫
dω′
ρ(ω′)
ω − ω′ + iγ⊥ (7)
As explained in [34] this implies that Im(K(ω)) ≈ −piρ(ω) (this relation holds in the limit where the inhomogeneous
frequency spread is much larger than the homogeneous spin linewidth, which is the case here). Therefore, χ′′(BNV , ω)
is proportional to ρ(BNV , ω). We assume that the spatial distribution (which determines the coupling constant gi) and
the frequency distribution of the spins are uncorrelated, which would be the case if the frequency distribution were only
caused by local fields (magnetic, electric, strain, see below), with a spatially independent distribution. One can then
write ρ(ω) = g2ensρ˜(BNV , ω), with g
2
ens =
∑
j |gj |2 and ρ˜(BNV , ω) normalized such that
∫
ρ˜(BNV , ω)dω = 1. What
we are interested in here is to reproduce the frequency distribution ρ˜(BNV , ω) observed in the experiment, starting
from the NV center Hamiltonian, with only one distribution of the Hamiltonian parameters (strain E, magnetic field
B, zero-field splitting D).
a. NV centers distribution The NV center Hamiltonian (for 14N nucleus) in the secular appoximation is
H/h¯ = DS2Z + E(S
2
X − S2Y ) +QI2Z +AIZSZ + gNV µB(SXBX + SYBY + SZBZ)
with D ' 2pi×2.8775 GHz the zero-field splitting, E the strain splitting, Q = 2pi×−5 MHz the nuclear quadrupole
momentum, A = 2pi ×−2.1 MHz the hyperfine coupling of the NV to the 14N nucleus, and →B the magnetic field felt
by the NV. Our ensemble of NV centers has a certain frequency distribution because the Hamiltonian parameters
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have a distribution, that we assume to be static. Here we will consider that both A and Q are fixed for all NVs. On
the other hand, BZ has evidently a certain distribution characterized by a function ρB(BZ) such that the number of
spins seeing a certain magnetic field between BZ and BZ + dBZ is given by N(BZ) = ρB(BZ)dBZ . This distribution
originates from the different magnetic environments due to the local random distribution of P1 centers and 13C nuclei.
Note that although one can safely assume that BX , BY and BZ have the same distribution, we will only consider
the BZ distribution because it is the one that couples most strongly to the NV center, a good approximation when
D  E, |gNV µBB| as is the case here. In the following we write B ≡ BZ , and we note that B = BNV cosα + b,
BNV being the applied magnetic field at an angle α from the NV axis and b the z component of the field due to the
local environment of each NV. What is constant in the problem is the distribution of b, ρb(b) The strain parameter
E has another distribution ρE(E). And finally, the zero-field splitting D is distributed with density ρD(D), which is
validated by recent work [36].
The Hamiltonian diagonalization leads to 9 states, corresponding to the 3 nuclear spin states IZ = +1, 0,−1, and
the 3 NV center states due to their spin S = 1. This gives 6 transition frequencies ωmI ,±[E,B,D]. Our goal is now
to express ρ˜(ω) as a function of ρb, ρD,ρE . We write
ρ˜(ω,BNV ) =
∑
mI ,±
∫ ∫ ∫
dbdEdDρb(b)ρE(E)ρD(D)δ (ω − ωmI ,±[E,BNV , D, b]) . (8)
For ρb and ρD we will assume a Lorentzian shape, which at least for ρb has a physical justification (the linewidth
of a dipolar broadened spin ensemble is usually Lorentzian), with a width that will be “guessed” or adapted to fit the
data. For ρE we use the BNV = 0 dataset (see Fig. 4a of the main text) to find an appropriate distribution.
The formula above is in principle sufficient to compute ρ˜(ω) numerically given ρb, ρD,ρE ; however it would lead to
very long calculation times and we need to simplify it. The first simplification is that instead of explicitly diagonalizing
the Hamiltonian to obtain ωmI ,±[E,BNV , D, b] we use approximate formulas :
ω0,±[E,BNV , D, b] = D ±
√
E2 + (gNV µB)2(BNV cosα+ b)2
ω+1,±[E,BNV , D, b] = D ±
√
E2 + (gNV µB)2(BNV cosα−Bhfs + b)2
ω−1,±[E,BNV , D, b] = D ±
√
E2 + (gNV µB)2(BNV cosα+Bhfs + b)2
with Bhfs = |A/(gNV µB)|, considering the hyperfine interaction with the nuclear spin as a nuclear-spin-state
dependent effective magnetic field of modulus Bhfs. These formulas are valid when D  E, |gNV µBB|, a very good
approximation in our case. This allows to very easily invert the formula yielding, for given frequency ω, strain E
and zero-field splitting D, the local magnetic field bmI ,± needed so that ωmI ,±[E,BNV , D, b] = ω. This equation has
either zero or two solutions depending on ω. For the 0 → + transitions there are two solutions if ω ≥ D + E, and
zero else ; for the 0→ − transitions there are two solutions if ω ≤ D − E, and zero elsewhere.
For the 0→ + transitions :
b
(1)
0,+[ω,E,BNV , D] =
√
(ω −D)2 − E2/gNV µB −BNV cosα
b
(2)
0,+[ω,E,BNV , D] = −
√
(ω −D)2 − E2/gNV µB −BNV cosα
b
(1)
+1,+[ω,E,BNV , D] =
√
(ω −D)2 − E2/gNV µB −BNV cosα+Bhfs
b
(2)
+1,+[ω,E,BNV , D] = −
√
(ω −D)2 − E2/gNV µB −BNV cosα+Bhfs
b
(1)
−1,+[ω,E,BNV , D] =
√
(ω −D)2 − E2/gNV µB −BNV cosα−Bhfs
b
(2)
−1,+[ω,E,BNV , D] = −
√
(ω −D)2 − E2/gNV µB −BNV cosα−Bhfs
Identical equations apply for the 0→ −.
Using that for any function g(x) which has roots xi the equality δ(g(x)) =
∑
i δ(x − xi)/|g′(xi)| holds, we can
rewrite
ρ˜(ω,BNV ) =
∑
mI ,±
∫∫∫
dbdEdDρb(b)ρE(E)ρD(D)δ (ω − ωmI ,±[E,BNV , D, b])
=
∑
mI ,±,i
∫∫
dEdDρE(E)ρD(D)
ρb
(
bmI ,±(i) [ω,E,BNV , D]
)∣∣∣∂ωmI,±∂b (bmI ,±[ω,E,BNV , D])∣∣∣ .
Note that from the previous formulas it is clear that the density of NV centers at a given frequency ω can have a
strong dependence on the nuclear spin state. This might explain in particular why the relative contributions of the
mI = ±1 and mI = 0 to the spin echo signal at ωe/2pi = 2.8795 GHz were found to be slightly different from the
expected 0.66 and 0.33 by fitting the decoherence signal (see main text).
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FIG. 8. Rescaled spin susceptibility χ′′(ω,BNV = 0). Open red circles are experimental data, solid blue line is the theory
computed with the bi-exponential strain distribution ρE(E) shown in the inset, with a Lorentzian ρb(b) and ρD(D) with
respective widths dB0 = 0.21 Gs and dD0/2pi = 150 kHz.
A difficulty arises when
∂ωmI,±
∂b vanishes, giving rise to a divergence. To smoothen this out, we discretize the problem
: we choose some small frequency scale dω0 and we solve the equation ωmI ,+[E,BNV , D, b+db]−ωmI ,+[E,BNV , D, b] =
dω0. This equation has always two solutions, we take the Min of the two yielding the quantity db[E,BNV , D, b]. The
new formula is
ρ˜(ω,BNV ) =
∑
mI ,±,i
∫∫
dEdDρE(E)ρD(D)ρb
(
bmI ,±(i) [ω,E,BNV , D]
)
×db[E,BNV , D, bmI ,±[ω,E,BNV , D]]/dω0.
b. Comparison with the data We assume a Lorentzian distribution for both ρb(b) and ρD(D) with respective
widths db0 and dD0. We use the data at B = 0 to guess the distribution ρE(E). We find that a bi-exponential
distribution ρE(E) = [exp(−E/E1)+A1 exp(−E/E2)]/(E1+A1E2) yields a computed ρ˜(ω,BNV = 0) that reproduces
semi-quantitatively the data. In total we use the following parameters : db0 = 0.21 Gs, dD0/2pi = 0.15 MHz,
E1/2pi = 0.5 MHz, E2/2pi = 10 MHz, A1 = 0.2. In this way we obtain the BNV = 0 Gs spin susceptibility shown in
Fig. 8 (the corresponding ρE(E) distribution is shown in inset).
After having in this way determined the distributions ρE(E), ρD(D), ρb(b), we compute without further adjustable
parameters the rescaled χ′′(ωd, BNV ). The experimental distribution includes contributions both from the spins that
are orthogonal to BNV and from those that are non-orthogonal, each of those having a very different resonance fre-
quency dependence on BNV as shown in Fig. 2 of the main text. Each family contains exactly half of the total number
of spins contributing to the signal ; however, spins from each family have a different coupling constant to the resonator
field due to the angle they make with this field. This difference in coupling constant can be incorporated in a single
numerical factor that yields a different ensemble coupling constant for each of the two spin families, gens,o and gens,No.
Indeed, the coupling constant of a NV center ensemble to a resonator is given by gens = gNVµB
√
ηβµ0h¯ωr(Φ)ρ/2h¯ [13],
with η =
∫
sample
δB20/
∫
δB20 the ensemble filling factor and β =
∫ |δB0(r)|2 sin2 ϕ(r)dr/ ∫ |δB0(r)|2 dr the angular
factor. The geometrical filling factor is clearly identical for the two families, but the factor β differs. We have numer-
ically calculated the ratio βNo/βo = 0.6, yielding g
2
ens,No = 0.6g
2
ens,o. In this way we are able to compute the total
χ′′(ωd, BNV ) = 0.6χ′′No(ωd, BNV ) + χ
′′
o(ωd, BNV ). The rescaled result is shown in Fig. 9.
As can be seen from Figs. 8 and 9, the agreement is semi-quantitative. All the features are reproduced but
not exactly with the appropriate weight. These remaining discrepancies might be due to the fact that the strain
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FIG. 9. Rescaled spin susceptibility χ′′(ωd, BNV ). Open red circles are experimental data, solid blue line is the theory.
distribution is likely to have some spatial dependence ; in particular it could depend to some extent of the distance to
the surface, in which case it would be correlated with the coupling constant distribution making the above analysis
an approximation.
4. Simulations
Numerical simulations are performed to describe spin-echo experiments and quantitatively estimate the echo field
retrieval efficiency. Therefore they clearly do not use the linear approximation developed in the previous paragraphs, in
order to account for refocusing effects, but instead use the complete Hamiltonian Eq. (1). To perform the calculations
while taking into account the inhomogeneity in both spin resonance frequencies and coupling strengths, the entire
inhomogeneous ensemble is divided into M homogeneous sub-ensembles, M1,M2, . . . ,MM , each of them describing
spins having an identical frequency ωm and coupling to the cavity field gm. The total number of spins in one sub-
ensemble is defined as Nm. We define the sub-ensemble spin collective operators:
Sˆ(m)x =
∑
j∈Mm
σˆ(j)x , Sˆ
(m)
y =
∑
j∈Mm
σˆ(j)y , Sˆ
(m)
z =
∑
j∈Mm
σˆ(j)z . (9)
where m runs over all spin sub-ensembles. Here again, the spin-1 NV center is treated approximately as two spin- 12
particles. By incorporating the effect of resonator leakage and spin decoherence in the Markov approximation, the
dynamical evolution of mean values in the frame rotating at ωs (with ωs the mean spin frequency) is described by
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(see Ref. [12] for details):
∂Xc
∂t
= −κXc + ∆csPc −
∑
m
gm√
2
S(m)y + 2
√
κβR, (10)
∂Pc
∂t
= −κPc −∆csXc −
∑
m
gm√
2
S(m)x + 2
√
κβI, (11)
∂S
(m)
x
∂t
= −γ⊥S(m)x −∆mS(m)y −
√
2gmS
(m)
z Pc, (12)
∂S
(m)
y
∂t
= −γ⊥S(m)y + ∆mS(m)x −
√
2gmS
(m)
z Xc, (13)
∂S
(m)
z
∂t
=
√
2gm(S
(m)
x Pc + S
(m)
y Xc)− γ‖(S(m)z +Nm). (14)
Here ∆cs = ωc−ωs, ∆j = ωj−ωs, ∆m = ωm−ωs; and Xˆc = aˆc+aˆ
†
c√
2
and Pˆc =
−i(aˆc−aˆ†c)√
2
are the cavity field quadratures
such that [Xˆc, Pˆc] = i, βR and βI are real and imaginary parts of the external driving field with |β|2 = β2R + β2I being
the incident number of microwave photons per second, γ‖ = 1/T1 is the spin population decay rate. In the experiment
the population decay time T1 ≈ 35 s (see Fig.3c of main text) is very long compared to the typical refocusing time
scales and we use the excellent approximation γ‖ = 0.
The first step is to determine the size Nm of each sub-ensemble Mm, which requires knowledge of the distribution
of coupling constants and resonance frequency within the spin-ensemble. The distribution of coupling constants can
be computed from the known resonator geometry and crystalline orientation (see next section); the distribution of
resonance frequencies is not a priori known but is extracted from absorption measurements as explained earlier.
a. Determining the coupling strength distribution We first come back to the interaction Hamiltonian between the
NV center spin S and the quantized resonator magnetic field: HI/h¯ = gNVµBS · δB(aˆc + aˆ†c), where δB is the rms
fluctuations of the resonator vacuum field. The external field BNV and the effective field generated by the nuclear
spin, AIZSZ = gNVµB
AIZ
gNVµB
SZ → gNVµBBhfsSZ , can be treated classically. In the rotating wave approximation the
spin part of the Hamiltonian can be expressed in terms of the energy eigen states {|+〉, |−〉, |0〉} at zero bias magnetic
field as:
H = (D + E)|+〉〈+| + (D − E)|−〉〈−|
+ gx
[
aˆc|+〉〈0| + aˆ†c|0〉〈+|
] − igy [aˆc|−〉〈0| − aˆ†c|0〉〈−|] , (15)
where gx,y = gNVµBδBx,y. We note the energy splitting of 2E between the |+〉 and |−〉 states, and we observe that
two Jaynes-Cummings-like interaction terms emerge. Under the Holstein-Primakoff approximation (i.e. in absence of
saturation with all population essentially in the ground state |0〉), the NV center can be treated accurately as two
separate spin- 12 particles. Of course, if the resonator field saturates the NV center, and hence depletes the |0〉 state,
this two-particle picture fails. Nonetheless, we argue below that it is a reasonable approximation to maintain this
picture throughout our simulations.
The Hamiltonian above is expressed with the quantization axis (the z-axis) along the NV center axis. Since this
does not coincide with our laboratory coordinate system (defined in Fig. 1b of the main text), we must define a local
coordinate system for each of the four possible NV center axes. As local z-axes we choose:
kˆ1 =
√2/3√1/3
0
 , kˆ2 =
−√2/3√1/3
0
 , kˆ3 =
 0−√1/3√
2/3
 , kˆ4 =
 0−√1/3
−√2/3
 , (16)
i.e. for family 1 we take, zˆloc,1 = kˆ1, etc. For symmetry reasons the coupling strengths from family 1 and 2 turn out
identical, and likewise for families 3 and 4. We thus proceed with families 1 and 3 only. As local x- and y-axes for
family 1 we have a selection of choices:
xˆloc,1 =
−√1/3 cosψ√2/3 cosψ
sinψ
 , yˆloc,1 =
 √1/3 sinψ−√2/3 sinψ
cosψ
 . (17)
ψ being the angle between the NV axis and the direction of non-axial strain in the diamond matrix. For all angles ψ
we obtain a local orthogonal coordinate system [xˆloc,1, yˆloc,1, zˆloc,1] with the z-axis pointing along the NV center axis
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FIG. 10. (a) The distribution of coupling strengths ρ(g) plotted as g2ρ(g) and normalized to unity area [
∫∞
0
ρ(g)dg = 1].
From below: The non-orthogonal families 1 + 2 (blue), the orthogonal families 3 + 4 (red), and the total contribution from all
families (green). The black circles denote the discrete distribution from the multi-mode simulations with Mg = 21 bins. (b)
The coupling-density profile ρ(∆) versus spin frequency [
∫∞
−∞ ρ(∆)d∆ = g
2
ens]. The red curve is extracted experimentally while
the black curve is a smoothed version with M∆ = 3001 bins used for the multi-mode simulations.
as required. The angle ψ must be chosen such that the Hamiltonian term E(Sˆ2x − Sˆ2y) describes correctly the actual
physical strain experienced by the NV center from the surrounding host material. However, since this strain has no
preferred direction we shall later average our coupling-strength distribution over this angle. Similarly, for family 3 we
adopt the local coordinate system: zˆloc,3 = kˆ3 and
xˆloc,3 =
 cosψ√2/3 sinψ√
1/3 sinψ
 , yˆloc,3 =
 − sinψ√2/3 cosψ√
1/3 cosψ
 . (18)
Next, provided that the resonator vacuum field δB is known, the coupling constants gx and gy for the two NV center
transitions follow as gx = gNVµBδB · xˆloc and gy = gNVµBδB · yˆloc for each spin family. The sign (or in general the
phase) of g is irrelevant and we use in the simulations a positive quantity for the coupling constants. For the spin
families 1 and 3 we then find:
|gx,1| = gNVµB| cosψ|√
3
|δBx −
√
2δBy|,
|gy,1| = gNVµB| sinψ|√
3
|δBx −
√
2δBy|,
|gx,3| = gNVµB
∣∣∣∣∣cosψ · δBx +
√
2
3
sinψ · δBy
∣∣∣∣∣ ,
|gy,3| = gNVµB
∣∣∣∣∣sinψ · δBx −
√
2
3
cosψ · δBy
∣∣∣∣∣ .
(19)
The distribution of g-parameters thus follows from both an inhomogeneous distribution of magnetic fields δB and
the angular distribution of crystal strain experienced by the NV centers. We note that the distributions of |gx,1| and
|gy,1| (and likewise for |gx,3| and |gy,3|) are identical when the angular average is taken into account.
To proceed, the vacuum field δB is calculated using the COMSOL simulation software. The shape of δB is shown
graphically in the inset of Fig. 1b in the main text, and the curved sections of the resonator element was neglected such
that δB essentially only consists of an x- and a y-component. The correct magnitude for δB is obtained by scaling
the field to the one corresponding to the resonator current set equal to δI = ωc
√
h¯/2Z0. The resulting distribution
[or rather g2 times the distribution ρ(g) with
∫∞
0
ρ(g)dg = 1] of g-parameters is shown in Fig. 10a, where the effective
length of the active crystal was taken to be 100 microns along the z-axis, the concentration was 2 ppm, and a 0.7
µm spacing for glue was estimated between the resonator and the diamond crystal. The area under Ng2ρ(g) is equal
to the squared ensemble coupling constant g2ens, and the orthogonal families (3 and 4) contribute
5
8 of the total area,
while families 1 and 2 contribute the remaining 38 part. The black circles in Fig. 10a denote the actual discrete
distribution, which was used for the simulation results shown in Fig. 4b,c,e and 5b in the main text.
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FIG. 11. (a) The resonator field mean value |ac| during the refocusing pulse (red) compared to the difference, |∆ac| = |ac,a−ac,b|
(black), between the simulations with fast and slow dephasing. The refocusing pulse extends from 18.6–19.6 µs, followed by
free-induction decay. (b) The red circles denote the field recovery efficiency of the experimental echo pulses versus the delay 2τ
between storage and readout of the six pulses in the multi-mode echo sequence. The blue dots are simulated efficiencies for a
range of driving powers in the vicinity of the experimental value of −40.6 dBm. The green solid line is the square of the function
f(τ) = A exp(−2τ/T2A) + B exp(−2τ/T2B) described in the main text. The remaining solid lines corresponds to a constant
pre-factor times [f(τ)]2. (c) The blue circles correspond to the simulated pre-factors from panel (b) with the horizontal blue
dashed line denoting the average value of 0.21. The red dashed line is the experimental pre-factor equal to 0.031.
b. Determining the frequency distribution The frequency distribution ρ(ω) is determined as explained earlier, from
microwave absorption measurements. Note that the directly measured ensemble coupling constant from integrating the
curves in Fig. 10b is 2pi · 5.0 MHz. However, these data were obtained under repumping with a laser power of 180µW
corresponding (see Fig. 3b of main text) to a spin polarization p = −Sz/N = 0.64. In the simulations we thus rescale
the number of spins N such that the ensemble coupling constant becomes gens = 2pi · 5.0 MHz/√p = 2pi · 6.3 MHz, and
when simulating the spin-echo sequences the appropriate initial value of Sz = −Np′ is chosen, where p′ refers to the
polarization corresponding to the laser power used in the experiment (1.5 mW in most measurements).
We note that the g-parameter distribution calculated from first principles as explained above leads to gens = 2pi · 4.4
MHz, i.e. ≈ 70 % of the value stated above. Given the measurement accuracy, and the fact that the NV center
concentration and the resonator-to-crystal distance are known only approximately, we find the agreement between
these numbers satisfactory.
c. Retrieval efficiency for the multi-mode echo sequence The main purpose of our simulations is to understand
the measured retrieval efficiency of the echo pulses. Hence, we must be quantitative on the echo-pulse magnitudes in
the simulations, and accordingly we must adapt the equations of motion to cover the actual case with two spin classes
of different coherence time as explained in Sec. IV.
The obvious strategy would be doubling the sub-ensemble partitioning into two parts—one with coherence time
T2A and the other with T2B—and adapting Eqs. (9)-(14) accordingly. However, we use a much simpler strategy in the
following: The simulations are run first with a single coherence time T2A, and then repeated with the other coherence
time T2B . The calculated reflected fields in these two instances are then combined according to the weights given by
the fitting parameters A and B mentioned in the main text. Now the two sub-ensembles share in practice a common
resonator field aˆc which in the simulations is ascribed two different values, and under influence of the refocusing pulse,
i.e. in conditions of saturation, linearity will not be applicable. However, for our problem in question (the multi-mode
echo sequence in Fig. 5 of the main text) the refocusing pulse strength is ≈ 15 dB above saturation, and hence the
external driving determines the resonator field to a much larger extent than the reaction field of the spin dipoles.
Indeed, Fig. 11a shows that the resonator field is essentially identical in the two simulation runs with fast and slow
coherence time.
Now, for the multi-mode sequence shown in Fig. 5 in the main text, the efficiency is calculated for each of the
six pulses in the sequence and plotted as a function of the input-output delay 2τ in Fig. 11 (red circles). Since
the efficiency is defined as the energy of the echo pulse relative to the incoming energy,it is expected to behave as
: Efficiency = c · [f(τ)]2, where c is a constant and f(τ) was found in the main text as fitting the experimental
amplitude-decay of echo pulses [scaled such that f(τ = 0) = 1]. The function [f(τ)]2 is shown as the green curve in
Fig. 11b, and this curve corresponds to the efficiency that one would obtain if spin dephasing were the sole reason for
a non-ideal echo protocol. We observe that both simulations (blue dots) and experiment lead to a lower efficiency;
however, the overall behavior corresponds indeed to a pre-factor c multiplied onto [f(τ)]2.
Before we comment on these pre-factors, there is a little subtlety to mention about the simulations: Due to the
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discrete division of the coupling strengths into Mg = 21 bins (see Fig. 10a), there are artificial oscillations occurring
in the echo recovery efficiency as a function of the applied driving power, see the blue circles in Fig. 11c. We have
checked that an increasing Mg will decrease the magnitude of such oscillations (not shown) while the mean value
stays essentially fixed. For this reason we compute the mean value of the efficiency pre-factors in Fig. 11c, which then
amounts to 0.21 (dotted blue line). We thus conclude that the rather low simulated efficiencies (a few times 10−3 and
decreasing with increasing 2τ in Fig. 11b) are caused primarily by spin dephasing. The simulated curve in Fig. 4e of
the main text was obtained with Mg = 50.
Next, the experimental retrieval efficiencies follow also the trend of [f(τ)]2 but with a pre-factor ≈ 7 times lower
than the one found from simulations. This indicates that there is an additional effect in play, which is not included
in our simulations. As explained in the main text, we attribute this discrepancy to the inadequacy of the Markov
approximation to describe decoherence caused by a spin bath.
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