This paper addresses the toll design problem of finding the toll locations and levels in a congestion pricing scheme, which minimize the total travel time and the toll-point cost (set-up and operational costs of the toll collecting facilities). Road users in the network are assumed to be distributed according to the principle of user equilibrium, with the demand assumed to be fixed and given a priori. The toll design problem is commonly formulated as a non-linear program, which in general is non-convex and non-smooth, and thus difficult to solve for a global optimum. In this paper, the toll design problem is approximated by a mixed integer linear program (MILP), which can be solved to its globally optimal solution. The MILP also gives a lower bound estimation of the original non-linear problem, and the accuracy of the approximation is improved by iteratively updating the MILP. To demonstrate the approach, we apply the algorithm to two networks: a smaller network with 18 links and 4 OD-pairs to illustrate the properties of the approach, and the Sioux Falls network with 87 links and 30 OD-pairs to demonstrate the applicability of the approach.
Optimizing toll locations and levels using a mixed integer linear approximation approach
Introduction
When congestion pricing is implemented in practice, two questions arise, namely where to collect the tolls, and what toll levels to charge. The application of marginal social cost pricing (MSCP), first introduced by Pigou (1920) and Knight (1924) , leads to the most efficient usage of the transportation network, minimizing the total travel time (if the demand is fixed) or maximizing the social surplus (if the demand is elastic). There are other pricing schemes which give the same result as the MSCP scheme, and usually all such schemes are denoted as first-best pricing schemes. If restrictions are imposed on the toll locations and/or levels, or if the cost of deploying the toll collecting facilities is included in the objective, there is no guarantee that the pricing scheme which maximizes the social surplus is the first-best one. In fact, if there is a high enough cost associated with deploying the toll collecting facilities or if the possible toll locations are restricted, it is likely that the pricing scheme which maximizes the social surplus may not correspond to the first-best one and such pricing schemes are therefore considered as second-best.
The most common version of the second-best problem is the toll level setting problem (TLP) in which the toll locations are predetermined. Marchand (1968) , Verhoef et al. (1996) , Liu and McDonald (1999) and Yin and Lawphongpanich (2009) investigate the properties of the second-best optimal toll level solution, and Verhoef (2002b) , Lawphongpanich and Hearn (2004) and Shepherd and Sumalee (2004) develop methods for finding second-best optimal toll levels in large networks. The toll design problem (TDP) instead involves both decision of toll locations and their corresponding toll levels. Verhoef (2002a) introduce the problem of optimal selection of toll points, and the problem is further discussed in May et al. (2002) and Shepherd and Sumalee (2004) . The problem is further constrained by Yang and Zhang (2003) , Sumalee (2004) and Zhang and Yang (2004) to only allow toll locations which form cordons.
Both the continuous TLP and the discrete TDP can be considered as special cases of the network design problem (NDP), which was first introduced by Leblanc (1975) for capacity enhancements of road infrastructure. The NDP is generally non-convex, and has intrigued transportation economist, traffic engineers and mathematicians for over three decades. For a comprehensive review of the NDP, see Yang and Bell (1998) . In recent years, various methods have been suggested for solving different versions of the NDP. Meng and Yang (2002) formulates a NDP for continuous road capacity enhancements which is solved with a method based on simulated annealing, and Gao et al. (2005) applies an algorithm based on generalized benders decomposition to solve the NDP for the case of adding road infrastructure. Recently, Wang and Lo (2010) suggested a mixed integer linear program (MILP) approximation of the NDP, for continuous capacity enhancements, which can be solved to its globally optimal solution.
In the TDP, we search for second-best optimal toll locations and their corresponding toll levels, leading to a non-linear program with both continuous (toll levels) and discrete (toll locations) variables. Hearn and Ramana (1998) present and solve the problem of finding the first-best pricing scheme which uses the least number of toll facilities. If the cost of setting up and operating the toll collection system is considered, a first-best pricing scheme may not be an optimal one, even if it is the one with the least number of toll facilities. Applying the method by Hearn and Ramana however gives an important bound on the number of toll points required to reach the first-best solution. To solve the toll location problem, which in general is non-convex, Verhoef (2002a) suggests a heuristic procedure based on a location index computable for each link. This method may, however, miss to recognize toll locations which yield a high benefit only if they are tolled simultaneously. In Yang and Zhang (2003) and Shepherd and Sumalee (2004) , genetic algorithms are developed to solve the problem, and in Ekström et al. (2009) a smoothing technique is applied to approximate the discrete variables by a continuous function. None of these methods address the global optimality of the TDP, and no tight lower bound estimation, to which the solution can be compared, exists.
In this paper the global optimality of the TDP is addressed by formulating a MILP approximation, which can be solved to its globally optimal solution. The general outline of the MILP approximation follows Wang and Lo (2010) , while the actual MILP formulation for the TDP takes advantage of problem specific features for a more efficient MILP formulation. In contrast to the NDP, the functions related to travel time are only dependent on the link flow, and the toll revenue function, which is the only function which includes both link flow and toll level, will always take the form of a bilinear term. Also, the formulation of the MILP approximation presented in this paper is guaranteed to give an optimistic or lower bound estimation of the TDP.
Assuming that the road users are distributed according to the principle of deterministic user equilibrium (UE) in the network, both the NDP and TDP can be expressed as bi-level programs. In the bi-level program the overall objective is given by the upper level program and the UE conditions are represented on the lower level as a convex program. The UE can also be formulated as a variational inequality (VI), and by applying the VI as constraints to the NDP or TDP, a single level formulation can be obtained. The MILP approximation of the NDP in Wang and Lo (2010) relies on a path based formulation of the VIconstraints. Our MILP approximation of the TDP is instead link-based, which obviates the need of path enumeration, thereby enabling it for solving larger network problems.
To reduce the error associated with the approximation of the total travel time, travel time, and link toll revenue functions, the link flow solution from the MILP will be used to iteratively improve the approximation. Each such iteration will move the optimal objective function value of the MILP towards the global optimum of the toll design problem.
The VI-constraints, used to represent the lower level problem, are defined based on all feasible link flows, but the feasible set of link flows makes up a polyhedral set, and the VI-constraints can therefore instead be defined based on a finite number of extreme points. The number of extreme points is still large, and to solve the MILP, a cutting constraint algorithm (CCA) is applied to generate one extreme point at a time. Marcotte (1983) applies a similar CCA algorithm to solve a NDP for continuous capacity enhancement and Lawphongpanich and Hearn (2004) used a CCA to solve the TLP when the set of tollable links is restricted. However, both these implementations of the CCA algorithm are performed on the non-convex TLP and can only give a local optimum.
To demonstrate the MILP approximation approach, we apply the MILP-CCA on two networks: a smaller network with 18 links and 4 OD pairs to illustrate the properties of the approach, and the Sioux Falls network with 87 links and 30 OD pairs to demonstrate the applicability of the approach. The Sioux Falls network is more or less the largest problem tested in the literature, when solving the toll location problem to its global optimum.
The remainder of this paper is outlined as follows. In Section 2, the TDP is presented and in Section 3 the MILP approximation is presented. The solution algorithm is described in Section 4, and the numerical results follow in Section 5.
In Section 6, we provide some concluding remarks and suggest further research directions.
Problem formulation

The traffic model
The traffic network is modeled by a set of nodes N , and a set of links A, each link connecting the node pair {n s , n e } ∈ N , where n s and n e denote the start and end node respectively of the link. The set of OD pairs I makes up the set of node pairs for which the demand q i is specified. Let v be the vector of link flows, with v a corresponding to the flow on link a. Furthermore, let x i be the vector of link flows induced by the demand in OD pair i ∈ I. The set of feasible link flows can then be formulated as
where A is the link-node incidence matrix and for each link there are two entries with the position n s equal to −1 and the position of n e equal to 1. The vector b i has a length equal to the number of nodes, with the element at the position of the origin node equal to −q i and that of the destination node equal to q i . The link travel time is assumed to be a strictly monotone increasing function t a of v a . The cost of traveling on link a is made up of both the link travel time and the link toll, τ a , and is expressed as c a (τ a , v a ) = αt a (v a ) + τ a , where α is the value of time.
The route choice model assumes that within an OD pair, road users choose a route with minimum cost in the traffic network, and no user can reduce their travel cost by changing route. This is referred to as Wardrop's user equilibrium (Wardrop, 1952) or a user optimal route choice. The output from the route choice model will be the link flows, v, corresponding to the toll vector τ .
The equilibrium solution is obtained by solving (Sheffi, 1984) :
The toll design problem (TDP)
The TDP is formulated as a bi-level mathematical program, with the upper level formulation stated as
where y a is equal to 1 if link a is tolled and 0 otherwise. The function g a (v a (τ ), y a ) gives the setup and operational cost of locating a toll on link a, and can depend on the link flow to capture the transaction cost of each passing vehicle. The set
describes the feasible toll levels and locations, where τ U a is an upper bound on the toll level for link a, which can be relaxed by setting τ U high enough. The lower level problem is the route choice model formulated in (2), and the link flows v(τ ) are given implicitly by the solution to this problem. On the upper level, the aim is to minimize the sum of the total travel time in the network and the setup and operational costs of the toll facilities. The bi-level program is in general non-convex and non-smooth, and therefore difficult to solve for a global optimum.
Note that the route choice model can be expressed by the variational inequalities (VI) (Dafermos, 1980b) c (τ, v) T
The bi-level program can then be reformulated as a single level problem by expressing the lower level problem as a set of VI-constraints. The single level problem is:
The VI is defined based on all feasible link flows, Ω. By adding bounds on the link flows v, Ω can be treated as a bounded polyhedron, and these bounds can be relaxed by setting them high enough. Any feasible link flowṽ can then be expressed as the convex combination of the extreme points of Ω, i.e.ṽ = 
Lemma 2.1. Any feasible link flow v satisfying c(τ, v)
Proof. Expressṽ by the extreme points of Ω,ṽ = S s=1 λ sv s with 0 ≤ λ s ≤ 1.
Then the left hand side of (4) can be expressed as c (τ, v) 
can be rendered as
Based on Lemma 2.1 we can rewrite problem (5) as
subject to c(τ, v) Proof. The only difference between (5) and (7) is the substitution of c(τ, v)
..S, and hence the proof follows directly from Lemma 2.1.
The TDP approximated by a mixed integer linear program
The sets Φ and Ω in (7) only includes linear terms, and the only non-linear terms in (7) appear in the objective function and the VI-constraints. In this section the non-linear terms will therefore be approximated by piecewise linear functions, which will result in a mixed integer linear program (MILP).
For transparency of the linearization process, we reformulate the VI-constraint (6) as
in which the travel cost functions have been separated into travel time functions and link tolls, and are specified as a sum over all links. 
where
We will now proceed with the MILP approximation of the TDP. The approximation will be performed in such a way that the resulting MILP formulation gives a lower bound estimation of the optimal objective function value of P-TDP. To simplify the presentation, we will assume that g(v, y) is a linear function, but the same framework can be extended to non-linear functions. The travel time, total travel time and link toll revenue functions are separable for each link. For each link and function we need to specify the approximation by adding additional continuous and binary variables, as well as constraints, in order to transform P-TDP into a MILP.
Remark 3.1. Let Θ TDP and Θ MILP be the feasible region of P-TDP and its MILP approximation respectivly, and F (x) the objective function of P-TDP. If
Considering the feasible region defined in (9), note that if the total travel time and link toll revenues are underestimated and the travel time is overestimated, then Θ TDP ⊆ Θ MILP . Based on Remark 3.1 we can then conclude that the optimal objective function value of the MILP approximation will be a lower bound estimation of the optimal objective function value of P-TDP. We will now proceed to define the under and over estimations used in the MILP approximation.
Approximation of travel time function
The travel time function, t a (v a ), will be approximated by the piecewise linear function
where M is the number of linear segments, and the parameters d a,m and e a,m are chosen to give an overestimation of the travel time. The overestimation ensures that the MILP approximation will give a relaxation of the TDP. In Figure 1 , an example of a travel time function and its piecewise linear overestimation is illustrated. Each linear segment is specified by the link flow, 
. By the definition (10) of the piecewise linear function, φ a must give an overestimation of t a (v * a ).
Even though the travel time function is convex, we actually have a minus in front of the travel time in the VI-constraints in (9), and thus −t a (v a ) is concave. This means that standard approaches for modeling convex piecewise linear functions cannot be used for t a (v a ). We will instead adopt a common formulation of non-convex piecewise linear functions (Dantzig, 1963) and the properties of this formulation are further discussed by Padberg (2000) . Consider the set 
We will now proceed to prove that the case when ω m * = 1 and ω m * +1 = 0 correspond to having a flow v in the interval
and the link travel time can then be expressed
. Following the same argumentation it is easy to see that for the case when ω 1 = 0 we must have
Approximation of total travel time function
The total link travel time function, t a (v a )v a is assumed to be convex over the feasible set Ω. Note that by applying the same approach for the approximation of the total travel time function as for the travel time function, the assumption of convexity can be relaxed. The assumption of convexity is, however, not restrictive for commonly used travel time functions, e.g. the BPR-function (Bureau of Public Roads, 1964).
The total link travel time function is approximated by the piecewise linear functiont
where N is the number of linear segments, and the parametersd a,n andē a,n are chosen to give an underestimation of the total travel time and thus guarantee a relaxation of P-TDP. Each segment will be a first-order linear approximation of t a (v a )v a in the point v a = L a,n , andd a,n andē a,n can be expressed as
Since the total travel time function is convex the piecewise linear function can be transformed into the set of linear inequalities
Figure 2: Example of a total travel time function and a set of linear inequalities which give an underestimation of this function
For an example of the total travel time function and the set of linear inequalities which underestimate it, see Figure 2 . Proposition 3.3. Replacing constraintst a = t a (v a )v a in (9) with (13) gives a relaxation of Θ.
Proof. t a (v a )v a is convex and the linear inequalities in (13) are first-order approximations of t a (v a )v a for different values on v a . Thus (13) must give a relaxation of Θ since t a (v a )v a ≥d a,n v a +ē n,a for any n ∈ 1...N .
Approximating the link toll revenue function
The link toll revenue function for link a is τ a v a , which is a bilinear term. The bilinear term can be underestimated by its convex envelope (McCormick, 1976; Al-Khayyal and Falk, 1983 ). An underestimation of the link toll revenue function will ensure that that the feasible region of P-TDP is not reduced. The convex envelope for a bilinear term is specified by the lower and upper bounds of the link flows and toll levels. Karuppiah and Grossmann (2006) and Meyer and Floudas (2006) further improve the approximation of bilinear terms by applying different convex envelopes for different regions of the feasible area. This approximation, which takes the form of a MILP, is further generalized and discussed by Wicaksono and Karimi (2008) .
We will divide the link flow space into P segments, defined by the link flow break points J a,p , p ∈ 1...P . The convex envelope for a link a, with flow
where τ 
Note that when the link flow on link a is equal to any of the link flow break points J a,p , or the toll levels are equal to 0 or τ U a , the approximation given by the convex envelope is equal to the bilinear term. Assume that for a specific
Then we can express any link flow as v a = J a,p − v and any toll level as τ a = τ U a − τ . The error, i.e. τ a v a − r a will then be v τ . Thus, whenever either v or τ tends to zero, the error will also tend to zero.
The underestimation of the link toll revenue applied in this paper is based on the convex hull formulation in Wicaksono and Karimi (2008) . We will however use the same approach for determining the active segment at the current link flow as when approximating the travel time functions. This gives the possibility to reduce the number of binary variables and constraints if the link flow segments for approximating the travel time and link toll revenue functions are chosen to be equal, i.e. M = P , and for every link a, J a,p = K a,m .
For p ∈ 1...P we have J a,p−1 ≤ v a ≤ J a,p , with J a,0 = 0 and J a,P ≥ V a . For each link a we introduced the partial link flow variables ψ a,p , p ∈ 1...P , and the binary variables κ a,p , p ∈ 1...P − 1, to determine which segment is active. Note that ψ and κ are equivalent to ρ and ω in (12). For each segment we will also add an additional toll variable γ a,p , p ∈ 1...P . Let p * denote the active segment,
The approximation of the link toll revenue function is for each a ∈ A given by 
A combined approximation of travel time and link toll revenue
If the same segmentation of the link flow space is applied for both the approximation of the travel time and the link toll revenue functions, the total number of binary variables and constraints can be reduced. Assume that M = P and K a,m = J a,m for every link a, then (12) and (15) (12) and (15) to
The MILP formulation
If the operator cost function is convex, it can be approximated in a similar way as the total travel time, and if it contains non-convex parts it can be approximated in a similar way as the travel time function. One special case appears when g a (v a , y a ) = C a v a y a , where C a is a cost associated with each passing vehicle (transaction cost). Then v a y a can be reformulated by its convex envelope. Note that since y a either takes on the value of 0 or 1, the convex envelope will give an exact reformulation, and not an approximation. By introducing additional binary variables it is also possible to have an operator cost function which is not link-additive, e.g. for every n located tolls there is a fixed cost. For the remaining part of this paper we will, however, assume that the operator cost function is given by the affine function g a (v a , y a ).
Based on the piecewise linear approximations of the non-linear functions in the TDP, its MILP approximation is formulated as κ,ξ,ρ,τ,φ,ψ,ω,r,t,v,y 
subject to 1) the VI-constraints:
2) the feasible link flows and toll levels:
For all a ∈ A: 3) the approximation of travel time given by (12) 4) the approximation of total travel time given by (13) 5) the approximation of link toll revenue given by (15) Note that alternatively (12) in 3) and (15) in 5), can be replaced by (16). Lemma 3.1. P-MILP is a relaxation of P-TDP.
Proof. The relaxation of Θ, from the introduction of the piecewise linearization of the total travel time function and link toll revenue functions, follows from Proposition 3.3 and Proposition 3.5. Furthermore, Proposition 3.1 together with 3.2 states that (12) gives an overestimation φ a of t a (v a ). Note that the sign is negative in front of t a (v a ) in the VI-constraints of the TDP, and thus
for any (τ, φ,t, v, ) which satisfies (12), (13), (15), (17) and (18). Thus we have concluded that the feasible region of P-TDP is relaxed, and since the objective function in P-TDP is unchanged, P-MILP is a relaxation of P-TDP.
Theorem 3.1. An optimal solution to P-MILP gives a lower bound estimation of the optimal solution to P-TDP.
Proof. Let x and x be the optimal solution to P-TDP and P-MILP respectively.
The first inequality holds because x is a feasible solution to P-MILP, and the second inequality holds because of Lemma 3.1.
Extending the MILP formulation
While the MILP approximation is presented for a fixed demand, single user class network, and with additive tolls, the formulation can be extended to elastic demand, multiclass networks and non-additive tolls. Dafermos (1980a) present the VI formulation of the more general elastic demand, multiclass traffic equilibrium problem, which can be used to formulate a MILP approximation with elastic demand and/or multiclass networks. For more details on these formulations we refer to Sheffi (1984) or Patriksson (1994) .
Elastic demand will require piecewise linearization of functions related to travel demand. There will be three functions related to travel demand, which are all related to the inverse travel demand function in each OD pair; the inverse travel demand function, the negative of the integral of the inverse travel demand function and the negative of the inverse travel demand function times the demand. If these functions are convex, then the piecewise linear approximation can be done without adding additional binary variables, in the same way as the total travel time functions are approximated (see Section 3.2). For non-convex functions the piecewise linear approximation require introduction of additional binary variables (see Section 3.1).
If the difference between user classes are limited to a different value of time for each class, the main difference in the MILP approximation is that not only the total link flow space needs to be divided into different segments, but also the link flow space for each user class. Thus, the number of binary variables will increase. For multiple user classes together with elastic demand, the number of functions related to the demand which need to be approximated, will grow proportional to the number of user classes.
The possibility to use non-additive tolls, i.e. non-linear pricing schemes (Maruyama and Sumalee, 2007; Lawphongpanich and Yin, 2012) , is an interesting extension to the TDP formulated in this paper, since most congestion pricing schemes implemented in practice include some component of non-linear pricing. One special case of non-linear pricing is an area pricing scheme. In such a scheme the road users are charged, for instance once a day, and are then allowed to drive freely for the rest of the day within the charged area. For the case of area pricing, the optimization problem is somewhat different compared to the one presented in this paper, since what links to toll and their corresponding toll levels are no longer the decision variables, but what links should belong to the charged area, and what level to charge the road users driving within the area. We will not go into the details of the formulation of the UE problem for this case, and the interested reader is referred to Maruyama and Sumalee (2007) . Extending the MILP approximation presented in this paper to cases of non-linear pricing is straight forward as long as the corresponding UE problem is formulated based on link flows (e.g. area pricing). For the case of area pricing, the toll revenues will be approximated for each area instead of for each link, the approximation of the travel time and total travel time functions will, however, remain the same.
Solution algorithm
A cutting constraint algorithm
Any solver capable of solving mixed integer linear programs can be used to solve P-MILP. The VI-constraints, however, are specified for each extreme point of Ω, and the number of extreme points can be expected to be large. To generate the complete set of VI-constraints is not only computationally burdensome but also unnecessary, since we do not expect all the VI-constraints to be binding at optimum. In the solution algorithm, we therefore solve a relaxed version of P-MILP, with only a subset of the VI-constraints included, and generate the VI-constraints iteratively.
The relaxed MILP, with a reduced number, R, of extreme points is γ,κ,ξ,ρ,τ,φ,ψ,ω,r,t,v,y 
P-MILP-R: min
and constraints (12), (13), (15) and (18).
Let φ * , τ * a , r * a andt * a be the optimal solution to P-MILP-R with R ≤ S. If there exists a solutionṽ ∈ Ω which yields a∈A (αt a + r a ) − a∈A (αφ a + τ a )v s a > 0 thenṽ is an extreme point of Ω which if added to the set of VI-constraints would make the current solution z infeasible. Searching for such an extreme point is equivalent to solving the linear program:
ṽ a ≤ 0 then there exists no additional v ∈ Ω which would make the current solution to P-MILP-R infeasible, and the current solution is thus the optimal solution to P-MILP. On the other hand, if the optimal solution to P-LP,ṽ, gives a∈A (αt * a + r * a ) − a∈A (αφ * a + τ * a )ṽ a > 0, thenṽ is a new extreme point that needs to be added to P-MILP-R. The new extreme point will generate a new VI-constraint for which the current solution to P-MILP-R is not feasible.
Note that if we remove the constant part from P-LP we have
which is an uncapacitated network flow problem, and can be solved by finding the shortest path in every OD pair.
The MILP cutting constraint algorithm (CCA) can be outlined as
Step 0. Initialization Set the iteration counter k := 1, and find an initial set of extreme points, denoted Γ k .
Step 1. P-MILP-R Solve P-MILP-R with the set of extreme points Γ k , which gives link travel times φ k , link total travel timet k , link flows v k , link toll levels τ k , and link toll revenues r k .
Step 2. P-LP Solve P-LP, with the solution from P-MILP-R as input. The optimal solution to P-LP isṽ k .
Step 3 Step 4. Extreme point set update Let the solution to P-LP,ṽ k be the new extreme point, i.e. set Γ k+1 := Γ k ∪ ṽ k , and set k := k + 1. Go to Step 1.
If a good set of initial extreme points are used in Step 0, the number of times which P-MILP-R needs to be solved can be reduced. This is further discussed in the numerical results.
The following proposition is trivial and only stated to complete the development of the algorithm. Proposition 4.1. Let z * denote the final global optimal solution found by the MILP cutting constraint algorithm, then z * also solves P-MILP.
Proof. In Step 1, P-MILP-R is a mixed integer linear program which can be solved to its global optimum, with optimal solution z * k . Thus at each iteration, k, z k must be the global optimal solution to P-MILP-R. In Step 3, the algorithm will only terminate if a∈A (αt a + r a ) − a∈A (αφ a + τ a )ṽ a ≤ 0, whereṽ is the solution to P-LP, and thus z * must also be the global optimal solution to P-MILP.
Proposition 4.2. The MILP CCA converges in a finite number of iteration.
Proof. The algorithm will terminate if either (i) no other extreme point can be found to make the current solution infeasible, or (ii) all extreme points are generated and included in the problem. For (i), this implies that the algorithm will converge in a finite number of iterations. For (ii), since the number of extreme points of Ω is finite, the algorithm will also converge in a finite number of iterations in this situation.
Proposition 4.3. The optimal objective function of P-MILP-R will not decrease with each iteration of the MILP CCA, i.e. F P-MILP-R
Proof. In each iteration of the MILP CCA a new VI-constraint is added, making the current global optimal solution infeasible. Thus
cannot hold since the solution to P-MILP-R in iteration k + 1 is also feasible in iteration k.
Requirements on the solution accuracy of P-MILP-R
MILP-P is merely an approximation, which has the property of global optimality, of P-TDP. The computational effort for solving P-MILP partly depends on the accuracy of the approximated travel time, total travel time and link toll revenue functions. A tradeoff between solving P-MILP to its optimality and to approximate P-TDP with high accuracy is therefore needed.
When solving a MILP, the concept of branch and bound, first introduced by Land and Doig (1960) , is usually adopted. In theory a branch and bound approach solves any MILP, in the worst case by exhaustively searching of all possible integer solutions. In most industrial solvers (e.g. CPLEX, Gurobi), the approach of branch and bound is used together with heuristic algorithms for finding good feasible solutions. The main deficiency with this approach is that even if the optimal solution is quickly obtained, it may be computational burdensome and sometimes not possible to verify that this solution is optimal. It is therefore of interest to discuss the case when the solution to P-MILP or rather P-MILP-R is not guaranteed to be the optimal one. First we will consider the case when P-MILP-R is not solved to optimality in the first n iterations of the MILP CCA. Proposition 4.2 will still hold, since in each iteration a new extreme point is still generated, and the algorithm converges in a finite number of iterations. Proposition 4.3 will, on the other hand, not hold for the first n iterations, i.e. the optimal objective function value of P-MILP-R may not increase in each iteration. Since P-MILP-R is solved to optimality after n iterations, Proposition 4.3 will hold for all iterations for which k > n. This result can be practically used by first applying the MILP CCA with heuristic solutions to P-MILP-R, and then applying the MILP CCA, given the previously generated VI-constraints, with optimal solutions to P-MILP-R. If the final heuristic solution to P-MILP-R is the optimal one, only one additional iteration with the MILP CCA is required to prove optimality. If not, further iterations may be necessary.
The second case is when P-MILP-R is not solved to its optimality, in the intermediate and final iterations of the MILP CCA . Then Proposition 4.1 will not hold and there is no guarantee that the solution found is the optimal solution to P-MILP. It may not even be an underestimation of the optimal objective function value to P-TDP. Still, the solution satisfies the VI-constraints and can therefore be considered to give an approximation of the user equilibrium link flows and travel times, given the toll level solution from P-MILP. If the heuristic used for solving P-MILP-R and the accuracy of the approximated piecewise linear functions are good, the solution obtained from P-MILP may be useful in practice even though the optimality of the solution cannot be verified.
Iteratively updating the linearization scheme
To reduce the error, which is introduced by the approximation of the total travel time, travel time, and link toll revenue functions, the link flow solution from MILP CCA can be used to improve the approximation. The updated approximation will be calculated for the link flow v , which clearly will reduce the feasible area of P-MILP. If we denote the initial approximation scheme as l 1 and the updated one as l 2 , and denote their corresponding optimal solutions to P-MILP as z * l1 and z * l2 respectively, then
Given a new approximation scheme, the MILP CCA is run once again and a new solution is obtained. In our numerical experiments this strategy has shown to give good approximations, but will on the other hand increase the computational time. A tradeoff between the number of improved approximation schemes and the computational time is inevitable. Note that the VI-constraints from the previous MILP CCA iterations should be used as initial VI-constraints when restarting the algorithm with an updated approximation scheme.
Numerical results
For the numerical results the nine node network from Hearn and Ramana (1998) , with 18 links and four OD pairs, and the Sioux Falls network from Yildirim (2001) , with 87 links and 30 OD pairs, are used. For both networks the travel time functions follow the BPR-form:
, where t 0 a is the free flow travel time, and μ a the link capacity for link a. The value of time is assumed to be equal to one, i.e. α = 1. For the numerical results presented here, without loss of generality, the toll-point cost for link a, g a , is assumed to be flow independent, and is given by g a (y a ) = Cy a .
For the approximation schemes used in these numerical results, the same points in link flow space are used to specify the MILP approximations of both the travel time, total travel time, and link toll revenue functions, which reduce (12) and (15) to (16). The approximation scheme will be iteratively updated, with the initial scheme denoted as l 1 with link flows v(l 1 ). Adding the link flow solution v(l n ) to the current approximation scheme give us l n+1 , and by rerunning the MILP CCA with the updated approximation scheme a new solution can be obtained.
The MILP formulation will be used to compute system optimal (SO) (with all links tollable) and UE solutions (no links tollable). These solutions are denoted MILP-SO and MILP-UE respectively. The MILP-SO link flow solution and objective function value will only depend on the approximation of the total travel time functions, even though the approximation of the travel time and link toll revenue functions will influence the toll levels. The MILP-UE link flow solution and objective function value will depend on both the approximation of the total travel time and travel time functions, but not on the approximation of the link toll revenue functions. The total link flow error, e, is computed as
where v * is the real SO or UE link flows.
When possible, the toll solution from P-MILP will be compared with the known optimal solution to P-TDP, but this is usually only possible if the y-variables are fixed and the number of tolled links are small. Any known feasible solution to P-TDP can however be used as an upper bound (UBD) of the objective function value. The relative gap between objective function value of P-MILP, F MILP , and an UBD is measured as
P-MILP-R and P-LP are solved by Gurobi version 3.0, running on an AMD Opteron(tm) 285 Quad core processor. Gurobi supports multiprocessing, but all computational times are given in CPU-seconds. To reduce the computational time, a set of initial VI-constraints are generated by first solving the MILP-SO problem followed by the MILP-UE problem.
The Gurobi solver incorporates both a heuristic solver for finding good feasible solutions and a branch and bound algorithm for proving optimality. For larger networks, the computational burden required to prove optimality can be substantial, or it might not even be possible to prove the optimality of the solution. Thus, by setting Gurobi to focus on finding good feasible solutions (with the heuristic solver) rather than trying to prove optimality, the computational time can be significantly reduced. Solutions whose optimality is not proven will be considered as heuristic. If the heuristic solution in fact is the optimal one, only one additional iteration with the MILP CCA is required to prove optimality. This strategy is used for the Sioux Falls network. The practical problem then becomes how to set the termination criteria in Gurobi. For the results presented here a fixed time limit is used to terminate the Gurobi solver, which unfortunately has to be given in clock time and not in CPU-seconds. Since a quad core processor is used for most of the computations, the time limit, in CPU-seconds, is approximately four times the clock time. The time limit is a rough termination criterion, and for many cases the optimal solution will be found much faster. Finally, when proving optimality, the branch and bound process will terminate when the relative gap (denoted as mipgap in Gurobi) between the lower bound in the branch and bound process and the best found integer solution is small enough. For the experiments presented in this paper the mipgap parameter is set to 1e-6.
The nine node network
The network layout of the nine node network is presented in Figure 3 , with the network data in Table 1 . An initial approximation scheme is specified by 14 link flow points for each link, given as fractions of the link capacities in an interval of 0.2, starting at 0.0, up to 2.2, and in an interval of 0.3, between 2.2 and 2.8. The upper bound on the link flows and toll levels are set to V a = min{60, 2.8 * μ a } and τ U a = 20 respectively. For each scenario the MILP CCA is repeated ten times, each time with an improved approximation scheme.
In Table 1 and Table 2 , the SO/MILP-SO and UE/MILP-UE link flows are compared respectively, and in Table 3 , the total link flow errors e and the objective function value, F , are given for l 1 to l 10 . In general, a toll level solution which support the SO flow is not unique and in Table 1 one particular SO toll level solution is presented, namely the minimum toll booth (MTB) solution from Hearn and Ramana (1998) , which is the solution with the minimum number of tolled links (see the MTB column in Table 1 ). When the approximation is improved, it can be seen in Table 3 that is increased and tends towards that of P-TDP. The link flow errors, however, is not necessarily reduced each time a new link flow solution is added to the approximation scheme (e.g. l 2 and l 3 for the UE case). Considering the errors for the ten consecutive approximation schemes, the error still seems to tend towards zero, in this example. For l 10 there is almost a perfect match between the objective function values of P-TDP and P-MILP. The MILP-SO and MILP-UE solution gives a total of 36 initial VI-constraints.
We will now proceed and present results for the toll design problem. The MTB solution of five tolled links, presented in Table 1 , gives us an upper bound on the number of tolled links. Five different toll-point costs of 0.1, 5, 10, 50 and 100 have been used and results are presented for each one. The optimal objective function values from P-MILP, F MILP , is given in Table 4 , and applying the link toll solution to P-TDP gives F TDP , which is presented in Table 5 . For each approximation scheme the relative gap between F MILP and the best found feasible solution is given in Table 6 , and the link toll solution for the best found solution is given in Table 7 .
For all toll-point costs it is obvious that F MILP is increased whenever the approximation scheme is improved. For C = 0.1 and C = 5 the best solutions (with almost zero relative gap) correspond to the MTB toll locations, and for C = 0.1 the relative gap is below 1% for all approximation schemes. With C = 5 the relative gap is above 1% for l 1 , and less than 1% for the following approximation schemes. Comparing the C = 0.1 and C = 5 columns in Table 7 with the MTB solution in Table 1 , there is only a small difference between the toll level solutions. We note that the relative gap is smaller for low toll-point costs, and when the toll point cost is increased, the relative gap is increased. The computational times in Table 8 are increased when moving from C = 0.1 to C = 5 and C = 10, and then reduced for C = 50 and C = 100. It is clear that the computational time is affected by the toll-point cost, and there are two reasons for this result. When the toll-point cost is increased, there will be fewer toll locations to consider in practice, which will improve the performance of the branch and bound procedure and thus reduce the computational time. When the toll-point cost is close to zero on the other hand, the optimal objective func- The LP-relaxation of P-MILP, which is solved in the initial branch and bound node, will always give the SO objective function value, and if the toll-point cost is low, fewer iteration with the branch and bound process are needed to prove the optimality.
The computational times, for solving P-MILP for each approximation scheme, are given in Table 8 . When the approximation scheme is improved, the problem size, in terms of binary variables and constraints, is increased. Improving the approximation scheme far from the current solution will have no effect on the solution, and only a small effect on the computational time. Adding "good" points of approximation, e.g. adding the current link flow solution to the specification of the approximation scheme, will have a large impact on the solution, but will also increase the computational time. Comparing the computational times for l 8 and l 9 , for C = 10, the computational time is actually decreased when the approximation is improved. For l 8 the heuristic solver finds the optimal solution fast, which reduces the number of nodes in the branch and bound process, while for l 9 the heuristic solver is unable to find the optimal solution, which is obtained instead from one of the last evaluated branch and bound nodes.
Even though the computational times are high for some of the improved approximation schemes, good solutions are already found with the first few ap- proximation schemes. For example, for C = 0.1 the optimal toll location (but not the toll level solution) is already obtained with l 5 , and for C = 5 with l 3 . For the toll-point costs equal to 50 and 100, the optimal solutions are known, which are to toll link 5-7 with the level of 8.0 and to toll no links, respectively. The best toll location solutions to P-MILP, for both a toll-point cost of 50 and 100, correspond to the known optimal toll locations. For C = 50 the toll level solution from P-MILP for link 5-7 is 7.83, which is close to the known global optimal solution to P-TDP.
It is also important to point out that while F MILP increases when the approximation is improved, the quality of the toll solution, i.e. F TDP , is not necessarily improved. This effect is related to how the approximation scheme is updated. It is the current optimal link flow solution which is introduced as a new break point in the approximation scheme. Thus, the objective function value around the current solution is increased (due to the improved approximation of the non-linear functions). Then there is the possibility that a solution, far away from the optimal one, at which the approximation gives a large underestimation of the objective function of P-TDP, becomes the minimum of P-MILP. An example of this effect can be seen if we study the case when C = 100. For l 2 the solution to P-MILP is to toll no links, with the objective function value 2391.88. Forcing y 6 to be positive (which will be the optimal toll location with l 3 ) and solving P-MILP to find the optimal value of τ 6 for l 2 gives the objective function value 2396.2. Now the optimal link flow solution from l 2 is introduced as break points in the approximation scheme, and the new optimal solution is to toll link 6 (y 6 = 1) with a toll level of 6.89 and an optimal objective function value of 2405.18. Computing objective function value of P-MILP for the zero toll level solution from l 2 , but with the l 3 approximation scheme gives an objective function value of 2423.16. When changing from l 2 to l 3 , the objective function value for the no toll solution has increased from 2391.88 to 2423.16, while the objective function value when tolling link 6 has changed from 2396.2 to 2405.18 and become the optimal solution. < 0.0001 < 0.0001 0.37 0.70 0.67
The Sioux Falls network
The version of the Sioux Falls network used in this paper was first introduced in Yildirim (2001) , and the network layout is presented in Figure 4 . The network has 87 links, 30 nodes and 30 OD-pairs, of which 11 links are connectors to the origin and destination nodes, and will not be considered as tollable. In its original form, the network from Yildirim (2001) has elastic demand elastic. For the numerical results presented in this paper the demand will, however, be considered as fixed, and set to be the demand level of the system optimal solution reported in Yildirim (2001) . The minimum number of tolls needed to reach the SO link flow solution has been computed by the method presented in Hearn and Ramana (1998) (denoted as MTB solution), which result in tolls on 13 links ( Table 13 ). Note that the MTB solution is not guaranteed to be unique, and there can exist other solution with the same objective function values but Similar to the nine node network, the parameters for the initial approximation scheme is given as a fraction of link capacities, in intervals of 0.3 between 0 and 3.6. The upper bound of the link flows and toll levels are set to V a = min{80, 3.6μ a } and τ U a = 20 respectively. To illustrate the effect of the number of tollable links on the relative gap and computational times, we will present results, with toll point cost C = 5, for the case when only the five most congested links are tollable, and when all links are tollable (except for the connectors). For the case when all links are tollable results are provided for the toll point costs 0.5, 5, 20 and 100. The computational time will limit the number of improved approximation schemes, and results will be presented for l 1 to l 4 .
To solve P-MILP more efficiently, the MILP CCA is first applied with a time limit criterion in Gurobi to get a heuristic solution, without actually proving optimality. Secondly the MILP CCA will be repeated, initialized with the heuristic solution and corresponding VI-constraints, with the purpose to prove optimality of the heuristic solution. Increasing the problem size, either by increasing the number of tollable links or by improving the approximation scheme, increases the difficulty to solve P-MILP, and the time limit therefore increases in these cases. The clock time limit criterion is initially set to 150 seconds when limiting the number of tollable links to the five most congested, and to 300 seconds when 103 (0) 5518 (1) (0) all links are tollable. To improve the computational performance, the solution feasibility is preserved within the MILP CCA by resolving P-MILP-R with the new VI-constraint as the objective to minimize, before adding it to the set of VI-constraints. When the tollable links are restricted to the five most congested, l 1 to l 4 can be solved to optimality. When all links are tollable l 1 and l 2 are solved to optimality, but for l 3 and l 4 only heuristic solutions are provided.
The non-linear cutting constraint based algorithm from Lawphongpanich and Hearn (2004) is used to compute local optimal toll levels, given the fixed set of tollable links from the optimal solution to P-MILP. The objective function value corresponding to this solution is denoted F * TDP with relative gap GAP * . Finally, for comparison, the heuristic method based on the smoothening technique in Ekström et al. (2009) is applied to the Sioux Falls network, with corresponding objective function value F S , and the MTB solution is applied with objective function value F MTB .
The MILP-SO and MILP-UE solutions are used to generate 249 initial VIconstraints, and in Table 9 the relative gap between the MILP-SO/UE, and their respective non-linear counterparts are presented, together with the total link flow error e. Similar to the result from the nine node network, both the relative gap and the total link flow error is significantly larger for the UE link flow solution, in which both the approximation of travel time and total travel time will affect the link flows, compared with the SO link flow solution which is only affected by the approximation of the total travel time functions.
The cases with the five tollable links, and all tollable links, are presented in Table 10 and Table 11 , respectively. Note that the time spent when solving with a time limit depends on the number of VI-constraints which are generated, i.e. the number of iterations with the MILP CCA. If the optimal solution is found within the time limit, verifying optimality with an exact solution will only require one iteration with the MILP CCA. All solutions, later proven to be optimal, are found within the time limit. For the case when all links are tollable, the highest obtained lower bound is used for computing the relative gap for those cases when only a heuristic solution is available. For C = 5, the best solutions obtained by solving P-MILP, have objective functions values at most 1.29% (with the five most congested links tollable) and 1.21% (with all links tollable) from the global optimal solution. An important difference between the two scenarios is the number of generated VI-constraints. When the five most congested links are tollable, only four additional VI-constraints need to be generated for l 1 . This can be compared with the case when all links are tollable and 25 VI-constraints are generated. Although the relative gaps are almost similar, the time required to solve P-MILP to optimality is considerable smaller when only five links are tollable. When all links are tollable, optimality can only be proven up to l 2 but with much higher computational time. For either case it is clear that we need to rely on a heuristic solution to P-MILP-R within the MILP CCA, to be able to solve P-MILP in practice.
An interesting observation is that when comparing the two cases (with the five tollable, and all tollable links), the relative gap is smaller when all links are tollable. This observation is similar to what could be seen in the results for the nine node network in which the relative gap increases when the solution is further away from the SO solution. For the nine node network the solution for a lower toll-point cost was naturally closer to the SO objective compared with a higher toll-point cost. In the Sioux Falls network we expect the objective function value, when all links are tollable, to be equal to or lower than the objective function value when only the five most congested links are tollable. However, one cannot make a general conclusion on this behavior of the MILP approximation based on these two numerical examples.
Comparing F TDP , F * TDP and F S , it is clear that the non-linear CCA is capable of improving the solution by optimizing the toll levels, given the toll locations from P-MILP. On the other hand, applying both toll locations and levels from P-MILP to P-TDP (F TDP ) outperform the solution from the smoothening heuristic, and even more so if F * TDP is considered, for all cases except C = 0.5. Thus the toll locations from P-MILP appear to be good, while the toll levels can be further improved by a local search method.
In Table 11 the smallest relative gap is presented for each C. For the lower bound (LB) the optimal objective function value from P-MILP for l 2 is used, with the exception of C = 0.5 for which the SO objective function value plus 0.5 (since at least one toll needs to be located) is used. For the upper bound (UB) the best found feasible solution is used, which for C = 0.5 and C = 5 is the MTB solution, and for C = 20 and C = 100 the toll location solution from P-MILP with toll levels given by the non-linear CCA. When C is small enough the MTB solution will be the global optimal solution to P-TDP, and for C = 0.5 and C = 5 this solution is the best found one, but with small differences to the other solutions. Continuing to improve the approximation scheme up to l 8 for C = 5 actually gives F * TDP = 4330.70 with 8 located tolls, to compare with F MTB = 4330.67 with 13 located tolls.
In Table 13 the MTB solution is compared with solutions to P-MILP with l 4 . For C = 0.5, seven out of the ten located tolls in the solution to P-MILP are also included in the MTB solution. As the approximation scheme is improved, the number of tolled links are increased, and F * TDP decreased. For C = 20 and C = 100 the combination of toll locations form P-MILP with l 4 , and toll levels from the non-linear CCA, provide the best solution. For all scenarios F MILP is increased with each improvement of the approximation scheme, F TDP , F * TDP and e is, however, not necessarily decreased with each improvement of the approximation scheme. Comparing l 1 with l 4 , e is clearly decreased for all values on C, and the difference between F TDP and F MILP as well, suggesting the approximation has been improved. 
Conclusions and further research
In this paper we have presented a MILP approximation of the TDP which has the global optimality property. There are two applications of this approximation. One is to find the optimal toll locations and corresponding toll levels to the TDP. The toll level solution from the MILP approximation depends on to the approximation scheme, and will not exactly be equal to the optimal solution to the TDP. In general, by adopting a more refined discretization scheme, it is possible to achieve solutions from the MILP approximation which are very close to the optimal solution to the TDP. Applying the non-linear CCA to solve the TDP with the toll location solution obtained from the MILP approximation, further improve the solution. The other application is to find a good lower bound estimation of the objective function value of the TDP.
For the nine node network it has been shown that as the approximation is improved, solutions which are close to the known optimal solution (when available) will be found. The main question is whether the MILP approximation approach is applicable to large networks. Considering the Sioux Falls network, we are able to find solutions which, when evaluated in the TDP, gives objective function values which are at most 1.79% from the optimal one. The computational time for proving optimality will, however, grow rapidly as the approximations are improved. To better explore the network structure of the MILP, both for heuristic solutions and within the branch and bound procedure, with the objective to decrease the computational time, and/or to apply more accurate approximation schemes, are interesting directions for future research.
To extend the MILP approximation to the case of elastic demand, multiple user groups and non-additive tolls are natural extensions of the method presented in this paper. Traffic networks with travel time functions which are linear at high flows (e.g. above capacity), can be an interesting application since such travel time functions would reduce the number of binary variables needed for the MILP approximation.
