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ON THE NUMBER OF SIMULTANEOUS CORE
PARTITIONS WITH d-DISTINCT PARTS
NOAH KRAVITZ
Abstract. We investigate the number Nd,r(s) of (s, s + r)-core integer par-
titions with d-distinct parts. Our first main result is a proof of a recurrence
relation conjectured by Sahin in 2018. We also derive generating functions,
asymptotics, and exact formulas for Nd,r(s) when r is within d of a multiple
of s. Finally, we exhibit a surprising connection to A-restricted compositions.
1. Introduction and main results
A partition of a nonegative integer n is a finite nonincreasing sequence of positive
integers λ = (λ1, λ2, . . . , λk) such that n = λ1+λ2+ · · ·+λk. (The unique partition
of 0 is the empty partition.) We say that n is the size of λ and λ1, λ2, . . . , λk are
its parts. The study of integer partitions dates back at least to Euler and has since
then become a staple of modern combinatorics and number theory.
Partitions are often represented visually as Young diagrams. The Young diagram of
λ = (λ1, λ2, . . . , λk) consists of k rows of left-justified cells where there are λi cells
in the i-th row. The hook of the cell in the i-th row (counting from the top) and the
j-th column (counting from the left) consists of that cell and all of the cells directly
below it or to the right of it in the Young diagram; the corresponding hook length
(written h(i, j)) is the total number of cells in this hook. Figure 1 shows the Young
diagram for λ = (8, 6, 3, 1) with the hook lengths written in the corresponding cells.
For a positive integer s, we say that λ is s-core if it has no hook of length s. By
extension, we say that λ is (s1, s2, . . . , sm)-core if it is si-core for each si. (See [8]
for a motivation of this definition.)
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Figure 1. The partition λ = (8, 6, 3, 1) is s-core for all positive
integers s /∈ {1, 2, 3, 4, 5, 6, 8, 9, 11}.
Simultaneous core partitions have garnered substantial interest ever since Ander-
son’s seminal proof [6] in 2002 that there are finitely many (s, t)-core partitions
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2exactly when s and t are relatively prime, in which case the number of these par-
titions is the so-called rational Catalan number 1
s+t
(
s+t
s
)
. Olsson and Stanton [15]
showed that the largest such partition is unique and has size (s
2
−1)(t2−1)
24 . Other
results in this area are due to Amdeberhan and Leven [5], Yang, Zhong, and Zhou
[22], Aggarwal [1], and Wang [19].
A growing corpus of recent work on simultaneous core partitions with distinct parts
can be traced back to the conjecture of Amdeberhan [4] that the number of (s, s+1)-
core partitions with distinct parts is the Fibonacci number Fs+1. This conjecture
was proven by Straub [18] and Xiong [20], and other results in a similar spirit can
be found in Nath and Sellers [14], Zaleski [23], and Yan, Qin, Jin, and Zhou [21].
The property of having distinct parts can be generalized: for a positive integer
d, we say that λ = (λ1, λ2, . . . , λk) has d-distinct parts if λi − λi+1 ≥ d for all
1 ≤ i ≤ k − 1. This definition, due originally to Alder [2], has inspired work by
Andrews [7] and Alfes, Jameson, and Oliver [3], among others.
Sahin [16] combined these concepts in his analysis of simultaneous core partitions
with d-distinct parts. For positive integers d, r, and s, let Nd,r(s) denote the
number of (s, s+r)-core partitions with d-distinct parts. Sahin derives the following
recurrence relation for the case r = 1.
Theorem 1.1 (Sahin). For any positive integer d, we have
Nd,1(s) =
{
s, 1 ≤ s ≤ d+ 1
Nd,1(s− 1) +Nd,1(s− d− 1), s ≥ d+ 2.
Furthermore, he conjectures that a similar relation holds whenever r ≤ d.
Conjecture 1.2 (Sahin). For any positive integers r ≤ d, we have
Nd,r(s) =


s, 1 ≤ s ≤ d
s+ r − 1, s = d+ 1
Nd,r(s− 1) +Nd,r(s− d− 1), s ≥ d+ 2.
Conjecture 1.2 serves as a jumping-off point for our investigation of simultaneous
core partitions with d-distinct parts. In Section 2, we present the main tools of this
paper: the β-set associated with a partition λ; a natural extension of Nd,r(s) to
s ≤ 0; and the r-Reduction Theorem.
Theorem 2.9 (r-Reduction). For any positive integers r ≤ d, we have
Nd,r(s) =
{
Nd,1(s), 1 ≤ s ≤ d
Nd,1(s) + (r − 1)Nd,1(s− 2d), s ≥ d+ 1.
In Section 3, we derive an exact formula for all Nd,r(s) with r ≤ d and discuss a
connection to integer compositions with restricted part sizes.
3Theorem 3.2. For any positive integers r ≤ d and any positive integer s, we have
Nd,r(s) =
⌈ s−1d+1⌉∑
µ=0
(
s+ d− dµ− 1
µ
)
+ (r − 1)
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
.
In Section 4, we show how Conjecture 1.2 can be deduced from the r-Reduction
Theorem. In Section 5, we find the ordinary generating functions for {Nd,r(s)}∞s=1
(for r ≤ d) and the corresponding asymptotics. We defer the bulk of the computa-
tions for the asymptotics, however, to Appendix A.
Theorem 5.2. For any positive integers r ≤ d, the generating function Gd,r(x) =∑∞
s=1 Nd,r(s)x
s is given by
Gd,r(x) =
x(1 + (r − 1)xd − rxd+1)
(1− x− xd+1)(1− x)
.
Theorem 5.4. For each fixed pair of positive integers r ≤ d, we have the asymptotic
Nd,r(s) ∼s
w3d(1 + (r − 1)w
2d
d )
(1− wd)(d+ 1− dwd)
(
1
wd
)s
,
where wd ≈ 1−
log(d+1)
d+1 is the unique positive real root of x
d+1 + x− 1.
In Section 6, we consider Nd,r(s) for r > d. We discuss results similar to those of
Sections 3 through 5 for the case where r is within d of a multiple of s, and we
explain why the general problem of r > d is fundamentally more difficult than the
case of r ≤ d.
2. Useful tools and preliminary results
The first part of this section summarizes existing results on β-sets of partitions and
relates these techniques to the problem at hand. The second part describes the
simplifications that are achieved by extending Nd,r(s) to s ≤ 0. The third part
proves the r-Reduction Theorem, which allows us to focus on the case r = 1.
2.1. Properties of β-sets. For a partition λ = (λ1, λ2, . . . , λk), the associated
β-set is defined to be β(λ) = {h(1, 1), h(2, 1), . . . , h(k, 1)}. In other words, β(λ) is
the set of hook lengths that appear in the first column of the Young diagram of λ.
(The reader may recognize β(λ) as the set of beads in the abacus diagram associ-
ated with λ.) For example, we can see from Figure 1 that β(8, 6, 3, 1) = {11, 8, 4, 1}.
An early instance of this now-ubiquitous technique appeared in Anderson [6].
It is easy to see that h(i, 1) = λi + k − i and λi = h(i, j) + i − k, where λ has
k parts. Hence, the map from the set of all partitions to the set of finite subsets
of the positive integers defined by λ 7→ β(λ) is a bijection. (This map takes the
empty partition of 0 to the empty set.) Because subsets of the positive integers
are generally easier to work with than partitions, it is advantageous to express the
(s, s+ r)-core and d-distinct parts conditions in terms of β-sets.
To this end, we present the following well-known “abacus-condition” lemma, which
appears in [6] and [15], among other places.
Lemma 2.1. For any positive integer s and any partition λ, the following condi-
tions are equivalent:
4• The partition λ is s-core.
• For all x ∈ β(λ) with x ≥ s, we also have x− s ∈ β(λ).
Ssince the elements of β are strictly positive, this latter condition implies s /∈ β(λ).
For a positive integer d, we say that a subset S ⊆ Z is d-th order twin-free if
|x − y| > d for all distinct elements x, y ∈ S. The following straightforward result
appears in [16].
Lemma 2.2 (Sahin). For any positive integer d and any partition λ, the following
conditions are equivalent:
• The partition λ has d-distinct parts.
• The set β(λ) is d-th order twin-free.
We can use these two results to re-state our problem completely in terms of β-sets.
Lemma 2.3. For positive integers d, r, and s, let Xd,r,s denote the family of finite
subsets β of the positive integers satisfying the following three conditions:
(1) For all x ∈ β with x ≥ s, we also have x− s ∈ β.
(2) For all x ∈ β with x ≥ s+ r, we also have x− (s+ r) ∈ β.
(3) The set β is d-th order twin-free.
Then Xd,r,s consists of exactly the β-sets corresponding to the (s, s + r)-core par-
titions with d-distinct parts. Moreover, Nd,r(s) = |Xd,r,s| if |Xd,r,s| is finite, and
otherwise Nd,r(s) = |Xd,r,s| =∞.
Proof. Fix any β ∈ Xd,r,s, and let λ be its associated partition. By Lemma 2.1,
the first and second conditions on β are equivalent to λ being (s, s + r)-core. By
Lemma 2.2, the third condition is equivalent to λ having d-distinct parts. Now,
fix any (s, s+ r)-core partition λ with d-distinct parts. By the same reasoning, its
β-set is an element of Xd,r,s. This establishes the desired correspondence, and the
second part of the lemma immediately follows. 
Recall Anderson’s result [6] that N0,r(s) <∞ if and only if gcd(s, r) = 1. We prove
an analogous criterion for d ≥ 1.
Lemma 2.4. For any positive integers d, r, and s, we have Nd,r(s) < ∞ if and
only if gcd(s, r) ≤ d.
Proof. Lemma 2.3 tells us that Nd,r(s) < ∞ exactly when Xd,r,s contains a finite
number of elements. First, suppose gcd(s, s + r) = gcd(s, r) ≤ d. By Be´zout’s
Lemma, there exist positive integers a and b such that as + b(s + r) ≡ gcd(s, r)
(mod s). In particular, there exists a positive integer c such that b(s + r) =
gcd(s, r) + cs. We now claim that any β ∈ Xd,r,s satisfies β ⊆ {1, 2, . . . , b(s+ r)}.
Assume (for the sake of contradiction) that x ∈ β for some x ≥ b(s+ r) + 1. Then,
by Lemma 2.3, we also have x − b(s + r), x − cs ∈ β. But |(x − cs) − (x − b(s +
r))| = gcd(s, r) ≤ d contradicts β being d-th order twin-free. So we must have
β ⊆ {1, 2, . . . , b(s+ r)}, which implies that |Xd,r,s| ≤ 2b(s+r) <∞.
Second, suppose gcd(s, r) > d. It is clear that for any positive integer a, the set
β = {1, 1+gcd(s, r), 1+2 gcd(s, r), . . . , 1+ a gcd(s, r)} satisfies all three conditions
for being in Xd,r,s. Hence, |Xd,r,s| =∞. 
5This lemma tells us that Nd,r(s) is always finite when r ≤ d. In fact, in this case
we can get a tight bound on the largest possible element of any β ∈ Xd,r,s. (The
bound is tight in the sense that it is always achievable.)
Lemma 2.5. For any positive integers r ≤ d and any positive integer s, any set
β ∈ Xd,r,s must satisfy β ⊆ {1, 2, . . . , s+ r− 1} \ {s}. When r = 1, this bound gives
β ⊆ {1, 2, . . . , s− 1}.
Proof. Assume (for contradiction) that x ∈ β for some x ≥ s + r + 1. Then, by
Lemma 2.3, we also have x−s, x−(s+r) ∈ Xd,r,s. But |(x−s)−(x−(s−r))| = r ≤ d
is a contradiction. Hence, β ⊆ {1, 2, . . . , s+ r}. From the remark after Lemma 2.1,
we also know that s, s+ r /∈ β, which yields β ⊆ {1, 2, . . . , s+ r− 1} \ {s}. For the
case of r = 1, we note that {1, 2, . . . , s+ 1− 1} \ {s} = {1, 2, . . . , s− 1}. 
When r = 1, the bound of Lemma 2.5 guarantees that the first two conditions of
Lemma 2.3 are satisfied, so Nd,1(s) simply counts the d-th order twin-free subsets
of {1, 2, . . . , s− 1}.
2.2. Interpreting Nd,r(s) for s ≤ 0. It is not a priori obvious how Nd,r(s) should
be extended to s ≤ 0. After all, hook lengths are always strictly positive, so avoiding
hooks of length s does not seem meaningful when s ≤ 0. Motivated by the previous
section, we propose the following interpretation: for r ≤ d, we define Nd,r(s) to
be the number of subsets of {1, 2, . . . , s + r − 1} satisfying the three conditions of
Lemma 2.3. The following proposition expresses this quantity in a convenient form.
Proposition 2.6. For positive integers r ≤ d, the extension of Nd,r(s) to s ≤ 0
has the form
Nd,r(s) =
{
1, s < 0
Nd,1(r), s = 0.
Proof. It is clear that when s < 0, only the empty set satisfies the conditions of
Lemma 2.3: if there were some x ∈ β, then {x−s, x−2s, . . .} ⊆ β would contradict
the upper bound on the elements of β. When s = 0, the first and second conditions
of Lemma 2.3 are always satisfied because Nd,r(0) counts subsets of {1, 2, . . . , r−1}.
Thus, Nd,r(0) counts the d-th order twin-free subsets of {1, 2, . . . , r − 1}, of which
there are Nd,1(r) (as noted in the discussion of Lemma 2.5). 
We can now re-state Theorem 1.1 and Conjecture 1.2 to include s ≤ 0.
Theorem 2.7 (Sahin, extended). For any positive integer d, we have
Nd,1(s) =
{
1, s = 1
Nd,1(s− 1) +Nd,1(s− d− 1), s ≥ 2.
Proof of equivalence. We need to show that Nd,1(s − 1) + Nd,1(s − d − 1) = s for
2 ≤ s ≤ d+1. Note that s−d−1 ≤ (d+1)−d−1 = 0 and hence Nd,1(s−d−1) = 1
by Proposition 2.6. Induction on s establishes the desired equality. 
Conjecture 2.8 (Sahin, extended). For any positive integers r ≤ d, we have
Nd,r(s) =
{
1, s = 1
Nd,r(s− 1) +Nd,r(s− d− 1), s ≥ 2.
6Proof of equivalence. The equivalence for 2 ≤ s ≤ d follows as in the previous proof.
For s = d + 1, we must show that Nd,r(s − 1) + Nd,r(s − d − 1) = s + r − 1, i.e.,
Nd,r(d) + Nd,r(0) = d + r. But this follows immediately from Nd,r(d) = d and
Nd,r(0) = Nd,1(r) = r. 
These reformulations are substantially simpler than the originals, especially for the
conjecture. These results, along with what follows, should convince the reader that
Proposition 2.6 gives the “correct” extension of Nd,r(s).
2.3. The r-Reduction Theorem. In this section, we prove the r-Reduction The-
orem. As the name suggests, this theorem helps us understand the dependence of
Nd,r(s) on r (for r ≤ d). Indeed, we have a simple expression for Nd,r(s) in terms of
Nd,1(s) and Nd,1(s− 2d). Because the behavior of Nd,r(s) depends only minmally
on r, results for Nd,1(s) often generalize to all r ≤ d with minimal effort.
Theorem 2.9 (r-Reduction). For any positive integers r ≤ d, we have
Nd,r(s) =
{
Nd,1(s), 1 ≤ s ≤ d
Nd,1(s) + (r − 1)Nd,1(s− 2d), s ≥ d+ 1.
Proof. Since the result is trivial for r = 1, we restrict our attention to r ≥ 2. We
count the sets β ∈ Xd,r,s, which, by Lemma 2.3, will give us Nd,r(s).
First, consider 1 ≤ s ≤ d. It is clear that β cannot contain any element x ≥ s+ 1,
for then we would have x − s ∈ β, and |(x) − (x − s)| = s ≤ d would yield a
contradiction. Hence, β ⊆ {1, 2, . . . , s− 1}. Such a set β trivially satisfies the first
and second conditions of Lemma 2.3, so β can be any d-th order twin-free subset
of {1, 2, . . . , s−1}. As noted after Lemma 2.5, there are exactlyNd,1(s) such subsets.
Second, consider s ≥ d+1. Lemma 2.5 tells us that β ⊆ {1, 2, . . . , s−1, s+1, . . . , s+
r−1}. We condition on the largest element of β. If β ⊆ {1, 2, . . . , s−1}, then there
are Nd,1(s) possibilities. Now, suppose that β contains some element larger than
s−1, say, s+k ∈ β for some 1 ≤ k ≤ r−1. Then we also have (s+k)−(s) = k ∈ β.
Because β is d-th order twin-free, we know that k and s+k are the only elements of
β in {k−d, k−d+1, . . . , k+d}∪{s+k−d, . . . , s+k+d}. Moreover, k ≤ r−1 ≤ d−1
implies k− d ≤ −1, and k ≥ 1 implies s+ k+ d ≥ s+1+ d ≥ s+ r+1. This lets us
conclude that all other elements of β must be in {k+d+1, k+d+2, . . . , s+k−d−1}.
(In particular, s + k − d − 1 ≤ s + (d − 1) − d − 1 = s − 2 shows that β cannot
contain a second element larger than s− 1.) Since s+ k − d− 1 < s, the first and
second conditions of Lemma 2.3 do not put any restrictions on which elements of
{k + d + 1, k + d + 2, . . . , s + k − d − 1} can be in β. In fact, β can contain any
d-th order twin-free subset of {k + d + 1, k + d + 2, . . . , s − k − d − 1}. Writing
{k+d+1, k+d+2, . . . , s+k−d−1} = {(k+d)+1, (k+d)+2, . . . , (k+d)+(s−2d−1)},
we see that there are Nd,1(s− 2d) such subsets for each choice of k. (For s− 2d ≤
0, recall that Nd,1(s − 2d) = 1 counts only the empty set.) In total, this gives
Nd,r(s) = Nd,1(s) + (r − 1)Nd,1(s− 2d), as desired. 
73. An exact formula for Nd,r(s) and a connection
to A-restricted compositions
In this section, we use a direct counting argument to derive a formula for Nd,r(s)
when r ≤ d. We begin with the case r = 1, and the corresponding formula for
general r ≤ d follows from the r-Reduction Theorem.
For any x ∈ R, let ⌈x⌉ denote the smallest integer greater than or equal to x.
Lemma 3.1. For any positive integer d and any integer s ≥ −d+ 1, we have
Nd,1(s) =
⌈ s−1d+1⌉∑
µ=0
(
s+ d− dµ− 1
µ
)
.
Proof. As in the proof of the r-Reduction Theorem, we count the sets β ∈ Xd,1,s.
We know from Lemma 2.5 that β can be any d-th order twin-free subset of {1, 2, . . . , s−
1}. Suppose β contains exactly µ elements. Since the tightest packing occurs when
consecutive elements of β differ by exactly d + 1, we see that µ ranges from 0 to⌈
s−1
d+1
⌉
. The twin-free condition means that each x ∈ β comes with a “tail” of
elements {x+1, x+2, . . . , x+ d} that cannot be in β. If we consider each x and its
tail to be a single block of d+ 1 elements, then β-sets with µ elements correspond
to ways of filling {1, 2, . . . , s+d− 1} with µ blocks of length d+1 (representing the
elements of β) and (s+ d− 1)− µ(d+ 1) single spaces (representing gaps between
the blocks). We have (µ) + ((s+ d− 1)− µ(d+ 1)) = s+ d− dµ− 1 total objects,
so there are
(
s+d−dµ−1
µ
)
ways to choose the locations of the blocks. Summing over
all possible values of µ gives
Nd,1(s) =
⌈ s−1d+1⌉∑
µ=0
(
s+ d− dµ− 1
µ
)
.

For small values of s, we get simple formulas:
Nd,1(s) =
{
s, 2 ≤ s ≤ d+ 2
s+
(
s−d−1
2
)
, d+ 3 ≤ s ≤ 2d+ 3.
When d = 1, Lemma 3.1 gives
N1,1(s) =
⌈ s−12 ⌉∑
µ=0
(
s+ 1− µ− 1
µ
)
=
⌈ s−12 ⌉∑
µ=0
(
s− µ
µ
)
.
Using standard combinatorial arguments (see, e.g., [10], pg. 4), we can recognize
the right-most expression as the Fibonacci number Fs+1, in agreement with other
recent results [18], [20], [16].
This proof can be thought of as exhibiting a bijection between Xd,1,s and the set
of compositions of s+ d− 1 into parts of sizes 1 and d+1. Formally, given a subset
A ⊆ Z+, an A-restricted composition of a nonegative integer n is a finite sequence
of elements of A that sum to n. These compositions have been studied in a variety
8of settings (see, e.g., [12], [17], [9]), and Chinn and Heubach [11] have paid special
attention to the case A = {1, k}. All of our results for Nd,1(s) apply equally well
to the number of {1, d+ 1}-restricted compositions of s+ d− 1.
As promised, the r-Reduction Theorem makes the transition to general r ≤ d easy.
Theorem 3.2. For any positive integers r ≤ d and any positive integer s, we have
Nd,r(s) =
⌈ s−1d+1⌉∑
µ=0
(
s+ d− dµ− 1
µ
)
+ (r − 1)
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
.
Proof. Note that
∑⌈ s−1d+1⌉
µ=0
(
s+d−dµ−1
µ
)
= Nd,1(s). By the r-Reduction Theorem, all
that remains to show is
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
=
{
0, 1 ≤ s ≤ d
Nd,1(s− 2d), s ≥ d+ 1.
For 1 ≤ s ≤ d, we can compute
⌈
s−2d−1
d+1
⌉
≤
⌈
d−2d−1
d+1
⌉
= −1, which means that∑⌈ s−2d−1d+1 ⌉
µ=0
(
s−d−dµ−1
µ
)
= 0, as desired.
For s ≥ d + 1, we have
∑⌈ s−2d−1d+1 ⌉
µ=0
(
s−d−dµ−1
µ
)
=
∑⌈ (s−2d)−1d+1 ⌉
µ=0
(
(s−2d)+d−dµ−1
µ
)
=
Nd,1(s− 2d) by Lemma 3.1. This completes the proof. 
4. Proof of Sahin’s Conjecture
In thie section, we prove Conjecture 2.8 using the r-Reduction Theorem.
Theorem 4.1. For any positive integers r ≤ d, we have
Nd,r(s) =
{
1, s = 1
Nd,r(s− 1) +Nd,r(s− d− 1), s ≥ 2.
Proof. Fix some r ≤ d. As usual, we count the sets β ∈ Xd,r,s. The statement for
s = 1 is trivially true since Lemma 2.5 tells us that β ⊆ ∅.
For 2 ≤ s ≤ d, we get
Nd,r(s− 1) +Nd,r(s− d− 1) = Nd,1(s− 1) +Nd,1(s− d− 1)
= Nd,1(s)
= Nd,r(s).
The first equality uses the r-Reduction Theorem and the fact that Nd,r(s) is uni-
formly 1 for s < 0. The second equality follows from Theorem 2.7, and the third
comes from another application of the r-Reduction Theorem. For s = d+1, we get
Nd,r((d+ 1)− 1) +Nd,r((d+ 1)− d− 1) = Nd,r(d) +Nd,r(0)
= Nd,1(d) +Nd,1(r)
= d+ r
= (d+ 1) + (r − 1)
9= Nd,1(d+ 1) + (r − 1)Nd,1(−d+ 1)
= Nd,r(d+ 1).
The third and fifth equalities use the explicit formulas listed after Lemma 3.1. For
d+ 2 ≤ s ≤ 2d+ 1, we get
Nd,r(s− 1) +Nd,r(s− d− 1) = (Nd,1(s− 1) + (r − 1)Nd,1(s− 2d− 1)) +Nd,1(s− d− 1)
= (Nd,1(s− 1) +Nd,1(s− d− 1)) + (r − 1)Nd,1(s− 2d)
= Nd,1(s) + (r − 1)Nd,1(s− 2d)
= Nd,r(s).
The second equality uses the uniformity of Nd,1(s) on s ≤ 1. For s ≥ 2d+2, we get
Nd,r(s− 1) +Nd,r(s− d− 1) = (Nd,1(s− 1) + (r − 1)Nd,1(s− 2d− 1))
+ (Nd,1(s− d− 1) + (r − 1)Nd,1(s− 3d− 1))
= (Nd,1(s− 1) +Nd,1(s− d− 1))
+ (r − 1)(Nd,1(s− 2d− 1) +Nd,1(s− 3d− 1))
= Nd,1(s) + (r − 1)Nd,1(s− 2d)
= Nd,r(s).
This completes the casework and establishes the result. 
It is curious that this theorem seems not to have a natural combinatorial inter-
pretation. For the case of r = 1, Sahin’s proof of Theorem 1.1 in [16] establishes
an explicit bijection by conditioning on whether or not s − 1 is an element of
β ∈ Xd,1,s. For r ≥ 2, however, the obvious arguments along these lines (condi-
tioning on whether or not β ∈ Xd,r,s contains, say, 1, s+ r − 1, etc.) fail because
the first condition of Lemma 2.3 is sensitive to changes in s.
5. Generating functions and asymptotics
5.1. Generating functions. For any positive integers r ≤ d, we define the ordi-
nary generating function
Gd,r(x) =
∞∑
s=1
Nd,r(s)x
s.
(Note that the constant term is 0, not Nd,r(0).) We first use Theorem 2.7 to find the
generating functions Gd,1(x). Then, using the r-Reduction Theorem, we generalize
this result to all Gd,r(x) where r ≤ d.
Lemma 5.1. For any positive integer d, the generating function Gd,1(x) =
∑∞
s=1 Nd,1(s)x
s
is given by
Gd,1(x) =
x(1− xd+1)
(1 − x− xd+1)(1− x)
.
Proof. Consider the auxiliary generating function
Hd,1(x) =
x(1 − xd)
1− x
+xdGd,1(x) =
d∑
s=1
xs+
∞∑
s=d+1
Nd,1(s−d)x
s =
∞∑
s=1
Nd,1(s−d)x
s.
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We can compute
x+ xHd,1(x) + x
d+1Hd,1(x) = x+
∞∑
s=2
Nd,1(s− d− 1)x
s +
∞∑
s=d+2
Nd,1(s− 2d− 1)x
s
=
d+1∑
s=1
xs +
∞∑
s=d+2
(Nd,1(s− d− 1) +Nd,1(s− 2d− 1))x
s
=
d+1∑
s=1
xs +
∞∑
s=d+2
Nd,1(s− d)x
s
= Hd,1(x).
The third equality follows from Theorem 2.7. We can now solve forHd,1(x) directly:
Hd,1(x) =
x
1− x− xd+1
.
Finally, we can recover Gd,1(x):
x(1 − xd)
1− x
+ xdGd,1(x) =
x
1− x− xd+1
Gd,1(x) =
x(1 − xd+1)
(1− x− xd+1)(1 − x)
.

Cancelling a factor of 1− x from the numerator and denominator yields the equiv-
alent form
Gd,1(x) =
x+ x2 + · · ·+ xd+1
1− x− xd+1
.
When d = 1, we can recognize
G1,1(x) =
x+ x2
1− x− x2
as the generating function for the shifted Fibonacci numbers, in accordance with
the discussion in Section 3. Recall also from Section 3 that Nd,1(s) counts the
{1, d + 1}-restricted integer compositions of s + d − 1. Thus, ( 1
x
)Hd,1(x) is the
generating function for the number of {1, d+ 1}-restricted compositions of s. See
[12] for an alternative derivation of ( 1
x
)Hd,1(x) using the theory of compositions.
We now extend Lemma 5.1 to all r ≤ d.
Theorem 5.2. For any positive integers r ≤ d, the generating function Gd,r(x) =∑∞
s=1 Nd,r(s)x
s is given by
Gd,r(x) =
x(1 + (r − 1)xd − rxd+1)
(1− x− xd+1)(1− x)
.
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Proof. We begin with
Gd,1(x) + (r − 1)
(
xd+1(1− xd)
1− x
+ x2dGd,1(x)
)
=
∞∑
s=1
Nd,1(s)x
s +
∞∑
s=d+1
(r − 1)Nd,1(s− 2d)x
s
=
d∑
s=1
Nd,1(s)x
s +
∞∑
s=d+1
(Nd,1(s) + (r − 1)Nd,1(s− 2d))x
s
=
d∑
s=1
Nd,r(s)x
s +
∞∑
s=d+1
Nd,r(s)x
s
= Gd,r(s).
The third equality comes from the r-Reduction Theorem. Plugging in the formula
from Lemma 5.1 and simplifying gives
Gd,r(s) =
x(1 + (r − 1)xd − rxd+1)
(1− x− xd+1)(1 − x)
.

Cancelling a factor of 1− x from the numerator and denominator yields the equiv-
alent form
Gd,r(x) =
x+ x2 + · · ·+ xd−1 + rxd
1− x− xd+1
.
5.2. Asymptotics. We can extract asmyptotic formulas from these generating
functions by analyzing their poles. As usual, most of the work lies in the r = 1
case. Because our techniques are fairly standard, we defer these computations to
Appendix A and state only the final results here. In our notation, f(n) ∼n g(n)
means that limn→∞
f(n)
g(n) = 1.
Lemma 5.3. For each fixed positive integer d, we have the asymptotic
Nd,1(s) ∼s
w3d
(1 − wd)(d+ 1− dwd)
(
1
wd
)s
where wd ≈ 1−
log(d+1)
d+1 is the unique positive real root of x
d+1 + x− 1.
We remark that
w3
d
(1−wd)(d+1−dwd)
∼d
d+1
(log(d+1))2 and
1
wd
= 1+ log(d+1)
d+1 +O
(
log log(d+1)
d+1
)
.
The generalization to all r ≤ d is easy.
Theorem 5.4. For each fixed pair of positive integers r ≤ d, we have the asymptotic
Nd,r(s) ∼s
w3d(1 + (r − 1)w
2d
d )
(1− wd)(d+ 1− dwd)
(
1
wd
)s
.
Proof. The r-Reduction Theorem says that Nd,r(s) = Nd,1(s)+ (r− 1)Nd,1(s− 2d)
for any s ≥ d + 1. Plugging in the asymptotic formula from Lemma 5.3 and
gathering like terms establishes the result. 
12
6. The case of r > d
In this section, we apply the techniques of the previous three sections to the case
of r > d. We begin by discussing why the case of general r > d is fundamentally
more complicated than the case of r ≤ d. For the remainder of the section, we
focus on what appears to be the most approachable subcase of r > d: the case
where r is within d of a multiple of s. We sketch the proofs of exact formulas,
recurrence relations, generating functions, and asymptotics for r = ns − 1. As we
go, we discuss how these methods apply to all r = ns± c where 1 ≤ c ≤ d.
6.1. The lay of the land. The problem of computing Nd,r(s) is fundamentally
much more complicated when r > d than when r ≤ d for a variety of reasons. First
of all, Lemma 2.4 tells us that we now have to worry about Nd,r(s) being infinite
when gcd(s, r) > d. This fact makes a finding recurrence relation in the style of
Theorem 4.1 (which relates Nd,r(s) to Nd,r(s − 1) and smaller terms) unlikely, if
not impossible.
Second, Lemma 2.5 no longer bounds the size of the elements of sets β ∈ Xd,r,s.
When gcd(s, r) ≤ d, it can easily be shown with the Chicken McNugget Theorem
that β ⊆ {1, 2, . . . , (s−gcd(s,r))(s+r−gcd(s,r))gcd(s,r) + 2 gcd(s, r)}. This upper bound, how-
ever, is not particularly useful: it grows very fast; the dependence on the greatest
common divisor makes it volatile and tricky to work with; and the possibility of
elements of β being greater than s+ r means that the second condition of Lemma
2.3 is not trivially satisfied.
Third, we do not know of any analogue of the r-Reduction Theorem, which so
greatly simplified our work for r ≤ d. As such, we must address the r > d case at
a higher level of generality from the outset.
The first two concerns are greatly reduced if we take r to be close to a multiple
of s, say, r = ns ± c for some 1 ≤ c ≤ d. In this case, the argument of Lemma
2.5 shows that any β ∈ Xd,ns+c,s satisfies β ⊆ {1, 2, . . . , (n + 1)s + c − 1} and
any β ∈ Xd,ns−c,s satisfies β ⊆ {1, 2, . . . , (n + 1)s − 1}. The fact that β does not
contain any elements larger than s + r lets us not worry more about the (s + r)-
core condition. Furthermore, we draw inspiration from Straub’s result [18] that
N1,ns−1(s) = N1,n(s−1)−1(s− 1) + (n+ 1)N1,n(s−2)−1(s− 2) for all s ≥ 3.
6.2. Exact formulas. We derive an exact formula for Nd,ns−1(s) in the style of
Lemma 3.1. Although the casework is more complicated, the main idea remains
the same. We remark that the generalization to Nd,ns−c(s) requires the addition of
a few extra terms but is no harder. The formula for Nd,ns+c(s) is also very similar.
Readers familar with abacus structure of core partitions will find the proof method
especially natural.
Theorem 6.1. For any positive integers d, n, and s, we have
Nd,ns−1(s) =
⌈ s−dd+1⌉∑
µ=0
(
s− dµ
µ
)
(n+ 1)µ + n
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
(n+ 1)µ
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+ n
d−1∑
k=1
⌈ s−2d−k−2d+1 ⌉∑
µ=0
(
s− d− k − dµ− 2
µ
)
(n+ 1)µ
+
d−2∑
ℓ=1
(n+ 1)
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
(n+ 1)µ
+
d−2∑
ℓ=1
(n+ 1)
ℓ∑
k=1
⌈ s−3d+ℓ−k−1d+1 ⌉∑
µ=0
(
s− 2d+ ℓ− k − dµ− 1
µ
)
(n+ 1)µ.
Proof. As usual, we count the sets β ∈ Xd,ns−1,s. From above, we have β ⊆
{1, 2, . . . , (n + 1)s − 2} \ {s, 2s, . . . , ns}. Recall that x ∈ β for x > s requires
x− s ∈ β. Hence, the elements of β ∩ {s+ 1, s+ 2, . . . , (n+ 1)s− 2} are restricted
to the equivalence classes modulo s of β ∩{1, 2, . . . , s− 1}. Suppose we have a d-th
order twin-free set γ ⊆ {1, 2, . . . , s+d−1}\{s}, and let δ = γ∩{d, d+1, . . . , s+d−1}.
For any {x1, . . . , xm} ⊆ δ and nonnegative integers a1, . . . , am, it is clear that
γ ∪
m⋃
i=1
{xi + s, xi + 2s, . . . xi + ais}
is a valid β-set as long as each xi + ais ≤ (n + 1)s − 2. (We needed to check
elements up to s + d − 1 in order to ensure that the d-th order twin-free condi-
tion is preserved for the “wrap-around” effect of elements near s.) In fact, any
β ∈ Xd,ns−1,s can be written in this form. We distinguish five cases for possible
sets η = γ ∩ {1, 2, . . . , s− 1}, each of which contributes to Nd,ns−1(s).
If η ∩ {s − d + 1, s − d + 2, . . . , s − 1} = ∅, then we can freely include any d-th
order twin-free subset of {1, 2, . . . , s − d} in η. Because of the “buffer” space in
{s − d + 1, s − d + 2, . . . , s − 1}, we can bypass the consideration of δ, and we
see that any elements of η can “propagate” to larger elements of their equivalence
classes modulo s. In particular, there are n + 1 options for how far each x ∈ η
propagates. Conditioning on the number of elements in η (a´ la Lemma 3.1) gives
⌈ s−dd+1⌉∑
µ=0
(
(s− d) + d− dµ
µ
)
(n+ 1)µ =
⌈ s−dd+1⌉∑
µ=0
(
s− dµ
µ
)
(n+ 1)µ
ways to do this.
If s − 1 ∈ η and η ∩ {1, 2, . . . , d − 1} = ∅, then we know that the other elements
of γ are all in {d, d+ 1, . . . , s − d − 2}. Once again, we can choose any d-th order
twin-free subset of {d, d+1, . . . , s−d− 2}, and these elements can propagate freely
upwards. We note that there are only n options for how high the element s − 1
propagates, for a total of
n
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
(n+ 1)µ.
14
If s−1 ∈ η and k ∈ η for some 1 ≤ k ≤ d−1, then the other elements of γ are all in
{k+d+1, k+d+2, . . . , s−d−2}. (Because of the d-th order twin-free condition, η
contains at most 1 element smaller than d.) Note that k cannot propagate upwards
at all due to the presence of the element s− 1. As above, our total is
n
d−1∑
k=1
⌈ s−2d−k−2d+1 ⌉∑
µ=0
(
s− d− k − dµ− 2
µ
)
(n+ 1)µ.
If s − d + ℓ ∈ η for some 1 ≤ ℓ ≤ d − 2 and η ∩ {1, 2, . . . , ℓ} = ∅, then the other
elements of η are all in {ℓ + 1, . . . , s − 2d + ℓ − 1}. (Because of the d-th order
twin-free condition, η contains at most 1 element in {s− d+ 1, . . . , s− 1}.) There
are n+ 1 possibilities for how high s− d+ ℓ propagates, so our total is
d−2∑
ℓ=1
(n+ 1)
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
(n+ 1)µ.
We remark that this term is 0 when d ≤ 2. For d ≥ 3, the expression simplifies to
(d− 2)(n+ 1)
⌈ s−2d−1d+1 ⌉∑
µ=0
(
s− d− dµ− 1
µ
)
(n+ 1)µ.
If s − d + ℓ ∈ η for some 1 ≤ ℓ ≤ d − 2 and k ∈ η for some 1 ≤ k ≤ ℓ, then the
other elements of η are all in {k + d + 1, . . . , s − 2d + ℓ − 1}. Note that k cannot
propagate upwards due to the element s− d+ ℓ. The number of possibilities is
d−2∑
ℓ=1
(n+ 1)
ℓ∑
k=1
⌈ s−3d+ℓ−k−1d+1 ⌉∑
µ=0
(
s− 2d+ ℓ− k − dµ− 1
µ
)
(n+ 1)µ.
Summing the contributions from these five cases gives the desired formula. When
s ≤ 2d, a few subcases of the third through fifth cases are prohibited by the
d-th order twin-free condition. It is not difficult to verify that the offending term
vanishes whenever this happens. 
We remark that when d ≤ 2, the fourth and fifth contributions vanish. When d = 1,
the third contribution also vanishes, which yields a much simpler formula.
6.3. Recurrence relations. Although the formula in Theorem 6.1 is long, the
fact that all of the terms look very similar is a saving grace. The following lemma
examines a single generic term.
Lemma 6.2. For any positive integers d, n, and t, let
Bd,n(t) =
⌈ td+1⌉∑
µ=0
(
t+ d− dµ
µ
)
(n+ 1)µ.
Then Bd,n(t− 1) + (n+ 1)Bd,n(t− d− 1) = Bd,n(t).
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Proof. The identity follows from algebraic manipulations:
Bd,n(t− 1) + (n+ 1)Bd,n(t− d− 1)
=
⌈ t−1d+1⌉∑
µ=0
(
(t− 1) + d− dµ
µ
)
(n+ 1)µ + (n+ 1)
⌈ t−d−1d+1 ⌉∑
µ=0
(
(t− d− 1) + d− dµ
µ
)
(n+ 1)µ
=
⌈ t−1d+1⌉∑
µ=0
(
t− 1 + d− dµ
µ
)
(n+ 1)µ +
⌈ td+1⌉∑
µ=1
(
t− 1− d(µ− 1)
µ− 1
)
(n+ 1)µ
=
⌈ td+1⌉∑
µ=0
((
t− 1 + d− dµ
µ
)
+
(
t− 1 + d− dµ
µ− 1
))
(n+ 1)µ
=
⌈ td+1⌉∑
µ=0
(
t+ d− dµ
µ
)
(n+ 1)µ
= Bd,n(t).
In the third line, extending the ranges of the sums adds only terms equal to 0. 
We can use this lemma to derive a generalization of Straub’s recurrence relation.
Theorem 6.3. For any positive integers d and n and any integer s ≥ 3d+ 2, we
have the recurrence relation
Nd,ns−1(s) = Nd,n(s−1)−1(s− 1) + (n+ 1)Nd,n(s−d−1)−1(s− d− 1).
Proof. Apply Lemma 6.2 to each term of the formula in Theorem 6.1 separately.
The condition s ≥ 3d+2 guarantees that the upper bounds of the sums fall within
the scope of Lemma 6.2. Note that in the third through fifth terms of Theorem
6.1, the outer sums do not depend on s. 
We remark that for general Nd,ns±c(s), the the recurrence
Nd,ns±c(s) = Nd,n(s−1)±c(s− 1) + (n+ 1)Nd,n(s−d−1)±c(s− d− 1)
holds for all sufficiently large s. This is true because the formulas for Nd,ns±c(s)
are composed of the same “types” of terms as the formula for Nd,ns−1(s).
6.4. Generating functions and asymptotics. For any positive integers c, d,
and n with c ≤ d, we define the generating functions
Gd,n,±c(x) =
∞∑
s=1
Nd,ns±c(s)x
s.
We know from the theory of linear recurrences that Gd,n,±c(x) is some rational
function with denominator fd,n(x) = 1 − x − (n + 1)xd+1. Although we do not
compute the numerator in this paper, we see no fundamental obstruction to finding
it by computing the values of Nd,ns±c(s) for small s.
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Arguments in the style of Appendix A show that
Nd,ns±c(s) ∼s kn,d,±cw
−s
d,n
for some positive constant kn,d,±c depending on c and the sign of the deviation as
well as on d and n.
7. Open problems
We conclude this paper with a few open problems.
(1) Find a simple bijective proof of Theorem 4.1.
(2) What is the “correct” interpretation of Nd,r(s) for s ≤ 0 when r > d?
(3) Are other special cases of r > d tractable? Small values of r (relative to
d) seem like a natural place to start. Values of r where 2r is close to a
multiple of s could also be interesting.
Appendix A. Computation of asymptotics
This appendix is devoted to proving Lemma 5.3. We begin by establishing some
properties of the polynomial fd(z) = z
d+1+ z− 1. The following lemma shows that
the nonremovable singularities of Gd,1(z) are simple poles at the roots of fd(z).
(The singularity at z = 1 is clearly removable.)
Lemma A.1. For each positive integer d, the roots of fd(z) = z
d+1+ z − 1 are all
distinct. Moreover, fd(z) and z(1− z
d+1) have no common roots.
Proof. For the first statement, we show that fd(z) and f
′
d(z) are relatively prime
as elements of Q[z]. We begin with
gcd(fd(z), f
′
d(z)) = gcd(z
d+1 + z − 1, (d+ 1)zd + 1)
= gcd(
d
d+ 1
z − 1, (d+ 1)zd + 1).
The only root of d
d+1z− 1 is
d+1
d
, but (d+1)(d+1
d
)d+1 > 1 implies that d+1
d
is not
a root of (d+1)zd+1. Hence, gcd(fd(z), f
′
d(z)) = gcd(
d
d+1z− 1, (d+1)z
d+1) = 1,
and fd(z) has no repeated roots.
For the second statement, suppose z0 is a root of z(1− zd+1). Then either z0 = 0,
which is clearly not a root of fd(z), or z0 satisfies 1− z
d+1
0 = 0. In the latter case,
z0 6= 0, and fd(z0) = z
d+1
0 +z0−1 = z0 6= 0 shows that z0 is not a root of fd(z). 
We now describe the locations of the roots of fd(z).
Lemma A.2. For each positive integer d, the polynomial fd(z) has a unique positive
real root wd, and all other roots of fd(z) have modulus strictly larger than wd.
Proof. We first compute fd(0) = 0+0− 1 = −1 < 0 and fd(1) = 1+1− 1 = 1 > 0.
By the Intermediate Value Theorem, fd(z) has a real root in (0, 1). The fact that
f ′d(z) = (d+ 1)z
d + 1 > 1 for all positive real z precludes the existence of a second
positive real root and hence shows uniqueness.
Now, suppose z0 6= wd is any other (possibly complex) root of fd(z). Write z0 =
Reiθ where R > 0 (we know that 0 is not a root) and 0 < θ < 2π. We have zd+10 +
z0−1 = 0 and Re
(d+1)iθ+Reiθ = 1. By the triangle inequality, Rd+1+R ≥ 1, with
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equality only when Reiθ and Re(d+1)iθ have the same argument. But in this equality
case, Re(d+1)iθ + Reiθ has argument θ, which contradicts this expression equaling
1, so we can conclude that the inequality is strict. Then fd(R) = R
d+1+R−1 > 0,
and the monotonicity of fd(z) on (0,∞) implies that R > wd. Hence, wd is the
root with strictly smallest modulus. 
The next task is approximating wd. We preface the following lemma with a heuristic
explanation. When d becomes large, wd+1d is very small, and we expect wd to
approach 1. Thus, we write wd = 1 −
ε(d)
d+1 and note that w
d+1
d = (1 −
ε(d)
d+1 )
d+1 ≈
e−ε(d) for large d. Plugging this approximation into fd(wd) = 0 gives e
−ε(d) + (1−
ε(d)
d+1)−1 ≈ 0 and hence d+1 ≈ ε(d)e
ε(d). Thus, we expect ε(d) to be close to the real
branch evaluation of W (d+1), where the Lambert W-function W (z) is the inverse
of the map z 7→ zez. It is well known (see, e.g., [13]) thatW (z) ≈ log(z)− log log(z)
for real z ≥ 3. Hence, we approximade wd by w∗d = 1 −
log(d+1)
d+1 +
log log(d+1)
d+1 . We
now show that this is in fact a good approximation.
Lemma A.3. For any positive integer d, we have the bounds
wd = 1−
log(d+ 1)
d+ 1
+O
(
log log(d+ 1)
d+ 1
)
.
Proof. First, we compute
log
(
(w∗d)
d+1
)
= (d+ 1) log
(
1−
log(d+ 1)
d+ 1
+
log log(d+ 1)
d+ 1
)
= (d+ 1)
(
−
log(d+ 1)
d+ 1
+
log log(d+ 1)
d+ 1
+O
(
(log(d+ 1)− log log(d+ 1))2
(d+ 1)2
))
= − log(d+ 1) + log log(d+ 1) + o((d + 1)c−1)
for any small c > 0. The second equality comes from the Taylor expansion of
log(1 + x). Exponentiating gives
(w∗d)
d+1 =
log(d+ 1)
d+ 1
(1 + o((d+ 1)c−1)) =
log(d+ 1)
d+ 1
+ o((d+ 1)2c−2).
We now simply plug w∗d into fd(x):
fd(w
∗
d) =
log(d+ 1)
d+ 1
+ o((d + 1)2c−2) +
(
1−
log(d+ 1)
d+ 1
+
log log(d+ 1)
d+ 1
)
− 1
= O
(
log log(d+ 1)
d+ 1
)
Recall from the proof of Lemma A.2 that f ′d(x) > 1 for all positive x. Hence,
|wd − w
∗
d| < |fd(wd)− fd(w
∗
d)| = |fd(w
∗
d)| = O
(
log log(d+ 1)
d+ 1
)
.
Finally, we conclude that
wd = 1−
log(d+ 1)
d+ 1
+O
(
log log(d+ 1)
d+ 1
)
.

We now transition into the complex analysis portion of this section.
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Proposition A.4. For any positive integer d and any root w of fd(z), the residue
of Gd,1(z) at z = w is given by
Resw (Gd,1) = −
w3
(1− w)(d + 1− dw)
.
Proof. The computation is straightforward:
Resw (Gd,1) =
w(1 − wd+1)
1− w
lim
z→w
z − w
1− z − zd+1
=
w(1 − wd+1)
1− w
lim
z→w
1
−1− (d+ 1)zd
= −
w(1 − wd+1)
(1− w)(1 + (d+ 1)wd)
= −
w3
(1− w)(d + 1− dw)
.
The second equality follows from L’Hospital’s Rule, and the third equality holds
because w is not a root of (d + 1)zd + 1 (from Lemma A.1). The fourth equality
uses wd+1 + w − 1 = 0 to substitute for wd+1 and wd. 
We can finally prove Lemma 5.3.
Proof of Lemma 5.3. As is well-known, the asymptotics of the coefficients ofGd,1(z)
are controlled by the pole with the smallest modulus. So, for each fixed d,
Nd,1(s) ∼s −Reswd(Gd,1)
(
1
wd
)s
=
w3d
(1 − wd)(d+ 1− dwd)
(
1
wd
)s
.

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