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1. Introduction. Let A = {a 1 , . . . , a k } be a set of integers such that 0 ≤ a 1 < · · · < a k , and let A + A = {a l + a m | a l ∈ A, a m ∈ A}. If n is a natural number and {0, 1, . . . , n} ⊆ A + A then A is called a 2-basis. Let k = k(n) be the smallest integer for which a 2-basis for n with k elements exists, and let A be such a minimal 2-basis.
Since n + 1 ≤ |A + A| ≤ On the other hand, it is not hard to see that the set 0, 1, 2, . . . , √ n − 1 , √ n , 2 √ n , 3 √ n , . . . , √ n + 1 · √ n is a 2-basis for n with 2 · [ √ n ] + 1 elements, thus lim inf n→∞ n k 2 ≥ 1 4 (see Rohrbach [6] ).
Mrose [5] proved that lim inf n→∞ n/k 2 ≥ 2/7 = 0.2857 . . . . Rohrbach [6] gave a nontrivial upper bound with combinatorial argument: lim sup n→∞ n/k 2 ≤ 0.4992. Moser [3] improved this estimate with analytic argument (0.4903), and later, Moser, Pounder and Riddell [4] showed that lim sup n→∞ n/k 2 ≤ 0.4847. W. Klotz [2] proved that lim sup n→∞ n/k 2 ≤ 0.4802.
Güntürk and Nathanson [1] , using Fourier series for functions of two variables, showed that 0.4802 can be replaced by 0.4789. We will prove the following theorem (using Fourier series for functions of one variable):
Theorem. lim sup n→∞ n/k 2 ≤ 0.4778.
2.
Proof of the Theorem. Let n be a fixed large positive integer and let F (z) = k l=1 z a l be the generating function of the sequence A (where A is a minimal basis for n). Then
where δ(j) ≥ 0 for all j, because A is a 2-basis for n.
By (1), for z = 1 we have
Similarly to the proof of Moser, we will show that 2n j=0 δ(j) is "large". Let z = e t n+1 = e 2πit/(n+1) , where t is a positive integer. For (n + 1) ∤ t, we obtain 1 + z + z 2 + · · · + z n = 0, thus by (1),
We shall need the following lemma.
Then the Fourier series of f is
Proof. Let 0 < d ≤ 1/2 and
If we denote the Fourier series of the function ̺ d (x) by
and for t > 0,
Therefore by (5), (6) and (8), we have
hence in view of (4),
which completes the proof of the lemma.
Let A(y) = |{a l ∈ A | a l ≤ y}|. Then by the lemma,
|sin(πs(n + 1)ε) sin(πs(n + 1)(β + ε))| s 2 (n + 1) 2 |cos(πs(n + 1)β)|k.
It follows from (3) and (9) that 1
|2 sin(πtε) sin(πt(β + ε))| t 2 (11) and 0 < τ < 1/2 (the value of τ will be chosen later). If
Let 0 < µ < 1/2. Since a l > n/2, a m > n/2 implies that a l +a m > n, and also (1/2 − µ)n < a l ≤ n/2, (1/2 + µ)n < a m ≤ n implies that a l + a m > n, we have
which can be written as
By (13), for β = 1/2 − µ and ε = ε 1 (0 < ε 1 ≤ 1/4 + µ/2) we have
For β = 1/2 + µ and ε = ε 2 (0 < ε 2 < 1/4 − µ/2), by (13),
From (13), for β = 1/2 and ε = ε 0 (0 < ε 0 < 1/4) we get
We will distinguish two cases. If the right-hand side of (18) is not greater than A((1/2 + µ)n) (the first case), then replacing in (15) A(n/2) by the right-hand side of (18), by (14), we obtain
Hence in view of (16) and (17),
(if the right-hand side of (17) is less than or equal to k).
If the right-hand side of (18) is greater than A((1/2 + µ)n) (the second case), then we may suppose that
otherwise (14) would imply n + 1 ≤
k, which is identical with (12). So by (14), (18) and (16),
Thus we have one of the estimates (12), (19) and (21). Let µ = ε 1 = ε 2 = 1/12, ε 0 = 1/14 and √ τ = 0.149, i.e., τ = 0. 2 , 
