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Abstract-we combine some known techniques and results of Turan and Sch6nhqe to improve 
substantially numerical performance of the computation of the minimum and the maximum distances 
from a fixed complex point to roots (zeros) of a fixed univariate polynomial. @ 2001 Elsevier Science 
Ltd. All rights reserved. 
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Given the coefficients of a polynomial 
p(5) = kp,z” =p, fi(x - Zj), Pn #O, (1) 
i=O j=l 
we seek the value 
T = maxlzjzjl. 
j 
(2) 
The solution of the same problem applied to the reverse polynomial r(z) = ?p(l/z) produces 
minj Izjl. By shifting the origin to a fixed complex point X, that is, by solving the same proh- 
lem for the polynomials q(y) = r(y + X) or s(y) = p(y + X), we may compute minj IX - zjl 
(this is called protimity test at X) or maj IX - Zjl. Such tasks are important in polynomial 
computations, in particular, for rootfinding [l]. 
We propose the following substantial improvement of the numerical performance of the known 
algorithms. 
ALGORITHM 1. 
Input: the coefficients of a polynomial p(z) of (1) and E > 0. 
Output: a real r* satisfying 
?-* I T <5(1+ E)T*, 
for T of (2). 
Computation. 
1. Compute t = rnaxkzl Ip,_k/p,lll”. 
(3) 
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2. Compute the coefficients of the polynomial 
q(x) = p(4tz) = (4V?% l--&r - Yj), 
j 
3. Compute 6 = c/(40(1 f E)) and M = 2r, 1 = [log, log,(n/e)]. 
4. Compute the values 
m(k+l) q’(w”> 
40’ 
m= l,...,M-2, 
where w = exp(2r&i/M) is the Mth root of 1. 
5. Compute 
and output I-*. 
Let us deduce (3), that is, prove correctness of the algorithm. Recall that t/n 5 T 5 2t [2] and 
deduce that 
& I~I = mJax]yj] 5 $. (4) 
By applying a bound of [3], we obtain that 
n2-M-k 
Isi - ski 5 c1 _ 2_Mj I nTM 56 (5) 
for k = l,... ,n, where Sk = c?_ y. 3 i t. Clearly, Isi] - 6 I /sk] < rfh for all k, and therefore, 
r; < ~1, and T* 5 T (cf. (3)). It remains to prove that T 6 5(1 + E)T*. 
By Turan’s theorem [4], we have 
Let sh = ]sh ]/n for some h 2 1. Then we have 
h (b;i + s> < 5h ((r:)hn + 26) 
n - n 
=5h @)h+E). 
Therefore, 
Substitute ~-1 2 1/(4n) (cf. (4)) and obtain that 
ri I 5rl + 4067-1, ri 5 5rr(l - 406) I5(1 + e)r*. 
This completes the proof of (3). 
The algorithm requires O(n) flops except for Stage 4, which is reduced to performing three 
discrete Fourier transforms at the Mth roots of 1, that is, to O(M log M) flops, due to FFT. To 
achieve c = 0( l/n”) for any fixed c, it is sufficient to choose M = O(log n). Finally, by applying 
s Graeffe’s root squaring steps, we may shift from p(z) to the polynomial p, n,(z - zf), where 
S = 2”. Application of Algorithm 1 to this polynomial enables us to replace the factor of 5 in (3) 
by 51/s, S = 2s. 
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