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Resumo
Este estudo aborda a resolução de três diferentes problemas, amplamente encontrados
no real contexto de planejamento e controle da produção. Inicialmente, é proposta uma
meta-heurística GRASP para solucionar um problema de balanceamento de linhas de
montagem (SALBP-2). O método proposto apresentou resultados competitivos em relação
à literatura, também focando numa simplicidade de operação para ser aplicada em casos
reais. Na sequência, utilizou-se o mesmo método para solucionar o problema Job Shop
Scheduling (JSP). O GRASP desenvolvido para o JSP também apresentou bons resultados,
com baixo desvio relativo médio em relação às melhores soluções conhecidas da literatura.
Em seguida, abordou-se uma extensão do JSP, o problema Job Shop Scheduling Flexível
(FJSP). O JSP limita-se ao sequenciamento de operações em máquinas fixas, enquanto que
no FJSP a atribuição de uma operação não é pré-fixada e pode assim ser processada num
conjunto de máquinas alternativas. Portanto, o FJSP não se restringe ao sequenciamento,
estendendo-se na atribuição de operações para as máquinas adequadas (roteamento). O
FJSP é, portanto, mais complexo do que o JSP, pois considera a determinação da atribuição
da máquina para cada operação. Para solucionar o FJSP, propôs-se quatro meta-heurísticas:
GRASP, Simulated Annealing (SA), Iterated Local Search (ILS) e Clustering Search (CS).
O SA apresentou resultados inferiores, porém, ao incorporá-lo numa versão híbrida do ILS,
que o utiliza como busca local, os resultados melhoraram, principalmente em instâncias
mais complexas. Considerando a característica híbrida do CS, utilizou-se também o SA,
nesse caso como meta-heurística geradora de soluções. Essa abordagem também apresentou
resultados superiores ao SA. Tanto o ILS quanto o CS geraram resultados com valores
iguais ou próximos àqueles das melhores soluções conhecidas para um extenso conjunto
de instâncias para o FJSP, assim como também proveram alguns novos melhores valores
conhecidos.
Palavras-chaves: SALBP-2, JSP, FJSP, meta-heurística, Planejamento e Controle da
Produção, Otimização.

Abstract
This study addresses the resolution of three different problems, widely encountered in
the real context of production planning and control. Initially, a GRASP metaheuristic is
proposed to solve an assembly-line balancing problem (SALBP-2). The proposed method
presented competitive results in relation to the literature, also focusing on a simplicity of
operation to be applied in real cases. Subsequently, the same method was used to solve the
Job Shop Scheduling Problem (JSP). The GRASP developed for the JSP also presented
good results, with low average relative deviation in relation to the best solutions known
in the literature. Next, we approached an extension of the JSP, the Flexible Job Shop
Scheduling Problem (FJSP). The JSP is limited to the sequencing of operations on fixed
machines, whereas in the FJSP the assignment of an operation is not preset and can
thus be processed on a set of alternative machines. Therefore, the FJSP is not restricted
to sequencing, extending in the assignment of operations to the appropriate machines
(routing). The FJSP is more complex than the JSP because it considers the determination
of the assignment of the machine for each operation. In order to solve the FJSP, we
proposed four meta-heuristics: GRASP, Simulated Annealing (SA), Iterated Local Search
(ILS) and Clustering Search (CS). SA presented lower results, however, incorporating it
into a hybrid version of ILS, which uses it as a local search, the results improved, especially
in more complex instances. Considering the hybrid characteristic of CS, the SA was also
used, in this case as a solution-generating metaheuristic. This approach also presented
superior results to SA. Both ILS and CS generated results with values equal to or close to
those of the best known solutions for an extensive set of instances for the FJSP, as well as
providing some new best known values.
Keywords: SALBP-2, JSP, FJSP, metaheuristic, Production Planning and Control,
Optimization.
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1 Introdução
Ambientes industriais possuem como característica a necessidade de utilizar eficien-
temente recursos disponíveis como estações de trabalho, funcionários, máquinas, etc. Assim,
para maximizar o lucro necessitam produzir com o menor custo possível, minimizando o
desperdício de tempo e respeitando determinadas restrições.
Inúmeros são os problemas encontrados nesses ambientes industriais, um deles seria
no setor de Planejamento e Controle da Produção (PCP). Na área de produção, vários
problemas são caracterizados como problemas de Otimização Combinatória (OC).
Na indústria capixaba, especificamente em uma indústria de confecções, foram
identificados alguns problemas de OC, conforme ilustrado na Figura 1 onde apresenta-se
um exemplo simplificado de um ambiente produtivo de uma indústria de confecção.
Na área de produção há um conjunto de produtos a serem produzidos simulta-
neamente. Tais produtos são subdivididos em um conjunto de operações que devem ser
processadas nos setores (que podem ser máquinas, estações de trabalho, operadores, etc.)
identificados de 01 a 08, em uma sequência pré-definida, caracterizando um problema job
shop scheduling (JSP), abordado no Capítulo 4.
Quando considera-se a possibilidade de terceirização de algum setor, conforme
indicado nos setores 03 e 04, agrega-se complexidade ao JSP, possibilitando que uma
determinada operação possa vir a possuir rotas alternativas de produção, o que caracteriza
um problema job shop scheduling flexível (FJSP), explanado no Capítulo 5.
Considera-se que algum setores da área de produção são arranjados de forma
celular (04 a 06), no qual um uma operação consiste em um conjunto de sub-operações,
que são agrupadas para serem processadas em uma linha de produção (TUBINO, 1999).
Nesse contexto identifica-se um problema de balanceamento de linhas, que é abordado no
Capítulo 3.
Problemas de OC podem ser representados por um modelo matemático que visa
maximizar ou minimizar uma função objetivo, cujas variáveis são sujeitas a determinadas
restrições. Considerando a complexidade desses problemas, que geralmente são caracte-
rizados como NP-Hard (KNUTH, 1974), isto é, que até o momento não se conhece um
algoritmo capaz de solucioná-lo em tempo polinomial, torna-se interessante a aplicação
de métodos de otimização baseados em heurísticas e meta-heurísticas para solucioná-los
(ARENALES et al., 2007).
Meta-heurísticas visam explorar de forma inteligente o espaço de soluções, de modo
a proporcionar boas soluções (próximas da otimalidade) a um razoável custo computacional.
24 Capítulo 1. Introdução
ESTOQUE DE
AVIAMENTOS
????????????????
01
02
03
04
05
08
07
01 - ESTOQUE DE TECIDOS
?????????????????????????????????????????
03 - ESTAMPARIA
?????????????????????????
?????????????????????????
?????????????????????????
07 - ACABAMENTO / LIMPEZA
08 - PASSADORIA / EMBALAGEM
       ESTOQUE DE PRODUTO ACABADO
??????????????????
???????????????
????????
????????? BANHEIROSCOPA
06
Figura 1 – Exemplo de arranjo físico de uma indústria de confecção.
Seu funcionamento baseia-se na combinação de heurísticas que agregam características
específicas do problema, aplicando-as um ciclo de repetições, fazendo uso da aleatoriedade.
Tais heurísticas visam escapar de ótimos locais, explorando a vizinhança por meio de
pertubações e/ou busca locais (GENDREAU; POTVIN, 2010).
1.1 Objetivos e Contribuições
Esta tese se propõe a contribuir com o desenvolvimento de algoritmos baseados
em meta-heurísticas para resolver diferentes problemas de otimização combinatória no
contexto de PCP. Entretanto, considerando o grande número de variações existentes,
torna-se praticamente impossível tratar todas nesse estudo. Logo, buscou-se chamar a
atenção de um subconjunto de problemas, listados a seguir:
(i) Problema de Balanceamento de Linhas de Montagem Simples do tipo dois (SALBP-2)
(REITER, 1969).
(ii) Problema Job Shop Scheduling (JSP) (JOHNSON, 1954).
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(iii) Problema Job Shop Scheduling Flexível (FJSP) (BRUCKER; SCHLIE, 1990).
Os principais objetivos deste trabalho são, a partir da identificação de problemas de
otimização combinatória, os quais ocorrem na indústria de confecção capixaba, desenvolver
algoritmos eficientes para solucionar os problemas. Para avaliar a eficiência dos métodos
desenvolvidos, realiza-se análises considerando o estado da arte da literatura.
Para tanto, desenvolveu-se algoritmos baseados na meta-heurística Greedy Rando-
mized Adaptive Search Procedure (GRASP) (FEO; RESENDE, 1989) para os problemas
SALBP-2, JSP e FJSP. Considerando a relevância do FJSP, e que o GRASP não apresentou
resultados satisfatórios para o problema, buscou-se desenvolver outras meta-heurísticas,
com o objetivo de obter melhores resultados para o respectivo problema. Dessa forma, foram
propostos mais três algoritmos baseados nas seguintes meta-heurísticas: Simulated Annea-
ling (KIRKPATRICK; GELATT; VECCHI, 1983), Iterated Local Search (LOURENÇO;
MARTIN; STÜTZLE, 2002) e Clustering Search (OLIVEIRA, 2004).
1.2 Organização do Trabalho
Esse trabalho está organizado em seis capítulos, sendo este o primeiro. No Capítulo 2
são introduzidos os conceitos básicos sobre a área de pesquisa e, de forma resumida, as
principais características das meta-heurísticas utilizadas.
No Capítulo 3 aborda-se o simples problema de balanceamento de linhas de monta-
gem do tipo 2 (SALBP-2). Uma descrição do problema e uma breve revisão bibliográfica
referente ao SALBP-2 são realizadas. Em seguida, apresenta-se a meta-heurística proposta
para resolução do problema, os resultados computacionais e algumas considerações.
Os Capítulos 4 e 5 apresentam, respectivamente, os problemas Job Shop Scheduling
(JSP) e, sua extensão, Job Shop Scheduling Flexível (FJSP). Nesses capítulos também são
apresentadas as definições, formulações matemáticas e breve revisões bibliográficas sobre
os problemas abordados, assim como as meta-heurísticas propostas para solucioná-los, os
resultados computacionais e algumas considerações.
O Capítulo 6 sumariza as conclusões e contribuições deste estudo, seguidas por
algumas sugestões para sua continuação. Por conseguinte, as referências são listadas, asssim
como os Apêncices A e B.
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2 Fundamentos Teóricos
Neste capítulo aborda-se os fundamentos teóricos que embasam todas as abordagens
realizadas durante a tese.
2.1 Otimização Combinatória
A otimização combinatória é um subconjunto de otimização matemática e está
relacionada à pesquisa operacional e à teoria da computação. Possui aplicações importantes
em vários campos, incluindo inteligência artificial, aprendizado de máquina e engenharia
de software. De acordo com Wolsey (1998), nessa categoria de problema, geralmente é
dado um conjunto finito N = {1, ..., n}, pesos cj para cada j ∈ N , e um conjunto F
de subconjuntos viáveis de N . O problema de encontrar um subconjunto viável de peso
mínimo é caracterizado como um Problema de Otimização Combinatória (Equação 2.1).
minS⊆N{
∑
j∈S
cj : S ∈ F} (2.1)
Problemas de otimização geralmente envolvem um grande número de alternativas,
sendo encontrados nos setores público e privado da economia. Nesses problemas, dado
um conjunto de soluções finitas X e uma função real f : x→ R, busca-se encontrar uma
solução x∗ tal que f(x∗) ≤ f(x),∀x ∈ X. Alguns problemas podem possuir características
específicas que podem alterar seu domínio, podendo ser pertencente ao conjunto dos
números inteiros (chamados de problemas de programação inteira - PI) ou mesmo possuir
variáveis inteiras e reais, chamados de problemas de programação inteira mista (PIM). São
exemplos de problemas de otimização o projeto de redes de telecomunicações, a construção
de horários rentáveis de equipes de trabalho, ou mesmo problemas de planejamento e
controle de produção. Para encontrar uma solução ótima em um problema de otimização
combinatória é, teoricamente, possível enumerar as soluções e avaliar cada uma com
respeito ao objetivo definido. No entanto, na prática, muitas vezes é impossível seguir essa
estratégia de enumeração completa porque o número de combinações geralmente cresce
exponencialmente com o tamanho do problema e, nesse contexto, surge a necessidade de
aplicação de métodos de otimização (WOLSEY, 1998; BAZARAA; JARVIS; SHERALI,
2009).
Verifica-se um grande volume de trabalho nos últimos anos para desenvolver
métodos de otimização que não exigem explicitamente uma análise de cada alternativa.
Essa característica de pesquisa deu origem ao campo de otimização combinatória, que
vem proporcionando uma capacidade crescente de solucionar problemas cada vez mais
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complexos do mundo real (PAPADIMITRIOU; STEIGLITZ, 1982). Ainda assim, grande
parte dos problemas encontrados na indústria são computacionalmente intratáveis pela
natureza ou suficientemente grandes para impedir o uso de algoritmos exatos. Nesses casos,
métodos heurísticos geralmente são empregados para encontrar boas soluções, mas não
necessariamente garantidas ótimas. A eficácia desses métodos depende da sua capacidade
de se adaptar a um contexto específico, evitando o aprisionamento em ótimos locais,
explorando a estrutura básica do problema.
2.2 Métodos heurísticos
Dado que muitos, se não a maioria, dos problemas práticos que desejamos resolver
são NP-hard, não é de surpreender que algoritmos heurísticos ou de aproximação desem-
penhem um papel importante em problemas de otimização combinatória. Segundo Wolsey
(1998), métodos heurísticos possuem algumas características:
• Uma heurística pode ser vista como uma técnica inspirada em processos intuitivos
que procura uma boa solução a um custo computacional aceitável;
• Em geral, não garantem a otimalidade, nem permitem verificar o quão próximo uma
solução está do ótimo global;
• O desafio é produzir, em tempo reduzido, soluções tão próximas quanto possível da
solução ótima.
• A maioria das heurísticas é muito específica para um problema particular.
Colin (2007) faz uma analogia entre os métodos heurísticos e o problema de localizar,
empiricamente, o ponto mais alto da Terra. Para resolver este problema, partiria-se de um
ponto viável, ou seja, de qualquer lugar na superfície terrestre, em busca das montanhas
mais altas. Neste processo, várias montanhas seriam escaladas e suas alturas comparadas. O
ponto mais alto iria progressivamente aumentando com as novas descobertas (os chamados
ótimos locais). Até que em determinado momento as buscas se dessem por encerradas por
algum critério (por exemplo, a não descoberta de pontos mais altos por um longo período,
falta de segurança, restrições de tempo ou financeiras, tempo, etc.) e o ponto mais alto
fosse definido, mesmo sem uma comprovação científica, mesmo existindo a possibilidade
de existir outro ponto mais alto, ainda inexplorado.
Assim são os métodos heurísticos, uma busca contínua e empírica, que pode-se
agregar conhecimento específico do problema (inteligência), que tende a encontrar vários
ótimos locais, cujo resultado é o melhor que se pode encontrar sob determinadas condições.
Em relação a métodos heurísticos, há duas abordagens básicas: algoritmos construtivos e
busca local.
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Algoritmos construtivos consistem em construir uma solução de um problema de
forma incremental. A cada passo, um componente é escolhido e depois inserido na solução
até gerar uma solução completa. O componente escolhido em cada passo é um candidato
definido de acordo com algum critério.
Partindo de uma solução inicial, a busca local consiste em “navegar” iterativamente
pelo espaço de busca movendo-se, em cada passo, de uma solução para uma solução vizinha
(adjacente). Dessa forma, define-se os seguintes conceitos:
• Vizinhança: seja S o espaço de busca do problema e s a solução de um problema.
A função vizinhança é uma função N(s) que mapeia cada solução s ∈ S para um
subconjunto N(s) ⊆ S. Um elemento qualquer de N(s) é denominado vizinho de s.
• Movimento ou Perturbação: uma operação para um vizinho s′ ∈ N(s) ser alcançado
pela solução s.
Dessa forma, métodos de solução que coordenam procedimentos de busca local
com estratégias de mais alto nível (podendo ter inspiração na natureza, ou no problema
em específico), de modo a criar um processo capaz explorar a vizinhança de uma so-
lução, visando escapar de ótimos locais, são denominados meta-heurísticas (GLOVER;
KOCHENBERGER, 2003).
2.3 Meta-heurísticas utilizadas na tese
A seguir descreve-se genericamente as meta-heurísticas que são utilizadas durante
o desenvolvimento da tese.
2.3.1 Greedy Randomized Adaptive Search Procedure
A meta-heurística Greedy Randomized Adaptive Search Procedure (GRASP) foi
proposta inicialmente por Feo e Resende (1989) e desde então vem sendo aplicada em vários
problemas de otimização combinatória (RESENDE; RIBEIRO, 2003; FESTA; RESENDE,
2009b). O GRASP é uma meta-heurística multi-start, sendo que cada iteração é constituída
por uma fase de construção, na qual é gerada uma solução viável, e uma fase de busca
local, que se aplica uma intensificação na solução construída. A solução é construída a
partir de um algoritmo que é parte guloso e parte aleatório. Na busca local, aplica-se
um processo iterativo que visa encontrar uma solução localmente ótima. As aplicações
repetidas de um procedimento de construção produzem diferentes soluções iniciais para
a busca local, diversificando a busca (FESTA; RESENDE, 2009a; FESTA; RESENDE,
2011).
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O Algoritmo 1 ilustra o pseudocódigo de implementação genérica do GRASP para
um problema de minimização. A entrada para o GRASP inclui parâmetros para definir o
tamanho da lista de candidatos (ListSize), o número máximo de iterações (MaxIter), e a
semente para o gerador de números aleatórios (RandomSeed). As iterações do GRASP
são realizadas nas linhas 3-7. Cada iteração do GRASP consiste na fase de construção
(linha 3), fase de busca local (linha 4) e, se necessário, atualização da melhor solução
encontrada (linhas 5-7). Dessa forma, após chegar ao limite de número de iterações definido,
o algoritmo retorna a melhor solução encontrada (linha 8).
Algoritmo 1: Pseudocódigo genérico do GRASP para um problema de minimização
entrada :ListSize, MaxIter, RandomSeed
saída :A melhor solução encontrada x∗
1 MIN ←∞
2 para iter ← 1 até MaxIter faça
3 x← Constroi_Solucao(ListSize, RandomSeed)
4 x← Busca_Local(x)
5 se x é viável e f(x) < MIN então
6 x∗ ← x
7 MIN ← f(x)
8 retorna x∗
Na fase de construção, a solução é construída elemento a elemento. Inicialmente, o
elemento está em uma lista de candidatos (LC). Através de um parâmetro é criada uma
lista restrita de candidatos (LRC) que possui os melhores elementos de LC. A LRC pode
ser determinada de diferentes formas:
• Baseada em cardinalidade: seleciona-se os p elementos com o menor custo. Para isso,
é necessário definir, geralmente de forma empírica, o valor do parâmetro p.
• Baseada em qualidade: considerando cmin e cmax como o menor e o maior custo
dos elementos, insere-se na LRC os elementos e cujo custo seja: cmin ≤ c(e) ≤
+α × (cmax − cmin). É necessário a definição do parâmetro α, que regula o quão
aleatório ou guloso o algoritmo se comportará.
• Baseada em probabilidade: seleciona-se os elementos aleatoriamente. Em geral, usa-se
uma distribuição uniforme.
A segunda fase do GRASP, a fase de busca local, consiste em refinar a solução
gerada na fase de construção, aplicando um método de busca local. Isso corresponde a
uma intensificação na solução encontrada. explorando regiões vizinhas através da busca
local para encontrar um ótimo local.
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Algumas aplicações desse método são apresentadas em Festa e Resende (2009b),
Bissoli e Amaral (2015) e Bissoli e Amaral (2016).
2.3.2 Simulated Annealing
A meta-heurística Simulated Annealing (SA) é um método de busca local que aceita
movimentos de piora para escapar de ótimos locais. O SA foi proposto originalmente por
Kirkpatrick, Gelatt e Vecchi (1983) e baseia-se em uma analogia com a termodinâmica ao
simular o resfriamento de um conjunto de átomos aquecidos. Essa técnica inicia sua busca
a partir de uma dada solução inicial. O procedimento principal consiste em um laço que
gera aleatoriamente, em cada iteração, um único vizinho s′ da solução atual s.
Apresenta-se no Algoritmo 2 o pseudocódigo genérico do SA. Os seguintes parâ-
metros são recebidos pelo algoritmo SA: uma solução inicial s construída, a temperatura
inicial T0, a temperatura de congelamento Tc, o número máximo de iterações SAmax, uma
taxa de resfriamento β e um tempo limite de execução Tl. Estes parâmetros geralmente são
calibrados empiricamente, sendo que aplicar uma temperatura inicial muito alta faz com
que um espaço muito grande de soluções seja visitado, aumentando o tempo computacional
e dificultando a busca. Por outro lado, uma temperatura inicial muito baixa tende a uma
convergência prematura.
Algoritmo 2: Pseudocódigo genérico Simulated Annealing.
entrada :T0, Tf , β, SAmax, Solução s
saída : Solução s∗
1 s∗ ← s;
2 T ← T0;
3 enquanto T > Tf faça
4 iter ← 0 ;
5 enquanto iter < SAmax faça
6 iter ← iter + 1 ;
7 s′ ← N(s);
8 se f(s′) < f(s) então
9 s← s′;
10 se f(s′) < f(s∗) então
11 s∗ ← s′;
12 senão
13 s← s′, com probabilidade e−(f(s
′)−f(s))
T ;
14 T ← T × β;
15 retorna s∗
Aplica-se SAmax iterações em s (linhas 6-13) para cada temperatura, que é decre-
mentada de acordo com o valor β (linha 14). A cada iteração, realiza-se uma perturbação
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na solução atual, gerando s′ (linha 7). Em seguida, a solução atual é avaliada (linha 8).
Caso s′ seja melhor que a solução global, atualiza-se s∗ (linhas 9-11). Caso contrário,
avalia-se, considerando uma dada probabilidade, se a busca continua a partir de s′ ou em
s (linhas 12-13).
A temperatura T inicialmente possui um valor elevado T0. Conforme a temperatura
decrementa-se, aproximando do valor Tf , a probabilidade de aceitação de soluções piores
pelo SA também é diminuída, intensificando a busca. Algumas aplicações desse método
são apresentadas em Bissoli, Altoé e Amaral (2017), Ahonen, Alvarenga e Amaral (2014),
Ribeiro, Mauri e Lorena (2011), Mauri (2008), Koulamas, Antony e Jaen (1994), Laarhoven
e Aarts (1987) e Kirkpatrick, Gelatt e Vecchi (1983).
2.3.3 Iterated Local Search
A meta-heurística Iterated Local Search (ILS) foi proposta por Lourenço, Martin e
Stützle (2002). O ILS considera que gerar novas soluções iniciais por meio de aplicação de
perturbações na solução ótima local possibilita uma melhor exploração da vizinhança pela
busca local.
O Algoritmo 3 apresenta o pseudocódigo genérico do ILS, composto por quatro
módulos: o procedimento SoluçãoInicial (linha 1), que objetiva gerar uma solução inicial
qualquer; a BuscaLocal (linhas 2 e 5), que visa explorar a solução em busca de um ótimo
local; Pertubação (linha 4), que consiste em pertubar a solução atual s, diversificando a
busca, e o critério de Aceitação (linha 6), que decide em qual solução a próxima pertubação
será aplicada.
Algoritmo 3: Pseudocódigo genérico do ILS.
entrada : ILSmax
saída : Solução s
1 s← SolucaoInicial();
2 s← BuscaLocal(s);
3 para i← 1 até ILSmax faça
4 si ← Pertubacao(s);
5 si ← BuscaLocal(si);
6 s← Aceitacao (s, si);
7 fim
Como parâmetro a ser calibrado, o ILS apresenta o número máximo de iterações
ILSmax. Algumas aplicações do ILS podem ser encontradas em Subramanian e Battarra
(2013), Penna, Subramanian e Ochi (2013), Subramanian (2012), Gendreau e Potvin (2010),
Lourenço, Martin e Stützle (2002) e Besten, Stützle e Dorigo (2001).
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2.3.4 Clustering Search
A primeira versão da meta-heurística Clustering Search (CS) surgiu em Oliveira
(2004), que desenvolveu o Evolutionary Clustering Search (ECS) para solucionar problemas
de minimização de funções numéricas sem restrições e ao Gate Matrix Layout Problem.
O ECS tem como base um algoritmo evolutivo, no qual em seu processo de busca,
verifica se há uma maior concentração de indivíduos nas quais localizam-se os indivíduos de
melhor qualidade. Dessa forma, aplica-se uma etapa de agrupamento iterativamente com
um algoritmo evolutivo com o objetivo de identificar grupos de indivíduos com uma certa
similaridade. O objetivo consiste em detectar regiões promissoras, baseado na quantidade
de soluções geradas em cada região da busca. Nessas regiões promissoras, aplica-se um
processo de intensificação, isto é, uma busca local (OLIVEIRA, 2004; CHAVES, 2009).
Posteriormente, o Clustering Search passou por uma generalização, isto é, foi
definido como uma meta-heurística híbrida que une uma meta-heurística geradora de
soluções (e não especificamente um algoritmo evolutivo, como o ECS) e um processo
de agrupamento (clustering), que pode ser aplicada a qualquer problema de otimização
combinatória (CHAVES, 2009; OLIVEIRA; CHAVES; LORENA, 2013).
O CS visa dividir o espaço de busca e identificar regiões promissoras, subdividindo
o espaço de busca em clusters. Um cluster geralmente é caracterizado como C = (c, v, r).
O centro ci é uma solução que representa o cluster Ci. O volume vi consiste na quantidade
de soluções contidas no cluster Ci. Um parâmetro λ define um número limitante de volume
para que, ao ser atingindo, um cluster seja considerado promissor. O atributo ri representa
a ineficiência do cluster, armazenando o número de vezes consecutivas que a busca local
foi aplicada em Ci sem melhora na solução, sendo limitado pelo parâmetro rmax.
A etapa de agrupamento de soluções (clustering) necessita, de alguma forma, avaliar
a similaridade de duas soluções, tais como distância de Manhattan, distância de Hamming,
distância de Levenshtein, entre outras (CHAVES, 2009).
O CS é uma meta-heurística híbrida que une três componentes principais: uma
meta-heurística geradora de soluções, um processo de agrupamento e um método de
busca local. A cada iteração do CS, uma solução sk é gerada pela meta-heurística e, em
seguida, inicia-se o processo de agrupamento. A partir de um método previamente definido,
avalia-se qual cluster possui seu centro mais similar à sk. Ao inserir a solução sk em um
determinado cluster, este deve ter seu centro atualizado. Se o volume do cluster atingir
o valor do parâmetro λ, este é definido como promissor e então aplica-se o processo de
busca local. Caso a busca local não proporcione melhora na solução, incrementa-se o valor
r daquele cluster, até atingir o limitante rmax ou obter melhora. Ao rmax ser alcançado,
uma perturbação é aplicada no centro deste cluster, com o objetivo de diversificar a
busca. Caso contrário, isto é, a busca local encontre uma solução melhor, o respectivo
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valor de r é zerado, e atualiza-se o centro do cluster. Assim, ao encerrar a etapa de
agrupamento, o processo retorna para a meta-heurística, que irá gerar uma nova solução.
Tal procedimento é repetido até que um critério de parada seja atingido. Apresenta-se na
Figura 2 o fluxograma da meta-heurística CS.
Busca Local
sk
sk
Cj
cj
vj
Processo de Agrupamento
rj rmax
cj
rj
cj rj
cj
FIM
INÍCIO
Figura 2 – Fluxograma da meta-heurística CS.
Fonte: Chaves (2009).
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3 Problema de Balanceamento de Linhas de
Montagem
Na produção industrial de grandes volumes de produtos padronizados, ou mesmo
na produção de pequenos volumes personalizados, os sistemas de produção baseados em
um fluxo direcionado são chamados linhas de montagem.
Uma linha de montagem consiste em uma determinada quantidade de estações de
trabalho dispostas ao longo do equipamento de manuseio de materiais (por exemplo, uma
esteira rolante) onde as peças são movidas consecutivamente de uma estação de trabalho
para a próxima, até chegarem ao fim da linha (ver Figura 3). Na linha de montagem,
um número específico de tarefas é executado para obter um produto acabado, com cada
estação de trabalho executando um subconjunto dessas tarefas. Uma tarefa requer uma
estação de trabalho específica e um certo tempo de processamento. Devido às condições
tecnológicas e organizacionais, as restrições de precedência entre as tarefas devem ser
respeitadas. Como várias tarefas são executadas simultaneamente, é necessário distribuir
a carga entre as estações de trabalho de forma mais equânime possível, de modo que as
estações possuam aproximadamente a mesma quantidade de tempo para a execução da
tarefa atribuída. Desta forma, os problemas que visam otimizar processos relacionados à
fabricação de produtos através de linhas de montagem são conhecidos como problemas
de balanceamento de linha de montagem (Assembly Line Balancing Problems - ALBP)
(BECKER; SCHOLL, 2006).
A prioridade entre tarefas de montagem pode ser vista por meio de um grafo de
precedência. Neste grafo, cada nó representa uma tarefa, cada peso do nó representa o
tempo de processamento da tarefa, e cada arco representa uma restrição de precedência.
Operador A Operador C Operador C
Operador B Operador D Operador D
LINHA DE
MONTAGEM
Fluxo das tarefas de montagemFluxo das tarefas de montagem
Figura 3 – Fluxo de operações em uma linha de montagem.
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Figura 4 – Grafo de precedência.
A Figura 4 ilustra um grafo de precedência com 9 tarefas com tempos de processamento
variando entre 1 e 7 unidades de tempo. Em relação às restrições de precedência, veja, por
exemplo, que a Tarefa H, para ser processada, exige que Tarefas B (predecessor direto)
e A (predecessor indireto) sejam processadas anteriormente. Por outro lado, a Tarefa H
deve ser concluída antes que seus sucessores diretos (G e I) e sucessor indireto (E) possam
ser iniciados.
O presente estudo considera o problema de balanceamento de linha de montagem
simples na sua versão número dois (SALBP-2), no qual o objetivo é minimizar o tempo de
ciclo, para um número fixo de estações de trabalho (BECKER; SCHOLL, 2006).
Este estudo está organizado da seguinte forma: Na seção 3.1 é dada uma visão
geral do problema de balanceamento da linha de montagem. Posteriormente, aborda-se a
literatura relacionada para o SALBP-2, e sua formulação matemática, respectivamente
nas Seções 3.2 e 3.3. Em seguida (Seção 3.4), um algoritmo GRASP é proposto para
o SALBP-2. A Seção 3.5 apresenta os resultados computacionais, seguidos pela Seção
Considerações finais (3.6).
3.1 Características do problema de balanceamento da linha de mon-
tagem
Uma série de artigos de revisão sobre o problema de balanceamento de linha são
encontrados na literatura (por exemplo, Baybars (1986), Ghosh e Gagnon (1989), Erel e
Sarin (1998), Becker e Scholl (2006), Scholl e Becker (2006), Tasan e Tunali (2008), Saif et
al. (2014), Sivasankaran e Shahabudeen (2014)). O problema de balanceamento da linha
de montagem (ALBP) é frequentemente classificado de acordo com suas várias restrições e
objetivos diferentes, como mostrado na Figura 5.
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Simples ALBP
(SALBP)
Generalizado ALBP
(GALBP)
Problema de
Balanceamento
de Linha de
Montagem
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SALBP - 1
SALBP - 2
SALBP - E
SALBP - F
MALBP/MSP
UALBP
Outros
Figura 5 – Classificação dos problemas de balanceamento da linha de montagem.
Figura 6 – Linha de montagem em formato U.
De acordo com a Figura 5, o ALBP é dividido em duas classes: Problema de
balanceamento de linha de montagem simples (Simple Assembly Line Balancing Problem -
SALBP) e problema de balanceamento de linha de montagem generalizado (Generalized
Assembly Line Balancing Problem - GALBP). O GALBP inclui, por exemplo, linhas de
montagem com layout em U (UALBP), que é ilustrado na Figura 6 (WEN-CHYUAN;
KOUVELIS; URBAN, 2007; FATTAHI; TURKAY, 2015; OGAN; AZIZOGLU, 2015), ou
com estações de trabalho paralelas (MALBP/MSP) (OZBAKIR et al., 2011; KUCUKKOC;
ZHANG, 2015; ÇIL et al., 2017), ou outras variações (BAYKASOGLU, 2006; HWANG;
KATAYAMA, 2010; OTTO; SCHOLL, 2011; FATTAHI; ROSHANI; ROSHANI, 2011;
YAGMAHAN, 2011; ZACHARIA; NEARCHOU, 2012; HAMTA et al., 2013; BAUTISTA;
BATALLA-GARCÍA; ALFARO-POZO, 2016; TRIKI; MELLOULI; MASMOUDI, 2017).
O SALBP consiste em atribuir um conjunto de tarefas a um conjunto de estações, a fim
de minimizar o número de estações ou o tempo de ciclo da linha.
Grande parte dos estudos sobre balanceamento de linha de montagem foca-se em
modelar e resolver variações do SALBP (BOWMAN, 1960; EREL; SARIN, 1998; LAPI-
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ERRE; RUIZ; SORIANO, 2006; PEETERS; DEGRAEVE, 2006; BAUTISTA; PEREIRA,
2009; YU; YIN, 2010; PETROPOULOS; NEARCHOU, 2011; NEARCHOU, 2011; PAPE,
2015; PITAKASO, 2015). O SALBP apresenta as seguintes características principais
(BECKER; SCHOLL, 2006; SCHOLL; BECKER, 2006):
• produção em massa de um produto homogêneo;
• ritmo da linha com tempo de ciclo fixo c;
• tempos de operações tj determinísticos (e integrais);
• não há restrições de atribuição além das restrições de precedência;
• layout em linha com m estações em apenas um lado;
• todas as estações são equipadas com a mesma quantidade de máquinas e trabalhado-
res;
• maximizar a eficiência da linha E = tsum/(m× c) com tempo total de tarefa sendo
tsum =
∑n
j=1 tj.
O SALBP é relevante para a simples montagem de produtos em linha reta no qual
apenas as restrições de precedência entre as tarefas são consideradas. São definidos quatro
tipos dessa classificação (REITER, 1969; BAYBARS, 1986; BECKER; SCHOLL, 2006):
• SALBP-1: consiste na atribuição de tarefas aos postos de trabalho de tal modo que
o número de estações (m) é minimizado para uma dada taxa de produção (tempo
de ciclo fixo, c), o que é equivalente a minimizar o tempo ocioso total;
• SALBP-2: busca minimizar o tempo de ciclo (maximizar a taxa de produção), sujeito
a restrições de precedência para um determinado número (m) de estações disponíveis;
• SALBP-E: é a versão mais geral do problema, que visa maximizar a eficiência da
linha (E), e, simultaneamente minimizar c e m, considerando suas inter-relações;
• SALBP-F é um problema de viabilidade que se baseia em estabelecer se há ou não
um balanceamento de linha viável para uma dada combinação entre c e m.
3.2 Literatura relacionada para o SALBP-2
Para o SALBP-2 existem abordagens baseadas em métodos exatos e/ou heurísticos.
No que diz respeito aos métodos exatos, até a presente data, o trabalho que obteve os
melhores resultados para o SALBP-2 foi o de Klein e Scholl (1996). Os autores propuseram
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um procedimento Branch and Bound denominado SALOME-2, que usa uma nova técnica
de enumeração, que eles chamaram de método do limite inferior local, complementado por
uma série de regras de limite e dominância.
Em relação aos métodos heurísticos, Scholl e Voß (1997) propuseram um algoritmo
Busca Tabu (TS) para SALBP-1 e SALBP-2. Kim, Kim e Kim (1996) aplicaram um
algoritmo genético chamado pGA para resolver cinco variações do SALBP, sendo uma delas,
multi-objetivo. Uğurdağ, Rachamadugu e Papachristou (1997) desenvolveram um método
heurístico em duas etapas baseado em uma formulação de programação inteira do SALBP-2.
Gonçalves e Almeida (2002) implementaram duas versões de algoritmos genéticos, que eles
definiram como rGA_prb e rGA_rks. Liu, Ong e Huang (2003) consideraram o SALBP-2
e implementaram algoritmos que primeiro geram uma solução inicial por um procedimento
de atribuição bidirecional e então melhoram a solução inicial obtida realizando trocas de
tarefas entre estações de trabalho.
Duas heurísticas baseadas no método de evolução diferencial (Differential Evolution
- DE), nomeadas random-keys (DE_rks) e codificação baseada em prioridade (DE_prb)
foram apresentadas por Nearchou (2007) para o SALBP-2. Os resultados expostos foram
superiores aos de algoritmos evolutivos previamente publicados.
Boysen e Fliedner (2008) elaboraram uma heurística de dois estágios baseada em
um algoritmo de gráfico e otimização de colônias de formigas para resolver todas as versões
do SALBP. No entanto, esse método genérico apresenta desempenho inferior quando
comparado a algoritmos especializados.
Kilincci (2010) realizou uma abordagem em que o SALBP-2 é modelado com uma
heurística baseada em Petri net (PN) usando rede de precedência. Neste caso, as tarefas
disponíveis são determinadas e, em seguida, uma tarefa é atribuída a uma estação de
trabalho usando as prioridades do PN. Diferentes versões das heurísticas propostas são
obtidas utilizando os procedimentos forward (PNA-for), back (PNA-back) e bidireccional
(PNA-bid). As heurísticas propostas obtiveram bons resultados quando comparadas com a
literatura, especialmente para grandes linhas de montagem.
Mais recentemente, Zhang et al. (2016) desenvolveram variações do método DE,
denominando-o como Integer Coded Differential Evolution Algorithm (IDEA) para a
solucionar o SALBP-2. O IDEA apresentado pode lidar diretamente com variáveis inteiras
do SALBP-2 em um espaço discreto. Para melhorar o desempenho do IDEA, algumas
mudanças são feitas no esquema de mutação e no operador de seleção DE básico. Dois
esquemas de mutação diferentes para o IDEA, chamados de DE/rand/2/bin (IDEA_rd2)
e self-adaptive double scheme (IDEA_apt) foram implementados. O segundo apresentou
um desempenho superior ao resolver instâncias maiores do SALBP-2.
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3.3 Formulação matemática do SALBP-2
O SALBP-2 pode ser formulado matematicamente como se segue. Uma instância
(T,G,m) consiste em três componentes. T = {1, ..., n} é um conjunto de n tarefas. Cada
tarefa i ∈ T tem o tempo de processamento pré-definido como ti > 0. Sem perda de
generalidade, os tempos de processamento são, daqui em diante, considerados valores
inteiros. Além disso, é dado um grafo de precedência acíclico orientado G = (T,A), sendo
T seu conjunto de nós e A seu conjunto de arcos. Finalmente, m representa um número
pré-definido de estações de trabalho que estão ordenadas de 1 a m. Um arco ai,j ∈ A
indica que a tarefa i deve ser processada antes da tarefa j. Dada uma tarefa j ∈ T , Pj ⊂ T
denota o conjunto de tarefas que devem ser processadas antes de j. Uma solução viável
é obtida através da atribuição de cada tarefa a exatamente uma estação de trabalho, de
modo que as restrições de precedência entre as tarefas sejam satisfeitas.
Seja xis uma variável binária definida como 1 se e somente se a tarefa i ∈ T é
atribuída à estação de trabalho 1 ≤ s ≤ m. Dessa forma, o SALBP-2 pode ser expresso
como um problema de programação inteira (PI) da seguinte maneira (BAYBARS, 1986):
Minimizar z (3.1)
Sujeito a:
m∑
s=1
xis = 1, ∀i ∈ T (3.2)
xis ≤
s∑
s′=1
xjs′ , ∀i ∈ T, s = 1, ...,m, j ∈ Pi (3.3)∑
i∈T
tixis ≤ z, s = 1, ...,m (3.4)
xis ∈ {0, 1}, ∀i ∈ T, s = 1, ...,m (3.5)
z > 0 (3.6)
A função objetivo (3.1) minimiza o tempo de ciclo z > 0. A restrição (3.2) garante
que cada tarefa i ∈ T seja atribuída a uma única estação de trabalho 1 ≤ s ≤ m. A restrição
(3.3) reflete os relacionamentos de precedência entre as tarefas. Mais especificamente, se a
tarefa i ∈ T é atribuída à estação de trabalho 1 ≤ s ≤ m, todas as tarefas j ∈ Pi devem
ser atribuídas às estações de trabalho 1 ≤ s′ ≤ m, sendo s′ ≤ s. A restrição (3.4) garante
que a soma dos tempos de processamento das tarefas atribuídas às estações de trabalho
1 ≤ s ≤ m não excedam o tempo de ciclo z.
Considerando que as versões do SALBP são NP-Hard (SCHOLL, 1999), o presente
trabalho realiza uma abordagem heurística para o problema. Tal abordagem consiste na
implementação de um algoritmo baseado na metaheurística Greedy Randomized Adaptive
Search Procedure (GRASP), que ainda não foi aplicada ao problema. O funcionamento
genérico da GRASP é descrito na Seção 3.4.
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3.4 Algoritmo GRASP para o SALBP-2
Conforme descrição genérica realizada na Seção 2.3.1, o GRASP possui característica
de possuir duas fases: Construção e Busca Local. A seguir aborda-se a implementação
dessas duas etapas especificamente para solucionar o SALBP-2.
3.4.1 Fase de contrução
A solução inicial é obtida a partir de uma heurística construtiva (veja Algoritmo
4) que, a cada iteração, insere um novo elemento (tarefa) na solução atual. A fase de
construção da solução usa um parâmetro de entrada α, (0.0 ≤ α ≤ 1.0), que representa
o percentual de aleatoriedade envolvido na escolha de elementos a serem inseridos na
solução parcial em construção. Outras entradas são: tempos das tarefas (ti)i∈T , o dígrafo
de precedência G e o número de estações de trabalho m. Na linha 1, o algoritmo de
construção calcula um limite inferior LB do valor da solução como o máximo entre
∑
i∈T ti
m
e max
i∈T
ti. A primeira expressão representa um valor uniforme da distribuição das tarefas e
a segunda representa o custo da tarefa que tem o valor mais alto. Na linha 2 inicializa-se a
solução (xis)i∈T, s∈S para um vetor com valores iguais a zero. A carga Ls de cada estação
de trabalho s consiste na soma dos horários das tarefas atribuídas a s. Inicializa-se na linha
3 a carga Ls de cada estação de trabalho s com o valor zero. Na linha 4 copia-se o grafo
de precedência G para G¯. Na linha 5, s é apontada para a primeira estação de trabalho.
No laço while (linhas 6-14), a solução é construída. A linha 7 define CL como a lista de
tarefas que estão em G¯, mas não tem predecessores em G¯ com CL ordenados de modo
que as tarefas com tempos menores se apresentem primeiro. Assim, a lista CL contém
os possíveis candidatos a serem inseridos, em uma determinada iteração, na solução. A
aleatoriedade é usada se houver mais de uma tarefa disponível para ser selecionada na
lista ordenada CL. A linha 8 define a chamada Lista Restrita de Candidatos (LRC), que
contém as primeiras d(α× |CL|)e tarefas de CL. Quanto mais perto de zero os valores
de α, mais restrita é a LRC, o que leva a uma baixa diversidade de soluções construídas.
No entanto, para a escolha de valores de α mais perto de 1, ocorre um comportamento
mais aleatório, o que é importante para a diversificação de soluções construídas, mas,
por outro lado, muitas soluções tendem a apresentar qualidade inferior, tornando lento o
processo de busca local. Na linha 9, uma tarefa i é selecionada aleatoriamente na LRC.
Nas linhas 10-13, a tarefa i é atribuída à estação de trabalho atual s (s < m) se, com
essa atribuição, a carga Ls da estação de trabalho não exceder o limite inferior LB. Caso
contrário, a tarefa i é atribuída à próxima estação de trabalho s+ 1. Quando a estação
de trabalho atual é a última (s = m), todas as tarefas restantes são atribuídas à esta
estação de trabalho. Na linha 14, uma tarefa que foi atribuída a uma estação de trabalho
é excluída de G¯. Eventualmente, G¯ estará vazio, o que significa que todas as tarefas foram
atribuídas a alguma estação de trabalho. Este é o critério de parada na linha 6 para o laço
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while. O algoritmo retorna uma solução (xis)i∈T, s∈S.
Algoritmo 4: Pseudocódigo da construção do GRASP para o SALBP-2
entrada : tempos das tarefas (ti)i∈T , grafo de precedência G, número de estações de
trabalho m, parâmetro α
saída : solução construída (xis)i∈T, s∈S, carga da estação de trabalho (Ls)s∈S
1 LB ← max {
∑
i∈T ti
m
, max
i∈T
ti}
2 (xis)i∈T, s∈S ← (0, 0, ..., 0)
3 (Ls)s∈S ← (0, 0, ..., 0)
4 Grafo de precedência G¯← G
5 s← 1
6 enquanto G¯ 6= ∅ faça
7 CL← lista ordenada de tarefas que estão em G¯ mas não tem predecessores em
G¯ (tarefas com tempos menores)
8 LRC ← lista das d(α× |CL|)e melhores tarefas de CL
9 Selecione aleatoriamente uma tarefa i da LRC
10 se ( Ls + ti > LB) e (s < m) então
11 s← s+ 1
12 xis ← 1
13 Ls ← Ls + ti
14 Exclua a tarefa i de G¯
15 retorna (xis)i∈T, s∈S, (Ls)s∈S
3.4.2 Busca local
Depois de construída uma solução inicial viável (xis)i∈T, s∈S, o conjunto de tarefas
que foram atribuídas a cada estação de trabalho é conhecido. Então, o processo de
exploração da vizinhança é iniciado pela busca local, como mostrado no Algoritmo 5. Seja
s∗ a estação de trabalho com a maior carga (isto significa que s∗ é a estação de trabalho
que determina o tempo de ciclo). Portanto, uma tarefa i é removida de s∗ e realiza-se a
tentativa de atribuí-la, respeitando a ordem de precedência, para cada estação de trabalho,
até obter um menor tempo de ciclo. Nesta etapa, a primeira tentativa que melhora a
solução é escolhida. Quando há mais de uma estação de trabalho definindo o tempo de
ciclo, é escolhido aquele com o menor número de tarefas. Se o empate persistir, a estação
de trabalho com o menor índice é escolhida. A Figura 7 ilustra o processo de exploração
da vizinhança. Se a solução foi melhorada, uma nova estação de trabalho s∗ é definida
e o processo reinicia. Caso contrário, se nenhuma melhoria foi alcançada, o algoritmo é
encerrado.
A Figura 8 (a) mostra uma solução viável para um problema com m = 4 e nove
tarefas, ou seja, |T | = 9, enquanto a Figura 8 (b) ilustra a respectiva solução a partir
de uma perspectiva real de operação. A solução construída inicialmente tem z = 13. A
3.5. Experimentos computacionais 43
T2 T6
T3 T5
T4
M2
M3
M4
T7
(a) (b) (c)
T2
T3
T4
M2
M3
M4
T6
T5 T7
T7
T7
T2
T3
T4
M2
M3
M4
T6
T5
T7
Figura 7 – Exemplo do processo de exploração da vizinhança.
Algoritmo 5: Pseudocódigo da busca local do GRASP para o SALBP-2
entrada : número de estações de trabalho m, número de tarefas n, tempos das
tarefas (ti)i∈T , carga das estações de trabalho (Ls)s∈S, solução (xis)i∈T, s∈S
saída : solução possivelmente melhorada (xis)i∈T, s∈S, (Ls)s∈S
1 INÍCIO:
2 Determine a estação de trabalho s∗ que possua a maior carga, i.e. Ls∗ = max1≤s≤mLs ;
3 para i← 1 até n faça
4 se (xis∗ = 1) então
5 para s← 1 até m faça
6 se (s 6= s∗) e (Ls + ti < Ls∗) e (todos os predecessores da tarefa i estão
na estação de trabalho {1, ..., s}) então
7 xis∗ ← 0;
8 Ls∗ ← Ls∗ − ti;
9 xis ← 1;
10 Ls ← Ls + ti;
11 goto INÍCIO;
12 retorna (xis)i∈T, s∈S, (Ls)s∈S;
aplicação da busca local no grafo de precedência permitiu uma melhoria nesta solução,
obtendo o valor de z = 12, como mostrado na Figura 9.
3.5 Experimentos computacionais
Os experimentos computacionais são apresentados da seguinte forma: Inicialmente
apresenta-se a configuração dos experimentos, em seguida, os resultados dos algoritmos
são exibidos que, por fim, são comparados com a literatura.
3.5.1 Configuração dos experimentos
O algoritmo GRASP descrito neste estudo foi implementado na linguagem C e
compilado com o compilador GCC. Os testes foram executados em um computador com um
processador Intel Core i5-750 com 2,67Ghz, 8 GB de RAM e sistema operacional Windows
7. Para verificar o desempenho do algoritmo, foi obtido um conjunto de instâncias SALBP-2
tradicionais, juntamente com informações sobre suas melhores soluções conhecidas, de
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Figura 8 – Solução inicial para o grafo de precedência com m = 4 e z = 13.
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Figura 9 – Solução após aplicação da busca local. Tempo de ciclo passou de z = 13 para
z = 12.
um site dedicado a todos os tipos de problemas de balanceamento de linha de montagem,
mantidos por Armin Scholl (<http://alb.mansci.de/>). As instâncias são subdivididas em
dois grupos chamados Dataset1 e Dataset2. Dataset1 tem 128 instâncias para 9 grafos
de precedência, com o número de tarefas variando de 29 a 111, enquanto Dataset2 tem
174 instâncias para 8 grafos de precedência, com número de tarefas variando de 53 a 297.
O algoritmo GRASP foi executado 10 vezes para cada instância e armazenou-se
o melhor e a média dos valores da função objetivo. Conforme Blum (2011), e dado 180
segundos para o GRASP encontrar uma solução viável. Em caso de sucesso, é dado ao
algoritmo mais 180 segundos para buscar um menor tempo de ciclo, isto é, uma solução
vizinha que melhore a função objetivo. Em relação à parametrização do algoritmo GRASP,
o valor do parâmetro α não configurou-se de maneira fixa. Um intervalo de valores possíveis
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para α foi determinado em {0, 1; 0, 2; ...; 0, 9} e, portanto, um valor diferente é selecionado
com a mesma probabilidade em cada execução da fase de construção. Esta estratégia foi
definida com base no estudo realizado em Murphey, Pardalos e Pitsoulis (1998).
Os resultados produzidos pelo algoritmo GRASP são comparados com os resultados
apresentados por Zhang et al. (2016) para sete heurísticas: versões do DE’s (DE_prb,
DE_rks) (NEARCHOU, 2007), algoritmo genético pGA (KIM; KIM; KIM, 1996), algo-
ritmos genéticos híbrido rGA_prb e rGA_rks (GONÇALVES; ALMEIDA, 2002) e com
duas versões IDEA (IDEA_rd2 e IDEA_apt) propostas por Zhang et al. (2016).
Adotou-se a mesma análise de desempenho usada por Zhang et al. (2016), o
percentual de tempo de ciclo excedente (percent excess cycle time): PECT = ((CT/CT )−
1)× 100, onde CT é o tempo de ciclo da melhor melhor solução gerada pela heurística e
CT é o melhor tempo de ciclo conhecido na literatura.
3.5.2 Comparação com a literatura
A Tabela 1 mostra a média do PECT calculado das instâncias de cada grafo de
precedência. As duas primeiras colunas fornecem o nome do grafo de precedência e o
número de tarefas (n). As próximas sete colunas fornecem o PECT médio apresentado por
Zhang et al. (2016) para as sete heurísticas; e a última coluna indica o PECT médio do
GRASP.
Para o Dataset1, a média geral PECT para os GAs (2,52, 2,51 e 2,99%) e para
os DEAs (2,05, 1,85, 2,02 e 2,04%) não são maiores do que 2,02%. No entanto, para o
GRASP, a média geral PECT é de 0,69%, o que se mostrou melhor do que os apresentados
pelas heurísticas concorrentes. Em particular, é importante destacar o desempenho do
GRASP para o conjunto mais complexo de instâncias, "Arcus2": O GRASP apresentou a
média PECT em 0,84%, enquanto as outras heurísticas apresentaram, respectivamente,
5,07, 4,78, 6,12, 5,87, 6,15, 4,98 e 4,64%.
Para o Dataset2, no menor grafo "Hahn", o GRASP apresenta o PECT médio
um pouco pior. No entanto, quando a complexidade das instâncias aumenta, o GRASP
apresenta um PECT médio melhor em relação às outras heurísticas. O GRASP apresentou
uma valor médio PECT igual a 1,69%, o que é melhor do que os resultados apresentados
pelas outras heurísticas: 3,61, 3,31, 4,48, 4,44, 4,99, 3,41 e 2,97%, respectivamente.
Na Tabela 2 são referenciadas a média dos custos computacionais das heurísticas.
Não é possível realizar uma comparação precisa em termos de tempos devido a se tratarem
de execuções em diferentes máquinas. O GRASP foi executado em um computador de
2,67 GHz e as outras heurísticas em um computador de 2,29 GHz. Entrentanto, apresenta-
se uma análise aproximada dos tempos apenas como uma referência. No Dataset1, as
heurísticas DEA_rks, pGA e rGA_rks alcançaram seu critério de parada mais cedo (em
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Tabela 1 – PECT (%) média das instâncias de cada grafo de precedência.
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média entre 3 e 4 segundos), enquanto o GRASP e as demais heurísticas terminam com
um tempo maior, apresentando tempos semelhantes (média entre 23 e 28 segundos).
No Dataset2, as heurísticas DEA_rks, pGA e rGA_rks também atingem seu
critério de parada mais prematuramente que as outras, mas os tempos de processamento
aumentam em relação ao Dataset1 num fator de 3,9, 1,3 e 2, respectivamente. O tempo
para o rGA_prb aumenta pelo fator de 5 e, para o DEA_prb, IDEA_rd2 e IDEA_apt,
incrementa-se por um fator em torno de 11 em relação ao Dataset1. O GRASP tem o
menor aumento (um fator de 1,2) e, portanto, gera a solução mais rapidamente do que a
maioria das heurísticas (DEA_prb, rGA_prb, IDEA_rd2 e IDEA_apt).
Os resultados detalhados são apresentados no Apêndice A.
3.6 Considerações finais
Este estudo apresentou uma implementação do GRASP para o SALBP-2. A fase
construtiva do GRASP usa uma Lista Restrita de Candidatos (LRC). O LRC é ordenado
topologicamente, e todas as tarefas candidatas têm a mesma probabilidade de serem
selecionadas. O tamanho do LRC é regulado pelo parâmetro α, que varia cada vez que
uma solução é construída. Em seguida, um procedimento de busca local é aplicado, que
consiste em reatribuir tarefas da estação de trabalho que define o tempo de ciclo para
outras estações de trabalho de modo a buscar uma solução melhor. Esse processo é repetido
até atingir o tempo limite.
A implementação proposta do GRASP foi testada em um grande conjunto de ins-
tâncias da literatura. Suas soluções foram comparadas com as melhores soluções conhecidas
e seu desempenho com as de sete heurísticas anteriores. Os resultados computacionais mos-
tram que o algoritmo GRASP obtém bons resultados quando comparado à literatura. Além
disso, a característica de obter automaticamente valores para o parâmetro α, incorporada
no GRASP clássico, tende a facilitar sua aplicação em casos reais do problema.
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Tabela 2 – Média dos tempos de execução (em segundos) entre as instâncias de cada grafo
de precedência.
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4 Problema Job Shop Scheduling
O escalonamento (scheduling) baseia-se num processo de tomada de decisão que
desempenha um importante papel em indústrias manufatureiras e de serviços. Trata-se
da alocação de operações em máquinas (isto é, realiza o sequenciamento de operações
em máquinas ou estações de trabalho) de tal forma que alguns objetivos de desempenho,
tais como o tempo de produção, o tempo de fluxo ou o atraso podem ser minimizados.
Considerando o atual contexto competitivo do mercado, com produtos com ciclo de
vida cada vez menores, produtos personalizados e padrões de demanda em constante
mudança, o escalonamento eficiente de produção tornou-se uma questão importante para
o crescimento e sobrevivência de empresas de manufatura. Para se sustentarem no atual
ambiente competitivo, empresas de fabricação têm de focar na otimização de seus processos
produtivos. Um desses processos caracteriza-se como problema Job Shop Scheduling (JSP)
(SINGH et al., 2016).
Pode-se descrever o JSP clássico da seguinte forma: são dados n jobs, cada um
composto de várias operações. Esses jobs devem ser processados em m máquinas. Cada
operação utiliza uma das m máquinas por uma duração fixa de tempo. Cada máquina
pode processar no máximo uma operação por vez; e uma vez que uma operação inicie
o processamento em uma determinada máquina, esta operação deve ser concluída sem
interrupção. As operações que compõe um determinado job devem ser processadas em
uma determinada sequência, isto é, respeitando uma ordem de precedência. O problema
consiste em encontrar um escalonamento das operações nas máquinas, tendo em vista as
restrições de precedência, de modo a minimizar o Cmax (makespan), isto é, o tempo de
finalização da última operação completada no escalonamento.
A formulação matemática do JSP pode ser definida como segue. Dado um conjunto
M de máquinas (considere o tamanho de M como |M |) e o conjunto J de jobs (considere
o tamanho de J como |J |), seja σj1 ≺ σj2 ≺ σj|M | o conjunto ordenado das |M | operações
do job j, onde σjk ≺ σj(k+1) indica que a operação σj(k+1) pode iniciar somente depois de
completar a operação σjk. Seja O o conjunto de operações. Cada operação σ
j
k é definida
por dois parâmetros: M jk é a máquina onde σ
j
k é processada e p
j
k = p(σ
j
k) é o tempo
de processamento da operação σjk. Definindo t(σ
j
k) como o instante de início da k-ésima
operação σjk ∈ O, uma formulação para o JSP é apresentada a seguir (AIEX; BINATO;
RESENDE, 2003):
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Minimizar Cmax (4.1)
Sujeito a: Cmax ≥ t(σjk) + p(σjk), ∀σjk ∈ O, (4.2)
t(σjk) ≥ t(σjl ) + p(σjl ), ∀σjl ≺ σjk, (4.3)
t(σjk) ≥ t(σil) + p(σil) ∨ t(σil) ≥ t(σjk) + p(σjk), ∀i, j ∈ J : Mσil = Mσjk , (4.4)
t(σjk) ≥ 0, ∀σjk,∈ O. (4.5)
Uma solução viável para o JSP pode ser gerada a partir da permutação de J em
cada uma das máquinas em M , observando as restrições de precedência, a restrição de
que a máquina pode processar apenas uma operação por vez, e exigindo que uma vez
iniciado, o processamento de uma operação deve ser ininterrupto até a sua conclusão.
Cada conjunto de permutações tem um escalonamento correspondente. Assim, o objetivo
do JSP é encontrar um conjunto de permutações com o menor valor de makespan (Cmax)
(AIEX; BINATO; RESENDE, 2003).
Um exemplo de instância é mostrado na Tabela 3, no qual relaciona-se para cada
job, o roteiro que deve seguir nas máquinas (Roteiro/Máquina), com seus respectivos
custos (Tempo). A Figura 10 ilustra o roteiro de uma instância com três jobs e quatro
máquinas, conforme apresentado na Tabela 3. Percebe-se na referida figura que os três
jobs possuem diferentes roteiros de processamento de suas operações nas máquinas.
Tabela 3 – Exemplo de instância JSP com três jobs e quatro máquinas.
Job Roteiro/Máquinas Tempo
J1 1,4,3,2 25,7,18,15
J2 2,3,1,4 10,30,7,15
J3 4,1,2,3 18,22,10,7
A solução do JSP pode ser representada por um gráfico de Gantt. Na Figura 11
ilustra-se um gráfico de Gantt referente a uma solução da instância descrita na Tabela 3.
O gráfico consiste em dispor o conjunto de máquinas no eixo vertical, sendo indicado no
eixo horizontal a escala de tempo, definindo uma barra horizontal para cada tempo de
processamento de cada operação em cada máquina.
O JSP pode ser modelado graficamente por um grafo disjuntivo conforme ilustrado
na Figura 12. Na citada figura, apresentam-se os vértices do grafo, representando cada
tempo de processamento e dois tipos de arcos: Conjuntivo e Disjuntivo. O conjunto de
arcos conjuntivos são relativos à sequência de operações de um job, ou seja, tais arcos
representam as restrições de precedência entre as operações de um mesmo job. O conjunto
de arcos disjuntivos são correspondentes às limitações dos recursos, não possuindo direção,
representando o par de operações de diferentes jobs a serem executadas na mesma máquina,
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Figura 10 – Representação esquemática de uma instância com três jobs e quatro máquinas.
Fonte: Adaptado de Morales (2012).
Figura 11 – Representação de uma solução para uma instância JSP com três jobs e quatro
máquinas.
Fonte: Morales (2012).
sendo que a escolha de uma direção desses arcos estabelecerá a ordem de execução dos
jobs na mesma máquina.
0
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18
7
10
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M2 M3 M4M1
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Arco Conjuntivo:
Arco Disjuntivo: M1 M2 M3 M4
Figura 12 – Grafo disjuntivo: representação de um escalonamento. O objetivo é obter
caminho hamiltoniano em cada clique de tarefas relacionada a cada máquina.
Fonte: Adaptado de Morales (2012).
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O JSP é NP-hard (GAREY; JOHNSON; SETHI, 1976). Laguna e Marti (1999) pro-
varam que, mesmo para instâncias com três máquinas e tempos unitários de processamento,
assim como para instâncias com três jobs, o JSP já caracteriza-se como NP-hard.
Dessa forma, no presente trabalho, implementou-se um algoritmo baseado na meta-
heurística GRASP. Os experimentos computacionais com um conjunto padrão de instâncias
para o problema indicaram que a implementação proposta do GRASP é competitiva para
encontrar soluções aproximativas para o JSP.
Este estudo está organizado da seguinte forma. Na próxima seção, apresenta-se a
aplicação do algoritmo GRASP para o JSP. Os experimentos computacionais são relatados
na Seção 4.3 e na sequência, as considerações finais.
4.1 Literatura Relacionada
A primeira versão do JSP foi apresentada por Johnson (1954) e desde então o
problema vem recebendo atenção de muitos pesquisadores. Várias abordagens já foram
desenvolvidas para solucioná-lo, como pode ser observado nos trabalhos de revisão de
literatura encontrados em Mellor (1966), Cheng, Gen e Tsujimura (1996), Pacheco e
Santoro (1999), Jain e Meeran (1999), Cheng, Gen e Tsujimura (1999), Jones, Rabelo e
Sharawi (2001), Xie e Allen (2015), Çaliş e Bulkan (2015) e Zhang et al. (2017).
Mais recentemente, Kurdi (2016) apresentou um método denominado New Island
Model Genetic Algorithm (NIMGA) para solucionar o JSP. Foram propostos novos meca-
nismos de evolução e de critério de seleção de migração, que foram capazes de melhorar a
diversificação da busca e adiar a convergência prematura quando comparado com a versão
clássica do algoritmo, chamada de Island Model Genetic Algorithm (IMGA). O NIMGA
foi submetido a testes em instâncias clássicas para o JSP, e seus resultados se mostraram
competitivos quando comparado com a literatura.
4.2 Um algoritmo GRASP para o JSP
O funcionamento genérico do GRASP é descrito na Seção 2.3.1. Na fase de constru-
ção, considera-se que uma solução para um problema consista de vários elementos, que são
adicionados um por vez. Dessa forma, a cada iteração da fase de construção, no máximo
|J | jobs podem ser escalonados e, este conjunto de jobs candidatos é indicado por Oc. Os
elementos ainda não adicionados à solução são ordenados em uma lista de candidatos de
acordo com uma função gulosa que mede a melhora que seria obtida no valor da solução
pela adição de cada elemento. Considere que a função adaptativa gulosa dada por h(τ)
denote o makespan resultante a partir da adição do job τ aos jobs já escalonados. A escolha
do próximo job a ser escalonado é dado por:
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τ = min (h(τ)|τ ∈ Oc).
Definindo,
τ = max (h(τ)|τ ∈ Oc),
h = h (τ), e h = h (τ), a Lista Restrita de Candidatos (LRC) é definida como:
LRC =
{
τ ∈ Oc|h ≤ h(τ) ≤ h+ α(h− h)
}
,
onde o parâmetro α restringe-se a 0.0 ≤ α ≤ 1.0.
Para α = 0 são geradas soluções totalmente gulosas, e α = 1, são geradas soluções
totalmente aleatórias. O componente adaptativo da heurística decorre do fato de que os
benefícios associados a cada elemento são atualizados a cada iteração da fase de construção
para refletir as mudanças trazidas pela seleção dos elementos anteriores. O componente
probabilístico do GRASP é caracterizado pela escolha aleatória de um dos melhores
candidatos na LRC, mas geralmente não o melhor. Essa forma de escolha permite que
diferentes soluções sejam obtidas ao final da fase de construção do GRASP, embora não
necessariamente comprometa o componente adaptativo guloso.
Uma solução gerada pelo GRASP na fase construtiva não possui garantia de ser
localmente ótima em relação às simples definições de vizinhança. Por este motivo, aplica-
se uma busca local para tentar melhorar cada solução gerada na fase construtiva. Um
algoritmo de busca local funciona de forma iterativa, substituindo sucessivamente a solução
atual por uma solução melhor, em sua vizinhança. Define-se como seu critério de parada o
fato de não encontrar nenhuma solução melhor na vizinhança, em relação a alguma função
de custo.
4.2.1 Fase de construção
A fase de construção do GRASP é baseada em Binato et al. (2002), e gera uma
solução viável conforme descrito na Seção 2.3.1. O detalhamento da implementação da
construção do GRASP para solucionar o JSP apresenta-se no Algoritmo 6, que é descrito
a seguir. É gerado um escalonamento viável alocando operações individuais, uma por vez,
até que todas as operações sejam inseridas no escalonamento (linhas 2 a 8). Dessa forma,
de acordo com as restrições de precedência, lista-se os Oc jobs que podem ser escalonados
na iteração atual (linha 3). Em seguida, constrói-se a LRC (linha 4). A próxima operação
a ser agendada é escolhida aleatoriamente da LRC, na qual todos os candidatos possuem
a mesma probabilidade de serem selecionados (linha 5). Em seguida, verifica-se o menor
tempo possível para inserir a operação selecionada na solução, isto é, o menor tempo,
obedecendo as restrições de precedência (linha 6). Então a operação é adicionada em s
54 Capítulo 4. Problema Job Shop Scheduling
(linha 7), o valor do makespan é calculado (linha 8) e a respectiva operação adicionada em
s é excluída do conjunto O¯ de operações de jobs (linha 9).
Algoritmo 6: Pseudocódigo da construção do GRASP para o JSP
entrada : conjunto de máquinas M , conjunto de jobs J , conjunto de operações O, α
saída : solução construída s
1 Conjunto de operações O¯ ← O
2 enquanto O¯ 6= ∅ faça
3 Oc ← lista dos jobs que podem ser escalonados
4 LRC ← { job τ ∈ Oc|h ≤ h(τ) ≤ h+ α(h− h)}
5 Selecione aleatoriamente um job τ da LRC
6 Verifica o tempo disponível em si para adicionar o job τ
7 si ← si+job τ
8 Calcule o makespan da solução s
9 Exclua o job τ de O¯
10 retorna s
4.2.2 Busca Local
O pseudocódigo da busca local é apresentado no Algoritmo 7. A geração da
vizinhança de soluções e, consequentemente, a lista de possíveis movimentos a serem
realizados, são determinadas a partir do caminho crítico (critical path), definido como o
maior caminho entre o início de processamento dos jobs até a conclusão de todos os jobs
em todas as máquinas. Ao calcular o makespan, a partir do caminho crítico, conforme
descrito por Taillard (1994), guarda-se o caminho de vértices mais longo do grafo, conforme
apresentado na Figura 13 (linha 3). Em todos os pares de operações consecutivas que
compartilham a mesma máquina no caminho crítico são realizadas tentativas de trocas
(linhas 6-7). Se a troca gerar uma melhora no makespan, ela é aceita (linhas 8-9). Caso
contrário, a troca é desfeita. Uma vez que uma troca é aceita, o caminho crítico pode mudar
e um novo caminho crítico deve ser identificado. Dessa forma, foi adotada a estratégia de
escolher o melhor movimento dentre os movimentos possíveis do caminho crítico (melhor
melhora), para obter a nova solução.
A solução apresentada no formato de gráfico de Gantt na Figura 11 é representada
agora num grafo disjuntivo na Figura 13. Indica-se na Figura 13 as direções definidas de
cada arco disjuntivo de cada máquina, assim como o caminho crítico da solução, assinalado
com hachura.
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Figura 13 – Grafo disjuntivo: Solução da instância e definição do caminho crítico.
Fonte: Adaptado de Morales (2012).
Algoritmo 7: Pseudocódigo da Busca Local do GRASP para o JSP
entrada : solução s, conjunto de máquinas M , conjunto de jobs J , conjunto de
operações O
saída : solução possivelmente melhorada s∗
1 s∗ ← s′ ← s
2 INÍCIO:
3 Calcule o caminho crítico c← Taillard(s′)
4 Calcule a quantidade de operações oc do caminho crítico c
5 para i← 1 até oc faça
6 Troque a operação oc[i] em s′ com a sua operação à direita, caso houver
7 Reconstrói a solução s′ a partir da troca efetuada
8 se f(s′) < f(s∗) então
9 s∗ ← s′
10 s′ ← s
11 retorna s∗
4.3 Experimentos Computacionais
Para avaliar a eficácia do algoritmo GRASP descrito neste estudo, consideram-se 43
instâncias tradicionais do JSP: Instâncias FT06, FT10 e FT20 de Fisher e Thompson (1963)
e instâncias LA01 a LA40 de Lawrencen (1984). Esse conjunto de instâncias apresenta-se
em várias configurações desde 6 a 30 jobs e 5 a 15 máquinas.
O algoritmo GRASP foi implementado em linguagem C e compilado com o compi-
lador GCC e os testes foram executados em um computador com processador Intel Core
i5-2450M com 2.50Ghz e sistema operacional Windows 8.1 Pro.
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Em relação à parametrização do algoritmo GRASP, definiu-se empiricamente o
parâmetro α como 0,5 (por apresentar o melhor resultado médio quando considerado
instâncias de diferentes tamanhos) e o número de iterações como 10000 (baseado em
Aiex, Binato e Resende (2003)). O algoritmo GRASP foi executado dez vezes, para cada
instância. Armazenou-se o melhor valor da função objetivo e o respectivo valor médio das
execuções.
A parametrização informada foi escolhida por ter apresentado a melhor média no
conjunto total de instâncias, sendo que em alguns casos, ao variar o parâmetro α dentro
do intervalo (0.1, 0.2, ..., 0.9), em algumas instâncias a melhor solução foi melhor do que a
apresentada na Tabela 4, mas consequentemente piorando o desvio entre as execuções.
A Tabela 4 apresenta os resultados da seguinte forma: Coluna I apresenta o nome
da instância utilizada; a quantidade de jobs e a quantidade de máquinas são representados
por J e M, respectivamente; A coluna BKS (Best Known Solution) representa a melhor
solução conhecida para cada instância, retirada do recente trabalho apresentado por Kurdi
(2016); A coluna FO apresenta as melhores soluções encontradas pelo algoritmo GRASP
proposto; A média das 10 soluções geradas para cada instância pelo algoritmo GRASP
proposto é relacionada na coluna Média FO; O desvio médio entre as dez soluções geradas
pelo algoritmo GRASP proposto apresenta-se na coluna D; O Desvio entre FO e BKS
apresenta-se na colunas D BKS. O tempo total em segundos referente as dez execuções do
GRASP proposto é apresentado na coluna T(s).
A partir da Tabela 4, percebe-se que o GRASP atinge o valor da melhor solução
conhecida, ou próximo dela. Considerando a média geral dos resultados gerados nas ins-
tâncias consideradas, fica distante apenas 4, 1% do BKS. Porém, ressalta-se a simplicidade
do algoritmo GRASP proposto nesse estudo e a robustez do mesmo, considerando que
o desvio médio entre as soluções geradas a partir das dez execuções para cada instância
ficou em menos de 1%, no geral.
A Tabela 5 aponta os resultados da comparação dos resultados do GRASP proposto
com os apresentados pelo algoritmo NIMGA (KURDI, 2016). A primeira coluna designa
o nome da instância utilizada (I). Em seguida, para cada algoritmo considerado na
comparação, discrimina-se a melhor solução encontrada para cada instância (FO) e a média
das soluções geradas para cada instância (Média FO). Em relação as médias, o GRASP foi
executado 10 vezes para cada instância. O NIMGA foi submetido a diferentes experimentos
computacionais, variando a quantidade de vezes que o mesmo foi executado. Para essa
comparação, com o objetivo de se obter uma comparação mais igualitária, considerou-se
os resultados apresentados a partir de 10 execuções independentes do NIMGA, porém,
nesse experimento, os autores não apresentam os tempos computacionais.
Constata-se na Tabela 5 que os algoritmos apresentam, na média, resultados
com uma diferença de aproximadamente 3,62% para as melhores soluções encontradas
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Tabela 4 – Resultados Computacionais - GRASP para o JSP
I J M BKS FO Média FO D D BKS T(s)
ft06 6 6 55 55 55,0 0,00% 0,0% 9,3
ft10 10 10 930 973 982,7 1,00% 4,6% 79,1
ft20 20 5 1165 1196 1207,8 0,99% 2,7% 174,0
la01 10 5 666 666 666,0 0,00% 0,0% 25,6
la02 10 5 655 656 662,7 1,02% 0,2% 26,3
la03 10 5 597 628 633,7 0,91% 5,2% 24,9
la04 10 5 590 598 598,0 0,00% 1,4% 25,9
la05 10 5 593 593 593,0 0,00% 0,0% 26,8
la06 15 5 926 926 926,0 0,00% 0,0% 64,4
la07 15 5 890 890 894,0 0,45% 0,0% 49,4
la08 15 5 863 863 863,0 0,00% 0,0% 64,3
la09 15 5 951 951 951,0 0,00% 0,0% 60,1
la10 15 5 958 958 958,0 0,00% 0,0% 60,1
la11 20 5 1222 1222 1222,0 0,00% 0,0% 120,4
la12 20 5 1039 1039 1039,0 0,00% 0,0% 128,5
la13 20 5 1150 1150 1150,0 0,00% 0,0% 133,7
la14 20 5 1292 1292 1292,0 0,00% 0,0% 99,4
la15 20 5 1207 1210 1224,0 1,16% 0,2% 111,0
la16 10 10 945 979 979,8 0,08% 3,6% 57,1
la17 10 10 784 795 804,0 1,13% 1,4% 55,6
la18 10 10 848 861 874,2 1,53% 1,5% 54,9
la19 10 10 842 856 863,8 0,91% 1,7% 56,0
la20 10 10 902 914 919,9 0,65% 1,3% 60,7
la21 15 10 1046 1133 1154,1 1,86% 8,3% 172,0
la22 15 10 927 1020 1032,2 1,20% 10,0% 170,5
la23 15 10 1032 1057 1068,8 1,12% 2,4% 152,3
la24 15 10 935 1029 1040,3 1,10% 10,1% 152,6
la25 15 10 977 1064 1089,2 2,37% 8,9% 170,9
la26 20 10 1218 1348 1374,1 1,94% 10,7% 321,6
la27 20 10 1235 1375 1394,3 1,40% 11,3% 337,1
la28 20 10 1216 1330 1365,4 2,66% 9,4% 423,8
la29 20 10 1152 1366 1382,5 1,21% 18,6% 646,8
la30 20 10 1355 1417 1443,8 1,89% 4,6% 340,6
la31 30 10 1784 1822 1837,1 0,83% 2,1% 1004,5
la32 30 10 1850 1911 1944,7 1,76% 3,3% 999,8
la33 30 10 1719 1747 1786,7 2,27% 1,6% 828,7
la34 30 10 1721 1827 1841,3 0,78% 6,2% 947,9
la35 30 10 1888 1915 1951,2 1,89% 1,4% 782,0
la36 15 15 1268 1398 1412,3 1,02% 10,3% 261,0
la37 15 15 1397 1503 1517,2 0,94% 7,6% 266,6
la38 15 15 1196 1303 1325,3 1,71% 8,9% 273,4
la39 15 15 1233 1329 1349,8 1,57% 7,8% 242,0
la40 15 15 1222 1309 1319,1 0,77% 7,1% 289,1
Média 1080,0 1127,3 1139,3 0,9% 4,1% 240,7
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pelos algoritmos, e aproximadamente 3,85% para as médias das 10 execuções realizadas
pelos respectivos métodos. Em relação ao custo computacional, o NIMGA mostra uma
convergência mais rápida, porém ressalta-se que ambos os algoritmos foram executados
em computadores com velocidades diferentes de processamento, logo não pode-se efetuar
uma comparação direta.
4.4 Considerações finais
Este estudo apresenta uma implementação do GRASP para o JSP clássico. A fase
construtiva gera uma solução viável, um elemento por vez, sendo que a próxima operação
a ser agendada é escolhida aleatoriamente da LRC, na qual todos os candidatos possuem a
mesma probabilidade de serem selecionados. Por conseguinte, é aplicada uma busca local,
que consiste em calcular o makespan e, ao obter o caminho mais longo do grafo disjuntivo,
que representa o escalonamento de maior custo, escolhe o melhor movimento dentre os
possíveis, para obter a nova solução.
O algoritmo GRASP proposto foi testado em um conjunto de 43 instâncias padrões
e comparado com os melhores valores conhecidos (KURDI, 2016). Os resultados computa-
cionais mostram que o algoritmo GRASP atinge os mesmos valores das melhores soluções
conhecidas (BKS) ou próximos nas instâncias testadas. De maneira geral, o algoritmo
GRASP produz resultados com desvio relativo médio de 4, 1% em relação ao BKS.
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Tabela 5 – Comparação dos resultados computacionais do GRASP com o NIMGA.
GRASP NIMGA
I FO Média FO FO Média FO
ft06 55 55,0 55 55,0
ft10 973 982,7 930 952,1
ft20 1196 1207,8 1173 1187,4
la01 666 666,0 666 666,0
la02 656 662,7 655 656,1
la03 628 633,7 597 598,2
la04 598 598,0 590 590,0
la05 593 593,0 593 593,0
la06 926 926,0 926 926,0
la07 890 894,0 890 890,0
la08 863 863,0 863 863,0
la09 951 951,0 951 951,0
la10 958 958,0 958 958,0
la11 1222 1222,0 1222 1222,0
la12 1039 1039,0 1039 1039,0
la13 1150 1150,0 1150 1150,0
la14 1292 1292,0 1292 1292,0
la15 1210 1224,0 1207 1207,0
la16 979 979,8 946 953,2
la17 795 804,0 784 784,5
la18 861 874,2 848 854,5
la19 856 863,8 842 845,9
la20 914 919,9 907 909,3
la21 1133 1154,1 1058 1089,7
la22 1020 1032,2 937 952,4
la23 1057 1068,8 1032 1032,0
la24 1029 1040,3 947 964,8
la25 1064 1089,2 992 1012,9
la26 1348 1374,1 1218 1241,1
la27 1375 1394,3 1269 1293,9
la28 1330 1365,4 1253 1262,1
la29 1366 1382,5 1247 1267,5
la30 1417 1443,8 1355 1358,5
la31 1822 1837,1 1784 1784,0
la32 1911 1944,7 1850 1850,0
la33 1747 1786,7 1719 1719,0
la34 1827 1841,3 1721 1723,9
la35 1915 1951,2 1888 1889,0
la36 1398 1412,3 1293 1314,1
la37 1503 1517,2 1439 1464,0
la38 1303 1325,3 1222 1261,7
la39 1329 1349,8 1259 1280,7
la40 1309 1319,1 1246 1266,5
Média 1127,30 1139,28 1088,67 1097,00
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5 Problema Job Shop Scheduling Flexível
Quando consideram-se casos reais, o JSP possui a limitação de possuir uma sequên-
cia fixa de operações para cada job. Surge então uma extensão denominada problema
Flexible Job Shop Scheduling (FJSP). Nesta perspectiva, é possível que uma operação de
um dado job possa ser processada em máquinas alternativas, isto é, um mesmo job possa
vir a ter variações no sequenciamento da sua produção (HO; TAY, 2004).
A Figura 14 ilustra um exemplo de ambiente produtivo baseado no FJSP, onde as
setas, equivalentes aos arcos disjuntivos, indicam os caminhos possíveis dos jobs através das
máquinas, ilustrando as alternativas de processamento das operações. A atribuição de cada
operação a uma máquina alternativa implica em encontrar, para cada job, um caminho
que inicie à esquerda da figura e termine à sua direita. Esses caminhos se traduzem em
arcos direcionados de um grafo, que ao serem selecionados, de acordo com a flexibilidade,
definem o percurso do job entre suas operações. Para se obter uma solução do FJSP, além
de definir as atribuições, ainda é necessário determinar as sequências das operações a serem
processadas em cada máquina. Segue a descrição do ambiente representado na Figura 14,
que visa esclarecer como os jobs do FJSP podem percorrer caminhos alternativos através
das máquinas:
• O job 1 tem 4 operações e sua primeira operação pode ser processada alternativamente
nas máquinas 1 ou 2. A segunda operação do job 1 deve ser processada na máquina
1. Dessa forma, caso a primeira operação seja processada também na máquina 1,
ocorre recirculação. A terceira operação do job 1 deve ser executada na máquina 3 e
a última operação, na máquina 4.
• O job 2 possui 3 operações, sendo que somente a segunda delas tem alternativas de
processamento, as máquinas 3 ou 4.
• O job 3 também possui 3 operações e sua segunda operação pode ser processada
tanto na máquina 2 quanto na máquina 3.
Considerando que o FJSP é um dos problemas de escalonamento NP-completo mais
difíceis de resolver, a aplicação de métodos exatos se torna limitada (KACEM; HAMMADI;
BORNE, 2002). Dessa forma, no presente trabalho implementou-se quatro meta-heurísticas
com a função objetivo de minimizar o makespan: um algoritmo GRASP; um algoritmo
Simulated Annealing (SA); um algoritmo híbrido baseado na meta-heurística Iterated Local
Search (ILS) que utiliza o SA como método de busca local; e, uma meta-heurística híbrida
Clustering Search (CS). Os experimentos computacionais com um conjunto padrão de
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MACHINE 01
MACHINE 02
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Job 1 Job 2 Job 3
Figura 14 – Representação de um escalonamento FJSP. O objetivo é obter caminho ha-
miltoniano em cada clique de jobs relacionada a cada máquina.
instâncias para o problema indicaram que as implementações propostas são eficientes para
fornecer soluções de qualidade para o FJSP.
Este estudo está organizado da seguinte forma. A próxima seção apresenta uma breve
revisão a respeito do FJSP. Em seguida, aborda-se a metodologia utilizada, demonstrando a
modelagem do problema e as meta-heurísticas propostas para solucioná-lo. Os experimentos
computacionais são relatados na Seção 5.4 e na sequência, as considerações finais.
5.1 Literatura Relacionada
O FJSP foi proposto por Brucker e Schlie (1990), que desenvolveram um algoritmo
que soluciona em tempo polinomial uma instância com duas máquinas e, desde então, várias
abordagens foram realizadas para solucionar essa classe de problema (CINAR; TOPCU;
OLIVEIRA, 2015; CHAUDHRY; KHAN, 2016). Diferentes formulações matemáticas são
encontradas na literatura para o FJSP. Demir e İşleyen (2013) avaliaram modelos existentes
e, considerando os resultados obtidos, os autores recomendam a utilização da formulação
matemática baseada em programação inteira mista (PIM) proposta por Özgüven, Özbakir
e Yavuz (2010), que é baseada no modelo introduzido por Manne (1960). Birgin et al. (2014)
desenvolveram um novo modelo PIM para o problema, produzindo melhores resultados
quando comparado a Özgüven, Özbakir e Yavuz (2010).
Em relação a métodos utilizados para solucionar o FJSP, grande parte dos trabalhos
realizaram abordagens baseadas em heurísticas e/ou meta-heurísticas (CHAUDHRY;
KHAN, 2016; CINAR; TOPCU; OLIVEIRA, 2015). Considerando métodos exatos, Fattahi,
Mehrabad e Jolai (2007) aplicaram um algoritmo branch-and-bound para o FJSP e
compararam com duas meta-heurísticas baseadas em TS e SA. Mais recentemente, Previero
(2016) empregou duas estratégias para resolver o FJSP. A primeira consiste na aplicação
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de um algoritmo exato Branch-and-Cut (B&C) e uma variação proposta que agrega
inequações válidas baseada em Applegate e Cook (1991) a um modelo proposto por Birgin
et al. (2014). A segunda abordagem baseia-se em duas meta-heurísticas: Local Branching
(LB) e Diversification, refining e tight-refining (DRT). Os resultados foram comparados
com Birgin et al. (2014) e com o resolvedor Gurobi (GUROBI, 2016). De uma forma
geral, as abordagens baseadas em meta-heurísticas tiveram um melhor desempenho em
relação aos métodos exatos, sendo que na análise realizada, apenas em 3 de um total de
59 instâncias testadas não obtiveram os melhores resultados.
Considerando métodos heurísticos, Brandimarte (1993) propôs abordagens hie-
rárquicas, nas quais as atribuições das operações dos jobs às máquinas (roteamento) e
a programação das operações (scheduling) foram estudadas separadamente. No entanto,
a maioria dos trabalhos na literatura considera os dois subproblemas simultaneamente,
como o de Hurink, Jurisch e Thole (1994) e Dauzère-Pérès e Paulli (1997), que aplicaram
a meta-heurística Tabu Search (TS) para o FJSP, sendo que no segundo é proposto um
novo procedimento de re-atribuições das operações.
Mastrolilli e Gambardella (2000) propuseram duas estruturas de vizinhança para
melhorar o algoritmo TS proposto por Dauzère-Pérès e Paulli (1997) e desde então, vários
métodos vem sendo aplicados ao FJSP (CINAR; TOPCU; OLIVEIRA, 2015; CHAUDHRY;
KHAN, 2016). Mais recentemente, Cruz-Chávez, Martínez-Rangel e Cruz-Rosales (2015)
apresentaram um algoritmo baseado na meta-heurística Simulated Annealing (SA), com
um mecanismo de escalonamento parcial e outro de resfriamento, que é função do desvio
padrão. Constatou-se que o SA com o mecanismo proposto, denominado SA-Partial
Controlled (SA-PC), converge mais rapidamente para boas soluções do que o SA que não
implementa o mecanismo proposto.
Uma meta-heurística que combina Scatter Search e Path Relinking com TS (SSPR)
foi desenvolvida por González, Vela e Varela (2015) para o FJSP. Os autores buscaram
combinar a característica de diversificação provida pelo Scatter Search e Path Relin-
king, com a natureza de intensificação do TS. Tal método foi comparado com a SA
(MASTROLILLI; GAMBARDELLA, 2000); AG Híbrido (AGH) e Variable Neighborhood
Descent (VND) (GAO; SUN; GEN, 2008); Hybrid Harmony Search (HHS) e Large Neigh-
borhood Search (LNS)(YUAN; XU, 2013); Discrepancy search (HMIDA et al., 2010);
Algorítmo Memético (GONZÁLEZ; VELA; VARELA, 2013); Parallel Tabu Search Based
Meta2heuristics (TSBM2M) (BOZEJKO; UCHROŃSKI; WODECKI, 2010); e AGH (GU-
TIÉRREZ; GARCÍA-MAGARIÑO, 2011). O SSPR obteve os melhores valores conhecidos
em 58 de 178 instâncias do FJSP consideradas.
Ishikawa, Kubota e Horio (2015) implementaram um método evolutivo híbrido de-
nominado Hierarchical Multi-Space Competitive Distributed Genetic Algorithm (HmcDGA).
O método foi comparado com Chen, Ihlow e Lehmann (1999), Pezzella, Morganti e Cias-
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chetti (2008), Ida e Oka (2011), Al-Hinai e ElMekkawy (2011) e Teekeng e Thammano
(2012) e seus resultados apresentaram-se competitivos, porém com um elevado custo
computacional.
Gao et al. (2016) propuseram um algoritmo Discrete Harmony Search (DHS) para
o FJSP com múltiplos objetivos. Para avaliar seus resultados, os autores consideraram o
objetivo minimizar makespan e compararam com TS (BRANDIMARTE, 1993), Algoritmo
Genético (AG) (PEZZELLA; MORGANTI; CIASCHETTI, 2008), Efficient Search Method
(XING; CHEN; YANG, 2009a), simulation modeling (XING; CHEN; YANG, 2009b) e
uma versão híbrida da TS (LI; PAN; LIANG, 2010).
Um algoritmo Quantum Particle Swarm Optimization (QPSO) foi proposto por
Singh e Mahapatra (2016) para resolver o FJSP. O operador de mutação, uma técnica
que se origina a partir do algoritmo genético, é usado como um recurso para ajudar a
evitar a convergência prematura e diversificar a solução. Outra ferramenta usada pelo
QPSO para fornecer maior diversidade e reduzir o custo computacional na busca é o uso
de números caóticos (mapa logístico) em vez de números aleatórios. O QPSO se mostrou
competitivo quando comparado com TS (MASTROLILLI; GAMBARDELLA, 2000), AG
(PEZZELLA; MORGANTI; CIASCHETTI, 2008), AGH e VND (GAO; SUN; GEN, 2008),
algoritmo Variable Neighborhood Search (VNS) paralelo (YAZDANI; AMIRI; ZANDIEH,
2010), Knowledge-Based Ant Colony Optimization (XING et al., 2010) e effective GA
(eGA) (ZHANG; GAO; SHI, 2011).
Li et al. (2017) desenvolveram para o FJSP um algoritmo híbrido Artificial Bee
Colony (HABC) com base nos algoritmos Artificial Bee Colony (ABC) e TS. Os recursos
método de roleta e operador de cruzamento para abelhas empregadas foram implementados
com o objetivo de melhorar a inicialização da população e exploração, respectivamente. Na
média, os resultados apresentados pelo HABC foram superiores aos resultados apresentados
pelo algoritmo Artificial Immune System (AIS) (BAGHERI et al., 2010), TS (SAIDI-
MEHRABAD; FATTAHI, 2007), GA com TS (ZHANG; MANIER; MANIER, 2012),
AIS e Particle Swarm Optimization (PSO)(SADRZADEH, 2013), Biogeography-Based
Optimization (WANG et al., 2013) e algoritmo híbrido ABC (WANG; DUAN, 2014).
Uma variação do DHS, denominada Effective Operations Permutation-Based Dis-
crete Harmony Search (EOPDHS) foi aplicada ao FJSP por Gaham, Bouzouia e Achour
(2017). Os autores utilizaram um operador de busca complementar, chamado de Modified
Intelligent Mutation, a fim de equilibrar probabilisticamente a carga de trabalho máxima
das máquinas durante o processo geral de pesquisa. Os resultados foram comparados com
os apresentados por Wang et al. (2012), Yazdani, Amiri e Zandieh (2010), N. e Kobti
(2012), Pezzella, Morganti e Ciaschetti (2008), Li et al. (2011) e Rahmati e Zandieh (2012)
e indicam que o algoritmo proposto é efetivo para a resolução do FJSP.
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5.2 Modelagem do Problema
O FJSP é uma extensão do JSP, que permite que uma operação seja processada
por qualquer máquina a partir de um determinado conjunto de máquinas alternativas
(MASTROLILLI; GAMBARDELLA, 2000; KACEM; HAMMADI; BORNE, 2002; HO;
TAY, 2004; CHAUDHRY; KHAN, 2016). Um FJSP geral pode ser formulado da seguinte
forma (BIRGIN et al., 2014): Seja (V,A) um grafo orientado acíclico. Os vértices deste
grafo representam as operações e os arcos representam as restrições de precedência. É dado
um conjunto M de máquinas e uma função F que associa o conjunto não-vazio F (v) de M
a cada operação v. As máquinas em F (v) são as únicas que podem processar a operação v.
Adicionalmente, para cada operação v e cada máquina k em F (v), há um número racional
positivo pv,k representando o tempo de processamento da operação v na máquina k.
A designação de máquinas é uma função f que atribui uma máquina f(v) ∈ F (v)
para cada operação v. Dado a designação da máquina f , então pFv := pv,f(v).
Para cada máquina k, considere Vk como o conjunto de operações que podem ser
processadas pela máquina k, isto é, Vk = {v ∈ V : k ∈ F (v)}. De modo a limitar que v e
w sejam processados simultaneamente na máquina k, define-se Bk como o conjunto de
todos os pares ordenados (v, w) dos elementos distintos de Vk. Considere B como a união
de todos Bk. Logo, (v, w) ∈ B se e somente se v 6= w e F (v) ∩ F (w) 6= ∅.
Dada uma designação de máquina f , considere Bf como o conjunto de todos os
pares ordenados de operações distintas a serem processadas na mesma máquina, isto é,
Bf = {(v, w) ∈ B : f(v) = f(w)}. Uma seleção consiste em qualquer subconjunto Y de
Bf , de modo que, para cada (v, w) em Bf , exatamente um de (v, w) e (w, v) está em Y .
Uma seleção corresponde a um pedido das operações para serem processadas na mesma
máquina. Uma seleção Y é admissível se (V,A ∪ Y ) for um grafo orientado acíclico, ou
seja, se não conflitar com as restrições de precedência atribuídas, nem com ela própria.
Dada uma designação de máquinas f e uma seleção admissível Y , um escalonamento
para (V,A∪Y, pf ) é uma função s de V para o conjunto de números racionais não-negativos
tal que sv + pfv ≤ sw para cada (v, w) em (A ∪ Y ), isto é, há um escalonamento desde que
(V,A ∪ Y ) seja um grafo orientado acíclico. O número sv é o tempo de início da operação
v. O makespan do escalonamento s é o número mks(s) := maxv∈V (sv + pfv).
O comprimento de um caminho (v1, v2, ..., vl, vl+1) no grafo orientado acíclico
(V,A∪Y ) é o número pfv1 + pfv2 + ...+ pfvl. Para cada caminho P em (V,A∪Y ) terminando
em v e qualquer escalonamento s, o tamanho de P é no máximo sv. Para cada v em V ,
seja s∗v como o máximo de comprimento de todos os caminhos em (V,A ∪ Y ) terminando
em v. A função s∗ pode ser definida como escalonamento apertado para (V,A ∪ Y, pf ). A
partir do escalonamento apertado s∗, que é determinado por caminhos compridos, pode-se
encontrar o caminho crítico P = (v1, v2, ..., vl, vl + 1) em (V,A∪Y ), tal que o comprimento
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de P mais pvl+1 é igual a mks(s∗). Dessa forma, percebe-se que o escalonamento apertado
possui o makespan mínimo dentre os demais escalonamentos para (V,A ∪ Y, pf ).
O makespan de uma seleção admissível Y para uma dada designação de máquina
f , denotada por mks(Y ), é o makespan do escalonamento apertado para (V,A ∪ Y, pf ). O
FJSP pode ser representado como: Encontre uma atribuição de máquina f e uma seleção
admissível Y tal que mks(Y ) seja mínimo. As seguintes suposições são consideradas em
um FJSP:
1. Todas as máquinas estão disponíveis no instante t = 0.
2. Todos os jobs estão disponíveis no instante t = 0.
3. Cada operação deve ser processada por apenas uma máquina de cada vez.
4. Não existem restrições de precedência entre as operações de diferentes jobs; Por isso
os jobs são independentes uns dos outros.
5. Uma operação iniciada não pode ser interrompida.
6. Tempo de transporte entre jobs e as máquinas e tempo para configurar a máquina
para o processamento de uma determinada operação estão incluídos no tempo de
processamento.
O JSP limita-se ao sequenciamento de operações em máquinas fixas, enquanto que
no FJSP a atribuição de uma operação não é pré-fixada e pode assim ser processada num
conjunto de máquinas alternativas. Portanto, o FJSP não se restringe ao sequenciamento,
extendendo-se na atribuição de operações para as máquinas adequadas (roteamento).
O FJSP é, portanto, mais complexo do que o JSP, pois considera a determinação da
atribuição da máquina para cada operação. Dessa forma, o escalonamento dos jobs no
FJSP pode ser categorizado em dois subproblemas (CHAUDHRY; KHAN, 2016):
1. Um subproblema de roteamento no qual tem-se que selecionar uma máquina adequada
entre as disponíveis para processar cada operação.
2. Um subproblema de escalonamento no qual as operações atribuídas são sequenciadas
em todas as máquinas selecionadas para obter uma programação viável que minimiza
um objetivo predefinido.
Baseado na flexibilidade, Kacem, Hammadi e Borne (2002) classificaram o FJSP
nos seguintes subproblemas:
1. FJSP total: cada operação pode ser processada em qualquer uma das m máquinas
disponíveis.
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2. FJSP parcial: parte das operações só podem ser processadas em algumas das m
máquinas disponíveis.
A Figura 15 ilustra um grafo disjuntivo de um FJSP com 3 jobs e 4 máquinas,
sendo uma abstração do ambiente produtivo apresentado na Figura 14. Os vértices 1
a 10 representam as operações. Os vértices 0 e 11 correspondem, respectivamente, a
operações artificiais de início e fim do escalonamento. Os vértices são conectados por
arcos conjuntivos e disjuntivos. Arcos conjuntivos ligam consecutivamente as operações de
cada job, indicando a ordem de precedência a ser respeitada. Os arcos que não possuem
orientação definida são os chamados arcos disjuntivos, que ligam operações a serem
executadas numa mesma máquina. Percebe-se que alguns vértices possuem incidência de
arcos disjuntivos simultaneamente em diferentes máquinas, caracterizando flexibilidade.
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Figura 15 – Grafo disjuntivo: representação de um escalonamento.
O grafo do FSJP define uma solução viável se for acíclico (DAUZÈRE-PÉRÈS;
PAULLI, 1997). A Figura 16 exemplifica uma solução obtida pela definição das orientações
dos arcos disjuntivos do grafo da Figura 15, assim como a abstração em grafo disjuntivo
da Figura 14.
5.2.1 Formulação matemática
De acordo com Birgin et al. (2014), o FJSP pode ser formulado matematicamente
como um problema de Programação Linear Inteira Mista (PLIM) (CASTILLO et al., 2001).
Para isso, utiliza-se uma matriz binária x para representar as atribuições da máquina e
uma matriz binária y para representar seleções. A primeira matriz possui um compomente
xv,k para cada v em V e cada k em F (v). A segunda dispõe de um componente yv,w
para cada (v, w) em B. Também utiliza-se duas matrizes racionais s e p′ , e um número
racional z, onde s representa os tempos iniciais, p′ indica os tempos de processamento
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Figura 16 – Solução do FJSP.
correspondentes à atribuição da máquina dada por x, e z representa o valor do makespan
do escalonamento s.
Considerando que há necessidade de um limitante superior L do makespan para o
FJSP, esse valor pode ser obtido a partir da seleção de uma solução viável arbitrária ou,
alternativamente, um limitante global ∑v∈V maxk∈F (v)pv,k. Dessa forma, uma formulação
PLIM é proposta por Birgin et al. (2014) da seguinte forma: encontre um número racional
z, matrizes racionais s e p′ , e matrizes binárias x e y tal que
Minimizar z (5.1)
Sujeito a: sv + p
′
v ≤ z, ∀v ∈ V, (5.2)∑
k∈F (v)
xv,k = 1, ∀v ∈ V, (5.3)
p
′
v =
∑
k∈F (v)
pv,kxv,k, ∀v ∈ V, (5.4)
yv,w + yw,v ≥ xv,k + xw,k − 1, ∀k ∈M e ∀(v, w) ∈ Bk, (5.5)
sv + p
′
v ≤ sw, ∀(v, w) ∈ A, (5.6)
sv + p
′
v − (1− yv,w)L ≤ sw, ∀(v, w) ∈ B, (5.7)
sv ≥ 0, ∀v ∈ V. (5.8)
A função objetivo é indicada na expressão (5.1), que considera z o makespan, que
deve ser o menor valor possível (restrição (5.2)). Como x é binário, a restrição (5.3) garante
que x represente uma operação atribuída a uma máquina. Os tempos de processamentos
das operações são representados na matriz p′ (restrição (5.4)). A restrição (5.5) define
restrições de precedência entre operações. Considerando que y é uma variável binária que
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representa uma seleção e p′ configura os tempos de preocessamento, as restrições (5.6),
(5.7) e (5.8) fazem com que s represente um escalonamento (solução).
5.3 Meta-heurísticas desenvolvidas para o FJSP
Para solucionar o FJSP, inicialmente desenvolveu-se um algoritmo GRASP, que é
descrito na Seção 5.3.1. Com o objetivo de buscar melhoria nos resultados, optou-se por
implementar um segundo método, que explore o espaço de soluções de forma diferente.
Assim, em seguida, implementou-se um algoritmo baseado na meta-heurística Simulated
Annealing (SA), que é explicitado na Seção 5.3.2. Considerando que o SA apresentou
melhoria nos resultados em relação ao GRASP, houve o estímulo de experimentar novos
métodos que utilizem a combinação de características de intensificação/exploração da
busca. Assim, foi proposto outros dois métodos com características híbridas para solucionar
o FJSP: Iterated Local Search (ILS) e Clustering Search (CS), abordados respectivamente
nas Seções 5.3.3 e 5.3.4.
5.3.1 GRASP
A descrição genérica da meta-heurística GRASP é realizada na Seção 2.3.1. Para o
FJSP implementou-se um algoritmo baseado no GRASP clássico, no qual subdivide-se
nas etapas construção, intensificação e avaliação da solução, conforme apresentado no
Algoritmo 1.
5.3.1.1 Fase de construção
A fase de construção visa gerar uma solução s (veja Algoritmo 8). Essa etapa baseia-
se em adicionar em s, uma operação de um job por vez, até que todas sejam selecionadas.
Para isso, ordena-se as operações candidatas (aquelas que não possuem restrição de
precedência) dos jobs em uma lista CL, de modo que as operações com menores custos se
apresentem primeiro (linha 3). Quando uma operação possui flexibilidade, opta-se pela
máquina que a processe e proporcione o menor custo em s. De acordo com o parâmetro de
entrada α, (0 ≤ α ≤ 1), constrói-se a Lista Restrita de Candidatos (LRC), que contém
as primeiras d(α× |CL|)e operações de CL (linha 4). Dessa forma, caso possua mais de
uma operação disponível para ser adicionada à solução em construção, a eleatoriedade é
utilizada para realizar a seleção. Quanto mais perto de zero os valores de α, a LRC se
torna mais restrita, tornando menor a diversidade de soluções construídas. Por outro lado,
para valores de α mais próximos de 1, ocorre um comportamento mais aleatório, o que
tende a diversificar as soluções construídas, porém podendo gerar soluções com qualidade
inferior e tornar mais lento o processo de busca local. Assim, verifica-se em s o tempo
inicial que a operação selecionada na LRC pode ser adicionada (respeitando as restrições
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de precedência) (linha 6). Após uma operação ser adicionada a solução em construção s
(linha 7), reinicia-se o processo (linhas 2 a 8). A etapa de construção é finalizada quando
não possuir mais operações candidatas a serem adicionadas à solução.
Algoritmo 8: Pseudocódigo da construção do GRASP para o FJSP
entrada : máquinas M , sequência de operações (Oi,j)i∈m,j∈ni , α
saída : solução construída s
1 Conjunto de operações O¯ ← (Oi,j)i∈m,j∈ni
2 enquanto O¯ 6= ∅ faça
3 CL← lista ordenada das Oi,j operacoes candidatas
4 LRC ← lista das d(α× |CL|)e melhores operacoes de CL
5 Selecione aleatoriamente uma operacao Oi,j da LRC
6 Verifica o tempo disponível em si para adicionar Oi,j
7 si ← si +Oi,j
8 Exclua a operacao Oi,j de O¯
9 retorna s
5.3.1.2 Busca local
A Busca Local (BL1) baseia-se no best improvement method (HANSEN; MLADE-
NOVIĆ, 2006). Seu funcionamento consiste em explorar a vizinhança de uma solução s
com o objetivo de obter uma solução ótima local s∗, que representa o melhor vizinho de s.
O pseudocódigo da BL1 é apresentado no Algoritmo 9. A busca local se divide em duas
vizinhanças (a) e (b):
(a) A primeira etapa (linhas 2 a 10) consiste em a cada iteração obter uma solução
s′ ao realizar troca na ordem de processamento de um job de uma máquina da
solução s. Assim, ao selecionar uma determinada máquina, a partir do segundo job
do escalonamento, efetua-se a troca com seu vizinho à esquerda. Após a troca, é
verificado se a solução não possui violação de precedência, e caso positivo, efetua-se
a reconstrução da solução à direita da troca efetuada. Em seguida é avaliado se
houve melhora na solução (s′ < s∗). Caso afirmativo, atualiza-se a melhor solução
(s∗ ← s′). Após cada troca, retorna-se (s′ ← s) e seleciona-se o próximo job à direita.
O processo se repete até todos os jobs de todas as máquinas da solução s sejam
avaliados.
(b) Ao finalizar a etapa (a), inicia-se a etapa de exploração da flexibilidade da vizinhança
da solução s (linhas 11 a 27). A ideia baseia-se em, para os jobs que possuem
flexibilidade, realizar todas as trocas entre as máquinas alternativas e para cada
substituição, explorar toda vizinhança da máquina inserida do mesmo modo que em
(a). Para isso, seleciona-se um job na lista de flexibilidade (linha 13), e de acordo
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com sua máquina alternativa, efetua-se a troca em s′. Em seguida é verificado se
houve violação na restrição de precedência conforme (a). Posteriormente, apura-se
s′ < s, e em caso afirmativo, atualiza-se a melhor solução (s∗ ← s′). Após, inicia-se
a exploração da vizinhança na máquina que foi alterada, conforme (a), a partir da
operação inserida, até toda sua vizinhança seja explorada. Ao final de cada troca,
retorna-se a solução s′ ← s e seleciona-se o próximo job flexJobs[k + 1] que possui
flexibilidade. Tal processo repete-se até que toda a flexibilidade seja avaliada.
Algoritmo 9: Pseudocódigo da Busca Local 1 (BL1)
entrada : s,m, nm, f lexJobs[nflex]
1 s∗ ← s′ ← s;
2 i← 1;
3 enquanto i <= m faça
4 j ← 2;
5 enquanto j <= nmi faça
6 Troca os jobs s′(mi[j]) and s′(mi[j − 1]) ;
7 Reconstrói a solução s′ ;
8 se f(s′) < f(s∗) então
9 s∗ ← s′ ;
10 s′ ← s; j + +;
11 k ← 1;
12 enquanto k <= nflex faça
13 jflex ← flexJobs[k];
14 i← máquina alternativa que será alocado o jflex ;
15 Destrua a solução s′ da direita para esquerda até o jflex;
16 Insira o jflex na máquina i;
17 j ← índice do jflex na máquina i ;
18 Reconstrói a solução s′;
19 se f(s′) < f(s∗) então
20 s∗ ← s′; s← s′;
21 enquanto j <= nmi faça
22 troca os jobs s′(mi[j]) and s′(mi[j − 1]) ;
23 Reconstrói a solução s′ ;
24 se f(s′) < f(s∗) então
25 s∗ ← s′;
26 s′ ← s; j + +;
27 k + +;
28 retorna s∗
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5.3.2 Simulated Annealing
A descrição genérica do SA é realizada na Seção 2.3.2. Na presente implementação
(veja Algoritmo 10), aplica-se SAmax iterações em s para cada temperatura (linhas 6-15),
que é decrementada de acordo com o valor β (linha 16). A cada iteração, realiza-se uma
perturbação na solução atual, gerando s′ (linha 9). A perturbação baseia-se em realizar um
movimento de troca, que é definido aleatoriamente dentre as estruturas de vizinhanças N1,
N2 ou N3 (linha 8). A variação da estrutura de vizinhança possibilita explorar diferentes
regiões no espaço de soluções, diversificando a busca. Em seguida, a solução atual é
avaliada (linha 10). Caso s′ seja melhor que a solução global, atualiza-se s∗ (linhas 11-13).
Caso contrário, avalia-se, considerando uma dada probabilidade, se a busca continua a
partir de s′ ou em s (linhas 14-15). O SAmax foi configurado com base em Cruz-Chávez,
Martínez-Rangel e Cruz-Rosales (2015), que definiu o número I (Equação 5.9) de iterações
do SA de acordo com característica de cada instância:
I = 2× (m× (n− 1)) (5.9)
sendo m o número de máquinas e n o número de jobs.
Diferentemente do SA tradicional descrito na Seção 2.3.2, Cruz-Chávez, Martínez-
Rangel e Cruz-Rosales (2015) propuseram restringir a vizinhança, permutando pares de
operações adjacentes que não têm tempo de folga entre elas, daí surgindo o termo SA-
Partial e também utilizaram o ajuste do parâmetro Tc a partir do valor do desvio padrão
dos valores de sua calibração, com intenção de acelerar a busca. O presente estudo, de
forma a extender a versão clássica do SA, foca em explorar várias estruturas de vizinhança
como estratégia de acelerar a convergência da busca.
5.3.2.1 Solução Inicial
A construção da solução inicial s é realizada de forma parcialmente aleatória. A
ideia baseia-se em selecionar os jobs aleatoriamente para serem adicionados em s e, quando
há flexibilidade, optar pela máquina que processa a respectiva operação que proporcione o
menor custo em s. Para cada operação de um job, é inserido seu respectivo número num
vetor v com objetivo de representar a quantidade de operações que cada job possui. Como
exemplo, ilustra-se na Figura 17 a construção de uma solução de uma instância com dois
jobs, o primeiro com duas operações a serem processadas na máquina M1 com custo 6 e
na máquina M2 com custo 10, respectivamente (O1,1(M1[6]) e O1,2(M2[10])) e o segundo
job com uma operação a ser processada na máquina M1 com custo 20 (O2,1(M1[20])) ou
alternativamente na máquina M2 com custo 7 (O2,1(M2[7])), gerando o vetor v = [1, 1, 2].
Inicialmente sorteou-se o índice i = 2, que representa o job 1. Então a primeira operação
disponível do job 1 (O1,1(M2[6])) foi selecionada para ser adicionada à solução parcial s,
5.3. Meta-heurísticas desenvolvidas para o FJSP 73
Algoritmo 10: Pseudocódigo do Simulated Annealing para o FJSP
entrada :T0, Tf , β, SAmax, Solução s, Timemax
saída : Solução s∗
1 s∗ ← s;
2 T ← T0;
3 enquanto Time < Timemax faça
4 enquanto T > Tf faça
5 iter ← 0 ;
6 enquanto iter < SAmax faça
7 iter ← iter + 1 ;
8 k ← random[1, 3] ;
9 s′ ← Nk(s);
10 se f(s′) < f(s) então
11 s← s′;
12 se f(s′) < f(s∗) então
13 s∗ ← s′;
14 senão
15 s← s′, com probabilidade e−(f(s
′)−f(s))
T ;
16 T ← T × β;
17 retorna s∗ ;
preenchendo o tempo da máquina M1 de 1 a 6 e decrementando o tamanho de v (etapa
(a)). Em seguida, sorteou-se i = 1, e então a segunda operação do job 1 (O1,2(M2[10])) é
adicionada à solução, iniciando ao final da O1,1, isto é, preenchendo o tempo da máquina
M2 de 6 a 16 (etapa (b)). Por fim, o índice i = 1 é sorteado, e considerando que há
flexibilidade na operação do job 2, tem-se a seguinte alternativa: M1 (preenchendo o tempo
de 6 a 26) ou M2 (preenchendo o tempo de 16 a 23). Selecionou-se a máquina M2, pois
proporciona o menor makespan (22) e inseriu-a em s (etapa (c)).
(a)
M1
M2
O1,1(1,6)
M1
M2
O1,1(1,6)
O1,2(6,16)
M1
M2
O1,1(1,6)
O1,2(6,16) O2,1(16,23)
v={1,1,2}
v={1,2}
v={2}
i={1,2,3}
i={1,2}
i={1}
(b)
(c)
Figura 17 – Exemplo de geração de uma solução inicial para dois jobs com três operações
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5.3.2.2 Estruturas de Vizinhança
De modo a buscar melhores soluções, o SA possui a característica de explorar a
vizinhança de forma iterativa, realizando trocas entre os vizinhos. No contexto do FJSP,
os movimentos são realizados alterando a atribuição (por exemplo, movendo uma operação
de uma máquina para outra) ou alterando uma sequência (por exemplo, deslocando uma
operação ou trocando duas operações) (BRUCKER, 2007; BRUCKER; KNUST, 2012).
Dessa forma, três formas de explorar a vizinhança foram utilizadas: N1, N2 e N3, que são
descritas a seguir.
5.3.2.2.1 Estrutura de Vizinhança N1
A estratégia usada na estrutura de vizinhança N1 é baseada na troca de posições
relativas entre um par de operações adjacentes em uma máquina. Para isso, selecionamos
aleatoriamente uma máquina e, em seguida, selecionamos aleatoriamente uma operação
entre as alocadas na máquina. Somente a primeira operação na máquina selecionada não
pode ser escolhida. Isto é devido a como a troca é realizada: as duas operações consideradas
para trocar posições relativas são a operação selecionada, Oij , e a operação à sua esquerda
imediata, diz Opq. Para não violar a solução, essa estrutura não realiza uma troca quando
a operação selecionada e seu vizinho à esquerda pertencem ao mesmo job. Quando isso
ocorre, nenhum movimento é executado e o processo é finalizado. Mesmo assim, após
realizar uma troca, ainda é possível obter uma solução inviável, que é então reparada,
como exemplificado na Figura 18.
A Figura 18 ilustra um movimento de troca de N1. A solução atual é mostrada
como a sequência de operações (à esquerda) e o gráfico de Gantt que resultaram da
alocação das operações na sequência determinada (à direita). A máquina M1 é selecionada
aleatoriamente e, em seguida, uma das operações alocadas para a máquina M1 (O3,2) é
escolhida aleatoriamente (a). No vetor sequência, uma troca é realizada entre O3,2 e a
operação O1,2, localizada imediatamente à sua esquerda (já que não são operações do
mesmo job) (b). Percebe-se que tal troca produziu uma solução inviável em (b), uma vez
que a operação O3,2 deve ser processada após a conclusão da operação O3,1, esta solução
deve ser reparada. Portanto, no vetor de sequência, a ordem de processamento entre as
operações O3,1 e O3,2 é alterada, gerando uma solução viável (c). Após um movimento de
troca N1, a solução resultante pode ser inviável. Neste caso, a solução é reparada
5.3.2.2.2 Estrutura de Vizinhança N2
A estratégia usada na estrutura de vizinhança N2 é baseada explorar a flexibilidade.
Uma operação é considerada flexível se pudermos processá-la em mais de uma máquina.
O método procura reprogramar em outra máquina uma operação flexível. Primeiro, uma
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N1 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,2 𝑂3,1 𝑂1,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂3,2 𝑂1,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(c) 
 
Sequencia 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂2,2 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1   𝑂3,2 𝑂1,2 𝑂2,2  
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
 
N2 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 2 1 
 
M1 𝑂2,1 𝑂1,2 𝑂2,2     
M2 𝑂1,1 𝑂3,1 𝑂3,2     
 0 1 2 3 4 5 6 7 
   
 
N3 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(c) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1  𝑂3,2 𝑂1,2 𝑂3,3   
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
 
 
 
 
 
 
 
Figura 18 – Movimento de troca: N1.
operação flexível é selecionada aleatoriamente e a máquina na qual essa operação está
alocada é identificada de acordo com a solução atual. Outra máquina que pode processar
essa operação é selecionada aleatoriamente. Em seguida, a operação é movida da máquina
que está processando para a máquina selecionada. A solução pode ter que ser reparada, a
fim de manter sua viabilidade.
A Figura 19 mostra uma troca N2. Inicialmente, a operação O3,2 foi selecionada
aleatoriamente entre as operações flexíveis. A operação O3,2 pode, alternativamente, ser
processada nas máquinas M1 ou M2. Verificou-se que na solução atual, a operação O3,2 é
alocada na máquina M1 (a) e então foi definida que a operação O3,2 será movida para a
máquina M2. O resultado da troca é mostrado em (b).
N1 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,2 𝑂3,1 𝑂1,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂3,2 𝑂1,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(c) 
 
Sequencia 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂2,2 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1   𝑂3,2 𝑂1,2 𝑂2,2  
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
 
N2 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 2 1 
 
M1 𝑂2,1 𝑂1,2 𝑂2,2     
M2 𝑂1,1 𝑂3,1 𝑂3,2    
 0 1 2 3 4 5 6 7 
   
 
N3 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(c) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1  𝑂3,2 𝑂1,2 𝑂3,3   
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
 
 
 
 
 
 
 
Figura 19 – Movimento de troca: N2.
5.3.2.2.3 Estrutura de Vizinhança N3
A estrutura de vizinhança chamada de N3 é uma extensão da N1, sendo que a
estratégia utilizada baseia-se em realizar a troca de operações considerando a ordem na
qual essas foram inseridas na solução. Para isso, utiliza-se um vetor auxiliar que armazena
o histórico da sequência de inserções das operações nas máquinas na solução. A troca N3
apresenta a seguinte característica:
1. Na estrutura de dados que armazenou a ordem de inserção das operações nas
máquinas seleciona-se aleatoriamente uma operação e denomina-se esta por X;
2. Se a operação Y mais à esquerda de X não pertence ao mesmo job de X: realiza-se a
troca entre as posições de X e Y no vetor auxiliar;
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3. Caso contrário, denomina-se a operação Y como operação X e volta-se para o passo
2.
A Figura 20 ilustra um movimento N3 quando a precedência é violada. A operação
de O3,3 foi selecionada aleatoriamente e a operação O3,2 está à esquerda no vetor de
sequência. Ambas as operações pertencem ao mesmo job e haveria uma violação da
restrição de precedência se uma troca fosse feita. Desta forma, a operação O3,2 é agora
considerada para efetuar a troca. A operação à esquerda de O3,2 é O1,2. Como neste caso
não há violação de precedência, uma troca foi feita entre O3,2 e O1,2;
N1 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,2 𝑂3,1 𝑂1,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂3,2 𝑂1,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(c) 
 
Sequencia 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂2,2 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1   𝑂3,2 𝑂1,2 𝑂2,2  
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
 
N2 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂2,2    
M2 𝑂1,1 𝑂3,1      
 0 1 2 3 4 5 6 7 
(b) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂1,2 𝑂3,1 𝑂3,2 𝑂2,2 
Máquina 2 1 1 2 2 1 
 
M1 𝑂2,1 𝑂1,2 𝑂2,2     
M2 𝑂1,1 𝑂3,1 𝑂3,2     
 0 1 2 3 4 5 6 7 
   
 
N3 
 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(a) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂1,2 𝑂3,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1 𝑂1,2 𝑂3,2 𝑂3,3    
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
(c) 
 
Sequência 1ª 2ª 3ª 4ª 5ª 6ª 
Operação 𝑂1,1 𝑂2,1 𝑂3,1 𝑂3,2 𝑂1,2 𝑂3,3 
Máquina 2 1 2 1 1 1 
 
M1 𝑂2,1  𝑂3,2 𝑂1,2 𝑂3,3   
M2 𝑂1,1 𝑂3,1       
 0 1 2 3 4 5 6 7 
 
 
 
 
 
 
 
Figura 20 – Movimento de troca N3 - Quando a ordem de precedência é violada.
5.3.3 Iterated Local Search
Para solucionar o FJSP, desenvolveu-se um algoritmo baseado na meta-heurística
Iterated Local Search (ILS), que foi apresentado na Seção 2.3.3. O Algoritmo 11 apresenta
o pseudocódigo genérico do ILS desenvolvido para o FJSP. Após gerar uma solução inicial
s (linha 1), o ILS consiste em aplicar uma busca local em s (linha 2), com o objetivo
de obter um ótimo local e posteriormente iniciar o processo iterativo (linhas 3-7). Até
atingir o limite ILSmax de iterações, o ILS realiza pertubação na melhor solução s, para
em seguida submetê-la a uma busca local e posteriormente avaliá-la por um critério de
aceitação. Na presente implementação, o parâmetro ILSmax é determinado por um tempo
5.3. Meta-heurísticas desenvolvidas para o FJSP 77
limite. Tais etapas são descritas a seguir.
Algoritmo 11: Pseudocódigo do ILS para o FJSP.
entrada : ILSmax, kmax
saída : Solução s
1 s← SolucaoInicial();
2 s← BL1(s);
3 para i← 1 até ILSmax faça
4 si ← Pertubacao(s, kmax);
5 si ← BL2(si, T0, Tf , β, SAmax);
6 s← Aceitacao (s, si);
7 fim
5.3.3.1 Solução Inicial
A solução inicial é gerada como descrito na Seção 5.3.2.1.
5.3.3.2 Busca Local 1
A busca local utilizada é a mesma descrita na Seção 5.3.1.2.
5.3.3.3 Busca Local 2: Simulated Annealing
Ao iniciar o processo iterativo do ILS, utiliza-se como busca local uma variação do
SA descrito na Seção 5.3.2. Essa variação consiste na incorporação de uma busca local
(BL1) no SA, conforme especificado a seguir.
Apresenta-se no Algoritmo 12 o pseudocódigo do SA proposto como busca local
(BL2). O SA inicia em uma temperatura T0, que é decrementada conforme o valor de
β (linha 18), sendo executado até atingir temperatura de congelamento Tf . A cada
temperatura realiza-se SAmax iterações (linhas 5 a 17). A cada iteração do SA realiza-se
uma pertubação na solução atual s de acordo com uma das três vizinhanças (N1, N2 ou
N3), que são selecionadas aleatoriamente, obtendo s′ (linhas 7 a 8). Caso s′ seja melhor
que a solução global (linhas 9 a 15), atualiza-se s∗ e aplica-se nesta a busca local BL1
(descrita na Seção 5.3.3.2). Caso contrário, avalia-se, considerando uma dada prioridade, se
a busca continua a partir de s′ ou s (linhas 16 a 17). O SAmax foi configurado da mesma
forma que no SA, utilizando a Equação 5.9.
5.3.3.4 Pertubação
Como estratégia de perturbação, realiza-se kmax pertubações em s. Com o objetivo
de não tornar a busca determinística, a cada iteração é selecionado aleatoriamente um dos
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Algoritmo 12: Pseudocódigo do Simulated Annealing com busca local (BL2)
entrada :T0, Tf , β, SAmax, Solução s
saída : Solução s∗
1 s∗ ← s;
2 T ← T0;
3 enquanto T > Tf faça
4 iter ← 0 ;
5 enquanto iter < SAmax faça
6 iter ← iter + 1 ;
7 k ← random[1, 3] ;
8 s′ ← Nk(s);
9 se f(s′) < f(s) então
10 s← s′;
11 se f(s′) < f(s∗) então
12 s∗ ← s′;
13 s′ ← BL1(s’);
14 se f(s′) < f(s∗) então
15 s∗ ← s′;
16 senão
17 s← s′, com probabilidade e−(f(s
′)−f(s))
T ;
18 T ← T × β;
19 retorna s∗ ;
movimentos N1, N2 ou N3. O Algoritmo 13 apresenta o pseudocódigo desta etapa.
Algoritmo 13: Perturbação do ILS para o FJSP.
entrada : s, kmax
saída : Solução s
1 para i← 1 até kmax faça
2 k ← random[1, 3] ;
3 s← Nk(s);
4 fim
5.3.3.5 Critério de Aceitação
Para o ILS aceitar uma solução intermediária si, esta tem de ser melhor que a
solução atual s. Assim, é avaliado se f(si) < f(s), e em caso afirmativo, a solução s é
descartada e a busca continua em si. Caso contrário, a busca continua em s.
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5.3.4 Clustering Search
Ameta-heurística Clustering Search (CS) foi desenvolvida como um método genérico
que combina meta-heurísticas e clusterização. O CS é considerado um método híbrido por
unir meta-heurísticas para geração de soluções e buscas locais. Tem o foco em particionar
o espaço de busca e identificar “regiões” (clusters) supostamente promissoras, para assim
intensificar a busca nessa região aplicando busca local (OLIVEIRA; LORENA, 2007).
O CS foi introduzido na Seção 2.3.4. Apresenta-se no Algoritmo 14 o pseudocódigo
do CS proposto para solucionar o FJSP, utilizando o SA como gerador de soluções. O
SA é executado até atingir o tempo limite Timemax e a cada decremento da temperatura,
realiza-se SAmax iterações e em seguida a solução atual do SA é enviada para o CS (linhas
4-17). O SAmax foi configurado com base em Cruz-Chávez, Martínez-Rangel e Cruz-Rosales
(2015), que definiu o número I de iterações do SA de acordo com característica de cada
instância (Equação 5.9).
De modo a proporcionar maior diversificação na busca, ao final do SA definiu-se
que a cada 30 segundos initerruptos sem melhora na solução, o número SAmax de iterações
do SA é dobrado e o volume máximo λ é incrementado em 3 unidades, desde que o SAmax
não ultrapasse seu valor inicial I × 100.
Inicializa-se o método criando o número γ de clusters, com suas respectivas carac-
terísticas de volume máximo λ e índice de ineficácia rmax. Em seguida, inicia-se o SA, que
recebe uma solução inicial aleatória, que é definida como a melhor solução (linha 2). Por
conseguinte, onde a cada iteração escolhe-se randomicamente uma vizinhança (N1, N2 ou
N3) para gerar uma solução vizinha da solução atual (linhas 9-10). Uma solução vizinha
é aceita caso for melhor que a solução atual (linhas 11-14) ou, caso contrário, com uma
dada probabilidade (linhas 15-16).
A temperatura do SA é decrementada (linha 17) e caso o número máximo de
clusters não seja atingido, atribui-se ao centro de um novo cluster a solução atual do SA
(linhas 18-20). Após inicializados todos os γ clusters, as novas soluções geradas pelo SA
passam a serem incluídas nos clusters existentes (linha 23).
Em seguida, inicia-se o processo de assimilação, que é definido com base na
semelhança entre a solução atual do SA e o centro de todos os clusters. Naquele cluster
que possuir seu centro mais adequado, insere-se a solução atual do SA e verifica se a região
tornou-se promissora e se será aplicada a busca local ou uma perturbação ou se uma nova
melhor solução foi encontrada (linhas 25 a 35).
Os parâmetros utilizados no CS proposto são:
• γ: Número máximo de clusters;
• λ: Volume máximo dos clusters;
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• rmax: Limite para o índice de ineficácia dos clusters;
• T0: Temperatura inicial do SA;
• β: Taxa de resfriamento do SA;
• Tf : Temperatura final do SA;
• SAmax: Número máximo de iterações por temperatura do SA; e
• Timemax: Tempo limite de execução do CS.
5.3.4.1 Estruturas de Vizinhança
Utilizou-se as estruturas de vizinhança N1 (seção 5.3.2.2.1), N2 (seção 5.3.2.2.2)
e N3 (seção 5.3.2.2.3).
5.3.4.2 Similaridade
O objetivo dessa etapa é identificar qual cluster possui seu centro mais similar
à solução atual (linhas 22-23 do Algoritmo 14). Essa similaridade é obtida através do
cálculo da distância de Hamming (Di) (HAMMING, 1950), no qual é contabilizado o
número de posições que as soluções se diferenciam entre si. Ao final da comparação, a
solução é atribuída ao cluster que esteja menos distante, com isso, o volume do cluster
vi é incrementado. Logo após, compara-se a solução do centro do cluster com a solução
gerada pelo SA e se a solução gerada pelo SA for melhor, torna-se o centro do cluster.
A Figura 21 apresenta duas soluções distintas s1 e s2. Essa estrutura se refere a
ordem de processamento dos jobs nas máquinas. As soluções se diferenciam na máquina
que atende o último job (O2,2). A distância de Hamming entre as duas soluções é calculada
e seu valor é igual um.
O1,1 O1,2 O2,1
1???????
???????? O2,2
2 1 2
???????
???????? O1,1 O1,2 O2,1 O2,2
1 2 1 1
s1
s2
Figura 21 – Representação do cálculo da distância de Hamming entre duas soluções s1 e
s2: Di(s1, s2) = 1.
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Algoritmo 14: Pseudocódigo do CS para o FJSP
entrada : γ, λ, rmax, T0, Tf , β, SAmax,Timemax, s
1 cluster ← 0; ri ← 0; vi ← 0;∀i = 1...γ;
2 s∗ ← s;SAmaxIni ← SAmax;
3 enquanto Time < Timemax faça
4 T ← T0;
5 enquanto T > Tf faça
6 iter ← 0 ;
7 enquanto iter < SAmax faça
8 iter ← iter + 1 ;
9 k ← random[1, 3] ;
10 s′ ← Nk(s);
11 se f(s′) < f(s) então
12 s← s′;
13 se f(s′) < f(s∗) então
14 s∗ ← s′;
15 senão
16 s← s′, com probabilidade e−(f(s
′)−f(s))
T ;
17 T ← T × β;
18 se cluster < γ então
19 cluster + +; vcluster + +;
20 ccluster ← s;
21 senão
22 i← armin{i∈{1...γ}}{Di};
23 vi + +; ci ← best(ci, s);
24 se vi = λ então
25 vi ← 1;
26 se ri = rmax então
27 ri ← 0;
28 ci ← N (random[1,3])(ci);
29 senão
30 BL3(ci);
31 se ci melhorou então
32 ri ← 0;
33 senão
34 ri + +;
35 s∗ ← best(s∗, ci);
36 retorna s∗
5.3.4.3 Busca Local 3
Como busca local implementou-se um algoritmo baseado nos métodos propostos
por Hansen e Mladenović (2006). Seu funcionamento consiste em explorar a vizinhança
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da solução s que representa o centro ci de um cluster que atingiu o limite de volume λ.
A diferença em relação a busca local BL1 apresentada na Seção 5.3.1.2 se resume em ao
encontrar um vizinho melhor, encerra-se a busca naquela máquina, iniciando na próxima,
caso exista. A estratégia se divide em duas vizinhanças (a) e (b):
(a) A primeira etapa consiste em obter uma solução s′ ao realizar troca da ordem de
processamento dos jobs de cada máquina de s. Assim, ao selecionar uma determinada
máquina, a partir do segundo job do escalonamento, efetua-se a troca com seu vizinho
à esquerda. Após a troca, é verificado se a solução não possui violação de precedência,
e caso positivo, efetua-se a reconstrução da solução à direita da troca efetuada. Em
seguida é avaliado se houve melhora na solução (s′ < s). Caso afirmativo, atualiza-se
a solução (s← s′) e a busca continua a partir da próxima máquina. Caso contrário,
retorna-se a solução s′ ← s e seleciona-se o próximo job à direita. O processo se
repete até que todos os jobs de todas as máquinas sejam avaliados.
(b) Ao finalizar a etapa (a), inicia-se a etapa de exploração da flexibilidade da vizinhança
s. A ideia baseia-se em, para os jobs que possuem flexibilidade, realizar todas as trocas
entre as máquinas alternativas e para cada substituição, explorar toda sua vizinhança
do mesmo modo que em (a). Para isso, seleciona-se um job em flexJobs[k] que
possui flexibilidade, e de acordo com sua máquina alternativa, efetua-se a troca em
s′. Em seguida é verificado se houve violação na restrição de precedência conforme
(a). Posteriormente, apura-se s′ < s, e em caso afirmativo, atualiza-se a melhor
solução atual (s← s′). Após, inicia-se a exploração da vizinhança na máquina que
foi alterada, conforme (a), a partir da operação inserida, até que encontre um vizinho
melhor ou toda a vizinhança seja explorada. Caso não encontre um vizinho melhor,
retorna-se a solução s′ ← s e seleciona-se o próximo job flexJobs[k + 1] que possui
flexibilidade. Tal processo repete-se até que toda a flexibilidade seja avaliada.
O pseudocódigo da Busca Local 3 é apresentado no Algoritmo 15.
5.4 Experimentos Computacionais
Os experimentos computacionais são apresentados da seguinte forma: Inicialmente
apresenta-se a configuração dos experimentos para cada método, em seguida, os resultados
individuais dos algoritmos são exibidos que, por fim, são comparados com a literatura.
5.4.1 Configuração dos Experimentos
Para verificar a eficácia dos algoritmos descritos neste estudo, considera-se conjuntos
tradicionais de instâncias do FJSP encontradas na literatura: BRdata (BRANDIMARTE,
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Algoritmo 15: Pseudocódigo da Busca Local 3 (BL3)
entrada : s
1 s∗ ← s′ ← s;
2 i← 1;
3 enquanto i <= m faça
4 j ← 2; repita← V ERDADEIRO;
5 enquanto j <= nmi e repita faça
6 troca os jobs s′(mi[j]) e s′(mi[j − 1]) ;
7 reconstrói s′ ;
8 se f(s′) < f(s∗) então
9 s∗ ← s′ ;
10 repita← FALSO;
11 s′ ← s;
12 j + +;
13 k ← 1;
14 enquanto k <= nflex faça
15 Seleciona-se o job jflex na lista de jobs que possuem flexibilidade flexJobs[k] ;
16 i← máquina alternativa que será alocado o jflex ;
17 Destrua a solução s′ da direita para esquerda até o jflex;
18 Insira o jflex na máquina i;
19 j ← índice do jflex na máquina i ;
20 Reconstrua a solução s′; repita← V ERDADEIRO;
21 se f(s′) < f(s∗) então
22 s∗ ← s′ ; s← s′ ;
23 enquanto j <= nmi e repita faça
24 troca os jobs s′(mi[j]) e s′(mi[j − 1]) ;
25 reconstrói s′ ;
26 se f(s′) < f(s∗) então
27 s∗ ← s′ ;
28 repita← FALSO;
29 s′ ← s;
30 j + +;
31 k + +;
32 retorna s∗ ;
1993), que possui de 10 a 20 jobs, 4 a 15 máquinas e fator de flexibilidade de 1,43 a
4,10; HUdata (HURINK; JURISCH; THOLE, 1994), que possui como características
instâncias com número de jobs que vão de 6 a 30, número de máquinas que vão de 5
a 15 e flexibilidade de 1,15 a 7,50; BCdata (BARNES; CHAMBERS, 1996), possuindo
instâncias de 10 a 15 jobs e 11 a 18 máquinas, com flexibilidade variando de 1,10 a 1,30; e
DPdata (DAUZÈRE-PÉRÈS; PAULLI, 1997), com instâncias possuindo de 10 a 20 jobs,
5 a 8 máquinas e flexibilidade de 1,13 a 5,02. Esse conjunto proporciona um total de 178
instâncias com diferentes tamanhos e complexidade.
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A descrição detalhada das instâncias de cada conjunto de instâncias está relacionada
na Seção Apêndice B.1.
Os algoritmos GRASP, SA, ILS e CS foram implementados em linguagem C/C++ e
compilados com o compilador Visual C++. Os testes foram executados em um computador
com processador Intel Core i5-750 2,67GHz com 8GB de memória RAM, utilizando sistema
operacional Windows 7 Ultimate 64 Bits. Os algoritmos foram aplicados 10 vezes para
cada instância, e registrou-se o melhor e a média do valor makespan encontrado.
5.4.1.1 Configuração dos Experimentos - GRASP
Para o GRASP implementado, considera-se apenas o tempo computacional como
parâmetro de entrada, uma vez que o parâmetro α é definido aleatoriamente dentre
o intervalo {0, 1; 0, 2; ...; 0, 8; 0, 9} a cada início da etapa de construção. Dessa forma,
configurou-se o tempo máximo em 1800 segundos para cada execução do GRASP. O
algoritmo foi aplicado dez vezes para cada instância relacionada e armazenou-se o melhor
valor da função objetivo, assim como o tempo que o mesmo foi encontrado.
5.4.1.2 Configuração dos Experimentos - SA
Para calibrar o SA, foram realizados testes com três instâncias de pequeno, médio
e grande porte (mk01, 10a e mk10, respectivamente). A Tabela 6 apresenta o resultado
final do processo de calibração.
Tabela 6 – Definição dos parâmetros do SA.
Param. Valor definido Valores testados
T0 1000 100, 1000 e 10000
β 0,998 -
Tf 0,001 -
SAmax I I, I × 10 e I × 100
Timemax 1800 600, 1200 e 1800
5.4.1.3 Configuração dos Experimentos - ILS
Para calibrar o ILS foram realizados testes com três instâncias de pequeno, médio
e grande porte (mk01, 10a e mk10, respectivamente). A Tabela 7 apresenta o resultado
final do processo de calibração.
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Tabela 7 – Definição dos parâmetros do ILS.
Param. Valor definido Valores testados
T0 100 100, 1000 e 10000
β 0,998 -
Tf 0,001 -
SAmax I I, I × 10 e I × 100
kmax I × 0, 1 10, I × 0, 1 e 100
Timemax 1800 600, 1200 e 1800
Considerando que o ILS utiliza a meta-heurística SA como método de busca
local, o T0 foi o único parâmetro específico do SA que sofreu alteração em relação a
parametrização apresentada na Seção 5.4.1.2. Um valor menor do T0 possibilitou explorar
melhor a característica de diversificação do ILS, sendo que com um valor menor para o
respectivo parâmetro, o ILS executava poucas iterações, consequentemente se comportando
de maneira proxima ao SA.
De modo a buscar uma maior diversificação e intensificação da busca, ao final de
cada iteração do ILS, o SAmax e o kmax têm seus valores dobrados (com a limitação do
tamanho de uma variável inteira). Assim, a cada nova iteração do ILS, a solução s sofrerá
um número maior de perturbações, o que tende a diversificar a busca, e o SA realizará um
maior número de iterações a cada temperatura, intensificando a busca.
5.4.1.4 Configuração dos Experimentos - CS
Para calibrar o CS foram realizados testes com três instâncias de pequeno, médio
e grande porte (mk01, la10 e mk10, respectivamente). A Tabela 8 apresenta o resultado
final do processo de calibração. Considerando a diferença das instâncias, verificou-se que
algumas necessitavam de maior grau de diversificação da busca. Dessa forma, definiu-se a
estratégia de a cada trinta segundos sem o algoritmo apresentar melhora na solução, que
seja dobrado o SAmax e incrementado em três unidades o volume máximo λ dos clusters.
Tabela 8 – Definição dos parâmetros do CS
Param. Valor definido Valores testados
γ 20 5, 10 e 20
λ 5 5, 10 e 20
rmax 2 1, 2, 5
T0 1000 100, 1000 e 10000
β 0,998 -
Tf 0,001 -
SAmax I I, I × 10 e I × 100
Timemax 1800 600, 1200 e 1800
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5.4.2 Resultados computacionais dos algoritmos propostos
5.4.2.1 Resultados computacionais do algoritmo GRASP
O primeiro algoritmo desenvolvido para o FJSP foi o baseado na meta-heurística
GRASP. O GRASP foi aplicado a algumas instâncias de diferentes complexidades e os
resultados são comparados com os apresentados pelo TS (MASTROLILLI; GAMBAR-
DELLA, 2000) na Tabela 9, que é descrita como segue. As três primeiras colunas indicam
características da instância utilizada, compreendendo o conjunto na qual ela se encontra
(Conjunto), o nome da instância (I) e seu respectivo número de jobs e número de máquinas
(n × m). Para cada algoritmo (TS e GRASP), relaciona-se o melhor valor da função
objetivo encontrado para cada instância (FO), assim como a média dos valores da função
objetivo obtidos em dez execuções (Av) e a média dos tempos em que foram necessários
para atingir os melhores resultados (T(s)). Por fim, é apontado o desvio entre os valores
das melhores soluções encontradas pelo GRASP em relação ao TS na coluna Desvio.
Ao analisar os resultados da Tabela 9, constatou-se que, dentre as dezesseis ins-
tâncias consideradas, o GRASP consegue chegar nos mesmos melhores resultados do
TS (MASTROLILLI; GAMBARDELLA, 2000) em apenas cinco destas (HUdata/eda-
ta/mt06, HUdata/rdata/mt06, HUdata/vdata/mt06, HUdata/vdata/mt10 e HUdata/vda-
ta/mt20), isto é, em aproximadamente 31%, porém com um custo computacional bastante
superior nas instâncias duas últimas instâncias, que possuem a característica de possuir
um maior número de jobs e máquinas. Em relação aos desvios, a média geral ficou em
8,28%, porém na instância Mk10, o GRASP apresentou um desvio de 43,94% em relação
ao TS. Nas instâncias maiores, o GRASP apresentou o resultado médio mais distante do
melhor resultado da função objetivo obtido, e com um alto custo computacional, quando
comparados com os resultados do TS. Com isso, percebeu-se que, para instâncias mais
complexas, o GRASP não conseguiu obter bons resultados. Assim sendo, optou-se por
implementar outras meta-heurísticas, que utilizam diferentes estratégias de exploração do
espaço de soluções, como o SA, ILS e CS. Tais métodos são descritos nas seções seguintes.
5.4.2.2 Resultados computacionais dos algoritmos SA, ILS e CS
Apresenta-se na Tabela 10 o resumo dos resultados dos algoritmos propostos - SA,
ILS e CS - conforme descrito a seguir. Na primeira coluna (Conjunto) lista-se o nome do
conjunto de instâncias utilizado. As demais colunas subdividem-se em três informações
obtidas pela execução dos respectivos algoritmos: O média do melhor valor da função
objetivo encontrado para cada instância a partir das dez execuções de cada algoritmo (FO);
A média geral dos melhores valores da função objetivo obtidos nas dez execuções para
cada instância dos respectivos algoritmos (Av); e, a média geral dos tempos necessários
para as meta-heurísticas chegarem aos melhores valores da função objetivo encontrados
nas respectivas execuções (T(s)).
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Tabela 9 – Resultados do GRASP proposto e comparação com os result’ados de algumas
instâncias clássicas.
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Tabela 10 – Resumo dos resultados
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Analisando os resultados da Tabela 10, percebe-se que o ILS e o CS apresentam-se
sempre mais competitivos que o SA nos conjuntos de instâncias considerados. Na média, o
ILS obteve resultados ligeiramente melhores que o CS nos conjuntos de instâncias BRdata,
DPdata e HUdata, e um pouco inferiores no conjunto de instâncias BCdata. No geral, o
ILS alcançou os melhores resultados, porém, quando considera-se o resultado médio de
cada algoritmo, assim como o custo computacional, o CS se mostrou discretamente mais
robusto que o ILS.
Os resultados detalhados dos algoritmos propostos - SA, ILS e CS - são apresentados
no Apêndice B e estão organizados da seguinte forma: Tabelas 33, 34, 35 apontam,
respectivamente, os resultados dos conjuntos de instâncias BRdata, DPdata e BCdata.
Cada tabela apresenta o nome da instância (I) e, para cada algoritmo proposto, lista-se o
melhor valor da função objetivo (makespan) encontrado em 10 execuões (FO), seguido da
média desse valor (Av), da média dos tempo computacionais (T(s)) e do desvio padrão
(DP) dos melhores valores de FO obtidos nas dez execuções dos algoritmos. De modo a
facilitar a visualização, os melhores valores de FO da comparação são grifados em negrito.
Para o conjunto de instâncias HUdata, os resultados são subdivididos em edata,
vdata e rdata, apresentando-se respectivamente nas Tabelas 36, 37, 38, 39, 40 e 41, que
são organizadas da seguinte forma: a primeira coluna indica o nome da instância e, para
cada algoritmo, lista-se o melhor valor da função objetivo (makespan) encontrado em 10
execuões (FO), seguido da média desses valores (Av), da média dos tempos computacionais
(T(s)) e do desvio padrão (DP) dos melhores valores da função objetivo obtidos nas dez
execuções dos algoritmos.
Considerando que somente em Mastrolilli e Gambardella (2000) são relatados os
resultados detalhados para o conjunto de instâncias HUdata, nas Tabelas 36, 37, 38, 39,
40 e 41, além de apresentar os resultados dos algoritmos propostos, compara-se os mesmos
com os gerados pelo TS (MASTROLILLI; GAMBARDELLA, 2000). De modo a facilitar
a visualização, os melhores valores de FO da comparação são grifados em negrito e na
última linha é indicado o número de BKS que cada algoritmo atingiu.
Apresenta-se na Figura 22 o comportamento do makespan da instância Mk10 do
conjunto BRdata a partir da aplicação do GRASP, SA, ILS e CS. O tempo total de
processamento foi de 1800 segundos, no qual registrou-se o valor do makespan e o tempo de
cada nova melhor solução encontrada por cada método. Quando comparado com os demais
algoritmos, constata-se que o GRASP tende a ficar preso em ótimos locais, sendo que não
conseguiu melhorar o valor do makespan ao atingir a faixa de 290. Considerando que o SA,
ILS e CS tem como base a utilização do SA, seus resultados apresentam características
semelhantes, atingindo resultados superiores ao GRASP. Porém, o SA apresenta uma
convergência prematura quando comparado ao CS, isto é, antes de 200 segundos de
execução, o SA não consegue apresentar novas melhoras. Por outro lado, o CS consegue
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obter resultados superiores ao SA, ficando um pouco atrás do ILS, que alcança melhores
resultados depois de 1400 segundos de execução do algoritmo. Isso se deve à incorporação
de características de diversificação/intensificação incorporadas ao ILS e CS.
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Figura 22 – Gráfico de convergência - Instância Mk10.
5.4.3 Comparação dos Resultados computacionais com os encontrados na
literatura
Considerando o conjunto de instâncias BRdata, a Tabela 11 apresenta uma com-
paração dos resultados dos algoritmos propostos (SA, ILS e CS), com os apresentados
em EOPDHS (GAHAM; BOUZOUIA; ACHOUR, 2017), HABC (LI et al., 2017), QPSO
(SINGH; MAHAPATRA, 2016), DHS (GAO et al., 2016), melhores resultados de Previ-
ero (2016), SA-PC (CRUZ-CHÁVEZ; MARTÍNEZ-RANGEL; CRUZ-ROSALES, 2015),
HmcDGA (ISHIKAWA; KUBOTA; HORIO, 2015), SSPR (GONZÁLEZ; VELA; VARELA,
2015), eGA (ZHANG; GAO; SHI, 2011) e TS (MASTROLILLI; GAMBARDELLA, 2000).
Os resultados da Tabela 11, assim como da Tabela 12 e da Tabela 13, são apresentados
da seguinte forma: a coluna I lista o nome das instâncias e as demais colunas indicam os
melhores valores de makespan encontrado por cada método; ao final da tabela, apresenta-se
a média geral dos melhores valores do makespan de cada método, assim como o número de
vezes que cada método atingiu o melhor valor conhecido (#BKS). Os valores BKS estão
grifados em negrito.
Ao analisar a Tabela 11, percebe-se que não há um algoritmo que obtém todos os
melhores valores conhecidos. O SSPR (GONZÁLEZ; VELA; VARELA, 2015) possui um
discreto destaque, obtendo o melhor valor médio de makespan e chega ao melhor valor
conhecido (BKS) em 8 de 10 instâncias. O pior resultado da comparação é o apresentado
em Previero (2016), sendo que chegou em apenas 3 melhores valores conhecidos para o
makespan e na média, seu resultado foi 6,5% pior que o SSPR. O ILS proposto alcançou 6
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Tabela 11 – Comparação dos resultados com a literatura para o conjunto de instâncias
BRdata
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de 10 BKS, ficando distante aproximadamente 0,17% do resultado médio do SSPR. No
entanto, ao analisar a média geral de cada algoritmo, entende-se que estão muito próximos.
A Tabela 12 apresenta os resultados dos algoritmos propostos para o conjunto de
instâncias DPdata (SA, ILS e CS). Os resultados são comparados com o QPSO (SINGH;
MAHAPATRA, 2016), os melhores resultados de Previero (2016), SSPR (GONZÁLEZ;
VELA; VARELA, 2015), eGA (ZHANG; GAO; SHI, 2011) e TS (MASTROLILLI; GAM-
BARDELLA, 2000).
Tabela 12 – Comparação dos resultados com a literatura para o conjunto de instâncias
DPdata
I SA ILS/SA CS QPSO Previero SSPR eGA TS
1a 2531 2505 2505 2505 2762 2505 2516 2518
2a 2231 2231 2231 2230 2424 2229 2231 2231
3a 2230 2229 2229 2229 2355 2228 2232 2229
4a 2506 2503 2503 2498 2670 2503 2515 2503
5a 2218 2215 2213 2207 2376 2211 2208 2216
6a 2216 2202 2202 2170 2254 2183 2174 2203
7a 2320 2286 2291 2264 2595 2274 2217 2283
8a 2072 2067 2066 2073 2265 2064 2073 2069
9a 2067 2064 2064 2066 2378 2062 2066 2066
10a 2313 2277 2277 2205 2585 2269 2189 2291
11a 2068 2064 2064 2050 2229 2051 2063 2063
12a 2042 2029 2033 2019 2492 2018 2019 2034
13a 2274 2259 2261 2253 2708 2248 2194 2260
14a 2940 2169 2166 2167 2448 2163 2167 2167
15a 2168 2163 2165 2165 3287 2162 2165 2167
16a 2269 2255 2253 2252 2595 2244 2211 2255
17a 2962 2151 2145 2134 2696 2130 2109 2141
18a 2151 2134 2137 2123 3164 2119 2089 2137
Média 2309,9 2211,3 2211,4 2200,6 2571,3 2203,5 2191,0 2212,9
#BKS 0 1 1 5 0 8 6 0
Em relação aos resultados da Tabela 12, ressalta-se que algumas referências da
Tabela 11 não a utilizam, isto é, não realizaram testes no conjunto DPdata e por esse
motivo não são listados. Ao avaliar a comparação, constata-se que não há também neste
conjunto de instâncias, um algoritmo que domine totalmente os resultados. O eGA obteve
a melhor média dos melhores valores alcançados no conjunto de instâncias. No entando, o
SSPR alcançou o maior número de BKS, 8 de 18 melhores valores conhecidos, 2 a mais que
o eGA. Considerando os algoritmos propostos, o ILS e o CS atingiram apenas um melhor
valor conhecido, mas na média geral, ficam aproximadamente apenas 0,93% distante da
melhor média obtida, pelo eGA. Para esse conjunto de instâncias, o SA proposto, assim
como Previero, não alcançou nenhum valor BKS, porém, na média, o SA apresentou
5.4. Experimentos Computacionais 93
resultados aproximadamente 11% melhores que os do Previero.
Na Tabela 13 apresenta-se os resultados dos algoritmos propostos para o conjunto
de instâncias BCdata. Os resultados são comparados com o os melhores resultados de
Previero (2016), SSPR (GONZÁLEZ; VELA; VARELA, 2015), eGA (ZHANG; GAO; SHI,
2011) e TS (MASTROLILLI; GAMBARDELLA, 2000).
Tabela 13 – Comparação dos resultados com a literatura para o conjunto de instâncias
BCdata
I SA ILS/SA CS Previero SSPR eGA TS
mt10c1 927 927 927 927 927 928 928
mt10cc 910 910 910 908 908 910 910
mt10x 922 922 922 918 918 918 918
mt10xx 918 918 918 918 918 918 918
mt10xxx 918 918 918 918 918 918 918
mt10xy 906 906 905 905 905 906 906
mt10xyz 858 858 858 847 847 847 847
setb4c9 914 914 914 914 914 919 919
setb4cc 909 909 909 907 907 909 909
setb4x 925 925 925 925 925 925 925
setb4xx 925 925 925 925 925 925 925
setb4xxx 925 925 925 925 925 925 925
setb4xy 913 910 910 910 910 916 916
setb4xyz 905 905 905 902 905 905 905
seti5c12 1174 1174 1174 1174 1170 1174 1174
seti5cc 1136 1136 1136 1136 1135 1136 1136
seti5x 1205 1202 1198 1205 1198 1201 1201
seti5xx 1198 1198 1198 1200 1197 1199 1199
seti5xxx 1203 1203 1198 1200 1194 1197 1197
seti5xy 1138 1136 1136 1136 1135 1136 1136
seti5xyz 1128 1128 1127 1129 1125 1125 1125
Média 998,0 997,6 997,0 996,6 995,5 997,0 997,0
#BKS 7 8 10 14 20 8 8
Assim como na Tabela 12, na Tabela 13 utiliza-se um menor número de tabalhos
na comparação em relação a Tabela 11, pois não são todas as referências que utilizaram o
conjunto de instâncias BCdata nos testes computacionais. Na média, os resultados dos
algoritmos dessa comparação apresentam-se muito próximos, sendo que da pior média (SA)
de resultados para a melhor (SSPR), tem-se uma pequena diferença de aproximadamente
0,21%. Assim como nos demais conjuntos de instâncias analisados até então, não há um
algoritmo que obtenha todos os melhores valores conhecidos. O SSPR obteve os melhores
resultados da comparação, alcançando 20 de 21 BKS, e o melhor valor médio de 995,5.
Dentre os algoritmos propostos, o CS possui o melhor resultado e a mesma média relatada
pelo eGA e TS, mas alcançou 2 BKS a mais que os mesmos.
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As Tabelas 14, 15 e 16 indicam os valores médios dos tempos de execução necessários
para encontrar a melhor solução em cada execução dos respectivos algoritmos avaliados nos
conjuntos de instâncias BRdata, DPdata e BCdata. Considerou-se nessas comparações
alguns dos trabalhos que apresentaram detalhadamente os respectivos valores. Para o
conjunto de instâncias BRdata, o SA-PC apresentou um custo computacional bastante
elevado, quando comparado com os demais algoritmos. Quando considerado os algoritmos
propostos (SA, ILS e CS) numa comparação com o SSPR, eGA e TS, percebe-se que nos
conjuntos de instâncias BRdata, DPdata e BCdata, o TS apresenta-se como o algoritmo
que os resultados convergem mais rapidamente. É importante ressaltar que por serem
executados em computadores com configurações distintas, os resultados não podem ser
comparados com exatidão, apenas como referência.
Tabela 14 – Comparação dos tempos médios de execução dos algoritmos para o conjunto
de instâncias BRdata
I SA 1 ILS/SA 1 CS 1 EOPDHS 2 SA-PC 3 SSPR 4 eGA 5 TS 6
Mk01 3 2 3 0 3200 11 2 0
Mk02 7 30 36 3 4600 15 3 1
Mk03 2 3 1 0 6786 24 1 0
Mk04 7 14 11 6 5467 19 6 0
Mk05 128 115 65 14 6781 57 7 1
Mk06 411 582 396 23 3783 40 16 3
Mk07 686 1120 495 42 7526 84 17 9
Mk08 4 5 1 1 8795 83 2 0
Mk09 7 10 20 36 4563 52 30 0
Mk10 40 1346 632 228 7865 94 37 8
Média 129,5 322,8 165,9 35,2 5936,6 47,9 12,1 2,2
1Intel Core i5-750 2,67 GHz
2Intel Core i7-3770 3,40 GHz
3PC 2,00 GHz
4Intel Core 2 Duo 2,66 GHz
5Intel Pentium IV 1,80 GHz
6Intel Pentium 266 MHz
Ao avaliar isoladamente as variações implementados do método SA na comparação
das Tabelas 11 e 14, isto é, os resultados do SA proposto e o SA-PC (CRUZ-CHÁVEZ;
MARTÍNEZ-RANGEL; CRUZ-ROSALES, 2015), percebe-se comportamentos bem dife-
rentes. O SA proposto obteve quatro BKS, um a mais que o SA-PC, e na média, os valores
da FO foram superiores em aproximadamente 0,5% apenas. Porém, ao avaliar o custo
computacional, mesmo considerando que foram executados em computadores distintos,
constata-se uma difereça de aproximaxamente 45 vezes que o SA proposto, na média, gerou
os resultados em relação ao SA-PC. Isso reforça que, o SA proposto, mesmo alcançando
resultados inferiores ao ILS e o CS, ainda se apresenta como uma alternativa robusta para
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Tabela 15 – Comparação dos tempos médios de execução dos algoritmos para o conjunto
de instâncias DPdata
I SA 1 ILS/SA 1 CS 1 SSPR 2 eGA 3 TS 4
1a 721 906 270 68 98 28
2a 725 570 520 100 165 42
3a 25 746 638 110 112 64
4a 742 745 361 57 109 28
5a 628 731 655 112 155 46
6a 5 896 621 181 133 54
7a 926 1136 644 139 396 68
8a 429 1250 639 181 389 53
9a 174 602 734 213 390 81
10a 881 1480 601 120 373 56
11a 758 1099 744 193 406 61
12a 125 1262 758 280 332 82
13a 812 1112 677 119 523 49
14a 0 170 635 269 555 111
15a 6 874 616 376 765 138
16a 863 1444 665 131 494 75
17a 0 67 759 299 645 121
18a 4 828 793 409 735 149
Média 434,7 884,5 629,4 186,5 376,5 72,6
1Intel Core i5-750 2,67 GHz
2Intel Core 2 Duo 2,66 GHz
3Intel Pentium IV 1,80 GHz
4Intel Pentium 266 MHz
solucionar o FJSP.
Em relação ao conjunto de instâncias HUdata, o resumo dos resultados são apre-
sentados na Tabela 17. Constata-se que o ILS chegou a 120 melhores valores conhecidos de
um total de 129 instâncias, perante 109 pelo CS, 90 pelo SA e 98 pelo TS. Ressalta-se que
o ILS obteve 27 novos BKS e o CS gerou 24 novos BKS. O ILS apresentou resultados, na
média, aproximadamente 0,02% superior ao CS nesse conjunto de instâncias, porém todos
se mostrando competitivos. Em relação ao custo computacional, o TS (MASTROLILLI;
GAMBARDELLA, 2000), mesmo executado os testes em um processador mais lento (Intel
Pentium 266 MHz), na média, sempre atingiu seus melhores resultados mais rapidamente
que todos os métodos propostos nesse trabalho. os resultados detalhados são relacionados
no Apêndice B.2 nas Tabelas 36, 37, 38, 39, 40 e 41,
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Tabela 16 – Comparação dos tempos médios de execução dos algoritmos para o conjunto
de instâncias BCdata
I SA 1 ILS/SA 1 CS 1 SSPR 2 eGA 3 TS 4
mt10c1 28 25 70 26 23 2
mt10cc 189 138 238 20 19 10
mt10x 938 702 150 23 21 4
mt10xx 833 364 85 19 20 2
mt10xxx 660 691 115 20 25 1
mt10xy 307 926 155 21 24 4
mt10xyz 355 281 172 20 30 6
setb4c9 727 395 335 28 13 14
setb4cc 946 886 272 21 20 10
setb4x 574 404 404 19 9 7
setb4xx 1027 556 358 21 54 15
setb4xxx 701 446 505 22 63 8
setb4xy 937 713 347 32 28 3
setb4xyz 763 476 277 21 40 7
seti5c12 909 752 509 25 71 19
seti5cc 627 934 401 29 70 12
seti5x 823 871 461 41 68 16
seti5xx 737 1009 431 37 78 24
seti5xxx 758 1140 307 38 105 24
seti5xy 791 848 577 29 70 12
seti5xyz 879 681 477 35 71 17
Média 690,9 630,4 316,4 26,0 44,0 10,3
1Intel Core i5-750 2,67 GHz
2Intel Core 2 Duo 2,66 GHz
3Intel Pentium IV 1,80 GHz
4Intel Pentium 266 MHz
5.5 Considerações finais
Este estudo apresenta as meta-heurísticas GRASP, Simulated Annealing (SA) e
dois métodos híbridos, Iterated Local Search que utiliza o Simulated Annealing como busca
local e o Clustering Search para o FJSP. O FJSP é um problema que vem sendo bastante
estudado recentemente, e considera que algumas operações podem ser processadas em
parte das m máquinas disponíveis. Este problema é considerado um dos problemas de
escalonamento mais difíceis de serem resolvidos.
Para avaliar a performance dos algoritmos propostos, utilizou-se um extenso con-
junto de instâncias padrão e comparou-se os resultados com os de algoritmos bem conheci-
dos na literatura. Os experimentos computacionais mostraram que os métodos híbridos
propostos são competitivos quando comparado com os melhores resultados existentes na
literatura.
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Tabela 17 – Resumo dos resultados para o conjunto HUdata.
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6 Conclusões e Trabalhos Futuros
O presente estudo constituiu na exploração de algumas técnicas baseadas em
heurísticas para solucionar alguns problemas encontrados no contexto real de planejamento
e controle da produção.
Em relação ao SALBP-2, propôs-se uma meta-heurística GRASP. A implementação
proposta do GRASP foi testada em um grande conjunto de instâncias da literatura.
Suas soluções foram comparadas com as melhores soluções conhecidas na literatura. Os
resultados computacionais mostram que o algoritmo GRASP obtém bons resultados
quando comparado à literatura, isto é, alcançando, na média, melhores valores da função
objetivo. Além disso, a característica de obter automaticamente valores para o parâmetro
alfa, incorporada no GRASP clássico, tende a facilitar sua aplicação em casos reais do
problema.
Para o JSP, foi apresentada uma implementação do GRASP, que foi testado em
um conjunto de 43 instâncias padrões e comparado com os melhores valores conhecidos
(KURDI, 2016). Os resultados computacionais mostram que o algoritmo GRASP atinge
os mesmos valores das melhores soluções conhecidas (BKS) ou próximos nas instâncias
testadas. De maneira geral, o algoritmo GRASP produz resultados com desvio relativo
médio de 4, 1% em relação ao BKS.
Considerando o FJSP, extensão do JSP, desenvolveu-se as meta-heurísticas GRASP,
Simulated Annealing (SA) e dois métodos híbridos, Iterated Local Search que utiliza o
Simulated Annealing como busca local e o Clustering Search para o FJSP. O FJSP estende o
JSP, considerando que algumas operações podem ser processadas em parte das m máquinas
disponíveis, isto é, trata-se de dois problemas simultâneos: roteamento e escalonamento.
Para avaliar a performance dos algoritmos propostos, utilizou-se um total de 178 instâncias
padrões com diferentes tamanhos e complexidade. Os resultados foram comparados com
os apresentados por algoritmos bem conhecidos e recentes na literatura. Os experimentos
computacionais mostraram que os métodos híbridos propostos são competitivos quando
comparado com os melhores resultados existentes na literatura.
6.1 Trabalhos futuros
Os métodos aplicados nesse estudo apresentaram resultados interessantes para
os problemas abordados. Entretanto, com o objetivo de aproximar os problemas do real
contexto industrial, que tem a necessidade de considerar mais de um critério simulta-
neamente, sugere-se a pesquisa de extensões dos problemas, em especial, a inserção de
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novos objetivos nos problemas clássicos, para serem considerados simultaneamente, isto
é, realizando abordagens multi-objetivo, especialmente quando relacionados à datas de
entrega.
Outra abordagem interessante pode ser realizada visando integrar os problemas
abordados nessa tese, tratando-os de forma dinâmica. Fatores de incerteza, como cancela-
mento de pedidos, falta de funcionários ou quebra de máquinas, se forem considerados,
tendem a agregar economia no processo de produção.
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APÊNDICE A – Resultados Detalhados do
GRASP para o SALBP-2
O conjunto de instâncias Dataset1 é apresentado nas Tabelas 18, 19, 20 e 21 e
do Dataset2 nas Tabelas 22, 23, 24, 25 e 26. Nessas tabelas, as duas primeiras colunas
fornecem o nome do grafo de precedência e o número de estações de trabalho (m). O valor
da melhor solução conhecida para cada instância está listado na coluna BKS; O melhor
valor da função objetivo encontrada após dez execuções do GRASP é apresentado na
coluna best. A média dos tempos de ciclo encontrados após dez execuções é apresentada na
coluna avg, assim como os tempos computacionais médios em segundos estão listados em
avgt(s); A coluna std indica o desvio padrão dos tempos de ciclo encontrados e a última
coluna lista o PECT médio para cada instância.
120 APÊNDICE A. Resultados Detalhados do GRASP para o SALBP-2
Tabela 18 – Resultados detalhados do Dataset1 - Parte I.
Graph m BKS best avg avg t(s) std PECT
Buxey 7 47 48 48,00 0,01 0,00 2,13
8 41 41 41,00 0,00 0,00 0,00
9 37 37 37,00 0,39 0,00 0,00
10 34 34 34,00 0,00 0,00 0,00
11 32 32 32,00 4,40 0,00 0,00
12 28 28 28,00 23,98 0,00 0,00
13 27 27 27,00 0,01 0,00 0,00
14 25 25 25,00 0,02 0,00 0,00
Gunther 6 84 84 84,00 0,00 0,00 0,00
7 72 72 72,00 33,43 0,00 0,00
8 63 63 63,00 1,25 0,00 0,00
9 54 54 54,40 63,49 0,49 0,00
10 50 50 50,00 0,05 0,00 0,00
11 48 48 48,00 0,00 0,00 0,00
12 44 44 44,00 0,00 0,00 0,00
13 42 42 42,00 0,00 0,00 0,00
14 40 40 40,00 0,06 0,00 0,00
15 40 40 40,00 0,06 0,00 0,00
Kilbridge 3 184 184 184,00 0,01 0,00 0,00
4 138 138 138,00 0,01 0,00 0,00
5 111 111 111,00 0,00 0,00 0,00
6 92 92 92,00 0,98 0,00 0,00
7 79 79 79,00 0,50 0,00 0,00
8 69 69 69,10 32,35 0,32 0,00
9 62 62 62,00 0,12 0,00 0,00
10 56 56 56,00 0,03 0,00 0,00
11 55 55 55,00 0,00 0,00 0,00
Lutz1 8 1860 1860 1860,00 0,00 0,00 0,00
9 1638 1664 1664,00 0,19 0,00 1,59
10 1526 1526 1526,00 8,64 0,00 0,00
11 1400 1400 1400,00 0,96 0,00 0,00
12 1400 1400 1400,00 0,00 0,00 0,00
Média 296,19 297,03 297,05 5,34 0,03 0,12
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Tabela 19 – Resultados detalhados do Dataset1 - Parte II.
Graph m BKS best avg avg t(s) std PECT
Lutz2 9 54 55 55,00 0,00 0,00 1,85
10 49 50 50,00 0,01 0,00 2,04
11 45 45 45,00 0,00 0,00 0,00
12 41 41 41,00 6,11 0,00 0,00
13 38 38 38,00 0,37 0,00 0,00
14 35 36 36,00 0,36 0,00 2,86
15 33 33 33,50 55,45 0,53 0,00
16 31 32 32,00 0,03 0,00 3,23
17 29 30 30,00 0,12 0,00 3,45
18 28 28 28,90 3,83 0,32 0,00
19 26 27 27,00 3,49 0,00 3,85
20 25 25 25,90 15,78 0,32 0,00
21 24 24 24,80 11,44 0,42 0,00
22 23 23 23,00 13,93 0,00 0,00
23 22 23 23,00 0,07 0,00 4,55
24 21 22 22,00 0,74 0,00 4,76
25 20 21 21,00 0,10 0,00 5,00
26 19 20 20,70 34,71 0,48 5,26
27 19 20 20,00 40,72 0,00 5,26
28 18 19 19,00 0,48 0,00 5,56
Sawyer 7 47 48 48,00 0,00 0,00 2,13
8 41 41 41,00 0,02 0,00 0,00
9 37 37 37,00 0,73 0,00 0,00
10 34 34 34,00 0,05 0,00 0,00
11 31 32 32,00 0,00 0,00 3,23
12 28 28 28,00 3,38 0,00 0,00
13 26 26 26,00 0,08 0,00 0,00
14 25 25 25,00 0,01 0,00 0,00
Média 31,04 31,54 31,67 6,86 0,07 1,89
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Tabela 20 – Resultados detalhados do Dataset1 - Parte III.
Graph m BKS best avg avg t(s) std PECT
Tonge 3 1170 1170 1170,00 0,24 0,00 0,00
4 878 878 878,00 0,06 0,00 0,00
5 702 702 702,00 19,06 0,00 0,00
6 585 586 586,00 10,31 0,00 0,17
7 502 502 502,20 43,63 0,42 0,00
8 439 439 439,90 7,22 0,32 0,00
9 391 391 391,20 94,82 0,42 0,00
10 352 352 352,90 13,01 0,32 0,00
11 320 321 321,00 17,64 0,00 0,31
12 294 295 295,00 45,85 0,00 0,34
13 271 272 272,50 68,91 0,53 0,37
14 251 253 253,90 18,49 0,32 0,80
15 235 237 237,70 38,88 0,67 0,85
16 221 223 223,10 70,08 0,57 0,90
17 208 210 210,60 48,22 0,52 0,96
18 196 198 199,60 26,48 0,70 1,02
19 186 189 189,80 59,11 0,92 1,61
20 177 181 181,40 78,92 0,52 2,26
21 170 174 174,20 68,37 0,42 2,35
22 162 165 165,70 61,05 0,48 1,85
23 156 158 158,60 63,63 0,52 1,28
24 156 156 156,00 0,18 0,00 0,00
25 156 156 156,00 0,02 0,00 0,00
Arcus1 3 25236 25240 25240,00 39,75 0,00 0,02
4 18927 18932 18940,00 82,81 4,00 0,03
5 15142 15162 15162,00 2,27 0,00 0,13
6 12620 12642 12659,80 93,56 6,38 0,17
7 10826 10874 10878,00 88,35 3,00 0,44
8 9554 9577 9578,90 135,42 2,43 0,24
9 8499 8528 8528,00 0,65 0,00 0,34
10 7580 7614 7620,10 128,95 6,11 0,45
11 7084 7091 7091,00 0,07 0,00 0,10
12 6412 6533 6540,70 89,11 6,08 1,89
13 5864 6005 6010,40 10,59 1,80 2,40
14 5441 5511 5530,80 58,24 13,01 1,29
15 5104 5202 5202,00 11,63 0,00 1,92
16 4850 4904 4905,70 92,29 5,10 1,11
17 4516 4624 4641,80 66,49 13,35 2,39
18 4317 4387 4415,80 117,49 12,24 1,62
19 4068 4133 4149,60 131,08 9,86 1,60
20 3882 3990 4024,20 69,07 20,44 2,78
21 3691 3748 3766,30 87,58 6,94 1,54
22 3691 3691 3691,00 3,53 0,00 0,00
Média 4080,98 4106,88 4111,47 50,30 2,75 0,83
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Tabela 21 – Resultados detalhados do Dataset1 - Parte IV.
Graph m BKS best avg avg t(s) std PECT
Arcus2 3 50133 50133 50133,00 2,56 0,00 0,00
4 37600 37600 37600,00 7,06 0,00 0,00
5 30080 30081 30081,00 30,37 0,00 0,00
6 25067 25068 25068,90 59,97 0,74 0,00
7 21486 21488 21489,40 83,61 0,84 0,01
8 18800 18804 18806,00 111,54 1,15 0,02
9 16711 16719 16722,00 116,78 1,76 0,05
10 15040 15049 15058,50 141,50 5,46 0,06
11 13673 13689 13691,60 114,53 1,58 0,12
12 12534 12568 12574,30 123,15 6,98 0,27
13 11570 11611 11623,20 109,44 7,38 0,35
14 10747 10804 10814,70 119,24 8,65 0,53
15 10035 10084 10096,10 90,34 10,12 0,49
16 9412 9450 9486,20 129,87 22,41 0,40
17 8855 8888 8923,60 144,13 21,02 0,37
18 8377 8437 8444,10 114,64 5,34 0,72
19 7924 8028 8056,30 133,00 21,63 1,31
20 7524 7654 7677,90 54,67 15,04 1,73
21 7188 7307 7342,10 57,15 15,06 1,66
22 6858 6972 6995,30 132,55 14,52 1,66
23 6560 6670 6704,20 55,63 14,44 1,68
24 6284 6468 6481,90 53,11 8,49 2,93
25 6106 6201 6218,80 37,74 9,13 1,56
26 5856 6125 6125,00 0,55 0,00 4,59
27 5689 5770 5855,70 156,11 46,75 1,42
Média 14404,36 14466,72 14482,79 87,17 9,54 0,88
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Tabela 22 – Resultados detalhados do Dataset2 - Parte I.
Graph m BKS best avg avg t(s) std PECT
Hahn 3 4787 4787 4787,00 0,00 0,00 0,00
4 3677 3681 3681,00 9,26 0,00 0,11
5 2823 2823 2823,00 0,00 0,00 0,00
6 2400 2400 2400,00 0,01 0,00 0,00
7 2336 2336 2336,00 0,00 0,00 0,00
8 1907 1910 1910,00 0,21 0,00 0,16
9 1827 1829 1832,30 40,29 5,31 0,11
10 1775 1829 1832,30 59,83 5,31 3,04
Warnecke 3 516 516 516,00 0,26 0,00 0,00
4 387 388 388,00 0,19 0,00 0,26
5 310 310 310,00 0,84 0,00 0,00
6 258 259 259,40 28,30 0,52 0,39
7 222 222 222,90 6,39 0,32 0,00
8 194 195 195,90 16,57 0,32 0,52
9 172 175 175,00 42,46 0,00 1,74
10 155 159 159,00 17,93 0,00 2,58
11 142 143 143,90 46,66 0,32 0,70
12 130 132 132,00 6,71 0,00 1,54
13 120 121 121,90 9,55 0,32 0,83
14 111 113 113,50 32,30 0,53 1,80
15 104 107 107,90 16,69 0,32 2,88
16 98 100 100,20 44,62 0,42 2,04
17 92 97 97,00 7,08 0,00 5,43
18 87 90 90,00 35,14 0,00 3,45
19 84 86 86,20 54,07 0,42 2,38
20 79 80 81,80 80,27 0,79 1,27
21 76 77 77,70 25,96 0,48 1,32
22 73 75 75,70 36,63 0,48 2,74
23 69 72 72,20 74,97 0,42 4,35
24 66 70 70,10 41,58 0,32 6,06
25 64 67 67,00 47,24 0,00 4,69
26 64 66 66,40 40,09 0,52 3,13
27 60 64 66,00 0,28 0,00 6,67
28 59 61 62,60 28,91 0,70 3,39
29 56 59 59,00 17,16 0,00 5,36
Wee-Mag 3 500 500 500,00 0,00 0,00 0,00
4 375 375 375,00 0,00 0,00 0,00
5 300 300 300,00 0,01 0,00 0,00
6 250 250 250,00 0,15 0,00 0,00
7 215 215 215,00 0,02 0,00 0,00
8 188 188 188,00 0,14 0,00 0,00
9 167 167 167,00 2,54 0,00 0,00
Média 651,79 654,62 655,09 20,75 0,42 1,64
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Tabela 23 – Resultados detalhados do Dataset2 - Parte II.
Graph m BKS best avg avg t(s) std PECT
Wee-Mag 10 150 151 151,00 4,94 0,00 0,67
11 137 137 137,00 20,57 0,00 0,00
12 125 126 126,00 33,42 0,00 0,80
13 116 116 116,50 29,70 0,53 0,00
14 108 109 109,80 28,83 0,42 0,93
15 100 102 102,00 9,39 0,00 2,00
16 94 95 95,00 7,14 0,00 1,06
17 89 91 91,00 27,91 0,00 2,25
18 87 88 88,00 56,59 0,00 1,15
19 85 86 86,00 16,42 0,00 1,18
20 77 78 78,20 42,87 0,42 1,30
21 72 73 73,00 6,20 0,00 1,39
22 69 70 70,00 76,60 0,00 1,45
23 67 69 69,00 20,76 0,00 2,99
24 66 68 68,00 31,65 0,00 3,03
25 65 67 67,00 32,08 0,00 3,08
26 65 66 66,00 7,10 0,00 1,54
27 65 65 65,00 7,54 0,00 0,00
28 64 64 64,80 17,23 0,42 0,00
29 63 63 63,00 58,91 0,00 0,00
30 56 56 56,00 1,49 0,00 0,00
Lutz3 3 548 548 548,70 26,98 0,48 0,00
4 411 411 411,60 26,71 0,52 0,00
5 329 329 329,00 0,40 0,00 0,00
6 275 275 275,00 3,99 0,00 0,00
7 236 237 237,00 1,07 0,00 0,42
8 207 208 208,00 16,09 0,00 0,48
9 184 185 185,50 46,30 0,53 0,54
10 165 166 167,80 30,29 0,63 0,61
11 151 152 152,00 5,58 0,00 0,66
12 138 139 139,80 12,21 0,42 0,72
13 128 129 129,10 27,41 0,32 0,78
14 118 120 120,30 51,09 0,48 1,69
15 110 113 113,00 23,62 0,00 2,73
16 105 106 107,10 65,27 0,74 0,95
17 98 99 99,20 72,90 0,42 1,02
18 93 95 95,00 20,39 0,00 2,15
19 89 90 90,00 11,16 0,00 1,12
20 85 89 89,30 58,85 0,48 4,71
21 80 83 83,60 27,37 0,52 3,75
22 76 80 80,00 2,75 0,00 5,26
23 74 76 76,00 28,47 0,00 2,70
Média 131,43 132,62 132,84 26,10 0,17 1,31
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Tabela 24 – Resultados detalhados do Dataset2 - Parte III.
Graph m BKS best avg avg t(s) std PECT
Mukherje 3 1403 1403 1403,00 0,02 0,00 0,00
4 1052 1052 1052,00 0,28 0,00 0,00
5 844 844 844,00 0,00 0,00 0,00
6 704 704 704,00 0,08 0,00 0,00
7 621 621 621,00 19,88 0,00 0,00
8 532 532 532,30 82,10 0,48 0,00
9 471 471 471,10 39,49 0,32 0,00
10 424 424 424,00 0,01 0,00 0,00
11 391 392 392,00 0,16 0,00 0,26
12 358 359 359,00 18,46 0,00 0,28
13 325 326 326,90 1,87 0,32 0,31
14 311 312 312,00 70,50 0,00 0,32
15 288 290 290,00 22,89 0,00 0,69
16 268 271 271,00 0,04 0,00 1,12
17 251 251 251,80 64,91 0,42 0,00
18 239 240 240,60 25,73 0,52 0,42
19 226 226 226,90 14,67 0,32 0,00
20 220 222 222,20 36,41 0,42 0,91
21 208 209 209,20 42,37 0,42 0,48
22 200 202 202,90 15,69 0,32 1,00
23 189 191 191,60 47,16 0,52 1,06
24 179 182 182,00 30,78 0,00 1,68
25 172 175 175,00 8,52 0,00 1,74
26 171 171 171,00 0,19 0,00 0,00
Barthold 3 1878 1878 1878,00 0,03 0,00 0,00
4 1409 1409 1409,00 0,01 0,00 0,00
5 1127 1127 1127,00 0,38 0,00 0,00
6 939 939 939,00 24,91 0,00 0,00
7 805 805 805,00 44,18 0,00 0,00
8 705 705 705,00 1,15 0,00 0,00
9 626 627 627,00 1,41 0,00 0,16
10 564 564 564,50 43,98 0,53 0,00
11 513 513 513,00 23,46 0,00 0,00
12 470 470 470,90 22,84 0,32 0,00
13 434 435 435,00 51,38 0,00 0,23
14 403 404 404,40 41,08 0,52 0,25
15 383 383 383,00 0,01 0,00 0,00
Média 548,73 549,43 549,63 21,54 0,15 0,29
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Tabela 25 – Resultados detalhados do Dataset2 - Parte IV.
Graph m BKS best avg avg t(s) std PECT
Barthol2 27 157 160 160,20 35,92 0,42 1,91
28 152 154 155,20 31,39 0,63 1,32
29 146 150 150,00 53,11 0,00 2,74
30 142 145 145,60 43,66 0,52 2,11
31 137 141 141,00 11,11 0,00 2,92
32 133 135 135,90 40,86 0,32 1,50
33 129 133 133,10 49,03 0,32 3,10
34 125 129 129,20 42,72 0,42 3,20
35 121 126 126,20 40,28 0,42 4,13
36 118 122 122,40 29,38 0,52 3,39
37 115 119 120,10 45,05 0,88 3,48
38 112 116 117,00 67,61 0,47 3,57
39 109 114 114,80 55,52 0,42 4,59
40 106 111 112,20 45,49 0,63 4,72
41 104 109 109,20 96,89 0,42 4,81
42 101 107 107,30 39,69 0,67 5,94
43 99 105 105,30 52,21 0,48 6,06
44 97 102 102,50 64,57 0,53 5,15
45 95 100 100,10 41,80 0,32 5,26
46 93 97 97,90 33,17 0,32 4,30
47 91 95 95,60 44,88 0,52 4,40
48 89 93 93,70 43,73 0,48 4,49
49 87 92 92,00 71,98 0,00 5,75
50 85 90 90,20 70,13 0,42 5,88
51 84 88 88,60 45,50 0,52 4,76
Média 113,08 117,32 117,81 47,83 0,43 3,98
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Tabela 26 – Resultados detalhados do Dataset2 - Parte V.
Graph m BKS best avg avg t(s) std PECT
Scholl 25 2787 2827 2830,30 138,44 3,16 1,44
26 2680 2712 2716,60 109,11 2,80 1,19
27 2580 2612 2615,00 123,48 1,67 1,24
28 2488 2517 2520,40 107,61 2,37 1,17
29 2402 2429 2433,20 104,00 2,18 1,12
30 2322 2349 2357,20 164,85 3,99 1,16
31 2247 2281 2283,00 134,06 1,48 1,51
32 2177 2208 2214,10 57,75 2,07 1,42
33 2111 2155 2160,20 55,73 2,79 2,08
34 2049 2092 2103,30 109,63 6,65 2,10
35 1991 2042 2042,00 96,62 0,00 2,56
36 1935 1997 2008,50 110,02 6,05 3,20
37 1883 1939 1961,00 54,74 10,75 2,97
38 1834 1878 1888,20 179,70 5,42 2,40
39 1787 1834 1839,50 134,74 3,83 2,63
40 1742 1783 1790,50 141,66 3,50 2,35
41 1700 1742 1743,60 116,14 1,20 2,47
42 1659 1703 1711,50 99,74 3,61 2,65
43 1621 1688 1688,00 2,35 0,00 4,13
44 1584 1688 1688,00 0,05 0,00 6,57
45 1549 1603 1617,70 196,68 7,32 3,49
46 1515 1576 1581,00 86,47 3,35 4,03
47 1483 1536 1539,50 91,80 1,36 3,57
48 1452 1518 1526,40 92,35 5,92 4,55
49 1423 1492 1497,60 116,02 3,85 4,85
50 1394 1450 1461,10 138,88 4,97 4,02
51 1386 1419 1422,70 157,17 3,66 2,38
52 1386 1389 1397,40 130,17 4,50 0,22
Média 1898,82 1944,96 1951,34 108,93 3,52 2,62
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APÊNDICE B – Resultados das
Meta-heurísticas propostas para o FJSP
B.1 Características dos conjuntos de instâncias utilizados
Nas Tabelas 27, 28, 29, 30, 31 e 32 referenciam-se, respectivamente o detalhamento
dos conjuntos de instâncias BRdata, DPdata, BCdata, HUdata/edata, HUdata/rdata
e HUdata/vdata, da forma como segue. Na coluna I lista-se o nome da instância; em
seguida é informado a quantidade de jobs e de máquinas (n×m); o fator de flexibilidade
é indicado na coluna Flex.; e, o valor lower bound obtido em Mastrolilli e Gambardella
(2000) é apresentado na coluna LB.
Tabela 27 – Característica do conjunto de instâncias BRdata.
I n×m Flex. LB
Mk01 10× 6 2,09 36
Mk02 10× 6 4,10 24
Mk03 15× 8 3,01 204
Mk04 20× 5 1,91 48
Mk05 15× 4 1,71 168
Mk06 10× 15 3,27 33
Mk07 20× 5 2,83 133
Mk08 20× 10 1,43 523
Mk09 20× 10 2,53 299
Mk10 20× 15 2,98 165
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Tabela 28 – Característica do conjunto de instâncias DPdata.
I n×m Flex. LB
1a 10× 5 1,13 2505
2a 10× 5 1,69 2228
3a 10× 5 2,56 2228
4a 10× 5 1,13 2503
5a 10× 5 1,69 2189
6a 10× 5 2,56 2162
7a 15× 8 1,24 2187
8a 15× 8 2,42 2061
9a 15× 8 4,03 2061
10a 15× 8 1,24 2178
11a 15× 8 2,42 2017
12a 15× 8 4,03 1969
13a 20× 8 1,34 2161
14a 20× 8 2,99 2161
15a 20× 8 5,02 2161
16a 20× 8 1,34 2148
17a 20× 8 2,99 2088
18a 20× 8 5,02 2057
Tabela 29 – Característica do conjunto de instâncias BCdata.
I n×m Flex. LB
mt10c1 10× 11 1,10 655
mt10cc 10× 12 1,20 655
mt10x 10× 11 1,10 655
mt10xx 10× 12 1,20 655
mt10xxx 10× 13 1,30 655
mt10xy 10× 12 1,20 655
mt10xyz 10× 13 1,30 655
setb4c9 15× 11 1,10 857
setb4cc 15× 12 1,20 857
setb4x 15× 11 1,10 846
setb4xx 15× 12 1,20 846
setb4xxx 15× 13 1,30 846
setb4xy 15× 12 1,20 845
setb4xyz 15× 13 1,30 838
seti5c12 15× 16 1,07 1027
seti5cc 15× 17 1,13 955
seti5x 15× 16 1,07 955
seti5xx 15× 17 1,13 955
seti5xxx 15× 18 1,20 955
seti5xy 15× 17 1,13 955
seti5xyz 15× 18 1,20 955
B.1. Características dos conjuntos de instâncias utilizados 131
Tabela 30 – Característica do conjunto de instâncias HUdata/edata.
I n×m Flex. LB I n×m Flex. LB
mt06 6× 6 1,15 55 la20 10× 10 1,15 857
mt10 10× 10 1,15 871 la21 15× 10 1,15 895
mt20 20× 5 1,15 1088 la22 15× 10 1,15 832
la01 10× 5 1,15 609 la23 15× 10 1,15 950
la02 10× 5 1,15 655 la24 15× 10 1,15 881
la03 10× 5 1,15 550 la25 15× 10 1,15 894
la04 10× 5 1,15 568 la26 20× 10 1,15 1089
la05 10× 5 1,15 503 la27 20× 10 1,15 1181
la06 15× 5 1,15 833 la28 20× 10 1,15 1116
la07 15× 5 1,15 762 la29 20× 10 1,15 1058
la08 15× 5 1,15 845 la30 20× 10 1,15 1147
la09 15× 5 1,15 878 la31 30× 10 1,15 1523
la10 15× 5 1,15 866 la32 30× 10 1,15 1698
la11 20× 5 1,15 1087 la33 30× 10 1,15 1547
la12 20× 5 1,15 960 la34 30× 10 1,15 1592
la13 20× 5 1,15 1053 la35 30× 10 1,15 1736
la14 20× 5 1,15 1123 la36 15× 15 1,15 1006
la15 20× 5 1,15 1111 la37 15× 15 1,15 1355
la16 10× 10 1,15 892 la38 15× 15 1,15 1019
la17 10× 10 1,15 707 la39 15× 15 1,15 1151
la18 10× 10 1,15 842 la40 15× 15 1,15 1034
la19 10× 10 1,15 796 - - - -
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Tabela 31 – Característica do conjunto de instâncias HUdata/rdata.
I n×m Flex. LB I n×m Flex. LB
mt06 6× 6 2,00 47 la20 10× 10 2,00 756
mt10 10× 10 2,00 679 la21 15× 10 2,00 808
mt20 20× 5 2,00 1022 la22 15× 10 2,00 737
la01 10× 5 2,00 570 la23 15× 10 2,00 816
la02 10× 5 2,00 529 la24 15× 10 2,00 775
la03 10× 5 2,00 477 la25 15× 10 2,00 752
la04 10× 5 2,00 502 la26 20× 10 2,00 1056
la05 10× 5 2,00 457 la27 20× 10 2,00 1085
la06 15× 5 2,00 799 la28 20× 10 2,00 1075
la07 15× 5 2,00 749 la29 20× 10 2,00 993
la08 15× 5 2,00 765 la30 20× 10 2,00 1068
la09 15× 5 2,00 853 la31 30× 10 2,00 1520
la10 15× 5 2,00 804 la32 30× 10 2,00 1657
la11 20× 5 2,00 1071 la33 30× 10 2,00 1497
la12 20× 5 2,00 936 la34 30× 10 2,00 1535
la13 20× 5 2,00 1038 la35 30× 10 2,00 1549
la14 20× 5 2,00 1070 la36 15× 15 2,00 1016
la15 20× 5 2,00 1089 la37 15× 15 2,00 989
la16 10× 10 2,00 717 la38 15× 15 2,00 943
la17 10× 10 2,00 646 la39 15× 15 2,00 966
la18 10× 10 2,00 666 la40 15× 15 2,00 955
la19 10× 10 2,00 647 - - - -
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Tabela 32 – Característica do conjunto de instâncias HUdata/vdata.
I n×m Flex. LB I n×m Flex. LB
mt06 6× 6 3,00 47 la20 10× 10 5,00 756
mt10 10× 10 5,00 655 la21 15× 10 5,00 800
mt20 20× 5 2,50 1022 la22 15× 10 5,00 733
la01 10× 5 2,50 570 la23 15× 10 5,00 809
la02 10× 5 2,50 529 la24 15× 10 5,00 773
la03 10× 5 2,50 477 la25 15× 10 5,00 751
la04 10× 5 2,50 502 la26 20× 10 5,00 1052
la05 10× 5 2,50 457 la27 20× 10 5,00 1084
la06 15× 5 2,50 799 la28 20× 10 5,00 1069
la07 15× 5 2,50 749 la29 20× 10 5,00 993
la08 15× 5 2,50 765 la30 20× 10 5,00 1068
la09 15× 5 2,50 853 la31 30× 10 5,00 1520
la10 15× 5 2,50 804 la32 30× 10 5,00 1657
la11 20× 5 2,50 1071 la33 30× 10 5,00 1497
la12 20× 5 2,50 936 la34 30× 10 5,00 1535
la13 20× 5 2,50 1038 la35 30× 10 5,00 1549
la14 20× 5 2,50 1070 la36 15× 15 7,50 948
la15 20× 5 2,50 1089 la37 15× 15 7,50 986
la16 10× 10 5,00 717 la38 15× 15 7,50 943
la17 10× 10 5,00 646 la39 15× 15 7,50 922
la18 10× 10 5,00 663 la40 15× 15 7,50 955
la19 10× 10 5,00 617 - - - -
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B.2 Resultados das Meta-heurísticas propostas para o FJSP
Tabela 33 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
BRdata.
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Tabela 34 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
DPdata.
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Tabela 35 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
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Tabela 36 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
edata e comparação com a literatura - Parte I.
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Tabela 37 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
edata e comparação com a literatura - Parte II.
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Tabela 38 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
rdata e comparação com a literatura - Parte I.
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Tabela 39 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
rdata e comparação com a literatura - Parte II.
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Tabela 40 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
vdata e comparação com a literatura - Parte I.
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Tabela 41 – Resultados detalhados dos algoritmos propostos para o conjunto de instâncias
vdata e comparação com a literatura - Parte II.
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