Introduction
We know that for linear problems, the reachable sets are invariant. Hence we have to extend the usual concept A convex process A from to itself is a setof invariant subspace by a linear operator. This can be valued map satisfying done in two different ways: let A be a convex process and P be a closed convex cone contained in Dom A. We or, equivalently, a set-valued map whose graph is a convex cone. Convex processes are the set-valued analogues of linear operators. We shall say that a convex process
Tp(x) := cl f; (P-x) = cl (P+Ex) 1 (5) h > O is closed if its graph is closed and that it is strict if its domain is the whole space.
We shall say that P is invariant A if
We associate with a strict closed convex process A Y x E P ,
A(x) C Tp(x) (6) the Cauchy problem for the differential inclusion and that P is a viability domain for A is for almost all tE [ O , T ] 
We denote by R, the reachable set at time T defined by
L
We also say that is a solution the reachable When P is a vector space, then T (x) = P, so that a subspace is invariant by A if VxEPf) A(x) C P and is a viabilto (2) .
( 3 ) ity domain for A if Y x E P , A(x) n P # 0. A E IR such that Im(A-AI) # En.
-. studied in Rockafellar [1967] , [19701, [19741 and in Aubin-Ekeland [1984] , for instance. Derivatives of setvalued maps (see Aubin-Ekeland, [19841, Zhapter 7) We shall prove this theorem by "duality". Indeed, approximate" in some sense the ori inal differential ;nclusion around the equilibrium.
Theorem (Frankowska) . Let F be a set-valued map fromIR n x'EF(x) ; x(0) = 0 into the compact subsets of R n , Lipschitzian around zero is locally controllable around at time I f G i s a s u b s e t o f IRn , we denote by G I t s ( p o s i -+ .
t i v e ) p o l a r c o n e d e f i n e d b y :
Example. Let F b e a l i n e a r o p e r a t o r f r o m En t o i t s e l f , L b e a closed convex cone of c o n t r o l s a n d A be t h e t r i c t c l o s e d c o n v e x p r o c e s s d e f i n e d by
Then i t s t r a n s p o s e i s e q u a l t o 
l l t E [O,T], -q ' ( t ) E h * ( q ( t ) ) ( 1 2 ) We i n t r o d u c e t h e c o n e s

To s a y t h a t Q = .:O} a m o u n t s t o s a y i n g t h a t t h e o n l y sol u t i o n t o ( 1 2 ) d e f i n e d on [O,m[ i s q 5 0 , o r , t h a t t h e a d j o i n t s y s t e m i s o b s e r v a b l e . The " d u a l i t y " m e t h o d l i e s i n t h e f o l l o w i n g s t a t e m e n t . Theorem 2 L e t A b e a s t r i c t c l o s e d c o n v e x p r o c e s s .
Then I A h a s n e i t h e r p r o p e r i n v a r i a n t s u b s p a c e n o r e i g e n v a l u e s A h a s n e i t h e r p r o p e r i n v a r i a n t s u b s p a c e n o r e i g e n v e c t o r s t h e r a n k c o n d i t i o n h o l d s t r u e a n d A has no e i g e n v a l u e s t h e r a n k , Y t -> 0 , q ( t ) E L + .
( 1 7 ) C o r o l l a r y 5
The f o l l o w i n g c o n d i t i o n s a r e e q u i v a l e n t . i n L+ which i s i n v a r i a n t by F* F h a s n e i t h e r p r o p e r i n v a r i a n t s b s a c e c o nt a i n e d i n L+ n o r e i g e n v e c t o r i n L o n l y s o l u t i o n o f -q = F X q r e m a i n i n g i n L+ on
