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major tool of state estimation since the 1960s; see, e.g., [6] - [13] and the references therein. It has been widely used in signal processing, communication and control applications. However, there are still some Kalman filtering problems which deserve further studies. One such problem is the optimal filtering of systems with various measurement delays. In the continuous-time context, the optimal estimation of timedelay systems has been well studied in the past decades; see [6] , [7] , and the references therein. The approaches in these works are usually related to solving a partial differential equation (PDE) which does not have an explicit solution in general. For the case of discrete-time systems, the problem has been investigated via system augmentation and standard Kalman filtering [8] , [10] , [16] or the polynomial approach [9] , [11] , [12] . Note that the augmented Kalman filtering approach is computationally expensive, especially when the dimension of the system is high and the measurement lags are large. On the other hand, the polynomial approach only addresses the steady-state filtering problem and it requires solving a much higher order of spectral factorization for systems with delays.
In this note, we will revisit the Kalman filtering problem for timevarying systems with measurement delays. We consider the system with instantaneous and delayed measurements which is described by x(t + 1) = 8 t x(t) + 0 t u(t) (1.1) y(t) = Htx(t) + v(t) (1.2) z t0d (t) = L t0d x(t 0 d) + v z (t) (1.3) where x(t) 2 R n is the state, u(t) 2 R r is the input noise, y(t) 2 R m , and z t0d (t) 2 R p are, respectively, the instantaneous and delayed measurements, v(t) 2 R m and v z (t) 2 R p are the measurement noises. d is the measurement delay which is an integer. The initial state x(0) and u(t), v(t) and v z (t) are uncorrelated white noises with zero means and known covari-
Note that the previous estimation problem has important applications in many engineering problems such as in communications and sensor fusion [1] and networked control systems [15] .
With the delayed measurement in (1.3), the system (1. wherex a (tjt) is the optimal estimate of the previous augmented system which can be obtained by the standard Kalman filter. However, the augmentation leads to a much higher system dimension and, thus, a much higher computational cost.
Remark 1.2:
It should be pointed out that special structure of 8a(t)
in the aforementioned Kalman filtering formulation leads some computational simplification which to be discussed in Section IV, but nevertheless our approach to be presented in this note will be computationally more efficient.
In this note, we will propose a new method for the optimal filter design without resorting to system augmentation. Our approach is based on projection and a reorganized innovation sequence which is different from the standard Kalman innovation sequence. It is shown that the proposed approach is computationally attractive as compared with the augmentation approach. Furthermore, our approach can be extended to give a solution to the H 1 fixed-lag smoothing which has often been solved via a system augmentation approach [14] .
The note is organized as follows. The reorganized innovation sequence and the associated RDEs are introduced in Section II. The optimal filter is derived in Section III which is given in terms of two RDEs having the same dimension as that of the original system. Some discussion and cost comparison with the existing system augmentation approach is given in Section IV. Conclusions are drawn in Section V.
II. REORGANIZED INNOVATION SEQUENCE
In this section, we will present a solution to the H 2 estimation of the system (1.1)-(1.3) involving delayed measurements using the projection in Hilbert space. The key to our discussion in this section is to reorganize the instantaneous and delayed measurements and introduce an associated innovation sequence.
As is well known, given the measurement sequence fys(i)g t i=0 , the optimal state estimatorx(tjt) is the projection of x(t) onto the linear space spanned by the measurement sequence, denoted by Lffys(i)g t i=0 g [2] , [16] . First, observe from (1.
and the estimatorx(tjt) is a standard H 2 estimator associated with
it is easy to know that the linear space
; i= 0; 1; . . . ; t 0 d:
It is easy to know that y f (i) satisfies The following notations will be used throughout the note:
optimal estimate of (j) given fys(0);. . . ; ys(t)g; (jjt + i; t) the estimate of (j) given fy f (0); . . . y f (t); y(t + 1); . . . y(t + i); i 0g.
It is obvious that(jjt; t) is the standard Kalman estimator for system (1.1) and (2.4), and the estimatorx(tjt) to be sought can be redenoted asx(tjt; t d ). In other words, the optimal estimation problem is equivalent to finding the optimal estimatex(tjt; t d ) of x(t) which will be discussed later in Section III.
A. Reorganized Innovation Sequence
To define the reorganized innovation and the associated Riccati equation, we introduce the following stochastic sequence: w(t + i; t) 1 = y(t + i) 0ŷ(t + ijt + i 0 1; t); i > 0 (2.6) w(t; t) 1 = y f (t) 0ŷ f (tjt 0 1; t 0 1) y f (0j 0 1; 01) = 0 3) with delayed measurement has been given by applying the reorganized innovation analysis. Different from the standard Kalman filtering approach, our approach consists of two parts. The first is (3.2) and (2.17), which is the Kalman formulation for the system (1.1)-(1.2). The second part is (3.3) and (2.15), which is the Kalman formulation for system (1.1) and (2.4) . Observe that the solution only relies on two Riccati recursions of dimension n 2 n. This is in comparison with the traditional augmentation method where one Riccati equation of dimension (n+d2p)2(n+d2p) is involved. In the following section, we will demonstrate that the proposed method indeed possesses computational advantages over the latter.
Remark 3.2:
The aforementioned reorganized innovation analysis in Hilbert space can be extended to Krein space to address the more complicated H1 fixed-lag smoothing [4] and H1 estimation problem for time-delay systems [5] .
IV. DISCUSSIONS AND COMPARISON
The purpose of the section is to compare the computational cost of the presented approach and the traditional augmentation method. As additions are much faster than multiplications and divisions, it is the number of multiplications and divisions that is used as the operation count. Let M D denote the number of multiplications and divisions.
First, note that the algorithm by 
In view of the special structure of the matrices 8 a (t), 0 a (t), H a (t) and L a (t), the calculation burden for the RDE (4.3) can be reduced. We partition Pa (t) as P a (t) = fP a;ij (t); 1 i d + 1; 1 j d + 1g
where the dimension of Pa;11(t) is n 2 n, the dimension of Pa;ii (t), i > 1, is p 2 p, and the other blocks are of corresponding dimensions.
Also, introduce a similar partition for 5 a (t). Then, the RDE (4.3) is simplified as [14] 5a(t)=Pa(t)0Pa;1(t)H (4.6) where P a;i (t) and 5 a;i (t) represent the ith column blocks of P a (t) and 5a(t), respectively. Suppose that 6a(t) is partitioned similarly to P a (t) and 5 a (t). By taking into account the structure of the matrices 8 a (t) and 0 a (t), the operation number of calculatingx a (t + 1jt + 1) by the previous ormula, which is denoted as M Daug , is given as 
In this note, we have revisited the H 2 estimation problem for discrete-time systems with instantaneous and delayed measurements by a reorganized innovation analysis. Our contributions are twofold. First, the presented approach simplifies the calculation of the estimator as compared with the traditional system augmentation approach. Second, the new concept of reorganized innovation can be extended to solving the H 1 estimation, particularly the long standing H 1 fixed-lag smoothing and the H1 estimation for both the discrete and continuous time-delay systems [4] , [5] .
