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Unstable growth of cracks (rough crack surface and crack branching) in dynamic fracture has long
been observed in various materials. Until now, there was no universally agreed upon explanation for
these instabilities. Here, we demonstrate that: 1) Due to the non-uniform stress distribution in the
cracked body and the expansion of high stress region as the crack velocity increases, a force-bearing
cracked body can be treated as a temporary layer-like material (TLLM) with a “brittle layer” that
the area of its automatically increases. 2) For this TLLM, it takes only one crack for the stress in
its “brittle layer” to fall below a certain value at small velocities. Coupled with the asymmetry of
the whole system, this results in a rough crack surface. 3) The “brittle layer” is large enough when
the crack velocity reaches a certain value. Two cracks must be formed, or else the stress cannot be
reduced below the certain value, resulting in crack branching. Crack propagation can be compared
to cars traveling on a road: the high stress region in the cracked body provides a “road” to let cracks
“pass .”
Introduction. Dynamic fracture is of fundamental
and practical importance. It has attracted widespread
attention from engineers as well as physicists, and has
been frequently studied for the past 80 years [1–22].
Once the brittle material begins to break (Mode I), and
if the stretch is sufficient, the crack velocity v accel-
erates toward a material-dependent critical velocity vc
(This was first discovered by Schardin and Struth in 1937
[1], vc ≈ 0.33CR ∼ 0.66CR for hard materials [22–24],
smaller than the theoretical limiting velocity CR [20, 25].
vc ≈ 0.9CS for two-dimensional (2D) soft materials [26–
28]. vc ≈ 0.34CR for three-dimensional (3D) soft ma-
terials [29]. CR, CS and CL represent Rayleigh, shear
and longitudinal wave velocities, respectively). Then,
the velocity starts to oscillate, correlating with the de-
velopment of sound emission and crack front waves [30–
34]. The critical velocity is usually accompanied by crack
branching, as shown in Fig. 1(a, b). In 1996, Sharon et
al. [35] concluded that: “due to the energy is diverted
to the branching cracks cause to the main crack to slow,
when the branching crack dies, the energy is re-diverted
to the main crack which consequently accelerates until
the occurrence of the next branching event.” This means
that crack branching sets the critical velocity [35–37].
Below the critical velocity, an increase in crack surface
roughness is observed in hard materials [38–46], and oscil-
latory cracks (oscillation amplitude increases with crack
velocity) are formed in 2D soft materials [27, 28, 47, 48].
Linear elastic fracture mechanics [49, 50] falls short of
explaining these phenomena [51–53]. Various hypotheses
existing in the literature (stress field rearrangement [54],
interaction of microcracks [24], shear waves [55], crack
front waves [56], acoustic waves [34], physical disconti-
nuity or interference of bouncing stress wave [57], stress
waves piling-up in front of the crack tip [58], near-tip
elastic nonlinearity [27, 28, 48, 59–62], hyperelasticity
[63, 64], anisotropic elasticity [65], local phase transi-
tion [66, 67], shear perturbation [68], shear stress [69, 70]
and thermal noise [71]) were suggested to be the possible
sources for dynamic fracture instability. Bouchbinder et
al. [52] stated in review article: “quite like the dynamics
of crack tip zone could play an important role in unrav-
eling the physical mechanism driving other instabilities
of rapid cracks.” Despite dynamic fracture being repro-
duced very well by plenty of number simulations (lattice
models [72, 73], peridynamics [58], molecular dynamics
[74–84], phase field models [27, 28, 57, 85–89], cohesive
zone models [90–92] and extended finite element method
[93]), a clear physical picture of dynamic crack propa-
gation still remains elusive. The actual mechanism that
triggers the instability in dynamic fracture has not been
clearly identified [28, 51, 52, 68, 94].
Unstable growth of cracks not only occurs in dynamic
fracture, but also occurs in quasi-static fracture, thermal
shock fracture [95]. As shown in Fig. 1(g), when a hot
thin glass strip is dipped into cold water at a constant ve-
locity [95–100], an interesting transition occurs between
no crack, a straight crack, a periodic or erratic oscilla-
tory crack and two or more branched cracks, mainly de-
pends on width L [96] and temperature difference ∆T
[97]. There is a certain similarity between dynamic frac-
ture and thermal shock fracture as shown in Fig. 1(h).
Thus, the physical mechanism behind them might be one
and the same.
In this study, we demonstrate, once a force-bearing
cracked body is considered as a TLLM, the instability in
dynamic fracture can be explained.
Three criteria for fracture. The principles govern-
ing the fracture can be summarized as the following three
criteria: 1) crack initiates in a body where stress equals to
some critical value (the first strength theory); 2) stress
is released as a result of fracture so that it falls below
critical value in other parts of the body; and 3) energy
consumed due to the forming of cracks is minimized (the
principle of least action). The second criterion promotes
the generation of more cracks, while the third criterion
suggests the opposite. The compromise between the two
competing criteria determines the number of cracks.
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2FIG. 1. (color online) Unstable growth of cracks. Crack branching in (a) hard materials (Homalite-100) [3] and (b) soft
materials (polyacrylamide gels) [28]. (c) change of hoop stress field [54]. (d) normalized length of high stress region. (e) lager
deformation region increases with crack velocity [68]. (f) evolution of principal stress during crack propagation [57]. (g) thermal
shock fracture [95, 98]. (h) similarity between dynamic fracture and thermal shock fracture.
High stress region in crack tip. On the assump-
tion of small deformation, Yoffe [54] proposed a model
in which a finite length crack moves along the direction
of the main crack at constant velocity in a linear elastic
solid, the hoop stress field in the crack tip is as follows
[25, 54]
σθ=
KI√
2pi
f (θ, v)
f (θ, v) = C(C1sin
2θ + C2cos
2θ − 2C3 sin θ cos θ)
C =
1+a22
4a1a2−(1+a22)2
C1 = (1 + 2a
2
1 − a22) cos(θ1/2)√r1 + 4a1a21+a22
cos(θ2/2)√
r2
C2 = −(1− a22) cos(θ1/2)√r1 + 4a1a21+a22
cos(θ2/2)√
r2
C3 = 2a1(
sin(θ1/2)√
r1
− sin(θ2/2)√r2 )
a1 =
√
1− (v/CL)2 a2 =
√
1− (v/CS)2
r1 =
r cos(θ)
cos[arctan(a1 tan θ)]
r1 =
r cos(θ)
cos[arctan(a2 tan θ)]
(1)
where KI is the stress intensity factor; θ and r are polar-
coordinates centered at the crack tip with θ measured
counterclockwise from the growth direction. Fig. 1(c)
shows the change of hoop stress σθ with crack velocity.
The normalized length of the high stress region is as
follows
θl(v) = f(θ, v)/f(θ, 0) ∼ v2 (2)
As shown in Fig. 1(d), the high stress region en-
larges as the crack velocity increases. The normalized
length roughly doubled when the crack velocity increased
to 0.53CS . Similar results have been observed in ex-
periments [68, 101] and through numerical simulations.
[57, 64, 78, 82, 91, 92]. For instance, Goldman et al.
[68] investigated the dynamic fracture of a soft material
(polyacrylamide gels) and demonstrated that the larger
deformation region in the crack tip changes its shapes
as the crack velocity increases, as shown in Fig. 1(e).
Sundaram and Tippur [101] investigated the dynamic
crack initiation, growth and branching of a hard material
(soda-lime glass) and exhibited that the maximum dis-
tance ahead of the crack tip (at which the stress becomes
equal to the tensile strength of a material) increases with
the crack velocity. Immediately before branching, the
simulation results carried out by Pereira et. al [57] shows
that the high stress region at the crack tip approximately
doubled, as shown in Fig. 1(f). The high stress region
in the crack tip actually expends with the increased in
external load even before fracture (when there is no load
applied, there is no high stress region) [49, 50]. This
trend will continue in dynamic fracture.
Fracture of layered materials. Leaving the dy-
namic fracture aside for a moment, consider the fracture
of layered materials. As shown in Fig. 2(a), a brittle
coating layer (thickness h1, Youngs modulus E1, Pois-
sons ratio v1, tension strength σ
∗) is fully bonded to a
substrate layer (thickness h2, Youngs modulus E2, Pois-
sons ratio v2), h1  h2, and subjected to a uniform ten-
sile load (its tensile strain is equal to ε) in the substrate.
Forces will be transferred to the coating layer through
inter-layer (thickness h3, shear modulus G3), h3  h2.
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FIG. 2. (color online) The fracture of layered materials. (a) Schematic diagram of a brittle coating layer bond to a substrate
layer. (b-f) Schematic diagram of the stress distribution in coating layer before fracture (red line) and after fracture (green
line).
As shown in Fig. 2(c), the maximum stress appears in
the midpoint of the coating layer. When this stress is
equal to the tensile strength, it corresponds to the crit-
ical length l∗ = 2
√
E1h1h3/G3 cosh
−1 [1/(1− σ∗/E1ε)]
[102, 103]. According to the second fracture criterion,
the segment length after fracture must be less than l∗ .
Due to the maximum stress only appearing in the mid-
point of the coating layer when l = l∗, the fracture lo-
cation is unique and the fracture is stable. The coating
layer will not fracture when l < l∗, because the maximum
stress is less than the material strength as shown in Fig.
2(b). The stresses are equal in the middle segment of the
coating layer before fracture when l > l∗, as shown in
Fig. 2(d-f). Together with the defects in materials, leads
to the fracture location not being unique compared with
l = l∗, resulting in an unstable fracture. The number
of cracks and fracture locations in the coating layer are
closely related to the length of the coating layer.
Therefore, for layered or layer-like materials, two
cracks may be formed when
1.5l∗ < l < 2l∗ (3)
The number of cracks shall not be less than two if
l > 2l∗ (4)
Instability in dynamic fracture. Consider a
cracked body subjected to external loads, as shown in
Fig. 3. The stress is high around the crack tip, and
low everywhere else in the body. Treat the high stress
region as the brittle layer in layered materials in Fig.
2(a), and the low stress region as the substrate layer.
Thus, a force-bearing cracked body can be considered
as a TLLM. This TLLM is formed due to the presence
of cracks. Other TLLMs (cracks induced by desiccation
[104], craquelure in ceramics [105], thermal shock crack
[106, 107], frozen impacted drop [108] and broken win-
dows [109]) are shaped because a part of the body is
subjected to external loads at some point, while the other
parts are not. Similar to a force-bearing layered mate-
rial, the stress distribution is non-uniform. Based on the
theoretical [25, 54], experimental [68, 101] and numerical
[57, 64, 78, 82, 91, 92] studies, the spatial distribution
of crack tip stress changes shape and flattens with in-
crease in crack velocity. This means that the length of
the “brittle layer” in this TLLM automatically increases.
For every crack velocity, let the time be frozen in this
moment, treat the cracked body as a TLLM and analyze
how the “brittle layer” in it breaks to meet the three
fracture criteria under the current stress state (the whole
fracture process of a cracked body is the fracture of a se-
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FIG. 3. (color online). Schematic diagram of dynamic fracture. The area of the high stress region in the cracked body is
positively correlated with the crack velocity. The options for fracturing the high stress region are shown in light green zone.
Feasible (
√
) and infeasible (×) schemes.
ries of TLLMs). As shown in Fig. 3(a), when the external
load is small, the stress in angle of 0◦ is smaller than the
critical stress σc, the crack will not propagate. With the
increase in load, the stress in angle of 0◦ will be equal to
the critical stress σc at a certain load. In this condition
(quasi-static fracture, a specific case of fracture), there is
only one way to break the “brittle layer”, that the crack
can only propagate along the angle of 0◦, it is stable, as
shown in Fig. 3(b). The crack velocity will accelerate
if the external load further increases, resulting in there
exists equal stresses over a wide region of the crack tip
as shown in Fig. 3(c, d), leads to unstable crack growth.
For small velocities, one crack is enough to meet the sec-
ond and third fracture criteria. Due to the existence of
material defects or tiny vibration due to applied loads,
means the whole system is asymmetric, this leads to the
difficulty in maintaining the fracture position in the mid-
dle, as shown in Fig. 3(c), results in the crack surface
becoming rough, and the roughness increases due to the
enlargement of the high stress region with crack velocity.
As shown in Fig. 3(d), when the “brittle layer” exceeds
a certain value θ∗D2, one crack will not be able to meet
the second fracture criteria, two cracks must be formed,
crack branching occurs.
For elastic materials, combining Fig. 1(d) with Eqs.
(3) and (4), there is a possibility (the faster the speed,
the higher the probability) that two cracks are formed at
crack velocity between 0.45Cs ∼ 0.53Cs, two cracks have
to be formed when the velocity approximately exceeds
0.53Cs, this is close to the critical velocity measured in
experiments 0.33CR ∼ 0.66CR [22–24]. For other mate-
rials (plastic, hyperelastic, viscoelastic, etc), it is difficult
to obtain an analytical solution of the stress field in the
crack tip for its quasi-static fracture, let alone the dy-
namic fracture. Therefore, objective to quantitatively
study these materials, numerical methods may be the
best practical option [27, 28, 57, 72–93].
Regarding the crack pattern formed by dipping a hot
thin glass strip into cold water [95–100], which a two
layer-like structure (high and low temperature) is formed
5at the instant of insertion. Consequently, the physical
mechanism as shown in Fig. 2 drives the rest of the
process.
The instability in crack propagation is similar to a
vehicle-traveling phenomenon. Assume that there are
two cars on a rough road. If the road is too narrow,
cars can not pass through. If the road width is exactly
equal to the car width, the car trajectory is a straight
line. If the road is slightly wider, less than twice the car
width, the trajectory might be a sinusoidal curve. If the
road is wider than twice the car width, two cars may
pass side by side. For fracture mechanics, external loads
building a “road” (high stress region) in the crack tip to
allow cracks to “pass” (propagate).
Conclusion. The entire scenario of this study fol-
lows a typical Aristotelian modal syllogismm: 1) The
fracture of layered materials is unstable due to the three
fracture criteria must be met, 2) A force-bearing cracked
body can be considered as a temporary layer-like material
with a high stress layer that the length of its increases as
crack velocity increases, 3) Thus, for the same reason, the
growth of cracks in dynamic fracture is unstable. This
study mainly discusses the origin of unstable growth of
cracks in 2D media. Future research should address the
instability (branch lines, topological defects) in 3D media
[29, 33, 47, 110–113].
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