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1. Introduction
The beef cattle production system is the set of technologies and management practices, ani‐
mal type, purpose of breeding, breed group and the eco-region where the activity is devel‐
oped. The central structure in the beef cattle production chain is the biological system of
beef production, including the stages of creation (cow-calf production, stocker production,
feedlot beef production) and their combinations. The cow-calf phase is the less profitable ac‐
tivity and the one that has the higher risk. However, it supports the entire structure of the
production system.
Although it is undeniable that a systemic view in agriculture is important, it is not yet estab‐
lished in the Brazilian agricultural research. In this study, by using a non parametric techni‐
que known as Data Envelopment Analysis (DEA) and Self-Organizing Maps (SOMS), we
intend to cluster cattle breeders of some Brazilian municipalities. The objective is to group
the farmers according to their efficiency profiles regarding the decisions related to the com‐
position of their production systems, which are focused on the cow-calf phase. The farmers’
decisions have direct impacts on the expenditures and on the income reached.
Efficiency is a relative concept: we compare the amount produced by a productive unit or
firm given the available resources, to the maximum quantities that would have been pro‐
duced with the same amount of resources. There are different approaches to measure effi‐
ciency. The so-called parametric methods assume a pre-defined functional relationship
between resources (inputs) and products (outputs). These methods usually use averages to
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determine the amount that would have been produced. The non-parametric approaches,
among which DEA, do not make any assumption about the functional form of the relation‐
ship between inputs and outputs. DEA assumes that the maximum that could have been
produced is obtained in the sample under evaluation, by observing the firms that better per‐
form. DEA was initially presented in [1] and computes the efficiency of productive units, the
so-called decision making units (DMUs). The DMUs, here the farms, use the same types of
inputs to produce the same sort of outputs, and this set must be homogenous.
Mathematically and in the presence of multiple inputs and multiple outputs, efficiency is the
ratio between the weighted sum of outputs and the weighted sum of inputs. In the DEA ap‐
proach, each firm chooses the most appropriate set of weights with the view to maximize
that ratio. This choice is neither arbitrary nor subjective, as it is based on some restrictions.
The result of the ratio must mean efficiency, i.e., it must be a number between 0 and 1. Thus,
it is necessary that the weights that a firm chooses when applied to itself and to the others
(in total of k firms) cannot give a number bigger than one. These considerations are set in a
mathematical programming problem that formalizes the DEA model. In this context, we
may say that DEA scores are a benevolent measure of efficiency.
SOMS are a special case of neural networks. In the literature we can find some papers that
discuss the joint use of neural networks and data envelopment analysis. SOMS are often
used with DEA to perform an ex-ante clustering, in order to allow DEA to evaluate only ho‐
mogeneous units. For instance, in [2] Neural Networks and DEA were used to determine if
the differences among efficiency scores were due to environmental variables or to the man‐
agement process. The use of Neural Network for clustering and benchmarking container ter‐
minals was done in [3]. In [4], authors used Kohonen self-organizing maps to cluster
participating countries in the Olympics and then applied DEA for producing a new ranking
of participating teams. In references [5, 6] they used the back propagation neural network
algorithm to accelerate computations in DEA. In [7] authors applied Neural Networks to es‐
timate missing information for suppliers evaluation using DEA. In [8], SOMS were used to
cluster the CEDERJ distance learning centers before applying DEA models to assess the effi‐
ciency of these centers. The differences between the clusters were taken into account by a
homogenization of the centers for the purpose of comparing them in one single cluster.
In this chapter we propose a different approach. SOMS are used for ex-post evaluation, as
discussed in [9]. In our approach we first perform a DEA evaluation and then we cluster the
DMUs into groups based on DEA efficiencies. In our case we compute the farmers’ efficien‐
cy profiles and the SOMS are used to group the DMUs according to their common character‐
istics. The efficiency profiles are derived from the DEA cross-efficiency matrix. In the cross-
evaluation approach [10] each DMU is assessed by its own set of multipliers as well as by
the other DMUs’ multipliers. Thus, the column vector of efficiencies calculated for each
DMU in the cross-evaluation matrix is assumed as the efficiency profile. It is important to
note that the DEA cross-efficiency technique is usually used for ranking purposes. Here,
however, it is not used as a ranking tool but as the input to a SOM that will be used to clus‐
ter the units according to the way their efficiencies were obtained.
Developments and Applications of Self-Organizing Maps68
Our discussion proceeds as follows. In Section 2 we discuss the theoretical aspects of DEA
and of cross-evaluation analysis. Section 3 is about the fundamental aspects of SOMS: Koho‐
nen Neural Networks. In Section 4 we present the proposed approach: DEA and SOMS in
an ex-post evaluation. The case study is detailed in section 4. In Section 5 we discuss the re‐
sults. Finally, we summarize our conclusions and list the references.
2. Dea and cross-efficiency evaluation
DEA is a mathematical programming approach developed to compute the comparative effi‐
ciency of productive units (firms or DMUs). The DMUs perform similar tasks and use differ‐
ent amounts of inputs to produce different quantities of outputs. In order to maximize the
efficiency of each DMU, DEA models allow each one to choose the weight assigned to each
variable in complete freedom, subject to some restrictions. In the case the firms under evalu‐
ation operate under different scales, it is possible to consider these differences in a DEA for‐
mulation. This model is known in the DEA literature as VRS (variable returns to scale) or
BCC model (from Banker, Charnes and Cooper), as firstly discussed in [11]. On the other
hand, if it is possible to assume that the DMUs operate under constant return to scale, i.e.,
there is a proportional relationship in increments or decrements between inputs and out‐
puts, the suitable model is the CRS (constant returns to scale) or CCR (from Charnes, Coop‐
er and Rhodes), as presented in the seminal paper [1].
The mathematical linear formulation for DEA CCR model is shown in model (1),  where
 h 1  is the efficiency of the DMU ‘1’ under evaluation; xikand y jk  are the i-th  input and j-
th output of the k-th DMU, k=1…n; μj and viare the output and the input weights or mul‐
tipliers, respectively.
max h 1 =∑j=1
s μj y j1
subject to
∑
i=1
r vi xi1 =1
∑
j=1
s μj y jk −∑i=1
r vi xik ≤0
μj,  vi ≥0, k =1...n,  j =1...s,  i =1...r
(1)
As previously mentioned, DEA allows each DMU to perform its self-evaluation, in other
words, to choose its own set of multipliers in such a way that its efficiency score is maxi‐
mized. In [10], it was proposed that the optimal weights for each DMU can be used to evalu‐
ate its peers, i.e., to compute alternative efficiency scores for every other DMU. This
evaluation performed by the complete set of DMUs is called cross-evaluation [12, 13] and
the resulting measures of performance are the cross-efficiencies. In (2),  h k 1is the cross-effi‐
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ciency of DMU ‘1’ using the weights of the DMU ‘k’; μ jk is the weight of output j obtained
for DMU ‘k’; vik is the weight of input i obtained for DMU ‘k’. The final cross-efficiency index
is the average of all peer and self-evaluations.
 h k 1 =
∑ j=1s μ jk y j1
∑i=1r vik xi1 (2)
As discussed in [14], the use of cross-evaluation has spread to a number of different areas, as
in multiple criteria decision making to improve discrimination among alternatives, in a pref‐
erential election, in the ranking and selection of projects and technologies, among others. As
discussed in [15-17] cross-evaluation commonly uses the CCR model due to the existence of
negative efficiencies when choosing the BCC model. The usage of the BCC model for cross-
evaluation imposes the inclusion of an additional set of restrictions to ensure positive effi‐
ciencies [16, 17].
As was noticed in [10], in the DEA context the optimal set of weights for a DMU is not
unique. Therefore it is necessary to choose one set of weights among all the possibilities. In
the original cross-evaluation formulation these approaches led to nonlinear problems. In
[12] two linear models were introduced, that are approximations to the original formulation.
There are some other alternative models for the cross-efficiency evaluation. We mention the
DEA-Game [18], among others [19]. These models may use two approaches. The first one,
called “aggressive model”, minimizes the cross-evaluation indexes of all DMUs. The second
approach, known as “benevolent model”, maximizes the cross-evaluation scores of all
DMUs. The so-called aggressive C k formulation is shown in model (3), as presented in [12].
min Ck =∑j=1
s μ jk∑m≠k y jm
subject to
∑
i=1
r vik∑m≠k xim =1
∑
j=1
s μ jk y jm−∑i=1
r vik xim≤0, ∀m≠k
∑
j=1
s μ jk y jk −h kk∑i=1
r vik xik =0
μ jk ,  vik ≥0
(3)
After determining the set of weights to be used in the cross-evaluation, a cross-efficiency
matrix is calculated, as shown in Table 1. This matrix contains the self-evaluation (h kk) and
the peer-evaluation (h kl , k ≠ l) of each DMU. The efficiency scores of a given DMU will be in
the column of this matrix.
Developments and Applications of Self-Organizing Maps70
DMU 1 2 3 ... n
1 h11 h12 h13 ... h1n
2 h21 h22 h23 ... h2n
3 h31 h32 h33 ... h35
... ... ... ... ... ...
n hn1 hn2 hn3 ... hn5
Table 1. Cross-efficiencies matrix for n DMUs.
We may point out that DMUs sharing similar weights distribution (with similar characteris‐
tics) will evaluate each other with high efficiency scores. On the contrary, those who have
dissimilar characteristics will evaluate each other with low efficiency scores. The efficiency
scores of a DMU (the column of the matrix) are limited by the efficiency score obtained in
the self-evaluation (the diagonal of the matrix, h kk). In the self-evaluation, provided by the
classic DEA models, a DMU is shown in the best possible way as to maximize its efficiency.
Therefore, all peer-evaluations will be lower or equal to that efficiency score.
3. Fundamental aspects of som: kohonen neural network
The human brain organizes information in a logic way. A paramount aspect of the self-or‐
ganized networks is motivated by the organization of the human brain in such a way that
the sensory inputs are represented by topologically organized maps. The Kohonen self-or‐
ganizing map emulates the unsupervised learning in a simple and elegant way taking into
account the neuron neighborhood [20].
From topographic map development principle came up two feature mapping models: the
model presented in [21, 22], having strong neurobiological motivations, and the Kohonen
model [23], not as close to neurobiology as the previous one but enabling a simple comput‐
ing treatment stressing the essential characteristics of the brain maps. Moreover, the Koho‐
nen model or Kohonen Self-Organizing Map yields a low input dimension.
The SOMS are artificial neural networks special structures in a grid form that work in a sim‐
ilar way of the human brain, as far as the information organization is concerned, and are
based on competitive learning. The most used SOM is the topologically interconnected two-
dimensional, where the neurons are represented by rectangular, hexagonal and random grid
knots of neighbor neurons. Higher dimensional maps can also be modeled.
In order to analyze the competitive process, let us suppose that the input space is m-dimen‐
sional and that X represents a random input pattern [24] such that one can write
X = X1, X2, X3, ..., Xm . Assuming that the weight vector W of each neuron has the same
dimension of the input space, for a given neuron j of a total of l neurons the weight vector
can be written asW = W j1, W j2, W j3, ..., W jm , j=1…l.
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For each input vector, the scalar product is evaluated in order to find the X vector which is
closest to the weight vector W. By comparison, the maximum scalar product max(W jt ⋅X ) is
chosen, representing the location in which the topological neighborhood of excited neurons
should be centered. Maximizing this scalar product is equivalent to minimizing the Euclidi‐
an distance between X and W. Other metrics could also be used.
The neuron with the weight vector closest to the input vector X is called the winner neuron,
whose index V (X ) is given byV (X )=min X −W j . In the cooperative process the winner
neuron locates the centre of a topological neighborhood of cooperating neurons. The active
winner tends to strongly stimulate its closest neighbor neurons and weakly the farthest
ones. It is essential to find a topological neighborhood function N j ,V (X ) that is independent
from the winner neuron location. That neighborhood function should represent the topolog‐
ical neighborhood centered in the winner neuron, denoted by V, having as closest lateral
neighbors a group of excited and cooperative neurons, from which a representative j neuron
can be chosen. The lateral distance D j ,V  between the winner neuron, indexed by V, and the
excited neuron, indexed by j, can be written as in (4), where is the neighborhood width [24].
N j ,V (X ) =exp(− D j ,V22σ 2 ) (4)
The more dependent is the lateral distanceD j ,V , the greater will be the cooperation among
the neighborhood neurons. So, for a two-dimensional output grid, the lateral distance can be
defined as in (5), for which the discrete vector ℘ j represents the position of the excited neu‐
ron, and ℘V  the position of the neuron that won the competition.
D j ,V = ℘ j −℘V 2 (5)
The topological neighborhood should decrease with discrete time t. In order to accomplish
that, the width σ of the topological neighborhood N j ,V (X ) should decrease in time. The
width could be written as in (6), where σ0 represents the initial value of the neighborhood
width and τ1 a time constant. Usually σ0 is adjusted to have the same value as the grid ratio,
i.e.,τ1 =1, 000 / logσ0.
σ(t)=σ0exp(− tτ1 ), t =0, 1, 2, 3, ... (6)
The expression of the topological neighborhood in time can be written as in (7).
N j ,V (X )(t)=exp(− D j ,V22σ 2(t) ), t =0, 1, 2, 3, ... (7)
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The adaptive process is the last phase of the SOM procedure. During this phase is carried
out the adjustment of the connection weights of the neurons. In order the network succeed
in the self-organization task, it is necessary to update the weights W j of the excited j neuron
relatively to the input vector X.
The change to the weight vector of the excited neuron j in the grid can be written as
ΔW j =η yj X − g(yj)W j, where is the learning rate parameter, η yj X is the Hebbian term, and
g(yj)W j is called forgetting term [23-25].
In order to satisfy the requirement, a linear function for g(yj) is chosen asg(yj)=η yj. If
yj = N j ,V (X ), then the expression can be written as (8).
ΔW j =η N j ,V (X )(X −W j) (8)
Using discrete-time notation, a weight updating equation can be written, which applies to
all neurons that are within the topographic neighborhood equation of the winner neuron
[23, 24], as in (9).
W j(n + 1)=W j(n) + η(n) N j ,V (X )(n)(X −W j(t)) (9)
In (9) the learning rate parameter changes in each iteration, with an initial value around 0.1
and decreases with increasing discrete-time t up to values above 0.01 [20]. To that end, equa‐
tion (10) is written in which decays exponentially and τ2 is another time-constant of the
SOM algorithm. For the fulfillment of the requirements one could choose for instance,
η0 =0.1andτ2 =1, 000.
η(t)=η0exp(− tτ2 ), t =0, 1, 2, 3, ... (10)
4. Dea and soms in an ex-post evaluation
As discussed in Section 2, in the cross-evaluation approach each DMU is assessed by its own
set of multipliers (self-evaluation) as well as by the other DMUs’ multipliers (peer-evalua‐
tion). The cross-efficiency matrix provides the cross-efficiencies of every DMU, each column
providing the efficiencies of each DMU, i.e., is the evaluation performed by the other DMUs.
As previously discussed, DMUs with the same characteristics will evaluate each other with
high efficiencies, or with low efficiencies otherwise. Therefore, we can assume that each col‐
umn of the cross-evaluation matrix is the efficiency profile of each DMU.
When high value of weights are assigned to the variables of DMU A this implies that DMU
A will have a good efficiency score (ratio between the weighted sum of the outputs and the
weighted sum of the inputs). In the context of cross-evaluation, when these weights are as‐
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signed to DMU B and it also has high efficiency score we may say that DMU B has similar
characteristics to DMU A. We can observe the case in which a DMU have a good perform‐
ance in all variables (or in the majority of them), but it is not unusual the case where the
efficiency score is computed based only on two variables (one input and one output). This
occurs when the DMU have a low performance on some variables and null weights (or near
zero) are assigned to them. Therefore, considering DMUs A and B, DMU A may evaluate
DMU B positively, but when DMU B evaluates DMU A, its efficiency may be low. In other
words, cross-evaluation may not bring the same results for both.
In this chapter we will use SOMS to cluster the farmers with similar characteristics using the
cross-efficiency matrix information. However, the cross-efficiencies are dependent on the
DMU self-evaluation. The cross-efficiency scores may be smaller compared to those ob‐
tained by other DMUs (lines in the matrix), but they may be consistent or very similar to the
efficiency score obtained by the DMU (column in the matrix). Therefore, as our clusters will
be defined by the efficiency profile, we need to remove the self-evaluation effect of each
DMU. In this approach this is accomplished by normalizing each column of the matrix by
the self-evaluation, i.e., all values are divided by the CCR DEA efficiency of the DMU. This
is shown in Table 2. The self-evaluation is the highest efficiency score of the DMU, located in
the diagonal of the cross-evaluation matrix. As a consequence, we will have unitary values
in the matrix diagonal. The objective of this operation is to group the DMUs by the way they
are evaluated by the others rather than by their efficiency level. This minimizes the benevo‐
lent characteristic of the classic DEA models.
DMU 1 2 3 ... n
1 h11h11
h12
h22
h13
h33 ...
h1n
hnn
2 h21h11
h22
h22
h23
h33 ...
h2n
hnn
3 h31h11
h32
h22
h33
h33 ...
h3n
hnn
... ... ... ... ... ...
n hn1h11
hn2
h22
hn13
h33 ...
hnn
hnn
Table 2. Normalized cross-efficiency matrix.
In the traditional cross-evaluation applications, the resulting average cross-efficiency index
is commonly used for ranking purposes. Here, in contrast, the square matrix of normalized
efficiencies will be submitted to the SOMS procedure (as its input) to generate the homoge‐
neous clusters. In other words, the normalized cross-evaluation matrix will be used to clus‐
ter the DMUs according to their efficiency profile.
An approach based on cross-evaluation and cluster technique was used in [26] to group par‐
ticipating countries in Summer Olympics Games. The authors used the average cross-effi‐
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ciencies and cluster analysis to group the nations and to select more appropriate targets for
poorly performing countries to use as benchmarks.
5. Case study
The beef complex in Brazil is consolidated as an important link in the production and in the
international trade: Brazil is the largest exporter and the second largest producer of beef.
Considering this scenario, the study and the evaluation of beef cattle production systems are
important tools for enhancing the performance of this sector.
In Brazil, the cow-calf beef cattle phase occurs predominantly in extensive continuous graz‐
ing, with native or cultivated pastures, encompassing: calves (until weaning or even one
year old), cows, heifers and bulls. The cow-calf phase supports the entire structure of the
beef production chain.
This case study seeks to assess the comparative performance of extensive livestock modal
production systems in its cow-calf phase, in some Brazilian municipalities. The objective is
to measure their performance and to group them according to the decisions regarding the
composition of the production system. This has a direct impact on the expenditures and on
the income generated.
5.1 Data Source
Primary data were collected through the panel system, which allows the definition of repre‐
sentative farms, as proposed in [27].
In this approach, based on the experience of the participating farmers, it is characterized the
property that is the most commonly found in the region, i.e., a property or a production system
that is representative of the locality under study. In some cases it is not possible to determine
this typology and more than one representative property or production system are specified.
The panel is a less costly procedure of obtaining information than the census or the sam‐
pling of farms. The technique is applied during a meeting with a group of one or more re‐
searchers, one technician and eight regional farmers. Meetings are scheduled in advance,
with the support of rural unions and regional contacts. At the end of that debate one can say
that any characterization of the typical farm in the region has the consent of the farmers.
Thus, productivity rates, establishment costs, fixed and variable costs, i.e., all the numbers
resulting from the panel, tend to be fairly close to the regional reality.
It is noteworthy that the rates and the costs reported by each participant are not related to their
properties, but with a single farm, declared at the beginning of the panel as the one that best
represents the scale of operation and the production system of most of the local properties.
This study evaluated 21 beef cattle modal production systems that performed only the cow-
calf phase, in seven states of Brazil. The data, derived from the indicators of the project de‐
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veloped by the Centro de Estudos Avançados em Economia Aplicada and the Confederação
da Agricultura e Pecuária do Brasil, were collected in municipalities of these seven states:
Mato Grosso do Sul - MS (eight), Goiás - GO (four), Rio Grande do Sul - RS (one), Minas
Gerais - MG (four), Tocantins - TO (two), São Paulo - SP (one) and Bahia - BA (one). Panels
with the farmers, with the support of the local rural technical assistance, were performed to
collect the data, according to the methodology described in [28].
5.2 Modeling
5.2.1 DMUs
The objective of the DEA model is to measure the performance of the farmers’ decision re‐
garding the composition of the rearing production system. Thereby, the DMUs are the 21
modal systems, identified from the panel discussions in 21 cities in seven Brazilian states.
Table 3 presents the dataset.
DMUs Breeders Calves Cull cows
Municipality State Code (input) (output) (output)
Alvorada TO #1 12 147 30
Amambai MS #2 15 143 40
Aquidauana MS #3 92 713 214
Bonito MS #4 14 166 75
Brasilândia MS #5 31 290 178
Camapuã MS #6 9 65 33
Carlos Chagas MG #7 19 297 160
Catalão GO #8 8 81 42
Corumbá MS #9 69 455 200
Itamarajú BA #10 4 44 18
Lavras do Sul RS #11 5 58 30
Montes Claros MG #12 5 47 28
Niquelândia GO #13 4 35 18
Paraíso do Tocantins TO #14 12 123 35
Porangatu GO #15 5 46 23
Ribas Rio Pardo MS #16 15 143 70
Rio Verde GO #17 23 196 82
São Gabriel d’Oeste MS #18 11 95 40
Tupã SP #19 5 46 30
Uberaba MG #20 5 66 36
Uberlândia MG #21 2 20 10
Table 3. DMUs, inputs and outputs.
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5.2.2 Variables
The technicians and the researchers mentioned in 5.1, analyzed the variables set and imme‐
diately identified those relevant to our study. They selected “number of bulls” as the input
variable, since this variable represents a significant portion of all total expenditures of the
ranchers that produce calves. It is directly linked to the quality of animals that will be sold
in these systems. This is also the only category that is purchased from other herd, especially
in ranches with herds of genetic selection.
The products of the system that are responsible for the main revenue from the cow-calf sys‐
tems were chosen as the output variables. These are the “number of calves on the herd” and
the “number of cull cows”. All calves produced are sold on the property and generate in‐
come. Cull cows are those that are sold, as they are not part of the production system either
by higher age or by reproductive performance lower than desired. The decision to fit be‐
tween these variables is important because it will provide the dynamics structure of the
breeding herd. This is the fundamental factor for keeping the economic viability of the beef
cattle production system.
The variables indicated by experts need to be examined by analysts to determine whether
they conform to the properties required by the DEA models. In particular, there must be a
causal relationship between each input-output pair [29]. There is a clear causal relationship
between the output “number of calves on the herd” and the input “number of bulls”. The
same cannot be said of the relationship between the input and the output “number of cull
cows”. Actually, there is no direct causal relationship between these variables; however
there is a cost-benefit relationship. In the case the rancher has a big number of bulls (that
represent an expense) he must earn more, either through the sale of calves or cows. There‐
fore, the “bulls – cull cows” ratio makes sense when using DEA to analyze cost-benefit ra‐
tios, and not just pure productive relations. This interpretation of DEA was introduced in
[30] and was used in [31, 32]. Generalizations of this usage can be seen in [33].
6. Results and discussion
Figure 1 shows the cross-evaluation matrix. It was computed using the SIAD software [34].
As previously mentioned, we used the DEA CCR as the BCC model can generate negative
efficiency scores [17].
The values of the Figure 1, cross-evaluation matrix, were normalized before using SOMS, as
explained in Section 4. Four different grid dimensions were tested: the 5x5 grid, the 3x3 grid,
the 2x2 grid and the 2x1 grid. We began our analysis with the 5x5 grid since it yields 25 neu‐
rons against the 21 DMUs of the data set.
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Figure 1. Cross-evaluation matrix. In the diagonal are the scores computed by the self-evaluations. Other cells show
the peer-evaluations.
Cluster DMUsMunicipality State Code
1 Alvorada TO #1
2 Amambai MS #2
3 Aquidauana MS #3
4 Bonito MS #4
5 Brasilândia MS #5
5 Montes Claros MG #12
6 Camapuã MS #6
7 Carlos Chagas MG #7
8 Catalão GO #8
9 Corumbá MS #9
10 Itamarajú BA #10
11 Lavras do Sul RS #11
12 Niquelândia GO #13
13 Paraíso do Tocantins TO #14
14 Porangatu GO #15
14 Ribas Rio Pardo MS #16
15 Rio Verde GO #17
15 São Gabriel d’Oeste MS #18
16 Tupã SP #19
17 Uberaba MG #20
18 Uberlândia MG #21
Table 4. Clusters obtained with the 5x5 grid.
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The 5x5 grid provided the results shown in Table 4. There were obtained 18 clusters and al‐
most all contained one municipality (DMU). The exceptions were cluster 5 (which contains
Brasilândia and Montes Claros), cluster 14 (compounded of Porangatu and Ribas Rio Par‐
do), and cluster 15 (with Rio Verde and São Gabriel d’Oeste).
Figure 2 shows the resulting allocation for the 5x5 grid. The clusters with two DMUs were the
ones in which the municipalities had the most similar efficiency profiles, i.e., strongest similar‐
ities. If these six DMUs hadn’t met their similar pairs they would had been allocated in the
empty clusters, each DMU in one cluster, instead of being grouped in pairs in three clusters.
These three clusters were formed mainly due to the similarity of the decision profile in re‐
gards to the cows’ culling age in the production systems of Brasilândia and Montes Claros
(8.2 and 8.5 years), Ribas Rio Pardo and Porangatu (9.2 and 9.0 years), Rio Verde and São
Gabriel d’Oeste (10.3 and 10.7 years). In practice, however, the 5x5 grid didn’t perform well,
as it hadn’t grouped other production systems with similar profiles. Thus, this grid didn’t
provide the basis for an accurate synthesis of convergence points among the other systems
under assessment.
The 5x5 grid allocated many single municipalities in the clusters, i.e., one DMU in one clus‐
ter. Therefore, this topology was not suitable for this study. We also analyzed the 4x4 grid.
We inferred that the 4x4 typology was also not adequate for this study as we obtained simi‐
lar results to the 5x5 grid.
Figure 2. DMUs’ distribution for the 5x5 grid.
The set shown in Table 5 is from the 3x3 grid. We observe that some DMUs were in the
same clusters they were allocated in the 5x5 grid. This was the case of the cluster composed
of Brasilândia and Montes Claros. In this cluster were added the DMUs Catalão, Ribas Rio
Pardo, Tupã and Uberlândia. The same occurred with the group Rio Verde – São Gabriel
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d’Oeste that in the 3x3 grid was also consisted of Niquelândia and Porangatu municipalities.
We may point out that Porangatu and Ribas Rio Pardo were no longer in the same cluster,
which was a consequence of this new grid.
Cluster
DMUs
Municipality State Code
1 Alvorada TO #1
2 Amambai MS #2
2 Paraíso do Tocantins TO #14
3 Aquidauana MS #3
3 Camapuã MS #6
3 Corumbá MS #9
4 Bonito MS #4
4 Lavras do Sul RS #11
5 Brasilândia MS #5
5 Catalão GO #8
5 Montes Claros MG #12
5 Ribas Rio Pardo MS #16
5 Tupã SP #19
5 Uberlândia MG #21
6 Carlos Chagas MG #7
7 Itamarajú BA #10
8 Niquelândia GO #13
8 Porangatu GO #15
8 Rio Verde GO #17
8 São Gabriel d’Oeste MS #18
9 Uberaba MG #20
Table 5. Clusters obtained with the 3x3 grid.
This situation was probably a result of the same decision-making profile of the municipali‐
ties that were grouped, in regards the dispose of cows and bulls in their production systems.
The 3x3 grid provided balanced groups concerning the variables, especially in relation to the
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profile of discarding cows and bulls. Bulls’ disposal is directly related to purchase: the high‐
er is the annual discard, it increases the need for annual replacements.
By limiting the number of clusters to nine (3x3 grid) we obtained three clusters with only
one municipality: cluster 1 (Alvorada), cluster 6 (Carlos Chagas) and cluster 7 (Itamarajú).
These three municipalities had unique profiles of decision- making with respect to the cull‐
ing of cows and bulls. In Alvorada, cows and bulls culling rates were the lowest among the
municipalities analyzed (8 and 13%, respectively). In Carlos Chagas, the rates were higher
(18 and 21%). In Itamarajú, the cows disposal rate was small (12%), but the bulls disposal
rate was the highest among the production systems evaluated (24%).
Figure 3 shows the DMUs’ distribution for the 3x3 dimension grid.
Figure 3. DMUs’ distribution for the 3x3 grid.
The third grid used was the 2x2. The results are displayed in Table 6. Comparing these re‐
sults with the ones from the 3x3 grid we observe that most of the previous allocation re‐
mained unchanged and there were mergers according to the clusters similarities. The
exception is cluster 8 in the 3x3 grid (Niquelândia, Porangatu, Rio Verde and São Gabriel
d’Oeste): in the current configuration its DMUs were inserted into other clusters (Niquelân‐
dia and Porangatu are in cluster 3 along with Bonito, Brasilândia, Catalão, Itamarajú, Lavras
do Sul, Montes Claros, Ribas Rio Pardo, Tupã and Uberlândia; Rio Verde and São Gabriel
d’Oeste were in cluster 2 along with Aquidauana, Camapuã and Corumbá).
Although these clusters were different from the ones obtained with the 3x3 grid, they were
compatible with the results from 5x5 configuration, where the pairs Rio Verde – Gabriel
d’Oeste and Porangatu – Ribas Rio Pardo were allocated in different groups.
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Cluster
DMUs
Municipality State Code
1 Alvorada TO #1
1 Amambai MS #2
1 Paraíso do Tocantins TO #14
2 Aquidauana MS #3
2 Camapuã MS #6
2 Corumbá MS #9
2 Rio Verde GO #17
2 São Gabriel d’Oeste MS #18
3 Bonito MS #4
3 Brasilândia MS #5
3 Catalão GO #8
3 Itamarajú BA #10
3 Lavras do Sul RS #11
3 Montes Claros MG #12
3 Niquelândia GO #13
3 Porangatu GO #15
3 Ribas Rio Pardo MS #16
3 Tupã SP #19
3 Uberlândia MG #21
4 Carlos Chagas MG #7
4 Uberaba MG #20
Table 6. Clusters obtained with the 2x2 grid.
The DMUs’ allocation in regards to the 2x2 grid is shown in Figure 4. The biggest cluster
had 11 municipalities: Bonito, Brasilândia, Catalão, Itamarajú, Lavras do Sul, Montes Claros,
Niquelândia, Porangatu, Ribas Rio Pardo, Tupã and Uberlândia. In this group, cows and
bulls discard rates had medium values (19 and 14%, respectively).
The smallest group was composed of two municipalities: Carlos Chagas and Uberaba. These
municipalities exhibited higher rates for the discarding of cows and bulls (18% and 21%),
which is a characteristic of production systems with a more dynamics profile, when com‐
pared to other clusters.
The clusters composed of three (Alvorada, Amambai and Paraíso do Tocantins) and five
municipalities (Rio Verde, Aquidauana, Camapuã, São Gabriel d’Oeste and Corumbá) had
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discard rates of cows and bulls of 10% and 13%, and 18% and 15%, respectively. This im‐
plies that the former group (with lower rates) probably had herds with a lower replacement
dynamics. In the latter cluster, which had a lower rate of bulls’ replacement, there was less
investment in improving the genetic quality of the herd.
Figure 4. DMUs’ distribution for the 2x2 grid.
Finally, the 2x1 dimension grid was used and the results are depicted in Table 7 and Figure
5 shows its DMUs’ distribution.
Cluster
DMUs
Municipality State Code
1 Alvorada TO #1
1 Amambai MS #2
1 Aquidauana MS #3
1 Brasilândia MS #5
1 Camapuã MS #6
1 Catalão GO #8
1 Corumbá MS #9
1 Itamarajú BA #10
1 Montes Claros MG #12
1 Niquelândia GO #13
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Cluster
DMUs
Municipality State Code
1 Paraíso do Tocantins TO #14
1 Porangatu GO #15
1 Ribas Rio Pardo MS #16
1 Rio Verde GO #17
1 São Gabriel d’Oeste MS #18
1 Tupã SP #19
1 Uberlândia MG #21
2 Bonito MS #4
2 Carlos Chagas MG #7
2 Lavras do Sul RS #11
2 Uberaba MG #20
Table 7. Clusters obtained with the 2x1 grid.
Figure 5. DMUs’ distribution for the 2x1 grid.
We notice that a small cluster was formed with Bonito, Carlos Chagas, Lavras do Sul and
Uberaba. Bonito and Lavras do Sul were part of one cluster in the 3x3 grid and in the 2x2
grid they were included in cluster 3 along with Brasilândia, Catalão, Itamarajú, Montes
Claros, Niquelândia, Porangatu, Ribas Rio Pardo, Tupã and Uberlândia, which were in clus‐
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ter 1. This was a result of the new grid used. Both groups had no outstanding difference be‐
tween the culling rates of cows and bulls (14 and 17% in cluster 1, 14 and 18% in cluster 2).
This grid was not satisfactory to support the analysis of similarities and dissimilarities of the
beef cattle production systems profiles evaluated.
7. Conclusions
In this paper we used Data Envelopment Analysis with SOMS to cluster the 21 beef cattle
modal production systems into homogeneous groups according to their efficiency profiles.
The efficiency profiles are derived from the cross-evaluation DEA approach. This approach
allows a peer-evaluation instead of only considering the self-evaluation performed by the
classic DEA models.
The approach used here is different from the previous ones in the literature, in which SOMS
are used to group the DMUs into homogeneous sets and then use DEA models to evaluate
the DMUs belonging to each cluster. In our approach rather than performing ex-ante clus‐
tering we carried out ex-post grouping. We used the DEA cross-efficiencies as inputs to the
SOMS procedure. It is important to stress that we didn’t use the classic DEA efficiency
scores, but the efficiency profiles of each DMU derived from the cross-evaluation matrix.
The proposed approach yielded interesting results for 3x3 and 2x2 grids. In using these
grids, the production systems developed in the 21 assessed municipalities were grouped,
particularly, in relation to the inlet-outlet dynamics of important animals’ categories of the
breeding herd. The different decision-making profiles of culling of cows and bulls, and con‐
sequently of the purchase of bulls, were satisfactorily grouped relative to the efficiency pro‐
file observed in each production system.
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