and Mills formulated a problem of developing analysis over octonions and Cayley-Dickson algebras for studying physical problems. As it was shown in [16, 20] - [21] a differentiability of functions in terms of the word algebra [3, 26] provides abundant families of functions of octonion and Cayley-Dickson variables in comparison with the classical differentiability.
Extensions of differentiable functions of real variables were described in the paper [30] . The main results of this paper are obtained for the first time.
2 Analytic approximations and extensions. where H denotes the quaternion skew field, ξ := α + βl ∈ O, η := γ + δl ∈ O, z := v − wi − xj − yk for z = v + wi + xj + yk ∈ H with v, w, x, y ∈ R.
The octonion algebra is neither commutative, nor associative, since (ij)l = kl, i(jl) = −kl, but it is distributive and R1 is its center. If ξ := α + βl ∈ O, then (4)ξ :=α − βl is called the adjoint element of ξ, where α, β ∈ H. Then (5) (ξη)˜. =ηξ,ξ +η = (ξ + η)˜. and ξξ = |α| 2 + |β| 2 , where |α| 2 = αα such that (6) ξξ =: |ξ| 2 and |ξ| is the norm in O. Therefore, (7) |ξη| = |ξ||η|, consequently, O does not contain divisors of zero (see also [12, 15, 28, 29] ).
The multiplication of octonions satisfies equations (8, 9) below:
(8) (ξη)η = ξ(ηη), 
Apart from the quaternions, the octonion algebra can not be realized as the subalgebra of the algebra M 8 (R) of all 8 × 8-matrices over R, since O is not associative, but the matrix algebra M 8 (R) is associative (see, for example, [1, 15, 28, 29] ). There are the natural embeddings C ֒→ O and
since the centers of them are Z(H) = Z(O) = R equal to the real field.
We consider also the Cayley-Dickson algebras A n over R, where 2 n is its dimension over R. They are constructed by induction starting from R such that A n+1 is obtained from A n with the help of the doubling procedure, in particular, A 0 := R, A 1 = C, A 2 = H, A 3 = O and A 4 is known as the sedenion algebra [1] . The Cayley-Dickson algebras are * -algebras, that is, there is a real-linear mapping A n ∋ a → a * ∈ A n such that (10) a * * = a, (11) (ab) * = b * a * for each a, b ∈ A n . Then they are nicely normed, that is, (12) a + a * =: 2Re(a) ∈ R and (13) aa * = a * a > 0 for each 0 = a ∈ A n . The norm in it is defined by the equation:
We also denote a * byã. Each non-zero Cayley-Dickson number 0 = a ∈ A n has a multiplicative inverse given by a
The doubling procedure is as follows. Each z ∈ A n+1 is written in the form z = a + bl, where l 2 = −1, l / ∈ A n , a, b ∈ A n . The addition is componentwise. The conjugate of a Cayley-Dickson number z is prescribed by the formula:
The multiplication is given by: 
where
This gives a domain V = {z : z =ẑ(u), u ∈ U} in A l r,F . Vise versa to each Cayley-Dickson number z ∈ V a unique vector π(z) =û(z) = u ∈ U corresponds:
given by the formulas:
, where 2 ≤ r ∈ N, z is a Cayley-Dickson vector (or a number for l = 1) presented as
In the case F = R by an A r -analytic function f :
r is meant a locally analytic function f in a z-representation. That is for each marked point ξ ∈ V an open neighborhood V ξ exists with
where ev denotes an evaluation map of the phrase µ of a word algebra over A l r (see Subsection 2.4 in [16] or [20] ).
If
Therefore, functions f on domains V in A l r will be below considered with values in A r,F if something another will not be specified. 
will be used, where
for a unification of the notation. The prefix "super" for superdifferentiable functions f of A r variables will be omitted for brevity as in [16] . If D is a differentiation operator, by
0 ≤ k p,j ∈ Z for each p and j, where
Let also these functions satisfy the conditions:
for each |k| ≤ m and each y and z in V , where
Functions Y k are supposed to be satisfying the conditions: for each z ∈ V and ǫ > 0 a positive number δ > 0 exists such that for every x and y in V with |x − z| < δ and |y − z| < δ and |k| ≤ m
If conditions (2.1) and (2.2) are fulfilled, then it will be said that the function f (z) = f 0 (z) is of class C m on V in terms of the functions
If this is satisfied for each
Proof. Using formulas (1.2) and (
where b p is a real constant for each p. Thus f (z − w) = ev w (µ)(z) for each z ∈ A l r and w ∈ A l r , where ev w means a valuation map for a marked w. In particular for every marked Cayley-Dickson number w ∈ A l r and a negative constant b p for each p = 1, ..., l the function f (z − w) = ev w (µ)(z) is positive, A r -differentiable bounded on A l r and tends to zero when |z| tends to the infinity. exp(
for each 0 ≤ ρ < ∞ and choose a positive constant T > 0 so that lim ρ→∞ Φ(ρ) = 1.
Let 0 < δ 0 < ∞ and let V 1 be a neighborhood of V such that
where V δ 0 is a δ 0 enlargement of V , [( p z − p y)
where κ > 0 is a positive constants, z ∈ A l r . The function f (z − y) = ev y (µ)(z) is A r -differentiable in z. This follows from the chain rule in the sense of phrases µ and ν and λ of the word algebra (see 2.2.1 in [20] or 2.3.2 in [22] ) and Formula (3.2) with µ being a composition of suitable ν and λ. In the considered particular case
over the alphabet X = {A r , X, Y 1 , ..., Y l , E 0 , ..., E l } (see also Subsections 2.1-2.5 in [16] ). The integral on the right side of Formula (3.5) and the following integral
converge uniformly in z on each compact subset W in A 
for each p and j. The integration by parts transforms the right part of Formula (3.6) into
From the choice of the function h(z) it follows that sup y∈A l r ; |k|≤m
and for each ǫ > 0 a positive number δ exists so that sup |z−y|<δ; y∈A l r ; z∈A l r ; |k|≤m
A positive number κ 0 > 0 exists such that 1 − Φ(κδ) < ǫ/(4K h ) for each κ ≥ κ 0 . Therefore for any z ∈ A l r we get that
for each z ∈ A l r and |k| ≤ m, since
From the choice of the function h(z) the assertion of this lemma follows. Proof. Note that in the case V 1 = ∅,...,V s = ∅ the assertion (4.1) means
Lemma. Assume that V is an open subset in
and take the closed setŴ a ∪ W a ∪W a . In view of Lemma 2 in [30] and Formulas (1.1), (1.4) for each a ∈ N a function f a ∈ C ∞ (A l r , R) exists such that f a (z) = 1 for each z ∈ W a , also f a (z) = 0 for each z ∈ W a ∪W a ; ∂ k z f a (z) = 0 for each z ∈Ŵ a ∪ W a ∪W a and 0 < |k|. Therefore (4.3) N a := max(1, sup z∈A l r ; |k|≤αa |∂ k z f a (z)|) < ∞ for each a ∈ N. Then by induction in a = 1, 2, ... analytic functions are defined similarly to the proof of Lemma 3
since f (y) ∈ R and the real field R is the center of the Cayley-Dickson algebra
on W a for each |k| ≤ α a+1 , since ν a < ǫ a 2 −a−2 . From (4.3) and (4.6) we
From the latter inequality and (4.5) it follows that
for each a ∈ N and |k| ≤ α a . Thus (4.1) is proven.
It remains to verify that the function G(z) is analytic on V . Take an arbitrary point ξ in V and choose a 0 ∈ N sufficiently large such that 2
for each z ∈ V and a > a 0 and u ∈ A 
for each |k| ≤ α 2 and |s| ≤ α 2 . Therefore for a = 1
for every y and z in A l r and |k| ≤ α a+1 , where ζ a (t) :
γ a η a+2 (t) for each 0 ≤ t, where
. Hence for a = 1 there exists 0 < δ a < ∞ so that ζ a (t) < ν a 2 −a for each 0 ≤ t < δ a . Then for a = 1 we choose 0 < κ a,0 < ∞ in such a way
For an admissible function g a function G 1 is prescribed by Formula (4.4). Hence Formula (4.5) is satisfied with a = 1. Then for a = 1
and an arbitrary fixed point ξ ∈ V we take κ a,0 < κ a < ∞ so that for each
for each u ∈ A l r , where a radius 0 < ρ a = ρ < ∞ is such that B(A l r , ξ, ρ a ) ⊂ V a (see also Formulas (4.8) and (4.9)). Then from (4.4) we deduce for a = 1 that
Then from Formulas (5.8), (5.11), (3.4) and lim t→∞ Φ(t) = 1 it follows for a = 1 that
for every x and z in A and |k| ≤ m j for each j ∈ N one can choose their enumeration ϑ(j; k) such that {ϑ(j; k) : j ∈ N, |k| ≤ m j } = N and ϑ(j; k) < ϑ(j +1; k ′ ) for each j and k and k ′ ; ϑ(j; k) < ϑ(j; k ′ ) for each j and |k| < |k ′ |; also ϑ(j; k) = ϑ(j ′ ; k ′ ) if (j; k) = (j ′ ; k ′ ).
Therefore a sequence β p exists such that 0 < β p+1 ≤ β p < p −1 and for each p ∈ N and n ∈ N l2 r 0 and k ∈ N l2 r 0 with |n| ≤ m p and |k| ≤ m p . From Lemma 4 above with α a = a for each a ∈ N it follows that an for each p ∈ N 0 (see Definition 2) . Then a continuous extension g p,1 : A p = p 1 and s, since Ω is the closed set of isolated points. Therefore, for θ defined as in the proof of Theorem 7 ∀p ∃ k ∈ N l2 r 0 , |k| ≤ m s , ∃θ(p, k) ≥ s, B(A l r , c p , ρ(s, p)) ⊂ W \ W θ(p,k) . In view of Theorem 7 an extension F of f exists such that it is A r -analytic on A l r \ J, since 0 < β p can be chosen sufficiently small by Formula (7.6) so that |∂ k z (F (z) − g(z))| < σ(z)/2 for each z ∈ V \ V s−1 and |k| ≤ s and s ∈ N 0 . 9. Conclusion. The results of this paper can be used for further studies of functions of octonion and Cayley-Dickson variables, for investigations of noncommutative geometry and manifolds over them, for analysis and solutions of PDE which may be with boundary conditions.
