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Abstract
In this thesis, we use martingales to show that the dilation of a sequence of monotone
convolutions D 1
bn
(µ1 . µ2 . · · · . µn) is stable, where µj are probability distributions with
the condition
∞∑
n=1
1
bn
var(µn) < ∞. This proves a law of large numbers for monotonically
independent random variables.
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Chapter 1
Introduction
Consider the experiment of flipping a fair coin. One would expect that if the coin is
flipped many times, the difference between the number of heads and the number of tails
should be relatively close to 0 when compared with the number of times the coin is flipped.
This is, in fact, an example of the law of large numbers for classically independent and
identically distributed random variables. The law of large numbers is perhaps one of the
most well known results in classical probability theory.
There are two types of laws of large numbers, strong laws and weak laws. In this thesis,
we only consider weak laws of large numbers, which means convergence of random variables
in probability or, as we will see, equivalently in distribution. Normally, convergence in
probability is stronger than convergence in distribution. However, in the law of large numbers
the limiting random variable is a constant, and from this we can prove that convergence in
distribution implies convergence in probability.
Let us recall definitions of these two types of convergence and prove that convergence to
a constant in distribution implies convergence in probability.
Definition 1.1. A sequence of random variables {Xn}∞n=1 on a probability space (Ω,F , P )
is said to converge to X in probability if
lim
n→∞
P (|Xn −X| < ) = 1
for every  > 0.
Recall that the distribution µ of a random variable X on a probability space (Ω,F , P )
is the Borel measure defined by
µ(B) = P ({ω : X(ω) ∈ B}),
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for any Borel set B ⊂ R.
Definition 1.2. A sequence of random variables {Xn}∞n=1 is said to converge to X in dis-
tribution if the distributions of Xn converge weakly to the distribution of X, i.e.
lim
n→∞
∫
R
f(t)dµn(t) =
∫
R
f(t)dµ(t)
for every continuous bounded function f on R, where µn is the distribution of Xn and µ is
the distribution of X.
Now let us show that convergence in distribution to a constant implies convergence in
probability to the same constant.
Lemma 1.3. Let {Xn}∞n=1 be a sequence of random variables defined on some probability
space (Ω,F , P ) that converge to a constant c in distribution. Fix  > 0 and let f : R → R
be the tent function defined by
f(x) = max
(
0, 1− |x− c|

)
.
Notice that f ≤ 1 and f(x) = 0 for any x /∈ (c − , c + ). Hence, for any n ∈ N, one has
that
P (|Xn − c| < ) =
∫
R
1(c−,c+)(x)dµn(x)
≥
∫
R
f(x)dµn(x),
where µn is the distribution of Xn. Since Xn converges to c in distribution and f is contin-
uous, we have that
lim inf
n→∞
P (|Xn − c| < ) ≥ lim
n→∞
∫
R
f(x)dµn(x)
=
∫
R
f(x)dδc(x) = 1
Since P is a probability measure, P is bounded above by 1. Thus, we must have
lim
n→∞
P (|Xn − c| < ) = 1.
Thus, we have shown that Xn converges to c in probability.
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If a sequence of probability distributions {µn}∞n=1 converges weakly to a point mass then
any sequence of random variables distributed according to {µn}∞n=1 converge in distribution
to a constant (and thus they must also converge in probability). Thus in the weak law of
large numbers, we do not have to refer to any random variables but only their distributions.
Recall that the classical convolution µ ∗ ν of two probability distributions, µ and ν, is
the distribution of the random variable X + Y , where X and Y are classically independent
and distributed according to µ and ν, respectively. The convolution µ ∗ ν does not depend
on the realization of the random variables X and Y . We now state the most general form of
the weak law of large numbers for sums of classically independent random variables in terms
of the convolution ∗.
Let {kn}∞n=1 be a sequence of positive integers. We say that a triangular array of proba-
bility distributions {µnj : n ≥ 1, 1 ≤ j ≤ kn} follows the classical weak law of large numbers
if
µn1 ∗ µn2 ∗ · · · ∗ µnkn
converges weakly to a point mass as n→∞.
Let us show how the coin flipping example above can be put into the framework of
distributions. To do so, we first need to build a probabilistic model.
Consider the set Ω = {ω = (ω1, ω2, ...) : ωi ∈ {H,T}}, i.e the set of all infinite sequences
of Hs and T s. Given a fixed n ∈ N and a fixed sequence (a1, a2, ...an) where ai ∈ {H,T}, we
define
A(a1,...,an) = {ω = (a1, a2, . . . , an, ω1, ω2, . . .) : ωi ∈ {H,T}}.
That is, A(a1,...,an) is the subset of Ω consisting of all sequences that begin with the prescribed
sequence (a1, a2, . . . , an). We define a σ-algebra F by
F = σ ({A(a1,a2,...,an) : n ∈ N, ai ∈ {H,T}}) .
From Ω and F , we create a probability space (Ω,F , P ), where the probability is defined by
P (A(a1,a2,...,an)) = 2
−n. We define a sequence of random variables {Xn}∞n=1 on (Ω,F , P ) by
Xn(ω) =
 1 if ωn = H−1 if ωn = T.
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That is, Xn is 1 if the n-th flip comes up heads and −1 otherwise. Then, after the first n
flips, the number of heads minus the number of tails is given by
X1 +X2 + ...+Xn.
Since we are comparing the difference in heads and tails to the total number of times the
coin is flipped, we are interested in the random variable
Sn =
X1 +X2 + ...+Xn
n
.
Notice that Xi
n
has a equal chance of being 1
n
or −1
n
, i.e. it is distributed according to the
measure µn =
1
2
(
δ 1
n
+ δ−1
n
)
. Thus, the sum Sn is distributed according to µ
∗n
n , where µ
∗n
n
denotes µn convolved with itself n times. It is well known that the sequence {µ∗nn } converges
weakly to the point mass δ0 (see Example 2.21). Thus, the sum Sn converges to the constant
0 in distribution. Since this implies Sn converges in probability, it is extremely likely (i.e.
with probability 1) that the difference in head and tails compared to the total number of
times the coin is flipped is close to 0 (if the coin is flipped enough times).
The introduction of non-commutative probability theory has given rise to different types
of independencies, including Boolean, free, and monotone. Each of these independencies
introduces a new notion of convolution on the set of probability distributions. For each type
of independence we can investigate the corresponding limit theorems. In particular, we can
study laws of large numbers for different types of convolution.
As we will discuss in chapter 3, the weak law of large numbers for the free and Boolean in-
dependence has been shown in [3] for identically distributed random variables, and extended
to non-identically distributed random variables in [2] and [14].
In this thesis, we focus on monotone convolution. The monotone convolution µ . ν of
two probability distributions µ and ν is the distribution of X + Y , where X and Y are
monotonically independent random variables distributed according to µ and ν, respectively
(see chapter 2 for more details). A general limit theorem for monotone convolution can
be stated in the following form. Let {kn}∞n=1 be a sequence of positive integers, and let
{µnj : n ≥ 1, 1 ≤ j ≤ kn} be a triangular array of probability distributions. The triangular
array {µnj : n ≥ 1, 1 ≤ j ≤ kn} obeys a limit theorem if
µn1 . µn2 . · · · . µnkn
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converges weakly to a probability distribution. We say that the limit theorem is a weak law
of large numbers if the limiting distribution is a point mass.
The central limit theorem for monotone convolution was the first limit theorem proved
for monotone convolution [12]. The law of large numbers for monotonically independent and
identically distributed random variables was already shown in [15]. However, the monotoni-
cally independent and non-identically distributed case had not been shown until recently in
a joint work with JC Wang [16], on which this thesis is based.
One way to calculate the monotone convolution of two measures is to use the F -transform,
which we will discuss in Chapter 2. In Example 2.30, we consider the measure
µ =
1
2
(δ−1 + δ1)
and use the F -transform to show
µ . µ =
5 +
√
5
20
(δγ1 + δ−γ1) +
5−√5
20
(δγ2 + δ−γ2) ,
where
γ1 =
√
3 +
√
5
2
and γ2 =
√
3−√5
2
.
In this thesis, we focus on a sequence of probability distributions {µn}∞n=1 and consider
the convolution µ1.µ2.· · ·.µn. If we use the F-transform to try to find a limiting distribution
of µ1 . µ2 . · · · . µn, we have to consider the dynamics of the sequence of functions
Fµ1 ◦ Fµ2 ◦ · · · ◦ Fµn .
Using complex analysis to deal with such compositions quickly becomes overwhelming. To
get around this difficulty, we use Markov chains and martingales to find the limiting distri-
bution.
The main result in this thesis provides a weak law of large numbers for non-identically
distributed monotonically independent random variables with finite variances. The condi-
tions we assume are not necessary conditions as random variables without finite variance
can satisfy the weak law of large numbers.
The outline for the remainder of the thesis is as follows: In Chapter 2, we introduce
basic concepts of non-commutative probability theory, and pertaining to the proof of our
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theorem. More precisely, in section 2.1, we introduce the different types of non-commutative
independence and show some examples of independent algebras. In section 2.2 we introduce
useful analytic tools for different types of convolution, such as the the Fourier transform and
the F -transform, and we state some useful properties of the transforms such as Nevanlinna’s
form. In section 2.2, we introduce the notion of Markov chains and martingales. Chapter
3 is devoted to previous proofs in non-commutative probability theory, including the weak
law of large numbers for free, Boolean and classical convolution. In Chapter 4, we prove
our main result for monotonically independent (but not necessarily identically distributed)
random variables.
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Chapter 2
Preliminaries
We begin this chapter by stating essential definitions in non-commutative probability
theory and showing some examples of different types of independence. We then go on to
state same tool and theorem often used in proving limit theorems for different types of
independent random variables. Finally we go on to state the definitions and some results
concerning Markov chains and martingales.
2.1 Types of independence
Definition 2.1. A non-commutative probability space is a pair (A, ϕ), where A is a unital
algebra and ϕ : A → C is a linear functional such that
ϕ(1) = 1.
We call a non-commutative probabilistic space, a C∗-probability space if the algebra is a
C∗-algebra and the function ϕ is positive.
Example 2.2. Given any classical probability space (Ω,F , P ), we can construct a non-
commutative probability space (A, ϕ) by setting A = L∞(Ω,F , P ) (i.e the set of all bounded
random variables on (Ω,F , P )), where the multiplication of two elements X, Y ∈ A is defined
as
(X · Y )(ω) = X(ω) · Y (ω), ω ∈ Ω
and the linear map ϕ is given by
ϕ(X) = E[X] =
∫
ω∈Ω
X(ω)P (dω).
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Definition 2.3. Given a non-commutative probability space (A, ϕ) and two sub-algebras
A1 and A2 of A such that ab = ba for all a ∈ A1 and b ∈ A2, we say A1 and A2 are tensor
independent if we have
ϕ(ab) = ϕ(a)ϕ(b), a ∈ A1, b ∈ A2.
Example 2.4. Let (A, ϕ) be the non-commutative probability space constructed in Example
2.2. If X, Y ∈ A are classically independent random variables on (Ω,F , P ), then ϕ(XY ) =
ϕ(X)ϕ(Y ). Thus, while X and Y are classically independent random variables on the
probability space (Ω,F , P ), they are tensor independent in the new framework (A, ϕ).
Tensor independence is only one type of independence that arises due to non-commutative
probability theory. Let us now state the definition of some other types of independence.
Definition 2.5. Let (A, ϕ) be a non-commutative probability space. We say two unital
sub-algebras A1 and A2 are freely independent if for any n ∈ N, i1 6= i2 6= · · · 6= in with
ik ∈ {1, 2},
ϕ(a1a2 · · · an) = 0,
for every ak ∈ Aik such that ϕ(ak) = 0.
Example 2.6. The free product is the classical example of free independence. Let us recall
the free product of two groups G1 and G2. We define the free product of G1 and G2 by
G = {e} ∪ {g1g2 · · · gn : n ∈ N, i1 6= i2 6= · · · 6= in, ik ∈ {1, 2}, gj ∈ Gij \ {eij}}
where we set the identities e1 = e2 = e. Here multiplication of two elements is given by
juxtaposition and reduction to the above form by combining neighboring elements from the
same group.
We now consider the algebras Aj = CGj, j ∈ {1, 2}, as sub-algebras of A = CG. We
define a linear functional ϕ : A → C by
ϕ(e) = 1 and ϕ(g) = 0 for g ∈ C(G \ {e}).
Then the sub-algebras A1 and A2 are freely independent.
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Definition 2.7. Let (A, ϕ) be a non-commutative probability space. We say two sub-
algebras A1 and A2 are Boolean independent if for any n ∈ N, i1 6= i2 6= · · · 6= in with
ik ∈ {1, 2},
ϕ(a1a2 · · · an) =
n∏
k=1
ϕ(ak),
for every ak ∈ Aik .
Example 2.8. The standard example of Boolean independence was constructed by Bozejko
[5]. Consider two Hilbert spaces H1 and H2 that share a common one-dimensional subspace
spanned by a unit vector v (i.e. their intersection is the one dimensional Cv). Consider the
decomposition of Hj = Cv ⊕ H0j , j ∈ {1, 2}, and consider the space H = H01 ⊕ Cv ⊕ H02 .
Let B(Hj) denote the set of bounded linear operators on Hj. For any bounded operator
a1 ∈ B(H1) we define an extension a1 on H by
a1(h1 ⊕ cv ⊕ h2) = a1(h1 + cv).
That is, we let a1 = a1 ◦ p1, where p1 is a projection from H onto the subspace H1. We
similarly define an extension of any bounded operator a2 ∈ B(H2). Let Aj ⊂ {aj : aj ∈
B(Hj)}, j ∈ {1, 2} be sub-algebras of B(H) and let ϕ : B(H)→ C be defined by
ϕ(a) = 〈av, v〉.
Then the algebras A1 and A2 are Boolean independent on the non-commutative probability
space (B(H), ϕ).
Definition 2.9. Let (A, ϕ) be a non-commutative probability space. We say that two sub-
algebras A1 and A2 are monotonically independent if for any n ∈ N, i1 6= i2 6= · · · 6= in,
ik ∈ {1, 2},
ϕ(a1a2 . . . an) = ϕ(ak)ϕ(a1a2 · · · ak−1ak+1 · · · an)
whenever ik = 2, for any elements ak ∈ Aik .
Unlike other types of independence, monotone independence is not symmetric; that is, if
A1 and A2 are monotonically independent, in general this does not imply that A2 and A1
are monotonically independent.
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Remark 2.10. As we will show a construction of monotone convolution in Example 2.15,
we will not give an example of monotone independence here.
We will now restrict ourselves to C∗-probability spaces. Given such a non-commutative
probability space (A, ϕ), the self-adjoint elements of the algebra A are called random vari-
ables. We say two random variables X1 and X2 are monotonically (Boolean) independent if
the algebras Ai = {f(Xi) : f : R → R is continuous and bounded, f(0) = 0}, i = 1, 2, are
monotonically (Boolean) independent, where the operator f(Xi) is given by the functional
calculus. Free independence of random variables is defined similarly. However, for two sub-
algebras to be freely independent, they must be unital, and thus we remove the constraint
f(0) = 0.
Remark 2.11. Free, monotone and Boolean independence cannot be seen in classical prob-
ability theory, other than in constant random variables. We will only show this for monotone
independence as the others follow from similar arguments. Assume that X and Y are mono-
tonically independent commuting random variables. Notice that
ϕ(Y )ϕ(X2)ϕ(Y ) = ϕ(Y X2Y ) = ϕ(X2Y 2) = ϕ(Y 2)ϕ(X2).
If X is nonzero, then dividing by ϕ(X2) gives
ϕ(Y 2) = ϕ(Y )2,
which implies
ϕ((Y − ϕ(Y ))2) = 0.
Thus Y = ϕ(Y ), i.e. Y is constant.
Now we will show how the distribution of a non-commutative random variable is defined.
Consider a C∗-probability space (A, ϕ) and a random variable a ∈ A. Let P(X) denote the
set all polynomials in X, and let Ψa : P(X)→ R be defined by
Ψa(
n∑
k=1
ckX
k) =
n∑
k=1
ckϕ(a
k).
Since polynomials are dense in the set of continuous functions there exists an extension of
Ψa to continuous functions. By the Riesz-Markov-Kakutani Representation theorem, there
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exists a unique probability measure µ such that for any continuous function f : R→ R,
Ψa(f) =
∫
fdµ.
We call the measure µ the distribution of the random variable a.
Remark 2.12. Given a non-commutative probability space (A, ϕ) constructed from a proba-
bility space (Ω,F , P ), as in Example 2.2, the distribution of a random variable a ∈ Amatches
the definition of the classically defined distribution of the random variable a : Ω→ R.
Now we can define the monotone convolution of two probability measures on R.
Definition 2.13. The monotone convolution µ.ν of two probability distributions µ and ν is
the distribution of X + Y , where X and Y are monotonically independent random variables
distributed according to µ and ν, respectively.
Remark 2.14. Definition 2.13 is a direct analogue of classical convolution. Also, note that
monotone convolution is independent of the choice of random variables, see [7].
We similarly define Boolean and free convolution denoted by unionmulti,, respectively. Again
both Boolean and free convolution are independent of the choice of random variables.
Example 2.15. Let us now consider the setting in which monotone convolution is often
realized. Given a Hilbert space H and a fixed unit vector ξ, we can construct a non-
commutative probability space (A, ϕ), where A is the set of all operators on H and ϕ is
given by
ϕ(X) = 〈Xξ, ξ〉.
Let µ and ν be two Borel probability distributions, and consider the Hilbert space H =
L2(R× R, µ⊗ ν) and ϕ(·) = 〈·1,1〉. We define the (possibly unbounded) operators
Xf(x, y) = x
∫
t∈R
f(x, t)dν(t), Y f(x, y) = yf(x, y).
Then X and Y are distributed according to µ and ν, respectively, and X and Y are mono-
tonically independent, see [7]. Thus, the monotone convolution µ . ν is the distribution of
the random variable X + Y .
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While this method works to find the monotone convolution of two measures, we rarely
use the definition of monotone convolution directly. Instead, we rely on analytic tools such
as the Cauchy transform.
2.2 Analytic tools
Let us begin by looking at the Fourier transform.
Definition 2.16. Given a measure µ the Fourier transform of µ is given by
Fµ(t) =
∫
R
eixtdµ(x), t ∈ R.
Remark 2.17. Given a Fourier transform it is possible to recover the underlying measure,
i.e. Fµ = Fν if and only if µ = ν.
Remark 2.18. The Fourier transform of a classical convolution is the product of the indi-
vidual Fourier transforms, i.e.
F(µ ∗ ν)(t) = Fµ(t)Fν(t). (2.1)
Definition 2.19. A family of probability distributions C is said to be tight if
lim
y→∞
sup
µ∈C
µ({t : |t| > y}) = 0.
Theorem 2.20 (Le´vy continuity theorem). Given probability distributions µn and µ such
that
lim
n→∞
Fµn(t) = Fµ(t), t ∈ R
then the following statements are equivalent:
(1) µn converges weakly to µ;
(2) the sequence µn is tight.
See e.g. [17] for the proof.
Let us now show how the Fourier transform can be used to prove results for the classical
weak law of large numbers.
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Example 2.21. Let µn =
1
2
(
δ−1
n
+ δ 1
n
)
, we wish to show that
µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
ntimes
converges weakly to δ0. Notice that
Fµn = e
−it
n + e
it
n
2
= cos
(
t
n
)
.
Thus, using equation (2.1), the Fourier transform of µ∗nn is given by
Fµ∗nn = cosn
(
t
n
)
−−−→
n→∞
1
Notice that 1 is the Fourier transform of δ0 and thus by the Le´vy continuity theorem 2.20,
we have that µ∗nn converges weakly to δ0.
Thus the Fourier transform can be used as a tool in showing the weak law of large
numbers for classically independent random variables. It can also be used to prove other
limit theorems such as the central limit theorem.
Now let us state some transforms that are useful in non-commutative probability theory.
We use the notation C+ = {x+ iy : x ∈ R, y > 0} and C− = {x+ iy : x ∈ R, y < 0}.
Definition 2.22. For a fixed probability measure µ, the Cauchy transform Gµ : C+ → C−
is a function defined by
Gµ(z) =
∫
t∈R
1
z − tµ(dt), z ∈ C
+.
The Cauchy transform Gµ uniquely determines the probability measure µ. It is possible
to recover the underlying measure µ using a process called the Stieltjes inversion process.
Let
h(t) = − 1
pi
=(Gµ(t+ i)),  > 0, t ∈ R.
Notice that
h(t) = − 1
pi
=(Gµ(t+ i))
= − 1
pi
=
∫
R
1
t− s+ idµ(s)
= − 1
pi
=
∫
R
t− s− i
(t− s)2 + 2dµ(s)
=
1
pi
∫
R

(t− s)2 + 2dµ(s),
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which is the Poisson integral of the measure µ. In the weak topology,
dµ(t) = lim
→0
h(t)dt.
That is, for any bounded continuous function f : R→ C∫
R
f(t)dµ(t) = lim
→0
∫
R
f(t)h(t)dt.
Thus, given a Cauchy transform, we are able to recover the underlying measure.
In non-commutative probability theory, we are often more interested in the F -transform,
which is the reciprocal of the Cauchy transform.
Definition 2.23. For a fixed probability measure µ, the F -transform Fµ : C+ → C+ is given
by
Fµ(z) =
1
Gµ(z)
,
where Gµ is the Cauchy transform defined in Definition (2.22).
The F -transform has certain invertibility properties. More precisely, following Bercovici
and Pata, for any two constants η,M > 0 we define
Γη = {z = x+ iy ∈ C+ : |x| < ηy}
and
Γη,M = {z = x+ iy ∈ Γη : y > M}. (2.2)
Then for every η > 0 there exists M = M(η, µ) such that Fµ has a left inverse F
−1
µ on Γη,M ,
see [3] for details.
Definition 2.24. Let µ be a probability distribution, η > 0, and let M be defined such that
the F -transform of µ is invertible on Γη,M . The Voiculescu transform ϕµ of µ is defined by
ϕµ(t) = F
−1
µ (z)− z, z ∈ Γη,M .
Remark 2.25. Given any two probability distributions µ and ν, the Voiculescu transform
satisfies
ϕµν(z) = ϕµ(z) + ϕν(z),
for any z in a truncated cone Γη,M such that all three Voiculescu transforms are defined (see
e.g. [3] for proof).
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Thus, the Voiculescu transform is the free analogue of the Fourier transform (or more
precisely the logarithm of the Fourier transform).
Remark 2.26. The Boolean analogue to the Fourier transform is given by
Eµ(z) = z − Fµ(z),
where Fµ is the F -transform of µ. That is,
Eµunionmultiν(z) = Eµ(z) + Eν(z).
Since monotone convolution is not symmetric, there cannot be any transform such that
the transform of the monotone convolution is the sum of the individual transforms. However,
in [7], Franz showed that the F -transform of a monotone convolution is the composition of
the individual F-transforms; that is,
Fµ.ν(z) = Fµ ◦ Fν(z), z ∈ C+. (2.3)
Let us now show some examples where we can use the F -transform to calculate the monotone
convolution of measures. The classical example for monotone convolution is the arcsine
distribution. Before showing the example, let us define the dilation of a measure.
Definition 2.27. The dilation of a probability measure µ by a positive real factor b is defined
by
Db(µ)(B) = µ(b
−1B)
for every Borel set B ⊂ R.
Example 2.28. Let a be a positive real number and let µ be defined by µ(dt) = 1
pi
1√
a2−t2dt
for t ∈ (−a, a). The F -transform of µ is given by
Fµ(z) =
√
z2 − a2.
Thus,
Fµ.µ =
√
z2 − 2a2,
which can be recognized as the F -transform of the distribution given by
ν(dt) =
1
pi
1√
2a2 − t2dt, t ∈ (−
√
2a,
√
2a).
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Thus, since the F -transform uniquely determines the measure, we have that µ . µ = ν.
Further, notice that ν is just a dilation of µ, i.e.
µ . µ = D√2µ.
Example 2.29. Let x be any real number, and let δx be the Dirac delta measure. We
compute the F -transform of δx as follows:
Fδx(z) =
(∫
t∈R
1
z − tδx(dt)
)−1
= z − x. (2.4)
Now, (2.4) combined with (2.3) implies
Fδx.µ(z) = Fµ(z)− x, z ∈ C+.
Example 2.30. Consider the measure
µ =
1
2
(δ−1 + δ1) .
Let us find µ . µ. Note that
Fµ(z) = 2
(
1
z − 1 +
1
z + 1
)−1
=
z2 − 1
z
and hence
Fµ.µ(z) = Fµ ◦ Fµ(z) = z
4 − 3z2 + 1
z3 − z .
Now we must find the measure that corresponds to this F -transform. To this end, let us
first look at the Cauchy transform
Gµ.µ(z) =
z3 − z
z4 − 3z2 + 1 .
Using partial fraction decomposition, we find that
Gµ.µ(z) =
5 +
√
5
20
(
1
z − γ1 +
1
z + γ1
)
+
5−√5
20
(
1
z − γ2 +
1
z + γ2
)
where
γ1 =
√
3 +
√
5
2
and γ2 =
√
3−√5
2
.
From this, we see that
µ . µ =
5 +
√
5
20
(δγ1 + δ−γ1) +
5−√5
20
(δγ2 + δ−γ2) .
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Thus, we see that the F -transform gives us a way to find the monotone convolution of
two measures. However, it can be difficult to recover the underlying measure. Hasebe proved
a general formula for the monotone convolution of two discrete distributions in [9].
Since the F -transform is an analytic self map from the upper half plane to itself, every
F -transform admits a unique Nevanlinna’s form. That is, the F -transform of a measure can
be written as
Fµ(z) = C +Dz +
∫
t∈R
1 + tz
t− z dσ (2.5)
where C and D are real constants and σ is a finite Borel measure.
Lemma 2.31. If µ is a probability measure with finite variance, then Nevanlinna’s form of
the F -transform of µ reduces to
Fµ(z) = z −m(µ) +
∫
t∈R
1
t− zdσ (2.6)
where m(µ) is the mean of the measure µ and σ is a Borel probability measure with σ(R) =
var(µ).
Proof. Let µ be a probability measure with finite variance and consider Nevanlinna’s form
for Fµ. Pata showed that var(µ) is finite if and only if var(σ) is finite in [13]. Thus we have
that ∫
R
1 + tz
t− z dσ =
∫
R
(
1 + t2
t− z − t
)
dσ
=
∫
R
1
t− z (1 + t
2)dσ −m(σ)
=
∫
R
1
t− zdσ
′ −m(σ) (2.7)
where σ′ = (1 + t2)σ. Notice that since var(σ) is finite, the measure σ′ is a finite measure.
Substituting (2.7) into (2.5) and absorbing m(σ) into the constant, we obtain
Fµ(z) = Dz + C +
∫
t∈R
1
t− zdσ
′. (2.8)
Now we show that C = −m(µ) and D = 1. Let m1 and m2 be the first two moments of µ.
Notice that for z = iy with large y,
Gµ(z) =
∫
1
z − tdµ =
1
z
∫ ∞∑
n=0
tn
zn
dµ =
1
z
+
m1
z2
+
m2
z3
+O
(
1
z4
)
.
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Thus, we have that
Fµ(z) =
z3
z2 +m1z +m2 +O
(
1
z
) .
Using long division,
Fµ(z) = z −m1 − m2 −m
2
1
z
+O
(
1
z2
)
. (2.9)
Note the right hand side of (2.8) can be written as the power series
Fµ(z) = Dz + C − σ
′(R)
z
+O
(
1
z2
)
. (2.10)
By comparing (2.10) and (2.9), we get our desired result.
2.3 Discrete Markov Chains and Martingales
In this section we give a brief introduction to discrete Markov chains and martingales. A
discrete Markov chain is a sequence of random variables (a discrete stochastic process) such
that the next step in the Markov chain only depends on the current step and not on the
past. Before giving a more rigorous definition, let us look at an example of a Markov chain
in a ‘toy’ model.
Example 2.32. Let us pretend that the weather follows the following rules.
(1) Each day it can rain, be cloudy or be sunny.
(2) On day 1 it is sunny.
(3) If it is sunny the next day the weather will be

sunny 70%
rain 10%
cloudy 20%
of the time.
(4) If it is raining the next day the weather will be

sunny 30%
rain 40%
cloudy 30%
of the time.
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(5) If it is cloudy the next day the weather will be

sunny 30%
rain 30%
cloudy 40%
of the time.
This (very bad) model of the weather would then be a Markov chain as tomorrow’s weather
only depends on what the weather is today but not on the weather in the past.
To give a more rigorous definition of a Markov chain, we need the notion of conditional
expectation, whose existence is guaranteed by the Radon-Nikodym theorem.
Theorem 2.33 (Radon-Nikodym theorem). If µ and ν are σ-finite signed measures on R,
and v is absolutely continuous with respect to µ, then there exists g ≥ 0 such that ν(E) =∫
E
gdµ. If h is another such function then g = h µ-almost everywhere.
Let us now state the definition of conditional expectation.
Definition 2.34. Given a probability space (Ω,F0, P ), a random variable X which is F0-
measurable, and a σ−field F ⊂ F0, the conditional expectation E[X|F ] of X given F is a
random variable Y with the following properties:
(1) Y is F -measurable, and
(2)
∫
B
XdP =
∫
B
Y dP , B ∈ F .
Remark 2.35. The Radon-Nikodym theorem can be used to show that conditional expec-
tation exists and is a.s. unique. Let ν(E) =
∫
E
XdP for all E ∈ F . Clearly, ν is absolutely
continuous with respect to P , and thus there exists a Y such that
ν(E) =
∫
E
Y dP, E ∈ F .
Further, Y is F -measurable and a.s. unique.
Remark 2.36. We often use E[Xn|Xn−1] to mean E[Xn|σ(Xn−1)] and similarly we use
E[Xn|Xn−1, Xn−2, · · · , X1] to mean E[Xn|σ(Xn−1, Xn−2, · · · , X1)].
Definition 2.37. The conditional probability of event A given event B is defined as
P (A|B) = E[1A|B].
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Now we state the definition of a discrete Markov chain.
Definition 2.38. A sequence of random variables {Xn}∞n=1 is a Markov chain if
P (Xn+1 ∈ B|Xn ∈ Bn, · · · , X1 ∈ B1) = P (Xn+1 ∈ B|Xn ∈ Bn)
for any Borel measurable sets B,B1, . . . , Bn.
Remark 2.39. A Markov chain {Xn}∞n=1 where Xn has finite expectation for all n satisfies
E[Xn|Xn−1, Xn−2, . . . , X1] = E[Xn|Xn−1] a.s. n > 1. (2.11)
Note the converse is not true, i.e. a sequence that satisfies (2.11) is not necessarily a Markov
chain.
Example 2.40. A more useful example of a Markov chain is a random walk. Consider a
particle starting at position 0, and at each time step the particle either moves right 1 unit
with probability a or left 1 unit with probability 1− a for some a ∈ [0, 1]. If Xn denotes the
position after n steps, then the sequence {Xn}∞n=1 is a Markov chain.
We also state the definition of a martingale.
Definition 2.41. A sequence {Xn}∞n=1 is a martingale if
E[|Xn|] <∞, n ≥ 1,
E[Xn|Xn−1, · · · , X1] = Xn−1, n ≥ 2.
A martingale can be stated more informally as a stochastic process such that, at any given
step in the martingale, the expectation of the next step is the current one. The classical
example of this is a ‘fair’ gambling game in which knowing the past does not help.
Example 2.42. Consider the ‘game’ of flipping a coin. Suppose if the coin comes up heads
we win a dollar and if it comes up tails we lose a dollar. Let Xn be the amount of money
we have after the n-th flip. Then the sequence {Xn}∞n=1 is a martingale.
Note that the example above was both a Markov chain and a martingale. While the
martingales we use in this thesis will also be Markov chains, this is not always the case.
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One way to construct a Markov chain is with an initial distribution and a sequence of
transition probabilities. Let us formally define a transition probability on Borel measurable
distributions.
Definition 2.43. A transition probability is a function p : R× B → R such that
(1) for any x ∈ R, p(x, ·) is a Borel probability measure on R, and
(2) for any B ∈ B, p(·, B) is a Borel measurable function.
Remark 2.44. It is possible to generalize Definition 2.43 to any measurable space [6], but
for simplicity we have chosen our measurable space to be (R,B).
One way to prove that a function is measurable is to use Dynkin’s pi-λ theorem. First,
let us recall the definition of a pi-system and a λ-system.
Definition 2.45. Given a set Ω, a collection of subsets P is a pi-system if for all A,B ∈ P ,
we have that A ∩B ∈ P .
Definition 2.46. Given a set Ω, a collection of subsets L is a λ-system if it satisfies
(1) Ω ∈ L;
(2) if A ∈ L, then Ac ∈ L;
(3) if {An}∞n=1 ⊂ L where An−1 ⊂ An, then
∞⋃
n=1
An ∈ L.
Theorem 2.47 (Dynkin’s pi-λ Theorem). If P is a pi-system and L is a λ-system such that
P ⊂ L, then
σ(P) ⊂ L.
See [6] for proof.
Given a sequence of transition probabilities {pn}∞n=2 and an initial distribution µ, we can
construct a Markov chain {Xn}∞n=1 with joint distribution given by
P (X1 ∈ B1, · · · , Xn ∈ Bn) =
∫
t1∈B1
µ(dt1)
∫
t2∈B2
p2(t1, dt2) · · ·
∫
tn∈Bn
pn(tn−1, dtn).
To show that such a Markov chain exists, we use Kolmogorov’s extension theorem.
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Theorem 2.48 (Kolmogorov’s extension theorem). Let µn be probability measures on (Rn,Bn)
such that for every n
µn(B1 ×B2 × · · · ×Bn−1 × R) = µn−1(B1 ×B2 × · · · ×Bn−1)
for any Borel measurable sets Bi ∈ B, where 1 ≤ i ≤ n − 1. Then there exists a unique
probability measure P on (RN,BN) such that
P (ω1 ∈ B1, . . . , ωn ∈ Bn) = µn(B1 × · · · ×Bn)
for any Borel measurable sets Bi ∈ B, where 1 ≤ i ≤ n.
See e.g. [6] for proof. We will also use Doob’s L2 martingale convergence theorem.
Theorem 2.49 (Doob’s L2 martingale convergence theorem). Let {Xn}∞n=1 ⊂ L2(Ω,F , P )
be a martingale. If
sup
n
E(X2n) <∞
then
Xn → X both in L2 and a.e.
Again see e.g. [6] for proof.
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Chapter 3
Previous results
In this chapter, we look at what has already been proved in non-commutative probability
theory. We use M to denote the set of all Borel probability measures on R.
3.1 Limit Theorems for free and Boolean Convolution
Let us begin by stating some definitions used by Bercovici and Pata, then go on to state
some of their theorems obtained in [3].
Definition 3.1. We say µ, ν ∈ M are equivalent, and we write µ ∼ ν, if there exists a > 0
and b ∈ R such that
µ(B) = ν(aB + b)
for every B ∈ B. We say the equivalence is strict if b = 0.
Definition 3.2. We say that a measure µ is in the ∗-partial domain of attraction of ν,
denoted P∗(ν) if there exists a sequence of positive integers k1 < k2 < · · · and a measure
µn ∼ µ such that
ν = µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
.
For each type of independence, we define a partial domain of attraction by replacing ∗ in
Definition 3.2. For example, we say µ ∈ P.(ν) if there exists k1 < k2 < · · · and a measure
µn ∼ µ such that
ν = µn . µn . · · · . µn︸ ︷︷ ︸
kn times
.
Recall in Definition 2.16, the Fourier transform Fµ of µ is given by
Fµ(t) =
∫
R
eitxdµ(x), t ∈ R,
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and that a Fourier transform uniquely determines a measure.
Theorem 3.3. A measure ν is ∗-infinitely divisible if and only if there exists a finite positive
Borel measure σ on R and a real number γ such that
Fµ(t) = exp
[
iγt+
∫
R
(eitx− 1− itx)x
2 + 1
x2
dσ(x)
]
, t ∈ R.
Remark 3.4. We use the notation νγ,σ∗ for the measure whose Fourier transform is given by
Fνγ,σ∗ (t) = exp
[
iγt+
∫
R
(eitx− 1− itx)x
2 + 1
x2
dσ(x)
]
, t ∈ R.
Clearly νγ,σ∗ is ∗-infinitely divisible, if σ is positive.
Using the Voiculescu transform, we define a free analogue to νγ,σ∗ . More precisely, given
a finite positive Borel measure σ on R and a real number γ we define νγ,σ to be the Borel
measure such that the Voiculescu transform of νγ,σ is given by
ϕνγ,σ (z) = γ +
∫
R
1 + tx
z − t dσ(t), z ∈ C
+.
Remark 3.5. As we will show shortly, a probability measure µ is -infinitely divisible if
and only if µ = νγ,σ for some real number γ and finite Borel measure σ.
We also define the Boolean analogue by
Eνγ,σunionmulti (z) = γ +
∫
R
1 + tx
z − t dσ(t).
Remark 3.6. Any probability distribution can be written in the form νγ,σunionmulti and therefore
any measure is unionmulti-infinitely divisible.
Remark 3.7. Given a family of probability distributions C, we have
Fµ(z) = z(1 + o(1)), as |z| → ∞, z ∈ Γη,
for all µ in C if and only if the family C is tight (see [15]).
Another useful property of tightness is that any tight sequence of probability distributions
will have a convergent subsequence.
We are now ready to state some theorems. We begin with the free analogue of the Levy
continuity theorem (see Theorem 2.20) which we will state without proof.
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Proposition 3.8. Let {µn}∞n=1 be a sequence of probability distributions. The following are
equivalent:
(1) µn converges weakly to a probability measure µ;
(2) there exists η,M > 0 such that the sequence ϕµn converges uniformly on Γη,M to a
function R and ϕµn(z) = o(|z|) uniformly in n as z →∞, z ∈ Γη,M .
If (1) and (2) hold, the function R = ϕµ.
The proposition allows us to use the Voiculescu transform to prove limit theorems for free
convolution. Now we state Theorem 6.3 from [3], which is a limit theorem for free, Boolean,
and classical convolutions.
Theorem 3.9. Fix a finite positive Borel measure σ on R, a real number γ, a sequence
µn ∈ M and a sequence of positive integers k1 < k2 < · · · . The following assertions are
equivalent:
(1) The sequence µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kntimes
converges weakly to νγ,σ∗ ;
(2) The sequence µn  µn  · · · µn︸ ︷︷ ︸
kntimes
converges weakly to νγ,σ ;
(3) The sequence µn unionmulti µn unionmulti · · · unionmulti µn︸ ︷︷ ︸
kntimes
converges weakly to νγ,σunionmulti ;
(4) The measures
dσn(x) = kn
x2
x2 + 1
dµn(x)
converge weakly to σ and
lim
n→∞
kn
∫
R
x
x2 + 1
dµn(x) = γ.
We will not present a full proof of Theorem 3.9, we will just state the main idea. The
method of proof is to show each statement is equivalent to statement (4). The proof that
(1) is equivalent to (4) is a classical result which is contained in [8].
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Proof. Let us go over the proof that (2) implies (4).
By the free analogue of the Le´vy continuity theorem (i.e. Proposition 3.8), we have
lim
n→∞
knϕµn = ϕνγ,σ .
Notice that µn weakly converges to 0. As Bercovici and Pata showed, it follows that the
Voiculescu transform of µn can be written as
ϕµn(z) = z
2
[
Gµn(z)−
1
z
]
(1 + vn(z)),
for z in some truncated cone Γη,M , and where vn(z)→ 0 as n→∞. Then it follows that
knz
2
[
Gµn(z)−
1
z
]
−−−→
n→∞
ϕνγ,σ . (3.1)
Writing the left hand side of (3.1) in Nevanlinna’s form,
knz
2
[
Gµn(z)−
1
z
]
= γn +
∫
R
1 + tz
z − t dσn(t),
where
γn = kn
∫
R
t
1 + t2
dµn(t)
and
dσn(t) =
knt
2
1 + t2
dµn(t).
Now it remains to be shown that γn converges to γ and σn weakly converges to σ. To do
this, Bercovici and Pata showed that the sequence σn is tight and hence has a convergent
subsequence. Using (3.1), it can be shown that the converging subsequence must converge
to σ. Then, using the definition of νγ,σ and the fact that σn converges to σ, it can be shown
that γ = limn→∞ γn. This shows that (2) implies (4).
To prove the converse, notice that µn converges weakly to δ0, since
µn({t : |t| < }) ≤ 1 + 
2
2
∫
R
t2
1 + t2
dµn(t) =
1 + 2
2
1
kn
σn(R),
which converges to 0 for any  > 0. Hence
ϕµn(z) = z
2
[
Gµn(z)−
1
z
]
(1 + vn(z)).
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Using Nevanlinna’s form again
knz
2
[
Gµn(z)−
1
z
]
= γn +
∫
R
1 + tz
z − t dσn(t), z ∈ C
+.
Thus, by the definition of νγ,σ , it follows that
knϕµn(z) = knz
2
[
Gµn(z)−
1
z
]
(1 + vn(z))
converges to ϕµγ,σ . So, by Proposition 3.8, all that remains to be shown is that
kn(iy)
2
[
Gµn(iy)−
1
iy
]
= o(y),
uniformly in n, as y →∞. Since γn converges to γ, we only must show that∫
R
1 + ity
iy − t dσn = o(y)
uniformly in n, as y →∞. To this end, we notice that∣∣∣∣1 + ityiy − t
∣∣∣∣ ≤ y
for y ≥ 1. Hence, for any M > 0 and y > 1,∣∣∣∣∫
R
1 + ity
iy − t dσn(t)
∣∣∣∣ ≤ ∫ M−M 21 + |t|yy + |t| dσ(t) + yσn({t : |t| ≥M})
≤ 21 +My
y +M
+ +yσn({t : |t| ≥M}),
which tends to o(y) as the sequence σn is tight. The proof for the Boolean case is similar
and thus we shall not discuss it here.
Theorem 3.9 was extended to the non-identically distributed case. To be precise we need
the concept of an infinitesimal array.
Definition 3.10. A triangular array {µnj : 1 ≤ n, 1 ≤ j < kn} is said to be infinitesimal if
lim
n→∞
max
1<j<kn
µnj(t : |t| > }) = 0.
Theorem 3.3 in [2] states the following
Theorem 3.11. For an infinitesimal array {µnj}n,j ⊂M and a sequence {cn}∞n=1 ⊂ R, the
following statements are equivalent:
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(1) The sequence µn1 ∗ µn2 ∗ · · · ∗ µnkn ∗ δcn converges weakly to νγ,σ∗ ;
(2) The sequence µn1  µn2  · · · µnkn  δcn converges weakly to νγ,σ ;
(3) The sequence of measures
dσn =
kn∑
j=1
t2
1 + t2
dµnj
converges weakly to σ and
γn = cn +
kn∑
j=1
[∫
|t|<1
tdµnj(t) +
∫
R
t
1 + t2
dµnj(t)
]
converges to γ as n→∞.
Remark 3.12. As the method used in the proof of Theorem 3.11 is similar to the method
used for the proof of Theorem 3.9, we will not show it here. We also remark that the Boolean
analogue of Theorem 3.11 was proven in [14].
Remark 3.13. We remark that for any real constant a,
δa = ν
a,0
∗ = ν
a,0
 = ν
a,0
unionmulti ,
where 0 is the zero measure. Thus, Theorem 3.11 gives a necessary and sufficient condition for
a triangular array to follow the weak law of large numbers for free and classical convolution.
3.2 Limit Theorems for Monotone convolution
In this section, we discuss the limit theorems pertaining to monotone convolution. We discuss
results obtained in [15] and then quickly mention the analogue of Theorem 3.9 obtained in
[1].
One difficulty when working with monotone convolution is that there is no transform to
break up a monotone convolution into a sum (or product) of individual transforms. However,
as discussed in chapter 2, the F -transform of µ . ν is the composition, Fµ ◦ Fν . In [15], the
author uses this to prove the weak law of large numbers for identically distributed and
monotonically independent random variables. However, let us first discuss another result for
which we use the following definitions.
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Definition 3.14. We say µ, ν ∈ M are of the same strict type if there exists b > 0 such
that Dbµ = ν.
Definition 3.15. A measure µ ∈ M is said to be strictly stable if given two real constants
a, b > 0, there exists a c > 0 such that Daµ . Dbµ = Dcµ
We use the notation µ.n to denote the distribution
µ . µ . · · · . µ︸ ︷︷ ︸
n times
.
Theorem 3.16. Given ν ∈M with ν 6= 0, the following statements are equivalent:
(1) for each positive integer k, the measure ν.k is of the same strict type as ν;
(2) there exists µ ∈M and constants bn > 0 such that D 1
bn
µ.n weakly converges to ν;
(3) the measure ν is strictly stable.
Proof. (1) implies (2) is clear since we can find constants bn > 0 such that D 1
bn
(ν.n) = ν for
any integer n. The proof that (3) implies (1) follows from the definition of strictly stable.
Thus all we must show is (2) implies (3). Assume (2) holds; that is, assume there exists
µ ∈M and constants bn > 0 such that D 1
bn
(µ.n) weakly converges to ν. We use the notation
µn = D 1
bn
(µ.n).
Given a constant a > 0, we let m = m(n) be a sequence of integers such that
an =
bm
bn
→ a.
For existence of these integers we refer the reader back to [15]. Then we note that
D bn+m
bn
(µn+m) = µn . Dan(µm).
The left hand side converges weakly to Dc(ν), where c = lim
n→∞
bn+m
bn
and the right hand side
weakly converges to ν . Da(ν). However, since the limit is unique, we have found a value c
such that
Dc(ν) = ν . Da(ν).
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Now notice that, given constants a, b > 0, we can find c such that
Da(ν) . Db(ν) = Da
(
ν . D b
a
(ν)
)
= DaDc1(ν)
= Dc(ν).
Thus, we have proved (2) implies (3).
Let us now look at the weak law of large numbers for monotonically independent and
identically distributed random variables that was proved in [15].
Theorem 3.17. Let a ∈ R. The sequence
µn = D 1
bn
(µ) . D 1
bn
(µ) . · · · . D 1
bn
(µ)︸ ︷︷ ︸
ntimes
weakly converges to δa if and only if
lim
n→∞
∫
R
nbnt
b2n + t
2
dµ(t) = a and lim
n→∞
∫
R
nt2
b2n + t
2
dµ(t) = 0.
Proof. Suppose µn weakly converges to δa. Thus {µn}∞n=1 is a tight sequence. Thus, there
exists a truncated cone Γη,M such that∣∣∣∣ 1bjF ◦jµ (bjz)− z
∣∣∣∣ = |Fµj(z)− z| ≤ |z|, z ∈ Γη,M .
In particular, we can let z = iy, for any y > M . Using the monotonic property of bn, we see
that
|F ◦jµ (ibny)− ibny| ≤ bny, 0 ≤ j ≤ n− 1, y > M.
We can write Fµ in Nevanlinna’s form so that Fµ(z) = z − γ + A(z), where
A(z) =
∫
R
1 + tz
t− z dσ(t), z ∈ C
+.
One can show that
∣∣A(F ◦jµ (ibny)− A(ibny)∣∣ ≤ 2=A(F ◦jµ (ibny)), 0 ≤ j ≤ n− 1.
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Thus, we have that
1
bn
n−1∑
=0
∣∣A(F ◦jµ (ibny)− A(ibny)∣∣ ≤ 2bn=
n−1∑
=0
A(F ◦jµ (ibny)).
Further, notice that
1
bn
n−1∑
j=0
A(F ◦jµ (bnz)) =
1
bn
n−1∑
j=0
(
F ◦j+1µ (bnz)− γ − F ◦jµ (bnz)
)
=
1
bn
(
F ◦nµ (bnz)− bnz − nγ
)
= Fµn(z)− z −
n
bn
γ.
Thus∣∣∣∣∣ 1bn
n−1∑
=0
A(F ◦jµ (ibny))− A(ibny)
∣∣∣∣∣ ≤ 1bn
n−1∑
=0
∣∣A(F ◦jµ (ibny))− A(ibny)∣∣ ≤ 2= (Fµn(z)− z) ,
which tends to 0 as n→∞. So we have that
lim
n→∞
Fµn(z)− z +
n
bn
(γ + A(bnz)) = 0.
But, since µn converges weakly to δa, we have that limn→∞ Fµn(z)− z = a. So
lim
n→∞
n
bn
(γ + A(bnz)) = −a. (3.2)
Now note that
n
(
FD 1
bn
µ(z)− z
)
=
n
bn
Fµ(bnz)− nz = n
bn
(γ + A(bnz)) −−−→
n→∞
−a. (3.3)
Also note that since D 1
bn
µ weakly converges to δ0, we have
FD 1
bn
µ(z)− z =
[∫
R
tz
t− bnzdµ(t)
]
(1 + n(z)), (3.4)
where n(z) → 0 as n → ∞. Plugging z = i into equation (3.4) and taking n → ∞, we get
the first implication (from equation (3.3)).
As for the converse, we just give an overview of the proof. See [15] for details. We use
the notation Fn = FD 1
bn
µ. The idea is to consider a particular set U and show that for any
z ∈ U , we can bound |Fn(z) − z| by a distance of cn , where c is a constant that depends
on a and µ. Then we consider a subset U0 ⊂ U such that for z ∈ U0, we can show that
F ◦jn (z) ∈ U for 1 ≤ j ≤ n. We use this to show that F ◦nn (z) converges to z − a as n → ∞,
and the result follows.
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The main result in [1] is the monotone analogue to Theorem 3.9. Using previous results,
the author defines a measure νγ,σ. . Unlike the Boolean, free and classical analogues, ν
γ,σ
.
cannot be written in terms of a simple formula. The paper goes on to prove that
µn . µn . · · · . µn converges weakly to νγ,σ.
if and only if
µn ∗ µn ∗ · · · ∗ µn converges weakly to νγ,σ∗ .
The proof relies on the Chernoff product formula, which we will not discuss here. For more
details, see the original paper [1].
The results stated above show necessary and sufficient conditions for a triangular array of
distribution to follow the weak law of large numbers for classical, free and Boolean convolu-
tion. However, for monotonic convolution, the results are only for the identically distributed
case. In the next chapter, we provide a condition that guarantees that a triangular arrow
follows the weak law of large numbers for monotone convolution. However, this condition
is not a necessary condition as we will assume finite variance, which by the previous results
in not a necessary condition in the identically distributed case (and hence cannot be for the
non-identically distributed case).
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Chapter 4
Law Of Large Numbers For Monotone Con-
volution
In this chapter we will state our main result and the proof.
Definition 4.1. A sequence of distributions {µn}∞n=1 is said to be stable if there exists real
numbers {an}∞n=1 such that
lim
n→∞
µn({t : |an − t| > }) = 0,
for any  > 0.
Theorem 4.2. Let {µn}∞n=1 be a sequence of probability distributions with finite variances,
and let {bn}∞n=1 be an increasing sequence of positive real numbers such that bn →∞. Further,
suppose that
∞∑
n=1
var(µn)
b2n
<∞. (4.1)
Then the sequence
D 1
bn
(µ1 . µ2 . · · · . µn)
is stable with asymptotic constants
an =
1
bn
n∑
k=1
m(µk). (4.2)
Before going on to the proof, let us make a few remarks. First, we would like to remark
that condition 4.1 is not a necessary condition. Currently, there does not exist a theorem
that provides necessary and sufficient conditions for a non-identically distributed but mono-
tonically independent sequence of random variables. The proof for the weak law of large
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numbers for free (or Boolean) relies heavily on the Voiculescu transform (or E-transform).
Trying to use the F -transform for the monotone weak law of large numbers is much more
difficult as it relies on the composition of functions (rather than addition of functions in the
free and Boolean case). Thus, the proof we present here relies on martingales.
The proof of Theorem 4.2 presented here is not unique; in particular, there exists a direct
proof that relies on Chebyshev’s inequality. However, the proof in this thesis shows how the
concept of martingales can be applied to monotone convolution, which suggests that Markov
chains and martingales can be used to prove other limit theorems for monotone convolution.
Let us look at some consequences of Theorem 4.2. First, Theorem 4.2 provides a law of
large numbers for monotone convolution. To see this, let {µn}∞n=1 be a sequence of probability
measures satisfying condition (4.1), and suppose that the asymptotic constants an in (4.2)
converge to a real number a. Then the triangular array defined by
µnj = D 1
bn
µj, 1 ≤ n, 1 ≤ j ≤ n,
follows the weak law of large numbers for monotone convolution.
In addition, note that Theorem 4.2 implies that if {Xn}∞n=1 is a monotonically independent
sequence of identically distributed random variables with finite variances, then the average
X1 +X2 + · · ·+Xn
n
converges in distribution to a point mass. This is the result obtained from Theorem 3.17
with the extra condition of finite variance.
4.1 Proof of Theorem 4.2
In this section we prove Theorem 4.2, which is the main result of this thesis.
Proof of Theorem 4.2. Let us consider a sequence of distributions {µn}∞n=1 as in Theorem
4.2 . Let B denote the Borel σ-field, and consider the function pn : R× B → R defined by
pn(x,B) = δx . µn(B).
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We will now show that pn is a transition probability. It is clear that for any x, pn(x, ·) = δx.µn
is a probability measure. So all that remains to be shown is that for any B ∈ B the function
pn(·, B) is Borel measurable. To do this we will use Dynkin’s pi − λ theorem.
Let n be a fixed positive integer, and let T be the operator defined by
Tf(x) =
∫
t∈R
f(t)pn(x, dt)
for any bounded Borel measurable function f . Also, let H denote the set of all Borel
measurable functions f such that Tf is also Borel measurable. Note that any bounded
continuous function f : R → R is in H since the map x → δx . µ is weakly continuous.
Now consider the set L = {B ∈ B : IB ∈ H}. Notice that for any B ∈ L, we have that
TIB = pn(·, B) is Borel measurable. Now we will show that L = B. To do this, consider the
set of all open intervals
P = {(a, b)|a, b ∈ R and a < b} ∪ {∅}.
This set is clearly a pi-system (i.e. closed under finite intersection), and it is well known
that the σ-algebra generated by P is the Borel σ-algebra. Given any interval E ∈ P , we
can find a sequence of continuous functions fn ∈ H such that fn(x) ≥ fn−1(x) ≥ 0 and
lim
n→∞
fn(x) = IE(x) for all x ∈ R. Then the monotone convergence theorem (see e.g. [6])
states that IE ∈ H. Thus we have that P ⊂ L.
The constant function 1R is Borel measurable and T1R = 1R. Thus, we see that R ∈ L.
Also, since the difference of two measurable function is measurable, for any A ∈ L we must
have Ac ∈ L. Finally, we have that if {An}∞n=1 ⊂ L where An ⊂ An+1, then {IAn}∞n=1 ⊂ H
is an increasing sequence. It follows from the monotone convergence theorem that the limit
1A must belong to H, and thus the limit A =
⋃
n
An ∈ L. Therefore, we have that L is a
λ-system. So, by Dynkin’s pi − λ theorem (Theorem 2.47),
B = σ(P) ⊂ L.
But clearly L ⊂ B, and thus we have proven L = B. Hence, by our previous remark, pn(·, B)
is a Borel measurable function and thus a transition probability.
We can construct a Markov chain {Xn}∞n=1 with the initial distribution µ1 and transition
probabilities {pn}∞n=2 by using Kolomogorov’s extension theorem.
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The joint distribution of the Markov chain is given by
Pr(X1 ∈ B1, · · · , Xn ∈ Bn) =
∫
t1∈B1
∫
t2∈B2
· · ·
∫
tn∈Bn
pn(tn−1, dtn) · · · p3(t2, dt3)p2(t1, dt2)dµ1(t1).
Let us show that this does indeed satisfy the consistency condition for Kolmogorov’s exten-
sion theorem (Theorem 2.48. Notice that
Pr(X1 ∈ B1, . . . , Xn ∈ Bn, Xn+1 ∈ R)
=
∫
t1∈B1
· · ·
∫
tn∈Bn
∫
tn+1∈R
pn+1(tn, dtn+1)pn(tn−1, dtn) · · · p2(t1, dt2)dµ1(t1)
=
∫
t1∈B1
· · ·
∫
tn∈Bn
δtn . µn+1(R)pn(tn−1, dt) · · · p2(t1, dt2)dµ1(t1)
= Pr(X1 ∈ B1, . . . , Xn ∈ Bn).
To find the distribution of Xn first notice that
Gµ.ν(z) = Gµ (Fν(z))
=
∫
x∈R
1
Fν(z)− xdµ(x)
=
∫
x∈R
Gδx.ν(z)dµ(x)
=
∫
x∈R
∫
t∈R
1
z − t dδx . ν(t)dµ(x)
=
∫
t∈R
1
z − t
∫
x∈R
dδx . ν(t)µ(dx).
Since the last line is a Cauchy transform, and since the Cauchy transform of a measure is
unique, we have the following equality:
µ . ν(B) =
∫
x∈R
dδx . ν(B)µ(dx) for any B ∈ B.
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Recalling our definition of pn, we see that
Pr(X1 ∈ R, . . . , Xn−1 ∈ R, Xn ∈ Bn)
=
∫
tn∈Bn
∫
tn−1∈R
pn(tn−1, dtn) · · ·
∫
t2∈R
p3(t2, dt3)
∫
t1∈R
p2(t1, dt2)dµ1(t1)
=
∫
tn∈Bn
∫
tn−1∈R
pn(tn−1, dtn) · · ·
∫
t2∈R
p3(t2, dt3)dµ1 . µ2(t2)
...
= µ1 . µ2 . · · · . µn(Bn).
Thus, we see that the distribution of Xn is exactly the measure µ1 . µ2 · · · . µn.
While the Markov chain {Xn}∞n=1 is not a martingale, it is very close to being one. Let
us calculate the conditional expectation. Note
E[Xn|Xn−1] =
∫
t∈R
tpn(x, dt)
∣∣∣∣
x=Xn
= m(δx . µn)
∣∣∣∣
x=Xn
. (4.3)
To calculate the mean of the measure δx . µn, we will look at the F -transform. Recall that
Fδx.µn(z) = Fµn(z)− x, z ∈ C+.
Writing both sides of this equation in Nevanlinna’s form, we have that
z −m(δx . µ) +
∫
t∈R
1
t− zdσ(t) = z −m(µ)− x+
∫
t∈R
1
t− zdσ
′(t).
Since Nevanlinna’s form is unique, we get the following two identities:
m(δx . µn) = m(µn) + x, n ≥ 1, (4.4)
σ = σ′. (4.5)
Combining (4.3) and (4.4), we have that
E[Xn|Xn−1] = Xn−1 +m(µn). (4.6)
We construct a martingale {Yn}∞n=1 by shifting Xn; that is, we define
Yn = Xn −
n∑
k=1
m(µk), n ≥ 1.
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Notice the sigma field generated by Xn, Xn−1, . . . , X1 is the same as the sigma field generated
by Yn, Yn−1, . . . , Y1. Thus, using (4.6) and (2.11), we have
E[Yn+1|Yn, Yn−1, . . . , Y1] = E[Xn+1 −
n+1∑
k=1
m(µk)|Xn, Xn−1, . . . , X1]
= Xn +m(µn+1)−
n+1∑
k=1
m(µk)
= Yn.
So indeed {Yn}∞n=1 is a martingale. Now, let us look at the martingale difference defined by
Z1 = Y1;
Zn = Yn − Yn−1, n ≥ 2.
Again we have that the algebra generated from Z1, Z2, . . . , Zn is the same as the algebra
generated from X1, X2, . . . , Xn. Thus,
E[Zn+1|Z1, Z2, . . . , Zn] = 0, n ≥ 1. (4.7)
Next, let us consider the martingale given by
Sn =
n∑
k=1
1
bk
Zk, n ≥ 1.
This is indeed a martingale, since the sigma algebra generated by S1, . . . , Sn is the same as
the algebra generated by Z1, . . . , Zn. Hence, using (4.7), we have that
E[Sn+1|Sn, · · · , S1] = E
[
Sn +
1
bn+1
Zn+1
∣∣Z1, · · · , Zn] = Sn, n ≥ 1.
For a fixed n, we will now calculate the expectation of S2n. To do so, notice that
E[X2n|Xn−1] =
∫
t∈R
t2pn(x, dt)
∣∣∣∣
x=Xn
= m2(δx . µn)
∣∣∣∣
x=Xn
. (4.8)
Equation (4.5) implies that var(µn) = var(δx . µn). Combining this with equations (4.8)
and (4.3) implies
E[X2n|Xn−1] = var(δx . µn) +m(δx . µn)2
= m2(µn)−m(µn)2 + (m(µn)2 +Xn−1)2
= X2n−1 + 2m(µn)Xn−1 +m2(µn).
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Thus, using the definition of Zn and (4.6), we have
E[Z2n|Zn−1, Zn−2, . . . , Z1] = E[(Xn −Xn−1 −m(µn))2|Xn−1, Xn−2, . . . , X1]
= E[X2n|Xn−1]− 2(Xn−1 + µn)E[Xn|Xn−1] + (Xn−1 + µn)2
= X2n−1 + 2m(µn)Xn−1 +m2(µn)− (Xn−1 + µn)2
= var(µn).
Using the conditional expectation (4.7), we see that the conditional expectation of S2n is
given by
E[S2n|Zn−1, . . . , Z1] = E
[
(
1
bn
Zn + Sn−1)2|Zn−1, . . . , Z1
]
=
1
b2n
E[Z2n] +
2
bn
Sn−1E[Zn|Zn−1, . . . , Z1] + S2n−1
=
1
b2n
var(µn) + S
2
n−1.
Thus, we have that
E[S2n] = E
[
E[S2n|Zn−1, . . . , Z1]
]
=
1
b2n
var(µn) + E[S
2
n−1].
An induction argument shows
E[S2n] =
n∑
k=1
1
b2k
var(µk),
which is finite for all n by the hypothesis. Thus, the martingale convergence theorem (The-
orem 2.49 together with Kronecker’s lemma (see e.g. ??) implies that
lim
n→∞
1
bn
n∑
k=1
Zk = 0 a.s.
But notice that
n∑
k=1
Zk = Yn = Xn −
n∑
k=1
m(µk).
Thus, if we define an =
1
bn
∑n
k=1m(µk), we have that
lim
n→∞
Pr
(∣∣∣∣ 1bnXn − an
∣∣∣∣ > ) = 0
for any  > 0, which gives the desired result.
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Thus, we have found a sufficient condition for a triangular array to follow the weak law
of large numbers. another consequence of our result is given a sequence of monotonically
independent random variables, {Xn}∞n=1 with bounded variance then the sum
X1 +X2 + · · ·+Xn
n
converges (in distribution) to a constant.
4.2 Future research
We would like to find answers to the general limit problem for monotone convolution. That
is, we would like to find necessary and sufficient conditions for an infinitesimal triangular
array {µnj : 1 ≤ n, 1 ≤ j ≤ kn} such that µn1 . µn2 . · · · . µnkn has a limiting distribution ν.
Further, we would also like to know what properties the limiting distribution ν must posses.
The weak law of large numbers we proved in this thesis gives a partial answer to the first
question, when we require the limiting distribution to be a point mass. However, even in
this case our result is only a partial result, since, for example, distributions without finite
variance can obey the weak large numbers.
In the classical case, it has been shown that the limiting distribution must be ∗-infinitely
divisible. That is, if ν is the limiting distribution, then for each k there must exist νk such
that
ν = νk ∗ νk ∗ · · · νk︸ ︷︷ ︸
k times
.
Similarly, a limiting distribution for free convolution was shown to be -infinitely divisible.
However, as of yet, there are no results showing that the limiting distribution for monotone
convolutions must be .-infinitely divisible.
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