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We analyze out-of-equilibrium fluctuations in a driven spin system and relate them to the noise
of spin susceptibility. In the spirit of the linear response theory we further relate the noise of
susceptibility to a 4-spin correlation function in equilibrium. We show that, in contrast to the second
noise (noise of noise), the noise of susceptibility is a direct measure of non-Gaussian fluctuations
in the system. We develop a general framework for calculating the noise of susceptibility using the
Majorana representation of spin-1/2 operators. We illustrate our approach by a simple example of
non-interacting spins coupled to a dissipative (Ohmic) bath.
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Noise in electronic circuits provides information about
the microscopic structure of the system complementary
to that obtained from linear response transport measure-
ments1,2. For electronic circuits, the standard Johnson-
Nyquist noise is intimately related to dissipative pro-
cesses with typical time scales of the order of picosec-
onds. At low frequencies it is “white”, i.e. frequency-
independent. In contrast, the ubiquitous 1/f noise is
related to slow processes, e.g., to slow rearrangements
of impurities or the internal dynamics of two-level sys-
tems3. Its power spectrum is commonly described by
the Hooge’s law4,5, SV (f) ∝ V 2/f , where V is the aver-
age observed voltage. This suggests that this noise could
only be observed out of equilibrium. But this was shown
not to be the case by Voss and Clarke6,7, who measured
the low-frequency fluctuations of the mean-square John-
son voltage in equilibrium (i.e., the second noise or noise
of noise) and showed that these fluctuations possess a
1/f -like spectrum.
Motivated by these experiments, Beck and Spruit8 cal-
culated the variance of the Johnson-Nyquist noise and
showed that it comprised two contributions. The first
one could be interpreted as arising from resistance fluc-
tuations with a 1/f spectrum. The second, with a white
spectrum, is intrinsic to any Gaussian fluctuating quan-
tity. Consequently the equilibrium 1/f noise could only
be observed at very low frequencies.
From a technical point of view the variance of noise
is described by a four-point correlation function1,8. Such
objects appear also in other physical contexts. For exam-
ple, Weissman9,10 has proposed to distinguish the droplet
and hierarchical models of spin glasses by the properties
of the second noise, which can be expressed in terms of
a particular four-spin correlation function.
More recently, the problem of 1/f noise has attracted
much attention in the field of superconducting quantum
devices. Flux noise measurements initially performed
with relatively large SQUIDs showed the 1/f behavior11.
In the last decade similar effect has been observed in
nanoscale quantum circuits12–23. Remarkably, the noise
magnitude appears to be “universal”, i.e., of the same
order of magnitude for a wide range of device sizes. This
noise is believed to originate from an assemblage of spins
localized at the surface or interface layers24–27. Indeed
evidence for the existence of surface spins was obtained
in several dedicated experiments28,29. All these experi-
mental findings are consistent with a surface spin density
of σS ∼ 5 · 1017 m−2.
Sendelbach et al.30 recently developed an alternative
method to measure properties of flux noise, namely by
observing fluctuations in the inductance of SQUIDs. As
the spin contribution to the inductance is determined
by the spin susceptibility15 this experiment essentially
amounts to measuring the noise of the susceptibility.
Technically this quantity also corresponds to a four-spin
correlation function, which however is distinct from the
correlation function desribing the second noise. To the
best of our knowledge, there is no consensus in the lit-
erature on how to define noise of susceptibility. Some
authors employ the fluctuation-dissipation theorem and,
thus, relate the noise of noise and the noise of suscep-
tibility31,32. This relation seems to be justified in cases
where the system is controlled by a slowly fluctuating pa-
rameter, always remaining in a quasi-equilibrium. Nev-
ertheless, there is a need for a more general definition of
the noise of susceptibility at the microscopic level.
In this paper we focus on spin systems where we pur-
sue the following issues: (i) we give a general definition
of noise of susceptibility in terms of four-spin correlation
functions and emphasize its distinction from the second
noise; (ii) as an illustration, we compute the noise of sus-
ceptibility in a simple model of a single spin 1/2 immersed
in a dissipative environment; (iii) in order to perform the
above calculation, we further develop a powerful tech-
nique33–37 based on the Majorana-fermion representation
of spin-1/2 systems38–41; (iv) we use the above results to
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2estimate the noise of susceptibility for the model of inde-
pendent spins with a distribution of the relaxation rates
that widely used to describe 1/f -noise (the Dutta-Horn
model42). The results of the latter calculation are in-
compatible with the experimental results of Ref. 30 and
we conclude that the observed surface spins cannot be
described by non-interacting models.
We find that the four-spin correlation function corre-
sponding to the noise of susceptibility vanishes if eval-
uated for Gaussian fluctuating quantities. Hence a sys-
tem of harmonic oscillators (photons or phonons) would
show no fluctuations of susceptibility. Therefore the noise
of susceptibility constitutes a direct measure of non-
Gaussian fluctuations. In contrast, the second noise is
present in Gaussian systems, where it is independent of
frequency. Furthermore, in non-Gaussian systems the
second noise always contains this trivial Gaussian contri-
bution, which often masks the interesting non-Gaussian
noise making the latter very hard to observe43,44.
As an illustration of our general arguments, we con-
sider a model of independent spins. The spin degrees of
freedom are intrinsically non-Gaussian even in the ab-
sence of spin-spin interactions. Indeed, in this model we
find a non-vanishing white noise of susceptibility, that
scales as N/T 2, where N is the number of spins and T
the temperature. At the same time the average suscepti-
bility scales as N/T , i.e., the fluctuations of susceptibility
are small, as expected for a non-interacting system.
I. QUALITATIVE ARGUMENTS
Let us illustrate the commonly used statistical con-
cepts devoted to noise by a simple example. Consider a
random quantity x with probability distribution P (x) =
Z−1 exp[−U(x)]. It provides complete information about
x, which alternatively can be expressed by specifying all
moments 〈xn〉 or all cumulants 〈〈xn〉〉. For a symmetric
distribution, P (x) = P (−x) such that 〈x〉 = 0, the noise
of x is defined as1
S1 ≡ 2
〈
x2
〉
. (1)
Up to the factor 2, the noise is equal to the second cumu-
lant of x (which is here also equal to the second moment
since 〈x〉 = 0).
The second noise (or noise of noise) of x is defined as1
S2 ≡ 2
(〈
x4
〉− 〈x2〉2) , (2)
which is neither a higher moment nor a cumulant. This
particular definition is motivated by the measurement
protocol1, in which the time fluctuations of x2 are
recorded (see also Appendix ). For a Gaussian random
quantity (U is quadratic) one finds〈〈
x4
〉〉
= 0,
〈
x4
〉
= 3
〈
x2
〉2
, S2 = 4
〈
x2
〉2
. (3)
Now we perturb our system by a weak external field
B, so that the new distribution function reads PB(x) =
Z−1B exp[−U(x) + Bx]. Then the random quantity x ac-
quires a nonzero average value
〈x〉B = Z−1B
∂ZB
∂B
= χB +O(B3), (4)
where χ = 〈x2〉 is the corresponding linear susceptibil-
ity. The second moment of x acquires an additional field
dependent term, i.e.,
〈
x2
〉
B
= Z−1B
∂2ZB
∂B2
=
〈
x2
〉
+ (χ2 + a)B2 +O(B4), (5)
where
a =
1
2
(〈
x4
〉− 3 〈x2〉2) . (6)
For a Gaussian distribution one has a = 0. Thus, the
quantity a given by Eq. (6) is a measure of the non-
Gaussian nature of fluctuations. At the same time, a is
proportional to the 4-th cumulant of x and, therefore, is
inequivalent to the second noise S2.
In typical experiments6,7,30, the fluctuating quantity
is time-dependent and instead of the averages (5) one
has to consider correlation functions (see below). The
noise is characterized by the spectral power1,2 which is
the Fourier transform of the corresponding correlation
function evaluated in the presence of the external field.
Such an analysis of the experimental data is usually per-
formed over a reasonably long, but necessarily limited
time interval. Repeating the analysis over a large num-
ber of such intervals one may find that the susceptibility
χ itself takes different values at different times30. [Note,
that this averaging is no longer described by the above
model distribution P (x). Within this simple model the
susceptibility defined in Eq. (4) does not fluctuate.] Av-
eraging over the fluctuating values of the susceptibility
one finds its mean value. It is then tempting to use this
averaged susceptibility in Eq. (5) and interpret the quan-
tity a as the noise of the susceptibility30. At this point
one has to be careful, as there is no guarantee that a is
positive. In fact, it is well-known in the theory of shot
noise2,45,46 that out of equilibrium the noise may be lower
than the equilibrium noise at the same temperature.
As an illustration for such a negative non-equilibrium
contribution to the noise we consider a single spin 1/2
subject to an external magnetic field. If one is interested
in equal-time correlators one can use the above argu-
ments with x replaced by Sˆz. Now, the square of the spin
operator is simply proportional to the identity operator
independent of whether the field is applied or not. Con-
sequently, 〈Sˆ2z 〉B = 〈Sˆ2z 〉 = 1/4 and a = −χ2 = −1/16.
Thus one might expect the non-equilibrium spin fluc-
tuations to be described by the negative quantity (6)
which appears to be inconsistent with its interpretation
as noise of the susceptibility. In what follows, we provide
a proper microscopic definition of the noise of susceptibil-
ity corresponding to the experimental protocol proposed
in Ref 30.
3II. NON-EQUILIBRIUM SPIN FLUCTUATIONS
AND NOISE OF THE SUSCEPTIBILITY
We now generalize the above arguments to the case of a
quantum spin system. Assume a coupling HˆI = −SˆB(t),
where Sˆ is the spin operator and B is a magnetic field. A
traditional way of describing the response of the system
to a weak external perturbation is the spin susceptibil-
ity, which relates the applied field to the resulting mag-
netization, Mi ≡ 〈Sˆi(t)〉 =
∫
dt′χij(t, t′)Bj(t′), with the
susceptibility given by the Kubo formula47
χij(t, t
′) = iθ(t− t′)
〈[
Sˆi(t), Sˆj(t
′)
]〉
. (7)
Here the spin operators must be in the Heisenberg repre-
sentation with respect to the Hamiltonian of the system
in the absence of the field. In isotropic systems, the sus-
ceptibility tensor is diagonal χij = χδij .
Time-dependent magnetization fluctuations can then
be described by a power spectrum (or spectral density)
that in the simplest case can be related to the imagi-
nary part of the susceptibility (7) with the help of the
fluctuation-dissipation theorem1
SM (ω) ≡ 〈Sˆz(t)Sˆz(t′) + Sˆz(t′)Sˆz(t)〉ω (8)
= 2 coth
ω
2T
Imχ(ω).
The quantity (8) is a generalization of Eq. (1).
Systematic calculations are often facilitated by using
field-theoretical techniques. Real-time fluctuations, es-
pecially in the presence of an external field, can be con-
veniently described within the Keldysh formalism48. In
this formalism, the spin susceptibility (7) has the form
χij(t, t
′) = i
〈
TK Sˆcli (t)Sˆqj (t′)
〉
0
(9)
= −i δ
2Z[λcl, λq]
δλqi (t)δλ
cl
j (t
′)
∣∣∣∣∣
λ=0
,
where TK denotes time ordering along the Keldysh con-
tour, and Z[λcl, λq] is the Keldysh partition function with
the source terms λcl(q) included. The subscripts q and cl
on both the spin operators and source fields refer to the
so-called “quantum” and “classical” variables48. They
are related to the fields belonging to the upper (u) and
lower (d) branch of the Keldysh contour according to
Sˆcli =
1√
2
(
Sˆui + Sˆ
d
i
)
, Sˆqi =
1√
2
(
Sˆui − Sˆdi
)
λcli =
1√
2
(
λui + λ
d
i
)
, λqi =
1√
2
(
λui − λdi
)
.
The “classical” source term defined in this way describes
the physical probing field, λcli ≡
√
2Bi, while the “quan-
tum” term is only needed to construct the correlation
function and is set to zero at the end of the calculation.
Once the susceptibility is obtained, we can use Eq. (8) to
find the noise spectrum.
Alternatively, we can characterize fluctuations of the
magnetization by directly evaluating the second moment
of the spin in the presence of the perturbation, general-
izing Eq. (5). Without loss of generality, we can assume
that the external field is applied along z direction. The
symmetrized second moment of the z-component of the
physical spin is then given by〈
Sˆz(t1)Sˆz(t2) + Sˆz(t2)Sˆz(t1)
〉
B
= (10)
=
〈
TK Sˆclz (t1)Sˆclz (t2)
〉
B
= − δ
2Z[λqz, B]
δλqz(t1)δλ
q
z(t2)
∣∣∣∣
λqz=0
=
〈
TK Sˆclz (t1)Sˆclz (t2)ei
∫
dt′
√
2BSˆqz
〉
.
Note, that for a spin 1/2 the moment (10) at equal times
t1 = t2 is given by a B-independent constant (which is
equal to 1/2).
For weak external fields, we may expand the quantity
(10) in a power series in B,〈
TˆKSclz (t1)Sˆclz (t2)
〉
B
= SM (t1 − t2) (11)
+
∫
dt′1dt
′
2Cχ(t1, t
′
1, t2, t
′
2)B(t
′
1)B(t
′
2) +O
(
B4
)
.
The first term in Eq. (11) corresponds to the equilibrium
noise (8) as it should be: the noise is characterized by
the second cumulant of the fluctuating quantity in the
absence of the applied field, similar to Eqs. (1) and (8).
For the spin 1/2, it obeys the “sum rule” SM (0) = 1/2.
The second term in Eq. (11) contains the four-point
correlation function
Cχ(t1, t
′
1, t2, t
′
2) = −
δ4Z[λcl, λq]
δλqz(t1)δλclz (t
′
1)δλ
q
z(t2)δλclz (t
′
2)
∣∣∣∣
λ=0
= −
〈
TK Sˆclz (t1)Sˆqz (t′1)Sˆclz (t2)Sˆqz (t′2)
〉
, (12)
which one can split into Gaussian and non-Gaussian
parts
Cχ = C
G
χ + C
NG
χ .
The Gaussian part is readily obtained by a pair-wise av-
eraging of the spin operators:
CGχ (t1, t
′
1, t2, t
′
2) = (13)
= −
〈
TK Sˆclz (t1)Sˆqz (t′1)
〉〈
TK Sˆclz (t2)Sˆqz (t′2)
〉
−
〈
TK Sˆclz (t1)Sˆqz (t′2)
〉〈
TK Sˆclz (t2)Sˆqz (t′1)
〉
= χzz(t1, t
′
1)χzz(t2, t
′
2) + χzz(t1, t
′
2)χzz(t2, t
′
1).
4Note the absence of a contribution involving two “quan-
tum” fields. Such terms vanish since the correlator of the
two “quantum” fields is always zero.
As mentioned above, for the spin 1/2 the moment (10)
at equal times t1 = t2 = t is equal to 1/2 independently
of the magnetic field and therefore Cχ(t, t
′
1, t, t
′
2) = 0.
Clearly, the Gaussian contribution (13) does not satisfy
this “sum rule” and thus there must be a non-Gaussian
contribution CNGχ as well. More generally, the Wick’s
theorem does not hold for spin operators, reflecting the
fact that their algebra is non-Abelian. This quantity can-
not be expressed in terms of the averaged susceptibilities
and has to be evaluated specifically for each system.
In a typical experiment1,30, the system is probed with
a harmonic perturbation,
B(t) = B0 cos(ω0t).
The susceptibility is then measured using lock-in tech-
niques, which amounts to obtaining the average of the
following operator
χˆϕ(τn|ω0,∆ω) = 1
B0Tχ
τn+
Tχ
2∫
τn−Tχ2
dt cos(ω0t− ϕ) Sˆz,B(t).
(14)
The measurement is performed for a time period Tχ cen-
tered around τn. This defines the measurement band-
width ∆ω ≡ 2pi/Tχ  ω0, chosen to be much smaller
that ω0. The phase ϕ allows discriminating between the
in-phase (ϕ = 0) and the out-of-phase (ϕ = pi/2) re-
sponse, corresponding to the real and imaginary parts of
the susceptibility, respectively. In practice, in every time
bin one finds a different result and the average suscepti-
bility is obtained by averaging over the time bins.
Treating the result of susceptibility measurements in
each time bin as a fluctuating quantity (as it is in the
experiment30), one can define its second moment or noise
of susceptibility as follows
χ(2)ϕ1,ϕ2(τ1, τ2|ω0,∆ω) = (15)
= 〈χϕ1(τ1)χϕ2(τ2) + χϕ2(τ2)χϕ1(τ1)〉
−2 〈χϕ1(τ1)〉 〈χϕ2(τ2)〉 .
Using the explicit form (14), we find
χ(2)ϕ1,ϕ2(τ1, τ2|ω0,∆ω) =
1
B20T
2
χ
τ1+
Tχ
2∫
τ1−Tχ2
dt1
τ2+
Tχ
2∫
τ2−Tχ2
dt2
× cos(ω0t1 − ϕ1) cos(ω0t2 − ϕ2)
×
〈〈
Sˆ(t1)Sˆ(t2) + Sˆ(t2)Sˆ(t1)
〉〉
B
. (16)
In contrast to Eq. (14), the averaging in Eq. (16) has been
already performed (as we are not interested in higher
moments). The double angle brackets in Eq. (16) indicate
the 2-nd cumulant, which is obtained by subtracting two
times the product of averages, i.e., 2
〈
Sˆ(t1)
〉〈
Sˆ(t2)
〉
, as
in Eq. (15).
We now use the expansion (11) for the symmetrized
average (10) and decompose the second moment of sus-
ceptibility Eq. (16) into two parts
χ(2) = χ(2)eq + χ
(2)
ne .
The first term χ
(2)
eq describes the equilibrium magnetiza-
tion noise SM in the absence of the external field:
χ(2)eq,ϕ1,ϕ2(τ1, τ2|ω0,∆ω) =
1
B20T
2
χ
τ1+
Tχ
2∫
τ1−Tχ2
dt1
τ2+
Tχ
2∫
τ2−Tχ2
dt2
× cos(ω0t1 − ϕ1) cos(ω0t2 − ϕ2)SM (t1 − t2). (17)
The corresponding noise spectrum is given by the Fourier
transform of χ
(2)
eq
χ(2)eq,ϕ1,ϕ2(ν|ω0,∆ω) =
1
4B20
f
( piν
∆ω
)
(18)
×{cos(ϕ1 − ϕ2) [SM (ω0 + ν) + SM (ω0 − ν)]
−i sin(ϕ1 − ϕ2) [SM (ω0 + ν)− SM (ω0 − ν)]}
+O
(
∆ω
ω0
)
,
where f(x) ≡ sin2(x)/x2 restricts the frequency ν to
be small, ν . ∆ω  ω0. The appearance of the imag-
inary part in the noise spectrum (18) reflects the fact
that cross-correlations between the real and imaginary
parts of the susceptibility do not possess any symmetry
as functions of time. Indeed, according to the definition
(15) the noise of susceptibility obeys the symmetry
χ(2)ϕ1,ϕ2(τ1, τ2) = χ
(2)
ϕ2,ϕ1(τ2, τ1) (19)
and is a symmetric function of the two times τi only if
ϕ1 = ϕ2. As a result, the noise of the real (or imaginary)
part of susceptibility is characterized by a real spectrum,
while the Fourier transform of the cross-correlator may
contain an imaginary part.
Turning to the non-equilibrium contribution χ
(2)
ne , com-
posed of the second term of the expansion (11) substi-
tuted into Eq. (16), we note that only the non-Gaussian
part CNGχ of the correlation function (12) contributes.
This is because the Gaussian part (13) corresponds ex-
actly to the subtracted product of the averages, i.e., the
5last term in Eq. (15). Thus we obtain
χ(2)ne,ϕ1,ϕ2(τ1, τ2|ω0,∆ω) =
1
T 2χ
(20)
×
τ1+
Tχ
2∫
τ1−Tχ2
dt1
τ2+
Tχ
2∫
τ2−Tχ2
dt2 cos(ω0t1 − ϕ1) cos(ω0t2 − ϕ2)
×
∫
dt′1dt
′
2C
NG
χ (t1, t
′
1, t2, t
′
2) cos(ω0t
′
1) cos(ω0t
′
2).
The time integrals in Eq. (20) can be simplified with
the help of the Fourier transform defined as follows
CNGχ (t1, t
′
1, t2, t
′
2) =
∫
dνdω1dω2
(2pi)3
CNGχ (ν, ω1, ω2) (21)
×e−iν(t1−t2)e−iω1(t1−t′1)e−iω2(t2−t′2).
As stated above, in this paper we are only interested
in low-frequency noise30 ν  ∆ω  ω0. Focusing on
contributions that are slow functions of τ1−τ2, we retain
only the lowest harmonics and find
χ(2)ne,ϕ1,ϕ2(ν|ω0,∆ω) =
1
16
f
( piν
∆ω
)
(22)
×
[ ∑
1,2=±1
e−i1ϕ1e−i2ϕ2CNGχ (ν, 1ω0, 2ω0)
+
∑
=±1
ei(ϕ1−ϕ2)CNGχ (ν − 2ω0, ω0,−ω0)
]
.
Thus, the non-equilibrium contribution to the noise of the
susceptibility is a probe of non-Gaussian fluctuations in
the system, in contrast to the second noise1. Below, we
will illustrate our general considerations by calculating
CNGχ for the simplest model system, i.e. a single spin
coupled to a dissipative environment.
III. SUSCEPTIBILITY NOISE OF A SINGLE
SPIN
A. The model
Let us now illustrate our general arguments using a
simple example of a single spin-1/2 coupled to a dissi-
pative bath in the presence of a magnetic field. In this
Section, we calculate the four-spin correlation functions
(17) and (22) leaving the discussion of the results and
their relation to experiments for the subsequent Section.
We model the bath by an isotropic, bosonic vector de-
gree of freedom ~ˆX coupled to the spin operator via the
minimal Hamiltonian
H = ~ˆs · ~ˆX. (23)
The physical properties of the bath can be encoded in the
bosonic correlation function. Here we have also chosen to
incorporate the coupling constant into the definition of
the bosonic correlator. Within the frame of the Keldysh
formalism, the bosonic correlation function is defined as
Πˆabαβ(t, t
′) = δαβΠab(t, t′) = Tr
{
TKXˆα,a(t)Xˆβ,b(t′)
}
,
(24)
where Latin indices span the 2× 2 Keldysh space a, b =
cl, q and Greek indices refer to the spin components
α, β = x, y, z. The bath being Ohmic means that the
following relation holds:
ΠR(ω)−ΠA(ω) = λω, (25)
where λ 1 is the effective coupling constant, and ΠR/A
are the retarded and the advanced components of (24).
We assume the bath to be in thermal equilibrium such
that the Keldysh component of the correlation function
(24) is given by the standard expression
ΠK(ω) = coth
ω
2T
[
ΠR(ω)−ΠA(ω)] . (26a)
Note that the model (23) is similar to the Kondo
model33,39,49 in the high temperature regime, T  TK ,
where the latter effectively describes a spin coupled to an
Ohmic bath (25) .
B. Majorana representation
Our goal is to calculate a 4-spin correlation function.
In any standard fermionic representation of the spin op-
erators39,47, N -point spin correlators correspond to 2N -
point fermionic correlators. In our case, we would have to
evaluate an 8-point fermionic correlation function which
is generally not an easy task. Fortunately, we can sub-
stantially simplify calculations by introducing the so-
called Martin’s Majorana-fermion representation33–41
sˆα = −(i/2)αβγηβηγ , η†α = ηα, (27)
or explicitly
sˆx = −iηyηz, sˆy = −iηzηx, sˆz = −iηxηy.
The Majorana fermions obey the Clifford algebra
{ηα, ηβ} = δαβ , η2α = 1/2. (28)
This representation is convenient since it explicitly pre-
serves the spin-rotation symmetry and allows for a
straightforward formulation of the field theory, while per-
fectly reproducing the SU(2) algebra of the operators sˆα.
At the same time, the above representation is not “ex-
act” as the Hilbert space of the Majorana triplet is ill-
defined33–37,39,41. In order to build the proper fermionic
Hilbert space, one can increase the number of Majo-
rana fermions in the theory making it even. Adding
6an additional Majorana fermion, we may build a four-
dimensional Hilbert space, twice as large as the original
Hilbert space of the spin. Thus the Majorana represen-
tation possesses extra states, not present in the original
model. This is a well-known problem35,39,41 that can be
resolved on the basis of the known36 but not widely ap-
preciated conjecture: The fact that the Hilbert space is
bigger that the 2-dimensional spin-1/2 Hilbert space has
no effect on the spin correlation functions. This can be
understood as follows. The Majorana Hilbert space can
be roughly thought of as consisting of two copies of the
physical spin34. Any operator of any physical quantity
operates only within a two-dimensional subspace corre-
sponding to one of the two spin copies. The remaining
subspace does contribute to the partition function, but
this contribution is limited to a multiplicative factor that
cancels out from any correlation function. A rigorous
proof of this statement will be published elsewhere50.
In the Majorana representation the Hamiltonian (23)
takes the form
H = −(i/2)αβγXˆαηβηγ . (29)
Any spin correlation function can now be represented as
a correlation function of the Majorana fermions33,34,50.
For example, the four-point function is given by〈
sˆα(t1)sˆ
β(t′1)sˆ
γ(t2)sˆ
δ(t′1)
〉
=
= (1/4) 〈ηα(t1)ηβ(t′1)ηα(t2)ηβ(t′2)〉 .
This relation demonstrates the strength of the Majo-
rana representation (27): the four-point spin correla-
tor is given by the four-point correlator of the Majo-
rana fermions. However, in order to extend this cor-
respondence to the time ordered correlations functions
on the Keldysh contour, we need to take care of the
time-ordering operator TK . In terms of spin operators,
the time ordering is similar to that of bosons [see, e.g.
Eqs. (9) and (12)]. Yet, for the fermionic operators ηα the
time ordering is different. Therefore, it is convenient to
multiply every Majorana fermion in the above correlator
by −im, where m is the fourth Majorana fermion (needed
anyway to construct the Hilbert space). Given the alge-
bra (28), this operation does not change the correlation
function (which is effectively multiplied by 1/4). With
respect to the time ordering the bilinear terms −imηα
behave as bosons similarly to the spin operators. The
correlation function (12) then takes the form
Cχ(t1, t
′
1, t2, t
′
2) = −
〈TK sˆcl(t1)sˆq(t′1)sˆcl(t2)sˆq(t′1)〉 (30)
= −
〈
TK(ηxm)clt1(ηxm)qt′1(ηxm)
cl
t2(ηxm)
q
t′2
〉
.
At this stage one might get an impression that we have
achieved nothing, as we are back to an 8-fermion correla-
tion function. However, the operator m commutes with
the Hamiltonian of the system. The Green’s functions
corresponding to m remain “bare”, which is a great sim-
plification.
FIG. 1. The leading contribution to the self-energy. The wavy
line refers to the bosonic correlator (26) and the solid line to
G0,α, see Eq. (31).
FIG. 2. The Majorana representation of the two-spin correla-
tion function. This representation is exact as the additional
Majorana fermion m does not enter the Hamiltonian. The
double solid line corresponds to the “dressed” Green’s func-
tions (33) of the Majorana fermions ηα and the dashed line
refers to the Green’s function D of the non-interacting Majo-
rana fermion m, see Eq. (31).
C. Diagrammatic expansion
Having defined the model in the Majorana representa-
tion we can now proceed using the usual diagrammatic
technique, which was not possible for the original spin op-
erators. The peculiarity of the single-spin model is that
the spin has no Hamiltonian in the absence of the bath
(and the magnetic field). Therefore, the “free” Green’s
functions of the Majorana fermions are
GR0,α(t, t
′) = −i 〈TKηclα (t)ηqα(t′)〉 = −iΘ(t− t′), (31)
DR(t, t′) = −i 〈TKmcl(t)mq(t′)〉 = −iΘ(t− t′).
The coupling of the Majorana fermions ηα to the bath
(23) is then described by means of a “self-energy”, which
can be obtained as a saddle-point solution in the path-
integral formulation of the theory50. At high enough tem-
peratures, the leading contribution to the self-energy is
graphically depicted in Fig. 1 [where the wavy line refers
to the bosonic correlator (26) and the solid line to G0,α]
and is given by
ΣRα = −iΓ = −iλT. (32)
Consequently, the Green’s functions of the Majorana
fermions ηα in the model (23) take the simple form
GR/Aα (ω) =
1
ω ± iΓ (33)
GKα (ω) = −
2iΓ
ω2 + Γ2
tanh
ω
2T
.
The equilibrium noise of the susceptibility (18) is de-
scribed by the two-point function corresponding to the
diagram in Fig. 2, where the double solid line corresponds
7to the “dressed” Green’s functions (33) of the Majorana
fermions ηα and the dashed line refers to the Green’s
function D of the non-interacting Majorana fermion m,
see Eq. (31). The noise of the real part of susceptibility
is identical with that of the imaginary part
χ
(2)
eq,00(ν|ω0,∆ω) = χ(2)eq,pi2 ,pi2 (ν|ω0,∆ω) = (34a)
=
1
4B20
f
( piν
∆ω
)[ Γ
Γ2 + (ω0 + ν)2
+
Γ
Γ2 + (ω0 − ν)2
]
,
and is purely real in accordance with the symmetry (19).
In contrast, the cross-correlations are characterized by
the purely imaginary noise spectrum
χ
(2)
eq,0,pi2
(ν|ω0,∆ω) = i
4B20
f
( piν
∆ω
)
(34b)
×
[
Γ
Γ2 + (ω0 + ν)2
− Γ
Γ2 + (ω0 − ν)2
]
.
The result (34b) is an odd function of ν, such that inte-
grating over the frequency would yield zero, correspond-
ing to the absence of cross-correlations between the real
and imaginary parts of susceptibility at equal times.
Now we turn to the description of the more interest-
ing, non-equilibrium noise of susceptibility. For this pur-
pose, we need to evaluate the correlation function (30).
Within the path-integral formulation of the theory50, we
may integrate out the bosonic bath and obtain the effec-
tive action for the Majorana fermions. This action can
be formally expanded around the saddle-point solution.
The result can be graphically presented in diagrammatic
form, see Figs. 3 and 4. The external frequencies in these
diagrams correspond to the Fourier transform (21).
At high enough temperatures, T  TK , ω1, ω2, ν,Γ,
the leading contribution to the correlation function (30)
is described by the diagrams in Fig. 3 and is given by
CNGχ (ν, ω1, ω2) = (35)
=
iΓ2
8T 2
ω1 + ω2 + 2iΓ
(ω1 + iΓ)(ω2 + iΓ)(ω1 + ν + iΓ)(ω2 − ν + iΓ) .
Higher-order diagrams (see, e.g., Fig. 4) may be neglected
as long as the coupling constant λ remains small. We
have ruled out the possibility that ladder diagrams might
contribute to the lowest order in λ. The details of this
calculation will be presented in a separate publication50.
Substituting the result (35) into Eq. (22), we find the
non-equilibrium noise spectrum of the spin susceptibility
in the model (23). For the noise of the real part of the
susceptibility we find
χ
(2)
ne,00(ν|ω0,∆ω) =
f
(
piν
∆ω
)
32T 2
(36a)
× Γ
3
[
ω20 − 3(Γ2 + ν2)
]
(Γ2 + ω20) [(Γ
2 + ν2)2 + 2(Γ2 − ν2)ω20 + ω40 ]
.
← ω1
← ω2ω2 − ν ←
ω1 + ν ←
+
+ +
+ +
FIG. 3. The leading contribution to non-equilibrium noise of
susceptibility.
+
FIG. 4. Examples of higher-order diagrams.
In contrast to the equilibrium contribution (34a), the
noise of the imaginary part of the susceptibility is in-
equivalent to Eq. (36a) and is given by
χ
(2)
ne,pi2 ,
pi
2
(ν|ω0,∆ω) = −
f
(
piν
∆ω
)
32T 2
(36b)
× Γ
3
(
Γ2 + 5ω20 + ν
2
)
(Γ2 + ω20) [(Γ
2 + ν2)2 + 2(Γ2 − ν2)ω20 + ω40 ]
.
Finally, one can also compute the “cross-correlation” of
the real and imaginary parts of the susceptibility:
χ
(2)
ne,0,pi2
(ν|ω0,∆ω) = −
f
(
piν
∆ω
)
32T 2
(36c)
× ω0Γ
2
(
3Γ2 − ω20 + ν2 − 4iΓν
)
(Γ2 + ω20) [(Γ
2 + ν2)2 + 2(Γ2 − ν2)ω20 + ω40 ]
.
IV. DISCUSSION
It is instructive to relate our approach to the exist-
ing literature on the experimentally observed flux noise
and the noise of the spin susceptibility28,51. The main
features of the experimental results are often explained
with the help of the generic model of paramagnetic
spins14,15,42. The model consists of an ensemble of non-
interacting spins, each coupled to a dissipative environ-
ment. It is assumed that the corresponding relaxation
rates Γ vary with the distribution function in a certain
interval between two cutoff scales ΓL and ΓH :
p(Γ) =
1
ln(ΓHΓL )
1
Γ
. (37)
8As a single spin has the Lorentzian-shaped noise spec-
trum, averaging over p(Γ) one obtains a 1/f -noise spec-
trum of the whole system within the frequency range
ΓL < f < ΓH . The resulting noise is roughly indepen-
dent of temperature15 and may be used to fit the ex-
perimental data. Weak deviations of the exponent α of
the measured noise spectra11,20,21,52 Sφ ∝ 1/fα can be
accounted for by changing the distribution function9 to
p(Γ) ∝ 1/Γα.
The paramagnetic model does not include interactions
between spins. Indeed27, typical interaction scales seem
to be small, of the order Jtyp ∼ 50 mK, justifying the ap-
proach of Refs. 14 and 15 in the high-temperature regime
T > Jtyp. This is also consistent with indications that
the system of spins is in the classical high-temperature
regime characterized by a Curie susceptibility28,51 and an
ohmic environment53.
A system with a large number of non-interacting spins
is a natural generalization of our approach. In this case,
instead of the single spin-1/2 we need to consider the
total spin of the system
Sˆ =
N∑
i
sˆi.
The corresponding four-point correlation function [c.f.
Eq. (12)] can be decomposed as follows:
Cχ(t1, t
′
1, t2, t
′
2) = −
〈
TK Sˆclz (t1)Sˆqz (t′1)Sˆclz (t2)Sˆqz (t′2)
〉
= −
N∑
i
〈TK sˆclz,i(t1)sˆqz,i(t′1)sˆclz,i(t2)sˆqz,i(t′2)〉
−
N∑
i6=j
〈TK sˆclz,i(t1)sˆqz,i(t′1)〉 〈TK sˆclz,j(t2)sˆqz,j(t′2)〉
−
N∑
i 6=j
〈TK sˆclz,i(t1)sˆqz,i(t′2)〉 〈TK sˆclz,j(t2)sˆqz,j(t′1)〉 . (38)
Clearly, the last two lines of Eq. (38) do not contribute
to Eq. (15) and therefore the noise of the susceptibility
of the system of independent spins is given by the sum
of the individual noises of each spin
X(2)ϕ1,ϕ2 =
∑
i
χ(2)ϕ1,ϕ2(Γi). (39)
Averaging over the distribution (37) one obtains9,15,24
X(2)ϕ1,ϕ2 = N
∫ ΓH
ΓL
dΓ p(Γ)χ(2)ϕ1,ϕ2(Γ). (40)
Using our results (34) and (36) we can now obtain the
noise of the susceptibility in the model of non-interacting
spins. In the limit, where the probing frequency ω0 is
much smaller than the slowest relaxation rate of the spins
ω0  ΓL we find
X
(2)
0,0 ≈
N
4ΓL
[
2
B20
− 3
8T 2
]
f
( piν
∆ω
)
ln−1
ΓH
ΓL
,
X
(2)
pi
2 ,
pi
2
≈ N
4ΓL
[
2
B20
− 1
8T 2
]
f
( piν
∆ω
)
ln−1
ΓH
ΓL
,
X
(2)
0,pi2
≈ −Nω0
4Γ2L
[
3
16T 2
+
iν
ΓL
(
4
3B20
− 1
6T 2
)]
×f
( piν
∆ω
)
ln−1
ΓH
ΓL
, (41)
In the opposite limit ΓL  ω0  ΓH we obtain
X
(2)
0,0 ≈
piN
4ω0
[
1
B20
− 1
16T 2
]
f
( piν
∆ω
)
ln−1
ΓH
ΓL
,
X
(2)
pi
2 ,
pi
2
≈ piN
4ω0
[
1
B20
− 1
16T 2
]
f
( piν
∆ω
)
ln−1
ΓH
ΓL
,
X
(2)
0,pi2
≈ − N
4ω0
[
1
16T 2
+
ipiν
ω0
(
1
B20
− 1
16T 2
)]
×f
( piν
∆ω
)
ln−1
ΓH
ΓL
. (42)
The above results do not show the 1/ν behavior ob-
served in Ref. 30. Moreover, the experiment shows non-
vanishing correlations between the fluctuations of flux
and susceptibility. As the model of independent spins re-
mains invariant under time reversal, such correlations are
excluded in this theory. It is therefore apparent that the
model of independent spins misses the essential physics
of the real noise sources affecting SQUIDs.
Recently, J. Atalaya, J. Clarke and the two of us54
have performed a numerical analysis of interacting spin
systems in the presence of disorder. It was found that
the slow dynamics of the magnetization is dominated by
spontaneously forming spin clusters, which give rise to
1/f noise of magnetization. We conjecture, that the
observed 1/ν noise of the spin susceptibility is due to
slowly switching clusters, which affect the susceptibility
of nearby spins. The apparent time-reversal symmetry
breaking could then be attributed to the relatively short
measurement times, during which some clusters never flip
their magnetization.
To conclude, in this paper we have (i) given a general
definition of noise of susceptibility and distinguished it
from the second noise; (ii) computed the noise of sus-
ceptibility of a single spin 1/2 immersed in a dissipative
environment; (iii) further developed the powerful tech-
nique33–37 based on the Majorana-fermion representation
of a spin-1/2 system38–41; and (iv) estimated the noise of
susceptibility for the Dutta-Horn42 model of independent
spins. The Dutta-Horn model appears to be insufficient
to account for all features observed in Ref. 30. We conjec-
ture that strong spin-spin interactions, leading to cluster
formation and glassy behavior are the key ingredients
needed to explain the experiment.
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Appendix: Noise of Noise
Here we briefly review the four-point correlation func-
tion corresponding to the second spectrum or noise of
noise1,9. For more details the reader is referred to the
book by S.M. Kogan1.
The second spectrum was introduced in order to iden-
tify non-Gaussian contributions in 1/f -spectra1,9,55. Let
x(t) be a classical fluctuating quantity, which is the signal
to be measured. In a typical experimental protocol, the
signal is bandwidth filtered and then squared. To facili-
tate the comparison of the second spectrum to the noise
of susceptibility discussed in the main text, we assume
(differing from Ref. 1) the filter output signal of having
a form similar to Eq. (14)
δx(τ |ω0,∆ω) = 1
Ts
τ+Ts2∫
τ−Ts2
dt eiω0tδx(t). (A.1)
The time Ts is similar to Tχ in Eq. (14). This is the time
of a single measurement of the spectral density, which
defines the bandwidth ∆ω = 2pi/Ts. The above defined
δx is related to the noise spectral density Sx(t − t′) =
2C(2)(t− t′) = 2〈δx(t)δx(t′)〉 by56
2〈|δx(t|ω0,∆ω)|2〉 =
∫
dω
2pi
f
(
pi(ω0 − ω)
∆ω
)
Sx(ω)
≈ ∆ω
2pi
Sx(ω0). (A.2)
The so-called second spectrum S
(2)
x is a measure of fluc-
tuations of the noise power. The definition reads1
S(2)x (ν|ω0,∆ω) =
8
Tt
〈∣∣∣ Tt/2∫
−Tt/2
dτ eiντ
(
|δx(τ |ω0,∆ω)|2
−〈|δx(τ |ω0,∆ω)|2〉
)∣∣∣2〉. (A.3)
The time Tt is the total measurement time and one can
safely use the limit Tt →∞. It is easy to show that the
following relation holds
〈|δx(τ1|ω0,∆ω)|2 |δx(τ2|ω0,∆ω)|2〉 = (A.4)
=
1
T 4s
τ1+
Ts
2∫
τ1−Ts2
dt1dt
′
1
τ2+
Ts
2∫
τ2−Ts2
dt2dt
′
2 e
iω0(t1−t′1)eiω0(t2−t
′
2)
×C(4)x (t1, t′1, t2, t′2).
Here we introduced the classical four-point correlation
function
C(4)x (t1, t
′
1, t2, t
′
2) = 〈δx(t1)δx(t′1)δx(t2)δx(t′2)〉 . (A.5)
This can be split into the Gaussian and the non-Gaussian
parts C
(4)
x = C
(4,G)
x + C
(4,NG)
x . The Gaussian part is
obtained as
C(4,G)x (t1, t
′
1, t2, t
′
2) = C
(2)
x (t1, t
′
1)C
(2)
x (t2, t
′
2) (A.6)
+C(2)x (t1, t2)C
(2)
x (t
′
1, t
′
2)
+C(2)x (t1, t
′
2) C
(2)
x (t
′
1, t2).
One can now use Eq. (A.6) to find the Gaussian con-
tribution to the second spectrum. One finds that the
first term on the right-hand side of Eq. (A.6) cancels the
average 〈|δx|2〉 in Eq. (A.3). The remaining two terms
contribute yield the Gaussian contribution to the second
noise spectrum
S
(2)
x,G(ν|ω0,∆ω) = 8
∫
dΩ
2pi
C(2)x (Ω)C
(2)
x (Ω + ν) (A.7)
×f
(
pi(ω0 − Ω)
∆ω
)
f
(
pi(ω0 − ν − Ω)
∆ω
)
.
In contrast, the noise of susceptibility does not contain
any contribution of the Gaussian part of the 4-point cor-
relation function (13).
In the experimentally relevant regime ν  ∆ω  ω0
we can approximate Eq. (A.7) as
S
(2)
x,G(ν|ω0,∆ω) ≈
8∆ω
3pi
(
C(2)x (ω0)
)2
. (A.8)
This spectrum is ”white” as a function of ν.
Now, in the system of N non-interacting spins the
noise spectrum scales linearly with the number of spins
Ss(ω) ∝ N , while the Gaussian contribution to the sec-
ond noise scales as S
(2)
G (ν|ω,∆ω) ∝ N2, see Eq. (A.6).
In contrast, the non-Gaussian contribution is linear in
N , similarly to Eq. (40). Therefore, the Gaussian part
of the second noise always dominates making it difficult
to extract information about non-Gaussian fluctuations
from the second noise measurements.
The above conclusion is not necessarily general. In
context of Ising spin glasses, it has been shown43,57 that
the infinite-range interaction may result in a 1/f second
noise spectrum in the thermodynamic limit N →∞.
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