Abstract. Multigrid methods are analyzed in the style of standard iterative methods. A basic error bound is derived in terms of residuals on neighboring levels. The terms in this bound derive from the iterative methods used as smoothers on each level and the operators used to go from a level to the next coarser level. This bound is correct whether the underlying operator is symmetric or nonsymmetric, de nite or inde nite, and singular or nonsingular. We allow a n y iterative method as a smoother or rougher in the multigrid cycle.
1 are solved using a nested space multigrid iterative method. The operator matrix A is typically the discretized by nite elements, di erences, or volumes version of a partial di erential equation.
Multigrid methods combine scaled iterative methods called smoothers with iterative residual correction on coarser grids to reduce the error on a given ne grid. There are similar procedures, known as aggregation-disaggregation methods see 14 , 22 , 24 , 33 , 40 and 46 , when A is not derived from partial di erential equations; our theory applies directly to these methods.
Many m ultigrid papers begin by narrowing their scope just to problems which are symmetric and positive de nite, symmetric and inde nite, or nonsymmetric and inde nite. In each case, these papers assume the problem is nonsingular, a set of smoothers is de ned, and one or more speci c multigrid algorithms are de ned e.g., a V, W, or F cycle. Finally, analysis is provided, usually in only one particular norm.
Unlike previous papers in the multilevel and multigrid eld, the analysis in this paper is correct whether the underlying operator is symmetric or nonsymmetric, de nite or inde nite, and singular or nonsingular. We allow a n y iterative method as a smoother or rougher in the multigrid cycle. We allow a n y m ultigrid cycle including adaptively chosen ones. Finally, the analysis is not dependent o n a n y speci c norm. In fact, di erent norms can be used on di erent levels.
The purpose of this paper is to provide a theoretical tool for analyzing nested space multilevel algorithms that are applied to any problem with any set of properties. This is a uni ed approach t o m ultilevel theory. The approach is simple enough to implement in computer programs without adding an excessive amount o f o v erhead.
We de ne the basic multigrid algorithms in the traditional recursive s t yle in x2.
We then rephrase one of these into a nonstandard form. This leads to the usually nonsharp analysis of x3.1 and the examples given in x3.2. The practicality of this analysis is also discussed.
We re ne the analysis in x3.1 in x4.
Standard multigrid which is parallelized by domain decomposition is covered by the analysis of x3 and x4. After all, this case is merely a block iterative method used for smoothing.
We de ne a parallel multigrid algorithm in x5 for the case where multiple coarse spaces are employed. A number of di erent parallel multigrid methods are covered by this formulation see 22 , 27 , and 45 . The simple analysis of x3.1 is extended to this case and this analysis is shown to be sharp for an example method.
The theory in x3 depends on three sets of parameters which are available either dynamically or in advance. The basic convergence divergence result is not stated in a nice" closed form, as is usual in multigrid papers, but in terms of the convergence rate of the next coarser level's rate.
2. Multigrid Algorithms. 2.1. Standard Multilevel Formulation. Suppose that we h a v e a set of solution spaces fM k g j k=1 , which approximate M=M j in some sense, and that dimM k dimM k+1 . In the partial di erential equation case, the M k correspond to discrete problems on given grids which are not necessarily nested. Then the multigrid approximation to 1 requires solving a sequence of problems of the form
We assume that there exist mappings between the neighboring spaces:
W e also that assume there are mappings
For partial di erential equations, there are natural de nitions of Q k depending on the discretization method and the grids. For nite di erences, consider Fig. 1 ; then let Q k preserve the nodal values in M k,1 .
For nite elements, a numb e r o f c hoices exist. First consider grids with square or rectangular elements. Bilinear basis functions are related to Fig. 1 ; Q k again preserves the nodal values related to M k,1 and sets up bilinear functions over the coarse grid.
Biquadratics are related to the left picture in Fig. 1 . Again, keep the nodal values for the nodes in the coarse grid. Note that some vertex nodes map down to midside values and the interior point v alue in the coarse grid. Now consider grids with triangular elements. Linear basis functions are related to Quite similar concepts can be used for de ning Q k for the p-version of the nite element method and for three dimensional problems.
For k 1, we assume there are iterative methods, represented by M k and N k , and possibly dependent upon the data e.g., conjugate gradients, which are used as smoothers or roughers on level k before and after, respectively, the residual correction step on level 1, we note that there is never a residual correction step nor, usually, a smoother N 1 .
In the multigrid literature, the term smoother has become synonymous with the iterative methods M k and N k . H o w ever, it is a term which has been abused frequently by many authors, including one of us. The term was used in 9 to describe the e ect of one iteration of an iterative method on each of the components of the error vector. For many relaxation methods e.g., SSUR and Gauss-Seidel, the norm of each error component is reduced each iteration; hence, the term smoother. For many iterative methods e.g., SSOR or conjugate gradients, while the norm of the error vector is reduced each iteration, the norm of some of the components of the error may grow each iteration; hence, the term rougher. We will use the term smoother in the traditional multigrid sense, even though it is technically wrong.
Standard multigrid analysis assumes the smoothers have the form B k w`+ 1 k , wk = f k + A k ẁ k ;= 0 ; 1 ; ; k ; where B k corresponds to some scaled iterative method on each level k e.g., symmetric Gauss-Seidel or conjugate gradients. This leads to an analysis which assumes a xed k throughout the multigrid iterations. We do not require either assumption in x3.
There are two principal variants of multigrid algorithms. The rst is composed of correction schemes, which start on some level j and only use the coarser levels k, k j , for solving residual correction problems. De ne a k-level standard correction multigrid scheme by W cycle The second multigrid variant is composed of nested iteration schemes, which begin computation on level 1 and work their way to some level j, using each level k, k j , both to generate an initial guess for level k + 1 and for solving residual correction problems. De ne a k-level standard nested iteration multigrid scheme by 2.2. Nonstandard Multilevel Formulation. In this section, we make a subtle change to Algorithm MG, which allows us to provide a greatly simpli ed theory for multigrid methods.
To make the notation of this section consistent, we i n troduce a fake extra level j + 1. This is the mother of all problems. De ne M j+1 = M j ; P j = R j+1 = Q j+1 = I; A j+1 = A j ; and the initial residual on level j + 1 , z j +1 , b y A j +1 x ,1 j+1 + f = z j+1 : Associated with each level k is a norm k k k , which can be arbitrary. The norms can be di erent on each level, though the usefulness of this is unclear. For simplicity, we will drop the subscript from the norm symbol.
De ne a k-level nonstandard correction multigrid scheme using parameters z k+1 The residual on level k + 1 at some step.
The initial guess for level k; this is normally 0, except at the nest level. by Smoothing:
, where
Algorithm MG was de ned in x2.1 in an intentionally imprecise manner. Algorithm NSMG is a precise, but nonstandard de nition of Algorithm MG. The rst smoothing reduces the norm of the residual on level k by a factor involving the norm of the residual on level k + 1, which is nonstandard. For subsequent smoothings, this factor involves the norm of the residual on level k instead. The parameters f`g, which determine how many iterations of the multilevel algorithm to do on each level, can be considered either xed or adaptively chosen during the course of computation.
Standard multigrid theory analyzes the case when a certain number of smoothing steps are used. This may be explicitly stated e.g., 3 , or it may be phrased as to require the choice of a constant n umber of smoothing iterations such that some error reduction condition is satis ed e.g., 15 . This is worst case analysis and rarely models the behavior seen in practice. However, it allows the proof of certain complexity results of optimal order. The nonstandard formulation allows two i n terpretations of smoothing: rst as the standard form, and second as xing the factors i k and i k and letting the number of smoothing steps vary per iteration.
3. Simple Analysis. The same relation holds for re nements in the nite di erence case. Hence, we can take Q ,1 k to be injection of M k,1 into M k in each of the cases described; otherwise Q ,1 k should be taken as a pseudoinverse. We note that a Moore-Penrose type pseudoinverse may not be the best choice; a Drazin type pseudoinverse may b e better.
Since dimRangeQ ,1 k dimM k , k 1. In many cases it is possible to choose norms for which k = 1 and which are meaningful for the underlying elliptic problem.
The problem is to determine conditions for f i k ; i k gin order to guarantee convergence of Algorithm NSMG. The results do not depend directly on properties of the A k and f k . The basic theorem is as follows. Theorem 1. Assume that z j+1 is the residual on level j + 1 2 and that the prolongation operators P k , 1 k j, a r e imbeddings and the inverse of the operator restrictions Q ,1 k , 2 k j + 1 , a r e embeddings:
for E k k in the proof covers this case.
Proof: The proof of 6 is a double induction argument. The result is trivial when j = 1. Assume that the result is true for all levels k j .
W e rst assume that j = To analyze Algorithm NI, assume that 2 is approximated by some k such that A k k + f k = k ; starting from some initial guess x k = P k,1 k,1 . Given some f k g j k=1 , w e w ant 8 :
In most applications of multigrid to partial di erential equations, 1 = Ch ,q 1 , where C 2 IR, h 1 is the mesh spacing or diameter of the triangles on the coarsest grid, and q is related to the order of the truncation error. Then, k = h q k =h q k,1 , k = 2 ; ; j . Given f k g j k=1 from 3, Theorem 1 tells us how t o c hoose f k ; k g j k =1 so that a cycle reduces the residual su ciently. While the estimates are rather pessimistic, we o er some advice on practical uses of the simple theory in x3.1. Finally, w e present an example where Theorem 1 is sharp. Assume that for each k, k = 1 ; ; j , the spaces M k has a bilinear hat function basis over uniform squares of side length h k . This does not imply that the domain is either rectangular or convex, just polygonal possibly with holes with boundary segments either parallel to the axes or inclined 45 to the axes which requires appropriate modi cations to some of the basis functions. Then, locally, each i n terior section of the grid is as in Fig. 7 . Set We approximate 9 k = k R k 9 using a piecewise bilinear hat function v on level k,1 which i s c e n tered at some point i + 1 ; j+ 1 see Fig. 7 Again, the same argument shows that, with respect to the`1, Besides motivating x4, the theory of this section can actually be used in computer programs to adaptively change the parameter choices on coarser levels k k and the number of iterations in the smoothers. Consider Laplace's equation on the unit interval, two levels, a uniform mesh, a central di erence discretization, linear interpolation and projection, and one Jacobi iteration as the smoother. Sharp theory says that the convergence rate is bounded by 0 : 5. In a strictly nonrigorous exercise, 5000 randomly chosen problems were generated. In theory, 3 2 = 1 , where 3 2 is derived using a three point restriction operator R 2 . H o w ever, for individual residual vectors v, w e calculated v = k I , XR 2 vk kvk ;
where this was calculated rst using X = Q ,1 2 then by approximating Q ,1 2 by X = R T 2 . The following was observed. At this point, a number of examples ought to be demonstrated. However, the possibilities are almost endless. For example, how does the order of approximation in the projection and interpolation processes a ect the convergence rate see 19 ? Do these results contradict known results using local mode analysis they do? How d o e s use of di erent iterative methods as smoothers or roughers a ect the convergence rate? Answering each of these questions is beyond the scope of this paper and will be answered in sequels. 14 
Multiple Coarse Space Methods. Standard multigrid which is parallelized
by domain decomposition is already covered by the analysis of the previous two sections. After all, this is merely a block iterative method used for smoothing.
The concept of using multiple subspaces to solve a problem whose solution lies in a particular space is hardly new. In fact, no one is alive from the era in which i t w as invented. We will never know who really invented it, but it was certainly introduced no later than in 1869 see 44 .
Assume a rooted tree of problems 2 which are arbitrarily numbered. For a given problem k, it either has a set C k of coarse space correction problems or it has none at all i.e., C k = ;. When C k 6 = ;, there are restriction and prolongation operators for each coarse space problem`2 C k such that R`: M k 7 ! M`and P`: M`7 ! M k :
We also assume that there are mappings Q`: M k ! Msuch that A`= Q`A k P`: How these are de ned is very similar to the earlier cases. The discussion in x2. Hackbusch 31 developed a variant o f T a'asan's method using a di erent set of interpolation and projection methods. By doing this, he can use standard smoothers. Ta'asan's and Hackbusch's methods are both referred to as robust multigrid, which adds confusion to the eld.
Frederickson and McBryan 27 are interested in keeping all of the processors busy on a massively parallel single instruction, multiple data machine SIMD. They used standard interpolation and projection methods and an elaborate smoother on each level. Unless great care is taken, this method computes the correction in one of the correction spaces while the corrections in the remaining spaces add up pointwise to zero. Their method is referred to as parallel superconvergent multigrid.
Each of the methods introduced in this section so far uses interleaved grids. For a problem on a square, this translates into the following, where the numbers refer to 15 which subproblem the unknowns belong:
3
This is similar to the motivation for multicolored orderings for standard iterative methods. Each of these methods requires that all of the matrices associated with the spaces be generated, except in trivial cases, thus doubling the memory requirements expected for solving boundary value problems. In addition, the coarse space operators are more di cult to compute using Hackbusch's variant than for either of the other two methods. In general, these are all space wasteful methods.
A v ery di erent fourth approach has been developed by C. Douglas et al and is referred to as either constructive interference or, more recently, domain reduction. The reason cited in 22 for using a multiple coarse space parallel multigrid algorithm was to eliminate the smoothing step from standard multigrid algorithms. Smoothing takes most of the computational time, but contributes almost nothing to the convergence rate, whereas coarse grid corrections take little time and reduce the error substantially. A general theory and simple examples for multiple coarse space methods was provided in 22 using no smoothing on the ne grid and mutually orthogonal subspaces which covered all of the error components of the original space thus, j = 0 in 13. This leads to very e cient direct methods instead of the expected iterative ones.
A side bene t of this theory is that the ne grid problem does not have t o be generated see 21 , 20 , and 23 and, by using a trick, most of the coarse space matrices do not have to be generated either see 18 . This method can use substantially less memory than a standard iterative o r m ultigrid algorithm.
An additional note about domain reduction is that it leads naturally to more than 2 d subspaces for a d dimensional problem. In 13 , an eight w a y decomposition of a problem on a square is constructed, leading to problems de ned on squares, rectangles, and triangles. Both 60 and 64 way decompositions of a problem on a cube are constructed in 20 .
Note that, in theory, a 192 way decomposition of a problem on a cube is possible. If each of the 192 subproblems is solved by sparse Gaussian elimination, the entire problem would be solved directly 2660 times faster than if the original one is solved by the same method the latter is not advised, however.
To 
Theorem 4 can be made somewhat sharper by using an approach i n 2 0 .
For an important special case Theorem 4 can be made sharper.
Corollary 1 . In addition to the assumptions of Theorem 4, assume that k k is derived f r om an inner product and that the M`, a l l 2 C k , a r e mutually orthogonal in this inner product. Then
The proof is a trivial modi cation of the one for Theorem 4. Consider the domain reduction method see 13 , 18 , 20 , and 23 . One of the basic assumptions of this method implies that k = 0 for all k. Only two levels with many coarse space correction problems, no smoothing on the ne grid, and k = 1 makes computational sense for this method. Further, mutually orthogonal coarse spaces can be constructed for elliptic boundary value problems, so that Corollary 1 applies for the ne grid problem j. Hence, E 1 j = max 2C j f 1 1 g; which is sharp. Unfortunately, these methods have not been directly compared on a nontrivial example problem. The closest is a simple problem from the literature we apologize in advance to each originator of a method compared here: To make things comparable with known results, a uniform mesh is used, a standard simple discretization, the energy norm, one Jacobi iteration in the analysis for multigrid MG and robust multigrid, and a direct solve on the coarsest levels. The contraction factors are: Method Contraction factor MG 0.97 1717 grid Robust MG 0.33 h independent Domain reduction iterative h independent Domain reduction direct 0.00 h independent Parallel superconvergent small h independent The solver in the domain reduction is either iterative solving each problem to an accuracy of or direct. If the smoother called for in parallel superconvergent can be constructed, then the contraction factor missing above will be very small, on the order of 0.05. Note that a line relaxation method, instead of point Jacobi, would make multigrid work quite well.
We conclude this section by noting that the approach o f x 4 can also be applied to the algorithms in this section. A sharper convergence result than Theorem 4 is as follows. Theorem 5. Assume that z p is the residual for problem p, R k maps M p into M k , and that all P`and Q ,1 ,`2 C k , satisfy 4. I f C k = ; , then E 1 k = 1 Further, if the norm k k is derived f r om an inner product and all M`,`2 C k , a r e mutually orthogonal in this inner product, then the P symbols in the de nitions of E k;XY , X;Y 2 f S; Tg, c an be changed t o max symbols. 20 6. Conclusions. It is possible to prove a convergence result for multigrid and aggregation-disaggregation methods with minimal knowledge about the problem. By treating multigrid as a simple iterative method, almost nothing needs to be known about the grids, solution spaces, linear systems of equations, iterative methods used as smoothers or roughers, restriction and prolongation operators, or the norms used on each level. To get error bounds which are sharp enough to be really useful, we need to provide more delicate analysis based on splitting each solution space M k into two parts.
However, in the multiple coarse space case, the simple analysis for Algorithm PMG can be sharp.
