Abstract. We design and analyze up to third order accurate discontinuous Galerkin (DG) methods satisfying a strict maximum principle for Fokker-Planck equations. A procedure is established to identify an effective test set in each computational cell to ensure the desired bounds of numerical averages during time evolution. This is achievable by taking advantage of the two parameters in the numerical flux and a novel decomposition of weighted cell averages. Based on this result, a scaling limiter for the DG method with first order Euler forward time discretization is proposed to solve the one-dimensional Fokker-Planck equations. Strong stability preserving high order time discretizations will keep the maximum principle. It is straightforward to extend the method to two and higher dimensions on rectangular meshes. We also show that a modified limiter can preserve the strict maximum principle for DG schemes solving Fokker-Planck equations. As a consequence, the present schemes preserve steady states. Numerical tests for the DG method are reported, with applications to polymer models with both Hookean and FENE potentials.
1. Introduction. In this paper we are interested in constructing high order accurate schemes for solving the initial boundary value problem for Fokker-Planck equations,
where f denotes the probability density function (pdf), U : B → R is a given potential, x is the configuration variable in a bounded domain B ⊂ R d , and ν is the outward normal vector on the boundary ∂B.
The Fokker-Planck equation in general describes in a statistical sense how a collection of initial data evolves in time. It was first applied to describe Brownian motion [26, 45] and has found useful application in computing statistical properties in numerous other systems such as lasers, polymers, particle suspensions, quantum electronic systems, molecular motors, finance, and collective cell motions in biology; see, e.g., [30, 44, 47] .
The main properties of the solution to (1.1) are the nonnegativity principle, the Both properties (1.2) and (1.4) are implied by the strict maximum principle; i.e., if (1.5) c 1 = min f 0 e U , c 2 = max f 0 e U , then f (t, x)e U ∈ [c 1 , c 2 ] for any x ∈ B and t > 0. These properties are also naturally desired for numerical methods solving (1.1). In this paper, we develop such a method. This paper is also the continuation of our project, initiated in [39] , of developing high order entropy-satisfying numerical methods for the finitely extensible nonlinear elastic (FENE) dumbbell model of polymers. The microscopic FENE model under homogeneous fluids subject to proper rescaling may be described by
where b denotes the maximum spring extension, the d-dimensional connector vector x lies in a ball B = B(0, √ b), and κ is the velocity gradient matrix with Tr(κ) = 0. The main difficulty in solving (1.6) is that the equation is singular at the boundary [35, 37] , which presents numerous challenges, both analytically and numerically. A general discussion of this problem and background references are given in the introduction of [40] .
If κ is symmetric, (1.6) can be written as (1.1) with the modified FENE spring potential [53] , (1.7) U (x) = − b 2 log 1 − |x|
In the limit of b → ∞, it reduces to (1.8)
which corresponds to the well-known Hookean potential. It is very difficult to obtain a high order accurate scheme satisfying a strict maximum principle in the sense that the numerical solution never goes out of the range [c 1 , c 2 ]e −U for (1.1). Our approach, following [39] , is to explore the following reformulation in terms of g = f /M with the equilibrium M = e −U :
(1.9)
for which the maximum principle (1.5) reduces to (1.10) c 1 ≤ g 0 ≤ c 2 =⇒ c 1 ≤ g(t, x) ≤ c 2 ∀t > 0, while the mass conservation needs to be measured by B M (x)g(t, x) dx = constant. As for the configurational discretization, we explore a high order discontinuous Galerkin (DG) method based on formulation (1.9). The DG method is a finite element method using a completely discontinuous piecewise polynomial space for the numerical solution and the test functions. The application of DG methods to first order hyperbolic problems has been quite successful; see [46] for solving linear equations and [16, 17, 18, 19] for solving quasilinear hyperbolic conservation laws. However, the application of DG methods to diffusion problems has been a challenging task because of the subtle difficulty in defining an appropriate numerical flux for the solution gradient; see the earlier works [1, 4, 54] using the interior penalty (IP) method. In the past decade there has been a renewed interest in developing DG methods to solve the diffusion problem, including the method originally proposed by [5] for compressible Navier-Stokes equations, its generalization called the local discontinuous Galerkin (LDG) methods introduced in [20] and further studied in [10, 21, 22] , and the method introduced by [6] and [43] . We refer the reader to [2] for the unified analysis of DG methods for elliptic problems and background references for the IP methods. The direct discontinuous Galerkin (DDG) methods introduced in [36, 38] adopt a different strategy, which is to solve the higher order PDE directly by the DG discretization with the special numerical flux for the solution gradient, yet without rewriting the equation into a first order system. There are other recent works sharing the direct feature, such as, e.g., [15, 27, 52] . More general information about DG methods for elliptic, parabolic, and hyperbolic PDEs can be found in the recent books and lecture notes [28, 34, 48, 50] .
One main advantage of the DG method was the flexibility afforded by local approximation spaces combined with the suitable design of numerical fluxes crossing cell interfaces. Following the methodology of the DDG method proposed in [36, 38] , an entropy-satisfying DG method for the Fokker-Planck equation (1.6) was developed in [40] using the relative entropy based on (1.9). The developed method ensures that the steady state is preserved at the discrete level. The focus of this paper is to obtain a discrete version of (1.10) so that the resulting DG scheme will also preserve the steady state and provide a satisfying long-time behavior of numerical solutions.
The difficulty of solving the Fokker-Planck equation has led to numerous approximate methods such as the finite difference schemes [7, 9, 11, 23, 24, 25] , the finite volume schemes [8, 39] , and the finite element schemes [32, 33, 51] . These schemes are built in such a way that the main physical properties are conserved at a discrete level. Successful high order numerical schemes for solving (1.1) include the entropysatisfying DG method [40] and the spectral Galerkin methods [12, 13, 14, 31, 49] for the Fokker-Planck equation of the FENE model. Although these schemes are nonlinearly stable in numerical experiments and some of them can be proved to be entropy stable, they do not in general satisfy a strict maximum principle.
Recently a maximum-principle-satisfying framework has been established for scalar conservation laws in [56] . The main idea in their work is to find a sufficient condition to preserve the positivity of the cell averages by repeated convex combinations, so that DG methods with some scaling limiter satisfy the maximum principle for scalar conservation laws. Unfortunately, the approach cannot be applied to second order PDEs such as (1.9) in a straightforward manner. For convection-diffusion equations a nonconventional technique was introduced in [55] to design a high order maximumprinciple-satisfying finite volume scheme. Yet, as pointed out in [57] , it is not obvious how to generalize this nonconventional technique to DG methods. The maximum-principle-satisfying DG scheme on triangular meshes was subsequently proposed in [57] , while the scheme is only second order accurate (k = 1).
In this paper, we develop up to third order accurate maximum-principle-satisfying schemes for one-and multidimensional Fokker-Planck equations, in the sense that the numerical solution never goes out of the range [c 1 , c 2 ]e −U of the initial condition. Our scheme uses the simple Euler forward, allowing for easy and practical implementation and easy generalization from one to many dimensions. The scaling limiter introduced in [42, 56] is modified based on the weighted cell averages to control the maximum/minimum of the reconstruction polynomials.
The major difficulty in constructing a maximum-principle-satisfying scheme is to maintain the property that the weighted cell average of g remains in [c 1 , c 2 ]e −U during the time evolution, without destroying accuracy. The novelty of this work is to establish a procedure with some special spatial discretization of (1.9) to satisfy the maximum principle.
Let us illustrate the idea using the simplest one-dimensional equation
) ,
|. So a conservative finite volume scheme with Euler forward time discretization has the form
where ∂ x g j+ is an approximation to ∂ x g at x j+ 1 2 . The monotonicity with respect to selected point values seems to be achievable only for first order approximations; see section 2.1. In this work we are able to achieve the third order accuracy while still preserving the desired bound mainly because we use special numerical fluxes which, in the one-dimensional case, are of the form
where [·] denotes the jump of g and {·} the average of g crossing the cell interface. This flux formulation is introduced in [36, 38] for solving the diffusion problem, while the scheme was shown to be L 2 stable for some choices of parameters (β 0 , β 1 ). In the present work, parameters (β 0 , β 1 ) are essentially used to guarantee the existence of some controlled points in each cell so that the numerical solutions preserve both the mass and the desired bounds after time evolution and a reconstruction using the same controlled point values. More precisely, our procedure includes two crucial ingredients:
1. Decompose the weighted cell average of polynomials of degree k in terms of k + 1 controlled points in each cell with positive coefficients. These points form a test set S j in each cell I j , over which the decomposition appears as
whereω i , depending on M (x) and k, can be made positive for some (β 0 , β 1 ).
2. Represent the numerical flux (1.12) in terms of solution values at the same controlled points from two neighboring cells in the following way:
The coefficients α i + and α i depend only on k and can be made positive through choices of parameters (β 0 , β 1 ) for k ≤ 2. The above procedure when inserted into (1.11) enables us to show that, under a suitable Courant-Friedrichs-Lewy (CFL) condition, the simple Euler forward will keep the property g n j ∈ [c 1 , c 2 ] if we use the DG polynomials, thus maintaining uniform k + 1th order accuracy. The proposed limiter based on the weighted cell average replaces the definition of maximum and minimum in each cell by those on a test set S j of k + 1 points, so we can easily implement it for polynomials of degree k.
The main conclusion of this paper is as follows: by applying the limiter or the simplified version, which avoids the evaluation of extrema of polynomials, to a DG scheme solving one-or multidimensional Fokker-Planck equations, with the time evolution by the strong stability preserving (SSP) Runge-Kutta method, we obtain a third order accurate scheme solving (1.1) with the strict maximum principle in the sense that the numerical solution never goes out of the range [c 1 , c 2 ]e −U dictated by the initial data (1.5).
The paper is organized as follows: in section 2, we first describe our DG scheme based on the nonlogarithmic Landau formulation (1.9). In section 3, we prove the maximum principle for up to third order schemes in one space dimension. In section 4, we provide a straightforward extension to two space dimensions on rectangular meshes for the third order scheme. Section 5 contains an implementation algorithm using the linear scaling limiter. In section 6, numerical tests for the DG method will be reported, including examples from the heat equation, the Hookean, and the FENE model in dumbbell polymer models. Concluding remarks are given in section 7.
2. DG formulation. Following [39] , we reformulate the Fokker-Planck equation (1.1) by finding f = M g with g satisfying
where M (x) = e −U(x) is an equilibrium solution. Let B be partitioned into nonoverlapping uniform rectangular cells I α with ∪I α = B ⊂ R d , where α is the d-dimensional index. We define the finite element space V k h as
where P k (I α ) denotes the space of polynomials of degree up to k on I α . The semidiscrete DG scheme is to find g h ∈ V k h such that for any I α ∈ B and
where ν is the outward normal direction on the boundary ∂I α and {g h } denotes the average of the trace of numerical solutions on the interface from within the cell and the neighboring cell. The "hat" term is the numerical flux to be chosen, and the boundary contributions are taken to be zero to incorporate the zero flux condition. The initial data are generated by the weighted L 2 projection
The numerical solution to the original Fokker-Planck equation is then obtained by
Crucial for the L ∞ stability as well as for the accuracy of the DG method is the choice of the numerical flux ∂ ν g h defined at the cell interfaces ∂I α . The guiding principle is that the flux is chosen in such a way that it depends only on the neighboring polynomials and that it (i) is consistent with ∂ ν g when g is smooth, (ii) is conservative in the sense that the flux is single valued on ∂ α I, (iii) ensures the positivity preserving property, and (iv) enforces the high order accuracy of the method. Numerical fluxes will be given below for both one-and two-dimensional problems.
2.1. One-dimensional case. We begin with the one-dimensional case for B = [0, 1], partitioned by = jh and the center of the cell is
The DDG method is as follows:
The boundary contributions at j = 1 2 and j = N + 1 2 are taken to be zero to incorporate the zero flux condition. We denote by g + and g − the value of g at a cell interface from the right cell and from the left cell, respectively. The jump of these two values,
The numerical flux is chosen as follows:
The form (2.5) makes the numerical flux adopted in (2.4) both consistent and conservative. The algorithm is well defined once the parameters (β 0 , β 1 ) are chosen.
Two-dimensional case.
We now formulate a DG method for multidimensional problems. Here we present schemes for only the two-dimensional case with
subject to the initial condition g(0, x, y) = g 0 (x, y) and zero flux boundary conditions
= 0.
For simplicity, we adopt a uniform rectangular mesh where B = ∪I i,j with
where the mesh sizes ∆x =
Zero flux is chosen at the boundary ∂B to incorporate the boundary condition.
A two-dimensional disk.
For the dumbbell polymer models, we shall use polar coordinates to design the numerical method. For instance, when d = 2, we change the variables (x, y) to (r, θ) by r = x 2 + y 2 and θ = arctan y x .
Then the domain B(0,
subject to the zero flux M ∂ r g| r= √ b = 0 and periodic condition g(t, r, θ) = g(t, r, θ + 2π). We obtain the following DG scheme:
Correspondingly, we impose a zero flux boundary condition at r P + . At r 1 2 no flux needs to be defined since rM = 0.
3. Positivity preserving schemes. We consider the Euler forward temporal discretization of (2.4),
where g n h is the approximation to g(t n , x). We introduce the notation
This notation when applied to g h is understood as
Taking v| Ij = 1 in (3.1), we have
, where λ = ∆t h 2 is the mesh ratio. Assuming that g n h j ≥ 0 for all j's, we would like to derive some sufficient conditions such that g n+1 h j ≥ 0 under certain CFL conditions on λ.
3.1. The first order scheme. In [39] , we showed the unconditionally positivity preserving property for the implicit time discretization. For the explicit time discretization, the positivity preserving property holds only under suitable CFL conditions on the mesh ratio λ, as illustrated below.
When k = 0, g h is a constant on each cell I j which is exactly g j = g h j 1 j
. We take the numerical flux
so that the first order scheme has the form
It follows that
We therefore immediately have the strict maximum principle. Theorem 3.1. Consider the fully discrete scheme (3.4).
provided λ ≤ λ 0 with
3.2. The second order scheme. For higher order schemes, it is known to be difficult, if not impossible, to achieve the nonnegativity by mere restrictions on the mesh ratio. Our idea is to realize the positivity preserving property by identifying a range of pairs (β 0 , β 1 ) together with the CFL condition. This strategy works if in addition we assume g 
under the CFL condition λ ≤ λ 0 defined below in (3.9).
Proof.
Hence the weighted average becomes
are positive for γ satisfying the first inequality in (3.5). Moreover, β 0 ≥ 1 ensures the existence of γ such that both inequalities in (3.5) hold. We next express the numerical flux in terms of solution values over the test set
where
Notice that with γ satisfying (3.5), we have
Then substitution of (3.7) and (3.8) into (3.3) gives 
Upon simplification,
Remark 3.1. From (3.5) we see that one can always set γ = 1; however, such a choice would require g n h (x) ≥ 0 for all x. In practice, we prefer to choose a smaller γ so that positivity on a subset is sufficient to update the positivity preserving scheme. This point will become clearer after we introduce the reconstruction in section 3.4. We first present a method of decomposition for the weighted average of polynomials of degree 2. For any p ∈ P 2 ([−1, 1]) and γ ∈ (−1, 1), the unique interpolation of p at three points {−1, γ, 1} gives the following:
This gives the following identity for the weighted average:
We shall use the notation
Note that we shall use · j later, when distinguishing the weighted average by each cell becomes necessary. Regarding the positivity of the coefficients given in (3.13), we have the following result. Proof. We first show that the interval (a, b) is within (−1, 1) and not empty. Since ξ 2 < 1 and 1 ± ξ > 0, we have
Using the Hölder inequality,
Hence b − a > 0. Next we show positivity ofω i : from (3.13) it follows thatω 2 > 0 unconditionally and
The above positive decomposition enables us to obtain the following result for the third order scheme.
Theorem 3.4 (k = 2). The scheme (3.
with γ satisfying
under the CFL condition
for some λ 0 defined in (3.24) below.
Proof. We present the proof in three steps.
Step 1. Weighted integral decomposition. Set Step 2. Flux representation. In order to express the numerical flux in terms of solution values over the set S j , we use the following derivatives from (3.10):
Using (3.20), we have
, where
Similarly,
It is easy to verify that (3.16) ensures α i (±γ) ≥ 0 for i = 1, 2. For α 3 (γ) we have
In a similar manner, we can verify α 3 (−γ) ≥ 0.
Step 3. Monotonicity under some CFL condition. We now substitute (3.19) and (3.22) into (3.3) to obtain 
Using the fact thatω 
) .
(3.24)
Remark 3.2. The above positivity preserving property indicates that the use of β 1 ensures the existence of γ satisfying both inequalities in (3.17) . In particular, the option β 1 = 1 4 works for any mesh and will be tested in our numerical simulation later.
Remark 3.3. For a fixed mesh, it may be necessary to choose different γ for each cell since N j=1 (a j , b j ) can be empty. Remark 3.4. Indeed, Theorem 3.4 remains valid if we use the following test set:
with γ j satisfying
In the proof, we need to track the dependence of coefficients on the γ j 's. In such a case, the cell average (3.3) is given by
The coefficients of {p(−1), p(γ j ), p(1)} being nonnegative gives the modified CFL number λ 0 .
Remark 3.5. The CFL conditions are much more restrictive than the commonly used ones. Nevertheless, they are sufficient rather than necessary conditions to preserve the positivity of solutions. Therefore, in practice, these CFL conditions are strictly enforced only in the case when the positivity preserving property is violated.
3.4.
A scaling limiter. Theorems 3.2 and 3.4 tell us that for scheme (3.1), we need to modify g n h such that it is nonnegative on S j . To begin with, we will show an approach so that the modified g n h ≥ 0 on I j pointwise. Let g h ∈ P k (I j ) be an approximation of a smooth function g(x) ≥ 0 with the weighted cell average defined byḡ
Following the idea of the scaling limiter by [56] , we define the scaled polynomial by
It is easy to check that the cell average ofg h is stillḡ j andg h ≥ 0 in I j . Following [56] , we have the next lemma. Lemma 3.5. Ifḡ j > 0, then the modified polynomial is as accurate as g h in the following sense:
where C k is a constant depending on the polynomial degree k and the weight function M . Proof. We need only consider the case when η =ḡ 1] . It suffices to show the boundedness of
where P k 0 denotes the finite dimensional linear space which consists of all the polynomials in P k (I) that satisfy
. Using this expression, we have
Notice that F (a) = 0 if and only if a = 0. Therefore, the minimum of F (a) exists and is positive as long as we can show that F (a) is a continuous function on the sphere S k−1 . Let a, b be any two vectors in S k−1 . Then, using a = (a − b) + b, we have
Therefore,
The continuity of F (a) on S k−1 implies that min a∈S k−1 F (a) > 0. Hence
where C k depends on k and implicitly on M through the basis function φ. The proof of (3.28) is now complete. Remark 3.6. Since we need only control the values at the points in S j , we could replace (3.27) by 
Furthermore, Lemma 3.5 remains valid with this less restrictive limiter; i.e., we have
where C k is still given by (3.29), yet with F (a) = max ξ∈{−1,γ,1} a T φ(ξ). Remark 3.7. The optimal error estimate of the semidiscrete DDG method for convection-diffusion equations has been established in [41] by introducing some global projection. The approach applies well to (2.4) and (2.6), and the optimal order can be obtained as long as the needed weighted global projection is of (k + 1)th order accuracy for polynomials of degree k. Lemma 3.5 establishes that the reconstructed polynomial is as accurate as the original polynomial. Our numerical results based on this reconstruction are excellent. It would be interesting to analyze how the reconstruction error will accumulate in time.
3.5. The maximum-principle-satisfying property. It is known that the nonnegativity principle is implied by the following maximum principle for the FokkerPlanck problem:
which in terms of f is equivalent to (1.5). The following result shows that scheme (3.3) is also bound preserving under the same sufficient conditions. More precisely, we have the following theorem.
Theorem 3.6 (k = 2). The scheme (3.3) with
is bound preserving, namely, c 1 ≤ḡ in [c 1 , c 2 ] on the set S j 's where
with γ satisfying a j < γ < b j and |γ| ≤ 8β 1 − 1, (3.32) under the CFL condition
for some λ 0 defined in (3.24).
Proof. Note that (3.23) is nondecreasing in the point values p(±1), p(γ), p ± (±1), p ± (γ); hence when these values are replaced with the lower and upper bounds c 1 and c 2 , respectively, we have
since the terms with α i 's are cancelled out. Moreover, the sum ofω's is 1 j . Therefore,
This result tells us that for scheme (3.1), we need to modify g n h so that it is in [c 1 , c 2 ] on S j . We can use the following scaling limiter:
Then the modified polynomialg h (x) satisfies c 1 ≤g h (x) ≤ c 2 and g h j =ḡ j 1 j .
Moreover, it can be shown (following the proof of Lemma 3.5) that if c 1 ≤ḡ j ≤ c 2 , then the above scaling limiter does not destroy the accuracy. Therefore, we get the revised scheme of (3.3),
A detailed implementation algorithm will be given in section 5.
4. Two-dimensional extensions.
A rectangular domain.
We consider the Euler forward temporal discretization of (2.6):
We introduce the following notation: (4.2)
With this notation, we have
where − denotes the average integral. We obtain the cell average update from (4.1) with v = 1,
where λ x = ∆t (∆x) 2 and λ y = ∆t (∆y) 2 . Let λ = λ x + λ y , and decompose g n h ij as
so that (4.4) can be rewritten as
The two integrals in (4.5) can be approximated by quadratures with sufficient accuracy. Let us assume that we use a Gauss quadrature with L ≥ k+2 2 points, which has accuracy of at least O(h k+2 ). Let ], respectively. The subscript σ will denote the index of the Gauss quadrature points and the ω σ 's are the quadrature weights at the quadrature points so that
Using the quadrature rule on the right-hand side of (4.5), we obtain the following scheme:
Applying the one-dimensional result in Theorem 3.4 to both H 1 (y σ j ) and H 2 (x σ i ), we can establish the positivity preserving result for the two-dimensional case. Here we show only the case when k = 2. Let (4.10)Ŝ
denote the test set on [x i− ], respectively, with γ x , γ y satisfying
Here we have used the notation
We want to find sufficient conditions for the scheme (4.1) to satisfy g n+1 h ij ≥ 0. We use ⊗ to denote the tensor product and define (4.12)
We can now state our two-dimensional result. Theorem 4.1 (k = 2). Consider a two-dimensional scheme (4.9) satisfied by the weighted cell averages of the DG method (4.1) on rectangular meshes, associated with the approximation DG polynomials g n ij (x, y) of degree k, with (β 0 , β 1 ) chosen so that
where λ 0 is as given in (4.13) below. Proof. It is easy to check that g 
where we have used (3.13) forω, (3.21) for α i , (3.24) , and notation (4.11). In an entirely similar manner, we obtain that for each quadrature point x ∈ S 
The proof is thus complete if we take 
We use the modified polynomialg h (x, y) instead of g h (x, y),
where ζ ij = min (x,y)∈Sij g h (x, y). It is also straightforward to prove the high order accuracy of this limiter following the proof of Lemma 3.5. For the maximum principle to be satisfied, we need a modified limiter (4.14) with 5. Implementation details. The fact that we only require g n h to be nonnegative at certain points can reduce the computational cost a great deal. To illustrate, we only present the algorithm for the one-dimensional case. Instead of finding the minimum of g h on the whole computational cell I j , we take the minimum only on the test set S j .
Given the weighted L 2 projection g 0 h computed from the initial data g 0 (x), the algorithm is stated below:
1 . This algorithm with forward Euler time discretization can be extended to higher order ODE solvers. Following [56] , we can apply the SSP Runge-Kutta method for higher order time discretizations, which are a convex linear combination of the forward Euler. The desired positivity preserving property is ensured under a suitable CFL condition.
To maintain the maximum-principle-satisfying property, we need to modify the reconstruction step in the following manner: 6. Numerical tests. In this section, we will demonstrate the accuracy of the proposed numerical schemes, discuss the effects of the parameters (β 0 , β 1 ) and γ, and show the entropy-satisfying property of numerical solutions. We test on two types of problems; one is with the zero potential, such as in the scalar diffusion equation; the other is with the Hookean or the FENE spring potential arising in the dumbbell model of polymers.
6.1. Accuracy tests. Let f (t n , x) and f n h (x) = M (x)g n h (x) be the exact solution and numerical approximations, respectively. We define the L ∞ and L 2 errors for d = 1 in the following way:
These definitions may be extended to multidimensional cases in a straightforward manner. When the exact solution is unavailable, we take a numerical solution with refined mesh as the reference solution. For the Gaussian quadrature rule, we choose L = 16 through all the examples. Example 1 (the heat equation). Consider the heat equation f t = f xx , subject to the initial data f 0 (x) = 1 + cos(πx), x ∈ [0, 1], and zero flux ∂ x f = 0 at x = 0 and x = 1. The exact solution is f (t, x) = 1 + e −π 2 t cos(πx). Table 1 The accuracy test of the P 1 approximation on a uniform mesh in the one-dimensional space. β 0 = 2, γ = 0.75, ∆t = 0.5h 2 λ 0 at final time t = 0.5. Table 2 The accuracy test of the P 2 approximation on a uniform mesh in the one-dimensional space. Tables 1 and 2 show the optimal order of convergence of the algorithm in section 5 with (3.1) for k = 1, 2.
The two-dimensional heat equation subject to the initial data The accuracy test is given in Table 3 , which shows the optimal order of convergence of the algorithm in section 5 using (4.1). Example 2 (effects of the parameters (β 0 , β 1 ) and γ). For the heat equation, (3.14) gives
The restriction (3.17) on γ is thus reduced to
Table 4
The effects of the parameter β 0 for the P 2 approximation in the one-dimensional space. β 1 = 0.25, γ = 0.33, ∆t = 5 × 10 −7 at final time t = 0.5. This implies that for
, we need to take |γ| ≤ 8β 1 − 1. But for
, one may take any γ as long as |γ| ≤ Table 4 shows the results with the same γ = 0.33 but different β 0 , indicating that β 0 needs to be larger than a threshold to ensure the optimal order. Table 5 The effects of the parameter γ for the P 2 approximation in the one-dimensional space. β 1 = 0.25, ∆t = 10 −5 at final time t = 0.1. We remark that β 1 is the key quantity that determines the range of γ. If γ is already chosen satisfying (6.1), then β 1 can be any number satisfying
Our numerical tests indicate that using different β 1 in this range does not seem to affect the numerical performance in any noticeable way. However, for the same chosen γ, using larger β 0 does improve the numerical accuracy. We also observe that λ 0 is proportional to β −1 0 , so smaller β 0 implies a larger time step. The results in Table 5 tell us the following two phenomena. (1) A natural choice is γ = 0; however, with such choice a more restrictive ∆t seems necessary to ensure the expected optimal order of accuracy. The time step 1e − 06 used in Table 5 is much smaller than the time step given by the derived CFL condition in Theorem 3.4. (2) The algorithm with bigger |γ| < 1/3 allows a larger time step; hence the computation is faster.
In the examples to follow, the numerical results are produced by using a normalized initial data Cf 0 such that C B f 0 (x)dm = 1.
Example 3 (the dumbbell model for polymers). We consider the FENE dumbbell polymer model (1.6), which is problem (1.1) with the FENE potential (1.7).
In the one-dimensional case with κ = 0, we test the FENE potential
and also the Hookean potential
In order to compare the two cases, the latter test is also set in the ball B(0, √ b), subject to the zero flux boundary condition.
Here the following initial data are considered: Table 7 The accuracy test of the P 2 approximation on a uniform mesh for the one-dimensional case. b = 36, (β 0 , β 1 ) = (2, 0.25) at final time t = 0. Tables 6 and 7 show the optimal order of convergence with k = 1, 2 for the one-dimensional dumbbell model. Table 8 The relative entropy of the P 2 approximation on a uniform mesh N = 20 × 20. f 0 (x, y) = (1 − Table 9 The relative entropy of the P 2 approximation on a uniform mesh N = 20 × 20. f 0 (x, y) = (1 − In the two-dimensional case we test two different initial data. From Tables 8 and  9 , we observe that the discrete relative entropy
2 dxdy is decreasing to 1, which indicates the approach of the numerical solution to the equilibrium. As is known for the FENE model, one of the main challenges is the boundary singularity, which makes it extremely difficult to control the ratio f /f eq near the boundary; see, e.g., [3, 29] . Figures 1 and 2 are the graphs of the numerical solutions at different times, in which the range for g = f /f eq is very well preserved. This indicates that the boundary behavior is satisfactorily captured with the method presented in this work. We should point out that with the reformulation in terms of g, the use of an explicit ODE solver can impose some severe restrictions on the time step. Therefore, we only computed our numerical solutions up to a relatively short time.
7. Concluding remarks. In this paper, we have proposed up to third order DG schemes which can be proven maximum-principle-satisfying for linear Fokker-Planck equations. We also show an extension to two dimensions, with an application to the two-dimensional polymer models on a disk. We have tested both second and third order DG schemes and clearly observed the strict maximum principle in all these tests. Even though the CFL condition derived to preserve the maximum principle is very small compared to those for finite volume schemes, we emphasize that it is not a necessary condition. To save computational costs, one can strictly enforce the CFL conditions only when a precalculation with a usual time step produces overshoot or undershoot. It would be interesting to generalize the result to implicit time marching schemes.
