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Undoped graphene in a strong, tilted magnetic field exhibits a radical change in conduction upon
changing the tilt-angle, which can be attributed to a quantum phase transition from a canted
antiferromagnetic (CAF) to a ferromagnetic (FM) bulk state at filling factor ν = 0. This behavior
signifies a change in the nature of the collective ground state and excitations across the transition.
Using the time-dependent Hartree-Fock approximation, we study the collective neutral (particle-
hole) excitations in the two phases, both in the bulk and on the edge of the system. The CAF has
gapless neutral modes in the bulk, whereas the FM state supports only gapped modes in its bulk.
At the edge, however, only the FM state supports gapless charge-carrying states. Linear response
functions are computed to elucidate their sensitivity to the various modes. The response functions
demonstrate that the two phases can be distinguished by the evolution of a local charge pulse at
the edge.
PACS numbers: 73.21.-b, 73.22.Gk, 73.43.Lp, 72.80.Vp
I. INTRODUCTION
Graphene subject to a perpendicular magnetic field
exhibits a quantum Hall (QH) state at ν = 0. While
such a state can exist in the noninteracting model with
a Zeeman coupling, the ν = 0 state in experimental
samples is believed to be driven by electron-electron
interactions1–14. In such a hypothetical interacting state
the bulk gap in the half-filled zero Landau level would
be associated with the formation of a broken-symmetry
many-body state. The variety of different ways to spon-
taneously break the SU(4) symmetry in spin and valley
space suggests an enormous number of potential ground
states15–21.
Recent experiments seem to see two such ν = 0
states22,23, with a phase transition between them tuned
by changing the Zeeman coupling strength. In these ex-
periments, the perpendicular field B⊥ is kept fixed while
the Zeeman coupling is tuned by changing the parallel
field B‖. Being at ν = 0, both states naturally show
σxy = 0. At low Zeeman coupling, the sample has a
vanishing two-terminal conductance, indicating that its
state is a “vanilla” insulator, whereas beyond a certain
critical Zeeman coupling, the sample has an almost per-
fect two-terminal conductance of 2e2/h, suggesting that
it is in a quantum spin Hall state with protected edge
states.
The most plausible interpretation of these experiments
is in view of a theoretical work of Kharitonov18,24, which
predicted a T = 0 quantum phase transition from a
canted antiferromagnetic (CAF) (the “vanilla” insulator)
to a spin-polarized ferromagnetic (FM) quantum Hall-
like state tuned by increasing the Zeeman energy Ez to
appreciable values. The behavior of the two-terminal
conductance is explained by the nature of the edge
modes25–30 of the two zero-temperature phases. Previ-
ous investigations have shown that the FM state has a
fully gapped bulk, but supports gapless, helical, charged
excitations at its edge31–34. In analogy with the quan-
tum spin Hall (QSH) state in two-dimensional topological
insulators35,36, the gapless edge states of the FM state are
immune to backscattering by spin-conserving impurities
due to their helical nature: right and left movers have
opposite spin flavors.
While Kharitonov’s proposal is consistent with the
transport experiments, there has been no direct exper-
imental confirmation of the nature of the two phases.
In particlar, alternatives, such as a Kekule-distorted
phase37, are potential ground states for the low-Zeeman
“vanilla” insulator.
One of our motivations in this study is to find physi-
cally measurable quantities in both phases, both at the
edge and in the bulk, that provide characteristic signa-
tures of each phase. In a previous paper27, the present
authors studied an extension of Kharitonov’s model (to
include spin-stiffness) in the Hartree-Fock (HF) approx-
imation. We showed, using a simple model of the edge,
that a domain wall is formed near the edge. This domain
wall entangles the spin and valley degrees of freedom,
and leads to a single-particle spectrum which is gapped
everywhere. In the bulk of the FM state, the spins in
both valleys are polarized along the total field, which
we will call ↑ for convenience. Deep into the edge, the
state must have vacuum quantum numbers, and so must
be a singlet. The domain wall is the region where the
spin rotates continuously from being fully polarized to
being a singlet, thus acquiring an XY -component in spin
space. At the level of HF, this appears as a spontaneous
broken symmetry and an order parameter. Fluctuations
about HF will restore the symmetry in accordance with
the Mermin-Wagner theorem.
In the FM phase, the low-energy charged excitations
2of the system are gapless collective modes associated
with a 2π twist of the ground-state spin configuration
in the XY -plane27,32. This spin twist is imposed upon
the position-dependent Sz associated with the DW, thus
creating a spin texture, with an associated charge that
is inherent to QH ferromagnets38,39. Gapless 1D modes
associated with fluctuations of the DW (which can be
modeled as a helical Luttinger liquid33) carry charge and
contribute to electric conduction. In contrast, the CAF
phase is characterized by a gap to charged excitations
on the edge25,26, and a broken U(1) symmetry in the
bulk (associated with XY -like order parameter) imply-
ing a neutral, gapless bulk Goldstone mode. As we have
shown in our earlier work27, a proper description of the
lowest energy charged excitations of this state involves a
coupling between topological structures at the edge and
in the bulk, associated with the broken U(1) symmetry.
In this paper we will carry forward our previous anal-
ysis, and focus on the behavior of the collective particle-
hole excitations in both phases, which we compute in
the time-dependent Hartree-Fock (TDHF) approxima-
tion. Our goal is three-fold: Firstly, we want to verify
that the charged edge modes we proposed in previous
work can be seen in particle-hole excitations as well. Sec-
ondly, we will find experimental signatures of the two dif-
ferent phases in the bulk as well as at the edge. Thirdly,
we want to compute a set of parameters that we can use
to build an effective theory of the edge.
The plan of this paper is as follows: In Section II we
will define our notational conventions and review the HF
calculation of our previous work. In Section III we will
present the TDHF formalism and general expressions for
the spectral densities of various correlation functions. In
Section IV we will present our results, giving particu-
lar emphasis to the experimental signatures of the bulk
and edge collective modes. We end with conclusions and
discussion in Section V.
II. HAMILTONIAN AND HARTREE-FOCK
APPROXIMATION
We start with some notational conventions. In the n =
0 Landau level of graphene, there are two spin (↑ and ↓)
and two valley (K andK ′) degrees of freedom. In Landau
gauge, we can label the orbital part of the single-particle
states by X = kl2, where k is the wavevector in the y-
direction. We order our four-component fermion destruc-
tion operators as ~ck = (cK↑,k, cK↓,k, cK′↑,k, cK′↓,k)T .
(Note that throughout this paper, operator quantities
are indicated by boldface type.) We define Pauli matri-
ces σ acting in the spin space and τ acting in the valley
space with σ0 = τ0 = I (the identity matrix), and define
ℓ =
√
~
eB⊥
as the magnetic length. With these nota-
tions the Hamiltonian (first proposed by Kharitonov18)
becomes
H =
πℓ2
L2
∑
k1,k2,~q
∑
a=0,x,y,z
e−
(qℓ)2
2 ei(Φ(k1,~q)+Φ(k2,−~q) : ga~c
†
k1−qyτa~ck1~c
†
k2+qy
τa~ck2 : −
∑
k
Ue(k)~c
†
kτx~ck − EZ
∑
k
~c †kσz~ck,
(1)
where L is the linear size of the system and Φ(k, ~q) =
ℓ2(−qxk − 12qxqy).
Note that the SU(4) symmetric g0 term in the model
does not affect the groundstate phase of the system, and
was not included in Ref. 18. It is added here to sim-
ulate the spin/valley stiffness that we expect from the
long-range Coulomb interaction. We have followed the
common device of modelling the edge as a smooth po-
tential that couples to τx, forcing the ground state to be
an eigenstate of τx deep inside the edge. Furthermore,
gx = gy ≡ gxy < 0, and gz > |gxy| as required for the sys-
tem to be in the CAF or FM groundstates. Throughout
this paper we will present results for the representative
values g0 = 5, gz = 0.5, gxy = −0.1. We have checked
that other values do not qualitatively alter the results.
In previous work27, we carried out a numerical static
HF study, allowing all possible one-body expectation
values27. The results can be expressed as follows: The
HF single-particle states in the lowest Landau level (LLL)
are entangled combinations of spin and valley character-
ized by two angles we label ψa and ψb. In the bulk these
angles are equal to each other and constant, but near the
edge they differ from each other and vary with k. The
states may be parameterized in the form
|a〉 = 1√
2
(
cos ψa2 ,− sin ψa2 , cos ψa2 , sin ψa2
)T
,
|b〉 = 1√
2
(− cos ψb2 , sin ψb2 , cos ψb2 , sin ψb2 )T ,
|c〉 = 1√
2
(
sin ψa2 , cos
ψa
2 , sin
ψa
2 ,− cos ψa2
)T
,
|d〉 = 1√
2
(
sin ψb2 , cos
ψb
2 ,− sin ψb2 , cos ψb2
)T
. (2)
Defining g⊥ = |gxy|, in the bulk the values of ψa =
ψb = ψ are given by cosψ =
EZ
2g⊥
for EZ < EZc, while
ψ = 0 for EZ > EZc. The quantum phase transition
occurs at EZc = 2g⊥ = 0.2 in our units. Fig. 1 shows
the variation of these angles as a function of distance from
the edge. The bulk is at negative values of X = kℓ2, and
the edge potential linearly rises from k = 0 to a maximum
value of Ue = 5 at kℓ
2 = 3ℓ. In Fig. 1 we have presented
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FIG. 1: (Color online.) Variation of the canting angles ψa,
ψb with guiding center X (in units of ℓ), in the presence of an
edge near X = 0. The critical Zeeman energy is Ecz = 0.2.
the angles for four values of the Zeeman energy, two in
the CAF phase and two in the FM phase.
As the system approaches the transition from the FM
side, there is a divergent length scale
ξ =
√
g0 + gz − 3gxy
EZ + 2gxy
, (3)
so that the edge effectively “expands” into the bulk. In
the CAF phase, as noted in the introduction, there is
a spontaneously broken symmetry (which can occur in
two dimensional systems at T = 0), which implies the
existence of a Goldstone mode30. We will explicitly see
this mode in our TDHF calculations.
Fig. 2 shows the single-particle spectrum in the HF
approximation for EZ = 0.22 on the FM side of the tran-
sition, while Fig. 3 shows it at EZ = 0.18, in the CAF
phase. There is no closing of the gap near the transi-
tion. This may seem counterintuitive, especially on the
FM side, where the noninteracting model would predict a
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FIG. 2: (Color online.) Single-particle energies in the self-
consistent HF state at EZ = 0.22 in the FM phase.
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FIG. 3: (Color online.) Single-particle energies in the self-
consistent HF state at EZ = 0.18, which is in the canted
(CAF) phase. There is no closing of the single-particle gap.
level crossing between states carrying different spin quan-
tum numbers. However, as noted before, this is due to
the spontaneous spin-mixing in HF. Naively, this would
indicate that the collective excitations will be gapped at
the edge in the FM phase. We will see how TDHF “re-
stores” this symmetry and predicts gapless edge excita-
tions in the next section.
III. TIME-DEPENDENT HARTREE-FOCK
FORMALISM
The TDHF approximation consists of diagonalizing the
Hamiltonian [Eq. (1)] in the Hilbert space of particle-
hole excitations. When used in conjunction with the HF
approximation, it is “conserving”42, which means that
its results, though approximate, respect the symmetries
of the underlying Hamiltonian, even if the HF solution
breaks it.
Let us briefly go through the TDHF for the bulk.
A. Time-Dependent Hartree-Fock approximation
in the bulk
The first step is to go to the basis in which the HF
Hamiltonian is diagonal. In the bulk this is independent
of k. Let us call the unitary matrix that carries out this
basis change U . Explicitly, in terms of ψa, ψb, we have
U =


cos ψa2 − cos ψb2 sin ψa2 sin ψb2
− sin ψa2 sin ψb2 cos ψa2 cos ψb2
cos ψa2 cos
ψb
2 sin
ψa
2 − sin ψb2
sin ψa2 sin
ψb
2 − cos ψa2 cos ψb2

 . (4)
We will refer to the four components of each operator
~ck by superscripts, as c
i
k. The subscript k will be reserved
4for labelling the Landau gauge wavefunctions. The new
operators ~dk are related to the old ones ~ck by
cik = Uijd
j
k (5)
In order to re-express the Hamiltonian in terms of dik
it is convenient to define matrices τ˜a and σ˜a which are
the matrices τ and σ unitarily transformed into the basis
of the ~dk. Recalling that the angles ψa,b = ψ are equal
and constant we obtain
τ˜x = U
†τxU = cosψτzσz + sinψτx,
τ˜y = cosψσy − sinψτyσx,
τ˜z = −τzσx,
σ˜z = cosψτz + sinψτxσz. (6)
Further defining
V˜ijlm =
3∑
a=0
ga
(
τ˜a
)
ij
(
τ˜a
)
lm
, (7)
we rewrite the Hamiltonian as
H =
∑
k
−EZdi†k djk
(
σ˜z
)
ij
+
πℓ2
L2
∑
kk′a~q
e−iqx(k−k
′)ℓ2−(qℓ)2/2ei[Φ(k1,~q)+Φ(k2,−~q)]di†k−qy/2d
l†
k′+qy/2
dmk′−qy/2d
j
k+qy/2
V˜ijlm.
(8)
The Hartree-Fock Hamiltonian is obtained by reducing
the two-body operators to one-body operators by using
the expectation values
〈di †k1d
j
k2
〉 = δk1k2δijNF (i), (9)
where NF (i) = 0 or 1 is the occupation of the state i.
We then have
HHF =
∑
k
d
m †
k d
n
k
(
− EZ σ˜z,mn +
∑
j
NF (j)(V˜mnjj − V˜mjjn)
)
. (10)
In the self-consistent HF state, this one-body hamilto-
nian is diagonal in the d basis with eigenvalues ǫm, with
ǫa = ǫb and ǫc = ǫd. Next, we define magnetoexciton
operators43 with well-defined momentum ~q = (qx, qy) as
Omn(~q) =
√
2πℓ2
L
∑
k
e−iqxkℓ
2
d
m†
k−qy/2d
n
k+qy/2
. (11)
One then takes the commutator [H,Oijk,qy ] which will
contain both one-body and two-body terms; the latter
are reduced to one-body terms using HF expectation val-
ues. After some algebra the final result is
[H,Omn]|HF = (ǫm − ǫn)Omn(~q) + e−(qℓ)
2/2(NF (n)−NF (m))
∑
ij
(
V˜nmij − V˜imnj
)
Oij(~q). (12)
It is clear that the magnetoexciton operators Omn for
which NF (m) = NF (n) will propagate freely and will
decouple from those with NF (m) 6= NF (n). Thus, we
can confine ourselves at each ~q to a set of 8 particle-hole
operators, which we label by the following assignment
to the pair (m,n): (a, c) → 1, (a, d) → 2, (b, c) → 3,
(b, d)→ 4, (d, b)→ 5, (c, b)→ 6, (d, a)→ 7, and (c, a)→
8. We will identify the first four with bosonic destruction
operators aα and the second four with creation operators
a†(−~q). It can easily be checked that, when HF averages
are taken on the right-hand side, the commutators satisfy
bosonic relations
5[aα(~q1), a
†
β(~q2)]|HF = δαβδ~q1~q2 ,
[aα(~q1), aβ(~q2)]|HF = 0 = [a†α(~q1), a†β(~q2)]|HF . (13)
The FM phase is particularly simple since ψ = 0. In
this state the creation and destruction operators do not
mix. Defining the notations ǫ0 = ǫc−ǫa = 2EZ+g0+gz−
2g⊥ and f(q) = e−(qℓ)
2/2 the 4 × 4 matrix of the TDHF
Hamiltonian in the subspace of destruction operators is
H
(+)
TDHF =


−ǫ0 + f(q)(g0 + g⊥) 0 0 −f(q)(gz + g⊥)
0 −ǫ0 + f(q)(g0 − g⊥) −f(q)(gz − g⊥) 0
0 −f(q)(gz − g⊥) −ǫ0 + f(q)(g0 − g⊥) 0
−f(q)(gz + g⊥) 0 0 −ǫ0 + f(q)(g0 + g⊥)

 . (14)
The TDHF Hamiltonian in the subspace of the creation
operators is the same as above, with an overall minus
sign. Diagonalization is trivial, leading to the (positive)
eigenvalues
ω1(q) = 2EZ + (g0 + gz)(1 − f(q))− 2g⊥(1 + f(q)),
ω2(q) = 2EZ + (g0 + gz − 2g⊥)(1− f(q)),
ω3(q) = 2EZ − 2g⊥ + g0(1 − f(q)) + gz(1 + f(q)),(15)
where the last mode is two-fold degenerate. In the
limit q → 0 we see that the first mode has a gap of
ω1(0) = ∆ = 2(EZ − EZc) where EZc = 2g⊥. This
mode becomes critical at the transition. The second
mode has the limit ω2(0) = 2EZ and is the Larmor mode.
Note that the Larmor mode is unrenormalized by inter-
actions, as expected from the translational symmetry of
the system. This works out correctly even though the en-
ergy difference between single-particle eigenstates of the
static HF Hamiltonian with opposite spin are interaction-
dependent, and is an example of how the TDHF approx-
imation preserves symmetries which may be broken in
static HF42.
For the canted phase things are a bit more com-
plicated. The single-particle gap is ǫ0 = ǫc − ǫa =
2EZ cosψ + g0 + gz − 2g⊥ cos 2ψ. The creation and de-
struction subspaces do get mixed by the action of the
TDHF Hamiltonian. However, the matrix is block di-
agonal, with modes 1, 4, 5, 8 mixing among themselves,
while modes 2, 3, 6, 7 mix among themselves separately.
The 4× 4 matrix in the 1, 4, 5, 8 subspace is
H
(1458)
TDHF =


−ǫ0 + f(q)(g0 + g⊥) −f(q)(gz + g⊥ cos 2ψ) 2f(q)g⊥ sin2 ψ 0
−f(q)(gz + g⊥ cos 2ψ) −ǫ0 + f(q)(g0 + g⊥) 0 2f(q)g⊥ sin2 ψ
−2f(q)g⊥ sin2 ψ 0 ǫ0 − f(q)(g0 + g⊥) f(q)(gz + g⊥ cos 2ψ)
0 −2f(q)g⊥ sin2 ψ f(q)(gz + g⊥ cos 2ψ) ǫ0 − f(q)(g0 + g⊥)

 . (16)
This can also be easily diagonalized, with the (positive) eigenvalues being
ω1(q) =
√(
2EZ cosψ + (g0 + gz)(1− f(q))− g⊥(f(q) + (2 + f(q)) cos 2ψ)
)2 − 4(g⊥f(q) sin2 ψ)2,
ω2(q) =
√(
2EZ cosψ + g0(1− f(q)) + gz(1 + f(q)) + g⊥(f(q) + (2− f(q)) cos 2ψ)
)2 − 4(g⊥f(q) sin2 ψ)2.
(17)
Similarly the TDHF matrix in the 2367 block is
H
(2367)
TDHF =


−ǫ0 + f(q)(g0 − g⊥ cos 2ψ) −f(q)(gz − g⊥) −2f(q)g⊥ sin2 ψ 0
−f(q)(gz − g⊥) −ǫ0 + f(q)(g0 − g⊥ cos 2ψ) 0 −2f(q)g⊥ sin2 ψ
2f(q)g⊥ sin2 ψ 0 ǫ0 − f(q)(g0 − g⊥ cos 2ψ) f(q)(gz − g⊥)
0 2f(q)g⊥ sin2 ψ f(q)(gz − g⊥) ǫ0 − f(q)(g0 − g⊥ cos 2ψ)

 .
(18)
One of the (positive) eigenvalues of this matrix is the same as ω2(q) above, while the other is
ω3(q) =
√(
2EZ cosψ + (g0 + gz)(1 − f(q))− g⊥((2 − f(q)) cos 2ψ − f(q))
)2 − 4(f(q)g⊥ sin2 ψ)2. (19)
In the q → 0 limit ω1(q) is the gapless Goldstone mode, while ω3(q) is the Larmor mode. The spin-wave velocity
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FIG. 4: (Color online.) Bulk collective modes at EZ = 0.1,
deep in the CAF phase. Note the linearly dispersing gap-
less mode which is the Goldstone mode of the broken U(1)
symmetry.
of ω1(q) can be extracted as
vs = ℓ
√
2g⊥ sin2 ψ
(
g0 + gz +
E2Z
2g⊥
)
. (20)
As the system approaches criticality from below, defining
∆ = EZc − EZ = 2g⊥ − EZ we see that vs ≃
√
∆.
Examples of the collective bulk modes for the CAF and
FM phases are presented in Figs. 4 and 5.
We next turn to TDHF in the system with an edge,
which is considerably more involved.
B. Time-Dependent Hartree-Fock approximation
with an edge
There are several complications in the system with an
edge. Firstly, there is translation invariance only in the
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ql
0
1
2
3
4
5
6
ω
(q)
FIG. 5: (Color online.) Bulk collective modes at EZ = 0.3,
deep in the FM phase. All modes are robustly gapped.
y direction, so only qy is a good quantum number for ex-
citations. Secondly, the unitary transformation defined
in Eq. (4) will be k-dependent. Consequently, the inter-
action matrix elements in the HF basis will also depend
explicitly on k,
V˜ijlm(k1, k2, qy) =
∑
a=0,x,y,z
ga
(
U †(k1 − qy)τaU(k1)
)
ij
(
U †(k2 + qy)τaU(k2)
)
lm
. (21)
The Hamiltonian in this basis is
H = −
∑
k
~d †kU
†(k)
(
EZσz+Ue(k)τx
)
U(k)~dk+
πℓ2
L2
∑
a,k1,k2,~q
e−
(qℓ)2
2 ei(Φ(k1,~q)+Φ(k2,−~q))V˜ijlm(k1, k2, qy)d
i†
k1−qyd
l†
k2+qy
dmk2d
j
k1
.
(22)
As in the bulk, the next step is to define the magne-
toexciton operators in the d basis. We will keep Ly finite,
so that the quantum number qy =
2πjy
Ly
is discrete, and
write
O
ij
k (qy) = d
i†
k−qyd
j
k. (23)
One then takes the commutator [H,Oijk (qy)] which will
contain both one-body and two-body terms. We again
reduce the two-body terms to one-body terms by using
the HF expectation values. In the d-basis Eq. (9) remains
true independent of k; i.e.,
〈di†k1d
j
k2
〉 = δk1k2δijNF (i), (24)
where NF (i) = 0 or 1 is the occupation of the state i.
The analog of Eq. (12) in the system with an edge is
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FIG. 6: (Color online.) The lowest-lying bulk collective mode
as it evolves with EZ . It can be seen that the mode becomes
gapped at the transition, and the spin-wave velocity vanishes
continuously as EZ → E
−
zc.
[H,Oijk (qy)]HF = (ǫi(k − qy)− ǫj(k))Oijk (qy)+
NF (j)−NF (i)
Ly
√
2πℓ2
e−
(qyℓ)
2
2
∑
k′
e−
((k−k′)ℓ)2
2 Olmk′ (qy)
(
V˜jilm(k − qy, k′,−qy)− V˜lijm(k − qy, k′, k − k′)
)
.
Thus, for every value of qy all the O
ij
k (qy) get coupled
to each other. This is a matrix diagonalization problem
with the dimension of the matrix being proportional to
the number of k values kept. As one approaches the
transition, due to the diverging length scale more k values
have to be retained.
As in the bulk, one needs to consider only the operators
which connect filled with empty HF levels. Let us order
the index i = 1, 2, 3, 4 in order of increasing HF energy.
Then NF (1) = NF (2) = 1 and NF (3) = NF (4) = 0.
It is convenient to divide the operators into two groups:
positive energy operators O
ij,(+)
k (qy) have i < j while
negative energy operators O
ij,(−)
k (qy) have i > j. They
are related by
O
ij,(−)
k (qy) =
(
O
ji,(+)
k+qy
(−qy)
)†
. (25)
To simplify the notation let us introduce a composite
label for the positive energy operators α = i, j,+, k and
the notation
aα(qy) = O
ij,(+)
k (qy). (26)
These operators share many features of canonical boson
operators. In particular, they satisfy canonical commu-
tation relations upon taking a HF average,
[aα(qy), a
†
β(q
′
y)]|HF = δαβδqyq′y . (27)
The TDHF equations can then be written as
[H, aα(qy)] =
∑
β
(
Aαβ(qy)aβ(qy) +Bαβ(qy)a
†
β(−qy)
)
(28)
and its adjoint. Note that these equations can be thought
of as arising from the Bogoliubov Hamiltonian
HB = −
∑
αβ
(
Aαβ(qy)a
†
α(qy)aβ(qy) + h.c.
+Bαβ(qy)a
†
α(qy)a
†
β(−qy) + h.c.
)
.
Diagonalizing this Hamiltonian corresponds to finding
eigenoperators bµ(qy), b
†
µ(−qy) such that
[HB,bµ(qy)] = −Eµ(qy)bµ(qy),
[HB,b
†
µ(qy)] = Eµ(qy)b
†
µ(qy).
(29)
This makes it evident that the eigenvalues of HB come
in ± pairs. The eigenoperators can be expressed in the
original α basis as
bµ(qy) =
∑
α
(
ψ
(+)
<,µα(qy)aα(qy) + ψ
(−)
<,µα(qy)a
†
α(−qy)
)
,
b†µ(−qy) =
∑
α
(
ψ
(+)
>,µα(qy)aα(qy) + ψ
(−)
>,µα(qy)a
†
α(−qy)
)
.(30)
It is important to note that the orthonormalization of the
“wavefunctions” ψ
(±)
µα is determined by the commutation
relation of the operators bµ, b
†
µ
[bµ(qy),b
†
ν(q
′
y)] = δµνδqyq′y ,
[bµ(qy),bν(q
′
y)] = [b
†
µ(qy),b
†
ν(q
′
y)] = 0,
which imply
∑
α
ψ
(+)
<,µα(qy)ψ
(+)∗
<,να(q
′
y)− ψ(−)<,µα(qy)ψ(−)∗<,να(q′y) = δµνδqyq′y ,
8∑
α
ψ
(−)∗
>,µα(qy)ψ
(−)
>,να(q
′
y)− ψ(+)∗>,µα(qy)ψ(+)>,να(q′y) = δµνδqyq′y ,∑
α
ψ
(+)
<,µα(qy)ψ
(+)∗
>,να(q
′
y)− ψ(−)<,µα(qy)ψ(−)∗>,να(q′y) = 0. (31)
This provides us with a complete set of one-body oper-
ators in terms of which any operator can be expanded,
and can be exploited to find linear response functions.
Consider a one-body operator Q(qy). In the original
basis we can expand it as
Q(qy) =
∑
α
Q(+)α (qy)aα(qy) +Q
(−)
α (qy)a
†
α(qy). (32)
Employing Eq. (30), we can also expand Q in the eigen-
basis of the TDHF Hamiltonian as
Q(qy) =
∑
µ
R(+)µ (qy)bµ(qy) +R
(−)
µ (qy)b
†
µ(qy). (33)
To find the coefficients R we simply take the commutator
of Q with bµ, b
†
µ, or alternatively use the orthonormal-
ization conditions, to obtain
R(+)µ =
∑
α
Q
(+)
α ψ
(+)∗
<µα −Q(−)α ψ(−)∗<µα ,
R(−)µ = −
∑
α
Q
(+)
α ψ
(+)∗
>µα −Q(−)α ψ(−)∗>µα , (34)
where we have suppressed the argument qy for compact-
ness. Now the retarded QQ response function can be
written in the frequency domain as
χQQ(qy, ω) =
∑
µ
( |R(+)µ (qy)|2
ω + iη + Eµ(qy)
− |R
(−)
µ (qy)|2
ω + iη − Eµ(qy)
)
.
(35)
Finally, the spectral density is defined by
SQQ(qy, ω) = −πIm
(
χQQ(qy, ω)
)
. (36)
Since we are trying to find experimental signatures of
the two phases, we will focus on one-body operators that
naturally couple to external probes, which include the
charge density and spin densities. When computing re-
sponse functions, we will assume that we are coupling the
relevant operator in a strip of width ℓ. The perturbation
coupling to the density operator with y-momentum qy,
for example, will have the form
Qρ(qy) =
∑
k
e−(k−k0)
2ℓ2/2~c†k−qy~ck (37)
=
∑
k
e−(k−k0)
2ℓ2/2~d †k−qyU
†(k − qy)U(k)~dk
When k0 is near the edge, this will couple primarily to
edge modes, whereas if k0 is deep in the bulk, it couples
solely to bulk modes. Deep in the bulk, since the angles
ψa,b are constant, U
†(k− qy)U(k) = 1, so Qρ is diagonal
in the ~d basis. Thus, there is no response to a density
perturbation in the bulk.
Similar expressions for the spin-density operators are
Sa =
∑
k
e−(k−k0)
2ℓ2/2~d †k−qyU
†(k − qy)σaU(k)~dk. (38)
Exactly as above, in the FM phase, there is no response
to Sz .
We now proceed to the results.
IV. RESULTS OF THE TDHF
APPROXIMATION
We will focus on correlators of interest, specifically the
density-density, SzSz, SxSx, and SySy correlators. In
each case we will plot the spectral density of the corre-
lator, the peaks of which will give us an indication of
the excitations that this correlator couples to, both for
the bulk and the edge. The latter will reveal the distinct
character of the edge excitations.
In carrying out TDHF for the bulk, one can use trans-
lation invariance to assume that both qx and qy are good
quantum numbers. This reduces the problem to the di-
agonalization of an 8× 8 matrix. For the edge, we use a
“bulk” of length 80ℓ and an edge of length 4ℓ. We choose
Ly = 20πℓ so that the separation between successive val-
ues of kℓ2 is 0.1ℓ. This set of parameters leads to the
a TDHF matrix of dimension roughly 7000× 7000. The
finite size of the bulk means that we cannot approach
the phase transition too closely, because when the length
scale ξ of Eq. (3) becomes comparable to the system size
it is impossible to separate the edge and the bulk.
Another consequence of the finite system size is that
the spectrum is discrete. So in computing the spectral
density of Eq. (36) we replace the Dirac δ-functions by
Lorentzians of width η = 0.05, which produces fairly
smooth spectral densities.
Below we use the parameters of the model given in
Section II. In particular, the critical point is at EZ = 0.2.
A. Bulk Collective Modes
We begin by presenting the evolution of the bulk col-
lective modes as EZ increases. Fig. 4 shows them deep in
the CAF phase at EZ = 0.1. As expected from the spon-
taneously broken symmetry, the lowest bulk mode (black
line) is a gapless linearly dispersing Goldstone mode. The
next mode (blue) is the Larmor mode, and goes to the
limit ω(q = 0) = 2EZ . The highest energy mode is two-
fold degenerate.
In Fig. 5, we present the bulk modes at EZ = 0.3,
deep in the FM phase. There is no spontaneously broken
symmetry, so there is no gapless bulk mode in this phase.
The gap for the lowest mode is ∆ = 2(EZ − EZc). Fig.
6 shows the evolution of the lowest-lying collective bulk
mode as a function of EZ . It is evident that the spin-wave
velocity in the CAF phase vanishes continuously as the
transition is approached. At EZ = EZc the lowest-lying
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FIG. 7: (Color online.) The spectral density of the SzSz
correlator at EZ = 0.1, deep in the CAF phase. The coupling
to the gapless Goldstone mode can be seen.
mode becomes quadratically dispersing, and for EZ >
EZc it “lifts off” and becomes gapped.
Now we are ready to look at the correlators in the
bulk. Within the ν = 0 Landau level, in a translationally
invariant HF state, the charge density operator does not
couple to leading order to the collective excitations. We
will thus restrict ourselves to the spin correlators in the
bulk.
B. Bulk Spin Correlators
We begin with the SzSz correlator for the CAF phase.
In Fig. 7 we show this correlator in the bulk at EZ = 0.1,
deep in the CAF phase.
Due to the condensation of Sx, the operator Sz is sub-
ject to quantum fluctuations, and couples strongly to the
Goldstone mode. In principle this is an unambiguous way
of detecting the CAF phase. The SxSx and SySy correla-
tors, on the other hand, couple only to the Larmor mode,
and their spectral densities are correspondingly gapped,
as seen in Fig. 8.
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FIG. 8: (Color online.) The spectral density of the SySy
correlator at EZ = 0.1, deep in the CAF phase. The coupling
to the gapped Larmor mode can be seen.
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FIG. 9: (Color online.) An expanded view of the lowest two
modes at EZ = 0.1.
To help with the comparison of the peak positions of
the spectral densities, we provide an expanded view of
the Goldstone mode and the Larmor mode for EZ = 0.1
in Fig. 9. At qyℓ = 0.1, for example, the SzSz spec-
tral function peaks at ω ≈ 0.1, which is the Goldstone
mode energy, while the SySy spectral density peaks at
ω ≈ 0.25, which is the Larmor mode energy. As qy in-
creases, the difference in peak position persists, but be-
comes smaller as the modes become similar in energy.
Now we go deep into the FM phase. Here Sz is a good
quantum number, so there are no fluctuations and the
SzSz correlator is trivial. The SxSx and SySy correlators
once again follow the Larmor mode, as shown in Fig. 10.
The gap is larger (2EZ = 0.6) and therefore easier to see
than at EZ = 0.1.
C. Edge Modes and Correlators
Let us start with the dispersion of collective particle-
hole modes in a system with an edge. Fig. 11 shows the
first few modes at EZ = 0.1, in the CAF phase. Since
only qy is a good quantum number, all the values of qx,
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FIG. 10: (Color online.) The spectral density of the SxSx
correlator at EZ = 0.3, deep in the FM phase.
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FIG. 11: (Color online.) The energy dispersion of collective
particle-hole excitations vs qℓ for a system with an edge at
EZ = 0.1 in the CAF phase. The figure looks dense because
only qy is a good quantum number, so all the possible values
of qx may get mixed.
which were good quantum numbers in the bulk, are now
potentially mixed. The bottom of the quasi-continuum
is the bulk gapless mode, shown in the bold black line.
Things become more interesting when we go to the
FM phase. Recall that, as seen in Fig. 5, the bulk was
gapped in this phase. The first few modes in the system
with an edge at EZ = 0.22 are shown in Fig. 12. As can
be seen there is now a gapless mode (thick black line)
which was not present in the bulk system. This becomes
even clearer when one goes deeper into the FM phase,
as shown in Fig. 13. Thus the TDHFA supports the
expectation that the FM state, despite having a gapped
HF spectrum, supports gapless edge modes26,27. This is
another example of the way TDHF restores the symmetry
broken by the HF approximation. The naive view, that
the gapless mode is the Goldstone mode of the symmetry
broken in HF, is incorrect in this case: In a 1D system,
a continuous symmetry cannot be broken even at T = 0,
and the symmetry-breaking seen in HF is an artefact.
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FIG. 12: (Color online.) The energy dispersion of collective
particle-hole excitations vs qℓ for a system with an edge at
EZ = 0.22, close to the transition in the FM phase. Note the
gapless mode (thick black line) which was absent in the bulk
spectrum of Fig. 5.
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FIG. 13: (Color online.) The energy dispersion of collective
particle-hole excitations vs qℓ for a system with an edge at
EZ = 0.3, deep in the FM phase. Note the gapless mode
(thick black line) which was absent in the bulk spectrum of
Fig. 5.
There is another important aspect to the physics of the
gapless edge mode: it must be able to carry charge. To
ascertain that this is indeed true we look at the spectral
density of the charge-charge correlator in the system with
an edge. Fig. 14 shows the spectral density of the charge
correlator at EZ = 0.3, deep in the FM phase. The
peaks dispersing linearly as a function of qℓ show that the
gapless edge mode indeed carries charge. Fig. 15 shows
that this persists close to the transition. However, in
this situation, the gapless edge mode admixes with low-
energy gapped bulk modes, leading to some broadening.
(This may have important consequences for transport at
finite temperature, a subject we will address in a future
publication.)
We also note that in addition to the gapless edge mode,
the charge density correlator also couples to a high-
energy mode (with an energy around ω ≈ 4 in our units).
This could be a gapped charge-carrying mode bound to
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the edge, and seems to stiffen as one approaches the crit-
ical point.
In Fig. 16 we show the spectral density of the charge
correlator at EZ = 0.1, deep in the CAF phase. The
gapped nature of the excitations coupling to charge is
evident. As one approaches very close to the transition,
the finite size effects mentioned at the beginning of the
section come into play. The quantum phase transition,
which would have been sharp in a thermodynamically
large system, becomes instead a crossover. This is seen
in the spectral density of charge correlator at EZ = 0.18,
shown in Fig. 17. As at EZ = 0.22 [Fig. 15], one can see
that both the gapless (bulk) mode and a gapped mode
contribute. We have checked that the contribution of the
gapless mode decreases as the system size is increased,
whereas the contribution of the gapped mode does not
change. The contribution of the gapped charge-carrying
mode noted in the F phase persists in the CAF phase as
well.
0 1 2 3 4 5
ω
0
0.5
1
1.5
2
2.5
3
Im
(ρ
ρ)
ql=0.1
ql=0.2
ql=0.3
ql=0.4
ql=0.5
FIG. 14: (Color online.) The spectral density of the charge
density-density correlator as a function of ω for different val-
ues of qyℓ at EZ = 0.3 deep in the FM phase. Note the peaks
at low ω which correspond to the gapless edge modes in Fig.
13.
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FIG. 15: (Color online.) The spectral density of the charge
density-density correlator as a function of ω for different val-
ues of qyℓ at EZ = 0.22, close to the transition but in the
FM phase. Note the peaks at low ω which correspond to the
gapless edge modes in Fig. 12.
To complete the picture, let us examine the spin cor-
relators.
This time we will start in the FM phase. As noted in
the previous subsection, the bulk SzSz correlator is triv-
ial in the FM phase, because the bulk is fully polarized.
In Fig. 18 we see that this is not the case when an edge is
present. The spectral density of this correlator couples to
the gapless mode as well. This can be understood from
an effective field theory as follows: The one-dimensional
field theory describing the edge deep in the FM phase is
a helical Luttinger liquid32,33, in which the right-movers
have spin up (say) and left-movers have spin down. In
such a system the charge current is proportional to the
Sz-density. Thus, it is natural that the SzSz correlator
couples to these gapless excitations. Unfortunately, this
by itself cannot be used as a signature of the phase tran-
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FIG. 16: (Color online.) The spectral density of the charge
density-density correlator as a function of ω for different val-
ues of qyℓ at EZ = 0.10, deep in the CAF phase. Note that
the peaks in the spectral density are gapped, indicating that
the charge does not couple to the gapless Goldstone mode.
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FIG. 17: (Color online.) The spectral density of the charge
density-density correlator as a function of ω for different val-
ues of qyℓ at EZ = 0.18, close to the transition in the CAF
phase. There are now contributions from both gapless and
gapped modes, presumably due to finite-size effects.
sition because the qualitative behavior is the same in the
CAF phase, as shown in Fig. 19. Here the gapless mode
the correlator couples to is the bulk Goldstone mode.
D. Space and Time-Dependent Response at the
Edge
The linearly dispersing mode at the edge can be seen
in a much more physical way. Imagine that we make
a localized (in both space and time) perturbation at a
particular position at the edge. If there is a linearly dis-
persing mode that couples to the physical perturbation
in question, the effects can propagate arbitrarily far. To
be specific, let us consider a perturbation (induced by,
e.g., a field pulse) of the form
H→ H+ Ce− y
2
2λ2
− t2
2τ2 Q(y, t). (39)
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FIG. 18: (Color online.) The spectral density of the SzSz
correlator as a function of ω for different values of qyℓ at
EZ = 0.30, deep in the FM phase. In contrast to the bulk
correlator, this spectral density couples strongly to the gapless
edge mode.
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FIG. 19: (Color online.) The spectral density of the SzSz
correlator as a function of ω for different values of qyℓ at
EZ = 0.10, deep in the CAF phase. The peaks now indicate
a coupling to the Goldstone mode.
By expanding Q in terms of the eigenoperators of the
TDHF Hamiltonian (Eq. 33), after a few straightforward
manipulations we obtain
〈Q(y, t)〉 ∝
∞∫
0
dω
π
∑
~q
e−(qλ)
2/2−t2/2τ2 sin(qy−ωt)SQQ(q, ω).
(40)
Fig. 20 illustrates the response to a density perturbation
at the edge (localized at y = t = 0) deep in the FM
phase measured at different values of y as a function of
time. The propagating mode manifests itself as a peak
that shifts to later times as one moves further away. The
same is seen when the perturbation is in Sz instead of ρ
(see Fig. 21), which is consistent with the interpretation
of the edge as a helical Luttinger liquid.
When we go deep into the CAF phase, we do not ex-
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FIG. 20: (Color online.) The t-dependent response at dif-
ferent locations to a localized density perturbation along the
edge at EZ = 0.3. The linear edge mode produces a travelling
pulse.
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FIG. 21: (Color online.) The t-dependent response at differ-
ent locations to a localized Sz perturbation along the edge at
EZ = 0.3. The linear edge mode produces a travelling pulse.
pect a propagating edge mode that couples to density.
As seen in Fig. 22 the response as a function of time
is only weakly dependent on the position. However, if
the perturbation is in Sz, Fig. 23 shows that there is a
propagating mode, which we can assume to be the bulk
Goldstone mode.
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FIG. 22: (Color online.) The t-dependent response at dif-
ferent locations to a localized density perturbation along the
edge at EZ = 0.1. There is no travelling pulse showing the
absence of an edge mode coupling to charge.
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FIG. 23: (Color online.) The t-dependent response at differ-
ent locations to a localized Sz perturbation along the edge at
EZ = 0.1. The coupling to the bulk Goldstone mode produces
a travelling pulse.
V. SUMMARY, CONCLUSIONS AND OPEN
QUESTIONS
In this paper we investigate the nature of collective
particle-hole excitations in ν = 0 single-layer graphene.
This system has been shown experimentally22 to undergo
a quantum phase transition as a function of Zeeman cou-
pling EZ . For EZ < EZc the state is an insulator, while
for EZ > EZc there are conducting edge modes robust
to disorder. A simple model proposed by Kharitonov18,26
displays precisely such a phase transition, explaining it as
a transition from a canted antiferromagnet (CAF) phase
in which charge modes are fully gapped to a fully polar-
ized ferromagnetic (FM) phase which has gapless edge
modes.
In previous work27 we carried out a static Hartree-Fock
analysis on Kharitonov’s model in a system with an edge,
showing that the occupied manifold could be character-
ized by two angles ψa,b which characterized entanglement
between the spin and valley sectors. These angles became
equal deep in the bulk, but differed near the edge. We
proposed an ansatz for charge excitations bound to the
edge, and showed that while in the CAF phase they are
gapped, they become gapless in the FM phase.
In this paper these ideas are substantiated in the
time-dependent Hartree-Fock (TDHF) approximation
and physically measurable correlation functions are com-
puted, both for the bulk and the edge.
In the bulk FM phase, the density and Sz correlators
are fully gapped. As one goes through the transition into
the CAF phase there is a divergent length scale, associ-
ated with the vanishing of the gap of the critical mode.
At the critical point it becomes quadratically dispersing.
Unfortunately, there seems to be no simple way to
probe the critical mode in the bulk FM phase. It does not
couple to any of the natural physical observables, such as
components of spin or the charge density. It may, in prin-
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ciple, be possible to infer its existence by indirect means.
For example, when the mode gets low enough, it should
hybridize with sound waves, and may show up in acoustic
attenuation. If some analog of inelastic light scattering
were possible in single-layer graphene, it should be visible
there as well.
In the bulk CAF phase the symmetry breaking repre-
sented by the angles ψa,b 6= 0 leads to a neutral Gold-
stone mode, which can be seen in the SzSz correlator.
The SxSx and SySy correlators have spectral densities
coupling to the Larmor mode, which is gapped in both
phases and through the transition. The signature of the
bulk CAF phase is the gaplessness of the spectral den-
sity of the SzSz correlator. This spectral density becomes
gapped at the phase transition. In principle, the gapless
SzSz correlator could be used to distinguish the CAF
phase from other proposals for the ν = 0 QH state, such
as singlet Kekule37 or charge density wave phases.
Coming now to the edge, we clearly see a gapless, lin-
early dispersing, non-chiral charge-carrying edge mode
throughout the FM phase. One can interpret this as the
helical mode of a strongly interacting Luttinger liquid at
the edge, an interpretation we will explore in detail in
future work. This mode shows up in the spectral densi-
ties of both the ρρ and the SzSz correlators. When one
goes through the transition into the CAF phase, the ρρ
correlator should become gapped. We do see the gapped
nature deep in the CAF phase, but close to the transition,
the finite size of our system leads to some “contamina-
tion” from the gapless Goldstone mode of the CAF bulk.
Many open questions remain. While the HF and
TDHF approximations are adequate far from the tran-
sition, we expect interaction corrections beyond TDHF
to play a role close to the transition. The bulk transition
is in the same universality class as the Bose-Hubbard44
superfluid-insulator transition away from the tip of the
Mott lobes45. It has dynamical critical exponent z = 2,
and at T = 0 the interactions will be marginally (but
dangerously) irrelevant. Even more important is the ef-
fect of these critical fluctuations on the charge-carrying
modes at the edge, and thus on the transport. Last, but
not least, we have assumed the system to be clean. Dis-
order could have a profound and nonperturbative effect44
on the region near the phase transition of the clean sys-
tem. We hope to address these and other questions in
the near future.
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