Abstract. We prove a conjecture of Toth and Veto [4] about the weak convergence of the self repelling random walk with directed edges under diffusive scaling to a uniform distribution.
Introduction
In their paper, [4] , Toth and Veto study a self repelling random walk on Z. To define this process fix a non-decreasing function w : Z → R + such that lim z→∞ w(z)− w(−z) > 0. The Self-repelling random walk (SRRW) associated to w is a nearestneighbor random walk (X(k)) k≥0 starting at X(0) = 0 and evolving according to the following transition probabilities:
where l + (k, x) and l − (k, x) are respectively the local times of the directed edges x → x + 1 and x → x − 1, i.e. l ± (k, x) = # 0 ≤ j ≤ k − 1 : X(j) = x, X(j + 1) = x ± 1 , Many results were proven for this process which was analyzed in [4] by clever Ray-Knight arguments following the blueprint of [3] . In particular, it was shown in [4] that
in probability, for precise statements see Theorem 1 and corollary 1 on [4] . Given this result, it is natural to conjecture that X(k)/ √ k converges in distribution to the uniform distribution on (−1, 1). In [4] it is also shown that this is the only possible nontrivial limit after renormalization. The purpose of this paper is to prove this conjecture and our main result is the following: Theorem 1.1. Let (X(k)) k≥0 be the SRRW as described above. We have that as k → ∞,
converges in distribution to U(−1, 1), the uniform distribution on (−1, 1).
Remark: While this paper was being written we discovered the recent article of [1] in which the analogous result is shown for the self repelling random walk with undirected edges. It is also worth mention that similar questions arise for random walks with site repulsion, see [5] .
Notation and preliminary results
The paper [4] is the main reference in this work and, as will be clear throughout the paper, we rely constantly on the ideas and techniques found there. Thus, in order to aid the reader, we will keep notation as close as possible to those in [4] .
The definition in (1.1) of the SRRW leads us naturally to a Ray-Knight approach in order to obtain results for the SRRW. This was exploited in [4] . The main tool is a representation of the local times on the inverse local times,
in terms of independent exponentially ergodic Markov chains. We now describe this representation: For every x ∈ Z denote
for every j ≥ 0. The Proposition 1 in [4] states that the processes η
, x ∈ Z, are iid Markov chains starting with initial condition η +,x 0 = 0. Moreover, from Lemma 1 also in [4] , these Markov chains are exponentially ergodic and their stationary distribution ν = ν w can be described explicitly in terms of w, see [4] . The stationary distributions ν w have an invariant property with respect to w, their mean are equal to −1/2. To simplify notation, we will denote
We will denote by (r x ) x∈Z a family of iid random variables distributed as η + 1 2 with η having distribution ν. This common distribution of the r x 's have the following properties:
(i) the distribution is symmetric, in particular the mean is zero; (ii) there are some exponential moments; (iii) all integer values have positive mass and the distribution is aperiodic.
We denote the variance of these random variables by σ 2 . Below we summarize some useful relations between the local times, inverse local times and the the processes η
. For x ≤ 0 and m ∈ N, we have
2)
3)
As a first result, we will improve some bounds in [4] on the tail of the distributions of the rightmost and leftmost positions visited by the SRRW by times T ± 0,m . Let us start with the proper definitions. Let [4] for the scaling limit for these quantities.
To simplify notation, put
. From a close examination of the proofs of (46), (49), (50), (51) and (52) in [4] , we have that for any function g : N → R + such that lim m→∞ g(m) = +∞ there exists constants β > 0 and c = c(g) > 0 such that
We start improving the last two bounds on the tail of the distribution of ρ Since Lemma 2.1 is not our main concern, although we use it ahead, we postpone the proof to Appendix A.
The local central limit Theorem
In the following we consider the position of the random walk (X(k)) k≥0 at some large time. In order to better conceive the quantities involved, we write this time as n 2 even though, obviously a typical positive integer is not a perfect square. The arguments presented will not make use of this and for a general integer time k the term n should be thought of as the integer part of √ k. A second hypotheses concerns the parity of x. Since our aim is to estimate P X n 2 = x and the random walk (X(k)) k≥0 has period 2, the parity of x will have an effect on our expressions. We will suppose that x and n 2 are even and the case x and n 2 odd can be dealt with analogously. With the above conventions, Theorem 1.1 is a straightforward consequence of the following local central limit theorem for the self-repelling random walk (X(k)) k≥0 : Proposition 3.1. There exists 1/2 < α < 1 such that, for every ǫ > 0, we can take n 0 = n 0 (ǫ) sufficiently large so that if n ≥ n 0 then
for every |x| ≤ n − n α with the same parity as n 2 .
The rest of this section is devoted to the proof of Proposition 3.1. By symmetry of the self-repelling walk, we can consider only the case x ≤ 0 and we will suppose this to be the case.
Note that P X n 2 = x is equal to
Our first step is to consider for which values of m the contribution of P (T + x−1,m = n 2 ) is relevant in the sum above. We claim that m should be n/2 plus a term of order √ n, otherwise the contribution of P (T + x−1,m = n 2 ) can be neglected. Indeed this is the content of the Lemma 3.2 which also aims at providing precise asymptotics for P (T + x−1,m = n 2 ) for the right m. Before we state the result we need to fix some notation. Recall that σ 2 is the variance of the stationary distribution ν. Also define
Lemma 3.2. There exists 1/2 < α < 1 such that, for every ε > 0 and K > 0, there exists n 0 = n 0 (ǫ, K) sufficiently large such that
for all n ≥ n 0 , |x| ≤ n − n α with the same parity as n 2 and c ∈ c ∈ (−K, K) : θ n (x) +c √ n ∈ N , where
We postpone the proof of Lemma 3.2 to Section 4 and now we show how the lemma is used to establish Proposition 3.1.
Proof of Proposition 3.1: Put
Then, in Lemma 3.2, we can write c as
Therefore, If the inequality in the same lemma holds, we have that
for each ǫ > 0 fixed, we can choose K = K(ǫ) sufficiently large and then ε = ε(K, ǫ) such that
for all |x| ≤ n − n α with n sufficiently large. By (3.1), we get
Proof of Lemma 3.2
Recall that we are supposing x ≤ 0 and that x and n 2 have the same parity. Express T + x,m in terms of the "onward" local times l ± (k, x) as
Therefore the probability in Lemma 3.2 is
To deal with this last probability, write
We start considering Z n x,c . We are going to show that it can be replaced by more convenient random variables that reduces the problem to a local central limit theorem for sums of independent random variables. We need a proper representation of the local times l
, y in terms of the processes η
, y is equal to
, if x ≤ y ≤ n − n 1/2 log(n) ,
that can be rewritten as
From here we need the following: starting with initial condition r +,x 0 = 1/2 and the family (r x ) x∈Z , introduced in Section 2, such that
for some β > 0 and C > 0, where
Proof: The construction of the coupling is described in [4] . Similarly to (2.6), by inspection of the proofs of (46) and (49) in [4] , we have that for any function g : N → R + such that lim m→∞ g(m) = +∞ there exists constants β > 0 and c = c(g) > 0 such that
is bounded above by a term of order n e −βg(n) for someβ > 0. Since |x| + 2θ n (x) = n and |c| ≤ M, choose h = (θ n (x) + cn 1/2 )/n and g(n) = log 2 (n) to finish the proof by noting that |x| + 2hn − 4 ng(n) < n − n 1/2 log(n) for n sufficiently large. 
where
The next step to estimate the probability in 4.1 is to prove that the contribution of W n x,c,1 and W n x,c,2 can be neglected since it is of order smaller than n 2 .
Lemma 4.2. For M > 0 sufficiently large, there exists β > 0 such that
Proof: We deal with W n x,c,1 . The case of W n x,c,2 is analogous. Given that L = l + T + x,θn(x)+cn 1/2 , (n − n 1/2 log(n)) is of order √ nlog(n) and that ρ + ≤ n + log 2 (n), which happens with probability bounded below by 1 − e − β log 2 (n) , we have that W n x,c,1 is equal to a term of order nlog 3 (n) plus n−n 1/2 log 2 (n)
. Now we proceed as in the proof of Lemma 2.1 to show that the previous sum is of order smaller than nlog 3 (n) with the required high probability.
We now return to (4.1). Similar arguments as the ones above can be applied to the event {T 
is conditionally independent of (W n x,c,1 , W n x,c,2 ) givenl n,1 andl n,2 and A n . We recall that
Therefore, using (4.2) and the fact that W n x,c,± are conditionally independent of S n i (x) given the Y n i (x), we have that (4.3) can be rewritten as
where h n (x) = cn 3/2 − |x|/2 + O(n log 2 (n)). Recall from the statement of Lemma 3.2 that |c| ≤ K and |x| ≤ n, therefore h n (x) is of order n 3/2 . We are going to show that conditional probabilities in (4.4) are bounded below by a constant (more or less) on scales smaller than n 3/2 .
From here, we need local central limit theorems for (Y
Lemma 4.3. For each strictly positive ε, we have that for all n sufficiently large, uniformly over 0 ≤ |x| ≤ n − n 1/2 log(n) and (a,
The proof of Lemma 4.3 is standard and follows a classical approach as in the proof of the local central limit theorem for lattice distributions. So we include it in Appendix B for the sake of completeness. 
We have a similar result for (Y n 2 , S n 2 ) n≥1 when 0 ≤ x ≤ n−n α . This new constraint on x is to guarantee that n − n 1/2 log(n) − x is sufficiently large.
For each finite M and each strictly positive ε, we have that for all n sufficiently large, uniformly over
From the previous colloraries we are able to obtain the following: Lemma 4.6. For each finite K and for each ε > 0, if n (and therefore N x = n−n 1/2 log(n) −x) is sufficiently large then, whenever |a| ≤ Kn
where β n is as in the statement of Lemma 3.2.
We postpone the proof of Lemma 4.6 to Appendix C. Now we are able to finish the proof of Lemma 3.2. By (4.4) and Lemma 4.6, we have that
is bounded from below by the sum of a negative term that decays as n 3/2 e − β log 2 (n)
it is straightforward to see that (4.5) is bounded below by e , which is the expected value of the chain in equilibrium. Then, we can fix l 0 ≥ 1 such that
and define the random set
) with probability at least p, which implies that l + (T, x + 1) = 0, i.e, l + (T, z) = 0 for every z ≥ x. Therefore,
From the last inequality and (A.1), to prove the statement we only have to care about
Also by Lemma 1 in [4] , we can fix α > 0 such that max 1≤j≤l 0 E[e α l 0 |η j | ] is finite. Choose a constant c > 0 sufficiently large such that
Therefore,
where the last inequality follows from Chebyshev's exponential inequality and the independence of the processes η −,x , x ≥ 1.
Returning to the probability in (A.2), we have that
3) the last term in the previous expression is bounded above by e
The last probability is less or equal to
where the last equality holds for m sufficiently large.
We will need the following claim whose proof is a straightforward exercise in probability and is left to the reader:
Claim: If (W n ) n≥1 is a sequence of independent random variables such that (i) sup n≥1 P (|W n | = y) ≤ C e −c|y| , for some c, C > 0 not depending on y;
Then for every α > 0 sufficiently small
and for every a n → +∞ and r > 0 there exist C = C(α, (a n ), r) and β ′′ = β ′′ (α, (a n ), r) such that
Apply the claim above with n = √ m, a n = 2g(m) and r = c by choosing α > 0 appropriately, to show that (A.4) is bounded above by Ce −β ′′ √ mg(m) for some C, β > 0. Theorem This appendix is devoted to the proof of Lemma 4.3. It follows the same steps of the classical proof of the local central limit theorem for lattice distributions that can be found for instance in Section 2.5 in [2] .
Let (ξ j ) j≥1 be a sequence of iid random variables with mean zero, finite variance σ 2 and distribution concentrated on Z + 1/2. Denote its common characteristic function by φ. We are going to give an idea of the proof that We have that (B.1) follows from the claimed convergences. From (B.1) applied to the sequence of iid random variables (r z ) z∈Z , we get Lemma 4.3 by setting N 2 = n − n 1/2 log(n) + |x|, u = a/N 1/2 and v = b/N 3/2 .
