Most epidemiologic studies will encounter missing covariate data. Software packages typically used for analyzing data delete any cases with a missing covariate to perform a complete case analysis. The deletion of cases complicates variable selection when different variables are missing on different cases, reduces power, and creates the potential for bias in the resulting estimates. Recently, software has become available for producing multiple imputations of missing data that account for the between-imputation variability. The implementation of the software to impute missing baseline data in the setting of the Cardiovascular Health Study, a large, observational study, is described. Results of exploratory analyses using the imputed data were largely consistent with results using only complete cases, even in a situation where one third of the cases were excluded from the complete case analysis. There were few differences in the exploratory results across three imputations, and the combined results from the multiple imputations were very similar to results from a single imputation. An increase in power was evident and variable selection simplified when using the imputed data sets.
Missing data and multiple imputation
Missing covariate data in epidemiologic studies present several problems to the analyst including difficulties in variable selection, reduced power, and the potential for bias in the resulting estimates (1) (2) (3) (4) (5) (6) (7) . For these reasons, we sought to impute missing data and to study the impact of the imputation on previously published findings from complete case analyses. We wanted the imputed data sets to be available to other analysts using Cardiovascular Health Study data, requiring that the imputation be done once centrally and not repeatedly in the context of each particular analysis.
Greenland and Finkle (6) reviewed several methods of handling missing covariates in regression analysis including stratification on missing-data status, conditional-mean imputation, and multiple imputation, and they concluded that the more complex methods of multiple imputation were preferable but challenging to implement because of a lack of software. Barnard and Meng (15) conclude that Rubin's method of multiple imputation is "without serious competition" in incomplete-data problems when analysis files will be distributed to researchers other than those who created and maintained the database, as is the case in the Cardiovascular Health Study. Several programs are available for multiple imputation (11) . We used S-PLUS software (MathSoft, Inc., Seattle, Washington) created by Dr. Joseph L. Schafer (10) .
Multiple imputation has been used and reported on in the US National Health and Nutrition Examination Survey (NHANES) (16, 17) . Ezzati-Rice et al. (16) performed a simulation study to demonstrate that the confidence intervals of regression estimates from multiple imputation have the correct coverage. Schafer et al. (17) discussed the imputation process in a subset of NHANES data and showed that the distributions of the imputed variables were consistent with those from the observed data. The current manuscript adds to the literature by describing the process and difficulties of imputing over 100 variables and by comparing results from complete case analyses with those from both singly and multiply imputed data sets in the realistic setting of a large epidemiologic study.
MULTIPLE IMPUTATION METHODS
A full description of multiple imputation is beyond the scope of this report, but we provide a brief overview, including some key considerations for the analyst utilizing the software. The method for imputation and subsequent analysis of the filled-in data involve three steps: 1) imputing data under an appropriate model and repeating the imputation to obtain m copies of the filled-in data set; 2) analyzing each data set separately to obtain desired parameter estimates and standard errors; and 3) combining results of the m analyses by computing the mean of the m parameter estimates and a variance estimate that includes both a withinimputation and an across-imputation component.
In the first step, a group of correlated variables containing some missing values were imputed together in an iterative process that allowed the missing values for each variable to be predicted from all of the other variables in the correlated group. The model we used specified a log-linear distribution for categorical variables and a multivariate normal regression model for continuous data. The parameters included the cell probabilities for each distinct cell defined by the categorical variables and, within each cell, the mean and variance of the continuous variables. The variance covariance matrix of the continuous variables was assumed constant across cells, whereas the mean values were cell dependent. Because the model parameters are estimated from the observed and filled-in data, the parameters themselves can be considered to have a probability distribution: a Bayesian prior distribution specified before estimating the missing data and a posterior distribution determined afterward. In the absence of any information regarding the mean and variance of the parameters, a noninformative prior is recommended and that is what we used (8) . Sampling from the posterior distribution allows for adjustment of the variability of the parameter estimates for the uncertainty introduced by the missing value replacement. An assumption of this modelbased method of imputation is that the missing values are missing at random; that is, their values may depend on the values of other observed data but not on data that have not been measured.
Rubin (1) and Schafer (8) have shown that 3-5 imputations are usually all that is needed and, based on the minimal missingness observed in most of our variables (table 1) , we chose to create three copies of the baseline data set. In step 2, sample analyses were replicated three times, using variables from each of the imputed data sets in turn. At this stage, any standard statistical software package may be used, provided the parameter estimates of interest (e.g., regression coeffi- (2, 8) . Table 1 shows the amount of missing data on the variables considered in the imputation for each cohort. Although nearly three fourths of the variables were missing data for 2 percent or fewer cases in the original cohort, these were not always the same cases, so that in multivariable analyses the combined effect of the missing data is a loss of a greater percentage of cases. The data missing the most cases were from the M-mode echocardiography, where images were not readable for approximately one third of the original cohort participants.
VARIABLE SELECTION AND DATA PREPARATION
In order to prepare the data for imputation, we needed to consider the distributional asssumptions of the method and the selection of variables to impute together. We decided to impute the two Cardiovascular Health Study cohorts separately because they were enrolled in different years, had some differences in the data collected, and differed substantially in racial mix, with African Americans comprising only 4.7 percent of the original cohort. More difficult to determine was which of the variables of interest to impute together. If variables that are related are not imputed together, and then subsequently used in analyses together, the relations among them will be dampened by the fact that the imputed subset of each variable will not be related to the other variables. To our advantage is the fact that the imputed subset of most variables would be small. For practical reasons of computation time and memory requirements, the programs have a default maximal size of 30 variables to impute together, and we chose to stay within that variable limit. The richness and slight redundancy of the Cardiovascular Health Study data set allowed us to impute groups of similar and highly correlated variables together (table 2) . For example, heart rate was measured at four different times during the baseline examination, and three different height measurements were taken. A wealth of covariate data was available, which became especially important when an entire group of measurements was missing. For example, 49 people from the original cohort were missing all echocardiogram data, but other deterministic variables such as sex, body size, disease status, and electrocardiogram data were available. Covariates were selected by reviewing published papers of associations, by examining bivariate and partial correlation coefficients to find the variables most highly related to those selected for imputation, and by examining regression coefficients in models of many potential variables for inclusion.
Ten separate imputations were run on the original cohort and nine on the new cohort. Once the imputations were completed, we explored correlations of variables in different blocks to determine empirically if correlations were dampened between variables not imputed together.
All data were scrutinized for outliers or errors, both univariately and bivariately when another highly correlated variable was available. For example, blood pressure was measured twice with the participant seated, once standing, and once supine, allowing these values to be compared against one another. Once it was decided which variables to impute together, outliers in the multivariate space were identified by large residuals in regression analyses. Any gross outliers indicative of errors were set to missing and subsequently imputed, because they could exert undue influence on the parameter estimates and inflate the variability of the multiple imputations (18) .
Continuous variables that were not normally distributed were transformed. Careful consideration was given to the choice of variables to be considered categorical in the program, since the choice of categorical variables determined the number of cells or stratification of the data within which estimation of the mean value of continuous covariates would occur. Unordered categorical variables such as clinic site needed to be modeled categorically; others could be modeled continuously and then rounded after imputation. Studies have shown that the programs are quite robust to modeling ordered categorical variables or indicator variables as continuous (8) . Biologic rather than statistical considerations often influenced the selection of the categorical variables for stratification, at times choosing variables which contained no missing data but which could influence the mean of other variables in the imputation, for example, sex, race, or the presence of cardiovascular disease.
IMPUTATION RESULTS
Univariate distributions of the imputed variables were consistent with those of the observed data. Bivariate correlations among 16 selected variables representing each of the different imputation blocks were compared pre-and postimputation. Of the 87 pairs of variables in different blocks, complete case correlations were less than 0.1 for 58 pairs (67 percent). Twenty-one pairs had correlations between 0.1 and 0.2, and five had correlations between 0.2 and 0.3. Three pairs had correlations between 0.3 and 0.5, and their pre-and postimputation correlations differed by 0, 0.014, and 0.003. Of the 29 pairs with correlations greater than 0.1, the maximum difference between the complete case and imputed correlations was 0.025 for two pairs. All other differences were 0.015 or less.
RESULTS IN COMPARATIVE ANALYSES
We replicated results from several previously published reports, using both singly and multiply imputed data. We present results from three analyses: 1) a stroke prediction model based on 7.5 years of follow-up (19), 2) a linear regression of left ventricular mass based on a model by Gardin et al. (20) , and 3) a survival analysis of mortality in the smaller, African-American cohort, using results from a study of 5-year mortality in the original cohort (21) . The complete case results reported here differ slightly from those published because of continual updates in our database and, in the model for left ventricular mass, because of a decision to incorporate only the nonechocardiographic predictors into the current model. The stroke prediction model used variables measured at baseline to predict future stroke among participants with no history of stroke at baseline. Variables in the model are shown in table 3. The variable that accounted for eliminating the most participants from the complete case analysis was left ventricular mass, which was missing on 34 percent of the participants at risk. Covariate values were compared for participants included in and excluded from the complete case analysis, using one set of imputed values to estimate the missing data for those excluded (table 3). Significant differences were found for all variables except regular aspirin use. Those excluded from the complete case analysis were older, more likely to be male and, in general, sicker than those included, illustrating the potential bias in using complete case prevalences to estimate population prevalences. Table 4 displays results of the stroke prediction model for the complete case analysis (model 1, n = 3,088) and for two analyses using imputed data (n = 5,002), representing a single imputation (model 2) and the combined results from three imputations (model 3). The addition of the extra participants in the imputed data models resulted in tighter confidence bounds and smaller p values, most noticeably for categories with few participants represented by the group aged 85 years and older, those with frequent falls, and those with abnormal left ventricular wall motion. The hazard ratios were similar between the observed and imputed models, with the exception of the highest category of carotid stenosis, which was not precisely estimated in any model because of the small number of participants with this degree of stenosis (1 percent of the cohort). The complete case point estimate fell within the 95 percent confidence interval of the estimate from the imputed data set. There were no differences in results between the single imputation and the combined results from three imputations. The fraction of missing information was less than 6 percent for all variables except left ventricular mass, for which it was 27 percent. Therefore, the relative efficiency of the estimates based on three imputations compared with those based on an infinite number of imputations was 98 percent or more for all but left ventricular mass, for which it was 92 percent, suggesting that three imputations were adequate. Tables 5, 6 , and 7 display the results for modeling left ventricular mass by linear regression. Table 5 contains the means and frequencies of variables for those included in versus excluded from the complete case analysis. Men were less likely than women to be included in the analysis. Participants excluded from the complete case analysis were older and had slightly higher mean systolic blood pressure than those included. The women excluded were heavier, had lower mean levels of high density lipoprotein, and were more likely to have a history of hypertension or a minor electrocardiogram abnormality. The men who were excluded were more likely to have had a previous myocardial infarction. Table 6 shows results from a complete case analysis against those from the combined multiple imputation. Given the number of cases omitted from the complete case analysis and the apparent differences in health status between the two groups, the results are surprisingly similar. Only one variable, total cholesterol, goes from highly statistically significant to not significant. Although the point estimate for age is higher in the imputation model, it is less significant because (table 7) . The coefficient for current smoking also varies substantially across imputations, ranging from 1.9 to 3.9, which is less than the value of 4.2 from the complete case analysis. There were no significant differences in cholesterol or smoking between those included in or excluded from the complete case analysis, even though these were the two variables with the greatest difference in regression coefficients between the complete case analysis and the imputation analysis. The fraction of missing information ranges from 7 percent to 68 percent, with the largest fraction associated with the coefficient on age. The relative efficiency of the estimate for age from the combined imputations was 82 percent. Finally, we present an example using fewer cases and a frequently used modeling strategy of backward selection. Using predictors of mortality in the original cohort (21), we explored their significance as predictors of death in the smaller African-American cohort. The variables considered are presented in table 8, and those remaining in the backward selection model for the complete case and imputed data analyses are shown in table 9. The same set of variables was selected for each of the three imputed data sets, and these did not coincide with those selected using the complete cases. When the variables chosen by the selection procedure on the imputed data set were entered into a Cox model for the observed data, point estimates were similar, but not all variables attained statistical significance. There was little difference between the results for a single imputation and those for the combined multiple imputation (table 10) , and the fraction of missing information was less than 10 percent for all covariates.
DISCUSSION
Using available statistical software, we imputed missing baseline data on over 150 variables in the Cardiovascular Health Study. The process involved detailed explorations of the data in order to select from among dozens of correlated variables the ones to impute together, to identify gross outliers, to transform continuous variables that were not normally distributed in order to satisfy the model assumptions of the imputation method, and to decide which variables to treat categorically, defining the cells within which the continuous variables would have a common mean value. We created three filled-in copies of the baseline data and used these to replicate previously published results based on analyses of observed data. We also compared covariate values for those included in versus excluded from the complete case analyses and found significant differences on most variables. Despite these differences, the results of the complete case analyses and the analyses using imputed data were similar. Results from a single imputed data set differed little from the combined results of three imputations. Bivariate correlations of imputed variables in different blocks were similar to the complete case correlations.
The consistency of our results in comparative analyses is not unexpected, given that data were missing on 5 percent or fewer cases for approximately 85 percent of the variables imputed, implying that the imputed subset for most variables is relatively small. We explored many more models than are presented and found no greater differences than those reported, either between the observed and imputed data analysis results or across results from multiple imputations. We included left ventricular mass in two of the models reported because it was missing on 35 percent of the original cohort, therefore presenting what we believe may be a worst case scenario in the Cardiovascular Health Study. As a predictor in the stroke model, the hazard ratio for elevated left ventricular mass was similar across all models. When left ventricular mass was the outcome variable, there were some differences between the complete case and imputation results. Age and cholesterol were no longer significant in the imputed model, and the coefficient for smoking was reduced by 35 percent compared with the complete case model. The relative efficiency of 82 percent for the estimated coefficient of age quantifies the variability across imputations and indicates the desirability of more than three imputations with this amount of missing data.
The strengths of our imputation approach are its comprehensiveness and generality. The intent is for all Cardiovascular Health Study analysts to be able to utilize the imputed data without having to run separate imputations for each analysis. There are also limitations associated with our approach. We did not include any follow-up variables in the imputations, leaving the potential for missing associations with variables such as stroke and death (8, 9) . Our exploratory analyses of these variables and the fact that most cova- riates were missing values for fewer than 5 percent of the participants suggest that it is unlikely that important associations will be missed. We chose not to include outcomes in the baseline data imputation, because event data collection is ongoing and because data would have been imputed on the basis of only the earliest outcomes. Similarly, associations among correlated variables not in the same block have the potential of being dampened because they were not imputed together. Our postimputation exploration of correlations across blocks is reassuring in this regard. To further examine the issue, we investigated the five variables in the regression model for left ventricular mass in table 6 that were not included in the imputation of left ventricular mass. Those variables were total and high density lipoprotein cholesterol, smoking, diastolic blood pressure, and minor electrocardiogram abnormality, which, although correlated with left ventricular mass, did not add significantly to its prediction given the other variables in the block of echocardiography data, which accounted for 91 percent of the variability in left ventricular mass. To quantify the effect of omitting these covariates from the imputation, we reimputed left ventricular mass adding these five variables and reran the multiple imputation model in table 6. The coefficient for smoking increased from 2.7 to 4.0, closer to the complete case value, but remained nonsignificant. The significance of the correlated variables high density lipoprotein and total cholesterol alternated, with high density lipoprotein cholesterol becoming less significant (β = -0.10 (standard error, 0.06); p = 0.17) and total cholesterol becoming more significant (β = -0.059 (standard error, 0.02); p = 0.001). In view of these results, we suggest that, to tease out associations involving highly correlated covariates in a regression analysis of a variable that has a substantial percentage of missing data, a model-specific imputation be done. For the majority of analyses in the Cardiovascular Health Study, our explorations suggest that the centrally created imputed data sets would preserve associations while increasing power. There are advantages to using the imputed data in terms of power and variable selection. The sample size in the Cardiovascular Health Study is large enough that inadequate power is rarely a concern. In smaller studies or in subset analyses, the increase in power from using imputed data may be substantial. In model selection, identifying an optimal set of covariates from among the many correlated variables collected in the Cardiovascular Health Study and other large, observational studies is always a challenge. Missing data complicate that process and may influence the choice of variables to consider, with a preference for excluding from consideration those We would like to encourage investigators in epidemiologic studies to avail themselves of the programs available (10) for state-of-the-art imputation of missing data. Although the data preparation and variable selection are time consuming, much of that work is done in the context of data analysis. The programs themselves run very quickly, and the method has been shown to be superior to other methods of imputation. As Rubin has stated, the multiple imputation method provides statistically valid inferences in the challenging setting where ultimate users of the data are not the database constructors, where a variety of analyses and models will be used, and where there is no one reason for the missing data (5). In the setting of a large, observational study where it would be impractical to impute all data in one large model, we have demonstrated an approach to creating multiple imputed data sets. In observational studies with minimal missing data and with no reason to suspect that data are not missing at random, our exploration provides some reassurance that findings published prior to implementation of missing data replacement would not have changed much had an optimal method for missing data imputation been used.
