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ABSTRACT
New experiments, designed to test the Standard Model of particle physics
with unprecedented precision and to search for physics beyond, push de-
tector technologies to their limits. The Mu3e experiment searches for the
charged lepton flavor violating decay µ+ → e+e−e+ with a branching ra-
tio sensitivity of better than 1 ·10−16. This decay is suppressed in the Stan-
dardModel to unobservable levels but can be sizable inmodels beyond the
Standard Model. The Mu3e detector consists of a thin pixel spectrometer
combined with scintillating detectors to measure the vertex, momentum
and time of the decay particles. Requirements on rate andmaterial budget
cannot be fulfilled by classical pixel sensors and demand the development
of a novel pixel technology: high-voltage monolithic active pixel sensors
(HV-MAPS).
Two important steps towards a final pixel detector are discussed within the
scope of this thesis: the characterization of two HV-MAPS prototypes from
the MUPIX family and the development of a tracking telescope based on
HV-MAPS with online monitoring, tracking and efficiency calculation for
particle rates above 10MHz.
Using the telescope it is shown that the transition from the small-scale
MUPIX7 to the full-scale MUPIX8 has been successful. Sensor character-
ization studies of the MUPIX8 show efficiencies above 99% at noise rates
below 0.4Hz/pixel over a large threshold range as well as a time resolution
of 6.5ns after time-walk corrections, thus fulfilling allMu3e sensor require-
ments.
Additionally, the radiation tolerance of the MUPIX7 has been demon-
strated up to a fluence of 1.5 ·1015 24 GeV p/cm2.
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ZUSAMMENFASSUNG
Neue Experimente, welche die Standardmodellvorhersagen mit beispiello-
ser Präzision testen und nach Physik jenseits dieses Models suchen, reizen
die Grenzen von Detektortechnologien ständig aus. DasMu3eExperiment
sucht den geladenen leptonfamilienzahlverletzendenZerfallµ+ → e+e−e+
mit einer Verweigungsverhältnis Sensitivtät kleiner als 1 ·10−16. Dieser Zer-
fall wird im Standardmodell auf nicht beobachtbare Werte unterdrückt,
kann aber in Modellen jenseits des Standardmodells nachweisbar werden.
DerMu3e Detektor besteht aus einem dünnen Pixelspektrometer in Kom-
binationmit szintillierenden Detektoren um den Zerfallpunkt, Impuls und
die Zeit der Zerfallsteilchen zu vermessen. Die Anforderungen an Rate und
Materialbudget können von klassischen Pixelsensoren nicht erüllt werden
und erfordern die Entwicklung einer neuen Pixeltechnologie: Hochspan-
nungsbetriebene aktive Pixelsensoren (HV-MAPS).
Zwei wichtige Schritte zu einem endgültigen Detektor werden im Rahmen
dieser Arbeit diskutiert: Die Charakterisierung von zwei Sensor Proto-
typen aus der MUPIX Familie und die Entwicklung eines Teleskops zur
Rekonstruktion von Teilchenspuren auf Basis von HV-MAPS mit online-
Überwachung, Spurrekonstruktion, Effizienzbestimmung, welches Teil-
chenraten von über 10MHz verarbeiten kann.
Mit dem Teleskop wird gezeigt, dass der Übergang von kleinen zu großen
Prototypen erfolgreich war. Die Sensoren zeigen eine Effizienz von über
99% bei einer Rauschrate von unter 0.4Hz/Pixel über einen großen
Schwellenbereich, sowie eine Zeitauflösung von 6.5ns nach einer time-
walk Korrektur, womit alleMu3e Anforderungen erfüllt werden.
Zusätzlich wurde die Strahlenhärte des MUPIX7 bis zu einer Fluenz von
1.5 ·1015 24 GeV p/cm2 demonstriert.
ix
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OUTL INE OF THES I S
The thesis discusses particle tracking telescopes as a tool for integration
and characterization studies of high-voltage monolithic active pixel sen-
sors (HV-MAPS), which are developed for theMu3e experiment. HV-MAPS
are also under consideration for many other experiments, as they can be
thinned down to 50µm, are highly integrated and capable of high parti-
cle rates. Additionally, the thin active depletion region makes HV-MAPS
naturally radiation tolerant and therefore interesting for HL-LHC detector
upgrades.
In the introduction, a theoretical motivation for the Mu3e Experiment
as a window to new physics is given (chapters 1 and 2). Subsequently, in-
teractions of charged particles with matter are discussed (chapter 3), fol-
lowed by a detailed introduction into pixel sensors. The two MUPIX proto-
types characterized in this thesis are introduced next in chapter 4. Particle
track reconstruction, the principle of device under test studies and a sim-
ulation based comparison between different track models, a straight line
and a general broken line fit, conclude the introductory part (chapter 5).
The second part of the thesis introduces two particle tracking telescopes:
the new MUPIX TELESCOPE, which was developed in the scope of this the-
sis to characterize and integrateHV-MAPS prototypes and the EUDET-type
high resolution telescopes. The readout architecture, DAQ concept, moni-
toring and online efficiency calculation and a study of the systems limita-
tions of the MUPIX TELESCOPE are presented in chapter 6. The concept,
performance and resolution of the EUDET-type telescopes is discussed
and the analysis concept for the sub-pixel studies is validated and the ma-
terial budget estimates for the device under test are compared to measure-
ments (chapter 7).
The third part of the thesis is focusing on the characterization of two HV-
MAPS prototypes in laboratory and testbeammeasurements. Testbeam fa-
cilities used to obtain the presented results are introduced at the beginning
(chapter 8). Results from efficiency, noise, crosstalk and time resolution
studies of the MUPIX7 are summarized in chapter 9. Detailed studies of
the MUPIX8 are presented in chapter 10, including sub-pixel studies. The
results from a published irradiation campaign are discussed in chapter 11
to conclude on the sensor studies. Lastly, a summary of the thesis and an
outlook on further developments of HV-MAPS and the MUPIX TELESCOPE
is presented in chapter 12.
xv
CONTR IBUT IONS FROM THE AUTHOR
Complex data acquisition systems are developed in a collaborative effort,
involving many people.
The MUPIX TELESCOPE has been development first for the MUPIX6 and
MUPIX7, based on the readout of the MUPIX3. The author has developed
the first MUPIX TELESCOPE version in the scope of amaster thesis. The new
MUPIX TELESCOPE has been developed in the scope of this theses based on
the first MUPIX TELESCOPE, with contributions from colleagues to the sen-
sor steering. The author has implemented online datamerging and storing
as well as online tracking and efficiency calculation within the telescope
and designed the online monitoring, which has been implemented by a
supervised student. The software implementation of the direct-memory-
access, as well as the coordinate transformation and the data format have
been developed in close collaboration with group members. The required
hardware for the MUPIX TELESCOPE has been developed by group col-
leagues in Heidelberg.
The author developed the analysis framework: the implementation of the
track reconstruction, matching algorithm as well as the efficiency, noise,
time resolution, clustering and crosstalk analysis.
Testbeam campaigns cannot be carried out without the support of col-
leagues from Heidelberg and Mainz, who contributed as telescope oper-
ators during all campaigns. The telescope commissioning for both proto-
types has been conducted by the author during two testbeam campaigns.
The data for the online monitoring and online efficiency study has been
taken in absence of the author, who carried out the analysis. The data for
the MUPIX7 andMUPIX8 studies has been taken in presence of the author.
The time-walk correction implementation and study is part of amaster the-
sis from Heidelberg, which has been supervised by the author.
The irradiation campaign results summarized in thesis are based on a pub-
lication, where the author has been the main editor, who also carried out
the analysis. The data has been obtained at a PSI testbeam campaign,
which has been carried out together with colleagues fromHeidelberg.
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Part I
INTRODUCTION
Elementary particles and their interactions are described by
the Standard Model of Particle Physics with outstanding pre-
cision. Despite having predicted many discovered particles
in the last years, it is known to be incomplete. Gravitation,
matter-antimatter asymmetries and neutrino oscillations are
for example not included in the Standard Model. Numerous
models try to extend the Standard Model to include these ef-
fects.
Beyond the Standard Model theories often predict new parti-
cles with masses above the Higgs mass. These particles mo-
tivate accelerator-based experiments, which increase the col-
lision energy to become sensitive to the mass scale of new
physics. However, the mass might be beyond the reach of di-
rect detection experiments and new physics only manifests in
small deviation in Standard Model processes. An increased lu-
minosity by enhancing beam intensities allows for a search for
highly suppressed effects with specialized detectors.
Mu3e is a precision experiments searching for new physics in
charged lepton flavor violating muon decays motivated by the
existence of neutral current lepton flavor violation. TheMu3e
experiment is based on state of the art high-voltagemonolithic
active pixel sensors to track particles, pin down their interac-
tion/decay positions andmeasure their momentum.
In the first chapter, the Standard Model and its limitations
are discussed, followed by an introduction to theMu3e experi-
ment. Subsequently, particles interaction with matter is intro-
duced. The concept of particle detection with silicon sensors
is discussed next, followed by an introduction of the last two
MUPIX prototypes. The part is concluded with an overview of
particle track reconstruction concepts, a discussion of two im-
plemented track models , device under test studies and a com-
parison of two track reconstruction concepts.

1
THEORET ICAL BACKGROUND
Formore than three thousand years people have been unveiling the secrets
of nature and natural science has developed into a broad field of research:
Chemistry, biology, computer science, mathematics and physics. Physics
is one of the most fundamental natural sciences with several research ar-
eas. Particle physics focuses on understanding interactions between the
smallest constituents in nature, elementary particles, and radiation. Today,
the particle nature of matter is well established and elementary particles
and their fundamental interactions are covered by a common theory de-
veloped during the 20th century that has survived numerous experimental
tests: The Standard Model of particle physics.
1.1 THE STANDARD MODEL OF PART ICLE PHYS ICS
The Standard Model of particles physics (SM) is describing the elementary
particles and their interactions. The SMhas its roots in the sixties when the
weak and electromagnetic interaction have been unified [1] and evolved
during the seventies to its current form. The SM is one of the biggest suc-
cess stories in modern physics, has been extensively tested and an extraor-
dinary prediction power.
Figure 1.1 shows the particle content of the SM, grouped into quarks and
leptons next to the gauge bosons. Quarks and leptons have half integer
spin and are called fermions. They exist in three generations with increas-
ing masses. Each generation consists of two quarks with an elementary
charge of +2/3 and -1/3, a lepton with elementary charge -1 and the corre-
sponding lepton neutrino, which has no elementary charge. An antipar-
ticle exits for each fermion, with opposite quantum numbers. The first
generation is stable and makes up everything visible surrounding us. The
charged fermions of the other two generations are unstable and decay
with varying lifetimes and over different channels into fermions of the first
generation. Neutrinos are stable and massless in the Standard Model. A
fermion and its anti-fermion can annihilate if they come into contact.
The three forces – electromagnetic, weak and strong – aremediated by spin
1 particles, so called (gauge) bosons. All fermions can interact weakly, via
the exchange ofW /Z bosons. Charged fermions can interact electromag-
netically via the exchange of a photon. Quarks can interact strongly via
gluons. The last missing piece is the Higgs boson, with a spin of 0, which
is responsible for the spontaneous symmetry breaking of the electroweak
interaction, giving rise to the masses of theW and Z . The Higgs has been
discovered in 2012 at the large-hadron-collider (LHC) [4, 5] and completed
the SM. Processes, which are allowed in the SM conserve certain quantum
3
4 THEORET ICAL BACKGROUND
R
/G
/B
2/3
1/2
2.3 MeV
up
u
R
/G
/B
−1/3
1/2
4.8 MeV
down
d
−1
1/2
511 keV
electron
e
1/2
< 2 eV
e neutrino
νe
R
/G
/B
2/3
1/2
1.28 GeV
charm
c
R
/G
/B
−1/3
1/2
95 MeV
strange
s
−1
1/2
105.7 MeV
muon
µ
1/2
< 190 keV
µ neutrino
νµ
R
/G
/B
2/3
1/2
173.2 GeV
top
t
R
/G
/B
−1/3
1/2
4.7 GeV
bottom
b
−1
1/2
1.777 GeV
tau
τ
1/2
< 18.2 MeV
τ neutrino
ντ ±1
1
80.4 GeV
W±
1
91.2 GeV
Z
1
photon
γ
color
1
gluon
g
0
125.1 GeV
Higgs
H
stron
g
n
u
clear
force
(color)
electrom
agn
etic
force
(ch
arge)
w
eak
n
u
clear
force
(w
eak
isosp
in
)
charge
colors
mass
spin
6
q
u
ark
s
(+
6
an
ti-q
u
ark
s)
6
lep
ton
s
(+
6
an
ti-lep
ton
s)
12 fermions
(+12 anti-fermions)
increasing mass →
standard matter unstable matter force carriers
Goldstone
bosons
1s t 2n d 3r d g e n e r a t io n
12+1 bosons
Figure 1.1: The Standard Model of Particle Physics. Taken from [2], based
on [3].
numbers. The charge for example is conserved, but also the lepton flavor,
lepton number and the spin.
1.2 MUON DECAYS IN THE STANDARD MODEL
Muons (and anti muons) are the charged fermions of the second gener-
ation. They are unstable, have a lifetime of 2.2µs and decay exclusively
via the weak interaction into electrons, neutrinos and photons [6]. Muons
have a very limited number of possible decay channels. The Michel decay,
see figure 1.2a, of an anti muon into two neutrinos and a positron
µ+ → e+νe ν¯µ, (1.1)
is the dominant decay in the SM with a branching fraction of above 98%.
The second possible decay with a branching fraction of 1.4% involves an
additional photon µ → eγνν. The involved gamma converts internally to
an e+e− pair with a branching fraction of 3.4 ·10−5 leading to the decay
µ+ → e+ e+ e−νe ν¯µ. (1.2)
This decay is referred to as internal conversion decay in the following.
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(a) Michel decay µ+ → e+νµνe.
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(b) Loop level decay µ→ eee.
Figure 1.2: Muon decays in the (extended) SM.
1.3 PHYS ICS BEYOND THE STANDARD MODEL
Despite the excellent prediction power of the SM, not all observations are
covered and a lot of free parameters are existing, which need to be experi-
mentally determined.
One example is the oscillation of neutrinos between their flavor eigen-
states, which has been measured by several experiments [7–9]. This is pos-
sible, if the threemass eigenstates are different, which in turn requiresmas-
sive neutrinos. However, neutrinos aremasslesswithin the SM. To add neu-
trino oscillations, the SM needs to be extended to include massive neutri-
nos1. Including neutrino oscillation in an extended SM is still not sufficient
to explain other observations.
Howdoes gravity fit into the picture? Howcanwe explain darkmatter? Why
are there three generations and not more? Why do we observe an asymme-
try between matter and anti matter? All these questions give rise to novel
theories going beyond the Standard Model (BSM).
1.4 PROB ING THE STANDARD MODEL EXPER IMENTALLY
The open questions on the SM cannot be answered without experiments
probing theoretical predictions. Two approaches are followed these days:
indirect and direct searches. The latter are based on a further increase of
the energy in particle beams and collisions to be able to directly probe
higher and higher masses. Direct searches currently all rely on the LHC
and themulti purpose detectors ATLAS, CMS (and LHCb). Data from these
detectors is also used to measure properties of the SM.
In contrast to direct searches, indirect searches focus on finding small de-
viations from the SM predictions or search for decays, which are forbidden
within the SM. Dedicated indirect searches have high mass scale reaches,
as they use highly specialized detectors. However, these experiments typi-
cally only cover one process and are not as flexible as multi purpose detec-
1 Adding a heavy right-handed neutrinos for example gives rise to small masses for the left
handed ones, the seesawmechanism [10].
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tors. Indirect searches like theMu3e experiment are very promising portals
to new physics.
1.5 CHARGED LEPTON FLAVOR V IOLAT ION
Charged lepton flavor is conserved in the SM at tree-level. However,
on loop-level, charged lepton flavor can be violated (cLFV) by neutrino-
oscillation in the extended SM, giving rise to decays like µ → eee, µ→ eγ
or µ→ e. Similar decays of τ→ µ are also possible under the same prereq-
uisite. Figure 1.2b shows a Feynman diagram for the loop level realization
for the decay µ → eee. The branching ratio for loop diagrams is however
heavily suppressed by the hugemass difference between theW +massMW
and the neutrinomass differencemi1 [11]. The BR for the decay µ→ eγ is
BR(µ→ eγ)= 3α
32π
∣∣∣∣∣
∑
i=2,3
Uµi
∗Uei
∆mi1
2
MW
2
∣∣∣∣∣
2
< 10−54, (1.3)
whereUαi are elements of the neutrino mixing matrix and α the fine struc-
ture constant.
The tiny branching ratio in the SM beyond any experimental reach in com-
bination with the availability of high intensity muons beams makes muon
decays attractive for precision searches. It is also natural to expect lepton
flavor violation in charged currents, if it is violated in neutral currents.
The full Lagrangian for the decay µ → eee is derived in [12]. In general,
the decay can be mediated on tree or/and on loop level. To be less model
dependent, it makes sense to look primarily on the new physics mass scale
reach, which can be expressed with a simplified Lagrangian based on [11].
Introducing a commonmass scaleΛ and aparameterκdescribing the ratio
between loop and contact interaction contributions the mass scale reach
can be plotted [13], compare figure 1.3. If new physics is manifested on
loop level, the strongest limits can be set by searches for µ → eγ. Other-
wise searches for µ → eee, which are sensitive to loop and tree level mani-
festations of new physics can set the strongest limits.
It is neither possible nor useful to list all existing theories which include
cLFV but two examples are given. A prominent theory for cLFV on loop
level are SUSY-GUTs [14], which predict enhanced branching ratio simply
by smaller mass differences of the particles running in the loop, see fig-
ure 1.4a.
Four-fermion contact interactions require new bosons, which canmediate
cLFV, like Little Higgs Models [15] or Z’ models [16], see figure 1.4b.
As cLFV is a promising window to new physics, experiments searching
for cLFV have a long history, see figure 1.5. The strongest current limits on
cLFV are set by muon experiments, which are mostly hosted at the PSI in
Switzerland, where the world’s most intense muon beam is available. The
decay µ→ eee has last been searched for in the 80s [17].
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(a) SUSY loop (b) Tree level µ→ eee.
Figure 1.4: Muon decays in BSM.
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MU3E - MUON DECAYS AS A PORTAL FOR NEW PHYS ICS
The last hunt for the decay µ → eee by the SINDRUM collaboration
in 1988 has set a limit on the branching ratio of BR < 10−12 [17]. Al-
though the MEG experiment has set an outstanding limit on µ → eγ of
BR < 4.2 ·10−13 (@90%CL) [19] putting strong constraints on µ → eee on
loop level, a new search for µ → eee is well motivated due to additional
tree level sensitivity. The technological development since then makes it
possible to design an experiment with a higher sensitivity. Mu3e is the pro-
posed successor and targets a branching ratio sensitivity of 1 in 1016 de-
cays. Achieving this in a reasonable time necessitates a muon rate in the
order of 109muons/s, which cannot be be provided by any facility world-
wide. However, a planned high intensitymuon beam line [20] at PSI will be
able to deliver the final rate. Mu3e is planned to be realized in two phases
– phase I with highest possible muon stopping rate from an existing beam-
line of about 1 ·108muons/s and a single event sensitivity target of 1 in 1015.
Phase II will increase the detector acceptance and utilize the proposed new
beam line to reach the final sensitivity goal.
In the following, the signal and background characteristics, the detector
concept, muon beamline, and the sub-detector systems are discussed for
phase I.
2.1 S IGNAL AND BACKGROUNDS
Muons are stopped on a target and decay at rest. The two positrons and
the electron from a signal decay are originating from a common vertex and
are coincident in time. In addition, the total energy of the decay particles
corresponds to the muonmass:
3∑
i=1
Ei =mµ = 105.7MeV (2.1)
The sum of the momenta has to vanish:
3∑
i=1
~pi =~0 (2.2)
Two important background processes exist.
The radiative muon decay with internal photon conversion into an e+e−
pair, as introduced before. The branching fraction for this decay is
3.4 ·10−5 [6]1. All particles originating from one decay lead to a time and
space coincident signal. A fraction of the energy is carried away by the two
1 measured for pt > 17MeV/c.
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neutrinos, which leave the detector without a trace, leading to missing en-
ergy. The branching fraction as function of the missing energy has been
calculated in [21]. To suppress this background below 1 ·10−16, a mass res-
olution of 0.5MeV/c2 is required.
The second background arises from the high muon rate: an overlay of two
normal muon decays and an electron from another origin, like Bhabha
scattering, photon conversion or Compton scattering, can mimic a signal
decay. These backgrounds depend on stopping rate, acceptance and the
material budget. In any case, they can be efficiently suppressed by excel-
lent vertex-, time- andmomentum resolution. Vertex- andmomentum res-
olution are limited by the distance between target and tracking layers, as
well as the multiple scattering in the detector layers and the target.
A background free operation during phase I requires an average momen-
tum resolution of better than 1.0MeV/c, without tails towards higher mo-
menta and a time resolution of below 500ps per reconstructed track ac-
cording to detailed simulation studies [22].
2.2 DETECTOR CONCEPT
The detector concept and design is driven by the requirements to suppress
background processes. The material budget has to be as low as possible
to suppress multiple Coulomb scattering. Additionally, an excellent tim-
ing system is required to suppress combinatorial background. To measure
charge and momentum, the detector is operated in a 1T magnetic field.
A sketch of the phase I detector is shown in figure 2.1: a muon beam is
stopped on a hollow double cone target fabricated from Mylar [22]. The
target is surrounded by two layers of pixels, which are used to determine
the vertex position with maximal accuracy. Particles travel on a helix in
the solenoid magnetic field and traverse a first timing layer made of scin-
tillating fibres, placed as close to the two outer pixel layers as possible to
minimize the impact of scattering in the fibres. Decay particles continue
curling in the field and hit the outer layers again, either in the central part
or in the recurl stations which are attached on both sides of the central de-
tector. Combining the four hits in the outer layer improves themomentum
resolution significantly. After recurling, the particles are absorbed in scin-
tillating tiles below the recurl pixel layers, which will provide the final time
measurement.
The complete detector is operated in a helium atmosphere. Active com-
ponents of the detector are cooled by multiple gaseous helium flows. He-
lium is chosen as an optimal compromise between cooling power, scatter-
ing length and operational safety.
The phase II detector will add two additional recurl stations. The different
components are introduced in the following. All numbers are extracted
from [22], if not stated otherwise.
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Figure 2.1: Transverse view of the Mu3e phase I detector with a µ → eee
decay.
2.2.1 Target, beamline and magnet
Creating and transporting the muons to the detector, as well as stopping
them requires an advanced beam line and target concept. 590MeV/c pro-
tons from the high intensity proton accelerator [23] hit a carbon target and
create pions, which in a large fraction are created as surface pions. Surface
pions are at rest on the surface of the target and decay into muons with a
lifetime of 26ns [6]. The difference between the muon and pion mass de-
fines the muon momentum of approximately 34MeV/c. These muons are
collected by amagnet and transported to the experiment with the compact
muon beam line [24].
The target has the shape of a hollow double cone and is as aforementioned
made of Mylar foil with a thickness of approximately 80µm. The shape is
optimized to obtain an efficient muon stopping with minimal transverse
material to precisely reconstruct the decay particles properties.
2.2.2 Timing system
The timing detector consists of two separate systems. A scintillating fibre
detector in the central part provides a time resolution of 500ps [25] at a
moderate material budget. The recurl stations are equipped with scintil-
lating tiles, which have a time resolution of below 100ps [26], further sup-
pressing combinatorial background.
2.2.3 Pixel tracker
The pixel tracker is responsible for vertex and momentum measurements.
Due to the tight material budget limits, high-voltage monolithic active
pixel sensors (HV-MAPS, see chapter 4), thinned to 50µm are chosen. The
HV-MAPS prototypes are named MUPIX and unify readout and active vol-
ume on one single chip. The detector layers consist of modules, which
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in turn are fabricated from sensor ladders with 6 (18) MUPIX sensors for
the inner (outer) layers. The sensors are connected via Single-point Tape
Automated Bonding [27] with thin high density interconnection flex print.
Traces for power and signal connections are fabricated from aluminum.
The layers are arranged in double pixel layers. The central detector con-
sists of two double layers, the recurl station of one double layer. The radial
positioning is optimized for tracking of low momentum electrons with a
momentum below 53MeV/c (half the muon mass). The inner layers are
located as close to the target as possible to reduce extrapolation uncertain-
ties. The radius of the outer layers is chosen such, that a majority of the
particles is performing a half circle before being detected again, thus re-
ducing the influence of multiple scattering, which can be neglected to first
order after half a turn [13].
2.3 READOUT CONCEPT
Mu3ewill runwithout a hardware trigger, as the life times of themuons and
pions smear out the beam structure and create a quasi continuous beam.
Having no trigger requires a streaming data acquisition and the reconstruc-
tion of all events online to select interesting events. Data from the three
detector subsystems is merged on FPGA boards and short time slices of
the full detector are sent to a filter farm with powerful GPUs, where a fast
tracking and vertexing algorithm is implemented to select events of inter-
est. Selected events are sent to storage and are available for offline analysis.
The filter farm reduces the incoming data from roughly 100Gbit/s [22] to
50−100MB/s, corresponding to a compression factor of 142 [28].
3
PART ICLE DETECT ION
Revealing the nature of particles by measuring their properties is essential
to compare theoretical predictions with reality. Particle detectors are used
to tag the presence of a particle andmeasure certain properties. Measuring
a particle requires an interaction of the particle with the detector material,
which creates a detectable signal. However, interactions change the parti-
cles momenta and energy. If more interactions take place, the detectable
signal increases. Particle detection is therefore always a trade between
disturbing the measured particle and ensuring high detection efficiencies.
Detectors can be divided in several groups: Energy measurements via e.g.
Calorimeters, determine the energy of a particle by absorbing the total ki-
netic energy and stopping the particle in sensitive material. Timing detec-
tors are used to precisely measure event times, like scintillators combined
with silicon photomultipliers. Measuring a charged particles momentum
in presence of a magnetic field is done by position sensitive devices, like
pixel sensors. They also allow to extrapolate the particles trajectory to its
origin. Modern detectors often combine several functionalities in one de-
vice.
The different interactions of particles with matter, as well as effects due
to high particle fluences over long time, radiation damage, are discussed
in the following. Subsequently, pixel sensors are introduced, focusing on
monolithic active pixel sensors. The chapter concludes with an introduc-
tion to crosstalk and charge sharing induced clusters in monolithic pixel
sensors.
3.1 PART ICLE INTERACT ION WITH MATTER
A particle traversing matter will interact with it. As discussed in section 1.1
different particles can interact in different ways. Weak interactions are
not discussed, as electromagnetic and strong interactions dominate. All
charged particles can interact electromagnetically, only hadrons (particles
consisting of quarks, tied together by the strong force) can interact via the
strong interaction. However, the strong interaction has a short range and
is therefore suppressed. Electromagnetic interactions are, due to the larger
interaction range, dominant for charged particles, which are measured in
tracking systems. The absence of a net charge makes neutrons hard to de-
tect and explains their long mean free path length in matter. Both interac-
tions lead to two effects: the particles loose energy, which is deposited in
the material and are deflected. The former is essential to detect particles
and discussed first, the latter an unwanted, but unavoidable, side effect dis-
cussed later.
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A very compact summary of particle interaction, on which this section is
based, can be found in [6].
3.1.1 Energy deposition
Particles can deposit energy in matter by ionization of atoms, excitation
of atoms, Bremsstrahlung, Cherenkov- and transition radiation. The latter
two are not relevant for tracking systems. Bremsstrahlung is only relevant
for light charged particles (electrons and positrons). The relative fraction
of these processes depends on the particle species, the energy and the de-
tector material’s properties.
Energy loss is a stochastic process and cannot be predicted on a particle
by particle basis. The number of interactions as well as the interaction
strength are fluctuating. However, average energy losses are understood to
a high level of detail and discussed separately for heavy and light particles,
to accurately address Bremsstrahlung.
HEAVY PART ICLES The mass stopping power (essentially a density de-
pendent energy loss per distance) of heavy particles is summarized in fig-
ure 3.1, exemplary for positive muons on a copper target. The maximal
energy transfer in a single collision for a particle withmassM is given by [6]
Wmax =
2mec2β2γ2
1+2γme/M + (me/M)2
, (3.1)
with electron mass me , speed of light c, relative speed β = v/c and the
Lorentz factor γ = 1/
√
1−β2. The mean energy loss of moderately rela-
tivistic particles with 0.1<βγ< 100 is dominated by ionizing energy losses
and well described by the Bethe-Bloch formula [29]
−
〈
dE
dx
〉
=K z2 Z
A
1
β2
·
[
1
2
ln
(
2mec2β2γ2Wmax
I 2
)
−β2− δ(βγ)
2
]
, (3.2)
with the particles energy E , constant K = 4πNAre2mec2,with the classical
electron radius re and the Avogadro number NA . The material thickness is
x, the dielectric constant ǫ0 and the mean excitation potential I ≈ 10eV ·Z .
δ(βγ) takes the density effect1 into account, which suppresses the logarith-
mic rise for higher energies. Additional parameters a the incident particles
charge z, the detector materials atomic number Z and its atomic mass A.
The energy loss has a minimum at βγ of approximately 3. Particles in this
range are called minimum ionizing particles (MIPs).
However, the mean energy loss is heavily affected by very rare events with
large single collision energy, which shift the mean to higher values. A bet-
ter description for the energy loss in a detector is themost probable energy
loss, which is significantly lower than the mean loss given by the Bethe-
1 Polarization of the traversing media limiting the field extension.
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Figure 3.1: Mass stopping power for positive muons on a copper tar-
get. The energy loss is minimal in the Bethe region – particles
within this momentum range are called minimum ionizing parti-
cles. Taken from [6].
Bloch equation. The discrepancy between Bethe-Bloch and themost prob-
able loss is reduced for thicker sensors. Particle physicists usually describe
the energy loss with a Landau distribution. However, a straggeling function
with a mean value ∆p/x and a full width half maximum w suits the energy
loss better [30], as visualized in figure 3.2a for 500 MeV pions in silicon.
The difference to the Bethe-Bloch mean energy loss for a MIP is shown in
figure 3.2b. Especially for thin layers, the most probable loss is up to 40%
below the mean loss.
ELECTRONS AND POS ITRONS The energy loss of electrons and posi-
trons differs from the energy loss of heavy particles, as they have the same
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Figure 3.2: Energy loss fluctuations in silicon. Taken from [6].
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mass as the atomic electrons they free in the process of ionization. In
contrast to moderately relativistic heavy particles, electrons and positrons
can also significantly loose energy by bremsstrahlung. Ionization is the
dominant energy loss component at low energies and bremsstrahlung be-
comes dominant for higher energies, see figure 3.3. Scattering with an en-
ergy transfer of more than 0.255MeV is defined as Bhabba (positrons) and
Møller (electrons) scattering in figure 3.3.
Electrons are bound to the atoms and at least the binding energy needs
to be deposited to free the electrons. Additional energy transfer increases
the momentum of the free electron. The atomic- and impact electron are
quantum mechanically indistinguishable particles. A full energy transfer
has therefore the same effect as no interaction at all (the electrons simply
exchange positions). Themaximal energy transfer is therefore only half the
kinetic energy:
Wmax =
mec
2(γ−1)
2
(3.3)
For electrons, the mass stopping power can be calculated from the first
moment of the Møller cross section, assuming free atomic electrons [6]:
−
〈
dE
dx
〉
=1
2
K
Z
A
1
β2
·
[
ln
mec
2β2γ2
(
mec
2(γ−1)
)
2 · I 2 (3.4)
+(1−β2)− 2γ−1
γ2
ln2+ 1
8
(
γ−1
γ
)2
−δ
]
,
The above equation is very similar to equation 3.2. Similarly, the stopping
power for positrons can be calculated from the firstmoment of the Bhabha
equation. Alternatively, the mean energy loss of electrons can be approxi-
mated by the equation from Berger and Seltzer [31]:
−
〈
dE
dx
〉
= ρ 0.153536
β2
Z
A
[
B0(T )−2ln
I
mc2
−δ
]
(3.5)
The term B0(T ) is the momentum dependent stopping power of the mate-
rial, which differs between electrons and positrons due to Fermi statistics.
Electrons and positrons not only loose energy by ionization, but also by
electromagnetic radiation due to deceleration by deflection in the field of
a nucleus, so called bremsstrahlung. Bremsstrahlung losses for electrons/-
positrons above 10MeV are described by
− dE
dx
=− E
X0
, (3.6)
with the material dependent radiation length X0. It is defined as the aver-
age distance a high energy electron or positron is traveling until its energy
is reduced to 1/e of the initial energy. Detailed calculations of the radiation
length can be found in [32, 33] and are approximated by [6]
X0 =
716.4
Z (Z +1)ln 287p
Z
1
ρ
. (3.7)
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Figure 3.3: Mean energy loss of positrons/electron in lead. The dominant
contributions are ionization and bremsstrahlung. Scattering is
considered ionization, if the single collision energy loss is below
0.255MeV, otherwise Bhabba andMøller. Taken from [6].
Bremsstrahlung photons convert to an electron-positron pair, which in
turn looses energy - an electromagnetic shower is initialized. The created
particles are detectable in the next tracking layer and can cause ambigui-
ties in track reconstruction.
3.1.2 Multiple Coulomb scattering
Electromagnetic interactions lead not only to changes in the particles en-
ergy, but also in the direction of the particles. Each single interaction de-
flects the charged particle by a small angle, see figure 3.1.2. Coulomb scat-
tering at the nuclei are described by the Rutherford cross section. For thin
layers, the offset yplane due to scattering in the material can be neglected
and only the change in direction θplane is relevant.
Traversing throughmaterial leads usually to many small angle scatters cre-
ating a scattering angle distribution with a Gaussian core and tails from
rare hard scatters. The projected width of the scattering angle distribution
is
θ0 = θplane =
1p
2
θspace. (3.8)
The RMS of the central 98% of the scattering distribution can be described
by the Highland-formula [34]:
θ0 =
13.6MeV
βcp
z
√
x
X0
[
1+0.038ln
(
x
X0
)]
(3.9)
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Figure 3.4: One dimensional sketch of the scattering in material with a
thickness of x. The change in direction is described by θplane, the
offset yplane = sin(θplane) ·x. Taken from [6].
The variables are identical to the equation before. x/X0 is the thickness
of the material in radiation length. For stacked detector layers, the total
scattering length is calculated by summing over all materials and using the
total radiation length. For compounds and mixtures, the radiation length
is simply given by [6]
1/X0 =
∑
w j /X j . (3.10)
w j and X j are the fractional weights and radiation lengths of the elements.
3.1.3 Radiation damage
Energy deposition influences the structure of the traversedmaterial. Being
exposed to a large particle flux for a longer time can damage materials - so
called radiation damage. Fluence, the integrated particle flux per surface,
is used to quantize radiation damage. In principle, two types of damage
exist: Ionizing and non-ionizing damage.
Ionizing energy loss damage: Ionizing energy loss (IEL) damages the
sensor oxide surface and boundaries (Si-SiO2) and electronics within the
sensors due to ionizing the material.
Non-ionizing energy loss damage: Non-ionizing energy loss (NIEL)
damage describes hard scatters in the bulk material of the sensor, which
can displace atoms (vacancies) and move atoms to different intermediate
lattice positions. The latter ones are usually unstable, but can build sta-
ble defects with other impurities. For convenience, the NIEL damage is
usually scaled to the damage of a 1MeV neutron flux. Particle fluences are
therefore typically given in 1MeV neq/cm2.
IEL damage is reversible, heating the sensorwill cure somedamage. Con-
trary, NIEL damage is changing materials irreversibly. Direct collisions cre-
3.2 P IXEL SENSORS 19
ate vacancies which in turn can create clusters of vacancies. Due to elec-
tromagnetic interactions, the probability to create point defects is signifi-
cantly higher for charged particles compared to neutrons. Following the
argumentation of theNIEL-Hypotheses, all bulk damage effects can be de-
scribed by point and cluster defects and their occurrence probability. This
allows for a energy dependent direct comparison between bulk damage
from protons, neutrons and electrons. An energy dependent damage func-
tionD(E) can be defined [35]:
D(E)=
∑
i
σi (E)
∫ERmax
Ed
fi (E ,ER )Edam(ER )dER (3.11)
E and ER are the incoming particle and recoil atom energies. Index i runs
over all possible cross sections σi and fi (E ,ER ) denotes the probability to
create a recoiling atom with energy ER . Edam(ER ) is the energy available
for defect creation. For neutrons with an energy of 1MeV Dn(1MeV) =
95MeVmb holds. For each energy-particle combination, the damage can
be scaledwith the hardness factorκ to the damage of 1MeVneutrons. κ de-
pends on the material, energy E and particle species x [36]:
κ=
∫Emax
Emin
Dx(E)Φ(E)dE
Dn(1MeV)
∫Emax
Emin
Φ(E)dE
(3.12)
Φ(E) is the particle flux. The hardness factor for 24GeV protons (energy of
the protons at the PS irradiation facility) for example is κ = 0.6 [37]. How-
ever, the hardness factor is assuming a constant volume. For sensors with-
out a full depletion, like HV-MAPS discussed below, the hardness factor is
an underestimation of the radiation damage impact, as the depletion zone
thickness increases with irradiation and therefore the amount of activema-
terial irradiated.
3.2 P IXEL SENSORS
Pixel sensors are semiconductor solid state detectors, with a pixelated ac-
tive area. Typical materials are silicon and germanium. All presented sen-
sors in the scope of this thesis are based on silicon, which is therefore the
focus of the following introduction. The most important silicon properties
are summarized in table 3.1. To understand the working principle of a sil-
icon pixel sensor, a short introduction to semiconductor physics is given,
followed by a discussion of different pixel sensor architectures.
3.2.1 Semiconductor physics
Semiconductors have unique conductivity properties, arising from the
small energy gap between bound electrons in the valence band and quasi-
free electrons in the conduction band. Without any thermal excitation
at absolute zero temperature (0K), all electrons are bound in the valence
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Property Value
Atomic number Z 14
Mass 28.09 U
Density ρ 2.3 g/cm3
Dielectric constant ǫ 11.9
Crystal structure Diamond
Band gap direct 3.4 eV
indirect 1.2 eV
Intrinsic charge density 1.01 ·1010 cm−3
Specific resistivity 2.3 ·105 Ωcm
Radiation length 9.36 cm
Mean e-h pair creation energy 3.65 eV
Electron mobility µe 1450 cm2 V/s
Hole mobility µh 500 cm
2 V/s
Lifetime electron τe > 100µs
Lifetime hole τh > 100µs
Table 3.1: Summary of selected silicon properties, adopted from [38].
band. With increasing temperature, thermal excitations become possible:
an electron can be lifted to the conduction band, where it can travel freely.
The missing electron leaves an empty spot in the crystal structure, a so
called hole. The hole attracts electrons – if an electron fromadjacent bonds
fills up the hole, it leaves another one behind, resulting in a charge move-
ment in the valence band. Excited electrons can be trapped by a hole in the
valence band again, the process of recombination.
The number of available free charge carriers at room temperature for sili-
con is about 12 orders ofmagnitude lower for silicon compared to ordinary
conductors, where essentially every atom contributes one electron in the
conduction band.
The intrinsic conductivity of semiconductors can be manipulated by so
called doping, where impurities are added to the crystal structure. These
implants create intermediate energy levels between valence and conduc-
tion band, easing thermal excitation. Implanting atoms with one addi-
tional valence electron (atoms with five electrons for silicon doping), al-
lows for onemore free electron to the conduction band due to thermal exci-
tation, increasing the conductivity of the semiconductor. Atoms with addi-
tional electrons are referred to as donors and semiconductors with donors
are called n-doped. Similarly using implants with one electron less (atoms
with three electrons for silicon doping) leads to additional holes. These
atoms are referred to as acceptors and the processed semiconductor mate-
rial is called p-doped.
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Bringing the surface of an n-doped and a p-doped piece of silicon in con-
tact is creating a pn-junction, which can be used as a diode. The asymme-
try in the number of free charge carriers in the conduction band in both
regions induces diffusion of electrons from the n-doped region into the
p-doped part. In parallel holes diffuse in the other direction. The addi-
tional electrons in the p-doped part will recombine with the large amount
of available holes and vice versa. The acceptor and donor atoms, will stay
at their lattice position, creating an electric field along the pn-junction.
The electric field opposes the diffusion and an equilibrium between ther-
mal diffusion and field induced drift is created. The junction region has
a strong electric field and is free of mobile charge carriers. The effects at
a pn-junction can be reduced or enhanced by applying an additional bias
voltage across the pn-junction. Connecting the p-doped part to a positive
level and the n-doped to a negative leads to a reduction of the depletion
zone - the co called forward bias. If the potential barrier is vanishing, the
pn-junction gets fully conductive.
Swapping the polarity is called reverse biasing: The external levels force
the depletion zone to grow. The thicknessw of the deletion zone in biasU0
for acceptor (donor) concentrationsNA(ND ) is calculated in [39, 40], based
on [41] :
w =
√
2ǫ0ǫU0
e
NA+ND
NA ·ND
NA≪ND∝
√
U0
NA
(3.13)
For industrial processed wafers, the real doping concentration is often not
quoted, but the specific resistivity ρs
ρs =
1
µh e NA
(3.14)
is given and the depletion zone thickness can be written as
w =
√
2U0 ǫǫ0µh ρs . (3.15)
The pn-junctions capacity can be interpret as a parallel plate capacitor
with a capacity
Cpn∝ 1/
√
U0. (3.16)
A reverse biased diode can be used as active material for the detection of
traversing particles.
3.2.1.1 Charge collection in a pn-junction
Charged particles traversing through a pn-junction create electron-hole
pairs in silicon, as discussed in section 3.1, see figure 3.5. The electron-hole
pairs can be split into two groups: Inside the depletion zone and outside.
The latter either diffuse around and recombine or travel into the depletion
zone. Inside the depletion zone, the electrons and holes are separated by
the electric field and drift towards the contact points. The drifting charges
create an electric field, which in turn induces charges on the collection
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Figure 3.5: Reverse biased pn-junction with a traversing particle creating
electron-hole pairs along the path.
electrodes placed on top of the n-doped part. These mirror charges are
amplified and used to detect traversing particles.
The drift velocity vd is
vd = E ·µe/h , (3.17)
depending on the mobility µe/h and the field strength E . The average field
in the parallel plate capacitor picture is given by
E = U0
w
. (3.18)
For fields above 1 ·105 V/cm, the drift velocity saturates at roughly
3 ·106 cm/s [41]. For higher fields charge multiplication while drifting
can occur leading to a significant increase in detectable signal as well as
the risk of an easier diode breakdown. For a sensor with 20Ωcm resistivity
and a bias voltage of −80V, the depletion zone has a thickness of approxi-
mately 15µm, leading to an average field of 5.3 ·104 V/cm, which is already
very close to the saturation limit. The resulting drift velocity for electrons
(holes) is 3.4 ·105 cm/s (1.1 ·105 cm/s). Assuming the drift velocity to be
constant over the depletion zone, it takes 4 ·10−10 s (1.2 ·10−9 s) to traverse
the depletion zone for electrons (holes).
However, the field is linear rising to the contact point and decreasing af-
terwards. Performing an integration along the E-field profile, assuming
constant mobility [39] leads to:
td =
2 ·ǫ
µe ND
· ln(1−0.98)= 2ǫ
ρs
ln(0.01) (3.19)
As the integration is not taking inertia into account holes and electrons
would never reach the edge. Therefore the integration is stopped at 98%
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of the path. The remaining minor distance can be ignored. For the above
example, the resulting time is 4 ·10−9 s, with ρs being the resistivity. Both
calculations result in fast charge collection time. However, the calculated
time is always the time for the electron traversing the full depletion zone
and the majority of the charge is collected faster, improving the expected
average collection time. Nevertheless, this gives a rough estimate of the
limit of the technology in the order of a nanosecond.
3.2.1.2 Radiation damage effects in silicon
Radiation damage, discussed in section 3.1.3, has several impacts on the
charge collection and electrical properties of silicon.
Acceptor and donor creation Lattice defects are typically charged
and can create acceptors or donors. During irradiation the effective dop-
ing concentration of the bulkmaterial changes, changing the required volt-
age for a full sensor depletion and the charge collection properties. Exist-
ing acceptors/donors can be neutralized by radiation and new ones can
be created. It is even possible, that the doping type is changing: n-type
silicon can turn into p-type, the so called type inversion. Type inversion
happens already at fluences of 1 ·1013 neq/cm2 for high substrate resistiv-
ity [38]. Acceptor like defects can capture valence electrons and contribute
to negative space charge (like p-type substrates).
Excitation centers If the energy level of the defects are located be-
tween valence and conduction band, the creation of a thermal electron-
hole pair is eased, which creates larger leakage currents in the sensor. In-
creased leakage currents increase the sensors noise levels. Additionally, the
sensors temperature is increasing, which in turn increases leakage currents
- a chain reaction called thermal runaway, which can be prevented by active
sensor cooling.
Trapping Defects can capture electrons and holes – so called trapping.
Captured charges are either static or releasedwith a different time constant
as in non-irradiated silicon. Trapping essentially reduces the free path
length and therefore the available signal if the life time of the captured elec-
trons/holes is larger than the signal shaping time. This effect only becomes
important, if the free path length is reduced to the order of the depletion
thickness.
Surface damage IEL damage on the sensor surface influencesmainly
the boundaries between Si-SiO2. Damage in the non-conductive oxide lay-
ers is persistent, as the holemobility is extremely low - they are quasi static.
Over time, the oxide can charge up, which is influencing the behavior of
the transistors, potentially even creating parasitic transistors. Modern mi-
cro structured technologies are naturally less effected, as the oxide layers
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Figure 3.6: Sketch of the CMS pixel sensor as an example for a hybrid pixel
technology. Taken from [42].
are only a few nanometer thin and trapped charge can tunnel out. Addi-
tionally, the critical transistors can be designed round, which suppresses
the leakage currents significantly.
3.2.2 Hybrid pixel sensors
Hybrid pixel sensors consist of two silicon layers: One layer is used as ac-
tive detection layer, which is connected to a readout chip via bump bonds.
The active layer consists usually of an n-doped substrate with a segmented
p-layer on one side. The readout chip matches the segmentation in the
p-layer and each segment is connected to its individual readout cell with a
bumpbond. An exemplary picture of a hybrid sensor is shown in figure 3.6.
Having two silicon layers has several advantages, but also some draw-
backs: Active and readout wafer can be fabricated in different processes,
the readout chip can be fabricated in a smaller feature size process as the
sensor. Additionally, the thick sensor allows for large depletion voltages,
high signals and fast charge collection. The pixel size can be very small, if
needed. Drawbacks are the large material budget due to the large amount
of silicon combined with the solder bumps, which typically consist of high
Z materials like indium. Fabrication is also rather complicated and expen-
sive.
Hybrid sensors have performed excellent and been used as vertex detec-
tors in most detector systems during the last 30 years.
3.2.3 Monolithic active pixel sensors
Monolithic avtive pixel sensor (MAPS) follow the concept of active pixel
sensors (APS), which have been developed for imaging purposes. APS have
an active cell next to a readout cell in the samematerial - leading to a small
active sensor fraction of only 30%. This issue is overcome byMAPS, where
active readout electronics are implemented directly into the sensor, lead-
ing to almost fully active sensors. MAPS have been used for example in the
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Figure 3.7: Schematic drawing of a four pixel submatrix of aHV-MAPS [44].
STAR [43] experiment at RHIC.
Production cost for MAPS are moderate, as they are fabricated in commer-
cial CMOS processes, with high availability. MAPS have the disadvantage
of being slow. For most MAPS charge is collected via diffusion instead of
drift.
3.2.4 HV-MAPS
High-voltage monolithic active pixel sensors [44] have been proposed to
overcome the charge collection time issue of MAPS, by combining the ad-
vantages of MAPS and hybrids. Figure 3.7 shows the idea behind the con-
cept. HV-CMOS processes in which HV-MAPS are fabricated, feature the
possibility of deep n-wells in a p-substrate. Segmentation into pixels is re-
alized via a regular grid of n-wells. Active readout electronics, e.g amplifiers
and line drivers are implanted in the n-well. Biasing the p-substrate creates
a depletion zone in the order of 10−30µm. The non-depleted part of the
p-substrate is inactive and can be removed without reducing the sensors
performance, allowing for 50µm thin sensors.
Digitization, readout, data serialization and LVDS links can be also imple-
mented on the same chip, usually in a small dedicated part at one side of
the sensor, the periphery.
3.3 CAPAC IT I VE COUPL ING AND CROSSTALK
The concept of HV-MAPS includes a separation between analog and digital
electronics as aforementioned. Digitization is done in the periphery of the
sensor2. Therefore the analogue signal from each active pixel has a point
to point connection line to its partner cell in the digital part. A sketch of
a typical line layout is shown in figure 3.8. Line width w and dL are typi-
cally in the order of 300nm, the height h is 0.6−1µm and the metal layer
distance 1µm, based on numbers from a similar process [46].
2 Recently, a large-scale HV-MAPS prototype with in-pixel discrimination, the ATLASPIX,
has been received and is performing excellent [45].
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Figure 3.8: Sketch of a two metal layers transmission lines layout with the
most important distances labeled.
Transmitting signal over the lines will introduces signals on the neigh-
boring lines, so called capacitive coupling. The coupling strength is deter-
mined by the frequency of the transmitted signal as well as the capacity of
the two involved lines. Thus coupling between to parallel lines can be ap-
proximated in first order by a high pass filter – high frequencies are less at-
tenuated than lower frequencies, as the impedance of a capacitor becomes
small for high frequencies. The amplitudeUsi g (t ) of a typical signal pulse
an be approximated by CR-RC filter [41]
Usi g (t )=U0
τ2
τ2−τ1
·
(
e
−t
τ2 −e
−t
τ1
)
, (3.20)
if the time constants of the high-pass τ1 and low-pass τ2 fulfill τ2 > τ1. The
induced current on the neighboring line Ixt (t ) is given by
Ixt (t )=C
dUsi g (t )
dt
=Ci j
τ2
τ2−τ1
·
(−1
τ2
e
−t
τ2 + 1
τ1
e
−t
τ1
)
, (3.21)
with the interline capacityCi j . The current on the neighboring line is max-
imal at the start of the signal pulse and switches signs at the peaking time
of the signal pulse. The crosstalk signal amplitudeUxt (t ) can now be cal-
culated as
Uxt (t )= Z · Ixt (t )= ZCi j
τ2
τ2−τ1
·
(−1
τ2
e
−t
τ2 + 1
τ1
e
−t
τ1
)
, (3.22)
with the impedance Z = iωCl ine = i2π f Cl ine . The impedance is frequency
dependent. High frequencies induce a larger signal amplitude compared
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to lower frequencies. The rise and fall times of the signals give an indication
of the involved frequencies. The rise time is typically one order of magni-
tude shorter than the fall time. The rising edge is therefore dominating the
crosstalk pulse.
The capacity between lines i and j can be described in a parallel plate ca-
pacitor picture:
Ci j =
ǫhLi j
dLi j
(3.23)
Li j is the parallel length of the two lines, h the height of the lines and dLi j is
the distance between the lines. Typically, these capacities are in the order
of 2pF. The distance between two lines can be as small as 300nm. The
capacity between twometal layers k and l can be described by
Ckl =
ǫwdMkl
dLi j
, (3.24)
withw being the width of a line, dLi j the parallel length again and dMkl the
metal layers spacing. The resistance is assumed to be constant.
Capacitive coupling affects the transmission in two ways:
Line crosstalk: Large signal amplitudes will induce larger signals on
the neighboring lines, which can trigger a hit in the neighboring cells.
These events are referred to as (line) crosstalk in the following. This can
happen on both sides, if both neighboring lines are close enough to the line
with the initial signal. Smaller signal detection thresholds make crosstalk
events more likely.
Signal losses: Small signals loose the same signal amplitude fraction
due to capacitive coupling as large signals. However, small signals, which
barely reach the threshold amplitude can get lost due to capacitive losses.
Both effects can be reduced by lowering Ci j and Ckl . The simplest way
to reduce these effects is to increase the distance between lines, which is,
of course, not feasible for large sensors with high channel densities. The
production process defines h, dMkl and a minimal width wmin ≤ w . The
only remaining free design parameter is the length of parallel line, which
can be reduced by optimizing the lines layout to avoid long lines being next
to each other. Potential improvements are discussed in section 10.3.1.
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It is not guaranteed that particles hit only one single pixel - they might tra-
verse the sensor under a shallow angle and/or traverse through the region
at the edges of pixels. These events can trigger more than one pixel per
particle and lead to cluster of hits. Assuming perpendicular impacts and
a regular pixel layout (quadratic pixels with common corners) the largest
possible cluster spans over 4 pixels, if the particles hits exactly the corner
28 PART ICLE DETECT ION
of a pixel. Charge diffusion is too slow and will not trigger a hit. Therefore
it it ignored here. In the rare case of a very hard scatter of a traversing par-
ticle, a so called δ-electron [6] can be created, which travels a significant
distance through silicon. δ-electrons can create significantly larger clus-
ters and put severe temporary load on sensor readout.
The cluster size essentially depends on three parameters: The required
charge to detect a particle, the deposited charge and thewidth/shape of the
ionization profile. From the previous chapter it is known, that the charge
deposition can be estimated with a Landau distribution. The ionization
profile is approximated by a cylinder with a Gaussian intensity distribution
around the true particles trajectory, based on the large fluctuations of sin-
gle collision energy loss and the short mean free path of low momentum
electrons in matter [47]. The charge in individual pixel cells can be calcu-
lated as
Qcel l =QpA
∫xmax
xmin
∫ymax
ymin
e0.5
( x−µx
σ
)2
e
0.5
(
y−µy
σ
)2
dx dy , (3.25)
with the total chargeQp and the pixel extension along x (y) xmin (ymin) to
xmax (ymax). The ionization σion defines the Gaussian width σ=σion/
p
2.
Parameter A normalizes the two dimensional Gaussian to one:
1
A
=
∫∞
−∞
∫∞
−∞
e0.5
( x−µx
σ
)2
e
0.5
(
y−µy
σ
)2
dx dy . (3.26)
An exemplary map, showing the locations of simulated clusters with sizes
of up to four is shown in figure 3.9. In the central region of the pixel cell,
only single clusters are created, while along the edges double clusters show
up. In the corner, quadruple clusters are located, surrounded by small re-
gions with triple clusters. The probability to create a cluster depends, simi-
lar to the crosstalk probabilities, on the the charge deposition and therefore
the signal amplitude and on the threshold for signal detection. In addition,
the cluster size is position dependent and influenced by the σ of the ion-
ization profile.
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Figure 3.9: Simulated positions of cluster with different sizes: Single clus-
ters are drawn as black dots, double cluster in red, triple cluster in
blue and quadruple in green. The dashed blue lines mark the pixel
edges. A detection threshold of 10% and a charge cone σ of 3µm
are assumed.

4
HV-MAPS FOR MU3E
The MUPIX HV-MAPS prototype family is developed for the Mu3e exper-
iment. The sensor prototypes are produced in the AMS H18 and aH18
process [48]. The main gate length is 180nm. For signals and power dis-
tribution 6 metal layers are available. The default substrate resistivity is
20Ωcm.
Substrate resistivities different from the default are only available for en-
gineering runs, but not for the less expensive, shared multi-project-wafer
runs. For the MUPIX8, several resistivity substrates have been used to fab-
ricate sensors. A list of used substrate resistivities is shown in table 4.1,
together with the naming scheme for the following studies.
Active electronics are implemented in deep n-wells in the p-substrate bulk.
The boundary between the n-well and the p-substrate can be biased, creat-
ing an increased depletion zone, which is used as active detection volume.
Digitization and readout are located in the inactive bottom part of the sen-
sor, the periphery. The analog signals are sent to the digital partner cells on
a point-to-point connection line.
4.1 MUPIX7
The MUPIX7 is the first small-scale prototype including all features re-
quired to operate it in the Mu3e experiment: the readout state machine
is fully integrated on the ASIC alongside a high-frequency clock genera-
tor, based on a phase-locked loop (PLL) and a voltage controlled oscillator
(VCO). VCO and PLL provide a phase stable clock relative to an externally
applied reference clock. The data read out by the state machine is serial-
ized and transmitted to the outer world with up to 1.6Gbit/s. The MUPIX7
features a 32×40pixel matrix with a pixel size of 103×80µm2. Each pixel
cell is made up by a 3×3diode array, with the central diode housing the
in-pixel electronics. There is a digital partner cell for each active cell in the
digital periphery of the sensor.
The sensor is not designed to be radiation tolerant.
Name 20Ωcm 80Ωcm 200Ωcm 1000Ωcm
Resistivity range[Ωcm] 10−20 50−100 150−400 400−1500
Table 4.1: Substrate resistivities for the MUPIX8, together with the resistiv-
ity range.
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Figure 4.1: Sketch of MuPix7 readout.
4.1.1 Readout scheme
The MUPIX7 readout is shown in figure 4.1: charge deposited in the sensor
is amplified by a charge sensitive amplifier in the pixel itself and sent to the
periphery via a source follower. In the partner cell in the periphery (blue),
the signal is again amplified and discriminated against a threshold, which
can be finely adjusted for each pixel with a 4bit digital-to-analog converer
(DAC) value, a so called tuneDAC. Detectable signals are negative pulses
relative to a baseline of typically 800mV. An 8bit timestamp is assigned
to each hit. The digital hit information is read out by an on-chip state ma-
chine, 8 bit/10bit encoded, serialized and sent out over an LVDS link.
The readout state machine [49] starts with copying the hit with the lowest
row number of each column. While copying the hits to the readout buffers,
a 24bit counter, running at the timestamp frequency, followed by link syn-
chronization words are sent. The hits are transmitted subsequently. After
reading out up to one hit per column, the hits with the lowest row number
per column are copied to the readout buffers again. This architecture does
not preserve the chronology of the read out hits.
The timestamp frequency is coupled to the reference clock - it is limited
to half the external clock speed, which in turn defines the serial data fre-
quency. For the nominal data speed of 1.25Gbit/s the timestamp fre-
quency is limited to 62.5MHz.
Transmission lines
As aforementioned, each analog cell is connected to its digital partner
cell via a point-to-point connection line. The transmitted analog signal
is amplified again in the periphery making this scheme prone to crosstalk.
Events with the both line neighbors detecting a signal is called triple (line)
crosstalk. All events where only one additional hit is detected are referred
to as double (line) crosstalk. If such events happen with a high probability,
it will significantly increase the required data bandwidth for the sensors.
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Figure 4.2: Layout of the connection lines between active and digital cell
together with the line numbers. Even and odd pixel lines are sep-
arated on the chip. The lines are equidistant, excluding the high-
lighted ones. Taken from [50].
The total hit rate Rh with an average double (triple) crosstalk probability
Pd (Pt ) for a particle rate Rp is
Rh = (1+Pd +2 ·Pt )Rp , (4.1)
assuming full detection efficiency. The probability for double and triple
crosstalk events not only scales with the signal amplitude and the line
length, but also with the applied detection threshold. The line layout is
sketched in figure 4.2. The digital cells have only half the width of the
active pixels, allowing for a double pixel structure per column in the digital
part. All even pixels connect to the left digital column, all odd ones to the
right. The line spacing is equal for all lines, excluding the highlighted ones,
which have a significantly larger spacing. All lines have the same length,
i.e. they are routed over the full sensor matrix.
This line structure creates a very distinct crosstalk pattern: The pixels ±2
in the same column of a hit can fire due to line crosstalk, as shown in
figure 4.2.
Sensor I/0 and configuration
The MUPIX7 has a set of on-chip digital-to-analog-converter (DAC), which
are responsible for the behavior of the sensors. A full DAC list can be found
in Appendix C, detailed discussion of the functionality in [51]. Addition-
ally, each pixel cell has an individual tuneDAC to adjust the discriminator
threshold to correct for pixel-to-pixel variations. The configuration is done
via a shift register. The bits to configure the sensor are simply clocked into
the shift register. Triggering a load signal copies the values of the shift reg-
ister to corresponding RAM cells for permanent storage.
Hit data is streamed on one differentially serial link.
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4.2 MUPIX8
The MUPIX8 is the first large-scale HV-MAPS and the direct successor of
the MUPIX7. The pixels have a size of 81×80µm2 and are arranged in a
128×200pixel matrix, with a total size of approximately 1×2 cm2. Com-
pared to the MUPIX7, several modifications on the chip are implemented:
MUPIX8 is segmented into three partswith column ranges from0-47, 48-95
and 96-127. Each sub-matrix has its own statemachine, following the same
readout logic as the MUPIX7. The timestamp range is increased to 10bit
and the timestamp frequency is not directly coupled to the readout speed.
Themaximal timestamp frequency corresponds to the frequency of the ref-
erence clock – typically 125MHz. The pixel has a single diode. The in-pixel
amplifier has been reworked and the second amplifier in the periphery is
sacrificed, creating positive pulses on top of the baseline. Additionally, a
second comparator and a 6bit timestamp are introduced, which is used
to measure the time-over-threshold (ToT), see below. Both comparator
thresholds are again fine adjustable with a 2(3) bit DAC respectively.
MUPIX8 features four serial differential data links, three of them can be
used to stream data from the sub-matrices individually, while the fourth
link is either used to duplex another link or sendmultiplexed data from the
complete chip at a reduced readout speed. A similar design is foreseen for
the final chip to match the different requirements for the inner and outer
layers of theMu3e pixel tracker.
Matrix A (0-47) implements the same line driver as the MUPIX7, based on
a source-follower. Matrices B and C implement a current driver, which is
introduced to reduce the crosstalk, as the larger sensor size increases these
effects. Unfortunately, a significantly reduced timing performance of ma-
trices B and C has been observed, which could be attributed to a flaw in the
design. All following characterization studies focus on matrix A.
The readout state machine is essentially identical to the MUPIX7 state ma-
chine [52]. The sensor I/0 and configuration is also similar to the MUPIX7
and discussed in detail in [53].
The HV-MAPS concept has also attracted interest for other applications
in high radiation environments, like the HL-LHC. To fulfill radiation toler-
ance standards, critical parts of the sensor feature a radiation hard design -
all critical transistors are circular to reduce the influence of oxide damage
from IEL.
The circuitry of the analog and digital cell is sketched in figure 4.3.
T IME -WALK CORRECT IONS
The two comparators combined with the two timestamps can be used in
three different configurations, which are intended to be used to correct for
the larger delay of smaller signals, time-walk. One threshold is used to raise
a hit flag – threshold 1. The timestamps are stored in different ways:
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Figure 4.3: Layout of the analog and digital cell of the MUPIX8. Adopted
from [54].
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ToT: The ToT method sets both thresholds to the same level. The
10bit timestamp is sampled if the signal passes threshold 1 and the 6bit
timestamp is sampled when the signal goes below threshold 2 again. The
difference between the two timestamps can be calculated offline and rep-
resents a ToT.
ToT with ramp: This method is very similar to a normal ToT: If the
signal passes the threshold 1, the 10bit timestamp is sampled and a po-
tential starts to increase linearly in time (the steepness is selectable with a
DAC). As soon as the signal falls below this rising potential, the 6bit times-
tamp is stored. This approach has the advantage of creating shorter ToTs,
which can be sampled with a higher frequency. In addition, the pulse and
the potential cross each other under an angle, making it less prone to noise.
Two thresholds: The last method provides an online, on-chip time-
walk reduction by taking threshold 1 to validate the signal, while the 10bit
timestamp is sampled by the second threshold, which can be set close to
the noise level of the pixel. Time-walk is small for very small thresholds and
therefore automatically reduced. The 6bit timestamp is sampled on the
falling edge of the signal after passing threshold 2 again. The two threshold
method has the advantage of combining online time-walk reduction and
measurement of the charge.
The design implemented in MUPIX8 has one drawback: The hit flag is al-
ways raised on the rising edge of the signal. For typical readout speeds,
the hit is often read out before the falling edge passes the threshold which
latches the 6bit timestamp. In the case of an too early readout, the 6bit
timestamp is the time of readout and not correlated to the amplitude. The
problem can be circumvented by a severe reduction of the readout fre-
quency, which can not be done for theMu3e experiment, nor is desired in
the telescope readout. Therefore the ToT information could not be reliable
used in the telescope DAQ. Characterization is carried out in laboratory
and dedicated testbeammeasurements [54] and summarized later.
TRANSMISS ION L INES Crosstalk on the signal transmission lines is also
an issue in theMUPIX8. In contrast to MUPIX7, not all lines are routed over
the fullmatrix, but only to the corresponding row. This creates a rowdepen-
dence of the coupling. Additionally the double readout column structure
from the MUPIX7 is abandoned, as the digital cells are significantly larger
due to the time-walk compensation circuitry. Crosstalk to one neighboring
line cannot be distinguished from charge sharing between two pixel cells
on an event by event basis anymore. Nevertheless capacitive coupling is
going to create asymmetries between horizontal and vertical cluster sizes,
which can be exploited to determine crosstalk.
Crosstalk between the twometal layers has not been observed for MUPIX8.
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Capacity between the lines The line routing density is extremely
high, as up 200 signal lines are required per column, an the pixel pitch is
only 81µm. 2metal layers are reserved for these lines, which are, of course,
finite in height, width and length. The maximal average line center dis-
tance is only 810nm. Equation 3.23 can be used to calculate the capac-
ity between two transmission lines. However, the height of the transmis-
sion lines as well as the metal layer thickness and spacing are confidential.
The line width is given by 280nm. The minimal edge-to-edge distance is
320nm [55]. For simulation studies [56], a capacity of 2pF is assumed for
the longest lines, resulting in signal with 20% of the primary amplitude on
the neighboring line. As the capacity scales with the line length, the cou-
pling can be expressed as function of the row number r :
coupling(r )= 0.2 · r
200
(4.2)
Crosstalk will be only visible, if the induced signal is over the detection
threshold. Therefore, a linear rise of the crosstalk probability is expected,
starting at a certain row for the MUPIX8.

5
PART ICLE TRACK RECONSTRUCT ION
In particle physics experiments tracking detectors are used to reconstruct
the momentum, charge and direction of charged particles in the presence
of a magnetic field. Gaseous or solid state detectors register ionizing en-
ergy deposition of traversing charged particles. Tracking information can
be used for particle identification and verticies can be reconstructed by ex-
trapolating several tracks back to a potential common position.
Combining hits frommultiple tracking layers to a track give rise to a combi-
natorial problem, which is typically solved by applying a track model that
describes the particle trajectory. A set of hits, which can be assigned to a
trajectory is called track candidate. Track candidates, which pass quality
checks and are kept are referred to as tracks in the following.
Fitting a trajectory requires knowledge of the measurement uncertainties.
Each position measurement has an uncertainty σm , which is in the case of
a pixel tracker for example induced by the pixel pitch px/y : σm = px/y/
p
12.
Exploiting charge sharing reduces σm . The second unavoidable uncer-
tainty is due to multiple Coulomb scattering. Each tracking layer will
disturb the particles trajectory adding an uncertainty on the scattering
angle σMS . Finally, energy losses in the layers are changing the curva-
ture of the particle, especially for electrons/positrons which can radiate
(bremsstrahlung).
Depending on the particle momentum and detector material different
track fits taking the dominant uncertainties in their regime into account
can be used.
In principle, track reconstruction can be split into three steps, where the
first two steps can be interconnected: Hit assignments, trajectory recon-
struction and track selection. The total number of track candidates ntc is
given by
ntc =
n∏
i=0
ni , (5.1)
with ni being the number of hits on plane i, assuming that particles leave
a hit in all layers. High hit multiplicities dramatically increase the combi-
natorial problem asking for an improved candidate selection. Therefore
seeded approaches are favored in most modern experiments. These ap-
proaches start with an initial particle trajectory, which is based on a subset
of layers. The trajectory is then propagated from layer to layer and only
hits which are within the uncertainty of the propagation are accepted.
For a seeded approach, the track fit is typically performed while assigning
the hits. Unseeded approaches apply a track fit to all track candidates.
As an agreement parameter between track candidate and fit, a χ2 using a
proper track model is used in both cases.
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Multiple particle trajectory or noise hits create ambiguities, which can
result in an wrong assignment and a faulty reconstruction of verticies or
particle momenta. An arbitration between track candidates is required
as last step. The best track candidate is selected, typically based on a χ2
comparison, and candidates with the same hit are rejected.
In general, track reconstruction methods are either based on local or
global approaches. An example for a global method is the Hough transfor-
mation [57]. Hits are transformed from a measurement space to a track
parameter space. Hits, which correspond to a particle track will cluster
in the parameter space. However, this fit is rather coarse, does not take
scattering uncertainties into account. Variations in the magnetic field of a
detector for example cannot be taken into account.
An example for a local methods are iterative and seeded methods, like
the Kálman filter [58]. Starting with a track seed, the information of the
tracking layers is added one after the other, without having to recompute
the previous steps. This method has the drawback of requiring a seed at
the beginning and that the seed search is very time consuming. The covari-
ance matrix is only known for the position of the last added hit. Accessing
the covariance matrix at any other position requires a full refit.
In the scope of this thesis, track reconstruction is used exclusively for test
beammeasurements, without amagnetic field. The initial particlemomen-
tum/energy is known and particles usually only have a small momentum
spread easing the treatment of multiple coulomb scattering. The pixel sen-
sors are arranged in stacked layers, called particle tracking telescopes, as
shown in figure 5.1. A potential ambiguity, where a hit cannot be unam-
biguously assigned to a track is highlighted with the red ellipse.
Compared to standard track reconstruction algorithms, several simplifica-
tions are made in the following to ease the reconstruction of tracks in tele-
scope, because of the low hit multiplicity. Track candidates are selected
without any seed and all possible combinations are fitted. A track candi-
date requires a hit on every tracking plane, if a hit on one layer is miss-
ing, the track is rejected. The measurement uncertainty of a hit is as afore-
mentioned σx/y = px/y/
p
12. As spatial uncertainty of clusters1, single hit
uncertainties are assumed, overestimating themeasurement uncertainties.
Clusters are assigned to only one track. In the case of an ambiguity, the
track candidate with the smaller χ2 value is selected. Energy loss of parti-
cles is usually very small and not considered in the fits.
In the following, the used coordinate systems are introduced and two track
fits – a straight line and a general broken line – are discussed. Subsequently,
the principle of device under test studies is explained . Results obtained by
a Monte-Carlo study from the two track fits are compared at the end.
Vectors are written as v, matrices asM and variables as v hereafter.
1 Clusters are defined as hits on a layer with touching corners/edges in the same event.
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Figure 5.1: Sketch of a six layer detector with four traversing particles. The
colored stars mark the hit positions on the sensor layers. The red
ellipse marks two hits which could potentially be assigned to the
wrong particle trajectories.
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Figure 5.2: Sketch of the coordinate system. (x,y,z) is the global coordinate
systemdefined by the column and row axis of plane zero. The parti-
cle beam defines z and is drawn red. The local coordinate systems
(c,r,0) for planes are shown for the other planes. For simplicity, no
rotations are shown.
5.1 GEOMETRY AND COORD INATE SYSTEMS
Combining hits to tracks requires knowledge of the plane positions rela-
tive to each other. One distinguishes between local-, essentially the sensor
layers, and global coordinate system. The chosen coordinate systems are
sketched in figure 5.2.
The global coordinate system is defined as a left handed coordinate
system with the z-axis pointing in beam direction. The x and y axis are
defined based on the first pixel sensor layer in the setup. The origin is set
to the pixel center of pixel (0,0). The x axis is defined along the column
direction of the pixel matrix, see figure 5.2. The y axis is defined along the
row direction of the pixel sensor. Points in the global coordinate system
are denoted as x=
(
x, y ,z
)T .
The local coordinate system is also left handed and defined for each sen-
sor layer. The column and row axes define the xy plane again and the z
42 PART ICLE TRACK RECONSTRUCT ION
axis is the normal vector to this plane. The origin is set to the center of
pixel (0,0). The local coordinates are given in units of pixels and denoted
as u= (c,r ,0)T .
Coordinate transformation
The local coordinate systems can be shifted and rotated relative to the
global coordinate system. To move from a local coordinate position u to
the global position x and back, transformations are defined. The transfor-
mation is defined by the function G(u)
x =G(u)=Q u+ t, (5.2)
with a shift t and Q being a 3x3 transformation matrix, assembled from
two parts. A diagonal 3x3 matrix P to convert column and row numbers to
distances on the plane. Afterwards a 3x3 rotation matrixR is applied.
Q =R · P (5.3)
The pitch matrixP is defined as
P =


px 0 0
0 py 0
0 0 1

 . (5.4)
As rotation bases, the 3-2-1 Euler Angles [59] are used, which is also known
as the yaw-pitch-roll (ψ−θ−φ) sequence. First, a rotation around the z-axis
is performed.
Rz =


cosψ sinψ 0
−sinψ cosψ 0
0 0 1

 . (5.5)
The rotated coordinate system is then rotated around the new y-axis. The
new system is finally rotated around the x-axis:
R =RxRyRz (5.6)
Finally, the coordinate origin difference is taken into account by a shift of
t=


offsetx
offsety
offsetz

 . (5.7)
Converting back from global to local coordinates can be the done by calcu-
lating the inverse affine transformation function G′
u =G′(x). (5.8)
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Figure 5.3: Sketch of a particles trajectory with multiple scattering through
six tracking layers. The particle hits are marked as green crosses. A
Straight line fit is sketched in red, while the result of a GBL is indi-
cated in black.
The inverse transformation can be calculated as
u =G′(x)=Q−1 u−Q−1t. (5.9)
The described transformation functions are implemented in the
Transform3D class of the genvector package of ROOT [60]. The imple-
mentation is described in more detail in Appendix A.
5.2 TRACK MODELS
TrackModels describe a particles’ trajectory through a tracking system. De-
pending on the particles momentum, the pixel size, the number of layers,
theirmaterial budget and the computational resources different trackmod-
els can be used. In the case of high momentum particles and lowmaterial,
multiple scattering can be ignored. The main uncertainty in this case is
introduced by pixel sizes. The higher the material budget and the lower
the particlesmomentum, themore importantmultiple scattering becomes
and the less relevant becomes the pixel size. This relation drives the track
model selection. In the following two different track models, a straight line
fit ignoring multiple scattering and a general broken line fit takenmultiple
scattering into account are introduced and compared. Figure 5.3 shows
an exemplary particles trajectory and the approximation by two different
track models.
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5.2.1 Straight line fit
A particle track without multiple Coulomb scattering in absence of a mag-
netic field is described by a straight line:
f(z)= a+s · z (5.10)
z denotes the z-position in the global coordinate system. a represents an
initial x/y-position in the global coordinate system at z = 0, while s de-
scribes a two dimensional slope. A χ2 definition can be formulated as
χ2 =
nplanes∑
i=0
(
(px,i − (ax + sx · zi ))2
σi ,x2
+
(py ,i − (ay + sy · zi ))2
σi ,y2
)
, (5.11)
with i being the plane index, nplanes the number of reference planes, pi =(
xi , yi ,zi
)T being the pixel centers in global coordinates. Themeasurement
uncertainties σx/y ,i are given by px/yi /
p
12. Calculating the derivatives of
equation 5.11 with respect to the track parameters and setting them equal
zero leads to a minimal χ2. The set of derivatives can be rearranged in a
matrix form


∑n
i=1 xi∑n
i=1 (xi · zi )∑n
i=1 yi∑n
i=1
(
yi · zi
)

=


∑n
i=1 zi
∑n
i=11 0 0∑n
i=1 zi
2 ∑n
i=1 zi 0 0
0 0
∑n
i=1 zi
∑n
i=11
0 0
∑n
i=1 zi
2 ∑n
i=1 zi

 ·


sx
ax
sy
ay

 , (5.12)
which can be analytically solved and provides the best estimates for the
track parameters. An exemplary straight line fit result is sketched in red in
figure 5.3.
The main advantages of the straight line fit are firstly, that it can be cal-
culated analytically, resulting in a non iterative and fast implementation.
Secondly it is very robust against outliers and noise hits. The resulting pre-
cision of the reconstructed particles trajectory is, of course, not as precise
as in track models which take multiple scattering into account.
5.2.2 Alternative fits
For lower momentum particles and an increased precision, multiple scat-
tering has to be taken into account. Severalmethods and implementations
are available. A general-broken-line fit (GBL) [61] implementation for the
Mu3e experiment in the watson-framework [62] is used in the telescope
framework. The GBL takes uncertainties from multiple scattering at the
sensor layers as well as measurement uncertainties from finite pixels sizes
into account. It is an iterative method defined as linearized corrections
on a reference seed trajectory. For a telescope setup, the reference track
is for example the line extracted from the straight line fit discussed above.
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At each scatterer (active and inactive pixel layers) a two dimensional offset
u = (u1,u2) is defined. Multiple scattering leads to kinks K at each plane
with a variance Vk . A χ
2-function is defined by the sum of the χ2of mea-
surement offsets χ2m and kinks χ
2
k
:
χ2(x)=χ2m +χ2k =
nmeas∑
i=1
r′Ti V
−1
m,i r
′
i +
nscat−1∑
i=2
kTi V
−1
k,iki , (5.13)
r′ are the residuals in the curvilinear2 system and correspond to the resid-
uals between extrapolation andmeasurement in the case of perpendicular
tracks in a telescope. TheGBL performs small linear parameter corrections
along the reference tracks to take scattering at the sensor planes into ac-
count. The small corrections are propagated along the reference track and
depend for layer ui only on ui−1, ui+1 and the momentum. The idea of a
GBL fit is sketched in figure 5.3 as a black line.
For a detailed description of the exact mathematical formulation see [61].
Alignment of detectors can be done based on tracking information. A
GBL based alignment is developed for the Mu3e detector [63], utilizing
millepede-II. The idea behind this alignment procedure is to perform a
parallel fit of all local and global parameters, based on a linear least square
method. The Mu3e alignment software is used to align the telescope as a
proof of concept.
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Devices under test (DUT) studies based on reference trajectories are key
to characterize detector prototypes. A track is extrapolated/interpolated to
position of the DUT. The extrapolated position is matched to hits on the
DUT to determine the efficiency and the noise.
The extrapolation, matching and efficiency determination is discussed for
the two track models.
5.3.1 Track extrapolation
The propagation of tracks and the extrapolation to the device under test is
model dependent.
Straight track
For a straight line track, the intersection point between the fitted line and
the sensor can be easily calculated, if surface deformations can be ne-
2 A curvilinear coordinate system is a Cartesian coordinate system traveling along the parti-
cles trajectory. z always points in the direction of movement.
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glected. The local xy directions are determined by column and row ad-
dresses and the plane in the global coordinate system is defined as:
p(u,v)= p0+p01 ·u+p02 · v , (5.14)
where p01 and p01 are the span vectors of the DUT plane in global coordi-
nates obtained from the following coordinate transformation:
p01 =
(
G
(
(1,0,0)T
)
−G
(
(0,0,0)T
))
(5.15)
p02 =
(
G
(
(0,1,0)T
)
−G
(
(0,0,0)T
))
(5.16)
The intersection of track and plane can be calculated by solving
a+s · z = p0+p01 ·u+p02 · v (5.17)
for zDUT to determine the z-coordinate of the intersection point, which
does not necessarily correspond to the DUT plane offset, if the the plane is
rotated:
zDUT =
(p01×p02) · (a−p0)
−s · (p01×p02)
(5.18)
The intersection pi in global coordinates is then given by
pi = a+s · zDUT (5.19)
Applying the coordinate transformation gives the point on the plane in lo-
cal coordinates.
GBL
In the usedGBL implementation aDUT is implemented as a scatterer with-
out ameasurement [62]. The track intersection point is calculated by prop-
agating the linear corrections of the reference track to the device under test
plane.
5.3.2 Hit matching
Extrapolated track intersections pi are matched to hits h j on the DUT to
determine the hit detection efficiency or the spatial resolution. If the dis-
tance between an extrapolated track and a hit is smaller than a set cut value
the hit is assigned to the track. Figure 5.4 visualizes the matching: A cylin-
der with a radius corresponding to the maximal allowed distance (radial
cut, search window) is defined around the extrapolated position in global
coordinates. Possible rotations of the DUT in the global coordinate system
are taken into account by projecting the search radius to the local plane co-
ordinate system. The cylinder projection on the DUT changes then from a
circle to an ellipse. For tracks with more than one assignable hit, the clos-
est one to the track is chosen. The matching algorithm goes through all
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Figure 5.4: Sketch of the matching drawn in the global coordinate system.
The red dot marks the intersection point and the red circle the ra-
dial search window. The light red pixel cells are matched in a first
step, thewhite pixels excluded in the secondmatching step and the
blue accepted in the last step.
combinations of track intersections and hits on the DUT one after another.
For simplicity, the principle is described for perpendicular tracks here, the
calculations for rotated DUTs is shown in Appendix A.
Pixels are describedbypixel coordinates, which are defined to be the center
of a pixel, but have a size. A hit can be matched to a track if the search ra-
dius and the pixel cell area overlap. Hits on the DUT are grouped into three
categories. The first are hits with the pixel center in the search radius:
d =
√√√√ 1∑
k=0
(
pi k −h j k
)2 <= rc (5.20)
These hits are assigned to tracks in a first step. The second category are
pixel with a distance to the track intersection larger than the search radius
plus half a pixel diagonal diagpixel/2:
d =
√√√√ 1∑
k=0
(
pi k −h j k
)2 > rc + diagpixel
2
(5.21)
The last category of pixel has a pixel center distance to the intersection,
which is between the first to cases:
cut < d <= rc +
diagpixel
2
(5.22)
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For these hits the overlap of the search radius with the pixel cell has to be
calculated. This is computational expensive and therefore done as last step
by searching for an intersection of the search radius with one of the pixel
edges. The implementation is discussed in Appendix A.
The last step becomes especially important for asymmetric pixel sizes or
rotated DUTs, where a simple radius cut in the local plane is not sufficient.
5.3.3 Efficiency calculation
The ratio between the number of tracks which arematchedwith a hit k and
the total number of tracks N corresponds to the sensor efficiency ǫ:
ǫ= k
N
(5.23)
The uncertainty on the efficiency is given by binomial statistics, as the effi-
ciency can be interpret as a positive outcome of a Bernoulli trial. Therefore
the likelihood function is a binomial distribution:
L(ǫ|k,N )=
(
N
k
)
ǫk (1−ǫ)N−k (5.24)
An appropriate error can by calculated in a Bayesian approach by the
TEfficiency class from the ROOT library [60]: in the case of efficiencymea-
sures, the posterior probability is defined as the probability of ǫ being the
correct efficiency given the measurements k,N : P (ǫ|k,N )
P (ǫ|k,N )∝ L(ǫ|k,N )×Pr ior (ǫ) (5.25)
In the provided framework, the prior is set to one 3. The posterior is then,
with
(N
k
)
dropped, as it is only used for normalization
P (ǫ|k,N )∝ ǫk (1−ǫ)N−k . (5.26)
The efficiency error can now be calculated by finding the interval with the
smallest ∆x width over the posterior distribution fulfilling a certain confi-
dence level (C .L.) requirement:
∫x+∆x
x ǫ
k (1−ǫ)N−k dǫ∫1
0 ǫ
k (1−ǫ)N−k dǫ
=C .L. (5.27)
The upper limit is now given by x +∆x and the lower by x. The C .L. is set
to 0.683 (≈ 1σ for a Gaussian) for all presented studies and the introduced
errors here are referred to as binomial errors in the following.
3 In principle the prior is defined as Pr ior (ǫ)= 1
B(α,β) ǫ
α−1(1−ǫ)β−1. However, in the current
implementation,α=β= 1 is chosen, B(α,β) is a normalization and the term can be simply
dropped.
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The calculated efficiency can be influenced by noise. This can induce a
bias towards high efficiencies, if the noise rates are too high. For a known
efficiency ǫk smaller than 1, the potential influence of noise on the mea-
sured efficiency ǫm can be defined as
ǫm = ǫk + (1−ǫk ) ·ǫn , (5.28)
with ǫn being the probability to match a noise hit, which is given by
ǫn =
πr 2cut
Ap
np · twindow . (5.29)
np is the average noise rate per pixel, see below, Ap the area of a pixel and
twindow the time window to search for matching hits.
For typical cut values of rcut = 400µm, twindow = 240ns and a pixel area
Ap = 81x80µm2, ǫn is below 1% up to np ≈ 500Hz.
5.3.4 Noise and beam related background
Typically, not all hits on the DUT are assigned to a track, so called un-
matched hits/cluster. These hits can originate from two sources: Beam
related background and sensor noise. The latter is either created by leak-
age currents in the sensing diode or noise in the circuity. Beam related
background are hits from particles, which are not reconstructed either due
to geometrical mis-alignment or inefficiencies on the reference layers. The
sensor noise is also an important parameter of pixel sensors, as it influ-
ences the required bandwidth to stream out the data and themultiplicities
for track reconstruction.
The sensor noise can be measured without any particle source. However,
the sensor noise can change during operation due to increased activity. To
first order, all hits nhi t snm , which are not assigned to a track can be counted
as noise hits. Dividing this number by the runtime ∆t and the number of
pixels Np leads to the average pixel noise rate
np =
nhi t snm
Np∆t
(5.30)
However, this is an overestimation of the noise, as three important effects
are ignored: Cluster, geometrical acceptance and tracking inefficiencies.
Hit cluster and crosstalk: Traversing particles can fire more than
one single pixel. Additionally crosstalk can further enhance the number of
triggered pixels per particle. It is necessary to apply a clustering algorithm
before calculating the noise. The charge sharing characteristics are sensor
dependent and the clustering algorithmneeds to be adapted to these differ-
ences. For MUPIX prototypes, all hits from a frame (essentially a time slice
of 1µs, see chapter 6), which have touching corners or edges are grouped
into one single cluster. If a hit from a cluster is matched, the complete clus-
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ter is excluded from the noise determination and therefore nhi t snm has to
be replaced by the number of unmatched clusters nclusternm .
Geometrical acceptance and scattered particles: Particles can
scatter from outside the reference systems acceptance into the DUT plane
and create a real particles’ hit without a reference track. Similarly, mechan-
ical misalignment can lead to regions on the DUT, without any reference
tracks. If the reference sensors size is similar to the DUT size, this effect is
even more pronounced. Both effects can be reduced by defining a region
of interest (ROI ) in the inner part of the pixel by e.g. excluding the outer
three columns and rows from the analysis.
Inefficiencies on the reference planes: The reference sensorsmight
not be fully efficient. Therefore, not all particles traversing the reference
system can be tagged. The tracking efficiency ǫt is
ǫt =
nplanes∏
i=0
ǫi , (5.31)
with the individual planes efficiencies ǫi . The tracking layers should be as
efficient as possible to avoid large tracking inefficiencies. The number of
missed track Nmissed is given by
Nmissed =
N
ǫt
−N , (5.32)
with the total number of reconstructed tracks N . This effect can be easily
corrected by subtracting the expected number of missed tracks from the
noise clusters.
A more precise noise calculation including these effects has the following
form:
npROI =
nclusternmROI −Nmissed
NpROI ∆t
. (5.33)
5.4 COMPAR I SON BETWEEN TRACK MODELS
GBL and straight line fits are benchmarked in the following based on a
Monte-Carlo study. Mis-reconstruction probability, tracking efficiency and
computational time are compared for telescopes consisting of up to 8 lay-
ers in the following setup: planes are equidistant spaced with 5 cm. Each
layer has 48×200pixel and a pixel pitch of 81×80µm, corresponding to
the MUPIX8 dimensions. The planes have a thickness of 2.5% x/X0, are
perfectly aligned relative to each other and assumed to have a 100% hit de-
tection efficiency.
Electrons with a momentum of 4GeV and a Gaussian beam profile with
a σ of 4mm are simulated. The initial beam divergence is set to zero for
simplicity. Only multiple coulomb scattering on the layers is simulated –
5.4 COMPAR I SON BETWEEN TRACK MODELS 51
energy loss, bremsstrahlung andδ-electrons are not included and the prob-
abilities for charge sharing and crosstalk are set to zero. If a particle is scat-
tered outside the sensor acceptance, the event is anyways kept. To increase
the combinatorics, several events can be merged to increase the particle
density. Noise is assumed to be randomly distributed over the sensor and
added just before the reconstruction. The Monte-Carlo truth information
is, of course, only used for evaluation of the results quality.
The aforementioned track candidate requirements are applied: a hit on
each layer and ambiguities are resolved by rejecting the tracks with worse
χ2.
Computation time
The computation time is benchmarked by processing an identical number
of particles, with different multiplicities per event. In total 100k particles
are simulated of which 37k are reconstructible.
The time spent for reconstruction is summarized in table 5.1 for different
configurations. Additionally, the time spent for the for hit assignment, fit-
ting, χ2– sorting and ambiguity resolving is shown, which strongly depends
on the implementation. A higher number of planes leads to longer com-
putation times. Increasing the number of tracks per frames leads to a dra-
matic increase in computation time as the combinatorics is given the num-
ber of tracks to the power of planes, see equation 5.1. The required time to
perform a GBL fit is significantly larger compared to the time required to
perform a simple straight line fit4. For higher multiplicities the time dif-
ference between the two fits decreases as the track sorting and resolving
ambiguities becomes dominant over the fitting time. From the time per-
spective a straight line fit is favored over a GBL.
Track quality
The quality of a reconstructed track is defined by the χ2. To compare
the fit quality of the two models as a function of the plane number, the
χ2red =χ2/nd f of events with only one particle per event and no noise hit
is shown in figure 5.5. Telescope setups with 4 to 8 layers are simulated.
In all cases, the χ2 values for true hit combinations are below 10 for all re-
constructed track candidates. The distributions for the GBL have a mean
value of 1 and aremuchmore narrow compared to the distributions for the
straight line. The χ2distributions for the straight line also have increasing
mean valueswith increasing included layers, due to increasedmaterial and
more scattering from the added layers.
The visible spikes, especially for a four layer system are moiré pattern [64]
due to the large pixel size and the limited number of planes. More planes
reduce the moiré effects.
4 Running in debug mode slows down the GBL by another factor 40 compared to a release
build.
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reconstruction reconstruction and
ambiguity resolving
planes tracks Straight line GBL Straight line GBL
planes [1/frames] [ms] [ms] [ms] [ms]
8 1 128 4084 133 5396
8 2 3243 21755 3811 64204
8 3 25450 170192 307973 483128
8 4 103339* 689422* 2175010* 3399140*
6 1 105 3818 118 5005
6 2 729 6755 729 15184
6 3 2714 16755 5192 48392
6 4 7403 41449 44244 130381
6 5 16261 93122 241746 284169
4 1 80 3781 86.5 4374
4 2 176 3780 174 5440
4 3 342 4076 342 7498
4 4 631 4952 692 10935
4 5 975 6242 1302 15426
4 10 4924 22850 24165 70825
4 15 13456 46279 359230 204387
Table 5.1: Time to process 100000 particles ( 37000 reconstructible particle
trajectories) for different particle and noise multiplicities. The im-
plemented sorting algorithm is faster for the GBL tracks. Therfore,
the reconsturction and filtering, i.e. ambiguity resolving becomes
faster for the GBL for high multiplicities. The simulated data sam-
ples are identical for both reconstruction methods. Values with (*)
are produced with a smaller sample and scaled to 100000 particles.
5.4 COMPAR I SON BETWEEN TRACK MODELS 53
 / ndf2χ
2 4 6 8 10
 
/ n
df
 =
 0
.1
2 χ∆
Ev
en
ts
 / 
0
10
20
30
40
50
60
70
80
90
310×
GBL - mean 0.95
SL - mean 1.38
(a) 4 planes
 / ndf2χ
2 4 6 8 10
 
/ n
df
 =
 0
.1
2 χ∆
Ev
en
ts
 / 
0
10
20
30
40
50
60
310×
GBL - mean 0.98
SL - mean 1.76
(b) 6 planes
 / ndf2χ
2 4 6 8 10
 
/ n
df
 =
 0
.1
2 χ∆
Ev
en
ts
 / 
0
5
10
15
20
25
30
35
40
45
310×
GBL - mean 0.98
SL - mean 2.12
(c) 7 planes
 / ndf2χ
2 4 6 8 10
 
/ n
df
 =
 0
.1
2 χ∆
Ev
en
ts
 / 
0
10
20
30
40
50
310×
GBL - mean 0.98
SL - mean 2.59
(d) 8 planes
Figure 5.5: χ2distributions for track candidates in telescopes with different
number of planes. Single particle events without noise are used as
input, so only true combinations are shown.
Includingmultiple coulomb scatteringmakes theGBLmore precise, result-
ing in the expected more narrow distribution.
Fake tracks
Fake tracks, due to mis-reconstruction of an event, are not always match-
able and will therefore decrease the measured sensor efficiency. The fake
track probability depends on the number of tracks per event and the num-
ber of noise hits per plane. In general fake tracks are expected to have
a worse χ2 than correct hit combinations. However, the nice χ2 distri-
butions in figure 5.5 do not guarantee good χ2 separation of fake- and
correct tracks. The χ2 distribution for reconstructed track candidates after
removal of ambiguities is evaluated exemplary for a six layer telescope
in figure 5.6. Different noise occupancies on all planes ranging from 1
to 3 hits per plane and event are shown. These noise rates are already a
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conservative scenario for MUPIX sensors5. The sample contains 36567
reconstructible electrons. The Monte-Carlo truth information is used to
separate the candidates with correctly assigned hits from track candidates
with noise hits. Figure 5.6 shows the correct and fake candidates for differ-
ent noise occupancies. Both fits have a good separation between correctly
assigned track candidates and the majority of mis-reconstructed track
candidates. If by chance a noise hit on one plane is suited better for the
fit, the track parameters are similar to the true one. These tracks cannot
be rejected by any means. The χ2of the GBL is systematically smaller, as
shown above. For a χ2 cut of 5 for the GBL and 10 for the straight line a
good suppression of fake tracks is achieved.
Depending on the χ2 cut, which selects tracks from candidates, different
reconstruction efficiencies and fake track contaminations are obtained,
as visualized in figure 5.7, where the reconstruction inefficiency is plotted
against the fraction of fake tracks in the sample for the configuration from
figure 5.6. The dashed lines correspond to the straight line fits and the
solid lines to the GBL fit. The spectra look very similar for all three noise
rates. The shift towards higher fake track probabilities and larger tracking
inefficiencies is induced by the removal of track candidates while resolving
ambiguities. Nevertheless, tracking efficiencies of 99.8% with less than
0.2% background contamination are achieved, with a tight χ2 cut for con-
servative noise levels. As already indicated in figure 5.6, the optimal χ2 cut
values are 10 for the straight line fit and 5 for the GBL.
5 Sensor noise in the order of 10 kHz and an event length of 1µs result in 0.01 noise hits per
frame and plane.
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Figure 5.6: χ2distribution of track candidates with correctly assigned hits
(blue) and candidates with at least one wrongly assigned hit (red)
for different noise rates. The GBL is shown on the left and the
straight line on the right. One particle per event and 1-3 noise hits
per plane are simulated.
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Figure 5.7: Tracking inefficiency against the fraction of mis-reconstructed
tracks for different per pixel noise rates as function of the applied
χ2 cut. Solid lines are GBL results and dashed lines straight line
results. Ambiguities are resolved by rejecting the track candidate
with the worse χ2.
Part II
TRACK ING TELESCOPES
The feasibility of new DAQ systems and sensor concepts, pro-
posed for experiments searching for new physics, need to be
proven on a smaller scale before being used in final experi-
ments. Particle tracking telescopes are perfectly suited to do
both: DAQ concepts tailored to the readout scheme of new
pixel sensors can be used to read out several layers of pixels. In
parallel, a dedicated layer can be systematically studied using
the other layers as reference.
Two tracking telescope approaches are described in part II: the
newMUPIX TELESCOPE and the EUDET-telescope. TheMUPIX
TELESCOPE is optimized for high particle rates with low mo-
mentum, runs without any hardware trigger and can be used
at any existing facility. Additionally it provides a precise refer-
ence timing system. The EUDET-telescopes are high precision
telescopes, which can be used to study spatial effects on the
micrometer scale. They have no time measurements, use an
external trigger and are not capable of high rates.

6
MUP I X T E L E S CO P E
6.1 CONCEPT
To carry out integration studies as well as efficient testbeam campaigns,
without relying on locally installed systems, a particle tracking telescope
consisting of HV-MAPS [65, 66] has been designed and completely re-
worked in the scope of this thesis: the so called MUPIX TELESCOPE, see
figure 6.1. The MUPIX TELESCOPE consists of four to eight layers of MU-
PIX sensors of which up to four are connected to an FPGA inside the DAQ-
computer, see figure 6.2.
In contrast to most other systems, the MUPIX TELESCOPE has a streaming
DAQwithout any hardware trigger. The synchronized sensors streamall hit
data to an FPGA. Data is processed in the FPGA and software, and finally
stored on disk, without discarding hits. Two scintillating tiles framing the
pixel layers serve as additional precise time reference, with a resolution of
roughly 1ns, to study the timing performance of pixel sensors within the
MUPIX TELESCOPE. To simplify the operation, a graphical user interface
(GUI) is included in the telescope DAQ. An eight plane telescope using the
same software DAQ and the Mu3e front-end board to configure and steer
the MUPIX has been developed based on the MUPIX TELESCOPE as a next
step towards theMu3e pixel tracker and is discussed in [53].
Based on the identical threading and data processing scheme another GUI
has been constructed, which is optimized to study a singleMUPIX - the SIN-
GLE SETUP. In the scope of this thesis, the DAQ system has been reworked,
improved and adapted to two new MUPIX prototype generations. Up to
three MUPIX TELESCOPES in parallel have been used to take data at several
testbeams inMainz (MAMI), Geneva (CERN-SPS), Hamburg (DESY-II) and
Villigen (PSI-HiPa). Operating several telescopes in parallel makes optimal
use of the testbeam time.
In the following, the hardware, DAQ-concept, data flow and format , sensor
X
Figure 6.1: Sketch of the MUPIX TELESCOPE layout with the default left
handed coordinate system. Eight sensor layers (blue) are mounted
on PCBs (green) and framed by two scintillating tiles (empty
boxes).
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Figure 6.2: Schematic drawing of the hardware setup required to operate
the telescope: A readout computer (blue) hosts an Stratix IV de-
velopment kit (pink), which is connected over a PCIe socket (yel-
low). The Stratix IV development kit has two HSMC ports, which
are equipped with an adapter card with two SCSI-III ports. Each
SCSI-III port can be connected to a MUPIX8 mother PCB, to which
MUPIX sensors, mounted on an insert PCB, can be connected.
steering and quality management are presented in detail. Subsequently,
the performance during beam campaigns as well as the data analysis pro-
cedure are discussed.
6.2 HARDWARE COMPONENTS
To read out sensors, the MUPIX TELESCOPE requires several hardware
components. A sketch of all hardware components is shown in figure 6.2:
the MUPIX sensors are either directly glued and bonded to supply boards,
the Mother PCBs, or placed on an insert, which is connected to the same
Mother-PCB. The PCB in turn is connected to the readout FPGA (Stratix IV
development kit [67] over a SCSI-III cable and an SCSI-III toHSMCadapter
card. The FPGA connects to the readout PC via a PCIe interface.
Insert: The insert [68] is a simple extension of the Mother PCB, which
provides a last filtering stage for the supply voltages and several test points
to directly access configuration outputs of the MUPIX8.
Mother PCB: The Mother PCB [69] has a connector to the insert as well
as a set of pads which can be used to directly glue and bond the sensors
to the PCB. Therefore, the same filtering components and test points as
on the insert are present. Adjustable supply voltages with low ripple and
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injection pulses are generated on the board. LVDS receivers transform the
differential slow control signals to single ended ones required by the MU-
PIX8. LVDS transmitters are used to send the read-back values of the sensor
to the FPGA. The four data links of the MUPIX8 can be connected either to
SMA ports or to a repeater chip, which allows to drive the data over longer
differential cables.
SCSI-III to HMSC: The adapter card connects to up to two mother PCBs
via a SCSI-III connection and the FPGA via a HSMC port. It receives the dif-
ferential read-back signals and transforms them to single ended signals for
the FPGA. The four data links are either connected to the LVDS-receivers
or the fast inputs (8.5GBit/s receivers [67]) of the FPGA. The fast inputs
are used per default. Single ended control signals from the FPGA are con-
verted to differential signals and sent to the mother PCB. Four NIM inputs
on the adapter card can be connected to timing systems. An additional RJ-
45 connector is used to communicate with the EUDET-telescopes, which
are discussed later.
FPGA: A Stratix IV development kit [67] running customfirmware is used
to receive the data from up to four sensors, only limited by the number of
available input/output-connections on the HSMC banks. A detailed de-
scription of the firmware and the FPGA itself can be found in [53] - only
the components related to the data path and sensor steering are described
in the following section.
6.3 DATA ACQUI S I T ION SYSTEM
The data acquisition system is built around a custom multi-threaded
PC program and a commercial FPGA development kit running custom
firmware. The goal of the DAQ system is to provide a stable and fast read-
out of the sensors, together with a graphical user interface to steer the sen-
sors andmonitor the performance. Additionally the DAQ is designed to be
easily adaptable for new MUPIX generations. The MUPIX TELESCOPE has
not only been used to study MUPIX prototypes, but also to study another
monolithic prototype developed for ATLAS (the ATLASPIX), which has a
similar readout scheme.
Having a fast DAQ requires a strict separation between components, which
are involved in the actual data taking and user steered processes. In addi-
tion, bottlenecks have to be avoided, which is only possible, if theworkload
on all components is comparable. With these conditions is mind, the DAQ
is optimized for the MUPIX.
Communication between the FPGA and the CPU is realized with regis-
ters and memories mapped to the PCIe bus as bus addressable registers
(BARs). One set of 64 32bit registers is writable by the FPGA, the other
by the host CPU, while reading is always possible from both sides. The
registers are used to steer the FPGA and to transfer status information of
the firmware. Similarly there are two memories of 256 kB, one FPGA- and
one host-writable. Data transmission to the 256 kBmemory is realized via
62 MUPIX TELESCOPE
polling, where the PCIe bandwidth cannot be efficiently used as every data
transfer requires CPU interaction, see below. An fast alternative data trans-
mission, via direct-memory-access (DMA), which is also suitable forMu3e,
is also implemented and proven to be functional [28, 70]. DMA is not using
the FPGA-writable memory, but writes data to a pre-allocated space in the
RAM of the PC, without keeping a copy of the data on the FPGA.
To cope with high rates, if DMA is not used, an on-FGPA DDR3-memory
is available. Up to 500MB can be buffered without loosing data, which is
essential for stable test beam data taking. All received hit addresses and
timestamps are also histogrammed on the FPGA.
The detailed software layout, data -flow, -format, sensor-steering, GUI and
online monitoring are discussed in the following.
6.3.1 DAQ software
The DAQ software is split into six tasks: Data readout, reformatting , stor-
ing, monitoring, efficiency calculation and a graphical user interface. All
tasks cannot be performed by a single CPU core efficiently. To distribute
the load onto multiple cores, a multi-threaded scheme is used. However,
running several threads in parallel, which need to exchange data and infor-
mation can quickly becomememory unsafe, as the threads do not know of
each other and can potentially access the same memory in parallel. This
can be avoided by using a thread safe1 memory management, which is ex-
plained in detail later. Several libraries for multi-threaded software are ex-
isting and qt4 [71] is chosen, as it combines multi-threading with a graph-
ical user interface creation tool. Additionally it offers thread communica-
tion. Finally, it has a vibrant community with commercial application en-
suring long term support on all platforms. A block diagram of the software
is shown in figure 6.3.
The core is the so called Mainwindow, which also provides the GUI (see
subsection 6.3.5). Graphical access to the registers/memories as well as
the sensor configuration is implemented as Dialogs, which are essen-
tially pop-up windows, running in the same thread as the Mainwindow.
Communication between a Dialog and the Mainwindow is realized with
Signal-Slot connections provided by a qt package: a signal in either
the Dialog or the Mainwindow is connected to a slot on the receiving
side. An internal event loop checks the status of the slots frequently, if the
Dialog/Mainwindow is not busy, or if it is explicitly requested. The signal/s-
lot communication is thread safe, but rather slow, as an acknowledgment
is required. However, running signal/slot communicationwith several kHz
is possible. Additional Dialogs are used to display tuning files, pixel mask-
ing, link status and monitoring, which increases the flexibility and clarity
of the GUI.
The Mainwindow is also responsible to start/stop and control all other
1 Thread safe software can be used/accessed by several threads without memory/access vio-
lations.
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Figure 6.3: Block diagram of the software. The green framed boxes are
threads and themagenta ones thememories. Black arrows indicate
data transfers, red arrows mark steering, blue ones control/status
information. The FPGA is not part of the software, but included for
completeness.
threads. The principle is similar to the communication with the Dialogs
and based on signal/slots. However, in contrast to Dialogs, threads are in-
active until an event loop is started. A signal from the Mainwindow calls the
execution of an endless loop. Stop signals will only be processed, if some-
where in the endless loop an explicit request to check for incoming signals
is included. Unfortunately, checking for theses signals is slow and cannot
be done too frequently. Therefore, the request is only called after a certain
number of rounds n in the event loop2. If the stop signal is received and
processed, the endless loop is exited and the thread goes back into an idle
state. The threads in turn can also send signals with messages, status up-
dates or errors to the Mainwindow, which reacts to them.
Data transfer between threads is queued – as soon as the processing is
done, data is pushed into a FIFO queue. The next thread can read from the
queue in turn. An optimal transfer can be achieved, if the threads canwrite
and read in parallel, without blocking the queue - so called lock-free. Lock-
free queues, with only one thread being allowed to write data, the producer
and one to read, the consumer are called lock-free single-producer-single-
consumer (SPSC) queues and available in the boost library [72]. The size of
the queues is chosen to be large enough to buffer up to 500MB data, which
is the usual run size of the telescope, to avoid any data losses or back pres-
sure. The queues after the data is written to disk are short to avoid long
latency for the monitored data. Events are discarded and do not appear in
2 Depending on the data load n is adapted for different conditions.
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the monitoring whenever the queue has been full. This principle makes
any pre-scale obsolete – the monitoring processes as many events as pos-
sible.
Integers, declared atomic3, are used to display rates of incoming data, as
well as writing speed and the filling status of queues, which are used to
buffer data and transfer it to the next thread. In the latter case for example,
every time one element is pushed into a queue, one number is counted up,
whenever one is consumed, another one counts down. The filling status is
calculated in the Mainwindow with a rate of 1Hz by simply calculating the
difference between the numbers. Compared to CPU frequencies, 1Hz is
slow and not going to reduce the readout speed significantly.
6.3.2 Data path
The data path is sketched in figure 6.4. It consist of three steps: FPGA pro-
cessing, data transfer and software processing.
FPGA PROCESS ING Hit data is streamed from the MUPIX to the FPGA.
The FPGA receives, 8 bit/10bit decodes and deserializes the data. The
timestamps can be optionally gray-decoded on the FPGA. The data of the
sensors is either 4-to-1 multiplexed, to create a single data stream from
the four links of a sensors, and sorted by their timestamps using the on-
line hit sorter [2] or sent to a Multilink readout [53] entity. In both cases
hit blocks are created. Hit blocks contain hits with a timestamp range of
128 timestamps in the case of the sorted readout. For themultilink readout
hit blocks contain hits from one MUPIX readout cycle. The block structure
is described in the next section. Empty frames can be dropped already on
the FPGA to reduce the overhead.
DATA TRANSFER The FPGA is connected via the PCIe bus with the com-
puter. Reading out the data requires a data transfer from a peripheral de-
vice memory the main memory. Two main transmission schemes are ex-
isting and can be used in the telescope DAQ: programmed I/O or direct-
memory-access (DMA).
Programmed I/0 (also referred to as polling) is a CPU driven data trans-
mission scheme, where read and write requests for small packages of data
are instructed by software. Polling creates a large overhead because reads
require two transmissions on the PCIe bus, which are typically sequential.
It is used as the default transmission scheme, as it is rather easy to imple-
ment.
On the contrary, DMA offers a fast data transmission. Data is written to a
fixed and pre-allocated physical memory. The CPU is informed once in a
while by the device either via so called interruptmessages or a separate sta-
tus memory about the writing status. A device driver in turn reacts to the
3 Atomicmeans that the integer can be read/written only by one thread at a time - if a second
thread wants to read/write the number, it has to wait until the first thread is finished
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Figure 6.4: Data path of the MUPIX TELESCOPE: LVDS data from the sen-
sors is received (Rx), deserialized and 8bit/10bit decoded. The Un-
packer deserializes the data and creates one (two) 32bit words per
MUPIX7(MUPIX8) hit with an optional Gray decoding of the times-
tamps. The hits canbe either 4-to-1multiplexed and sorted by time
or read out link by link via the PCIe interface. The PC receives the
data blocks and splits them into hits and triggers, which are sub-
sequently merged and synchronized to telescope frames with
common time. The telescope frames are written to disk and for-
warded to the online monitoring. Drawing based on [2].
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interrupts and informs theDAQ software that e.g. a new data block is ready
to be processed. The technicalities of DMA as well as the software and
firmware implementation are summarized in [28]. Recently, DMA without
interrupts has been implemented in the MUPIX TELESCOPE [73] to further
decrease the transmission overhead.
SOFTWARE PROCESS ING The software processing takes care of the
data flow through the software and shares the work between several
threads. The data flow is presented and the memory management is dis-
cussed.
Data is received by a dedicated thread, the readout thread. The readout
thread either constantly checks for new fully written data events, indicated
by a FPGA-writable register value, which is updated after the FPGA has
finished writing a block, for polling data or interrupts for DMA. Polled data
is split into the different block types, copied to a differentmemory location
as the FPGA-writable memory is rather small. Pointers to the data are
forwarded to the next thread, the filewriter. In the case of DMA, interrupt
blocks with a fixed size of 256 kB are forwarded to a data-processor thread,
which handles the data splitting and takes care of blocks, which might
be split over the interrupt block border. The filewriter merges different
blocks with similar time sent by several FPGAs into a final data object,
the telescope frame, which is directly stored on disk for offline analysis.
Frames are in turn forwarded to an online efficiency thread, which recon-
structs tracks, if the frame has hits in all reference layers, and performs a
full hit matching as introduced in section 5.3.2. Finally, data is forwarded
to an online monitoring thread, where several monitoring histograms are
provided, see subsection 6.3.6. At the end, the data is deleted from the
main memory.
Memory management
The memory management of the DAQ system is build around two ring
buffers containing either blocks4 or frames and data queues between the
threads, see figure 6.5. The maximal element size of the first buffer is 3870,
given by themaximal event size for a sorted block, which is 2·nhi t s+6with a
maximal hit number of 1920 and a few safety words in the case of changes
in the header. The frames are assumed to contain up to a thousand hits
and a hundred trigger timestamps. The buffer element size is accordingly
scaled - however, this is continuously changed to adapt for different parti-
cle rates.
To optimize the processing speed, hit blocks and frames stay always at the
samememory position, only pointers to the elements are passed from one
thread to another. The transfer of the pointers is queued, as aforemen-
tioned.
4 Ablock is essentially an array of 32bit wordswith varying size. In software, blocks are stored
in vector<32bit>.
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Figure 6.5: Sketch of the memory management and queueing system of
the telescope DAQ operating in the polling mode: The data is
stored in two ring buffers, one containing vector<32bit> values,
the other one telescopeframes. The data is not moved, only
pointer are send from thread to thread with lockfree queues. Af-
ter processing, the data is deleted from the main memory and the
ringbuffer elements can be used again.
The readout thread is connected to three SPSC queues as producer. Events
from the FPGA are copied to elements of the first ring buffer and pointers
are forwarded to the hit block queue. Additional information blocks can
be optionally written to a second queue. Pointer are not used for the trig-
ger reference timestamps, which are 64bit words. On modern computer
architectures, pointers are always 64bit – there is no advantage of using
pointers for triggers. The trigger words are pushed into the third queue.
The filewriter is connected to three SPSC queues for each readout worker,
from which it consumes events and merges the data into blocks of com-
mon timestamps, see subsection 6.3.7. The consumed events are cleared
and the according ring buffer elements are freed. The merged data is writ-
ten to elements of the second ring buffer and pointers to the frame are
pushed into another queue. The online efficiency thread consumes these
event pointers, performs tracking and efficiency calculation, and pushes
the events in the last queue to the monitoring thread, where the event
pointers are cleared and the ring buffer element freed.
6.3.3 Data format
Each MUPIX generation and readout mode has specific blocks. All block
types have a begin/end of block marker and an block counter, together
with block specific additional header information.
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The exact hit and trigger block structure is shown for MUPIX8 data in Ap-
pendix B, only the most important features are discussed here.
The most significant bit of all words has a value of zero, excluding the be-
ginning and end of block markers to avoid confusion.
Sorted and multilink readout blocks contain an on-FPGA sampled times-
tamp running at 125MHz, which can be used to determine the overall run-
time. Both blocks contain a variable number of hits. Sorted blocks can
contain up to 1920 hits, as for every of the 128 timestamps in each block up
to 15 hits can be read out. Themultilink readout block contain amaximum
of 64 (48) hits for the MUPIX7 (MUPIX8), as only one hit per column can be
read out in one readout cycle of the MUPIX. All MUPIX8 hits consist of an
8bit column, 8bit row address and 16bit time information. The readout of
several sensors requires additional chip/link labels which in turn require
additional bits. As all memories are implemented in 32bit units, a hit will
always fill up two words. The first word contains chip and link identifiers
and address marker and column/row address; the second word the same
chip and link identifiers, a time marker and the timestamps. The remain-
ing bits are used to transfer overflow information for the sorted readout or
are set to zero.
The trigger blocks are simpler: the header only contains a beginning of
blockmarker and a block counter, followed by an 64bit trigger timestamps
sampled with a 500MHz clock and split into two words again. The trailer
simply contains an end of block marker.
The block structure for MUPIX7 data is slightly different and discussed in
[2, 53].
6.3.4 Sensor steering
The steering scheme of the MUPIX8 telescope is shown in figure 6.6:
the DACs for the MUPIX prototypes as well as the reference voltages
on the mother-PCB can be set and adjusted in the GUI. When setting
the DACs, the values are transferred to a dedicated software class, the
MupixSensor [74], which handles the bit order and positioning in the shift
registers. The bits are then written to the registers and send to the FPGA
word by word. MUPIX8 has a significantly increased number of configu-
ration bits, which asks for a faster configuration method, as the register
based transfer is becoming too slow. Therefore an alternative method uti-
lizing the host writable memory has been implemented [53], allowing for
fast sensor configuration. In both cases, the values are received by the
MuPix8 Sensor SlowControl entity on the FPGA,which sends the bit stream
to the MuPix with a selectable frequency. The bit stream is written to shift
registers and loaded into on-chip storage.
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Figure 6.6: Sensor steering scheme for the MUPIX8 telescope: The DAC
values are changed in the GUI, interpreted by a dedicated sensor
class and transferred to the FPGA via the register or memory. The
DACs are interpreted by the MuPix8 Sensor Slow Control entity of
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selectable frequency.
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Figure 6.7: Screen shot of the telescope GUI
6.3.5 Graphical user interface
To improve the setup usability, the sensors need to be steered and read out
utilizing a graphical user inferace (GUI). TheGUI for theMUPIX7 telescope
is discussed already in [75]. To address the changes for MUPIX8, the com-
plete DAQ system, including the GUI, has been restructured. A screenshot
of the GUI for the MUPIX8 telescopes is shown in figure 6.7. The most im-
portant components are highlighted and presented below:
• Drop down menu: Highlighted in red. The drop down menu bar
gives access to several Dialogs:
– Register: Opens the register Dialog to access the read/read-
write registers and to update them.
– Memory: Displays the content of the read memory.
– Tuning: Defines the input paths for the tuning files for all sen-
sors.
– Chip DACs: Opens a Dialog to change and set the chip and
board DACs. The device under test and the reference layers
have individual windows.
– Hitmaps: Currently not in use.
– Slow Control: Interface to slow control devices, which are ac-
cessed via a slow control software protocol developed at PSI,
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themidas-slow-control-bus [76]. The power supplies, tempera-
ture and humidity sensor can be read out via this interface.
– Data Faker: Opens the steering window for the on-FPGA MU-
PIX8 emulator [68].
– Nios Dialog: Display the link status of the attached sensor via
an NIOS-interface running in a softcore on the FPGA [53].
– Monitoring: Opens the monitoring Dialog.
• Main control: Highlighted in green. Provides all buttons and func-
tionality to operate the setup with default settings. The buttons are
self-explanatory and grouped around a run number-LCD display.
• Message Box: Highlighted in black: Prints messages from all threads
and Dialogs.
• Readout options: Highlighted in yellow. Selection window for the
different readout options. The ones used for MUPIX8 readout are
listed below:
– Use DDR3: Select if the the DDR3 on the FPGA is used.
– Use DMA: Enable/disable DMA.
– Trig Hit ToT merger: Create telescope frames from the
block data
– Use Sorter: Selected if the data is time sorted, unchecked for
multilink read out.
– Write Histograms: Write the FPGA-histograms to disk at the
end of each run.
– FPGA gray decode: Can be checked to decode the timestamps
on the FPGA.
– Use Trigger: Checked if the tiles are connected to the system.
Board and port are used to select the trigger inputs. Invert is
checked to select active high or low levels.
– Use ToT: Checked if also the analog ToT is sampled. Only used
for MUPIX7,
– Zero suppression: Empty hit blocks are rejected in the readout
worker if this is checked.
• Thread status: Highlighted in turquoise. Status displays for the dif-
ferent threads. The boxes are red if the threads are idle and green if
they are running and busy. The system idle is just the exclusive or of
all individual threads.
• Monitor displays: Highlighted in dark blue. The rates and efficien-
cies of all all layers and the set thresholds are displayed in the central
part. The display scales automatically with the number of sensors in
the telescope. The bottom left part of theGUI displays the trigger, hit,
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block, data and frame rates of the telescope. The Queue/Buffer Sta-
tus indicates the filling level of the data queues between the threads.
6.3.6 Online monitoring
The online monitoring is essential to control the data taking during test-
beam campaigns. The monitoring is split into three parts: Online tracking
and efficiency calculation for the DUT, filling correlation, sensor and trig-
ger histograms and a Dialog to display a selection of all histograms. The
Dialog implements a ROOTApplication, which draws a canvas into the
Dialog. The histograms can be adjusted interactively within this Dialog,
i.e. they are scalable. As filling ROOT histograms is slow, all information is
stored in pre-allocated vectors and only filled into the histograms once a
histogram update is requested from the Dialog. A screen-shot of the mon-
itoring Dialog is shown in figure 6.8: The left column is used to control
the monitoring itself by defining the size of the histograms and the refresh
timers for the displayed histograms. The central column shows checkable
lists of available histograms to be displayed. The right column displays the
selected histograms with scroll down bar. A list of available histograms is
given below:
Available monitoring histograms
• Sensor-Histograms: Contains hit maps, multiplicities, timestamps
and timestamp bit distributions.
• Correlation-Histograms: Contains correlations maps and differ-
ence histograms between column, row and timestamps of two sen-
sor layers.
• Trigger-Histograms: Contains trigger timestamps and bits folded to
10-bit running at 125MHz.
• Trigger-Correlation Histograms: Contains correlation maps and
difference histograms between a trigger input and the timestamps
of the sensor and a shadow map of the sensor, the hit position of a
time correlated hit.
• Efficiency Histograms: Contains the efficiency map, matched hit
distances, track positions and timestamps of matched hits as well as
tracks.
6.3.6.1 Online tracking and efficiency calculation
The DUT performance is the most critical information during a testbeam
campaign. To optimally monitor the DUT, a dedicated thread is used to
perform an online straight line fit through the reference layers in exactly
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Figure 6.8: Screenshot of the online monitoring during a testbeam cam-
paign at DESY-II in March 2018. The left two columns show con-
trol interfaces and the right part displays the selected monitoring
histograms.
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the same way as in the offline analysis (see chapter 6.5) based on a geom-
etry containing the measured z-distances and no shifts or rotations5. The
mechanical alignment has typically a precision in the order of 200µm. The
coarse alignment requires a rather loose cut on the χ2.
Track map, efficiency map and matching distances histograms can be ac-
cessed via the above discussed Dialog and the full matching analysis his-
tograms are stored in a separate root file at the end of each run. Addition-
ally, the average efficiency for subsets of 1000 processed tracks is printed
out, giving simple, fast and precise feedback.
6.3.7 Online block sorting
Blocks from different FPGAs, with hit and reference tile timestamps infor-
mation, are merged in the file writer. All blocks have a timestamp, which
is assigned on the FPGA. The sorting always requires one event from each
block source. Hit blocks are used to define the range of allowed timestamps.
The hit block timestamp is running at 125MHz, which corresponds to the
timestamp frequency of the MUPIX8. The earliest hit timestamp, with the
lowest 10bits set to zero, is used as reference for the merging. Hit blocks
and trigger are added to the frame, if their timestamps, again with the low-
est 10bits set to zero, are identical with or smaller as the reference. After
adding an element, the next element in the queue is read and also com-
pared. A block is completed if all timestamp of the blocks are larger than
the reference timestamp.
6.4 DATA TAK ING
Taking data asks for a well defined initial state of the DAQ system. Press-
ing the Start Run button calls a routine, which ensures a correct start up,
consisting of several steps:
1. Disable the FPGA readout.
2. Empty all queues and reset all counters.
3. Putting the FPGA in readout-reset, emptying the DDR3 memory on
the FPGA, setting the readout mode.
4. Configuring the sensors according to the values in the ChipDACs
Dialog.
5. Store the configuration in a log file.
6. Activate the event loops for all threads (starting with the last one in
the data queue).
7. Wait until all threads acknowledged the start.
5 As soon as a software alignment is performed the geometry can be updated with x/y shifts
and rotations
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Figure 6.9: Analysis procedure for data obtained with the MUPIX TELE-
SCOPE.
8. Releasing the FPGA resets.
Similarly, the stopping procedure, which is either called after clicking on
the button again or at changing the data file after reaching the maximum
file size, is defined as follows:
1. Disable the FPGA readout.
2. Stop the threads (starting with the first one in the data queue).
3. Wait until all threads acknowledged the stop and have quit the event
loops.
4. Start the readout again, if the data taking has not been stoppedman-
ually.
6.5 ANALYS I S PROCEDURE
Successful data taking implies online and offline analysis of the data.
Therefore an analysis framework has been been developed, parallel to the
DAQ system, tailored to the data structure and pixel sensor analysis re-
quirements and reusing the online monitoring histograms efficiently. The
analysis is based on individual frames and sketched in figure 6.9: the data
file is opened and the frames are extracted. If data has been obtained with
the multilink readout, the frames contain always individual sensor infor-
mation and are merged according to their frame timestamps. Masking6
hot pixels for the analysis is the second, optional, step. Clustering and ex-
traction of the particle hit position, the barycenter of the cluster, is done
6 Masking means to exclude the pixel from the analysis.
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next. The processed frames are now ready for detector alignment, which
can be either done manually in several iterations or using the alignment
software for the Mu3e experiment based on millepede-II [63]. The latter
leads to a more precise alignment and has the option to align for rotations
around the beam axis, which became relevant with larger sensor sizes. It is
also more complex and time-consuming. In both cases, shifts along the x
and y-axis are corrected and the z positions of the planes are fixed to the
measured values, as they are only loosely constrained by both alignment
methods. The alignment results are stored in a geometry file.
After a successful alignment, the pre-processed hits are used for DUT stud-
ies using reference tracks, as described in section 5.3. In addition to an
efficiency-noise analysis, studies concerning the time resolution, cluster
sizes and crosstalk are done with the matched hits on the DUT. All results
are stored as histograms, re-using many histograms from the online mon-
itoring, in a ROOT file. The analysis procedure can also be applied on a set
of runs to increase the available statistics.
Threshold scans (or a scan of any other parameter) are plotted by extract-
ing average values from the ROOT files and combining them. The threshold
(parameter) values are automatically extracted from the run configuration
files.
Intermediate results from the analysis procedure are presented in sec-
tion 7.2.
6.6 MONITOR ING PERFORMANCE
The two core components of the monitoring – control histograms and effi-
ciency calculation – have been studied during two beam times at two dif-
ferent facilities (MAMI and PSI beamline πE1), which are introduced later.
The extremely high rate at MAMI is used to study rate dependencies and
reveal the limits of the histogramming. In parallel, the rate at which data
is written to disk is studied. The online efficiencies are evaluated based on
data obtained at PSI.
Rate dependency: Higher particle rates increase the pressure on the
monitoring. The maximum frame rate created on the FPGA can only
be transferred by DMA and has been tested at a dedicated campaign at
MAMI, where particle rates of over 10MHz can be provided without is-
sues. The monitoring for both readout modes – sorted and multiplexed
– has been stress tested in an eight layer telescope using the Mu3e front-
end board [53]. The run time of the online monitoring in the case of DMA
can be longer than the data taking time, if the data is buffered in the main
memory. Therefore frame timestamps cannot be used to determine the
run time of the monitoring. The monitored rate can be calculated using a
UNIX timestamp, which is written to every ten-thousandth frame and the
entries in the monitoring histograms. The particle rate is reconstructed
from the frame timestamps of the data blocks and the number of hits in
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Figure 6.10: Top: Total rate in the telescope for different readout modes
versus the run number. Bottom: Rate of processed hits in the
monitoring.
the data file. Figure 6.10 summarizes the runs used for the performance
comparison. Total hit rates of up to 60MHz (see figure 6.10a) in the sorted
mode and up to 30MHz (see figure 6.10b) for the multiplexed readout are
recorded. The rate of processed hits in the monitoring tool is shown in fig-
ures 6.10c and 6.10d. For low rates, the left side of the two plots, the moni-
tored rate is limited by the actual particle rate. For higher rates, the readout
modes result in different curves: The processed hit rate is decreasing with
rate as the combinatorics to fill/draw all correlation histograms increases
for sorted data. In contrast to the sorted mode, the rate of processed hits
is constantly increasing as hit blocks become more likely to contain more
than one hit, decreasing the data overhead.
The monitored rate versus the mean hit multiplicities per frame is shown
in figure 6.11. The rate increases linearly with the multiplicity for the mul-
tiplexed data, as explained above. Sorted data has significantly higher mul-
tiplicities as the data from all 8 sensors over a longer timestamp range is
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Figure 6.11: Monitored hit rate as a function of the average framemultiplic-
ity (top) and the particle rate (bottom). The dashed line in the
bottom plots correspond to the 100% efficient monitoring.
stored in one block. A decrease in the monitored rate with increasing mul-
tiplicity due to higher combinatorics is observed.
Plotting the monitored hit rate as as a function of the real hit rate reveals
more structure depending on the readout mode: At low hit rate up to ap-
proximately 350 kHz, the monitored rate for sorted data is corresponding
to the hit rate, compare figure 6.11c. For particle rates up to 10MHz, the
multiplicity per frame is not increasing significantly and roughly 450KHz
hits can be monitored. Going to the highest rates leads to decrease in
the monitored rate, again due to combinatorics in the correlations. Multi-
plexed data shows a constant region from 1 to 10MHz, where essentially
only one hit per frame is recorded [53] and the disk writing limits the
frames transmitted to the monitoring, see figure 6.11d. For higher rates,
the multiplicities increase and the overhead is reduced, resulting in higher
monitored rates.
The last tested detail is the file-writing speed. Figure 6.12 shows the time
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Figure 6.12: Top: File writing speed versus the hit rate. Bottom: Data tak-
ing time as a function of the time required to write a data file.
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Figure 6.13: Comparison of the online and offline matching distance for
two exemplary runs with and without aligned geometry for the
online processing. Offline, aligned geometries are used.
to write a 500MB file as a function of the time it took to take the data and
the writing speed as function of the hit rate. Two effects are visible: In both
readout modes, the data can be written to disk as fast as it is transmitted
from the FPGA up to a certain hit rate. Afterwards, the writing speed can-
not keep up with the data rate. Sorted data can be written with a speed
of up to 100MB/s, multiplexed with a speed of up to 30MB/s. The lower
writing speed for themultiplexed data is due to less efficient data structure.
Creating the frames takes longer than writing them to disk. In the most ex-
treme cases, writing takes a factor 3 (20) longer than taking the data for the
sorted (multiplexed) mode.
Online efficiencies: Online efficiencies provide an outstanding sen-
sor performance monitoring, which allows to choose ranges, for example
in a threshold scan, efficiently. During a campaign at PSI, the online ef-
ficiencies have been systematically monitored for a four layer telescope
setup. One threshold scan has been performed with a geometry without
corrections for mechanical mis-alignment and one with a correct geome-
try, which has been extracted offline from data of the first run. Figure 6.13
shows the matching distance for an exemplary run for the off- and online
analysis, with identical cut configurations for the two scans. Offlinematch-
ing distances are larger compared to the online distances if themechanical
mis-alignment is not taken into account, as expected. For a distance cut
of 400µm the difference in calculated efficiency however is small. If the
correct alignment is applied during data taking, the shapes of online and
offlinematching distances are identical. For the presented data set 99.64%
of the taken data has been analyzed online. The fraction of processed
events is, of course, depending on the hit rate and the number of layers.
The DDR3 memory on the FPGA throttles the data rate to 22.5 kHz track
rate. For higher rates, the processed fraction will shrink, without slowing
down the data taking, as the data is already written to disk when mon-
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Figure 6.14: Comparison between online and offline efficiency calcula-
tions. All offline results are obtained with a correct alignment.
top:Mean hit track distance for the on and offline data analysis.
bottom: Efficiency as function of the run number for to threshold
scans.
itored. The online monitoring, which is the next step directly after the
online efficiencies and processes 96.32% of the data written to disk.
Themean track hit distance as a function of the run is shown in the upper
part of figure 6.14 for the two scans. The mean distance is almost halved
for the offline analysis for the first scan, see figure 6.14a and identical to
the online differences, if the correct geometry is applied, as expected. The
efficiency is accordingly correlated: Running with an aligned geometry re-
produces the online results offline. Using a non-aligned geometry underes-
timates the efficiency by less than 1%due the searchwindowcut of 400µm.

7
EUDET-TELESCOPES
TheDESY-II testbeam [77] facility provides a precise reference tracking tele-
scope called EUDET-telescopes [78] based on six layers ofMIMOSA-26 [79]
MAPS sensors. They are fully integrated into the EUDAQ framework [80].
The EUDAQ-framework is a network basedDAQ system that offers the pos-
sibility to integrate essentially anyDUT. It also handles data storage, online
monitoring and run control.
MIMOSA-26 sensors
The MIMOSA-26 sensors have a pixel pitch of 18.4×18.4µm 2, have 512
columns and 1152 rows, resulting in an total active area of ≈ 2 cm2. The
sensors are read out in a rolling shutter mode, with all columns being read
out in parallel for each row. Each readout circle, looping over all rows, takes
115µs. The signal detection threshold is set to a value corresponding to six
times the RMS of the sensor noise1. Hit-data is digitized on chip and zero
suppressed.
Testbeam layout
EUDET-telescopes consist of a total of six layers and are arranged as shown
in figure 7.1. The up and down-stream reference triplets are put as close
as possible to the DUT to minimize effects from multiple scattering. The
spacing in the two arms is set to approximately 15 cm, as equidistant spac-
ing leads to the best resolution on the DUT for very highmomenta. A set of
four scintillators coupled to PMTs is used to generate a coincidence trigger.
7.1 EUDAQ TESTBEAM DAQ SYSTEM
Data taking using the EUDET-telescopes is based on the EUDAQ software
framework and a central trigger logic unit (TLU) to assign common IDs
to traversing particles. The TLU features a coincidence unit, which cre-
ates an AND coincidence of up to four signals (typically the four scintilla-
tors framing theMIMOSA-26 planes). After finding a coincidence, the TLU
sends a trigger with a 14bit ID (TLU-ID) to all hardware components of the
test setup. The coincidence input is vetoed until all hardware components
have acknowledged the trigger and processed the data. Afterwards the next
trigger can be processed.
1 Tuning files for different noise levels are provided by the facility
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Figure 7.1: Layout of the Mimosa telescope. Four scintillators frame the six
reference pixel sensors and the device under test. The given dis-
tances are in cm and represent the setup of the DESY II beam test
campaign in March 2018. The DUT is mounted on a rotational xy-
stage.
The EUDAQ software framework is sketched in figure 7.2: a central run
control is in charge of controlling all hardware components. Each hard-
ware component runs on a localmachine andhas a so called producer. The
producers are connected with the run control via TCP/IP sockets. All pro-
ducers need to have a set of mandatory steering functions, which can be
called by the run control: Start/stop run and configure.
After starting a run, the producers send data sorted by TLU-IDs to a central
data collector. The data collector waits until events from all subsystems
are received and writes the data, sorted by TLU-IDs to disk. Additionally,
the data can be forwarded to an optional monitoring unit. Error and sta-
tus messages from all producers and the run control are collected in a log
collector.
MUPIX integration
To integrate a MUPIX into the EUDAQ framework, a producer and a
data converter are required. The latter is responsible to transform the
telescope frame data into the EUDAQ data format and back.
The producer for the MUPIX8 is realized as a separate thread in the SIN-
GLE SETUP, see figure 7.3. It is implemented as an interface between the
SINGLE SETUP and the EUDAQ. Start/stop signals are forwarded to the
Mainwindow, which in turn starts and stops the readout. The data is not
written to disk with the file writer, but forwarded to the EUDAQ producer,
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Figure 7.2: Layout of the EUDAQ DAQ system [81]. Each hardware com-
ponent, has a producer running on a local host. The run control
configures the subsystems and steers the readout via TCP connec-
tion. The prodcuers send data to the data collector, where the data
is merged and send to storage andmonitoring.
Mainwindow
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Figure 7.3: Block diagram of the EUDAQ integrated MUPIX DAQ. The
EUDAQ-producer serves as an interface between the EUDAQ and
theMUPIXDAQ. The blue rectangles are EUDAQ components. The
green ones are threads within the SINGLE SETUP and the magenta
ones are memories. The black arrows indicate data flows, the red
ones steering and the blue ones status information.
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which buffers the data until a TLU-ID is received2. Upon receiving a TLU-
ID, the buffered frames are merged to one EUDAQ standard event and
sent to the data collector. Due to a feature in the firmware of the TLU, it
can happen, that TLU-IDs are skipped. If a TLU-ID is skipped, the EUDAQ
producer sends an empty dummy frame to avoid back pressure in theData
Collector. These events are marked and ignored in later analysis.
Error and statusmessages are sent over the EUDAQ producer to the central
log collector.
To performdetailed time resolution studies, the coincidence of the EUDET-
type scintillators is sampled with a 500MHz counter on the FPGA of the
MUPIX8 DAQ. This is required to exactly assign hit timestamps to the trig-
gers.
The FPGA in the SINGLE SETUP computer handles the handshake with the
TLU and transfers the TLU-IDs to the readout PC, encoded as trigger with
a special ID.
7.2 ANALYS I S PROCEDURE
The analysis procedure is based on to the MUPIX TELESCOPE analysis pro-
cedure and fully reuses the tracking and matching code. The raw data
stored by the EUDAQ Data Collector is converted into a ROOT tree with
the column and row addresses of each hit. For the MUPIX8, additionally,
the time and time-over-threshold information is stored. In a second step
a noisy pixel removal is applied. The noise rates of the MIMOSA-26 are
unknown. Therefore all pixels, which have a factor five more hits than the
average pixel are removed on the reference planes and on the DUT-plane.
The noisy pixel removal reduces the tracking combinatorics significantly
and avoids biases in the alignment. In the last pre-processing step, clus-
tering on all layers is applied to achieve the highest hit position precision
on the reference layers. The results are summarized in figure 7.4 for layer
2 and run 209: 251 pixels are masked and removed in the first step, reduc-
ing the total number of hits by a factor five. Due to an average cluster size
of 1.9 for layer 2, the amount of hit candidates per plane is halved again,
resulting in one million remaining particle hits per plane and run.
Above procedure is also applied for the DUT layer. Figure 7.5 summa-
rizes the results of the clustering step. The MIMOSA-26 reference layers,
see figure 7.5a, have significantly higher average cluster sizes between 1.8
and 1.98 compared to the MUPIX8, which has average cluster size of ap-
proximately 1.15. This is consistent with expectations from the different
pixel sizes.
2 The MUPIX prototypes are significantly faster compared to TLU and MIMOSA-26. There-
fore the TLU-ID is delayed in the data stream.
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(a) Raw hitmap. (b) Hitmap without noisy
pixel.
(c) Clustermap.
Figure 7.4: Exemplary hit- and clustermaps for reference layer 2 of run 209.
Removing 251 noisy/hot pixels out of 589824 pixels reduces the to-
tal hit amount by a factor five. An average cluster size of about 1.9
further reduces the data sample to approximately 1 million poten-
tial particles. The vertical line in the figures is created by a non
working column, where the row position is always set to the same
values. Note the different z-scales.
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Figure 7.5: Cluster size for MIMOSA-26 reference layer 2 and MUPIX8-
DUT.
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Figure 7.6: χ2 distribution obtained for GBL-tracks aftermillepede-II align-
ment.
7.3 AL IGNMENT
The pre-processed data is used to reconstruct particle trajectories. How-
ever, as the planes are not perfectly aligned mechanically, a software align-
ment has to be applied. To optimize the precision of the alignment of the
reference planes, dedicated alignment runs without DUT are taken. A pre-
alignment is applied using the correlations of the x and y positions of differ-
ent layers. This allows for a precision of roughly 300µm for each plane, suf-
ficient to apply a track based alignment, based on the alignment code for
theMu3e detector [63]. To avoid confusion, events with exactly one cluster
on each plane are selected and aGBL fit is applied. A specific binary format
which can be read by millepede-II [82] is created and the mis-alignment is
automatically corrected. The alignment parameters, x and y positions and
rotations, are released step by step: First, only shifts in x and y are allowed,
while in a second step only rotations around the beam axis (see section 5)
are allowed. In a third step, z-rotations and x/y-shifts are allowed simulta-
neously. The mean values of the residuals are well below 1µm. The resid-
uals have an RMS below 3µm. The χ2 distribution for reference tracks is
shown in figure 7.6.
For the characterization runs the DUT is aligned in a similar fashion as
the reference system: TheDUT is pre-alignedusing correlations and events
with one track pointing onto the DUT are selected. The closest hit to the
extrapolated track intersections is assigned to the track and the unbiased
residual is analyzed, with the alignment parameters of the reference being
fixed. At first, x/y shifts are corrected. Subsequently rotations around the
z axis are taken care of and in a last step, also rotations around x/y are cor-
rected. The resulting alignment is shown exemplary in figure 7.7. The x(y)
residual is below 2.3µm (3µm) and has a width of 27.6µm (28.6µm), which
is consistent with the expected pixel resolution of 23.4µm (23.1µm) and
non accounted scattering on the layers. The slightly worse resolution for
the y residuals can be explained by a tiny rotation which is not accounted
for.
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Figure 7.7: Unbiased residuals for a combination of runs 452 to 505 and a
reference track cut of χ2 < 40.
Both residuals are plotted against both sensor axes in figure 7.8. A linear
fit to the central region with sufficient statistics shows, that the rotations
are well under control with amean residual drift below 1.8µmover the sen-
sor, which corresponds to an alignment error of 0.1mrad. The telescope
pointing resolution is studied in the following section in more detail.
Alignment stability
Small movements of the telescope planes can spoil the pointing resolution.
Therefore, the stability is checked by studying the residuals over a set of
runs. Figure 7.9 shows the biased residuals of the reference planes as well
as their RMS using straight track fit. The mean residuals are stable on the
1µm level over a complete set of runs.
The different RMS values for the layers are explained by the geometry: Lay-
ers 0 to 2 and 3 to 5 build triplets of very thin sensors, see figure 7.1. The
straight track fit without scattering ignores the DUT and multiple scatter-
ing. The two triplets can be considered as two hits at the center of gravity
of the triplets. This leads to an anti-correlation between the outer triplet
layers, see figure 7.10a. A linear fit to the correlation results in a slope of
approximately -1 with an offset corresponding to the alignment error. Fig-
ure 7.10b shows the x residual correlation for the inner layers of both tele-
scope arms. The horizontal and vertical structure is created by the loose
χ2cut.
7.3.1 Resolution
The telescope resolution is crucial to resolve effects on very small scales
like inefficiencies at certain positions of the device under test. Better res-
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(c) Column residual along the pixel column.
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Figure 7.8: Column and row residuals against the column and row posi-
tions for runs 452 to 505 an a reference χ2 < 40. Each combination
is fitted with a linear function. The largest rotation creates a resid-
ual drift of only 1.8µm over the sensor.
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(d) RMS of y residual.
Figure 7.9: Biased residuals and their RMS width against the run number.
The residuals are stable on the 1µm level over the complete run set.
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Figure 7.10: Correlation between the x residuals of the tracking layers. (a)
shows the correlation of layers 0 and 2, exemplary for a set of outer
triplet hits. (b) shows the correlation between the inner layers of
both triplets, which dominate the track fit.
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olutions allow more detailed sensor studies. Therefore different extrapola-
tion/interpolation methods are tested and compared.
TheGaussian fit to the unbiased residuals in figure 7.7 is sufficient for align-
ment, but it cannot be used to determine the telescope’s pointing resolu-
tion. The pointing resolution is determined using the matching residuals
along the x and y axis. For a perfect telescope with infinitesimal resolution
and a fully efficient, it would reassemble a box with the pixel pitch as width.
A box function is a combination of two step functions:
box(x)=


0 if (|x− c|)>w/2
1 if (|x− c|)≤w/2
(7.1)
with the w being the width of the box and c the center. A finite resolution
smears out the edges, which can be described by an error function, which
also referred to as s-curve:
erf(x)= 2p
π
·
∫x
0
e−y
2
dt (7.2)
An error function can be used to describe only one pixel edge located at
position x = 0. To fit both edges with one fit, the pixel center position c, a
scaling factor A and the resolution σ are introduced, leading to the follow-
ing function for w >>σ:
f (x)≈ A
[
erf
(
w/2−|x− c|
σ
p
2
)
+0.5
]
(7.3)
Three different resolutions are plotted in figure 7.11 exemplary. For
larger values of σ, e.g. worse resolution, the edges are smeared out more.
In the following, different track extrapolation methods are evaluated and
compared based on the resolution σ and number of tracks N as well as the
resolution power σ/
p
(N ) as a function of the χ2cut.
7.3.1.1 Interpolation with a straight track
The resolution of a straight line fit through all six layers strongly depends
on theχ2-cut: Tighter cuts lead to trackswith smaller average residuals and
less accepted scattering. However, the DUT can be rather tick and large an-
gle scatters are likely to occur. For a χ2-cut of 10 the resolution is shown
in figure 7.12. The resolution, if the pixel size is a free parameter of the fit,
along x/y is 6.6(5)µm/6.1(5)µm and the fitted pixel pitch is correct within
1µm, compare top plots in figure 7.12. The number of reconstructed tracks
is orders of magnitude lower compared to the tracks which could be used
for alignment, see figure 7.7. The effect of the χ2-cut is shown in figure 7.13:
The resolution decreases with looser cuts (7.13a), consistent with the inter-
pretation of allowing larger scattering angles and the observed increase in
reconstructible tracks, (7.13b). The resolution power can be used to find
the optimum between resolution and available statistics and is shown in
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Figure 7.11: Visualization of the resolution fit function for different resolu-
tions.
figure 7.13c. Theminimum is located around a χ2 of 500, where the resolu-
tion is in the order of 25µm. This is unacceptable for a precision analysis,
as one typically looks for effects on a scale below 10µm. The necessary high
resolution decreases the available amount of tracks toomuch andmakes a
simple straight line fit an unsuitable fit method for the analysis.
7.3.1.2 Extrapolation with scattering at the DUT
The EUDET-telescopes provide up- and downstream arms with three pixel
layers each. This is sufficient to perform a straight line fit on both arms.
Tracks from both sides with a χ2< 10 are extrapolated to the DUT-plane.
If the intersection points are closer than a certain distance to each other,
the center of both intersections is used as extrapolated track position. This
method is referred to as double-triplet fit. Ambiguities are resolved by se-
lecting the track pair with smaller distance. Figure 7.14 shows the result-
ing pointing resolution for a maximal distance of 30µm between the two
extrapolated intersections. With 6.54(3)µm/6.20(3)µm along the x/y axis,
the pointing resolution is comparable to the straight line fit from above at a
χ2< 10. The number of reconstructed tracks, however, is a factor 350 larger.
The fitted pixel pitch also agrees with the known size within 1µm. Fitting
from both sides has the additional advantage of being independent of the
thickness of the device under test, as long as the displacement of the parti-
cle while traversing the DUT can be neglected .
Even if themaximal allowed distance between the up- and downstream ex-
trapolation is increased, the resolution decrease is moderate as shown in
figure 7.15a. The number of reconstructed tracks flattens out starting at
a maximal allowed distance of 30−40µm. Similarly to the straight line fit
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Figure 7.12: Pointing resolution on the device under test for a straight line
fit through all six reference layers with a χ2< 10. The two top plots
leave the pixel pitch as a free parameter, while the two bottom
plots are fitted assuming the known pixel pitch. Runs 452 to 505
are combined. Empty bins are ignored in the fit and lead to differ-
ent ndf for the horizontal and vertical fits.
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Figure 7.13: Influence of the χ2cut on the resolution and the number of re-
constructed tracks for runs 452 to 505. The resolution power is
shown on the right.
through six layers, the resolution power can be defined as a function of the
maximal allowed distance, see figure 7.15c. The minimum is broad and
located around a maximal distance of 35µm. For the following analysis a
maximal distance of 30µm is chosen to be conservative.
Using only one of the two telescope arms results in a significantly re-
duced resolution, as the constraint from the second side is missing and
is therefore not considered for the sensor analysis.
7.3.2 Device under test material measurement
The procedure introduced above using both arms individually allows not
only to reconstruct the intersection point with high precision, but also the
kink angle on the device under test which can be used to compare themea-
sured scattering distribution with the expectation from the estimated ma-
terial budget. A comparison between the results and expectations can be
used to verify the reconstruction method. After being verified, it can be
used to check thematerial calculations. The angles in x and y are indepen-
dent and can be calculated from the slope differences:
θp = arctan(su)−arctan(sd )≈ su − sd (7.4)
θp is the planar scattering angle and su/d are the up- and downstream
slopes. For small angles, the arctan(t ) is approximately t . The average
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Figure 7.14: Pointing resolution on the device under test for the double-
triplet fit with a maximal spacing of 30µm. The two top plots
leave the pixel pitch as a free parameter, while the two bottom
plots are fitted assuming the known pixel pitch. Runs 452 to 505
are combined. Empty bins are ignored in the fit and lead to differ-
ent ndf for the horizontal and vertical fits.
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Figure 7.15: Influence of themaximal distance between the up- and down-
stream arm tracks of the telescope on the pointing resolution and
the number of reconstructed tracks for runs 452 to 505. The reso-
lution power is shown on the right.
scattering angle is vanishing and its width is given by θMS , as defined in
section 3.1.2. To fit the distribution of kink angles along x and y simultane-
ously a two dimensional Gauss-function is used:
g (θx ,θy )= 2 · Ae−0.5
(
θx−µx
σx
)2
e
−0.5
(
θy−µy
σy
)2
(7.5)
A describes the normalization, σx/y the scattering angle width in x/y and
µx/y are the mean scattering angles to take mis-alignments into account.
The estimated material budget of the devices under test is shown in ta-
ble 7.1. The width of the scattering distribution for positrons with a mo-
mentum of 4GeV and the estimated material budget from the March’18
campaign is θMS = 4.8 ·10−4 rad. Figure 7.16 shows a 3D plot of the scat-
tering angles with a two dimensional Gaussian fit. The mean scatter-
ing angle in both dimensions are below 5 ·10−5 rad. The x(y)-width is
5.029(4) ·10−4 rad (5.058(4) ·10−4 rad), which agrees within 5% with the ex-
pectations from the material budget estimation.
Similarly, the material budget estimation from the June’18 setup can
be compared to the measurements, where the reduced particle momen-
tum increases the scattering angle and levels the smaller material bud-
get. Performing the same fit on the data a x(y)-width of 4.66(1) ·10−4 rad
(4.70(1) ·10−4 rad) is extracted. This is systematically larger than the theo-
retical prediction, due to an incompletematerial budget calculation, as the
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thickness scattering length x
x0
θMS exp.
[mm] [mm] [‰] [10−4 rad]
March’18 setup 4 GeV
MUPIX8 0.725 93.7 7.7
Insert 1.55 159 9.7
PCB 1.55 159 9.7
total 27.1 4.8
June’18 setup 3 GeV
MUPIX8 0.1 93.7 1.1
Insert 1.55 159 9.7
PCB 0 159 0
total 10.8 3.9
Table 7.1: Material budget for the DUT at DESY. The glue between sensor
and PCB is neglected.
scattering in air and the glue are ignored. Both have an increased influence
due to the reduced beammomentum.
Nevertheless, the results underline that the fit model is well suited for a
precision analysis and can even be used to determine the overall scatter-
ing length of the device under test. Adding the position information allows
to check the homogeneity of sensor thickness.
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Figure 7.16: 2-dimensional distribution of the kink angles on the DUT in
colors with an 2-dimensional Gauss fit for runs 452 to 505 from
the March’18 campaign using 4GeV positrons.

Part III
SENSOR CHARACTER IZAT ION
Sensor characterization in the laboratory and by using particle
beams is crucial for the development of new sensor technolo-
gies and detectors. HV-MAPS, proposed forMu3e, havemoved
from small-scale prototypes to full-scale sensors recently. This
transition involved several challenges, especially in the signal
routing schemes and the power distribution.
At the beginning of part III an overview of the testbeam facili-
ties used for characterization studies is given. Selected results
of the small-scale MUPIX7 and a detailed study of the large-
scale prototype MUPIX8 are presented next. Both sensors are
compared. The part is concluded with a summary of an irradi-
ation campaign of the MUPIX7.
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TESTBEAM FACIL IT IES
Testbeam facilities offer the unique opportunity to test sensor prototypes
in a realistic environment. They are optimally suited to study the hit de-
tection efficiency, which cannot be done properly in laboratory measure-
ments with radioactive sources.
The majority of characterization results presented in the following chap-
ters has been obtained at testbeam facilities providing different particles
species, momentum ranges and rates, which are introduced in the follow-
ing. In the scope of this thesis 14 campaigns, mainly at DESY, PSI and
MAMI have been carried out.
8.1 DESY- I I T E STBEAM
The DESY-II testbeam facility [77] is located in Hamburg. DESY-II serves
as pre-accelerator for the PETRA-III storage ring, which is in turn used as
x-ray radiation source. DESY-II is used to accelerate electron bunches to
an energy of 6GeV. Three testbeam lines can provide either electron or
positron beams originating from converted bremsstrahlung beams from a
carbon fibre target in theDESY-II ring. A dipole is used to select the particle
species and the energy ranging from 1−6GeV. Rates in the order of a few
kHz/cm2 are available.
8.2 πM1 AND πE1 TESTBEAM AT PS I
Contrary to DESY-II, the πM1 and πE1 beam lines at PSI [23] provide a
mixed particle beam consisting of pions, electrons, muons and protons,
with pions being the dominant component.
Two ring cyclotrons accelerate protons, pre-accelerated by a Cockcroft-
Walton, to an energy of 590MeV with a current of up to 2.4mA correspond-
ing to 1.2MW beam power – the most powerful beam in the world. The
protons are guided serially to two targets, where secondary particles are
created. Each target is surrounded by several beam lines, which guide the
secondary particles to the experimental sites.
The rather low momentum of the initial protons limits the available mo-
mentum in the πM1 and πE1 area to about 500MeV/c. However, the beam
momentum is usually set to approximately 300MeV/c, close to theMIPmo-
mentumof pions. The high intensity of the primary proton beamallows for
high particle rates in the testbeam area.
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8.3 X1 TESTBEAM AT MAMI
The Mainz Microtron (MAMI) [83, 84] is a three stage racetrack microtron
providing a continuous beam of electrons, which can be polarized on re-
quest. Maximal energies of 1.5GeV can be provided in the last stage, with a
highly focused beamwith less than 1mm diameter. After the second stage,
electrons with an energy of 885MeV can be extracted and transferred to
an x-ray test facility. The extraction beamline is open and allows for test
system installation. The machine can provide several 10MHz particle rate.
The high rate on the small area makes MAMI an optimal facility to stress
test DAQ systems and sensors.
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MUP I X 7 STUDIES
The MUPIX7 is the first prototype studied in the scope of this thesis. De-
tailed characterization studies during testbeam campaigns as well as in the
laboratory are already summarized in several Bachelor, Master, doctoral
theses and publications [28, 50, 51, 54, 75, 85–88]. The MUPIX TELESCOPE
DAQhas been developed and improved throughout these characterization
studies.
Selected results of these characterizations are summarized in the follow-
ing to provide a basis for understanding the challanges, improvements and
performance differences of the MUPIX8. Based on the MUPIX TELESCOPE
and a testbeam campaign at PSI the DAC settings have been optimized
with respect to power dissipation and are published in [50]. The sensors
time resolution has been measured to be 14.2ns [50]. Crosstalk studies
have also been presented in [50]. The influence of sensor rotations has
been evaluated during a campaign at DESY-II.
All presentedmeasurements have been done with sensors tuned to a noise
rate of 1Hz/pixel without beam. The cuts have been analyzed systemati-
cally in [75] and it could be shown, that a search radius of 800µm is suffi-
cient to also include the tails of scattering effects, without becoming noise
influenced due to the time cut of ±48ns for the hit matching. The time cut
on the reference track is set to ±16ns.
POWER D I S S I PAT ION OPT IM IZ AT ION
To fulfill the Mu3e cooling requirements, a maximal power dissipation for
the pixel sensor of 400mW/cm2 can be tolerated. The power dissipation is
heavily setting dependent, driven by the DAC settings steering the current
sources for the amplifier and comparator. To ensure a high hit detection
efficiency, the DAC values have been set to their maximum value at the
beginning of the sensor characterization, as one naively expects the best
performance if the amplification ismaximized. The full list of DAC settings
can be found in Appendix C.
The DAC settings at the beginning of the studies consume 1W/cm2, which
is above the cooling limit. The sensors can be operated efficiently, see fig-
ure 9.1. To reduce the power dissipation of MUPIX7, the amplifier and
comparator steering DAC values are reduced in several steps. Three differ-
ent settings with reduced power consumption down to 225mW/cm2 are
tested.
The results of threshold scans for the four DAC settings are summarized in
figure 9.1. Obviously, the DAC settings with the highest power consump-
tion are not optimal, especially at higher thresholds, a larger efficiency re-
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duction is observed. The lowest power dissipation settings lead to a re-
duced overall response, comparable to the highest power settings. The
settings with 300mW/cm2 and 400mW/cm2 show the best performance.
The noise behavior of the four threshold scans is also varying. All have a
flat region in common that is created by beam background which is not
subtracted in these measurements. At a certain threshold (0.75V for the
300mW/cm2 scan for example) the noise starts to rise exponentially. These
points correspond to the tuning thresholds at which the sensors per pixel
noise rate is optimized to be 1Hz/pixel.
As less power consumption is advantageous for any detector system, and
especially Mu3e, the 300mW/cm2 are used as default DAC settings for fur-
ther characterization studies. These settings have been varied in a small
range in a more systematically way in [86], to further improve the sen-
sor’s performancewith the conclusion that only small improvements in the
power consumption are possible without decreasing the efficiency. The op-
erational region fulfilling theMu3e requirements, i.e. efficiency above 99%,
is small, even with optimized settings.
MEASUREMENTS WITH ROTATED SENSORS
In contrast to test beammeasurements, particles usually penetrate the sen-
sors under different angles. This has several implications: On the one hand,
the charge deposited in the effectively larger depletion zone increases and
thus the maximum signal height. On the other hand, the charge is more
likely to split between two pixels if the tracks are not vertical. This can re-
duce the amount of charge deposited in a pixel as long as the effective path
is not doubled. By varying theDUT rotation and calculating the probability
to create a charge sharing cluster, the thickness of the depletion zone can
be calculated [28]. The effect of tilting the sensor is shown by threshold-
scans under different angles in figure 9.2 for 4GeV positrons. The tested
sensor is fully efficient already for perpendicular tracks. Increased charge
sharing probabilities for rotated sensors do not reduce the efficiency of a
sensor that is already fully efficient in vertical impacts. Therefore, the sig-
nal height increase dominates over the increased charge sharing and the
threshold dependency of the efficiency is reduced for larger rotations. The
effective depletion thickness is doubled for a rotation angle of 60°. For a ro-
tation of 60°, the sensor stays above 99% efficiency over a range of 90mV,
compared to 15mV for the unrotated sensor. A similar improvement in
the signal height is expected by changing the substrate’s resistivity from
20Ωcm to 80Ωcm.
CROSSTALK
Line crosstalk is measured by exploiting the topological pixel patterns,
which can be tagged easily. The probability of triple crosstalk is exemplary
shown in figure 9.3 as a function of the row address. The distribution is flat
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Figure 9.1: Efficiency and noise as function of the threshold for different
DAC settings with the calculated power dissipation. Data has been
taken with 300MeV/c pions and electrons. Note that the two stage
amplification leads to negative pulses and the baseline is set to
800mV. Taken from [50].
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Figure 9.3: Triple crosstalk probability for the different rows. Taken
from [50]
over the sensor with some dips. These dips nicely match pixels with con-
nection lines with a larger distance to the neighbors, as shown in figure 4.2.
The distance between the connection line of pixels 34 and 36 is roughly
twice the normal spacing, which already suppresses visible crosstalk by
more thanone order ofmagnitude. The spacing between the lines frompix-
els 21 and 23 is four times the normal spacing and crosstalk is suppressed
by two orders of magnitude. Pixels 14 and 16 have the largest spacing and
do not show any crosstalk.
In [86], the crosstalk as function of the threshold is studied. Double
crosstalk events occur with a probability of up to 20%, triple crosstalk
events with a probability of up to 10%.
10
MUP I X 8 STUDIES
MUPIX8 is the first-large scale HV-MAPS prototype and characterized in
the laboratory as well as during testbeam campaigns at PSI and DESY-
II. The obtained results are discussed in the following and compared to
the previously presented results from the MUPIX7. For all presented
measurements, the power dissipation of the MUPIX8 is approximately
180.8mW/cm2 if not stated otherwise. Sacrificing the second amplifier ex-
plains the reduction compared to the MUPIX7. The full DAC list can be
found in Appendix D.
10.1 LABORATORY TESTS
The laboratory tests of the MUPIX8 are discussed in detail in [54, 68, 89], in
particular the sensor commissioning. Therefore, only measurements that
are relevant to understand the following testbeam analysis are presented
here.
RESPONSE TO RAD IOACT IVE SOURCES Two radioactive sources have
been used to test the sensor response: Fe55 and Sr90. The latter mimics a
particle and is used to measure depletion zone dependent signal size. The
Fe55-source is an ideal calibration source with three mono-energetic x-ray
lines: kα1 at 5.899 keV, kα2 at 5.889 keV and kβ at 6.49 keV [90]. The latter is
suppressed by one magnitude. Absorbed x-rays create a tiny charge cloud
and therefore a depletion thickness independent signal. In silicon, the for-
mation of a electron-hole pair requires an average energy of 3.65 eV. The
iron source therefore creates 1635 electron-hole pairs on average.
In contrast to Fe55, Sr90 decays into yttrium via β−-decay, with a decay en-
ergy of 0.546MeV, with a half-life of 29 years [91]. Yttrium in turn under-
goes another β−-decay to zirconium with a half-life of 64 hours and a de-
cay energy of 2.28MeV. Zirconium is essentially stable (t1/2 ≈ 2 ·1019 years).
Theβ−-decay electron canmimic1 a particle traveling through the sensors
depletion zone. However, the energy spectrum of β−decays is continuous
and the low momentum of the electrons lead to large fluctuations in the
energy deposit (compare figure 3.3).
Figure 10.1a shows the response of three different sensors on a iron source,
corrected for noise. An error function like shape, also referred to as s-curve,
is visible for two sensors, with a clear turning point for sensor 084-3-25.
Sensor 084-2-03 becomes sensitive to the iron source at lower thresholds
of 70mV, compared to 100mV for the other two.
The response on a Sr90 source for the same sensors is shown in figure 10.1b.
1 Electrons can be stopped and deposit significantly more energy in the material than aMIP.
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Figure 10.1: Response of three different MUPIX8 sensors to an Fe55 and a
Sr90 source.
The response varies again between the three sensors, but all are sensitive
to the signal at higher thresholds compared to the measurements with the
iron source. Sensor 084-2-03 is sensitive from 250 mV on, the other ones
already at thresholds above 400 mV. The difference between sensors 084-3-
25 and 084-1-05, which is not present in the iron measurements, is due to
the difference in resistivity – 084-3-25 has a 200Ωcm substrate, while 084-
1-05 is fabricated on an 80Ωcm substrate. Higher substrate resistivities
have a larger depletion zone for identical bias voltages resulting in poten-
tially larger signals. Despite the fluctuations, the Sr90 measurements give
a rough estimate on the expected signal height for MIPs in the order of
300−400mV.
L INE CROSSTALK The amplitude of capacitive coupling, as discussed
in section 3.3, can be studied by injecting charge into a pixel of column
zero and measuring the signal height of the analog output2 on neighbor-
ing rows. The amplitude of the analogue output of the MUPIX8 due to an
injected signal of about 400mV, corresponding to an upper limit of the ex-
pected signal height from MIPs, in neighboring and next-to-neighboring
pixels is shown for several rows in figure 10.2. A clear row dependency
is observed: Higher rows show larger signals in the neighboring pixels -
consistent with the interpretation of larger coupling due to longer paral-
lel transmission lines. Rows 135 and 100 show no coupling to their lower
neighbors, because the line spacing is significantly higher. For Row 10, the
coupling capacity is too small to create a signal, that can be distinguished
from noise. For the longest line tested, row 197, there is even a small effect
on next-to-neighboring pixels visible.
At a typical operation point with a threshold of 50mV, line crosstalk signals
2 The direct amplifier signal cannot be accessed, the output of the line driver is wired to a
pad.
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Figure 10.2: Coupling to neighboring and next-to-neighboring pixels for
signals injected into pixels in column zero. Taken from [54].
from rows smaller than 135 are not high enough to trigger the discrimina-
tor with an injection of 400mV and will not be stored. For the highest rows
it can happen that clusters with a size of three are created.
These measured amplitudes nicely match the expected crosstalk ampli-
tudes from simulations [56] for lines with only one neighbor. The time
difference between the analog output and the injection signal, the latency,
is studied using an oscilloscope. Similar latencies for the crosstalk and the
actual signal are observed, consistent with the simulation. This effect can
be explained by stronger coupling of fast signals with higher frequencies
leading to typical sharp and short crosstalk pulses.
10.2 TEST BEAM MEASUREMENTS
Four campaigns at DESY have been carried out to characterize and under-
stand the performance of the MUPIX8 as well as to show its integrability.
Up to three MUPIX TELESCOPES have been used in parallel to optimally
use the available particle beam: One telescope with four planes, one with
three MuPix planes and an ATLASPix as DUT [45] and one telescope based
on theMu3e front-end board (FEB) with four to eight layers of MuPix sen-
sors, see figure 10.3. The high flexibility of the MUPIX TELESCOPE allows
studies of different configurations with different prototypes using identical
software.
All setups are aligned with a mechanical precision in the order of 150µm.
An automated track based software alignment, discussed in section 6.5, is
applied to correct for the remaining alignment offsets as well as for rota-
tions around the beam axis. The final biased tracking residuals are below
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Figure 10.3: Picture of the setup from the March’18 test beam. 11 layers
of MUPIX8, one ATLASPIX and four scintillating tiles (connected
by red lemo connectors) are set up. The red horizontal laser is
used for mechanical alignment and switched off during data tak-
ing. Particles enter the setup from the right side.
4µm, see figure 10.4 exemplary .
10.3 SENSOR STUD IES
The MUPIX8 characterization studies discussed in the following start with
a detailed study of crosstalk, clustering, noise, efficiency and time reso-
lution of dedicated exemplary sensors, followed by a study of sub-pixel
effects. Different sensors with varying thickness, resistivity and from the
pre- and final production are compared at the end. The data samples are
summarized in table 10.1. All presented studies are performed with a hit
matching radius of 400µm, a time cut on the hit for the reference tracks of
±80ns, a time cut on potential matching candidates of ±160ns and with-
out removal of noisy/hot pixels, if not mentioned otherwise. The time cut
for the reference tracks are chosen to be tighter than the time cut of the
hit matching to ensure a clean sample. The matching radius cut is chosen
tighter as for the power optimization study of the MUPIX7 as the beammo-
mentum is higher.
10.3.1 Cluster size and crosstalk
Even though crosstalk and charge sharing are two different effects, they are
directly connected in the MUPIX8. Both influence the average cluster size.
Charge sharing can create clusters with a size of up to four due to particles,
10.3 SENSOR STUD IES 113
 run 
700 720 740 760 780
mµ
 
m
e
a
n
 x
 r
e
si
du
al
 / 
6−
4−
2−
0
2
4
6
8
10 Layer 0 Layer 4
Layer 1 Layer 5
Layer 2 Layer 6
Layer 3 Layer 7
(a) Mean x residual
 run 
700 720 740 760 780
mµ
 
m
e
a
n
 y
 re
sid
ua
l /
 
6−
4−
2−
0
2
4
6
8
10 Layer 0 Layer 4
Layer 1 Layer 5
Layer 2 Layer 6
Layer 3 Layer 7
(b) Mean y residual
 run 
700 720 740 760 780
mµ
 
R
M
S 
x 
re
sid
ua
l /
 
30
40
50
60
70
80
90
100 Layer 0 Layer 4
Layer 1 Layer 5
Layer 2 Layer 6
Layer 3 Layer 7
(c) RMS x residual
 run 
700 720 740 760 780
mµ
 
R
M
S 
y 
re
sid
ua
l /
 
30
40
50
60
70
80
90
100 Layer 0 Layer 4
Layer 1 Layer 5
Layer 2 Layer 6
Layer 3 Layer 7
(d) RMS y residual
Figure 10.4: Residuals for runs 609 to 790 of the FEB telescope from the
June’18 beam time. The mean values for x (a) and y (b) residu-
als are below ± 4µm. Run 713 is used for alignment. The residual
widths (bottom) are constant over time.The outer two layers are
least constraint and have the largest width. Points with an resid-
ual of exactly zero are short runs without beam.
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Sensor ID Resistivity Thickness Bias Setup
[Ωcm] [µm] [-V]
Final production
084-3-08 080 62.5 50 MUPIX TELESCOPE
265-1-03 080 62.5 50 MUPIX TELESCOPE
084-3-22 200 100 50 MUPIX TELESCOPE
084-3-25 200 100 15, 30, 50 MUPIX TELESCOPE
Pre-production
084-1-05 080 725 50 MUPIX TELESCOPE
084-2-06 080 725 50 FEB Telescope
084-1-10 080 725 50 FEB Telescope
084-2-03 080 725 50 MUPIX TELESCOPE
232-1-15 200 725 50 MUPIX TELESCOPE
084-3-21 200 725 50 FEB Telescope
084-3-18 200 725 50 FEB Telescope
232-1-04 200 725 50 FEB Telescope
084-3-04 200 725 50 FEB Telescope
084-3-30 200 725 50 FEB Telescope
Table 10.1: Summary of all characterized MUPIX8 samples, which have
been tested during the Test beams at DESY. The sensor ID has
the following naming sheme based on the inserts on which they
are mounted: type-batch-number. The setup column denotes the
used setup for characterization: Frontend board telescope (FEB
telescope) or MUPIX TELESCOPE.
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Figure 10.5: Sketch of one dimensional double and triple clusters and their
potential origin.
which deposit their charge close to the pixel edges/corners. In contrast,
crosstalk is the capacitive coupling between two point-to-point connec-
tion lines from the active analog cells to the digital part, which are routed
parallel. Therefore, crosstalk artificially increases the average cluster size.
In contrast to MUPIX7, the transmitted analog signals are not amplified
again before discrimination in the design of the MUPIX8, as discussed in
section 4.2. To perform an accurate cluster size study, the crosstalk has to
be understood and subtracted first.
Crosstalk
During beam measurements, it is impossible to distinguish between
crosstalk events and a physical cluster created by a traversing particle on an
event by event basis. In contrast to MUPIX7, there is also no clear pattern
created by crosstalk which can be tagged. The only option is to study asym-
metries between clusters along row and column. Clusters with a column
or row extension of more than two cannot be created by a single particle
traversing the sensor. An exception are δ-electrons from rare hard scatters.
Figure 10.5 illustrates the potential clusters with column/row extension of
one. Charge sharing creates the same amount of double clusters along
columns and rows, because the pixels are essentially square 3.
Figure 10.6 summarizes the matched cluster size distribution for clus-
ters with a row/column extension of one. An enhancement of double and
triple clusters can be observed along the rows. The probability of creating
crosstalk events with size i > 1, as a function of the ratios of total amount
of horizontal (hits with common row number) clusters nsumh , vertical (hits
with common column number) clusters nsumv and entries at nv/h(i ) is cal-
culated as:
Pxt (i )= (nv (i )/nsumv −nh(i )/nsumh (10.1)
3 pixel size: 81×80µm2. Calculated crosstalk values have therefore a relative systematic er-
ror of below 2%, which is small compared to the statistical uncertainty.
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Figure 10.6: Vertical (horizontal) cluster size distribution for matched clus-
ters with an horizontal (vertical) extension of one for data taken at
-50 V bias and a threshold of 50mV. A strong enhancement of dou-
ble and triple clusters is visible for vertical clusters. The average
cluster size is added to the legend.
The probability to create a double or triple cluster is then
Pxt (2)= 157670/1390810−37510/1120470= 0.079,
Pxt (3)= 148022/1390810−198/1120470= 0.106.
(10.2)
However, these are only integrated numbers and do not take variations
over the sensor into account. Figure 10.7 shows the position of all matched
clusters next to single, double and triple clusters. Cluster are homoge-
neously distributed over the sensor, compare figure 10.7a. Selecting clus-
ters with a certain size reveals structures: the single clusters are located
mainly on the bottom half of the sensor, while the double and triple clus-
ters are located in the top part of the sensor. These observation are ex-
plained by the increasing connection line length and therefore larger inter-
line capacities and a stronger coupling. For triple clusters, an additional
column dependence becomes visible. The MUPIX8 has an unintended
voltage drop of approximately 200mV between the supply voltage pads
and the biasing block of the chip. This reduces the voltage at the com-
parator and enhances sensitivity of the comparator to a voltage drop of
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Figure 10.7: Clusterposition for matched clusters with a multiplicity of 1,
2 and 3 and an overview for all matched clusters. A threshold of
50mV and a bias of -50 V is used.
approximately 10−20mV along the column axis [92]. This feature will be
solved for upcoming prototypes. For MUPIX8, an increased comparator
DAC value reduces the dependence, see section 10.3.3.
To further quantize the effect, the probabilities to create a double or
row crosstalk event can be plotted as function of the row position, see fig-
ure 10.8. The probability to create double (triple) crosstalk as a function of
the row address can be calculated by the difference between vertical and
horizontal clusters, scaled by the sum of clusters for each row r :
Pxt2/3(r )=
nv2/3(r )−nh2/3(r )
ntotal (r )
(10.3)
At the top and bottom row, where the only possible double/triple clusters
can be horizontal, the above formula is not valid. No triple clusters are
visible for the top row in figure 10.8b and a large negative probability for
double clusters is visible in figure 10.8a. Rows 0 and 199 are therefore ex-
cluded from the studies.
To create a crosstalk event for a given threshold, the connection lines need
to have a certain parallel length. For the data set shown at an threshold
of 50mV, the minimal line length to create visible crosstalk is reached
around row 70. The triple crosstalk probability is linearly rising, the double
crosstalk probability is rising up to row 100 and stays flat afterwards. The
flattening can be explained: the charge deposition is Landau distributed
and the signal amplitude is charge dependent. Therefore, also the crosstalk
signal height will vary and a higher signal amplitude is more likely to trig-
ger both neighbors. With increasing row number, the required deposited
charge to create crosstalk hits on both lines is reduced. In parallel, there
are always pixel-to-pixel fluctuations, which change the effective detection
threshold of each pixel as well as the signal amplitude for a given charge
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Figure 10.8: Probability to create a double or a triple crosstalk event as
function of the row address of the cluster’s barycenter. A threshold
of 50 mV and a bias of -50 V is used.
deposition. The combination of both effects creates a band in the charge
spectrum, which triggers double crosstalk.
The spikes/dips in both spectra are located at rows where the line spacing
is larger. Two pixels pi and pi+1 with a large line spacing cannot be the
barycenter of a triple cluster, thus creating two pixel wide dips in the triple
crosstalk spectra. In parallel to the reduction of triple crosstalk for these
pixels, an enhancement of the double crosstalk events in pi and pi+2 is ob-
served, which is also reflected in figure 10.7c. The positions of the dips in
the triple crosstalk nicely coincide with the pixels with larger line spacing
extracted from the MUPIX8 layout.
Single and double crosstalk probabilities can be fitted, if the above men-
tioned spikes and dips are excluded. For the triple cluster spectrum, a lin-
ear function with a threshold, motivated by the linear capacity increase
with the row number and a detection threshold, is used to describe the
data:
Pxt3(r )=


P0 if r < rowthres
P0+ (r − rowthres) · s if r >= rowthres
(10.4)
rowthres is the first row where crosstalk becomes visible and P0 is a con-
stant to take statistical fluctuations in the crosstalk free region below the
threshold into account. The data is well described by the fit as shown in
figure 10.9. Pixel-to-pixel variations cause slightly varying effective thresh-
olds for each pixel. Therefore a certain signal is sufficient to trigger a signal
in one pixel but not in the other one. The distribution is Gaussian, without
any row dependence [92]. The double crosstalk spectrum can be fitted by
an error function, defined in equation 7.2, see figure 10.10, as the signal is
increasing with row. The data agrees well with the fit model. The σ of the
error function can be interpreted as a variation of the pixel response.
To conclude the crosstalk analysis of the MUPIX8, the threshold depen-
10.3 SENSOR STUD IES 119
 row / pixel 
20 40 60 80 100 120 140 160 180
 
tri
pl
e 
cr
os
st
al
k
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 / ndf 2χ
  2933 / 172
threshold  0.109± 72.69 
offset   05− 1.914e± 0.0002191 
slope    06− 8.422e± 0.002792 
Figure 10.9: Triple crosstalk probability as a function of the threshold. Data
is fitted with the function defined in equation 10.4. The points
with a probability of zero above row 80 are due to increased line
spacing and excluded from the fit.
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Figure 10.10: Double crosstalk probability as function of the row position.
Data is fitted width an error function. Points with too high prob-
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resulting in an increased double crosstalk probability as triple
crosstalk is suppresses. These points are excluded from the fit.
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Figure 10.11: Summed probability to create a double or triple crosstalk
event averaged over the full matrix for sensor 084-2-03 as a func-
tion of the hit detection threshold. Data is well described by an
exponential function.
dence of the mean crosstalk probability is shown in figure 10.11 for a de-
tailed threshold scan of sensor 084-2-03. The behavior is exactly as ex-
pected – for high thresholds no crosstalk can be seen, as the capacitive cou-
pling creates too small pulses to be detected. For lower thresholds, roughly
90mV for the presented sensor, the crosstalk signals are more likely to be
above threshold. Lowering the threshold further increases the crosstalk
probability for a fixed row. Additionally, lower rows show crosstalk, re-
flected by a reduction of rowthres for lower thresholds. Empirically, an ex-
ponential function suits the data well.
Clustering
The average cluster size is strongly crosstalk influenced as discussed above.
The effect of charge sharing is however important as it influences the sen-
sors resolution and the required bandwidth to stream the hit data out. The
latter one is also increased by crosstalk. Figure 10.12a shows the aver-
age cluster size as function of the threshold for sensor 084-2-03 including
crosstalk. High thresholds decrease the probability to create a cluster by
charge sharing as they require a more equally distributed charge and are
also prone to inefficiencies. For lower thresholds, the average cluster size
increases, because less charge is required to create a hit. In addition, line
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Figure 10.12: Cluster size ofmatched clusters for sensor 084-2-03 as a func-
tion of the thresholdwith andwithout crosstalk. The bias voltage
is −60V.
crosstalk further enhances clusters. The average pure crosstalk cluster size
is given by
µxt = (1−Pxt2 −Pxt3) ·1+2 ·Pxt2 +3 ·Pxt3 = 1 + Pxt2 +2 ·Pxt3 . (10.5)
Subtracting µxt from the average cluster distribution leads to the average
cluster size for charge sharing, see figure 10.12b. The presented sensor has
an average cluster size of up to 1.08.
Charge sharing creates less clusters compared to crosstalk at low thresh-
olds for the MUPIX8. For future prototypes, the influence of crosstalk can
be removed by an optimized line layout, which avoids long parallel lines
next to each other. The dips in the spectra of the MUPIX7 show, that dou-
bling the spacing between two connection lines is already sufficient to sup-
press crosstalk by over an order of magnitude. The line spacing for the MU-
PIX8 lines without crosstalk is a factor 10 larger than the average spacing.
Twice the line spacing has the same effect on the capacity as halving the
parallel length. An optimized layout avoids long parallel lines and can be
realized for example by an alternating line layout between long and short
lines.
10.3.2 Efficiency and noise
Efficiency and noise, together with time resolution, are the most impor-
tant figures of merit for pixel sensors. Efficiency and noise are calculated
as described in section 5.3.3 and plotted exemplary for sensor 084-2-03 at
a threshold of 56mV in figure 10.13. The efficiency is above 99.8% over
the complete sensor. By eye visible inefficiencies only occur at the sensor
edges due to physical mis-alignments and scattering effects. To ensure not
to be biased by effects at the sensor edges, for all following results a region
of interest is defined excluding the outer three columns and rows. Pixel
(8/91) is an inefficient pixel and also has less noise compared to the pixels
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Figure 10.13: Efficiency and noise maps for sensor 084-2-03 at a threshold
of 56 mV and a bias of −60V.
surrounding it. The reduced performance can be caused by a shift in the
reference voltages for that pixel or by a reduced amplification. Most pixels
have a noise rate of approximately 0.3Hz. Exceptions are pixels in row zero,
close to the fast digital logic, which have high noise rates of over 10 kHz and
two additional noisy pixels in the bottom right corner of the chip. Similar
effects have not been observed for other sensors and are specific for sensor
084-2-03.
The row/column, bias voltage and threshold dependency of sensor 084-2-
03 are studied in detail in the following. Subsequently, the signal height
and the line crosstalk are discussed.
ROW AND COLUMN DEPENDENCY Crosstalk as described in the previ-
ous section reduces the signal height linearly with the row number. The
reduced signal amplitude also affects the signal detection efficiency. Fig-
ure 10.14a shows the mean efficiency as a function of the row. The mean
efficiency is above 99.6% over the complete sensor. However, a small but
significant decrease of the efficiency of 0.10(1)% over the chip is revealed
if the data is fitted with a linear function.
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Figure 10.14: Efficiency and noise projections for sensor 084-2-03 at a
threshold of 56 mV and a bias of −60V. The efficiency projec-
tions is fitted with a linear function.
The column averaged noise in figure 10.14b spikes at the column addresses
of the noisy pixel mentioned above and is flat otherwise. The row averaged
noise is related to the beam profile, which becomes visible as the sensor is
four times higher than wide. The tracking efficiency is approximately 95%
for the presented scan. The correction for beam related backgrounds, scat-
tered particle and tracking inefficiencies, as it is shown in equation 5.33 is
not done position dependent but averaged over the full sensor. Thus the
beam profile is not removed in the noise projection. The noisy pixels also
create spikes in this distribution. Both distributions show an increase at
the boundaries due to tracking inefficiencies at the sensors’ edges, which
is not spoiling noise rates within the region of interest.
THRESHOLD DEPENDENCY Noise and efficiency are threshold de-
pendent. For higher thresholds, reduced efficiencies and noise rates are
expected. Figure 10.15a shows the results for an exemplary threshold scan
of sensor 084-2-03 at −60V bias. The sensor has an efficiency of above
99% in a threshold region of 45mV and stays below 10Hz noise per pixel
over the full scan, fulfilling theMu3e specifications over a larger threshold
range. The noise is dominated by a small number of noisy pixel, which
would be masked if the sensor is operated in a detector4. Noisy pixel have
been masked during offline analysis to study their impact on efficiency
and noise. Masked pixels cannot contribute to clusters as well as noise
and cannot be assigned to tracks. The resulting efficiency and noise curves
are shown in figure 10.15b. The small efficiency reduction due to the pixel
masking is barely visible by eye – in contrast to the change in noise. The
noise rate stays well below 0.5Hz over the complete scan region and is
4 This was not possible during this testbeam due to technical issues, which have been solved
for later beam times.
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Figure 10.15: Efficiency and noise as a function of the threshold voltage for
sensor 084-2-03 at a bias voltage of −60V with and without soft-
ware masking of hot pixels. Up to 25 pixels have been masked,
see figure D.2 in the appendix. The increased noise rate at a
threshold of 80mV is attributed to a reduced tracking efficiency
due to a non-optimal configured plane.
dominated by the masking threshold. The noise rate is reduced for lower-
ing the threshold from 45mV to 40mV due to additional masked pixels for
example.
B IAS VOLTAGE The efficiency not only changes as a function of the
threshold but also as a function of the bias voltage. To first order, the deple-
tion zone grows proportional to
√
Ubias. A thicker depletion zone results
in more collectible charge, which creates larger signals, leading in turn to
larger efficiency plateaus. Figure 10.16 shows threshold scans at different
bias voltages of −5V, −15V and −50V for sensor 084-3-25, which has a sub-
strate resistivity of 200Ωcm. For a bias of −5V, an average efficiency of
96%, constantly decreasingwith increasing thresholds is observed. A small
efficiency plateau is visible for a depletion voltage of −15V. For the highest
tested bias of −50V, the sensor is over 99% efficient up to a threshold of
above 100mV.
A higher bias has not been possible for this sensor, because the leakage cur-
rents dramatically increase for higher bias voltages. In general, the break-
down happens when the E-field becomes too large locally. The exact loca-
tion of the breakdown is currently under investigation. One candidate are
the bias substrate contacts, which seem to be critical in a simulation [55].
S IGNAL HE IGHT DETERMINAT ION The efficiency as a function of the
threshold can be fitted with an s-curve in order to determine the average
signal height of the sensor, as well as fluctuations over the sensor under
the assumption of reaching an efficiency of 100% at an threshold of zero,
see figure 10.17. The average signal height from the fit is 228.2(1)mV with
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Figure 10.16: Efficiency as a function of the threshold for three bias voltages
for sensor 084-3-25. Binomial errors are included but too small
to be visible. Data has been taken with 4GeV positrons.
a width of 59.1(1)mV. Assuming a linear correlation between signal height
and number of primary electrons, the signal corresponds to roughly 5300
primary electrons, based on the iron results (70mV for 1635 electrons). The
expected depletion zone thickness from equation 3.15 for a bias of −60V
and a substrate resistivity of 80Ωcm is 27µm. A MIP looses on average
0.4 keV/µm [6], leading to approximately 3000 primary electrons. This dis-
crepancy could be explained by a superposition of several effects: a non-
linear response, charge multiplication in the depletion zone by avalanche
effects and a higher resistivity of the wafer (80Ωcmwafers have s specified
range from 50−100Ωcm). A systematic calibration with x-rays at different
energies is required to validate the linearity assumption5. The depletion
zone thickness can be measured with a edge transient current technique
setup [93].
S IGNAL LOSSES DUE TO CROSSTALK The previously determined sig-
nal height is averaged over the sensor. Crosstalk will reduce the signal
height with increasing row addresses, as already indicated in figure 10.14a.
Fitting a linear function to the efficiency projection along the row for all
thresholds, see figure 10.18a, confirms the indication: the efficiency de-
creases over the sensor length. The decrease is larger for higher thresh-
olds, consistent with the interpretation of signal reduction due to crosstalk,
which becomesmore severe for larger thresholds. From the linear fits in fig-
ure 10.18a, the efficiency at rows 0, 100 and 199 can be calculated and plot-
ted as function of the threshold, see figure 10.18b. The mean signal height
5 In [54] indications for a non-linear response to an injection are observed.
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Figure 10.17: Efficiency as a function of the threshold, fitted with an s-
curve. Binomial errors included. Data has been takenwith 4GeV
positrons.
decreases with increasing row number, which gives an estimation on the
coupling between two lines. The mean signal at row zero is 235.75mV and
at row 199 221.93mV – a reduction of 6%. The loss in signal amplitude
is frequency dependent, as already seen in laboratory measurements and
simulations. The measurements with the analogue amplifier output show
a signal height of about 20% of the injected signal height for row 199. How-
ever, the crosstalk pulse is shorter than the signal pulse, as only the high
frequency components of the signal contribute significantly. The total en-
ergy is conserved. Therefore, the small amplitude reduction results in a
sharp crosstalk pulse with measurable amplitude.
The crosstalk is not only dependent on the rowposition, but also on the col-
umn position, as also visible in the cluster position maps (see figure 10.7).
The latter cannot be explained by the line length and ismore likely to be in-
troduced by a drop in the supply voltages on the sensor. Data samples with
increased supply voltages show reduced effects along the column address,
emphasizing a voltage drop in either the digital or the analogue part of the
sensor. It is not possible to disentangle the source of this effect any further
based on the presented data, especially as no access to the analogue sig-
nal is given for any other column than the first one. However, it is known
from the designers, that the comparator is sensitive to the power drop in
the used DAC configuration [92].
10.3.3 Time resolution
The last studied parameter is the time resolution. Only clusters, which are
assigned to a track and have a multiplicity of one are used in the following
studies. The timestamps thi t of the hits are compared to the time of a co-
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Figure 10.18: Efficiency for sensor 084-2-03 at a bias of −60V. The effi-
ciency projections are fitted with linear function. From the fit
results extracted exemplary efficiency curves as function of the
threshold are fitted with an s-curve. Data taken with 4GeV posi-
trons.
incidence of two scintillating tiles tre f , which is sampled with 500MHz on
the FPGA. The difference ∆t = thi t − tre f is plotted and a Gaussian is fitted
to the core of the difference histogram. Theσ of the Gauss defines the time
resolution. It needs to be better than 20ns to fulfill theMu3e sensor spec-
ification. The time resolution of sensor 084-3-25 at a threshold of 51mV,
shown in figure 10.19, is studied in the following. The time resolution of
the full sensor is 20.02(1) ns. The small bumps, for example at a time dif-
ference of 220ns, are created by particles, which only hit the reference tile,
which is larger than the sensor. In the DAQ, these reference timestamps
from earlier bunches are assigned to the next frame recorded. The relative
time difference corresponds to 13 turns of the DESY-II. Compared to the
MUPIX7, the time resolution is surprisingly bad. However, the area of the
MUPIX8 about 20 times larger. Therefore the power distribution, parasitic
on chip resistors and capacities are more critical.
The worse time resolution compared to MUPIX7 can be understood by
studying the time resolution of all pixels individually. Two effects are ob-
served: Firstly, the average time difference between the pixel and trigger
time, shown in figure 10.20a, is increasing with column and row number.
This average difference can be interpreted as a delay. Secondly, the indi-
vidual pixel resolution, see figure 10.20b, depends only little on the posi-
tion. The average pixel time resolution is 13.72(4) ns, with a spread of only
1.96(2) ns, see figure 10.20d, which is similar to the MUPIX7. The differ-
ence to the average time resolution of the sensor has to be created by de-
lay variations over the sensors and pixel-to-pixel fluctuations. Delays are
explained by the same effects as the signal height/crosstalk changes over
the sensor in the last section: The delay along the row axis is also due to
increased capacities on the transmission lines, while the delay along the
column direction is caused by the distribution of the timestamps in the
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Figure 10.19: Time difference between scintillating tile reference and hit
timestamp formatched clusters with amultiplicity of 1 of sensor
084-3-25. A Gaussian is fitted to the central region of the distri-
bution. The bias voltage is set to −50V. The small visible bumps
in the spectrum are created by particles, which only hit the tiles.
digital logic. The timestamps are created in the left part of the periphery
and distributed over the digital part. The expected delay is below 2ns over
the column length [92]. In addition, drops in the power can cause perfor-
mance gradients over the sensor.
The delays can be corrected for to improve the sensors time resolution. To
test the feasibility of different approaches, four correction methods have
been implemented in the offline analysis:
• Individual pixel correction: The delay of each pixel is corrected indi-
vidually, after the per pixel delay µ(c,r ) is fitted. The corrected time
difference is then:
tcor (c,r ) = thi t − µpixel (c,r ) − tre f (10.6)
Correcting each individual delay is the most precise technique, as it
is independent of pixel-to-pixel variations.
• Sector corrections: Pixels can be grouped into sets of e.g.
8×8pixels and the average delay µsec (c/8,r /8) of each group can be
used to correct the timestamps in the same way as for the individual
pixel correction.
tcor (c,r ) = thi t − µsec (c/8,r /8) − tre f (10.7)
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Figure 10.20: Top: Average time difference and time resolution maps of
sensor 084-3-25 at a bias voltage of −50V. The resolution is ex-
pressed as Gaussian sigma.
Bottom: Histogrammed individual time resolution and average
time difference. The pixel resolution histogram is fitted with a
Gaussian.
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• Parametrized corrections: A general correction can be defined as:
tcor (c,r ) = thi t − µ(c,r ) − tre f (10.8)
µ(c,r ) is a correction, which depends on the column and row posi-
tion and can be written as
µ(c,r )= d0+dr ·r +dc ·c+dr r ·r 2+dcc ·c2+dr c ·c ·r +O3(c,r ). (10.9)
d0, ...,dr c are constant correction factors. The correction can be split
in different components: constant, linear, correlated/quadratic and
higher orders. A constant correction is not influencing the time reso-
lution and therefore dropped. The simplest parametrized approach
is to perform a one dimensional correction along column or row,
hereafter referred to as column/row correction , where µcol (c)= dc ·c
and µrow (r )= dr · r holds.
Correcting only along column/row ignores the other direction and
leads to a non-optimal correction. A full linearized correction is
given by
µl in(c,r )= dr · r +dc · c. (10.10)
The effect of correlations dr c · c · r and the quadratic terms in col-
umn and row can be analyzed by performing the linearized correc-
tion first and studying the corrected average timestamp difference
as functions of cr ,c2 and r 2, compare Appendix D. No significant in-
fluences have been found.
Figure 10.21 shows the average time difference between trigger and hit
times after applying the linearized corrections. The width of the distribu-
tion significantly decreases compared to the initial spread in figure 10.20c.
However, the width is still 7.20(1) ns, which sets a lower limit for the time
resolution of the sensor for global corrections. The fluctuations are larger
in the top right part of the sensor due to reduced statistics. Non-linear
corrections are negligible as aforementioned.
The time resolution results are summarized in figure 10.22. The column
only correction gives a small improvement of about 0.7ns compared to
3.3ns of the row delay correction. Combining both corrections leads to a
further improvement and a resolution of 15.72(1) ns. Dividing the MUPIX8
into sectors with 8×8pixels also leads to a significant improvement in the
time resolution to 15.76ns, comparable with the resolution after the lin-
earized corrections. Correcting each pixel delay individually leads to best
performance with a resolution of 14.34(1) ns, see figure 10.22e, which is
close to the distribution of the average time resolutions.
The better time resolution for the individual pixel correction method com-
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Figure 10.21: Average delay after the linearised delay correction for sensor
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Figure 10.22: Time resolution of matched clusters of sensor 084-3-25, op-
erated with an bias of −50V, for the different delay correction
methods. All distributions are fitted with a Gaussian. The meth-
ods are described in the text.
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pared to the other global approaches is explained by pixel-to-pixel varia-
tions, which cannot be corrected in global methods.
σg lobal =
√
σ2
pixel
+σ2
delay
(10.11)
Using σdelay = 7.18ns (figure 10.21b) and σpixel = 14.34ns (figure 10.22e)
leads to σg lobal = 16.04ns, well in agreement with the other correction
methods.
The individual pixel correction is the best correction algorithm, which can
be used in an offline data analysis.
Online delay corrections can be used to reduce combinatorics as tighter
cuts on the allowed timestamp difference of hits can be applied for im-
proved time resolutions. The sector correction method is suited best for
online corrections, as it requires only little resources. A possible implemen-
tation is to define a lookup table containing the average delays in units of
the timestamps (8ns for MUPIX8). Grouping into 8×8blocks has the ad-
vantage, that one can directly use the column/row address shifted by three
bits to the right to access the lookup tables.
Threshold and bias dependency
Time resolution is threshold dependent, as higher thresholds increase
time-walk. The pixel corrected time resolution is shown as a function of
the threshold in figure 10.23. The time resolution is improving towards
lower thresholds. For a threshold of 70mV and a bias voltage of −50V, the
time resolution is fulfilling theMu3e sensor specifications. Extrapolating to
lower thresholds in figure 10.23 shows, that there is still room to improve
the time resolution.
Time resolution improvements
The DAC values used for the above studies are not optimized with respect
to time resolution. The time resolution is influenced by the applied thresh-
old, the switching characteristic of the comparator, signal shaping and
time-walk. MUPIX8 allows for an optimization of each component by a
DAC setting adjustment. The following studies are conducted in the scope
of a master thesis [54].
The threshold dependence is reduced by using the 2 threshold approach.
The threshold to sample the timestamp of a hit can be lower than the
threshold to rise the hit flag. An optimal threshold of 25−30mV has been
determined for the tested sensor.
The switching characteristic of the comparator can be adjusted with a ded-
icated DAC, VPComp, which is set to a value of 5 in the default configura-
tion. Increasing VPComp enhances the available currents in the comparator,
which allows for a faster andmore precise switching behavior and less volt-
age drop induced column dependence ??. Tuning the sensor has less effect
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Figure 10.23: Time Resolution as function of the threshold after individual
pixel corrections for sensor 084-3-25 at different bias voltages.
for higher values of VPComp.
The signal shape can be influenced by the configuration of the pixel ampli-
fier. A systematic variation of theseDACs showed, that the default DACs are
already close to the optimum. Only adjustments of the amplifier feedback
capacity via VPLoadPix have a significant potential to improve the timing.
Time-walk corrections can reduce the influence of variations in the de-
posited charge. Due to a design problem ToT information cannot be reli-
ably provided at typical readout speeds and requires a severe reduction of
the readout speed, see section 4.2. Therefore it could not be used inMUPIX
TELESCOPE studies.
At reduced readout speeds, time-walk can be corrected based on a ToT
measurement. Figure 10.24a shows the ToT versus the delay corrected
time difference, where time-walk becomes clearly visible. To correct for the
time-walk, the arithmetic mean of the corrected time difference µ(ToT ) is
calculated for each ToT bin, based on seven time difference bins around
themaximum. The time-walk corrected time difference∆ttwc is then given
as
∆ttwc =∆tdelay −µ(ToThi t ). (10.12)
The ToT versus the delay corrected time difference after time-walk correc-
tion is shown in figure 10.24b. No ToT dependence can bee seen anymore.
Dedicated laboratory studies [54] at a bias voltage of −60V with sensor
084-1-5 show that significant improvements of the time resolution are
possible by optimizing the DAC settings. VPComp is increased in a first
step. The delay dependence on the column is reduced and goes to zero
for higher VPComp values – the comparator is less effected by the small
voltage drop along the columns for higher values of VPComp. The results for
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Figure 10.24: ToT versus the delay corrected time difference between hit
and trigger before and after time-walk correction. Based on data
from [54].
a scan of VPComp are shown in figure 10.25 for the full matrix and a subset
with row numbers below 36 to reduce the influence of crosstalk. For the
full sensor a minimum of the time resolution is found for VPComp of 20.
For higher values (above 26) the time resolution starts to decrease again.
Without any corrections a time resolution of approximately 12ns can be
achieved, compared to 15ns for the default settings. The improved reso-
lution compared to the previous study is a result of using the 2 threshold
method. A linearized correction, as shown above, further improves the
resolution to 10ns for VPComp of 15-20. Adding the time-walk correction
leads to a time resolution of approximately 7.5ns for the full sensor.
Selecting only rows below 36 results in an improved time resolution for
all steps. The uncorrected time resolution is 9ns and not significantly im-
proved by the delay correction, which is dominated by the row correction
for the improved settings. Correcting also for time-walk leads to a time res-
olution of 6.5ns.
In a next step, VPLoadPix is varied for a VPComp of 18. The results are sum-
marized in figure 10.26 for the fullmatrix and rows below 19 as the crosstalk
is enhanced for higher VPLoadPix values. The default value of 5 is not op-
timal, the resolution improves by roughly 1ns after all corrections and is
rather constant for VPLoadPix values above 9.
Additional DACs are further varied in [54] without significant improve-
ments. Tests with a 200Ωcm substrate sensor also do not show an improve-
ment. Therefore, the limitations in the time resolution seem to be not in-
duced by the signal size, but rather created in the circuitry of the senor.
The individual pixel resolutions of the full sensor and the mean delay af-
ter the correction is studied, see figure 10.27. The spread has a width of
σ =4.16(3) ns, significantly smaller as the spread at default settings. The
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Figure 10.27: Average timedifference after delay- and time-walk correction
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The core of both distributions is fitted with a Gaussian. Taken
from [54].
individual time resolution after a global time-walk correction is 6.465(1) ns
with a spread of only 0.48(1) ns, also a large improvement compared to the
default settings.
The resolution of single pixels, see figure 10.27b, is not influenced by de-
lays over the sensor, but only by pixel-to-pixel variations. A global time-
walk correction cannot recover these variations. This effect is similar to to
the delay corrections. However, a high statistics calibration sample would
be required to apply an individual time-walk correction for each pixel,
which could not be collected with a radioactive source in the laboratory.
A high statistics sample from a testbeam campaign has been collected re-
cently and will be analyzed. Threshold tuning of the pixels can be used to
achieve a more uniform response, which should significantly reduce the
pixel-to-pixel variations.
The increase in power dissipation due to optimized DAC settings is moder-
ate. The sensor needs 199mW/cm2 instead of 180.8mW/cm2, an increase
of only 10% and still significantly below the cooling limits forMu3e.
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sensorID resistivity thickness bias threshold
[Ωcm] [µm] [-V] [mV]
084-3-25 200 100 50 50
30 50
30 50
3 100
3 50
084-1-05 80 725 50 50
15 50
Table 10.2: Listing of all sensors used in the EUDET-telescopes alongside
their thickness and resistivity as well as the bias and threshold set-
tings. Sensor 084-1-05 is studied with a beam energy of 4 GeV, 84-
3-25 with an energy of 2.8 GeV.
10.4 SUB -P IXEL STUD IES
Studying global efficiencies is only a first step in sensor characterization.
Observed inefficiencies need to be tracked down to their origin. Therefore
it is crucial to also study effects within the pixel. Does the sensor diode
structure influence the response? Is charge-sharing causing inefficiencies?
Is there any other structure visible in the pixel? The answer to these ques-
tions relies on sub-pixel studies, which are based on a high spatial resolu-
tion reference telescope.
In the following, results obtained with the EUDET-telescopes DATURA
and DURANTA at the DESY testbeam areas TB 21 and TB 22 are pre-
sented. The pointing resolution as well as the alignment has been evalu-
ated in section 7.3.1. During two testbeam campaigns in March 2018 and
June/July 2018, twoMUPIX8 prototypes have been studied at different bias
and threshold voltages. Table 10.2 lists the sensors and settings. An align-
ment was performed and the post alignment unbiased residuals are below
2µm and stable over time, with a rotation below 1.8µm over the full sen-
sors height.
Due to the readout architecture of the EUDET-type telescopes and the
missing timing reference for the reconstructed track, no explicit time-cut
is applied on the data. However, only hits in the same readout frame as
the reference track and the next one are accepted for analysis. This limits
the time window to two readout frames and 720µs. The maximal distance
between the pixel and extrapolated track position is set to 100µm for hit
matching. For clusters with hit multiplicity larger one, all hits in the clus-
ters are compared with the extrapolated position and the closest hit is cho-
sen asmatched. As region of interest, the outer three columns and rows are
excluded and only tracks, which are extrapolated to the region of interest
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Figure 10.28: Difference between extrapolated track position and pixel cen-
ter for the 15 V data sample of sensor 084-1-05. The projections
along the column and row axis are fitted with a double sided er-
ror function to obtain the pointing resolutions. Only rows 0-80
are shown.
are accepted for the analysis.
In the following, the sub-pixel studies are presented in detail for sensor 084-
1-05, with a thickness of 725µm and a resistivity of 80Ωcm. These sets are
chosen as they have the highest statistics and the resolution improvement
due to the thinner sensor 084-3-25 is small due to the reduced beam mo-
mentum and the track reconstruction method. The pointing resolution of
the telescope for the data set at −15V is summarized in figure 10.28 by plot-
ting the unbiased distance between extrapolated position and hit center.
Fitting the x/y projections with a Gaussian smeared box, see equation 7.3,
gives the pointing resolution of the telescope of 6.39(4)µm (6.53(4)µm)
along x(y).
Efficiency studies
Efficiency maps for the sensor are shown in figure 10.29 for two bias volt-
ages. Figure 10.30 shows the efficiency projection on the row address for
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Figure 10.29: Efficiencymap of MUPIX8 with sensor ID 84-1-05 at different
bias voltages. The inefficient points, drawn in white, are due to
masked pixels, which are identical for both bias voltages. Note
that the z-scale starts at an efficiency of 90%.
both sensors. Neither in the 2D plot, nor in the projection, any position
dependent effects can be seen. The efficiency remains high over the com-
plete sensor, excluding themasked pixels, which are of course not efficient:
the inefficiency of 2.5% for the rows 42 and 51 is consistent with one pixel
out of 42 being inactive and the above discussed average cluster sizes. The
smaller inefficiency of masked pixels in higher rows is partially recovered
by crosstalk, as the masking turns off the comparator in the digital periph-
ery on the bottomof the sensor. The amplifier and line driver are still active
and create crosstalk, compare sketch in figure 4.3.
For −15V bias, the average hit efficiency is 99.53% with negligible statis-
tical uncertainty. The average hit efficiency for a bias voltage of −50V is
99.77%. The high resolution of the reference telescope is used to study the
efficiency with sub-pixel precision. To increase the available statistics, the
efficiencies of the sensor are folded back to a 2x2 pixels matrix.
The results for a bias of −15V is shown in figure 10.31a and for −50V in
figure 10.31b. A clear inefficiency in the pixel corners for a bias of −15V
becomes visible, with some very small inefficiency along the pixel edges.
Both effects cannot be seen for a bias of −50V, leading to the interpreta-
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Figure 10.30: Row projection of the efficiency for bias voltages of −15V
and −50V. The less efficient points correspond to rows with one
masked pixel.
tion, that there is no charge sharing induced inefficiency at a bias of −50V
and a threshold of 50mV.
Figure 10.32 shows the efficiency for −15V bias folded to a single pixel to
further increase the available statistics. The efficiency in the central part
of the pixel, ranging from 15µm to 65µm along both axis is 99.75%, con-
sistent with the global efficiency of the −50V data set, showing, that the
efficiency decrease is explained only by inefficiencies in the corners due to
charge sharing.
The remaining 0.23% average hit inefficiency are not created by charge
sharing. Four pixels have been masked for the presented study and create
an inefficiency of 0.04%. The remaining inefficiency is either created by
mis-reconstructed tracks, see section 5.4 or hits on the DUT, which are lost
during the readout6. Edge-effects can be excluded because of the larger
size of the reference system compared to the MUPIX8 sensor size, the ex-
cellent pointing resolution of the reference telescope and the region of in-
terest cut on the data.
From the corner inefficiency the Gaussian σion of the ionization width can
be inferred under the assumption that the sensor is also depleted in the
corners and along the edges. A second approach, based on the width of
double clusters is discussed later. Figure 10.33 shows a 3D plot of the in-
pixel efficiencies folded to the size of one pixel, with the pixel corner being
the center of the plot. The inefficiency in the center can be fitted with
E(x, y)= E0 − g (θx ,θy ). (10.13)
E0 is the efficiency in the pixel center and g (θx ,θy ) the 2-dimensional Gaus-
sian defined in equation 7.5. The width of the Gaussian is the superposi-
6 The hit sorter on the FPGA is capable of high rates but a large number of hits per column
from a δ-electron can still cause a hit to arrive too late at the sorter.
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Figure 10.31: Efficiency folded to 2x2 pixels at a global threshold of 50 mV,
together with the column and row projections. For −15V struc-
tures at the corners and edges become visible. The projections
of the −15V set are fitted with a Gaussian to quantize the ineffi-
ciencies. For −50V no substructure is visible.
142 MUPIX8 STUD IES
e
ffi
cie
nc
y
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1
mµ x / 
0 10 20 30 40 50 60 70 80
mµ
 
y 
/ 
0
10
20
30
40
50
60
70
80
Figure 10.32: Efficiency folded to a single pixel for a bias of −15V and a
threshold of 50 mV.
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Figure 10.33: Efficiency folded to a single pixel for a bias of −15V and a
threshold of 50 mV. The pixel corner is in the center. The dis-
tribution is fitted with a two dimensional Gaussian.
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tion of the pointing resolution of the reference telescope σres , the ioniza-
tion σion and the charge fraction required to create a hit in a pixel. The
latter is not exactly known. Observed small inefficiencies in the corners,
together with insignificant losses along the edges suggest a small required
fraction of charge. For a constant charge signal the fraction would be be-
tween 25% (corner) and 50% (edges). However, charge deposition is not
constant and will further smear out the limits, see also the charge sharing
and clustering Monte Carlo in Appendix E. Ignoring the finite fraction of
the charge required to detect a hit, the total width of the fit can be split up:
σ2f i tx/y =σ
2
resx/y
+σ2ionx/y (10.14)
σresx is measured to be 6.39(4)µm, as described in section 7.3.1. The fitted
width σ f i tx is 6.71(22)µm. The width of the ionization σionx is given by
σionx =
√
σ2resx −σ2f i tx = 2.1(7)µm. (10.15)
σiony can be calculated accordingly to be 2.37(6)µm. In principle, no dif-
ference between the x and y is expected. Combining both measurements
leads to σion =
p
2 ·2.21(16)µm = 3.13(23)µm. This is only an estimate on
the ionization σion , as the detection threshold is ignored.
Clustering
The size of track assigned clusters is shown in figure 10.34, including
crosstalk. For higher bias voltages and therefore larger depletions, the
mean cluster size is larger. Clusters with a size of larger than four are either
an overlay of two particles or created by a δ-electron. The distributions are
consistent with the previous results.
Clusters created by charge sharing are expected to be located closer to
the pixel edges. Figure 10.35 shows the extrapolated track intersection for
matched clusters of different size for the data set with −15V bias. Single
clusters, see figure 10.35a, are located typically in the central part of the
pixels. Clusters with a size of two, see figure 10.35b, are located on the pixel
edges. For cluster sizes larger than two, the available statistics are limited.
However, they tend to be created by particles passing through the corners
of pixels, compare figures 10.35c and 10.35d.
The extrapolated track positions for double clusters can be used to ex-
tract the size of the charge cylinder. Figure 10.36a (10.36b) shows the 2x2
folded extrapolated track intersections for double clusters projected to the
x(y)- axis. The central part is fitted with a Gaussian. Themean values of the
fit correspond to the positions of the pixel edges. The width of the distri-
bution is a superposition of the pointing resolution, the ionization width
σion and the charge fraction required to detect a signal. The pointing reso-
lution is known from the fits in figure 10.28. To calculate σion the absolute
probability to create a double cluster and charge required to trigger a hit
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Figure 10.34: Size of track assigned clusters with −15V and −50V bias volt-
age at a threshold of 50 mV. The integral of both distributions is
normalized to one. Crosstalk events are included. A cluster size
of zero corresponds to sensor inefficiencies.
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Figure 10.35: Extrapolated track position folded to a 2x2 pixel matrix for
matched clusters with different size. Only rows 0-80 are shown,
as they are not affected by crosstalk.
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Figure 10.36: Extrapolated track position for double clusters projected on
the x and y axis. Both projections are fitted with a Gaussian.
have to be known. The latter relies on simulation input. From a toyMonte-
Carlo, see Appendix E, the required signal fraction can be extracted and
the corresponding ionization width σion can be read off for combinations
of cluster size and efficiency. The efficiency is as aforementioned 99.53%.
The probability to create a double cluster is 6.87%. From the simulation,
the ionization width σx/y = 2.8µm can be extracted for the given efficiency
and cluster size as well as a detection threshold of 35% of the most proba-
ble charge deposition. The expected double cluster width σexpectedx/y can
be also obtained from simulation, compare Appendix E. The fitted width is
σ2f i tx =σ
2
resx/y
+σ2expectedx/y . (10.16)
The resolution σx is 6.36(4)µm, see figure 10.28 and σ2expectedx/y is
1.696(1)µm. Thus the expected σ f i tx is 6.6(4)µm. σ f i ty is then 6.8(5)µm.
Within the uncertainties, both expected values agree with the fit results in
figure 10.36. σion =
p
2σx/y = 3.8µm is slightly larger than the extracted
ionization width from the inefficiencies in the pixel edges, because the
required charge to create a hit is correctly taken into account.
Comparison of all samples tested with sub-pixel resolution
The analysis discussed in detail above is carried out for all samples and
settings from table 10.2. The results are summarized in table 10.3.
For the used DAC settings sensor 084-1-05 is overall more efficient com-
pared to the sensor 084-3-25, see also section 10.5. The pointing resolu-
tion of the telescope is slightly varying between the different data sets, at-
tributed to statistical fluctuations and slightly different alignments – never-
theless it always stays below 9µm, allowing for sub-pixel analysis. Higher
bias voltages lead to larger depletion zones and higher efficiencies, as ex-
pected. For a bias voltage of −50V no position dependence on the sensor
edges is observed for sensor 084-1-05 and sensor 084-3-25 shows only 0.1%
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sensor 084-1-05 084-3-25
bias [-V] 15 50 3 3 30 30 50
threshold [mV]
550 550 550 600 550 650 550
ǫ¯ 99.5 99.8 95.8 65.4 99.24 77.0 99.3
ǫcentral 99.7 99.8 97.8 73.0 99.28 81.9 99.3
ǫedge 99.8 99.24
ǫcorner 99.0 99.8 88.2 50.8 99.21 60.9 99.2
Double cluster
σx [µm] 6.5(1) 7.0(2) 6.7(6) 5.8(6) 5.3(6) 7.6(6) 5.9(6)
σy [µm] 6.8(1) 7.0(2) 5.9(7) 4.2(9) 6.2(5) 6.1(8) 6.5(5)
telescope resolution
σx [µm] 6.39(2) 6.45(3) 6.91(6) 8.50(4) 6.58(5) 7.82(2) 6.67(4)
σy [µm] 6.53(1) 6.16(3) 6.87(6) 8.58(4) 6.46(5) 8.09(2) 6.19(5)
Table 10.3: Overview of the results from the sub-pixel studies.
efficiency decrease in the pixel corner. For higher thresholds/lower deple-
tion voltages, the overall efficiency is reduced. The decrease is smaller in
the pixel center, while the efficiency reduction at the corner and edges is
more severe, as expected from charge sharing.
The sub-pixel analysis showed that the sensor is homogeneously effi-
cient within the pixel cell for corresponding settings. At increased thresh-
olds, inefficiencies occur first in the sensor corners and then at the edges
proving that charge sharing causes inefficiencies first. Additionally it could
be confirmed that the ionization width is in the range of 3−4µm.
The corners with four pixels touching can be avoided by a change in the
pixel cell layout. Changing it to a brick layout, where every second column
is shifted by half a pixel avoids charge sharing between four cells, which is
expected to increase the efficient threshold range. A honeycomb structure
has a similar effect with an increased number of three pixel corners.
10.5 SENSOR-TO - SENSOR VAR IAT IONS
Building a functional large-scale detector requires not only good individual
sensor performance, but also minimal variations between different sen-
sors, as well as highest possible production yield. Ideally, all sensors in a
detector can be operated with identical DAC settings.
The MUPIX8 was produced in the first engineering run during the develop-
ment of theMu3e pixel sensor. Therefore, sensors from several wafers are
available and can be compared. Figure 10.37a shows the efficiency of all
scanned sensors as a function of the threshold and figure 10.37c zooms
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into the most important region. Strong variations between the sensors
are present, which need to be understood in detail. The threshold range
in which the sensors stay above 99% efficient varies from over 100mV to
0mV. Possible differences are the sensor resistivity, wafer and production
variations and the senor thinning and handling, as well as the used DAC
settings.
Resistivity dependence
The MUPIX8 is produced on four different substrates with a resistivity of
20Ωcm, 80Ωcm, 200Ωcm and 1kΩcm. Higher resistivity leads to a larger
depletion zone and therefore more collectible charge as well as a higher ef-
ficiency over a larger threshold range. Unfortunately, sensors with the stan-
dard 20Ωcm substrate have not become available in time for this study
and the 1 kΩcm sensors have not been functional at bias voltages beyond
−30V. The remaining two substrates are compared in figure 10.38 and be-
have as expected. The high efficiency region is larger for 200Ωcm com-
pared to 80Ωcm. Thinning to 100µm is not degrading the performance.
Production and processing
Figures 10.39a and 10.39b show the efficiency as a function of the threshold
for sensors originating from pre- and final production. The thick sensor
from the pre-production performs better than the thin sensors from the
final production for an 80Ωcm substrate. For 200Ωcm, the behavior is
exactly the opposite: The final production run sensor performs signifi-
cantly better than the sensor from the pre-production, which has not been
thinned. The production process is monitored using test structures and
stayed within the specifications for the final production run. The differ-
ences between the behavior of the 80Ωcm and 200Ωcm indicates, that
the difference is not relatedwith the production process. The handling and
processing of the wafers has been different for the pre- and final produc-
tion. The final production has been thinned and cut by a method called
dicing before grinding, where the wafer is cut along the die edges with a
diamond saw blade in a first step and thinned afterwards. This method
is a standard method. The pre-production wafers are laser cut and not
thinned.
Wafer-to-wafer variations
Figure 10.40 summarizes all tested samples at an threshold of 50mV and
a bias of −50V. There are clear differences between sensors from different
wafers - especially wafer 22 seems to be best. Also the impressions from
figure 10.39 are confirmed: There is no significant difference between the
pre- and final production. Sensors originating from the same wafer seem
to have similar characteristics - for a final conclusion sensors from more
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Figure 10.37: Efficiency as a function of the threshold for all tested MUPIX8
sensors and settings. The sensors are color encoded and differ-
ent settings are indicated by different symbols. Binomial errors
are included.
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Figure 10.38: Comparison between an exemplary sensor with a resistivity
of 80Ωcm and 200Ωcm.
wafers are required and additional resistivity wafers need to be added to
this comparison.
DAC settings
A possible cause for sensor variations is, that process variations require
different DAC settings for the sensors. It is also possible that the used
DAC configuration is not optimal and only suitable for a subset of sen-
sors/wafers. Detailed studies on DAC optimization are ongoing while writ-
ing this theses.
Two reference voltages for the sensor are sensitive to small production vari-
ations. A low source voltage in the source follower limits the currents in
the driver and the line capacity cannot be fully charged, reducing the effi-
ciency [92]. Increasing the levels of these reference is expected to reduce
the influence of variations in the production. First laboratory measure-
ments show, that the signal of the amplifier is significantly increased, if
these levels are increased for senors with a bad performance [55], making it
very likely, that the variations can be attributed to a non optimal reference
voltage. However, a confirmation in a testbeam measurement is required
for a final conclusion. This measurement is planned just after the hand in
of this thesis.
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Figure 10.40: Comparison between all wafers. For 725µm thick sensors it
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11
I RRADIAT ION STUDIES
Modernhigh-energy and luminosity hadron colliders create numerous par-
ticles during collisions. The large amount of created particles leads to sig-
nificant amounts of radiation, especially close to the collision points. Pixel
sensors have to be at least radiation tolerant enough to survive the planned
runtime. ATLAS expects a total dose of about 1.31 ·1016 neq/cm2, with a
dose of 7.2MGy for layer 0, while keeping the in-bunch crossing efficiency
above 97% [94]. Monolithic approachesmight be of interest for LHC track-
ers, as they are extraordinarily thin, fast and less expensive. To test the po-
tential of the AMS/IBM H18 process, a batch of 10 MUPIX7 sensors was
irradiated with protons and neutrons at SPS and Ljubljana. As no cooling
was developed before irradiation, all samples have been stored at room
temperature for one year.
The followingmeasurements have been published in [95] and themajority
of this chapter is a copy of it using the exactly same wording.
Irradiated samples
MUPIX7 sensors have been irradiated with protons and neutrons accord-
ing to table 11.1. During irradiation, the sensors have not been biased and
not cooled. The prototypes had not been characterized beforehand. The
samples have sensor thicknesses between 60µm and 75µm. The studies
have been performed after one year of annealing at room temperature and
therefore complete annealing of the ionizing damage is expected. The non-
ionizing damage responsible for charge trapping and bulk damage, how-
ever, is expected to be left unchanged and is the primary focus of this study.
11.1 SETUP
The proton irradiated sensors are directly glued and wire-bonded to a
printed-circuit-board (PCB)1. The neutron irradiated sensors are glued and
wire-bonded to a ceramic carrier, which is connected to the same PCB
type via a socket2. The PCB provides stable and ripple-free power, filters
the high voltage and converts the differential slow control signals to single
ended signals required by the MUPIX7. Baseline and threshold reference
for the sensor are generated on the PCB where also test pulses to mimic
signals can be generated.
1 The PCB is developed for the MUPIX7 and the predecessor of the MuPix8 mother board
2 Due to limited availability of PCBs only the proton irradiated sensors were directly bonded
to PCBs.
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Sensor ID N00 N514 N115 N515
Facility TRIGA TRIGA TRIGA
NIEL Fluence
0 5 ·1014 1 ·1015 5 ·1015
[1 MeV neq/cm2]
Proton Fluence
- - - -
[24 GeV/c p/cm2]
(a) Neutron irradiadted
Sensor ID P00 P814 P1515 P7815
Facility - PS PS PS
NIEL Fluence
0 4.8 ·1014 9 ·1014 4.7 ·1015
[1 MeV neq/cm2]
Proton Fluence
0 0.8 ·1015 1.5 ·1015 4.7 ·1015
[24 GeV/c p/cm2]
(b) Proton irradiadted
Table 11.1: List of irradiated sensors. The quoted fluences are averaged
over the sensor area. A hardness factor of 0.6neq/p [37] is used to
calculate the NIEL fluences for the proton irradiated samples. The
sample P814 was not characterized during the test beam. Taken
from [95].
The testbeam setup is sketched in figure 11.1. The sensors under test are
actively cooled to reduce leakage currents and noise while also preventing
thermal runaway. The proton irradiated sensors are cooled by cold nitro-
gen gas flowing over the backside of the sensor. The neutron irradiated
sensors are cooled using a Peltier element, connected with an aluminum
chuck. The Peltier element in turn is cooled by cold nitrogen gas. Two ther-
mal baths are used to cool the nitrogen gas to −20 ◦C for both setups. The
cooling power of the setup is controlled by the applied gas flow. A com-
bined nitrogen flow of 2.5m3/h is used to cool the two sensors under test.
The temperature of both devices-under-test (DUTs), as well as the humid-
ity in the box, are continuously monitored to guarantee safe and constant
operation conditions. Two reference tracking telescopes [66], consisting of
three non-irradiated MUPIX7 sensors each, are used to measure efficien-
cies, noise and time resolution.
Temperature calibration
The temperature of the proton irradiated MUPIX is monitored by measur-
ing the gas temperature close to the MUPIX. The temperature of the neu-
tron irradiated prototypes is monitored by measuring the cooling chuck
temperature. For both devices the MUPIX temperature TMuPix is calculated
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Figure 11.1: Sketch of the cooling setup in test beam. The red squares rep-
resent the devices under test. The blue squares represent refer-
ence sensors used for performance studies. Taken from [95].
from the measured temperatures Tmeas by applying a correction obtained
from an IR-camera3. The correction TMuPix−Tmeas is about 5(−6) ◦C for the
proton (neutron) irradiated prototypes. The uncertainty on the absolute
temperature is dominated by the reproducibility of the thermal coupling
between MUPIX and temperature sensor and estimated to be ± 2 ◦C. The
relative uncertainty of the measured temperature over time is small and
mainly given by the temperature sensor’s uncertainty of 0.7 ◦C. The tem-
perature is stable on the ± 1 ◦C level for measurement periods of 15hours,
see figure 11.2. The MUPIX temperature for both, proton and neutron irra-
diated, sensors is approximately 8 ◦C.
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11.2.1 Laboratory results
All irradiated MUPIX7 are fully operational after irradiation: the PLL can
be locked to an external 125 MHz reference oscillator and the serial data
output runs without 8bit/10bit errors. All hit addresses and timestamps
transmitted to the FPGA are checked to be logically correct, thus indicating
a fully functional readout state machine and serializer.
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Figure 11.2: Monitored temperature Tmeas of the gas flow close to the pro-
ton irradiated MUPIX (green) and the cooling chuck of the neu-
tron irradiated MUPIX (red) over a 15 hours period. Taken from
[95].
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Figure 11.3: Leakage currents of 32 test diodes with a total area of
9.9 ·103 µm 2 as function of the depletion voltage for different ir-
radiation levels. The measurements are performed at room tem-
perature without cooling at TMuPix ≈24 ◦C. Taken from [95].
Leakage currents
The leakage currents of non-irradiated and irradiated sensors are mea-
sured as a function of the depletion voltage. Figures 11.3a and 11.3b show
the current-voltage characteristic (IV curve) for the neutron- and proton-
irradiated sensors at room temperature when only depletion voltage is ap-
plied to a set of dedicated test diodes. As expected the measured leakage
current significantly increases with the particle fluence and applied volt-
age. However, the absolute leakage current increase for the proton irra-
diated sensors is about twenty times higher than for the neutron irradi-
ated sensors for similar fluences. A possible explanation is that the hard-
ness factor for 24GeV protons is significantly larger than expected for low-
3 The IR-camera in turn hadbeen calibrated using a Pt1000 [96] glued on aheatable reference
silicon surface.
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ohmic silicon wafers and the AMS-H18 process4. Additionally, the hard-
ness factor is assuming a constant thickness of the depletion zone, as it
scales with the irradiated volume, see section 3.1.3. For classical fully de-
pleted pixel sensors this assumption is justified. HV-MAPS are not fully
depleted before irradiation and show increased depletion thicknesses af-
ter irradiation. Therefore, the conversion is biased. It is also a bit surpris-
ing that the 7.8 ·1015 protons/cm2 sample shows less leakage currents than
the 1.5 ·1015 protons/cm2 sample. From edge-TCTmeasurements [97] it is
known that the depletion thickness has a maximum for a fluence of about
1.5 ·1015 protons/cm2 which possibly could explain the higher leakage cur-
rents.
The diode breakdown voltage is below −100V for all irradiated samples5
and is significantly lower than the non-irradiated sensors, whichhave a typ-
ical breakdown voltage of about −90V. This is consistent with an increased
depletion thickness after irradiation [97].
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Figure 11.4: Leakage currents of the complete 32x40 pixel matrix for neu-
tron irradiated sensors in full operation for a sensor tempera-
ture TMuPix ≈ 40 ◦C. Each pixel encloses 9 diodes. The currents
for the non-irradiated sensors are below 40 nA. The guard rings
are shorted to the bias. The test diode current from figure 11.3a
is scaled by the diode size increase and shown for comparison.
Taken from [95].
The leakage currents of all irradiated sensors in full operation are shown
in figure 11.4 as a function of the depletion voltage. The slightly larger cur-
rent compared to the measurements of the test diodes in figure 11.3a can
be explained by the higher temperature of the sensor in full operation, see
figure 11.5. Without active cooling it is not possible to operate the sensors
4 Similar effects have been reported by other groups and are under investigation.
5 The exact value of the breakdown voltage was not measured to minimize the risk of dam-
age.
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with depletion voltages below −30V due to thermal runaway. With cooling,
for TMuPix . 15 ◦C, the MUPIX can be operated up to a depletion voltage
of −85V. The followingmeasurements are obtained with the active cooling
system described in section 11.1 at a MUPIX temperature of about 8 ◦C.
Figure 11.5: IR camera picture of the 1.5 ·1015 neq/cm2 irradiated MUPIX in
full operation. The fast digital logic of the state machine and the
serializer is located in the bottom left part of the chipwhich shows
with 85 ◦C (70 ◦C uncalibrated) the highest temperature. Taken
from [95].
Pixel tuning
In MUPIX7, pixel-to-pixel variations can be corrected for with a 4−bit tun-
ing DAC (TDAC), by adjusting the discriminator threshold. A global DAC
(VPDAC) selects from the externally provided threshold reference the tun-
ing range covered by the TDACs. Higher TDAC values correspond to higher
effective thresholds, i.e. the separation between threshold and baseline
is increased. The pixel response adjustment is based on a noise measure-
ment and an automated software calibration scheme is used. The thresh-
old reference and the VPDAC value are selected such that all pixels are
below a certain noise rate at the maximal TDAC value. Afterwards, each
individual TDAC value is adjusted such that the noise rate of every pixel
is just below the target noise rate (1Hz without beam). The thresholds
obtained by the automated tuning routine strongly vary between sensors
and depend on the applied depletion voltage and the irradiation fluence.
A summary of the tested sensors, the corresponding tune thresholds and
VPDAC values is given in table 11.2. For the proton irradiated samples,
the described tuning procedure does not work properly for the complete
matrix because of too large pixel-to-pixel variations caused by the inhomo-
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geneities in the irradiation process (see below). Therefore, up to 5% of all
pixels6 are excluded in the presented analysis.
ID HV [-V] THR VPDAC ID HV [-V] THR VPDAC
[mV] [mV]
P00 40 735 38 N00 40 700 19
60 725 21 60 718 20
70 740 21 70 725 19
85 734 20 85 725 19
P1515 60 700 19 N514 60 740 18
70 680 19 N115 40 711 23
85 568 20 60 711 22
P7815 40 770 26 70 740 23
60 755 26 85 730 24
70 760 28 N515 40 675 22
75 740 27 60 675 21
70 690 25
85 690 25
Table 11.2: HV and configuration parameters used for chip characteriza-
tion. THR stands for threshold reference. The target noise rate for
the pixel tuning is 1Hz/pixel at the given threshold references. The
beam is switched off during tuning. The baseline is externally ap-
plied and set to about 800mV for all settings. 100 mV signal height
correspond to approximately 800 primary electrons [87]. Taken
from [95].
The TDAC values and their distribution over the chip after tuning are
shown in figure 11.6 for three sensors. The TDAC map of the neutron ir-
radiated MUPIX (figure 11.6b) looks similar to the TDAC map for a non-
irradiated MUPIX (figure 11.6a). For the proton irradiated sensors (fig-
ure 11.6c) a non-uniform distribution of the TDACs is obtained which we
attribute to a non-uniform irradiation beam profile. The observed non-
uniform radiation damage causes position dependent depletion and vary-
ing noise levels [98]. The distribution of the TDAC values (figure 11.6c) has
a shoulder towards lower valueswhich originate from the bottom right part
of the TDACmapwhere the irradiation beam center was probably located7.
The inhomogeneous proton irradiation prevented us from optimally tun-
ing the sensors, thus compromising the following characterization studies.
6 Pixels cannot be masked in the MUPIX7.
7 Dosimetry results of the facility suggest a 10% dose varition over the sensor.
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(b) 1 ·1015 neq/cm2 neutron irradiated (ID N115)
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Figure 11.6: Left: Pixel TDAC values for a non-irradiated, a neutron-
irradiated and a proton-irradiated sensor. Right: Corresponding
TDAC value shown as pixel matrix. Taken from [95].
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11.2.2 Test beam results
Two MUPIX TELESCOPES [66] are used as tracking reference for a test beam
performed at the πM1 beam line at PSI in November 2016. One telescope
is used to characterize the proton irradiated MUPIX, see figure 11.1. The
other telescope is used to characterize the neutron irradiated MUPIX.
The πM1 beam consists of a mixture of π+, e+, µ+ and protons, with π+
being the dominant beamcomponent. Themomentum is set to 365MeV/c
to select minimum ionizing π+, which are expected to produce 1200 pri-
mary electrons in the depletion zone of a non-irradiated MUPIX7 sensor
at a depletion voltage of −85V. The particle rate of the beam is set to
about 100 kHz of which only about 10 kHz are reconstructed by the tele-
scopes due to limited acceptance. Both MUPIX TELESCOPES are mechani-
cally alignedwith a precision of better than 250µm relative to each other. A
software alignment procedure is applied to correct for residual offsets with
a precision of ± 10µm.
Efficiency and noise study
To study efficiency and noise, reference tracks are extrapolated to the DUT.
On the DUT, clustering and crosstalk removal is applied. A search window
of 800µm radius and a time window of ± 64ns around the extrapolated
track intersection is used to match hit clusters. The hit finding efficiency
is defined as the number of matched tracks divided by the total number
of extrapolated tracks and corrected for random coincidences. The quoted
efficiencies include all components of the readout system: hit digitization,
on-chip readout state machine, data transmission over the serial link and
front-end processing on the readout FPGA, i.e. timestamp sorting and
merging of data from the four telescope layers. Figure 11.7 shows exem-
plary results for the efficiency and noise of the tested samples as a function
of the applied threshold reference. The noise consists of all unmatched
clusters and is corrected for small inefficiencies of the reference planes.
Due to the small size of the sensors in the reference planes (about 1/10 of
the beam profile) and large angle scatterers a significant fraction of beam
particles entering the DUT cannot be reconstructed. This adds a constant
noise floor of about 20Hz/pixel (7Hz/pixel) for the proton (neutron) irra-
diated sensors.
The noise of the 5 ·1014 neq/cm2 neutron irradiated sensor is similar to
the non-irradiated sensor: up to a reference threshold of about 720mV
the noise stays below 10Hz/pixel; for higher threshold references (lower
thresholds) the noise increases exponentially.
The noise of the 1.5 ·1015 protons/cm2 proton irradiated sensor in-
creases more rapidly and already starts at low reference threshold (high
thresholds). Proton and neutron irradiated sensors with a depletion volt-
age of −60V reach efficiencies of about 95%, similar to the non-irradiated
sensor, however, at the expense of factor 10-100 higher noise levels and
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increased leakage currents. Higher efficiencies can be reached by further
increasing the depletion-voltage.
The influence of the depletion voltage on the efficiency and noise as a
function of the threshold reference is shown in figure 11.8 for a neutron
irradiated sensor with 5 ·1015 neq/cm2 which was operated at a sensor tem-
perature of about 8 ◦C. The sensor efficiency increases with the applied de-
pletion voltage, consistent with the expectation that the active depletion
zone grows proportional to
p
UHV, leading to higher signals. At very high
negative voltages additional avalanche effects contribute to charge amplifi-
cation, which sets in at about −80V for non-irradiated sensors and shifts to
slightly higher negative voltages for irradiated sensors [98]. For a depletion
voltage of −85V an efficiency of about 90% ismeasured at a threshold refer-
ence of 715mV and a noise rate of about 100Hz per pixel. The noise signif-
icantly increases for larger threshold references. The shift of the threshold
curves for the different depletion voltages can be explained by tuning ef-
fects: different VPDAC values and tune thresholds are used for the −70V
and −85V measurements compared to the −40V and −60V measurements,
as seen in table 11.2. This results in a shift of the effective threshold by
about 15mV.
For the different irradiated samples the efficiency and noise measure-
ments are summarized in figure 11.9 as a function of threshold value. Data
samples with a common, but reduced, HV of −60V are chosen here to allow
for a systematic comparison of all irradiated sensors8. Small differences in
the efficiency are expected from the different telescope geometries: The
neutron irradiated samples are glued on a carrier and placed behind the
three reference layers. They have by 0.3% to 0.8% reduced efficiencies due
to undetected particle losses with large angle scattering in the third layer.
In general, neutron and proton irradiated samples show similar per-
formance, considering the threshold variations due to different VPDAC
settings and the limited threshold scan for the neutron-irradiated sensor
which does not reach very low effective thresholds. Accounting for these
differences the data show overall an efficiency loss and noise increase for
increasing neutron and proton fluences. Although the MUPIX irradiated to
1.5 ·1015 p /cm2 reaches almost similar efficiencies than the non-irradiated
one, it shows a significant noise increase. At very low threshold values (high
thresholds) a beam induced noise floor of 20Hz and 7Hz is measured for
the proton and neutron irradiated sensors, respectively.
The automated threshold tuning procedure leads to strong correlations
between the efficiency and noisemeasurements and the threshold used for
tuning, also visible as shifts of the threshold curves in figures 11.8 and 11.9.
To compare the different samples in a more setting independent way, the
efficiencies are determined for fixed average noise rates of 40Hz (200Hz)
per pixel9. The noise floor of 7Hz (20Hz) for the neutron (proton) irra-
8 Sensor N514 was accidentally damaged after taking data at −60V.
9 For LHC experiments noise occupancies are typically required to be below 1 ·10−6, corre-
sponding to 40Hz noise per pixel at 40MHz bunch crossing frequency.
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Figure 11.7: Efficiency and noise as function of the threshold reference for
a depletion voltage of −60V at TMuPix ≈ 8 ◦C for non-, neutron- and
proton irradiated sensors. Taken from [95].
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Figure 11.8: Efficiency and noise rate as a function of the threshold ref-
erence for the 5 ·1015 neq/cm2 neutron-irradiated MUPIX7 sen-
sor. Results are shown for different HV settings at TMuPix ≈ 8 ◦C.
Note that the sensor was configured at different tune thresholds
and different tuning strength (VPDAC) for the different depletion
voltages, see table 11.2 leading to threshold curve shifts of about
15mV. Binomial errors included. Taken from [95].
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Figure 11.9: Efficiency and noise rate as a function of the threshold refer-
ence for all tested samples for HV = −60V and TMuPix ≈ 8 ◦C. 60 V is
chosen, as one sensor was damaged after taking data at 60 V. Note
that the sensors were configured at different tune thresholds and
with different tuning strength (VPDAC), see table 11.2), leading to
threshold curve shifts of about 50mV. Binomial errors included.
Taken from [95].
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Figure 11.10: Efficiencies as function of the fluence for depletion volt-
ages of −60V (blue symbols) and −85V (red symbols) and
TMuPix ≈ 8 ◦C. The filled triangles show the results for an aver-
age per pixel noise rate of 200Hz and the empty ones for 40Hz.
The beam induced noise floor is subtracted. Binomial error bars
are too small to be seen. Taken from [95].
diated samples is subtracted. The resulting efficiencies are shown in fig-
ure 11.10 for depletion voltages of −60V and −85V. The efficiencies of the
proton- and neutron-irradiated sensors show a moderate reduction up to
a fluence of 1.5 ·1015 /cm2. For higher fluences > 1.5 ·1015 /cm2 the effi-
ciency decreases more strongly and falls below 90 %. The efficiency dif-
ference between the average per pixel noise rates of 40Hz and 200Hz in-
dicates the possible efficiency gain if the sensors are cooled to even lower
temperatures.
Time resolution
The time resolution of the MUPIX7 DUT is measured relative to the aver-
aged timestamps of the hits from reference tracks. A Gaussian fit is applied
to a histogram of the time differences. The standard deviation, σ, of the fit
defines the time resolution, which is corrected for the limited resolution of
the reference sensors
σ2DUT =σ2Fi t −σ2Re f (11.1)
assuming a time resolution of σMuPix = 14.2ns for the non-irradiated MU-
PIX7 [50, 88]. Using σRe f = 13
√
3 ·σ2MuPix the time resolution of the DUT
is measured for all MUPIX and for different depletion voltages, see fig-
ure 11.11. The time resolution of the non-irradiated MUPIX of about 15ns
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Figure 11.11: Time resolution expressed in Gaussian σ as function of the
irradiation dose for depletion voltages of −60V and −85V at an
exemplaric average noise rate of 200 Hz and TMuPix ≈ 8 ◦C. Error
bars are too small to be seen. Taken from [95].
is in agreement with previous measurements [50]. It stays constant for flu-
ences up to 1.5 ·1015 p/cm2 and is also rather independent of the threshold
setting and therefore the noise limit. For higher proton and neutron flu-
ences, the time resolution of the sensor becomes significantly worse, con-
sistent with the observation of reduced signal detection efficiency in this
region and the interpretation of larger time walk effects due to the reduced
signal amplitude.
11.3 SUMMARY OF THE IRRAD IAT ION STUD IES
Proton and neutron irradiated samples of HV-MAPS prototypes with a par-
ticle fluence of up to 7.8 ·1015 p/cm2 were tested in the laboratory and at a
PSI test beam. All sensors are fully functional after one year of annealing at
room temperature.
The MUPIX7 samples have a non-radiation-hard design and were real-
ized on a 10−20Ωcm substrate with a depletion zone of 10−14µm at a
depletion voltage −85V before irradiation. For the irradiated samples in-
creased noise rates and leakage currents in the pixel matrix are observed.
The proton irradiated samples show significantly higher leakage currents
as the neutron irradiated sensors for similar particle fluences in the labora-
tory.
At PSI, efficiency andnoise studieswith sensors cooled down to 8 ◦Chave
been carried out. At an optimal depletion voltage of −85V and at a maxi-
11.3 SUMMARY OF THE IRRAD IAT ION STUD IES 167
mumnoise limit of 40Hz /pixel efficiencies≥90% aremeasured for all sen-
sors with a dose of up to 1.5 ·1015 p/cm2. For higher proton and neutron
fluences a significant performance degradation is observed. The time res-
olution for all irradiated sensors is below 22ns, compared to about 15ns
time resolution of the non-irradiated references. Only a small time reso-
lution decrease for fluences of up to 5 ·1015 neq/cm2 is observed. During
full operation in the test beam the overall noise seems to be strongly influ-
enced by bulk damage induced charge trapping.
Despite the non-radiation-hard design and the very small depletion zone
of the standard AMS H18 process, the MUPIX7 shows high radiation toler-
ance emphasizing the potential of the AMS H18 process for usage in harsh
radiation environments. The radiation tolerance of the synthesized and
fast readout statemachine logic is demonstrated for the first time for a fully
monolithic prototype realized in HV-CMOS technology.

12
SUMMARY AND OUTLOOK
The search for physics beyond the Standard Model is one of the biggest
challenges in modern particle physics. Charged Lepton flavor violation is
a promising portal to new physics. The decay µ+ → e+e−e+ is one pos-
sible channel and suppressed in the Standard Model to an unobservable
branching ratio. Hence, any observation is a clear sign for new physics.
The Mu3e experiment is searching for this decay with a target branching
ratio sensitivity of 1 ·10−16. Efficient background suppression requires a
fast, precise and extraordinarily lightweight spectrometer, which is based
on high-voltage monolithic active pixel sensors.
The work discussed in this thesis describes two interconnected steps on
the way towards the first HV-MAPS pixel tracker: Prototype characteriza-
tion and the further development of a particle tracking telescope consist-
ing of HV-MAPS and scintillating tiles. The particle tracking telescope is
used as a tool to characterize prototypes and to prove the feasibility of inte-
grating prototypes into more complex systems. The telescope additionally
serves as an excellent test for the Mu3e DAQ. It has been adapted for two
prototype generations and used as a reference system forHV-MAPS studies
during 14 test beam campaigns at PSI, SPS-CERN, DESY-II andMAMI.
12.1 PART ICLE TRACK ING TELESCOPES
The MUPIX TELESCOPE has been adapted for two MUPIX prototype gener-
ations – MUPIX7 and MUPIX8 – and improved significantly in the scope
of this thesis. It is running in a non-triggered data acquisition mode and
has been intensively used to study the performance and scalability of HV-
MAPS prototypes in the past years. It features an easy-to-use GUI, online
data merging and monitoring. Online tracking and efficiency determi-
nation has been added to provide optimal feedback for characterization
studies. During 14 testbeam campaigns, the telescope has been running
flawlessly in different configurations and provided crucial input to under-
stand, improve and develop HV-MAPS prototypes not only in the context
ofMu3e but also for a monolithic sensor proposed for the ATLAS upgrade,
the ATLASPIX sensor which has been used as DUT in a telescope with
MUPIX8 as reference. It has been shown, that up to eight sensors can be
operated synchronously in one setup, marking a milestone towards the
Mu3e pixel tracker and underlining the feasibility of the DAQ concept of
Mu3e.
Two track fits, a straight line fit ignoring multiple Coulomb scattering and
a general broken line fit taking multiple Coulomb scattering into account,
are implemented in the analysis framework developed for telescope data
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in the scope of this thesis. The fits are evaluated and compared and the use
of a fast straight line fit for the MUPIX TELESCOPE is validated. It needs less
computational timewhile tracking efficiency and background suppression
are comparable.
The rate capabilities of the MUPIX TELESCOPE have beenmeasured during
a dedicated campaign, with fast data transmission to the DAQ computer
via direct-memory-access and total hit rates in the telescope of above
80MHz. For hit rates up to approximately 10MHz, the DAQ is able to pro-
cess the data as fast as it is received. For higher rates, the DAQ cannot cope
with the hit rate anymore and needs up to four times longer to write the
data to disk as it takes to acquire the data. Up to 100MB/s can be written
to disk. The online monitoring can process up to 500 kHz of particle hits.
Online efficiency calculation provides important feedback on the sensor’s
performance in real-time. It is proven to be fully functional by comparing
the results from the on- and offline analysis, which are found to be identi-
cal. A track rate of 22.5 kHz has been processed online, limited by the slow
polling data transmission scheme to the DAQ computer during the beam
time.
The MUPIX TELESCOPE will be an excellent test bench for the next pro-
totypes and is expected to be heavily used in upcoming beam times.
Developments towards the Mu3e DAQ requires moving away from the
current graphical interface to a implementation closer to the proposed
final Mu3e detector control and readout system. This requires to replace
the current GUI by a browser based control, which is foreseen for theMu3e
experiment and an update in the data format.
To perform precise studies of effects below the size of a pixel, a high
resolution tracking telescope at DESY has been used. An interface to the
telescope DAQ has been implemented into the MUPIX DAQ. During the
analysis, it has been demonstrated that pointing resolutions of 6µm can
be achieved with the EUDET telescopes, independent of the material bud-
get of the DUT by using track extrapolation from both sides. This method
provides similar resolutions as previously used method, a straight line fit
through all six layers, but enhances the available statistics by more than
two orders of magnitude. The significant improvement is achieved by also
reconstructing tracks with scattering on the DUT, which cannot pass the
tight χ2 cut, which is required for a good resolution with a straight line fit.
12.2 P IXEL SENSOR STUD IES
Two prototypes have been studied: The small-scale MUPIX7 and its succes-
sor, the large-scale MUPIX8. Both sensors show an excellent performance.
Efficiencies above 99% at noise rates below 10Hz per pixel are observed,
fulfilling theMu3e requirements.
Power optimization studies show that the MUPIX7 has an optimal working
point at a power dissipation of 300mW/cm2, 25% below the cooling limit
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ofMu3e. The time resolution is measured to be 14ns. Capacitive coupling
on the connection lines between analog and digital part of the sensor
leads to a crosstalk probability of roughly 15% at a typical operation point.
Additionally, it has been shown, that the operational region is enlarged
significantly by tilting the sensor due to increased charge deposition. All
measurements are done with tuned MUPIX7 sensors.
Scaling the size of the sensor, together with additional time-walk circuits
and minor changes led to the MUPIX8, with roughly 6 times the active
height. All measurements conducted in this thesis used untuned sensors.
The design of the supply voltage distribution is much more challenging,
due to the increased size and it is not perfectly implemented on the MU-
PIX8, leading to position dependencies in the signal delays, efficiency, and
threshold behavior. Nevertheless, the increased substrate resistivity from
20Ωcm to 80−200Ωcm significantly enhances the detection efficiency
due to the enlarged active depletion thickness. An efficiency of above 99%
is measured at average pixel noise rates below 0.4Hz. Operational regions
of over 100mV in threshold have been found at bias voltages of only −50V.
An improved biasing will allow for higher bias voltages in the order of
−100V and even larger signals. The larger signal will further increase the
operational region.
The power dissipation of the MUPIX8 is reduced to approximately
200mW/cm2, which is a factor 2 below the cooling limit.
The time resolution is affected strongly by the delay differences over the
sensor. A resolution of only 20ns at default DAC settings is measured.
Sacrificing dynamic range in the tuning of the sensor allows for optimized
settings with a time resolution of 12ns. Correcting for individual pixel
variation of the mean time difference to the reference system improves
the time resolution to 10ns, which is significantly better than for MUPIX7.
Variations in the signal height cause an additional variation of the hit
timestamp, so called time-walk, which influences the time resolution. An
on-chip charge measurement in form of a time-over-threshold measure-
ment, which is supposed to be used to correct for this effect could not be
utilized in the presented testbeam analysis as the hit data is likely to be
read out before the ToT can be sampled, due to an issue in the design. The
issue could in principle be solved in upcoming designs by either using
a faster shaping or by using the falling edge to validate a hit. Dedicated
laboratory test are conducted to study the time-walk. It was shown that a
time resolution of 6.5ns can be achieved with considerably reduced read-
out frequencies and a global time-walk correction. A per pixel time-walk
compensation and a sensor tuning can potentially improve the results
further. The 2 threshold method is the optimal time-walk compensation
for upcoming HV-MAPS, as it allows for reduced time-walk and a charge
measurement at the same time.
Crosstalk on the analog signal lines from the active pixel to the periphery
has also been studied. For the longest lines, crosstalk probabilities of
50% are observed. A more elaborated line layout can suppress crosstalk
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effects by two orders of magnitude and should be considered for the next
prototypes. An improved voltage distribution for the next generations
potentially increases the operational region further.
Sub-pixel studies have shown that no position dependent inefficiencies
are observed at typical operational thresholds of 50mV and a depletion
voltage of −50V. For reduced depletion voltages and/or higher thresholds,
charge sharing induced inefficiencies at the edges and corners become vis-
ible. The effect is enhanced in the corners as the charge is shared between
four pixel cells.
The MUPIX8 fulfills theMu3e detector requirements already and the next
large-scale sensor, with the improvements mentioned above, should be
well suited for the construction of a full pixel tracker. Especially, the large
operational region relaxes constraints on the noise of supply voltages, sim-
plifying detector fabrication.
To conclude the sensor studies, tests with proton and neutron irradiated
MUPIX7 on the standard 20Ωcm substrate have been conducted during a
beam campaign. Increased leakage currents and noise rates are observed
without severe efficiency and time resolution degradation for fluences of
up to 1.5 ·1015 24 GeV p/cm2. For a fluence of 7.8 ·1015 24 GeV p/cm2, a sig-
nificant efficiency decrease is observed. The intrinsic radiation tolerance
of the MUPIX7 emphasizes the potential of the MUPIX8, which features a
radiation tolerant design. MUPIX8 samples should be irradiated to LHC
phase-II doses for further verification.
Part IV
APPENDIX

A
TRACK RECONSTRUCT ION AND EXTRAPOLAT ION
SOFTWARE IMPLEMENTAT ION OF THE COORD INATE TRANSFORMA -
T ION
The coordinate transformations are implemented utilizing the GenVector
package of ROOT [60]. A human readable configuration file stores all im-
portant parameters for each plane. The transformation is implemented
via the following snippet:
ROOT::Math::Transform3D _to_global;
ROOT::Math::Transform3D _to_local;
Rotation3D pitch(diag(_pitch_col, _pitch_row, 1));
RotationZYX rotation(_rot_z, _rot_y, _rot_x);
Translation3D translation(_off_x, _off_y, _off_z);
_to_global = translation * rotation * pitch;
_to_local = _to_global.Inverse();
HIT MATCH ING INCLUD ING ROTAT IONS
The simple matching for unrotated DUTs is already discussed in sec-
tion 5.3.2. For a rotated DUT the matching is different. However, the DUT
rotation is typically only around one axis, which simplifies the matching.
Assuming an intersection point p and hit h, the hits on the DUT are still
grouped into three categories: Hits with the pixel center inside the pro-
jected search ellipsoid:
√√√√ 1∑
k=0
(
pk −hk
ak
)2
< 1 (A.1)
ak being the semi-minor and semi-major axes of the ellipsoid representing
the cut radius. The second category are hits, with the distance between ex-
trapolated intersection and pixel center being larger than the search radius
plus half a pixel diagonal dp/2:
√√√√ 1∑
k=0
(
pk −hk
ak +dp/2
)2
>= 1 (A.2)
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The last category of hits are located in between the first two and the inter-
section of the ellipsoid with one of the edges. Four line segments, based on
the four pixel corners are compared to the ellipse. The equation system
y = pmy +
x−pmx
pmy −pn y
rc
2 = (x−pi x)
2
a2
+
(y −pi y )2
b2
,
(A.3)
with pm/n being pixel corner coordinates, pi the intersection coordinates,
rc the search radius and a,b parameters describing the rotation induced
deformation of the cylinder projection. The equation can be solved ana-
lytically for x and y, if the line segment is not vertical. In this case, x and
y need to be swapped. In parallel a and b also need to be swapped. If
equations A.3 have a real solution, the line intersects with the ellipse. The
intersection point is on the pixel edge if
0< x−pmx < pnx −pmx , if pnx > pmx
0> x−pmx > pnx −pmx , if pnx < pmx ,
(A.4)
holds for at least one of the solutions. Otherwise, the intersection is outside
the pixel and the hit will not be assigned to the track.
B
DATA FORMAT
Depending on the readout mode and the data type, there are different
blocks which are packed on the FPGA an transmitted to the PC memory.
Triggerblock, see table B.1, contain external trigger reference information.
Hitblocks contain hit information, which is either sorted (table B.2) ormul-
tiplexed ( B.3).
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178 DATA FORMAT
Word offset Value Comment
0 0xCAFECAFE Beginning block marker
1 b0 Block counter
2 timestamp 0 1 [61:31] 500 MHz
3 timestamp 0 2 [30:0]
...
2N + 0 timestamp N 1 [61:31]
2N + 1 timestamp N 1 [30:0]
2N + 2 0xCAFEBABE End of block marker
Table B.1: Structure of a trigger block: Beginning and end of block markers
frame the trigger information. The Block counter counts the num-
ber of read trigger blocks to crosscheck for readout errors. The trig-
ger timestamp is sampled with 500MHz an stored in two words.
The most significant bits of all words are set to zero, excluding the
begin and end of blockmarkers to detect bit errors during transmis-
sion.
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Word offset Value Comment
0 0xFABEABBA Beginning block marker
1 b0 Block counter
2 b0 FPGA timestamp [61:31] 125 MHz
3 b0 FPGA timestamp [30:0]
4 b0 Counter of sent blocks
5 data word 0 1
6 data word 0 2
...
2N + 4 data word N 1
2N + 5 data word N 2
2N + 6 0xBEEFBEEF End of block marker
data word i 1 0b00 & Chip[3:0] & 0b0 & Overflow & Hitlabel[3:0]
& Matrix identifier[3:0] & Row[7:0] & Column[7:0]
data word i 2 0b00 & Chip[3:0] & 0b0 & Overflow & Timelabel[3:0]
& Matrix identifier[3:0] & TS2[5:0] & TS1[9:0]
Table B.2: Block structure of the sorter output for MuPix8 data: Each hit is
split into two 32-bit words, a time and an address word. The first
16-bits are used as markers: Chip marks the sensor and the matrix
identifier marks the link of the sensor. Hit and Time label distin-
guish between address and time information. Overflow indicates if
an overflow of the current timestamp TS1 has been observed. The
16 lowest bit encode the column and row address of hit or the two
timestamps.
The most significant bits of all words are set to zero, excluding the
begin and end of block markers to to detect bit errors during trans-
mission.
180 DATA FORMAT
Word offset Value Comment
0 0xFABEABBA Beginning block marker
1 b0 Block counter
2 b0 FPGA timestamp [61:31] 125 MHz
3 b0 FPGA timestamp [30:0]
4 b0 Counter of sent blocks
5 data word 0 1
6 data word 0 2
...
2N + 3 data word N 1
2N + 4 data word N 2
2N + 5 0xBEEFBEEF End of block marker
data word i 1 0b00 & Chip[3:0] & 0b0 & Overflow & Hitlabel[3:0]
& Matrix identifier[3:0] & Row[7:0] & Column[7:0]
data word i 2 0b00 & Chip[3:0] & 0b0 & Overflow & Timelabel[3:0]
& Matrix identifier[3:0] & TS2[5:0] & TS1[9:0]
Table B.3: Block structure of the multilink readout for MuPix8 data: Each
hit is split into two 32-bit words, a time and an address word. The
first 16-bits are used asmarkers: Chipmarks the sensor and thema-
trix identifier marks the link of the sensor. Hit and Time label distin-
guish between address and time information. Overflow indicates if
an overflow of the current timestamp TS1 has been observed. The
16 lowest bit encode the column and row address of hit or the two
timestamps.
The most significant bits of all words are set to zero, excluding the
begin and end of blockmarkers to detect bit errors during transmis-
sion.
C
MUPIX7
DAC VALUES
The DAC settings for the different power dissipation settings are summa-
rized in figure C.1. The varied DACs are highlighted in red.
181
182 MUPIX7
DAC 1000mW/cm2 400mW/cm2 300mW/cm2 225mW/cm2
inverted Resets 1 1 1 1
BlRes 10 10 10 10
BlRes2 10 10 10 10
ckdivend 1 1 1 1
division factor 5 5 5 5
enpll 1 1 1 1
maxcycend 4 4 4 4
resetckdivend 8 8 8 8
slowdownend 0 0
thres 60 60 60 60
timerend 0 0 0 0
VN 60 30 20 5
VN2 60 30 20 5
VNdcl 12 12 12 12
VNdel 10 10 10 10
VNdeldcl 6 6 6 6
VNdeldclmux 6 6 6 6
VNdelpreemp 6 6 6 6
VNfb 10 10 8 3
VNfb2 10 10 8 3
VNfoll 10 10 10 10
VNload 5 5 4 2
VNload2 5 5 4 2
VNlvds 60 60 60 60
VNlvdsdel 0 0 0 0
VNvco 10 10 10 10
VPcomp 60 30 20 10
VPdac 25 19 17 11
VPdcl 24 24 24 24
VPdeldcl 12 12 12 12
VPdeldclmux 12 12 12 12
VPdelpreemp 12 12 12 12
VPpump 20 20 20 20
VPvco 10 10 10 10
Table C.1: Overview over the DAC settings used for the MuPix7. DACs,
which have been optimized in beam are highlighted.
D
MUPIX8 ANALYS I S
A collection of additional plots for the MuPix8 analysis.
AVERAGE T IMESTAMP D IFFERENCE CORRECT IONS
The linear corrections are shown in section 10.3.3. To check, if linear cor-
rections are sufficient, the corrected delay is plotted as function of colum2,
row2 and colum·row. The results are summarized in figure D.1. The struc-
ture in the two dimensional plots on the top is induced by the 8ns times-
tamp binning, compared to the higher resolution for the corrections. The
projections on the bottom plots reveal tiny effects, which can be added to
the corrections. However, the overall effect is negligible and therefore not
included in the time corrections.
DAC VALUES USED FOR MUPIX8 STUD IES
The default DAC values of the MUPIX8 sensors in a four layer telescope are
summarized in tables D.1 and D.2. Analog pixel DACs, digital pixel DACs,
general DACs and state machine DACs are grouped together, to improve
the readability. A sketch of the circuitry is shown in figure 4.3.
MASKED P IXELS
In software masked pixels for the studies presented in figure 10.15 are
shown in figure D.2 for completeness. Note, that some thresholds, which
occur in the masked pixel plot are excluded in figure 10.15 as they have
been mis-configured.
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Figure D.1: Second order correction of the delays. There are no significant
shifts over the sensor visible.
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Figure D.2: Number of masked pixels
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Layer 0 1 2 3
BLResPix 5 5 5 5
VNPix 20 20 20 20
VNFBPix 10 10 10 10
VNFollPix 10 10 10 10
VNPix2 0 0 0 0
VNBiasPix 0 0 0 0
VPLoadPix 5 5 5 5
VNOutPix 10 10 10 10
VNRegCasc 0 0 0 0
VDel 16 16 16 16
VPComp 5 5 5 5
VPDAC 0 0 0 0
BLResDig 5 5 5 5
VPRegCasc 0 0 0 0
VPRamp 0 0 0 0
VPBiasReg 0 0 0 0
VNBiasReg 0 0 0 0
enable2threshold 0 0 0 0
enableADC 1 1 1 1
AlwaysEnable 0 0 0 0
Table D.1: Default DACs for a four layer MUPIX TELESCOPE. Top: Analog
pixel DACs. Bottom: Digital part DACs
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Layer 0 1 2 3
resetckdivend 15 15 15 15
maxcycend 63 63 63 63
slowdownend 0 0 0 0
timerend 1 1 1 1
tsphase 0 0 0 0
ckdivend2 7 7 7 7
ckdivend 0 0 0 0
Readout reset n 1 1 1 1
Serializer reset n 1 1 1 1
Aurora reset n 1 1 1 1
sendcounter 0 0 0 0
Bandgap1 on 0 0 0 0
Biasblock1 on 5 5 5 5
VNLVDS 24 24 24 24
VNLVDSDel 0 0 0 0
Linkselect 1 1 1 1
Termination 0 0 0 0
SelectTest 0 0 0 0
SelectTestOut 0 0 0 0
DisableHitbus 1 1 1 1
Bandgap2 on 0 0 0 0
Biasblock2 on 5 5 5 5
VPFoll 10 10 10 10
VNDACPix 0 0 0 0
ThLow 291 291 291 291
ThPix 437 437 437 437
BLPix 448 448 448 448
BLDig 248 248 248 248
ThHigh 297 297 320 297
Table D.2: Default DACs for a four layer MUPIX TELESCOPE. Top: State ma-
chine DACs.Middle: General configuration DACs. Bottom: Voltage
DACs
E
TOY MONTE-CARLO FOR CLUSTER ING
To estimate the width of the ionization charge cloud, a toy Monte-Carlo
simulation study is performed. Single particles, which traverse the sen-
sor perpendicular are simulated. The ionization cloud is assumed to be
Gaussian shaped around the particles path. The overall charge deposit
is modeled with a Landau distribution, with a most probable energy loss
of 15. The position of particles is simulated uniformly distributed over
a 3×3pixel matrix. The charge collection in a 5×5pixel matrix is ana-
lyzed. The charge deposit in each pixel is calculated by integrating the two
dimensional Gaussian over the pixel range numerically. 5 ·105 particles
are simulated with one dimensional ionization width σion ranging from
0.8−3.5µm in steps of 0.1µm.
A exemplary cluster size map is shown in figure 3.9. The simulated charge
next to a comparison between reconstructed and simulated charge is
shown in figure E.1 to validate the integration algorithm.
The detection efficiency and the average cluster size is studied as a func-
tion of the detection threshold relative to themost probable charge deposi-
tion for the different σion . Larger ionization σion result in a larger average
cluster size as well as reduced efficiency for a constant threshold.
The cluster size versus efficiency is plotted for different detection thresh-
olds in figure E.3. Cluster size and efficiency can be determined experimen-
tally and used to extract the corresponding ionization σion .
As an example, the results from the −15V data samples in section 10.4 can
be used as reference: Ameasured efficiency of 99.53% and an average clus-
ter size of 1.07 corresponds to an ionizationσion of 2.8µm. Fromfigure E.1,
a charge detection threshold of 35% can be extracted.
Using these values and the pointing resolution of the reference telescope,
the intersection points of particles, which create a double cluster can be
charge / a.u.
0 20 40 60 80 100 120 140 160 180
En
tri
es
0
0.5
1
1.5
2
2.5
3
310×
(a) Simulated charge
0
5
10
15
20
25
30
310×
simulated charge / a.u.
0 10 20 30 40 50 60 70 80 90
 
re
co
n
st
ru
ct
ed
 c
ha
rg
e 
/ a
.u
.
0
10
20
30
40
50
60
70
80
90
(b) Reconstructed- versus simulated charge
Figure E.1: Simulated charge for an ionization sigma σion of 2.8µm.
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Figure E.2: Simulated efficiency and cluster size for charge ionization σion
from 0.8 to 3.5µmas a function of the detection threshold. The red
highlighted line is the result for 0.8µm.
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Figure E.3: Efficiency versus cluster size for different ionization widths.
The red curve is again σion = 0.8µm.
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(a) Position of double cluster in blue,
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Figure E.4: Simulated one dimensional cluster distribution for a detection
threshold of 35% and σion = 2.8µm. The pixel edge is located at
zero.
simulated, based on the same charge model as above. The results are sum-
marized in figure E.4, for uniformly distributed particles in a range from
−30mum to 30mum. The pixel edge is located at zero. The distribution of
double clusters, shown in figure E.4a is well described by a Gaussian and
has a width of 1.696(1)µm. For completeness, the position of all simulated
particles is also drawn in green. Folding a pointing resolution of 6.39µm to
the double cluster distribution leads to figure E.4b, which is also described
by a Gaussian. The total width is
σ2tot =
√
σ2
expected
+σ2res = 6.61(2)µm. (E.1)
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