ABSTRACT: Conjugate gradient methods are probably the most famous iterative methods for solving large scale optimization problems in scientific and engineering computation, characterized by the simplicity of their iteration and their low memory requirements. It is well known that the search direction plays a main role in the line search method. In this paper, we propose a new search direction with the Wolfe line search technique for solving unconstrained optimization problems. Under the above line searches and some assumptions, the global convergence properties of the given methods are discussed. Numerical result shows that the proposed formula is superior and more efficient when compared to other CG coefficients.
INTRODUCTION
Consider the unconstrained optimization problem {min f (x),
x ∈ R n } ,
where f : R n −→ R is continuously differentiable. The line search method usually takes the following iterative formula
for (1.1), where x k is the current iterate point, α k > 0 is a steplength and d k is a search direction. Different choices of d k and α k will determine different line search methods( [24, 26, 27] ). We denote f (x k ) by f k ,∇f (x k ) by g k , and ∇f (x k+1 ) by g k+1 , respectively. . denotes the Euclidian norm of vectors and define y k = g k+1 − g k . We all know that a method is called steepest descent method if we take d k = −g k as a search direction at every iteration, which has wide applications in solving large-scale minimization problems ( [24, 25, 29] ). One drawback of the method is often yielding zigzag phenomena in solving practical problems, which makes the algorithm converge to an optimal solution very slowly, or even fail to converge ( [17, 19] ). If we take d k = −H k g k as a search direction at each iteration in the algorithm, where H k is an n × n matrix approximating ∇ 2 f (x k ) −1 , then the corresponding method is called the Newton-like method ( [17, 19, 29] ) such as the Newton method, the quasi-Newton method, variable metric method, etc. Many papers have proposed this method for optimization problems ( [5, 6, 9, 20] ). However, the Newton-like method needs to store and compute matrix H k at each iteration and thus adds to the cost of storage and computation. Accordingly, this method is not suitable to solve large-scale optimization problems in many cases.
Due to its simplicity and its very low memory requirement, the conjugate gradient method is a powerful line search method for solving the large-scale optimization problems. In fact, the CG method is not among the fastest or most robust optimization algorithms for nonlinear problems available today, but it remains very popular for engineers and mathematicians who are interested in solving large problems (cf. [1, 16, 18, 28] ). The conjugate gradient method is designed to solve unconstrained optimization problem (1.1). More explicitly, the conjugate gradient method is an algorithm for finding the nearest local minimum of a function of variables which presupposes that the gradient of the function can be computed. We consider only the case where the method is implemented without regular restarts. The iterative formula of the conjugate gradient method is given by (1.2), where α k is a steplength which is computed by carrying out a line search, and d k is the search direction defined by
where β k is a scalar and g (x) denotes ∇f (x). If f is a strictly convex quadratic function, namely,
where H is a positive definite matrix and if α k is the exact one-dimensional minimizer along the direction d k , i.e., Conjugate gradient methods differ in their way of defining the scalar parameter β k . In the literature, there have been proposed several choices for β k which give rise to distinct conjugate gradient methods. The most well known conjugate gradient methods are the Hestenes-Stiefel (HS) method [12] , the Fletcher-Reeves (FR) method [10] , the Polak-Ribière-Polyak (PR) method [21, 23 ] , the Conjugate Descent method(CD) [9] , the Liu-Storey (LS) method [15] , the Dai-Yuan (DY) method [7] , and Hager and Zhang (HZ) method [13] . The update parameters of these methods are respectively specified as follows:
The convergence behavior of the above formulas with some line search conditions has been studied by many authors for many years. The FR method with an exact line search was proved to globally convergent on general functions by Zoutendijk 30] . However, the PRP method and the HS method with the exact line search are not globally convergent, see Powell's counterexample [22] . In the already-existing convergence analysis and implementations of the conjugate gradient method, the strong Wolfe conditions, namely,
where δ ∈ 0, In addition, the sufficient descent condition:
(1.8)
has often been used in the literature to analyze the global convergence of conjugate gradient methods with inexact line searches. For instance, Al-Baali [1] , Toouati-Ahmed and Storey [3] , Hu and Storey [14] , Gilbert and Nocedal [11] analyzed the global convergence of algorithms related to the FletcherReeves method with the strong Wolfe line search. Their convergence analysis used the sufficient descent condition (1.8). As for the algorithms related to the PRP method, Gilbert and Nocedal [11] investigated wide choices of β k that resulted in globally convergent methods. In order for the sufficient descent condition to hold, they modified the strong Wolfe line search to the twostage line search, the first stage is to find a point using the strong Wolfe line search, and the second stage is when, at that point the sufficient descent condition does not hold, more line search iterations will proceed until a new point satisfying the sufficient descent condition is found. They hinted that the sufficient descent condition may be crucial for conjugate gradient methods.
The main aim of this note is to show that the descent property holds for all k and the global convergence is achieved for an inexact line search.
In this work, we try to accelerate the convergence of the gradient method by introducing a new direction d T M R k defined as follows:
This paper is organized as follows. In the next section, the New algorithms are stated and descent property is presented. The global convergence of the new methods are established in Section 3. Numerical results and a conclusion are presented in Section 4 and in Section 5, respectively.
CGTMR ALGORITHM
In this section, we give the specific form of the proposed new conjugate gradient method. As reported before our search directions d T M R k are defined as follows:
Recently, M. Belloufi and R. benzine [4] proposed CGM with:
The algorithm is given as follows:
Step 0: Given
Step 2: Set (2.4) , and α k is defined by (1.3) and (1.4) .
Step 3. Set k := k + 1 and go to Step 1. 
The following theorem indicates that, if
holds for all k, and hence the descent property
holds, as long as g k = 0 .
Proof. The proof is by induction. For k = 1 Equations (2.5) and (2.6) is clearly satisfied. Now we suppose that (2.5) and (2.6) hold for any k ≥ 1. It follows from the definition (2.4) of d k+1 that
and hence from (1.4) and (2.6) that
Also, by induction assumption (2.7), we have
Then, (2.7) holds for k + 1.
where σ ∈ 0,
from (2.9), we obtain g T k+1 d k+1 < 0. We complete the proof by induction.
GLOBAL CONVERGENCE
In order to establish the global convergence of the proposed method, we assume that the following assumption always holds, i.e. Assumption 3.1 :
Assumption 3.1. Let f be twice continuously differentiable, and the level set 
Proof. It is shown in theorem 1 that the descent property (2.6) holds for σ ∈ 0, 1 2 , so from (1.4), (2.5), and (2.10) it follows that
Thus from the definition of d k and using (3.2) we deduce that
By applying this relation repeatedly, it follows that
where we used the facts that
Now we prove (3.1) by contradiction. It assumes that (3.1) does not hold, then there exists a constant ε > 0 such that
holds for all k sufficiently large. Since g k is bounded above on the level set
where c 1 is a positive constant. From (2.5) and (2.10), we have
Since σ < 1 2 , substituting (3.6) and (3.5) into (3.7) gives
where c 2 is a positive constant. Therefore, the series be the optimal value found by ALG1 and ALG2, for problem i = 1, ..., 962, respectively. We say that, in the particular problem i, the performance of ALG1 was better than the performance of ALG2 if:
and the number of iterations, or the number of function-gradient evaluations, or the CPU time of ALG1 was less than the number of iterations, or the number of function-gradient evaluations, or the CPU time corresponding to ALG2, respectively. In a performance profile plot, the top curve corresponds to the method that solved the most problems in a time that was within a factor τ of the best time. The percentage of the test problems for which a method is the fastest is given on the left axis of the plot. The right side of the plot gives Figure 2 : Performance based on the number of iterations the percentage of the test problems that were successfully solved by these algorithms, respectively. Mainly, the right side is a measure of the robustness of an algorithm.
In the set of numerical experiments we compare CGT M R algorithm to CG DESCN ET , P RP and F R conjugate gradient methods.
Figs. 1 -2 list the performance of the CGT M R, CG DESCN ET , P RP and F R conjugate gradient methods. relative to CPU time, the number of iterations, respectively, which were evaluated using the profiles of Dolan and Moré.
Clearly, Figs. 1 -2 present that our proposed method CGT M R exhibits the best overall performance since it illustrates the highest probability of being the optimal solver, followed by the CG DESCEN T , P RP and F R conjugate gradient methods relative to all performance metrics.
CONCLUSION
In this paper, however, we have proposed a new and simple d k that is easy to implement. Our numerical results have shown that, our new method has the best performance compared to the other standard CG methods. We have also provided proof that this method converges globally with strong Wolfe line search.
