In this paper an alternative approach to the method of asymptotic expansions for the study of a singularly perturbed linear system with multiparameters and multiple time scales is developed. The method consists of developing a non-singular linear transformation that transforms an arbitrary n-time scale system into diagonal form.
INTR~DUCTI~N
Singular perturbations of a two point boundary value problem are an active subject of research with a long history. By employing the asymptotic expansion of such systems under strong conditions on the coefficient matrices, existence, uniqueness, and approximations of solutions of such systems are studied in [11-131. In [I, 6, 14, 151 , under less demanding conditions on the coefficient matrices, boundary value problems for two-time scale linear systems are analyzed. Furthermore, the fast and slow mode decomposition approach [ 1, 9 , 151 provides a modern alternative technique to study the singularly perturbed systems.
In this paper, by following a hierarchical order reduction scheme for a joint multiparameter and multi-time scale singular perturbation of a linear system [7, 8, lo] , a linear non-singular transformation, which totally decouples an arbitrary n-time scale multiparameter linear singularly perturbed system, is developed. This fast and slow mode decomposition provides a technique to find an approximate solution of the original system in terms of the solution of an auxiliary system corresponding to the decoupled system. Furthermore, the decoupled system provides a useful mechanism to relate the asymptotic behavior of the solution of the original system and the solution of the degenerate system relative to the original system. This paper is organized as follows: In Section 2, by following the argument of [7, 8, lo] , a joint multi-time scale multiparameter singularly perturbed two point boundary value problem is formulated. For the sake of convenience and simplicity a few notations are defined in Section 3. These notations will be used throughout this paper. In Section 4, by following the decoupling procedure of [7] , a totally decoupling process is briefly discussed. The validity of the transformation is investigated in Section 5. Moreover, the asymptotic behavior and the representation of the transformation in terms of the given coefficient matrices are given. In Section 6, a much simpler way to find a solution and an approximate solution of the boundary value problem is discussed. Furthermore, it is shown that the limit of the solution of the original boundary value problem is the same as the solution of the boundary value problem for the degenerate system. These results are motivated by the work of Chang [ 1 ] and Harris [6] .
PROBLEM FORMULATION
Consider a linear time-varying system of differential equations (2.1) with the boundary condition fl k$l lIQl(4 x,,(O) + @X4 x,,Cl I] = B{(E), (2.2) where E=(E:E: . ..&.I . . .&i&Z . . . E;), A-, E R-J, j~J(l, r,), i~J(l,n); the Y,'S are positive integers and J(a, b) = {a, a+ 1, . . . . h}; a, FEZ+ u {O), n,=z;=, n,,; the dimension of the entire system (2.1) is N= C:'= r ni. In (2.1) all the coefficient matrices are continuous on R+ and have appropriate dimensions. For j E J( 1, yi) and i E J( 1, n), the parameters a: are positive real numbers. For fixed in J( 1, n), the E('S have the same order with respect toj. This means that the following inequality is valid:
where &i and Ei are positive numbers. Furthermore, for any Jo J( 1, r,), the ai's have different orders with respect to i. (2.6) ,=l
where Xi=(XITXT, ...XEt)T; iEJ(l,n);
For simplicity we omit the arguments of the matrix coefficient functions. The matrices in (2.5) are block matrices that are formed in an obvious way from the coefficient matrices in (2.1) with the Dls being defined by where the I, are identity matrices of appropriate dimensions. In view of (2.3) and (2.4), the elements of the Dj matrices are bounded, that is, &<Ei, &{ jE.Z(l, r,), iEJ(1, n), (2.8) where the bounds in (2.8) depend on the corresponding bounds in (2.3).
Thus system (2.5b(2.6) is equivalent to the multiparameter multiple time scale system (2.1)-( 2.2).
NOTATIONS AND DEFINITIONS
For the sake of simplicity and convenience, let us introduce the following notations.
For m~J(0, n-l), reJ(0, m), f~.J(r, n)
where
~r=~m,x,*,* I' = Ix:= ,.,XZs,.,' J(r)=lx:=,n,xIy=,n,~ and for meJ(O,n-2) Define DiAv, for m=O and i,j~J(l,n)
A;p'+q!!:;+,L,-,+lj, for m~J(1, n-I) and i,j~J(l, n-m);
and am is defined by DiAu, for m=O and i,j~J(l,n)
A^~-'+a~~~l,+,ca~~~+,,,_,+,J-l~~~~+,,, for mEJ(l,n-1) and i,jEJ(l, n-m).
a"' can be represented by 
DIAGONALIZATION PROCESS
In this section our aim is to develop a procedure to totally decouple the original system (2.5). This can be done by carrying over the procedure exactly as in [7] . The only difference is that the boundary conditions are changed due to the application of the transformation. By following a procedure as in Section 4 in [7] , at the mth step, we will have and L,, M, satisfy the following differential equations:
Then we will have Furthermore, this fast and slow mode decoupling procedure terminates after (n -1) steps. In the light of this, m in (4.1) and (4.2) belongs to J( 1, n -1). At the end of (n -1) steps the original system (2.4) with (2.5) will be completely decoupled.
This totally decoupled system is rewritten as ii, =A,,(n-1) u,, (4.10) (2.5 ). An application of this composite transformation T"-" to (2.5) gives rise to (4.8). The structure of T"-" is
where, for all m EJ(O, n-2) and qEJ(0, m -l), PA-,(k), P:-,(k), C,_,(k), R,_,(k) are given by the following: for 1 Q k < n -q -1, [p~L,(mi= EnpyMinpy, _ z*+En-qMin-yLn-q,,
for 16i<n-q-1, for l<i<n--q-l,j=l, for l<iQn-q+l, 2<j<q+l.
for i= l,j= 1,
for i=2,j=l, for i= l,j=2, for i= 2, j= 2, for 36i<q+2,j=l andi=1,3Qj<q+2, XL n y,l-y-k+l> for i= l,j= 1, E I,~ y M n ye-k+in L ,,-l/n-y-k+,> for 2<i<k-l,j= 1, andi=1,2<j<k-1, -L n-yn-y-~k+lr for i= k,j= 1, M n-y-k+1 n--y, ;;;::;k -l)lii, for i= l,j= k, for 2<i,j<k, 0 c ) for k+l <i<k+q,j= 1 and i= 1, k+ 1 <j< ksq.
We note that T2 transforms the original system (2.5)(2.6) into the totally decoupled system (4.10)(4.11). Furthermore, we observe that (4.13) is the inverse of T,,_,, for m E JO, n -2), and hence Fn em is invertible. Denoting 3, _ m as the inverse of F,,,,_,,r, S2=.!?,,o$Pi~ ... 03, is an inverse of T2. Therefore the solution of the original system can be given in terms of the solution of the totally decoupled multi-time scale system (4.10)-(4.11) by X(t) = S'(t) U(t), where U(t) is the solution of (4.10)-(4.11).
VALIDITY OF TRANSFORMATIONS
In order to establish the validity of the transformations, we will establish the existence, boundedness, and other fundamental properties of (4.12) for meJ(O,n-2). In the following we state and prove the boundedness and an approximation of L,(t) for each mEJ(0, n -2). Proof The proof of the theorem requires a sequential proof. This means that first we prove the existence of a bounded solution L, of (4.12) for m = 0. By using this and Remark 5.1, we prove the existence of a bounded solution of (4.12) for m = 1. We continue this sequential process until m = n -2. To avoid the repetition in the argument of the proof, in the following we present the proof of existence of bounded solution of L, of (4.12)for any mGJ(O,n-2).
Let dr(t) be a fundamental matrix solution of k=A,,(m,t)X Then there exist positive real numbers yrn, K,, such that Ilh(~)4;'(s)ll 6L, exp(y,It-sl), O<t,s<l. 
Choose E,,,~/E,,,~ -, , kEJ(2, n-m), and p such that the following inequalities are satisfied: Now we will prove that for every 0 < t < 1, the second term of (5.9) can be expressed as
Let us rewrite the above integral as
Applying the integration by parts formula to the first term of (5.11), we will have (5.14)
From (5.9)-(5.14) and from the third term of (5. where H,(E) is the solution of (4.12).
Proof: The proof is similar .to the proof of Theorem 5.2 and Corollary 5.1.
EXISTENCE AND APPROXIMATION THEOREMS
This section deals with the existence of solutions of the original problem (2.5k(2.6) by establishing the existence of a solution of the totally decoupled system (4.10) with boundary condition (4.11). Furthermore the solution of the original problem is analyzed as E, -+ 0 for fixed ie J(2, n) and it is shown that it converges to a solution of the corresponding degenerate system. An approximate solution of (2.5k(2.6) is obtained by considering the auxiliary system corresponding to the totally decoupled system (4.10) with boundary condition (4.11). These results are an extension and generalization of earlier results [ 1, 6, 11, 141. In the following, we establish the existence of a solution of the totally decoupled system (4.10) with boundary condition (4.11) and the original boundary value problem (2.5)-(2.6). For this purpose, we present the following lemma. Existence of fundamental matrix solutions 4,-J t) for m E J(0, n -2) of (6.1) satisfying inequalities (6.2) is obvious from Lemma 1 in [3] . From (6.5), it is clear that expression (6.4) satisfies the system of differential equations (4.10). From the boundedness of A Il(n -1 ), it is known that the fundamental matrix solution #l (t) of (6.3) is bounded. The boundedness of solution (6.4) follows from (6.2), (6.5), and the above statement. This completes the proof of the lemma. 1, E)diag{U,(l), lJ2tl), . . . . U,(l)}, (6.6) where the U i)s are as defined in Lemma 6.1. Assume that A( E) is non-singular. Then (i) the boundary value problem (4.10) with boundary condition (4.11) has a solution which can be expressed as
iEJ( 1, n), (6.7) where (q Tnc +jT=d(~)-'
B(E),
(ii) the original boundary value problem (2.5)-(2.6) has a bounded solution and it is given by X(t)=S'(t) U(t), (6.8) where S* is as in Remark4.2 and U(t)= (UT(t), U:(t), . . . . U:(t))' is as defined in (i).
Proof From Lemma 6.1, (6.7) satisfies the system of differential equation (4.10). Also, it can be verified that (6.7) satisfies the boundary condition (4.11) . This completes the proof of (i). Let us prove (ii). Since S* = (T*)-' and U is the solution of the transformed system (4.10) with boundary condition (4.11), X(t)=S*(t) U(t) is a solution of (2.5)-(2.6). Boundedness of solution (6.8) follows from the boundedness of U(t) and S*. This completes the proof of the theorem.
In the following we present a theorem which deals with convergence of decoupled system (4.10) and the original problem (2.5) with corresponding degenerate systems, as E, ~ m -+ 0, for m E JO, n -2). For this purpose we present two lemmas which are useful in our further discussion. LEMMA 6.2. Let the assumptions of Theorem 6.1 be satisfied. Then the matrix solutions U,(t), Unpi(t); iEJ(m+ l,n-2), in (6.5) converge to matrix solutions VW,(t), VVnpi(t); iE J(m + 1, n -2), of the following system of differential equation, respectively, as E,-, -+ 0: From (6.3), (6.9), and (6.12) the fundamental matrix solution U,(t) of (6.3) as defined in (6.5) converges uniformly to a fundamental matrix solution VW,(t) of (6.9) and satisfies the relation
k=n-m
( 1 From (6.1), (6.2), (6.10), (6.13), Lemma 1 in [3] , and [4] , there exists a fundamental matrix solution qnn-i(t), in J(m + 1, n -2) of (6.10) such that One can verify that W,(t), VVnei(t); iEJ(m+ l,n-2), are matrix solutions of (6.9) and (6.10), respectively. Moreover the convergence of u,-,(t) to !JV,-~(I) for iEJ(m+ l,n-1) as &,-,-PO, follows from (6.5), (6.16), and (6.17). This completes the proof of the lemma. as .s,_,+O. From (6.2), (6.5) and (6.7), for iEJ(n-mm, n), we have ll~i(t)ll~{exP[ -zf]+exP[ -5(1--t)]] llVi(E)ll. (6.27) From the boundedness of l[A-'(c)ll, which is proved in Lemma 6.3, and the boundedness of B(E) and (6.27), we conclude that vi(t) converges to o(t)=O, for O<t<l as E,-,+O for iEJ(n-m,n). This proves that the limit function Ui( t), i E J(n -m, n), satisfies the algebraic system in (6.23) for 0 -C t < 1 as E,-m + 0. Now we prove that the limit function of vi(t), for isJ(1, n-ml), can be expressed by oi(t) = wi(t) fji, (6.28) where vi is the ith component of A ~'(E"') B(sm), and Qj(t) satisfies differential system (6.23). To prove U,(t) in (6.4) converges to Uj( t) in (6.28), let us consider
(6.29)
From (6.14), (6.16), (6.21), and Assumption A6.1, we have
Il"i(t)rli-wi(f) riitt)ll G II"i(t)-wi~t)ll IIVi(t)ll + Ilwi(t)ll llyli-fill (6.30) Convergenge of vi(t) to O,(t) for i~J(l,n--m-l) as E,-,-+O follows from (6.29) and (6.30). Proof of Ui( t), i E J( 1, n -m -1 ), satisfies the differential system (6.23) and follows from Lemma 6.2. This completes the proof that U(t) converges to function O(t) and a(t) satisfies (6.23). To prove the boundary condition, let us notice that the function o(t) can be defined as This completes the proof that the components Xj, j~J(l, n), satisfy the algebraic system in (6.25). Now we will prove that Xi, in J( 1, n-m -l), satisfies the differential system in (6.25). Notice that yi, i E J( 1, n -m -1) is the ith component of (SnPm-10Sn-m-2~ . . . oS,)O. Let us denote r(t) = ?, 0( 1). Then, Further notice that for i = n -2 one can verify that (CT, FT) satisfies the system of differential equations 1 (6.43) In a similar fashion if we continue this, then we observe that (IT, . ..) XT n--m~ ,)T satisfies the system of differential equations where The above system can be rewritten as From (6.7), (6.52), and (6.54), we have II U,(t) -vm(f)ll 6 llu,(t) rim -V,(t) 4mll (6.55) This proves that the solution V(t) in (6.52) of auxiliary system (6.45) with boundary condition (6.46) approximates the solution U(t) in (6.7) of the decoupled system (4.10) with boundary condition (4.11). Now we will prove that S'V approximates the solution X(t) in (6.8) of the original boundary value problem (2.5)-(2.6). From (6.8), (6.52), (6. This completes the proof of the theorem.
