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Implications of hydrodynamics on the design of pulsed sieve-plate extraction
columns: A one-fluid multiphase CFD model using the volume of fluid method
Daniel W. Theobald∗, Bruce Hanson, Michael Fairweather, Peter J. Heggs
School of Chemical and Process Engineering, University of Leeds, Leeds, LS2 9JT
Abstract
Presented is a detailed assessment of dispersive mixing and turbulence characterisation of an industrially represen-
tative pulsed sieve-plate extraction column (PSEC) obtained using multiphase CFD modelling. The system consists
of a 150 mm diameter column with two perforated plates dispersing a 30 vol% dodecane/tributyl phosphate mixture
in 3 M nitric acid. Operational conditions were chosen to examine pseudo steady-state dispersion regime operation.
Three-dimensional transient flow calculations were performed using large eddy simulation (LES), coupled with the
volume of fluid method. This study finds that LES is effective at capturing the different scales of turbulence present
within PSECs, and their operational influence. Explicit analysis of the hydrodynamics established that the sieve-plates
drive dispersive mixing through their influence on the resulting turbulent flow and flow structures. Furthermore, the
standard round-hole sieve-plate design is found to perform poorly at producing and distributing the types of flow and
turbulence beneficial to droplet size reduction.
Keywords: CFD simulation, Volume of fluid, Pulsed sieve-plate extraction column, Dispersive mixing, Liquid-liquid
flow, OpenFOAM
1. Introduction
The pulsed sieve-plate extraction column (PSEC) has
played a key role in nuclear solvent extraction processes
since reprocessing of spent nuclear fuels started more
than half a century ago. For sensitive operations in-
volving rich solutions of fissile plutonium, geometri-
cally safe PSECs offered a feasible means of conduct-
ing solvent extraction operations by dramatically reduc-
ing toxicity, radiological and criticality risks. Since
its early adoption into the industry, the PSEC has be-
come a vital component of reprocessing facilities such
as Hanford (USA), Idaho National Laboratory (USA),
La Hague (France) and the thermal oxide reprocessing
plant, THORP, (UK) (McKetta, 1998).
PSECs operate on the principle of facilitating mass
transfer through maximising interfacial contact area
during counter-current flow between two mixed fluids,
a heavy and a light phase. The heavy phase usually
consists of a rich aqueous liquor containing the desired
components for extraction, with the light organic phase
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containing a ligand capable of removing the desired
components from the aqueous phase. The heavy phase
enters from the top section of the column and exits from
the bottom. Conversely, the light phase will enter from
the bottom and flow from an outlet at the top. Settling
sections are located at the top and bottom of the column
for the organic and aqueous phases respectively. Pulsing
of the light phase fluid is thought to induce shear forces
on the fluid across the sieve-plates leading to efficient
droplet formation in those regions of high shear (Yadav
and Patwardhan, 2008).
Classically, PSECs are sized and built through em-
pirical design correlations and subsequent pilot plant
tests. However, from a review of available literature,
presented by Yadav and Patwardhan (2008), it is evi-
dent that little is known about the underlying fundamen-
tal hydrodynamic behaviour of such columns, resulting
in a poor design basis. Some resurgence in PSEC re-
search is apparent over the past decade through new
investigations into their hydrodynamics using compu-
tational fluid dynamics (CFD). However, these studies
are mainly rudimentary, typically employing Reynolds-
averaged Navier-Stokes (RANS) methods using k-ε tur-
bulence modelling to close the descriptive equations
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Nomenclature
α Local volume fraction in VOF
∆ρ Density difference between phases (kgm−3)
∆ Filtered length scale (m)
λ0 Kolmogorov length scale (m)
λMI Mixing index
µc, µd Continuous/dispersed phase dynamic viscos-
ity (Pa·s)
ν Kinematic viscosity (m2s−1)
νt Sub grid scale kinematic turbulence eddy vis-
cosity
Ω Vorticity tensor (s−1)
φ f Mesh cell face volumetric flux
ρ Density of fluid (kgm−3)
ρ′ Fluctuation in local density (kg/m−3)
ρc, ρd Continuous/dispersed phase density (kgm
−3)
σ Interfacial tension (Nm)
τR Residual stress tensor
τt Turbulent (Reynolds) stress tensor (Pa)
τv Viscous stress tensor (Pa)
T Lagrangian relaxation time scale
ε Dissipation rate of turbulence kinetic energy
(m2s−3)
A Amplitude of pulse (m)
D Column diameter (m)
d Plate hole diameter (m)
e Fractional free area
f Frequency of pulse (Hz)
G Filter function
g Gravitational acceleration (ms−1)
h Plate spacing (m)
k Turbulence kinetic energy (m2s−2)
L Leonard stress tensor
M Scaled composite rate-of-strain tensor
n f Mesh face centred interface normal vector
P Pressure (Pa)
R Insphere radius of tetrahedron (m)
S Rate-of-strain tensor (s−1)
s f Mesh cell face area vector
T Double filtered residual stress tensor
U Velocity (ms−1)
u′ Residual velocity field (ms−1)
Ur Relative artificial compression velocity in
VOF
Uc, Ud Continuous and dispersed phase superficial
velocity (ms−1)
VC Mesh cell volume (m
3)
(Yadav and Patwardhan, 2009; Kolhe et al., 2011; Sen
et al., 2018). Whether this approach can be considered
suitable for systems of such complexity is questionable.
In particular, it is likely that the time-dependent nature
of a pseudo-steady-state, three-dimensional, counter-
current, liquid-liquid system cannot be realistically rep-
resented through eddy-viscosity based turbulence mod-
elling.
This work aims to improve on previous PSEC mod-
elling efforts moving away from time-averaged mod-
elling approaches in order to provide the higher level
detail that is required for a study of this nature. Through
the use of a time-dependent, three-dimensional, tur-
bulent eddy-resolving method, the important time-
varying, energy-containing turbulence structures within
PSECs can be predicted allowing a detailed analysis of
their mode of operation. This is achieved using large
eddy simulation (LES) coupled with dynamic sub-grid
scale (SGS) modelling that can provide accurate and re-
liable predictions of complex flows. Work on LES mod-
elling of fluid flow through simpliefied PSEC goemtries,
published by Khatir et al. (2016), reveals the need for
complex modelling techniques to capture characteris-
tic turbulence, while initial modeling trials by Theobald
et al. (2018) highlight distinctions between single-phase
and multiphase PSEC systems in their hydrodynamics.
In the presented work, multiphase interface interactions
are modelled using the volume of fluid (VOF) method
with appropriate heavy and light phase fluidic properties
capturing surface tension, density and viscous effects.
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The simulations presented here were performed using
the open source finite volume CFD code OpenFOAM®
(Version 4.1).
2. Governing equations and simulation methodol-
ogy
2.1. Fluid flow simulation approach
The large eddy simulation approach works on the basis
of reducing the degrees of freedom of the flow problem
through scale-separation of the flow domain. This is
the removal of small-scale information that would oth-
erwise be computationally expensive to resolve (energy
scale filtering). Larger scales representative of the grid
size can be calculated directly by solving the Naiver-
Stokes equations. More precisely, the velocity fluctu-
ations (turbulence) are calculated explicitly within the
resolved scale field, defined by a cut-off length. Sub-
sequently, the sub grid scales are modelled implicitly
through the use of additional subgrid scale models. Typ-
ically, and especially for dynamic SGS models, the cut-
off length is defined via mathematical filtering opera-
tions (Sagaut, 2010). A general definition for filtering is
given by (Leonard, 1975):
U(x, t) =
∫
G(r, x)U(x − r, t)dr (1)
where the normalization condition is met when integrat-
ing over the entire flow domain and specified filter func-
tion G: ∫
G(r, x)dr = 1 (2)
and the velocity field is decomposed to the filtered ve-
locity U and residual field u′:
U(x, t) = U(x, t) + u′(x, t) (3)
The filtered mass and momentum equations in conser-


















the residual-stress tensor and turbulence kinetic energy,
respectively, is given by:










Ui U j (7)
Provided the numerical mesh has been refined ade-
quately, the approximated contributions from the SGS
model should not dramatically impact the accuracy of
the LES solution. However, given that a well-defined
LES can have up to 20% of the energy spectrum mod-
elled (80% resolved) it is still useful to consider the ap-
propriateness of the SGS model available (Pope, 2000).
In this case the LES was coupled with the dynamic
Lagrangian SGS model from Meneveau et al. (1996).
The dynamic Lagrangian SGS model is a variant of
the Smagorinsky model. A Lagrangian temporal av-
eraging approach is applied over fluid path-lines in or-
der to calculate SGS model coefficients based on infor-
mation from the larger unfiltered energy scales. This
SGS model, therefore, incorporates considerations for
the turbulence history of the case, in contrast to older
and less accurate spatial averaging schemes that disre-
gard such information. Although originally validated
for systems with homogeneous directions it is readily
applicable for unsteady flows with complex geometries,
ideal for this study (Meneveau et al., 1996).
The dynamic Lagrangian SGS system of equa-
tions starts with decomposition of the residual stresses
through double-filtering operations using Germano’s
identity (Germano, 1992):
Ti j = ÛiU j − Û iÛ j = τ̂Ri j + Li j (8)
where the Leonard stresses (known as the ‘resolved
stresses’) are:
Li j = Û iU j − Û iÛ j = Ti j − τ̂Ri j (9)
In the above equations the () represents single-filtering
at length scale ∆ and (̂) indicates double-filtering at
length scale 2∆. The LES simulations conducted in this





where the model coefficient C is taken as 1 (OpenCFD
Ltd, 2016).
The framework of the Smagorinksy (1963) model
is used to approximate the residual stresses from the
Smagorinsky constant (cs) and resolved rate-of-strain
tensors (S i j and Ŝ i j) using the model equations:
τRi j = −2c
2
s∆
2|S |S i j (11)
Ti j = −2c2s(2∆)2|Ŝ |Ŝ i j (12)
together with a model equation for the scaled composite
rate-of-strain tensor:
Mi j = 2∆
2
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For the model to dynamically consider turbulence evo-
lution over time, Cs is evaluated at each time-step using:






















(Mi jMi j −FMM) (16)
In this case, the relaxation time scale T, that is the mem-




with θ representing a dimensionless coefficient used for
fine-tuning the model and time length of the Lagrangian
averaging process (Meneveau et al., 1996). Typically
θ = 1.5, however for more complex industrial flows it
is more appropriate to use θ = 3, with the time scale
increased to better capture historic turbulence effects
of changing geometric properties of the flow along the
fluid flow path-lines (Verma and Mahesh, 2012).
2.2. Multiphase modelling approach
The multiphase system was modelled using a one-
fluid multiphase approach using the VOF method devel-
oped by Weller (2008) for OpenFOAM®’s ‘interFoam’
solver. In this case, mass and heat transfer were not con-
sidered. The motions of both incompressible immisci-
ble fluids, i.e. the organic phase and aqueous phase liq-
uids, are solved using a single set of momentum equa-
tions, mentioned previously. Surface tension (σ) is in-











where n f is the face centred interface normal vector.
The position of each fluid is tracked via the scalar
field α representing the localised volume fraction. The
aqueous phase liquid is represented when α = 1 and the
organic phase liquid is represented when α = 0. Any
intermediate value represents an immiscible mixture of
the two fluids, particularly in regions of low mesh re-
finement. The time-dependent distribution of α for a











jα(1 − α)] = 0 (20)
Here, any spatial variation in the fluids physical prop-
erty, Φ, can be modelled and tracked through α using
the weighting method:
Φ = αΦaq + (1 − α)Φorg (21)
In order to dampen numerical diffusion, the last term on
the left-hand side of Eq. (20) is added to limit smearing
of the interface via the relative artificial compression ve-
locity Ur. The magnitude of numerical compression can














where φ f is the volumetric flux evaluated at the cell face
surface and S f is the cell face area vector. A more de-
tailed breakdown of the specifics of the interFoam code
is given by Deshpande et al. (2012). Typically Cα = 1
is set as the default value when modelling free surface
problems. However, for droplet dynamics it is more re-
alistic to increase the level of compression to Cα = 4, as
shown by Tretola et al. (2017). Therefore, this modifi-
cation was adopted in this simulation.
2.3. Computational domain and geometry
To best replicate industrial PSEC unit operations found
in the nuclear reprocessing industry, the geometry used
in this investigation was designed using generic sizing
constraints taken from Logsdail and Slater (1991) in
‘The Handbook of Solvent Extraction’ which provides a
range of dimensions for previously operational PSECs.
The dimensions of this column are listed in Table 1. Due
to the complexities and varying length scales inherent to
this geometry, a tetrahedral mesher was chosen to pro-
duce an unstructured three-dimensional purely tetrahe-
dral mesh of 5.5 M nodes with refinement towards the
plates and column walls, seen in Fig. 1.
The mesh in the near plate region was resolved in
order to discretely capture droplet formation, droplet-
fluid interactions and fluid transfer behaviour across the
plate throughout pulsing. In order to reduce the compu-
tational burden, the mesh in the bulk flow region was
resolved to a level high enough to accurately resolve
enough of the turbulence energy spectrum and implic-












Figure 1: Geometry and mesh, with axis orientation, of PSEC used in CFD simulations.
Table 1: Characteristic dimensions of PSEC geometry
Parameter Dimension
Column Diameter, D (m) 0.150
Column Height (m) 1.604
Decanter Heights (m) 0.300
Decanter Diameters (m) 0.250
Inlet / Outlet Diameters (m) 0.050
Number of Plates 2
Number of Holes 283
Hole Diameter, d (m) 4.46×10−3
Fractional Free Area, e (%) 25
Plate Thickness (m) 0.002
Plate Spacing, h (m) 0.300
Bottom Inlet Height from Base (m) 0.350
More specifically, the volume of the largest tetrahedral
cell, with edge length (l), is (2.016×10−7 m3) which cor-
responds to an insphere radius of 2.44 mm comparable














Furthermore, a two-plate geometry was chosen on the
basis that the inter-compartmental hydrodynamics re-
main largely unchanged past the second plate. Similar
reasoning has been used for justification of 2 - 4 plate
models by previous investigators (Kolhe et al., 2011;
Khatir et al., 2016). A large plate spacing of 300 mm
was chosen in order to observe the inter-compartmental
flow characteristics. A reasonable decanter height and
diameter was chosen to provide enough fluid volume to
dissipate agitative effects and allow for settling in these
regions. The light phase inlet represents an ANSI sched-
ule 80 pipe with a thickness of 5.54 mm.
2.4. Choice of operational parameters and fluid prop-
erties
To achieve a stable operation the inlet flow velocities
and pulse velocity (A f ), described in Section 2.5, were
calculated using Eq. (24), from Smoot et al. (1959), and
Eq. (25), from Berger and Walter (1985), which are both
used to predict the throughput limit before flooding oc-
curs (Uc +Ud) f . Here, Co is the orifice discharge coeffi-
cient taken as 0.6, a solvent-flow-ratio of 1 was chosen
and Ct is the mass fraction of the solute in the aqueous
feed. Since no mass transfer is included in this study Ct
5
is taken to be 0.



















(Uc + Ud) f = (24.528 + 2.537σ + 0.0548σ
2)






















Subsequently, the column was then characterised to
be operating under a dispersed regime (between mixer-
settler and emulsion regimes) using the pulse velocity












(1 − e)(1 − e2)
A f < A ft Dispersion Regime
(26)
In this operational regime, the column produces sta-
ble mixing conditions forming clear dispersed organic
phase droplets rising via gravity driven flow. More de-
tails of PSEC operating regimes and flooding is avil-
able in the paper ‘Design aspects of pulsed sieve plate
columns’ by Yadav and Patwardhan (2009).
With regards to the chemical properties, a tributyl
phosphate (TBP)/dodecane mixture at 30/70 wt% and
nitric acid were chosen as the light (organic) and heavy
(aqueous) phase fluids respectively, with a surface ten-
sion of 9.83 mNm−1. The density of TBP/dodecane and
HNO3 were taken as 806 kgm
−3 and 1110 kgm−3 and
the kinematic viscosities were taken as 2.35 × 10−6 and
1.017 × 10−6 m2s−1 respectively.
2.5. Boundary conditions
A summary of the boundary conditions used are listed
in Table 2. Conditions for the volume fraction, pressure,
velocity and SGS model fields (FLM ,FMM , νt) were
specified at the inlet, outlet and wall boundary patches
as well as for the internal (initialised) field.
Inlet values for α were set according to the phase rel-
evant at each boundary patch with a zero gradient condi-
tion (from cell centres to boundary faces) applied at the
walls. The internal field for α was initialise to include
a volume of organic fluid in the decanter zone at the
top of the column, creating a droplet disengagement in-
terface between the two fluids characteristic of PSECs.
This was achieved by assigning any cell above a given
reference height, in this case 1.3 m, α = 0 and any cell
bellow as α = 1.
The OpenFOAM® interFOAM solver solves the mo-
mentum equation using a modified pressure field ‘p
rgh’, the static pressure excluding the hydrostatic con-
tribution (calculated from the local cell density):
p rgh = Pstatic − ρcellg(h − hre f ) (27)
This causes complications at the pressure boundary
patches when modelling closed systems in instances
where the density of the fluid varies significantly with
height. In this case without modification, the pressure
at the bottom (aqueous) outlet is overestimated as the
hydrostatic head at that point is calculated based on the
local heavier density and doesn’t account for the lighter
fluid in the disengagement section. In order to rectify
this imbalance a custom condition was used:
Plocal = P0 − ρcell(1 − |U |2) + ρcellg(h − hre f ) (28)
This allows one to correctly assign considerations for
the hydrostatic head contribution at each outlet via P0
estimated through the expression:
P0 = ρcgz f − hre f (29)
where z f is the z-direction cell-face-centre height and
ρc is the density of the continuous phase in that re-
gion, namely nitric acid at the bottom outlet and
TBP/dodecane at the top outlet. In both cases a refer-
ence height hre f is used to discreetly set where there is
a sharp change in density, i.e. at the disengagement in-
terface.
A fixed velocity of 0.015 ms−1 was assigned for the
aqueous phase inlet. In order to simulate pulsed dis-
persed flow, the organic phase inlet was prescribed by
a time-varying sinusoidal boundary condition, avail-
able within the standard OpenFOAM® libraries, char-
acterised as:
U = A f sin(2π f t) + Uo f f set (30)
where the amplitude of the pulsation is controlled via A,
the frequency of pulsation set by f and the mean veloc-
ity (average throughput) set by Uo f f set. Together, both
6








































Uo f f set = 0.015
Outflow:




Fixed normal gradient 0
Return flow:
Calculated from flux
No slip Uniform value
(0 0 0)
FLM Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Uniform value
1 × 10−3
FMM Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Uniform value
1 × 10−3
νt Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Fixed gradient 0 Uniform value 0
conditions provide a solvent-flow-ratio of 1 and a total
volumetric throughput of 0.106 m3h−1. The velocity at
the outlets were given a mixed condition type. During
normal outflow a zero gradient condition applies, whilst
during events of return flow the incoming velocity is ob-
tained from the flux in the patch-face normal component
of the internal-cell value.
For the SGS transport equations, a value for the in-
ternal field must be set in order initialise the solution.
However, these values are immediately overwritten and
so are of little consequence to the final solution provided
stable initial values are given.
2.6. Solution method
A transient Euler time-derivative scheme was used
along with a multi-dimensional cell limited least-
squares gradient scheme for all equations solved. Ad-
ditionally, the velocity and volume fraction transport
equations were solved using second-order divergence
schemes. The SGS model transport equations were
solved using a bounded first-order upwind divergence
scheme, this is of particular necessity for this SGS
model as unbounded scalars can quickly lead to diver-
gence through negative values (Stoll and Porté-Agel,
2006). Convergence for the transient case was reached
when the final residual fell below 1x10−6 for each trans-
port equation at each time step. This was achieved us-
ing the transient PIMPLE (mixed PISO/SIMPLE) al-
gorithm solving within 2 outer-loop iterations at each
time step with 3 inner-loop iterations and with no under-
relaxation, maintaining transient accuracy. Using the
semi-implicit MULES (Multi-dimensional limiter with
explicit solution) algorithm for descritsation of the vol-
ume fraction field, a fixed maximum Courant number
was applied using an adjustable time-stepping option
with the average Courant number oscillating between
0.006 and 0.012. An additional four inner-loop sub-
cycling steps, through MULES, was also implemented
to improve stability and accuracy of the solution of the
volume fraction transport term. Final solutions were
taken when time step convergence was observed, and
the volume fractions and outlet velocities showed cyclic
steady-state behaviour.
The simulation was parallelised and ran across 192
processors (∼28,600 cells per processor) using the Uni-
versity of Leeds’ ARC3 HPC facilities (University of
Leeds, 2019). The time step was in the order of 0.0003
s once fully developed cyclic stead-state flow had been
achieved. On average, a wall-clock time of 1.32 hrs pro-
duced 1 s of simulated transient flow.
2.7. Post-processing operations and analysis
In order to extract more information from the simu-
lations than is generated directly by the solver, addi-
tional mathematical operations were performed in post-
processing. To highlight persistent characteristics of
the fluctuating flow field, results across 200 pulse cy-
cles were ensemble time-averaged, denoted by 〈·〉, into
four sets of results at 1/2π, π, 3/2π and 2π during the
sinusoidal pulse cycle. From this, the mean velocity
and pressure fields were calculated. Additionally, one
can extract information on the turbulence kinetic energy
from the velocity fluctuations, U′
i
= Ui−〈Ui〉, and resid-
7






















and the resolved field turbulence dissipation rate from
the fluctuating rate-of-strain tensor and residual sub grid
contribution:




〉 + 〈εr〉 (33)
where the rate-of-strain tensor is defined as:


















and the constant Cµ is taken to be 0.09 (Pope, 2004,
2000; Tennekes and Lumley, 1972). The total produc-
tion of turbulence kinetic energy was calculated using
Eq. (36). Both the mechanical production and buoy-
ant flux terms were considered. Neglecting to include
contribution from the buoyant flux term can result in
a negative production of turbulence kinetic energy, an
observed phenomena in multiphase flows (Gayen and
Sarkar, 2011)












In order to determine the dispersive mixing capabil-
ity, the ‘mixing index’ λMI field can be calculated from
the magnitudes of the rate-of-strain tensor (shear-strain-
rate), |S |, and vorticity tensor, |Ω|. In this case, both
where calculated from the filtered velocity field:
λMI =
|S |














The mixing index is a scalar variable used to quantify
the ratio of rotational and irrotational flow components
and is commonly used in industrial colloidal applica-
tions in assessing mixing effectiveness (Cullen, 2009).
A value of 0 represents pure rotational flow, 0.5 rep-
resents simple shear flow, and value of 1 represents
pure elongational flow. When irrotational flow is dom-
inant, droplets experience a type of deformation which
stretches (elongates) them inducing breakage and dis-
persion. Other modes of flow (rotational and shear) do
not contribute as efficiently to dispersive mixing, instead
inducing bulk or local rotation of the suspended droplets
(Rauwendaal, 1999). Using this criteria, one can evalu-
ate the dispersive mixing efficiency of the system a pri-
ori based purely on the velocity field. The mixing index
field calculated from Eq. (37) was ultimately ensemble
time-averaged for analysis.
Alternatively, other turbulence characteristics have
been used to explain droplet breakup mechanisms in the
formation of emulsions in turbulent flows. As described
by Vankova et al. (2007), classical studies of emulsifi-
cation theorise two modes of emulsification defined by
the turbulent length scales and droplet sizes. When the
size of the smallest turbulent eddies in the continuous
phase are smaller than the droplets, deformation results
under the action of pressure fluctuations and is known
as the “turbulent inertial regime”. When the smallest
eddies are larger than the droplets viscous stresses in-
side and between the eddies result in deformation under
the “turbulent viscous regime”. Through comparison
of the turbulent (Reynolds) stresses, Eq. (39), viscous
stresses, Eq. (40) and eddy length scales, defined by the
Kolmogorov length scale Eq. (41), the primary mode of
mixing can be identified and used to describe mechanis-
tically the functionality of PSEC mixing:










3. Results and discussion
3.1. Flow detail and turbulence resolution of the LES
Profiles of the magnitude of the instantaneous veloc-
ity fields are presented in Fig. 2. Shown here are two-
dimensional slices across the y-normal plane (x = 0 m)
at the end of the simulation at the four chosen character-
istic points in the sinusoidal pulse cycle, the colour plot
is presented on a logarithmic scale. From Fig. 2 it can
seen that the LES was successful in capturing the time-
dependent features of the velocity field at various length
8
scales throughout the flow domain. Notable characteris-
tics in the flow include the large scale jet emerging from
the organic phase inlet, the turbulent features in the or-
ganic inlet pipe and in those emerging before and after
each sieve plate. The turbulence, facilitated by water
entrainment, and buoyancy effects, from the influx of
organic fluid, within the feed pipe obscure any observ-
able time-dependent effects from the imposed velocity
boundary condition. In each decanter zone, a sharp re-
duction in the flow velocity can be seen with develop-
ment of the flow in the boundary regions. The flow en-
tering the column from the aqueous phase inlet is mostly
laminar/transitional in nature, with no sharp gradients
in the velocity. The turbulent features observed in the
organic inlet are a consequence of the multiphase inter-
face interactions between the two fluids in that region,
discussed further in Section 3.2.
The quality and accuracy of the LES was assessed us-
ing the resolution of the turbulence within the system.
This was based on how much of the turbulence kinetic
energy was explicitly resolved, from the velocity fluctu-
ations, and what contributions were made from the SGS
model. Fig. 3 shows a colour plot of the cell values
of the turbulence resolution calculated using Eq. (32).
The LES was found to resolve turbulence throughout
the domain, with some individual cells under-resolved
in the bulk flow region. However, a volumetric aver-
age showed only 2.6% of the turbulence energy spec-
trum is represented by the SGS model in this system,
with the remaining resolved explicitly from the filtered
LES, well above the recommended 80% resolution cri-
teria (Pope, 2000, 2004). It was observed that close to
the column wall boundaries and near the aqueous phase
inlet kr was likely overestimated. Large kr contributions
in the wall region are a consequence of the model which
does not correctly consider scaling towards the wall; i.e.
Figure 2: Magnitude of the instantaneous velocity field at (a) 1
2
π, (b) π, (c) 3
2
π and (d) 2π. Velocities in ms−1.
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kt should tend to zero at the wall. This was less of an
issue in the plate region where the velocities, and there-
fore kr, was explicitly resolved to the surface due to a
high local mesh density. With regards to the aqueous
phase inlet, the flow in this region is laminar/transitional
due to low inlet velocity boundary condition. Conse-
quently, kr is likely to be over-contributing in this area
also implying that the sub grid model employed may be
less applicable at low Reynolds numbers. This could be
avoided by increasing the grid resolution in these areas,
however, it is of little consequence to the accuracy of
the solution in the areas of interest.
Figure 3: Plot of the LES turbulence resolution at 1/2π.
3.2. Representation of the multiphase system
The time-dependent volume fraction of each fluid was
tracked throughout the flow domain using the VOF
method, a snap-shot of which has been provided in
Fig. 4 at π. At the organic phase inlet the boundary
condition was set to feed pure organic liquid (α = 0).
Here, the organic phase quickly coalesces into droplets
through entrained aqueous liquid in the feed pipe, likely
by way of surface tension and local turbulence effects.
A small amount of organic liquid is also seen to entrain
in the aqueous phase inlet pipe which reached an equi-
librium amount after some time. This feature did not
significantly influence development of the flow in the
incoming aqueous phase feed.
The disengagement interface at the top of the column
was seen to deviate and equilibrate +40 mm from its ini-
tial position. During typical operation, the level of this
interface is managed to avoid carry-over during unsta-
ble operation. With severe flooding it is reported that
hold-up tends to continuously deviate from equilibrium
and the disengagement interface rises until carry-over
eventually occurs (Mcallister et al., 1967).
The total hold-up of the system, which includes fluid
in both the decanter regions, was found to equilibrate
at 30.6 vol%, thus indicating stable (non-flooding) be-
haviour. Droplets were observed to form through-
out the domain with little organic phase hold-up be-
hind/under each plate, indicative of dispersion regime
operation predicted by empirical correlations outlined
in Section 2.4. The stage-wise equilibrium hold-up,
from plate to plate at z = 0.702 − 1 m, was found
to be low at 5.1 vol% despite running the column at a
solvent-flow-ratio of 1. Industrial columns have run to
hold-up values of 30 vol% before phase inversion oc-
curs (Logsdail and Slater, 1991). The sinusoidal pulse
caused the stage-wise hold-up to oscillate but by a small
amount of ≈ ±0.1%. The extent of the stage-wise hold-
up is important as it primarily dictates the extent of
mass-transfer in the system, along with the hold-up dis-
tribution and interfacial surface area contact with the
aqueous phase via the droplet-size distribution. Older
laboratory experiments describe PSEC’s running upto
solvent-flow-ratios of 7 in order to achieve higher sol-
vent loading (Lade et al., 2013). Solvent loading limita-
tions highlight an obvious area for improvement in tra-
ditional PSEC designs and should be the focus of further
research and development regarding process intensifica-
tion of these units.
In regards to the numerical description and motion
of the dispersed phase, a distinguishable level of nu-
merical diffusion of α was observed in the bulk flow
region despite the use of suggested numerical compres-
sion schemes and high mesh resolution. This is a con-
sequence of the VOF method. Nevertheless, the gen-
eral motion of droplet swarms between the plates were
distinguishable in the bulk continuous phase flow and
mechanisms of droplet formation can be seen above and
across the plates. As for the near plate regions, droplets
were observed to percolate through the plates continu-
ously, detaching from the plate once enough fluid co-
alesced near a plate-hole to break surface tension and
drive flow across. The VOF model used does not ac-
count for contact angle which may affect the wetting
behaviour observed here.
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Figure 4: Plot of the instantaneous volume fraction field, α, at π. Contour lines have been plotted for reference at α values of 0.25, 0.5, 0.75 and
0.95.
3.3. Evaluation of hydrodynamics
Hydrodynamic behaviour was evaluated primarily from
observation and predictions of the system’s ensemble-
averaged flow characteristics in terms of values of ve-
locity, pressure, mixing index number, turbulence ki-
netic energy and turbulence kinetic energy dissipation
rate. In doing so, persistent features of the flow can be
evaluated.
Fig. 5 was generated by taking discrete values of
the averaged velocity field across the column (x-axis at
y = 0) at heights corresponding to the centre of the bot-
tom plate (z = 0.701 m), the centre of the middle com-
partment (z = 0.850 m), and the centre of the top plate
(z = 1.001 m) at each time considered. Continuous plots
of the mean velocity components can be seen for predic-
tions taken across the centre of the middle compartment.
Discontinuous predictions across the plates are a result
of the geometry, in that each curve is a prediction across
a single hole with adjacent curves corresponding to ad-
jacent holes. Due to the formation of large rotational
structures between the plates, driven by gravitational ef-
fects, most of the momentum in the system is expressed
largely in the z-direction with small rotational elements
in the x and y directions. The flow in the centre of the
compartment is seen to remain mostly invariant with
regards to time with only small deviations in the flow
structure. Conversely, the flow across each plate shows
an observable evolution across the pulse cycle. At the
maximum pulse amplitude (at 1/2π) momentum in the
positive (upward) z-direction is at its greatest and neg-
ative z-direction momentum is small, with the opposite
observed at the minimum amplitude (3/2π). One might
expect the flow to be comparable when the pulse cycle
is at its median amplitude states, at π and 2π. However,
a slight preference in the positive z-direction is observed
at 2π compared with that at π. Nevertheless, the varia-
tions observed across the plate, with respect to time, are
relatively small despite the fact that the pulse velocity is
comparable to the mean feed velocity.
With respect to the spatial distribution of momentum
across the bottom plate, a persistent positive peak in the
z-direction is observed in the flow with small negative
peaks towards the edge of the plate (where x > ±0.05
m). This is indicative of the large pulsing jet from the or-
ganic phase inlet impinging on the bottom plate. At this
point, the organic phase is distributed across the plate
and the surrounding continuous phase flow (under the
plate) separates into two large vortices either side of the
jet. This also indicates that during this mode of oper-
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Figure 5: Ensemble averaged mean velocity components plotted along the x-axis (y= 0 m) at z= 0.701 m (centre bottom plate), z= 0.850 m (middle




π and 2π; 〈Ux〉 ( ), 〈Uy〉 ( ), 〈Uz〉 ( ).
fluids across the plate, with the continuous phase more
likely transferring across, in the downward direction, at
the outer edges of the plate.
The continuous phase flow in the centre of the middle
compartment was observed to be dominated by a large
rotational structure, in the y-normal plane, encompass-
ing the entire volume of the compartment. This is rep-
resented in Fig. 5 by the distribution of the mean veloc-
ity across the column, with a clear upward momentum
for x < 0 m and downward momentum for x > 0 m.
Without quantitative historical (Lagrangian) tracking of
the droplets un-available in the VOF model is it unclear
how such structures affect the path and residence time
distribution of the droplets in the column. However, the
droplets were observed to more likely transit across the
compartment where x < 0 m. Such behaviour will hin-
der the extraction efficiency during mass transfer oper-
ations due to the creation of artificial concentrations of
the solvent droplets on one side of the column. More-
over, the continuous phase fluid is likely to stagnate
within the rotational structure increasing residence time
which would effect the equilibrium concentration of the
solute within the column.
The rotational structure observed in the middle com-
partment clearly influences the flow across the top plate,
resulting in a similar distribution of the z-direction mo-
mentum. This is likely a consequence of the resulting
path of the droplets before reaching the plate. Assum-
ing this behaviour persists in a PSEC with more stages,
this could have serious implications for the efficiency
of the system in terms of solute-solvent contact, dis-
cussed previously, and flow resistance across the plate.
Systems which exhibit flow resistance across the plates
could be more sensitivity to flooding having a lower
maximum throughput capacity, in which case it would
be advisable to introduce downcommers and other plate
features in order to control the distribution of the dis-
persed phase and improve transfer paths of each fluid
across the plates. The hydrodyamics of such design fea-
tures in PSECs have been briefly explored by Yadav and
Patwardhan (2009).
The ensemble-averaged pressure (Pstatic − ρgh), tur-
bulence kinetic energy , turbulence kinetic energy dis-
sipation rate, and mixing index were calculated along
12
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Figure 6: Field properties plotted along the height of the column at x= 0 m, y= 0 m; 1
2
π ( ), π ( ), 3
2
π ( ), 2π ( ).
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Figure 7: Field properties plotted along the height of the column at x = −0.05 m, y = 0 m; 1
2
π ( ), π ( ), 3
2
π ( ), 2π ( ).
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Figure 8: Field properties plotted along the height of the column at x = 0.05 m, y = 0 m; 1
2
π ( ), π ( ), 3
2
π ( ), 2π ( ).
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the z-axis at x= 0 m, x= −0.05 m, and x= 0.05 m, all
at y= 0 m with the results presented in Fig. 6, Fig. 7,
and Fig. 8 respectively. In each case, plots of the flow
properties highlight notable characteristic behaviour at
the plates and proportionally little variation with respect
to time, with the exception being the turbulence kinetic
energy dissipation rate at the plates.
Fig. 6 shows that the organic phase enters the col-
umn at high pressure, with respect the rest of the col-
umn. The velocity of the fluid and buoyancy effects in
the confined pipe region lead to a relatively high veloc-
ity and, therefore, a high dynamic pressure contribution
which is quickly damped on exit of the inlet pipe (at
z = 0.4 m). Even after averaging, there is still a signif-
icant level of spatial fluctuation in the pressure gradient
within the organic inlet pipe, this feature also being ob-
servable in plots of the turbulence properties. This sug-
gests that the flow in this region is particularly dynamic
and turbulent despite having an assigned low Reynolds
number velocity condition at the boundary. Variations
in the local density from droplet formation and buoy-
ancy effects are likely driving the creation of turbulence
in this region. This observation is of particular impor-
tance for those implementing RANS models wherein
the turbulent conditions must be assigned at the bound-
ary. One may assume rather laminar conditions, but the
observations here suggest this is clearly not the case.
Between the organic phase inlet and the first plate
(0.4 m <z< 0.7 m) the pressure quickly normalises, as
mentioned before, to a stable operating dynamic pres-
sure ≈ 120 Pa. This pressure is roughly maintained
throughout the column, although large pressure spikes
observed across each plate. More specifically, there is
a pressure spike, drop, and recovery across each plate.
This is a consequence of Bernoulli’s principle and con-
servation of mass across the sieve-plate, which is ex-
pected behaviour in a choked flow (Yadav and Patward-
han, 2009). Comparing pressure results between the
centre of the column, Fig. 6, and close to the walls,
Fig. 7 and Fig. 8,the pressure between the plates is com-
parable (little variation with radial distance), although
the pressure spike across the sieve-plates is greater to-
wards the walls than in the centre of the column. Simi-
lar patterns are also apparent in the turbulence kinetic
energy dissipation rate. The uneven distribution of
pressure and turbulence kinetic energy dissipation rate
across each plate is likely a consequence of the uneven
velocity distribution, seen in Fig. 5.
The turbulence kinetic energy of the system at x= 0 m
is seen to increase towards the bottom plate then quickly
drop off as the pulsing jet of organic fluid passes through
the plate. The organic phase below the bottom plate
accelerates, as a result of buoyancy, with this and im-
pingement on the plate resulting in a gain in turbulence
kinetic energy. This is then quickly dampened at the
first plate suggesting that the overall distribution of the
organic fluid is inefficient with regards to desired mass
transfer performance. Subsequently, the level of tur-
bulence kinetic energy remains approximately constant
throughout the rest of the column, and roughly constant
with regards to radial distance, although with a slight
increase and then drop and recovery through the top
plate. The level of turbulence kinetic energy dissipation
rate is also shown to be approximately equal throughout
the bulk flow regions of the column with some notable
spikes through the plates. Again, comparing Fig. 6 to
Fig. 7 and Fig. 8 it is evident that more dissipation oc-
curs towards the walls of the column than in the centre
line.
The quality of dispersive mixing in the system was
determined using the mixing index value which quan-
titatively assesses the types of flow inherent within the
system. Fig. 6, Fig. 7 and Fig. 8 all indicate the sys-
tem is principally characterised as a simple shear flow
with all values of the index between 0.5 − 0.6. An av-
erage value of 0.54 is consistent along the height of the
working section of the column (0.4 m < z < 1.3 m) with
some slight improvement across the plates. Macroscop-
ically, this means that the system is poor at producing
the types of flow that are thought to contribute to the
breakup of droplets as discussed in Section 2.7. This
also suggest that in order to improve the performance
of these columns more consideration should be given to
the plate design and manipulation of the resulting flow
structure to promote elongational flow.
Additionally, the turbulence characteristics were fur-
ther assessed in relation to their impact on mixing.
Namely, in terms of the comparative contributions of
the turbulent to viscous stresses, the turbulence length
scales, turbulence kinetic energy and budget terms in
the production and dissipation of turbulence kinetic en-
ergy.
Classical discussion of PSECs, in particular in Ya-
dav and Patwardhan (2008), mention ‘shear forces’ as
directly responsible for the determination of droplet
size/hold-up and, by extension, the column operational
regime. Moreover, shear forces are said to result from
the sieve-plate geometry and spacing. It is unclear
whether the authors are describing viscous, turbulent
or the total shear in the system, stresses, often used as
a synonym to describe shear indirectly, or the individ-
ual shear components of the stress tensor or some other
mathematical description relating to shear. In this study,
the magnitude of the viscous and turbulent stress tensors
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were calculated and compared, the aim being to under-
stand mechanistically how PSECs accomplish mixing.
Fig. 9 compares the turbulent stresses, arising from fluc-
tuations in fluid momentum, and viscous stresses, re-
sulting from a fluids resistance to physical deformation.










Figure 9: Magnitudes of the viscous ( ) and turbulent stress ( )
plotted along the height of the column at 2π.
Firstly, the turbulent stresses within the system are
three orders of magnitude greater than the viscous
stresses. Consequently, these results illustrate that tur-
bulence has the greatest influence on PSEC operation.
Secondly, although the viscous stresses are influenced
by the sieve-plates, increasing by an order of magnitude
in the near-plate region, the dominant turbulent stresses
show no direct relationship with the plate (i.e. no in-
crease near the plate). The turbulent stresses do show
a slight increase and drop before and after the sieve-
plate however, a result of the turbulence kinetic energy
changes in these regions observed in Fig. 6, Fig. 7 and
Fig. 8. Thirdly, the size of the smallest eddies were
calculated to be 1.68 × 10−4 m, an order of magnitude
smaller than the droplets observed evolving from the
sieve-plate, as can be seen in Fig. 4. The eddie size
was calculated using Eq. (41) with an estimated a dissi-
pation rate of 0.0013 m2s−3 taken from averaging dissi-
pation rates given in Fig. 6 between both plates (0.702
m < z < 1.002 m). Eddies within the plate sieve-holes,
where the dissipation rate spikes, will be even smaller.
As mentioned in Section 2.7, the Kolmogorov length
scale can be used to determine if mixing occurs due to
turbulence or viscous influences (Vankova et al., 2007).
Here, the length scale indicates that mixing is performed
under a turbulent inertial regime further justifying the
hypothesis that the turbulent stresses are predominately
responsible for mixing in PSECs.










Figure 10: Disspation rate ( ) and total production ( ) of turbu-
lence kinetic energy plotted along the height of the column at 2π.
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In contrast to the previous points, a number of stud-
ies have shown sieve-plate geometry and spacing to di-
rectly influence PSEC operating behaviour (Yadav and
Patwardhan, 2008). Rather than this being explained
through viscous (shear) effects in the near-plate region,
the evidence presented here suggests that sieve-plate de-
sign may instead have a direct relationship with the pro-
duction, dissipation and resulting kinetic energy within
the system, and therefore with the operation of PSECs.
Fig. 10 compares the total production, see Eq. (36), and
dissipation of turbulence kinetic energy along the height
of the column. In both plots there are clear increases
through the sieve-plates indicating that the plates do
influence the turbulence in these regions. However,
both terms are relatively balanced which would explain
why no significant increase was observed in the tur-
bulent stresses near the plates. Moreover, the differ-
ence between the production and dissipation terms in
the bulk flow drops after the first plate resulting in less
turbulence kinetic energy throughout the rest of the sys-
tem. Consequently, the turbulence potential available
for mixing thereafter is dampened due to the design of
the first plate. Eq. (41) describes the minimum size of
the turbulence length scale, and therefore mixing per-
formance, to be inversely proportional to the dissipation
rate. Therefore, improvement to sieve-plates capacity to
produce turbulence kinetic energy would, in-turn, facili-
tate increases in the dissipation rate in the bulk flow and
likely improve mixing throughout the system.
4. Conclusions
Presented here are the conclusions from a numerical
investigation concerning the hydrodynamic character-
istics of a PSEC representative of those found in nu-
clear reprocessing industries. Evidence was presented
to show the column operating in a pseudo steady-state
dispersed regime, via available design correlations, and
analysis and assessment of the predictions from the LES
coupled VOF CFD model are as follows:
1. During dispersed regime operation the macro-
scopic fluid flow properties were found to show
time-invariance despite a prescribed sinusoidal
pulsing condition at the organic phase inlet bound-
ary.
2. For dispersed regime PSECs, turbulence was found
to be the biggest contributing hydrodynamic fac-
tor to dispersive mixing determined through direct
comparison of viscous and turbulent stresses.
3. The PSEC sieve-plate design used in this study,
based on traditional designs, was found to be in-
effective for the distribution and facilitation of tur-
bulence for mixing which directly influences the
size and stability of dispersed phase immiscible
droplets.
4. Analysis of the decomposed turbulence kinetic en-
ergy budget suggests improvements to the plate de-
sign could be made to preserve the dissipation rate
throughout the column, via greater turbulence pro-
duction at the plates, resulting in smaller droplets
in the bulk flow region improving mass transfer.
5. Assessment of the mixing index criteria also high-
lights that classic square-edge round-hole sieve-
plate designs are poor at generating the types of
(elongational) flow that contribute to the breakup
of droplets in turbulent flow, therefore reducing the
efficiency of turbulent mixing.
6. The stage-wise organic phase hold-up for the
PSEC design considered was found to be low, at
5.1 vol%, when operating at a solvent-flow-ratio
of 1.
7. Although stable non-flooding operation was
achieved in the simulation, the resulting flow struc-
tures showed observable restriction in the near-
plate regions and non-homogeneous distribution of
droplets between the plates.
8. The LES was successful in producing time-
dependent information of the hydrodynamics to a
high resolution capturing the majority of the turbu-
lence energy spectrum.
This study highlights the importance of time-
dependent three-dimensional flow modelling in under-
standing the intricacies of PSEC operation. Further
studies are required to compare the presented results
against previously explored Reynolds-averaged predic-
tive approaches and two-fluid multiphase flow models.
Quantified validation of the LES-based PSEC model
against experimental data is also necessary, although at
the present time there is a paucity of data that could be
used in this regard.
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