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kratica anglesˇko slovensko
CPE Central processing unit Centralna procesna enota
GPE Graphics processing unit Graficˇna procesna enota
FPGA Field-programmable gate array Programirljivo vezje
VHDL VHSIC Hardware Programski jezik za
Description Language opisovanje strojne opreme
HPS Hard Processor System Sistem s centralno procesno enoto
FLOPS Floating-point Sˇtevilo operacij v plavajocˇi
operations per second vejici na sekundo
GFLOPS 106 FLOPS 106 FLOPS

Povzetek
V diplomskem delu se osredotocˇamo na testiranje programirljivega vezja s
pomocˇjo programskega ogrodja OpenCL in predstavimo razlicˇne optimiza-
cije, ki jih ponuja Alterina razsˇiritev ogrodja OpenCL, lastnosti in nacˇine
uporabe plosˇcˇice FPGA. Nasˇ cilj v delu je bil ugotoviti, kaksˇna je ucˇinko-
vitost sinteze vezja z ogrodjem OpenCL, kaksˇen je vpliv razlicˇnih optimi-
zacij na ucˇinkovitost izvajanja sˇcˇepcev, in rezultate primerjati z izvajanjem
na graficˇno procesni enoti. Uporabo ogrodja OpenCL na vezju FPGA smo
analizirali z implementacijo nenatancˇnega mnozˇilnika, matricˇnega mnozˇenja,
Sobelovega filtra in rezanja sˇivov. To smo implementirali v splosˇnejˇsi obliki,
za izvajanje na vecˇ arhitekturah, in v optimizirani obliki, za izvajanje le na
vezjih FPGA.
Kljucˇne besede: OpenCL, FPGA, VHDL, heterogeni sistemi, rezanje sˇivov,
Sobelov filter.

Abstract
Main focus of our thesis is testing FPGA circuit with OpenCL framework.
The thesis presents different optimization methods that extends OpenCL
framework, features of FPGA board, and overview of different programming
designs with FPGA board. Our aim is to determine the OpenCL compiler’s
efficiency while translating high-level kernels to low-level circuit, impact of
various optimizations on kernel’s runtime and compare results with per-
formance on the graphics processing unit. We analyse designs build with
OpenCL on FPGA circuit through implementations of approximate multi-
plier, matrix multiplication, Sobel filter, and Seam carving. Mainly, the
implementations are device independent, for executing kernels on many dif-
ferent architectures, while some of them are optimized for FPGAs only.
Keywords: OpenCL, FPGA, VHDL, Heterogeneous systems, Seam carving,
Sobel filter.

Poglavje 1
Uvod
Zˇe dolgo cˇasa so v ospredju vecˇjedrni procesorji in specializirane graficˇne
enote, ki so zmogljivost nasˇih racˇunalnikov obcˇutno povecˇali. Sistem, ki
vsebuje razlicˇne procesne enote, imenujemo heterogen sistem. Izmed vseh
procesnih enot so se graficˇno procesne enote (GPE) izkazale za zelo ucˇinkovite
pri graficˇno zahtevnih aplikacijah in tudi pri resˇevanju problemov z visoko
stopnjo podatkovnega paralelizma. Danes si resnicˇno tezˇko predstavljamo
racˇunalnik brez vecˇ jedrnega procesorja in GPE.
Pri izkoriˇscˇanju zmogljivih naprav v heterogenih sistemih, za razvoj apli-
kacij za znanstvene, financˇne namene ali zgolj aplikacij za zabavo, racˇunal-
niˇskih iger, pogosto uporabljamo programsko orodje OpenCL, ki ga je leta
2009 predstavilo racˇunalniˇsko podjetje Apple. Najbolj razsˇirjeno programsko
orodje za izkoriˇscˇanje naprav v heterogenih sistemih je postalo zaradi sˇiroke
podpore naprav razlicˇnih proizvajalcev, neodvisnosti od operacijskih siste-
mov, preproste uporabe, neodvisnosti od vrste pomnilnikov in enostavne pre-
nosljivosti med razlicˇnimi arhitekturami. Poleg tega pa je standard OpenCL
odprtokoden. Danes za razvoj in standardizacijo OpenCL skrbi skupina raz-
vijalcev Khronos Group.
Zelo razsˇirjene procesne enote GPE, ki so v zadnjih dveh desetletjih med
pospesˇevalniki v racˇunalnikih prevladovale, porabijo veliko elektricˇne ener-
gije, zato v zadnjem cˇasu ponovno prihaja do zanimanja za programirljiva
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vezja (angl. field programmable gate array, FPGA). Cˇeprav so bila vezja
FPGA prvotno namenjena za razvoj specificˇno integriranih vezij, so v zadnjih
dveh desetletjih postala zmogljivejˇsa, cenovno dostopnejˇsa in z razvojem sis-
temov na cˇipu tudi bolj splosˇno namenska. Razvijanje aplikacij je z jeziki za
opisovanje vezij (angl. hardware description language, HDL) navadno zamu-
dno in predvsem drugacˇno od obicˇajnega poteka razvijanja aplikacij. Zaradi
omenjenih tezˇav je proizvajalec Altera, eden izmed najvecˇjih proizvajalcev
vezij FPGA, leta 2001 predstavil prvo plosˇcˇico oziroma programirljivo vezje s
podporo standarda OpenCL. Tako so zahtevnejˇsi razvoj aplikacij z uporabo
programskih jezikov za opis vezij FPGA priblizˇali tudi programerjem, ki teh
jezikov ne znajo uporabljati, so pa seznanjeni s programskim jezikom C in si
zˇelijo izkoristiti vse funkcionalnosti in zmogljivosti vezij FPGA.
V sˇtevilnih cˇlankih [1–3] lahko naletimo na zapise o uporabi in testiranju
vezij FPGA in o uporabi programskega orodja OpenCL; v njih so pokazali
mnogokratno pohitritev pri enaki porabi elektricˇne energije v primerjavi z
drugimi procesnimi enotami, kot sta GPE in CPE.
V sklopu diplomske naloge smo se osredotocˇili na testiranje plosˇcˇice FPGA
Atera DE1-SoC, ki povezuje vezje FPGA in sistem s procesorjem. Plosˇcˇica
spada med predstavnike vezij FPGA, ki sodijo v nizˇji cenovni razred, kljub
temu pa ponuja sˇirok nabor vhodno/izhodnih prikljucˇkov, sistem na cˇipu
z dvojedrnim procesorjem in zmogljivo vezje FPGA Cyclone V. Zˇeleli smo
testirati zmogljivost vezja FPGA z uporabo programskega orodja OpenCL,
ga primerjati z uporabo na GPE in spoznati prilagoditve, potrebne za boljˇse
izvajanje sˇcˇepcev na vezju FPGA.
V naslednjih poglavjih bomo predstavili tehnologije, ki smo jih uporabili,
od heterogenih sistemov, vezja FPGA, jezika za opisovanje vezij VHDL do
programskega ogrodja OpenCL, podrobneje pa bomo opisali sestavo plosˇcˇice
DE1-SoC. Za potrebe testiranja smo razvili pet algoritmov. Implementirali
smo nenatancˇni mnozˇilnik, kjer smo se osredotocˇili na primerjavo med imple-
mentacijo v jeziku VHDL in implementacijo s pomocˇjo sˇcˇepcev in program-
skega ogrodja OpenCL. Pri matricˇnem mnozˇenju smo primerjali izvajanje
3z razlicˇnimi implementacijami in poskusˇali algoritem prilagoditi arhitekturi
vezja FPGA. Primerjali smo tudi razlicˇne optimizacije in prilagoditve, ki
jih ponuja Alterina razsˇiritev programskega ogrodja OpenCL. Implementi-
rali smo Sobelov filter in algoritem rezanja sˇivov, ki sta predstavljala vecˇji
problem, omogocˇala pa sta testiranje izvajanja vecˇ sˇcˇepcev hkrati. Testirali
smo sˇe implementacijo s pomikalnim registrom, ki naj bi se ucˇinkovito sinte-
tizirala na vezje FPGA, in s kanali, ki naj bi omogocˇali hitrejˇso komunikacijo
med razlicˇnimi sˇcˇepci.
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Poglavje 2
Heterogeni sistemi
Poleg centralne procesne enote (CPE) imamo v racˇunalnikih tudi speciali-
zirane procesne enote, kakrsˇne so na primer graficˇne procesne enote za ob-
delavo slik in resˇevanje problemov, ki imajo visoko stopnjo podatkovnega
paralelizma. Centralne procesne enote so namenjene predvsem sekvencˇnemu
izvajanju kode in splosˇno namenskim aplikacijam. Poleg enot CPE in GPE
lahko v sistem zdruzˇujemo tudi sˇtevilne druge procesne enote, kot so progra-
mirljiva logicˇna vezja (FPGA) in procesor digitalnih signalov (angl. digital
signal processor, DSP). Enoten sistem z omenjenimi procesnimi enotami ime-
nujemo heterogen sistem [4].
Heterogen sistem zdruzˇuje vecˇ procesnih enot, ki opravljajo razlicˇne funk-
cionalnosti in so specializirane ter optimizirane za izvajanje posameznih opra-
vil. Z zdruzˇevanjem enot v enoten sistem pa se heterogeni sistemi srecˇujejo
tudi s tezˇavami, kot so pregrade med programskimi modeli za razlicˇne arhi-
tekture, zakasnitve pri komunikaciji med procesnimi enotami, odpravljanje
tezˇav pri naslavljanju zaradi pomnilniˇske hierarhije, odpravljanje nekonsi-
stentnosti ukazov. Uporabniki heterogenih sistemov si zˇelijo tudi enotno
racˇunalniˇsko okolje, ki temelji na razvoju racˇunalniˇskih jezikov, ogrodij in
aplikacij, ki izkoriˇscˇajo vzporednost. Kljub vsem nasˇtetim tezˇavam hetero-
geni sistemi prinesejo vecˇ dobrega kot slabega.
Poraba elektricˇne energije je veliko manjˇsa, cˇe zmogljivo racˇunsko enoto,
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na primer eno jedro CPE, ki ima visoko frekvenco ure, razdelimo na vecˇ
posameznih racˇunskih enot in znizˇamo frekvenco vsake enote. Skupaj bodo
porazdeljene enote z nizˇjo frekvenco izvedle posamezen ukaz enako hitro kot
eno jedro le, cˇe lahko vhodne podatke porazdelimo na vecˇ enot [5]. Podoben
princip je uporabljen pri enotah v heterogenih sistemih, kjer posamezne enote
porabijo manj elektricˇne energije, delujejo na nizˇjih frekvencah in so optimi-
zirane za izvajanje dolocˇenih operacij. Cˇe operacije in podatke primerno
porazdelimo med specializirane enote, bo rezultat na izhodu sistema dobljen
hitreje ali enako hitro kot na visoko frekvencˇnem enojedrnem procesorju.
Posamezne enote v heterogenih sistemih so optimizirane za izvajanje spe-
cificˇnih funkcij, na primer vektorskih operacij, in tako dosezˇejo ucˇinkovito
pohitritev brez odvecˇnih tranzistorjev in programskih poti. Centralno proce-
sna enota, ki je splosˇno namenska in ima zmozˇnost izvajanja najrazlicˇnejˇsih
funkcij, je zgrajena iz vecˇ tranzistorjev in ima vecˇjo zakasnitev pri izvajanju
posameznih ukazov.
Povezljivost vseh procesnih enot, energijska varcˇnost in povecˇanje zmoglji-
vosti heterogenih sistemov veliko prispevajo k razvoju racˇunalnikov, vprasˇanje
je le, kako prilagoditi programski model in kako ucˇinkovito odpraviti ome-
njene tezˇave.
2.1 Vezje FPGA
Vezje FPGA je integrirano vezje, ki ga uporabnik oziroma programer po-
ljubno nastavi. Sestavljeno je iz nastavljivih logicˇnih enot (angl. adaptive
logic module, ALM), te pa so obicˇajno sestavljene iz programabilnih pre-
slikovalnih tabel (angl. look-up table, LUT), pomnilnih celic (angl. flip-
flop), sesˇtevalnika in multiplekserja [6]. Z nastavljivimi logicˇnimi enotami
je mogocˇe implementirati poljubno logicˇno funkcijo. Opis le-te, oziroma
konfiguracija integriranega vezja FPGA za dolocˇeno funkcijo, je na splosˇno
dolocˇena z uporabo programskega jezika za opis strojne opreme.
Prvotno so vezja FPGA razvili z namenom, da bi lahko inzˇenirji nacˇr-
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tovali specificˇno integrirano vezje in preko mnogo iteracij dokoncˇno zgradijo
zadovoljiv in kakovosten izdelek za kasnejˇso mnozˇicˇno proizvodnjo. Sama
iteracija in nacˇrtovanje na vezju FPGA sta poceni, proizvodnja koncˇnega
ozˇicˇenega izdelka pa ne. Cˇe bi napako nasˇli med proizvodnjo bi bili strosˇki
ogromni.
Kljub prvotnemu namenu so vezja FPGA danes zelo mocˇno napredovala
in nam poleg same nacˇrtovalske vloge ponujajo tudi visoke zmogljivosti, pri
tem pa v primerjavi z drugimi pospesˇevalniki in splosˇnonamenskimi proce-
sorji porabijo zelo malo elektricˇne energije. Trenutna razvojna usmeritev
proizvajalcev vezij FPGA je tudi proizvodnja sistemov na cˇipu (angl. Sy-
stem on a Chip, SoC), ki zaradi povezljivosti splosˇnonamenskega procesorja
z vezjem FPGA omogocˇajo veliko dinamicˇnost pri nacˇrtovanju, nizko porabo
energije in zanesljivo delovanje. Nekatera vecˇja podjetja so se, predvsem
zaradi nizke porabe FPGA, odlocˇila uporabljati vezja FPGA za pospesˇitev
izvajanja poizvedb na strezˇnikih. Rezultati so bili zelo dobri tudi pri vecˇjih
obremenitvah [1].
Kot smo zˇe omenili, se na CPE za izvajanje dolocˇenih algoritmov izvede
vecˇje sˇtevilo ukazov, pri katerih posamezne enote na CPE niso vedno najbolj
izkoriˇscˇene. Pri vezju FPGA se z uporabo le nujnih gradnikov in zaradi para-
lelne enote izognemo dolgim cevovodom in nepotrebnim racˇunskim enotam,
ki za nasˇ algoritem niso potrebni. Tako dosezˇemo boljˇse cˇasovne zmogljivo-
sti, vendar pa obicˇajno porabimo vecˇ fizicˇnega prostora oziroma komponent
kot pri enostavnem procesorju.
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Poglavje 3
Izbrana tehnologija
3.1 VHDL
VHDL (angl. Very High Speed Integrated Circuit Hardware Description
Language) je programski jezik za opis, modeliranje in sintezo digitalnih ve-
zij. Pri programiranju navadno uporabljamo tri osnovne konstrukte in sicer,
programske knjizˇnice, objekte in arhitekture.
Programske knjizˇnice vsebujejo zˇe definirane procese in module, ki nam
omogocˇajo hitrejˇsi razvoj aplikacij. Objekt je osnovni konstrukt, ki definira
vhodne in izhodne povezave v danem okolju. Deklariramo zunanje signale
(angl. port) in jim dolocˇimo ime, podatkovni tip in smer. Signali pred-
stavljajo osnovne povezave za opis digitalnega vezja, arhitektura pa opisuje
delovanje vezja.
Osnovni elementi pri opisovanju delovanja vezja so, poleg prireditvenih
stavkov in pogojnih prireditvenih stavkov, procesi. Znotraj procesov je vrstni
red izvajanja stavkov pomemben, mogocˇe je uporabiti pogojne stavke, procesi
pa prav tako vsebujejo pomnilne elemente. Proces se izvrsˇi, ko se spremeni
vrednost vsaj enega izmed signalov na katerega je obcˇutljiv. Vecˇ procesov,
ki so obcˇutljivi na isti signal, se izvaja vzporedno.
Primer uporabe osnovnih elementov si lahko pogledamo v izseku 3.1.
9
10 POGLAVJE 3. IZBRANA TEHNOLOGIJA
Izsek 3.1: Primer implementacije entitete register z VHDL
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
entity REG is
port (
clk_in : IN std_logic;
rst_in : IN std_logic;
data_in : IN std_logic_vector (31 downto 0);
data_out : OUT std_logic_vector (31 downto 0)
);
end entity;
architecture Behavioral of REG is
signal q : std_logic_vector (31 downto 0);
begin
process (clk_in)
begin
if clk_in=’1’ and clk_in ’event then
if rst_in=’1’ then
q <= (others => ’0’);
else
q <= data_in;
end if;
end if;
end process;
data_out <= q;
end;
S programskim jezikom VHDL in razlicˇnimi programskimi okolji lahko
s pomocˇjo simulacije preverimo delovanje opisanega vezja. Na koncu se s
logika s sintezo pretvori na nivo logicˇnih vrat in pomnilnih celic.
3.2 OpenCL
OpenCL je programsko ogrodje za programiranje in izvajanje programov na
heterogenih sistemih. Sestavljajo ga programski jezik OpenCL C, ki temelji
na standardu ISO C99, programski vmesnik (angl. OpenCL API), ki skrbi
za nadzor platform in izvajanje programov na dolocˇenih procesnih enotah,
knjizˇnice in gonilniki za razvoj programske opreme. Kljub temu da program-
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ski jezik OpenCL C temelji na standardu ISO C99, je pri programiranju nekaj
omejitev, in sicer ne podpira rekurzije, kazalcev na funkcije, polj in struktur
spremenljive dolzˇine [7].
Ogrodje OpenCL lahko razdelimo na sˇtiri modele:
• model okolja – visoko-nivojski prikaz heterogenega sistema in vseh na-
prav v sistemu;
• model izvajanja – predstavitev poteka ukazov na napravah;
• pomnilniˇski model – predstavitev pomnilniˇske hierarhije znotraj ogrodja
in interakcije med posameznimi nivoji;
• programski model – abstrakcija, potrebna za implementiranje in izva-
janje sˇcˇepcev v razlicˇnih nacˇinih.
V ogrodju OpenCL imamo vedno enega gostitelja, na katerega je povezana
ena ali vecˇ racˇunskih naprav. Racˇunska naprava je lahko CPE, GPE, DSP,
FPGA oziroma katerakoli procesna enota, ki ima podporo za programsko
ogrodje OpenCL. Posamezna naprava je razdeljena na vecˇ racˇunskih enot, te
pa na vecˇ procesnih elementov.
Program je v ogrodju OpenCL sestavljen iz gostiteljskega programa in
enega ali vecˇ sˇcˇepcev (angl. kernel). Gostiteljski program se izvaja na go-
stitelju in komunicira z racˇunskimi napravami, na katerih se izvajajo sˇcˇepci.
Sˇcˇepci so navadno preproste podatkovno paralelne funkcije, napisane v pro-
gramskem jeziku OpenCL C. Definirajo delo posamezne delovne enote ali
delavca (angl. work-item). Vsako nit, ki izvaja sˇcˇepec, imenujemo delavec.
Vsak delavec ima svojo globalno identifikacijsko sˇtevilo (angl. global ID), ki
ga enolicˇno oznacˇuje v globalnem razponu. Globalni razpon je predstavljen
prostor v N-dimenzionalnem razponu, ki je lahko najmanj eno- in najvecˇ
tridimenzionalen. Vecˇ delavcev skupaj predstavlja delovno skupino (angl.
work-group), znotraj katere so delavci enolicˇno dolocˇeni z lokalno identifi-
kacijsko sˇtevilko (angl. local ID). Znotraj delovne skupine se lahko delavci
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sinhronizirajo in si med seboj delijo lokalni pomnilnik. Poleg globalne in lo-
kalne identifikacijske sˇtevilke ima vsak delavec tudi sˇtevilko delovne skupine,
ki ji pripada.
OpenCL definira sˇtirinivojsko pomnilniˇsko arhitekturo:
• globalni pomnilnik – dosegljiv je z vseh procesnih enot, ima visoko
latenco in ni sinhroniziran;
• pomnilnik konstant – del globalnega pomnilnika, do katerega je mogocˇ
samo bralni dostop, se med izvajanjem ne spreminja;
• lokalni pomnilnik – skupni pomnilnik znotraj delovne skupine;
• zasebni pomnilnik – registri za posameznega delavca.
Zakasnitev dostopa do pomnilnika pri nasˇtetih nivojih pada.
Programsko ogrodje OpenCL definira tudi dva razlicˇna programska mo-
dela: opravilni in podatkovni paralelizem. Pri podatkovnem paralelizmu so
kljucˇne nastavitev problemskega razpona, velikost delovnih skupin in prila-
goditev izvajanje sˇcˇepcev gleda na podatkovne strukture. Podatki se po-
razdelijo med delavce v delovnem razponu. Prvotno je ogrodje usmerjeno v
podatkovni paralelizem, omogocˇa pa tudi opravilni paralelizem. Ta omogocˇa
izvajanje vecˇ sˇcˇepcev hkrati.
Ena kljucˇnih lastnosti programskega ogrodja je prenosljivost, vendar pa
kljub dobri podpori za prenosljivost programov ni zagotovila, da bo med
razlicˇnimi pospesˇevalniki ucˇinkovitost izvajanja enaka. Za optimalno iz-
vajanje paralelnega dela potrebuje vsaka procesna enota oziroma vsak po-
spesˇevalnik ustrezne prilagoditve svoji arhitekturi.
3.3 Programski jezik C++
Programski jezik C++ je splosˇno namenski racˇunalniˇski programski jezik,
ki poleg proceduralnega programerskega pristopa omogocˇa objekten pristop.
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Pri razvoju gostiteljskega programa v programskem okolju OpenCL obsta-
jajo ovojnice, ki omogocˇajo objektno programiranje in lazˇje definiranje oko-
lja OpenCL na gostitelju z objekti ter tako boljˇso prenosljivost definiranega
okolja med razlicˇnimi problemi. Poleg objektnega pristopa pa se programski
jezik C++ prevede v strojni jezik in tako je veliko hitrejˇsi od jezikov, ki se
interpretirajo. Omogocˇa tudi zelo nizkonivojski dostop do pomnilnika. Za
potrebe testiranja algoritmov na graficˇni kartici AMD HD7870 smo upora-
bili prevajalnik Visual C++. Gostiteljski program za testiranje na plosˇcˇici
FPGA, natancˇneje za sistem s centralno procesno enoto (angl. hard proces-
sor system, HPS) oziroma procesor ARM, smo prevedli z ukazom, prikazanim
v izseku 3.2.
Izsek 3.2: Primer ukaza za prevajanje gostitelja za procesor ARM
arm−l inux−gnueabihf−g++ host / s r c /Main . cpp host / s r c /
AlteraOpenCl . cpp <os ta l e vhodne datoteke> −o
Matr ixMult ip l i e rHost −IC : / Altera /15 .0/ hld / host /
in c lude −I . . / −Iho s t / inc −I . . / . . / . . / −LC:\ Altera
\15.0\ hld\board\ t e r a s i c \de1soc \arm32\ l i b −LC: /
Altera /15 .0/ hld / host /arm32/ l i b −Wl,−−no−as−needed
− l a l t e r a c l −la lterahalmmd −la l terammdpcie − l e l f −
l r t − l d l − l s t d c++
3.4 Izbrana strojna oprema
3.4.1 AMD HD7870
AMD HD7870 je zmogljiva GPE, ki je pri racˇunanju v enojni natancˇnosti
precej ucˇinkovita. GPE ima 1280 jeder v 20 procesnih enotah. Frekvenca
ure na posameznih jedrih je 1,1 GHz, pri prenosu podatkov pa 1,2 GHz.
Najvecˇja teoreticˇna zmogljivost pri enojni natancˇnosti je 2560 GFLOPS, pri
dvojni pa le 160 GFLOPS. Graficˇno procesna enota ima na voljo tudi 2 GB
pomnilnika GDDR5 in je preko 256 bitnega spominskega vodila povezana na
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gostitelja. Najvecˇja teoreticˇna hitrost prenosa podatkov preko vodila je 153,3
GB/s. Pri polni obremenitvi potrebuje priblizˇno 275 W elektricˇne mocˇi [8].
3.4.2 Plosˇcˇa Altera DE1-SoC
Plosˇcˇa Altera DE1-SoC predstavlja robustno zasnovano strojno opremo, ki
so jo razvili na osnovi sistema na cˇipu FPGA. Zdruzˇuje visoko zmogljiv dvo-
jedrni procesor ARM Cortex-A9 z nizko porabo in vezje FPGA, ki uporab-
niku omogocˇa fleksibilnost [9]. Poleg tega ponuja velik nabor vhodno/izho-
dnih vmesnikov za povezovanje sˇtevilnih naprav. Povezavo med sistemom s
centralno procesno enoto, ki ga sestavljajo zmogljiv procesor, spomin in vho-
dno/izhodni vmesniki, in vezjem FPGA omogocˇa napredno razsˇirljiv vmesnik
(angl. advanced extensible interface, AXI).
Sistem HPS in vezje FPGA si ne delita vseh zunanjih prikljucˇkov. Dolocˇeni
zunanji vmesniki so dodeljeni le FPGA, drugi pa sistemu HPS. Te vme-
snike nastavimo s pomocˇjo zagonskega programa na vecˇprocesorskem sis-
temu, vmesnike na vezju FPGA pa preko slike na sistemu HPS ali preko dru-
gih kompatibilnih zunanjih virov. Nastavitev vezja FPGA preko zunanjih
virov, delovnega racˇunalnika, na katerega je prikljucˇena plosˇcˇica, imenujemo
tudi programski model JTAG. Nastavitve se ob ponovnem zagonu plosˇcˇice
izgubijo. Natancˇnejˇsa razdelitev posameznih komponent med sistemom HPS
in vezjem FPGA je prikazana na sliki 3.1.
Sistem HPS in FPGA imata locˇena vira napajanja, vendar je sistem HPS
konstantno prizˇgan, vezje FPGA pa je lahko prizˇgano ali ugasnjeno.
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Slika 3.1: Pogled na plosˇcˇo od zgoraj in razdelitev komponent med podsis-
tema HPS in FPGA
FPGA
Na plosˇcˇi DE1-SoC vezje FPGA povezuje naslednje pomembne komponente
[9]:
• Altera Cyclone V SE5CSEMA5F31C6N;
• USB-Blaster II – omogocˇa programiranje na plosˇcˇi (nacˇin JTAG);
• 64MB SDRAM (16-bitno podatkovno vodilo);
• sˇtiri potisne gumbe;
• deset stikal;
• deset rdecˇih lucˇk LED;
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• sˇest 7-segmentih zaslonov;
• sˇtiri 50MHz ure;
• prikljucˇek PS/2 za miˇsko ali tipkovnico.
Vezje FPGA Cyclone V je zgrajeno na osnovi 28 nm tehnologije. Posame-
zna logicˇna enota je sestavljena iz 8-vhodnega LUT, dveh polnih sesˇtevalnikov,
multiplekserjev in sˇtirih namenskih registrov, ki pripomorejo k optimizaciji
izvajanja.
Plosˇcˇica Altera DE1-SoC ima vezje FPGA Altera Cyclone V z oznako SE
5CSEMA5F31C6N. Sˇtevilo posameznih gradnikov si lahko ogledamo v tabeli
3.1.
Tabela 3.1: Gradniki FPGA
Ime gradnika Sˇtevilo ali velikost
Logicˇni element 85000
ALM 32075
Register 128300
Spomin (kB) 4450
Spominski blok 397
DSP blok 87
18x18 multiplekser 174
HPS
Sistem s centralno procesno enoto je zgrajen iz:
• 800MHz dvojedernega procesorja ARM Cortex-A9;
• 1GB pomnilnika DDR3 SDRAM (32-bitno podatkovno vodilo);
• gigabitnega prikljucˇka Ethernet;
• rezˇe micro SD;
• prikljucˇka UART v USB, USB mini.
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Ostale komponente so navedene v uporabniˇskih navodilih [9].
Most HPS-FPGA AXI
Most HPS-FPGA podpira napredno razsˇirljiv vmesnik (angl. Advanced
eXtensible Interface, AXI) in je sestavljen iz treh razlicˇnih elementov [6].
• Element FPGA-to-HPS v mostu AXI predstavlja visoko zmogljiv vme-
snik, ki podpira 32-, 64- in 128-bitno podatkovno sˇirino in omogocˇa
vezju FPGA prenos podatkov na HPS.
• Element HPS-to-FPGA v mostu AXI predstavlja visoko zmogljiv vme-
snik, ki podpira 32-, 64- in 128-bitno podatkovno sˇirino in omogocˇa
prenos podatkov HPS na vezje FPGA.
• Element HPS-to-FPGA v lahkem mostu AXI pa omogocˇa le 32-bitno
podatkovno sˇirino in prenos podatkov iz sistema HPS na vezje FPGA.
Obicˇajno se ta model uporablja le za komunikacijo z vhodno/izhodnimi
napravami in za dostop do statusnih registrov.
Poleg omenjenih povezav ima plosˇcˇa na voljo kontrolni sistem HPS SDRAM,
ki je sestavljeno iz vecˇvratnega krmilnika SDRAM in vmesniˇskega protokola,
ki definira povezovanje med krmilniki DDR in pomnilnimi komponentami
(angl. DDR physical layer interface, DDR PHY). Kontrolni sistem HPS
SDRAM si delijo predpomnilnik L2, vezje FPGA, ki dostopa do SDRAM
preko vmesnika FPGA-to-HPS SDRAM, in predpomnilnik L3. Vmesnik
FPGA-to-HPS SDRAM je tudi privzeti nacˇin komunikacije med vezjem FPGA
in sistemom HPS.
Obicˇajen potek nacˇrtovanja
Pri nacˇrtovanju projekta s plosˇcˇico DE1-SoC je treba najprej dolocˇiti, kako
bomo plosˇcˇico uporabili. Prvi nacˇin je samo uporaba vezja FPGA, drugi
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uporaba vecˇnamenskega procesorja ARM na sistemu HPS, tretji pa je kom-
binacija obeh.
Pri prvem nacˇinu razvoja aplikacije za vezje FPGA uporabimo program-
sko orodje DE1-SoC System builder, ki nam omogocˇa izbor potrebnih vho-
dno/izhodnih nozˇic. Po izboru vseh potrebnih nozˇic ustvarimo datoteko v
strojno opisnem jeziku Verilog ali VHDL in nastavitveno datoteko Quartus II.
Ta vsebuje prireditev nozˇic in nastavitve parametrov za posamezne nozˇice.
Datoteko Verilog/VHDL uporabnik dopolni s svojo poljubno uporabniˇsko
logiko in temu primerno doda svoje strojno opisne datoteke. Na koncu je
treba projekt prevesti in nastaviti vezje FPGA na plosˇcˇici z nastavitveno
datoteko, ki ima koncˇnico ”.SOF”. Nastavitev vezja FPGA je potrebna ob
vsakem zagonu sistema, cˇe nastavitven datoteka ni nastavljena kot privzeti
nacˇin zagona vezja FPGA [10].
Pri drugem nacˇinu, pri katerem zˇelimo nacˇrtovati program za sistem HPS,
je treba program napisati v programskem jeziku C s poljubnim urejevalnikom
besedil, kodo prevesti z ustreznim prevajalnikom (Altera SOC EDS), zagnati
operacijski sistem Linux iz spominske kartice na plosˇcˇici DE1-SoC, kopirati
izvrsˇljivo datoteko na plosˇcˇico in jo izvrsˇiti [11].
Pri tretjem nacˇinu, pri katerem program uporablja sistem HPS kot vezje
FPGA, je treba ustvariti projekt s programskim orodjem Quartus II, po-
dobno kot pri prvem nacˇinu, le da tu poleg uporabniˇske logike v strojnem
opisnem jeziku povezˇemo sˇe vhodno/izhodne komponente s sistemom HPS.
To storimo s pomocˇjo vgrajenega orodja Qsys. Po vseh nasˇtetih korakih
program sˇe prevedemo z orodjem Quartus II in izvrsˇimo posebno namensko
skripto za ustvarjanje zaglavnih datotek, ki so potrebne pri pisanju programa
za sistem HPS. V zaglavni datoteki so predvsem definirani bazni naslovi,
preko katerih lahko dostopamo do vhodno/izhodnih komponent, ki smo jih
predhodno povezali z orodjem Qsys. Sledi programiranje uporabniˇske logike
za sistem HPS v programskem jeziku C, kot smo omenili pri drugem nacˇinu.
Dodatno je potrebna le uporaba funkcij za preslikovanje naslovov in dostopov
do naslovljenega spomina, ki so podrobneje opisani v uporabniˇskih navodi-
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lih [9, 12]. Vezje FPGA je treba nastaviti z nastavitveno datoteko ”.SOF”in
nato izvrsˇiti izvrsˇljivo datoteko, ki smo jo dobili s prevajanjem programa v
programskem jeziku C [12].
Pri tretjem nacˇinu, pri katerem uporabljamo sistem HPS in vezje FPGA,
je s prevajalnikom Altera OpenCL SDK mogocˇe tudi implementiranje vzpore-
dnih algoritmov za FPGA preko vmesnika OpenCL. To nam omogocˇa hitrejˇsi
razvoj aplikacij, saj nam ni treba locˇeno razvijati logike s programskimi jeziki
HDL za vezje FPGA in posebej logike za sistem HPS s programskim jezikom
C. V nadaljevanju bomo preverili ucˇinkovitost izvajanja algoritmov, imple-
mentiranih s pomocˇjo programskega vmesnika OpenCL, na vezju FPGA.
Altera OpenCL SDK in prevajanje sˇcˇepcev
Pri prevajanju programske kode je treba prevesti sekvencˇni del kode s stan-
dardnim prevajalnikom arm-linux-gnueabihf-g++ in posebej prevesti sˇcˇepec
s prevajalnikom Altera oﬄine Compiler. Rezultat prevajanja sekvencˇne kode
je izvrsˇljiv program na gostitelju, sistemu HPS. Pri prevajanju sˇcˇepca se po
oceni porabe gradnikov na vezju FPGA ustvari vmesna datoteka v program-
skem jeziku HDL, ki je nato posredovana prevajalniku za HDL jezike Quartus
II. Rezultat koncˇnega prevajanja je izvrsˇljiva datoteka, ki jo v cˇasu izvajanja
gostiteljskega programa izvede gostitelj na FPGA (glej sliko 3.1). Prevaja-
nje in sintetiziranje kode HDL v prevajalniku Quartus II je skrito v ozadju
prevajalnika Altera OpenCL [13].
Ukaz, ki smo ga uporabili za prevajanje sˇcˇepca brez argumentov, je na-
slednji:
aoc <ime scepca >. c l −o < i m e i z v r s l j i v e g a s c e p c a >. aocx
.
Pri prevajanju smo uporabili tudi naslednje argumente, ki so pripomogli
k optimizaciji in razhrosˇcˇevanju programske kode [13, 14]:
–report
Prevajalnik pri prevajanju oceni porabo razlicˇnih virov oziroma gra-
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dnikov na plosˇcˇici za realizacijo sˇcˇepca. Z uporabo tega argumenta jih
prikazˇe na zaslonu. Oceni relativno porabo vseh logicˇnih elementov,
spominskih blokov, blokov DSP in registrov, ki so na voljo za dolocˇeno
plosˇcˇo. Za oceno porabe logicˇnih gradnikov porabi malo cˇasa. Preva-
jalnik ne zaupa svoji prvi oceni in tako, kljub ogromnemu presezˇku po-
trebnih gradnikov za realizacijo, poskusˇa optimizirati programske poti
in zmanjˇsati sˇtevilo potrebnih gradnikov. Po sˇtevilnih iteracijah neu-
spesˇnega optimiziranja opozori, da mu logike za dano vezje ni uspelo
realizirati. Z uporabo tega argumenta prihranimo veliko cˇasa pri im-
plementaciji sˇcˇepcev, saj se izognemo nepotrebnemu prevajanju.
–profile
Ta argument sˇcˇepcu doda programske oziroma zmogljivostne sˇtevce, ki
v cˇasu izvajanja sˇcˇepca na FPGA merijo zakasnitve v cevovodu, zaka-
snitve med kanali, ki povezujejo sˇcepce, in hitrost prenosa do global-
nega pomnilnika. Pri izvajanju sˇcˇepcev se na koncu ustvari datoteka
profile.mon, ki nam omogocˇa vpogled v tako imenovana ozka podat-
kovna grla, in optimizacijo kode v naslednjih iteracijah. Seveda sˇtevci
obremenijo ucˇinkovitost izvajanja, zato jih uporabimo, le ko kodo op-
timiziramo.
–no-interleaving default
Argument nam onemogocˇi privzeti nacˇin prenosa podatkov iz global-
nega pomnilnika, ki naj bi bil optimiziran za najrazlicˇnejˇse primere.
Globalni pomnilnik je razdeljen na vecˇ manjˇsih blokov in z nihajocˇim
oziroma z izmenicˇnim prenosom med bloki optimizira hitrost prenosa.
Vendar to, odvisno od problema, ni vedno optimalno, zato je mogocˇa
tudi rocˇna razdelitev globalnega pomnilnika v vecˇje ali manjˇse bloke,
s cˇimer je optimiziran dostop do globalnega pomnilnika. Pri tem mo-
ramo v gostiteljskem programu pri ustvarjanju pomnilnika uporabiti
ustrezno zastavico (CL MEM BANK <stevilo bloka > ALTERA).
–fp-relaxed
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Pri racˇunanju z aritmeticˇnimi operacijami prevajalnik navadno sestavi
dolgo cevovodno obliko in v dolocˇenem vrstnem redu izvaja operacije.
Dolgi cevovodi se izvajajo tudi vecˇ urinih period, zato si zˇelimo izva-
janje pohitriti z optimalnejˇsim vrstnim redom izvajanja aritmeticˇnih
operacij. S podanim argumentom –fp-relaxed prevajalniku povemo, da
hocˇemo, da vse operacije izvede bolj enostavno in ne tako striktno. Na-
mesto dolgega cevovoda sintetizira uravnotezˇeno drevo in tako oblikuje
sˇirsˇo cevovodno obliko, ki izboljˇsa ucˇinkovitost izvajanja. Pri tem ima
lahko rezultat manjˇso napako.
Z uporabo programskega vmesnika Altera SDK za programsko okolje
OpenCL se sˇcˇepci prevedejo v visoko paralelno vezje. Za vsako operacijo
v sˇcˇepcu je narejena unikatna funkcionalna enota, pri tem pa se razlicˇne
funkcionalne enote povezujejo. Poleg paralelnih funkcionalnih enot pa je iz-
koriˇscˇen tudi cevovodni paralelizem, ki poskrbi, da vezje vsako urino periodo
ohranja funkcijske enote zaposlene.
Komunikacija med gostiteljem in vezjem FPGA na plosˇcˇi FPGA SoC
poteka zelo hitro, saj si oba bloka delita skupni naslovni prostor. Za po-
sredovanje podatkov sˇcˇepcu ni potrebno dodatno posˇiljanje iz gostitelja na
pospesˇevalnik in tudi zakasnitev pri dostopu je veliko manjˇsa. Med izvaja-
njem gostitelj locira pomnilnik za FPGA, na FPGA se izvede sˇcˇepec oz. vecˇ
sˇcˇepcev, rezultati se izracˇunajo in zapiˇsejo v pomnilnik. Kot smo omenili v
poglavju 3.4.2, se podatki privzeto prenasˇajo preko vmesnika FPGA-to-HPS
SDRAM, ki predstavlja globalni naslovni prostor v sˇcˇepcu.
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Poglavje 4
Implementacija
4.1 5-bitni mnozˇilnik
Za povrsˇinski pregled delovanja plosˇcˇice smo implementirali mnozˇilnik 5-
bitnih sˇtevil. Zacˇeli smo implementacijo mnozˇilnika z uporabo vezja FPGA
in temu ustrezno povezali vhodno/izhodne nozˇice. Napisali smo uporabniˇsko
logiko mnozˇilnika v jeziku VHDL in povezali vhode na stikala in gumbe.
Mnozˇilnik je ob pritisku na dolocˇen gumb prebral dve 5-bitni sˇtevili preko
stikal, izracˇunal produkt in ustrezno prizˇgal diode LED, ki so prikazale re-
zultat mnozˇenja.
Enak primer mnozˇilnika smo implementirali tudi z nacˇinom FPGA-HPS,
kjer smo vhodno/izhodne komponente FPGA povezali s sistemom HPS. Upo-
rabniˇsko logiko mnozˇilnika smo implementirali s programskim jezikom C, jo
prevedli in izvrsˇljivo datoteko izvedli na sistemu HPS.
4.2 Nenatancˇni mnozˇilnik
Implementacija nenatancˇnega mnozˇilnika temelji na osnovi dveh cˇlankov [15,
16]. Osnovna ideja nenatancˇnega mnozˇilnika je predvsem predstavitev sˇtevil
v logaritemskem zapisu in v priblizˇku njunega produkta.
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Produkt dveh pozitivnih celih sˇtevil lahko predstavimo kot vsoto
log2 (N1 ·N2) = log2N1 + log2N2 .
Cˇe nastavimo k1 = blog2N1c in k2 = blog2N2c, potem velja, da je logaritem
produkta priblizˇno enak log2 (N1 ·N2) ≈ k1 + k2 oziroma da je produkt dveh
sˇtevil priblizˇno enak
N1 ·N2 ≈ 2k1+k2 .
Po tem moramo uposˇtevati napako pri izracˇunu produkta, in sicer lahko
sˇtevilo N predstavimo kot N = 2k +N ost, pri cˇemer k oznacˇuje vodilno enico
v bitnem zapisu in N ost ostanek po odstranitvi vodilne enice. Tako lahko
natancˇen produkt zapiˇsemo kot
N1 ·N2 = (2k1 + N ost1 ) · (2k2 + N ost2 )
= 2k1+k2 + 2k1 ·N ost2 + 2k2 ·N ost1 + N ost1 ·N ost2 .
Del natancˇnega produkta oziroma prvi priblizˇek produkta P 0priblizek =
2k1+k2 + 2k1 · N ost2 + 2k2 · N ost1 lahko izracˇunamo z operacijo sesˇtevanja in
pomikalnim registrom, ki se na vezju FPGA izvede zelo hitro. Za absolutno
napako oziroma ostanek E0 = N ost1 ·N ost2 , E0 > 0 pa lahko zmnozˇimo v nasle-
dnji iteraciji na enak nacˇin, ki je opisan zgoraj (4.2), in zapiˇsemo produkt kot
E0 = C1 +E1, kjer C1 oznacˇuje priblizˇek produkta in E1 absolutno napako.
Tako lahko natancˇen produkt definiramo kot
Pnatancen = P
0
priblizek + C
1 + E1
oziroma cˇe postopek ponavljamo vecˇ iteracij, lahko priblizˇek produkta po-
splosˇimo kot
P ipriblizek = P
0
priblizek +
i∑
j=1
Cj .
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4.2.1 Implementacija z VHDL
Pri implementaciji z VHDL smo sestavili vecˇ osnovnih entitet, ki smo jih upo-
rabili. Entiteta priblizˇni mnozˇilnik med seboj povezuje entitete, imenovane
osnovni blok, povezave s stikali in gumbi in uro na vezju FPGA. Entiteta
osnovni blok izracˇuna eno iteracijo produkta po metodi, opisani v poglavju
4.2. Osnovni blok je razdeljen na sˇtiri stopnje in prve tri stopnje vmesni
rezultat shranijo v entiteto register. Poleg entitete register imamo imple-
mentirana sˇe entiteto za dolocˇanja polozˇaja vodilne enice (angl. Leading
One Detector, LOD) in pomikalni register.
V prvi stopnji osnovnega bloka vsakemu faktorju s pomocˇjo entitete LOD
in z ekskluzivno disjunkcijo dolocˇimo polozˇaj vodilne enice, k1 oziroma k2, in
ostanek sˇtevila brez vodilne enice. Cˇe imamo vecˇ osnovnih blokov, ostanek
sˇtevila brez vodilne enice posredujemo naslednjemu bloku, kot faktor. V
drugi stopnji sesˇtejemo lokaciji obeh vodilnih enic in s pomikalnim registrom
pomaknemo ostanek prvega faktorja za k2 in ostanek drugega faktorja za
k1 mest v levo. V tretji stopnji cevovoda sesˇtejemo rezultata iz pomikalnih
registrov N ost2 · 2k1 + N ost1 · 2k2 in dekodiramo vsoto vodilnih enic v sˇtevilo
2k1+k2 . V zadnji stopnji sesˇtejemo sˇe vmesna rezultata iz stopnje tri in tako
dobimo P 0priblizek, ki ga nato priˇstejemo k naslednjim priblizˇkom, cˇe so ti
prisotni.
4.2.2 Implementacija z OpenCL
Pri implementaciji s sˇcˇepci uporabimo vecˇ delavcev in tako poskusˇamo dosecˇi
vzporedno racˇunanje osnovnih blokov in se s pomocˇjo sinhronizacije delavcev
priblizˇati cevovodu, ki smo ga implementirali v VHDL.
Vsak delavec dobi en faktor in gre skozi vse stopnje cevovoda. Cˇe upo-
rabimo vecˇ osnovnih blokov, se delavci pocˇakajo, dokler nimajo vsi svojih
faktorjev. Delavec nato za svoj faktor izracˇuna lokacijo vodilne enice, osta-
nek in vmesne rezultate s pomikalnim registrom. Na koncu prvi delavec
sesˇteje priblizˇke in vrne rezultat gostitelju.
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Implementacija sˇcˇepca z enim delavcev izracˇuna vse potrebne vmesne
rezultate za vsak faktor in nato priblizˇni produkt vrne gostitelju. S to im-
plementacijo zˇelimo testirati, ali se cevovodna oblika izkazˇe za ucˇinkovitejˇso
kot implementacija z vecˇ delavci.
4.3 Matricˇno mnozˇenje
Matricˇno mnozˇenje je matematicˇna operacija, ki zmnozˇi dve matriki in ustvari
novo matriko [17]. Cˇe imamo matriko A velikosti m× n, kjer m predstavlja
sˇtevilo vrstic ali viˇsino matrike in n sˇtevilo stolpcev ali sˇirino matrike z ele-
menti matrike aik, 1 ≤ i ≤ m in 1 ≤ k ≤ n
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 ,
in matriko B velikosti n× p, z elementi bkj, 1 ≤ k ≤ n in 1 ≤ j ≤ p
B =

b11 b12 · · · b1p
b21 b22 · · · b2p
...
...
. . .
...
bn1 bn2 · · · bnp
 ,
potem je produkt matrik enak C = A×B velikosti m× p
C =

c11 c12 · · · c1p
c21 c22 · · · c2p
...
...
. . .
...
cm1 cm2 · · · cmp
 ,
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z elementi
cij =
n∑
k=1
aikbkj .
4.3.1 Implementacija algoritma
Vrsticˇna implementacija
Pri prvi implementaciji matricˇnega mnozˇenja je osnovna ideja, da posamezna
nit izracˇuna celotno vrstico matrike C tako, da za vsak element v vrstici
matrike C sesˇteje produkte med vsemi elementi dane vrstice v matriki A z
vsemi elementi v ustreznem stolpcu matrike B. Posamezna nit uporablja za
izracˇun elementa cij elemente aij, i = 1 . . . n in iterira skozi stolpce matrike
B z elementi bij, j = 1 . . . n. Vsaka nit ima tako natancˇno dolocˇen i, ki je
enak globalni identifikacijski sˇtevilki, in indeks j = 1, 2, 3, . . . , n. Pri tem je
potreben pogoj, da ustvarimo globalni razpon velikosti m, cˇe pa dopusˇcˇamo,
da je globalni razpon vecˇji, je zato potreben izkljucˇitveni pogoj za niti, ki
presegajo mejo m. Za boljˇso predstavo implementacije algoritma si lahko
pogledamo psevdokodo 1.
Pri algoritmu za izracˇun posamezne vrstice matrike C posamezna nit za
izracˇun naprimer matrike velikosti n × n opravi n operacij mnozˇenja in n
operacij sesˇtevanja, pri tem pa dostopa tako do lokalnega kot do globalnega
pomnilnika. Prednost te implementacije je predvsem v uporabi lokalnega
pomnilnika, saj si niti v delovni skupini pred zacˇetkom mnozˇenja in sesˇtevanja
shranijo celoten stolpec matrike B. Ta stolpec je tako uporabljen znotraj
celotne skupine niti. Problem, ki se tu pojavi, je, da je najvecˇja velikost
delovnih skupin navadno omejena na 256 oziroma na precej majhno sˇtevilo
d. Tako ima matrika z n vrsticami dn/de delovnih skupin, pri cˇemer vsaka
v svoj lokalni pomnilnik kopira enake stolpce in tako izvajanje ni optimalno.
Rezultate si bomo ogledali v nadaljevanju.
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Algoritem 1 Izracˇun posamezne vrstice matrike C v sˇcˇepcu
1: gid← indeks trenutne vrstice
2: l velikost← velikost delovne skupine
3: b stolpec[stevilo vrstic B] . Lokalni pomnilnik za stolpec
matrike B
4: i← 0
5: for i < stevilo stolpcev C do
6: j ← indeks znotraj delovne skupine
7: for j < stevilo vrstic B; j ← j+l velikost do
8: B stolpec[j]← B[j][i]
9: end for
10: pregrada . Pocˇakamo na sinhronizacijo
niti
11: produkt← 0
12: k ← 0
13: for k < stevilo vrstic B do
14: produkt← produkt + A[gid][k] ∗B stolpec[k]
15: end for
16: C[gid][i]← produkt . Rezultat zapiˇsemo v globalni
pomnilnik
17: end for
Implementacija s plosˇcˇicami
Pri implementaciji matricˇnega mnozˇenja je osnovna ideja, da posamezna nit
izracˇuna en element matrike C. Niti so zdruzˇene v kvadratne podmatrike
oziroma delovne skupine, ki izpolnjujejo potrebna pogoja 0 ≡ m mod w in
0 ≡ p mod w , kjer m predstavlja viˇsino matrike A oziroma C, p sˇirino ma-
trike B oziroma C in w sˇirino oziroma viˇsino plosˇcˇice, kvadratne podmatrike
v matriki C. Pri tem je problem najlazˇje predstaviti v dvodimenzionalnem
globalnem razponu in tako ustvariti m× p niti. Enostavno povedano, posa-
mezen sˇcˇepec izracˇuna plosˇcˇico velikosti w × w matrike C, tako da v lokalni
pomnilnik shrani plosˇcˇico iz matrike A in plosˇcˇico iz matrike B in izracˇuna
njun prispevek. Sˇcˇepec postopek ponavlja dokler ne uporabi vseh potrebnih
plosˇcˇic. Za boljˇsi pregled nad implementacijo algoritma si lahko pogledamo
psevdokodo 2.
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Algoritem 2 Izracˇun posamezne podmatrike ali plosˇcˇice matrike C v sˇcˇepcu
1: w ← indeks trenutnega stolpca
2: h← indeks trenutne vrstice
3: lw ← lokalni identifikator v 1. dimenziji lokalnega razpona
4: lh← lokalni identifikator v 2. dimenziji lokalnega razpona
5: sirina ploscice← velikost delovne skupine v enem lokalnem razponu;
6: Al[sirina ploscice][sirina ploscice] . Lokalni pomnilnik za
plosˇcˇico iz matrike A
7: Bl[sirina ploscice][sirina ploscice] . Lokalni pomnilnik za
plosˇcˇico iz matrike B
8: iA← indeks elementa v matriki A, ki predstavlja zacˇetek za dolocˇeno
skupino delavcev
9: iB ← indeks elementa v matriki B, ki predstavlja zacˇetek za dolocˇeno
skupino delavcev
10: zadnji← indeks elementa zadnje ploscice v matriki A
za dolocˇeno skupino delavcev
11: produkt← 0
12: for iA <= zadnji; iA = iA+ sirina ploscice; iB = iB + sirina ploscice
do
13: Al[lh][lw]← A[lh][lw + i]
14: Bl[lw][lh]← B[lh][lw + i]
15: pregrada . Pocˇakamo na sinhronizacijo
niti
16: i← 0
17: for i < sirina ploscice do
18: produkt← produkt + Al[lh][i] ∗Bl[lw][i]
19: end for
20: pregrada . Pocˇakamo na sinhronizacijo
niti
21: end for
22: C[h][w]← produkt . Rezultat zapiˇsemo v globalni
pomnilnik
4.4 Sobelov filter
Sobelov filter ali Sobelov operator je matematicˇni postopek za odkrivanje
robov na slikah. Postopek uporabljamo pri procesiranju slik, pri katerem
operator slikovno poudari robove na sliki. Filter izracˇuna gradiente po osi
x in y s konvolucijo izvorne slike s pomocˇjo konvolucije jedrc. Priblizˇek
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gradientov slike I po osi x in y lahko zapiˇsemo kot
Gx =

−1 0 +1
−2 0 +2
−1 0 +1
 ∗ I, Gy =

−1 −2 −1
0 0 0
+1 +2 +1
 ∗ I . (4.1)
Pri tem oznaka ∗ predstavlja dvodimenzionalno konvolucijo. Magnitudo nato
izracˇunamo kot
G =
√
G2x + G
2
y ,
vendar je v praksi, za hitrejˇsi izracˇun, obicˇajno dovolj le njen priblizˇek, pri
cˇemer izgubimo nekaj informacije [5]
G = |Gx|+ |Gy| . (4.2)
4.4.1 Implementacija algoritma
Pri Sobelovem operatorju smo se problema prav tako lotili na dva nacˇina. Pri
prvem smo majhen del slike kopirali v lokalni pomnilnik in nato je vsaka nit
znotraj skupine izracˇunala novo vrednost slikovne tocˇke. Taksˇen nacˇin je na
graficˇnih karticah zelo ucˇinkovit. Pricˇakovali bi priblizˇno enako ucˇinkovitost
istega algoritma na FPGA, vendar ni tako. Zato smo se odlocˇili uporabiti
pomikalni register, ki ga prevajalnik VHDL zelo ucˇinkovito implementira na
vezje FPGA.
Prvi nacˇin smo poimenovali implementacija z lokalnim pomnilnikom, dru-
gega pa implementacija s pomikalnim registrom.
Implementacija z lokalnim pomnilnikom
Pri opisu Sobelovega operatorja (4.1) lahko opazimo, da je za izracˇun gra-
dienta posamezne slikovne tocˇke potrebnih osem sosednjih tocˇk. Ker pri
racˇunanju gradienta sosednjih slikovnih tocˇk velikokrat dostopamo do ena-
kih sosednjih vrednosti je zazˇeleno, da uporabimo lokalni pomnilnik. Pri tem
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je pomembno, da ustvarimo dovolj velike delovne skupine in tako kar najbolj
izkoristimo uporabo lokalnega pomnilnika.
Za resˇevanje celotnega problema ustvarimo niti h×w, kjer h predstavlja
viˇsino slike v sˇtevilu slikovnih tocˇk oziroma sˇtevilo niti v prvi dimenziji, w
pa sˇirino slike v sˇtevilu slikovnih tocˇk oziroma sˇtevilo niti v drugi dimenziji,
in jih zdruzˇimo v lokalni razpon velikosti lh× lw, kjer je lh lokalni razpon v
prvi dimenziji in lw lokalni razpon v drugi dimenziji. Za lazˇje razumevanje
si predstavljamo, da so niti zdruzˇene v delovne skupine v obliki kvadrata, in
na to se bomo v nadaljevanju tudi sklicevali.
Vsaka nit znotraj sˇcˇepca glede na svoj globalni identifikator kopira vre-
dnost tocˇke v lokalni pomnilnik, in cˇe je nit na robu svoje delovne skupine,
kopira sˇe dodatno tocˇko, do katere bo treba dostopati. Cˇe je nit na levem robu
skupine, kopira svojega levega soseda, cˇe je na desnem, pa svojega desnega;
cˇe je na zgornjem robu, kopira zgornjega, in cˇe je na spodnjem, spodnjega.
Cˇe je nit v kotu delovne skupine, temu ustrezno kopira sˇe diagonalno tocˇko
v lokalni pomnilnik.
Vsaka nit znotraj skupine nato izracˇuna gradient za svojo slikovno tocˇko,
pri tem pa dostopa le do lokalnega pomnilnika. Rezultat shrani v globalni
pomnilnik.
Implementacija s pomikalnim registrom
Pri prejˇsnji implementaciji Sobelovega filtra je zaradi neposrednega dostopa
do globalnega pomnilnika prepustnost manjˇsa, saj posamezne skupine do
globalnega spomina dostopajo nakljucˇno. Dostop do slikovnih tocˇk znotraj
skupine ni zaporeden, saj so niti zdruzˇene v kvadrat, in tako sˇcˇepec dostopa
do vecˇ vrstic hkrati oziroma pride do vecˇ preskakovanja v globalnem pomnil-
niku.
Ideja, ki je izboljˇsala prepustnost pomnilnika, je sosednji ali zaporedni do-
stop do pomnilnika in implementacija s pomikalnim registrom, ki omogocˇa
optimizirano implementacijo na vezju FPGA [14]. Podrobnejˇsi opis optimi-
zacije s pomikalnim registrom si lahko ogledamo v poglavju 5.7. Optimizacije
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s kanali nismo uporabili, saj nismo imeli vecˇ sˇcˇepcev.
Pri tej implementaciji se moramo omejiti na izvajanje sˇcˇepca z eno ni-
tjo, ki zaporedno bere tocˇke iz globalnega pomnilnika v pomikalni register
ali lokalni pomnilnik, odvisno od velikosti slike. Pomikalni register je enodi-
menzionalna tabela velikosti 2×n+ 3, kjer n predstavlja sˇirino slike oziroma
sˇtevilo tocˇk v eni vrstici. Poleg dveh vrstic slike so potrebne sˇe tri dodatne
tocˇke, tako da imamo vseh osem sosedov in lahko v vsaki iteraciji izracˇunamo
gradient ene slikovne tocˇke. Sˇtevilo iteracij je enako sˇtevilu tocˇk v sliki, za-
radi potrebne inicializacije pomikalnega registra pa priˇstejemo sˇe njegovo
velikost. Prvih 2 × n + 3 iteracij se inicializirajo vrednosti v pomikalnem
registru na 0, nato pa se z vsako iteracijo pomaknejo za eno mesto v desno.
Nato sˇcˇepec prebere slikovno tocˇko iz globalnega pomnilnika in jo zapiˇse na
zacˇetek pomikalnega registra. Z danimi koeficienti (4.1) se izracˇuna gradient
tocˇke po osi x in y in magnituda (4.2). Na koncu se rezultat shrani v globalni
pomnilnik.
Slabost te implementacije je konstantna velikost pomikalnega registra,
zato je za slike razlicˇnih sˇirin treba prevesti sˇcˇepce z razlicˇnimi in vnaprej
definiranimi vrednostmi.
4.5 Rezanje sˇivov
Rezanje sˇivov je algoritem za spreminjanje velikosti slike, za njeno povecˇanje
oziroma zmanjˇsanje, pri tem da se uposˇteva vsebina slike. Pri dolocˇanju
vsebine slike se algoritem zanasˇa na energijo posamezne slikovne tocˇke, ki
jo, odvisno od implementacije, izracˇuna z dolocˇeno energetsko funkcijo. Za
razliko od obicˇajnega prilagajanja velikosti slike z enostavnim rezanjem slike
(angl. crop), pri katerem se iz slike izrezˇejo le robne tocˇke in tako ostane
le njen del, za katerega pa ni nujno, da vsebuje bistvo slike, algoritem reza-
nja sˇivov iˇscˇe slikovne tocˇke z najmanjˇso energijo in z odstranitvijo oziroma
dodajanjem le-teh prispeva najmanj k energiji celotne slike [18, 19].
Pri spreminjanju velikosti slike je treba tudi paziti, da v vsaki vrstici ozi-
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roma stolpcu odstranimo enako sˇtevilo tocˇk in s tem ohranimo enako sˇtevilo
tocˇk v vseh vrsticah in stolpcih. Poleg tega je pomembno sˇe, da se tocˇke
med seboj povezujejo in iz slike niso nakljucˇno izbrane le z uposˇtevanjem
energetske funkcije, saj bi tako priˇslo do deformacije slike. Cilj algoritma
je poiskati tocˇke, ki slike ne deformirajo, ampak ohranijo njeno obliko in
vsebino. Algoritem iˇscˇe tako imenovane sˇive, ki pa jih je treba definirati [19].
Naj bo I slika velikosti n×m in si tocˇka v sliki. Vertikalen sˇiv je dolocˇen
kot:
sx = {sxi }ni=1 = {(x(i), i)ni=1, ∀i|x(i)− x(i− 1)| ≤ 1 ,
kjer x predstavlja preslikavo x : [1, ..., n]→ [1, ...,m]. Pri horizontalnem sˇivu
je preslikava y ravno obratna od preslikave x, in sicer y : [1, ...,m]→ [1, ..., n],
in je sˇiv tako formalno definiran kot:
sy = {syj}mj=1 = {(j, x(j))mj=1, ∀j|x(j)− x(j − 1)| ≤ 1 .
Glede na dolocˇeno energetsko funkcijo e tocˇke v sliki, lahko definiramo
ceno posameznega sˇiva kot
E(s) =
n∑
i=1
e(I(si)) ,
pri tem pa iˇscˇemo sˇiv z najmanjˇsim vplivom - optimalen sˇiv
s∗ = minsE(s) = mins
n∑
i=1
e(I(si)) .
Obicˇajno za iskanje optimalnega sˇiva uporabimo dinamicˇno programira-
nje.
Algoritem rezanja sˇivov lahko razdelimo na tri dele, in sicer na izracˇun
energije posamezne slikovne tocˇke, izracˇun minimalnih kumulativnih energij
in dolocˇitev optimalnega sˇiva, ter na povecˇanje oziroma zmanjˇsanje slike.
Za izracˇun energije posamezne slikovne tocˇke lahko uporabimo razlicˇne
energijske funkcije. Pri nasˇi implementaciji smo uporabili Sobelov filter, kot
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smo ga definirali v poglavju 4.4 in implementirali v poglavju 4.4.1.
Izracˇun minimalnih kumulativnih energij za posamezno tocˇko (i, j) lahko
zapiˇsemo kot
ke(i, j) = ke(i, j) + min(ke(i− 1,j − 1), ke(i− 1, j), ke(i− 1, j + 1))
ke(1, j) = e(1, j)
,
kjer ke predstavlja kumulativno energijo tocˇke s koordinatama i in j. Za
izracˇun minimalne kumulativne energije tocˇk v vrstici i tako potrebujemo zˇe
izracˇunano vrstico i−1. Izracˇun trenutne vrstice je tako odvisen od izracˇuna
prejˇsnje. Izracˇun kumulativnih energij zacˇnemo v prvi vrstici in postopek
ponavljamo za vsako vrstico vse do zadnje, n.
Po koraku dolocˇanja kumulativnih energij vseh tocˇk je treba poiskati naj-
bolj optimalen sˇiv. Pri nasˇi implementaciji smo se osredotocˇili predvsem na
iskanje optimalnih vertikalnih sˇivov. V vrstici n so tako izracˇunane zadnje
kumulativne energijske vrednosti slikovnih tocˇk in med vsemi tocˇkami v vr-
stici n moramo poiskati tisto z najmanjˇso vrednostjo. Ta tocˇka predstavlja
zacˇetek sˇiva in tako z vhodnimi kumulativnimi vrednostmi sestavimo celo-
ten sˇiv. Tocˇki z najmanjˇso kumulativno energijsko vrednostjo v vrstici n
poiˇscˇemo soseda z najmanjˇso vrednostjo v vrstici n− 1. To ponavljamo vse
do prve vrstice.
Po dolocˇitvi optimalnega sˇiva lahko sliko povecˇamo ali zmanjˇsamo. Pri
nasˇi implementaciji smo uporabili le postopek za zmanjˇsanje slike, in sicer
tako, da smo odstranili vse slikovne tocˇke vertikalnega sˇiva in ustrezno po-
maknili slikovne tocˇke. Za odstranitev k slikovnih tocˇk po sˇirini slike smo
celoten postopek rezanja sˇivov ponovili k-krat.
4.5.1 Implementacija algoritma
Pri implementaciji algoritma smo algoritem razdelili na pet podproblemov
in pri prvi implementaciji tudi na pet razlicˇnih sˇcˇepcev:
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• energijska funkcija (Sobelov filter),
• izracˇun minimalne kumulativne energije,
• minimalna kumulativna energija n vrstice,
• izgradnja sˇiva,
• odstranitev sˇiva/zmanjˇsanje slike.
Implementacija z vecˇ nitmi
Pri implementaciji z vecˇ nitmi imamo v mislih predvsem uporabo sˇcˇepcev z
vecˇ nitmi oziroma prilagoditev algoritma vecˇ-nitnemu izvajanju.
Prvi sˇcˇepec izracˇuna energijo posamezne slikovne tocˇke z uporabo Sobe-
lovega filtra. Implementacija in opis algoritma sta enaka, kot smo ju opisali
v poglavju 4.4.1.
Drugi sˇcˇepec izracˇuna minimalne kumulativne energije vseh slikovnih tocˇk
v k-ti vrstici. Ker je vsaka vrstica odvisna od rezultatov prejˇsnje vrstice,
sˇcˇepec izvrsˇimo n-krat, pri cˇemer n oznacˇuje viˇsino slike. Vsaka nit v delovni
skupini kopira svojo slikovno tocˇko in zgornjega soseda v lokalni pomnilnik.
Robni niti pa kopirata sˇe eno slikovno tocˇko vecˇ, saj je za izracˇun kumulativne
energije potrebna najmanjˇsa vrednost izmed zgornjih treh sosedov. Nato
vsaka nit poiˇscˇe najmanjˇso vrednost zgornjega soseda, priˇsteje energetski
vrednosti njene slikovne tocˇke, izracˇunane s Sobelovim filtrom, in rezultat
shrani v globalni pomnilnik. Delovne skupine so v razponu 256 niti v eni
dimenziji.
V tretjem sˇcˇepcu s pomocˇjo redukcije poiˇscˇemo najmanjˇso vrednost ku-
mulativne energije v zadnji, n-ti vrstici. V prvem delu sˇcˇepca niti poiˇscˇejo
najmanjˇso vrednost. Med seboj primerjajo element v vrstici, ki sovpada z
njihovim indeksom v delovni skupini, z vsemi slikovnimi tocˇkami, ki so od-
maknjene od te tocˇke za vecˇkratnik velikosti delovne skupine. Sˇirina slike
je najbolj odmaknjena slikovna tocˇka. Tako dobimo tabelo velikosti delovne
skupine z najmanjˇsimi vrednostmi v vrstici; potreben pogoj za redukcijo
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je, da je velikost delovne skupine enaka potenci sˇtevila 2. Niti nato svoje
najmanjˇse vrednosti shranijo v lokalni pomnilnik in se sinhronizirajo. Po
sinhronizaciji le prva polovica niti primerja svojo vrednost slikovne tocˇke z
vrednostjo, ki je odmaknjena za ls/2, kjer ls predstavlja sˇtevilo vseh vre-
dnosti, sˇe potrebnih za primerjavo. Manjˇso vrednost nit shrani v lokalni
pomnilnik. V naslednji iteraciji primerja le cˇetrtina niti in tako naprej, vse
dokler ne primerja le ena nit in v globalni pomnilnik shrani indeks slikovne
tocˇke z najmanjˇso vrednostjo.
Kljub temu da izgradnja sˇiva ni paralelni problem, ga sestavimo v cˇetrtem
sˇcˇepcu. Delovna nit zacˇne sestavljanje sˇiva pri najmanjˇsi vrednosti v zadnji
vrstici in med tremi zgornjimi sosedami izbere tocˇko z najmanjˇso kumu-
lativno vrednostjo ter shrani njen indeks v globalni pomnilnik. Postopek
ponavlja, vse dokler ne pride do prve vrstice, in tako sestavi celoten sˇiv.
Zadnji sˇcˇepec odstrani slikovne tocˇke, ki so del sˇiva. Vsaka delovna sku-
pina odstrani slikovno tocˇko v svoji vrstici in paralelno zamakne ostale tocˇke
na ustrezno mesto. Za boljˇso ponazoritev povezovanja med sˇcˇepci in izvaja-
njem algoritma si lahko pogledamo sliko 4.1.
Optimizacije, ki smo jih uporabili, si lahko podrobno pogledamo v po-
glavju 5.
Implementacija s kanali in pomikalnim registrom
Poleg vecˇ nitne implementacije je bila ideja izboljˇsati izvajanje na FPGA
s pomocˇjo kanalov (angl. channels), kar je Alterina razsˇiritev, podobna zˇe
obstojecˇi implementaciji cevi (angl. pipes) v programskem ogrodju OpenCL.
Podrobneje je uporaba kanalov opisana v poglavju 5.8.
Sobelov filter. Dostop do sosednjih tocˇk je veliko hitrejˇsi, zato za racˇunanje
energij slikovnih tocˇk uporabimo implementacijo Sobelovega filtra, opisanega
v poglavju 4.4.1. Sˇcˇepcu dodamo tudi komunikacijo s sosednjim sˇcˇepcem
preko kanalov. Tako vsako izracˇunano energijo slikovne tocˇke posreduje na-
slednjemu sˇcˇepcu za izracˇun kumulativne energije.
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Slika 4.1: Shema prikaza povezovanja med sˇcˇepci in globalnim pomnilnikom
Izracˇun kumulativne energije. Sˇcˇepec sprejme slikovno tocˇko iz kanala,
jo shrani v pomikalni register in ko ima v pomikalnem registru dovolj tocˇk,
zacˇne racˇunati kumulativno energijo. Pri izbiri minimalne kumulativne ener-
gije v prejˇsnji vrstici v globalni pomnilnik zapiˇse smer za vsako tocˇko z vre-
dnostjo -1, ki oznacˇuje levega zgornjega soseda, 0, ki oznacˇuje srednjega, ali
+1, ki oznacˇuje desnega. S tem namesto shranjevanja celotnih kumulativnih
vrednosti za vsako slikovno tocˇko shranimo le smer, ki je potrebna za iz-
gradnjo optimalnega sˇiva. Velikost, ki jo tako zavzame kumulativna energija
slikovne tocˇke v globalnem pomnilniku, je en bajt. Pri dolocˇanju optimalnega
sˇiva sta tako cˇasovno zahtevna le dostop do globalnega pomnilnika in opera-
cija sesˇtevanja, brez nepotrebnega primerjanja. Sˇcˇepec v zadnji vrstici slike
poiˇscˇe najmanjˇso kumulativno energijo in indeks te tocˇke posreduje sˇcˇepcu
za dolocˇitev optimalnega sˇiva.
Dolocˇitev optimalnega sˇiva. Sˇcˇepec za dolocˇitev optimalnega sˇiva dobi
kot vhodni podatek zacˇetni indeks sˇiva. Z dostopom do globalnega pomnil-
nika, kjer so shranjene smeri za vsako slikovno tocˇko, priˇsteje smer tre-
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nutnemu indeksu in tako dobi naslednjo tocˇko, ki je del optimalnega sˇiva.
Sˇcˇepec ponavlja postopek vse do prve vrstice oziroma do dolocˇitve optimal-
nega sˇiva v celoti. Vsak indeks tocˇke, ki ga izracˇuna, preko kanala posreduje
naprej.
Smer energije pri posamezni slikovni točki
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Slika 4.2: Shema prikaza povezovanja med sˇcˇepci z uporabo kanalov
Odstranitev sˇiva. Sˇcˇepec za odstranitev sˇiva ima n niti, kjer n predsta-
vlja viˇsino slike. V kanal se po vrsti zapisujejo indeksi tocˇk sˇiva od spodnje
vrstice navzgor, in tako je treba tudi po vrsti vzeti indekse sˇiva iz kanala.
Zato je vrstni red izvajanja niti pomemben, in ga uveljavi razsˇiritev s kanali.
Vsaka nit preko kanala sprejme indeks slikovne tocˇke, ki jo je treba odstraniti
v svoji vrstici. Ostale desno postavljene slikovne tocˇke pomakne za eno tocˇko
v levo. Slika je tako za eno slikovno tocˇko ozˇja.
Postopek ponavljamo, dokler nismo zadovoljni s sˇirino slike. Prikaz pre-
nosa podatkov med sˇcˇepci s pomocˇjo kanalov si lahko ogledamo na sliki 4.2
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zgoraj. Za razliko od slike 4.1 lahko tu opazimo, da imamo manj prenosa po-
datkov med sˇcˇepci in globalnim pomnilnikom. Izracˇunane vrednosti si sˇcˇepci
med seboj posredujejo preko kanalov in tako je izvajanje bolj optimalno.
Pri implementaciji rezanja sˇivov 4.3 pa smo sˇe dodatno pohitrili izvajanje z
zdruzˇitvijo treh sˇcˇepcev.
1 2
3
Slika 4.3: Koncˇna optimizirana verzija, prikaz povezovanja med sˇcˇepci s
pomocˇjo kanalov
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Poglavje 5
Optimizacije
5.1 Manjˇsi podatkovni tipi
Pri podajanju argumentov sˇcˇepcu in deklaraciji spremenljivk znotraj sˇcˇepca
lahko privarcˇujemo razmeroma veliko logicˇnih gradnikov zˇe samo z uporabo
manjˇsih in ustreznejˇsih podatkovnih tipov. Za vsako spremenljivko glede na
mozˇne vrednosti izberemo najustreznejˇsi tip.
5.2 Dolocˇitev velikosti lokalnega pomnilnika
v sˇcˇepcu
Pri uporabi lokalnega pomnilnika v sˇcˇepcu prevajalnik privzeto rezervira 16
kB spomina, kar predstavlja velik del logicˇnih gradnikov na FPGA. Za ome-
jitev in natancˇno dolocˇitev velikosti lokalnega pomnilnika atributu dodamo
local mem size(N), pri cˇemer je pogoj, da je N potenca sˇtevila 2. Primer
uporabe atributa, kjer je velikost lokalnega pomnilnika 4 KB, lahko vidimo
v izseku 5.1.
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Izsek 5.1: Primer implementacije sˇcˇepca z omejitvijo velikosti lokalnega po-
mnilnika
k e r n e l
void v e l i k o s t l o k a l n e g a p o m n i l n i k a (
a t t r i b u t e ( ( l o ca l mem s i z e (4096) ) )
l o c a l f loat ∗ A)
{
. . .
}
5.3 Poravnan medpomnilnik (DMA)
Pri gostiteljskem dodeljevanju vmesnega pomnilnika je zazˇeleno, da so na-
slovi operandov v vmesnem pomnilniku poravnani. S tem omogocˇimo prenos
podatkov med FPGA in gostiteljem preko neposrednega dostopa do pomnil-
nika (angl. direct memory access, DMA), ki je bolj ucˇinkovit.
5.4 Zahtevano sˇtevilo niti delovne skupine
Dolocˇitev sˇtevila niti v sˇcˇepcu omogocˇa, da Alterin prevajalnik izvede agre-
sivno optimizacijo in tako zmanjˇsa porabo sredstev brez uporabe dodatne
logike. Sˇcˇepcu je treba dodati atribut reqd workgroup size(N), kjer se mora
sˇtevilo N ujemati z velikostjo delovne skupine, ki jo dolocˇi gostitelj. Kadar
atribut ni podan in uporabimo pregrado za sinhronizacijo niti znotraj delovne
skupine, prevajalnik predpostavi, da je delovna skupina velikosti 256.
5.5 Vektorizacija
Vektorizacija nam omogocˇa vecˇjo prepustnost sˇcˇepcev. Vecˇ niti znotraj de-
lovne skupine izvede en ukaz z razlicˇnimi toki podatkov (angl. single instruc-
tion multiple data, SIMD). Sˇcˇepcu je treba dodati atribut num simd work items(I),
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kjer I oznacˇuje velikost vektorja, nad katerim bo sˇcˇepec izvedel dolocˇeno
operacijo. Pogoj za uporabo omenjenega atributa je uporaba atributa za
zahtevano sˇtevilo niti delovne skupine 5.4, kjer mora biti sˇtevilo niti deljivo
z I oziroma z delom, ki ga opravi sˇcˇepec z enim ukazom.
5.6 Razvoj zanke
Pri optimizaciji sˇcˇepcev je zazˇeleno razviti zanke z uporabo direktive
#pragma unroll N nad for zanko. Sˇtevilo N pri direktivi predstavlja sˇtevilo
iteracij, ki naj jih prevajalnik razvije. Kadar direktivi sˇtevila ne podamo, bo
prevajalnik poskusˇal razviti celotno zanko.
Z razvojem zank naj bi izboljˇsali prepustnost sˇcˇepca z vecˇ paralelnimi
operacijami, z vecˇjo prepustnostjo pomnilnika in z vecˇjim sˇtevilom operacij
v eni urini periodi. Prevajalnik za razvoj zank porabi vecˇ logicˇnih enot na
FPGA, kot bi jih sicer.
5.7 Uporaba pomikalnega registra
Pri pogostem dostopu do globalnega pomnilnika pride do sˇtevilnih zakasnitev
in odvisnosti. Velikokrat je spremenljivka odvisna od naslednjega dostopa v
globalni pomnilnik, ki je zamuden, onemogocˇi hitro izvajanje in tako zmanjˇsa
prepustnost. Namesto ene urine periode za izracˇun rezultata je na primer
potrebnih sedem urinih period. Da bi se izognili odvisnostim v zankah in pre-
vajalniku omogocˇili sintetiziranje vezja v pravi cevovodni obliki, je zazˇeleno
uporabiti pomikalni register. Z njim shranimo vecˇ operandov iz globalnega
pomnilnika s sosednim dostopom, nad katerimi se izvedejo dolocˇene operacije,
ki pa se zaradi dostopa v zasebni pomnilnik, v pomikalni register, izvedejo
mnogokrat hitreje.
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5.8 Kanali
Kanale navadno uporabljamo, kadar imamo vecˇ sˇcˇepcev in lahko vlogo enega
sˇcˇepca predstavimo kot proizvajalca, drugega pa kot porabnika. Pri taksˇni
predstavitvi lahko namesto pisanja v globalni pomnilnik in branja iz njega
uporabimo kar neposredno komunikacijo med sˇcˇepci brez koordinacije podat-
kov na gostitelju. Kanale tako uporabljamo za komunikacijo in sinhronizacijo
med sˇcˇepci z visoko ucˇinkovitostjo in nizko zakasnitvijo.
Za boljˇse razumevanje uporabe kanalov si lahko pogledamo primer algo-
ritma v izsekih 3 in 4.
Algoritem 3 Primer uporabe kanala med sˇcˇepcem za izracˇun energije (So-
bel) in sˇcˇepcem za izracˇun kumulativne energije
1: STEV ILO TOCK ← KONSTANTA . Predstavlja sˇirino slike
2: # pragma OPENCL EXTENSION cl altera channels enable
3: channel int kanal rezanje siv
4: channel int kanal min redukcija . Definiranje kanalov z
dolocˇenim podatkovnim
tipom elementa
5: function SobelFilter(slika, velikost slike)
6: i← −(2 ∗ STEV ILO TOCK + 3)
7: pom reg[2 ∗ STEV ILO TOCK + 3] . Pomikalni register velikosti
dveh vrstic in treh dodatnih
tocˇk
8: while i! = velikost slike do
9: ... . Izracˇunaj energijo ene sli-
kovne tocˇke
10: if i >= 0 then . Energijo posredujemo naprej
11: write channel altera(kanal rezanje siv,
energija slikovne tocke)
12: end if
13: i← i + 1
14: end while
15: end function
Kanali so, za razliko od cevi, blokirajocˇi klici. Ko je kanal poln, se izva-
janje sˇcˇepca ustavi, dokler porabnik ne vzame iz kanala vsaj enega elementa.
Ob definiranju kanala dolocˇimo vrsto in velikost elementa z enim od osnov-
nih podatkovnih tipov. Kanali delujejo po principu FIFO (angl. first in first
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out). Podatki so med delovnimi skupinami in razlicˇnimi klici sˇcˇepcev konsi-
stentni. Specifikacija OpenCL ne dolocˇa vrstnega reda izvajanja niti, vendar
za potrebe konsistentnosti programski vmesnik Altera SDK za OpenCL to
uveljavi. Izvajanje sˇcˇepcev tako poteka v dolocˇenem vrstnem redu, in sicer
se delovne skupine z nizˇjim indeksom izvedejo najprej, nato niti z najnizˇjim
indeksom v tretji dimenziji, nato tiste z najnizˇjim indeksom v drugi dimenziji
in na koncu sˇe niti z najnizˇjim indeksom v prvi dimenziji.
Algoritem 4 Nadaljevanje primera uporabe kanalov, izracˇun kumulativne
energije
16: function KumulativnaEnergija(velikost slike)
17: i← 0
18: pom reg[STEV ILO TOCK] . Pomikalni register velikosti
ene vrstice in ene dodatne
tocˇke
19: while i < velikost slike do
20: j ← STEV ILO TOCK + 1
21: for j > 0; j ← j − 1 do
22: pom reg[j]← pom reg[j − 1] . Zamakni pomikalni register
23: end for . Branje iz kanala in zapis v
pomikalni register
24: pom reg[0]← read channel altera(kanal rezanje siv)
25: ... . Izracˇunaj kumulativno ener-
gijo slikovne tocˇke z inde-
ksom STEV ILO TOCK v
pomikalnem registru
26: if zadnja vrstica = TRUE then
27: write channel altera(kanal min redukcija, tocka)
28: end if
29: i← i + 1
30: end while
31: end function
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Poglavje 6
Rezultati
6.1 Nenatancˇni mnozˇilnik
Nenatancˇni mnozˇilnik smo implementirali s programskim orodjem OpenCL
in z nizkonivojskim jezikom VHDL. Med implementacijami smo nato primer-
jali sˇtevilo potrebnih gradnikov za sintezo logike na vezje FPGA.
Za izgradnjo sˇcˇepcev na vezje FPGA se porabi razmeroma malo gradni-
kov, za celotno logiko izvajanja sˇcˇepcev pa se jih porabi vecˇ, saj je treba
ustvariti povezave med pomnilnikom in vezjem FPGA, povezave med FPGA
in CPE in dodatno logiko za nadzor in izvajanje sˇcˇepcev. To lahko vidimo v
tabeli 6.1.
Razlika med implementacijo z VHDL in OpenCL je predvsem v tem,
da pri implementaciji VHDL nismo implementirali logike za povezovanje s
CPE in pomnilnikom, temvecˇ smo brali vhode iz stikal in prikazali rezultat z
lucˇkami LED. Poleg drugacˇne logike prikazovanja rezultatov pa se pojavi tudi
tezˇava zaradi abstrakcije problema, saj je tezˇko implementirati algoritem s
sˇcˇepci in pricˇakovati enako sintezo logike na vezju FPGA kot s programskim
jezikom VHDL.
Poskusˇali smo tudi razbrati pretvorbo logike iz sˇcˇepcev v VHDL, vendar
je prevajalnik za potrebe optimizacije ustvaril precej neberljivo kodo in tako
nam ni uspelo najti podobnosti z nasˇo implementacijo v VHDL. Poleg logike
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Tabela 6.1: Primerjava porabe gradnikov med razlicˇnimi implementacijami
Gradnik Implementacija OpenCL Sˇcˇepec OpenCL
VHDL celotna struktura
ALM (32075) 66 (<1 %) 3528 (11 %) 865 (2,7 %)
Registri (128300) 134 (<1 %) 3207 (5 %) 2058 (1,6 %)
Spominski bloki (397) 0 16 (4 %) 0
DSP bloki (87) 0 0 0
za implementacijo nenatancˇnega mnozˇilnika je prevajalnik ustvaril entitete
za razlicˇne pomnilnike, dostop in sinhronizacijo globalnega pomnilnika in
entiteto za upravljanje delavcev.
6.2 Matricˇno mnozˇenje
6.2.1 Primerjava implementacij pred optimizacijo
Najprej smo testirali ne-optimizirani implementaciji obeh algoritmov, tako
vrsticˇne kot implementacije s plosˇcˇicami, na GPE in plosˇcˇici FPGA. Za
mnozˇenje smo izbrali kvadratni matriki velikosti 1024 × 1024, ki sta vse-
bovali sˇtevila z enojno natancˇnostjo, ali v programskem jeziku C + + tipa
float.
Z velikostjo matrik se cˇas izvajanja eksponentno povecˇuje. Za boljˇsi prikaz
smo na grafu (slika 6.1) uporabili logaritemsko skalo z osnovo 2.
Kot lahko opazimo na zgornjem grafu je izvajanja sˇcˇepca na GPE za ma-
trike vecˇjih dimenzij precej hitrejˇse od izvajanja na vezju FPGA. Pri majh-
nih dimenzijah pa se FPGA z izvajanjem zelo priblizˇa GPE, saj sta prenos
majhnih matrik na GPE in izkoristek vseh procesnih enot na graficˇni kar-
tici premajhna, da bi lahko dosegli optimalne rezultate. Za majhne matrike
je izvajanje sˇcˇepca na vezju FPGA ucˇinkovito ravno zaradi nasprotnega ra-
zloga kot na GPE, saj je prenos razmeroma hiter zaradi majhnega sˇtevila
elementov.
Opazimo lahko tudi, da se implementacija mnozˇenja z vrsticami izvaja
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Slika 6.1: Graf cˇasov izvajanja pred optimizacijo algoritmov glede na velikost
kvadratne matrike
pocˇasneje kot tista s plosˇcˇicami, vendar se cˇas izvajanja pri obeh z velikostjo
problema povecˇuje enakomerno hitro, in to veliko bolj kot izvajanje na GPE,
kjer se cˇas izvajanja povecˇuje linearno pocˇasi na zacˇetku, pri vecˇji problemih
pa se priblizˇa eksponentnemu narasˇcˇanju.
6.2.2 Vpliv optimizacij na izvajanje
V prejˇsnjem podpoglavju smo opazili, da se algoritem s plosˇcˇicami obnasˇa
bolje kot implementacija z vrsticˇnim mnozˇenjem, zato smo za nadaljnje op-
timizacije uporabili samo implementacijo s plosˇcˇicami. Za testiranje smo,
enako kot zgoraj, uporabili kvadratni matriki velikosti 1024 × 1024, ki sta
vsebovali sˇtevila z enojno natancˇnostjo.
Pri optimizaciji algoritma s plosˇcˇicami smo uporabili vse optimizacije,
opisane v poglavju 5, brez uporabe pomikalnega registra in kanalov. Algo-
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ritem smo postopoma nadgrajevali in merili cˇas izvajanja. Vsaka naslednja
optimizacija algoritma je vsebovala vse predhodne optimizacije. Kaksˇen je
cˇas izvajanja algoritma pri dolocˇeni novi optimizaciji lahko vidimo na sliki
6.2
Slika 6.2: Graf cˇasov izvajanja pri dodajanju razlicˇnih optimizacij; postopek
dodajanja od leve proti desni
Prva optimizacija, pri kateri smo dolocˇili ustreznejˇse podatkovne tipe za
spremenljivke in argumente v sˇcˇepcih, ne prinese vecˇjih sprememb v cˇasu
izvajanja, le zmanjˇsa porabo logicˇnih gradnikov. Pri drugi optimizaciji z
dolocˇitvijo zahtevanega sˇtevila niti pa se izvajanje obcˇutno pohitri, saj pre-
vajalnik optimizira sinhronizacijo niti na podano sˇtevilo. Pri naslednji op-
timizaciji z dolocˇitvijo velikosti lokalnega pomnilnika glede na sˇtevilo niti
prihranimo veliko logicˇnih gradnikov za nadaljnje optimizacije. Pred tem
smo porabili 78% vseh spominskih blokov, po tem pa le 31%. Razlog za
slabsˇe izvajanje po dolocˇitvi velikosti lokalnega pomnilnika ni povsem jasen,
obstaja pa mozˇnost, da prevajalnik poskusˇa optimizirati izvajanje z manjˇsim
sˇtevilom gradnikov in mu to ne uspe najbolje.
Naslednja optimizacija algoritma z razvojem zank je prelomna. S tem
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odpravimo odvisnost trenutne iteracije od prejˇsnje, in tako lahko prevajalnik
paralelno sintetizira vse operacije mnozˇenja in na koncu rezultate tudi sesˇteje.
Pohitritev je skoraj sˇestnajstkratna, kar ustreza sˇtevilu operacij mnozˇenja in
sesˇtevanja pri posamezni niti.
Pri peti optimizaciji na gostitelju poravnamo podatke in tako omogocˇimo
njihov boljˇsi prenos na FPGA. Direktivo za dolocˇitev vektorizacije na posa-
meznem sˇcˇepcu omogocˇa vektorsko izvajanje operacij nad operandi in vecˇjo
prepustnost. Pri dolocˇitvi vektorizacije velikosti dve dosezˇemo, kot smo
pricˇakovali, skoraj dvakratno pohitritev, vendar pa se pri poskusu uporabe
sˇirsˇih vektorjev izvajanje sˇcˇepcev zaradi prevelike obremenitve niti povecˇa.
Izvajanje je sˇe zmeraj hitrejˇse kot brez vektorizacije. Za najbolj optimalno
se tako izkazˇe vektorizacija z vektorji z dvema elementoma. Ukaz −− fp−
relaxed, opisan v poglavju 3.4.2, pa z bolj ”sprosˇcˇenim” vrstnim redom iz-
vajanja aritmeticˇnih operacij oziroma zaradi krajˇsega cevovoda pohitri izva-
janje sˇcˇepcev.
6.2.3 Primerjava implementacij po optimizaciji
Implementacijo matricˇnega mnozˇenja s plosˇcˇicami in vrsticˇno implementa-
cijo smo optimizirali in znova merili cˇas izvajanja glede na razlicˇne veliko-
sti matrik. Implementacije algoritma za GPE nismo posebej optimizirali.
Kot lahko opazimo na grafu 6.3, smo pri obeh razlicˇicah za FPGA dose-
gli vecˇkratno pohitritev. V povprecˇju smo pri vrsticˇni implementaciji dosegli
faktor pohitritve 3,5, pri implementaciji s plosˇcˇicami pa kar 25,4 v primerjavi
z ne-optimiziranimi razlicˇicami.
Na sliki 6.1 opazimo, da sta oba algoritma na vezju FPGA pri majhnih
matrikah skoraj tako hitra kot pri izvajanju implementacije s plosˇcˇicami na
GPE. Z dodanimi optimizacijami smo dosegli vecˇjo prepustnost sˇcˇepcev in
tako prehiteli izvajanje algoritma na GPE.
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Slika 6.3: Graf cˇasov izvajanja po optimizaciji algoritmov glede na velikost
kvadratne matrike
6.3 Sobelov filter
Pri testiranju Sobelovega filtra na vezju FPGA, implementiranega s program-
skim ogrodjem OpenCL, sta nas zanimala predvsem cˇas izvajanja sˇcˇepcev pri
razlicˇnih velikostih slik in primerjava med potrebnim cˇasom za zakljucˇitev
dela sˇcˇepca in cˇasom rezˇije prenosa podatkov in upravljanjem z delavci.
Za potrebe testiranja smo uporabili slike razlicˇnih velikosti. Uporabljali
smo le sivine slik v datotecˇnem formatu pgm. Zanimala nas je tudi optimiza-
cija oziroma implementacija s pomikalnim registrom, ki naj bi bila na vezju
FPGA ucˇinkovito realizirana.
Na sliki 6.4 lahko opazimo, da je implementacija na GPE najucˇinkovi-
tejˇsa, implementaciji sˇcˇepcev za FPGA pa sta slabsˇi. Razlicˇni implementaciji
za vezje FPGA se izvajata skoraj enako hitro, vendar je pomikalni register
vseeno prinesel nekaj pohitritve. Implementacija s pomikalnim registrom pri-
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nese faktor pohitritve 1,1. Glede na velikost slike se razmeroma enakomerno
povecˇuje cˇas izvajanja sˇcˇepcev na vseh napravah.
Slika 6.4: Graf cˇasov izvajanja algoritmov glede na velikost slike
S pretvorbo implementacije Sobelovega filtra z uporabo lokalnega pomnil-
nika, ki nima omejitev glede velikosti slik, v implementacijo s pomikalnim
registrom, ki ima dolocˇeno sˇirino slike, smo dosegli zmanjˇsanje sˇtevila po-
rabljenih elementov ALM z 11529 ali 36% vseh na 4816 oziroma 15% vseh
elementov ALM na vezju FPGA. Za dostop do lokalnega pomnilnika in za
upravljanje pomnilnika je bila potrebna dodatna logika, ki pa je povecˇala
sˇtevilo potrebnih gradnikov, ti pa so vplivali na frekvenco ure. Za implemen-
tacijo s pomikalnim registrom so potrebni le privatni registri, do katerih je
dostop najhitrejˇsi. Poleg sˇtevila potrebnih elementov ALM smo zmanjˇsali
54 POGLAVJE 6. REZULTATI
tudi porabo blokov DSP.
Pri sintezi logike sˇcˇepcev je tako prevajalniku uspelo optimizirati vezje
FPGA in uporabiti uro z viˇsjo frekvenco. Pri implementaciji z lokalnim
pomnilnikom se je sˇcˇepec na vezju FPGA izvajal pri frekvenci ure 131,3
MHz, pri implementaciji s pomikalnim registrom pa s frekvenco 155,78 MHz.
Na grafu 6.5 so vidne tudi izboljˇsave v cˇasu izvajanja sˇcˇepcev. Sˇtevila nad
stolpci oznacˇujejo le cˇas izvajanja sˇcˇepcev.
Slika 6.5: Cˇas izvajanja sˇcˇepca in cˇas, potreben za prenos, rezˇijo, glede na
velikost slik; primerjava med blocˇno implementacijo in implementacijo s po-
mikalnim registrom
Opazimo lahko sˇe, da je cˇas, potreben za prenos podatkov, slike in rezˇijo
delavcev, pri obeh implementacijah skoraj identicˇen. Sinteza je pri obeh im-
plementacijah izkoristila najvecˇjo mozˇno hitrost prenosa podatkov iz global-
nega pomnilnika v lokalni oziroma privatni pomnilnik. Izvajanje se razlikuje
le v delu sˇcˇepcev ali sˇcˇepca in zakasnitvi pri dostopu do razlicˇnih pomnilni-
kov.
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6.4 Rezanje sˇivov
Pri testiranju ucˇinkovitosti paralelizacije na vezju FPGA smo zˇeleli testirati
algoritem z vecˇjo kompleksnostjo. Za to nalogo se je algoritem rezanja sˇivov
izkazal kot ustrezen, saj je predstavljal nadgradnjo Sobelovega filtra, hkrati
pa je za realizacijo potrebnih vecˇ sˇcˇepcev hkrati.
Slika 6.6 prikazuje cˇas odstranjevanja enega sˇiva iz slike pri razlicˇnih
implementacijah na razlicˇnih arhitekturah. Slike, ki smo jih uporabili, so bile
vsebinsko podobne, vendar ne povsem enake. Neenakost slik zˇe predstavlja
problem, saj je za odstranitev enega sˇiva potrebna druga lokacija in tako je
treba opraviti vecˇ dela. Cˇe bi se slike razlikovale tudi vsebinsko, bi to sˇe slabsˇe
vplivalo na ustrezno primerjavo cˇasa izvajanja pri slikah razlicˇnih velikosti.
Os Y je na sliki prikazana v logaritemski skali, saj vrednosti implementacij
na vezju FPGA hitro pobegnejo cˇez mejo.
Najprej smo testirali implementacijo z vecˇ nitmi (4.5.1) na GPE in skoraj
z enakimi nastavitvami tudi na vezju FPGA. Rezultate si lahko ogledamo na
sliki 6.6. Opazimo lahko, da ti niso bili zadovoljivi. Cˇas izvajanja implemen-
tacije z vecˇ nitmi na vezju FPGA se je v povprecˇju izvajal 46-krat slabsˇe
kot na GPE. Potrebni sta bili pohitritev in optimizacija za arhitekturo vezja.
Pri tem smo uporabili vse optimizacije, ki smo jih zˇe uporabili pri drugih
resˇitvah, in zaradi implementacije z vecˇ sˇcˇepci smo imeli mozˇnost testirati
tudi kanale, Alterino razsˇiritev programskega ogrodja OpenCL.
Kanali so prinesli zelo zadovoljive rezultate. V primerjavi z vecˇ nitno
implementacijo na vezju FPGA je implementacija s kanali prinesla faktor
pohitritve 9,9. Cˇas izvajanja z velikostjo problema narasˇcˇa hitreje kot na
graficˇni kartici, kar pa je posledica prenosa podatkov in velikosti pomikalnega
registra. Cˇe je sˇirina slike vecˇja od najvecˇje dovoljene vrednosti za privatni
pomnilnik, se bo pomikalni register realiziral z uporabo lokalnega pomnilnika
in s tem vplival na hitrost izvajanja sˇcˇepca. GPE ustrezajo problemi vecˇjih
dimenzij, saj takrat pride do vecˇjega izkoristka vseh procesnih enot. Kljub
temu da nam je uspelo mocˇno izboljˇsati algoritem, nismo mogli prehiteti
graficˇne kartice.
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Implementacija s kanali je zmanjˇsala tudi porabo elementov ALM na
vezju FPGA. Porabo nam je s 83% vseh porabljenih elementov ALM pri
vecˇnitni implementaciji uspelo znizˇati na 57%, pri slikah velikosti 3849×2160
pa na 61%. Pri tem se je tudi najvecˇja frekvenca ure na vezju FPGA v
povprecˇju zviˇsala za 5,6% oziroma s 124 MHz na 131 MHz.
Slika 6.6: Graf cˇasov izvajanja glede na velikost slike, odstranitev enega sˇiva
Na sliki 6.7 smo primerjali cˇas izvajanja pri odstranjevanju vecˇjega sˇtevila
sˇivov. Primerjali smo le implementacijo s kanali na vezju FPGA in vecˇ nitno
implementacijo na GPE. Izvajanje smo testirali s sliko velikosti 1024× 694.
Kot lahko opazimo, se izvajanje povecˇuje linearno glede na sˇtevilo od-
stranjenih sˇivov. Pri implementaciji s kanali cˇas izvajanja narasˇcˇa hitreje,
kar je najverjetneje zaradi hitrosti dostopa do globalnega pomnilnika. V
tej implementaciji imamo v vsaki iteraciji tri sˇcˇepce, ki odstranijo en sˇiv.
Prvi sˇcˇepec iz globalnega pomnilnika zaporedno prebere vse slikovne tocˇke,
drugi zaporedno zapiˇse smer minimalne vrednosti za vsako slikovno tocˇko od
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druge vrstice navzdol, torej branje iz globalnega pomnilnika. Pri dolocˇanju
sˇiva drugi sˇcˇepec bere slikovne tocˇke iz globalnega pomnilnika z nakljucˇnim
dostopom, kar zelo upocˇasni izvajanje. Tretji sˇcˇepec zaporedno prebere le
potrebne slikovne tocˇke, desno od sˇiva v vsaki vrstici, in jih nato zapiˇse nazaj
v globalni pomnilnik. Tako imamo za odstranitev enega sˇiva en sˇcˇepec, ki
samo bere, in dva, ki bereta in zapisujeta. Pri odstranitvi vecˇjega sˇtevila
sˇivov pride pocˇasni dostop do globalnega pomnilnika sˇe bolj do izraza. Na
GPE je dostop do globalnega pomnilnika hitrejˇsi, zato je narasˇcˇanje cˇasa
izvajanja pocˇasnejˇse.
Na hitrost narasˇcˇanja cˇasa izvajanja lahko vpliva tudi sˇtevilo sˇcˇepcev
oziroma upravljanje vecˇjega sˇtevila sˇcˇepcev v vrsti. Pri 300 iteracijah imamo
kar 900 sˇcˇepcev v vrsti, kar predstavlja veliko rezˇijskih strosˇkov.
Slika 6.7: Cˇas izvajanja pri odstranjevanju vecˇjega sˇtevila sˇivov, velikost slike
1024× 694
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Poglavje 7
Zakljucˇek
V delu smo razvili testne aplikacije za testiranje uporabe programskega ogro-
dja OpenCL na vezju FPGA. Razvili smo vecˇ testnih programov, s katerimi
smo testirali razlicˇne lastnosti, zmogljivosti vezja in vplive razlicˇnih optimi-
zacij na izvajanje sˇcˇepcev na vezju FPGA. Odlocˇili smo se za vecˇ razlicˇnih
implementacij, od najbolj splosˇnih do bolj prilagojenih za vezje FPGA. Te de-
lujejo le na Alterinih programirljivih vezjih, ki podpirajo standard OpenCL.
S pomocˇjo strojno opisnega jezika VHDL smo implementirali tudi algori-
tem na vezju FPGA in isti algoritem z uporabo OpenCL poskusˇali pretvoriti
v implementacijo s sˇcˇepci. Po pricˇakovanjih smo ugotovili, da za razvoj
aplikacije z uporabo programskega ogrodja OpenCL prihranimo veliko cˇasa,
vendar to negativno vpliva na cˇas izvajanja. Za potrebe implementacije
sˇcˇepcev, komunikacije med njimi in dodatne logike za upravljanje sˇcˇepcev
potrebujemo na vezju FPGA vecˇje sˇtevilo logicˇnih gradnikov. Zaradi tega
smo omejeni pri realizaciji vecˇjih aplikacij.
Pri uporabi ukazov za omejevanje sˇtevila niti, pri omejevanju velikosti
lokalnega pomnilnika in izbiri primernejˇsih podatkovnih tipov za dani pro-
blem smo opazili, da lahko privarcˇujemo ogromno logicˇnih gradnikov na vezju
FPGA. Dodatne direktive, ki jih ponuja Alterina razsˇiritev programskega
ogrodja OpenCL, pa lahko omogocˇijo tudi vzporedno racˇunanje jeder zank
oziroma iteracije zank razvijemo v vzporedne iteracije na vezju FPGA. Z
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uporabo te optimizacije smo dosegli tudi 16-kratno pohitritev.
Pri testiranju algoritmov smo ugotovili, da na izvajanje sˇcˇepcev mocˇno
vpliva tudi sˇtevilo dostopov do globalnega pomnilnika, sˇcˇepci z uporabo lokal-
nega in privatnega pomnilnika pa se izvajajo izjemno hitro. Ker je zˇe splosˇno
znano, da je dostop do globalnega pomnilnika pocˇasen, se pri ucˇinkoviti im-
plementaciji sˇcˇepcev za izvajanje na vezju FPGA, sˇe bolj omejimo na lokalni
in privatni pomnilnik.
Pri implementaciji z vecˇ nitmi in pri definiranju problema na vecˇ di-
menzionalnem razponu bi pricˇakovali boljˇse rezultate, vendar ni vedno tako.
Osredotocˇili smo se sˇe na testiranje sˇcˇepcev z eno nitjo in implementacijo
algoritmov s pomikalnim registrom. Kadar smo zaporedno dostopali do po-
mnilnika in smo lahko za resˇitev problema uporabili pomikalni register, se je
izkazalo, da je sinteza algoritma na vezje FPGA ucˇinkovita. Pri uporabi vecˇ
niti se vsaka nit ne izvaja vzporedno, ampak izkoriˇscˇajo cevovod. Uspesˇno
preveden problem v sˇcˇepec z uporabo pomikalnega registra lahko prinese
pohitritve.
Ugotovili smo tudi, da je pri uporabi vecˇ sˇcˇepcev hkrati zelo zazˇeleno
uporabiti kanale. To je prav tako razsˇiritev programskega ogrodja OpenCL,
ki omogocˇa prenos podatkov med sˇcˇepci. S tem se izognemo pocˇasnemu
dostopu do globalnega pomnilnika in pohitrimo izvajanje sˇcˇepcev.
Testiranje matricˇnega mnozˇenja na GPE in vezju FPGA je pokazalo,
da je na splosˇno veliko ucˇinkovitejˇsa GPE, ki je obcˇutno zmogljivejˇsa, ven-
dar moramo uporabiti problem ustrezne velikost. Pri majhnih problemih je
uspelo optimizirani obliki za vezje FPGA prehiteti ne-optimizirano obliko za
GPE. Kljub temu da se je v vecˇini primerov GPE izkazala za ucˇinkovitejˇsi
pospesˇevalnik, smo z rezultati zelo zadovoljni. Pokazali smo, kako mocˇno
posamezne optimizacije in prilagoditve sˇcˇepcev vplivajo pri dani arhitekturi.
Za nadaljnje delo bi lahko izboljˇsali dostop do globalnega pomnilnika
oziroma poiskali metodo, ki bi najbolj ucˇinkovito prenesla podatke. Mozˇna
nadgradnja je tudi testiranje ucˇinkovitosti izvajanja sˇcˇepcev glede na porabo
elektricˇne energije. Cˇeprav lahko sklepamo, da bi v tem primeru vezje FPGA
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priˇslo resnicˇno v ospredje, bi bilo to zanimivo preveriti in se o tem povsem
prepricˇati. Vendar pa tega nismo storili, saj bi za tocˇne meritve potrebovali
vecˇ naprav za merjenje porabe elektricˇne energije. V nadaljnjem delu bi
bilo zazˇeleno testirati zmogljivejˇsa vezja FPGA z uporabo OpenCL in jih
uporabiti za pohitritev prakticˇnih aplikacij.
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