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Abstract— The purpose of this study is to determine a representative
pattern of a set of three dimensional (3D) knee kinematic measurement
curves recorded throughout several trials with a patient walking on a
treadmill. The measurements are knee angles, (namely joint angles) with
respect to the sagittal, frontal, and transverse planes, as a function of
time during a gait cycle. Two serious difficulties met while extracting
a representative pattern from the trials are that the curves possess
phase variability and there are outliers. We propose a scheme which
first removes outliers using the modified band depth index method,
and follows with phase variability reduction by curve registration. This
scheme leads to retaining the mean curve of the corrected set of curves,
as the most representative.
I. INTRODUCTION
Gait analysis is an emerging technique providing noninvasive
tools for a subject’s gait evaluation. In rehabilitation medicine, sport
science, orthopedics, kinesiology, and related field, several studies
have tried to investigate kinematic and/or kinetic data to obtain
crucial information about musculoskeletal pathologies [1]. More
advanced studies have focused on knee kinematics to distinguish
between knee osteoarthritis and asymptomatic patients, and even
classify osteoarthritis populations with respect to their level of
severity [2] [3]. Thus, given the high level of precision required
in such clinical decisions, it is important to rely on a robust
estimate of a pattern representing this complex information. The
difficulty with 3D knee kinematics and similar data relates to
the variability of measurements. Observations appear as tempo-
ral waveforms representing joint angle measures in the sagittal,
frontal and transverse planes for each stride. These observations
are contaminated with outliers and phase variability, so that simple
averaging of the data can significantly influence subsequent analyses
such as the extraction of feature values (e.g., peak flexion, extension,
or range of motion [4]). The commonly used representative pattern
is obtained by averaging the curves that maximize the inter class
correlation index of observations based on the reliability coefficient
threshold [5], which does not take into account the shape or the
continuous aspect of the curves. Thus, in this study, we propose
to deal with knee kinematics curves as functional data, so that we
can maintain the shape and timing of the movements to identify
a better representative pattern. Therefore, instead of the inter class
correlation index we used the Modified Band Depth index [6] [7].
This measure takes into account the shape of the curves. It quantifies
the centrality of a given curve within a group of trajectories so that a
center-outward ordering of the curves can be deduced, and outliers
can be easily identified using the conventional boxplot [8]. The next
step was to reduce phase variability to obtain more homogeneous
curves. We performed a series of nonlinear transformations of the
curves’ timing intervals to get them aligned without modifying their
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shape characteristics. This is what we call curve registration [9], a
recent concept widely used within functional data analysis. A simple
average of the processed curves is then proposed as a representative
pattern. To validate our approach, we compared the similarity of
the pattern to the original curves to show that it was the most
alike, which was evident when contrasted with two other patterns
commonly used in the literature.
II. METHOD
The proposed approach is summarized in Fig. 1 which shows
the main steps involved in the scheme: we perform two processing
steps. First, we remove outlying curves using the modified band
depth, and then we reduce the phase variability using curve regis-
tration. The pattern is finally defined as the average of the processed
curves. For validation, we used the Frechet distance to quantify the
similarity between the obtained pattern and the original curves.
Fig. 1: Bloc diagram of the proposed data processing approach
A. Database
Our database contains 3D knee kinematics curves from 100
osteoarthritis and non-osteoarthritis patients that are chosen ran-
domly. The individual observations were recorded over 45s using
KneeKGTM system(Emovi Inc.,Laval,QC,Canada). Movements were
captured at a frequency rate of 60Hz leading to a long sequence
of motion for each knee angle. The kinematic measurements are
then filtered [10] and divided into normalized cycles for each
stride. Thus, for each knee angle, the superposed normalized cycles
(about 30 to 40 cycles depending on the person’s stride ) constitute
the observations that we are aiming to describe with a single
representative pattern characterizing the given subject.
B. Data processing
The key idea of this study is to take into consideration the con-
tinuous and correlated measurements factors so that we can explore
the functional data analysis tools used in our processing approach.
So let’s briefly introduce the FDA concept before detailing the
two processing steps. FDA is an advanced statistical approach for
assessing time series and continued observations over time [11]. It
offers the advantage of retaining information in continuous signals,
such as changes in joint angles or in landmark positions during a
movement task. It also represent movement patterns as a function
of time rather than reducing the signal into discrete variables [12].
FDA has been applied within various scientific fields, namely the
analysis of child size evolution [11], climatic variation [13], medical
research [14] and many other domains. Thus, in the following,
we will be using FDA statistical tools for the identification of
outliers and the reduction of phase variability, to obtain a better
representation of our knee kinematics.
1) Removing Outliers : Kinematic curves are often contaminated
with outlying observations arising from several factors. It may be
a measurement error, a technical issue, or even some inaccurate
recording steps. Identifying these observations is not an obvious
task since we do not have a specific reference curve representing
the ”true” knee kinematic pattern of each subject. Few studies in
the literature deal with this problem and the common solution is
to keep the curves maximizing the inter correlation coefficient of
the samples [5]. Within this framework, and since we are dealing
with our observations as functional data, we performed outlier
detection using functional depth. A common outlier definition is
to consider the observations occurring more than 1.5 interquartile
ranges away from the sample median as extreme values. To apply
this definition within the functional data framework, we need to
provide a statistical ordering within the sample of curves. The idea
is to measure the centrality of each curve within our observations
so that we conduct a center-outward orderings of the set of curves
. Several definitions of functional depth are given in the literature,
such as the Fraiman and Muniz depth (FMD) [15], which measures
the period of time that a curve remains within a sample, and the
h-modal depth (HMD) [16], which quantifies how densely a curve
is surrounded by other curves. In this case, we refer to the Modified
Band Depth (MBD) which is a recent concept widely used in
the classification of the functional data [17] . Briefly, the MBD
represents the mean over all possible bands of the proportion of
time that a curve spends inside a band. In other words, a high MBD
index means that the curve’s shape is similar to the shapes of the
rest of the observations since its is contained in many bands defined
by these trajectories. Formally, if we denote X = {x1, . . . , xn} our
n continuous observations defined on a given closed real interval
I, the MBD of x ∈ X is defined as:
MBDX (x)=
(
n
2
)−1 n∑
i=1
n∑
j=i+1
λ({t ∈ I|αij ≤x(t)≤ βij})
λ(I)
(1)
where αij = min(xi(t), xj(t)) and βij = max(xi(t), xj(t)), and
λ(.) stands for the Lebesgue measure on R [18] .
So, if we perform a center-outward ordering for our curves, the
smallest rank should be associated with the most central observation
which is the median curve.
In doing so, we can use the MBD measurement to represent the
functional boxplot [8] for our observations. As for the classical
boxplot 50 % of the data is contained between the first and third
quantile, which, in our case, are the most central ones. The median
curve is the one having the highest MBD index. We can also fix
the non outlying range using the 1.5 times Inter Quantile Rule.
2) Reducing Phase Variability: Once outliers have been re-
moved, we have to deal with the phase variability of the observa-
tions. We can notice through the superposed trials of each subject
that peak values often occur at slightly varying times within the gait
cycle, thus, averaging our observations at this level may lead to an
important loss of information including the possible cancellation
of critical shape characteristics and landmarks. To obtain a more
robust and informative average we need to temporally align the
curves using the curve registration technique for functional data
[9].
There are two main approaches for curve registration: continuous
registration and landmark registration. The first is an iterative ap-
proach aiming to compute the time warping functions that maximize
the proportionality of the functional observations. For technical
details about time warping, the reader is referred to [19]. The second
approach aims to perform transformations of the time intervals
for each curve so that specified landmarks, such as the maxima,
minima, and zero crossings, occur at the same location. One may
think that the landmark registration is computationally less intensive
than the continuous one; however, it is important to highlight the
fact that there is an additional data processing cost to identify the
location of the landmarks for each curve [20] . Thus, in our case, we
will be using continuous registration since our kinematics present
a high number of landmarks.
Before proceeding to the registration step, it is crucial to describe
our curves with continuous smooth functions. The functions are
represented as linear combinations of a set of basis functions Eq(2),
so that each curve is considered a single functional observation.
f(t) =
K∑
i=1
ciφi(t) (2)
There are different types of basis function systems: The Fourier
basis, typically for periodic data and the splines for non-periodic
data. The basis coefficient weights are chosen so that the constructed
curve can optimally fit the data with respect to a certain degree of
smoothness. For further details about basis systems and smoothing,
the reader is referred to [9]. Therefore, as we explained, the basic
idea of registration is to find a kind of correspondence between
the time domains of our functions, so that we can maximize the
proportionality of these functional observations. Mathematically
speaking, the registration procedure is an iterative approach that
can be summarized in two steps:
1) Calculate the average curve of the observations µˆ[t]
2) For each observation define the time warping function wi(t)
while minimizing the following sum-of-squared criterion J :
J =
N∑
i=1
∫
T
(Yi[wi(t)]− µˆ[t])
2
dt (3)
where N is the number of curves after removing the outliers
and Yi is an individual curve. In other words, we try to align
each individual curve in the set of observations to the group
average curve µˆ[t]
We then iterate this process, by re-computing the mean µˆ[t] from the
registered curves and re-computing the new set of warping functions
wi(t) until we reach convergence.
C. Data processing validation
There are two commonly used patterns in the literature: The
average of the raw observations (without any processing), and the
average of the 15 most correlated observations [5]. To validate our
approach, we prove that our suggested pattern is more representative
than the prior mentioned ones. Since there is no gold standard,
we assumed that the most representative pattern is the one which
best describes the set of observations. In terms of distance, this
pattern is closer to each element of each individual observation.
We remind that for a given subject, the observations are a set of
normalized kinematic curves corresponding to the flexion, abduc-
tion or rotation angle variation during a gait cycle. Thus, we chose
the Frechet distance [21] to quantify this similarity and performed
the following test: for each subject of the database and for each
of the three patterns we compute the mean distance between the
pattern and the valid observations. Thus, for each subject we have
3 computed distances quantifying the similarity of each pattern to
the observations. The shortest distance correspond to our pattern
in most cases. In Table I we summarize the percentage of cases
within our 100 subjects where our pattern was closer than the other
two. This validation test was performed for each kinematic angle
separately.
TABLE I: Percentage of cases where our suggested pattern outper-
forms the average of the raw observations and the average of the
15 most correlated observations.
Flexion Abduction Rotation
Average of raw observa-
tions
70% 65% 78%
Average of the 15 most
correlated observations
72% 75% 76%
We can see that our representative pattern outperforms the two
others, especially the pattern commonly used in the literature.
In most of these cases, we find that averaging the observations
after performing the proposed preprocessing step leads to a more
representative curve preserving the shape characteristics of the
subject’s trials.
III. SIMULATION RESULTS
The proposed preprocessing steps have been performed over
the whole database. Fig. 2 represents an illustrative case of the
functional boxplot for the flexion curves of an osteoarthritic subject.
Outlying curves in red dashed lines are the ones lying more than 1.5
inter quantile range away from the sample median (black bold line).
As we can see, the functional boxplot allows for conclusions about
the subject’s knee kinematics before extracting the representative
pattern. It is important to note that the box, the whiskers, and the
median can reveal useful information about a functional dataset by
looking at their position, size, length, and even the shape of the box
or the median curve. Moreover, the spacing between the different
parts of the box helps to indicate the degree of skewness in the data
and to identify outliers [8].
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Fig. 2: Functional Boxplot for flexion cycle: Illustration case
Fig. 3 illustrates the effects of curve registration on the knee
kinematics curves. We notice the minimization of phase variability
and the alignment of landmarks. The subjects’ trials at this level
are more homogeneous and ready for all types of analysis namely
functional principal component analysis and functional mutivariate
analysis. In our case, since we are seeking a pattern representing the
subjects trials which is generally used for classification, we perform
a simple averaging.
In Fig. 4 we see a case from the database showing the difference
between three patterns for the 3D knee kinematics curves. These
patterns are: the average curve of the raw observations, the average
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Fig. 3: Effect of registration
of the 15 most correlated observations, and our proposed represen-
tative pattern. It is clear that for the flexion pattern, the difference is
not meaningful. This has been studied in [22] proving that registra-
tion may not always be a necessary adjunct to analyses of cyclical
movement patterns. However, the difference is more important for
the abduction ad rotation patterns since the movements are less
regular or cyclical. As expected, the landmarks were more important
in the case of the suggested pattern,s which is due essentially to
the curve registration.
IV. DISCUSSION AND CONCLUSION
The objective of this study was to determine a representative
pattern for 3D knee kinematics. The proposed scheme consisted
of averaging the kinematics curves after two preprocessing steps.
First, we removed outlying curves using the modified band depth,
then we reduced the phase variability using the curve registration
technique. We point out that reducing variability has been used in
this particular context to obtain the representative pattern, however,
natural variation which could be due to physiological reasons
might be of diagnostic values in other framework where the curve
registration won’t be the appropriate tool for such analysis. Thus,
the novelty of our work is in dealing with knee kinematics as
functional data, taking into consideration the continuous and corre-
lated aspect of the curves. In addition, we prove that our proposed
pattern is more representative than commonly used patterns in
the literature, which we believe, can highly improve subsequent
analysis such as classification and anomalies identification. We note
that simulations for this work were performed through the free
source FDA package provided by the authors of [11]. Finally, it is
important to highlight that the suggested preprocessing steps might
be useful for inter-subjects analysis to characterize a population and
perform classification tests.
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Fig. 4: Difference between the three patterns
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