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Abstract
In this thesis, we studied a vector operator in finite density system through AdS-CFT
correspondence. By numerically solving the wave equations of the corresponding
vector field in a AdS-RN black hole background geometry, we found poles of the
retarded Green's functions in momentum space, which indicate possible instabilities.
We found that existence of such poles depends a parameter r,, which indicates possible
phase transitions when we adjust K through some critical values. Interestingly, we also
found that depending on the conformal dimension of the operator, the transitions in
transverse and longitudinal directions may behave in the same way, or in the opposite
way.
Thesis Supervisor: Hong Liu
Title: Associate Professor
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Chapter 1
Introduction
AdS/CFT correspondence provides an useful tool to study certain quantum field
theories[1, 2, 3]. According to this correspondence, certain gauge theory has a dual
description as gravity theory on certain background, e.g., d 4,N = 4, SU(N) super
Yang-Mills theory is dual to type IIB string theory on AdS 5 x S'. In the limit when
both the gauge group rank N and the coupling gyMN 2 are large, the gravity theory
reduces to classical Einstein gravity coupled to various matter fields. Thus we map
problems in strongly-correlated systems to problems in EInstein gravity, i.e., geome-
try. This gives us a way to study strongly-coupled field theories which are otherwise
hard to approach since perturbation fails at strong coupling.
In condensed matter physics there are many such examples, like quantum spin
liquid phase of a magnetic insulator, "strange metals", and heavy electron systems
near a quantum phase transition. While we don't know the exact dual of these theo-
ries, by studying their holographic cousins with known gravity duals we may still get
some useful insight. Furthermore, certain strongly coupled field theories may share
some universal properties, and we'll see that some of the field theory operator prop-
erties at linear level, like conformal dimensions and two point functions, indeed don't
depend on the details of the dual gravity theory other than the background geometry
itself. Even without specific condensed matter models, by studying gravity systems
we could get many new examples of quantum phases, which may help us understand
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strongly-coupled field theories in general.
Many such examples in condensed matter physics are finite density systems. They
are hard to approach because of their many-body dynamics. In the AdS-CFT corre-
spondence finite density systems are described in the gravity side by charged black
holes. This is expected since the charged black hole geometry has non-vanishing elec-
tromagnetic field and satisfies laws of thermodynamics. Assuming the field theory
has conformal symmetry in the UV, which is characterized by being asymptotically
AdS in the gravity side, we'll study AdS-Reissner-Nordstrom black holes. According
to the correspondence, the field theory and the gravity theory have same partition
function, and hence the same effective action. There is a one-to-one correspondence
between the operators in the field theory and fields in the gravity theory, in which the
sources for the operators set the boundary conditions of the corresponding fields. To
study excitations of various operators in the field theory, we solve equations of motion
of the corresponding various matter fields with fixed boundary conditions. On the
gravity side, we get the on-shell action as a functional of the boundary conditions.
On the field theory side, this is just the effective action as a functional of the sources.
In previous work of [4, 5, 7, 8], people studied a spinor operator in this context,
and found a universal intermediate-energy phase called "semi-local quantum liquid".
It has a fermi surface but without Landau quasi-particle descriptions, which shows
non-Fermi liquid behavior. In [6, 9] people studied a scalar operator, and found in-
stabilities and various types of quantum critical behaviors lying outside the standard
Landau-Ginsburg-Wilson paradigm. For a review, see [10].
In this thesis, we study a vector operator in such systems. A vector operator can
be very different from a scalar operator, because different components can couple
to each other. This should lead to richer physics. In particular, we can ask: Does
the system have instabilities like the scalar case? Do the operators of the different
directions behave the same? If they behave differently, could it lead to an emergent
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photon? i.e. at zero spatial momentum, can we find a pole of the retarded Green's
function only in the transverse directions but not the longitudinal direction? Does
the system have a phase transition? What's the critical behavior at the transition
point? In this thesis we'll answer some of these questions. By looking for poles of the
retarded Green's function in momentum space, we found that instability could exist.
In this system we can turn on a double trace deformation in the boundary gauge
theory parametrized by a coupling K. Instability exits for certain range of K. This
also indicates possible phase transitions when we adjust K across the critical value.
The behaviors near the critical points are left to future work. There is no emergent
photon in this context because there is no difference between transverse and longi-
tudinal directions at zero spatial momentum. What appears to be interesting and
mysterious is that, depending on the conformal dimension of the vector operator, the
instability range of K in transverse and longitudinal directions may be the same or
complementary to each other. In the latter case, when we adjust K across the critical
value, the instability will shift from one direction to another one. We also found
divergence of the retarded Green's function when the operator dimension approaches
certain discrete values, whose physical interpretation is unknown to us.
In what follows, we write down the vector field equations in a general background
in chapter 2. In chapter 3 we illustrate some basic ingredients of how the AdS/CFT
correspondence works by analytically studying a vector operator in the context of
vacuum/pure AdS correspondence. In chapter 4 we introduce the finite density sys-
tem and dual black hole geometry. In chapter 5 we give the numerical results, and in
chapter 6 we summarize the analytic properties of the retarded Green's function we
get.
11
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Chapter 2
Vector field equation in general
background
According to the correspondence dictionary, when the gauge theory is in large N and
strong coupling limit, the corresponding string theory reduces to classical Einstein
gravity coupled to various matter fields. We study gauge-invariant operators in the
field theory. To study small excitations, we could ignore the gravity back reactions.
So instead of solving the full Einstein equations, we can study various matter fields
in a curved background. In this thesis, we'll study a vector field in AdS-RN black
hole background, which corresponds to a vector operator in a finite density system.
Assume a d + 1-dimnentional background geometry has the form
ds2 = -fldt 2 + f2dz2 + fid, (2.1)
Both the cases we'll consider next, vacuum and finite density system, which corre-
spond to pure AdS and AdS-Reissner-Nordstrom black hole background respectively,
will have a metric of this form.
Consider a vector field in this background geometry. The action is
S = Jd+1x /I FMNFAMN + 12AM M
13
AM(tlz =) SAM(w k, z)eiwt+ik-9
The equation of motion of a massive vector field is
VMFMN _ 2 A N
Assume k., = k, other spatial directions have zero momentum.
If N = z, then
(fJ-2w 2 _ f,- 2 k2 )Az - iwf7-28 aAt - ikf; 2 aAx - m 2 Az = 0
If N = t, then
If N = x, then
fzl f If-daz(fz-Ift.-a3 (0,Ax - ikAz))
+ fF-2(w2 Ax + kwAt) - n2 Ax = 0
If N = xi with ki = 0, then
f- fi- 3 doz (fft fs-3O9Aj) + (f-2w2 _ fs 2 k2)Aj - m 2 Ai = 0
Note that the equation in the transverse direction decouples.
14
Write
(2.3)
(2.4)
(2.5)
fz- Ift f-d& (f fOz f-l--(azAt + iwAz))
- f2(k2 At + kw Ax) - m 2At = 0 (2.6)
(2.7)
(2.8)
Chapter 3
Vector field in AdS vacuum
3.1 Conformal dimension of the vector operator
For vacuum, we have pure AdS background
ds 2 = (dz2 - dt 2 + dz2 )
z2 (3.1)
R
i.e., fz=ft =
z
Consider a vector field in this background geometry. The equations of motion are
(z 2 W2 - z 2 k 2 - m 2R 2 )Az - iz 2wOz&At - ikz2Oz A, = 0,
z dlzd(z3-(OzAt + iwA,)) - (zok2 - t2 R 2)At - z 2 kwA, = 0,
zda-18z(z 3 -d(aA - ikAz)) + (2 2 _ M2 R2 )Ax + z 2 wkAt = 0,
zd-l8z(z 3 -dOzAj) + (z 2 W2 - k- m 2 R 2)Aj = 0.
(3.2)
(3.3)
(3.4)
(3.5)
Solving the equation of the transverse direction as z -+ 0, we see
(3.6)Ai(z, t, Y) -+ z"'A' (t, 2)
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where
d - 2 k V(d -- 2) 2 +4m 2R 2
2 (3.7)
A0 (t, x) serves as a boundary source according to the AdS - CFT correspondence,
i.e., this vector field will couple to a vector operator in the boundary CFRd via
f d xA,(x)JI(x), I = 0,..., d - 1.
operator.
The goal of this thesis is to study this vector
A linear combination of the two independent solutions is smooth at the horizon
Z -+ 00.
Near the boundary z = 0, the r_ term dominates, and the the field
A,(z, t, I) -+ z'- A4,(t, 5) (3.8)
Looking at other equations, we see that the field of the longitudinal and time
directions have similar behavior, while the Az component is of higher order in z.
From this we can see the mass dimension of the corresponding vector operator as
follows.
Look at what Will happen to the field A, under dilation.
The dilation xM -+ x/M M AA is an isometry of the bulk metric. The one form
AM(x)dxM transforms as a scalar
AM(x)dx M - AM (x)dx M = Am(x')dr'M = AMI(Ax)Adx M (3.9)
So
A' (x) = AAM (x) (3.10)
When we approach the boundary,
(3.11)
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A',(x) --+ z'-A'(z)
On the other hand,
A',(x) = AA,(Ax) -+ A(Az)'-A,(Ax) (3.12)
Compare the above, we see that
A' (x) = A'-A+AO(Ax) (3.13)
i.e, the source A0 (x) has length dimension -r_ - 1, hence mass dimension r- + 1,
which implies that the vector operator J"(x) on the boundary has mass dimension
d + /(d - 2) 2 +4m 2R 2A =-d- r_ - 1 2 .(3.14)2
As a slight generalization, for a general p-form field, according to the equation of
motion, the exponent r of the boundary behavior will satisfy an equation
r(r - 1+ 2(p + 1) - d - 1) = m 2 R 2  (3.15)
The dimension of the corresponding operator A = d - p - r. Hence A is given by
(A - p)(A + p - d) = m2R (3.16)
3.2 Euclidean Green's functions
Next, let's consider the two point function of the vector operator. According to the
correspondence, under appropriate limit, the effective action of the field theory will
be given by the on shell action of the corresponding gravity theory. So we need solve
the wave equation for the bulk field.
Following [2], we'll work in Euclidean coordinates first, in which the existence of a
special infinity point simplifies the calculations. In Lorentzian signature the infinity
point becomes the Poincare horizon.
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The metric is
and the Maxwell action is
1I(A) 
- 2
The equation of motion is
d* F+m 2 * F = 0. (3.19)
We look for Green's function, i.e., solution of Maxwell's equation with singularity
only at z = oc and vanishes at other boundary point. The special choice of z = oc is
translational invariant in X, so we assume the solution has the form
G(x) = fj(z)dxz.
Then
dA = fi'(z)dz A dx?
* dA = dz-3 f(z)dx1 A ... A dxi' A ... A dxd
zd
d * dA = (-1)i-1,(z3 -dofi(z) )dz A dx1 A ... A dx A
*A= (-1)zf(z) dz A dx A ... A dxi A ... A dx.
So the equation of motion is
z d-la(z 3-dafi(z)) - m 2f,(z) = 0
There are two independent solutions fi(z) - z'* where
dr - 2+ (d- 2)24m2 . The one which satisfies ther± = 2 required boundary con-
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dz 2 +d- 2
ds 2 = 2 (3.17)
Bd(F A *F + 2A A *A). (3.18)
(3.20)
... A dXd
(3.21)
(3.22)
(3.23)
(3.24)
(3.25)
dition is
fj(z) = z'+ (3.26)
xi - - x'
The inversion xi -+ x' + - is an bulk isometry and maps z = oc to
z2 + | - x'12
any other point x/ on the boundary. The Green's function becomes
(z2 + | - x2
(z 2 + - x'|12)r+1
x - x
2 + | - x'2
(x -x')i(x -x'%
- 2 dxJ
z 2 + |x - 1|2
2zr++1( _ X)
dz(z 2 +|z - x'|2)r,+2
i.e, this is the response of the bulk vector field if we put a boundary source for Ai
supported only at one point I = x.
To check the boundary behavior of G(x), notice that as z -+ 0,
(z 2 + |z - x'|2)r±+1
- 2 (x - x'),(x - x'
z2 +|I - X'|2 ) is only supported a
d - + - + Z + (x - x ' ) (x - x ')integral J dZ+-d+2  Z+ - 2(z2 + - x'|2)r+1 z2 + - 2
of z, nonzero only when i = j, which we call constant C.
Then we get the solution
I S= x, and the
is independent
A(z, Y) =
C J
1
C
d x ' d _ _ z_+ (x, 6j - 2(z 2 + -x' 12 r+1 2
d 2zr++1(x - x'), 0(dz - * Ai (x) dz( z2 + |g xi|2 pr,+2
- x')i(x - x') A (x)dx9
2 +|W - x'|2 /
(3.28)
From the boundary behavior of the Green's function, we see that as we go to the
boundary,
Ai-(z, Y) zd-2-r+A (Y) = z'A () (3.29)
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(3.27)
G'( z, Y)=
d :z'(z, x-)Ai (x*)
as expected.
From A we get the field strength
F =dA
=1r+zr+-Idz A dx J d.
C J
2 1
r+z++1dz A dxiC I
-* 1 - (..s
(z2 +|z~- i|2)r++1 \
-.x A?(x')
(z2 + - x'|2 )r++2
- 2( T(X ) A X.)
z2(+ x3320
... (3.30)
where the ... doesn't involve dz.
Then by integration by parts, the action becomes
I[AO] = 1j (A A *F)
2 J(Bd+1
= lim -11(A A *F)
e-+0 2 zE
dd xA,(z)A (') 6i|x - 12r.+2 j (X - x'(X - -Ix - P12 } (3.31)
From this we read out the two point function as
(3.32)
We also see from this that the dimension of the vector operator J is indeed
r+ + 1 = A.
Besides the two point function, another important property of the system is the
expectation value of the operator in presence of the source.
< J(x) >A 1 [D4(y)]J'(x) exp
6A0x [D#(y)]
S +./ Jj(y)Ao(y) +Sc
exp 
-
= Z 6A (x) exp (-ftren)[AO])
6I(ren) [A0 ]
6A?(x)
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r+
2C2 j dd f
< Ji(C)Ji(y) >= C2 - 2
(S+ Ji (y)A (y) + Sct)1
(3.33)
6ij - (X - YNX - Y)j
x 2
'-Y1
where I(ren) means the renormalized effective action, i.e, we added appropriate coun-
terterms to cancel the divergence.
Write the vector field as [11]
Ai(x) = (z'- A (z, x) + z'+Bi(z, x)) dx1 + f (z, x)dz (3.34)
where
(3.35)
(3.36)
A(z, x) -+ A'(x)
Bi (z, x) B (x)
and f(z, x) goes to zero faster than the other terms as we approach the boundary.
Then
F = d A = (rz'--A (x) +r+zr+-Bi(x)) dz A dx' - O& f(z, x)dz A dx'...
where ... are terms which don't include dz or which vanish faster as z -+ 0.
(3.37)
*F (- 1)-1
zd-3 (r-z--A (z, x) + r+z + -'Bih(z, x) - Oif(z, x)) dx
1 A ... A dxi A ...dxd
(3.38)
where ... are terms which involves dz or vanishes faster.
1A A *F zd-3 (z'-A(z, x) + z'+Bi(z, x)) (r_ z' 1A (z, x) + r+z'+-rBi(z, x)
- Of(z, x))dx' A ... A dxd + ... (3.39)
where ... involves dz or vanishes faster.
Recall r- + r+ = d - 2 and r_ < r+. We see that there is a divergence when we
integrate the above on a constant z surface to get the effective action. This divergence
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appears as z -+ 0, corresponds to the UV divergence of the gauge theory.
counterterm is needed. Let
I& = r J-df2 J9Bd+1
AlaBd+1 A *AIOBd+1
where in the above A is considered as a form on constant z slice. Then
I(ren) [A0] =I + Ic
1 FE1
=lim - -(z-A(z, x) + z'+Bi(z, x)) (r_ zr-1AO (z, x)
z-+0 2 ZBd+1 z
1
+ r+z'+-Bi(z, x) - if(z, x)) - r zA2 (z-A(z, x) + Zr+Bi(z, x))
(zr- A (z, x) + Zr+Bi(z, x)) dx1 A ... A dxd
=1 d ddx(r+ - r_)A(x)Bi(x)
(3.41)
Note that Bi(x) is completely determined by A?(x) and the regularity condition.
In fact, from
A(z, x) = ddx' Gi(z, x, x')A'(x')
=z- A (x z)dx t + Zr+Bi(x, z)dx + f(z, x)dz (3.42)
We see that
Bi(x)dx' = lim z-r+
i.e., B is of the form
dx1 Gi(z,x,x') - Zr-6(d) (X - x')dxi) Aj(x')
for some functions GZ).
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(3.40)
(3.43)
Bi(x) = Jddx'Gii(x, x')A(x') (3.44)
A local
Hence
3jIerM [ A0]
< Ji(x) >A =
6A9(x)
= A d(x) x(r+ - r_)A?(x) ddx'Gij(x, x')A (x')
- (r+ - r_) j ddx'G (x, x')A(x')
- (r+ - r_)Bi(x) (3.45)
From this we can get the retarded Green's function in momentum space
< Ji(WE k)>A BZ(WEik) (.6
GE~wEAk) = A(WE. =(r -r A9(WE, k)'
similar to the scalar field case in [11].
3.3 Analytic continuation
So far we studied Euclidean Green's function. We did this by looking for the appro-
priate solutions of Euclidean wave equation and then get the Euclidean action. In
the above example we can get Lorentzian Green's function by analytic continuation
since we have an analytic expression of the effective action and hence all the n-point
functions. But in many other examples, we can only solve the equations of motion
numerically for different values of momentum. So in order to get the Lorentzian re-
tarded Green's function, which characterizes the response of the system to a small
probe, we'll try to solve the Lorentzian equations of motion directly.
However, in the Euclidean case, the spacetime ends up as z -+ +oc, while in the
Lorentzian case, z = +oo is the Poincard horizon. In the more general situations
when we have a finite temperature system, the corresponding spacetime will have a
black hole horizon at some z = zo while its Euclidean continuation ends smoothly at
zo. So when solving the Lorentzian equations of motion, we also need a boundary
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condition at the horizon besides the one at z = 0 determined by the gauge theory
source.
Near the horizon, any combination of in-falling and out-going solutions will be
smooth. A reasonable assumption is to require that the analytic continuation of the
solution to Euclidean signature be also smooth [11]. Let's look at the equation of
motion in the transverse direction for large z. Since we only try to tell the difference
of in-falling and out-going solutions, we set k = 0.
zd- 3 az(z 3 -dozA) + w2 Ai = 0 (3.47)
Assume we have solutions of the form exp(Az), then A = tiw. Both solutions are
smooth.
The corresponding Euclidean equations of motion is obtained by setting w = iWE,
i.e.,
zd 3 a2 (za-daAi) - wAi 0 (3.48)
Regularity requires that we pick the solution exp(-wEz) in Euclidean signature.
In Lorentzian signature this corresponds to exp(iwz). Going back to coordinate space,
we find that near the horizon
Ai(t, z) ~ exp(-iw(t - z)), (3.49)
which is the in-falling solution.
In summary, when solving the equations of motion in Lorentzian spacetime, we
look for solutions which matches the source up to exponent of z near the spacetime
boundary z = 0, and are in-falling near the horizon. By plugging in such solutions into
the action and cancelling the divergence by adding appropriate local counterterms,
we get the renormalized effective action of the boundary theory, from which we can
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get the Green's functions we need. In many cases, we can only solve the equations
numerically for different values of momentum. By analytic continuation of equation
( 3.46) to Lorentzian signature
B1 (w, k)G" (w, k) = (r+ -r '.,k) (3.50)
A,(w, k)'
we can get the retarded Green's function in momentum space, which characterizes
the linear response of the system to a small probe. We are particularly interested in
the zero point of A, but not B. On the gravity side, it means a normalizable wave
function, which we can think of as being a "black hole hair". On the field theory
side, it is a pole of the Green's function. The system develops a non-zero vacuum
expectation value at the absence of a source, which indicates instability.
25
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Chapter 4
AdS-RN Black Hole and Finite
density system
Next, we go to finite density system, which is characterized by a non-zero chemical
potential. Assume our field theory has a U(1) global symmetry, which corresponds to
a gauge field in the gravity system. With a non-zero chemical potential P, we change
the Hamiltonian by E -+ E - pJt where J is the charge density. So the lagrangian is
deformed by L -+ L + [J. In the gravity side, the corresponding gauge field, which
we denote by AO, will have boundary value A? -+ t. Now we have a gravity system[5]
1~ XI-- d(d - 1) +R 2
Sgrav 2 2  d1x g d R2F0f NF AINO (4.1)
lim A?(z, x) = p (4.2)
z-+0
The solution is AdS-Reissner-Nordstrom black hole.
R 2 1
ds2  z (-dz2 - fdt2 + dz 2) (4.3)
zf
zd-2
A = p(1 - ^/-2 ) dt (4.4)
0
27
with
f = 1 + Q2 z2 d- 2 - Mzd. (4.5)
We'll study a gauge-invariant vector operator in this system, which again corre-
sponds to a vector field in the gravity side. To simplify, we assume the vector operator
we are interested in is different from the current which carries the background charge.
So now we have two different vector fields in the action. One of them, being a gauge
field, together with the curvature term in Einstein action, gives us the AdS-Reissner-
Nordstrom black hole background, which describes a state of the system with finite
charge density. The other one, possibly having any finite mass, will be treated as a
perturbation, corresponding to the gauge-invariant vector operator we are interested
in. Because the new vector field is different from the previous one, to linear order, it
decouples from the background geometry, and we can ignore the back reaction.
To be more specific,
S = Sgra + SA (4.6)
where SA is the Maxwell action for the new vector field. 6  -a - 6g__ = 0 will be
automatically satisfied by AdS-RN geometry because SA is quadratic in A which we
treated as a small perturbation.
So we only need to consider the equations of motion from = 0.6 A
(Z - z2k2  m2 R2 )A, - i zAt - ikz2OzA = 0, (4.7)f f
fzd-18z(z3 -d(azAt + iwAz)) - (k2 z 2 - m 2 R2)At - kwz2 Ax = 0, (4.8)
d-azZ(dZ 2W + z 2wk
z (zfza-(8zAx - ikAz)) + - m 2 R2 )Ax + At = 0, (4.9)f f
zd-18z(f z3 -dzAi) + (Z2W2 - z 2k 2 - m 2R2 )Aj = 0. (4.10)
We study the small frequency limit. However, we cannot do perturbations directly
28
x2
in w since f(z) has a double pole near the horizon and the term will always becomef
significant once we go close enough to the horizon. Following [5, 10], we'll divide the
geometry into outer region and inner region according to the distance to the horizon,
and then change coordinates in the inner region.
Near horizon z = zo, the metric looks like AdS 2 x R
R2 R2
ds 2  2 (-dt2 + d(2) + R d2 (4.11)C2 zo
where
2( =z(4.12)
d(d - 1)(zo - z)
R2- R (4.13)
2-d(d- 1)
With this coordinates, we can set w = 0.
The infalling solution is
A(z) = -- , (4.14)
Zo
while the outgoing solution is
A(z) =- (4.15)
where
Vk = rn R2 (4.16)
k2z
i = mn 2 + R - (4.17)
Note that the infalling solution is nomalizable at the horizon, and we'll use this
boundary condition as required by regularity in Euclidean signature.
29
Near the boundary z = 0, f -4 1, the metric is pure AdSd+1. The solution looks
like
A(z) = a+(k) ( + b+(k) ( , (4.18)
0O zo
where
r = 2 t (4.19)
2
VUE= 2d + m2 2  (4.20)
Note the b+ solution is normalizable at the boundary.
We'll pick up the infalling solution in the inner region, evolve it to near the bound-
ary with the help of mathematica, then fix a+ and b+ by matching to the two solutions
near the boundary. As discussed before, the retarded Green's function of the dual
operator will be given by 2vuzr- '+ b+(k). So if a+(k) = 0, the Green's function will
v aa+ (k)
have a pole at that momentum.
30
Chapter 5
Numerical results
Following the scalar case in [9], we study the vector field when d = 4. m is measured
1 1
in units of and k, w are measured in units of -.
5.1 Transverse direction
We study the transverse direction first, where the equation of motion is
d-I.O (Zdo - 1 - 0=
zD82(f z-d 2 Aj) + (- z2 k2 - 2 R2 )A= 0, (5.1)f
and the infalling solution near the horizon is
A(z) = - . (5.2)
We first consider dependence of a, b on m2 . a+(k) is always positive for different
values of M 2 R 2 and k. For fixed n 2 , the change of a+(k) with k is slow compared
to b+(k). The behavior of b+(k) is much more dramatic. b+(k) will blow up when
m2 = - 1 for integer n. This is expected since at these points, the two solutions
are no longer independent and a logarithmic solution emerges. So our discussion will
be constrained to single intervals of M 2 . The qualitative behavior will be the same as
31
we vary k. See Figure 5-1.
10
Figure 5-1: This is the plot for a+(m?), b±(n,2 ) for k = 0. Note that a+(n 2) decreases
as m2 increases while b+(m2) blows up at certain points.
Since a(k) never vanishes, the Green's function never gets a pole. So we consider
double trace deformation of the original theory, i.e., add to the Lagrangian an operator
6,C = A 2. Then to get the Green's function of this new theory, we need to replace
a+(k) by 5+(k). where
+(k-) = a+(k) + Kb+(k)
And we look for zero points of 5+(k) instead.
First consider the region when -1 < M2 < 0.
region. See Figure 5-2.
* For K < 0, i+(k = 0) > 0, and 6.+(k) increases
positive.
(5.3)
b+(k) decreases with k in this
with k, so 5+(k) will always be
" For K > 0, 5i+(k) decreases with k. If in addition, K is less then -"+() ,&+(0) > 0
and &+(k) will have a zero point. As K increases from 0 to -+(), this zerob+ (0l)
point will emerge from k = oc, and disappear at k = 0.
" For K > -L'+(, +(k) will always be negative and never vanish.b+ (0) ,()wl lasb eatv n ee aih
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Figure 5-2: This is the plot for 5t±(k) for n2 = -0.5. The lines from up to bottom
are for K = -5, K = 0.5, ti 2, and K = 10. As we decrease K, the zero point of
5+(k) emerges from IR at K = -'(0) and disappears at UV at H.= 0.bA (0)
Next, consider the region when 0 < m 2 < 3. b+(k) increases with k in this region.
See Figure 5-3.
" For K > 0 5+(k) increases with k, and +(k = 0) > 0, so a+(k) will always be
positive.
* For K < 0, &+(k) decreases with k. If in addition, K is larger then -
+(0) > 0 and 5+(k) will have a zero point. As K decreases from 0 to -c'(0)
this zero point will emerge from k = oc, and disappear at k = 0.
* For K < -! +(k) will always be negative and never vanish.
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Figure 5-3: This is the plot for n+(k) for m 2 = 1. The lines from up to bottom are
for K 5, -0.5. K= -2. and K = -10. As we increase K, the zero point of n+(k)
emerges from IR at K and disappears to UV at K = 0.
Similar analysis works for other intervals.
So we see that the line of K a+ (0) is crucial. Crossing this line, the operatorb+(0)
goes from being stable to IR unstable. The other separating line is K = 0. Crossing
this line, the operator goes from being UV unstable to stable again. See Figure 5-4.
Stable
le
U Instable I I I I 1 1 2 R 2
6 8
Unstable
Stable
Figure 5-4: This is the plot for -"+ _(k") as a function of m 2 . The region betweengr= -+ba (k=u)0 s
=I- a o(0) and K=O is unstable.
b+ (0)
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5.2 Longitudinal direction
Next, we consider the longitudinal direction.
For the near horizon region, the equation of motion of the longitudinal direction
will be completely the same with the transverse direction, with w vanishes or not,
- A(() + V(()A(() = 0 (5.4)
where
2 1
V(() = u2 -W 2, (5.5)
vk is the same as defined before.
So we'll have the same infalling solution as our boundary condition.
The full equation of motion in the longitudinal direction decouples only if w = 0,
where we get
f(z)zd- 3  OzA(
m2 R 2 + k 2 z 2
z)) - A(z)=0.
We solve the equation by the same method.
The behavior of a+(k = 0) and b+(k = 0) as functions of r 2 are completely the
same with the transverse direction, see Figure 5-1. This is expected, since there is
no difference between transverse and longitudinal directions at zero momentum.
Consider the region when -1 < n 2 < 0. b+(k) decreases with k in this region, as
same with the transverse direction. See Figure 5-5.
" For K < 0, 5+(k) increases with k, and &+(k = 0) > 0, so &+(k) will always be
positive.
" For K > 0, &+(k) decreases with k. If in addition, K is less then -a(O), &+(0) > 0b +(0
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z-lOz (5.6)
and 5+(k) will have a zero point. As K, increases from 0 to -' . this zerob+ (0)
point will emerge fromn k = cc and disappear a~t k -- 0.
For ti. > - 5 +(k) will always be negative and
10
5
-5
-10
never vanish.
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Figure 5-5: This is the plot for 5+(k) for m 2 = -0.5.
are for K = -5, K = 0.5, K = 2, and K = 10. As we
5+(k) emerges from IR at K - + 3O), a lisappears at
The lines from up to bottom
decrease N, the zero point of
UV at K = 0.
In this region, the behavior is similar to that of transverse direction.
Next. consider the region when 0 < mn2 < 3. Different from that of the transverse
direction. b+(k) decreases with k in this region. See Figure 5-6.
* For K < 0. 5+(k) increases with k. If K is smaller than -- o, )+(0) < 0 and
a+(k) will have a zero point. However, as we increase K across _ a+ o. the zero
point will disappear at IR.
e For K > 0. &+(k) decreases with k and +(0) > 0. Again, 5+(k) will always
have a zero., i.e., as we increase K across 0, the zero point of 65±(k) will emerge
from UV.
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a+5n)(k) (with m2R2=-0.5)
4
Figure 5-6: This is the plot for d+ (k) for m 2 = 1. The lines from up to bottom are
for K = -10, K = -5, K = -0.5, K = 0.5 and K = 5. As we decrease K, the zero point
of &+(k) disappears to UV at r, = 0, then emerge again from IR at r, - "+(0)
b+ (0)
Note that the behavior of this region is opposite to that of transverse directions.
The line of , = -"+() still separates stable and unstable regions. Crossing this
line, the operator goes from being stable to IR unstable. Crossing K = 0, the operator
goes from being UV unstable to stable. However, for m 2 > 0, the region between
K= 0 and = -"+() is the stable region, which is opposite to that of the transverse
directions. See Figure 5-7.
37
K+
6-
4-
Stabl
2
Unstable
Unstabb
Stable
-2
-4
2
Stable
4 6 8 S--- -table 12 m-R
2
Unstable
Figure 5-7: This is the plot for -"+(k=0) as a function of m 2 . For m2 < 0, the regionb+ (k=O)
between b -a+ (0) and K=0 is unstable. For m2 > 0, the region between K -b+ (0)
and K=0 is stable.
Note the interesting behavior of the operator when 0 < n 2 < 3. If we adjust K
across K = -a+ (0 from above, the transverse direction goes from being IR unstable
to stable, while the longitudinal direction goes from being stable to IR unstable.
5.3 Summary
Here is a summary. Let KO a+ (0)
If -1 < n 2 < 0,
38
K < 0 0 < K < KO K > KO
transverse t +(k) > 0 5+(0) > 0, 5+(o0) < 0, +(k) < 0
&+(k) has a zero point
longitudinal &+(k) > 0 &+(0) > 0, 5+(o0) < 0, +(k) < 0
&+(k) has a zero point,
I I II
If 0 < m 2 < 3,
39
K <o K o< <0 >0
transverse 5+(k) < 0 5+(0) > 0, &+(oo) < 0, +(k) > 0
&+(k) has a zero point
longitudinal 5+(0) < 0, &+(oo) > 0 5+(k) > 0 a+(0) > 0, &+(oo) < 0
5 +(k) has a zero point &+(k) has a zero point
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Chapter 6
Properties of the retarded Green's
function
Here we summarize the analytic properties of the retarded Green's function according
to the above numerical results. We assume the field theory we studied is the dual to
the gravity theory on AdS-RN background. Without knowing the exact Lagrangian,
we know it's a gauge theory with large gauge group rank N and strong coupling
gym, carries finite charge density under some global U(1) symmetry. We study a
gauge-invariant vector operator of this theory by studying its dual vector field in the
gravity theory. m2 , as mass of the vector field, parametrizes the dimension of this
operator. We look for poles of the retarded Green's function in the small frequency
limit. No such poles are found. So instead we consider a double trace deformation of
this theory by an operator L = A2 and consider K as a parameter parametrizing
the deformed theories.
When m 2 R 2  2 - 1, i.e, as we adjust the conformal dimension of the vector op-
1
erator to n + 2, the retarded Green's function always blows up as ~ m2R2- n2 + 1 at
generic values of n and spatial momentum k. This is well understood from the gravity
side. At these points, the two solutions with exponent r+ and r_ no longer expand
the full solution space and a logarithmic solution emerges. Across these divergent
points, the retarded Green's function changes sign. The interpretations in the field
41
theory side are unknown to us.
With the conformal dimension of the operator fixed, we look for poles of the re-
tarded Green's function at which the vector operator develops a finite expectation
value at the absence of a source, and hence indicates instability of the system. We
found that such poles exists when r, which parametrizes the double trace deforma-
tion, lies in certain range. This also indicates that there may be phase transitions
when we adjust r,. The critical behaviors near the transition point are left for future
work.
Without detailed calculations, the behaviors near the transition point already
show interesting features if we compare the results of transverse and longitudinal di-
rections.
For both directions, such poles emerge or disappear at IR, i.e., k = 0, when we
a+(0)
adjust K to across the same line given by , = o + () , see Figure 5-4 and
b+ (0)
Figure 5-7. They emerge or disappear at UV, i.e., k = oc, when K changes sign.
When the dimension of the operator 2 < A < 3, if we adjust K across the value
K = Ko from the above, such instability appears for both transverse and longitudinal
directions at k = 0, and if we further reduce K across K = 0, the poles disappear at
k = oc for both directions.
However, when the dimension of the operator A > 3, the regions of K in which
the poles exist are complementary for transverse and longitudinal directions. When
we adjust K across K = ,zo, the poles will shift from one direction to another at k = 0,
and similar shift appears again at k = oo if we adjust K across K = 0.
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