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Let X be a random vector with values in &!” and a Gaussian densityf. Let Y 
be a random vector whose density can be factored as k . f, where R is a logarith- 
mically concave function on Iw”. We prove that the covariance matrix of X 
dominates the covariance matrix of Y by a positive semidefinite matrix. When k 
is the indicator function of a compact convex set A of positive measure the 
difference is positive definite. If A and X are both symmetric Var(a . Y) is 
bounded above by an expression which is always strictly less than Var(a . X) 
for every a E Iw”. Finally some counterexamples are given to show that these 
results cannot be extended to the general case where f is any logarithmically 
concave density. 
1. INTRODUCTION 
Let f be the density function of a random vector X with values in R”. Let 
A C Rn have positive measure. We let X, denote the random vector X restricted 
to A; X, is specified by its density fA , which is defined by 
fA(Y) = (J; f (xl q f (Y) for YEA, 
(l-1) = 0 for y#A. 
In this paper we apply some known results about logarithmically concave 
densities to prove that for any convex set A in R* and a E Rn we have 
Var(a * X) 3 Var(a - X,) (1.2) 
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if X has multivariate Gaussian density f and that strict inequality holds in (1.2) 
if the set {a * y ( y E A} is compact. 
Birnbaum in [l] has proved a result like (1.2) in the special case when A is a 
half-space in Rn. 
We end the paper by giving counterexamples for some natural conjectures 
stemming from (1.2). 
2. THE MAIN THEOREMS 
DEFINITION 2.1. A real-valued nonnegative function defined on a convex 
subset K of Rn is called logarithmically concave if for any x, y E K and 0 < X < 1 
we have 
f(h + (1 - 4Y> 2 LfwlAcf(Y)l’-“~ (2.1) 
THEOREM 2.1. Let Y be a random vector in Rn with density function g(y) 
which can be factored as g(y) = h(y) exp( -$q( y)), where h(y) is a logarithmically 
concavefunction in R” andq(y) = Ci,j qijy<yjfory = (yl ,...,m) withQ = (qij) 
a positive definite matrix. Then for all a E Rn we have E( ( a * Y 1”) < CO and also 
-W’Jd - E( YJ E( Yj) + dij = q$, (2-l) 
where D = (dij) is a positive semidefinite matrix and (q;‘) = Q-l, the matrix 
inverse to Q. 
Proof. Note first that if X is Gaussian with density (2n)-(1/2)n det(Q)l12 
exp(-+q(y)) then E(XiXj) = q$, hence (2.1) can be reinterpreted as stating 
that Var(a . Y) < Var(a * X) for all a E R”. 
Now let T be a linear transformation from R” into itself with det( T) = 1, 
such that if y = Tz then q(Tz) = (1/u2)(z12 + *** + ZZ,~). Letting 2 = T-l(Y) 
it is then sufficient to prove that E(Zi2) < co for all i E { l,..., n} and that 
E(Z&) - E(ZJ E(ZJ + 4, = a2 6ij , (2.2) 
where D = (EE,,) is a positive semidefinite matrix satisfying D = T-IDTt-$ 
and where Sij is the usual delta function. 
Let h(z) = h(T(z)) for z = T-l(y) and note that h(z) is a logarithmically 
concave function. Let fi(zi) be the density function of Zi . Clearly 
fi(zI) = ,--(ll2W 
s 
e-(l/ak*(zl~+...+e:_l+z~+~+...+z~~) 
h(z, ,..., 4 
x dz, . *. dziel d,q+, . *. &, = e-(*‘Z)02ziPhj(zj). (2.3) 
Now by [9, Theorem 61, the function hj(zi) is a logarithmically concave function 
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on R. We now apply Theorem 1. I 1 of Karlin [7, p. 1601 to conclude that hi(v) -5 
~re%!~I for some positive constants cr , cp . It follows that E(Zi2) < co. 
Let us now consider the function p(x) defined on R” by 
p(x) = lRS h(x - z) e-(l’2)02!!z”2 & 
Clearly p(x) is the convolution of two logarithmically concave densities, hence 
by a theorem originally proved by Davidovic et al. [2] we know that p(x) is 
logarithmically concave. It follows that the Hessian matrix (P logp/axi ax,)(x) 
is negative semidefinite for all x at which the required partial derivates exist by 
[3, p. 521. A simple calculation further shows that 
We now use (2.4) to calculate 
(aP/w(o> = (lb”> v-i) (2.6) 
and 
(asp/ax, ax,)(o) = (l/U”)[E(ZiZj) - (l/02) S,j]. (2.7) 
When we substitute (2.7) and (2.6) into (2.5) we get 
(i? logp/i& ax,)(O) = (l/a4)[E(ZJj) - E(&) E(.Q - (1/u2) &ii], (2.8) 
which rewrite as 
qzi.q -E(q) qz,) - d(a2i0gp/ax, ax,)(o) = u28ij. (2.9) 
Now & = -u4(a2 logp/axi ax,)(O) is positive semidefinite; we conclude that 
(2.2) is proved. Q.E.D. 
COROLLARY 2.1. Let X be a random vector in Rn with multivariate Gaussian 
density. Let A be convex subset of Rn with positive Lebesgue mass. Then fm a E R”, 
we have Var(u * X,) < Var(a . X). 
Proof. We can assume E(X) = 0 by translating the convex set A, if necessary. 
If E(X) = 0, then X, has density g of the form treated in Theorem 2.1, since the 
indicator function of a convex set is a logarithmically concave function. Q.E.D. 
Remark. When E(a * X,) = E(a . X) (for example, if both A and X are 
symmetric about the origin) this result follows from the lemma of Johnson [6], 
in the special case n = 1. 
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We now state a lemma which will be useful in proving strict inequality in 
Corollary 2.1 as well as in providing counterexamples to conjectures suggested 
by Corollary 2.1. If X is a real-valued random variable then its distribution p 
is defined as that measure on R with p(A) = P[X E A] for all Bore1 sets A C R. 
LEMMA 2.1. Let X be a random variable in R with distribution p and suppose 
that E(\ X 1”) < co. Assume that p can be decomposed as p = p1 + p2 , where pi 
is a nonnegative measure on R with pi(R) > 0 for i = 1,2. Let Xi stand for the 
random variable with distribution pi/pi(R). Then the following identity is valid: 
Var(X) = &War(&) + ~2VWa4&) + P~V%~R)P(XI) - E(X2N2. (2W 
Proof. We may view the distribution TV as mixture of the pi/pi(R) with 
weights pi(R) for i = 1, 2. The result now follows from (see [4, p. 1671) 
Var(X) = E[Var(X 1 Y)] + Var[E(X 1 Y)]. 
LEMMA 2.2. Let Y be a random variable in R with density function g(y) which 
can be factored as g(y) = k(y) exp(-$y”), where k is a logarithmically concave 
function on R with compact support. Then Var( Y) < 1. 
Proof. Let [a, b] be the support of k(y). It is well known that k(y) is con- 
tinuous on (a, b) and that it is differentiable at all except for countably many 
points in (a, b). Letting 01 = E(Y) we see immediately that OL E (a, 6). Finally 
if /3 > 01 is defined by (a - @2 = Var(Y), then it is easy to see that /3 - 01 < 
max{(b - OI), (a - a)}. Without loss of generality we may assume p - 01 < b - 01 
and hence p < b. To finish the proof of the lemma we treat separately the cases 
when limUfb k(y) = 0 or limvrb K(y) > 0. 
Case 1. Assume that limUra k(y) = 0. Pick x E (p, 6) such that k is differen- 
tiable at x, and define the logarithmically concave functionp( y) 
‘(‘) = [$;exp[(y - x)(k’(x)/(k(x))] 
for Y $(x9 4, 
for y E [x, b). (2.12) 
The fact that log k(y) is concave implies that p(y) 3 k(y) for y E [x, 6). 
Finally since limUtb log k(y) = -co, we conclude that for x sufficiently close 
to b we have 
P(Y) > k(Y) for y E (x, b). (2.13) 
Assume x is chosen so that (2.13) holds. 
Now let X be the random variable with density of the form (constant) . p(y) * 
e-w2)~~ and let Y’ be the random variable with density of the form (constant) * 
(P(Y) - k(y)) e- (lla)v”. By Lemma 2.1 we have that 
Var(X) = c Var(Y) + c’ Var(Y’) + cc’(E(Y) - E(Y’))2, (2.14) 
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where c = JR K(y) e-(llz@ dy/fR p(y) e- (1/2)? dy while c’ = 1 - c. Since p(y) 
is logarithmically concave we know that Var(X) ,< 1 by Theorem 2.1. 
We now show that the assumption Var(Y) -= 1 leads to a contradiction. First 
we see that from (2.14) we have 
Var(X) > Var( Y) + c’(c(E( Y) - E( Y’))” - Var( Y)). (2.15) 
Finally note that E(Y’) > j?, hence (E(Y’) - E(Y))2 > (/3 - a)” = Var(Y). 
Now as x -+ b we obviously have c ---f 1; we conclude Var(X) > 1 for x suffi- 
ciently close to b. This is a contradiction, hence Var( Y) < 1 in Case 1. 
Case 2. Assume that lirn,?, K(y) > 0. Let d = lim,,,[K’(y)/K(y)] (this limit 
exists, since log K(y) is concave). If d = -co we proceed precisely as in Case I ; 
we need only check that (2.13) still holds, and this follows immediately from 
the behaviour of K’(y)/K(y) near b. If d is finite we define the function p(y) for 
x>bby 
‘(‘) = &$‘exp[( y - b)d] 
for Y I lb, 4 
for yE[b,x]. 
(2.16) 
If we define the random variables X and Y as before then the assumption 
Var( Y) = 1 yields a contradiction by arguing as in Case 1 and letting x tend to b. 
THEOREM 2.2. Let X be a random vector in Rn with Gaussian density. Let A 
be a convex subset of Rn with positive Lebesgue measure. Suppose a E Rn with 
{(a + y) j y E A) bounded. Then Var(a * X,) < Var(a * X). 
Proof. Let u2 = Var(a . X). We assume E(X) = 0, by translating the 
convex set A, if necessary. We now use a linear transformation of coordinates 
as in Theorem 2.1 and a computation like (2.3) to show that the density of a * X, 
is of the form k(v) exp( -(1/2aa) G), w h ere k(v) is a logarithmically concave 
function on R. Also {(a . y) 1 y E A} is bounded implies that k has compact 
support, hence by Lemma 2.2 we conclude that Var(a * X,) < g2, Q.E.D. 
In the important special case when both A and X are symmetric about the 
origin our results can be greatly sharpened. For any (I > 0 let us define the 
function pO(x) by 
PO(x) = J-1 y2e-(yz’20z) dy/l-L e-G2’20e) dy. 
We note that pJx) = a2p,(x/a)). 
(2.17) 
LEMMA 2.3. Suppose Y is a random variable on R with density f(y) which 
factors as f (y) = g(y) e-(121202), where g(y) is a symmetric &modal function with 
support [-x, x]. Then Var(Y) -( pJ.v). 
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Proof. Note first that g(y) must be nonincreasing on [0, x]. 
Let 2 be a random variable with density function 
NY) = W&)1 L.dbd e-(ra'zo2) 
We claim that 
where k,(x) = IS e-(ya’a”*) u’y. 
-02 
k,(s)/~(2~>“2 d P[l Z I < ~1 < f’[I Y I d 4 (2.18) 
for all s > 0. The first inequality in (2.18) is a triviality, so we shall prove the 
second. 
First note that 
1 = sz g(y) e-(‘a’20*) dy < g(0) k,,(x). 
--z 
We conclude that y(O) > h(0). Furthermore the ratio f(y)/h(y) = k,(x)g(y) 
is a nonincreasing function on [0, x], hence it follows that P[] 2 ] < s] < 
P[[ Y / < s] for all s > 0. 
We now use the identity 
(2.19) 
which is valid for any probability measure p on [0, 00) (see [4, p. 1481) to 
conclude that Var(Y) < Var(Z) = p,Jx). Q.E.D. 
THEOREM 2.3. Suppose X is a random vector in Rn with Gaussian density 
and E(X) = 0. Suppose A is a symmetric convex subset of Rn with positive Lebesgue 
mass and that a G R* with interior of ((a * y) 1 y E A} = (-x, x). Then, for u2 = 
Var(a * X) the following inequalities hold: 
P[la*XI <s] <P[IZI dsl GP[Ia-X,41 <sl 
for all s > 0, where Z has density (l/k,(x)) I[-,,,1 e-(z*/20*), and 
(2.20) 
Var(a * XA) < p,(x). (2.21) 
Proof. By transforming coordinates and calculating as in (2.3) we show that 
the density of a * X, is of the form g(y) e-(~‘/aoe), where g(y) is a symmetric 
unimodal function with support on C-x, x]. (Note that g(y) is of the form 
g(y) = 1 
e-(~~2)[(~,*~~,a)+“.+(~,*/~~a)]h(y, y2 ,..., yn) dy2 . . . dyn , (2.22) 
IF-1 
where h is the indicator function of a symmetric convex set, hence g is logarith- 
mically concave. In particular, since g is symmetric we see that g is unimodal 
683/7/I-6 
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with mode at y = 0.) We now apply Lemma 2.3 to conclude (2.21), while (2.20) 
follows directly from (2.18). Q.E.D. 
Remark. The inequality (2.20) is an extension of the main inequality of 
Sidak [lo]. Sidak proved (2.20) in the special case when A is the intersection of 
no more than 7t - 1 sets of the form A,(x, c) = {x j x = (x1 ,..., x,); / xk j < c}. 
This result is also related to inequalities of Jogdeo [5] and Sidak [1 11. 
3. SOME COUNTEREXAMPLES 
It is natural to conjecture that Theorem 2.2 extends to any random vectors X 
with logarithmically concave density. This conjecture is false even when X and A 
are symmetric, as the following example shows: 
EXAMPLE 3.1. Let X be the random vector on Ra with uniform density on 
the set A = ((x, y) / 1 x / + j y j < I}. Let a = (1,O) and for t E (0, 1) let 
At = {(x, y) E A 1 0 < / y 1 < t}. Clearly, Var(a . X,t) -+ Q as t tends to 0, 
while Var(a * X) = 4. 
It is also natural to conjecture on the basis of Theorem 2.2 that if X is multi- 
variate Gaussian and A’ C A, both sets being convex with positive measure, then 
Var(a * AYA,) < Var(a * X,) for all vectors a E R n. This conjecture is also false, 
as the following example shows: 
EXAMPLE 3.2. Let X be a random vector in R2 with Gaussian density 
f(xl , x2) = (1/2a) e-(li2)( %2+%,a). Let A, A, , and a be as defined in Example 3.1 
and let B, = A - At for t E (0, 1). S ince E(a * XAt) = E(a * XBt) = 0, we 
know from Lemma 2.1 that 
Var(a * X,) = (Y~ Var(a * X,,) + /$ Var(a * X,,), 
where at = JAtf(zl , xa) dx, dxZ/SAf(xl , xa) dx, dx2 and ,3, = 1 - aYt . As t 
tends to 1, it is clear that Var(a * XsJ + 0, while Var(a * X,$) -+ Var(a . X,). 
Thus letting A’ = A, for t sufficiently close to 1 we have A’ C A but 
Var(a * X,t) > Var(a * X,). 
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