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ON MINIMAL SINGULAR VALUES OF RANDOM MATRICES
WITH CORRELATED ENTRIES
F. GO¨TZE, A. NAUMOV, AND A. TIKHOMIROV
Abstract. Let X be a random matrix whose pairs of entries Xjk and Xkj
are correlated and vectors (Xjk, Xkj), for 1 ≤ j < k ≤ n, are mutually
independent. Assume that the diagonal entries are independent from off-
diagonal entries as well. We assume that EXjk = 0, EX2jk = 1, for any
j, k = 1, . . . , n and EXjkXkj = ρ for 1 ≤ j < k ≤ n. Let Mn be a non-
random n×n matrix with ‖Mn‖ ≤ KnQ, for some positive constants K > 0
and Q ≥ 0. Let sn(X +Mn) denote the least singular value of the matrix
X+Mn. It is shown that there exist positive constants A and B depending
on K,Q, ρ only such that
P(sn(X+Mn) ≤ n−A) ≤ n−B .
As an application of this result we prove the elliptic law for this class of
matrices with non identically distributed correlated entries.
1. Introduction
Let Mn be an n×n matrix such that ‖Mn‖ ≤ KnQ with some positive constant
K > 0 and a non-negative constant Q ≥ 0. Consider an n × n matrix W =
X+Mn, where X denotes a random matrix with real entries Xj,k, 1 ≤ j, k ≤ n,
satisfying the following conditions (C0):
a) random vectors (Xjk, Xkj) are mutually independent for 1 ≤ j < k ≤ n;
b) for any j, k = 1, ..., n
EXjk = 0 and EX2jk = 1;
c) for any 1 ≤ j < k ≤ n
E(XjkXkj) = ρ, |ρ| ≤ 1;
In the case ρ = 1 X is a.s. a symmetric matrix, if ρ = 0 and all random
variables are Gaussian it is from the Ginibre ensemble.
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We say that the entries Xj,k, 1 ≤ j, k ≤ n, of the matrix X satisfy condition
(UI) if the squares of Xjk’s are uniformly integrable , i.e.
(1.1) max
j,k
E |Xjk|2I{|Xjk| > M} → 0 as M →∞.
Let us denote the least singular value of the perturbed matrix W by sn :=
sn(W). The main result of this note is
Theorem 1.1. Assume that Xjk, 1 ≤ j, k ≤ n, satisfy the conditions (C0)and
(UI). Let X = {Xjk} denote a n × n random matrix with entries Xjk and let
Mn denote a non-random matrix with ‖Mn‖ ≤ KnQ =: Kn for some K > 0
and Q ≥ 0. Then there exist constants C,A,B > 0 depending on K,Q such
that
P(sn ≤ n−B) ≤ Cn−A,(1.2)
Remark. Under the conditions of Theorem 1.1 we have, for γ ≥ max{Q, 1}+ 12
(1.3) P(‖X + Mn‖ > nγ} ≤ E ‖X‖
2
2 + ‖Mn‖2
n2γ
≤ C
n
.
A similar result to Theorem 1.1 was obtained by Tao and Vu in [20] and by
Go¨tze and Tikhomirov in [11] for non-symmetric random matrices (that is ρ = 0
and Xjk and Xkj are independent). Under the condition that Xjk, for j, k =
1, . . . , n are i.i.d. random variables with subgaussian distribution, Rudelson and
Vershynin in [18] obtained an optimal bound for sn(X) (without non-random
shift). In the case of symmetric matrices (ρ = 1) with i.i.d. entries which have
a subgaussian distribution Vershynin proved
(1.4) P(sn(X− zI) ≤ εn−1/2 and ‖X‖ ≤ K
√
n} ≤ Cε 19 + 2e−nc .
The result of Theorem 1.1 in the case of symmetric matrices (Mn symmetric as
well) was proved by H. Nguyen in [16] assuming a so-called anti-concentration
condition. For the i.i.d. case. H. Nguyen used in his proof techniques which are
very different from those used by Vershynin. Recently Nguyen and O’Rourke
in [15] have proved the result of Theorem 1.1 for i.i.d. r.v.’s, assuming a finite
second order moment. It seems though that their proof is rather involved. In
the present note we consider the non-i.i.d. case. Our proof is short and based
on the approach by Rudelson and Vershynin (see [18]) which divides the unit
sphere into two classes of compressible and incompressible vectors.
Throughout this paper we assume that all random variables are defined on a
common probability space (Ω,F ,P). By C (with an index or without it) we
shall denote generic absolute constants, whereas C( · , · ) will denote positive
constants depending on various arguments. For any matrix A we shall denote
by ‖A‖2 the Frobenius norm of the matrix A (‖A‖22 = Tr AA∗) and by ‖A‖
we shall denote the operator norm of the matrix A (‖A‖ = supx:‖x‖=1 ‖Ax‖).
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2. Proof of the main result
The proof is similar to the proof of Theorem 4.1 in [11]. We use ideas of
Rudelson and Veshynin [18] to classify with high probability the vectors x in
the (n−1)-dimensional unit sphere S(n−1) such that ‖Wx‖2 is extremely small
into two classes, called compressible and incompressible vectors. Note that
(2.1) sn = inf
x∈S(n−1)
‖Wx‖2.
First we note that without loss of generality we may assume that the matrix W
and all its principal minors are invertible. Otherwise we may consider the matrix
W + exp{−n}rI where r is a random variable which is uniformly distributed
on the unit interval and independent of the matrix W. For such a matrix we
have
(2.2) Pr{det(W+exp{−n}rI) = 0} = EPr{
n∏
j=1
(λj+r exp{−n}) = 0
∣∣∣W} = 0.
We denote here by λ1, . . . , λn the eigenvalues of the matrix W. Moreover, the
last relation holds for any principal minor of the matrix W. We also have the
inequality
(2.3) sn(W) ≥ sn(W + exp{−n}rI)− exp{−n}.
Note that the matrix X + exp{−n}rI satisfies the conditions (C0).
We start now from the following lemma.
Lemma 2.1. Let xT = (x1, . . . , xn) be a fixed unit vector and X be a matrix
as in Theorem 1.1. Then there exist some positive absolute constants c0 and τ0
such that for any 0 < τ ≤ τ0 and any vector uT = (u1, . . . , un)
(2.4) P(||Wx− u||2/||x||2 ≤ τ
√
n) ≤ exp{−c0n}.
Proof. Let n0 = [n/2] and n1 = n− n0. Represent the matrix X in the form
(2.5) X =
[
A B
C D
]
and
(2.6) Mn =
[
M
(11)
n M
(12)
n
M
(21)
n M
(22)
n
]
,
where B, M
(12)
n are matrices of dimension n0×n1, C, M(21)n are n1×n0 matrices,
A, M
(11)
n are n0 × n0 matrices, and D, M(22)n are n1 × n1 matrices. Let xT =
(x0,x1)
T ∈ S(n−1) where xi ∈ Rni , i = 0, 1. Split the vector uT as uT =
(u0,u1)
T . Using these notations we have
‖Wx− u‖22 = ‖(Ax0 + Bx1 + M(11)n x0 + M(12)n x1 − u0‖22
+ ‖(Cx0 + Dx1 + M(21)n x0 + M(22)n x1 − u1‖22(2.7)
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Note that max{||x0||2, ||x1||2} ≥ ‖x‖2√2 . Without loss of generality we may as-
sume that ‖x1‖2 ≥ ‖x‖2√2 . We may write then
‖Wx− u‖22 ≥ ‖Ax0 + Bx1 + M(11)n x0 + M(12)n x1 − u0‖22.
Denote by y(0) = Ax0 + M
(11)
n x0 + M
(12)
n x1 − u0. Note that Bx1 and y(0)
are independent. Furthermore, all entries of matrix B are independent and
E[B]j,k = 0, E[B]2jk = 1. We have
‖Bx1 + y0‖22/‖x1‖22 =
n0∑
j=1
(
n1∑
k=1
[B]jkx˜1k + y˜
(0)
j )
2 =:
n0∑
j=1
|ζj + y˜(0)j |2,
where ζj =
∑n
k=n0+1
Xjkx˜1k and x˜1 = x1/‖x1‖2 = (x˜1n0+1, . . . , x˜1n)T , y˜(0) =
y(0)/‖x1‖2 = (y˜(0)1 , . . . , y˜(0)n0 )T . The remaining part of the proof is similar to the
proof of Lemma 4.1 in [11]. By Chebyshev’s inequality
P(||Wx− u||2/||x||2 ≤ τ
√
n) ≤ P(||Bx1 + y(0)||22/||x1||22 ≤ 2nτ2)
≤ exp{nt2τ2}
n0∏
j=1
E exp{− t
2
2
(ζj + y˜
(0)
j )
2}.(2.8)
Using e−t2/2 = E exp{itξ}, where ξ is a standard Gaussian random variable, we
obtain
P(
n0∑
j=1
(ζj + y˜
(0)
j )
2 ≤ 2nτ2)) ≤ exp{nt2τ2}
n0∏
j=1
Eξj exp{itny˜(0)j }
×
n∏
k=n0+1
EXjk exp{itξj x˜1kXjk},(2.9)
where ξj , j = 1, . . . , n0 denote i.i.d. standard Gaussian r.v.’s and EZ denotes
expectation with respect to Z conditional on all other r.v.’s. Take α = Pr{|ξ1| ≤
C1} for some absolute positive constant C1 which will be chosen later. Then it
follows from (2.9)
P(
n0∑
j=1
(ζj + y
(0)
j )
2 ≤ 2nτ2) ≤ exp{nt2τ2}
×
n0∏
j=1
αEξj
∣∣∣∣∣∣
n∏
k=n0+1
EXjk
{
exp{itξj x˜1kXjk}
∣∣∣|ξj | ≤ C1}
∣∣∣∣∣∣+ 1− α
 .(2.10)
Furthermore, note that for any r.v. ξ,
|E eitξ| ≤ exp{−(1− |E eitξ|2)/2}.
This implies
(2.11)
∣∣∣EXjk {exp{itξj x˜1kXjk}∣∣∣|ξj | ≤ C1}∣∣∣ ≤ exp{−(1− |fjk(tx˜1kξj)|2)/2}
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where fjk(u) = E exp{iuXjk}. Assuming (1.1), choose a constant M > 0 such
that
sup
j,k
E |Xjk|2I{|Xjk| > M} ≤ 1
2
.
Since 1 − cosx ≥ 11/24x2, for |x| ≤ 1, conditioning on the event |ξj | ≤ C1 we
get for 0 < t ≤ 1/(MC1)
1− |fjk(tx˜1kξj)|2 ≥ 11/24 t2x˜21k E |X(q)jk |2I{|Xjk| ≤M} ≥ 11/48 t2x˜21k.
It follows from (2.11) for 0 < t < 1/(MC1) and for some constant c > 0 that∣∣∣EXjk {exp{itξj x˜1kXjk}∣∣∣|ξj | ≤ C1}∣∣∣ ≤ exp{−ct2x˜21kξ2j }.
This implies that conditionally on |ξj | ≤ C1 and for 0 < t < 1/(MC1)
(2.12)
∣∣∣∣∣∣
n∏
k=n0+1
EXjk
{
exp{itξj x˜1kXjk}
∣∣∣|ξj | ≤ C1}
∣∣∣∣∣∣ ≤ exp{−ct2ξ2j }
Let Φ0(x) =
1√
2pi
∫ x
0 exp{−u2/2}du. Then
Eξj
(
exp{−ct2ξ2j }||ξj | ≤ C1
)
=
1√
1 + 2ct2
Φ0(C1
√
1 + 2ct2)
Φ0(C1)
.
We may choose C1 large enough such that following inequality holds:
Eξj
(
exp{−ct2ξ2j }||ξj | ≤ C1
)
≤ exp{−ct2/24},
for all 0 < t ≤ 1/(MC1). Note that for every α, x ∈ [0, 1] and β ∈ (0, 1) the
following inequality holds
(2.13) αx+ 1− α ≤ max{xβ,
(
β
α
) β
1−β
}.
Combining this inequality with inequalities (2.8), (2.10), (2.12), (2.13), we get
P(
n0∑
j=1
(ζj + y
(0)
j )
2 ≤ 2τ2n) ≤ exp{nτ2t2}
(
exp{−βcnt2/24}+
(
β
α
) β
1−β
)
.
Without loss of generality we may take C1 such that α ≥ 4/5 and choose
β = 2/5. Then we obtain
P(
n0∑
j=1
(ζj + y
(0)
j )
2 ≤ 2τ2n) ≤ exp{nτ2t2}
(
exp{−cnt2/60}+
(
1
2
)2n/3)
.
We conclude from here that there exists a constants τ0 > 0 and c0 > 0 such
that for every 0 < τ ≤ τ0
P(
n0∑
j=1
(ζj + y
(0)
j )
2 ≤ 2τ2n) ≤ exp{−c0n}.
Thus Lemma 2.1 is proved. 
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Following Rudelson and Vershynin [18] we shall partition the unit sphere S(n−1)
into two sets of so-called compressible and incompressible vectors.
Definition 2.2. Let δ, r ∈ (0, 1). A vector x ∈ Rn is called δ-sparse if
| supp(x)| ≤ δn. A vector x ∈ S(n−1) is called (δ, r)-compressible x if within
Euclidean distance r from the set of all δ-sparse vectors. A vector x ∈ S(n−1)
is called (δ, r)-incompressible if it is not (δ, r) -compressible.
For any fixed k = 1, . . . , n denote by Ck,n the set of all sparse vectors x ∈ S(n−1)
with | supp(x)| ≤ k. Let Kn := KnQ and EK := {||W|| ≤ Kn}. Without loss
of generality we may assume that Q ≥ 12 . We prove the following analogue of
Proposition 4.6 in [11].
Lemma 2.3. Let X be as in Theorem 1.1. Assume there exist an absolute
constants c0 > 0, K ≥ 1, Q ≥ 12 , and values γn, qn > 0 such that for any x such
that x‖x‖2 ∈ C ⊂ S(n−1) and for any u inequality
(2.14) P(||Wx− u||2/||x||2 ≤ γn
√
n, EK) ≤ exp{−c0nqn}
holds. Then there exists a constant δ0 depending on K, Q, and c0 only such
that, for k = [δ0nqn/ lnn] ,
(2.15) P
(
inf
x
‖x‖2∈Ck,n∩C
||Wx− u||2/||x||2 ≤ γn
√
n
2
, EK
)
≤ exp
{
−c0nqn
8
}
.
Proof. The proof is similar to the proof of Proposition 4.2 in [21]. Let η > 0 to
be chosen later. There exists an η-net N in Ck,n ∩ C of cardinality
(2.16) |N | ≤
(
3 lnn
δ0ηqn
)2k
(see, e.g., [21, Lemma 3.7]). Let E denote the event in the left hand side of
(2.15) whose probability we would like to bound. Assume that E holds. Then
there exist vectors x0 =
x
‖x‖2 ∈ Ck,n ∩ C and u0 = u‖x‖2 ∈ span(u) such that
‖Wx0 − u0‖2 ≤ γn
√
n/2.
By definition of N there exists y0 ∈ N such that
‖x0 − y0‖2 ≤ η.
On the other hand,
||Wy0||2 ≤ ||W|| ≤ Kn.
Furthermore,
‖Wy0 − u0‖2 ≤ ||W||||y0 − x0||2 + ||Wx0 − u0||2 ≤ Knη + γn
√
n/2.(2.17)
We choose
η =
γn
√
n
4Kn
.
Then we get
‖u0‖2 ≤ Knη + γn
√
n/2 +Kn ≤ CKn.
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We see that
u0 ∈ span(u) ∩ CKnCn2 =: H.
Here by Cn2 we denote the unit ball in Cn. Let M be some fixed (γn
√
n
4 )-net on
the interval H such that
(2.18) |M| ≤ 4CKn
γn
√
n
.
Let us choose a vector v0 ∈ M such that ‖y0 − v0‖ ≤ γn
√
n
4 . It follows from
(2.17) that
‖Wy0 − v0‖2 ≤ Knη + γn
√
n/2 +
γn
√
n
4
≤ γn
√
n.
Summarizing, we have shown that the event E implies the existence of vectors
y0 ∈ N and v0 ∈M such that
‖Wy0 − v0‖2 ≤ γn
√
n.
Applying condition (2.14) and estimates (2.18), (2.16) on the cardinalities of
the nets, we obtain
P(E) ≤
(
3 lnn
δ0ηqn
)2k 4CKn
γn
√
n
exp{−c0nqn}
Choosing k = [δ0nqn/ lnn] for some small δ0 > 0, we get
P(E) ≤ exp{−c0nqn/8}.
Thus Lemma 2.3 is proved completely. 
Let C(δ) denote the set of all δ-sparse vectors and C(δ, r) denote the set of
(δ, r)-compressible vectors.
Lemma 2.4. Let X be a random matrix as described in Theorem 1.1. Assume
that there exist an absolute constant c0 > 0 and values γn, qn > 0 such that
(2.14) holds for any x such that x‖x‖ ∈ C and u. Then there exist δ1, c1 > 0 that
depend on K, Q and c0 only, such that
P
(
inf
x
‖x‖2 ∈C(δ1q̂n,rn)∩C
||Wx− u||2/||x||2 ≤ γn
√
n
4
, EK
)
≤ exp{−c1nqn},(2.19)
where q̂n = qn/ lnn and rn = γn
√
n/(4Kn).
Proof. Choose now rn = γn
√
n/4Kn. Let V be the event on the left hand side
of (2.19). Assume that the event V occurs for some point y‖y‖2 ∈ C(δ1q̂n, rn).
Choose a point x0 ∈ C(δ1q̂n) such that ‖ y‖y‖2 − x0‖2 ≤ rn. Then
||Wx0 − u||2/||y||2 ≤ γn
√
n/2.
Put x = ‖y‖2x0. Then, x‖x‖2 = x0 ∈ C(δ1q̂n) and
||Wx− u||2/||x||2 ≤ γn
√
n/2.(2.20)
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According to Lemma 2.3 for any δ1 ≤ δ0 and for any τ ≤ γn/4, we have the
following inequality:
P
(
inf
x
‖x‖2 ∈C(δ1q̂n)∩C
||Wx− u||2/||x||2 ≤ τ
√
n, EK
}
≤ exp{−c0nqn/8}.
Thus Lemma 2.4 is proved. 
Let IC(δ, r) denote the set of (δ, r)-incompressible vectors in S(n−1).
Lemma 2.5. Let δn, rn ∈ (0, 1). Let X be a matrix as described in Theorem
1.1. Then there exist some positive constants c1 and c2 and δ
(1) > 0 depending
on K and Q such that for any 0 < τ < γn
P
(
inf
x
‖x‖2∈C(δ
(1)q̂n)∩IC(δn,rn)
||Wx− u||2/||x||2 ≤ τ
√
n, EK
)
≤ exp{−c1n ln(nδn)}
with γn = c2
(
δn
n
)1/4
rn and q̂n =
ln(nδn)
lnn .
Proof. Introduce representation of matrices X and Mn as in the proof of Lemma
2.1 with n0 = [n/2] and n1 = n− n0
X =
[
A B
C D
]
, Mn =
[
M
(11)
n M
(12)
n
M
(21)
n M
(22)
n
]
.
Let x‖x‖2 ∈ IC(δn, rn). By Lemma 4.3 there exists a set σ(x) ⊂ {1, . . . , n} of
cardinality |σ(x)| ≥ 12nδn such that
(2.21) ‖Pσ(x)x‖22 ≥
rn
2
‖x‖2
and
(2.22)
rn√
2n
‖x‖2 ≤ |xk| ≤ 1√
nδn/2
‖x‖2, for any k ∈ σ(x).
By Pσ(x) we denote the projection onto Rσ(x) in Rn. Note that in the repre-
sentation x = (x0,x1)
T at least one the sets σ(xi) for the vectors xi, i = 0, 1
satisfies |σ(xi)| ≥ 14nδn and rn√2n ≤
|xik|
‖x‖2 ≤ 1√nδn/2 , for k ∈ σ(xi). Assume for
definiteness that it holds for i = 1. Then
(2.23)
rn
√
δn
2
√
2
‖x‖2 ≤ ‖x1‖2 ≤ ‖x‖2.
Furthermore, we have
(2.24) ||Wx− u||2/||x||2 ≥ ‖Ax0 + M(11n x0 + M(12n x1 + Bx1 − u0‖2/‖x‖2.
Introduce the notation y = (y1, . . . , yn0)
T = Ax0 + M
(11
n x0 + M
(12
n x1 − u0.
Note that the vectors y and Bx(0) are independent and that all entries of the
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matrix B are mutually independent. We may rewrite inequality (2.24) in the
form
(2.25) ||Wx− u||22/||x||22 ≥ ||Bx1 + y||22/||x||22 =
n0∑
j=1
(ζj + y˜j)
2,
where ζj =
∑n1
k=1Xj,k+n0 x˜1k, and x˜1 =
x1
‖x‖2 = (x˜11, . . . , x˜1n1)
T , y˜ = y‖x‖2 =
(y˜1, . . . , y˜n0)
T . Note that ζj are mutually independent for j = 1, . . . , n0. We
introduce now the maximal concentration function of weighted sums of the rows
of the matrix B = (Xjk)j=1,...,n0; k=n0+1,...,n as,
px(η) = max
j=1,...,n0
sup
u∈R
P
(∣∣∣∣∣
n1∑
k=1
Xj,k+n0 x˜1k − u
∣∣∣∣∣ ≤ η
)
.
From Lemma 4.4 it follows that
(2.26) px(η) ≤ cn−1/4δ−3/8n ,
for all η ≤ c′ ( δnn )1/4 rn. Now we state an analogue of the tensorization Lemma
in [11, Lemma 4.5].
Lemma 2.6. Let ζ1, . . . , ζn be independent non-negative random variables. As-
sume that
P(ζj ≤ λ) ≤ bn
for some bn ∈ (0, 14) and λ > 0. Then
P
( n∑
j=1
ζ2j ≤ α0nλ2
)
≤ exp{−1
2
n ln(1/2bn)},
where α0 =
√
2−1
2 .
Proof of Lemma 2.6. For any τ > 0 we have
P
( n∑
j=1
ζ2j ≤ nt2
)
≤ exp{nτ}
n∏
j=1
E exp{−ζ2j τ/t2}.
Furthermore,
E exp{−τζ2j /t2} =
∫ ∞
0
P(exp{−τζ2j /t2} > s)ds
=
∫ 1
0
P
(
1/s > exp{τζ2j /t2
)
ds
≤
∫ 1
0
P(ζj ≤ t√
τ
√
ln(1/s))ds
≤
∫ exp{−λ2τt2 }
0
+
∫ 1
exp{−λ2τ
t2
}
P(ζj ≤ t√
τ
√
ln(1/s))ds
≤ bn + exp{−λ
2τ
t2
}.
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Choose now τ := 12 ln(1/2bn), t
2 := λ
2τ
ln(1/bn)
. Then we get
E exp{−τζ2j /t2} ≤ 2bn
and
P
( n∑
j=1
ζ2j ≤ nt2
)
≤ exp{−1
2
n ln(1/2bn)}.
To conclude the proof of Lemma we note that ln(1/bn)ln(1/2bn) ≥
√
2−1
2 . Thus Lemma
2.6 is proved. 
We continue now the proof of Lemma 2.5. By the inequality (2.26), we have,
for x‖x‖2 ∈ IC(δn, rn),
P(|ζj + yj | ≤ η) ≤ cn−1/4δ−3/8n ,
for all η ≤ c′ ( δnn )1/4 rn. By Lemma 2.6 and the inequality (2.25), we have
(2.27) P(||Wx− y||2/||x||2 ≤ λ
√
n) ≤ exp{−c1n ln(nδn)}.
for all λ ≤ c2
(
δn
n
)1/4
rn. The last inequality and Lemma 2.3 together conclude
the proof of Lemma 2.5. 
Now we continue with the proof of Theorem 1.1. Let δ
(1)
n =
δ0
lnn and r
(1)
n =
τ0
√
n
4Kn
.
Consider the set
C0 = C(δ(1)n , r(1)n ).
According to Lemma 2.1 for every x we have, for any 0 < τ ≤ τ0,
P(‖Wx− y‖2/‖x‖2 ≤ τ
√
n, EK) ≤ exp{−c0n}.
This inequality and Lemmas 2.3 and 2.4 together imply, for any 0 < τ ≤ τ0/4,
P( inf
x∈C0
‖Wx− y‖2/‖x‖2 ≤ τ
√
n, EK) ≤ exp{−c′0n}.
By Lemma 2.5, the inequality (2.27), for every x‖x‖2 ∈ IC(δ
(1)
n , r
(1)
n ),
P(‖Wx− y‖2/‖x‖2 ≤ τ
√
n, EK) ≤ exp{−c1n ln(nδ(1)n )}(2.28)
for all 0 < τ < c2
(
δ
(1)
n
n
)1/4
r
(1)
n . Furthermore, introduce
δ(2)n = δ1
ln(nδ
(1)
n )
lnn
and r(2)n = c3
(δ
(1)
n n)1/4r
(1)
n
4Kn
.
Let C1 = C(δ(2)n , r(2)n ) ∩ IC(δ(1)n , r(1)n ). The inequality (2.28) and Lemmas 2.5
and 2.4 together imply, for any 0 < τ ≤ c′2
(
δ
(1)
n
n
)1/4
r
(1)
n ,
(2.29) P( inf
x∈C1
‖Wx− y‖2/‖x‖2 ≤ τ
√
n, EK) ≤ exp{−c′1n ln(nδ(1)n )}.
Note that there exists an absolute constant δ2 > 0 such that δ
(2)
n ≥ δ2. This
implies
IC(δ(2)n , r(2)n ) ⊂ IC(δ2, r(2)n ) =: C2.
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In what follows we shall bound the quantity
P := P( inf
x∈C2
‖Wx‖2 ≤ τ
√
n, EK).
We reformulate Lemma 4.9 from [11] (Lemma 3.5 in [18]) for our case.
Lemma 2.7. Let the matrix X be as described in Theorem 1.1. Let X1, . . . ,Xn
denote the columns of W and let Hk denote the span of all column vectors except
the kth. Then for every η > 0
P( inf
x∈C2
‖Wx‖2 ≤ η(r(2)n /
√
n)2, EK) ≤ 1
nδ2
n∑
k=1
P(dist(Xk,Hk) < ηr(2)n /
√
n, EK).
Proof. of Lemma 2.7. The proof of this lemma is given in [11]. Note that
this proof doesn’t use the independence of the entries of the matrix X. For
the completeness we repeat this proof here. Recall that X1, . . . ,Xn denote the
column vector of the matrix W. Writing Wx =
∑n
k=1 xxXk, we have
(2.30) ‖Wx‖2 ≥ max
k=1,...,n
dist(xkXk,Hk) = max
k=1,...,n
|xk|dist(Xk,Hk)
Put
pk = P(dist(Xk,Hk) < ηr(2)n /
√
n).
Then
E |{k : dist(Xk,Hk) < ηr(2)n }| =
n∑
k=1
pk.
Denote by E the event that the set σ1 := {k : dist(Xk,Hk) ≥ ηr(2)n /
√
n}
contains more than (1− δ2)n elements. Then by Chebyshev inequality
P(Ec) ≤ 1
nδ2
n∑
k=1
pk
On the other hand, for every incompressible vector x, the set σ2(x) = {k :
|xk| ≥ r(2)n /
√
n} contains at least δ2n elements. (Otherwise, since ‖Pσ2(x)cx‖ ≤
r
(2)
n we have ‖x− y‖ ≤ r(2)n for the sparse vector y = Pσ2(x)cx).
Assume that the event E occurs. Fix any (δ2, r(2)n )-incompressible vector x.
Then |σ1|+ |σ2(x)| > (1− δ2)n+ δ2n > n, so the sets σ1 and σ2(x) have non-
empty intersection. Let k ∈ σ1 ∩ σ2(x). Then by (2.30 and definitions of the
sets σ1 and σ2(x), we have
‖Wx‖2 ≥ |xk|dist(Xk,Hk) ≥ η(r(2)n /
√
n)2
Summarizing, we have shown that
P( inf
x∈C3
‖Wx‖2 ≤ η(r(2)n /
√
n)2) ≤ P(Ec) ≤ 1
nδ2
n∑
k=1
pk.
This completes the proof of Lemma 2.7. 
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To conclude the proof of Theorem 1.1 it remains to bound the quantity
γk := P(dist(Xk,Hk) < ηr(2)n /
√
n, EK).
We shall use some modification of Vershynin’s approach. We reformulate the
statement of Proposition 5.1 in [21] for matrices with correlated entries here.
Statement 2.8. Let A = (ajk) be an arbitrary n×n matrix. Let A1 denote the
first column of A and H1 denote the span of the other columns. Furthermore,
let B denote the (n − 1) × (n − 1) minor of A obtained by removing the first
column and the first row from A, and let u ∈ Rn−1 and vT ∈ R(n−1) denote the
first column and the first row of A respectively with first entry removed. Then
(2.31) dist(A1,H1) ≥ |(B
−Tv,u)− a11|√
1 + ||B−Tv||22
Proof of Statement 2.8. . The proof of this claim is given in [21]. We repeat
this proof here. Represent the matrix A in the form
(2.32)
(
a11 v
T
u B
)
Let h be any unit vector orthogonal to A2, ..., An. It follows that
0 =
(
vT
B
)T
h = h1v + B
Tg,
where h = (h1,g), and
g = −h1B−Tv.
From the definition of h
1 = ||h||22 = |h1|2 + ||g||22 = |h1|2 + |h1|2||B−Tv||22
Using this equations we get
dist(A1, H) ≥ |(A1,h)| = |a11 − (B
−Tv,u)|√
1 + ||B−Tv||22
Thus Proposition 2.8 is proved. 
In what follows we set A := W. Next, we prove the following
Lemma 2.9. Let the matrix W denote a matrix as described in Theorem 1.1.
Let u, v and B be determined by (2.32). Then
sup
a∈R
Pr
{
|(B−Tv,u)− a|√
1 + ‖B−Tv‖22
≤ ε, and ‖B‖2 ≤ Kn
}
≤ Cn−A
with 0 < ε ≤ n−B for some constants A > 0 and B > 0.
To get this bound we need several statements. First we introduce the matrix
and vector
(2.33) Q =
(
On−1 B−T
B−1 On−1
)
w =
(
u
v
)
,
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where On−1 is (n− 1)× (n− 1) matrix with zero entries. Using the definition
of Q we may write
(B−Tv,u) =
1
2
(Qw,w).
Introduce vectors
(2.34) w′ =
(
u′
v′
)
z =
(
u
v′
)
,
where u′,v′ are independent copies of u,v respectively. We need the following
statement.
Statement 2.10.
sup
v∈R
Pw (|(Qw,w)− v| ≤ 2ε) ≤ Pw,w′
(|(QPJc(w −w′),PJw)− u| ≤ 2ε) ,
where u doesn’t depend on PJw = (PJu,PJv)
T .
Remark. This Lemma was stated and proved in [14, Statement 2]. We repeat
here the proof.
Proof. Let us fix v and denote
p := P (|(Qw,w)− v| ≤ 2ε) .
We can decompose the set [n] into the union [n] = J ∪ Jc. We can take
u1 = PJu,u2 = PJcu,v1 = PJv and v2 = PJcv. In what follows we shall use
a simple “decoupling” inequality. Let X,Y be independent r.v.’s and denote by
X ′ an independent copy of X, which is also independent from Y . Let E(X,Y )
be an event depending on X and Y . Then
(2.35) P2{E(X,Y )} ≤ P{E(X,Y ) ∩ E(X ′, Y )}.
This inequality was stated in [21], Lemma 8.5, and [4, Lemma 14]. It originated
in [8, Lemma 3.37]. The proof is very simple. The claim follows from the
inequality
P2{E(X,Y )} = (EP{E(X,Y )|Y })2 ≤ EP2{E(X,Y )|Y }
= EP{E(X,Y ) ∩ E(X ′, Y )|Y } = P{E(X,Y ) ∩ E(X ′, Y )}.
Applying inequality (2.35), we get
p2 ≤ P (|(Qw,w)− v| ≤ 2ε, |(Qz, z)− v| ≤ 2ε)(2.36)
≤ P (|(Qw,w)− (Qz, z)| ≤ 4ε) .
Let us rewrite B−T in the block form
B−T =
(
E F
G H
)
.
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We get
(Qw,w) = (Ev1,u1) + (Fv2,u1) + (Gv1,u2) + (Hv2,u2)
+ (ETu1,v1) + (G
Tu2,v1) + (F
Tu1,v2) + (H
Tu2,v2)
(Qz, z) = (Ev1,u1) + (Fv
′
2,u1) + (Gv1,u
′
2) + (Hv
′
2,u
′
2)
+ (ETu1,v1) + (G
Tu′2,v1) + (F
Tu1,v
′
2) + (H
Tu′2,v
′
2)
and
(Qw,w)− (Qz, z) = 2(F(v2 − v′2),u1) + 2(GT (u2 − u′2),v1)(2.37)
+ 2(Hv2,u2)− 2(Hv′2,u′2).
The last two terms in (2.37) depend only on u2,u
′
2,v2,v
′
2 and we conclude that
p21 ≤ P
(|(QPJc(w −w′), PJw)− u| ≤ 2ε) ,
where u = u(u2,v2,u
′
2,v
′
2,H). 
Statement 2.11. For all u ∈ Rn there exists a constant c > 0 such that
P
(
B−Tu
||B−Tu||2 /∈ C2 and ||B|| ≤ Kn
)
≤ e−cn.
Proof. Note that
S(n−1) = C0 ∪ C1 ∪ C2.
Let x = B−Tu. It is easy to see that{
B−Tu
||B−Tu||2 /∈ C2
}
⊆
{
∃x : x||x||2 ∈ C0 ∪ C1 and B
Tx = u
}
This implies, for c > 0,
P
(
B−Tu
||B−Tu||2 /∈ C2 and ||B|| ≤ Kn
)
≤
1∑
i=0
P
(
inf
x
||x||2∈Ci
||BTx− u||2/||x||2 ≤ τ and ||B|| ≤ Kn
)
Now choose τ small enough to apply Lemmas 2.3 and 2.4. 
Remark. It is not very difficult to show that for all w ∈ R2n
P
(
Qw
||Qw||2 /∈ C2 and ||B|| ≤ Kn
)
≤ e−cn.
To prove that one should observe that
Q−1 =
(
On−1 B
BT On−1
)
and repeat the proof of Lemmas 2.1–2.5 for the matrix W replaced by Q−1.
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Statement 2.12. Let W satisfy condition (C0) and consider a matrix B and
a vector v determined by the decomposition (2.32). Assume that ||B|| ≤ Kn.
Let x = (X1, . . . , Xn), where X1 . . . , Xn are independent r.v.’s with EXj = 0
and EX2j = 1. We shall assume that the r.v.’s Xj are independent from the
matrix B. Then with probability at least 1−e−c0n the matrix B has the following
properties:
a) Pv(
√
1 + ||B−Tv||22 ≤ ε−1/2||B−T ||2) ≥ 1− n−1/4,
b) Px(||B−Tx||2 ≥ ε||B−1||2) ≥ 1− cn−1/4,
where ε < min
(
n−1/4
2K2n
, c′ r
(2)
n
n1/4
)
.
Proof. Let {ek}nk=1 be a standard basis in Rn. For all 1 ≤ k ≤ n define vectors
by
ak :=
B−1ek
||B−1ek|| .
By Statement 2.11 the vector ak is incompressible with probability 1 − e−c0n.
Fix a matrix B with this property.
a) By Chebyshev inequality
Pv(
√
1 + ||B−Tv||22 ≥ ε−1/2||B−T ||2) ≤ 2εK2n.
We may choose ε < n
−1/4
2K2n
.
b) Note that
||B−Tx||22 =
n∑
k=1
‖B−1ek‖22(ak,x)2.
We may conclude from Lemma 4.4 that
P(|(ak,x)| ≤ ε) ≤ cn−1/4.
for all ε < c′n−1/4r(2)n . Applying now [21, Lemma 8.3] with pk =
‖B−1ek‖22
‖B−1‖22
, we
get
Px(||B−Tx||2 ≤ ε||B−1||2) = Px(||B−Tx||22 ≤ ε2||B−1||22)
= Px(
n∑
k=1
||B−1ek||22(ak,x)2 ≤ ε2||B−1||22) = Px(
n∑
k=1
pk(ak,x)
2 ≤ ε2)
≤ 2
n∑
k=1
pk Px(|(ak,x)| ≤
√
2ε) ≤ cn−1/4.

Proof of Lemma 2.9 . Let ξ1, ..., ξn be i.i.d. Bernoulli random variables with
E ξi = c0/2, where c0 is some constant which will be chosen later. Define the
set J := {i : ξi = 0} and the event E0 := {|J c| ≤ c0n}. From a large deviation
16 F. GO¨TZE, A. NAUMOV, AND A. TIKHOMIROV
inequality we may conclude that P(E0) ≥ 1 − 2 exp(−c20n/2). Introduce the
event
E1 := {ε1/20
√
1 + ||B−Tv||22 ≤ ||B−1||2 ≤ ε−10 ||QPJ c(w −w′)||2},
where ε0 will be chosen later.
From Statement 2.12 we may conclude that
PB,w,w′,J (E1 ∪ ||B|| ≥ Kn) ≥ 1− C ′n−1/4 − 2e−c′n.
Consider the random vector
w0 =
1
||QPJ c(w −w′)||2
(
B−TPJ c(v − v′)
B−1PJ c(u− u′)
)
=
(
a
b
)
.
By the remark after Statement 2.11 it follows that the event E2 := {w0 ∈
IC(δ, r(2)n )} holds with probability
PB(E2 ∪ ||B|| ≥ Kn|w,w′,J ) ≥ 1− 2 exp(−c′′n).
Combining these probabilities we have
PB,w,w′,J (E0, E1, E2 ∪ ||B|| ≥ Kn)
≥ 1− 2e−c20n/2 − C ′n−1/4 − 2e−c′n − 2e−c′′n := 1− p0.
We may fix J that satisfies |J c| ≤ c0n and
PB,w,w′(E1, E2 ∪ ||B|| ≥ Kn) ≥ 1− p0.
By Fubini’s theorem B has the following property with probability at least
1−√p0
Pw,w′(E1, E2 ∪ ||B|| ≥ Kn|B) ≥ 1−√p0.
The event {||B|| ≥ Kn} depends only on B. We may conclude that the random
matrix B has the following property with probability at least 1 − √p0: either
||B|| ≥ Kn, or
||B|| ≤ Kn and Pw,w′(E1, E2|B) ≥ 1−√p0(2.38)
The event we are interested in is
Ω0 :=
(
|(Qw,w)− u|√
1 + ||B−Tv||22
≤ 2ε
)
.
We need to estimate the probability
PB,w(Ω0∩||B|| ≤ Kn) ≤ PB,w(Ω0∩ (2.38) holds)+PB,w(||B|| ≥ Kn∩ (2.38) fails).
The last term is bounded by
√
p0.
PB,w(Ω0 ∩ ||B|| ≤ Kn) ≤ sup
B satisfies (2.38)
Pw(Ω0|B) +√p0.
We conclude that
PB,w(Ω0 ∩ ||B|| ≤ Kn) ≤ sup
B satisfies (2.38)
Pw,w′(Ω0, E1|B) + 2√p0.
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Let us fix B that satisfies (2.38) and denote p1 := Pw,w′(Ω0, E1|B). By State-
ment 2.10 and the first inequality in E1 we have
p21 ≤ Pw,w′
|(QPJ c(w −w′),PJw)− v| ≤ 2ε√ε0 ||B−1||2︸ ︷︷ ︸
Ω1

and
Pw,w′(Ω1) ≤ Pw,w′(Ω1, E1, E2) +√p0.
Furthermore,
p21 ≤ Pw,w′(|(w0,PJw)− v| ≤ 2ε−3/20 ε, E2) +
√
p0.
By definition the random vector w0 is determined by the random vector PJ c(w−
w′), which is independent of the random vector PJw. Fix the vector PJ c(w−
w′), obtaining
p21 ≤ sup
w0∈IC(δ,r(2)n )
w∈R
PPJw
(
|(w0,PJw)− w| ≤ 2ε−3/20 ε
)
+
√
p0.
Let us fix a vector w0 and a number w. We may rewrite
(2.39) (w0, PJw) =
∑
i∈J
(aiXi + biYi),
where ||a||22 + ||b||22 = 1. For an arbitrary set I we introduce the notation
SI :=
∑
i∈I(aiXi + biYi). Denote the concentration function of SI by
(2.40) Q(SI , λ) = sup
a∈R
P(|SI − a| ≤ λ).
Our aim is to estimate Q(SJ , ε˜). For this we would like to apply Lemma 4.1,
but we can’t do it directly. We first need to get appropriate estimates for the
coefficients ai, bi, i ∈ J .
From Lemma 4.3 we know that at least nδ coordinates of vector w0 ∈ IC(δ, r(2)n )
satisfy
r
(2)
n
2
√
n
≤ |w0i| ≤ 1√
δn
.
Denote the spread set of the vectors a and b by σ(a) and σ(b) respectively. It
is easy to see that max(σ(a), σ(b)) ≥ δn/2. Without loss of generality assume
that σ(a) ≥ δn/2. Let us denote by J0 := J ∩ σ(a). We may take c0 = δ/4
and conclude by construction of J that |J0| ≥ [δn/4]. By Lemma 4.2 we get
Q(SJ , ε˜) ≤ Q(SJ0 , ε˜) . The only information we know about the vector b is
that
0 ≤ |bi| ≤ 1 for all i ∈ J0.
But from the inequality ||b||22 ≤ 1 we may conclude that we can restrict the sum
SJ0 on the set
J˜0 :=
{
i ∈ J0 : |bi| ≤ c
n1/4
}
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and |J˜0| ≥ cn. Now we split the set J˜0 as a union of the disjoint sets Jl:
Jl =
{
i ∈ J˜0 : 2
l−1r(2)n
2
√
n
≤ |ai| ≤ 2
lr
(2)
n
2
√
n
}
, l = 1, ..., L,
JL+1 =
{
i ∈ J˜0 : 2
Lr
(2)
n
2
√
n
≤ |ai| ≤ 1√
δn
}
,
where L = [c(Q) lnn]. It follows from the Dirichlet principle that there exists
l0, 1 ≤ l0 ≤ L + 1, such that |Jlo | ≥ cn ln−1 n. Let’s set I := Jl0 . Again by
Lemma 4.2 we may write Q(SJ0 , ε˜) ≤ Q(SI , ε˜). Set
ηn =
2
√
n
2l0−1r(2)n
.
It is easy to see that ηn ≥ c
√
n.
Introduce the notations a˜i := ηnai and b˜i := ηnbi. It follows that
1 ≤ |a˜i| ≤ 2, |˜bi| ≤ ηnn−1/4.
Let S˜I =
∑
i∈I(a˜iXi + b˜iYi), where I is an arbitrary set. We decompose the set
I into the sum of two sets I = I1 ∪ I2, where
I1 := {i ∈ I : |˜bi| ≤ 2} and I2 := {i ∈ I : 2 < |˜bi| ≤ ηnn−1/4}.
We have max(|I1|, |I2|) ≥ cn ln−1 n/2. From the properties of concentration
functions it follows
Q(S˜I , εηn) ≤ min(Q(S˜I1 , ε˜ηn), Q(S˜I2 , ε˜ηn)).
To finish the proof of the statement we shall consider two cases.
1) Suppose that |I1| ≥ cn ln−1 n/2. Denote by σ2 = E S˜2I1 . Elementary cal-
culations show that on the set I1 we have σ2 ≥ (1 − ρ2)|I1|. We may apply
Lemma 4.1
Q(S˜I1 , ε˜ηn) ≤
√
ε˜ηn√|I1|(2(1− ρ2)− 8 maxk EZ2kI{|Zk| ≥ ε˜ηn/2})1/2 ,
where Zi = a˜iXi + b˜iYi. We can estimate the maximum in the denominator in
the following way
(2.41) max
k
EZ2kI{|Zk| ≥ ε˜ηn/2} ≤ cmax
k
EX2kI{|Xk| ≥ ε˜ηn/4}.
We take
ε˜ = ε1 :=
M1n
1/4
ηn lnn
,
whereM1 is some constant. Note that ε˜ ≤ c′n−1/4 ln−1 n and ε˜ηn = M1n1/4 ln−1 n.
Choosing M1, the right hand side of (2.41) can be made as small as 1 − ρ2,
assuming that Xk has uniformly integrable second moment. We conclude that
Q(S˜I1 , ε˜ηn) ≤ n−A1 ,
for some A1 > 0.
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2) Suppose that |I2| ≥ cn ln−1 n/2. For the set I2 we repeat the above procedure
and find the set Ik0 such that
2k0 ≤ |bi| ≤ 2k0+1 for all i ∈ Ik0
and |Ik0 | ≥ cn ln−2 n. We may reduce the sum S˜I2 to this set and Q(S˜I2 , ε˜ηn) ≤
Q(S˜Ik0 , ε˜ηn). On the set Ik0 the variance σ
2 = E S˜2I2 is bounded below by
σ2 ≥ (1− ρ2)||b||22 ≥ (1− ρ2)|Ik0 |22k0
Applying Lemma 4.1 we get
Q(S˜Ik0 , ε˜ηn) ≤
√
ε˜ηn√|Ik0 |(2(1− ρ2)22k0 − 8 maxk EZ2kI{|Zk| ≥ ε˜ηn/2})1/2 .
Note that
(2.42) max
k
EZ2kI{|Zk| ≥ ε˜ηn} ≤ c22k0 max
k
EX2kI{|Xk| ≥ ε˜ηn2−k0−1/4}
We take
ε˜ = ε2 :=
M2n
1/82k0
ηn ln
2 n
,
where M2 is some constant. One may check that ε˜ ≤ c′′n−1/8 ln−2 n and
ε˜ηn2
−k0 = M2n1/8 ln−2 n. Choosing M2, the right hand side of (2.42) can
be made as small as (1− ρ2)22k0 , assuming that Xk has a uniformly integrable
second moment. We conclude that
Q(S˜I1 , ε˜ηn) ≤ n−A2 ,
for some A2 > 0.
Now we take ε˜ = min(ε1, ε2) and conclude the statement.

3. Application to the elliptic law
In this section we briefly discuss the application of Theorem 1.1 to the elliptic
law.
Denote by λ1, ..., λn the eigenvalues of the matrix n
−1/2X and define the em-
pirical spectral measure of eigenvalues by
µn(B) =
1
n
#{1 ≤ i ≤ n : λi ∈ B}, B ∈ B(C),
where B(C) is a Borel σ-algebra of C.
We say that a sequence of random probability measures mn(·) converges weakly
in probability to the probability measure m(·) if for all continuous and bounded
functions f : C→ C and all ε > 0
lim
n→∞P
(∣∣∣∣∫
C
f(x)mn(dz)−
∫
C
f(x)m(dz)
∣∣∣∣ > ε) = 0.
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Figure 1. Eigenvalues of the matrix n−1/2X for n = 3000 and
ρ = 0.5. On the left, each entry is an iid Gaussian normal ran-
dom variable. On the right, each entry is an iid Bernoulli random
variable, taking the values +1 and −1 each with probability 1/2.
We denote weak convergence by the symbol
weak−−−→.
A fundamental problem in the theory of random matrices is to determine the
limiting distribution of µn as the size of the random matrix tends to infinity.
The following theorem gives the solution of this problem for matrices which
satisfy the conditions (C0) and (UI).
Theorem 3.1. (Elliptic Law) Let the entries Xjk, 1 ≤ j, k ≤ n, of the matrix
X satisfy the conditions (C0) and (UI). Assume that |ρ| < 1. Then µn weak−−−→ µ
in probability, and µ has the density g:
g(x, y) =
{
1
pi(1−ρ2) , x, y ∈ E ,
0, otherwise,
where
E :=
{
u, v ∈ R : u
2
(1 + ρ)2
+
v2
(1− ρ)2 ≤ 1
}
.
Theorem 3.1 asserts that under assumptions (C0) and (UI) the empirical spec-
tral measure weakly converges in probability to the uniform distribution on the
ellipse. The axis of the ellipse are determined by the correlation EXjkXkj =
ρ, 1 ≤ j < k ≤ n. This result was called by Girko “Elliptic Law”. The limiting
distribution doesn’t depend on the distribution of the matrix elements and in
this sense the result is universal.
In 1985 Girko proved the elliptic law for rather general ensembles of random
matrices under the assumption that the matrix elements have a density, see [6]
and [7]. Girko used the method of characteristic functions. Using a so-called
V -transform he reduced the problem to the problem for Hermitian matrices
(n−1/2X− zI)∗(n−1/2X− zI) and established the convergence of the empirical
spectral distribution of singular values of n−1/2X − zI to some limit which
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determines the elliptic law. Under the assumption of a finite fourth moment
the elliptic law was recently proved by Naumov in [13]. Recently Nguyen and
O’Rourke in [15] have proved the result of Theorem 3.1 for i.i.d. r.v.’s, assuming
the second moment finite. Applying the result of Theorem 1.1 we may extend
the elliptic law to the class of random matrices with non i.i.d. entries which
satisfy the conditions (C0) and (UI).
Below we shall provide a short outline of the proof of Theorem 3.1.
3.1. Gaussian case. Assume that the elements of a real random matrix X
have Gaussian distribution with zero mean and correlations
EX2ij = 1 and EXijXij = ρ, 1 ≤ i < j ≤ n, |ρ| < 1.
In [19] it was shown that the ensemble of such matrices can be specified by the
probability measure
P(dA) ∼ exp
[
− n
2(1− ρ2) Tr(AA
T − ρA2)
]
,
on the space of matrices A. It was proved that µn
weak−−−→ µ, where µ has a
density from Theorem 1.1, see [19] for details. We will use this result to prove
Theorem 3.1 in the general case.
For the discussion of the elliptic law in the Gaussian case see also [5], [1, Chap-
ter 18] and [12].
3.2. Proof of the elliptic law. In the general case we have to consider el-
ements of the matrix X with arbitrary distributions. To overcome this dif-
ficulty we shall use the method of logarithmic potentials. Let us denote by
s1 ≥ s2 ≥ ... ≥ sn the singular values of n−1/2X − zI and introduce the em-
pirical spectral measure νn(·, z) of the singular values. The convergence in
Theorem 3.1 will be proved via the convergence of the logarithmic potential of
µn to the logarithmic potential of µ. We can rewrite the logarithmic potential
of µn via the logarithmic moments of measure νn by
Uµn(z) = −
∫
C
ln |z − w|µn(dw) = − 1
n
ln
∣∣∣∣det( 1√nX− zI
)∣∣∣∣
= − 1
2n
ln det
(
1√
n
X− zI
)∗( 1√
n
X− zI
)
= −
∫ ∞
0
lnxνn(dx).
This allows us to consider the Hermitian matrices (n−1/2X−zI)∗(n−1/2X−zI)
instead of n−1/2X. To prove Theorem 1.1 we need the following lemma.
Lemma 3.2. Suppose that for a.a. z ∈ C there exists a probability measure νz
on [0,∞) such that
a) νn
weak−−−→ νz as n→∞ in probability
b) ln is uniformly integrable in probability with respect to {νn}n≥1.
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Then there exists a probability measure µ such that
a) µn
weak−−−→ µ as n→∞ in probability
b) for a.a. z ∈ C
Uµ(z) = −
∫ ∞
0
lnxνz(dx).
Proof. See [3][Lemma 4.3] for the proof. 
Suppose now that X satisfies the conditions a) and b) of Lemma 3.2 and the
measure νz is the same for all matrices which satisfy the conditions (C0) and
(UI). Then there exist a probability measure µˆ such that µn
weak−−−→ µˆ and
Uµˆ(z) = −
∫ ∞
0
lnxνz(dx).
We know that in the Gaussian case µn converges to the elliptic law µ. Due to
the assumption that νz is the same for all matrices which satisfy the conditions
(C0), (UI) and Lemma 3.2 we have
Uµ(z) = −
∫ ∞
0
lnxνz(dx)
We get Uµˆ(z) = Uµ(z). From the uniqueness of the logarithmic potential we
may conclude the statement of the Theorem.
It remains to check the assumptions we have made in the beginning of the proof.
The following lemma proves the condition a) of Lemma 3.2 and shows that νz
is the same for all matrices which satisfy the conditions (C0) and (UI).
We say the entries Xj,k, 1 ≤ j, k ≤ n, of the matrix X satisfy Lindeberg’s
condition (L) if
for all τ > 0
1
n2
n∑
i,j=1
EX2ijI(|Xij | ≥ τ
√
n)→ 0 as n→∞.
It easy to see that (UI)⇒ (L)
Let Fn(x, z) be the empirical distribution function of the singular values s1 ≥
... ≥ sn of the matrix n−1/2X− zI which corresponds to the measure νn(z, ·).
Lemma 3.3. Let Xjk, 1 ≤ j, k ≤ n, satisfy the conditions (C0)and (L).
Then there exists a non-random distribution function F(x, z) such that for all
continuous and bounded functions f(x), a.a. z ∈ C and all ε > 0
P
(∣∣∣∣∫
R
f(x)dFn(x, z)−
∫
R
f(x)dF(x, z)
∣∣∣∣ > ε)→ 0 as n→∞,
Proof. Using the application of the general method of Bentkus from [2], see
Theorem 1.3 in [9], one may reduce the problem to the Gaussian matrices and
use the result of Theorem 5.1 from [13]. See also the recent paper of Go¨tze and
Tikhomirov [10]. 
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Lemma 3.4. Let Xjk, 1 ≤ j, k ≤ n, satisfy the conditions (C0)and (UI).
Then ln(·) is uniformly integrable in probability with respect to {νn}n≥1.
Proof of Lemma 3.4. It is enough to show that there exist p, q > 0 such that
(3.1) lim
t→∞ limn→∞P
(∫ ∞
0
xpνn(dx) > t
)
= 0
and
(3.2) lim
t→∞ limn→∞P
(∫ ∞
0
x−qνn(dx) > t
)
= 0.
From Kolmogorov’s strong law of large numbers it follows that∫ ∞
0
x2dF(x, 0) ≤ 1
n2
n∑
i,j=1
X2ij → 1 as n→∞.
Applying this and the fact that si(n
−1/2X − zI) ≤ si(n−1/2X) + |z| we may
conclude (3.1) taking p = 2.
Using the uniform integrability of the second moment of Xjk one may prove
the extension of Lemma 4.3 from [13].
Lemma 3.5. If the conditions of Lemma 3.4 hold then there exist c > 0 and
0 < γ < 1 such that a.s. for n 1 and n1−γ ≤ i ≤ n− 1
sn−i(n−1/2X− zI) ≥ c i
n
.
We continue now the proof of Lemma 3.4. Denote the event Ω1 := Ω1,n = {ω ∈
Ω : sn−i > c in , n
1−γ ≤ i ≤ n − 1}. Let us consider the event Ω2 := Ω2,n =
Ω1 ∩ {ω : sn ≥ n−B−1/2}, where B > 0 will be chosen later. We decompose the
probability from (3.2) into two terms
P
(∫ ∞
0
x−qνn(dx) > t
)
= I1 + I2,
where
I1 := P
(∫ ∞
0
x−qνn(dx) > t,Ω2
)
,
I2 := P
(∫ ∞
0
x−qνn(dx) > t,Ωc2
)
.
We may estimate I2 by
I2 ≤ P(sn(X−
√
nzI) ≤ n−B) + P(Ωc1).
From Theorem 1.1 it follows that there exist A,B > 0 such that
(3.3) P(sn(X−
√
nzI) ≤ n−B) ≤ Cn−A.
By Lemma 3.5
(3.4) lim
n→∞P(Ω
c
1) = 0.
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From (3.3) and (3.4) we conclude
lim
n→∞ I2 = 0.
To prove (3.2) it remains to bound I1. From Markov’s inequality
I1 ≤ 1
t
E
[∫ ∞
0
x−qνn(dx)I(Ω2)
]
.
By the definition of Ω2
E
[∫
x−qνn(dx)I(Ω2)
]
≤ 1
n
n−dn1−γe∑
i=1
s−qi +
1
n
n∑
i=n−dn1−γe+1
s−qi
≤ 2nq(B+1/2)−γ + c−q 1
n
n∑
i=1
(n
i
)q ≤ 2nq(B+1/2)−γ + c−q ∫ 1
0
s−qds.
If 0 < q < min(1, γ/(B + 1/2)) then the last integral is finite and we conclude
the proof of the Lemma. 
4. Appendix
Let X1, X2, . . . be independent random variables with
(4.1) EXk = 0 and EX2k = σ2k > 0.
We denote σ2 =
∑n
k=1 σ
2
k. Introduce the following quantity
D(X,λ) =
1
λ2
∫
|X|<λ
x2dF (x) +
∫
|X|≥λ
dF (x),
where F (x) is the distribution function of X. Denote by
(4.2) Q(X,λ) = sup
a∈R
P(|X − a| ≤ λ).
We shall prove here some simple results about the concentration function of
sums of independent random variables.
Lemma 4.1. Assume that the condition (4.1) holds and let Sn =
∑n
k=1Xk.
Then
(4.3) Q(Sn, λ) ≤
√
λ
(2σ2 − 8∑ni=1 EX2j I(|Xj | ≥ λ/2))1/2 .
Proof. According to Theorem 3 in [17] , Chapter II, §2, p. 43, we have
(4.4) Q(Sn, λ) ≤ Aλ
{
n∑
k=1
λ2kD(X˜k, λk)
}− 1
2
,
where X˜k = Xk − X ′k, X ′k is independent copy of Xk, and 0 < λk ≤ λ. Note
that
λ2kD(X˜k, λk) ≥ E X˜2kI(|X˜k| < λk) = 2σ2k − E X˜2kI(|X˜k| ≥ λk).
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Furthermore,
E X˜2kI(|X˜k| ≥ λk) ≤ 2(E(X2k + (X ′k)2)I(|X˜k| ≥ λk) ≤
≤ 2EX2kI(|Xk| ≥ λk/2) + 2EX2kI(|X˜k| ≥ λk, |Xk| ≤ λk/2)+
≤ 2E(X ′k)2I(|X ′k| ≥ λk/2) + 2E(X ′k)2I(|X˜k| ≥ λk, |X ′k| ≤ λk/2) ≤
≤ 2EX2kI(|Xk| ≥ λk/2) + 2EX2kI(|X ′k| ≥ λk/2, |Xk| ≤ λk/2)+
≤ 2E(X ′k)2I(|X ′k| ≥ λk/2) + 2E(X ′k)2I(|Xk| ≥ λk/2, |X ′k| ≤ λk/2) ≤
≤ 8EX2kI(|Xk| ≥ λk/2).
This implies that
λ2kD(X˜k, λk) ≥ 2σ2k − 8EX2kI(|Xk| ≥ λk/2).
We take λk = λ and conclude the statement of the lemma. 
Lemma 4.2. Let SJ =
∑
i∈J ξi, where J ⊂ [n], and I ⊂ J then
Q(SJ , λ) ≤ Q(SI , λ).
Proof. Let us fix an arbitrary v. From the independence of ξi we conclude
P(|SJ − v| ≤ λ) ≤ EP(|SI + SJ/I − v| ≤ λ|{ξi}i∈I) ≤ Q(SI , λ).

Lemma 4.3. Let δ, τ ∈ (0, 1). Let x ∈ IC(δ, τ). Then there exists a set
σ(x) ∈ [n] of cardinality |σ(x)| ≥ 12nδ such that∑
k∈σ(x)
|xk|2 ≥ 1
2
τ2
and
τ√
2n
≤ |xk| ≤
√
2√
δn
for any k ∈ σ(x),
which we shall call σ(x) the ”spread set of x”.
Proof. See in [18, Lemma 3.4] and [11, Lemma 4.3]. 
Lemma 4.4. Assume that the condition (4.1) holds and let Sn =
∑n
k=1 akXk,
where a = (a1, ..., an) ∈ IC(δn, rn). We additionally suppose that
(4.5) max
i=1,...,n
E |Xi|2I{|Xjk| > M} → 0 as M →∞
Then there exist constants c and c′ such that
Q(Sn, ε) ≤ cn−1/4δ−3/8n
for all ε < c′
(
δn
n
)1/4
rn.
26 F. GO¨TZE, A. NAUMOV, AND A. TIKHOMIROV
Proof. For an arbitrary set I ∈ [n] denote SI :=
∑
i∈I aiXi, where ai are the
coordinates of a. We shall write Sn instead of SI if I = [n]. From Lemma 4.3
there exist a set I such that |I| ≥ 12δnn and
rn√
2n
≤ |ai| ≤
√
2√
δnn
for any i ∈ I.
From Lemma 4.2
Q(Sn, ε) ≤ Q(SI , ε).
Now we may split the set I into a union of the following disjoint sets Il:
Il =
{
i ∈ I : 2
l−1rn√
2n
≤ |ai| ≤ 2
lrn√
2n
}
, l = 1, ..., L,
IL+1 =
{
i ∈ I : 2
Lrn√
2n
≤ |ai| ≤
√
2√
δnn
}
,
where L = [c(Q) lnn]. It follows from Dirichlet’s principle that there exists
l0, 1 ≤ l0 ≤ L + 1, such that |Ilo | ≥ cδnn ln−1 n. Let’s set J := Il0 . Again by
Lemma 4.2 we may write Q(SI , ε) ≤ Q(SJ , ε). Denote
ηn =
√
2n
2l0−1rn
.
One may check that ηn ≥ c
√
δnn ≥ c. Let a˜i = ηnai and S˜I =
∑
i∈I a˜iXi. Then
on the set J
1 ≤ |a˜i| ≤ 2
and the variance σ2 of the sum S˜J is bounded below by |J |. Applying Lemma 4.1
we get
(4.6) Q(S˜J , εηn) ≤
√
εηn√|J |(2− 8 max
i∈J
E |a˜iXi|2I{|a˜iXi| ≥ εηn/2})1/2
Note that
max
i∈J
E |a˜iXi|2I{|a˜iXi| ≥ εηn/2} ≤ 2 max
i=1,...,n
E |Xi|2I{|Xi| ≥ εηn/4}.
We take
ε = M
(nδn)
1/4
ηn
,
where M is some constant. It follows from (4.5)that we may choose M such
that
(4.7) max
i=1,...,n
E |Xi|2I{|Xjk| ≥ εηn/4} ≤ 1/16.
This concludes the statement of the Lemma from (4.6) and (4.7). 
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