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Abstract
Explicit expressions are found for the 6j symbols in symmetric representations of quantum suN through appro-
priate hypergeometric Askey-Wilson (q-Racah) polynomials. This generalizes the well-known classical formulas for
Uq(su2) and provides a link to conformal theories and matrix models.
1 Introduction
The theory of Racah-Wigner coefficients (6j-symbols) [1] is among the standard topics in theoretical physics textbooks
including the celebrated Quantum Mechanics of L.Landau and E.Lifshitz [2]. It is of course a well known story in
representation theory, because the 6j-symbols intertwine the triple tensor products of representations,
(R1 ⊗R2)⊗R3 −→ R4
and
R1 ⊗ (R2 ⊗R3) −→ R4
They are matrices
{
R1 R2 Ri
R3 R4 Rj
}
, with i and j labeling representations in the channels R1 ⊗ R2 = ⊕iRi and
R2 ⊗R3 = ⊕jRj respectively:
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Tensor products are widely used in different topics of theoretical and mathematical physics from quantum mechanics to
knot theory. Often needed are explicit formulas, because one typically wants to explicitly construct either the particle
states or solutions to Yang-Baxter equations, i.e. the quantum R-matrices. Therefore the Racah matrices were a
subject of intensive investigation during the last three decades [3], still surprisingly few results were obtained, until the
very recent advances [4, 5, 6, 7, 8]1, which came from the newly discovered arborescent calculus [10, 11, 12, 6, 13, 7]
and differential expansions [14, 15, 16] of knot polynomials. These approaches allowed one to calculate many Racah
matrices in various representations, but they are not yet brought into analytic form, i.e. all matrix elements are
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1Some of the quantum Racah matrices for suN are available at [9].
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explicitly listed, but not described by a general formula with arbitrary i and j. In fact, getting such analytic formulas
appears to be a separate non-trivial problem, and, in this letter, we address it in the very simple case of symmetric
representations Ri, described by the single-line Young diagrams [ri] of length ri, and their suN -conjugates R¯i, described
by the diagrams [rN−1i ] with N − 1 lines of the same length. Somewhat surprisingly even in this case the answer was
long known for su2, but not for generic suN . We perform this extension from 2 to N and use this example to describe
the main ideas, which can hopefully lead to generalizations for non-symmetric representations (pure antisymmetric
case is related to pure symmetric by the simple transformation q → −1/q).
The key point is [17, 18, 19, 20] that the quantum 6j-symbols for Uq(su2) can be expressed through the bal-
anced q-hypergeometric series 4φ3. There are many ways to do this, but one is distinguished, because it involves the
q-orthogonal polynomials (often named Racah polynomials, which are a particular case of the Askey-Wilson polyno-
mials). We explain how these formulas are deformed from N = 2 to arbitrary N ≥ 2, and discuss their properties, in
particular the 3-term relations, which are the necessary property of orthogonal polynomials, and their connection to
group theory pentagon identities [21] and to the Koornwinder-Macdonald polynomials [22, 23].
2 Quantum 6-j symbols for symmetric representations
In [4, 6], there were obtained analytic formulas for the two kinds of quantum 6j-symbols for arbitrary symmetric
representations
(I kind) S¯ = {Ri}
√
dimq R12 dimq R23 ·
{
R1 R¯2 R12
R3 R¯4 R23
}
,
(II kind) S = {Ri}
√
dimq R12 dimq R23 ·
{
R1 R2 R12
R¯3 R¯4 R23
}
, (1)
where {Ri} = ±1 and everywhere below it is given by (−1)i+j+r, while dimq R is a quantum dimension of rep-
resentation R. These two matrices naturally arise in arborescent knot calculus. They are unitary and are related
via
S¯ = T¯−1ST−1S†T¯−1 (2)
with the diagonal matrices T and T¯ made from the eigenvalues of relevant R-matrices,
T = diag
(
(−1)m+1 q
−r2+m2+m
Ar
)
, m = 0..r
T¯ = diag
(
(−qm−1A)m
)
, m = 0..r (3)
Racah matrices of kind I. We begin with the matrices of the first kind, when R1 = R3 = [r], R2 = R4 = [r¯]
so that R12 and R23 are representations of the type Rn = [2n, n
N−2] of suN , which emerge in the decomposition of
[r]⊗ [r¯]:
[r]⊗ [r¯] = ⊕rn=0Rn (4)
We denote R12 = Ri → i and R23 = Rj → j and the Racah matrix is symmetric in i and j. In this case, the formulas
were given in [6] and [4]:{
r r¯ i
r r¯ j
}
=
[i]!2[j]!2[r−i]![r−j]![N−1]![N−2]!
[r + i+N − 1]![r + j +N − 1]!
∑
z
(−)z [r +N − 1 + z]!
[z−i]!2[z−j]!2[r−z]![i+j−z]![i+j+N−2−z]! , (5)
where [n] :=
qn − q−n
q − q−1 is a quantum number. Making the transformation z = r − s, one gets{
r r¯ i
r r¯ j
}
=
[i]!2[j]!2[r−i]![r−j]![N−1]![N−2]!
[r + i+N − 1]![r + j +N − 1]!
∑
s
(−)r−s [2r +N − 1− s]!
[r−s−i]!2[r−s−j]!2[s]![i+j−r + s]![i+j+N−2−r+s]! (6)
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Introducing the q-hypergeometric series
p+1φp
 a1, . . . , ap+1 q, z
b1, . . . , bp
 = ∞∑
n=0
(a1, . . . , ap+1; q)n
(b1, . . . , bp; q)n(q, q)n
zn, (7)
(a; q)n =
n−1∏
k=0
(1− aqk), (a1, . . . , ai; q)n = (a1; q)n . . . (ai; q)n (8)
p+1Φp
 a1, . . . , ap+1 q, z
b1, . . . , bp
 = p+1φp
 qa1 , . . . , qap+1 q, z
qb1 , . . . , qbp
 (9)
one can write formula (6) as{
r r¯ i
r r¯ j
}
=
[i]!2[j]!2[2r+N−1]![N−1]![N−2]!
[r+i+N−1]![r+j+N−1]![r−i]![r−j]![i+j−r]![i+j−r+N−2]! ·
·4Φ3
 i−r, i−r, j−r, j−r q2, q2
1−2r−N, i+j−r+1, i+j−r+N−1
 (10)
In order to obtain alternative expressions for the 6j-symbols, one can use Sears’ transformations for terminating
balanced 4Φ3
[
. . . ; q2, q2
]
(see [24, 19]):
4Φ3
[
x, y, z, n
q2, q2
u, v, w
]
=
[v−z−n−1]![u−z−n−1]![v−1]![u−1]!
[v−z−1]![v−n−1]![u−z−1]![u−n−1]! · 4Φ3
[
w − x,w − y, z, n
q2, q2
1− u + z + n, 1− v + z + n,w
]
(11)
where the numbers x, y, z, u, v, w are integral and the balanced series condition
x+ y + z + n+ 1 = u+ v + w (12)
is fulfilled. Also one can use the invariance of 4Φ3
[
. . . ; q2, q2
]
under permutations of x, y, z, n or u, v, w. Then, one
gets the following expression for the 6j-symbols:{
r r¯ i
r r¯ j
}
=
[i]![j]![N−1]![N−2]!
[i+N−2]![j+N−2]!
[r]![r +N − 2]![2r +N − 1]!
[r−i]![r−j]![r+i+N−1]![r+j+N−1]! · 4Φ3
[
j−r,−r−j−N+1, i−r,−r−i−N+1
q2, q2
−r,−r−N+2,−2r−N+1
]
(13)
or expanding 4Φ3
[
. . . ; q2, q2
]
in terms of q-factorials, one gets a generalization of the most commonly encountered
formulas in the literature about su2 6j-symbols:{
r r¯ i
r r¯ j
}
=
[i]!2[j]!2[r−i]![r−j]![N−1]![N−2]!
[r + i+N − 1]![r + j +N − 1]!
∑
z
(−)z [r +N − 1 + z]!
[z−i]!2[z−j]!2[r−z]![i+j−z]![i+j+N−2−z]! (14)
=
[i]![j]![N − 1]![N − 2]!
[i+N − 2]![j +N − 2]!
∑
z
(−)z [r +N − 2− z]![z + i]![z + j]!
[z]![r − i− z]![r − j − z]![i+j−r+z]![i+j+N−1+z]! (15)
=
[i]![j]![N − 1]![N − 2]!
[i+N − 2]![j +N − 2]!
∑
z
(−)z [r +N − 2− z]![r − z]![2r +N − 1− z]!
[z]![r − i− z]![r − j − z]![r+i+N−1−z]![r+j+N−1−z]! (16)
These three expansions are related by Sears’ transformations (11) of the balanced hypergeometric series.
Now let us define the q-Racah polynomial in variable µ(x) = q−x + qx+c+d+1 of degree n as [24]
Rn
(
µ(x)
∣∣∣ a, b, c, d ∣∣∣ q) := 4Φ3
 −n, a+ b+ n+ 1,−x, x+ c+ d+ 1 q, q
a+ 1, b+ d+ 1, c+ 1
 , (17)
where a+ 1 = −m or b+ d+ 1 = −m or c+ 1 = −m, m ∈ Z+. Since
(q−x; q)j · (qx+c+d+1; q)j =
j−1∏
k=0
(1− q−x+k)(1− qx+c+d+1+k) =
j−1∏
k=0
(1− µ(x)qk + qc+d+1+2k), (18)
it is clear that Rn (µ(x); a, b, c, d; q) is a polynomial of degree n in µ(x). In terms of the q-Racah polynomials (17),
formula (13) takes the form{
r r¯ i
r r¯ j
}
=
[i]![j]![N−1]![N−2]!
[i+N−2]![j+N−2]!
[r]![r + N − 2]![2r + N − 1]!
[r−i]![r−j]![r+i+N−1]![r+j+N−1]! · Rr−j
(
q2(i−r)+q2(1−r−i−N)
∣∣∣−r−1, 1−r−N,−2r−N, 0 ∣∣∣ q2) (19)
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Racah matrices of kind II. Now let us consider the matrices of the second kind, whenR1 = R2 = [r], R3 = R4 = [r¯]
so that R23 is still of the type Rn = [2n, n
N−2] since belongs to the decomposition of [r] ⊗ [r¯], while R12 belongs to
the decomposition
[r]⊗ [r] = ⊕rn=0[r + n, r − n] (20)
We denote R12 = [r+ i, r− i]→ i and R23 = Rj → j and the Racah matrix is no longer symmetric in i and j. Below
we assume that i < j, otherwise one needs to change i ←→ j in all answers. In this case, the manifest formulas also
can be found in [6] and [4]:{
r r i
r¯ r¯ j
}
=
[i]!2[j]!2[r−i]![r−j]![N−1]![N−2]!
[r + i+N − 1]![r + j +N − 1]!
∑
z
(−)z [r +N − 1 + z]!
[z−i]!2[z−j]![z − j +N − 2]![r−z]![i+j−z]!2 = (21)
=
[i]!2[j]!2[N−1]![N−2]![2r+N−1]
[r+i+N−1]![r+j+N−1]![r−i]![r−j+N−2]![i+j−r]!2 · 4Φ3
 j−r, j−r−N+2, i−r, i−r q2, q2
i+j−r+1, i+j−r+1, 1−N−2r
 (22)
With the help of Sears’ transformation (11), one can convert this into
{
r r i
r¯ r¯ j
}
=
[r]!2[N−1]![N−2]![2r +N − 1]!
[r−i]![r−j+N−2]![r+i+N−1]![r+j+N−1]! · 4Φ3
 j−r,−r−j−1, i−r,−r−i−N+1 q2, q2
−r,−r,−2r−N+1
 (23)
and, in terms of the q-Racah polynomials (17), one has{
r r i
r¯ r¯ j
}
=
[r]!2[N−1]![N−2]![2r + N − 1]!
[r−i]![r−j+N−2]![r+i+N−1]![r+j+N−1]! · Rr−j
(
q2(i−r)+q2(1−r−i−N)
∣∣∣−r−1,−r−1,−2r−N, 0 ∣∣∣ q2) (24)
3 Relation to Askey-Wilson and Racah polynomials
Thus, (19) and (24) form the two 2-parametric (N , r) sub-varieties
Rr−j
(
q2(i−r)+q2(1−r−i−N)
∣∣∣−r−1,−r−1− (N − 2)p,−2r−N, 0 ∣∣∣ q2) (25)
with p = 0, 1 in the 6-dimensional set of the q-hypergeometric polynomials made from the 7-parametric function 4φ3(z),
with one of the parameters being a negative integer (to make the hypergeometric series a polynomial) converted into
polynomial’s degree (q is not counted as a parameter in these terms). These polynomials are orthogonal, and they
can be embedded into a large family of orthogonal polynomials.
For a system of q-hypergeometric polynomials to be orthogonal, they should satisfy a 3-term relation, what requires
some art and imposes additional restrictions. In the case of 4φ3(z), it is fixing z and the balanced series condition
(12). In result, one gets a generic 4-parametric family of the Askey-Wilson q-polynomials defined as
Pn(X) = (ab, ac, ad; q)na
−n · 4φ3
 q−n, abcdqn−1, aeiθ, ae−iθ q, q
ab, ac, ad
 (26)
Note that the variable z of the q-hypergeometric function 4φ3(z) is fixed at z = q and Pn(X) are polynomials in
X = cos θ. The standard Racah polynomials (17) form a sub-family within this family, they can selected out by an
integrality condition bdq = q−m, m ∈ Z+. It slightly differs from (26) in normalization and specification of variables:
Rn
(
µ(x)
∣∣∣ a˜, b˜, c˜, d˜ ∣∣∣ q) in (17) is a polynomials in X˜ = µ(x) = q−x + qx+c˜+d˜+1 = 2aX with the parameters qa˜ = ab/q,
qb˜ = cd/q, qc˜ = ac/q, qd˜ = q/c. In particular, (25) is a polynomial in q2(i−r) + q2(1−r−i−N).
4 Three-term relations
The q-Racah polynomials (17) are orthogonal with respect to the discrete measure (Jackson integral):
m∑
x=0
(qa+1, qb+d+1, qc+1, qc+d+1; q)x
(q, qc+d+1−a, qc+1−b, qd+1; q)x
1− qc+d+2x+1
qx+ax+bx(1− qc+d+1) · Rn (µ(x))Rk (µ(x)) = hnδn,k, (27)
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where
Rn (µ(x)) := Rn (µ(x); a, b, c, d; q) (28)
and
hn =
(qc−a−b, qd−a, qc+d+2, q−b; q)∞
(q−a−b−1, qc+d+1−a, qc+1−b, qd+1; q)∞
1− qa+b+c+d+2
1− qa+b+2n+1
(q, qa+b−c+1, qa−d+1, qb+1; q)n
(qa+1, qa+b+1, qb+d+1, qc+1; q)n
Therefore, they satisfy a three-term recurrence relation
Y (1)n Rn+1 + Y (2)n Rn + Y (3)n Rn−1 = xRn, (29)
where Y
(1,2,3)
n are some coefficients depending on the parameters a, b, c, d. With the help of explicit formulas for these
coefficients (see [25, formula (14.2.3)]) and using relation (19), one can find
0 = a1
{
r r¯ i
r r¯ j − 1
}
+ a2
{
r r¯ i
r r¯ j
}
+ a3
{
r r¯ i
r r¯ j + 1
}
(30)
0 = b1
{
r r i
r¯ r¯ j − 1
}
− b2
{
r r i
r¯ r¯ j
}
+ b3
{
r r i
r¯ r¯ j + 1
}
(31)
with
a1 = [j]
2 [j − r − 1] [r + j +N − 1] [N + 2j]
a3 = [j − r] [j +N − 1]2 [N + r + j] [N + 2j − 2]
a1 + a2 + a3 = −[i] [i+N − 1] [N + 2j − 2] [N + 2j − 1] [N + 2j], (32)
b1 = [j]
2 [j + r + 1] [r − j +N − 1] [2j + 2]
b3 = [r − j] [j + 1]2 [N + r + j] [2j]
b1 + b2 + b3 = [i] [i+N − 1] [2j] [2j + 1] [2j + 2]. (33)
5 Relation to pentagon identities
In the case of Racah polynomials, the 3-term relations possess an additional interpretation: they are nothing but the
pentagon (Biedenharn-Elliot) identity [21, 3], which reflects associativity of the Tanaka-Krein algebra of representa-
tions [26]. There are five possibilities to decompose into irreducible representations the tensor product R1⊗R2⊗R3⊗R4
of four irreducible representations of the algebra Uq(suN ):
[(R1⊗R2)⊗R3]⊗R455
uu
ii
))
(R1⊗R2)⊗(R3⊗R4)OO

[R1⊗(R2⊗R3)]⊗R4OO

R1⊗[R2⊗(R3⊗R4)] oo // R1⊗[(R2⊗R3)⊗R4]
(34)
One can go over from any decomposition to any other one by a chain clockwise and counterclockwise using the Racah
coefficients on each step. Since the final decomposition is the same for the both chains, the matrices of resulting
transformations are the same for the both cases. In terms of the 6-j symbols, this equality takes the form∑
R34
 · dimq R34 ·
{
R12 R3 R123
R4 R5 R34
} {
R1 R2 R12
R34 R5 R234
} {
R234 R2 R34
R3 R4 R23
}
=
{
R1 R23 R123
R4 R5 R234
} {
R1 R2 R12
R3 R123 R23
}
,
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where  = (−)R12+R23+R34+R123+R234−
∑
Ri , R12 ∈ R1 ⊗ R2, R23 ∈ R2 ⊗ R3, R34 ∈ R3 ⊗ R4, R123 ∈ R1 ⊗ R2 ⊗ R3,
R234 ∈ R2 ⊗R3 ⊗R4. Putting R1 = R3 = R234 = R, R2 = R4 = R123 = R¯, R23 = Ri, R5 = Rj , one obtains∑
R34
 · dimq R34 ·
{
R12 R R¯
R¯ Rj R34
} {
R R¯ R12
R34 Rj R
} {
R R¯ R34
R R¯ Ri
}
=
{
R Ri R¯
R¯ Rj R
} {
R R¯ R12
R R¯ Ri
}
. (35)
Hence, R34 ∈ R⊗R¯ and R34 ∈ Rj⊗R12. Now we can obtain the three-term recurrence relation (29) from this formula.
To this end, we put R = [r]. The Racah matrices we are interested in are
{
r r¯ i
r r¯ j
}
, where i and j encounter the
representations Rn = [2n, n
N−2]. Let us put also R12 to be the adjoint representation of suN : R12 = Radj = [2, 1N−2].
Then, the condition that R34 simultaneously belongs to [r]⊗ [r¯] and to Rj ⊗ Radj leaves only three term in the sum
(35):
Rj ⊗Radj = Rj+1 ⊕Rj ⊕Rj−1
∣∣∣
[r]⊗[r¯]
, (36)
Using the tetrahedral symmetries [5], one obtains{
R i R¯
R¯ j R
}
=
{
R R¯ i
R R¯ j
}
,
{
R R¯ R34
R R¯ i
}
=
{
R R¯ i
R R¯ R34
}
. (37)
Then, the sum (35) becomes linear in R∗ and takes the same form as relation (29) with some coefficients. In order to
find the coefficients, one needs to evaluate the Racah matrices containing the adjoint representation:
{
R12 R R¯
R¯ j R34
}
,{
R R¯ R12
R34 j R
}
,
{
R R¯ R12
R R¯ i
}
as functions of i and j. It is rather tedious to do analytically for arbitrary N , but
it is straightforward to extract the coefficients from explicit formulas (14)-(16).
6 q-Racah as BC Koornwinder-Macdonald polynomials
The Askey-Wilson (q-Racah) polynomials can be described as simplest (one-variable, or one-row) symmetric polyno-
mials for the systems of roots of the BCn type
2. This has been first realized by T.Koornwinder [23] (hence, the name
Koornwinder-Macdonald polynomials). These symmetric polynomials are constructed from the monomials
mλ =
∑
µ∈G(λ)
zµ11 z
µ2
2 . . . z
µs
n (38)
where the sum goes over the orbit G(λ) of the partition λ = {λ1 ≥ λ2 ≥ . . . ≥ 0} under the action of the group
G = Ss×Z2 which permutes λi and changes their signs. This is nothing but the BCs-type Weyl group. Now defining
the second order difference operator [23]
Dˆ =
∑
j
(
P (z; zj)(Tˆj − 1) + P (z; z−1j )(T−1j − 1)
)
(39)
where
P (z; zj) =
∏3
a=0(1− tazj)
(1− z2j )(1− qz2j )
∏
k 6=j
(1− tzjzk)(1− tzjz−1k )
(1− zjzk)(1− zjz−1k )
, Tˆjf(z1, z2, . . .) = f(z1, z2, . . . , qzj , . . .) (40)
one can construct the set of BC-Macdonald (or Koornwinder-Macdonald) polynomials
pλ =
∏
µ≤λ
Dˆ− Eµ
Eλ − Eµ
mλ (41)
where
Eλ =
s∑
j=1
q−1t0t1t2t3t2n−j−1(qλj − 1) + tj−1(q−λj − 1) (42)
2We are grateful to H.Awata for attracting our attention to this essential fact.
6
and µ ≤ λ is understood as ∑kj=1(λj − µj) ≥ 0 for all k = 1, . . . , s. These polynomials are the eigenfunctions of the
difference operator Dˆ (39) with the eigenvalues Eλ:
Dˆpλ = Eλpλ (43)
Considering the case of one variable z, i.e. s = 1, which is equivalent to one-line Young diagram λ corresponding to
symmetric representations, one arrives at the Askey-Wilson polynomials (26) with z = eiθ and a = t0, b = t1, c = t2,
d = t3. Note that, in this case, the t-dependence automatically disappears from the polynomial.
Note that there is also another multivariable generalization of the q-Racah polynomials [27, 28, 29],
Rn
(
µ(x),
∣∣∣a, b, c, ∣∣∣ q) =
=
s∏
k=1
Rnk
(
µ(xk −Nk−1)
∣∣∣ b+Ak + 2Nk−1 − a1, ak+1 − 1, Ak + xk+1 +Nk−1, xk+1 −Nk−1 ∣∣∣ q) (44)
where
A0 = 0, Ak =
k∑
j=1
Aj , xs+1 = −c− 1, N0 = 0, Nk =
k∑
j=1
nj (45)
and n, x denote the sets of s integers {ni} and of s variables {xi} correspondingly, while a = {a1, a2, . . . , as+1}. Here
also Ns ≤ xs+1. These polynomials are still orthogonal.
7 Conclusion
In this paper, we expressed the analytic formulas for Racah matrices in all symmetric (and, hence, antisymmetric)
representations through terminating balanced hypergeometric series, that is, through the orthogonal Askey-Wilson
(Racah) q-polynomials. Our main result is extension of the Racah-matrix interpretation from the 1-parametric sub-
family of such polynomials to two 2-parametric ones, by introducing the second parameter N (from suN ) in addition
to r, which describes the symmetric representation. At the same time, the entire variety of the Askey-Wilson poly-
nomials is 4-parametric, and three extra parameters in the case of su2 are associated with four different symmetric
representations characterized by four different parameters r1, r2, r3, r4:{
r1 r3 i
r2 r4 j
}
∼ R 1
2 (r1+r3)−j
(
q2i−r1−r3+q−r1−r3−2(i+1)
∣∣∣−r3−1,−r2−1,−1
2
(r1+r2+r3+r4)−2, 1
2
(r2−r1+r4−r3)
∣∣∣ q2)
Since this case uses all available parameters the orthogonal polynomials described by the balanced terminating hy-
pergeometric series 4φ3, one could expect that extending this formula to the suN case leads to higher hypergeometric
series, since N will be an additional parameter. However, it turns out that, in the case of two coinciding symmetric
representations and two their suN -conjugated, the same hypergeometric series is still sufficient.
The next problem for Racah calculus is to go beyond the symmetric representation, in particular to find analytic
expressions for already known Racah matrices S and S¯ in various two-line representations, especially, in the rectangular
ones, where there are no multiplicities and no associated ambiguities with the choice of bases in arborescent calculus
[13]. Direct attempts to guess such formulas as interpolating between the known matrix elements S¯ij for particular
i and j are somewhat tedious, especially because the number of summations is unknown. At the same time, in
hypergeometric and Macdonald calculi, there are natural ways for generalizations to higher representations, and this
can significantly simplify the problem.
Also, the hypergeometric functions possess integral representations, which can be interpreted [30] as correlators of
conformal blocks within the Dotsenko-Fateev formalism [31, 32, 33], which is conceptually interesting. We remind
that the Racah matrices naturally describe modular transformations of the conformal blocks, while the fact that
matrices of the transformations of some objects can be also considered as the same objects themselves is intriguing
and promising. A good example of this phenomenon is given by the celebrated RTT relations, where the R-matrix
itself coincides with the group element T in a proper representation of the algebra of functions. Another direction
suggested by relation to the conformal blocks, is an additional t-deformation, from matrix to network models a la [35],
i.e. from quantum groups to DIM algebras.
Anyhow, even without these additional bonuses, expression through Askey-Wilson polynomials obtained in the
present letter provides a very compact (most economic) and elegant description of the Racah matrices, and has a value
of its own.
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