Abstract. We study conditions on a commutative ring R which are equivalent to the following requirement: Whenever X is a projective scheme over S = Spec(R) of fiber dimension ≤ d for some integer d ≥ 0, there is a finite morphism from X to P d S over S such that the pullbacks of coordinate hyperplanes give prescribed subschemes of X provided these subschemes satisfy certain natural conditions. We use our results to define a new kind of capacity for adelic subsets of projective flat schemes X over global fields. This capacity can be used to generalize the converse part of the Fekete-Szegő Theorem.
Introduction
Let R be a commutative ring. Suppose f : X → S = Spec(R) is a projective morphism which has fiber dimension ≤ d in the sense that every fiber of f has dimension ≤ d at each of its points. (If d < 0 this just means that X is empty.) Fix a line bundle L on X which is ample relative to f . Suppose i is an integer in the range 0 ≤ i ≤ d + 1. Let (h 1 , . . . , h i ) be a sequence of sections of L such that when X j is the zero locus of h j , then ∩ i j=1 X j has fiber dimension ≤ d − i. Definition 1.1. The ring R has the coordinate hyperplane property (F) if for all X , L , i, {h j } i j=1 and {X j } i j=1 as above, the following is true. There is a finite S-morphism π : X → P d S and a set of homogenous coordinates (y 1 : · · · : y d+1 ) for P d S such that for each 1 ≤ j ≤ i, the support of X j is the same as that of the subscheme of X defined by π * y j = 0.
Recall that Pic(R) is the group of isomorphism classes of invertible sheaves on S, or equivalently, the group of isomorphism classes of rank one projective R-modules under tensor product. Our first Theorem is the following result: Theorem 1.2. The following properties of a commutative ring R are equivalent:
1. (Property F) The coordinate hyperplane property.
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(Property P)
For every finite R-algebra R ′ , Pic(R ′ ) is a torsion group.
(Property S) If
U is an open subscheme of P 1 S which surjects onto S = Spec(R), there is an S-morphism Y → U for which Y is finite, locally free and surjective over S.
Property (P) holds, for example, if R is semi-local or the localization of an order inside a ring of integers of a global field. Property (P) is stable under taking finite algebras and quotients. It is stable under filtering direct limits of rings because projective R-modules of rank one are of finite presentation (as direct summands of free finitely generated modules) -see [19, Prop. 1.3] . A zero dimensional ring satisfies (P). A finitely generated algebra R over a field k satisfies (P) if and only if k is algebraic over a finite field and dim(R) ≤ 1.
Suppose R has the coordinate hyperplane property. The proof of Theorem 1.2 shows that with the notations of Definition 1.1, one can find a π :
is a power of L and the subscheme of X defined by π * y j is an effective Cartier divisor which is a positive integral multiple of X j for 1 ≤ j ≤ i. (See §3.2). If i = 0 in Theorem 1.1 one obtains that there is a finite S-morphism π : X → P d S . When R is the ring of integers of a number field and d = 1, the existence of such a π was shown by Green in [6] and [7] . Green's result is used in [3] to reduce the proof of certain adelic Riemann-Roch Theorems on surfaces to the case of P 1 S . We have learned that for arbitrary d, the existence of a π as above when R is a Dedekind ring satisfying Property P has been shown by different methods by O. Gabber, Q. Liu and D. Lorenzini in [5] .
In §2 we will give some equivalent formulations of properties (P) and (S). The proof of Theorem 1.2 is given in §3. We do not know if the conclusion of property (F) when i = 0 is sufficient to imply property (F) holds, i.e. whether this implies the same conclusion for arbitrary i. All of properties (P), (S) and (F) make sense over a scheme S which may not be affine. It would be interesting to consider the relationship of these properties for such a scheme S.
We now discuss an application of Theorem 1.2 to capacity theory. Suppose X is a projective flat connected normal scheme of dimension d ≥ 1 over a global field F . Let X 1 be an effective ample Cartier divisor on X. Let M (F ) be the set of places of F . Let C v be the completion of an algebraic closure F v of the completion F v of F at v ∈ M (F ). By an adelic set E = v∈M (F ) E v we will mean a product of subsets of E v of (X X 1 )(C v ) which satisfy the following standard hypotheses relative to X 1 :
i. Each E v is nonempty and stable under the group Gal
ii. Each E v is bounded away from supp(X 1 )(C v ) under the v-adic metric induced by the given projective embedding of X, and for all but finitely many v, E v and supp(X 1 )(C v ) reduce to disjoint sets (mod v).
Let S γ (E, X 1 ) be the sectional capacity of E relative to X 1 (c.f. [2] and [16] ). Let F be an algebraic closure of F . The main arithmetic interest of S γ (E, X 1 ) is that if this number is less than 1, then there is a open adelic neighborhood U = v∈M (F ) U v of E such that the set of points X(F ) which have all of their Galois conjugates in U is not Zariski dense.
In §4 we define a real number γ F (E, X 1 ) which will be called the finite morphism capacity of E relative to X 1 . This number gives a higher dimensional converse implication, paralleling the classical Fekete-Szegő Theorem and the work of Cantor and Rumely discussed below when d = 1:
Zariski dense set of points of X(F ) which have all of their Galois conjugates in U.
The definition of γ F (E, X 1 ) involves considering the set T (X 1 ) of all finite morphims π : X → P d F such that the pull back via π of a hyperplane H at infinity is a positive integral multiple of X 1 . Let U (E) be the set of open adelic neighborhoods U of E which satisfy the standard hypotheses. Roughly speaking, γ F (E, X 1 ) is an infimum over U ∈ U (E) of the supremum of the normalized size of the adelic polydiscs B in affine d-space
H for which π −1 (B) is contained in U for some π ∈ T (X 1 ).
Our first result about γ F (E, X 1 ) compares it to the outer sectional capacity S + γ (E, X 1 ) = inf{S γ (U, X 1 ) : U ∈ U (E)}.
with equality if E = π −1 (B) for some π ∈ T (X 1 ) and some adelic polydisk B in P d .
It will not in general be the case that γ F (E, X 1 ) = S + γ (E, X 1 ). For example, there may be effective Cartier divisors X ′ 1 with the same support as
. The first inequality implies the set of points X(F ) which have all their Galois conjugates in some open adelic neighborhood U of E is not Zariski dense. So Theorem 1.3 implies γ F (E, X 1 ) ≤ 1 < S + γ (E, X 1 ). This suggests that in comparing sectional capacity to finite morphism capacity, one should consider all effective X ′ 1 with the same support as X 1 . One would like to minimize sectional capacity and maximize finite morphism capacity. One must also reckon with the fact that if m > 0 an integer, replacing X ′ 1 by mX ′ 1 raises each of S + γ (E, X ′ 1 ) and γ F (E, X ′ 1 ) to the m d+1 -th power. This leads to the following definition: Definition 1.5. Suppose X is smooth over F . Let D(X 1 ) be the countable set of all ample effective Cartier divisors X ′ 1 on X whose support supp(
Note that if Question 1.6 has an affirmative answer for a given X, this and Theorem 1.4 gives a complete Fekete-Szegő Theorem for X and the capacity S + γ (E, supp(X 1 )). Namely, one would know that if S + γ (E, supp(X 1 )) < 1, then there is a open adelic neighborhood U of E such that the set of points X(F ) which have all of their Galois conjugates in U is not Zariski dense, while if S + γ (E, supp(X 1 )) > 1 then every such U contains a Zariski dense set of such conjugates.
For X of dimension 1 Rumely has compared sectional capacity with his generalization of Cantor's capacity, and he has proved a complete FeketeSzegő Theorem of the above kind. We will use his work to check that when d = 1, Question 1.6 has an affirmative answer in a very strong sense:
) and S + γ (E, supp(X 1 )) are both equal to the capacity γ CR (E, supp(X 1 )) of Cantor and Rumely.
It would be interesting to know if such an equality holds for X of higher dimension when S + γ (E, supp(X 1 )) > 1. A natural case to consider is when X itself is isomorphic to P d . Then each map φ : X = P d → P d in the definition of γ F (E, X 1 ) together with the line bundle O X (X 1 ) gives rise to a polarized dynamical system in the sense of [14, §2] . In a later paper we will return to the problem of how to compute the sectional and finite morphism capacities of filled Julia sets associated to dynamical systems on P d .
Simple examples show that one cannot expect the conclusion of Theorem 1.7 to hold if S + γ (E, supp(X 1 )) < 1 (see Example 4.11) . These examples suggest that in this case, there may simply not be enough morphisms from X to P d to explain the numerical size of S + γ (E, supp(X 1 )). We conclude with an application of Theorem 1.2 to finite morphism capacity. If F is a number field, let M f (F ) and M ∞ (F ) be the sets of finite and infinite places of F . If F is a global function field, we let M ∞ (F ) be a nonempty finite set of places of F , and we let
We will say that a product
is an RL-domain for the finite adeles if there is a projective embedding X → P t F and a hyperplane H 0 in P t F such that X 1 is a multiple of X ∩ H 0 and
It is clear that an adelic set U = U f × v∈M∞(F ) U v will satisfy the standard hypotheses provided the U v associated to v ∈ M ∞ (F ) satisfy conditions (i) and (ii) above.
Note that the dimension d of X may be much smaller than that of the projective space P t F into which we have embedded X. Recall that in P d F we have chosen homogeneous coordinates y = (y 1 : . . . : y d+1 ) as well as affine coordinates z i = y i /y 1 for i = 2, . . . , d + 1 for the affine space A d = P d H when H = {y : y 1 = 0}. We will show: Theorem 1.8. Suppose that U f is an RL-domain with respect to the finite adeles. There is a finite morphism π U f : X → P d F with the following properties:
a. The pullback π
Corollary 1.9. Given U f as in Theorem 1.8, there is an open adelic set U = U f × v∈M∞(F ) U v which satisfies the standard hypotheses such that γ F (U, X 1 ) > 1. In consequence the set of global algebraic points of X(F ) which have all of their Galois conjugates in U f is Zariski dense.
We prove Theorem 1.8 by applying Theorem 1.2 to a well chosen integral model of X over the natural choice of Dedekind subring O F of F .
To obtain more quantitative information about finite morphism capacities and to study Question 1.6, one needs a version of Theorem 1.2 which includes conditions at v ∈ M ∞ (F ). This amounts to a question in function theory, in the sense that one must construct rational functions on X giving sections of a power of O X (X 1 ) which define a morphism to P d having the required properties.
Some properties of rings
Proposition 2.1. The following conditions on a commutative ring R are equivalent:
1. For every R-algebra R ′ which is integral over R, Pic(R ′ ) is a torsion group. 2. For every finite R-algebra R ′ , Pic(R ′ ) is a torsion group. 3. For every finite and finitely presented R-algebra R ′ , Pic(R ′ ) is a torsion group.
We shall say that R satisfies property (P) if these conditions hold.
Proof. It is obvious that (1) implies (2) and (2) implies (3). To show that (3) implies (1), note that every integral R ′ -algebra is a filtering direct limit of finite and finitely presented R-algebras. The result then follows from the fact that the Picard functor commutes with filtering direct limits, as noted in the introduction.
The second condition on R we will consider is the "Skolem property" (S) (see [13] ). Proposition 2.2. For a commutative ring R with spectrum S, the following conditions are equivalent:
1. For each n ∈ N and each open subscheme U ⊂ P n S which is surjective over S, there is a subscheme Y of U which is finite, free and surjective over S. 2. Same as condition (1), with n = 1. 3. For each n ∈ N and each open subscheme U ⊂ P n S which is surjective over S, there is an S-morphism Y → U where Y is finite, locally free and surjective over S. 4. Same as condition (3), with n = 1. We will say that R has property (S) if these conditions hold.
To begin the proof of Proposition 2.2, we first note that we can equivalently use A n S instead of P n S in each case. It is trivial that (1) implies both (2) and (3), and that either (2) or (3) implies (4). The fact that (2) implies (1), and that (4) implies (3) , is shown by the following result:
S be open and surjective over S. Then there exists an n-tuple of positive integers m 1 = 1, m 2 , . . . , m n such that if j is the closed immersion j :
Proof. We may assume that U is quasi-compact. The complement of U in A n S is then defined by a finite set of polynomials f i ∈ R[X 1 , . . . , X n ]. The surjectivity of U means that the coefficients of the f i 's generate the unit ideal of R. Consider the finite set Σ ⊂ N n of all multi-exponents occurring in the f i 's. It is easy to see that one can find positive integers m 2 , . . . , m n such that the linear form (x 1 , . . . , x n ) → x 1 + n ℓ=2 m ℓ x ℓ maps Σ injectively into N. But this means that for each i the polynomial
has the same set of coefficients as f i . In particular, these coefficients still generate R.
To complete the proof of Proposition 2.2, it will suffice to show that (4) implies (2) . Let U ⊂ A 1 S be open and surjective over S. Choose an Smorphism Y → U as in (4) . On passing to a locally free cover of Y , we may assume that Y = Spec(R 1 ) is locally free of constant (positive) rank r over S. The composite map
denote the characteristic polynomial of z, and put Y ′ = Spec(R[t]/(F (t))). Then Y ′ is finite and free of rank r over R, and it is easy to check that Y ′ is set theoretically the image of Y because Y → U factors through Y ′ by the Cayley-Hamilton Theorem. In particular, Y ′ ⊂ U as desired.
3. Proof of Theorem 1.2 3.1. Property (P) implies property (S). As usual, put S = Spec(R), and assume R has property (P). Consider an open subscheme U ⊂ P 1 S which is surjective over S. It will suffice to show that there is a subscheme Y ⊂ U which is finite, locally free and surjective over S. We may assume that U is quasicompact and contained in A 1 S . Let Z ⊂ P 1 S be a closed subscheme of finite presentation with support P 1 S U . Then Z is finite over S. By property (P), there is an integer m > 0 such that the invertible O Z -module O Z (m) is trivial, i.e. has a nonvanishing section s Z . Now Z and s Z can be defined over a subring R 0 ⊂ R which is finitely generated over Z. To find Y we may replace R by R 0 , so that we may now assume R is Noetherian. The ideal sheaf I Z is coherent, so replacing m by a sufficiently large multiple, we may assume that H 1 (I Z (m)) = 0. This implies that the restriction map m) ) is surjective. In particular, s Z extends to a section s ∈ H 0 (O P 1 (m)). We can take Y to be the scheme of zeros of s. Indeed, the fact that s Z is a trivialization on Z means that Y ⊂ U ⊂ A 1 S . We can therefore view s as a polynomial of degree m in the standard coordinate t of A 1 S . The leading coefficient of this polynomial is invertible because s does not vanish at infinity, so Y ∼ = Spec(R[t]/(s)) is free of rank m over S.
Property (S) implies property (F).
We will need the following general fact. Proposition 3.2.1. Without assumption on the commutative ring R, let g : Y → S = Spec(R) be a projective morphism with fiber dimension ≤ δ for some integer δ ≥ 0. Let L be an invertible sheaf on Y which is very ample with respect to g. After base change from S to an S-scheme S ′ which is surjective over S and isomorphic to an open subscheme of an an affine S-space A N S , there is a section of L over Y whose scheme of zeros has fiber dimension ≤ δ − 1. If, moreover, R satisfies condition (S), there is an integer m > 0 and a section of L ⊗m on Y (without any base change) with the same property.
Proof. We may assume that Y ⊂ P Assume now that R satisfies condition (S). Applying this property to the above S ′ , we obtain a finite, free and surjective S-scheme π : T → S contained in S
We may now show that property (S) implies that R has the coordinate hyperplane property (F). Let d, f : X → S, L , i and h 1 , . . . , h i be as in Definition 1.1. By replacing L by L ⊗e for some large enough e, and each h j by h ⊗e j , we may assume that L is very ample. We apply Proposition 3.2.1 inductively, starting with the S-scheme Y = ∩ i j=1 X j and the integer δ = d − i. We get (after replacing L and the h j 's by suitable powers of themselves, which does not change the X j 's) sections h 1 , . . . , h d+1 of L whose common zero set has fiber dimension ≤ −1, i.e. is empty. Therefore (h 1 : · · · : h d+1 ) is a well defined S-morphism q : X → P d S . Moreover, q * O P d (1) = L is ample, so q must be finite. By construction, for all j ≤ i, the pullback of the j th homogeneous coordinate is a power of h j , hence its zero set is set theoretically equal to X j and equal as a Cartier divisor to a multiple of X j . This completes the proof that property (S) implies property (F).
Property (F) implies property (P).
We will need the following general result. In order to now prove that a ring R has property (P), we will in fact only use property (F) in the special case d = i = 1 in the notation of Definition 1.1. Let R ′ be a finite R-algebra and define S ′ = Spec(R ′ ). Suppose M is an invertible R ′ -module. We must show that M ⊗m ∼ = R ′ for some m > 0. Consider the locally free rank one O S ′ -module M associated to M , and the corresponding P 1 bundle X = P(O S ′ ⊕ M ). This bundle has two disjoint natural sections over S ′ : The section s ∞ whose complement is isomorphic to the vector bundle M = V(M ) and the zero section s 0 of M. These sections define divisors D ∞ and D 0 which are ample with respect to S ′ (and therefore also ample with respect to S). Put L = O X (D ∞ + D 0 ), and let h be the canonical section of L having divisor Y = D ∞ + D 0 . We can now apply property (F) to this data. We obtain a finite morphism X → P 1 S such that Y is the set-theoretic inverse image of, say, the section ∞ of P 1 S . Since X is an S ′ -scheme, this gives rise to a finite S ′ -morphism p : X → P 1 S ′ mapping Y to the section ∞. By Proposition 3.3.1, p must be flat since X and P 1 S ′ are smooth and one-dimensional over S ′ . We conclude that p is in fact locally free since it is finite, flat and of finite presentation. Clearly p is also surjective. The inverse image of the zero section of P 1 S ′ is therefore a finite locally free S ′ -scheme T which surjects onto S ′ and which is contained in the punctured line bundle X Y = M D 0 . This means that M is trivialized by the base change T → S ′ , so M has finite order in Pic(S ′ ). Let d ≥ 1 be an integer. We let (y 1 : · · · : y d+1 ) be homogeneous coordinates on P d F , and we define H to be the hyperplane y 1 = 0. Then we have affine coordinates on A d = P d H given by z i = y i /y 1 for i = 2, . . . , d + 1. For r ∈ R we define the adelic polydisk B(r) = v∈M (F ) B v (r(v)) by setting
Let X 1 be an ample effective divisor on the smooth projective variety X over F . Suppose E = v∈M (F ) E v is an adelic set of points of X satisfying the standard hypotheses described in (i) and (ii) of the introduction. Recall that U (E) is the set of all open adelic neighborhoods U = v U v of E which satisfy the standard hypotheses. Let T (X 1 ) be the set of all finite morphisms π : X → P d over F such that π −1 (H) = m(π)X 1 as Cartier divisors for some integer m(π) > 0. Definition 4.2. The finite morphism capacity γ F (U, X 1 ) of U ∈ U (E) relative to X 1 is the supremum of
over all π ∈ T (X 1 ) and r ∈ R such that π −1 (B(r)) ⊂ U; this supremum is defined to be 0 if no such r and π exist. Define
( 4.1) 4.3. Generalizing the converse part of the Fekete-Szegő Theorem.
In this paragraph we will prove Theorem 1.3. Suppose γ F (E, X 1 ) > 1. We must prove that for every U ∈ U (E), the set of points of X(F ) which have all their Galois conjugates in U is Zariski dense. In view of (4.1), it will suffice to consider the case in which E = U is open. Since γ F (U, X 1 ) > 1, there are π and r as in Definition 4.2 for which |r| > 1. Since π : X → P d F is finite and defined over F , the result now follows from: Lemma 4.6. Suppose π ∈ T (X 1 ) and r ∈ R. The sectional capacity
Proof. By the functorial properties of sectional capacity proved in Theorem C of the introduction of [16] we have
We are thus reduced to showing that on P d F one has S γ (B(r), H) = |r| d . This follows immediately from Example 4.3 of [9] and an explicit (classical) computation when d = 1 (see Examples 4.1 and 4.2 of [9] ).
Proof of Theorem 1.4.
To show γ F (E, X 1 ) ≤ S + γ (E, X 1 ) it will suffice to consider the case in which E is an open adelic set U. In view of Lemma 4.6, γ F (U, X 1 ) is the supremum of
over π ∈ T (X 1 ) and r ∈ R such that π −1 (B(r)) ⊂ U. Since π −1 (B(r)) ⊂ U we have
Thus γ F (U, X 1 ) is the supremum of a set of numbers all of which are bounded by S γ (U, X 1 ). Therefore γ F (U, X 1 ) ≤ S γ (U, X 1 ). Suppose now that E = π −1 (B(r)) for some π and r ∈ R above. Then π −1 (B(r)) = E is trivially contained in every adelic open neighborhood U of E. So the above calculations show γ F (π −1 (B(r) ), X 1 ) = S γ (π −1 (B(r) ), X 1 ).
4.7.
The case of curves. In this section we prove Theorem 1.7, whose notations we now assume. Thus X is a regular connected projective curve over F . We may write the effective divisor X 1 on X as a positive integral
of X(F ). Let E be an adelic set which satisfies the standard hypotheses in the introduction and which is T -capacitable in the sense of [15, §6.2] . Rumely has proved in [17] that the sectional capacity S γ (E, X 1 ) satisfies
when s is the column vector s = (s i ) n i=1 and Γ(E, T ) is the real symmetric n × n Green's matrix arising in the capacity theory of Cantor and Rumely.
Recall that D(X 1 ) is the set of all ample effective Cartier divisors X ′ 1 on X whose support supp(X ′ 1 ) equals T = supp(X 1 ). In the case of curves, |X ′ 1 | is the degree of X ′ 1 , and S
will be called F -symmetric if r i = r j when x i and x j are elements of T ⊂ X(F ) in the same orbit under the action of Aut(F /F ). Let P be the set of F -symmetric vectors r ′ = (r ′ i ) n i=1 such that 0 ≤ r ′ i ∈ R for all i and n i=1 r ′ i = 1. Let P 0 be the elements of P which have only positive entries. In [17] , Rumely has shown that sectional capacities are well defined for formal positive real linear integral combinations
is a negative definite matrix. There is a uniqueŝ = (ŝ i ) i ∈ P 0 such that
where γ CR (E, T ) is the Cantor Rumely capacity.
Proof. Suppose U ∈ U = U (E). It follows from (4.3) that
By the approximation theorems of [15, §4.5], for every ǫ > 0, there is a U ∈ U (E) such that every entry of Γ(U, T ) − Γ(E, T ) is bounded by ǫ in absolute value. Let Val(Γ) be the value of a square n × n matrix Γ as a matrix game (see [15, p. 327] ). Then
by definition (c.f. [15, Def. 5.1.5]). Suppose first that Val(Γ(E, T )) ≥ 0. Let δ > 0 be given. We can then find a U ∈ U such that Val(Γ(U, T )) ≥ −δ. Let J be the matrix of the same size as Γ(U, T ) which has every entry equal to 1. Then Γ(U, T ) + 2δJ is a symmetric matrix whose only negative entries are on the diagonal, and
Hence by [15, Lemma 5.1.7] , there is a vector s 0 ∈ P 0 such that
Since δ > 0 was arbitrary, we conclude from (4.6) that − ln(S + γ (E, T )) ≥ 0. This contradicts the assumption that
We know from [15, Thm. 5.1.10] that
for U ∈ U . Thus if V ∈ U or V = E and Γ = Γ(V, T ), we have Val(Γ) < 0. Rumely shows in [15, Lemma 5.1.7 ] that this implies s → s t Γs is a negative definite quadratic form. Hence this quadratic form has a maximum on the space W of all real F -symmetric vectors s = (s i ) i such that i s i = 1 . The matrix Γ = (τ ij ) i,j is symmetric and invertible, and τ i ′ ,j ′ = τ i,j if x i ′ = σ(x i ) and x j ′ = σ(x j ) for some σ ∈ Aut(F /F ). Calculus implies that at eachŝ ∈ W where the maximum of s → s t Γs is obtained, the vector Γŝ must have all equal and nonzero components. If s ′ is another such vector, then s ′ − qŝ is in the kernel of Γ for some scalar q. Because Γ is invertible, we conclude that s ′ = qŝ so in fact s ′ =ŝ since s ′ ,ŝ ∈ W . Henceŝ is unique. Rumely shows in [15, Lemma 5.1.6 ] that the maximum of s → s t Γs is attained at a pointŝ ∈ P 0 , where all the components of Γŝ are equal to Val(Γ). Thus the quadratic form s → s t Γs achieves its (unique) maximum over the compact set P at the interior pointŝ ∈ P 0 , and this maximum is Val(Γ).
In view of (4.8) , and the fact that we can find a sequence of U ∈ U (E) for which the corresponding matrices Γ(U, T ) converge to Γ(E, T ), we conclude from (4.6) that
The Lemma now follows from (4.7) together with the uniqueness noted above for the s ∈ P at which s → s t Γ(E, T )s achieves its maximum.
Lemma 4.9. Suppose that U ∈ U = U (E). Let W be the set of all pairs (f, r) of the following kind. The first entry of (f, r) is a finite morphism f : X → P 1 such thatX 1 = f −1 (∞) has the same support T as X 1 . The second entry of (f, r) is an element r ∈ R such that
is the set of all ample effective divisors having support T .
Proof. Since each U ∈ U is open, we have for 
Combining the above equalities shows (4.9), where
Lemma 4.10. With the hypotheses and notations of Lemma 4.8, suppose U ∈ U (E) and ǫ > 0. Then there is a finite morphism f : X → P 1 with the following properties. Let n(f ) be the degree of f . i. The pull back divisor f −1 (∞) has support T .
ii. There is an adelic polydisk B(r) in A 1 for some r ∈ R such that f −1 (B(r)) ⊂ U and
Proof. By Lemma 4.8, our hypotheses imply that γ CR (E, T ) > 1. The result stated by Rumely in [15, Theorem 6.2.2] is that there is a finite morphism f : X → P 1 for which (i) holds and such that f −1 (B(r 0 )) ⊂ U when r 0 ∈ R has r 0 (v) = 1 for all v ∈ M (F ). By reading the proof closely, one sees that Rumely shows the sharper quantitative result in (ii). We will make a few comments about how to check this before leaving the details to the reader. The preliminary reductions started in Step 0 on page 395 of [15] are not completed until Step 7 on page 412. To check that the reduction step which involves a base change to a finite normal extension L of K still applies, one needs to use the behavior of the Cantor-Rumely capacity under such base changes which is stated as (B) on page 4 of [15] . In Step 1 on page 396, constants R w are defined for each place w in L in the union S = S 0 ∪ {w 0 } of a large finite set of place S 0 with a nonarchimedean place w 0 where the w 0 -component E w 0 of E is T -trivial. Define R w = 1 for all w ∈ M (L) S and let Γ = Γ(E L , T ) be the Green's matrix associated to the pullback of E to L. Define R = w∈M (L) R w .
In the function field case, Rumely arranges by the end of Case A of Step 1 on page 399 of [15] that ln(R)/n = −Val(Γ) when n is the common degree of the functions h w (z) constructed in this step. In the number field case, he shows by the end of Case B of Step 1 on 403 that one can arrange for ln(R)/n to be as close as one likes to −Val(Γ). Steps 2, 3 and 4 of the proof proceed as stated. In case A of step 5 on page 411 of [15] , Rumely shows the lower bound
is the morphism we need to construct when X is replaced by L ⊗ K X via the first reduction step. Rumely uses only the lower bound |f L (z)| w > 1 at this step in the proof. One has to carry along the sharper bound |f L (z)| w ≥ (79) on page 411. Since ln(R)/n = w∈M (L) ln(R w )/n can be made as close as we like to −Val(Γ), we find that f L satisfies the counterparts for X L of conditions (i) and (ii) because γ CR (E L , T ) = exp(−Val(Γ)). We get an f as in (i) and (ii) via the reduction step. Letting f −1 (∞) = X ′ 1 , we see that (4.10) follows from the first equality in (4.9) and from that fact that ǫ was an arbitrary positive number in condition (ii) of Lemma 4.10.
Completion of the proof of Theorem 1.7.
In view of Lemma 4.8, it will suffice to show that γ (E, T ) < 1 then one may have γ + F (E, T ) = 0. Suppose that F = Q, X = P 1 and X 1 is the point ∞. Define E = v∈M (Q) E v by letting E v = A 1 (O Cv ) if v is finite, and by letting E v the open disc of radius 1/2 about 1/2 in A 1 (C v∞ ) = C when v ∞ is the archimedean place. Then S γ (E, ∞) = S + γ (E, ∞) = 1/2. Suppose f : X → P 1 is a finite morphism such that supp(f −1 (∞)) = {∞} and f −1 (B(r)) ⊂ E for some r ∈ R with |r| > 0. Then f −1 (0) would contain an element of Q having all its conjugates in E, but no such elements exist. Hence γ F (E, ∞) = γ + F (E, ∞) = 0. 4.12. RL-domains for the finite adeles. We we will assume in this section the notation and hypotheses of Theorem 1.8. We identify H 0 (X, O X (X 1 )) with the F -subspace of the function field F (X) whose nonzero elements f have the property that div(f ) + X 1 ≥ 0. We may assume that the projective embedding X → P t is assocated to a generating set {f 0 , . . . , f t } for H 0 (X, O X (X 1 )) such that f 0 = 1 and the f i for i > 0 are nonconstant. Our hypothesis is equivalent to the statement that for v ∈ M f (F ) one has U v = {x ∈ X(C v ) : |f i (x)| v ≤ 1 for all i}.
(4.12)
Let O F be the ring of integers of F in the number field case and let O F be the ring of functions regular off of M ∞ (F ) in the function field case. Let A = ∞ j=0 A j be the graded O F -algebra for which A 0 = O F , A 1 is the O Fsubmodule of H 0 (X, O X (X 1 )) ⊂ F (X) generated by f 0 , . . . , f t and A j is the O F -module generated by all products of j-elements of A 1 if j ≥ 2. We then have a projective flat model X of X over O F given by X = Proj(A). This comes with a canonical very ample line bundle O X (1) whch is associated to the effective horizontal very ample Cartier divisor D whose ideal sheaf is O X (−1). The zero locus of the degree one element f 0 of A is D. This implies that the general fiber of D is X 1 and that D is the Zariski closure of X 1 . In particular, D is horizontal. The description (4.12) implies that for v ∈ M f (F ), the points x ∈ X (C v ) = X(C v ) which lie in U v are exactly those for which the reduction of x at v does not lie on the reduction of D.
We now apply Theorem 1.2 to conclude that there is a finite morphism π : X → P (1) ). Hence the restriction π U f : X → P d F of π to the generic fiber X of X has the properties stated in Theorem 1.8. Thus if U v for v ∈ M ∞ is a large enough open set such that U = U f × v∈M∞(F ) U v is an open adelic set satisfying the standard hypotheses, there will be an adelic polydisk B(r) in A d such that |r| > 1 and π −1 (B(r)) ⊂ U. Therefore γ F (U, X 1 ) > 1, which completes the proofs of Theorem 1.8 and Corollary 1.9.
