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Abstract We study the geometry of probability distributionswith respect to a general-
ized family of Csiszár f -divergences.Amember of this family is the relative α-entropy
which is also a Rényi analog of relative entropy in information theory and known as
logarithmic or projective power divergence in statistics. We apply Eguchi’s theory to
derive the Fisher informationmetric and the dual affine connections arising from these
generalized divergence functions. This enables us to arrive at amorewidely applicable
version of the Cramér-Rao inequality, which provides a lower bound for the variance
of an estimator for an escort of the underlying parametric probability distribution.We
then extend the Amari-Nagaoka’s dually flat structure of the exponential and mixer
models to other distributions with respect to the aforementioned generalized metric.
We show that these formulations lead us to find unbiased and efficient estimators
for the escort model. Finally, we compare our work with prior results on generalized
Cramér-Rao inequalities that were derived from non-information-geometric frame-
works.
Keywords Cramér-Rao lower bound · Csiszár f -divergence · Fisher information
metric · escort distribution · relative entropy
1 Introduction
The relative entropy or Kullback-Leibler divergence between two probability distribu-
tions of a randomvariable is regarded as a measure of “distance" between them [13]. A
quantity of fundamental importance in probability, statistics, and information theory,
it establishes, inter alia, the maximum entropy principle for decision making under
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uncertainty. In statistics, it is observed as the expected logarithm of the likelihood
ratio. In information theory, it arises as the penalty in expected compressed length
while using a wrong distribution for compression. The relative entropy of a proba-
bility mass function (PMF) p with respect to another PMF q on an alphabet set, say
X = {0, 1, 2, . . . , M} is defined as
I(p, q) :=
∑
x∈X
p(x) log
p(x)
q(x)
. (1)
The Shannon entropy is defined as H(p) := −
∑
x∈X p(x) log p(x). Relative entropy
and Shannon entropy are related by I (p, u) = log |X| − H(p), where u is the uniform
distribution onX. Throughout the paper, we shall assume that support of all probability
distributions is X.
There are other measures of uncertainty that are used as alternatives to Shannon
entropy. One of these is the Rényi entropy that was discovered by Alfred Rényi while
attempting to find an axiomatic characterization to measures of uncertainty [34].
Later, Campbell gave an operational meaning to Rényi entropy [11]; he showed
that Rényi entropy plays the role of Shannon entropy in a source coding problem
where normalized cumulants of compressed lengths are considered instead of ex-
pected compressed lengths. Blumer and McEliece [9] and Sundaresan [35] studied
the mismatched (source distribution) version of this problem and showed that relative
α-entropy plays the role of relative entropy in this problem. The Rényi entropy of p
of order α, α ≥ 0, α , 1, is defined to be Hα(p) :=
1
1−α
log
∑
x p(x)
α. Let us define
the relative α-entropy of p with respect to q as
Iα(p, q) :=
1
1 − α
log
∑
x
p(x)q(x)α−1 −
1
α(1 − α)
log
∑
x
p(x)α +
1
α
log
∑
x
q(x)α.
(2)
It follows that, asα → 1,we haveIα(p, q) → I (p, q) andHα(p) → H(p) [26]. Rényi
entropy and relative α-entropy are related by the equationIα(p, u) = log |X| −Hα(p).
Relative α-entropy is closely related to the Csiszár f -divergence D f as
Iα(p, q) =
1
1 − α
log
[
sgn(1 − α) · D f (p
(α), q(α)) + 1
]
, (3)
where
p(α)(x) :=
p(x)α∑
y p(y)
α , q
(α)(x) :=
q(x)α∑
y q(y)
α , and f (u) = sgn(1−α)·(u
1/α−1), u ≥ 0,
[c.f. [26, Sec. II]]. Themeasures p(α) and q(α) are calledα-escort or α-scaledmeasures
[36], [23]. Observe from 1that relative α-entropy is amonotone function of the Csiszár
divergence, not between p and q, but their escorts p(α) and q(α).
For a strictly convex function f with f (1) = 0, the Csiszár f -divergence between
two probability distributions p and q is defined as (also, see [14])
D f (p, q) =
∑
x
q(x) f
(
p(x)
q(x)
)
.
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A simple derivation shows, indeed, that the right side of (3) is Rényi divergence
between p(α) and q(α) of order 1/α [27]. For an extensive study of properties of the
Rényi divergence, we refer the reader to [18]. Note that, even though the relative α-
entropy is connected to the Csiszár divergencewhich, in turn, is linked to the Bregman
divergence Bf through
D f (p, q) =
∑
i
piBf (qi/pi, 1)
[37], the relative α-entropy is quite different from both Csiszár and Bregman diver-
gences because of the appearance of the escort distributions in (3).
The ubiquity of Rényi entropy and relative α-entropy in information theory was
further noticed, for example, in guessing problems by Arıkan [4], Sundaresan [35],
and Huleihel et al. [21]; and in encoding of tasks by Bunte and Lapidoth [10].
Relative α-entropy arises in statistics as a generalized likelihood function robust to
outliers [22], [27]. It has been referred variously as γ-divergence [12,19,33], projective
power divergence [16,17], and logarithmic density power divergence [6]. Throughout
this paper, we shall follow the nomenclature of relative α-entropy.
Relative α-entropy shares many interesting properties with relative entropy (see,
e.g. [26, Sec. II] for a summary of its properties and relationships to other divergences).
For instance, analogous to relative entropy, relative α-entropy behaves like squared
Euclidean distance and satisfies a Pythagorean property [24, 26]. The Pythagorean
property proved useful in arriving at a computation scheme [27] for a robust es-
timation procedure [19]. This motivates us to explore relative α-entropy from the
differential geometric perspective. Eguchi [15] suggested a method of defining a Rie-
mannian metric, and a pair of dual affine connections, on statistical manifolds from a
general divergence function. If we apply Eguchi’s method with relative entropy as the
divergence function, the resulting statistical manifold is the one with the Riemannian
metric specified by the Fisher informationmatrix. Moreover, the resulting pair of dual
affine connections are well-studied as exponential and mixture connections [3].
The main contributions of this paper are the following.
1. Structure of statistical manifold for relative α-entropy. We apply Eguchi’s
theory to relative α-entropy and come up with a generalized Fisher information
metric and a pair of connections so that these form a dualistic structure on a
statistical model. This coincides with the usual Fisher information metric and the
exponential and mixer connections when α = 1.
2. The generalized CRLB and efficient estimators.We derive the α-version of the
Cramér-Rao inequality by following the work of Amari and Nagoaka for relative
α-entropy. This helps us to find unbiased and efficient estimators for the escort
distribution from estimators of the original distribution. In particular, if the escort
distribution is exponential, we illustrate the procedure to deduce such estimators.
3. Extension to generalized Csiszár f -divergences. We generalize the results of
relative α-entropy in 1) and 2) to a general form of Csiszár f -divergences. This
improves the applicability of these ideas to more general models.
4. Counterexample of estimator-distribution duality. The α-power-law family
was derived by minimizing relative α-entropy subject to linear constraints on
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the underlying distribution. The α-exponential family (comprises the generalized
Gaussians as subclass in the continuous case) was derived by minimizing Rényi
divergence subject to linear constraints on the escort of the underlying distribution.
Since these divergences and the families are closely related by the mapping p 7→
p(α) [23], one would expect these two families be dual to each other with respect
to FIM or the α-FIM. However, we show that this is not the case.
5. Connections with other generalized Cramér-Rao inequalities. We interpret
and differentiate our result in the context of similar generalized Cramér-Rao in-
equalities derived through non-information-geometric frameworks. For example,
Furuichi [20] established a generalized CRLB for the so-called q-variance (that is,
variancewith respect to the escort distribution) by defining a q-Fisher information
using the q-logarithmic functions well-known in non-extensive statistical physics
literature. Lutwak et al. [29] (see also [28]) proposed an extension of Fisher infor-
mation in an attempt to extend Stam’s inequality for the generalized Gaussians.
They derived a generalizedCramér-Rao inequality forwhich the generalizedGaus-
sians are the extremal distributions. Along similar lines, Bercher [7, 8] derived a
two parameter extension of Fisher information and a Cramér-Rao inequality. From
a statistical standpoint, Jan Naudts [31] (see also [32]), established a generalized
CRLB for the variance of an estimator of the escort of the underlying distribution.
Unlike these, we derive the generalized Fisher information and the Cramer-Rao
inequality from the information geometric perspective of Amari and Nagoaka [3]
and Eguchi [15].
The rest of the paper is organized as follows. In Section 2, we provide a brief in-
troduction to information geometry, explain Eguchi’s theory of obtaining Riemannian
metrics and dual affine connections from general divergence functions. In Section 3,
we derive the α-Cramér-Rao inequality and exploit it to establish a relation between
the α-power-law and α-exponential families. Then, we apply this framework to gen-
eralized Csiszár f -divergences in Section 4. We discuss other generalizations of
Cramér-Rao inequality in Section 5 and conclude in Section 6.
2 Information Geometry of the Relative α-Entropy
We now summarize the information geometric concepts associated with a general
divergence function. For detailed mathematical definitions, we refer the reader to
Amari and Nagoaka [3]. For more intuitive explanations of information geometric
notions, one may refer to Amari’s recent book [1]. Ay et al. [5] treats information
geometry also from a functional analytic framework.We shall introduce the reader to a
certain dualistic structure on a statistical manifold of probability distributions arising
from a divergence function. We shall then specialize these ideas to the geometry
associated with the relative α-entropy.
A statisticalmanifold is a parametric family of probability distributions onXwith a
“continuously varying" parameter space.A statisticalmanifold S is usually represented
by S = {pθ : θ = (θ1, . . . , θn) ∈ Θ ⊂ R
n}. Here Θ is the parameter space. θ1, . . . , θn
are the coordinates of the point p in S and the mapping p 7→ (θ1(p), . . . , θn(p) that
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take a point p to its coordinates constitute a coordinate system. The “dimension"
of the parameter space is the dimension of the manifold. For example, the set of
all binomial probability distributions {B(k, θ) : θ ∈ (0, 1)} is a one-dimensional
statistical manifold. The tangent space at a point p on a manifold S (denotedTp(S)) is
a linear space that corresponds to the “local linearization" of the manifold around the
point p. The elements of a tangent space are called tangent vectors. For a coordinate
system θ, the (standard) basis vectors of a tangent space Tp are denoted by (∂i)p :=
(∂/∂θi)p , i = 1, . . . , n. A (Riemannian) metric at a point p is an inner product defined
between any two tangent vectors at that point. A metric is completely characterized
by the matrix whose entries are the inner products between the basic tangent vectors.
That is, it is characterized by the matrix
G(θ) = [gi, j (θ)]i, j=1,...,n,
where gi, j (θ) := 〈∂i, ∂j〉. An affine connection (denoted ∇) on a manifold is a corre-
spondence between the tangent vectors at a point p to the tangent vectors at a “nearby"
point p′ on the manifold. An affine connection is completely specified by specify-
ing the n3 real numbers (Γij,k)p, i, j, k = 1, . . . , n called the connection coefficients
associated with a coordinate system θ.
Let D be a divergence function1 on S. Let D∗ be another divergence function
defined by D∗(p, q) = D(q, p). Eguchi [15] showed that given an n-dimensional
manifold S = {pθ }, with coordinate system θ = (θ1, . . . , θn), and a (sufficiently
smooth) divergence function D on S, there is a metric
G(D)(θ) =
[
g
(D)
i, j
(θ)
]
with
g
(D)
i, j
(θ) := −D[∂i, ∂j]
:= −
∂
∂θi
∂
∂θ′
j
D(pθ, pθ′)

θ=θ′
where θ = (θ1, . . . , θn), θ
′
= (θ′
1
, . . . , θ′n), and there are affine connections ∇
(D) and
∇(D
∗), with connection coefficients
Γ
(D)
ij,k
(θ) := −D[∂i∂j, ∂k]
:= −
∂
∂θi
∂
∂θ j
∂
∂θ′
k
D(pθ, pθ′)

θ=θ′
and
Γ
(D∗)
ij,k
(θ) := −D[∂k, ∂i∂j]
:= −
∂
∂θk
∂
∂θ′
i
∂
∂θ′
j
D(pθ, pθ′)

θ=θ′
,
1 A divergence function is a non-negative function D on S × S satisfying D(p, q) ≥ 0 with equality iff
p = q.
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such that ∇(D) and ∇(D
∗) are duals of each other with respect to the metric G(D) in the
sense that
∂kg
(D)
i, j
= Γ
(D)
ki, j
+ Γ
(D∗)
k j,i
. (4)
When D(p, q) = I(p‖q), the relative entropy, the resulting metric is the Fisher metric
or the information metric defined by the Fisher information matrix G(θ) = [gi, j (θ)]
with
gi, j (θ) = −
∂
∂θi
∂
∂θ′
j
∑
x
pθ (x) log
pθ(x)
pθ′(x)

θ′=θ
=
∑
x
∂ipθ (x) · ∂j log pθ (x)
= Eθ[∂i log pθ(X) · ∂j log pθ (X)]
= Covθ [∂i log pθ (X), ∂j log pθ (X)]. (5)
The last equality follows from the fact that the expectation of the score function is
zero, that is, Eθ [∂i log pθ (X)] = 0, i = 1, . . . , n. The affine connection ∇
(I ) is also
called the mixture connection and is sometimes denoted ∇(m) (m-connection). The
affine connection ∇(I
∗) is also called the exponential connection and is sometimes
denoted ∇(e) (e-connection). The connection coefficients are
Γ
(m)
ij,k
(θ) =
∑
x
∂i∂jpθ (x) · ∂k log pθ (x)
for the m-connection and
Γ
(e)
ij,k
(θ) =
∑
x
∂kpθ (x) · ∂i∂j log pθ (x)
for the e-connection (c.f., [3, Sec. 3.2]).
Let us see what the Eguchi framework yields when we set D = Iα. For simplicity,
writeG(α) forG(Iα ). The Riemannianmetric on S is specified by thematrixG(α)(θ) =
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[g
(α)
i, j
(θ)], where
g
(α)
i, j
(θ) := g
(Iα )
i, j
= −
∂
∂θ′
j
∂
∂θi
Iα(pθ, pθ′)

θ′=θ
(6)
=
1
α − 1
·
∂
∂θ′
j
∂
∂θi
[
log
∑
y
pθ (x)pθ′(x)
α−1
]
θ′=θ
(7)
=
1
α − 1
∑
x
∂ipθ (x) · ∂
′
j
[
pθ′(x)
α−1∑
y pθ (y)pθ′(y)
α−1
]
θ′=θ
(8)
=
∑
x
∂ipθ (x)
[
pθ (x)
α−2∂jpθ(x)
∑
y pθ (y)
α − pθ (x)
α−1
∑
y pθ (y)
α−1∂jpθ (y)
(
∑
y pθ (y)
α)2
]
(9)
= Eθ(α) [∂i(log pθ (X)) · ∂j (log pθ (X))]
−Eθ(α) [∂i log pθ (X)] · Eθ(α) [∂j log pθ (X)] (10)
= Covθ(α) [∂i log pθ (X), ∂j log pθ (X)] (11)
=
1
α2
Covθ(α) [∂i log p
(α)
θ
(X), ∂j log p
(α)
θ
(X)], (12)
where p
(α)
θ
is the α-escort distribution associated with pθ ,
p
(α)
θ
(x) :=
pθ (x)
α∑
y pθ (y)
α , (13)
and Eθ(α) denotes expectation with respect to p
(α)
θ
. The equality (12) follows because
∂ip
(α)
θ
(x) = ∂i
(
pθ (x)
α∑
y pθ (y)
α
)
= α
[
p
(α)
θ
(x)
pθ (x)
∂ipθ(x) − p
(α)
θ
(x)
∑
y
p
(α)
θ
(y)
pθ (y)
∂ipθ (y)
]
.
Remark 1 If we define S(α) := {p
(α)
θ
: pθ ∈ S}, then (12) tells us thatG
(α) is essentially
the usual Fisher information for the model S(α) up to the scale factor α.
We shall call the metric defined by G(α) an α-information metric. We shall assume
that G(α) is positive definite. One example case when this holds is the following.
Consider the entire probability simplex P on X. It can be parametrized by P =
{pθ }, θ = (θ1, . . . , θn) ∈ Θ, where
Θ =
{
(θ1, . . . , θn) : θi > 0,
n∑
i=1
θi < 1
}
,
with
pθ (x) =

θx for x = 1, . . . , n
1 −
n∑
i=1
θi for x = 0.
(14)
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This particular parametrization has been studied by Amari and Nagoaka [3, Ex. 2.4].
For any row vector c = (c1, . . . , cn) ∈ R
n, we have
cG(α)(θ)ct =
∑
i, j
cicjg
(α)
i, j
(θ)
=
∑
i, j
cicjEθ(α) [(∂i log pθ − ai) · (∂j log pθ − aj )]
= Eθ(α)
[∑
i, j
cicj (∂i log pθ − ai) · (∂j log pθ − aj )
]
= Eθ(α)

(
n∑
i=1
ci(∂i log pθ − ai)
)2 ,
where ai = Eθ(α) [∂i log pθ ]. The right-hand side is always non-negative and is 0 if
and only if
n∑
i=1
ci∂i log pθ (x) = b (15)
for all x ∈ X, where b =
n∑
i=1
ciai. Now, for any x ∈ X,
∂i log pθ(x) =

−1/
(
1 −
n∑
i=1
θi
)
if x = 0
1/θi if i = x , 0
0 otherwise.
Hence (15) holds if and only if
n∑
i=1
ci = −b
(
1 −
n∑
i=1
θi
)
, c1 = bθ1, . . . , cn = bθn
which is possible if and only if c = 0. Hence, the metric is positive definite with
respect to this particular parameterization of the probability simplex.
Let us now return to the general manifold S with a coordinate system θ. Denote
∇(α) := ∇(Iα ) and ∇(α)∗ := ∇(I
∗
α ) where the right-hand sides are as defined by
Eguchi [15] with D = I .
Motivated by the expression for the Riemannian metric in (6), define
∂
(α)
i
(pθ(x)) :=
1
α − 1
∂ ′i
(
pθ′(x)
α−1∑
y pθ (y) pθ′(y)
α−1
) 
θ′=θ
. (16)
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We now identify the corresponding connection coefficients as
Γ
(α)
ij,k
:= Γ
(Iα )
ij,k
(17)
= −Iα[∂i∂j, ∂k]
=
1
α − 1
[∑
x
∂jpθ (x) · ∂i
(
∂
(α)
k
(pθ)
)
+
∑
x
∂i∂jpθ (x) · ∂
(α)
k
(pθ)
]
(18)
and
Γ
(α)∗
ij,k
:= Γ
(I ∗α)
ij,k
(19)
= −Iα[∂k, ∂i∂j]
=
1
α − 1
[∑
x
∂kpθ (x) · ∂
′
i ∂
′
j
(
pθ′(x)
α−1∑
y pθ (y)pθ′(y)
α−1
) 
θ′=θ
]
.
(20)
We also have (4) specialized to our setting:
∂kg
(α)
i, j
= Γ
(α)
ki, j
+ Γ
(α)∗
k j,i
. (21)
(G(α),∇(α),∇(α)∗) forms a dualistic structure on S. We shall call the connection ∇(α)
with the connection coefficients Γ
(α)
ij,k
, an α-connection.
Some remarks are in order. When α = 1, the metric G(α)(θ) coincides with the
usual Fishermetric and the connections∇(α) and∇(α)∗ coincidewith them-connection
∇(m) and the e-connection ∇(e), respectively.
A comparison of the expressions in (5) and (12) suggests that the manifold S
with the α-information metric may be equivalent to the Riemannian metric specified
by the Fisher information matrix on the manifold S(α) := {p
(α)
θ
: θ ∈ Θ ⊂ Rn}.
This is true to some extent because the Riemannian metric on S(α) specified by the
Fisher information matrix is simply G(α)(θ) = [g
(α)
ij
(θ)]. However, our calculations
indicate that the α-connection and its dual on S are not the same as the e- and the
m-connections on S(α) except when α = 1. The α-connection and its dual should
therefore be thought of as a parametric generalization of the e- and m-connections.
In addition, the α-connections in (17) and (19) are different from the α-connection of
Amari and Nagaoka [3], which is a convex combination of the e- and m-connections.
3 An α-Version of Cramér-Rao Inequality
We investigate the geometry of P with respect to the metric G(α) and the affine
connection ∇(α). Later, we formulate an α-equivalent version of the Cramér-Rao
inequality associated with a submanifold S.
Note thatP is an open subset of the affine subspaceA1 := {A ∈ R
X :
∑
x
A(x) = 1}
and the tangent space at each p ∈ P, Tp(P) is the linear space
A0 := {A ∈ R
X :
∑
x
A(x) = 0}.
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For every tangent vector X ∈ Tp(P), let X
(e)
p (x) := X(x)/p(x) at p and call it the
exponential representation of X at p. The collection of exponential representations is
then
T
(e)
p (P) := {X
(e)
p : X ∈ Tp(P)} = {A ∈ R
X : Ep[A] = 0},
(22)
where the last equality is easy to check. Observe that (16) is
∂
(α)
i
(pθ (x)) =
1
α − 1
∂ ′i
(
pθ′(x)
α−1∑
y pθ (y)pθ′(y)
α−1
) 
θ′=θ
=
[
pθ (x)
α−2 ∂ipθ(x)∑
y pθ (y)
α −
pθ (x)
α−1 ∑
y pθ (y)
α−1∂ipθ (y)
(
∑
y pθ(y)
α)2
]
=
[
pθ (x)
(α)
pθ (x)
∂i(log pθ (x)) −
pθ (x)
(α)
pθ (x)
Eθ(α) [∂i(log pθ(X))]
]
. (23)
We shall call the above an α-representation of ∂i at pθ . With this notation, the α-
information metric is
g
(α)
i, j
(θ) =
∑
x
∂ipθ (x) · ∂
(α)
j
(pθ (x)).
It should be noted that Eθ [∂
(α)
i
(pθ(X))] = 0. This follows since
∂
(α)
i
(pθ) =
p
(α)
θ
pθ
∂i log p
(α)
θ
.
When α = 1, the right hand side of (23) reduces to ∂i(log pθ ).
Motivated by (23), the α-representation of a tangent vector X at p is
X
(α)
p (x) :=
[
p(α)(x)
p(x)
X
(e)
p (x) −
p(α)(x)
p(x)
Ep(α) [X
(e)
p ]
]
=
[
p(α)(x)
p(x)
(
X
(e)
p (x) − Ep(α)[X
(e)
p ]
)]
. (24)
The collection of all such α-representations is
T
(α)
p (P) := {X
(α)
p : X ∈ Tp(P)}. (25)
Clearly Ep[X
(α)
p ] = 0. Also, since any A ∈ R
X with Ep[A] = 0 is
A =
[
p(α)
p
(
B − Ep(α) [B]
)]
with B = B˜ − Ep[B˜], where
B˜(x) :=
[
p(x)
p(α)(x)
A(x)
]
.
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In view of (22), we have
T
(e)
p (P) = T
(α)
p (P). (26)
Now the inner product between any two tangent vectors X,Y ∈ Tp(P) defined by the
α-information metric in (6) is
〈X,Y〉
(α)
p := Ep[X
(e)Y (α)]. (27)
Consider now an n-dimensional statistical manifold S, a submanifold of P, together
with the metric G(α) as in (27). Let T ∗p(S) be the dual space (cotangent space) of the
tangent space Tp(S) and let us consider for each Y ∈ Tp(S), the element ωY ∈ T
∗
p(S)
which maps X to 〈X,Y〉(α). The correspondence Y 7→ ωY is a linear map between
Tp(S) and T
∗
p(S). An inner product and a norm on T
∗
p(S) are naturally inherited from
Tp(S) by
〈ωX, ωY 〉p := 〈X,Y〉
(α)
p
and
‖ωX ‖p := ‖X ‖
(α)
p =
√
〈X, X〉
(α)
p .
Now, for a (smooth) real function f on S, the differential of f at p, (d f )p, is a
member of T ∗p(S) which maps X to X( f ). The gradient of f at p is the tangent vector
corresponding to (d f )p , hence, satisfies
(d f )p(X) = X( f ) = 〈(grad f )p, X〉
(α)
p , (28)
and
‖(d f )p ‖
2
p = 〈(grad f )p, (grad f )p〉
(α)
p . (29)
Since grad f is a tangent vector,
grad f =
n∑
i=1
hi∂i (30)
for some scalars hi . Applying (28) with X = ∂j , for each j = 1, . . . , n, and using (30),
we obtain
(∂j)( f ) =
〈
n∑
i=1
hi∂i, ∂j
〉(α)
=
n∑
i=1
hi 〈∂i, ∂j〉
(α)
=
n∑
i=1
hig
(α)
i, j
, j = 1, . . . , n.
This yields
[h1, . . . , hn]
T
=
[
G(α)
]−1
[∂1( f ), . . . , ∂n( f )]
T,
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and so
grad f =
∑
i, j
(gi, j )(α)∂j( f )∂i . (31)
From (28), (29), and (31), we get
‖(d f )p ‖
2
p =
∑
i, j
(gi, j )(α)∂j( f )∂i( f ) (32)
where (gi, j )(α) is the (i, j)th entry of the inverse of G(α).
With these preliminaries, we now state our main results. These are analogous to
those in [3, Sec. 2.5].
Theorem 1 Let A : X→ R be anymapping (that is, a vector inRX. LetE[A] : P → R
be the mapping p 7→ Ep[A]. We then have
Varp(α)
[
p
p(α)
(A − Ep[A])
]
= ‖(dEp[A])p‖
2
p, (33)
where the subscript p(α) in Var means variance with respect to p(α).
Proof For any tangent vector X ∈ Tp(P),
X(Ep[A]) =
∑
x
X(x)A(x)
= Ep[X
(e)
p · A] (34)
= Ep[X
(e)
p (A − Ep[A])]. (35)
Since A − Ep[A] ∈ T
(α)
p (P) (c.f. (26)), there exists Y ∈ Tp(P) such that A − Ep[A] =
Y
(α)
p , and grad(E[A]) = Y . Hence we see that
‖(dE[A])p‖
2
p = Ep[Y
(e)
p Y
(α)
p ]
= Ep[Y
(e)
p (A − Ep[A])]
(a)
= Ep
[{
p(X)
p(α)(X)
(A − Ep[A]) + Ep(α) [Y
(e)
p ]
}
(A − Ep[A])
]
(b)
= Ep
[
p(X)
p(α)(X)
(A − Ep[A])(A− Ep[A])
]
= Ep(α)
[
p(X)
p(α)(X)
(A − Ep[A])
p(X)
p(α)(X)
(A − Ep[A])
]
= Varp(α)
[
p(X)
p(α)(X)
(A − Ep[A])
]
,
where the equality (a) is obtained by applying (24) to Y and (b) follows because
Ep[A − Ep[A]] = 0.

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Corollary 1 If S is a submanifold of P, then
Varp(α)
[
p(X)
p(α)(X)
(A − Ep[A])
]
≥ ‖(dE[A]|S)p ‖
2
p (36)
with equality if and only if
A − Ep[A] ∈ {X
(α)
p : X ∈ Tp(S)} =: T
(α)
p (S).
Proof Since (grad E[A]|S)p is the orthogonal projection of (grad E[A])p onto Tp(S),
the proof follows from Theorem 1.

We use the aforementioned ideas to establish an α-version of the Cramér-Rao
inequality for the α-escort of the underlying distribution. This gives a lower bound
for the variance of the unbiased estimator θˆ(α) in S(α).
Theorem 2 (α-version ofCramér-Rao inequality)Let S = {pθ : θ = (θ1, . . . , θm) ∈
Θ} be the given statistical model. Let θˆ(α) = (θˆ
(α)
1
, . . . , θˆ
(α)
m ) be an unbiased estima-
tor of θ = (θ1, . . . , θm) for the statistical model S
(α) := {p
(α)
θ
: pθ ∈ S}. Then
Varθ(α) [θˆ
(α)(X)] − [G(α)]−1 is positive semi-definite, where θ(α) denotes expectation
with respect to p
(α)
θ
. On the other hand, given an unbiased estimator θˆ = (θˆ1, . . . , θˆm)
of θ for S, there exists an unbiased estimator θˆ(α) = (θˆ
(α)
1
, . . . , θˆ
(α)
m ) of θ for S
(α) such
that Varθ(α) [θˆ
(α)(X)] − [G(α)]−1 is positive semi-definite..
Proof Given an unbiased estimator θˆ(α) = (θˆ
(α)
1
, . . . , θˆ
(α)
m ) of θ = (θ1, . . . , θm) for the
statistical model S(α), let
θˆi(X) :=
p
(α)
θ
(X)
pθ (X)
θˆ
(α)
i
(X). (37)
It is easy to check that θˆ is an unbiased estimator of θ for S. Hence, if we let A =
m∑
i=1
ci θˆi ,
for c = (c1, . . . , cm) ∈ R
m, then from (36) and (32), we have
cVarθ(α) [θˆ
(α)(X)]ct ≥ c[G(α)]−1ct . (38)
This proves the first part.
For the converse, consider an unbiased estimator θˆ = (θˆ1, . . . , θˆm) of θ for S. Let
θˆ
(α)
i
(X) :=
pθ (X)
p
(α)
θ
(X)
θˆi(X). (39)
This is an unbiased estimator of θi for S
(α). Hence, the assertion follows from the first
part of the proof.

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When α = 1, the inequality in (38) reduces to the classical Cramér-Rao inequality.
In view of Remark 1 in section 2, we see that (38) is, in fact, the Cramér-Rao inequality
for the α-escort family S(α).
We now introduce the two families of probability distributions that are widely
known in the context of Tsallis’ thermostatistics.
Definition 1 The α-power-law family,M(α) := M(α)(q, f ,Θ), characterized by a q ∈
P and k real valued functions fi, i = 1, . . . , k on X, and parameter space Θ ⊂ R
k , is
defined byM(α) = {pθ : θ ∈ Θ} ⊂ P, where
pθ (x) = Z(θ)
−1
[
q(x)α−1 + θT f (x)
] 1
α−1 for x ∈ X, (40)
and Z(θ) is the normalizing constant (c.f. [27]).
Definition 2 The α-exponential family, Eα := Eα(q, f ,Θ), characterized by a q ∈ P
and k real valued functions fi, i = 1, . . . , k on X, and parameter space Θ ⊂ R
k , is
given by Eα = {pθ : θ ∈ Θ} ⊂ P, where
pθ (x) = Z(θ)
−1
[
q(x)1−α + θT f (x)
] 1
1−α for x ∈ X, (41)
and Z(θ) is the normalizing constant (c.f. [25]).
Observe that the α-power-law family was motivated from the minimization prob-
lem of relativeα-entropyIα subject to linear constraints on the underlyingprobability
distribution [26] which, in turn, is inspired by the Rényi (or Tsallis) maximum entropy
principle (in extensive statistical physics [36, Eq. (11)]). Similarly, the α-exponential
family arose from the minimization problem of Rényi divergence Dα subject to con-
straints on the α-escort of the underlying probability distribution [25] (motivated by
non-extensive statistical physics [36, Eq. (22)]). Since Iα(p, q) = D1/α(p
(α), q(α)),
one expects a close relationship between the two families. Indeed, the two families
are closely related by the transformation p 7→ p(α) as the following lemma shows.
Lemma 1 If the statistical manifold S is an M(α) family characterized by a q ∈ P,
fi, i = 1, . . . , k on X, and Θ then S
(α) is an E1/α family characterized by q
(α),
fi/‖q‖
α−1, i = 1, . . . , k on X, and Θ.
Proof Given an α-power-law distribution
pθ (x) = Z(θ)
−1
[
q(x)α−1 +
k∑
i=1
θi fi(x)
] 1
α−1
, (42)
we have
pθ (x)
α
= Z(θ)−α
[
q(x)α−1 +
k∑
i=1
θi fi(x)
] α
α−1
= Z(θ)−α
[
q(x)α−1 +
k∑
i=1
θi fi(x)
] 1
1− 1α . (43)
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Therefore, after normalizing with | |pθ | |
α
=
∑
x pθ (x)
α, we get the escort distribution
p
(α)
θ
(x) =
Z(θ)−α
| |pθ | |α
[
q(x)α−1 +
k∑
i=1
θi fi(x)
] 1
1− 1α . (44)
From (44),
p
(α)
θ
(x) =
Z(θ)−α
| |pθ | |α
1
| |q | |−α | |q | |α
[
q(x)α−1 +
k∑
i=1
θi fi(x)
] 1
1− 1α
=
Z(θ)−α
| |pθ | |α
1
| |q | |−α
[(
1
| |q | |α
)1− 1
α
(
q(x)α−1 +
k∑
i=1
θi fi(x)
)] 1
1− 1α
=
Z(θ)−α
| |pθ | |α | |q | |−α
[
1
| |q | |α−1
(
q(x)α−1 +
k∑
i=1
θi fi(x)
)] 1
1− 1α
=
Z(θ)−α
| |pθ | |α | |q | |−α
[
q(x)α−1
| |q | |α−1
+
k∑
i=1
θi
fi(x)
| |q | |α−1
] 1
1− 1α
=
Z(θ)−α
| |pθ | |α | |q | |−α
[(
q(x)α
| |q | |α
) α−1
α
+
k∑
i=1
θi
fi(x)
| |q | |α−1
] 1
1− 1α
=
Z(θ)−α
| |pθ | |α | |q | |−α
[
q(α)(x)
1− 1
α
+
k∑
i=1
θi
fi(x)
| |q | |α−1
] 1
1− 1α
. (45)
Let
M(θ) ,
| |pθ | |
α | |q | |−α
Z(θ)−α
(46)
hi(x) ,
fi(x)
| |q | |α−1
. (47)
Then, rewriting the escort distribution yields
p
(α)
θ
(x) = M(θ)−1
[
q(α)(x)
1− 1
α
+
k∑
i=1
θihi(x)
] 1
1− 1α . (48)
This completes the proof.

Having established Lemma 1, one would expect that the two families are dual to
each other with respect to the relative α-entropic geometry. However, the answer is
not in affirmative as proved in the following theorem. This examplemay be considered
in the spirit of the duality mentioned in [3, Sec. 3.3].
Theorem 3 The 1/α-exponential family is not the dual of theM(α)-familywith respect
to the metric induced by relative α-entropy.
Proof See Appendix A.

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4 The General Framework and Applications
We apply the result in (38) to a more general class of f -divergences. Observe from
(3) that relative α-entropy is a monotone function of an f -divergence not of the actual
distributions but their α-escort distributions. Motivated by this, we first define a more
general f -divergence and then show that these diveregnces also lead to generalized
Cramér-Rao lower bounds analogous to (38). Although these divergences can be
defined for positive measures, we restrict to probability measures here.
Definition 3 Let f be a strictly convex, twice continuously differentiable real valued
function defined on [0,∞) with f (1) = 0 and f ′′(1) , 0. Let F be a function that
maps a probability distribution p to another probability distribution F(p). Then the
generalized f -divergence between two probability distributions p and q is defined by
D
(F)
f
(p, q) =
1
f ′′(1)
·
∑
x
F(q(x)) f
(
F(p(x))
F(q(x))
)
. (49)
Since f is convex, by Jensen’s inequality,
D
(F)
f
(p, q) ≥
1
f ′′(1)
· f
(∑
x
F(q(x)) ·
F(p(x))
F(q(x))
)
=
1
f ′′(1)
· f
(∑
x
F(p(x))
)
=
1
f ′′(1)
· f (1)
= 0.
Notice that, when F(p(x)) = p(x), D
(F)
f
becomes the usual Csiszár divergence. We
now apply Eguchi’s theory (see section 2) to D
(F)
f
. The Riemannian metric on S is
specified by the matrix G( f ,F)(θ) = [g
( f ,F)
i, j
(θ)], where
g
( f ,F)
i, j
(θ) := g
(D
(F )
f
)
i, j
(θ)
= −
∂
∂θ′
j
∂
∂θi
D
(F)
f
(pθ, pθ′)

θ′=θ
= −
∂
∂θ′
j
∂
∂θi
∑
x
F(pθ′(x)) f
(
F(pθ(x))
F(pθ′(x))
) 
θ′=θ
·
1
f ′′(1)
= −
∂
∂θ′
j
[∑
x
F(pθ′(x)) f
′
(
F(pθ(x))
F(pθ′(x))
)
F ′(pθ(x))
F(pθ′(x))
∂ipθ (x)
]
θ′=θ
·
1
f ′′(1)
=
[∑
x
F ′(pθ (x)) f
′′
(
F(pθ (x))
F(pθ′(x))
)
F(pθ (x))
F(pθ′(x))2
F ′(pθ′(x))∂ipθ (x)∂jpθ (x)
]
θ′=θ
·
1
f ′′(1)
=
∑
x
F(pθ(x)) · ∂i log F(pθ(x)) · ∂j log F(pθ(x))
= Eθ(F ) [∂i log F(pθ(X)) · ∂j log F(pθ(X))], (50)
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where θ(F) stands for expectation with respect to the escort measure F(pθ).
Remark 2 Although thegeneralizedCsiszár f -divergence is also aCsiszár f -divergence,
it is not between p and q. Rather, it is between the distributions F(p) and F(q). As a
consequence, the metric induced by D
(F)
f
is different from the Fisher informationmet-
ric, whereas themetric arising from all Csiszár f -divergences is the Fisher information
metric [2].
The following theorem extends the result in Theorem 2 to a more general frame-
work.
Theorem 4 (Generalized version of Cramér-Rao inequality) Let θˆ = (θˆ1, . . . , θˆm)
be an unbiased estimator of θ = (θ1, . . . , θm) for the statistical model S. Then there
exists an unbiased estimator θˆF of θ for the model S(F) = {F(p) : p ∈ S} such that
Varθ(F ) [θˆ
(F)(X)] − [G( f ,F)]−1 is positive semi-definite. Further, if S is such that its
escort model S(F) is exponential, then there exists efficient estimators for the escort
model.
Proof Following the same steps as in Theorems 1-2 and Corollary 1 produces
cVarθ(F ) [θ̂
(F)]ct ≥ c[G( f ,F)]−1ct (51)
for an unbiased estimator θ̂(F) of θ for S(F). This proves the first assertion of the
theorem. Now let us suppose that pθ is model such that
log F(pθ(x)) = c(x) +
k∑
i=1
θihi(x) − ψ(θ). (52)
Then
∂i log F(pθ(x)) = hi(x) − ψ(θ). (53)
Let
η̂(x) := hi(x) and η := Eθ(F ) [η̂(X)].
Since Eθ(F ) [∂i log F(pθ(X))] = 0, we have
∂iψ(θ) = ηi . (54)
Hence
g
( f ,F)
i, j
(θ) = Eθ(F ) [(η̂i(X) − ηi)(η̂j(X) − ηj )] (55)
Moreover, since
∂i∂j logF(pθ(x)) = ∂i
[
1
F(pθ(x))
∂j log F(pθ(x))
]
=
1
F(pθ(x))
∂i∂jF(pθ(x)) −
1
F(pθ(x))2
∂iF(pθ(x))∂jF(pθ(x))
=
1
F(pθ(x))
∂i∂jF(pθ(x)) − ∂i log F(pθ(x))∂j log F(pθ(x)), (56)
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from (50), we have
g
( f ,F)
i, j
(θ) = −Eθ(F ) [∂i∂j log F(pθ(X))]. (57)
Hence, from (53) and (54), we have
∂iηj = g
( f ,F)
i, j
(θ). (58)
This implies that η is dual to θ. Hence the generalized Fisher information matrix of η
is equal to the inverse of the generalized Fisher information matrix of θ. Thus from
(55), η̂ is an efficient estimator of η for the escort model. This further helps us to find
efficient estimators for θ for the escort model. This completes the proof.

Theorem 4 generalizes the dually flat structure of exponential and linear families
with respect to the Fisher metric identified by Amari and Nagoaka [3, Sec. 3.5] to
other distributions (as specified by (52)) and a more widely applicable metric (as in
Definition 3).
5 Discussion
Here we discuss some of the earlier works that have some commonalities with our
work.
1. Jan Naudts suggests an alternative generalization of the usual Cramér-Rao in-
equality in the context of Tsallis’ thermostatistics [31, Eq. (2.5)]. Their inequality
is closely analogous to ours. It enables us to find a bound for the variance of an
estimator of the underlying model (with respect to the escort model) in terms of
a generalized Fisher information (gkl(θ)) involving both the underlying (pθ ) and
its escort families (Pθ). Their Fisher information, when the escort is taken to be
Pθ = p
(α)
θ
, is given by
gk,l(θ) =
∑
x
1
p
(α)
θ
(x)
∂kpθ (x)∂lpθ (x).
The same in our case is
g
(α)
k,l
(θ) =
∑
x
1
p
(α)
θ
(x)
∂kp
(α)
θ
(x)∂lp
(α)
θ
(x).
Also, ∂ip
(α)
θ
and ∂ipθ are related by
∂ip
(α)
θ
(x) = ∂i
(
pθ (x)
α∑
y pθ (y)
α
)
= α
[
p
(α)
θ
(x)
pθ (x)
∂ipθ (x) − p
(α)
θ
(x)
∑
y
p
(α)
θ
(y)
pθ(y)
∂ipθ (y)
]
.
Moreover, while theirs bounds the variance of an estimator of the true distribution
with respect to the escort distribution, ours bounds the variance of an estimator of
the escort distribution itself. Their result is precisely the following.
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Theorem 2.1 of Jan Naudts [31] Let be given two families of pdfs (pθ )θ∈D and
(Pθ )θ∈D and corresponding expectations Eθ and Fθ . Let c be an estimator of
(pθ )θ∈D , with scale function F . Assume that the regularity condition
Fθ
1
Pθ (x)
∂
∂θk
pθ(x) = 0,
holds. Let gkl(θ) be the information matrix introduced before. Then, for all u and
v in Rn is
ukul [Fθckcl − (Fθck) (Fθcl)][
ukvl ∂
2
∂θl∂θk
F(θ)
]2 ≥ 1vkvlgkl(θ) .
2. Furuichi [20] defines a generalized Fisher information based on the q-logarithmic
function and gives a bound for the variance of an estimatorwith respect to the escort
distribution.Given a randomvariable X with the probability density function f (x),
they define the q-score function sq(x) based on the q-logarithmic function and
q-Fisher information Jq(X) = Eq
[
sq(X)
2
]
, where Eq stands for expectation with
respect to the escort distribution f (q) of f as in (13). Observe that
Jq(X) = Eq
[
sq(X)
2
]
= Eq
[
f (X)2−2q
(
d
dX
log f (X)
)2]
, (59)
whereas our Fisher information in this setup, following (10), is
g
(q)(X) = Eq
[(
d
dX
log f (X)
)2]
−
(
Eq
[
d
dX
log f (X)
] )2
, (60)
Interestingly, they also bound the variance of an estimator of the escort model with
respect to the escort model itself as in our case. Their main result is the following.
Theorem 3.3 of Furuichi [20]:Given the random variable X with the probability
density function p(x), the q-expectation value µq = Eq[X], and the q-variance
σ2q = Eq
[ (
X − µq
)2]
, we have a q-Cramér-Rao inequality
Jq(X) ≥
1
σ2q
(
2∫
p(x)qdx
− 1
)
for q ∈ [0, 1) ∪ (1, 3).
Immediately, we have
Jq(X) ≥
1
σ2q
for q ∈ (1, 3).
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3. Lutwak et al. [29] derives a Cramér-Rao inequality in connection with extending
Stam’s inequality for the generalized Gaussian densities. Their inequality finds
lower bound for the p-th moment of the given density (σp[ f ]) in terms of a gener-
alized Fisher information. Their Fisher information φp,λ[ f ], when specialised to
p = q = 2, is given by
φ2,λ[ f ] =
{
E
[
f (X)2λ−2
( d
dX
log f (X)
)2]} 12
,
which is closely related to that of Furuichi’s (59) upto a change of measure
f 7→ f (λ), which, in turn, related to ours (60). Moreover, while they use relative α-
entropy to derive theirmoment-entropy inequality, they do not do sowhile defining
their Fisher information and hence obtain a different Cramér-Rao inequality. Their
result is reproduced as follows.
Theorem 5 of Lutwak et al. [29]: Let p ∈ [1,∞], λ ∈ (1/(1 + p),∞), and f be a
density. If p < ∞, then f is assumed to be absolutely continuous; if p = ∞, then
f λ is assumed to have bounded variation. If σp[ f ], φp,λ[ f ] < ∞, then
σp[ f ]φp,λ[ f ] ≥ σp[G]φp,λ[G],
where G is the generalized Gaussian density.
4. Bercher [8] derived a two parameter extension of Fisher information and a gener-
alized Cramér-Rao inequality which bounds the α moment of an estimator. Their
Fisher information, when specialised to α = β = 2, reduces to
I2,q[ f ; θ] = Eq
[
f (q)(X; θ)
f (x; θ)
(
∂
∂θ
log f (q)(X; θ)
)2]
,
where Eq stands for expectation with respect to the escort distribution f
(q).
Whereas, following (12), our Fisher information in this setup is
g
(q)(θ) =
1
q2
Eq
[ (
∂
∂θ
log f (q)(X; θ)
)2]
.
Thus our Fisher information differs from his by the factor f (x; θ)/q2 f (q)(x, θ)
inside the expectation. Note that q in their result is analogous to α in our work.
The main result of Bercher [8] is reproduced verbatim as follows.
Theorem1 of Bercher [8]: Let f (x; θ) be a univariate probability density function
defined over a subset X of R, and θ ∈ Θ a parameter of the density. Assume that
f (x; θ) is a jointly measurable function of x and θ, is integrable with respect to
x, is absolutely continuous with respect to θ, and that the derivative with respect
to θ is locally integrable. Assume also that q > 0 and that Mq[ f ; θ] is finite. For
any estimator θˆ(x) of θ, we have
E
[
|θˆ(x) − θ |α
] 1
α Iβ,q[ f ; θ]
1
β ≥
1 + ∂∂θ Eq[θˆ(x) − θ]
 ,
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with α and β Hölder conjugates of each other, i.e., α−1 + β−1 = 1, α ≥ 1, and
where the quantity
Iβ,q[ f ; θ] = E
[ f (x; θ)q−1Mq[ f ; θ] ∂∂θ ln
(
f (x; θ)q
Mq[ f ; θ]
)β
]
,
where Mq[ f ; θ] :=
∫
f (x; θ)q dx, is the generalized Fisher information of order
(β, q) on the parameter θ.
5. In our recent work [30], we introduced the definition of Bayesian relative α-
entropy. As before, we define S = {pθ : θ = (θ1, . . . , θk) ∈ Θ} as a k-dimensional
sub-manifold of P and
S˜ := {p˜θ (x) = pθ(x)λ(θ) : pθ ∈ S}, (61)
where λ is a probability distribution on Θ. Then, S˜ is a sub-manifold of P˜. Let
p˜θ, p˜θ′ ∈ S˜. We defined relative α-entropy of p˜θ with respect to p˜θ′ as
Iα(p˜θ, p˜θ′) :=
λ(θ)
1 − α
log
∑
x
pθ (x)(λ(θ
′)pθ′(x))
α−1
+ λ(θ′)
− λ(θ)
[
log
∑
x pθ (x)
α
α(1 − α)
− {1 + log λ(θ)} −
1
α
log
∑
x
pθ′(x)
α
]
,
which is a generalization of (2). In [30], we used this divergence to derive the
Bayesian version of Theorem 4 proved in the previous section. The result in [30],
stated in the following theorem, reduces to deterministic α-CRLB in the absence
of prior, Bayesian CRLB when α → 1, and deterministic CRLB when α → 1 in
the absence of prior.
Bayesian α-Cramér-Rao inequality [30]: Let S = {pθ : θ = (θ1, . . . , θm) ∈ Θ}
be the given statistical model and let S˜ as in (61). Let θˆ = (θˆ1, . . . , θˆm) be an
unbiased estimator of θ = (θ1, . . . , θm) for the statistical model S. Then∫
Varθ(α)
[
p˜θ (X)
p
(α)
θ
(X)
(θˆ(X) − θ)
]
dθ ≥
{
Eλ
[
G
(α)
λ
] }−1
,
where θ(α) denotes expectation with respect to p
(α)
θ
.
6 Summary
We studied the geometry of probability distributions with respect to a generalized
version of the Csiszár f -divergences under the Eguchi’s framework. Amari and
Nagoaka [3] established the Cramér-Rao inequality from the information geome-
try of the usual relative entropy I (p, q). Following their procedure, we formulated
an analogous inequality from the generalized Csiszár f -divergences. This result, in
fact, leads the usual Cramér-Rao inequality to its escort F(p) by the transformation
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p 7→ F(p). However, this reduction is not coincidental here because the Riemannian
metric derived from all Csiszár f -divergences is the Fisher informationmetric and the
divergence studied here is a Csiszár f -divergence, not between p and q, but between
F(p) and F(q).
Nonetheless, the generalized version of the Cramér-Rao inequality enables us to
find unbiased and efficient estimators for the escort of the underlying model. This
theory when specified to relative α-entropy, gives rise to an α-CRLB for the α-escort
of the underlying distribution. This further elucidates the relation between the two
important power-law families namely, α-power-law and α-exponential. Indeed, as a
consequence of this general theory, we proved that neither of these families is a dual
of the other with respect to the usual Fisher information metric or its α-version. Such
counterexamples are not available from the Amari-Nagaoka derivation of the CRLB.
A Proof of Theorem 3
Taking log on both sides of (48),
log p
(α)
θ
(x) = − logM(θ) + 1
1− 1α
log
[
q(α)(x)
1− 1α
+
k∑
i=1
θihi (x)
]
. (62)
Partial derivative produces
∂i log p
(α)
θ
(x) = −∂i logM(θ) +
1
1− 1α
hi (x)[
q(α)(x)
1− 1α
+
k∑
i=1
θihi (x)
] , (63)
or
∂i log p
(α)
θ
(x) = −∂i logM(θ) +
α
α−1
fi (x)[
q(x)α−1+
k∑
i=1
θi fi (x)
] . (64)
Taking expectation on both sides of (64), we obtain
E
θ (α)
[
∂i log p
(α)
θ
(x)
]
= −∂i logM(θ) +
α
α−1Eθ (α)
[
fi (X )
q(X )α−1+
k∑
i=1
θi fi (X )
]
. (65)
Since the expected value of the score function vanishes (left hand side of (65)), we have
∂i logM(θ) =
α
α − 1
E
θ (α)

fi (X)
q(X)α−1 +
k∑
i=1
θi fi (X)

. (66)
Substituting (66) into (64), we get
∂i log p
(α)
θ
(x) =
α
α − 1
fi (x)[
q(x)α−1 +
k∑
i=1
θi fi (x)
] − αα − 1Eθ (α)

fi (X)
q(X)α−1 +
k∑
i=1
θi fi (X)

=: η̂i (x) − ηi, (67)
where
η̂i (x) :=
α
α − 1
fi (x)[
q(x)α−1 +
k∑
i=1
θi fi (x)
] and ηi := Eθ (α) [η̂i (X)]
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Moreover, (66) implies that logM(θ) should be the potential (if exists).
The Riemmanian metric becomes
g
(α)
i j
(θ) =
1
α2
E
θ (α)
[(η̂i (X) − ηi )(η̂ j (X) − η j )]. (68)
This further strengthens our expectation that the ηi ’s are dual parameters to θi ’s. However, it is surprising
that it is not so as we shall see now. We have
η j =
α
α − 1
E
θ (α)

fj (X)
q(X)α−1 +
k∑
j=1
θ j fj (X)

=
α
α − 1
∑
x

fj (x)
q(x)α−1 +
k∑
j=1
θ j fj (x)
p
(α)
θ
(x). (69)
Let Rθ (x) = q(x)
α−1
+
k∑
j=1
θ j fj (x). Partial differentiation produces
∂η j
∂θi
=
α
α − 1
∂
∂θi
(∑
x
fj (x)p
(α)
θ
(x)
Rθ (x)
)
=
α
α − 1
∑
x
Rθ (x) fj (x)∂ip
(α)
θ
(x) − fj (x)p
(α)
θ
(x)∂i (Rθ (x))
(Rθ (x))2
=
α
α − 1
∑
x
[
fj (x)
Rθ (x)
∂i p
(α)
θ
(x) − p
(α)
θ
(x)
fj (x)
Rθ (x)
fi (x)
Rθ (x)
]
. (70)
From (64) - (67), we have
α
α − 1
fi (x)
Rθ
= ∂i log p
(α)
θ
(x) + ηi . (71)
Substituting (71) into (70) gives
∂η j
∂θi
=
α
α − 1
∑
x
[
∂i p
(α)
θ
(x)
α − 1
α
(∂i log p
(α)
θ
(x) + ηi )
− p
(α)
θ
(x)
(
α − 1
α
)2
(∂j log p
(α)
θ
(x) + η j )(∂i log p
(α)
θ
(x) + ηi )
]
=
∑
x
[
∂i p
(α)
θ
(x)(∂i log p
(α)
θ
(x) − ηi )
− p
(α)
θ
(x)
(
α − 1
α
)
(∂j log p
(α)
θ
(x) + η j )(∂i log p
(α)
θ
(x) + ηi )
]
=
∑
x
[
∂i p
(α)
θ
(x)∂i log p
(α)
θ
(x) + ηi∂i p
(α)
θ
(x)
−
(
α − 1
α
)
p
(α)
θ
(x)
(
∂j log p
(α)
θ
(x)∂i log p
(α)
θ
(x) + ηi∂i log p
(α)
θ
(x)
+ ηi∂j log p
(α)
θ
(x) + ηiη j
)]
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=
∑
x
[
∂i p
(α)
θ
(x)∂i log p
(α)
θ
(x) +
✘
✘
✘
✘
✘✿
= 0
ηi∂i p
(α)
θ
(x)
−
(
α − 1
α
) (
p
(α)
θ
(x)∂j log p
(α)
θ
(x)∂i log p
(α)
θ
(x) +
✘
✘
✘
✘
✘
✘
✘
✘✘✿
= 0
η jp
(α)
θ
(x)∂i log p
(α)
θ
(x)
+
✘
✘
✘
✘
✘
✘
✘
✘✘✿
= 0
ηip
(α)
θ
(x)∂j log p
(α)
θ
(x) + ηiη j p
(α)
θ
(x)
)]
=
∑
x
[
∂i p
(α)
θ
(x)∂i log p
(α)
θ
(x) − p
(α)
θ
(x)
1
p
(α)
θ
(x)
∂j p
(α)
θ
(x)∂i log p
(α)
θ
(x)
+
1
α
(
p
(α)
θ
(x)∂j log p
(α)
θ
(x)∂i log p
(α)
θ
(x)
)
−
(
α − 1
α
)
ηiη jp
(α)
θ
(x)
)]
=
∑
x
[
1
α
(
p
(α)
θ
(x)∂j log p
(α)
θ
(x)∂i log p
(α)
θ
(x)
)
−
(
α − 1
α
)
ηiη jp
(α)
θ
(x)
)]
= αg
(α)
i j
(θ) −
(
α − 1
α
)
ηiη j . (72)
This shows that ηi cannot be the dual parameters of θi for the statistical modelM
(α). This completes
the proof.
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