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Preface
This document is part of NIMR project MC1.03162, Optimisation of Forming Processes
[96]. The aim of this report is to describe an initial concept for an optimisation algo-
rithm and its theoretical background for solving optimisation problems in metal forming
processes using expensive nonlinear Finite Element calculations. The applicability of the
optimisation algorithm is demonstrated by means of optimising a simple hydroforming
example and two more complex 3D forging processes.
The Appendices A and B of the report contain fairly extensive descriptions of two meta-
modelling techniques, Response Surface Methodology (RSM) and Kriging (DACE). Not
everything presented in these appendices is necessary material for the reader or the user
of OPTFORM, the MATLABr software containing the optimisation algorithm described
in this report. It presents, however, a very useful overview for those who would like to
know more about the theory underlying the algorithm or about RSM, Kriging or Design
Of Experiments (DOE) in general. RSM and DOE can also be of high interest to people
involved in physical experimentation.
The extension of the optimisation algorithm with effective sequential improvement strate-
gies (Section 4.2.6) and its application to forging (Chapter 6) were performed during an
internship at the Ecole Nationale Supe´rieure des Mines de Paris (ENSMP), department
Centre de Mise en Forme des Mate´riaux (CEMEF) in Sophia-Antipolis, France. I would
like to thank profs. Hue´tink (UT) and Chenot (CEMEF) for supporting my internship
and dr. Lionel Fourment and Tien Tho Do for the very useful and interesting cooperation
during my stay. The financial support from the Institute of Mechanics, Processes And
Control-Twente, IMPACT, is gratefully acknowledged.
During the writing of this report, two versions of the MATLABr software OPTFORM were
released and made available for the NIMR industrial partners. OPTFORMv1.2 contains
the optimisation algorithm described in this report without the possibility for sequential
improvement. Metamodel validation is only based on cross validation. OPTFORMv1.3
contains the full implementation of the optimisation algorithm.
The report is partly based on a previous NIMR internal report [12]. Until the report’s
publication date, two scientific papers related to its contents have been published [13,14].
Sophia-Antipolis, 31 July 2005,
Martijn Bonte
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Summary
During the last decades, Finite Element (FEM) simulations of metal forming processes have
become important tools for designing feasible production processes. In more recent years,
several authors recognised the potential of coupling FEM simulations to mathematical opti-
misation algorithms to design optimal metal forming processes instead of only feasible ones.
This report describes the selection, development and implementation of an optimisa-
tion algorithm for solving optimisation problems for metal forming processes using time
consuming FEM simulations. A Sequential Approximate Optimisation algorithm is pro-
posed, which incorporates metamodelling techniques and sequential improvement strate-
gies for enhancing the efficiency of the algorithm. The algorithm has been implemented in
MATLABr and can be used in combination with any Finite Element code for simulating
metal forming processes.
The good applicability of the proposed optimisation algorithm within the field of metal
forming has been demonstrated by applying it to optimise the internal pressure and ax-
ial feeding load paths for manufacturing a simple hydroformed product. Resulting was
a constantly distributed wall thickness throughout the final product. Subsequently, the
algorithm was compared to other optimisation algorithms for optimising metal forming
by applying it to two more complicated forging examples. In both cases, the geometry of
the preform was optimised. For one forging application, the algorithm managed to solve
a folding defect. For the other application both the folding susceptibility and the energy
consumption required for forging the part were reduced by 10% w.r.t. the forging process
proposed by the forging company. The algorithm proposed in this report yielded better
results than the optimisation algorithms it was compared to.
vi
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Chapter 1
Introduction
Maximising product quality and profit (or minimising costs) have always been major goals
of industrial companies. This is no different in the metal forming business, where e.g. steel
plates are rolled, aluminium beverage cans are deep drawn and profiles are extruded.
The first concern of each metal forming company is producing a product, which fulfills all
demands set by its customer. Until the 1980s, this was primarily done by experimental
trial-and-error. An operator produced an initial die shape, decided on the initial process
settings (process forces, feeding, etc.) and an initial material composition based on his
experience. One can easily imagine that a first trial containing this initial process design
often resulted in a final product that did not meet the demands. Subsequently, the op-
erator changed the die shape, the process settings or the material and performed another
test run. This time consuming and expensive iterative trial-and-error process was repeated
until the final product met the demands set by the customer.
In the late 1980s and 1990s, the increasing speed of computers allowed researchers to
develop methods for simulating metal forming processes using the computer. This soft-
ware based on the Finite Element Method (FEM) allowed the production engineer to play
around with the process variables until the computer simulation predicted a product sat-
isfying the customer’s demands. Subsequently, the obtained settings were implemented in
the production plant resulting in a satisfactory product. However, the iterative procedure
of trial-and-error remained, only now with computer simulations. This iterative procedure
finally resulted in a sufficiently good or feasible product, whereas competitive industrial
companies became more interested in an optimised product instead of just a sufficient one.
This is where the field of mathematical optimisation can assist. By coupling optimisation
algorithms to FEM simulations, product or process optimality comes into sight. The in-
dustrial requests for optimisation were picked up by scientific researchers from the year
2000 onwards and is the next challenge in the simulation of forming processes.
This report is a part of the NIMR project Optimisation of Forming Processes, which aims at
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developing an optimisation strategy for metal forming processes. It describes the selection
and implementation of an optimisation algorithm suitable for optimising metal forming
processes using time consuming FEM simulations. Chapter 2 starts with an overview of
mathematical optimisation, followed by an introduction to metamodelling in Chapter 3.
A metamodel based algorithm for the optimisation of forming processes is described in
Chapter 4. In Chapter 5, the applicability of this algorithm within the field of metal
forming is demonstrated by applying it to a simple hydroforming process. The algorithm
is applied to more complicated 3D forging processes in Chapter 6. Chapter 7 finalises the
report with some conclusions, recommendations and indicates areas for future work.
Chapter 2
Mathematical optimisation
This chapter starts with a short general introduction to mathematical optimisation in
Section 2.1. Subsequently, the two major phases of mathematical optimisation, modelling
and solving the optimisation problem, are described in further detail in the Sections 2.2
and 2.3. Section 2.4 contains some conclusions.
2.1 Introduction to mathematical optimisation
Mathematical optimisation has been subject of research during many decades and com-
prises a wide variety of algorithms for many applications. In this project, we limit ourselves
to the optimisation of metal forming processes using numerical simulations based on the
Finite Element Method (FEM).
Mathematical optimisation comprises four steps [102]:
• Selecting a set of variables to describe the design alternatives
• Defining an objective function/criterion
• Determining a set of constraints
• Determining the set of design variables for which the objective function is optimal
taking into account the set of constraints
The relations between the four steps are presented in Figure 2.1.
The first three steps are denoted as the modelling of the optimisation problem. The light
bulb in the figure denotes that this modelling should be done cleverly to prevent that
the optimisation problem that was modelled can finally be solved efficiently by a suitably
chosen optimisation algorithm. There is a strong interaction between modelling and solv-
ing an optimisation problem: if one first chooses to model an optimisation problem, one
should be aware that the modelling also depends on the optimisation algorithm that is
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Figure 2.1: The four steps of mathematical optimisation
finally used to solve the modelled problem. On the other hand, if one selects an algorithm
first, it is important to know something about the entity of the optimisation model that
needs to be optimised. If the optimisation model and the algorithm are not compatible,
it is likely that the problem is not solved efficiently or even at all. The fourth step of
mathematical optimisation, solving the optimisation problem, is a matter of implementing
a suitable optimisation algorithm and letting the computer do the work.
The next sections describe further details on the modelling and the solving of the optimi-
sation problem.
2.2 Modelling the optimisation problem
Modelling the optimisation problem exists of three steps: selecting the design variables,
determining the optimisation objective and determining the set of constraints. In case of
optimisation using FEM, this modelling can be represented by the input - response model
shown in Figure 2.2.
2.2.1 Design variables
Design variables, parameters and constants
An optimisation problem contains a number of design variables. The variables are subject
to the optimisation algorithm in such a way that the result of the optimisation procedure
provides the optimal values for the design variables only. The design variables should be
chosen intelligently by the designer, who has the freedom to leave some other variables
out. The latter are often denoted as design parameters : the designer can influence these
parameters, but they are assumed to be constant for the current optimisation problem.
Reasons for assuming some variables constant include the consideration that an optimisa-
tion problem with only a few variables requires a completely other optimisation algorithm
than a problem containing hundreds of variables. Another group of system elements are
fixed due to physical phenomena. These are denoted as constants. The designer cannot
possibly change them or incorporate them as design variables. A typical example of a
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constant is gravity.
Continuous and discrete variables
Design variables can be continuous or discrete [98]. Sometimes, these variables are referred
to as quantitative and qualitative variables, respectively [90]. An example of the latter case
is the amount of counters a supermarket needs to have to minimise the customer’s waiting
time. It would not make sense to install 11.4 counters, since the choice is to install or not
to install an extra counter. The variables may only have integer values, which makes this
a discrete optimisation problem.
Control, environmental and model variables
In the context of optimisation using computer simulations such as FEM, Santner et al. [114]
distinguish between three types of variables. Control variables are comparable to the design
variables mentioned earlier: these can be controlled entirely by a designer. Environmental
variables are stochastic variables with a known or unknown distribution, e.g. the outdoor
temperature. The last group, model variables, take into account modelling uncertainties
within the simulation model.
2.2.2 Objective function
The second step contains choosing the optimisation goal, which is quantified by an objec-
tive function. This objective function has to be optimised, i.e. maximised or minimised.
Maximisation problems can easily be transformed to minimisation problems by the relation:
max(f) = min(−f) (2.1)
in which f denotes the objective function.
It is possible to include more than one objective function at the same time in an opti-
misation problem. This is the field of multicriterion or multiobjective optimisation. A
well-known way of dealing with multiple objectives is by Pareto optimal points [102]. In
this case, the objective functions are compared to each other. The solution of this problem
of comparison is based on the preference to decrease one criterion without increasing the
Figure 2.2: Input-response model for FEM
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c1
c2
Pareto
Figure 2.3: Pareto optimal points for two objective functions
others. The points in the optimal set are called the Pareto optimal points and these are
depicted in Figure 2.3 for two objective functions c1 and c2. For a Pareto optimal point,
c1 can only be decreased by increasing c2 and vice versa.
Alternatively, the presence of multiple objectives is often solved by denoting one as the
single most important objective [106]. Subsequently, one requires that the other objectives
should at least or at most have a specified value. Hence, these objectives are then modelled
as constraints.
2.2.3 Constraints
Optimisation problems can be subdivided in two major groups with each their own optimi-
sation algorithms for obtaining a solution: unconstrained and constrained optimisation. In
the former case, the minimum (or maximum) of the objective function is determined with-
out paying attention to further restrictions. The solution to the objective function may,
however, be restricted to certain constraints. In this case we are dealing with constrained
optimisation: the solution should be part of a feasible domain. Note that if constraints
are present but the minimum of the objective function is located in the interior of the fea-
sible domain, the problem is actually an unconstrained optimisation problem. Therefore,
distinction is often made between optimisation containing interior and boundary optima
instead of unconstrained and constrained optimisation problems [102].
Several different kinds of constraints exist, which are presented schematically in Figure 2.4.
Equality and inequality constraints
Constraints can be subdivided in equality and inequality constraints. The former prescribe
that a relation should be on a specific constraint. Inequality constraints bound a domain
in which the solution should be sought.
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Linear and non-linear constraints
Constraints can be linear or non-linear. Depending on whether the constraints are linear
or non-linear, optimisation problems are solved with different optimisation algorithms.
Explicit and implicit constraints
Sometimes, a constraint is known explicitly, i.e. the constraints depend on the design vari-
ables by pre-defined mathematical functions. However, this explicit relation between design
variables and objective function and constraints is not known if the objective function and
constraints result from e.g. a physical or a numerical experiment such as FEM. The differ-
ence between explicit and implicit constraints was illustrated in Figure 2.2.
Box constraints
A specific form of explicit constraints are box constraints, sometimes denoted as bounds.
Box constraints simply limit the domain in which the design variables are allowed to vary
by an upper and a lower bound.
The total optimisation problem can now be modelled as follows:
min f(x)
s.t. h(x) = 0 (2.2)
g(x) ≤ 0
lb ≤ x ≤ ub
where f is the objective function, x denotes the design variables and h and g are the equal-
ity and inequality constraints, respectively. Both the equality and inequality constraints
Figure 2.4: Possible constraints
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Figure 2.5: Optimisation tree [99]
can be divided further in linear or nonlinear and explicit or implicit constraints. Note that
box constraints are modelled separately in Equation 2.2.
2.3 Solving the optimisation problem
When the design variables are chosen and the objective function and constraints are defined,
the next step is to solve the optimisation problem with as a result the optimal values of the
design variables and the minimum or maximum value of the objective function within the
feasible domain. However, solving an optimisation problem is not straight-forward. The
way the problem is modelled (selection of variables, objective function and constraints) is a
critical factor that determines whether the problem can be solved efficiently or at all. Care
during modelling may prevent many problems during solving. Next to good modelling,
the decision for a specific algorithm is another critical factor. Many groups of algorithms
have been developed for many different kinds of optimisation problems as indicated by
Figure 2.5. The choice for one of the algorithms from one of the groups depends on many
considerations as will be explained shortly below.
As can be seen from Figure 2.5 a first distinction is made between problems modelled with
qualitative (discrete) or quantitative (continuous) variables. Another important indica-
tor for which algorithm to use depends on the presence of constraints in the optimisation
problem. Both require other optimisation algorithms for solving the problem effectively
and efficiently. Since many textbooks have been written on all kinds of optimisation algo-
rithms (see e.g. [25, 98, 102, 106, 131, 144]), details will not be given here. With respect to
the remainder of this report, however, two aspects are especially important: the presence
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of multiple local minima and the size of the optimisation problem.
A problem that can rise during solving is the presence of multiple optima within the ob-
jective function. Local and global optimisation methods exist. A risk of the former is that
the achieved result may be a local optimum of the objective function rather than the global
optimum. Global optimisation algorithms try to find the absolute optimum and generally
search a larger domain than local optimisation methods. This makes them slower, which
may form a problem, especially for large optimisation problems (many design variables).
The capability to solve optimisation problems containing computationally expensive func-
tion evaluations (e.g. the optimisation of Finite Element Models) may be limited by com-
puting power (calculation time and memory). For this purpose, approximation methods
were developed in addition to classical optimisation algorithms. Approximation methods
do not result in the exact optimal solution in general, but approximate this. The lower
accuracy is accepted at the benefit of a smaller computing time or less needed memory.
In this way, a satisfactory solution can be obtained for quite large optimisation problems.
However, approximate optimisation algorithms are known to suffer from the curse of di-
mensionality, i.e. they become exponentially more time consuming to solve when more
design variables are included in the optimisation problem.
Thus, in case of expensive FEM calculations, it makes sense to limit the optimisation
problem to only a few significant design variables and to choose an optimisation algorithm
that is effective for optimisation problems with only a small number of design variables.
Approximation methods depend on the fitting of a so-called metamodel. Chapter 3 will
introduce metamodelling and several specific metamodelling techniques, which are very
promising for optimisation using time consuming function evaluations.
2.4 Conclusions
This chapter introduced the four steps of mathematical optimisation. The first three steps
(selecting the design variables and quantifying objective function and constraints) are part
of the modelling of an optimisation problem, whereas the fourth step comprises the solving
of this optimisation problem by an optimisation algorithm. The optimisation model and
the optimisation algorithm should be compatible with each other to solve the optimisation
problem both effectively and efficiently.
Several aspects of the four steps of mathematical optimisation with respect to the optimi-
sation of metal forming processes using time consuming non-linear FEM calculations were
discussed. In this case, it is recommendable to take only a small number of significant
design variables into account in the optimisation problem to limit the time it takes to solve
the problem. Approximate optimisation algorithms based on metamodelling techniques
seem very promising for optimisation using time consuming function evaluations such as
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FEM. The concept of metamodelling is introduced in the next chapter.
Chapter 3
Metamodelling
Metamodelling techniques are quite useful for the optimisation of phenomena for which
function evaluations are time consuming or otherwise expensive. Examples of such expen-
sive function evaluations are when physical experiments need to be performed, which is
typically both very time consuming and financially demanding. Another example is when
complicated computer simulations need to be performed for evaluating objective function
and implicit constraints. In this context, computer simulations are sometimes referred to
as numerical experiments. A specifically time consuming type of computer simulation is
nonlinear FEM simulation of metal forming processes. This chapter will introduce the
concept of metamodelling in Section 3.1. Before continuing to the application of meta-
modelling for the optimisation of metal forming processes, Section 3.2 will compare several
of many metamodelling techniques. Section 3.3 formulates some conclusions.
3.1 Introduction to metamodelling
Since the evolution of computers it has become common within engineering to build com-
puter simulation models of physical entities, which are capable of predicting (part of)
reality. Within engineering, these simulation models avoid performing time consuming
and expensive experimentation and lead to shorter product development times. However,
for certain applications, it may be necessary to perform a large number of computer simu-
lations. Optimisation is an example where it is not sufficient to run only one or a couple of
simulations. This does not have to be a problem as long as the simulation time is limited.
Unfortunately, this is often not the case. The nonlinear Finite Element simulations for
metal forming we are considering in this report can take hours, sometimes days per calcu-
lation. If many simulations need to be performed, there is a strong need for a technique
that limits the total simulation time.
Metamodelling is such a technique that limits the total amount of simulation time by al-
lowing for parallel computing such that several calculations can be performed within the
wall clock time of only one calculation. The term “metamodelling” refers to the Greek
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Figure 3.1: Metamodelling [64]
word “meta”, which means higher, denoting that another, higher model from a model is
made [126]. This easy to evaluate model from a model is called a metamodel. Metamodels
are sometimes also referred to as surrogate or response surface models. One could picture
the process of metamodelling as presented in Figure 3.1.
For the application that is considered in this report, the problem entity is the metal forming
process itself, i.e. the physical c.q. mechanical phenomenon. The simulation model is the
non-linear Finite Element Model (FEM) of the metal forming process, which should be
valid with respect to the problem entity. The metamodel is subsequently based on the FE
model and should thus be valid w.r.t. this FE model. Additionally, because the FE model
is or should be a good representation of the metal forming process, the metamodel is also
an easy to evaluate stand-in for the metal forming process itself. Note that the advantages
of metamodelling come at the cost of a certain loss of accuracy, since:
1. The metamodel is an approximation of the FE model
2. The FE model is an approximation of the metal forming process
Because of this “double approximation”, there is a large risk that the metamodel does not
represent the problem entity very well. To minimise this risk, selecting a type of meta-
model that is able to describe the problem entity, as well as obtaining and validating this
metamodel, is very important.
We follow Kleijnen who proposes a 10 step methodology for the selection, fitting and
validation of metamodels in simulation [64]:
1. Determine the goal of the metamodel
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2. Identify the inputs and their characteristics
3. Specify the domain of applicability
4. Identify the outputs and their characteristics
5. Specify the required accuracy of the metamodel
6. Specify the metamodel’s validity measures
7. Specify the type of metamodel
8. Specify a DOE strategy
9. Fit the metamodel
10. Validate the metamodel
These 10 steps are shortly described below.
Determine the goal of the metamodel
According to Kleijnen, metamodels can serve four general goals [64]:
1. Understanding the problem entity
2. Predicting values of the output or response variable
3. Optimisation
4. Verification and Validation of prior qualitative knowledge w.r.t. the simulation model
or the problem entity
Different goals require different types of metamodels and different levels of accuracy.
Identify the inputs, the domain of applicability and the output variable
After having chosen the goal of the metamodel, it is important to select the design variables,
their ranges and the response variables. In case of optimisation, the response variables are
the objective function and implicit constraints. For optimisation, these steps are equal to
the modelling of the optimisation problem as introduced in Section 2.2. At this point, it
is also important to know whether the design variables and the responses are stochastic or
deterministic, discrete or continuous, etc.
Specify the required accuracy and the metamodel’s validity measures
Depending on the goal of the metamodel, the required accuracy of the metamodel and
the way this accuracy is measured should be determined. A metamodel used for predic-
tion should be very accurate, whereas for a metamodel used for understanding, it will
be sufficient if only a trend is visible. The accuracy required for metamodels utilised for
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optimisation purposes will lie somewhere in between. It is necessary to specify both the
accuracy of the metamodel w.r.t. FE model and w.r.t. the metal forming process.
Specify the type of metamodel
Several types of metamodels exist. Each type of metamodel has its own advantages and
disadvantages and since a metamodel should be suitable for the purpose it is used for,
it should be selected with care. Section 3.2 compares several metamodelling techniques
suitable for obtaining metamodels from computer simulations.
Specify a DOE strategy
Depending on the type of metamodel selected, a suitable Design Of Experiment (DOE)
strategy should be chosen. DOE is sometimes referred to as “experimental design” or
“DOX” [30]. A Design of Experiment strategy is a structured method for determining the
relationship between factors affecting a process (design variables) and the output of that
process (response) [50]. Since we are considering time consuming computer simulations,
an important property of each DOE strategy is the potential to keep the number of simu-
lations to be performed at a minimum while ensuring a certain required accuracy.
Fit the metamodel
This comprises constructing the FE model and performing the calculations with the design
variable settings specified by the DOE strategy in the previous step. The values for the
response are extracted from the simulation output and the metamodel is fitted.
Validate the metamodel
Now, a metamodel is present. The last question to answer is whether the metamodel sat-
isfies the accuracy and validity measures specifies in the steps 5 and 6. Several validation
techniques are available and the choice for a specific technique again depends on the type
of metamodel selected. If the metamodel does not satisfy the accuracy demands, one may
return to step 8 to add more experimental points and subsequently fit the metamodel with
the additional information. This extra information will generally increase the accuracy of
the metamodel.
Summarising, the process of constructing a metamodel incorporating the above steps is
depicted in Figure 3.2. The modelling in Figure 3.2 comprises the first 7 steps mentioned
above, i.e. determining the metamodel’s goal, selecting the design variables and responses
and determining the measures for the required accuracy and validity of the metamodel.
After having chosen the type of metamodel, one first applies a suitable DOE strategy that
provides the design variable settings for which a simulation should be run to determine
the response variable values. Subsequently, the metamodel is fitted through the response
values and validated. The validation technique compares the metamodel’s accuracy to the
required accuracy determined during the modelling phase. If the accuracy is not sufficient,
additional numerical measurements may improve the metamodel until the required accu-
racy demands are met.
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Figure 3.2: Flowchart of metamodelling
3.2 Comparison of metamodelling techniques
Before applying metamodelling techniques to the optimisation of metal forming processes,
it is necessary to make a distinction between the many metamodelling techniques encoun-
tered in literature. This section will compare several metamodelling techniques to each
other.
A well-known method for fitting a metamodel is Response Surface Methodology or RSM
[38, 90]. Hence, the name “response surface” as an alternative for “metamodel”. RSM
uses least squares regression techniques to fit a lower order polynomial while allowing for
a remaining random error as shown in Figure 3.3(a). RSM has officially been developed
for constructing a metamodel or response surface from physical experiments, but many
authors have applied it to numerical experiments (computer simulations) as well.
Although RSM has proved to be applicable in simulation practice, statisticians claim that
for computer experiments, which are generally deterministic, the remaining error should
formally be zero [114]. Thus, the metamodel should be interpolated through the objective
function values as presented in Figure 3.3(b). They propose the field of Design and Anal-
ysis of Computer Experiments or DACE instead [111, 112]. DACE generally uses Kriging
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Figure 3.3: (a) RSM based metamodel; (b) DACE based metamodel
as interpolation technique. For both RSM and DACE, the user needs to make some pre-
liminary assumptions for the shape of the metamodel. This shape is for DACE much more
flexible than for RSM, which is limited to lower order polynomials. This larger flexibility
generally implies that it will be necessary to perform more function evaluations in case of
DACE than for RSM. On the other hand, DACE’s flexibility has the potential to result in
very accurate metamodels, even for complicated response shapes.
It is also possible to apply the machine learning technique Artificial Neural Networks
for fitting metamodels. Using Neural Nets (NN), it is not needed to make any assump-
tions for the final shape, which comes at the cost of performing even more function eval-
uations, i.e. running even more expensive FEM simulations, for “training” the Neural
Network. Without going into detail, yet other metamodelling techniques for computer
simulations encountered in literature are Inductive Learning (IL), Multivariate Adaptive
Regression Splines (MARS), Radial Basis Functions (RBF) and Support Vector Regression
(SVR) [27, 55,124–126].
Which metamodelling technique should be selected for which purpose is a difficult question.
Several authors compare several metamodelling techniques [27, 55, 124–126] based on how
accurate the metamodels are with respect to the nonlinearity c.q. noisy behaviour of ap-
proximated test functions, how many variables can be taken into account, the transparency
of the metamodel, the computational costs to obtain the metamodel, the complexity of the
method, etc. A summary of the comparison between the advantages and disadvantages of
the several metamodelling techniques is presented in Table 3.1.
3.3 Conclusions
This chapter provided an introduction to the concept of metamodelling, which is a very
useful technique when dealing with time consuming or costly function evaluations dur-
ing optimisation. These expensive function evaluations often occur when using physical
experiments, but can also occur for time consuming computer simulations like the non-
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Metamodelling technique Advantages Disadvantages
RSM Well-established Up to 2nd order
Transparent < 10 variables
Smooths numerical noise Stochastic
DACE Flexible < 10 variables
Deterministic Time consuming to fit
Sensitive to numerical noise
Complexity of the method
NN Flexible Many simulations needed
Many variables Black box (not transparent)
Deterministic
IL Discrete variables Not transparent
No continuous variables
MARS Transparent Inaccurate for few simulations
Accurate for many simulations Relatively new in engineering
RBF Not sensitive to numerical noise Accuracy?
Accuracy?
SVR Transparent Recent development
Accuracy
Table 3.1: Advantages and disadvantages of several metamodelling techniques
linear Finite Element Method used for the simulation of metal forming processes. In the
metamodelling context, running computer simulations can be referred to as performing
numerical experiments in contrast to physical experiments.
Metamodelling is a way to obtain an easy to evaluate model from a model. The latter
model is the computer model of some problem entity under investigation, the former is
called the metamodel. In this way, the metamodel should be valid with respect to both the
computer simulations and the problem entity. The procedure for obtaining a metamodel
from computer simulations is as follows:
• Start with a modelling phase in which the problem is modelled (define the goal of
the metamodel, the design variables, the response, validation measures, etc.)
• Apply a Design Of Experiments (DOE) strategy
• Run the computer simulations and obtain the response measurements
• Fit the metamodel
• Validate the metamodel
If a good metamodel is obtained, it can serve one of four goals:
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1. Understanding the problem entity
2. Predicting values of the output or response variable
3. Optimisation
4. Verification and Validation of prior qualitative knowledge w.r.t. the simulation model
or the problem entity
For the optimisation of metal forming processes, where we distinguished a “modelling”
and a “solving” part in Chapter 2, we will primarily be interested in the first goal of
metamodelling for the “modelling” phase and in the third goal during the “solving” part
of the optimisation strategy. The next chapter will pay attention to a metamodel based
optimisation algorithm for solving optimisation problems in metal forming. Therefore, this
chapter was finalised with a short overview and comparison of several specific metamod-
elling techniques, from which a suitable technique can be selected for application to the
optimisation of metal forming processes.
Chapter 4
An algorithm for the optimisation of
metal forming processes
This chapter presents an optimisation algorithm for solving optimisation problems for
metal forming processes using time consuming nonlinear FEM calculations. Section 4.1
covers a detailed literature review of optimisation algorithms applied in the field of metal
forming. Based on this literature study, an algorithm based on metamodelling techniques
was developed. This algorithm is presented in Section 4.2. Section 4.3 finalises this chapter
with some conclusions.
4.1 Overview of optimisation algorithms used in metal
forming
This section summarises the work, which has already been performed within the field of
optimisation of metal forming processes. We will focus on literature incorporating the
combination of mathematical optimisation algorithms with metal forming and FEM sim-
ulation, which is seen as a promising trend in the metal forming community [70]. Thus,
process optimisation consisting of simply performing a number of FEM calculations and
denoting the best results as the optimised results, but not including mathematical algo-
rithms (see e.g. [44, 45, 79, 121, 146]) is not of interest and is excluded from the literature
review. The literature including mathematical optimisation algorithms is summarised in
the Sections 4.1.1 through 4.1.5. The publications are separated based on the type of
algorithms used: classical iterative, approximate, adaptive, machine learning algorithms
and algorithms comprising combinations of several of these different classes of optimisation
algorithms.
4.1.1 Classical iterative optimisation algorithms
We refer to classical optimisation algorithms as a class of algorithms that are treated by
many texts on optimisation, see e.g. [25,38,98,102,106,131]. Examples are the Conjugate
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FEM
Optimisation
algorithm
Figure 4.1: Iterative optimisation in combination with FEM
Gradient method, Quasi-Newton methods and Sequential Quadratic Programming tech-
niques (SQP).
These classical optimisation methods often iterate towards a minimum. For the optimisa-
tion of metal forming processes using the Finite Element Method, it is necessary to run a
FEM calculation for each iteration of the optimisation algorithm. This process of iterative
optimisation using FEM is depicted in Figure 4.1.
A disadvantage of this iterative process is the necessity to run the time consuming FEM
calculations sequentially: the settings of the design variables for which a function evalua-
tion needs to be performed by a new FEM calculation, depend on the result of the previous
iteration.
Another disadvantage is the local validity of most classical algorithms: they are only valid
in a specific part of the feasible domain. Figure 4.2 shows that the optimisation of a func-
tion u, dependent on design variable x and initiated at x0, will result in minimum A. This
is clearly not the global minimum, since this is located in B.
Additionally, many classical algorithms require determination of the first and second order
x
u
du
dx
A
B
x0
Figure 4.2: Local optimisation methods
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derivatives or sensitivities of objective function and constraints with respect to the design
variables. Several methods for calculating sensitivities exist [12,38,106]:
1. Finite Difference approximations
2. Discrete derivatives
3. Continual/variational derivatives
All these techniques have their difficulties when combined with time consuming Finite
Element calculations. Finite Difference approximations are known to be relatively costly
(many FEM calculations need to be performed) and can be quite inaccurate due to trun-
cation and round-off errors. The method of discrete derivatives is more efficient, but access
to the source code of the FEM software is necessary. This is clearly not always possible,
especially when using commercial FE codes. A possibility to overcome this problem using
discrete derivatives is applying the third method for determining the sensitivities. These
continual or variational derivatives methods, however, require the analytical differentiation
of the physical system described by the FEM model. For more complex situations, this is
impossible. More information on sensitivity calculation in combination with FEM can be
found in several texts [12,38,106].
Determining sensitivities for non-linear FEM calculations used for simulating metal form-
ing is a field of ongoing research (see e.g. [26,61,63,128,145]). Nevertheless, it is concluded
that it is still quite difficult to determine sensitivities for FEM calculations. Thus, optimi-
sation algorithms requiring the determination of first and/or second order derivatives are
facing serious challenges when combined with FEM.
Despite the disadvantages mentioned above, many authors in the field of metal forming
have used classical optimisation algorithms, probably because the methods are well-known
and widely available in many commercial software packages. Authors optimised many dif-
ferent processes using a variety of classical iterative optimisation algorithms. Table 4.1
gives an overview of a number of these publications.
In Table 4.1, it is presented which optimisation algorithm is applied. The classical opti-
misation algorithms are described in many works on optimisation [25,38,98,102,106,131].
The interested reader is pointed to one of these documents for more information on the
algorithms mentioned in Table 4.1. The table also presents which forming process is con-
sidered in the several articles, as well as which optimisation objective and which design
variables are used.
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FEM Metamodel
Optimisation
algorithm
Figure 4.3: Approximate optimisation in combination with FEM
4.1.2 Approximate optimisation algorithms
In Section 4.1.1, it was mentioned that for iterative optimisation each iterate of the opti-
misation algorithm needs a numerically expensive FEM calculation. A total optimisation
may exist of hundreds of sequential iterations, resulting in excessive calculation times.
For this reason, approximate optimisation methods or metamodel based techniques were
developed in addition to classical methods. Metamodelling was introduced in detail in
Chapter 3. For comparing approximate optimisation methods to the classical iterative al-
gorithms mentioned in Section 4.1.1, let us presume Response Surface Methodology (RSM)
as metamodelling technique. An illustrative example of RSM is shown in Figure 4.3.
As was presented in Chapter 3 the first step of RSM is to obtain a more or less simple
model from the Finite Element model by regression [38]. For this, a number of Finite
Element runs is performed resulting in a set of (numerical) experiments (the cross marks
in Figure 4.4). Since this is a time consuming step, one would like to keep the number
of runs as small as possible, i.e. to design optimal experiments. This is where the field
x
g
A
B
x*
Figure 4.4: Global approximation
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of Design Of Experiments or DOE is helping. After having run one FEM calculation for
each design variable combination selected by the DOE strategy, the next step indicated in
Figure 4.3 is to fit the metamodel through the obtained objective function values. Finally,
the metamodel, being an explicit mathematical function that can be evaluated within a
fraction of a second, may be optimised quickly using e.g. classical iterative algorithms.
Depending on the shape of the unknown objective function, the approximation obtained
by RSM may be quite coarse. It is possible to perform another more detailed approxi-
mation within the area around the minimum x∗ (see Figure 4.4) obtained after the first
approximation. This approximation may be another metamodel approximation or a local
method based on sensitivities. The continuing process of coarse approximation followed
by more detailed approximations is denoted as sequential approximate optimisation [106].
A disadvantage of approximate optimisation algorithms is the replacement of an exact
solution by a more or less accurate approximate solution. However, this disadvantage is
compensated by five major advantages in case of expensive function evaluations like non-
linear FEM calculations.
The first advantage is the possibility for parallel computing. The settings obtained via a
DOE strategy are independent of each other and can thus be run at the same time instead
of sequentially. This means that many function evaluations can be performed at the wall
clock time of only one.
A second advantage is the tendency of approximate optimisation algorithms to find the
global optimum instead of only a local optimum. One can see in Figure 4.4 that the ob-
tained optimum indeed approximates the global minimum B instead of the local optimum
A. To find the global optimum, approximate optimisation algorithms generally search a
larger domain than classical optimisation methods, which makes them slower for large op-
timisation problems (i.e. many design variables). Thus, it is of the utmost importance to
limit the amount of design variables taken into account when using approximate optimi-
sation algorithms, which can be a serious drawback.
As a third advantage, it is not necessary to determine sensitivities from FEM calculations,
which are quite difficult to obtain as indicated in Section 4.1.1. The classical iterative
optimisation algorithm optimises the metamodel. The metamodel ensures fast function
and sensitivity evaluation since it is an explicit mathematical expression.
Yet another advantage is the black box approach, which is typical for approximate optimi-
sation algorithms. The FEM calculations are seen as a black box: put something in and
something will come out. Approximate optimisation algorithms only use this response (no
sensitivities or other FE code dependent results), so every FE code that can deliver the
response values, can be used in combination with approximate optimisation algorithms.
This makes approximate algorithms unsensitive to which particular FE code the user wants
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to incorporate in the optimisation strategy.
The fifth and final advantage is connected to the four goals of metamodelling, which were
introduced in Section 3.1. Next to optimisation, visualisation of metamodels also allows for
understanding the problem entity under investigation, which enhances the user’s insight in
the optimisation problem. Additionally, easy and cheap to evaluate accurate metamodels
can replace time consuming FEM calculations for predicting the problem entity at untried
design variable settings. Thus, the power of metamodelling is not restricted to optimisation
only.
The advantages mentioned above have shown to be appealing to several authors in the field
of metal forming. Publications using approximate optimisation algorithms are presented
in Table 4.2. Again the table shows the kind of algorithm used (RSM, DACE, Neural
Networks), as well as the forming process it is applied to and the objective function and
design variables that are used.
Another class of publications worth mentioning is the application of approximate optimisa-
tion algorithms to non-linear FEM calculations for (automotive) crashworthiness problems.
These FEM simulations are also based on non-linear mechanics and are extremely com-
putationally expensive. They therefore show a large resemblance with FEM simulations
for metal forming. Several works on approximate algorithms applied to crashworthiness
problems were studied [5, 28,48,52,54,108,147,150].
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Figure 4.5: Optimisation in combination with FEM using an adaptive algorithm
4.1.3 Adaptive optimisation algorithms
If one has access to the source code of a Finite Element package, it is possible to implement
a so-called adaptive optimisation algorithm to optimise a metal forming process. Using an
adaptive algorithm, the design variables are continuously adapted for obtaining the best
value of the objective function during each incremental time step of the nonlinear FEM
calculation. The process of optimising metal forming using an adaptive algorithm is pre-
sented schematically in Figure 4.5.
The major advantage of using adaptive optimisation is that it is relatively computationally
efficient. Since the optimisation model and algorithm are implemented within the FEM
code, one only needs to run one FEM calculation which will immediately result in the
optimised values for the design variables.
However, this efficiency comes at certain costs: it is unfortunately only possible to take
into account time dependent design variables, since the design variables are optimised at
each incremental time step. In case of metal forming processes, load paths are excellent
examples of time dependent quantities that can be optimised using adaptive algorithms.
In contradiction, it does not make sense to optimise time independent quantities like e.g.
the initial blank thickness using this type of algorithm. Next to the limited possibilities for
taking into account several groups of design variables, advanced accessibility to the FEM
source code is necessary. This is not always possible, especially when commercial FEM
packages are used.
Table 4.3 presents several publications that incorporate adaptive algorithms to optimise
metal forming processes. One can indeed see that in all cases, the design variables are
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Ref. Forming Process Objective Design variables
[119] Deep drawing No wrinkling Blank holder force
No fracture
[130] Deep drawing No necking Blank holder force
No wrinkling Punch stroke
[73] Hydromechanical deep drawing Minimise damage Pressure load path
Punch force path
[71] Hydroforming Minimise wall thickness Pressure load path
[72] variations Axial displacement
[122] Hydroforming Minimum wrinkling Pressure load path
Axial feeding load path
[3] Hydroforming No necking (FLD) Pressure load path
No wrinkling Axial feeding load path
[31] Hydroforming No necking Pressure load path
No wrinkling Axial feeding load path
[57] Hydroforming Maximum formability Pressure load path
Axial feeding load path
[107] Hydroforming No necking Pressure load path
No wrinkling Axial feeding load path
[23] Superplastic forming Optimum strain rate Pressure load path
[22]
Table 4.3: Overview of literature on optimisation of metal forming processes using adaptive
optimisation algorithms
time dependent load paths. However, in several articles (e.g. [3, 107]) geometrical or ma-
terial parameters were taken into account by other optimisation algorithms, i.e. classical
iterative or approximate optimisation algorithms. Optimisation strategies consisting of a
combination of different groups of algorithms will be addressed in Section 4.1.5.
4.1.4 Optimisation algorithms based on machine learning
Next to classical iterative, approximate and adaptive algorithms, several authors use op-
timisation algorithms based on machine learning techniques for optimising metal forming
processes. Machine learning is well-known in the field of Computer Sciences and can be
described as the ability of a machine to improve its performance based on previous results.
Two well-known machine learning techniques are Neural Networks and Genetic Algorithms.
Both techniques are encountered within the field of optimisation of metal forming processes.
Neural Networks can be denoted as a metamodelling technique and was already treated
shortly in Section 4.1.2. More detailed information on Neural Networks can be found in
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Figure 4.6: Optimisation using FEM and a genetic or evolutionary algorithm
one of the many dedicated books from the field of Computer Sciences or in MATLABr ,
which has a Neural Networks toolbox [12,132]. Publications using Neural Networks for the
optimisation of metal forming processes [76, 110] were mentioned in Table 4.2. Addition-
ally, several articles present metamodels to serve as a computationally cheap prediction
method for metal forming processes [60, 149]. The obtained metamodel is however not
optimised.
Genetic Algorithms, or similarly Evolutionary Algorithms, are based on Darwin’s theory
“survival of the fittest”. Parents reproduce offsprings in which only the strong characteris-
tics (in case of optimisation: near optimal points) are passed on. Optimisation using FEM
and a genetic algorithm can be interpreted schematically as presented in Figure 4.6. It
is comparable to classical iterative algorithms treated in Section 4.1.1, since FEM simu-
lations are evaluated directly by the algorithm. Genetic and evolutionary algorithms are
known to require a large number of function evaluations [34]. Advantages of genetic and
evolutionary algorithms are the possibility for parallel computing and the tendency to look
for a global optimum.
Optimisation using genetic algorithms consists of a number of steps [2, 106,116]:
1. Initiation: Select randomly an initial population. A population consists of a number
of individuals. Each individual is a combination of design variables. Thus, the initial
population is a number of initial settings x0i, as depicted in Figure 4.7. The settings
are presented as bits and zeros or ones are assigned to these bits.
2. Function evaluation: Perform the FEM calculation and obtain the values for objec-
tive and constraint functions (the cross marks in Figure 4.7)
3. Reproduction: select the settings with the best objective function values and/or elim-
inate the worst ones. In Figure 4.7 one would keep the design variable settings x02
and x03 and could perhaps eliminate x01 and x04
4. Crossover : The remaining, better population is subjected to crossover, i.e. strings in
the bits are paired off randomly between the several individuals. The result is a new
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Figure 4.7: The functioning of a genetic algorithm
generation of offsprings
5. Mutation: Because of the elimination of non-fit settings during the reproduction
phase, the generated offspring tends to obtain more and more equal genetic prop-
erties. Mutation overcomes this problem by randomly altering a bit string from an
individual randomly chosen from the population. In this way, mutation makes sure
that unexplored regions of the design space are also explored and guarantees the
diversity of the population
6. Return to item 2 : For the new population, FEM simulations are again performed
and so on until a certain convergence criterion is satisfied
The final result of this process of reproduction, crossover and mutation is a number of op-
timal bit strings, i.e. design variable settings. Because of the random character of genetic
algorithms, the global optimum is likely to be one of them and the global optimum is sim-
ply the design variable settings resulting in the lowest objective function value. Genetic
algorithms are known to be robust and can be performed on parallel computers, which
allows us to solve large problems or optimise several problems at the same time. Because
of the binary character of the bit strings using zeros and ones, genetic algorithms are es-
pecially useful when qualitative (discrete) variables are involved [106].
Evolutionary algorithms are very similar to genetic algorithms. Slight differences are the
real coded settings (non-binary) and mutation is the main genetic operator, whereas for
genetic algorithms crossover is more important than mutation [4, 118]. Evolutionary al-
gorithms tend to find a solution more quickly, whereas genetic algorithms may be more
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Ref. Forming Process Objective Design variables
[116] Deep drawing Maximise distance to FLC Die geometry
[1] Hydroforming Maximum expansion Pressure load path
Axial displacement load path
[142] Hydroforming Minimise inertia variations Pressure load path
No necking (thinning) Axial displacement load path
No wrinkling (thickening)
[105] Forging Minimum folding Initial geometry
Minimum energy
[32] Forging Maximise forging quality Preform geometry
[41] Minimise forming energy
Minimise folding potential
[2] Forging Minimum energy Tool geometry
[24] Minimum shape deviation
[127]
Table 4.4: Overview of literature on optimisation of metal forming processes using genetic
algorithms
robust for determining the global optimum [32,41].
Table 4.4 presents some publications from the field of metal forming in which genetic al-
gorithms are used.
4.1.5 Combinations of different optimisation algorithms
The Sections 4.1.1 through 4.1.4 introduced several groups of optimisation algorithms,
which are used for the optimisation of metal forming processes. The different groups each
have advantages and disadvantages and the successful application of a specific algorithm
depends heavily on the optimisation problem, which needs to be solved, and the way the
optimisation problem is modelled. Several authors therefore try to combine the advantages
of the different groups. Some attention to optimisation algorithms combining the different
groups of algorithms presented in the Sections 4.1.1 through 4.1.4 is spent below.
The first remark needs to be made concerning the approximate and adaptive optimisation
algorithm groups introduced above. They do not actually solve a problem themselves,
but they necessarily incorporate a classical iterative or genetic algorithm presented in the
Sections 4.1.1 to calculate an optimum. For the yellow “optimisation algorithm” blocks in
the Figures 4.3 and 4.5, the user will need to choose an iterative or genetic algorithm for
solving the metamodel and each incremental time step, respectively.
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Within the metal forming community, most authors utilising approximate optimisation
algorithms choose some sort of a classical iterative algorithm to minimise the metamodels.
Some others were dealing with relatively noisy metamodels (i.e. many local optima), which
are typically obtained from DACE and Neural Networks as metamodelling techniques, and
chose a more global genetic algorithm [76,110].
The same can be said for adaptive optimisation algorithms: some authors chose iterative
algorithms, others genetic ones [73]. However, the most widely used strategy in adap-
tive simulation does not use optimisation algorithms to define an optimum load path, but
some controller incorporating a collection of experience or theory based rules to ensure
compression (e.g. wrinkling) and tension failures (e.g. necking) will not occur in metal
forming [22, 23, 57, 119, 122]. In this context, several authors [3, 31, 107] use controllers
based on fuzzy logic, which is a technique related to machine learning algorithms men-
tioned in Section 4.1.4. Fuzzy logic is a type of logic that recognises more than simple
true and false values. With fuzzy logic, propositions can be represented with degrees of
truthfulness and falsehood. For example, the statement, today is sunny, might be 100%
true if there are no clouds, 80% true if there are a few clouds, 50% true if it is hazy and
0% true if it rains all day [141].
Next to the combination of approximate and adaptive algorithms to iterative and genetic
algorithms, several authors deliberately attempt to combine the advantages of the different
groups of optimisation algorithms. In Section 4.1.3 it was mentioned that adaptive opti-
misation algorithms can only take into account time dependent design variables like e.g.
load paths. It is, however, possible to let an adaptive algorithm optimise the load paths
and implement an iterative algorithm to determine the optimal settings for other, non time
dependent design variable groups, i.e. geometrical and material parameters [3, 107].
Above it was emphasised that approximate optimisation algorithms implicitly need iter-
ative or genetic algorithms to optimise the metamodel. The other way around, it is also
possible to enhance an evolutionary machine learning algorithm with information provided
by a metamodel based approximate algorithm to make it more efficient and overcome the
large number of function evaluations that is generally required by genetic and evolutionary
algorithms. Such a method is presented in [34] and applied to optimise the tool geometry
in forging by Fourment and Do [32,41,42].
A last note on literature concerning the optimisation of metal forming is an indication to the
presence of software packages in which many different optimisation (iterative, approximate
and machine learning) algorithms are readily available. Concerning the application to metal
forming using expensive FEM calculations, the “Institut fu¨r Bildsame Formgebung” of the
University of Aachen, Germany, offers the optimisation software CAOT incorporating a
variety of optimisation algorithms [6, 49, 135]. The user can select one of the algorithms
and apply it to any nonlinear FEM code for metal forming to obtain the solution of the
optimisation problem modelled by the user.
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4.2 A metamodel based optimisation algorithm for
metal forming processes
In this section, an optimisation algorithm for solving optimisation problems in metal form-
ing using time consuming FEM simulations is proposed. Section 4.2.1 introduces the
proposed algorithm by presenting an overview. The several steps of which the algorithm
consists are discussed in detail in the Sections 4.2.2 through 4.2.6.
4.2.1 Overview of the optimisation algorithm
In Section 4.1, many publications were discussed in which mathematical optimisation al-
gorithms were combined with FEM metal forming simulations. Many different algorithms
are used for many different metal forming models, which indicates that academic research
has not converged to one or two best optimisation algorithms yet. This makes the choice
for a suitable algorithm for application in metal forming a difficult one. In this section a
metamodel based sequential approximate optimisation algorithm is proposed for the opti-
misation of sheet and tube metal forming processes. This choice is based on the following
considerations:
• Classical iterative algorithms can be computationally expensive because of the ne-
cessity to run FEM calculations sequentially. Moreover, sensitivities will need to be
determined, which is quite a challenge using FEM as described in Section 4.1.1 and
these algorithms are likely to be trapped in a local optimum
• Adaptive optimisation algorithms can only take into account time dependent design
variables and generally need access to the source code of the FEM software. To keep
the algorithm widely applicable, no preliminary restrictions are allowed concerning
both the choice of design variables or a specific FEM package. The algorithm should
be able to be combined with any FEM code, also commercial ones for which access
to the source code is not available
• Genetic and evolutionary algorithms look promising because of their tendency to find
the global optimum and the possibility for parallel computing. However, the rather
large number of function evaluations that is expected to be necessary using genetic
algorithms is regarded as a serious disadvantage
• Approximate optimisation algorithms are designed to be effective in case of expensive
function evaluations like physical and time consuming numerical experiments. They
do not require the calculation of sensitivities, allow for parallel computing and tend to
find the global optimum. Additionally, their black box approach assures the optimi-
sation strategy will be unsensitive w.r.t. different FEM codes and the metamodels can
also be used for other goals than optimisation only. Unfortunately, these advantages
come at the cost of having only an approximate optimum, but this disadvantage can
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Figure 4.8: Sequential approximate optimisation algorithm for the optimisation of metal
forming processes
be weakened by applying a sequential approximate optimisation algorithm, which al-
lows for improving the accuracy of metamodels and thus the approximated optimum,
sequentially
An overview of the optimisation algorithm implemented for the optimisation of metal
forming processes using time consuming FEM calculations is presented in Figure 4.8. After
the modelling of an optimisation problem, the metamodel based sequential approximate
algorithm consists of several steps:
• A Design Of Experiments (DOE) strategy
• Running the FEM simulations
• Fitting the metamodels for each response (objective function and/or implicit con-
straints)
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• Metamodel validation
• Metamodel optimisation
• Validation of the approximate optimum by running a final FEM calculation with the
optimised settings
• Sequential improvement. If the user is not satisfied with the accuracy of the approxi-
mate optimum, the optimisation problem can be remodelled and the above steps can
be executed again. In such a way, the optimisation algorithm is applied sequentially
until the user is satisfied with the approximate optimum.
The different phases of the algorithm are elaborated in the next sections.
Before we do this, however, a choice will be made for a specific metamodelling technique
from all the techniques introduced in Section 3.2. Both RSM and DACE are believed to
be best applicable for the optimisation of metal forming processes using time consuming
nonlinear FEM simulations. This choice is based on the following considerations:
• The training of a Neural Network (NN) needs too many expensive computer simula-
tions and the lack of transparency of the metamodel prevents gaining knowledge on
the metal forming process [27,55,125,126]
• Inductive Learning (IL) is not ideal because of the presence of continuous variables
within metal forming and the lack of a transparent metamodel [125,126]
• The nonlinear FEM calculations used for simulating metal forming processes can be
extremely time consuming, which will force the user to keep the number of simulations
limited. The lack of many simulations will deteriorate the accuracy of Multivariate
Adaptive Regression Splines (MARS) based metamodels [55]
• Radial Basis Functions (RBF) seem very promising as a substitute for DACE: fit-
ting is performed very quickly and the metamodel is reported to be more accurate,
especially in the presence of numerical noise [55,124]. However, other authors report
RBF to be quite inaccurate for other test functions [27], which seems to make this
metamodelling technique sensitive to the type of problem it is applied to. Because of
this uncertainty and the larger flexibility and popularity of DACE, the latter method
is adopted for the optimisation of metal forming
• Support Vector Regression (SVR) is only recently proposed as an alternative for NN
[27] and needs to be developed further before adopting this metamodelling technique
• RSM is well-established and often applied as approximate optimisation technique
within the field of metal forming (see Section 4.1.2)
36 An algorithm for the optimisation of metal forming processes
Response type Response shape
Linear or parabolic Highly nonlinear
Stochastic RSM RSM/DACE
Deterministic DACE/RSM DACE
Table 4.5: Criteria for using RSM or DACE
• The limited complexity of shapes of RSM metamodels (up to 2nd order polynomials)
can be compensated by the flexibility of DACE. On the contrary, the sensitivity of
DACE to numerical noise, which may be present can be overcome by the smoothening
behaviour of RSM
• The major disadvantage of both RSM and DACE is the “curse of dimensionality”,
which limits the number of design variables that can be taken into account. To
overcome this problem, effort needs to be made for developing a methodology for
indicating only the most significant variables (< 10). Such a methodology in itself
would already give a lot of process knowledge
A final choice between RSM and DACE depends on the response function’s type and the
shape as presented in Table 4.5. RSM was originally developed for stochastic physical phe-
nomena, which can be described by lower order polynomial metamodel shapes. The latter
assumption is mostly satisfied when a relatively small design space is investigated: the
metamodel is trusted to be either linear or at the most quadratic (in the neighbourhood of
an optimum). Therefore, RSM is traditionally performed in a sequential procedure, where
a small sub-design space or trust region is moved through the total design space, where the
response can generally be highly nonlinear. This sequential procedure can be compared
to iterative optimisation algorithms discussed in Section 4.1.1 and can end up in a local
optimum, which is, to the opinion of the author, a large disadvantage of sequential RSM.
DACE’s flexibility offers the possibility to fit highly nonlinear functions at once and its
interpolative character makes it more suitable in case of deterministic phenomena. When
applied to a stochastic phenomenon, however, DACE will fit the metamodel right through
the measurements, thereby introducing phenomena, which are not physically present. In
general, DACE is also applicable to linear or nearly linear responses. It will, however, be
less efficient than RSM for these applications.
Let us now review whether we are willing to select either RSM or DACE for our application,
the optimisation of metal forming processes using expensive nonlinear FEM simulations.
It is quite impossible to make a solid assumption on the shape of the responses. It is still
under investigation, which phenomena should be used as objective function and implicit
constraints. Consequently, it is even more unclear how these phenomena are quantified
using which design variables and any guess on the final shape of the metamodels of these
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responses would be speculative. Thus, in this phase it is wise to reckon with the worst case
scenario, i.e. highly nonlinear responses.
Regarding the response type, let us assume the nonlinear Finite Element calculations used
for metal forming are deterministic: running a FEM calculation twice with the same set-
tings will generally result in the same answer. We should notice, however, that slightly
different settings can result in a significantly different outcome. This can be a consequence
of the physical phenomenon, in which case there is no problem and the assumption that
computer experiments are deterministic still holds. On the other hand, this difference can
also be due to the adaptation of numerical parameters within the computer code. In case
of FEM, one could think of adaptive mesh refinement, automatic step size adjustment,
etc. Thus, the large difference in outcome is not physical and could be compared to the
random measurement noise assumed to be present when using RSM. This kind of noise
generated by computer experiments is referred to as numerical noise. The presence of
noise could indicate that we are actually dealing with a stochastic problem, which seems
to be in favour of using RSM. However, it is questionable if numerical noise caused by non-
linear FEM simulations results in the zero mean random errors assumed for RSM [125].
Additionally, running the same FEM simulations twice with exactly the same settings will
generally result in exactly the same answer. Hence, DACE appears to be better applicable
with respect to the response type, too.
The observations above lead us to have a small favour for applying DACE for the op-
timisation of metal forming processes. Nonetheless, it is well possible that it turns out
that we are dealing with particularly smooth response shapes for which numerical noise is
present. In that case, it would have been better to use RSM instead. Noticing this and
the popularity of RSM as a metamodelling technique within the field of metal forming,
however, pleads for incorporating both RSM and DACE within the optimisation algorithm
proposed in Figure 4.8.
Broad overviews of Response Surface Methodology (RSM) and Design and Analysis of
Computer Experiments (DACE) are attached in the Appendices A and B, respectively.
Attention is given to the way metamodels are being fitted, assumptions underlying the use
of RSM and DACE, the validation of the metamodels and Design Of Experiments (DOE)
strategies suitable for RSM or DACE.
Let us now describe the different phases, which the metamodel based optimisation algo-
rithm introduced in Figure 4.8 comprises. We will introduce the phases in chronological
order: that is, the phases are described in the same order as they are performed by the
optimisation algorithm.
38 An algorithm for the optimisation of metal forming processes
4.2.2 Design Of Experiments strategy
After having modelled an optimisation problem, the first step of the proposed sequential
approximate optimisation algorithm is to apply a Design Of Experiments (DOE) strategy.
In Section 4.2.1, a choice was made for both RSM and DACE as metamodelling techniques.
In the Appendices A.4 and B.4, suitable DOE strategies for RSM and DACE are presented,
respectively. Since good DOE strategies for RSM and DACE are generally quite different,
it is necessary for selecting a DOE strategy to make a preliminary assumption on the type
of metamodel, which is to be fitted. In Section 4.2.1, DACE appeared to have a small
advantage over RSM for the optimisation of metal forming processes. Therefore, we will
focus on experimental designs suitable for DACE.
An important property for DOE strategies suitable for DACE is that the design is space-
filling, i.e. the design points are nicely spread over the design space. In Appendix B.4,
two groups of DOE strategies for DACE are distinguished: those that are based on geo-
metrical criteria and those that are based on some statistical criterion. Among the former
group are (stratified) Monte Carlo (random) sampling, Latin Hypercubes Sampling/Design
(LHS/LHD), orthogonal arrays, lattice sampling and distance based designs (minimax and
maximin designs), see e.g. [46, 69, 114]. The latter group statistical criterion based DOE
strategies comprises DOE strategies that make assumptions on the DACE metamodel that
is to be fitted and use this statistical information to achieve an optimal experimental design.
This group has large similarities w.r.t. the computer generated optimal designs known for
RSM [114], of which the D-optimal design is the most well-known. Computer generated
designs for RSM are described in Appendix A.4.4. Examples of statistical criterion based
DOE strategies for DACE are the maximum entropy design and designs based on the In-
tegrated and Maximum Mean Squared Error (IMSE and MMSE), see e.g. [46,69,114] and
Appendix B.4.3.
Which of the above DOE strategies is best applicable for the optimisation algorithm pre-
sented in the previous section? Santner et al. [114] notice that geometry based designs
are used more frequently than designs based on a statistical criterion, because the latter
are more difficult to implement and a lack of readily available software makes them less
attractive to practitioners. Additionally, Lehman [74, 114] conducted an extensive study
and concluded that the geometry based Latin Hypercubes Design (LHD) provided more
accurate metamodels than the statistical criterion based D-optimal design. Regarding the
different geometry based designs, Monte Carlo sampling and LHD appear to be intuitively
attractive, easy to implement and comparably accurate [114]. LHD is in favour of a small
advantage because of its good projection properties: if one design variable appears to be
not significant, an LHD collapses uniformly onto the remaining dimensions. This uniform
projection ensures no valuable information is lost.
For the proposed optimisation algorithm for metal forming processes, an LHD design is
used. Latin Hypercubes Designs were originally proposed by McKay et al. [86] and apply-
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ing them comprises dividing the design space into a number of strata and choosing one
measurement randomly in one stratum. Each column or row of the design comprises only
one measurement. An example of an LHD is presented in Figure 4.9(a). This design is,
however, NOT spacefilling since no measurements are present in the upper left and lower
right corner of the design space. As was already pointed out above, spacefillingness is
essential for a good DOE for DACE. Santner et al. [114] recommend to modify an LHD
with the maximin criterion, which maximises the minimum distance between the design
points. The combination results in a spacefilling Latin Hypercubes Design as shown in
Figure 4.9(b), which is a very powerful DOE strategy for DACE [114].
When a metamodel is used for optimisation, it is important that the metamodel gives
accurate results in the neighbourhood of the optimum. Often, this optimum will be con-
strained, i.e. lies on the boundary of the design space. Therefore, an accurate prediction
is needed on the boundary, which implies performing measurements on the boundary. An
LHD will generally provide design points in the interior of the design space and hardly
any on the boundary. To compensate for this lack of points on the boundary, the LHD
is combined with a full factorial design (see Appendix A.4.2), which places DOE points
right in the corners of the design space. This method was also proposed by Van Beers et
al. [139] and Kleijnen et al. [65]. Figure 4.10(a) presents the LHD modified with a full
factorial design for a two dimensional rectangular design space.
Unfortunately, the design space will not be rectangular when explicit constraints are
present. In this case, the proposed algorithm will:
1. check which points of the LHD + full factorial design are non-feasible
Figure 4.9: (a) A Latin Hypercubes Design; (b) A spacefilling maximin Latin Hypercubes
Design
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Figure 4.10: (a) LHD + full factorial design; (b) LHD + full factorial design including
explicit constraints
2. skip the non-feasible points
3. replace the non-feasible points with new points
4. repeat the above procedure until all points are feasible
Replacing the non-feasible points is done by selecting a number of sets of additional design
points. The new set of points is the one for which the minimum point to point distance
is maximised. This maximin criterion is used for both the initial DOE and for the case
when the user wants to generate additional experimental design points, for example for im-
proving the accuracy of the metamodels. The DOE strategy incorporated in the proposed
optimisation algorithm is presented in Figure 4.10(b).
4.2.3 Obtaining the results and fitting the metamodels
The next step of the optimisation algorithm is to run the Finite Element calculations. The
input for each calculation are the settings of the design variables generated by the DOE
strategy introduced in the previous section. The total number of simulations equals the
number of design points. The calculations are mutually independent and may be run in
parallel. The objective function and the implicit constraints for every DOE point are the
results of the analyses.
Now review the data of the first response as indicated in the flowchart of the proposed
optimisation algorithm presented in Figure 4.8. This is generally the collection of response
points of the objective function values for each calculation. Thus, for example 16 calcu-
lations will result in 16 response points for each response. We will now fit a metamodel
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through these 16 measurement points. Both RSM and DACE are incorporated in the op-
timisation algorithm as metamodelling techniques. The Appendices A.1 and B.1 describe
thoroughly how to fit a metamodel using RSM and DACE, respectively. This section is a
short summary of these appendices.
RSM
Starting with RSM, the response points y are presented as the sum of a lower order
polynomial metamodel and a random error term ε [90]:
y = Xβ + ε (4.1)
where X is the design matrix containing the experimental design points and β are the
regression coefficients obtained by least squares regression:
βˆ = (XTX)−1XTy (4.2)
The metamodel is
yˆ = Xβˆ (4.3)
and can obtain four possible shapes, which are in ascending complexity:
• linear
• linear + interaction
• pure quadratic or elliptic
• (full) quadratic
After the metamodel is fitted, it can be used to predict the value of an unknown point
y0 at the location defined by the design vector x0, which is entirely defined by the design
variable settings for that location and an assumption for one of the four final shapes of the
metamodel:
yˆ0 = x
T
0 βˆ (4.4)
The predicted variance of y0 at that location is [90]:
var(yˆ0) = σ
2xT0 (X
TX)−1x0 (4.5)
where σ2 is the error variance, which can be estimated by the Mean Squared Error (MSE):
MSE =
SSE
n− p =
∑n
i=1 (yi − yˆi)2
n− p (4.6)
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SSE is the Sum of Squared Errors, which equals the square of the difference between the
measured response points and the response points predicted by the polynomial metamodel.
n is the total number of measurements, whereas p is the number of regression coefficients.
DACE
DACE was proposed by Sacks et al. [111, 112] to fit metamodels using deterministic com-
puter experiments. Kriging, which was originally developed for locating possible spots to
find gold, is used to interpolate between the response measurements. Using Kriging, the
random error term ε in RSM (Equation 4.1) is replaced by a Gaussian stochastic process
Z(x), which forces the metamodel to go through the measurement points:
yˆ = FTβ + Z(x) (4.7)
Note that the design matrix X is replaced by FT, which is a standard notation in Kriging
literature. We will adopt this formulation for DACE, whereas we will stick to the classical
formulation using X for RSM. The first part of Equation 4.7 covers the global trend of the
metamodel. The Gaussian stochastic process Z, which accounts for the local deviation of
the data from the linear regression metamodel, has zero mean, variance σ2z and covariance
cov (Z(x1), Z(x2)) = σ
2
zR (x1 − x2) (4.8)
where R is the correlation function and x1 and x2 are two locations, which are determined
by the design variable settings at these locations. For the proposed algorithm, a Gaussian
exponential correlation function is adopted:
R(ϑ, x1, x2) = exp
−ϑ(x1−x2)2 (4.9)
As opposed to other possibilities for the correlation function like e.g. cubic splines and
ordinary exponential functions, see e.g. [69, 80, 81, 114], Gaussian exponential functions
are intuitively attractive because they are infinitely differentiable. Moreover, Gaussian
exponential functions are frequently used in literature [114] and have been found to give
accurate results [80].
Equation 4.7 is now a function of the three parameters β, σ2z and R. The latter solely
depends on ϑ. All these parameters are unknown. Several ways for estimating these
unknown parameters can be found in literature, but Maximum Likelihood Estimation
(MLE) is generally considered to be the best way [83, 114]. Using MLE, it is shown in
Appendix B.1 that the estimated parameters are:
βˆ = (FTRˆF)−1FTRˆ−1y (4.10)
σˆ2z =
1
n
(
y − Fβˆ
)T
Rˆ−1
(
y − Fβˆ
)
(4.11)
ϑˆ = max
ϑ
n ln σˆ2z(ϑ) + ln |Rˆ(ϑ)| (4.12)
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In these equations, F is the design matrix, y the response measurements, n the num-
ber of response measurements and |Rˆ(ϑ)| denotes the determinant of Rˆ, the correlation
matrix incorporating the estimated values of ϑ. Note that Equation 4.10 presents the
Generalised Least Squares estimate of β: if there are no correlations between the mea-
surement points, R reduces to the unity matrix, in which case Equation 4.10 equals the
ordinary least squares estimate of β presented in Equation 4.2. A second important note
is that Equation 4.12 is an implicit relation. ϑˆ itself depends ϑ. This problem can only be
solved by an optimisation procedure, which can be time consuming for larger problems [69].
Depending on how β is estimated, three types of Kriging are encountered in literature [82]:
• Ordinary Kriging
• Universal Kriging
• Detrended Kriging
Ordinary Kriging assumes a constant mean over the domain and the 0th order polynomial
is used as a regression model. Universal and Detrended Kriging both fit higher order linear
regression models to account for non-stationary means. The difference between Universal
and Detrended Kriging lies in the way the regression coefficients β are estimated. Using
Detrended Kriging the data points are assumed to be uncorrelated, i.e. R = I, whereas
Universal Kriging incorporates correlations between the data. It can be stated that De-
trended Kriging combines both linear regression and Ordinary Kriging, whereas Universal
Kriging will result in slightly different regression coefficients than linear regression [82].
Just as was the case for RSM, DACE may be used to predict the unknown value y0 at a
certain location x0, see e.g. [69, 81,82,114]:
yˆ0 = f
Tβˆ + rTRˆ−1
(
y − Fβˆ
)
(4.13)
where f is the design vector comprising the location x0 (f was denoted as x0 in RSM) and
r is a vector with the correlation between x0 and the known locations where measurements
were performed.
The estimation of a value for y0 by Equation 4.13 comes with uncertainty. The prediction
of an unknown point y0, which is close to a known measurement, will intuitively be more
accurate than one that lies far from a known measurement. The expected Mean Squared
Error (MSE) at y0 is expressed by (see e.g. [82]):
MSE (yˆ0) = σˆ
2
z
(
1− [ fT rT ] [ 0 FT
F R
] [
f
r
])
(4.14)
It can be shown that Equation 4.14 equals 0 in case y0 equals a known measurement point,
which demonstrates that Kriging interpolates between the measurement data. Equation
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4.14 is comparable to Equation 4.5 for RSM, except that a good RSM metamodel will
converge to the error variance σ2, whereas a good Kriging metamodel will converge to 0.
If more, say k design variables are present, the total correlation function R is assumed to
depend on the k one-dimensional correlation functions Rj as follows [111]:
R (x1 − x2) =
k∏
j=1
Rj (x1j − x2j) (4.15)
That is, one assumes there is no relation between the different dimensions. Adopting the
Gaussian correlation function introduced in Equation 4.9, the total correlation function
becomes:
R (x1 − x2) =
k∏
j=1
exp−ϑj(x1j−x2j)
2
(4.16)
Thus, one ϑ is present for each design variable (each dimension).
Implementation issues
The implemented metamodel based optimisation algorithm for metal forming processes
fits for each response (objective function, implicit constraints) four RSM metamodels and
three DACE metamodels:
• linear
• linear + interaction
• pure quadratic or elliptic
• (full) quadratic
• Kriging with a 0th order polynomial as a trend function
• Kriging with a 1st order polynomial as a trend function
• Kriging with a 2nd order polynomial as a trend function
The optimisation algorithm incorporates “DACE, a MATLAB Kriging Toolbox” imple-
mented by Lophaven, Nielsen and Søndergaard [80,81] of the Technical University of Den-
mark, Lyngby, which is downloadable from the internet [97].
The optimisation algorithm visualises the metamodel by evaluating both the predicted re-
sponse values and the variance for RSM and the Mean Squared Error for DACE for a grid
of locations. That is, for RSM, Equations 4.4 and 4.5 are used and for DACE Equations
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4.13 and 4.14 are evaluated for this grid of locations.
However, visualisation becomes difficult when the optimisation problem contains more
than three dimensions where one dimension is reserved for the response variable. Thus,
the metamodel can only be visualised depending on two design variables. The optimisation
algorithm can take care of this problem in two separate ways:
1. By fixing the other design variables at a constant value
2. By averaging over the other dimensions, i.e. design variables
Sacks et al. propose to fix the design variables that are not visualised, at the midrange
[111, 112]. Schonlau [117] proposes averaging the dependence of the response on these
design variables by integration. Suppose xvisualised is the one or two design variables, which
are to be visualised. Then the average values of the responses w.r.t. the removed variables
xremoved can be calculated by:
µ(xvisualised) =
1
V
∫
f(xremoved)dxremoved (4.17)
in which V is the total (hyper)volume of the removed design variables and f are the
response values for the removed variables. Doing this for every variable excluding the
visualised variables will provide the average responses µ, which only depend on the one or
two design variables that will be visualised. Numerically, Equation 4.17 becomes [117]:
µ(xvisualised) =
1
m
m∑
i=1
f(xvisualised,x
i
removed) (4.18)
with m the total number of removed response values. Note that the averaging method
implies implementation problems for non-rectangular design spaces.
The implemented optimisation software provides both visualisation methods. If the meta-
model is already optimised, the removed design variables will not be fixed at their midrange
but at the calculated optimal value for that design variable. The optimisation of the meta-
models is introduced in Section 4.2.5. The averaging method can be applied without
optimising the metamodel first. Some specific trends, e.g. due to interaction between sev-
eral design variables, however, may be averaged out [117].
4.2.4 Metamodel validation
After the seven metamodels have been fitted for a certain response, they need to be val-
idated. Again a distinction is made between RSM and DACE. Validation occurs with
respect to metamodel accuracy as well as the assumptions underlying both RSM and
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DACE.
RSM
Appendix A.3 thoroughly describes several metamodel validation techniques for both ac-
curacy and assumption assessment. In this section we will shortly indicate the validation
measures implemented in the optimisation algorithm for metal forming processes.
In case of RSM, the metamodel accuracy is generally assessed by ANalysis Of VAriance
(ANOVA) [90]. ANOVA is thoroughly discussed in Appendix A.3. Its output is sum-
marised by an ANOVA table, of which an example is presented in Table A.2 in the ap-
pendix, and by mentioning the R2 and R2adj values. R
2 values that approach a value of 1
indicate accurate metamodels.
Additionally, the (1−α)% confidence intervals of the regression coefficients β can also pro-
vide useful validation information: if a confidence interval includes 0, the corresponding
design variable is likely to be not significant with respect to the response. Hence, if all
regression coefficients corresponding to the quadratic terms in an elliptic metamodel are
not significant, a linear metamodel is sufficiently accurate to describe the response.
A final accuracy measure implemented for RSM is the PRediction Error Sum of Squares
or PRESS statistic [90]. It is based on Cross Validation (CV), a well-known validation
assessment for DACE, which is introduced in Appendix B.3. It is, however, also useful
for RSM and produces a predicted R2 value, R2pred, and a predicted adjusted R
2 value,
R2pred,adj, which can provide information on how well an unknown point will be predicted.
A metamodel having an ordinary R2 and a predicted R2pred, which are both close to 1, is
very likely to provide a good fit to the response data [90].
Next to accuracy assessment it is also important to gain a feeling whether RSM is right-
fully applied or not, especially since we are applying a method originally developed for
stochastic measurements to deterministic computer experiments. The assumptions under-
lying the use of RSM are mentioned extensively in Appendix A.2 and ways for validating
these assumptions are introduced in Appendix A.3. For the optimisation of metal forming
processes, we propose to validate the assumptions by investigating scatter plots, residual
plots, normal probability plots and autocorrelation plots as displayed in the Figures A.2,
A.3 and A.4, respectively. The residual plots should not reveal any trend and indicate a
mean of 0. The same can be said for the autocorrelation plot and the normal probability
plot should indicate a normal distribution.
DACE
DACE is typically validated by Cross Validation (CV), which means visualising a CV plot
as presented in Figure B.3. The metamodel is accurate if the measurements lie exactly
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on a straight line. The Cross Validation Root Mean Squared Error (RMSECV) given in
Equation B.19 is a quantitative measure for how accurate the metamodel is: an RMSECV
of 0 indicates the perfect metamodel. However, if this error is not 0, the question remains
whether the metamodel is accurate enough. This question is answered by Schonlau [117]
who proposes to plot a residual plot with the standardised CV error given by Equation
B.20. If the standardised CV errors stay within the domain [-2,2] or [-3,3] in case of many
measurements, the metamodel is predicted to be accurate. The resemblance with the
PRESS statistic mentioned for RSM is emphasised, which means that it is also possible
for DACE to calculate an R2pred and R
2
pred,adj. A value close to 1 indicates an accurate
metamodel [82,84].
One of the basic assumptions of DACE is that the stochastic process Z is a zero mean
Gaussian stochastic process, which means it is stationary by definition and is multivari-
ate normally distributed [140]. Following Schonlau [117], it is proposed to validate this
assumption by investigating if the standardised CV error plot reveals any trend and if the
mean is 0, and if the Q-Q plot presented in Figure B.4 indicates normality.
By the validation measures for RSM and DACE summarised above, the user is offered
a number of assessment techniques, which may help him or her to determine the best
metamodel, either RSM or DACE, for each response. If none of the metamodels is sat-
isfactory, additional measurements may be performed by selecting an additional number
of experimental design points based on the maximin criterion introduced in Section 4.2.2.
The new simulations need to be performed and new metamodels are fitted and validated as
described previously. This procedure can continue until a satisfactory, accurate metamodel
is obtained.
However, obtaining an accurate metamodel is not always necessary if the main objective of
the metamodelling is optimisation (compare the different goals of metamodelling mentioned
in Section 3.1). Another approach is to choose the best metamodel from the seven RSM
and DACE metamodels fitted by the optimisation algorithm based on the above validation
measures. In this case, the metamodel is not accurate at all and the optimisation of the
metamodel will result in a very rough approximation of the real optimum. After the opti-
misation, it is still possible to select additional DOE points based on the maximin criterion,
but now, one can also incorporate the rough knowledge on the location of the optimum
resulting from the optimisation of the metamodel. We believe that this method will be
far more efficient for obtaining an approximate optimum fast, whereas the former method
will be more accurate, though much more expensive. Since the optimisation using expen-
sive nonlinear FEM calculations will already be time consuming, every additional saving
of time is welcome for keeping the algorithm applicable for industrial practice. If one has
time, however, the algorithm also offers the option to choose the time consuming approach.
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4.2.5 Metamodel optimisation
After (accurate or less accurate) metamodels have been fitted for each response (objec-
tive function, implicit constraints), the optimisation problem is complete. It comprises
the design variables and explicit constraints, which were already known, and the selected
metamodels provide explicit mathematical functions of the objective function and implicit
constraints depending on the design variables only. The next step presented in Figure 4.8
is optimising the metamodel of the objective function subjected to the explicit constraints
and the metamodels of the implicit constraints. Any classical iterative or machine learning
optimisation algorithm can be used for this. The number of function evaluations is not that
important anymore since the metamodels can be evaluated many times within a fraction
of a second. A smart choice for a specific algorithm depends on the shape of the objective
function and possible constraints.
For the optimisation of metal forming processes, it is wise to reckon with rather nonlin-
ear responses and thus complex metamodels. Complex metamodels imply local optima,
thus, as a metamodel optimisation algorithm, genetic or evolutionary algorithms that are
capable of finding a global optimum seem to be a proper choice. These algorithms were in-
troduced shortly in Section 4.1.4 and were amongst others utilised to optimise metamodels
by Bu¨che [17, 18]. However, genetic and evolutionary algorithms are less widely available
than classical iterative optimisation algorithms. We chose to implement an iterative Se-
quential Quadratic Programming (SQP) algorithm available in MATLABr’s Optimization
Toolbox [133]. Since iterative algorithms tend to get stuck in local optima, a multistart
approach was implemented: the SQP algorithm will be started at more than one location,
in this case all DOE points. Such a multistart approach is also reported in [58, 117, 129].
Compared to a genetic algorithm more function evaluations will be necessary, but this is
not a problem since evaluating a metamodel is very time efficient. For more information
on SQP algorithms, see one of the many texts on optimisation, e.g. [12,25,98,102,106,131].
The specific algorithm implemented in MATLABr is called “fmincon” and is described in
MATLABr Help [133].
The optimisation using the metamodels results in the optimal settings of the design vari-
ables, which are subsequently used as an input for a final nonlinear Finite Element cal-
culation to evaluate how accurate the obtained approximate optimum is. The difference
between the optimum predicted by the metamodel and the real value of the response for
the same design variable settings is a measure for the accuracy of the obtained results.
The combination of accurate metamodels with a small deviation of the approximate op-
timum w.r.t. the real response with the optimised design variable settings, indicates the
global optimum is accurately determined. If either the metamodels are inaccurate or the
deviation is large, it is recommended to sequentially improve the results.
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4.2.6 Sequential improvement
If the results after optimisation are not accurate, it is possible to improve these results
sequentially. The user can be dissatisfied with the outcome after the first step of the
optimisation algorithm due to two reasons:
1. The metamodels are not accurate
2. The approximate optimum deviates significantly from the real value of the objective
function obtained by running a FEM calculation for the optimised design variable
settings
The second item generally implies the first one: accurate metamodels will produce an ac-
curate approximation of the optimum, thus, an inaccurate optimum is likely to be caused
by inaccurate metamodels. However, the other way around does not have to be the case
essentially. The first item does not imply the second one: inaccurate metamodels may
coincidentally result in a small deviation between the approximate response and the true
response at a certain approximate optimum. Although one of the criteria is met, the
obtained approximate optimum will in this case probably not present the real global opti-
mum. Hence, it is advised to continue improving the results sequentially until both criteria
are satisfied.
Two things can be improved in this context:
• The metamodel(s)
• The prediction of the global optimum
For the metamodel based optimisation algorithm, four different sequential improvement
strategies are considered:
1. Metamodel improvement without zooming
2. Metamodel improvement with Zooming and Resampling (Z+R)
3. Rapid zooming near the global optimum by Minimising a Merit Function (MMF)
4. Rapid zooming near the global optimum based on Maximum Expected Improvement
(MEI)
The first two methods are aiming at improving the metamodels, whereas the third and
fourth methods are mainly focussing on finding the global optimum as fast as possible,
regardless whether the metamodels used are accurate or not.
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Metamodel improvement without zooming
The first approach is an expensive one, needing relatively many measurements. It is espe-
cially useful if the goal of metamodelling was to develop a metamodel for replacing the time
consuming FEM calculations, i.e. one is interested in accurately predicting the response
from certain design variable settings (the second goal in Section 3.1). For this method,
the original design space is kept and new DOE points are added based on the maximin
criterion described in Section 4.2.2. New simulations are run for the new experimental
design points, metamodels are fitted, validated and the best ones are selected again. This
procedure is repeated until the metamodels for all responses are predicted to be accurate.
Optimisation using the metamodels is not necessary within this sequential approach: it is
not until the metamodels are predicted to be accurate before optimisation of the meta-
models is performed. However, optimisation after each batch allows for evaluating the
approximate optimum after this batch. This may enhance the efficiency of this sequential
improvement strategy since an inaccurately predicted optimum is found to be inaccurate
immediately in the next batch. Metamodel improvement without zooming is schematically
presented in Figure 4.11(a). The crosses are part of the initial DOE, whereas the circles
denote the DOE points that are added by the sequential improvement strategy.
Metamodel improvement with Zooming and Resampling (Z+R)
The second approach seems intuitively computationally cheaper and is hence perhaps more
useful when the premium goal is to use metamodelling for optimisation (the third goal in
Section 3.1). After each sequential step of the optimisation algorithm, the best metamodels
for each response are selected, although they may be quite inaccurate, and optimised. This
will result in an approximate optimum, which will be more or less inaccurate, depending
Figure 4.11: (a) Metamodel improvement without zooming; (b) Metamodel improvement
with Zooming and Resampling
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on how accurate the metamodels were at that stage of the sequential optimisation proce-
dure. In contradiction to the first approach for sequential improvement, this optimisation
using inaccurate metamodels will provide more or less coarse information on where the
real optimum is likely to be located. The next step is to use this information to reduce or
shift the design space to a region closer to the expected optimum. During the subsequent
step, a smaller design space will be present, which still incorporates the expected optimum.
Since a smaller design space implies that less response data are needed to fit an accurate
metamodel, less time consuming FEM calculations need to be run to obtain two things:
an accurate metamodel in the neighbourhood of the optimum, and hence a small deviation
between the approximate optimum and the real objective function value obtained from
the optimised design variable settings. Thus, the second approach will probably converge
faster to the global optimum than the method without zooming. The method is presented
schematically in Figure 4.11(b). The dashed line denotes the zoomed-in design space.
For the second approach, the choice how to zoom in near the optimum is critical. In [35],
the design space is simply decreased by a factor 1/2. Santner [114] reports on a method
that omits less significant design variables, which zooms by decreasing the design space’s
dimension. In Chapter 5 of this report and [13,14], we use a rather ad hoc way of zooming
based on visualisation of the metamodels and subjective user judgment.
Constraining ourselves to a minimisation problem, another more structured way for zoom-
ing is to exclude all points from the design space for which the predicted objective function
value minus the predicted metamodel error exceeds the predicted optimum plus the pre-
dicted error of the optimum. I.e. for RSM:
yˆ0 − w
√
var(yˆ0) ≤ yˆ∗ + w
√
var(yˆ∗) (4.19)
yˆ0, yˆ
∗, var (yˆ0) and var (yˆ∗) follow from the Equations 4.4 and 4.5. w is a weight function
that can be used to tune the relative importance between the objective function values
and the predicted errors. A value of w = 0 will only take into account the current global
optimum of the objective function, whereas an increasing value of w will widen the new
design space more and more. A similar formula can be applied for DACE:
yˆ0 − w
√
MSE(yˆ0) ≤ yˆ∗ + w
√
MSE(yˆ∗) (4.20)
where yˆ0, yˆ
∗, MSE (yˆ0) and MSE (yˆ∗) can be calculated by the Equations 4.13 and 4.14.
Note that problems will arise when multiple optima are present. In this case, two options
of applying the Z+R method are:
1. Include all optima separately
2. Include all optima at once
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The first alternative implies all optima have to be dealt with sequentially. Using the sec-
ond approach, it is not possible to zoom in further than to a design space that includes all
optima, which can be generally quite large. Both approaches are quite inefficient in case
multiple optima are present.
Zooming by Minimising a Merit Function (MMF)
Both sequential improvement strategies treated above were mainly focussing on improving
the metamodels. Of course, an increasing accuracy of the metamodel will generally also
imply an improved accuracy of the optimum. This section and the next one introduce two
methods that are not focussed on fitting accurate metamodels as a whole or in a subspace
of the feasible domain. They are designed to find the global optimum directly rather than
to fit an accurate metamodel first.
The first of these methods selects the new points at which function evaluations need to be
performed by minimising a so-called merit function. The merit function that is proposed
is the one already seen in the previous section for the Z+R method:
fmerit = yˆ − wRMSE(yˆ) (4.21)
Emmerich et al. [34, 35] use the same merit function for making evolutionary algorithms
more efficient. They propose a “Metamodel-Assisted Evolution Strategy”, which is applied
to forging processes by Fourment, Do et al. [32,41,42] and to the Bridgman Casting process
by Jakumeit et al. [35, 51]. The basic concept is displayed in Figure 4.12(a). Suppose the
evolutionary strategy indicates it wants to obtain the real values of the objective function
at the circles. In a previous iteration, an initial Kriging metamodel was already fitted
through the data denoted by the crosses. This implies that the RMSE can also be pre-
dicted throughout the design space using Equation 4.14. Suppose we are now interested in
running only two calculations instead of four. Then the metamodel can be used to select
those two points at which the merit function value is the lowest in case of a minimisa-
tion problem. Hence, simulations will be run for the two lowest circles in Figure 4.12(a).
In this way, one can let the evolutionary strategy zoom efficiently near the global optimum.
Alternatively, Torczon and Trosset [136] propose to minimise a merit function instead of
only using it to select the best of a couple of alternative design points. Instead of the
RMSE in Equation 4.21, they use the distance between a possible new candidate point and
an already evaluated point as a measure for the error of the metamodel. Based on this
approach, Bu¨che [17,18] uses the RMSE of Kriging-like Gaussian Processes as formulated
by McKay [85] instead of the distance. Bu¨che determines the minimisation of the merit
function by an evolutionary strategy. His application is the optimisation of the design of
gasturbine blades including as many as 19 design variables.
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For the metamodel based optimisation algorithm for metal forming processes, it is proposed
to use a similar method that minimises the merit function given in Equation 4.21. The
procedure is as follows:
1. Start with a DOE of approximately 10 x the number of design variables. This rule
of thumb is recommended by Kriging specialists to fit at least a reasonably accurate
metamodel [117]. Run the FEM simulations
2. Fit the seven metamodels (RSM and Kriging)
3. Optimise the best metamodels using the multistart SQP algorithm
4. Minimise the merit function (Equation 4.21) using the multistart SQP algorithm
5. Select only the minima of the merit function that satisfy yˆ − wRMSE(yˆ) ≤ yˆ∗ +
wRMSE(yˆ∗) as the new DOE points
6. Run the calculations and return to step 2
The method is presented in Figure 4.12(b). After having obtained an initial metamodel
from the calculations that resulted in the crosses, the merit function shown as the dotted
line is minimised. This results in a number of DOE points shown as the circles. However, to
avoid wasting expensive calculation time for locating local optima, only those DOE points
are selected that are predicted to be underneath the level yˆ∗ + wRMSE(yˆ∗) as shown in
Figure 4.12(b), in which yˆ∗ denotes the global optimum predicted by the metamodel of
the objective function. The FEM calculations for the remaining DOE points can be run
in parallel.
Method of Maximum Expected Improvement (MEI)
With respect to sequential improvement towards the global optimum, Schonlau [117] pro-
poses a method making use of Kriging and the assumption that an untried point is normally
Figure 4.12: (a) Metamodel-Assisted Evolutionary Strategy; (b) Metamodel improvement
by Minimising a Merit Function
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Figure 4.13: The fitting of a Kriging metamodel for MEI
distributed as shown in Figure 4.13. This method is also reported in [58, 59, 114, 115] and
is similar to the concept of minimising a merit function.
The method starts by defining Improvement as [117]:
I = fmin − y if y < fmin (4.22)
I = 0 otherwise
where fmin is the lowest objective function value obtained by the initial DOE and y is
a possible new outcome of a function evaluation. Clearly, if y < fmin, the situation has
improved. Otherwise not and I is set to zero. In general, the expected value of a stochastic
variable X is defined as [104]:
E(X) =
∫ ∞
−∞
xp(x)dx (4.23)
in which x is a possible value of X and p(x) is the probability that X actually obtains this
value. p(x) is the probability density function. Combination of Equations 4.22 and 4.23
yields the Expected Improvement :
E(I) =
∫ fmin
−∞
(fmin − y)φ(y)dy (4.24)
where φ(y) is used for the probability density function. Now y can be replaced by the
Kriging predictor yˆ and Equation 4.24 may be rewritten to [59,117]:
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E(I) = (fmin − yˆ) Φ
(
fmin − yˆ
s
)
+ sφ
(
fmin − yˆ
s
)
if s > 0 (4.25)
E(I) = 0 if s = 0
where yˆ is the Kriging metamodel and s its standard deviation as depicted in Figure 4.13.
s equals the RMSE value mentioned before and is calculated as the square root of Equation
4.14. Since it is assumed that an untried point is normally distributed, φ and Φ denote
the probability density and the cumulative distribution functions of the standard normal
distribution, which are shown in Figure 4.14. Several things can be obtained from these
figures:
1. If the improvement I = fmin− yˆ is large and positive and s is small, then Φ ≈ 1 and
φ ≈ 0. Thus, the left part of Equation 4.25 will be large and the right part will be
approximately 0: E(I) is large and this point is a good candidate for evaluation
2. If the improvement I = fmin− yˆ is large and negative and s is small, then Φ ≈ 0 and
φ ≈ 0. Thus, both parts of Equation 4.25 will be approximately 0: E(I) is close to
0 and this point is NOT good a candidate for evaluation
3. If the improvement I = fmin− yˆ is close to 0 and s is large, then Φ ≈ 0.5 and φ ≈ 0.4.
Thus, the left part of Equation 4.25 will be approximately 0 and the right part will be
large (since s is large): E(I) is large and this point is a good candidate for evaluation
4. For the other cases, E(I) depends on the relative proportion of fmin − yˆ w.r.t. s
Schonlau [117] proposes to maximise E(I) in Equation 4.25 to yield the point promising
the Maximum Expected Improvement (MEI). Only this point is subsequently evaluated.
For the metamodel based optimisation algorithm for metal forming processes, it is proposed
to use a similar method that maximises Equation 4.25. The procedure is as follows:
1. Start with a DOE of approximately 10 x the number of design variables. This rule
of thumb is recommended by Kriging specialists to fit at least a reasonably accurate
metamodel [117]. Run the FEM simulations
2. Fit the seven metamodels (RSM and Kriging)
3. Optimise the best metamodels using the multistart SQP algorithm
4. Maximise the Expected Improvement using the multistart SQP algorithm. Two
remarks:
• Since the SQP algorithm is a minimisation algorithm, the negative of Equation
4.25 is minimised
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• Starting at the DOE points yields 0 Expected Improvement. Additionally, Equa-
tion 4.25 has quite local optima, which are difficult to locate [59]. To overcome
these problems, the SQP algorithm is initialised at a new set of N x k points
generated by a maximin Latin Hypercubes Design. k is the number of design
variables, N the number of DOE points. The design for determining the Maxi-
mum Expected Improvement is generally a larger design than the 10 x k design
used for step 3. Hence, there is a larger chance that the quite local optima are
obtained
5. To exploit the possibility for parallel computing all optima of Equation 4.25 are
selected for function evaluation instead of only one point as proposed by Schonlau
[117]
6. Run the calculations and return to step 2
The method of MEI is similar to the method of MMF introduced in the previous section.
It will select new DOE points in the neighbourhood of the global optimum or on locations
where a high RMSE value is predicted. An advantage over MMF is that no choice needs
to be made for the weight factor w. On the other hand, if the metamodels are not indi-
cating the right region of the global optimum, MEI is known to look exhaustively near the
erroneously predicted global optimum, before it finally decides to look at other locations.
This is indicated by Jones et al. [58], who provide a very interesting comparison between
global optimisation methods based on metamodels.
Figure 4.14: Standard normal distribution: (a) Probability density function; (b) Cumula-
tive distribution function
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A comparison between sequential improvement strategies
After having proposed four possible sequential improvement strategies, the question is
which one is most recommendable. For answering this question, and studying the effect of
the weight factor w in the Z+R and MMF strategies, the optimisation algorithm including
the four sequential improvement strategies was subjected to two analytical test functions
in Appendix C. Here, the conclusions and rules of thumb obtained in this appendix are
repeated.
It can be concluded that:
1. The Zooming and Resampling (Z+R) strategy is less efficient than sequential im-
provement without zooming except for very low values of the weight factor w
2. The Z+R strategy tends to get stuck in local optima for low values of w
3. The Minimising a Merit Function (MMF) strategy is more efficient than sequential
improvement without zooming
4. The accuracy of the MMF strategy seems to be insensitive to the value of the weight
factor w
5. If the initial metamodel is able to locate the region of the global optimum, a low
value of the weight factor w is the most efficient
6. MEI showed to be the most efficient sequential improvement strategy, although it
approximated the optima slightly less accurately than the other methods
These conclusions lead to the following rules of thumb:
1. Fit an initial metamodel from about 10 times the number of design variables as initial
points
2. Use the MEI or MMF method as sequential improvement strategy
3. When using MMF, set the value of the weight factor to 1
4.3 Conclusions
This chapter presented both an overview of the field optimisation of metal forming pro-
cesses and a proposal for a metamodel based optimisation algorithm, which can be applied
to metal forming processes using time consuming nonlinear FEM calculations.
Five types of optimisation algorithms are encountered within metal forming literature:
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• Classical iterative algorithms
• Approximate algorithms
• Adaptive algorithms
• Algorithms based on machine learning
• Combinations of the above
Approximate optimisation algorithms, which use metamodelling techniques discussed in
Chapter 3, are preferred for the optimisation of metal forming processes using time con-
suming FEM calculations for five reasons:
• They are time efficient since they allow for parallel computing
• They try to locate the global optimum, instead of just a local one
• It is not necessary to calculate sensitivities from a Finite Element model
• They offer a black box approach: it is not needed to have access to the FE software
source code and any package may be used
• The visualisation of the metamodels offers insight in metal forming phenomena
A metamodel based sequential approximate optimisation algorithm for metal forming pro-
cesses was proposed in this chapter. The algorithm combines Response Surface Method-
ology (RSM) and Design and Analysis of Computer Experiments (DACE) as metamod-
elling techniques. The optimisation algorithm comprises tools for selecting design variable
settings for which FEM simulations need to be run by offering an advanced Design Of
Experiments (DOE) strategy, constructing the RSM and DACE metamodels, validating
the metamodels and finally optimising these metamodels to result in an approximate op-
timum. This approximate optimum may be validated by running a final FEM calculation
using the optimised design variable settings and interpreting the deviation between the
real response value and the approximated optimum response value. If either this deviation
or the metamodels are found to be inaccurate, a sequential procedure may be followed to
improve the results by repeating the above procedure until the user is satisfied with the
results. Four methods for sequential improvement have been suggested and investigated.
It is recommended to use either the method of Minimising a Merit Function (MMF) or
the method of Maximum Expected Improvement (MEI) since these appear to be most
efficient. Both methods focus on finding the global optimum as soon as possible rather
than obtaining accurate metamodels.
Chapter 5
Demonstration of Concept:
Application to hydroforming
The Demonstration of Concept (DoC) is a simple hydroforming process to demonstrate that
metamodel based optimisation algorithms are indeed applicable to metal forming processes.
The hydroforming process and the optimisation problem to be optimised are presented in
Section 5.1. The results of the optimisation of the DoC are presented in Section 5.2. The
optimisation algorithm uses metamodels and the final result of the optimisation depends
on the accuracy of these metamodels. Therefore, Section 5.3 compares the metamodel
used for optimisation to 1000 real objective function values to assess the metamodel’s
accuracy. It is possible to formulate the objective function to be introduced in Section 5.2
in an alternative way that may reduce the number of expensive FEM calculations needed
to obtain the same accuracy of the metamodels. Section 5.4 describes this alternative
approach. It also compares the results of this approach to the results of the original
objective function and to the real objective function values obtained by running the 1000
FEM calculations. Conclusions are being formulated in Section 5.5.
5.1 A simple hydroforming process
The hydroforming product used for the Demonstration of Concept (DoC) is shown in Fig-
ure 5.1(a). The product is axisymmetric and can be modelled in 2D as presented in Figure
5.1(b). Figure 5.1(b) also presents the dimensions of the product.
For the DoC, we are interested in optimising the time variation of the internal pressure p
and axial feeding u. These are process parameters for the hydroforming process. A typical
time dependent load path for hydroforming is shown in Figure 5.1(c). Assuming a strain
rate independent material (α is irrelevant), three design variables are remaining: the time
when axial feeding starts t1, the time when axial feeding stops t2 and the total amount of
axial feeding umax.
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Figure 5.1: (a) Hydroformed product that is used as DoC; (b) 2D axisymmetric FE model
and dimensions; (c) Typical load paths for hydroforming
As an optimisation objective, it was chosen to minimise variations in the wall thickness of
the final product with respect to the initial tube thickness. One implicit and two explicit
constraints were formulated. The implicit constraint ensures that the final product fills out
the die nicely, one explicit constraint makes sure that the time when axial feeding stops
is larger than the time when it starts and the last constraint was formulated to overcome
convergence problems of the FEM calculations when t2 approaches t1 and the amount of
axial feeding is high (large umax). Methods to handle non converged simulations are lacking
and is a field of open research. The total optimisation problem is modelled as follows:
min f (t1, t2, umax) =
∥∥∥∥h− h0h0
∥∥∥∥
2
s.t. gimpl = V ≤ 0
gexpl1 = t1 − t2 ≤ 0 (5.1)
gexpl2 = umax − 9 (t1 − t2) ≤ 0
0 s ≤ t1 ≤ 5 s
2.5 s ≤ t2 ≤ 10 s
0mm ≤ umax ≤ 9mm
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Figure 5.2: (a) FE model of the initial tube; (b-e) Final product formed with several
arbitrarily selected load paths
where h is the final wall thickness at a certain location in the hydroformed product, h0 is
the wall thickness of the initial tube and V is the volume between the final product and
the die. If this volume is larger than zero, there is a gap between the final product and the
die and the final shape of the product is not satisfactory.
To get a feeling for the problem, let us look how the product deforms for several settings
of the design variables. The 2D axisymmetric FE model of the initial product is shown
in Figure 5.2(a). Note that the model is rotated 90◦ with respect to Figure 5.1(b). The
Product t1(s) t2(s) umax(mm) f gimpl
(a) – – – 0 –
(b) 0 0 0 1.39 -0.29
(c) 0 3 9 0.52 1.79
(d) 0 10 9 1.42 -0.34
(e) 4.8 6.2 7.7 1.37 32.64
Table 5.1: Design variable settings and response values
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contact between the product and the die is modelled by contact elements, which have no
stiffness when there is no contact and a very high stiffness when contact between the prod-
uct and the die is established. The FEM calculations were run using the FE code DiekA.
Figures 5.2(b) through (e) present some final products deformed with arbitrary load paths.
The design variable settings for t1, t2 and umax and the response values for the objective
function f and the implicit constraint gimpl are presented in Table 5.1. Note that product
(a) is the initial undeformed product, which is seen as the product with the perfect wall
thickness distribution by the objective function quantified in Equation 5.1. For the perfect
product, the objective function equals 0. Also note that products (c) and (e) do not satisfy
the implicit constraint gimpl, which can also clearly be seen from Figures 5.2(c) and (e).
5.2 Optimisation of hydroforming
After having modelled the optimisation problem, it is now solved by the optimisation algo-
rithm presented in Chapter 4. The DOE strategy introduced in Section 4.2.2 was applied to
Figure 5.3: Metamodel validation of the 0th order Kriging metamodel for the objective
function after batch 1
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Figure 5.4: (a) Metamodel of the objective function after batch 1; (b) Metamodel of the
RMSE of the objective function after batch 1; (c) Contour plot of the objective function
after batch 1
generate 16 initial design variable settings for which 16 FEM calculations were performed
with the FE code DiekA. The calculations were performed on 16 parallel processors, which
limited the total time to the run time of one calculation, i.e. a couple of minutes for the
2D FE model we are considering. Subsequently, the four Response Surfaces and three
Kriging metamodels were fitted for both responses (the objective function and the implicit
constraint).
Figure 5.3 presents the metamodel validation of the 0th order Kriging metamodel for the
objective function. Although the several plots and the RMSECV and predicted R
2-values
indicate that the metamodel is not accurate, it was found to be better than the other six
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# FEM t1(s) t2(s) umax fopt factual
16 0 3.0 7.9 0.66 0.47
32 0 1.5 7.9 0.37 —
48 0.8 2.5 9.0 -0.06 0.55
64 0 3.0 7.7 0.31 0.50
80 0 3.1 8.2 0.37 0.49
96 0 2.5 8.3 0.30 0.37
Table 5.2: Optima of the DoC after the 6 batches of 16 FEM calculations each
metamodels. Thus, this 0th order Kriging metamodel was included in the optimisation
model. In a similar way, a 1st order Kriging metamodel was identified to be most accurate
for the implicit constraint and was included in the optimisation problem.
The optimisation model was subsequently optimised using the multistart SQP algorithm
described in Section 4.2.5. Several local optima were observed; the global optimum was
located at (t1, t2, umax) = (0, 3, 7.9) and the corresponding objective function value was
observed to be 0.66. Figure 5.4(a) shows the approximate optimum located on the meta-
model of the objective function. The metamodel is depicted dependent on x2 = t2 and
x3 = umax at the constant, optimal level of t1 = 0. Figure 5.4(b) presents the RMSE of the
objective function and Figure 5.4(c) shows a contour plot of the objective function and the
constraints, where one can easily observe that the optimum is constrained by the implicit
constraint and the box constraint t2 ≥ 3.
To validate the optimum, a FEM calculation was performed with the optimal design vari-
able settings. The actual objective function value was found to be 0.47. Both the large
difference between the approximate and the actual objective function values at the approx-
imate optimum and the inaccurate metamodels of the objective function and the implicit
constraint motivate to sequentially improve the metamodels. A preliminary form of the
Z+R zooming algorithm introduced in Section 4.2.6 was used. The algorithm zooms in
near the optimum to fit a more accurate metamodel in the direct neighbourhood of the
global optimum. However, the structured way of zooming using merit functions was at the
time not present. This may have reduced the efficiency or the robustness of the algorithm.
The algorithm used is nevertheless still capable of evaluating the potential of metamodel
based optimisation algorithms in a general context.
In total, six batches of each 16 FEM calculations were performed. Each time, the design
space was reduced and/or shifted with the aim to construct accurate metamodels in the
vicinity of the optimum. The results of all batches are presented in Table 5.2.
Figure 5.5 shows the validation of the 1st order Kriging metamodel that best represented
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Figure 5.5: Metamodel validation of the 1st order Kriging metamodel for the objective
function after batch 6
the data after the 6th batch of 16 FEM calculations. Note that the predicted R2-values are
higher than the ones after the first batch of calculations as reported in Figure 5.3, which
implies a more accurate metamodel.
Figure 5.6 presents the metamodel of the objective function and its RMSE values, as well as
a contour plot of the objective function. The obtained optimum (t1, t2, umax) = (0, 2.5, 8.3)
is constrained by the box constraint t2 ≥ 2.5.
A final 97th FEM calculation was performed with the optimised design variable settings.
This calculation resulted in a real objective function value of 0.37, which is fairly close to
the approximate objective function value of 0.30. Although the metamodels are still not
perfect as indicated by Figure 5.5 and there is still a small difference between the approxi-
mate and the actual value of the objective function, it was decided to be satisfied with the
approximate optimum obtained by this metamodel based optimisation algorithm.
Remaining is the question how the metal forming problem benefits from the exercise per-
formed above. Figures 5.7(b) through (e) again show the final products deformed with the
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Figure 5.6: (a) Metamodel of the objective function after batch 6; (b) Metamodel of the
RMSE of the objective function after batch 6; (c) Contour plot of the objective function
after batch 6
arbitrary load paths introduced in Table 5.1. In Figure 5.7(f), the product hydroformed
with the optimal load paths is added. Note the constant wall thickness distribution of the
product formed with the optimised load paths.
Figure 5.8 shows the wall thickness throughout the final product for all load paths. The wall
thickness distribution of the undeformed product (a) is seen as the perfect wall thickness
distribution. The product deformed with the optimised load paths deviates significantly
less from this perfect wall thickness distribution than the other products.
It can be concluded from the Figures 5.7 and 5.8 that the product deformed with the
optimised load paths outperforms the other products formed with arbitrary settings, which
demonstrates the good applicability of metamodel based optimisation algorithms to metal
forming.
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Figure 5.7: (a) FE model of the initial tube; (b-e) Final product formed with several
arbitrary selected load paths; (f) Final product formed with optimised load paths
Figure 5.8: Wall thickness distribution of several hydroformed products
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Figure 5.9: (a) The real objective function; (b) The difference between the metamodel and
the real objective function
5.3 Comparison with the true objective function
Since the optimisation algorithm is based on metamodels, which approximate the real ob-
jective function and implicit constraints, it is useful to get an idea of the true shape of the
objective function. Normally, this objective function shape is not known. For this first
application, however, we will spend some time to investigate the true response to compare
it with the results obtained by the metamodel based optimisation algorithm as presented
in the the previous section.
For this purpose, a grid of 10 x 10 x 10 evenly spaced points was placed on the design
space spanned by the three design variables t1, t2 and umax. We will focus on the direct
neighbourhood of the global optimum only. Thus, the design space is the reduced design
space used during the 6th batch of FEM calculations. The 10 x 10 x 10 = 1000 FEM
calculations were again performed with the FE software DiekA. 123 calculations did not
converge, which leaves 877 values for the comparison between the metamodel and the real
objective function.
Mean Standard deviation Maximum Minimum
Original objective function 0.0035 0.1408 1.0400 -0.1934
Alternative objective function -0.0063 0.1140 0.5906 -0.3557
Table 5.3: Errors of the metamodel w.r.t. the real objective function values for the two
different formulations of the objective function
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Figure 5.9 shows the real objective function dependent on the design variables t2 and umax
at a constant level of t1 = 0. Note the fairly good resemblance between the metamodel
of Figure 5.6(a) and the real objective function. Figure 5.9(b) presents the difference
between the metamodel and the real objective function. The mean, standard deviation
and the maximum and minimum error for the 877 converged simulations are summarised
in Table 5.3.
5.4 An alternative formulation of the objective func-
tion
Although the metamodel represents the real objective function fairly well in the neigh-
bourhood of the optimum, a large number of potentially expensive FEM simulations (97)
were needed for achieving these good results. The question arises, whether this number of
calculations can be reduced.
A possibility for doing this may be reformulating the objective function. Let us take a
look first on how the objective function was formulated in Equation 5.1 and review the FE
model of the Demonstration of Concept in Figure 5.10.
In Equation 5.1, the objective function was formulated as:
f (t1, t2, umax) =
∥∥∥∥h− h0h0
∥∥∥∥
2
(5.2)
which incorporates the 2-norm of (h− h0) /h0:
∥∥∥∥h− h0h0
∥∥∥∥
2
=
√√√√ n∑
i=1
(
hi − h0
h0
)2
(5.3)
Figure 5.10: The FE model of the DoC
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where h0 is the initial wall thickness, hi is the final wall thickness at position i and n is the
total number of positions. One can obtain from Figure 5.10 that n equals the number of
nodes in length direction (65 in this case). Equation 5.2 results in one value incorporating
the total relation between the final wall thickness distribution in the entire product and
the three design variables.
A way of reasoning is that this may be a lot of information to be contained by only one
number. Consequently, this could result in a very complex objective function, which is very
difficult to represent by a metamodel. At least not without running a very large number
of function evaluations, i.e. FE calculations in this case. Hence, it would be beneficial to
reformulate the objective function to contain less information since this will probably lower
the number of FE calculations that need to be performed to acquire an accurate metamodel.
Following this approach, the objective function in Equation 5.2 can be divided into 65
“subresponses”:
fi =
(
hi − h0
h0
)
i = 1, 2, ..., 65 (5.4)
Each one of these responses contains less information than the total objective function and
should therefore be easier to fit. This implies it is sufficient to run less FEM calculations
for obtaining a metamodel of the same accuracy. Alternatively, using the same number
of calculations, one can construct a more accurate metamodel than was the case for the
total objective function. Finally, the 65 subresponses can be combined easily to the total
objective function by taking the 2-norm:
ftot =
∥∥fi∥∥2 =
√√√√ n∑
i=1
f 2i (5.5)
This total objective function is an alternative formulation of the one in Equation 5.2.
Let us now investigate whether this alternative objective function indeed is more accurate
than the one considered before. The same DOE points as used for the original metamodel
in Section 5.2 were used for fitting the metamodel of the alternative objective function.
Hence, following the reasoning above, an equal number of calculations would yield a more
accurate metamodel.
The validation of four of the 65 submetamodels, f1, f30, f50 and f65, is presented in the
Figures 5.11(a-d). Most R2-values are higher than those of the original metamodel shown
in Figure 5.5. Thus, one can conclude that the submetamodels are in general more accurate
and can be fitted more easily.
Figure 5.12(a) presents the total metamodel that follows from Equation 5.5. One can com-
pare this alternative objective function to the original objective function that was visualised
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Figure 5.11: Metamodel validation of 4 submetamodels: (a) f1; (b) f30; (c) f50; (d) f65
in Figure 5.6(a) and to the real objective function values depicted in Figure 5.9(a). The
metamodel of the original objective function appears to best represent the real objective
function. This can also be concluded from comparing the errors foriginal − freal visualised
in Figure 5.9(b) and the errors falternative − freal that are presented in Figure 5.12(b). This
result is surprising since it was expected that the alternative formulation would be more
accurate. A possible explanation for this is that the submetamodels are better, however,
not perfect. Therefore, an error is introduced, which is subsequently subjected to Equation
5.5. In this way, the error is propagated to result in a larger final error.
Nevertheless, this conclusion seems to be based on a local phenomenon: if we calculate
the total error between the metamodel of the alternative objective function and all the
877 evaluations of the real objective function, the results are much closer to another.
Table 5.3 shows that the standard deviation and the maximum error are lower for the
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Figure 5.12: (a) The metamodel of the alternative objective function; (b) The error between
the metamodel of the alternative objective function and the real objective function
alternative formulation than for the original objective function. The mean and minimum
error stay, however, better for the original formulation. Hence, it is not convincingly
demonstrated that the alternative formulation results in a more accurate metamodel for
the same number of FEM calculations. This implies that it is also not sure whether the
alternative formulation yields an equally accurate metamodel using less FEM calculations.
5.5 Conclusions
For showing that the metamodel based optimisation algorithm introduced in Chapter 4 is
indeed applicable to metal forming processes, it was applied to a hydroforming example
in this chapter. For demonstration purposes, an axisymmetric product was selected of
which the 2D Finite Element model took only a couple of minutes to execute. The fairly
complete optimisation model included the objective function, three design variables, an
implicit and two explicit constraints. The objective function was formulated to yield a
constant wall thickness throughout the final product and the design variables described
the internal pressure and axial feeding load paths.
It can be concluded that applying the optimisation algorithm provides a more constant
wall thickness than arbitrary selected load paths. This demonstrates the good applicability
of the metamodel based optimisation algorithm to metal forming processes. For validating
the accuracy of the metamodels obtained by the algorithm, the metamodel of the objective
function was compared to the results of 1000 validation simulations. The resemblance was
fairly good, though far from perfect.
To improve the accuracy of the metamodels, it was attempted to reformulate the objective
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function. This indeed showed slightly more accurate metamodels than for the original for-
mulation, although these metamodels were also not identical to the real objective function
values obtained by the 1000 validation simulations. Nevertheless, the optimisation algo-
rithm yielded a much better wall thickness distribution than obtained using arbitrary load
paths and is hence shown to be very useful for optimising metal forming processes using
time consuming FEM simulations.
74 Demonstration of Concept: Application to hydroforming
Chapter 6
Application to forging
This chapter describes the application of the metamodel based optimisation algorithm
to more complex 3D forging processes. At the same time, it compares the algorithm
to the Metamodel Assisted Evolutionary Strategy (MAES) mentioned in Section 4.2.6.
This algorithm was developed by Emmerich et al. [34, 35] and applied to the Bridgman
casting process by Jakumeit et al. [35, 51]. Fourment, Do et al. [32, 41, 42] applied the
algorithm successfully to forging. The results of the latter authors will be used as a
benchmark for the metamodel based optimisation algorithm, which will be referred to
in this chapter as Sequential Approximate Optimisation (SAO). For comparing the two
optimisation algorithms, they are applied to two forging process optimisation cases in the
Sections 6.1 and 6.2. Section 6.3 concludes the comparison by discussing the results.
6.1 Triaxe
The first example case is the so-called Triaxe, a spindle in English. It is shown in Figure
6.1(b). The optimisation problem is modelled in Section 6.1.1 and solved by the optimisa-
tion algorithms in Section 6.1.2.
6.1.1 Modelling the optimisation problem
The Triaxe is forged in two subsequent steps: first a preform is made by upsetting, which is
subsequently forged to result in the final product. These two production steps for forging
the Triaxe are presented in the Figures 6.1(a) and (b), respectively. Note that only the up-
per half of the product is depicted. The lower half is omitted since the Triaxe is symmetric.
To evaluate whether the final product can be made in the factory, a Finite Element (FEM)
calculation was performed using the FE code Forge3r. Figures 6.2(a) and (b) show the FE
models after the two forging steps. Use has been made of symmetry. One full simulation
of the Triaxe takes about four hours to run on an Intel Pentium IV desktop computer with
2GB memory. In Figure 6.2(c), one can observe that a folding defect occurs, which dete-
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Figure 6.1: The Triaxe: (a) The preform; (b) The final product
riorates the final product’s quality. The depicted quantity is the equivalent plastic strain
rate at the free surface of the product, i.e. where no contact exists between the product
and the die.
To overcome the folding defect, it is proposed to optimise the geometry of the preform with
as an optimisation goal to minimise the equivalent plastic strain rate at the free surface
during forging. The objective function is formulated as follows:
Φfold =
1
tend − t0
∫ tend
t=t0
(
1
Ωft,ref
∫
Ωft
(
ε˙eq
ε˙eq,ref
)α
ds
) 1
α
dt (6.1)
t denotes the time, Ωft is the free surface of the discretised domain at time t and Ωft,ref
the reference free surface at time t = t0. ε˙eq and ε˙eq,ref are the equivalent strain rate and
a reference equivalent strain rate and α is an amplification factor, which is selected to be
equal to 10.
The geometry of the preform is modelled by the B-spline shown in Figure 6.3 as the thin
red line. The B-spline is controlled by the six control points C1...C6. The three design
variables are presented in Figure 6.3 as P1...P3. All design variables are allowed to vary
between -10 and 20mm. Besides these box constraints on the design variables, other con-
straints are not present.
The total optimisation problem can now be modelled as follows:
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Figure 6.2: (a) The FE model after upsetting; (b) The FE model after forging; (c) Folding
minΦfold(P1, P2, P3)
s.t. − 10mm ≤ P1 ≤ 20mm (6.2)
−10mm ≤ P2 ≤ 20mm
−10mm ≤ P3 ≤ 20mm
6.1.2 Applying the optimisation algorithms
The optimisation algorithms are:
1. A BFGS algorithm belonging to the group of classical iterative algorithms introduced
in Section 4.1.1. It can be used since Forge3r allows for the calculation of sensitivities
2. The Metamodel Assisted Evolutionary Strategy (MAES) mentioned in Section 4.2.6
Figure 6.3: The B-spline describing the geometry of the preform of the Triaxe
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Nopt/Ntot P1 [mm] P2 [mm] P3 [mm] Φfold OK?
Reference – 0 0 0 10.49 No
BFGS 3/12 7.02 2.92 6.55 10.25 No
MAES 30/48 -7.26 -3.84 -10 8.35 Yes
SAO 36/50 -1.69 -5.95 8.33 9.20 No
SAO-MMF 38/48 -10 -6.50 -9.82 8.06 Yes
SAO-MEI 22/50 -8.52 -6.40 -10 7.97 Yes
Table 6.1: Results of optimising the Triaxe
3. The Sequential Approximate Optimisation (SAO) algorithm presented in Section 4.2
utilising three sequential improvement strategies as introduced in Section 4.2.6:
(a) Without zooming. The calculations were run in batches of 20 simulations. After
each batch, the optimum predicted by the metamodel was included in the next
batch. This algorithm will be referred to as SAO
(b) Improvement by Minimising a Merit Function. The initial batch are the same 20
calculations as those used for SAO. Subsequently, the sequential improvement
strategy picks the size of the next batches itself. This algorithm will be referred
to as SAO-MMF
(c) Improvement by the method of Maximum Expected Improvement. The initial
batch are the same 20 calculations as those used for SAO and SAO-MMF.
Subsequently, the sequential improvement strategy picks the size of the next
batches itself. This algorithm will be referred to as SAO-MEI
The fourth sequential improvement strategy (Zooming + Resampling) was not included
due to the bad results obtained for the analytical test functions in Appendix C.
Table 6.1 presents the results. The table shows for all algorithms the number of the FEM
calculation Nopt, which gave the optimal settings, as a fraction of the total number of simu-
lations Ntot performed for a specific algorithm. Additionally, it presents the optimal design
variable settings and corresponding objective function values and it answers the question
whether the folding defect has been solved or not. The convergence of the optimisation
algorithms is depicted in Figure 6.4. Figure 6.5 visualises the preforms of the reference and
after optimisation using the different algorithms and Figure 6.6 shows the corresponding
folding behaviour during forging.
According to Table 6.1 and Figure 6.4, all optimisation algorithms reduce folding w.r.t. the
reference situation. All objective function values are lower than the reference value of 10.49.
The table and convergence plot present, however, that several optimisation algorithms
perform better than others. The iterative BFGS algorithm is outperformed by the other
6.1 Triaxe 79
algorithms. A possible explanation is that BFGS is a local algorithm: it finds the optimum
closest to the location where it is initialised and this is most of the times not the global
optimum. Hence, a suboptimal result is obtained. The Metamodel Assisted Evolutionary
Strategy and the Sequential Approximate Optimisation algorithms are global algorithms
and all obtain lower objective function values than the BFGS algorithm. On the other
hand, the less optimal results of BFGS come at significantly lower computational costs.
Note that the BFGS algorithm obtained its optimum already after 3 calculations, whereas
the other algorithms need many more simulations. Therefore, BFGS may still be a very
good algorithm if fast improvement is desired, whereas one is less interested in finding a
very low objective function value. In the case of the Triaxe, however, one can see in Figure
6.6(b) that the folding defect is still present after optimisation by the BFGS algorithm.
Hence, this algorithm does not live up to the expectation that the folding problem can be
solved by optimisation.
The same is the case for the Sequential Approximate Optimisation algorithm without
zooming (SAO). The objective function value of 9.20 presented in Table 6.1 and Figure 6.4
is considerably lower than that of both the reference and the BFGS algorithm, but Figure
6.6(d) shows that there is still a small folding defect. Comparing this figure to Figures
6.6(a) and (b), however, one may conclude that the folding problem has already decreased.
Figure 6.4: Convergence of the algorithms for optimising the Triaxe
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Figure 6.5: Preforms of the Triaxe: (a) Reference; (b) BFGS; (c) MAES; (d) SAO; (e)
SAO-MMF; (f) SAO-MEI
The other optimisation algorithms, MAES, SAO-MMF and SAO-MEI, do solve the folding
defect as one can see in the Figures 6.6(c), (e) and (f), respectively. The performance of
these three algorithms is very similar: it can be seen in Table 6.1 and Figures 6.5(c), (e)
and (f) that the resulting preform shapes are almost identical. The same can be said for
the objective function values. Strictly speaking, SAO-MEI performs the best, followed
closely by SAO-MMF and MAES. Note from Table 6.1 and Figure 6.4 that SAO-MEI not
only obtains the lowest objective function value; it also obtains this value already after
22 FEM calculations, which is considerably faster than SAO-MMF and MAES (38 and 30
calculations, respectively). As a matter of fact, after the initial batch of 20 calculations,
SAO-MEI needs only two iterations to obtain its optimum. Note from Figure 6.4 that the
first 20 calculations of SAO, SAO-MMF and SAO-MEI are the same.
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Figure 6.6: Folding behaviour of the Triaxe: (a) Reference; (b) BFGS; (c) MAES; (d)
SAO; (e) SAO-MMF; (f) SAO-MEI
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6.2 Engrenage
The second forging example is a gear, which will be referred to as the Engrenage. The part
is shown in Figure 6.7(b). The optimisation problem is modelled in Section 6.2.1 and in
Section 6.2.2, the optimisation algorithms are applied to solve the optimisation problem.
6.2.1 Modelling the optimisation problem
Just as was the case for the Triaxe, forming the Engrenage is a two step process. First, a
preform is established. Subsequently, the preform is forged to obtain the final product. The
resulting parts after both production steps are shown in Figures 6.7(a) and (b), respectively.
For optimising the Engrenage, a Finite Element model needs to be made. Figure 6.8(a)
shows the FE model of the Engrenage after producing the preform. Note that use has been
of the product’s symmetry. Forge3r is used as FE code. One full simulation of the En-
grenage takes about one hour on an Intel Pentium IV desktop computer with 2GB memory.
To limit the production costs and environmental pollution, it is beneficial to minimise
the total energy required for forging the Engrenage. An objective function is formulated
as [32,41,42]:
Φene =
∫ tend
t=t0
(∫
Ωt
σ : ε˙dw +
∫
Ωct
τ · vds
)
dt (6.3)
t denotes the time, Ωt is the discretised domain at time t, σ and ε˙ are the stress and strain
rate tensors. In the second part of the equation, Ωct is the contact surface and τ and v are
the shear stress and the velocity field, respectively. However, to assure a final part without
folding defects, it is also recommendable to include folding in the optimisation problem.
Figure 6.7: The Engrenage: (a) The preform; (b) The final product
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Figure 6.8: (a) The B-spline describing the geometry of the preform of the Engrenage; (b)
The 3D FE model of the Engrenage
A second objective function is the same as already formulated for the Triaxe in Equation
6.1.
The two objective functions from Equations 6.1 and 6.3 are combined to one total objective
function:
Φtot = a
Φfold
Φfold,opt
+ (1− a) Φene
Φene,opt
(6.4)
where the weight factor a is chosen equal to 0.5. To make the two objective functions
comparable to each other, they are normalised by Φfold,opt and Φene,opt. These values have
been determined by first optimising the Engrenage for the folding and energy objective
functions separately. Subsequently, Φfold,opt and Φene,opt are known values and can be used
within the multi-objective optimisation problem of which the objective function was given
by Equation 6.4.
The design variables are presented in Figure 6.8(b). Just as was the case for the Triaxe,
the design variables describe the preform geometry. The geometry is described by the five
variables µ1, µ2r, µ2z, µ3 and µ4. To reduce the number of design variables to three, the
z-coordinate of µ2 is connected to µ1. Additionally, demanding volume conservation will
result in three design variables since the fourth one can be expressed as a function of the
other three:
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µ4 = f(µ1, µ2, µ3) (6.5)
where the subscript r is omitted for µ2. Thus, remaining is a set of three design variables
µ1, µ2 and µ3. No constraints have been formulated except the box constraints bounding
the design variables. These box constraints are included in the following optimisation
model that is used for optimising the Engrenage:
minΦtot(µ1, µ2, µ3)
s.t. 40mm ≤ µ1 ≤ 46mm (6.6)
18mm ≤ µ2 ≤ 22mm
30mm ≤ µ3 ≤ 34mm
6.2.2 Applying the optimisation algorithms
The preform suggested by experts from the company Ascoforge is taken as a reference.
Their settings, µ1 = 44.60mm, µ2 = 21.65mm and µ3 = 32.33mm result in an objective
function value Φtot of 1.19. The amount of energy (Φene) and folding (Φfold) obtained for
these design variable values are set to 100%.
Now, different optimisation algorithms are compared to this reference preform and to each
other by applying them to the optimisation problem modelled in Equation 6.6. Again, the
optimisation algorithms are:
1. A BFGS algorithm belonging to the group of classical iterative algorithms introduced
in Section 4.1.1. It can be used since Forge3r allows for the calculation of sensitivities
2. The Metamodel Assisted Evolutionary Strategy (MAES) mentioned in Section 4.2.6
3. The Sequential Approximate Optimisation (SAO) algorithm presented in Section 4.2
utilising three sequential improvement strategies as introduced in Section 4.2.6:
Nopt/Ntot µ1 [mm] µ2 [mm] µ3 [mm] Φene Φfold Φtot
Reference – 44.60 21.65 32.33 100% 100% 1.19
BFGS 3/7 40.91 17.17 30.11 – – 1.157
MAES 42/49 45.67 18.36 30.25 -9.7% -7.6% 1.079
SAO 51/51 45.25 18.00 30.58 -8.7% -6.6% 1.091
SAO-MMF 31/49 45.25 18.18 30.65 -8.2% -9.8% 1.076
SAO-MEI 49/54 45.35 18.00 30.41 -9.4% -9.8% 1.068
Table 6.2: Results of optimising the Engrenage
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Figure 6.9: Preforms of the Engrenage: (a) Reference; (b) BFGS; (c) MAES; (d) SAO; (e)
SAO-MMF; (f) SAO-MEI
(a) Without zooming. The calculations were run in batches of 20 simulations. After
each batch, the optimum predicted by the metamodel was included in the next
batch. This algorithm will be referred to as SAO
(b) Improvement by Minimising a Merit Function. The initial batch are the same 20
calculations as those used for SAO. Subsequently, the sequential improvement
strategy picks the size of the next batches itself. This algorithm will be referred
to as SAO-MMF
(c) Improvement by the method of Maximum Expected Improvement. The initial
batch are the same 20 calculations as those used for SAO and SAO-MMF.
Subsequently, the sequential improvement strategy picks the size of the next
batches itself. This algorithm will be referred to as SAO-MEI
Table 6.2 presents the results. The table again shows for all algorithms the number of the
FEM calculation Nopt, which gave the optimal settings, as a fraction of the total number
of simulations Ntot performed for a specific algorithm. Additionally, it presents the op-
timal design variable settings and corresponding objective function values as well as the
reduction in energy and folding potential obtained by optimisation. Figure 6.9 visualises
the preforms of the reference and after optimisation using the different algorithms. The
convergence of the algorithms is depicted in Figure 6.10.
A first remark concerns the optimisation model to which the BFGS algorithm was applied.
This model deviated slightly from Equation 6.6, which explains why the optimal value of
µ2 is outside the box constraints. Values of Φene and Φfold were not available for this op-
timisation problem and thus, no improvement with respect to the reference preform could
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be calculated.
A first conclusion that can be drawn from Table 6.2 is that all optimisation algorithms
yield better results than the reference settings proposed by Ascoforge. Both the energy
consumption and the susceptibility to folding can be reduced up to 10%. A second impor-
tant conclusion, which is nicely depicted by the convergence plot of Figure 6.10, is that
the global algorithms outperform the local, iterative BFGS algorithm. Because BFGS is
local, its results depend heavily on the design variable settings where the algorithm is ini-
tialised. As was the case for the Triaxe, however, BFGS obtains its optimum after only 3
calculations, whereas the other algorithms need many more simulations.
Turning to the Sequential Approximate Optimisation algorithms now, it can be concluded
that utilising an effective sequential improvement strategy is essential. Although better
than BFGS, SAO without zooming performs significantly worse than SAO-MMF and SAO-
MEI. Hence, it turns out to be recommendable to apply a sequential improvement strategy
that aims at focussing near the optimum rather than to improve the metamodel of the
objective function in a more global sense (see Section 4.2.6). SAO-MMF and SAO-MEI
yield more or less equal results, although the latter algorithm performs slightly better for
the Engrenage. Note from Figure 6.10 that the first batch of 20 FEM simulations was
Figure 6.10: Convergence of the algorithms for optimising the Engrenage
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identical for all three SAO algorithms.
The results of the Metamodel Assisted Evolutionary Strategy are comparable to those
obtained by SAO-MMF. From Table 6.2, it can be seen that the optimum of MAES maxi-
mally reduces the energy consumption, whereas SAO-MMF yields a lower susceptibility to
folding defects. SAO-MEI clearly performs the best for this forging example, combining a
very high reduction in both energy consumption and folding potential. Nevertheless, the
differences between MAES, SAO-MMF and SAO-MEI are quite small. This can also be
concluded from Figure 6.9, where one can barely see a difference in the optimal preforms
indicated by MAES and all three SAO algorithms.
6.3 Conclusions
The optimisation algorithm described in Section 4.2 has been applied to two forging cases
and was compared to the Metamodel Assisted Evolutionary Strategy (MAES) mentioned
in Section 4.2.6, to a classical iterative BFGS algorithm and to a reference case. For the
Triaxe, this reference case was a product that suffered from a problem: a folding defect. It
was tried to solve this problem by applying optimisation techniques. The second example,
the Engrenage, had no problem: it was merely tried to utilise the optimisation algorithms
to improve the forging process w.r.t. the reference situation, which in this case was the
forging process proposed by the forging company. It was attempted to improve the forg-
ing of the Engrenage on two fields: to decrease its susceptibility to folding defects and to
decrease the amount of energy required for forging the part.
Concluding this comparison between optimisation algorithms, let us summarise the find-
ings. For both forging cases, the results were very similar. All algorithms yielded better
results than the reference situation. For the Triaxe, it was shown that the folding defect
can be solved using optimisation. For the Engrenage, both the folding susceptibility and
the energy consumption could be decreased by 10% with respect to the forging process
proposed by the company.
Not all algorithms performed equally well. The global algorithms introduced outperform
the local iterative BFGS algorithm. The latter is e.g. not capable of solving the folding
defect for the Triaxe, whereas most global algorithms are. The BFGS algorithm, on the
other hand, requires significantly less time consuming FEM calculations for obtaining its
optimum than the other algorithms.
Regarding the Sequential Approximate Optimisation (SAO) algorithms proposed in Sec-
tion 4.2 of this report, sequential improvement strategies that focus near the optimum
(SAO-MMF and SAO-MEI) are more effective than SAO without zooming, which is pri-
marily aiming at obtaining an accurate metamodel. For the Triaxe, SAO without zooming
was not capable of fully removing the folding defect, whereas SAO-MMF and SAO-MEI
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did solve the folding problem convincingly. For both the Triaxe and the Engrenage, SAO-
MEI performed slightly better than SAO-MMF. This conclusion for SAO, SAO-MMF and
SAO-MEI was also drawn from the application of the algorithms to analytical test func-
tions in Appendix C, which provides a nice confirmation of the findings.
The Metamodel Assisted Evolutionary Strategy (MAES) performed approximately equally
well as SAO-MMF and SAO-MEI. For both the Engrenage and the Triaxe, MAES yielded
slightly less good results, but the difference is so small that it can be neglected.
In the end, it can be concluded that MAES, SAO-MMF and SAO-MEI all are very promis-
ing optimisation algorithms for the optimisation of metal forming processes. They have
been shown to eliminate the folding defect for the Triaxe and have reduced both the folding
susceptibility of the Engrenage and the energy consumption needed for forging this part
by approximately 10%.
Chapter 7
Conclusions, recommendations &
future work
This chapter draws some conclusions from the topics covered by this report. Additionally,
recommendations are formulated and the direction for future work is indicated.
7.1 Conclusions
It can be concluded that:
• Mathematical optimisation exists of modelling and solving an optimisation problem.
Modelling consists of formulating an objective function and constraints, and selecting
the design variables. Solving is done by a suitably chosen optimisation algorithm
• This report focussed on selecting and implementing a suitable optimisation algorithm
for solving optimisation problems in metal forming using time consuming nonlinear
FEM simulations. After an extensive literature review, a Sequential Approximate
Optimisation algorithm based on metamodelling was selected since it provides the
global optimum instead of only a local one, allows for parallel computing, does not
require the calculation of sensitivities from FEM, offers a black box approach and
apart from optimisation, the visualisation of metamodels offers a lot of insight in the
metal forming process
• Response Surface Methodology (RSM) and Design and Analysis of Computer Experi-
ments (DACE) or Kriging have been selected to be the most applicable metamodelling
techniques
• The sequential improvement part of the optimisation algorithm is crucial for its
efficiency. Four sequential improvement strategies have been investigated. The most
promising strategies are the methods of Minimising a Merit Function (MMF) and
Maximum Expected Improvement (MEI)
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• The algorithm is implemented in MATLABr and can be used in combination with
any Finite Element code
• The optimisation algorithm has been applied to optimising the internal pressure and
axial feeding load paths of a simple 2D hydroforming process. The results were
satisfactory, which demonstrates the good applicability of the proposed algorithm to
metal forming processes
• The optimisation algorithm was compared to other optimisation algorithms for metal
forming by applying it to optimise the preform geometries of two more complex 3D
forging products. The proposed Sequential Approximate Optimisation (SAO) algo-
rithm with MMF and MEI sequential improvement strategies appeared to perform
better than the other algorithms taken into consideration. Moreover, it managed to
remove a folding defect for one forging process and it decreased the energy consump-
tion and folding susceptibility of another forging process by 10% w.r.t. the forging
process proposed by experts of the forging company
7.2 Recommendations
Several recommendations are formulated based on the findings described in this report:
• It was found that fitting accurate metamodels is quite a hard job. Therefore it is
recommended to acquire more knowledge on the responses (objective function and
implicit constraints) that are used within models of optimisation problems in metal
forming. Questions waiting for an answer are amongst others: Are responses highly
nonlinear? Is numerical noise important? Are RSM and DACE sufficient to approx-
imate the responses or are other metamodelling techniques better applicable? Is the
Gaussian correlation function within DACE a good choice? When is a metamodel
accurate enough for optimisation? Answering these questions may result in a de-
cision whether to use RSM or DACE, or maybe another metamodelling technique.
Additionally, these answers will yield more efficient and more accurate metamodel
based optimisation algorithms
• It is also recommended to acquire more experience with the algorithm by applying it
to more metal forming processes, other objective functions and a different number of
design variables. This helps answering the questions above and in this way, perhaps
a final decision can be made whether to use MEI or MMF as sequential improvement
strategy
• A final recommendation is to extend the algorithm to qualitative (discrete) variables
such that also different materials or production processes and the number of process
steps can be taken into account as design variables
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7.3 Future work
The recommendations presented in the previous section are important directions for future
work. In the near future, however, we will shift from the solving part of mathematical
optimisation to the modelling part. This comprises formulating objective function and
constraints and developing a method for selecting design variables effectively.
Objective function and constraints will be modelled to optimise for robust metal forming
processes, since robustness is an essential condition for cost-effective production. Also,
attention will be paid to the relation between designing a part and manufacturing the part
w.r.t. the optimisation of forming processes.
Next to formulating objective function and constraints, effort will be put in developing
methodologies for selecting the design variables that should be taken into account in the
optimisation problem. Approximate optimisation algorithms suffer from the “curse of
dimensionality”, i.e. it is prohibitively expensive to take more than a couple of design
variables into account. On the other hand, industrial problems include a large number of
possible design variables. Thus, it is of the utmost importance to select the few design
variables taken into account cleverly. It will be tried to apply design variable screening
techniques to obtain only those say 5% of the variables that determine 80% of the variation
in the objective function.
After having developed methods for modelling and solving optimisation problems, the
total optimisation strategy will be applied to industrial hydroforming and deep drawing
applications.
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Appendix A
Response Surface Methodology
(RSM)
Response Surface Methodology, which was originally developed for analysing physical ex-
periments, is a well-known metamodelling technique. Section A.1 describes how the meta-
model is fitted using RSM. Special attention is given to the assumptions underlying the
use of RSM in Section A.2. These assumptions and the accuracy of the metamodel need
to be validated as described in Section A.3. Finally, Section A.4 describes several DOE
strategies suitable for RSM.
A.1 Fitting the metamodel
Response Surface Methodology is a linear regression technique described in many text-
books [38,89,90]. Let us look at the measurements of a response variable y, which depends
on the n = 6 settings of one design variable x as presented in Table A.1. The measurements
are also depicted in Figure A.1.
Using least squares regression, the true response y is predicted by a metamodel yˆ, which
is a linear and additive combination of all k design variables (hence the term “linear”
x y
0 4.5378
2.0000 7.2705
4.0000 8.2637
6.0000 12.5248
8.0000 13.0060
10.0000 14.3263
Table A.1: Some example measurements
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Figure A.1: Least squares regression
regression):
yˆ = β0 + β1x1 + ...+ βjxj + ...+ βkxk (A.1)
in which β are the regression coefficients. However, the metamodel is only an approxima-
tion. The actual response values yi can be determined from the metamodel and a remaining
error:
yi = β0 +
k∑
j=1
βjxij + εi (A.2)
ε is the error. In matrix notation, Equation A.2 can be written as:

y1
...
yi
...
yn
 =

1 x11 · · · x1j · · · x1k
...
...
. . .
...
1 xi1
. . .
...
...
...
. . .
...
1 xn1 · · · · · · · · · xnk


β0
...
βj
...
βk
+

ε1
...
εi
...
εn
 (A.3)
⇒ y = Xβ + ε (A.4)
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The regression coefficients β are unknown. Using RSM, these coefficients are determined
by least squares regression, which aims at minimising the quadratic error:
min
β
L =
n∑
i=1
ε2i = ε
Tε (A.5)
This can be accomplished by substituting Equation A.3 in Equation A.5, differentiating
w.r.t. the regression coefficients β and putting the result equal to 0:
∂L
∂β
∣∣∣∣∣
b
= −2XTy + 2XTXb = 0⇒ b = (XTX)−1XTy (A.6)
in which b are the least squares estimators of β. Thus, the solution for b is the vector
containing the values for the regression coefficients β that minimise the quadratic error
and the metamodel yˆ = Xb provides the best linear function for the measured data.
What can we do with this metamodel obtained by RSM? Well, we can use it to predict the
value y0, which is the response of an untried combination of the design variables, which
are represented in the design vector x0:
yˆ0 = x
T
0 b (A.7)
y0 is also shown in Figure A.1. Additionally, one can also determine the variance of yˆ0 at
that location [90]:
var(yˆ0) = σ
2xT0 (X
TX)−1x0 (A.8)
where σ2 is the error variance, which can be estimated by the Mean Squared Error (MSE):
MSE =
SSE
n− p =
∑n
i=1 (yi − yˆi)2
n− p (A.9)
SSE is the Sum of Squared Errors, which equals the square of the difference between the
measured response points and the response points predicted by the polynomial metamodel.
n is the total number of measurements, whereas p is the number of regression coefficients.
Above, we introduced the concept of linear regression. However, in many cases, the relation
between the design variables and the response will not be linear, but quadratic, with or
without interaction effects, or of even higher order. In this case, one can simply substitute
some linear variables by other quadratic variables. For example, the quadratic metamodel
in the expression
y = β0 + β1x1 + β2x2 + β12x1x2 + β11x
2
1 + β22x
2
2 + ε (A.10)
equals the one in
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y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + ε (A.11)
where β3 = β12, β4 = β11 and β5 = β22 and the design variables x3, x4 and x5 equal x1x2, x
2
1
and x22, respectively. Thus, using linear regression one can also fit higher order metamod-
els. In fact, as long as the metamodels stay linear w.r.t. the regression coefficients β, linear
regression can still be applied [90]. In RSM practice, metamodels of a higher order than
two are seldom encountered, since 2nd order methods can take a variety of shapes and are
sufficient in many practical cases. Additionally, the number of measurements necessary for
fitting higher order metamodels increases exponentially.
The choice for polynomials in RSM is based on Taylor series expansion. Traditional RSM
fits these polynomials through a number of obtained measurement points. However, if one
has the opportunity to determine the first, second, third, etc. derivatives of the response
with respect to all design variables, one may construct a Taylor polynomial from only one
physical or numerical measurement as is done within the Finite Element code ANSYS [20].
The method is, however, not applicable to non-linear FEM simulations as is the case for
metal forming.
A.2 Assumptions for RSM
It is important to be aware of the underlying assumptions when selecting a specific type of
metamodel for certain application, especially when the metamodelling technique has not
been developed for the application one is using it for. As already mentioned in Section
3.2, RSM was originally developed for obtaining easy to fit models from physical experi-
ments. Physical experiments are stochastic, i.e. they typically show a specific amount of
variation, which is nicely reflected by the random error term in Equation A.2. However,
when applying RSM to numerical experiments like computer simulations, one should take
notice of the assumptions underlying RSM presented in this section.
Two assumptions were already indicated in the previous section: the response should
depend on the design variables in a linear (at least w.r.t. the regression coefficients) and
additive way. If this is not the case, RSM will not provide a good metamodel. Additionally,
Tunali et al. [137] point out the following assumptions for applying least squares regression
to simulation models:
1. Observations are random samples from the population about which inferences are
desired. This demand comes from physical or other stochastic processes, where
recognised and unrecognised nuisance variables are present. This is why experiments
for RSM need to be randomised for preventing systematic influence of unrecognised
nuisance variables and blocked for eliminating the influence of recognised nuisance
variables. A third technique called replication (performing experiments with the
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same settings more than once) is important for finding the variance of the stochastic
response
2. The metamodel is structurally adequate: the expected error equals 0 or E(ε) = 0
3. The errors are normally distributed
4. The error variance is homogenous, i.e. the variance of the error does not vary for
different design variable settings: var(ε) = σ2I. If this is the case anyway, het-
eroscedasticity is said to occur
5. The errors are statistically independent: cov(εi, εj) = 0 for i 6= j. This is known as
autocorrelation of the variances
Other authors from the field of Social Sciences, in which linear regression techniques
are used frequently, mention two additional assumptions [10,11,43]:
6. Collinearity should not be present, i.e. two design variables should not be linearly
dependent on each other. If this is the case, the solution of the least squares regression
coefficients will not be defined uniquely. If more than two design variables are linearly
dependent, this is referred to as multicollinearity [47]
7. Each design variable is uncorrelated with the error term: cov(xi, ε) = 0
When applying RSM, it is important to bare these assumptions in mind and to validate
the metamodel for violations of the assumptions mentioned above.
A.3 Metamodel validation
The metamodel obtained by RSM should be validated on two fields. It should be tested
for:
• the accuracy of the metamodel with respect to the measured data
• the assumptions presented in Section A.2
A.3.1 Testing for accuracy
Several tests can indicate the accuracy of the metamodel obtained by Response Surface
Methodology [90]:
1. Test for significance of regression
2. Tests on individual regression coefficients
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3. Test for lack of fit
The first test is to test if any design variable contributes to (the variability of) the response.
If this is not the case, the metamodel does not reflect the measurements. This test can be
done by the hypotheses [90]:
H0 : β1 = β2 = · · · = βk = 0 (A.12)
H1 : βj 6= 0 for at least one j
Let us again take a look at Figure A.1 and Equation A.2. We can now define the sum
of squares (SS) of the total variability of the measurements (SST), the variability of the
metamodel or regression model (SSR) and the variability of the remaining error (SSE)
[38,90]:
SST =
n∑
i=1
(yi − y¯)2 (A.13)
SSR =
n∑
i=1
(yˆi − y¯)2 (A.14)
SSE =
n∑
i=1
(yi − yˆi)2 (A.15)
(A.16)
One can easily obtain that the following relation holds:
SST = SSR + SSE (A.17)
Equation A.12 can now be tested by using ANalysis Of VAriance or ANOVA and the
F-statistic:
F0 =
SSR/k
SSE/(n− k − 1) =
MSR
MSE
(A.18)
in which n is the number of measurements and k is the number of design variables. H0 is
rejected if:
• F0 ≥ Fα,k,n−k−1
• p ≤ α
in which α is related to the confidence level and p is the p-value for the test statistic F0.
A measure for how well the metamodel explains the total variability in the measurements
is the R2-value defined as:
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R2 =
SSR
SST
= 1− SSE
SST
(A.19)
A larger R2 indicates a better metamodel, whereas the metamodel is perfect when R2 = 1.
Since R2 increases with every design variable, also non-significant design variables will
cause an increase of the R2-value. To investigate if a design variable is significant, one can
use the adjusted R2-value, which is defined as [90]:
R2adj = 1−
n− 1
n− k − 1
(
1−R2) = 1− MSE
MST
(A.20)
R2adj decreases when not significant variables are added. The F -statistic, p, R
2 and R2adj-
values are all important measures for the significance of the metamodel w.r.t. the measured
data.
The second test is also to determine if design variables are significant or not. The following
hypotheses are tested:
H0 : βj = 0 (A.21)
H1 : βj 6= 0
H0 is rejected when the test statistic t0 ≥ tα/2,n−k−1 where t denotes the Student distribu-
tion and
t0 =
bj√
σˆ2(XTX)−1
=
bj
se(bj)
(A.22)
where bj is the least squares estimator of the j
th regression coefficient, σˆ2 is the pre-
dicted response variance, X is the matrix given in Equation A.3 and se(bj) is short for
the estimated standard error of the jth regression coefficient. The significance of a spe-
cific regression coefficient can easily be seen from the confidence interval of this regression
coefficient:
bj − tα/2,n−k−1se(bj) ≤ βj ≤ bj + tα/2,n−k−1se(bj) (A.23)
If the confidence interval includes the value 0, the considered design variable is not signif-
icant.
The third and last test is a test for lack of fit (LOF) of the metamodel and is only possible
if replicate measurements of certain design variable settings are present [90]. Suppose we
perform m measurements of the response y, replicate measurements not included, and
p = k+1 regression coefficients need to be fitted. This leaves n−m replicate measurement
points for distinguishing between a Pure Error (PE) and a LOF Error part of the total
SSE:
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SSE = SSPE + SSLOF (A.24)
Using ANOVA again, we can now test the F -statistic
F0 =
SSLOF/(m− p)
SSPE/(n−m) =
MSLOF
MSPE
(A.25)
and conclude that there is no strong evidence for LOF if
• F0 ≤ Fα,m−p,n−m
• p ≥ α
Thus, there is no evidence for suspecting the regression model to be of a higher order than
assumed [90]. If on the contrary F0 exceeds Fα,m−p,n−m, LOF is expected to be present.
ANOVA is often presented in a table as shown in Table A.2.
Source of Sum of Squares Degrees of Mean Square F0 p-value
variation Freedom
Regression SSR k MSR F0 =
MSLOF
MSPE
p-value for regression
Residual SSE n− k − 1 MSE
Lack Of Fit SSLOF m− k − 1 MSLOF F0 = MSLOFMSPE p-value for LOF
Pure Error SSPE n−m MSPE
Total SST n− 1
Table A.2: ANalysis Of VAriance
Next to the tests displayed above, another measure for the accuracy of the metamodel is the
additional visualisation of the variance of the predicted response vs. the design variables.
In Section A.1, it was indicated that one may predict the response at any design variable
setting x0 by the polynomial metamodel:
yˆ(x0) = x
T
0 b (A.26)
At this location, the prediction variance is defined as [90]:
var(yˆ(x0)) = σ
2xT0 (X
TX)−1x0 (A.27)
The square root
√
var(yˆ(x)) of this variance in relation to the metamodel is a measure for
the accuracy of the metamodel. σ2 may be estimated by the MSE from the ANOVA table.
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Figure A.2: (a) Partial regression plot; (b) Residual plot; (c) Residual plot showing het-
eroscedasticity; (d) Residual plot showing nonlinearity
A.3.2 Testing the assumptions
The first assumption of Section A.2 cannot be validated, but one should take randomisa-
tion, blocking and replication into account during sampling the measurements, i.e. while
selecting a suitable DOE strategy (refer to Section A.4).
Linearity can easily be observed when plotting the response measurements vs. a design
variable as presented in Figure A.2(a) [47]. This so-called partial regression plot works
nicely for linear metamodels, but its use diminishes if interaction or quadratic metamodels
are fitted using RSM. A better way is to take a look at the residuals (errors), i.e. the
difference between the observed responses and the metamodel. This Residual Analysis is
a well-known method, which is also capable of validating several error related assumptions
from Section A.2. Residual analysis comprises analysing a number of residual plots. The
first residual plot is a plot of the residual e vs. the response predicted by the metamodel
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yˆ. Sometimes, the residual is standardised (or similar, studentised) w.r.t. the response
variance. The standardised residual is defined as [90]:
di =
ei
σˆ
(A.28)
in which σˆ is standard deviation, mostly defined as the square root of the Mean Sum of
Squares of the Errors (MSE):
σˆ =
√
MSE (A.29)
Figure A.2(b) implies a good metamodel is fit. There is no trend in the errors, so:
• E(ε) = 0
• var(ε) = σ2I
• The response is linear
Figure A.2(c) and (d) show residual plots for responses where heteroscedasticity and non-
linearity occur, respectively. In contradiction to the partial regression plot shown in Figure
A.2(a), the latter plot is also applicable for testing nonlinearity if higher order metamodels
are used.
The assumption that the error is normally distributed can be validated by a Normal prob-
ability plot or by displaying the error distribution directly [89, 90]. The latter is known to
be less reliable when only few measurements have been performed. Both are presented in
Figure A.3. If the normal probability plot follows the line y = x, the errors are distributed
normally. Otherwise, the distribution may be higher, lower, skewed, etc. depending on the
Figure A.3: Normal probability plot and error distribution
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Figure A.4: (a) Autocorrelation plot; (b) Error - variable plot
shape of the deviation from the line y = x [47].
A validation measure for the assumption about the autocorrelation of the errors is indicated
by Tunali et al. [137]. It is a plot of the residuals ei vs. the previous residual in run order
ei−1. If this plot shows any regularity, the errors are correlated. The example in Figure
A.4(a) does not show any regularity, meaning the assumption is met:
cov (εi, εj) = 0 for i 6= j (A.30)
Figure A.4(b) shows a residual plot of the error vs. a design variable. Such a plot reveals
if the design variable and error are correlated. If this is not the case as in Figure A.4(b),
the following assumption is satisfied:
cov(xi, ε) = 0 (A.31)
Non-additivity and (multi-)collinearity are the last assumptions that need to validated.
Tunali et al. [137] describe a test statistic and use Anscombe-Tukey plots for validating
additivity. Multicollinearity is not a strict assumption, but may result in an erroneous
solution of the regression variables, since the solution is not defined uniquely anymore. A
way for validating multicollinearity is by applying RSM to each design variable w.r.t. the
other design variables. The collinearity of each design variable can be estimated by the
tolerance [47]:
TOL = 1−R2 (A.32)
The lower the tolerance, the higher the collinearity.
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A.4 Design Of Experiments (DOE) for RSM
A Design of Experiment (DOE) is a structured, organised method for determining the
relationship between factors affecting a process and the output of that process [50]. “Clas-
sical” DOE strategies are often used to decide at which factor settings physical experiments
should be performed in order to be able to characterise a phenomenon that is output of
the process under investigation. After having performed the experiments indicated by the
DOE strategy, this phenomenon can subsequently be fitted and analysed using Response
Surface Methodology. Several good books from the field of Statistics are available on DOE
(sometimes referred to as experimental design or DOX ) [30,88,90]. Below, attention is paid
to the desirable properties of DOE strategies used for RSM and several specific groups of
DOE strategies are addressed.
A.4.1 Desirable properties of DOE strategies for RSM
Several desirable properties of DOE strategies for RSM are indicated by Myers and Mont-
gomery [90]. The experimental design should:
• result in a good fit of the response
• test for Lack Of Fit and estimate the Pure Error
• be cost-effective
The first property seems trivial, but becomes less trivial when one realises it is often not
known beforehand how the response behaves (linearly, quadratic, etc.). Two measures of
how good a metamodel based on RSM is, are the variance of the regression coefficients and
the prediction variance.
DOE strategies, which minimise the variance of the predicted regression coefficients are
called orthogonal designs. Clearly, a lower variance of the regression coefficients, which are
the unknown variables for fitting an RSM metamodel, results in a better metamodel. In a
context of DOE, orthogonality is defined as:
min
var(b)
σ2
(A.33)
An orthogonal design satisfies the following relation:
XTX ∼ I (A.34)
where X is the design matrix containing the settings of the design variables, which form
the experimental design. Orthogonality ensures that the design variables are assessed
independently w.r.t. each other. Orthogonality is especially important for fitting linear
metamodels, which are often used for screening, i.e. trying to understand the response
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entity and the important variables influencing this response, or for the initial scanning of
a large design space for an optimum (see the four goals of metamodelling in Section 3.1).
An additional property of orthogonal designs is that there is no correlation between the
input settings. Thus, (multi-)collinearity cannot occur [114].
For second order metamodels, prediction variance is a much more important measure than
the variance of the regression coefficients. The prediction variance ν is defined as:
ν(x) =
var(yˆ(x))
σ2
(A.35)
For second order metamodels, prediction variance optimality is reflected by a property
called rotatability. A rotatable experimental design is a design for which the prediction
variance is equally large for any two points who are located at the same distance from
the design center. The purpose of rotatability is to keep the prediction variance stable
throughout the design space, which is a desirable property if one is interested in the meta-
model as a prediction method or during the final, accurate optimisation of the response
(again compare the four goals of metamodelling in Section 3.1). Second order response
surfaces are often used for these goals.
For resulting in a good fit, the random error present in stochastic phenomena (ε in Equation
A.3) will generally influence the estimation of the regression parameters. This influence
is minimal if the experimental design points are located at the boundaries of the design
space [90]. For explaining this, let us take a look at Figure A.5(a) [46], which presents two
responses from DOE points that lie in the interior of the design space. Presume that the
dashed line describes the real but unknown relation y(x). Note that the linear metamodel
(the solid line) provides a poor estimation, which is caused by the random error and the
Figure A.5: (a) A linear metamodel constructed from DOE points in the interior of the
design space; (b) A linear metamodel constructed from DOE points on the boundary of
the design space
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Figure A.6: (a) A linear metamodel constructed from DOE points on the boundary of the
design space approximating a quadratic true response (b) A linear metamodel approxi-
mating constructed from DOE points in the interior of the design space a quadratic true
response
small distance between the DOE points. Now, compare this result with the metamodel
fitted through DOE points that lie on the boundary of the design space as presented in
Figure A.5(b). The metamodel is much better and in general it can be concluded that
good DOE strategies for RSM are those experimental designs for which the DOE points
are forced to the boundaries of the design space [46,90].
Whereas DOE points on the boundary of the design space increase the metamodel accu-
racy by minimising the variance of the regression coefficients, they are known to enhance
the bias error. A bias error evolves when the true response is of a different shape than the
presumed metamodel [46, 90]. For example, suppose a true response y obeys a quadratic
relationship w.r.t. the design variable x as shown by the dashed line in Figure A.6(a). If we
erroneously presume a linear polynomial metamodel and use DOE points on the boundary
of the design space to fit this metamodel, we can distinguish a relatively large bias error
εbias from Figure A.6(a). If we, however, shift the DOE points to the interior of the design
space, the bias error reduces significantly as presented in Figure A.6(b). Although minimis-
ing the bias error is an important feature of DOE strategies, it is assumed for RSM that
the presumed metamodel shape matches the true response behaviour, which is in favour
of placing the DOE points on the boundaries of the design space.
Summarising, whether a certain experimental design is a good DOE strategy w.r.t. the first
desirable property, i.e. providing an accurate metamodel, is strongly related to the type
of metamodel one is planning to fit. A design for fitting a first order polynomial should
be (nearly) orthogonal, a suitable DOE strategy for a second order polynomial metamodel
benefits more from good rotatability properties. For both orders of polynomials, experi-
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mental designs with DOE points on the boundaries will provide more accurate estimates
of the true phenomenon.
The second desirable property mentioned above is the possibility to test for Lack Of Fit
(LOF) and estimation of the Pure Error (PE) of the response. As indicated in Section
A.3, this can be done if one has the availability of replicate runs, i.e. running a number
of experiments with the same design variable settings. The DOE strategy should allow
for this. Since known and unknown nuisance variables can be present in case of realtime
experimentation, a suitable DOE strategy should also include the concepts of blocking and
randomisation. Often it is impossible to perform all experiments under the same homo-
geneous conditions, e.g. it is impossible to perform all experiments on one single day and
a response may depend on the day of experimentation. The influence of this nuisance
variable can be taken into account by blocking, i.e. grouping the measurements into sev-
eral blocks. The extra variation caused by the nuisance variables is taken into account by
spreading the replicate runs over the blocks [90]. In addition to known nuisance variables,
many unknown nuisance variables may unsuspectedly influence the response. Performing
the experiments in a random order, i.e. randomisation, will minimise the chance that the
response gets structurally influenced by these unknown nuisance variables. If blocks are
present, the DOE settings within the blocks are randomised [90]. A suitable DOE strategy
for a certain problem will allow for all three concepts of replication, blocking and randomi-
sation to be included.
The third and last property is the cost-effectiveness of the experimental design. Since
(physical) experiments are quite time consuming and costly, the DOE strategy will have
to attempt to keep the number of experiments to be performed at a minimum while en-
suring that the phenomenon under investigation stays observable. Saturated designs play
an important role for cost-effective experimentation. To explain this, let us review the
minimum number of experiments required to fit a linear and a quadratic metamodel using
RSM, respectively. The metamodel is dependent of k design variables:
plin = 1 + k (A.36)
pquad = 1 + 2k + k
k − 1
2
If the number of experiments n is exactly equal to this minimum number of measurements
necessary to fit the linear metamodel plin (or pquad for a quadratic one), the experimental
design is called a saturated design. A saturated design will always result in a metamodel
with an R2-value of 1 and does not leave any Degrees Of Freedom for testing for LOF. A
saturated or nearly saturated DOE strategy is not recommendable w.r.t. the accuracy of
the metamodel. However, saturated designs are the most efficient designs from a time and
costs point of view.
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Another property, which may prove useful if one does not know the order of the metamodel
that is to be fitted, is the possibility for sequential experimentation. The procedure when
fitting a metamodel using sequential experimentation starts with assuming the most sim-
ple, i.e. a linear, metamodel. Since Equation A.36 implies that a simple metamodel needs
less experiments to fit, an appropriate DOE strategy for a linear metamodel will be rela-
tively cost-efficient. If it turns out after metamodel validation that the response is indeed
linear, the result is obtained without performing an extensive amount of experiments. If
on the other hand, a linear metamodel appears to be insufficient, the DOE strategy should
allow for the addition of only a few design variable settings to result in an experimental
design for second order metamodels containing the desirable properties introduced earlier.
The procedure for sequential experimentation guarantees a limited amount of required ex-
periments for any shape of the response quantity.
After having introduced several desirable properties of DOE strategies for RSM, let us now
turn to the description of several well-known designs.
A.4.2 Factorial designs
The most well-known group of experimental designs are the factorial designs. nk Full fac-
torial designs choose n levels for each of the k design variables, which results in a DOE
strategy for performing a total of nk experiments (note that each design variable denotes
one dimensional direction). Figures A.7(a) and (b) present a 23 and a 32 full factorial
design, respectively. A 2k full factorial is suitable for fitting linear and interaction meta-
models, whereas at least 3 levels are necessary for fitting second order metamodels.
Full factorial designs are relatively expensive, since the number of experiments increases
exponentially with each extra level. A solution to limit the number of experiments is to
use fractional factorial designs. The applicability of fractional factorial designs is based on
three key ideas [90]:
• The Sparsity-of-Effects Principle, which states that it is likely that a system or process
is primarily driven by the main effects and lower order interactions rather than higher
order effects and interactions
• The Projection Property: fractional factorial designs can be projected into stronger
designs in a subset of (fewer) significant factors
• Sequential Experimentation: it is possible to combine two or more fractional factorial
designs to assemble a stronger design sequentially to estimate higher order effects and
interactions as already discussed earlier
An nk−p fractional factorial design is the (1/n)p fraction of an nk full factorial design. Figure
A.7(c) presents a 23−1 fractional factorial design. Note that the number of experiments
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that needs to be performed is actually 23−1 = 22 = 4. This reduction of the total number of
experiments comes at the cost of being able to determine only (1/2)p part of all regression
coefficients uniquely (group 1). The remaining regression coefficients (group 2) are aliased
with group 1. For determining which of the regression coefficients is actually significant,
the Sparsity-of-Effects Principle states that the lowest order main or interaction effect
is significant and that the highest order terms can be neglected. The resolution of an
experimental design indicates which effects from group 2 are aliased with which effects
from group 1 [90]:
• Resolution III: main effects are not aliased with each other, but with two-factor
interactions and two-factor interactions are aliased with each other
• Resolution IV: main effects are not aliased with each other nor with two-factor in-
teractions, but two-factor interactions are aliased with each other
• Resolution V: main effects are not aliased with each other nor with two-factor inter-
actions, two-factor interactions are not aliased with each other either, but they are
aliased with three-factor interactions
The 23−1 fractional factorial design presented in Figure A.7(c) is of resolution III and is
a 23−1III design: the four experiments only allow for the estimation of the four main effects
β0, β1, β2 and β3. The two-factor interactions (β12, β13, β23) and the three-factor interaction
β123 are aliased with the main factors.
Figure A.7: (a) 23 full factorial design; (b) 32 full factorial design; (c) 23−1 fractional
factorial design
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Figure A.8: (a) 3 factor Central Composite Design; (b) 3 factor Box-Behnken Design
A.4.3 Response Surface designs
Next to factorial designs, a second important group of DOE strategies for RSM are special
Response Surface designs. Two important designs are the Central Composite Design and
Box-Behnken design, which are presented for three factors in the Figures A.8(a) and (b),
respectively.
The Central Composite Design (CCD) is a well-known and very attractive DOE strategy
for RSM because it satisfies many of the desirable properties introduced in Section A.4.1:
• It allows for Sequential Experimentation, since it is a combination of a 2k full factorial
design with 2k axial or star points and nc center points. The factorial design can
initially be used for the fitting of a linear metamodel, whereas the other points can
be added if the linear metamodel is found to be insufficient
• The factorial design is variance optimal and of Resolution V, meaning that the main
and interaction effects can be determined uniquely (are not aliased w.r.t. each other)
• The axial points contribute to the estimation of second order effects in a major way,
since they are spread over five levels
• The axial points are chosen in such a way that the CCD is rotatable
• The nc center runs contribute to the estimation of the quadratic effects and provide
an estimate of the Pure Error
Note that the CCD covers a (hyper)spherical design space. In many cases, however, one
is bounded to a rectangular design space and the CCD will penetrate into the non-feasible
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Figure A.9: (a) 2 factor (Circumscribed) CCD (b) 2 factor Inscribed CCD (c) 2 factor
Face Centered CCD
domain. To overcome this problem, one may scale the original Circumscribed CCD into an
Inscribed CCD reducing the radius of the design as presented in Figure A.9(b). A disad-
vantage of doing this is the lack of measurements in the corners of the design space. If one
is interested in an accurate metamodel at the boundaries of the design space, for example
if one uses the metamodel for constrained optimisation, this design is not recommendable.
In this case, one is advised to consider a Face Centered CCD as presented in Figure A.9(c).
Note that a 2 factor Face Centered CCD is similar to a 32 full factorial design. This is not
the case for 3 or more factors.
The second Response Surface design is the Box-Behnken design (BBD) (see Figure A.8(b)).
This is a design of three levels, whereas the CCD comprised five levels. It is recommended
for fitting second order metamodels using RSM if the experimenter is somehow limited to
performing experiments on three levels only. A BBD is nearly rotatable and the center
runs allow for fitting second order effects and estimating Pure Error. Note, however, that
the BBD is an inscribed spherical design meaning that the design, just as the inscribed
CCD, is not recommended if one is interested in highly accurate results at the boundaries
of the design space [90].
A.4.4 Computer generated designs
A major problem for applying Factorial or Response Surface designs in practice is their
assumption of (hyper-)circular or (hyper-)rectangular design spaces. If explicit constraints
are present for metamodel based optimisation for example, the design space will not be
rectangular anymore, which rules out classical DOE strategies. This is where in case of
RSM computer generated designs should be applied [90]. Computer generated designs are
useful for:
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Figure A.10: (a) Face Centred Central Composite Design (b) Computer generated design
1. non-spherical or non-rectangular design spaces
2. augmenting a design or replacing a point
3. designing an experiment from scratch, without selecting a specific type of DOE strat-
egy beforehand
The first use is presented in Figure A.10. The rectangular design space from Figure A.10(a)
is described by a Face Centered CCD and the design space restricted by the explicit con-
straints g1 and g2 as presented in Figure A.10(b) is filled by a computer generated design.
No classical DOE strategy is suitable for selecting experiments in such an irregular design
space. The second and third advantages of applying computer generated designs mainly
find their application in the possibility for Sequential Experimentation in which an initial
design, e.g. a factorial design, is augmented with additional experiments to be able to fit
higher order metamodels.
Several computer generated designs exist and are named after letters from the alphabet. A
distinction is made between computer generated designs based on design optimality w.r.t.
the variance of the regression coefficients and ones based on optimality w.r.t. prediction
variance (see orthogonality and rotatability in Section A.4.1).
Computer generated designs based on the variance of the regression coefficients
The most well-known computer generated design is a D-optimal design. A DOE strategy
is D-optimal when:
max
x
∣∣∣∣XTXNp
∣∣∣∣ (A.37)
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where X is the design matrix containing the experimental design, N is the number of
design points and p the number of parameters in the model. |.| denotes the determinant.
A D-optimal design minimises the volume of the confidence intervals on the RSM regression
coefficients. A second computer generated design, which is optimal w.r.t. the variance of
the regression coefficients is A-optimality:
min
x
tr
(
XTX
Np
)−1
(A.38)
For A-optimality only the variance of the regression coefficients is taken into account,
whereas D-optimality also includes the covariances.
Computer generated designs based on the prediction variance
Next to the D- and A-optimal experimental designs, DOE strategies exist that are G-, V-
or Q-optimal. These are, however, not based on minimising the variance of the regression
coefficients, but are based on the prediction variance ν given by Equation A.35 in Section
A.4.1. A G-optimal design minimises the maximum prediction variance in the design space:
min
x
(max ν(x)) (A.39)
Another criterion based on prediction variance is V-optimality, which minimises the aver-
age prediction variance over a set of predefined points in the design space. A computer
generated design related to V-optimality is Q-optimality, which averages the prediction
variance over some region of interest R by integration over this region of interest and
division by the volume of this region of interest VR:
min
x
1
VR
∫
R
ν(x)dx (A.40)
Both minimising the variance of the regression coefficients and the prediction variance are
important properties of a good DOE strategy. Although D-optimality is most widely used,
it should be emphasised that this criterion sometimes lacks the competence of minimising
the prediction variance. As a consequence, D-optimality sometimes results in quite large
prediction variances.
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Appendix B
Design and Analysis of Computer
Experiments (DACE)
Design and Analysis of Computer Experiments or DACE was introduced by Sacks, Welch
et al. [111, 112] as an alternative for using Response Surface Methodology for computer
simulations. It is based on the assumption that computer simulations are deterministic,
i.e. will result in the same response for two or more replicate runs. This is in contradiction
to the stochastic nature of physical experiments for which RSM was developed. Sacks et al.
claim that in case of deterministic responses, the use of RSM is statistically incorrect since
the random error term is absent. They propose to interpolate the metamodel through the
response measurements and refer to this metamodelling technique as Design and Analysis
of Computer Experiments (DACE). Section B.1 describes how the metamodel is fitted
using DACE. Some attention is given to assumptions underlying DACE in Section B.2.
These assumptions and the accuracy of the metamodel need to be validated as described
in Section B.3. Finally, Section B.4 describes several DOE strategies suitable for DACE.
B.1 Fitting the metamodel
For RSM it was presented in Appendix A that a response y is predicted by a polynomial
metamodel yˆ = Xβ allowing for a remaining random error term:
y = Xβ + ε (B.1)
Since computer experiments are said to be deterministic, the remaining error at a response
measurement should equal 0 indicating that interpolated metamodels are better applicable
to computer simulations than RSM. Sacks et al. [111,112] have proposed to use Kriging to
achieve this. Using Kriging, the random error term in RSM ε is replaced by a Gaussian
stochastic process Z(x), which forces the metamodel to go through the measurement points.
The DACE metamodel now becomes:
yˆ = Xβ + Z(x) (B.2)
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The first part of Equation B.2 covers the global trend of the metamodel. The Gaussian
stochastic process Z, which accounts for the local deviation of the data from the linear
regression metamodel, has zero mean, variance σ2z and covariance
cov (Z(x1), Z(x2)) = σ
2
zR (x1 − x2) (B.3)
where R is the correlation function and x1 and x2 are two design variable settings. Any
correlation function for which R (xi, xi) = 1 would suffice, but a correlation function of
the form R (x1 − x2) makes the stochastic process stationary [69]. A further restriction is
making the correlation function symmetric, i.e. only dependent on the magnitude of the
distance between the two design variable settings: R (|x1 − x2|).
Up to now, the exact shape of the correlation function has not been specified yet and
this is the point where an a priori choice needs to be made for this exact shape. Several
types of correlation functions exist that satisfy the restriction R (|x1 − x2|) mentioned
above. Literature [69, 81, 114] reports exponential functions of the form exp−ϑ|x1−x2|
p
, the
Mate`rn correlation function, splines, linear and cubic functions. Although a correlation
function should be chosen that fits the behaviour of the problem entity, the Gaussian
exponential functions (exponential functions for which p = 2) are intuitively attractive
because they are infinitely differentiable. Moreover, Gaussian exponential functions are
frequently used in literature [114] and have been found to give accurate results [80]. Due to
a lack of knowledge on the behaviour of the problem entity, this fact led us to use Gaussian
exponential correlation functions in this report. This group of functions is defined as:
R(ϑ, x1, x2) = exp
−ϑ(x1−x2)2 (B.4)
When p is assumed to be 2, the only remaining coefficient is ϑ. The influence of the
value of ϑ on the metamodel fitted through several measurement points in one dimension
is indicated in Figure B.1: the larger ϑ, the smaller the distance influenced by a certain
measurement.
The remaining question is how to fit a Kriging metamodel given a number of measurement
points x and their responses y. We use the measurements presented in Table A.1 in Section
A.1, which are again shown in Figure B.2. Suppose we would like to predict the response
y0 shown in the figure by applying Kriging. Recall from Equations B.2 and B.3 that the
y0 depends on β and the Gaussian stochastic process Z, which is completely dependent on
the process variance σ2z and the correlation function R. Adopting the Gaussian exponential
correlation function, R is solely dependent on the parameter ϑ. We do not know either of
them, thus if we would like to predict y0, we should estimate β, σ
2
z and ϑ [114].
The basic idea of estimating β, σ2z and ϑ is to minimise the Mean Squared Prediction
Error [114]:
MSPE = E (yˆ0 − y0)2 (B.5)
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Figure B.1: The influence of ϑ on the DACE metamodel
Note that this idea is basically the same as minimising the Least Squares Error in RSM. A
well-known method for estimating the unknown parameters isMaximum Likelihood Estima-
tion (MLE), see e.g. [104]. MLE relies on the assumption that the observed measurements
are a result of a Gaussian stochastic process, which is the basic assumption of Kriging
anyway. Maximising the likelihood function, or equivalently the log likelihood, with respect
to all unknown parameters β, σ2z and ϑ will result in the following Best Linear Unbiased
Predictor (BLUP) for the response y0 as a function of the design variable settings x0 is
(see e.g. [69, 81,82,114]):
yˆ0 = f
T(x0)βˆ + r
T(x0)Rˆ
−1
(
y − Fβˆ
)
(B.6)
in which f is a vector of regression functions, i.e. the design matrix for x0:
f =
(
1
x0
)
(B.7)
r is a vector containing the correlation between the the unknown point (x0, y0) and the
known measurements (xi, yi) for i = 1...6:
r =
(
R(x0, x1) R(x0, x2) R(x0, x3) R(x0, x4) R(x0, x5) R(x0, x6)
)T
(B.8)
F is the design matrix at each known measurement location:
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Figure B.2: Fitting a Kriging metamodel
F =
[
1 1 1 1 1 1
x1 x2 x3 x4 x5 x6
]
(B.9)
y is a vector with known response measurements:
y =
(
y1 y2 y3 y4 y5 y6
)T
(B.10)
Note that the regression coefficients β and the correlation function R, which only depends
on ϑ, are replaced by their estimators βˆ and Rˆ. It can be shown (see e.g. [69, 81, 82, 114])
that βˆ is the Generalised Least Squares estimate of the regression coefficients β:
βˆ = (FTRˆF)−1FTRˆ−1y (B.11)
The term “Generalised Least Squares” refers to the extension of the (Ordinary) Least
Squares estimate of the regression coefficients within linear regression (RSM) as presented
in Equation A.6 of Section A.1. Note that if the measurement points are uncorrelated, i.e.
Rˆ = I, Equation B.11 reduces to Equation A.6 (since X and F are both symbols for the
same design matrix).
At this point, it is convenient to explain the difference between three types of Kriging en-
countered in literature: Ordinary, Universal and Detrended Kriging [82]. Ordinary Kriging
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assumes a constant mean over the domain and the 0th order polynomial is used as a re-
gression model. Universal and Detrended Kriging both fit higher order linear regression
models to account for non-stationary means. The difference between Universal and De-
trended Kriging lies in the way the regression coefficients β are estimated. Using Detrended
Kriging the data points are assumed to be uncorrelated, i.e.R = I, whereas Universal Krig-
ing incorporates correlations between the data. It can be stated that Detrended Kriging
combines both linear regression and Ordinary Kriging, whereas Universal Kriging will re-
sult in slightly different regression coefficients than linear regression [82].
Similarly to the estimation of β, we can also use MLE to estimate σ2z . It turns out that:
σˆ2z =
1
n
(
y − Fβˆ
)T
Rˆ−1
(
y − Fβˆ
)
(B.12)
in which n is the number of known measurements.
Now β and σ2z have been estimated by MLE, let us shift to the estimation of R, which
is also necessary for estimating β and σ2z as one can see in Equation B.11 and B.12. As
already mentioned above, R is solely dependent on the parameter ϑ in case of a Gaussian
exponential correlation function. The MLE estimate of ϑ can be shown to be the ϑ that
maximises [80,114]:
ϑˆ = max
ϑ
n ln σˆ2z(ϑ) + ln |R(ϑ)| (B.13)
This is equivalent to the ϑ that minimises [80,81]:
ϑˆ = min
ϑ
|R(ϑ)| 1n σˆ2z(ϑ) (B.14)
in which |R| denotes the determinant of R. A nonlinear optimisation algorithm is applied
to maximise Equation B.13 or to minimise Equation B.14. For larger problems, this can
become a time consuming operation. As soon as ϑˆ is known, βˆ and σˆ2z can be calculated
easily using Equations B.11 and B.12 and the BLUP of y0 is consequently also known from
Equation B.6.
The estimation of a value for y0 comes with uncertainty. The prediction of an unknown
point y0, which is close to a known measurement, will intuitively be more accurate than
one that lies far from a known measurement. This is taken into account by the Mean
Squared Error (MSE) at y0, which is expressed by (see e.g. [82]):
MSE (y0) = σ
2
z
(
1− [ fT rT ] [ 0 FT
F R
] [
f
r
])
(B.15)
It can be shown that Equation B.15 equals 0 in case y0 equals a known measurement point,
which demonstrates that Kriging interpolates between the measurement data.
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Above, it was shown how to predict one unknown value y0 and its expected MSE given a
number of measurement points, which depend on one single design variable. The proce-
dure can readily be extended to the prediction of many unknown values y0 dependent on
one design variable. Predicting a number of points and connecting them will visualise the
Kriging metamodel as shown in Figure B.2. Note that the metamodel indeed interpolates
the known measurement points y1...y6.
If more, say k design variables are present, the total correlation function R is assumed to
depend on the k one-dimensional correlation functions Rj as follows [111], i.e. one assumes
there is no relation between the different dimensions:
R (x1 − x2) =
k∏
j=1
Rj (x1j − x2j) (B.16)
Adopting the Gaussian correlation function introduced in Equation B.4, the total correla-
tion function becomes:
R (x1 − x2) =
k∏
j=1
exp−ϑj(x1j−x2j)
2
(B.17)
Above, we used MLE for estimating the unknown parameters. Several other ways for
estimation are known. One of them is based on minimising the Cross Validation (CV) error.
Cross Validation will be addressed in detail in Section B.3. Here, we restrict ourselves to
mentioning that MLE is preferred above CV and other estimation techniques [83,114].
B.2 Assumptions for DACE
The main assumption for DACE is indicated by Martin and Simpson [82]: one assumes a
zero mean Gaussian stochastic process for Z(x) in Equation B.2. A Gaussian stochastic
process is a stochastic process for which all stochastic variables have the multivariate nor-
mal distribution, the process is stationary by definition [140] and its variance is bounded
and constant over its domain [82].
The above demands coincide with a number of the assumptions underlying RSM described
in Section A.2. Assumptions 1 (stochastic process), 5 (cov(εi, εj) = 0), 6 (multicollinearity)
and 7 (cov(xi, εj) = 0) can be dropped. Testing the remaining assumptions 2, 3 and 4
from Section A.2 is still useful for DACE. Replacing the errors ε for RSM by the Gaussian
stochastic process Z(x) for DACE, the assumptions may be formulated as follows:
1. The mean of the Gaussian stochastic process Z(x) is 0 and constant: E(Z(x)) = 0
2. The stochastic variables determined by Z(x) have a multivariate normal distribution
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3. The variance of the Gaussian stochastic process Z(x) is bounded and constant:
var (Z(xi), Z(xj)) = σ
2
zI
Next to the Gaussian stochastic process assumption, a second assumption lies within the
choice of a Gaussian exponential correlation function. This is the most popular correla-
tion function and has shown to perform well for many applications [80, 117], but it is not
certain whatsoever that it is also suitable for the optimisation of metal forming processes.
Additionally, the use of Equation B.16 implies that there is no relation between correlation
functions in different dimensions.
The last fundamental assumption of DACE is that the measurements are deterministic.
Computer experiments are thought to be deterministic, i.e. two calculations with the same
design variable settings result in exactly the same answer. However, for Finite Element
analyses, numerical parameters like element mesh refinement, step size adjustment, etc.
are known to cause so-called numerical noise. Caution is necessary when dealing with this
phenomenon.
B.3 Metamodel validation
As was the case for RSM, it is again important to validate both the accuracy of the DACE
metamodel and the assumptions underlying the use of DACE.
B.3.1 Testing for accuracy
When a metamodel is fitted using Kriging, the most straight-forward way of validation is
to run a batch of validation calculations. The results of these validation calculations can be
compared to the metamodel, which was constructed using a number of previous computer
experiments. This demands, however, a number of calculations that is much larger than
the amount of experiments needed for constructing the metamodel. Given the fact that
these additional computer experiments each take a considerable amount of time, makes
this method an unattractive one.
Cross validation (CV) is a cheap way of metamodel validation and a more attractive al-
ternative in case of expensive function evaluations (see e.g. [114,117,123]). Using CV, one
leaves out a number of the n result measurements. Regularly, one result is left out, whereas
some literature reports that, for Kriging, leaving 0.1n or
√
n measurements out is more
reliable [87]. We will leave only one result out, i.e. leave-1-out cross validation.
After having removed a single, say the ith, result yi, the metamodel is fitted through the
remaining y−i measurements and the squared error (yi − yˆ−i)2 is calculated. yˆ−i is the value
of yi predicted by the metamodel using only the remaining y−i measurements. Repeating
the same procedure for every one of the n measurements and summing the results gives
the Sum of Squared cross validation errors:
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Figure B.3: Cross validation plot
SSECV =
n∑
i=1
(yi − yˆ−i)2 (B.18)
Dividing by the number of measurements n yields the cross validation MSE and taking the
square root results in the cross validation Root Mean Squared Error (RMSECV):
RMSECV =
√√√√ n∑
i=1
(yi − yˆ−i)2
n
(B.19)
As RMSECV approaches 0, the metamodel becomes more and more accurate. Cross valida-
tion can also be visualised in a cross validation plot. An example of such a plot is presented
in Figure B.3. If the measurements follow the line ypred = y, the metamodel fits the data
well.
A disadvantage of calculating this measure for metamodel accuracy is that RMSECV is
scale dependent. Larger values of the measurements give larger errors. This is why some
authors propose to standardise the RMSECV. Next to a cross validation plot, Schonlau [117]
proposes to plot the standardised cross validated errors ei versus the predictions yˆ−i. ei is
defined as:
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ei =
(yi − yˆ−i)
sˆ−i
(B.20)
where one may use the square root of the MSE defined in Equation B.15 at the location
of yˆi as an estimator of sˆ−i, which is the cross validation standard deviation. Schonlau
states that the standardised cross validation errors ei should lie within the range [-2,2] or,
if many measurements are available, within [-3,3]. If this is not the case, the metamodel is
not accurate.
Martin and Simpson [83,84] mention a cross validation R2-value based on the PRediction
Error Sum of Squares (PRESS) statistic known in Response Surface Methodology for
determining influential result points. Recall from Equation A.19 that the R2-value is
defined as:
R2 = 1− SSE
SST
(B.21)
Now, replace SSE by PRESS. The PRESS residual equals the Sum of Squares cross vali-
dation Errors defined in Equation B.18 [90]. The result is the predicted R2pred-value:
R2pred = 1−
PRESS
SST
(B.22)
Analogously to the adjusted R2-value introduced for RSM in Section A.3, an adjusted
predicted R2-value is defined as [83,84]:
R2pred,adj = 1−
n− 1
n− q (1−R
2
pred) (B.23)
in which n is the number of measurements and q is the number of Degrees Of Freedom
present in a Kriging metamodel. Recall that the unknown parameters are the regression
coefficients β, the process variance σ2z and ϑ. Consequently q equals the number of β + 1
(for σ2z) + the number of ϑ + 1 [83]. Both the R
2
pred and R
2
pred,adj can be used to interpret
the accuracy of the DACE metamodel, although R2pred is found to be more reliable [84].
B.3.2 Testing the assumptions
In Section B.2, three assumptions underlying DACE were indicated. The only one that
can be tested, is if the the Gaussian stochastic process assumption is satisfied.
The Gaussian stochastic assumptions were formulated in Section B.2 as follows:
1. The mean of the Gaussian stochastic process Z(x) is 0 and constant: E(Z(x)) = 0
2. The stochastic variables determined by Z(x) have a multivariate normal distribution
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Figure B.4: Q-Q plot and histogram of the standardised cross validated residuals
3. The variance of the Gaussian stochastic process Z(x) is bounded and constant:
var (Z(xi), Z(xj)) = σ
2
zI
For validating the underlying assumptions of RSM, the above demands were investigated
by visualising residual plots (see Figure A.2 of Section A.3). Residual plots are, however,
not meaningful in case of interpolation, since the errors at the measurement points are 0
by definition.
One could, however, use the (standardised) cross validation errors introduced in the pre-
vious section instead of the actual errors at the measurement points. The standardised
cross validation error plot proposed by Schonlau [117] can be used to test if the mean of
the cross validated errors (and thus, of the Gaussian stochastic process) is indeed 0. Any
trend in this standardised cross validation error plot as e.g. shown in Figures A.2(c) and
(d) indicates a non-constant variance and a poor fit, respectively. A Gaussian stochastic
process would present a standardised cross validation error plot similar to the plot shown
in Figure A.2(b).
The final assumption to test is if the stochastic variables have the normal distribution. For
this, Schonlau [117] proposes to visualise the standardised cross validation error presented
in Equation B.20 versus the quantiles of the standard normal distribution, a so-called Q-Q
plot. An example of such a Q-Q plot is similar to the normal probability plot presented in
Figure A.3 of Section A.3 and is shown in Figure B.4. A straight line x = y denotes the
distribution of errors is normal, which indicates the normality assumption is met as can
also be seen from the histogram presented in Figure B.4.
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Another way of validation of the normality assumption can be found in Martin and Simp-
son [83], who use the Shapiro-Wilk’s Test for Normality to investigate if a sampled distri-
bution is Gaussian.
The combination of investigating standardised cross validation error plot ei versus the cross
validated predictions for trends and obtaining an idea of normality from the Q-Q plot are
considered to be sufficient to conclude whether the measurements are likely to result from
a Gaussian stochastic process or not.
B.4 Design Of Experiments (DOE) for DACE
In Section A.4, detailed attention was given to Design Of Experiments (DOE) strategies for
RSM. Now, we are dealing with interpolating DACE metamodels, which require different
desirable properties and, as a consequence, other DOE strategies. First the desirable
properties of experimental design used for DACEmetamodels are described. In the Sections
B.4.2 and B.4.3, we will make a distinction between several specific DOE strategies for
DACE that are purely based on geometrical criteria and those that are based on certain
statistical criteria, respectively.
B.4.1 Desirable properties of DOE strategies for DACE
For RSM, a good experimental design should (see Section A.4):
• result in a good fit of the response
• test for Lack Of Fit and estimate the Pure Error
• be cost-effective
Since computer experiments are deterministic, the second property is not relevant in case
of DACE. Furthermore, concepts like blocking, replication and randomisation mentioned
in Section A.4 are also not meaningful. Thus, to prevent us from performing useless ex-
pensive computer experiments, DOE strategies for DACE should not have replicate runs.
The two other properties obviously stay relevant. Clearly, a good representation of the
actual response is desirable. Note that for RSM, the shape of the response was known
(a lower order polynomial) except for the exact values of β. For RSM, we strived for a
variance optimal (orthogonal) design with respect to the regression coefficients (for first
order metamodels) or a rotatable DOE strategy, which was optimal w.r.t. to prediction
variance, for second order metamodels. In addition, good DOE strategies contained DOE
points at the boundaries of the design space. For DACE, these concepts are no longer
applicable because:
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1. Kriging functions are extremely flexible. Therefore, no assumption can be made for
the final shape of the metamodel and it is important to gather information on the
investigated phenomenon throughout the entire design space
2. The random error term forcing the design points to move towards the boundary of the
design space is not present for deterministic computer experiments. The absence of
the random error implies that, if an error is present, this is a bias error as introduced
in Section A.4
Noticing these facts advocates the choice of a DOE strategy for which the experimental
design points are evenly spread over the (interior of the) entire design space [46,114]. Such
a design is called a spacefilling design.
The last desirable property, cost-effectiveness, is a controversial demand in case of Kriging.
Of course, it is necessary to keep the number of expensive computer simulations limited,
but, unfortunately, the large flexibility of Kriging metamodels generally demands signifi-
cantly more measurement data to fit a good metamodel. Despite this fact, measures may
be taken to minimise the number of expensive computer experiments. On the one hand,
this can be accomplished by minding that no useless replicate points are present within
the DOE strategy. On the other hand, use can be made of sequential experimentation,
just as was the case with RSM. Applying such a sequential strategy, one starts with an
initial number of simulations. Schonlau [117] reports that specialists advice to start with
10 experiments per design variable, which demonstrates the fairly large number of mea-
surements used for fitting a good DACE metamodel. Subsequently, the metamodel is fitted
and validated. If the quality of the metamodel is not satisfying, one or more design points
are added, the metamodel is fitted and validated again, and so on until some quality cri-
terion is met. This addition of DOE points is mostly done cleverly by some sort of an
expected metamodel improvement measure (see e.g. [40,65,74,114,117,138]).
B.4.2 Geometry based DOE strategies
The first group of DOE strategies for DACE are based on geometrical criteria only. Notic-
ing that the shape of the metamodel is not known in case of DACE, we will only take
into account the shape of the design space and place DOE points in this design space in a
spacefilling way.
The most straight-forward method for doing this is to fill the design space randomly with
DOE points [114]. Pseudo-Monte Carlo sampling occurs by using a random number gen-
erator, which attempts to approximate a truly random natural process [46]. The term
“Monte Carlo” is a reference to the famous casino in the city of Monte Carlo, which lies
in the city state of Monaco, southern Europe. Its use of randomness and the repetitive
nature of the process are analogous to the activities conducted at a casino [143].
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A modification of pseudo-Monte Carlo sampling is stratified Monte Carlo sampling or
stratified random number generation [46, 114]. Stratification finds its origin in the way
ancient civilisations constructed their city roads or “strata”. The roads were built perpen-
dicular with respect to each other, thereby dividing the city into rectangular areas. As
an illustration of this phenomenon, Figure B.5(a) contains a map of the ancient town of
Herculaneum, near Naples, Italy; that is, before it was destroyed by the eruption of the
volcano Vesuvius in the year 79 A.D. The concept of stratification of roads is still very
popular today, as illustrated by the city map of New York City in Figure B.5(b).
Returning to the Design Of Experiments strategies for DACE, stratified random sampling
comprises dividing the design space in several strata and picking one DOE point from each
stratum randomly. An advantage of stratified random sampling above ordinary Pseudo-
Monte Carlo sampling is that the DOE points are more uniformly distributed among each
dimension [46]. Figures B.6(a) and (b) present 2 factor Pseudo-Monte Carlo sampling and
stratified random sampling, respectively.
As can be seen from Figure B.6(b), stratified random sampling comprises nk expensive
computer experiments, where n is the number of strata and k the number of factors (de-
sign variables). Both the relatively large number of experiments to be performed and
Figure B.5: (a) City map of the ancient town of Herculaneum presenting the concept of
stratification; (b) City map and impression of New York City demonstrating the concept
of stratification
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Figure B.6: (a) 2 factor Pseudo-Monte Carlo or random sampling; (b) 2 factor stratified
random sampling
the lack of freedom to be able to select any arbitrary number of simulations (this num-
ber always equals a power of n) are disadvantages of stratified random sampling. In an
attempt to overcome these disadvantages, McKay et al. [86] proposed Latin Hypercube
Sampling (LHS) or Latin Hypercubes Designs (LHD). The concept equals stratified ran-
dom sampling, except that only one DOE point occurs per stratum in each dimension.
LHS combines the advantage of being uniformly distributed among each dimension with
overcoming both disadvantages of stratified random sampling mentioned above. Further-
Figure B.7: (a) 2 factor Latin Hypercubes Design; (b) 2 factor lattice design
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Figure B.8: Orthogonal Array with good projection properties in two dimensions
more, LHS provides excellent so-called projection properties. Suppose one of two design
variables appears to be not significant, then all measurements in that dimension can be
skipped. Using LHS, the expensive simulations that have already been performed by
then, can be projected onto the other dimension resulting in a uniform distribution in this
other dimension. Good projection properties are especially useful when it is not yet known
whether all design variables are significant, i.e. LHS can well be used for screening purposes.
A specific form of LHS designs are lattice designs, for which the DOE points are not se-
lected randomly from a stratum, but the DOE point is simply chosen to be the centre of
the stratum [46,69]. Figure B.7(a) presents a 2 factor LHS design, whereas Figure B.7(b)
shows a lattice design.
Another LHS-like DOE strategy for DACE are Orthogonal Arrays (OA). It was indicated
before that LHS has good projection properties w.r.t. any 1D dimension. Orthogonal
Arrays have good projection properties onto a more dimensional subspace of the design
space [46]. For example the DOE
A =

0 0 0
1 0 1
1 1 0
0 1 1
 (B.24)
is an OA with uniform projection properties in two dimensions. Figure B.8 shows the vi-
sualisation of A. There is one DOE point in each shaded block. Notice that an OA differs
from an orthogonal design presented in Section A.4.1. The Orthogonal Array A does not
satisfy the critical property for orthogonal experimental designs mentioned in Equation
A.34.
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Figure B.9: (a) A pseudo-car; (b) A quasi-car
The above DOE strategies (stratified) Pseudo-Monte Carlo sampling, LHS, lattice and OA,
are all based on sampling strategies to fill a given design space. A second intuitive way
of spreading design points spacefilling over a feasible domain is by distance based geomet-
rical criteria. Two methods are the so-called maximin and minimax designs. A maximin
design maximises the minimum distance between two design points, ensuring that no two
design points are too close to each other. On the other hand, a minimax design minimises
the maximum distance between two DOE points making sure that no gaps exist in the
experimental design. A more general way of interpreting the maximin and minimax dis-
tance based criteria is to maximise (or minimise) the average distance between all DOE
points [114].
The property of uniformly distributing the design points over the design space is an impor-
tant one, which is reflected by a third type of DOE strategies for DACE. These designs are
referred to as uniform designs [114] or Quasi-Monte Carlo sampling [46]. It is emphasised
that Quasi-Monte Carlo methods are not the same as (Pseudo-) Monte Carlo methods
introduced above. The term “pseudo” reflects that Pseudo-Monte Carlo methods deceit-
fully pretend to generate truly random numbers, whereas the term “quasi” means that
Quasi-Monte Carlo methods have some resemblance with, but are not entirely, a Monte
Carlo sampling method. To make a link to mechanical engineering, Figure B.9(a) shows
a pseudo-car: a vehicle that deceitfully pretends to be a car, but is actually a motorised
bicycle. Figure B.9(b) on the other hand shows a quasi-car, an old Lada: it resembles a
car, comes close, but is in the modest opinion of the author not quite it yet.
Anyway, Quasi-Monte Carlo DOE strategies attempt to deviate minimally from a uniform
distribution of the experimental design points [46]. This deviation is called the discrepancy.
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Figure B.10: (a) An arbitrary Latin Hypercubes design; (b) A spacefilling maximin Latin
Hypercubes design
Quasi-Monte Carlo methods result in DOE points that are nicely uniformly spread over
the design space. Hammersley sampling is a special case of Quasi-Monte Carlo sampling
using Hammersley sequences [46].
All the above methods for sampling DOE strategies, each with its own advantages and
disadvantages, are useful for DACE. However, Santner et al. [114] point out that it may be
beneficial to not select just one of these methods, but to choose a combination of several
methods. To illustrate this, let us take a look at the popular method Latin Hypercube
Sampling (LHS). Adopting only LHS, one could end up with the experimental design pre-
sented in Figure B.10(a). The DOE points lie about the diagonal of the design space, which
is NOT a spacefilling design. However, combining LHS with a maximin criterion will result
in a spacefilling Latin Hypercubes design as shown in Figure B.10(b). In fact, Santner et
al. recommend the latter design as a very powerful DOE strategy for DACE [114].
B.4.3 DOE strategies based on statistical criteria
In Section B.4.2, several DOE strategies for DACE were treated that assumed nothing is
known about the metamodel that is fitted. Use was solely made of geometrical criteria
for obtaining a spacefilling design. However, note that DOE strategies for RSM described
in Section A.4 are always based on some statistical criterion, whereas it is necessary to
assume the shape of the metamodel to be fitted (a lower order polynomial): minimising the
variance of the regression parameters led to an orthogonal DOE, minimising the prediction
variance resulted in rotatable designs. Just as was the case for RSM, we may be willing
to assume some features of the metamodel, which allows us to derive DOE strategies for
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DACE that are based on some statistical criterion. This section introduces several of these
strategies without attempting to go into detail.
The first DOE strategy is a maximum entropy design and is based on the so-called entropy
[69, 114]:
H(X) = −
∫
X
f(x) ln(f(x))dx (B.25)
If the stochastic variable X with distribution X is random, no information is available and
the entropy takes its maximum value, whereas the entropy is minimal if X is deterministic.
If we assume ϑ to be the vector with unknown regression parameters, i.e. β in case of RSM,
β and ϑ in case of DACE, then the procedure is to link the distribution of ϑ to the amount
of information provided by an experimental design [114]. Typically, the information I is
viewed as the negative of the entropy:
I = −H =
∫
ϑ
ln(ϑ)dϑ (B.26)
A certain DOE D provides ID information:
ID =
∫
ϑ ln(ϑ)dϑ (B.27)
Thus, the change in information is I − ID. The best design is the one that minimises
this change in information, i.e. maximises the entropy. Hence the name maximum entropy
design.
Assuming a Gaussian stochastic process for the measurement data, it can be shown that
the entropy reduces to [114]:
det
(
σ2zR
)
(B.28)
where σ2z is the process variance and R is the correlation matrix between the measurement
data.
Next to maximum entropy designs, another group of DOEs for DACE based on a statistical
criterion are Integrated Mean Squared Error (IMSE) and the Maximum Mean Squared
Error (MMSE) designs. Recall that, assuming a Gaussian stochastic process, the Mean
Squared Error can be predicted by Equation B.15. Suppose we are considering a new
experimental design D, then we can evaluate Equation B.15 at all these design points over
the design space X . Sacks et al. [111,112] have proposed that the best design is the DOE
that minimises the average, i.e. integrated, MSE [114]:
IMSE =
∫
X
Yˆ0(x)
σ2z
dx (B.29)
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where Yˆ0(x) are the predicted values at the design points x. This is called the Integrated
Mean Squared Error (IMSE) criterion and can be shown to be a generalisation of the A-
optimal computer generated design for RSM introduced in Section A.4.4 [114].
Analogously, one could also minimise the MaximumMSE (MMSE) instead of the integrated
MSE [114]:
MMSE = max
Yˆ0(x)
σ2z
(B.30)
This Maximum Mean Squared Error (MMSE) criterion is a generalisation of the G-optimal
computer generated design for RSM, which was also treated in Section A.4.4.
Note that it is necessary for both the IMSE and MMSE criteria to have already fitted
a metamodel before Equation B.15 can be evaluated. Thus, the procedure to use these
criteria is to start with an initial set of experimental design points, for example generated
by a Latin Hypercubes design, and then to improve the DOE by selecting additional points
by the IMSE or MMSE criterion.
This sequential procedure is continued until the DACE metamodel fits “reality”. However,
in many cases the experimenter is not interested in a metamodel that is accurate over
the entire design space, but solely in optimising the problem entity. For this, it is only
necessary to construct an accurate metamodel in the vicinity of the optimum. These
DOE strategies zoom in near the optimum using certain optimisation criteria. For the
overview, it is sufficient to mention that several optimisation criteria based DOE strategies
are encountered in literature, see e.g. [114].
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Appendix C
Analytical test functions
This appendix applies the optimisation algorithm and its sequential improvement strate-
gies proposed in Chapter 4 to two analytical test functions. The functions used are the
Camelback and Branin functions and are treated in the Sections C.1 and C.2, respectively.
Section C.3 summarises some conclusions and some rules of thumb with respect to the use
of sequential improvement strategies.
C.1 Camelback
The Camelback function is given by:
f(x1, x2) = 4x
2
1 − 2.1x41 +
1
3
x61 + x1x2 − 4x22 + 4x42 (C.1)
−5 ≤ x1, x2 ≤ 5
Figure C.1 shows the Camelback function. It has 2 global minima and 2 local minima,
which are presented in Table C.1. The function provides a good test to observe whether
the optimisation algorithm is able to obtain (one of) the global optima.
Let us now apply the metamodel based optimisation algorithm to optimise the Camelback
function. The optimisation is initialised by running 10 times the number of design variables,
x1 x2 f
0.0899 -0.7127 -1.0316
-0.0899 0.7127 -1.0316
1.7036 -0.7961 -0.2155
-1.7036 0.7961 -0.2155
Table C.1: Minima of the Camelback function
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Figure C.1: The Camelback function
i.e. 20 calculations and fitting the metamodels. Subsequently, the metamodels are improved
sequentially by the four methods introduced in Section 4.2.6:
• In batches of 20 calculations without zoom
• In batches of 20 calculations with Zoom and Resampling according to f−wRMSE ≤
f ∗ + wRMSE∗ (Z+R)
• By adding the Minima of the Merit Function f − wRMSE (MMF). The number of
calculations is determined by the sequential improvement strategy. The calculations
may be performed in parallel
• By adding the Maxima of the Expected Improvement defined in Equation 4.25 (MEI).
The number of calculations is determined by the sequential improvement strategy.
The calculations may be performed in parallel
For the second and third method, it is necessary to choose a weight factor w. A value
of zero will omit the contribution of the RMSE and the new points will be chosen based
on the shape of the metamodel of the objective function solely. An increasing value of
w will put more weight on the RMSE part of the merit function. The latter generally
implies exploring unexplored regions since the RMSE at a certain location will increase
with increasing distance to locations where calculations were already performed.
Literature presents some guidelines for suitable values of w. Torczon and Trosset [136]
leave the choice of w open to the user. Jones [58] emphasises that the RMSE is merely
an estimate of the error, which can be deceiving. In this case, certain areas of the design
space are likely to be excluded from the search. Keeping this in mind, one should not
assume a too small value for w. In [34], Emmerich et al. use a value of 1 for fast con-
vergence. The same authors avoid a clear choice in [35] where both w = 0 and w = 2.5
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are used. Bu¨che [17, 18] states that a value higher than 4 diminishes convergence speed
and sets w to 0, 1, 2 and 4 while maximally exploiting the availability of parallel processors.
Since these guidelines are relatively poor, a small additional study to an acceptable value
of w is performed. If the analytical function is known, one can obtain an estimate of w by
plotting
wˆ =
fˆ − f
RMSE
(C.2)
where fˆ−f is the real error between the metamodel of the objective function fˆ and the real
function value f . wˆ provides an indication of how many standard deviations the metamodel
deviates from the real value of the objective function. The standard deviation is RMSE,
which is the error estimated by RSM or Kriging, depending on which method is used.
Figure C.2 presents such a plot for the Camelback function after the initial 20 calculations
have been performed. One can see that the estimate of w does not exceed the value of 4
and at only few locations, a value of 3 is exceeded. As a matter of fact, a more extensive
study for more analytical test functions reveals that, most of the time, a value of wˆ = 3 is
seldom exceeded. Hence, it is decided to limit the values of w to the range between 0 and 3.
Eight optimisations were carried out: sequential improvement without zooming, two times
three optimisations using Z+R and MMF and one optimisation using MEI. For Z+R and
MMF, values of w of 1, 2 and 3 were taken into account. w = 0 is included automatically in
each sequential improvement strategy since the approximate optimum is evaluated always
at the end of a batch of calculations.
The results of the optimisation of the Camelback function for the four sequential improve-
Figure C.2: Estimated weight factors of the Camelback function after 20 calculations
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Method # calculations # batches x1 x2 f
No zoom 80 4 0.0935 -0.7002 -1.0303
Z+R, w = 1 80 4 0.0871 -0.7186 -1.0313
1.6667 -0.7855 -0.2025
Z+R, w = 2 100 5 0.0875 -0.7110 -1.0316
-0.0718 0.7149 -1.0303
Z+R, w = 3 120 6 0.0774 -0.6715 -1.0184
MMF, w = 1 57 6 -0.0874 0.7213 -1.0310
0.0878 -0.7247 -1.0304
MMF, w = 2 55 5 0.1022 -0.7117 -1.0310
-0.0891 0.7272 -1.0298
MMF, w = 3 63 6 -0.0960 0.7176 -1.0313
0.0976 -0.7004 -1.0301
MEI 43 4 0.1153 -0.7133 -1.0291
-0.1243 0.7199 -1.0268
Table C.2: Results of the optimisation of the Camelback function
ment strategies are presented in Table C.2.
A surprising result is that Zooming and Resampling (Z+R) does not yield the increase in
efficiency that would be expected from a method that focusses in a smaller region in the
vicinity of an optimum. A possible explanation is that calculation results that lie outside
the zoomed in design space are omitted. Hence, expensive and valuable information is
discarded. Additional calculations are needed for replacing them, which in the end results
in a higher number of function evaluations. For w = 1, this increase in calculations appears
to be compensated by the decrease in the size of the design space. A negative side effect
of this strong focussing is that there is a risk of getting trapped in a local optimum, as
can also be seen in Table C.2. Choosing a value of 2 for w results in both global optima,
however at higher costs than fitting an accurate metamodel without zooming. The same
is true in an even stronger sense for w = 3.
Sequential improvement using MMF is much more efficient than no zooming. Regarding
choosing the weight factor w, a more focussed search around the optimum is performed
when w = 1 and a more global search when w = 3. This implies that one would expect
more function evaluations for higher values of w. Table C.2 presents that this appears
to be the case for the Camelback function for w = 3. If, on the other hand, it is not
clear yet in which region the global optimum will be, choosing a higher weight factor will
prevent zooming in near a global optimum and is hence more robust. In the Camelback
case, however, the algorithm has focussed on the right region also with lower weight factor
values and a small w appears to be both accurate and efficient.
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The most efficient method for optimising the Camelback function is sequential improve-
ment using MEI. The algorithm only needs 43 function evaluations divided over 4 batches
only. It finds both global optima, although Table C.2 shows that the results are a little
less accurate than for most other sequential improvement strategies.
C.2 Branin
The second analytical test function under consideration is the Branin function:
f(x1, x2) =
(
x2 − 5
4pi2
x21 +
5
pi
x1 − 6
)2
+ 10
(
1
1
8pi
)
cos (x1) + 10
−5 ≤ x1 ≤ 10 (C.3)
0 ≤ x2 ≤ 15
Figure C.3 shows the Branin function. It has three global minima at (−pi, 12.275), (pi, 2.275)
and (9.424, 2.275). The objective function value is at these points -0.3979.
The procedure of optimising the Branin function is equal to the way described in the
previous section with one exception: the Zooming and Resampling method (Z+R) was
not taken into account anymore because of the bad results this sequential improvement
strategy showed for the Camelback function. Thus, it was started to construct an initial
metamodel from 20 initial function evaluations and subsequently five optimisation runs
were performed with several sequential improvement strategies: one without zoom, three
using the MMF strategy with weight factors w = 1, 2 and 3 and one using the method of
Figure C.3: The Branin function
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Method # calculations # batches x1 x2 f
No zoom 40 2 3.1293 2.2940 -0.3959
MMF, w = 1 30 3 3.1378 2.2360 -0.3975
9.4222 2.2627 -0.3976
-3 .1283 12.2108 -0.3969
MMF, w = 2 30 3 9.4218 2.2567 -0.3978
-3.1376 12.2508 -0.3977
3.1420 2.2511 -0.3979
MMF, w = 3 31 3 9.4186 2.2439 -0.3977
-3.1420 12.2558 -0.3979
3.1433 2.2480 -0.3979
MEI 28 4 9.4232 2.2692 -0.3975
3.1174 2.2966 -0.3941
-3.1551 12.2666 -0.3967
Table C.3: Results of the optimisation of the Branin function
MEI.
The results are summarised in Table C.3. The algorithm finds all global optima without
trouble, regardless which sequential improvement strategy was used. The MMF method
is again more efficient than the sequential improvement strategy without zoom. As was
the case for the Camelback function, the accuracy of the results obtained using the MMF
strategy are relatively insensitive to the value selected for w. A value of 3 uses one more
calculation. Using only 28 calculations, MEI again outperformed the other methods on
the field of efficiency. The accuracy, however, was slightly lower, as was also the case for
the Camelback function.
C.3 Conclusions
Summarising the short investigation of several sequential improvement strategies using two
analytical test functions, the following conclusions can be drawn:
1. The Zooming and Resampling (Z+R) strategy is less efficient than sequential im-
provement without zooming except for very low values of the weight factor w
2. The Z+R strategy tends to get stuck in local optima for low values of w
3. The Minimising a Merit Function (MMF) strategy is more efficient than sequential
improvement without zooming
4. The accuracy of the MMF strategy seems to be insensitive to the value of the weight
factor w
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5. If the initial metamodel is able to locate the region of the global optimum, a low
value of the weight factor w is the most efficient
6. MEI showed to be the most efficient sequential improvement strategy, although it
approximated the optima slightly less accurately than the other methods
These conclusions lead to the following rules of thumb:
1. Fit an initial metamodel from about 10 times the number of design variables as initial
points
2. Use the MEI or MMF method as sequential improvement strategy
3. When using MMF, set the value of the weight function to 1
The question is whether these recommendations also hold for the case when the initial meta-
model indicates the wrong region for the global optimum, when constraints are present and
when more than two design variables are considered.
If the algorithm zooms in near a local optimum, it will explore this region first. After it
has unexpectedly found relatively high values of the objective function in this region, it
will shift to other regions where the objective function is also predicted to be relatively low
and where a high RMSE value reveals that the region is not explored fully yet. This counts
for both MMF and MEI. Using high values of w for MMF will cause the algorithm to shift
earlier to other regions, whereas low values imply that many calculations will be performed
near the local optimum. MEI is also known to totally explore a region first before shifting
to another promising region [58]. Thus, using MEI and MMF with w = 1, the algorithm
will not be that efficient anymore, but it is highly likely that the global optimum will be
retrieved. For MEI, this is even guaranteed [117]. In the case where it is not sure where
the global optimum will be, it may be beneficial to choose MMF with a higher value of w.
This will result in batches of more calculations each, but it will explore more regions at
the same time. Hence, more parallel processors are welcome in this case.
In the presence of constraints, no problems are foreseen since the same multistart SQP
optimisation algorithm that also optimises the metamodels is applied for both MMF and
MEI. This algorithm takes into account explicit and implicit constraints. Hence, it is at
a certain batch not possible to end up with a new DOE point that is infeasible at the
previous batch. If the merit function is constrained by an implicit constraint, the new
DOE points will be selected at this implicit constraint, which will increase the accuracy of
the implicit constraint’s metamodel.
In more than two dimensions, it becomes more and more difficult to fit an accurate meta-
model. Thus, sequential improvement without zooming becomes prohibitively expensive.
In this situation, the usefulness of zooming by Minimising a Merit Function or Maximum
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Expected Improvement increases, since they tend to obtain optimal or near-optimal results
very efficiently. However, also MMF and MEI depend on the accuracy of the initial and
subsequent metamodels and the accuracy of the obtained optima decreases with decreas-
ing metamodel accuracy. In more than two dimensions, it is expected that MMF and
MEI will deliver significantly improved results very quickly. Guarantees that the obtained
improvement is indeed the global optimum decreases with increasing number of design
variables.
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