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Re´sume´ : Avec en vue la transformation de documents semi-structure´s de type
XML, nous nous inte´ressons au proble`me de l’annotation de tels documents par
apprentissage statistique, a` partir d’exemples de documents de´ja` annote´s. Afin de
mode´liser la probabilite´ d’une annotation connaissant un document, nous nous
plac¸ons dans le cadre des champs conditionnels ale´atoires. Ce mode`le a de´ja` fait
ses preuves pour l’annotation de se´quences : nous l’adaptons ici aux arbres or-
donne´s d’arite´ non borne´e. Nous e´tudions l’expressivite´ du nouveau mode`le ainsi
introduit en le comparant aux automates d’arbres stochastiques (ou grammaires
re´gulie`res probabilistes d’arbres). Nous pre´sentons aussi en de´tail l’algorithme
de recherche de l’annotation la plus probable et l’algorithme d’infe´rence pour
ce mode`le. Ces algorithmes sont implante´s dans une librairie Tree CRF e´crite
en JAVA. Ces travaux sont des pre´liminaires qui nous permettront par la suite
d’e´tudier les applications du mode`le pour la transformation de documents.
Mots-cle´s : Donne´es semi-structure´es, Annotation, Mode`les conditionnels, Champs
conditionnels ale´atoires
1 Introduction
L’explosion des sources d’information nume´riques rend pressant le besoin d’inte´grer
des donne´es se´mantiquement riches, he´te´roge`nes et re´parties. Cette inte´gration repose
principalement sur des technologies XML et des standards tels que XPATH, XSLT, XQUERY.
Cependant, l’e´criture de requeˆtes et de transformations reste du domaine du spe´cialiste
alors que les besoins se multiplient. Automatiser la ge´ne´ration de transformations ren-
drait de grands services. C’est l’objectif a` long terme que nous visons, en le conside´rant
comme un proble`me d’apprentissage a` partir d’exemples forme´s de couples (document
origine, document transforme´). Dans un premier temps, nous nous limitons aux trans-
formations qui pre´servent la structure des arbres. Cette limitation n’est pas si stricte
qu’on pourrait le penser, car la se´mantique de l’alphabet d’annotation peut permettre
d’exprimer des transformations plus riches. Par exemple, on peut annoter un arbre par
des ope´rations de suppression ou d’ajout d’un nœud qui, une fois exe´cute´es, modi-
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fieront sa structure. L’annotation peut ainsi eˆtre vue comme un pre´-traitement pour la
transformation.
Le traitement de donne´es structure´es par des algorithmes d’apprentissage en est en-
core a` ses de´buts. Les efforts se sont surtout concentre´s jusqu’a` pre´sent sur l’annotation
de se´quences : ainsi, de nombreux travaux ont porte´ sur les mode`les de Markov cache´s
(HMMs, (Rabiner & Juang, 1986)) et les grammaires re´gulie`res stochastiques (Carrasco
& Oncina, 1994). Dans ces mode`les dit “ge´ne´ratifs”, on mode´lise a` la fois la se´quence
a` annoter et l’annotation. On est donc amene´ a` re´soudre un proble`me plus difficile que
le proble`me original : apprendre une probabilite´ jointe plutoˆt que d’apprendre la proba-
bilite´ de l’annotation sachant la se´quence d’entre´e. Pour re´pondre a` cette critique, des
mode`les alternatifs ont e´te´ propose´s. Le proble`me de l’annotation a ainsi e´te´ conside´re´
comme un proble`me de classification supervise´e a` sortie structure´e (Taskar et al., 2005;
Tsochantaridis et al., 2004). Le proble`me de l’annotation peut e´galement eˆtre conside´re´
comme un mode`le a` maximum d’entropie. C’est dans ce cadre qu’ont e´te´ introduits
les champs conditionnels ale´atoires (Lafferty et al., 2001) qui ont principalement e´te´
utilise´s pour des se´quences (Sha & Pereira, 2003; McCallum & Li, 2003; Pinto et al.,
2003).
Certains travaux re´cents ont pourtant commence´ a` aborder l’apprentissage de struc-
tures arborescentes, via des automates d’arbres stochastiques (Habrard et al., 2005) ou
des mode`les de Markov arborescents. Nous pouvons e´galement citer les travaux portant
sur les re´seaux baye´siens dynamiques (Denoyer & Gallinari, 2004) pour les documents
semi-structure´s : cette approche pre´sente l’avantage de pouvoir prendre e´galement en
compte le contenu textuel des documents semi-structure´s. Mais ces mode`les restent
ge´ne´ratifs. Or, il ne nous semble pas re´aliste et pertinent d’espe´rer mode´liser ainsi des
donne´es semi-structure´es dans un contexte de masses de donne´es he´te´roge`nes. Nous
avons donc choisi de nous orienter vers des mode`les non ge´ne´ratifs.
Dans cet article, nous proposons donc d’adapter le mode`le des champs conditionnels
ale´atoires a` l’annotation d’arbres, en prenant en compte la structure de ces arbres. Les
structures des documents semi-structure´s, abstraction faite des attributs et des re´fe´rences,
sont en effet des arbres ordonne´s d’arite´ non borne´e. Nous proposons un mode`le, appele´
Tree CRF, de champs conditionnels ale´atoires adapte´ a` ces structures. En particulier,
la structure choisie pour le graphe d’inde´pendances permet d’exprimer des proprie´te´s
provenant de relations verticales (entre pe`re et fils) mais aussi horizontales (entre fre`res
d’un meˆme pe`re). Pour rendre ce mode`le ope´rationnel, nous de´taillons les algorithmes
permettant la recherche de l’annotation la plus probable et l’infe´rence des parame`tres
d’un Tree CRF. Ces algorithmes exploitent des techniques issues de la programmation
dynamique et des me´thodes de descente gradient adapte´es, afin de les rendre aussi effi-
caces que possible. La complexite´ des calculs est en effet connue comme proble´matique
dans les champs conditionnels ale´atoires. Les algorithmes propose´s sont implante´s dans
une librairie JAVA et les premie`res expe´riences re´alise´es nous laissent espe´rer des temps
de calcul raisonnables, c’est-a`-dire, de l’ordre de grandeur de ceux obtenus sur les
se´quences. Notons enfin qu’un premier mode`le de champs conditionnels ale´atoires pour
les arbres a e´te´ propose´ par (Cohn & Blunsom, 2005). Mais ce mode`le est restreint aux
arbres ordonne´s d’arite´ borne´e, et seules les proprie´te´s verticales (issues de relations
pe`re-fils) peuvent y eˆtre exprime´es.
CRFs pour l’annotation d’arbres
La suite de l’article est organise´e comme suit : en partie 2, nous exposons le mode`le
des CRFs en ge´ne´ral et son utilisation pour l’annotation de se´quences en particulier. En
partie 3, nous pre´sentons notre adaptation des CRFs pour les arbres. Pour illustrer son
expressivite´, nous montrons qu’il permet de de´finir les meˆmes probabilite´s condition-
nelles qu’un automate d’arbres stochastique. Enfin, la partie 4 est consacre´e a` l’adapta-
tion des algorithmes classiques d’apprentissage dans les CRFs au cas de notre mode`le.
2 Champs conditionnels ale´atoires
2.1 De´finition des CRFs
Les champs conditionnels ale´atoires (Conditional Random Fields ou CRFs) (Lafferty
et al., 2001) sont des mode`les graphiques non dirige´s ayant pour objectif de de´finir une
distribution de probabilite´s sur les annotations y e´tant donne´e une observation x. Ils
sont de´finis comme suit.
Soit G = (V,E) un graphe non dirige´ (appele´ graphe d’inde´pendances) ou` V est
l’ensemble des nœuds (vertices) et E l’ensemble des arcs (edges), et X et Y deux
champs ale´atoires de´crivant respectivement l’observation et son annotation, de sorte
que pour chaque nœud v ∈ V il existe une variable ale´atoire Yv dans Y . On dit que
(X,Y ) est un champ conditionnel ale´atoire si chaque variable ale´atoire Yv respecte la
proprie´te´ de Markov suivante :
∀v, p(Yv|X, {Yw, w 6= v}) = p(Yv|X, {Yw, (V,W ) ∈ E})
c’est-a`-dire chaque variable ale´atoire Yv de´pend uniquement deX et de ses voisins dans
le graphe d’inde´pendances.
D’apre`s le the´ore`me de Hammersley-Clifford (Hammersley & Clifford, 1971), cette
condition d’inde´pendance permet d’e´crire la probabilite´ d’une annotation y e´tant donne´e
une observation x comme un produit de fonctions de potentiel ψc(yc, x) sur tous les
sous-graphes comple`tement connecte´s, appele´s cliques, du graphe d’inde´pendances.
p(y|x) =
1
Z(x)
∏
c∈C
ψc(yc, x)
ou` C est l’ensemble des cliques de G, yc est la configuration prise par les variables
ale´atoires de la clique c dans l’observation y et Z(x) est un coefficient de normalisation
de´fini comme suit :
Z(x) =
∑
y
∏
c∈C
ψc(yc, x)
Pour les CRFs, Lafferty, McCallum et Pereira (Lafferty et al., 2001) ont propose´
de de´finir la forme de ces fonctions de potentiel comme l’exponentielle d’une somme
ponde´re´e de fonctions fk appele´es features, les λk e´tant les poids associe´s a` chacune de
ces features :
ψc(yc, x) = exp
(∑
k
λkfk(yc, x, c)
)
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Les features sont des fonctions a` valeurs re´elles. C’est a` travers elles que toutes les
connaissances du domaine sont inte´gre´es dans le mode`le. Dans la plupart des cas, les
features sont des fonctions binaires valant 1 si un phe´nome`ne est observe´, 0 sinon.
Ces features prennent en parame`tres les valeurs prises par les variables ale´atoires de la
clique sur laquelle elles s’appliquent (yc), ainsi que l’ensemble de l’observation x. Par
conse´quent, la valeur prise par une variable ale´atoire peut de´pendre de toute l’observa-
tion x. Par exemple, dans le cas de l’annotation d’une se´quence, le choix de l’e´tiquette
associe´e au dernier e´le´ment de la se´quence peut eˆtre lie´ a` la valeur du premier e´le´ment
de cette se´quence.
`A ces features sont associe´s des poids Λ = {λk}. Ces poids sont les parame`tres du
mode`le. Ils permettent d’attacher plus ou moins d’importance a` certaines features, ou
meˆme d’indiquer que le phe´nome`ne caracte´rise´ par une feature ne doit pas se produire
(si le poids est ne´gatif).
Un CRF est donc de´fini par un graphe d’inde´pendances G et un ensemble de features
fk, auxquelles sont associe´s des poids λk. La probabilite´ conditionnelle d’une annota-
tion connaissant une observation, telle que de´finie par un CRF, s’exprime alors par :
p(y|x) =
1
Z(X = x)
exp
(∑
c∈C
∑
k
λkfk(yc, x, c)
)
(2.1)
ou` Z(x) se re´e´crit :
Z(x) =
∑
y
exp
(∑
c∈C
∑
k
λkfk(yc, x, c)
)
(2.2)
Le premier proble`me associe´ aux CRFs est le proble`me de l’annotation qui consiste
a` rechercher l’annotation la plus probable selon (2.1) associe´e a` une observation. Le se-
cond proble`me est celui de l’infe´rence ou de l’apprentissage du CRF, qui consiste a` es-
timer les parame`tres Λ = {λk} qui maximisent la vraisemblance du mode`le par rapport
a` un e´chantillon d’observations annote´es. Ces parame`tres peuvent eˆtre appris en utili-
sant une me´thode classique de maximisation de la log-vraisemblance. Les parame`tres
optimaux ne pouvant pas eˆtre calcule´s de fac¸on analytique, des me´thodes de descente de
gradient sont utilise´es. H. Wallach (Wallach, 2002) a montre´ que la me´thode la plus per-
formante dans ce contexte est l’algorithme BFGS a` me´moire limite´e (L-BFGS) (Byrd
et al., 1995).
2.2 Cas des CRFs sur les se´quences
Dans la litte´rature, les CRFs ont pour l’instant e´te´ utilise´s essentiellement dans le cas
de l’annotation de se´quences.Ils ont ainsi servi dans des taˆches aussi varie´es que l’anno-
tation syntaxique (Part-Of-Speech tagging), le Shallow Parsing (Sha & Pereira, 2003),
la reconnaissance d’entite´s nomme´es (McCallum & Li, 2003), l’extraction d’informa-
tions (Pinto et al., 2003), parmi d’autres. Dans ces travaux sur les se´quences, le graphe
d’inde´pendances utilise´ est une “first-order linear chain” (Fig. 1).
CRFs pour l’annotation d’arbres
Y1 ... Yt−1 Yt Yt+1 ... YT
FIG. 1 – First-order linear chain model
Dans ce type de mode`le, la probabilite´ d’une annotation s’exprime comme suit :
p(y|x) =
1
Z(x)
exp
( T∑
t=2
∑
k
λkfk(yt−1, yt, x, t)
)
ou` T est la longueur de la se´quence x. Les features sont de la forme fk(yt−1, yt, x, t)
car les cliques du graphe d’inde´pendances sont les paires de nœuds (Yt−1, Yt). On note
ici que, par souci de simplification, on ne conside`re que les cliques a` deux noeuds dans
l’e´criture des formules et algorithmes. En effet, les cliques a` un noeud peuvent eˆtre
traite´es de fac¸on similaire.
L’inte´reˆt principal de travailler avec un graphe d’inde´pendances aussi simple que
celui-ci est qu’il permet de mettre en oeuvre des techniques de programmation dy-
namique pour un calcul efficace des deux taˆches principales des CRFs que sont la re-
cherche de l’annotation la plus probable et l’apprentissage des parame`tres du mode`le.
Nous donnons ici un aperc¸u de ces deux algorithmes.
La recherche de l’annotation la plus probable consiste a` trouver l’annotation yˆ maxi-
misant la probabilite´ p(yˆ|x), e´tant donne´e une observation x et un CRF dont les pa-
rame`tres λk sont connus.
yˆ = argmax
y
p(y|x) = argmax
y
T∑
t=2
∑
k
λkfk(yt−1, yt, x, t)
Il est e´videmment impossible de calculer naı¨vement cette valeur pour toutes les annota-
tions y possibles. Toutefois, la forme du graphe permet de mettre en place l’algorithme
de Viterbi d’une fac¸on similaire a` son utilisation dans le cas des HMMs. Pour cela, on
de´finit le coefficient δt(yt) comme e´tant le “score”, ie. la somme ponde´re´e des features
sur toute la se´quence, de la meilleure annotation de x1 . . . xt ou` xt est annote´ par yt. Sa
formule de re´currence est de´finie comme suit :
δt+1(yt+1) = max
yt
δt(yt) exp
(∑
k
λkfk(yt, yt+1, x, t+ 1)
)
Cette variable permet d’obtenir aise´ment le score de la meilleure annotation
max
y
T∑
t=2
∑
k
λkfk(yt−1, yt, x, t) = max
yT
δT (yT )
En me´morisant le chemin de Viterbi correspondant, on obtient la meilleure annotation
yˆ de l’observation x.
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La taˆche d’apprentissage d’un CRF consiste, e´tant donne´ un ensemble d’apprentis-
sage S = {(x(1), y(1)), . . . , (x(N), y(N))}, a` trouver les poids Λ qui maximisent la
log-vraisemblance du mode`le
LΛ =
N∑
i=1
log
(
pΛ(y
(i)|x(i))
) (2.3)
ou` pΛ(y|x) est la probabilite´ de l’annotation y sachant l’observation x dans le CRF dont
les parame`tres sont Λ.
L’algorithme de maximisation de la log-vraisemblance utilise´ e´tant une descente de
gradient (L-BFGS), LΛ est calcule´ a` chaque e´tape avec des parame`tres Λ diffe´rents.
Il est donc ne´cessaire de calculer cette fonction efficacement. La partie couˆteuse de
ce calcul est le coefficient de normalisation Z(x) (cf. eq. (2.2)) qui intervient dans la
probabilite´ p(y|x). En effet, celui-ci est la somme des probabilite´s non normalise´es
(p(y|x)× Z(x)) pour toutes les annotations possibles de x. Une me´thode de program-
mation dynamique similaire a` l’algorithme forward des HMMs est donc employe´e. Pour
cela, on de´finit les coefficients forward αt(yt). αt(yt) est la probabilite´ non normalise´e
de toutes les annotations possibles de la se´quence x1 . . . xt ou` xt est annote´ par yt. La
formule de re´currence de ce coefficient est :
αt+1(yt+1) =
∑
yt
αt(yt) exp
(∑
k
λkfk(yt, yt+1, x, t+ 1)
)
En utilisant ce coefficient, on peut calculer Z(x) de la fac¸on suivante :
Z(x) =
∑
yT
αT (yT )
3 Tree CRFs
Nous proposons maintenant d’adapter le mode`le des CRFs au cas de l’annotation
d’arbres ordonne´s d’arite´ non borne´e. Ces arbres permettent en effet de mode´liser les
donne´es semi-structure´es si on ne prend pas en compte les attributs et les re´fe´rences.
Dans de tels arbres, tout nœud peut eˆtre repe´re´ par une position qui est une se´quence
d’entiers et a` tout nœud est associe´ un label. Par ailleurs, les fils d’un nœud sont or-
donne´s et un nœud ayant un label peut avoir un nombre quelconque de fils. Par exemple,
u(l, l, l, u(l, l)) est un arbre d’arite´ non borne´e. L’ensemble des positions des nœuds est
l’ensemble {ǫ, 1, 2, 3, 4, 41, 42} ou` ǫ de´signe la racine. La racine a pour label u et a
quatre fils, le nœud 4 a pour label u et a deux fils. Dans la suite, e´tant donne´ un arbre y,
nous noterons n une position, n.i son i-e`me fils et yn le label du nœud n.
3.1 Caracte´ristiques du mode`le
Nous devons, dans un premier temps, proposer un graphe d’inde´pendances adapte´
aux arbres. Comme nous conside´rons des arbres ordonne´s d’arite´ non borne´e (de type
XML), ce mode`le doit permettre l’expression de re´currences verticales (en profondeur)
CRFs pour l’annotation d’arbres
Yn
Yn.i Yn.(i+1)
FIG. 2 – Mode`le d’inde´pendances fils-fre`re.
et horizontales (en largeur). Dans cet objectif, nous proposons un graphe ou` une clique
maximale, repre´sente´e dans la figure 2, est compose´e de trois nœuds : un pe`re et deux
de ses fils conse´cutifs. Par exemple, les cliques maximales pour u(l, l, l, u(l, l)) sont
de´finies par les triplets de positions : (ǫ, 1, 2), (ǫ, 2, 3), (ǫ, 3, 4), (ǫ, 41, 42). Dans le cal-
cul de la probabilite´ conditionnelle d’un arbre d’annotation sachant un arbre d’entre´e,
toutes les cliques maximales a` trois noeuds qui respectent le sche´ma “pe`re - deux fils
conse´cutifs” seront conside´re´es. Par souci de simplification, nous ne conside´rerons dans
la suite que les features s’appliquant sur les cliques maximales a` tois noeuds dans les
formules et l’expression des algorithmes. La prise en conside´ration des features sur les
cliques a` un noeud et a` deux noeuds dans les formules et algorithmes est aise´e.
Du graphe d’inde´pendances que nous venons de de´finir, nous de´duisons que les fea-
tures d’un Tree CRF sont de la forme fk
(
yn, yn.i, yn.(i+1), x, (n, n.i, n.(i+1))
)
. Elles
prennent en parame`tre un triplet de positions (celle du pe`re n et celles de ses deux
fils conse´cutifs n.i et n.(i + 1)), les e´tiquettes dans l’annotation y de ce triplet de po-
sitions et l’arbre observe´ x dans sa totalite´. Nous simplifierons l’e´criture d’une fea-
ture en oubliant le triplet de positions. Une feature sera donc e´crite sous la forme
fk
(
yn, yn.i, yn.(i+1), x). On peut noter qu’une clique maximale est repe´re´e par la donne´e
des positions n et n.i. `A ces features sont associe´s des poids que l’on notera λk. Dans
la suite de cet article, nous utiliserons par commodite´ les notations suivantes :
ΛFn,n.i =
∑
k
λkfk(yn, yn.i, yn.(i+1), x))
ou` Λ est le vecteur de poids et Fn,n.i le vecteur de features. Pour simplifier les for-
mules, on dira que ΛFn,n.i = 0 si n.i est le dernier fils de n (ie. il n’existe donc pas de
nœud n.(i+ 1)).
Maintenant que nous avons de´fini le graphe d’inde´pendances de notre mode`le ainsi
que les features utilise´es, nous pouvons e´crire la formule du calcul de la probabilite´
conditionnelle de l’arbre annotation y sachant x :
p(y|x) =
1
Z(x)
∏
c∈C
expΛFn,n.i (3.1)
ou` C est l’ensemble des cliques de G.
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Le coefficient de normalisation Z(x) est donc :
Z(x) =
∑
y
(∏
c∈C
expΛFn,n.i
)
La section 4 de´crit pre´cise´ment les adaptations algorithmiques ne´cessaires pour les
taˆches d’annotation et d’apprentissage. Mais dans un premier temps, nous allons com-
parer l’expressivite´ de nos Tree CRFs a` celle des automates d’arbres stochastiques.
3.2 Comparaison des Tree CRFs et des Automates d’Arbres Sto-
chastiques
Dans l’introduction des CRFs sur les se´quences, les auteurs (Lafferty et al., 2001)
montraient qu’il est possible de repre´senter un HMM sous la forme d’un CRF. De la
meˆme manie`re, nous allons montrer ici comment repre´senter un automate d’arbres sto-
chastique a` l’aide d’un Tree CRF afin de donner une ide´e de l’expressivite´ du mode`le
que nous avons de´fini.
Comme il n’existe pas de de´finition consensuelle des automates d’arbres stochas-
tiques dans le cas des arbres d’arite´ non borne´e, nous nous restreignons ici au cas des
arbres d’arite´ borne´e. Pour simplifier les notations, nous conside´rons des automates sur
les arbres d’arite´ 0 ou 2. C’est, bien suˆr, sur le proble`me de l’annotation que nous sou-
haitons comparer les automates stochastiques et les Tree CRFs. Une annotation d’un
arbre x par un automate stochastique est un arbre y de meˆme structure sur l’alphabet
des e´tats qui correspond a` un calcul de l’automate d’arbre stochastique. La recherche de
l’annotation la plus probable n’a de sens que s’il existe plusieurs calculs de l’automate.
Les automates envisage´s ici sont donc stochastiques et non de´terministes. On peut no-
ter e´galement que nous utilisons des automates d’arbres ascendants. En renversant les
re`gles, on peut les conside´rer sous un point de vue ge´ne´ratif, ce qui correspond a` des
grammaires re´gulie`res stochastiques d’arbres.
Un automate A d’arbres stochastique est un quintuplet (Σ, Q,∆, p,final) ou` Σ =
Σ0∪Σ2 est un ensemble fini de symboles de fonction d’arite´ 0 ou 2, Q est un ensemble
fini d’e´tats, ∆ est un ensemble de re`gles de la forme : a → q ou` a ∈ Σ0 et q ∈ Q ou
g(q1, q2) → q ou` g ∈ Σ2 et q, q1, q2 ∈ Q, p : ∆ → [0, 1] est la fonction qui associe
a` toute re`gle un re´el dans [0, 1], et la fonction final : Q → [0, 1] associe a` chaque e´tat
sa probabilite´ d’eˆtre final. On dit qu’un automate d’arbres stochastique est normalise´ si,
pour tout q ∈ Q, la somme des probabilite´s des transitions arrivant sur q vaut 1, et si la
somme des probabilite´s des e´tats finaux vaut 1.
Le calcul de la probabilite´ conditionnelle d’une annotation y sachant une observation
x dans un automate d’arbre stochastique A est :
pA(y|x) =
pA(y, x)∑
y pA(y, x)
ou` pA(y, x) est la probabilite´ du calcul re´ussi y sur l’arbre x obtenue en multipliant les
poids de toutes les re`gles utilise´es dans le calcul y et la probabilite´ de l’e´tat en racine
de y d’eˆtre terminal.
CRFs pour l’annotation d’arbres
Nous allons maintenant repre´senter un automate d’arbres stochastique avec un Tree
CRF. Premie`rement, l’alphabet Y des labels du Tree CRF correspond a` l’ensemble
d’e´tatsQ de l’automate. Chaque transition de l’automate est repre´sente´e par une feature
dans le Tree CRF. Pour chaque re`gle de la forme a→ q, on cre´e une feature a` un noeud
fa→q de la forme :
fa→q(yn, x) =
{
1 si xn = a et yn = q
0 sinon
Pour chaque re`gle de la forme g(q1, q2) → q, on cre´e une feature a` trois noeuds
fg(q1,q2)→q de la forme :
fg(q1,q2)→q(yn, yni, yn(i+1), x) =
{
1 si xn = g, yn = q, yni = q1 et yn(i+1) = q2
0 sinon
`A chacune des features ainsi cre´e´es, on associe comme poids le logarithme de la
probabilite´ de la re`gle correspondante dans l’automate. Toutefois, cre´er uniquement
les features correspondant aux re`gles de l’automate ne suffit pas. En effet, dans un
automate d’arbres stochastique, les transitions non de´finies sont en fait des transitions
dont la probabilite´ est nulle. Elles doivent donc eˆtre transpose´es comme telles. Notre
Tree CRF est ainsi comple´te´ par des features pour chaque transition de probabilite´ nulle.
On associe a` ces features le poids log(0) = −∞.
Enfin, la dernie`re composante de l’automate a` repre´senter est la probabilite´ d’un e´tat
d’eˆtre final. On repre´sente cette proprie´te´ par une feature a` un noeud de la forme sui-
vante :
ffinal(q)(yn, x) =
{
1 si yn = q et n est la racine
0 sinon
Le poids associe´ a` cette feature est aussi le logarithme de la probabilite´ de cet e´tat
d’eˆtre final. De la meˆme fac¸on que pour les transitions, si un e´tat q a une probabilite´
nulle d’eˆtre final, il faut cre´er une feature ffinal(q) et lui donner comme poids −∞.
Le Tree CRF ainsi de´fini permet d’obtenir la meˆme distribution de probabilite´ condi-
tionnelle que dans l’automate. En effet, la probabilite´ dans un CRF est de la forme
suivante :
pcrf (y|x) =
1
Z(x)
∏
c∈C
∏
k
exp(λkfk)
Soient A un automate stochastique et crfA le Tree CRF obtenu par la construction
pre´ce´dente. Pour chaque clique, seule la feature correspondant a` la re`gle qui s’applique
vaut 1, et a` la racine s’applique la feature correspondant a` la probabilite´ de l’e´tat d’eˆtre
final. Pour un arbre x et un calcul re´ussi y de A, on a :
pcrfA(y|x) =
1
Z(x)
exp(λfinal(yǫ))
∏
regle
exp(λregle)
ou`
∏
regle exp(λregle) est le produit sur toutes les re`gles utilise´es dans le calcul y de
l’exponentielle du poids associe´ a` la re`gle. Or on a choisi λfinal(q) = log(final(q)) et
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λregle = log(p(regle)). On en de´duit que :
pcrfA(y|x) =
1
Z(x)
final(yǫ)×
∏
regle
p(regle) =
1
Z(x)
pA(y, x)
OrZ(x) =
∑
y
∏
c∈C
∏
k exp(λkfk). Pour tout calcul re´ussi, nous avons montre´ l’e´galite´
entre pA(y, x) et le produit sur toutes les cliques. Pour tout y ne correspondant pas un
calcul re´ussi, pA(y, x) = 0, et, avec le choix des poids pour les transitions non de´finies,
le produit sur toutes les cliques vaut 0. Par conse´quent,
∑
y
∏
c∈C
∏
k exp(λkfk) =∑
y pA(y, x), et donc Z(x) =
∑
y pA(y, x). On en de´duit donc que la probabilite´
de´finie par le Tree CRF crfA est la meˆme que celle de l’automate A :
pcrfA(y|x) = pA(y|x) (3.2)
Pour les arbres d’arite´ fixe´e, les probabilite´s conditionnelles pouvant eˆtre de´finies
par des automates d’arbres probabilistes peuvent eˆtre de´finies par des Tree CRFs. La
re´ciproque est fausse car on peut exprimer dans les features des proprie´te´s non re´gulie`res
sur les arbres d’entre´e. Cette e´tude doit eˆtre e´tendue aux arbres ordonne´s d’arite´ non
borne´e bien qu’il n’existe pas de de´finition consensuelle d’automates d’arbres stochas-
tiques dans ce cas.
4 Algorithmes pour les Tree CRFs
Cette section se concentre sur l’adaptation des algorithmes de programmation dy-
namique pour les taˆches d’annotation et d’apprentissage des parame`tres dans les Tree
CRFs. De la meˆme fac¸on que pour les CRFs sur les se´quences, les algorithmes em-
ploye´s s’inspirent d’algorithmes classiques. Nous commencerons par de´crire l’adapta-
tion de l’algorithme de Viterbi a` nos Tree CRFs. Puis nous pre´senterons un algorithme
permettant des calculs efficaces lors de la phase d’apprentissage.
4.1 Recherche de la meilleure annotation d’un arbre
La recherche de l’annotation la plus probable consiste a` trouver l’annotation yˆ qui
maximise p(yˆ|x) e´tant donne´e une observation x et un Tree CRF dont on connaıˆt les
parame`tres. Nous voulons donc trouver :
yˆ = argmax
y
p(y|x)
De la formule (3.1), on de´duit :
yˆ = argmax
y
(∑
c∈C
ΛFn,n.i
)
Calculer ce score pour chaque annotation y possible e´tant trop couˆteux, on utilise l’al-
gorithme de Viterbi. Pour cela, on de´finit δn(yn) comme e´tant le “score” de la meilleure
CRFs pour l’annotation d’arbres
annotation du sous-arbre partant du nœud n, ou` le nœud n est annote´ par yn. On appelle
score la somme ponde´re´e des features sur toutes les cliques de l’arbre.
δn(yn) =


0 si n est une feuille
max
yn.1...yn.m
( m∑
i=1
(
δn.i(yn.i) + ΛFn,n.i
))
sinon
ou` m est le nombre de fils du nœud n.
Toutefois, dans des arbres d’arite´ supe´rieure a` 2 et tout particulie`rement pour les
arbres d’arite´ non borne´e, la pre´sente de´finition de δn(yn) ne suffit pas a` obtenir un
algorithme efficace. En effet, son calcul ne´cessite de trouver un maximum pour toutes
les combinaisons d’annotations possibles pour les fils du nœud n, ce qui fait, en no-
tant Y l’alphabet des e´tiquettes et ‖Y‖ sa taille, ‖Y‖m si n a m fils. En plus de la
programmation dynamique en profondeur de´ja` pre´sente, nous introduisons donc une
programmation dynamique en largeur avec le coefficient δ′n,k(yn, yn.k) qui s’inspire du
δ utilise´ dans le cas des CRFs sur les se´quences. On le de´finit comme le score de la
meilleure annotation du sous-arbre partant de n, ou` on n’a garde´ que les k premiers fils
de n et ou` n est annote´ par yn et n.k par yn.k.
δ′n,k(yn, yn.k) =


δn.m(yn.m) si k = m
δn.k(yn.k) sinon
+ max
yn.(k+1)
(
ΛFn,n.i + δ
′
n,(k+1)(yn.(k+1))
)
δn(yn) peut alors se re´e´crire de la fac¸on suivante :
δn(yn) =
{
0 si n est une feuille
max
yn.1
δ′n,1(yn.1) sinon
Il suffit alors de rechercher maxyǫδǫ(yǫ), et de retrouver le chemin de Viterbi corres-
pondant pour obtenir la meilleure annotation yˆ.
4.2 Apprentissage des parame`tres du mode`le
Comme pour les CRFs sur les se´quences, la phase d’apprentissage d’un Tree CRF
consiste a` trouver les parame`tresΛ qui maximisent la log-vraisemblance du mode`le par
rapport a` un ensemble d’apprentissage S. On utilise une formule de log-vraisemblance
le´ge`rement diffe´rente (a` un coefficient multiplicateur pre`s) de la formule (2.3) :
LΛ =
∑
(x,y)∈S
p˜(x, y) log pΛ(y|x) (4.1)
ou` p˜(x, y) est la fre´quence d’apparition du couple (x, y) dans S.
En remplac¸ant pΛ(y|x) par sa de´finition (cf. eq. (3.1)), on obtient :
LΛ =
∑
x,y
p˜(x, y)
[∏
c∈C
expΛFn,n.i
]
−
∑
x
p˜(x) logZ(x)
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La fonction de log-vraisemblance ainsi obtenue est concave, ce qui signifie qu’il est
possible de trouver un maximum global qui correspond aux parame`tres pour lesquels
la de´rive´e s’annule. Il est toutefois impossible de calculer analytiquement cette de´rive´e
par rapport a` l’ensemble des parame`tres du mode`le. On utilise donc une me´thode de
descente de gradient (L-BFGS) pour laquelle il est ne´cessaire de calculer les de´rive´es
partielles de LΛ par rapport a` chaque parame`tre du Tree CRF. Ces de´rive´es partielles
s’expriment :
∂LΛ
∂λk
=
∑
x,y
p˜(x, y)
∑
c
fk −
∑
x
p˜(x)
∑
y
pΛ(y|x)
∑
c
fk (4.2)
= Ep˜(x,y)[fk]− EpΛ(y|x)[fk] (4.3)
ou` Ep˜(x,y)[fk] est l’espe´rance de la feature fk par rapport a` la distribution empirique
p˜(x, y) et EpΛ(y|x)[fk] est l’espe´rance de fk par rapport a` la distribution du Tree CRF.
Si le calcul de Ep˜(x,y)[fk] est assez imme´diat, le calcul de EpΛ(y|x)[fk] quant a` lui pose
un proble`me en raison de la somme sur toutes les annotations y possibles.
Les deux difficulte´s lors de la phase d’apprentissage des parame`tres sont donc le cal-
cul du coefficient de normalisation Z(x) qui intervient dans le calcul de pΛ(y|x), et le
calcul des de´rive´es partielles par rapport a` chaque parame`tre du Tree CRF. Pour effec-
tuer ces calculs de manie`re efficace, nous avons mis en œuvre une me´thode de program-
mation dynamique s’inspirant de l’algorithme Inside-Outside utilise´ dans les gram-
maires alge´briques probabilistes (Probabilistic Context Free Grammars ou PCFGs) pour
la re´cursion en profondeur et de l’algorithme Forward-Backward des HMMs pour la
re´cursion en largeur. Ces deux algorithmes fondateurs sont de´crits en de´tails dans (Man-
ning & Schu¨tze, 1999).
Nous abordons tout d’abord le proble`me du calcul de Z(x). Pour cela, on de´finit le
coefficient inside βn(yn) comme la somme des probabilite´s non normalise´es de toutes
les annotations possibles du sous-arbre partant du nœud n, ou` n est annote´ par yn.
βn(yn) =


1 si n est une feuille∑
yn.1,...,yn.m
( m∏
i=1
βn.i(yn.i) exp(ΛFn,n.i)
)
sinon
Comme pour l’adaptation de l’algorithme de Viterbi de´crite pre´ce´demment, cette for-
mule ne suffit pas dans le cas des arbres d’arite´ supe´rieure a` 2, en raison de la somme sur
toutes les combinaisons d’e´tiquettes possibles pour les fils du nœud n. Nous introdui-
sons donc de la programmation dynamique en largeur en nous inspirant des coefficients
backward utilise´s dans les HMMs. Nous appelons ce coefficient β′n,k(yn.k).
On de´finit β′n,k(yn.k) comme la probabilite´ non normalise´e du sous-arbre partant de
n dont on n’a garde´ que les k premiers fils de n et ou` n est annote´ par yn et n.k par
yn.k.
β′n,k(yn, yn.k) =


βn.m(yn.m) si k = m
βn.k(yn.k)
∑
yn.(k+1)
(
exp(ΛFn,n.k)β
′
n,(k+1)(yn.(k+1))
)
sinon
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Par conse´quent, βn(yn) peut eˆtre re´e´crit comme suit :
βn(yn) =


1 si n est une feuille∑
yn.1
β′n,1(yn.1) sinon
En utilisant le coefficient ainsi de´fini, il est possible de calculer efficacementZ(x) de
la fac¸on suivante :
Z(x) =
∑
yǫ
βǫ(yǫ) (4.4)
La complexite´ du calcul de Z(x) est en O(|x| × ‖Y‖3). Elle est donc line´aire par
rapport a` la taille de l’arbre d’entre´e. Elle est cubique par rapport a` la taille de l’alphabet
des e´tiquettes, il faudra donc veiller a` choisir des alphabets de taille raisonnable.
Le proble`me de la complexite´ du calcul des de´rive´es partielles de LΛ peut eˆtre re´solu
de deux fac¸ons diffe´rentes. La premie`re consiste a` approximer ce calcul. En effet, il est
possible d’obtenir une valeur approche´e de la de´rive´e partielle en λk en faisant varier
λk d’une valeur ǫ positive tre`s proche de ze´ro et en calculant la diffe´rence :
∂LΛ
∂λk
=
LΛ+ − LΛ−
2ǫ
ou` Λ+ est le vecteur des parame`tres du mode`le ou` λk a e´te´ remplace´ par λk + ǫ et Λ−
est le vecteur des parame`tres du mode`le ou` λk a e´te´ remplace´ par λk − ǫ. C’est cette
me´thode qui est implante´e actuellement.
L’autre me´thode possible est de calculer la valeur exacte de ces de´rive´es partielles en
utilisant une technique de programmation dynamique. Elle a e´te´ utilise´e par (Lafferty
et al., 2001) dans le cas des CRFs sur les se´quences a` l’aide des coefficients forward et
backward. Nous l’adaptons ici au cas des arbres. La difficulte´ re´side dans le calcul de
l’espe´rance d’une feature fk par rapport au mode`le.
Nous de´finissons donc le coefficient outside αn(yn) qui correspond a` la somme des
probabilite´s non normalise´es de toutes les annotations possibles du comple´mentaire du
sous-arbre partant du nœud n, ou` n est annote´ par yn.
αn(yn) =


1 si n est la racine∑
yn′
(
αn′(yn′)
∑
yn′.1...yn′.m(yn′.i=yn)
( m∏
j=1
exp(ΛFn′,n′.j)
m∏
j=1(j 6=i)
βn′.j(yn′.j)
))
Pour la programmation dynamique en largeur, on introduit le coefficient β′′n,k(yn.k)
s’inspirant des coefficients forward utilise´s dans les HMMs. Il est de´fini comme suit :
β′′n,k(yn, yn.k) =


1 si k = 1∑
yn(k−1)
(
βn(k−1)(yn(k−1)) expΛFn,n(k−1)β
′′
n,k−1(yn, yn(k−1))
)
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A l’aide de ce coefficient, on peut re´-e´crire αn(yn) :
αn(yn) =


1 si n est la racine∑
yn′
(
αn′(yn′)
β′′
n′,i
(yn′ ,yn)β
′
n′,i
(yn′ ,yn)
βn(yn)
)
sinon (n = n′.i)
On peut remarquer que d’apre`s les de´finitions des coefficients inside et outside de´finis
pre´ce´demment, αn(yn)βn(yn) repre´sente la somme des probabilite´s non normalise´es
des annotations y pour lesquelles le nœud n est annote´ par yn. Si l’on e´tend le raison-
nement, la formule (4.5) correspond a` la somme des probabilite´s non normalise´es des
annotations y ou` les nœuds n, ni et n(i + 1) sont annote´s par yn, yni et yn(i+1). Ces
deux remarques servent d’intuition pour la reformulation de l’espe´rance d’une feature
par rapport au Tree CRF.
P (yn, yni, yn(i+1)) = αn(yn) expΛFn,niβ
′′
n,ni(yn, yni)βni(yni)β
′
n,n(i+1)(yn, yn(i+1))
(4.5)
Il est alors possible d’e´crire l’espe´rance d’une feature fk par rapport au mode`le de la
fac¸on suivante :
EpΛ(y|x)[fk] =
∑
x
p˜(x)
∑
c
∑
(yn,yn.i,yn.(i+1))
fk(yn, yn.i, yn.(i+1))
P (yn, yni, yn(i+1))
Z(x)
(4.6)
Ceci nous permet de calculer efficacement la de´rive´e partielle de la fonction de log-
vraisemblance a` l’aide des formules (4.3) et (4.6).
4.3 Implantation
Il existe de´ja` une librairie, le “CRF Project” 1, implantant en JAVA les CRFs pour
l’annotation de se´quences. Toutefois, a` ce jour, aucune librairie n’offre la possibilite´
d’effectuer de l’annotation d’arbres avec des CRFs. Nous avons donc mis en œuvre
l’implantation d’une librairie Tree CRF en JAVA. Celle-ci utilise les algorithmes de´crits
pre´ce´demment afin de proposer un outil rapide pour :
– calculer la probabilite´ conditionnelle d’une annotation y sachant un arbre x.
– trouver l’annotation yˆ la plus probable e´tant donne´ un arbre x et un Tree CRF dont
on connaıˆt les parame`tres.
– apprendre les parame`tres d’un Tree CRF e´tant donne´ un e´chantillon d’observations
annote´es. L’algorithme d’apprentissage utilise´ est la descente de gradient L-BFGS
fournie par le “RISO Project” 2.
Dans l’implantation de cette librairie, il est ne´cessaire de faire attention a` deux points
essentiels. Dans un premier temps, les valeurs des coefficients inside de´crits plus haut
sont me´morise´es dans des matrices de taille |x| × ‖Y‖. Il est donc essentiel d’opti-
miser le temps d’acce`s a` ces matrices. Pour cela, nous nous sommes inspire´s de la
repre´sentation des matrices dans la librairie COLT 3.
1http://crf.sourceforge.net/
2http://riso.sourceforge.net/
3http://hoschek.home.cern.ch/hoschek/colt/
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Il est aussi ne´cessaire de veiller a` limiter la complexite´ des features. En effet, au
sein d’une feature, il est possible d’effectuer des calculs potentiellement couˆteux sur
l’observation x, comme d’e´valuer la taille du sous-arbre ou de tester la pre´sence d’un
nœud dans x, etc. Afin d’e´viter d’effectuer ces calculs a` chaque appel de la feature,
ceux-ci sont pre´-calcule´s lors du chargement en me´moire de l’arbre x.
5 Conclusion
Dans cet article, nous avons propose´ une adaptation des CRFs, un mode`le qui a fait
ses preuves pour l’annotation de se´quences, au cas de l’annotation d’arbres ordonne´s
d’arite´ non borne´e : les Tree CRFs. Nous avons donne´ un aperc¸u de l’expressivite´ de ce
mode`le en le comparant aux automates d’arbres stochastiques. Les Tres CRFs se com-
portent vis-a`-vis de ces automates de la meˆme fac¸on que les CRFs sur les se´quences se
comportent vis-a`-vis des HMMs. Enfin, nous avons de´crit les algorithmes de recherche
de l’annotation la plus probable et d’apprentissage des parame`tres du mode`le. L’im-
plantation actuelle nous a permis de tester ces algorithmes et leurs performances sur
des donne´es artificielles de petite taille. Ce travail pre´liminaire doit donc eˆtre poursuivi
pour eˆtre valide´ sur des donne´es semi-structure´es de grande taille. Il doit e´galement eˆtre
confronte´ a` diverses taˆches.
Nous pourrons tout d’abord nous confronter a` diverses taˆches d’extraction d’infor-
mations a` partir de donne´es semi-structure´es de type XML ou HTML. Nous pensons
que la souplesse apporte´e par la fac¸on de de´finir des features nous permettra d’ob-
tenir des re´sultats au moins comparables a` ceux obtenus par les syste`mes existants
dans le domaine pour les taˆches d’extraction classique (extraction d’un ou plusieurs
champs). Nous estimons que l’inte´reˆt principal des Tree CRFs sera de pouvoir traiter
des proble`mes d’extraction pour lesquels la sortie est elle-meˆme semi-structure´e.
Nous pourrons aussi tester notre mode`le sur les taˆches de transformation de docu-
ments semi-structure´s. Pour cela, nous devrons de´finir une se´mantique a` notre alphabet
d’annotations indiquant a` chaque nœud l’ope´ration de transformation a` effectuer. De
cette manie`re, la transformation s’effectuera en deux parties, la premie`re consistant en
l’annotation de l’arbre a` l’aide du Tree CRF, la seconde effectuant les transformations
indique´es par les annotations des nœuds.
Enfin, nous avons montre´ comment il est possible de repre´senter un automate d’arbres
stochastique par un Tree CRF. Une des difficulte´s pose´e par les champs conditionnels
ale´atoires re´side dans le choix des features. Une perspective de notre travail est la com-
binaison des approches : utiliser des techniques d’infe´rence grammaticale pour ge´ne´rer
les features (les re`gles de l’automate) puis utiliser les algorithmes pre´sente´s ici pour
apprendre les parame`tres du Tree CRF.
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