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Random processes passed through zero memory nonlinearities are considered 
in terms of the preservation of mean square continuity. Then, series expansions 
of bivariate densities in orthonormal functions are treated, under the assumption 
that the bivariate density is associated with a first order stationary random 
process. It is shown that, if the random process is mean square continuous, 
then the orthonormal functions in the series expansion must be complete. 
INTRODUCTION 
Let y(t) be a second order random process whose parameter set is the real line, 
or an interval. Assume that q(t) is first order stationary; that is, the distribution 
function Z’{q(t) < x} is independent of t. Let p denote the Lebesgue-Stieltjes 
measure corresponding to the distribution function of v(t). Let L,(p) denote 
the space of all Baire functions that are square integrable with respect to the 
measure p. Define the inner product in L,(p) by 
(a h) = j- gh 4, 
and let the norm be given by 
II g II = Kg, gF2* 
Consider a function g( *) which belongs to LB(p). Then g[q(t)] is a well defined 
second order random process. The function g(e) will be called a zero memory 
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nonlinearity (ZNL), and a function of a random process will represent the result 
of acting upon the random process by a ZNL. All ZNL’s will be assumed to 
belong to L&J). 
&XJLTS 
The principal results are contained in two theorems. The first theorem shows 
that ZNL’s preserve mean square continuity. 
THEOREM 1. If the second order random process r](t) is Jirst order stationary 
and mean square continuous, and ;f g(*) E L&L), then g[q(t)] is mean square 
continuous. 
Proof. The set C,(R) of continuous functions on the real line with compact 
support is dense [I] in L.&L). For any function in C,(R), there is a sequence 
of functions in C,“(R) (infinitely differentiable functions on the real line with 
compact support) uniformly converging to it [2]. Thus the set Ccm(R) is dense 
in L&J,). Therefore, given E > 0, there is a function h(*) E C,“(R) such that 
II g - h II < 43. F rom Minkowski’s inequality we have 
[E((g[rl(t)l - gh(W>l”” < II g - h II + bWh(tll - hh(sN211i’2 + II h - g II. 
Since h(v) E Corn(R), it satisfies a Lipschitx condition, and we have that 
I 44 - WI < k I x -Y 1, 
for some finite constant K. Thus, if 1 t - s 1 is sufficiently small, we have 
[E{(h[r](t)] - h[v(s)])2}]1/2 < e/3, and the theorem follows. /I 
It was pointed out by a reviewer that the assumption of first order stationarity 
can be weakened as follows. Let pt be the Lebesgue-Stieltjes measure 
corresponding to the random variable T(t). Assume that for every fixed t there 
is an open interval It containing t and a u-finite measure vt on the Bore1 sets 
such that for all s ~1~ , ,us(B) < v,(B) f or all Bore1 sets B. Then the proof 
proceeds much as before. This assumption can be shown to be satisfied in many 
cases of interest. For example, assume that the probability density function 
exists and let it be given by 
x E (-Ml t I + l), l/(1 t 
otherwise. 
I + 1)); 
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Define vt(B) = [(I t I + 2)/21) m(B), f or any Bore1 set B, where m is Lebesgue 
measure. Then for s E (t - 1, t + I), we have 
k@) < [(I s I + 1)/21 m(B) d [(I t I + 2)PlmW = @h 
It can also be seen that if the ZNL is characterized by a function which possesses 
a bounded first derivative, then the Lipschitz condition can be employed, and 
the stationarity assumption can be dropped altogether. 
In the sequel it will be assumed that the second order random process q(t) is 
first order stationary and mean square continuous. We will also assume that for 
any two different times, t and s, the bivariate density f(~, y; t, s) of X = 71(t) 
and Y = T(S) exists. Let p(x) denote the univariate density. Then the measure p 
is given by 
P(B) = j*m dx, 
and the inner product by 
(g, 4 = j ‘d4 44 PC4 dx. 
We will further assume that the bivariate density function associated with 
T(t) satisfies the following weak integrability condition. 
dx dy < co. 
With this assumption the bivariate density function admits the following series 
expansion. 
f(X, Y; t> 4 = PC4 P(Y) f  f  %n(t, 4 &l(x) AL(Y)* (1) 
n=o m=o 
The sequences of functions {On(.)} and {&(.)} are each orthonormal in L,(p), 
and the coefficients are given by 
%m(4 4 = -wnh(~)l4mb?m* 
The convergence is in the following sense. 
An obvious application of the Schwarz inequality yields that 1 a&t, s)\ < 1. 
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It follows from Theorem 1 that the random processes 8,$7(t)] and &Jr](t)] are 
mean square continuous, and thus it can be shown easily that the cross-correlation 
function unm(t, s) is continuous in both variables. As a straightforward conse- 
quence of the series expansion of the bivariate density function, it follows that 
for any ZNL g( *), and for t # s, 
where the convergence is absolute and uniform in t and s, and where b, = (g, 0,) 
and cm = (g, AJ. 
THEOREM 2. In the series expansion (1) of the bivariate density function 
f (x, y; t, s), both sequences of orthonormal functions are complete in L,(p). 
Proof. Assume that the sequence {0,(e)} . is not complete in L&L). Then there 
must exist a function g( *) in L&) such that (g, 0,) = 0 for all n and I/ g I[ > 0. 
Then clearly 
Qw)l k+m = 0 for all t # s, 
and 
Jw~m2~ = II g II2 > 0 for all t. 
Thus g[T(t)] is not mean square continuous, which contradicts Theorem 1. 
Therefore {8,( .)} is complete in Lsb). Similarly, we conclude that {+,J.)} is 
complete in L,(p). 11 
If the assumption of mean square continuity is removed, then, in general, 
Theorem 2 does not remain valid. It has been stated [3] that, in the particular 
case where the bivariate density function possesses a diagonal series expansion 
of the form 
f 6% Yi t, 4 = P(X) P(Y) F. 4t - 4 u4 &(Y), 
then the orthonormal functions (6J,(.)> must be complete. However, without 
the assumption of mean square continuity, this also is not valid. 
Let fc(x, y, u2, p) denote a symmetric bivariate Gaussian density function 
with zero mean, variance 9, and correlation coefficient p. Consider the following 
bivariate density function: 
4(x, y; t, s) = (l/2) fo(x, y, aa, e-lt-sl) + (l/2) fo(x, y, u2, -e-lt-sl). 
It is shown in [4] that there exists a stationary Markov process which admits 
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this bivariate density function. It is readily seen that the autocovariance function 
R(t, s) is given by 
R(t, s) = I;;> 
t = s; 
t # s. 
Thus the random process is not mean square continuous. It can be shown [4] 
that f” (x, y; t, S) possesses the following series expansion. 
pl?/2oa e-‘9/2aa 
f(X,Yi t, 4 = (2$1,2 u (241,2 * z. e-2n’t-s’ka(4 4%(Y), 
where 
e,(x) = Hzn(X/u)/[(2?z)!]r/a. 
The even Hermite polynomials Hzn(x/a) are not complete, and thus the above 
remarks follow. 
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