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Abstract 
The work performed within this thesis is divided into two parts, each focusing 
primarily on the study of magnetic phase behavior using neutron scattering 
techniques. In first part, I present transport, magnetization, and neutron scattering 
studies of materials within the iridium oxide-based Ruddelsden-Popper series 
[Srn+1IrnO3n+1] compounds Sr3Ir2O7 (n=2) and Sr2IrO4 (n=1). This includes a 
comprehensive study of the doped bilayer system Sr3(Ir1-xRux )2O7.  In second part, I 
present my studies of the effect of uniaxial pressure on magnetic and structural phase 
behavior of the iron-based high temperature superconductor Ba(Fe1-xCox)2As2. 
Iridium-based 5d transition metal oxides host rather unusual 
electronic/magnetic ground states due to strong interplay between electronic 
correlation, lattice structure and spin-orbit effects. Out of the many oxides containing 
iridium, the Ruddelsden-Popper series [Srn+1IrnO3n+1] oxides are some of the most 
interesting systems to study both from the point of view of physics as well as from 
potential applications. My work is focused on two members of this series Sr3Ir2O7 
(n=2) and Sr2IrO4 (n=1). In particular, our combined transport, magnetization and 
neutron scattering studies of Sr3Ir2O7 (n=2) showed that this system exhibits a 
complex coupling between charge transport and magnetism. The spin magnetic 
moments form a G-type antiferromagnetic structure with moments oriented along the 
c-axis, with an ordered moment of 0.35±0.06 µB/Ir. I also performed experiments 
doping holes in this bilayer Sr3(Ir1-xRux)2O7 system in order to study the role of 
electronic correlation in these materials. Our results show that the ruthenium-doped 
holes remain localized within the Jeff=1/2 Mott insulating background of Sr3Ir2O7, 
suggestive of ‘Mott blocking’ and the presence of strong electronic correlation in 
these materials. Antiferromagnetic order however survives deep into the metallic 
regime with the same ordering q-vector, suggesting an intricate interplay between 
residual AF correlations in the Jeff=1/2 state and metallic nanoscale hole regions. Our 
results lead us to propose an electronic/magnetic phase diagram for Sr3(Ir1-xRux)2O7 
system showing how the system moves from Jeff=1/2 antiferromagnetic Mott insulator 
(Sr3Ir2O7) to paramagnetic Fermi liquid metal (Sr3Ru2O7).  On the other hand, our 
neutron scattering measurements on Sr2IrO4 (n=1), a prototypical Jeff=1/2 Mott 
insulator, showed that the spins arranged antiferromagnetically in ab-plane with an 
ordered moment comparable to that of Sr3Ir2O7.  
The second part of my work is comprised of a neutron scattering-based study 
of the Ba(Fe1-xCox)2As2 system, a bilayer family of iron-based high temperature 
superconductors. Undoped, this system exhibits either simultaneous or nearly 
simultaneous magnetic and structural phase transitions from a high temperature 
paramagnetic tetragonal phase to low temperature orthorhombic antiferromagnetic 
phase. With the gradual suppression of these two temperatures, the superconducting 
phase appears with the highest TC obtained just beyond their complete suppression. It 
has been proposed that these coupled magnetostructural transitions are secondary 
manifestations which arise as a consequence of electronic nematic ordering that 
occurs at a temperature higher than either of them. My work is mainly focused on 
probing the spin behaviors coupling to this electronic nematic phase. I devised a small 
device to apply uniaxial pressure along an in-plane high symmetry axis and studied 
the magnetic and structural behavior in series of Ba(Fe1-xCox)2As2 compounds via 
neutron scattering in presence of uniaxial pressure. There is an upward thermal shift 
in the onset of structural and magnetic transition temperature caused by this uniaxial 
pressure which is surprisingly insensitive to cobalt concentration in the absolute scale. 
Furthermore, on the first order side of the phase diagram (below the tricritical point), 
the structural and magnetic transitions are decoupled with magnetic transition 
following structural distortion. This study suggests the importance of both spin-lattice 
and orbital-lattice interactions in these families of compounds. 
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Chapter 1: Introduction
I want to start with high school definition of condensed matter physics that it 
is a branch of physics which deals with the properties of matter when the matter is in 
some sort of “condensed” form like liquid or solid. After my undergraduate and 
master degree from Nepal, where I took most of the physics courses, I came to realize 
that physics is not just the collection of assumptions, hypothetical problems and their 
solutions in terms of unknown constants, particularly within condensed matter 
physics. I also noticed that many great scientists have spent their whole life in this 
field and most of the modern technologies we used today are the outcome of their 
endless efforts in condensed matter research.  
The facts mentioned above give the importance of the condensed matter 
research.  Now the real question to ask is: what is so special about being ‘condensed’ 
and why this condensed phase hosts so many different phenomena?. There is a very 
short answer by P.W Anderson: “more is different”. When a large number of particles 
having either charge or mass or spins or all of them together “condense” to form 
solids or liquids they may lose their individual identity due to various types of 
classical and quantum interactions between them. Thus, a condensed phase of matter 
is in fact an assembly of a large number of microscopic constituents like charges, 
masses, spins, interactions and excitations (phonons, magnons,polarons, holons, 
polaritons, plasmons, solitons etc). The various interactions between these 
microscopic constituents result in the emergent new macroscopic quantum states like 
superconductivity, magnetism, metals, insulators, topological insulators, spin liquids, 
spin ices etc. In some cases two phenomena may look different at first sight but may 
still be governed by the same fundamental interactions. Condensed matter physics 
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takes the responsibility of connecting microscopic and macroscopic behaviors and 
tries to organize/classify phenomena according to the mechanisms behind them. 
This thesis deals with macroscopic properties of two classes of materials 
within current condensed matter research: correlated iridates and iron  pnictides. 
There are some broad similarities between these two seemingly different families of 
compounds where they lay close to the intermediate correlation regime with iridates 
on the strong correlation side and iron pnictides on the weak correlation side.  
Out of many different types of oxides of iridium, this thesis deals with the 
Ruddlesden-Popper series oxides (Srn+1IrnO3n+1) where I have used 3 main probes: 
namely electrical transport, bulk magnetization and neutron scattering to explore the 
electronic/magnetic ground states and we have also shown that the electronic 
correlations are important along with the strong spin-orbit interactions.  
Regarding the iron-based superconductors (iron pnictides), this work is 
focused on the study of structural and spin behavior of the parent and underdoped 
system Ba(Fe1-xCox)2As2.In this study, I have shown that even a relatively small 
symmetry breaking field, when applied in the high temperature, electronically 
anisotropic phase,the so-called “nematic phase”, gives a dramatic response in the 
lattice and spin behavior of the system. The evolution of the spin and lattice 
susceptibility to strain with doping in presence of symmetry breaking uniaxial 
pressure hints toward the importance of combined effect of spin-lattice and orbital-
lattice interactions in these systems. 
Outline of this Work 
The reminder of this work is divided into following chapters 
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Chapter 2: Introduction to Iridates and Neutron Scattering 
This chapter provides a brief introduction to iridates, various terminologies like 
crystal field splitting, spin orbit coupling, metal insulator transitions, magnetism and 
neutron scattering along with key mathematical relations. 
Chapter 3: Experimental Methods 
This chapter provides a brief overview of the different experimental methods used 
throughout the thesis including crystal growth, X-ray diffraction, energy dispersive 
analysis, magnetization measurement, resistivity measurement, thermo-gravimetric 
analysis and neutron scattering. 
Chapter 5: Structural/magnetic Behavior of Sr2IrO4 
This chapter provides the result of neutron scattering study on single layer parent 
compound Sr2IrO4 which reveals the spin structure, ordered moment and the lattice 
distortions. 
Chapter 5: Electronic/spin Behavior of Sr3Ir2O7 
This chapter provides the results of combined magnetotransport and neutron 
scattering study on bilayer parent compound Sr3Ir2O7 revealing its electronic/magnetic 
ground state along with previously unreported structural distortions. 
Chapter 6: Electronic/magnetic Phase Diagram of Sr3(Ir1-xRux)2O7 
This chapter is about the comprehensive study of doped bilayer system Sr3(Ir1-
xRux)2O7, which establishes an electronic/magnetic phase diagram with coexisting 
multiple phases. This study also stresses the role of electronic correlations in this 
bilayer system. 
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Chapter 7: Effect of Uniaxial Pressure on Magnetic and Structural Phase 
Behavior of Ba(Fe1-xCox)2As2. 
This chapter gives a very brief introduction to iron-based superconductors and 
discusses the effect of uniaxial pressure on the structural and magnetic phase behavior 
of concentrations in the underdoped regime. 
Chapter 8: Conclusions and Future Works 
In this chapter I summarize the results on both systems and suggest some future works 
that should be pursued. 
Appendix 
List of Publications 
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Chapter 2: Introduction to Iridates and Neutron Scattering 
2.1 Introduction 
Recently, the 5d transition metal ‘iridium’ perovskites (Ir) (Z=77) and, more 
specifically, Ir
4+
 ions in a cubic crystal field are subjects of considerable interest. 
They not only have the usual technological advantage of being oxides with high 
chemical and thermal stability, they are also proposed to host to many exotic quantum 
phases like topological Mott insulator  [1], Weyl semimetal  [2], quantum spin liquid  
[3], spin ice  [4], Kitaev-Heisenberg spin liquid [5], anomalous Hall states  [6], 
Jeff=1/2 Mott insulators  [7--9] and potentially high temperature superconductivity  
[10] etc. These quantum phases are the result of strong interplay between spin-orbit 
interaction, electronic correlations, and the lattice structure. This interplay alters or 
rearranges the conventional energy hierarchy thus resulting in rather unusual quantum 
states. Out of many families of oxides of iridium, this thesis is focused on members of 
Ruddelsden-Popper (RP) series [Srn+1IrnO3n+1], especially (Sr2IrO4) (n=1) and 
(Sr3Ir2O7) (n=2) and the doped compound Sr3(Ir1-xRux)2O7.  These were studied using 
neutron scattering, transport and magnetization techniques. Both of these parent 
compounds are suggested to host Jeff=1/2 Mott insulating states where the crystal field 
(CF) splitting (2 eV-5 eV) and spin-orbit (SO) coupling (~1eV) cooperate to distribute 
all the valence electrons (5 electrons/Ir
4+
 ion) to all fully occupied Jeff=3/2 and half-
filled Jeff=1/2 band  [9]. Thus the effective bandwidth of the material is determined by 
the bandwidth of the Jeff=1/2 band which is small and hence relatively weak electronic 
correlation (U~0.5eV) can open up a charge gap, resulting in Mott insulating state  
[7,9]. 
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Some of the outstanding issues in the field are: (1) the crystal structures of both 
Sr3Ir2O7 and Sr2IrO4 were not fully understood; (2) although Jeff=1/2 Mott-insulating 
behavior was proposed, there remains alternative theories regarding the microscopic 
origin of the insulating phase. (3) The exact information about the magnitude and 
direction of the ordered spin moment was still lacking, especially with no neutron 
studies on the single crystals of these compounds (4) There was ongoing debate about 
the nature of the insulating state: whether they are spin-orbit driven Jeff=1/2 Mott-
insulator or they are magnetic ordering driven Slater insulators [11]. With these 
situations in hand we moved forward, successfully grew single crystals and performed 
neutron scattering experiments. By now, along with our studies, there are numerous 
other studies involving transport, magnetization, crystal structure, electronic structure 
and spin structure of Sr2IrO4 [7,12--18] and Sr3Ir2O7 [19--26]. The results, 
significance and uniqueness of our work will be discussed in the following chapters 4, 
5 and 6. In the following sections, I will define some of the relevant physics along 
with mathematical formalism of phenomena that are relevant to this work. A curious 
reader can refer to the references given in each section. 
2.2 Spin-Orbit Interaction  
Spin-Orbit coupling is a relativistic effect in solids with heavier elements that 
prevents the orbital angular momentum from being quenched. Each electron in a solid 
has 3 degrees of freedom: Spin, Orbital and Charge. The interplay between these 
determines the properties of a solid. The spin and orbital motion have angular 
momentum associated with them, which produce magnetic moments. In the electrons’ 
rest frame, it seems as if the nucleus is orbiting around it producing relativistic 
magnetic field which is given by [27]. 
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2c


ε v
B                                                                 (2.2.1) 
  
Where   is the electric field at the electron due to nucleus and V(r) is the 
corresponding potential energy and is given by expression  [27] 
                           
( )dV
V
rdr
   
r r
ε r                                                        (2. 2.2) 
The magnetic field ( ) interacts with the spin angular momentum of the electron 
giving spin orbit Hamiltonian HSO given by  [27] 
                               
2
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( ) ( ( ) )
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SO
e
e dV
H
m c r

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m B r S L
                                     (2.2.3)   
where L is the orbital angular momentum and the magnetic moment m associated 
with spin S is given by m=(geħ/2me)S with g as Lande’s g factor. For the Coulomb 
field in a hydrogen-like atom one can write the derivative term as [27]  
                                 
3
( )
4 o
dV r Ze
rdr r


                                                   (2.2.4) 
Using      
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                                         (2.2.5) 
The spin orbit splitting energy can be written as [27] 
4 2
3
0 0
2
3 14 ( )( 1)
2
SO
Z e
E
a n l l l

 
S L
                                  (2.2.6) 
This expression shows that the spin-orbit coupling varies as the fourth power of 
atomic number Z. Iridium (5d elements in general) have relatively large atomic 
8 
 
number (Z=77) which is the reason why oxides containing iridium are an ideal 
candidate for exploring spin-orbit driven physics. The spin-orbit splitting energy in 
these oxides (Sr2IrO4 and Sr3Ir2O7) is of the order of (0.1eV – 1eV). This energy is 
comparable to coulomb energy of about (0.4eV – 2eV). 
2.3 Crystal Field Splitting, Energy Hierarchy and Ground State Wave function 
For a free transition metal ion (M
+
), the outermost d orbitals are fivefold 
degenerate. However, in a real solid this positive metal ion is surrounded by negative 
ions (O
2-
 in metal oxides) which occupy fixed positions relative to metal ion. This 
surrounding environment of negative ions creates an inhomogeneous electric field at 
the position of positive metal ion. This electric field is called the crystal field [28] 
which partially lifts the degeneracy of the d orbitals. This is called crystal field 
splitting. The energy splitting depends upon how the negative ions are located relative 
to positive ions. If the negative ions are located near the point of maximum charge 
density of the positive ion, the two electron clouds experience repulsion resulting in 
the increase in energy relative to other ions.  
In Ruddelsden-Popper series iridates [Srn+1IrnO3n+1], the Ir
4+
 ion is at the center of 
octahedral formed by 6 surrounding oxygen ions (O
2-
). This arrangement separates the 
5 degenerate d levels into two groups t2g (dxy, dyz,dxz) and eg (dx
2
-y
2
,dz
2
) with E(eg) > 
E(t2g) as shown in Figure 2.3.1.  
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Figure 2.3.1 Energy level scheme (a) for free metal ion (b) ion surrounded by 
spherical negative cloud of electron (c) ion at the center of oxygen octahedral. The 
fivefold degeneracy is partially lifted and is divided into two groups t2g (3 fold 
degenerate) and eg (two fold degenerate) (M
+
=Ir
4+
). Figure reproduced from [53] 
 
Since these iridates are magnetic insulators despite the presence of extended 
5d orbitals, a new quantum state Jeff=1/2, rather than the S=1/2 state (as in cuprates), 
is suggested, caused mainly by strong spin orbit coupling [9]. In this scenario, the spin 
orbit coupling further splits the t2g level into Jeff=3/2 and Jeff=1/2 levels with E 
(Jeff=1/2) > E (Jeff=3/2). Out of 5 valence electrons in Ir
4+
 ion, the four electrons 
occupy Jeff=3/2 orbitals whereas the Jeff=1/2 level is occupied with one electron and 
one hole. The band width of the half-filled Jeff=1/2 band is narrow. Thus even 
moderate correlation strength (U) can open up a Mott gap. The energy level scheme in 
presence of crystal field splitting, spin orbit coupling and the electronic correlation is 
summarized in Figure 2.3.2 
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Figure 2.3.2 Schematic energy diagrams for the 5d
5
 (t2g) configuration (a) without SO 
and U, (b) with an unrealistically large U but no SO, (c) with SO but no U, and (d) 
with SO and Possible optical transitions A and B are indicated by arrows.(e) 5d level 
splitting by the crystal field and SO coupling [9]. 
 
Due to presence of spin orbit coupling, the wave function of the Jeff=1/2 state is given 
by complex admixture of all 3 degenerate t2g states where both spin and orbital 
components are mixed. The wave function of the Kramer’s doublet can be expressed 
as [7] 
|     
 
 
  ⟩   
 
√ 
 |    ⟩  |    ⟩   |    ⟩  and  
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 |     
 
 
  ⟩   
 
√ 
 |    ⟩  |    ⟩   |    ⟩ . These expressions are valid 
strictly when there is perfect octahedral crystal field splitting or in other words when 
the Ir
4+
 ion is in perfect cubic crystal field environment with the wave function as 
shown in Figure 2.3.3. 
 
Figure 2.3.3 Shape of ideal cubic Jeff=1/2 wave function which contains equal 
mixture from all 3 t2g states [8]. 
 
It has also been suggested that any deviation from this cubic crystal 
environment, for example by a tetragonal distortion, alters the system from true 
Jeff=1/2 state and may allow the hybridization between Jeff=3/2 and Jeff=1/2 states, thus 
providing a larger effective bandwidth. In this picture Sr2IrO4 (n=1) system is 
supposed to be close to the ideal case than Sr3Ir2O7 (n=2). One metric for determining 
the validity of Jeff=1/2 picture is the estimation of intensity ratio of L3 and L2 edges, 
which looks similar for both Sr2IrO4 and Sr3Ir2O7, validating the Jeff=1/2 picture for 
both these compounds. However, this method of assigning Jeff=1/2 state is put into 
question by other studies where they can produce same type of ratio even without 
considering the Jeff=1/2 states provided the moments are in the basal plane [29]. 
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Figure 2.3.4 Intensity ratio of L3 and L2 edges for (a) Sr2IrO4  [7]and (b) Sr3Ir2O7  
[21] 
2.4 Ruddelsden-Popper Series 
The Ruddelsden-Popper series [30,31]  is a particular family of crystalline 
structures represented by general chemical formula An+1BnO3n+1  or (AO)(ABO3)n, 
where A is alkaline earth metal or rare earth metal cation, B is usually a transition 
metal cation, O is oxygen or some other anion and n is the number of layers of 
octahedral in the perovskite-like stakes [31]. In other words, they consist of n 
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consecutive perovskite blocks (ABO3)n, which are separated by rock salt layers (AO) 
where the perovskite structure is the n = end member as shown in Figure. 2.3.5.  
 
 
Figure 2.3.5 Ruddelsden-Popper series crystal structure for (a) A2BO4 (n=1) (b) 
A3B2O7 (n=2) and (c) ABO3 (n=∞). Figure reproduced using VESTA 3 software [32]. 
 
If the octahedra are perfect (meaning Ir
4+
 is in perfect cubic environment), 
then n=1 and n=2 compounds tend to have tetragonal symmetry but when there is a 
rotation or tilting of octahedral away from the perfect condition, the symmetry of the 
crystal is reduced. We observe this in our samples of Sr2IrO4 and Sr3(Ir1-xRux) 2O7. In 
Sr2IrO4 the neighboring octahedra rotate about the c-axis by about 11
o 
and this 
staggered rotation propagates along both in-plane and c axes [14]. This increases the 
unit cell dimension as well as reduces the symmetry of the crystal (breaks inversion 
symmetry). The unit cell dimension becomes (√2a×√2a×2c) with space group 
14 
 
I41/acd (no.142) instead of (a×a×c) with space group I4/mmm (no.139) where a is a-
axis lattice parameter of undistorted unit cell and c is the c-axis lattice parameter of 
undistorted unit cell.  For Sr3Ir2O7, a similar rotation of octahedral about c axis (~11
o
) 
increases the unit cell volume from (a×a×c) (space group I4/mmm (139)) to 
(√2a×√2a×c) (space group Bbcb (68)) [20] (since the rotations are not correlated the 
c axis does not change). The new structures for Sr2IrO4 and Sr3Ir2O7 are shown in 
Figure 2.3.6. 
 
Figure 2.3.6 (a) reduced tetragonal structure of Sr2IrO4 (space group I41/acd, 142) 
[14] and (b) orthorhombic structure (Space group Bbcb, 68) of Sr3Ir2O7 [20]. 
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2.5 Metal Insulator Transition and Resistivity 
A true distinction between metal and insulator can be made only at T=0 K where 
an insulator will have vanishingly small charge conductivity and is characterized by a 
gap in the charge excitation spectrum. At finite temperature one can only speak of 
how good or how bad an insulator or metal is. The electron transport in a solid can be 
affected by electron-ion interaction, electron-electron interaction and external fields 
[33]. Generally the electron-ion interaction leads to band insulators [28], Peierls 
insulators [33] (due to interaction with static lattice deformation) or an Anderson 
insulator [34] (due to interactions with disorder or lattice imperfections). The 
insulators resulting from electron-electron interactions can be classified as Slater 
insulators [35] (magnetic ordering primary, electron-electron interaction secondary), 
Mott-Hubbard [36] insulators (electron-electron interaction, no magnetic ordering) 
and Mott-Heisenberg [37] insulators (electron-electron interaction followed by 
magnetic ordering). The Slater insulating states can be realized in an 
antiferromagnetically ordered lattice which can be taken as combination of two 
interpenetrating half-filled sub lattices (one electron per site). In such arrangement, 
the nearest neighbors always have opposite spin. These opposite spins occupy two 
different sublattices to minimize their interaction. Hence a spin density wave is 
formed with some commensurate wave vector Q where the density of up spin or down 
spin varies periodically. This is in fact the result of tendency of electrons to avoid 
each other which generally results in increase in potential energy at the expense of the 
kinetic energy. Due to opposite spins on neighboring sublattices, the unit cell in real 
space is doubled- meaning the reciprocal space unit cell is halved. At the boundary of 
this new magnetic Brillouin zone, the bands split and hence the energy of the 
occupied level is lowered. At half band filling the band splitting produces a charge 
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excitation gap [33]. The Slater and Mott-Heisenberg insulators differ from each other 
because in a Slater insulator the occurrence of an insulating state is simultaneous to 
formation of long-range antiferromagnetic order, though this is not the case in Mott-
Heisenberg insulator. Again, in a real solid all types of interactions are present; it is 
only the strength of interaction that varies. Whatever the origin of the transition and 
the nature of insulating/metallic state is, the metal insulator transitions can be broadly 
classified into two types: quantum phase transition and thermodynamic phase 
transition. The quantum phase transition results from the continious competition 
between electrons’ kinetic and potential energy whereas the thermodynamic phase 
transition results from the competition between internal energy and entropy [33]. A 
good discussion of metal-insulator transition can also be found in the following 
review paper by Imada et al [38]. 
The metal insulator transition can also be caused by percolation [39].This type of 
transition mostly occurs in a doped system, where for lower concentration of dopants, 
they form independent metallic clusters.  However, after certain critical concentration, 
these clusters start to connect throughout the whole sample providing an ‘electrical 
short’ for the conduction. The value of critical concentration xc depends upon the 
dimensionality of the system. The conductivity variation in percolation transition can 
be expressed as [40]:  
   
'
'
 0 1
t
o
c
x
T
x
 
 
   
 
                                         (2.5.1) 
 Where x’ is the metallic volume fraction, x’c is the percolation threshold and t is a 
critical exponent. Both x’c and t depend upon dimensionality. The system, Sr3 (Ir1-
xRux) 2O7 used in our study also shows a near-percolative (as it does not strictly obey 
equation 2.5.1) metal insulator transition. The ruthenium holes form independent 
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metallic clusters at low Ru concentration however after critical concentration xc=0.35, 
the system becomes truly metallic which is close to 2D percolation threshold xc=0.41. 
I will discuss in further detail about this metal-insulator transition in chapter 6. 
Now I turn to the temperature dependence of resistivity in different systems. 
From the temperature dependence of resistivity, one can obtain crucial information 
such as: gap size (activated gap in insulating/semiconducting system), nature of 
metallic state (Fermi/non-Fermi liquid), conduction mechanism in insulating state and 
the effective dimensionality of the system. For example: in a metallic system the 
temperature dependence of the electronic part of resistivity can be expressed as  [41] 
                                        noT AT                                                         (2.5.2)  
Where    is the residual resistivity, A is a temperature independent coefficient. For a 
Fermi liquid metal, the exponent n is nearly 2, however in a highly correlated metal n 
is less than 2. The system with n ~1 is supposed to have quantum critical behavior 
with a quantum phase transition occurring at T=0 K. In an insulating 
(semiconducting) system with an activated gap, the resistivity can be expressed as  
[28]  
      0 exp( )g
B
E
T T
K T
                                          (2.5.3) 
Where Eg is the activated gap. 
Similarly, in an insulator with variable range hoping mechanism the resistivity is 
expressed as [42]  
                                   
1
1
0  0 exp
dT
T T
T
 
 
   
 
                                               (2.5.4)
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Where T0 is some characteristic temperature of system and d is the effective 
dimensionality for the charge conduction. 
2.6 Magnetism 
The fundamental quantity in magnetism is the magnetic moment which is defined in 
terms of an infinitesimal current loop and, given by [27] 
  
s
Ids μ n                                                         (2.6.1) 
Where n is the unit vector normal to the closed loop where the current I is flowing. dS 
is the area element and integration is taken over the area of the loop. The magnetic 
moment of an orbiting electron is called the Bohr magneton and is given by [27] 
                                       
2
B
e
e
m
                                                          (2.6.2) 
Instead of just orbital motion, the electron also has the spin about its own axis. This 
motion also has an associated angular momentum and hence associated magnetic 
moment. In a real atom, the orbital angular momentum of the electron depends upon 
the electronic state occupied by the electron. The total magnetic moment of an atom 
or ion comes from vector sum of orbital and spin magnetic moment of all the 
constituent electrons. The summation scheme (L-S or J-J) depends upon the spin-orbit 
coupling. An atom without unpaired electrons cannot have a magnetic moment 
because the vector sum cancels out completely but an atom with unpaired electrons 
possess magnetic moment because the result of the summation is non-zero. A real 
solid contains a large number of atoms or ions each having either zero or some net 
magnetic moment in the absence of an external magnetic field. If there is no 
interaction between atomic moments then they can be classified into two groups [28]: 
diamagnetic and paramagnetic. When an assembly of atoms each with zero magnetic 
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moment is placed in an external magnetic field, each individual atom acquire a 
magnetic moment opposite to the direction of magnetic field, a consequence of Lenz’s 
law. This induced magnetic moment persists as long as the field is applied and is 
largely independent of temperature. These materials, which have negative 
susceptibility, are classified as diamagnetic. In fact every material has an atomic 
diamagnetic component. But in atoms with non-zero and non-interacting magnetic 
moments subject to an external field, they tend to align in the direction of magnetic 
field giving positive and temperature dependent susceptibility. These materials having 
non interacting atomic magnets of positive temperature dependent susceptibility are 
called paramagnetic. However, the paramagnetic susceptibility of a non-interacting 
electron gas is independent of temperature and depends only upon the density of 
electronic states at the Fermi level. This susceptibility is called Pauli susceptibility 
and is given by [28] 
                   2Pauli B fg E                                                                 (2.6.3)  
Where  (  )  is the density of electronic states at the Fermi level. The free electrons 
also have intrinsic diamagnetic reponse called Landau diamagnetism. This 
diamagnetism is also independent of temperature and is given by
1
3
Landau Pauli   . 
However, in a real solid, there is, in general, some interaction between 
individual magnetic moments, causing the loss of their individuality. This interaction 
between atoms or ions or molecules may extend up to several unit cells in the solid 
causing long range magnetic order. Such ordering results from two classes of 
interactions, discussed next. 
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2.6.1 Dipolar Interaction  
This interaction depends upon strength, relative orientation and the separation 
between two magnetic dipoles. The interaction energy is given by [27] 
 0
3 2
3
 ( )( )
4
E
r r


 
  
 
1 2 1 2μ μ μ r μ r                                     (2.6.4) 
For μ1, μ2=1μB, r =1Å, E~1K. Thus, this interaction may not be responsible for high 
temperature ordering. 
2.6.2 Exchange Interaction  
This quantum mechanical interaction is responsible for most of the conventional and 
unconventional forms of magnetic ordering. The exchange Hamiltonian can be 
expressed as [27] 
 
,
ij
i j
H J  i jS S                                                    (2.6.5) 
Where Jij is the exchange constant between the i
th
 and j
th
 spins.  
The exchange interactions can be further subclassified as: (a) Direct exchange (b) 
Superexchange (Indirect exchange) (c) RKKY interaction (d) Double exchange (e) 
Dzyaloshinsky-Moria (anisotropic) exchange.  (f) Kondo exchange    
(a) Direct Exchange 
 This type of interaction occurs between magnetic atoms whose orbital wave functions 
overlap directly [28]. If the neighboring atomic magnets are very close then the 
interaction favors antiferromagnetic ordering whereas if they are far then that favors 
weak ferromagnetic ordering. 
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Figure 2.6.1 direct exchange between neighboring spins. 
(b) Superexchange  
This is the exchange interaction between non-neighboring magnetic ions which is 
mediated by a nonmagnetic intermediate ion [27]. In general, superexchange 
interaction leads to antiferromagnetic ordering; however for a particular situation it 
may produce weak ferromagnetism. 
 
Figure 2.6.2 Superexchange interaction between isovalent magnetic ions mediated by 
non-magnetic ions. 
 
(c) RKKY Exchange 
 This is a weak exchange interaction between magnetic ions in metals or diluted 
semiconductors where the exchange is mediated by conduction electrons. A localized 
magnetic moment spin polarizes an electron which in turn interacts with other 
localized magnetic moments far from the previous one. The exchange interaction is 
oscillatory (changes from ferro to antiferro with distance) and varies inversely with 
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cube of the distance between the magnetic ions. The exchange interaction can be 
written as [27] 
 
 
 3
cos 2 f
RKKY
k r
J
r
                                                   (2.6.6) 
(d) Double Exchange  
This is also similar to indirect ferromagnetic super exchange interaction. This type of 
interaction generally occurs between two non-neighboring magnetic ions of mixed 
valency mediated by nonmagnetic intermediate ion as shown in Figure 2.6.3. This 
leads to ferromagnetic interaction [27]. Furthermore, there is actual hopping of an 
electron from eg level of one ion M1 to that of another ion M2. This means there is 
exchange of spin as well as charge which explains the name Double exchange. 
 
 
 
 
 
 
 
 
Figure 2.6.3 Double exchange between M1 and M2 magnetic ions. Note: the oxidation 
state of M1 and M2 are different.M2 has initially one less electron. 
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(e)  Dzyaloshinsky-Moria interaction  
Dzyaloshinsky-Moria effects are in fact a combination of the superexchange 
interaction and spin orbit coupling, and it is anisotropic in nature. This interaction 
adds an anisotropic term in the Hamiltonian and is given by [43] 
 1 2H  D S S  with D ∝ (X× r12)                                        (2.6.7) 
Where    is Dzyaloshinsky-Moria [44] vector, and    and    are spins. The vector D 
vanishes when the crystal has inversion symmetry with respect to the center between 
the two magnetic ions. However, in general D may not vanish and will lie parallel or 
perpendicular to line connecting two spins.  This interaction tries to force the spins to 
be at right angles to each other in a plane perpendicular to the vector D in such an 
orientation as to ensure that the energy is negative. The net effect is therefore canting 
of spins by small angle. The canting of spins in Sr2IrO4 and possibly on Sr3Ir2O7 is 
explained on the basis of a non-trivial DM interaction. 
                              
                           Figure 2.6 .4 DM interactions between two spins S1 and S2  [43]   
(f) Kondo Exchange 
 This is the exchange interaction between localized magnetic impurity and delocalized 
electrons near this impurity that are present in the metallic host. At low temperature 
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the spins of delocalized electrons start to align themselves to screen the spin on the 
local moment. This screening process creates a many body singlet state without any 
moment on Kondo site [54]. 
2.6.3 Magnetic Ordering 
The exchange interaction between the atomic or ionic magnets can force them to 
arrange themselves into a particular configuration so as to minimize the free energy. 
This kind of arrangement of moments can extend up to several unit cells in the lattice, 
in which case the system is said to have long range ordering [28]. The chief categories 
of long range magnetic ordering found in materials are the following: 
(a) Ferromagnetic Ordering 
 A positive exchange interaction J in eq. 2.6.5 gives spontaneous magnetization 
within certain regions in the solid where all the moments point to the same direction. 
This region is called a magnetic domain which can extend across several unit cells. 
However, magnetization of different domains may be in different directions. In 
presence of an external magnetic field, all the net moments of the domains point 
parallel to the field, causing a large magnetization signal. For fields above a given 
threshold, the alignment is complete and this is called saturated magnetization. The 
susceptibility of a ferromagnetic material depends upon temperature. The temperature 
below which the spontaneous alignment of moments within each domain begins is 
called the critical temperature TC.  In the limit of zero magnetic fields the 
susceptibility of a ferromagnetic material at T     is given by Curie-Weiss law as 
[27] 
 
 
1
 
CT T
 

                                                         (2.6.8) 
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(b) Antiferromagnetic Ordering  
If the exchange interaction J is negative then it is energetically favorable for nearest 
neighbor moments to align antiparallel to each other. This kind of ordering is called 
antiferromagnetic ordering. A perfect antiferromagnet can be decomposed into two 
interpenetrating sublattices, on one of which all the moments point up and on the 
other all the moments point down. The moments on two sublattices completely cancel 
each other giving zero magnetization in the absence of external magnetic field. If the 
moments on two neighboring sublattices do not cancel each other completely then the 
system is called ferrimagnetic. Similar to the ferromagnet, the spontaneous ordering 
within each sublattice begin below a critical temperature called Neel temperature TN. 
In the limit of zero magnetic fields the susceptibility for T   TN is given by Curie-
Weiss law as [27] 
 
 
1
   
NT T
 

                                                             (2.6.9) 
The susceptibility of paramagnetic, ferromagnetic and antiferromagnetic systems can 
be expressed in terms of a generalized Curie-Weiss law as [27] 
  
C
T




                                                            (2.6.10) 
Where C is called Curie constant and is given by      
 
2
  
3 B
n
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K

                                                            (2.6.11) 
With n is the number density of magnetic moments, KB is  Boltzmann’s constant,   is 
the effective localized moment and   is Weiss temperature. If     then there is no 
interaction between moments (paramagnetic). If     then the interactions are 
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ferromagnetic and if   < 0, then the interactions are antiferromagnetic. The ratio 
between   and TC,TN  gives the measure of frustration. 
In solids, the exchange interactions can stabilize an unusual non-collinear 
magnetic arrangement like a spin ice [45], a spin glass [46], helical order [47], a spin 
density waves [28] etc. Even collinear antiferromagnetic ordering can be of different 
types like G-type, C-type, A-type [48] etc. It is beyond the scope of this thesis to 
discuss them individually, but the interested reader can find a more detailed 
introduction to these magnetic structures elsewhere [48]. 
 
 
Figure 2.6.5 Different types of magnetic ordering. A and B refer to two sub lattices 
with opposite moments. 
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2.7 Magnetism in Iridates 
In the strong spin orbit coupled system like RP iridates, the magnetic interactions 
cannot be determined by SU (2) symmetry of the spin alone (like in cuprates). There 
are two unique features of magnetism in a strong spin-orbit coupled systems [21] (1) 
orbitals of different symmetries are mixed which produce multidirectional exchange 
interactions. (2) The isotropic Heisenberg interactions can be suppressed by the 
anisotropic interactions like Pseudo-dipolar and Dzyaloshinsky-Moria interactions 
which may arise due to destructive interference among different superexchange 
pathways between different quantum phases of Jeff=1/2 states. Since orbitals of 
different symmetries are involved, a change in the lattice and bonding geometry can 
produce changes in the magnetic interactions. For the geometry relevant for RP 
iridates, the exchange Hamiltonian can be expressed as  [8]:
1 2( )( )ij i j i ij ijH J J r r j S S S S , where the first term (J1) represents isotropic AF 
Heisenberg exchange between Jeff=1/2 states (here Si,j represents Jeff=1/2 state), rij is 
the unit vector along ij bond. The second term represents anisotropic interlayer or 
intralayer coupling which is governed by the ratio of Hund coupling (JH) to the 
Coulomb repulsion within the same orbital (U).  
For Sr2IrO4, even in presence of strong spin-orbit coupling, the magnon dispersion 
can be described well with the phenomenological [49] J, J’, J” model where J, J’ and 
J’’ correspond to first second and third nearest neighbor interactions respectively. 
Thus even with presence of Jeff=1/2 states, the low energy spin excitations can be 
described by an isotropic Hamiltonian, as in the cuprates with localized S=1/2 states. 
The spin structure is governed solely by the crystal structure and bonding geometry 
where the spins nearly follow the staggered rotation of octahedra. The moments lie in 
the ab plane with small canting relative to a unique axis. 
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On the other hand, in the bilayer compound Sr3Ir2O7, the magnetic excitation 
spectra show significant deviations from isotropic Heisenberg interactions and has a 
giant magnon gap of 90 meV, even greater than magnon bandwidth of this system, 70 
meV (90-160 meV) [22]. There is a spin flop transition from Sr2IrO4 (ab plane) to 
Sr3Ir2O7 (G type with moment along c axis). Proposals have been put forward to 
explain this in terms of reduced coulomb interaction (U), increased Hund coupling 
and hence increased pseudo-dipolar interactions  [22]. 
2.8 Neutron Scattering  
Neutron scattering is a versatile technique that is well suited to study 
correlated electron systems. The neutron is a charge zero; spin one-half fermion 
having an intrinsic spin magnetic moment. This charge neutrality is helpful in 
studying the bulk properties of a sample without strongly interacting with the sample, 
and its non-zero magnetic moment make it useful for determining spin. Furthermore, 
the wavelength and energy of thermal neutrons match the order of atomic distances 
and the energy excitations of many interesting condensed matter systems. In a neutron 
scattering experiment, a monochromatic/polychromatic beam of neutrons hits the 
sample, interacts with it and is scattered from the sample. The energy-momentum 
spectrum of the scattered neutrons is measured along a particular direction or a range 
of directions. When a neutron with incident energy Ei [Ei = (1/2)mnv
2 
= p
2
/2mn = 
h
2
/2mnλ
2
]  and wave vector ki (ki=2π/λi)  interacts with the sample then it is scattered 
with final energy Ef and wave vector kf (kf=2π/λf)  such that following energy 
momentum relations are satisfied [50] 
   i f Q k k                                                 (2.8.1) 
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Where Q=q+  hkl, is the momentum transfer.  hkl is called reciprocal lattice vector 
and q is called the wave vector for elementary excitations. For q=0, Q=  hkl , we have 
elastic neutron scattering. The scattering process can be represented as shown in 
Figure 2.8.1    
 
Figure 2.8.1 Schematic representation of scattering process 
In a neutron scattering experiment, the quantity measured is the double 
differential cross section, defined as  the number of neutrons scattered per second into 
a solid angle dΩ with energy transfers between ħω and ħ(ω+dω), divided by the 
incident neutron flux. The expression for the scattering cross section is governed by 
Fermi’s golden rule and is given by [50] 
    
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 
 (2.8.3) 
where λi, λf denote the initial and final state of the sample (scatterer) and Eλi and Eλf 
are initial and final energy of energy of the scatterer (sample) σi,σf are initial and final 
states of the neutron,pλ is the thermal population factor, and pσ is the polarization 
probability of neutron. The delta function describes the law of conservation of energy 
and U is the interaction operator that depends upon the specific scattering process. 
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Equation 2.8.3 is the master equation describing the interaction of thermal/cold 
neutrons with the sample. 
2.8.1 Elastic Nuclear Scattering 
Elastic nuclear scattering via neutrons is a versatile technique used for 
determination of crystal structure, atomic displacements, strains etc. The main 
advantage of this method is that the atomic scattering factor and hence the scattered 
intensity can be large even for the low atomic number element like oxygen. Thus 
crystal structure analysis of oxides is more efficient using this technique. For the 
neutrons scattering from fixed nuclei at position Rj , the interaction potential is weak 
and can be approximated by Fermi pseudo potential as  [50]  
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  jr r R                                               (2.8.4) 
Where bj is the scattering length which depends upon which isotope is at the site Rj 
and on the spin states associated with that isotope. The magnitude of bj is of the order 
10
-12 
cm and hence the nuclear scattering cross section is of the order of 10
-24 
cm
2
. For 
pure nuclear scattering, we can neglect spin states and represent state andi fk k  by 
the plane waves 
ie k r and using these relations one can finally arrive at the nuclear 
scattering cross section as [50]  
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Equation 2.8.5 can be written as [50] 
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Where the quantity S(Q,ω) is called the scattering function of the system and is given 
by [50] 
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The Fourier transform of I(Q,t) is called the correlation function and is given by [50] 
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Assuming that the isotopes and the spin states of the nuclei are distributed at 
random amongst all available sites and are uncorrelated between the sites, the quantity 
bjibjf  can be replaced by ensemble average 
i fj j
b b . For jf≠ji and no correlation 
between two sites one can write  
2
i f i f f ij j j j j j
b b b b b b b    and for jf=ji, 
 2 2
i f i f ij j j j j
b b b b b b   . Using these relations and rearranging the terms, the 
differential cross section can be written as sum of two components: coherent and 
incoherent scattering. In coherent scattering, the scattered intensity from different 
nuclei interfere each other whereas in incoherent scattering they are independent of 
each other. For coherent scattering the coherent diffraction peaks from Bragg 
scattering are determined by magnitude of 
2
b  and the incoherent scattering gives a 
flat background determined by magnitude of  22b b . Therefore, equation 2.8.6 
can be split into two equations [50] 
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And  
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For the coherent scattering the total cross-section is given by the squared average of 
sum of scattering lengths 
 
2
4coh b                                                                   (2.8.12) 
Whereas for the incoherent scattering the total cross-section is given by [50]  
 
224incoh b b     
                                                   (2.8.13) 
The difference between coherent and incoherent scattering is large in hydrogen (
80.3, 1.76incoh coh   ) whereas it is small in deuterium ( 2.05, 5.59incoh coh  
).The units of 's  are in barns.This fact is very helpful in distinguishing hydrogen 
and deuterium. For elastic coherent scattering from a real lattice with more than one 
atom per unit cell, one can write the differential cross-section by integrating double 
differential cross section with respect to energy as [50] 
 
3
22 ( )
0
0
2
( )( ) ( )W Q
coh
d
N e S
d V


 
 
 
  
 
 Q                                   (2.8.14) 
Here N0 is the number of unit cells, V0 is the unit cell volume, e
-2W(Q)
 is called Debye-
Waller factor and the delta function implies Q=τ, the reciprocal lattice vector. Sτ is 
called structure factor and is given by  [50] 
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Here dj represents the position of j
th
 atom in the unit cell w.r.t origin of that unit cell.  
In inelastic scattering, the neutron either losses or gains energy by interacting 
with lattice excitations or magnetic excitations. Thus this method is helpful to study 
the lattice and spin dynamics of the system. I will not give details of inelastic 
scattering here but the details can be found elsewhere [51]  
2.8.2 Elastic Magnetic Scattering 
One of the core reasons for using neutron scattering is that it is an ideal probe 
for solving magnetic structures and determining the ordered magnetic moment. This 
benefit comes from the fact that the neutron has its own non-zero magnetic moment 
which interacts with the magnetic field generated by the moments of unpaired 
electrons in the sample. For magnetic scattering the interaction potential U  in 
equation 2.8.3 is given by [50]  
 
NU    H σ H                                                    (2.8.16) 
Where μ is the magnetic moment operator of the neutron, γ = -1.91 is the 
gyromagnetic ratio, μN = 5.05079 × 10
-27
 J/T is the nuclear magnetron, and σ  is the 
Pauli spin operator. For most of the magnetic compounds the field H is generated by 
unpaired electrons. The magnetic field due to a single electron moving with velocity 
ve is given by  [50] 
 
3 3
e e
R c R
     
     
   
e
R v R
H                                           (2.8.17) 
Where R is the distance from the electron to the point where the field is measured, e is 
the electron charge; c is the speed of light in vacuum. The magnetic moment of an 
electron is given by  
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 2 Be  μ S                                                               (2.8.18) 
Where μB =9.27402 × 10
-24
 J/T is the Bohr magnetron and S is the spin operator of the 
electron. The first term in field equation comes from spin of electron whereas the 
second term comes from the orbital motion. Using U in equation 2.8.3 and 
considering an assembly of identical magnetic ions with localized electrons, the 
differential cross-section for spin only scattering of unpolarized neutrons can be 
expressed as  [50] 
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Where Sαβ (Q,ω) is called the magnetic scattering function and is given by [50]  
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F(Q) is the dimensionless magnetic form factor defined as the Fourier transform of 
the normalized spin density associated with the magnetic ions, e
-2W(Q)
 is the Debye-
Waller factor, and ( , , )jS x y z

   is the spin operator of the jth atom at position Rj . 
From the size of Bohr radius ao, the magnetic cross-section is also of the order of 10
-24
 
cm
2
 similar to that of nuclear scattering cross-section. This fact makes neutron 
scattering a unique probe for magnetism. There are two important facts about 
magnetic neutron scattering in equation 2.8.19: (a) as the magnetic form factor falls 
off with increasing modulus of Q so does the differential cross section. (b) The factor 
2
δ
Q Q
Q
 

 
 
 
,also called polarization/Orientation factor shows that neutrons can 
only interact with moments that are perpendicular to the scattering vector Q. This 
gives neutron a unique ability to predict direction of spins as well as spin fluctuations. 
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Equation 2.8.19 holds strictly for the spin only system where orbital motion is 
quenched. However, for the spin orbit coupled system an approximate result can be 
obtained for intermediate Q by replacing spin operator S as [50] 
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   (2.8.21) 
With  
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  (2.8.22) 
g is called Lande’s splitting factor and jJ

 is the effective angular momentum 
operator. 
Using the integral form of delta function in equation 2.8.20 as [50] 
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The expression for magnetic scattering function can be written as [50] 
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Thus the magnetic scattering function is a Fourier transform of the spin pair 
correlation function (0) ( )
i fj jS S t
 
. The cross-section for elastic magnetic scattering (
0, i fk k   ) is obtained by integrating equation 2.8.19 and using equation 
2.8.24 as [50]  
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Where l = Rji – R jf.  
The expression for the cross-section of inelastic magnetic scattering involves 
additional steps and will not be presented here, though it can be found elsewhere 
[50,52].  
2.8.3 Polarized Neutron Scattering 
Polarized neutron scattering is the confirmatory experiment to distinguish between 
either a magnetic or structural origin of some superlattice peak. This technique takes 
the advantage of the fact that neutron can only be scattered by the moments that are 
perpendicular to scattering vector Q. A neutron is a spin ½ fermion having two 
possible spin states (i) up or   or   (ii) down or  or  These states are the 
Eigen states of the Pauli spin operator z (taking z axis as the polarization direction) 
with eigenvalues +1 and -1 respectively. During the scattering process the neutron 
scattering cross-section can be split into four parts [50].  
1.     
2.     
3.     
4.     
The first two are Non Spin Flip (NSF) scattering and the last two are Spin Flip (SF) 
scattering. Considering the spin states during the scattering process the interaction 
operator U in equation 2.8.3 can be written as [50] 
U b A B  I σ m σ  (2.8.26) 
37 
 
Where I is the nuclear spin and m is the magnetic moment of the sample (unpaired 
electron). Using the orthogonality of spin and momentum states of the neutron, the 
matrix element of U in equation 1.8.3 can be expressed as [50]  
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 (2.8.27) 
Assuming neutron polarization is along z direction and neglecting nuclear spin 
scattering, the following conclusions can be made (i) if the neutron polarization is 
along scattering vector Q, then all the spin flip scattering is magnetic and all the non-
spin flip scattering is nuclear. (ii) if the neutron polarization is perpendicular to 
scattering vector Q,then non-spin flip scattering consists of nuclear plus the magnetic 
scattering arising from the moment parallel to neutron polarization whereas the spin 
flip scattering consists of magnetic scattering from moments which are perpendicular 
to both Q and the neutron polarization. Thus polarized neutron scattering is a 
confirmatory experiment for finding the origin of any superlattice peak (nuclear or 
magnetic) as well as the determination of systems magnetic moment orientations. 
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Chapter 3: Experimental Techniques 
 3.1 Crystal Growth 
A single crystal is defined as a periodic spatial arrangement of atoms, ions or 
groups of ions in 3 dimensions [1]. The repeating periodic distance along certain 
direction is called the lattice parameter and the smallest repeating unit is called unit 
cell. For inorganic crystals, the lattice parameter may extend up to 30 nm while for 
organic crystals it can extend even up to hundreds of nanometers. In an ideal single 
crystal, the long range periodic order should extend to infinity. However, in a real 
crystal, due to presence of finite surfaces and defects, the long range periodic order is 
finite. Therefore, truly speaking a single crystal is defined as such by comparison to 
polycrystalline and amorphous materials. For a scientific study and technological 
applications, a single crystal is usually preferred over a polycrystalline sample due to 
the following reasons: (i) Single crystals carry information about anisotropy of 
physical properties which otherwise average out to zero in polycrystals (ii) They are 
relatively free from grain boundary scatterings which is often the case in 
polycrystalline samples (iii) In polycrystals, typically, there exist large internal 
stresses.(iv) single crystals are relatively free of impurities compared to polycrystals. 
There are four main categories of crystal growth techniques (i) Solid growth (ii) 
Vapor growth (iii) Melt growth (iv) Solution growth. Figure 3.1.1 shows the summary 
of crystal growth techniques [2]. 
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                           Figure 3.1.1 Crystal growth techniques [2]. 
For our present study we mostly use Flux growth (a kind of solution growth).  
3.1.1 Flux Growth Method 
This is a kind of solution growth method where the solvent allows solutes to 
form crystals well below their melting point. Generally the solvent helps the solute to 
crystalize but does not itself enter into the crystal. This method is particularly useful if 
the materials forming crystals have high a melting point, decompose before melting, 
have high vapor pressure or have different volatilities. A typical sequence consists of 
heating the mixture up to a temperature where a supersaturated solution is formed and 
then slowly cooling down to a temperature below the melting point of the solvent. 
The following factors should be taken into account while choosing a solvent [2] 
(i) High solubility for the solutes 
(ii) Low viscosity 
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(iii) Low melting point  
(iv) Low toxicity 
(v) High purity at low cost 
(vi) Easy to remove by dissolving 
In the present work I studied Sr2IrO4, Sr3Ir2O7 and Sr3(Ir1-xRux)2O7 single 
crystals. For all crystals, we used SrCl2 as solvent and stoichiometric ratios of IrO2, 
SrCO3 and RuO2 as solute. The materials were put layer by layer (in the increasing 
order of melting point from the top) with the solvent at the top layer in a platinum 
crucible. The mixture was heated up to 1300
0
C-1400
0
C using Sentrotech high 
temperature (1600
0
C max.) furnaces and then slowly cooled down to melting point of 
SrCl2 (850
0
C).  The details of the crystal preparation methods are given in [3]. 
3.2 X-ray Diffraction 
X-rays have wavelengths comparable to the typical interatomic distance (10
-10
 
m) in a crystal so they can be used to study the crystal structures. When a 
monochromatic/polychromatic beam of X-rays hits the sample, it interacts with the 
sample (actually the outer electron clouds) and gets scattered. In diffraction, we are 
concerned only with the elastic interaction. The scattered X-rays from different planes 
can interfere constructively to give maximum intensity if their path difference is 
integer multiple of incident wavelength. This is called Bragg’s law and can be written 
as [4]  
                      2dSin n                        n 1,  2,  3 .                                  (3.2.1) 
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       Figure 3.2.1 Bragg’s reflection from a particular family of lattice planes 
separated by distance d 
 
The most important point about X-ray diffraction is that each material has its own 
unique diffraction pattern. At a fixed wavelength, the position of intensity maxima is 
determined by the interplanar spacing (d) or, in other words, the symmetry group of 
the crystal and the lattice parameters of the crystal.  The intensity of scattering 
maxima is determined by the actual scattering elements, their positions within the unit 
cell, the absorption coefficient of the material and the sample temperature. For X-rays 
the scattering power of elements depends directly upon their atomic numbers. Even a 
slight change in crystal structure or change in atomic position gives different 
scattering pattern. Generally X-ray diffraction is used to identify structural/chemical 
phase, to determine lattice parameters, to determine the residual stress and 
occasionally the crystallites’ size. For our present study, we used a D2 Phaser X-ray 
diffractometer from the Bruker Company. Figure 3.2.2 shows the diffractometer that 
is used for these studies at Boston College. A number of crystals from same batch 
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were ground and then powder diffraction patterns were taken. The powder pattern 
thus obtained was matched with the standard powder pattern to check for the phase 
purity. The lattice parameters of the samples were determined by refining the powder 
data using software such as FullProf. 
 
Figure 3.2.2 (a) Bruker X-ray diffractometer in Wilson lab at Boston College (b) 
Inner part of diffractometer S1=source, S2=sample, D=detector and red arrows 
represent incident and scattered X-rays. 
 
3.3 Energy Dispersive Spectroscopy (EDS)  
This technique takes advantage of the fact that when an energetic electron beam 
hits the sample surface, X-rays are emitted. The frequency of these X-rays is 
characteristics of the elements present in the sample. The energy spectra of emitted x-
rays help to identify the elemental makeup whereas the intensity of the peak in the 
characteristic spectrum gives the compositional concentration of that element. The 
energy of the emitted x-ray is given by Mosley’s law [5]:           
 , where E 
is the energy of emitted X-rays, Z is the atomic number of emitter and C1 and C2 are 
constants. Similarly, the peak to background ratio (P/B) of the characteristic X-ray is 
given by [5] 
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Where EC is critical ionization energy, Eo is the accelerating voltage, Z the atomic 
number and N is a constant. For the elemental analysis of our samples, we used an 
EDS system connected to a JEOL scanning electron microscope at Boston College. 
Further details concerning scanning electron microscopy can be found in Joseph et.al 
[5]   
3.4 Resistivity Measurement  
All the resistivity measurements were carried out using a standard four probe 
technique. The resistivity measurements in presence of magnetic field were carried 
out using Quantum Design Physical Property Measurement System (PPMS) in up to 
9T (located in the laboratory of Professor Opeil at Boston College). The zero field 
measurements were carried out using Keithley 6220 and 6221 current sources and 
Keithley 2182 nanovoltmeter and Lakeshore Model 370 AC Resistance Bridge inside 
an Advanced Research Systems cryostat down to 4K (Wilson Lab, Boston College). 
The temperature was controlled using Lakeshore Model 335 temperature controller 
and DT670 thermometers. Figure 3.4.1 shows the ARS cryostat setup in the Wilson 
lab during this work. 
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Figure 3.4.1(a) ARS cryostat and associated electronics in Wilson lab (b) sample 
mount in cryostat. 
3.5 Magnetization Measurement 
Magnetization measurements can be done using different devices such as a 
SQUID magnetometer, VSM (vibrating sample magnetometer), torque magnetometer 
etc. Generally, a small magnetic field is applied to give some net moment even for 
paramagnetic or diamagnetic materials. If the sample is cooled in zero fields and then 
small field is applied this data is labeled as a zero field cooled (ZFC) measurement. If 
the field is applied during cooling then it is called a field cooled (FC) measurement. In 
the present work the DC magnetization measurements were carried out using 
Superconducting Quantum Interference Device (SQUID) within a MPMS (Magnetic 
Property Measurement System) at the Massachusetts Institute of Technology (MIT). 
A SQUID is a superconducting loop interrupted by thin non-superconducting 
(insulating) junction(s) called Josephson junctions. It works on the principle of 
Josephson tunneling and flux quantization which utilizes the fact that the magnetic 
flux passing through a superconducting loop must be quantized in units of h/2e or  
2.064 ×10
-15
 Wb [1,4]. The current through this junction depends upon the phase 
difference between the superconducting wave functions on either side of the junctions 
and the voltage drop across this junction depends upon the time derivative of this 
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phase difference [9]. The magnetic moment on the sample produces a change in 
magnetic flux on the squid via the combination of pick-up coil and signal to flux 
converter. This change in flux in turn changes the phase difference between the 
superconducting wave functions on either side of junction. The time derivative of this 
phase change is in turn converted to voltage signal. The details of a SQUID and its 
working principles can be found in Clark et.al [6]. 
 
Figure 3.5.1 (a) Squid pick up coil (b) Squid loop (blue), primary coil (red) attached 
to pick up coil on one side and squid on other side along with other electronics to 
change flux to voltage [9]. 
 
3.6 Thermogravimetric Analysis 
Thermogravimetric analysis is a technique in which the weight of a substance is 
monitored as function of temperature and/or time as the substance is subjected to 
some controlled temperature program in presence of controlled atmosphere. This 
technique can be used to determine mass changes, phase transitions etc. [7] .We use 
TGA/DSC-1 from Mettler Toledo to determine the mass change as function of 
temperature as well as effect of annealing in different gas atmospheres. 
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3.7   Neutron Scattering  
A neutron scattering experiment can only be performed in certain big facilities 
around the world because the neutrons are located deep inside the atom (nucleus) 
which costs a huge amount of energy to make them escape. Ironically, one has to 
travel around the world to get the neutrons that are inside a very small nucleus. There 
are two types of sources of neutrons (i) reactor source (ii) spallation source. A reactor 
source produces neutron by nuclear fission process where a fission of heavy nucleus ( 
e.g 
235
Uor 
239
Pu ) by a slow neutron produces on the average of 2.7 fast neutrons and 
the simultaneous disintegration of the heavy nucleus into two fission fragments of 
unequal mass [8]. The neutrons thus produced cause further fission and hence a self-
sustained chain reaction is initiated. This chain reaction produces huge amount of 
highly energetic neutrons. The energy of neutrons produced in the fission process is 
around 2 MeV.  A reactor based source produces a continuous flux of neutrons. 
 
Figure 3.7.1 (a) A nuclear fission process (b) spallation process [9]. 
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In the spallation source, the target nuclei are bombarded with highly energetic beam 
(GeV range) of protons. For highly energetic particle, the de Broglie wavelength   
 
√   
, becomes shorter than the linear dimension of the nucleus [8]. Thus the energetic 
particle can directly interact with the nuclides inside the nucleus of target. This makes 
target nuclei highly unstable ultimately causing a cascade process with release of 
neutrons as shown in Figure 3.7.1 (b). The release of spallation neutrons takes place 
within less than 10
-15
 s after the nucleus was hit, so that the time distribution of 
spallation neutrons is determined exclusively from the time distribution of driving 
particle pulse [8]. The energy of neutrons released from both sources is in the order of 
MeV whereas the interatomic distances and elementary excitations fall in the meV 
range. Thus the fast neutrons should be moderated using moderator substance. The 
moderator should be such that it gives highest possible flux of required energy in the 
shortest possible time (in pulsed sources) or in the largest possible volume (in 
continuous sources) [8].The moderation can be achieved by using moderators made of 
light atoms such as H2O or D2O. The time for slowing down the neutrons is of the 
order of 10
-6
 s after which the neutrons are in thermal equilibrium with the moderator. 
For a moderator at temperature T, the flux of neutrons is given by the Maxwellian 
distribution [8]     
 
  
     
 
       
 . At room temperature the flux is maximum 
for neutrons with wavelength of about 1 Å. For other wavelengths the flux is 
maximized either by heating or cooling the moderator.  
 All the unpolarized neutron scattering experiments included in this work were 
performed using constant wavelength triple axis spectrometers either at Oakridge 
National Laboratory (HB1-A and HB1) or at Canadian Neutron Beam Center (CNBC) 
(N-5 and C-5). Figure 3.6.7 shows a schematic for typical triple-axis spectrometer. 
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The triple-axis refers to 3 independent axis of rotation of monochromator, sample and 
the analyzer. A polychromatic beam of neutrons from the reactor source is incident on 
a monochromator crystal. The choice of monochromator crystal depends upon the 
energy and wavelength that we want to use in the experiment. For energies below 
35meV, generally (002) reflection (d=3.35A) of highly oriented pyrolytic graphite 
(HOPG) is used, because, for this energy range, the flux is maximized with this 
crystal. But at higher energies, the energy resolution of PG002 crystal becomes worse 
and different crystals like Be002, Be110, Cu220 are used. Even after reflection from 
monochromator crystal, the neutron beam is not truly monochromatic but contains 
higher harmonics with wavelengths λ/2, λ/4 ……,depending on the spacegroup 
symmetry of the monochromating crystal.To get rid of these higher harmonics, filters 
are used which allow neutrons with wavelength λ±dλ (with dλ< λ/2) to transmit easily 
while the higher harmonic neutrons are scattered out of the beam by Bragg reflection. 
Generally a PG002 filter is used with its c axis along the direction of neutron beam. 
After the neutrons are filtered out, they are collimated before they hit the sample to 
make sure that they hit the sample with same energy/angle. The sample itself can be 
rotated independently so that its different scattering planes satisfy Bragg condition 
with the same incident wavelength. The scattered beam from the sample is further 
filtered and collimated before it hits the analyzer crystal. The analyzer crystal can be 
rotated independently so that it scatters neutrons of some fixed energy and momentum 
toward the detector. Finally, the detector counts the number of neutrons within a 
given solid angle as function of energy and momentum transfer. 
The polarized neutron experiment included in this thesis was carried out on the 
BT-7 triple axis spectrometer at NIST. There are different ways of polarizing neutrons 
like use of polarizing crystals or polarizing mirror or polarizing filters. Out of them, 
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we used He
3
 polarizing filter to define the polarization of both the incoming and 
outgoing neutrons. First He
3
 gas is spin polarized by pumping with the Rubidium 
vapor and kept in a cell in the path of the unpolarized neutron beam. This spin 
polarized He
3
 gas has very large capture cross section for neutrons with opposite spin 
but almost zero capture cross section for neutrons with parallel spin. Thus the neutron 
coming out of the He
3
 cell is spin polarized with its spin parallel to spins of He
3
 
molecules. These polarized neutrons are then oriented along certain direction by using  
an adiabatically varying magnetic field. In our experiments, we applied the guide 
magnetic field such that the neutron spin is either along the scattering vector or 
perpendicular to the scattering vector. 
 
Fig. 3.6.1 Schematic of triple axis spectrometer [10] 
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Chapter 4: Correlated Phase Behavior of Sr2IrO4 
(In this chapter I am going to present magnetic and crystal structure analysis of single 
layer compound Sr2IrO4 using neutron diffraction. Most of the work described in this 
chapter is published in an article by Dhital et.al “Neutron scattering study of 
correlated phase behavior in Sr2IrO4” Phys. Rev. B 87, 144405 (2013). After or in 
parallel to this study there are similar/different studies exploring the crystal and 
magnetic structure of this compound which I already discussed in Chapter 2 
(Introduction)).  
 
4.1 Motivation  
 
Within the Ruddelsden-Popper series, a picture of a Jeff = ½ Mott insulating phase 
has been proposed to explain the antiferromagnetically ordered, insulating ground 
states of its two members n = 1 (Sr2IrO4) and n = 2 (Sr3Ir2O7) [1--3]. Within this 
picture, a cooperative interplay of spin-orbit-induced band-width narrowing and on-
site Coulomb interactions generates the necessary Mott insulating ground state. An 
alternate interpretation, however, has also been proposed that, instead, models the 
insulating ground states of these systems as arising from a weakly correlated band 
insulator in which the formation of magnetic order continuously builds the band gap 
and where the effects of electron-electron correlations are secondary [4,5]. The 
insulating ground state in the Sr2n+1IrnO3n+1 series is destabilized as the dimensionality 
is increased with increasing n  [6] however, the relative changes in the electronic and 
magnetic properties as the materials transition from the n = 1 single-layer Sr2IrO4 (Sr-
214) to the n = 2 bilayer Sr3Ir2O7 (Sr-327) remain poorly understood. The room-
temperature resistivity of Sr-214 and Sr-327 reflect the notion of a reduced electronic 
band gap with increased dimensionality [7,8] however, their low-temperature 
properties differ substantially [7,9]. While charge transport in Sr-214 does not directly 
couple to the onset of magnetic order, Arrhenius-activated transport appears below 
230 K, which then transitions to a variable range-hopping regime at low temperatures 
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[10]. In contrast to this, no simple model for the low-temperature transport applies 
[9,11] to transport  of Sr-327. However, the resistivity couples to the onset of 
antiferromagnetic (AF) order below 280 K via an enhanced spin-charge coupling 
mechanism, and a proposed second phase transition appears below T* =70 K [9,11]. 
While both systems are canted G-type antiferromagnets  [3,9,12] the moments in 
Sr-214 orient within the basal plane, whereas those for Sr-327 orient predominantly 
along the c axis. The driving force behind this reorientation stems from the enhanced 
inter plane coupling of the bilayer compound; however, the evolution of the effective 
ordered moment and magnetism as a function of increasing dimensionality remains 
largely unexplored. Historical comparisons in the literature rely on saturated net 
moments as observed via bulk magnetization  [7,11,13,14]. This is very imprecise 
given that these materials are canted antiferromagnets with entirely different moment 
orientations and hence vastly different pictures of ferromagnetic moments generated 
via in-plane canting. Given that the relative ordered moment size constitutes one 
traditional metric for ascertaining the relative strength of correlations between two 
materials in similar electronic environments, a precise determination of the relative 
values of their ordered moments is particularly germane.  
 
4.2 Crystal Growth and Preliminary Characterization 
 
For our experiments, we grew single crystals of Sr2IrO4 using established SrCl2-
flux techniques  [3]. The stoichiometry of the resulting Sr-214 crystals was confirmed 
via energy dispersive spectroscopy measurements, and a number of Sr-214 crystals 
were also ground into a powder and checked via x-ray diffraction in a Bruker D2 
phaser system. Within resolution, all x-ray peaks were indexed to the reported 
tetragonal structure (space group I41/acd, a = b = 5.48 A°, and c = 25.8 A°). For this 
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sample we focused our study only on the determination of spin structure and the 
ordered moment using neutron scattering. 
 
4.3 Neutron Scattering of Sr2IrO4 Single Crystal 
 
Neutron diffraction experiments were performed on a 5-mg crystal with a 
resolution-limited mosaic of 0.40
◦
 at the C-5 triple-axis spectrometer at the Canadian 
Neutron Beam Center at Chalk River Laboratories. A fixed final energy EF =14.5 
meV setup was used with a vertically focusing pyrolytic graphite (PG) crystal (PG-
002) as the monochromator and a flat PG-002 analyzer. Collimations were 33’, 48’, 
51’, and 144’ before the monochromator, sample, analyzer, and detector, respectively, 
along with two PG filters after the sample. The single crystal was mounted within the 
[H, 0, L] scattering plane within a closed-cycle refrigerator.  
Figure 4.3.1 shows the results of neutron scattering measurements through the 
magnetic wave vectors of Sr-214. Specifically, radial scans through the Q = (1, 0, L) 
positions show that for L = even, magnetic reflections appear below 230 K; consistent 
with the known TN of this system [7,15]. The correlated order is three-dimensional, 
with a minimum in-plane spin-spin correlation length of ξL= 130 ± 8 °A calculated 
using the relation ξL = √2ln(2)w
−1
 (w is the Gaussian width of the peak in Å
-1
). 
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Figure 4.3.1 Radial Q scans both above and below TN through magnetic Bragg peaks 
at (a) Q = (1,0,2), (b) Q = (1,0,4),(c) Q = (1,0,6), and (d) Q = (1,0,8) positions. Solid 
black lines are Gaussian fits to the data. 
 
Given the magnetic structure determined via previous x-ray measurements [3] 
the appearance of both L = 4N and L = 4N + 2 reflections in the same [H, 0, L] 
scattering plane implies the presence of two magnetic domains. As we argue later, the 
explanation for these domains is an inherent crystallographic twinning where both the 
[1, 0, L] and the [0, 1, L] structural domains are present within the same experimental 
scattering plane with moments pointed along a unique in-plane axis. Now turning to 
the radially integrated intensities of the (1, 0, L) magnetic peaks, the result of a simple 
model assuming the previously proposed spin structure of Sr-214 [3] [illustrated in 
Figure 4.3.2(c)] with two crystallographically twinned magnetic domains is 
overplotted with the experimentally observed intensities in Figure 4.3.2(a). This twin-
domain model with equal domain populations agrees remarkably well with the 
observed neutron intensities, lending support to the assumption of an inherent 
orthorhombicity/twinning to the spin structure. The scale factor generated by using 
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this model and normalizing to (00L)-type nuclear reflections gives an ordered moment 
of μ214 = 0.36 ± 0.06 μB. As a direct comparison, if we normalize the moment of Sr-
327 (chapter 4) from our earlier measurements [9] using the same procedure (i.e., the 
same Q positions) as the current Sr-214 study, the ordered moment for Sr-327 is a 
nearly identical μ327 = 0.35 ± 0.06 μB.  
 
 
 
Figure 4.3.2 (a) radially integrated intensities [filled (black) squares] of magnetic 
Bragg peaks are plotted as a function of (1, 0, L). Expected intensities from the two-
domain magnetic model discussed in the text are over plotted as filled (red) triangles. 
(b) Magnetic order parameters squared plotted as a function of reduced temperature 
for Sr-214 (squares) and Sr-327 (circles). (c) In plane projections of the model of 
canted AF order utilized in the calculation of the Sr-214 moment. Relative c-axis 
locations of each plane within the unit cell are denoted to the left of each 
corresponding plane. 
 
 
Figure 4.3.2 (b) shows the magnetic order parameter squared M
2
 (T/TN) of Sr-
214 is over plotted on the known M
2
 (T/TN) of Sr-327. Both order parameters track 
one another and power law fits of the form M
2
 (T ) = (1 − T/TN)
2β
 over the range 0.6< 
60 
 
T/TN < 1 in each system yield an identical (within error) β = 0.18 ± 0.02 for Sr-214 
and β = 0.20 ± 0.02 for Sr-327. This fact combined with the comparable moment sizes 
of each material suggests that each magnetic phase arises from similar interaction 
symmetries and correlation strengths, and more importantly, this reinforces that the 
bulk magnetization data showing a near-vanishing moment in Sr-327 [9,11] are 
simply a reflection of the c-axis orientation of the moments in this system (i.e., an 
orientation-based near-quenching of its net canted moment).  
 
 
Figure 4.3.3 Two k-vector scenario showing possible magnetic domains in a twinning 
model assuming the tetragonal symmetry of the nuclear lattice and moments canted 
away from the in-plane lattice vectors.  The difference between the two k-vectors is 
the relative stacking orientation of the z=1/8 and z=5/8 layer spins.  Due to tetragonal 
symmetry, there are also necessarily domains with a-axis and b-axis oriented 
moments, leading to four domains model. 
 
The model of twin magnetic domains (domains A and B) in Sr-214 generates 
magnetic reflections at QA = (1, 0,4N) and QB= (0, 1,4N + 2)—apparent as (1, 0,4N + 
2) in our data. Its agreement with the data can be seen via the double-peak structure in 
the intensities plotted in Figure 4.3.2 (a). Here the neutron’s sensitivity to the moment 
z = 1/8
z = 3/8
z = 5/8
z = 7/8
a
b
10º
Four domains with “stacking fault” model of magnetic twinning
Domain 1 Domain 2 Domain 3 Domain 4
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direction via the Q × μ ×Q orientation factor in the scattering cross section generates 
an enhancement in the (0,1,4N + 2)-type peaks in domain B due to the moments in 
that domain pointing out of the scattering plane. This suggests that the domain 
averaging one would expect from a four-domain picture [Figure 4.3.3], where 
moments can point along both a and b axes is not present and that, instead, moments 
lock to a unique, in-plane axis in a lower crystallographic setting than I41/acd. Figure 
4.3.4 shows the comparison of two domain and four domain model. It is clear that two 
domain model best match with the experimental result [Figure 4.3.2 (a)]. 
 
Figure 4.3.4 Comparison between the two domain orthorhombic twinning model 
[Figure 4.3.2] and the four domain two-vector model [Figure 4.3.3].  While the 
orthorhombic twinning model matches the data extremely well [Figure 4.3.2], the 
two-vector model qualitatively fails to match the data’s intensity variation with 
increasing L.  This demonstrates the inherent orthorhombicity of the lattice. 
 
In order to further verify our twin magnetic domain picture, we performed 
polarized neutron scattering experiment in HB1 triple axis spectrometer in high flux 
isotope reactor. A Heusler monochromator (CuMn2Al) was used to achieve the 
polarization and guide fields of 16 Gauss and 18 Gauss were applied along Horizontal 
and vertical directions respectively. The crystal was aligned in HOL scattering plane 
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and cooled inside a cryostat. For this measurement we focused only on (102) 
magnetic peak. We measured four cross sections (i) Horizontal field (field along Q) 
non spin flip (HF-NSF) (ii) Horizontal field  spin flip (HF-SF) (iii) Vertical field 
(field perpendicular to Q) non spin flip (VF-NSF) (ii) vertical field spin flip (VF-SF). 
 
Figure 4.3.5 Simplified picture of two domain (A and B) models where the arrows 
represent the direction of moment as well as a axis for that domain. Here vector (1, 0, 
2) is out of the plane making angle 23 degree with a axis 
 
Now if the crystal having all these domains is aligned in the HOL scattering plane 
with horizontal scattering geometry then only one domain (domain A) lies in the 
scattering plane. With unpolarized neutrons, the magnetic scattering from domain A 
gives peak at (1, 0,4L ) positions whereas that from domain B gives peak at 
(0,1,4L+2) position which we see as (1,0,4L+2). Thus the peak coming at position (1, 
0 4L+2) is coming only from domain B. Note here that Q=(1,0,2) makes an angle of 
23 degree with a axis i.e with direction of moment in domain A. However the domain 
giving intensity at (1,0,2) position (domain B) is always perpendicular to (1,0,2) 
direction. Now if a beam of neutron with its spin polarized along horizontal direction 
(i.e along Q= (1, 0, 2)) hits the sample then one should get the intensity only in the 
 
23
0
 
(1,0,0) 
(1,0,2) 
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spin flip channel which comes from the domain B. If the neutron with vertical 
polarization i.e along the direction of B (at angle of 230 with B but perpendicular to 
Q=(1,02). Since neutron spin is already perpendicular to Q, one should get non-spin 
flip scattering from domain B. The result of our polarized experiment is shown in 
Figure 4.3.6. 
 
 
Figure 4.3.6 Four different cross sections for polarized experiment with at (1, 0, 2) 
magnetic Bragg peak. (a) Vertical field non spin flip (b) vertical field spin flip (c) 
horizontal field spin flip (d) horizontal field non spin flip. 
 
The almost equal intensities of 102_VF_NSF and 102_HF_SF scattering indicate that 
our assumption of twin magnetic domain is correct. 
Supporting the notion of lower structural symmetry, our neutron scattering 
measurements also reveal the presence of weak superlattice reflections which violate 
the nominally tetragonal I41/acd space group [15]. Figure 4.3.7 shows the results of 
radial scans through a series of (1, 0, L = odd) positions forbidden by the I41/acd 
space group. The intensity of these superlattice peaks continues to decrease with 
increasing temperature, indicating the presence of a higher temperature lattice 
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distortion similar to the case of Sr-327 [9]. While the precise onset temperature of this 
distortion is unclear, at a minimum, the presence of these forbidden peaks implies a 
structural symmetry lower than that commonly reported and suggests the notion of 
magnetic domains arising via crystallographic twinning. A simple survey of likely 
orthorhombic subgroups of I41/acd suggests the candidate space groups of I212121 or 
Pnn2; however, several tetragonal subgroups are also consistent with these 
reflections. Further experiments are clearly required to fully understand the final 
lattice symmetry and to ultimately discern the role of potential oxygen 
vacancy/defects in the resulting structure and symmetry breaking. Same superlattice 
peaks were also seen in parallel study by Feng Ye et.al [16] 
As a further check of magnetic order in Sr-214, we searched for the presence 
of (0, 0, L) peaks arising from the correlated in-plane canting sequence modulated 
along the c axis. Q scans in Figure 4.3.8 through the magnetic peak position Q = (0, 0, 
3) show the presence of two components of scattering along L. The first is a weak 
magnetic peak centered at (0, 0, 3) due to the c-axis modulated in-plane canting 
orientations in Sr-214. The second component, however, is a broad short-range 
scattering signal that is uncorrelated along L and short-range along H. The in-plane 
correlation length of this underlying broad line shape is only ξL = 4 ± 1 A° , reflective 
of in-plane correlations spanning the length of one unit cell and completely disordered 
out of the IrO2 plane.  
The intensity of this diffuse rod of scattering drops rapidly with increasing L 
as shown in Figure 4.3.8 (a). Here the background at Q = (0.6, 0, L) has been 
subtracted from the diffuse signal, and the signal vanishing is demonstrated explicitly 
by H scans at increasing L values plotted in Figure 4.3.6 (b). Furthermore, an 
extended H scan at the noninteger Q = (0, 0, 3.3) position [Figure 4.3.8(b)] shows that 
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the diffuse rod of scattering only extends from the H = 0 position and is absent at the 
next allowed nuclear zone center at H = 2. This type of rapid drop in intensity 
curiously tracks the naive expectation of the isotropic Ir
4+
 form factor; however, the 
scattering remains only weakly temperature dependent. The precise origin of this 
short-range scattering is presently unclear; however, it likely reflects local disorder in 
the in-plane rotations of the oxygen octahedra. The larger relative spectral weight of 
the diffuse component and the absence of appreciable temperature dependence 
suggest a structural origin. 
 
 
 
Figure 4.3.7 Radial scans at 3 and 260 K through potential nuclear superlattice peaks 
violating the I41/acd space group at (a) Q = (1,0,1), (b) Q = (1,0,5), and (c) Q = 
(1,0,7). (d) Intensity of the (1, 0, 5) superlattice peak as a function of temperature. The 
dashed line shows the background level for the (1, 0, 5) peak. 
 
Given the rather delicate pattern of out-of-plane rotations of oxygen octahedra 
comprising the chemical unit cell within the I41/acd space group, some degree of 
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local oxygen disorder is likely present, and hints of a similar diffuse component in the 
nuclear scattering profile were reported by the original polycrystalline refinements of 
Crawford et al. [15]. The degree of oxygen disorder may vary between samples and 
ultimately account for the variability observed in the transport properties in single 
crystals of this Sr 214 system [7,17]. 
4.4 Discussion and Conclusion 
 
Structural scattering violating the I41/acd space group combined with the 
twinning observed in the magnetism of this material demonstrates a lower structural 
symmetry for Sr-214. At present, a full neutron-scattering-based single crystal 
refinement sensitive to the oxygen distortions has not been performed; however, the 
temperature evolution of this order parameter, at a minimum, demonstrates the 
presence of an additional structural order parameter in the ground state of this 
material, similar to the case of Sr-327 [9].This higher temperature structural distortion 
likely plays a role in the formation of the electronic gap known to be present above TN 
in this material [6]. Due to the remaining uncertainty in the crystal structure, a full 
representational analysis of the magnetic basis vectors allowed within each irreducible 
representation of the magnetic phase is not currently possible. Despite this limitation, 
however, the absolute ordered moment can still be determined and the presence of 
magnetic domains can be leveraged to gain insight into the magnetic system. 
First, the total moment we determine agrees within error with the bounds 
reported in a recently reported powder diffraction measurement [18] with μpolycrystal = 
0.29 ± 0.04 μB; albeit the moment determined in our single-crystal measurement is 
near the upper bound of the moment derived from the polycrystalline measurement of 
Lovesey et al. Our finding that the ordered AF moment of Sr-214 is μ214 = 0.36 ± 0.06 
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μB is also empirically consistent with the known saturated ferromagnetic moment of 
Mbulk ≈ 0.075 μB that arises from the in-plane canting of all Sr-214 layers. 
 
Figure 4.3.8 (a) Q scan along the (0,0,L) direction showing a diffuse rod of scattering 
at both 3 and 260 K. Peaks at (0,0,4) and (0,0,8) are primary Bragg peaks. (b) H scan 
through the (0, 0, 3.3) position. The shaded (green) box masks background powder 
scattering from the sample mount. (c) H scans through the L = 3, 5.3, and 9.3 
positions. The dashed line denotes the fit background, and solid lines are Gaussian fits 
to the data. For the (H, 0, 3) peak, two Gaussian line shapes were fit to the data. 
 
Using the measured AF moment value and assuming a 10
0
 basal-plane rotation 
of the oxygen octahedra, the expected canted ferromagnetic moment from our data is 
Mbulk = 0.063 μB. This value, although slightly smaller, agrees within error with 
earlier reports; [7,19] however, subtle oxygen stoichiometry/disorder effects can also 
renormalize the AF moment, resulting in some sample dependence. 
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The moment determined in our study is also in agreement with early local 
density approximation theoretical estimates. The near-identical ordered moments of 
Sr-214 (μ214 =0.36 μB) and Sr-327 (μ327 =0.35 μB) reflect the comparable correlation 
strengths between the two systems. This result stands in stark contrast to recent RXS 
studies which claim a substantially smaller moment within Sr-327 relative to Sr-214 
[14] .Neutron scattering, however, provides a more quantitative assessment of the 
ordered moment size relative to the second-order RXS process, where recent work has 
theorized that the RXS signal is potentially comprised of only the orbital component 
of the total angular momentum [20].The intensity variation of magnetic scattering at 
the (1,0,L) positions plotted in Figure 4.3.2(a) surprisingly suggests that, between 
magnetic domains, moments point along the same unique in-plane axis plus a small 
degree of canting. Our two-domain picture of domain formation is presently modeled 
as stemming from crystallographic twinning and we have assumed the same relative 
orientations between Ir-site spins in each domain. This two domain scenario also can 
be explained in terms of polarized data shown in Figure 4.3.6. If we maintain this 
assumption of fixed relative spin orientations in all domains and now consider a more 
general scenario with tetragonal symmetry, a four-domain picture with 
crystallographically twinned domains whose moments point along the a axis in two of 
the domains and along the b axis in the other two can be envisioned. However, due to 
the neutron orientation factor, in Sr-214 the domain averaged intensities generated at 
each magnetic reflection differ between these two pictures of domain creation—most 
notably through the absence of the (1,0,0) magnetic reflection and only the two-
domain scenario with moments oriented along one unique in-plane direction matches 
the observed data in Figure 43.2(a). This further suggests the notion of an underlying 
orthorhombic structural symmetry or, alternatively, more exotic means of symmetry 
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breaking that bias the in-plane moment orientation such as single-ion anisotropy 
effects or an in-plane electronic nematicity. 
We note here that in our four-domain models of magnetism in this system, we 
assumed that the orientations of the in-plane moments can be uniformly rotated from 
a predominantly a-axis orientation to a b-axis orientation using basis vectors within a 
single irreducible representation of the magnetic order. This is not allowed using the 
irreducible representations resulting from the decomposition of the magnetic phase 
using the I41/acd structural symmetry as shown by Lovesey et al [18]. 
However, given that our present measurements show that the true crystal 
structure possesses a lower symmetry; such a uniform rotation does become possible 
in lower candidate symmetries. We also did consistency check of our two and four 
domain model using representational analysis. Table 4.4.1 shows the representational 
analysis using I41/acd structural symmetry. Using the second table setting (origin 
choice 2), the Ir moments sit on the 8a Wyckoff position in the zeroth unit cell and a 
magnetic propagation wave vector of k = (1, 1, 1) as shown by Lovesey et al [18]. 
This gives four Ir atoms at the (1/2, 1/4, 1/8), (0, 3/4, 1/8), (1/2, 3/4, 3/8), and (0, 1/4, 
3/8) positions. Another four positions can be generated via the body centering vector 
lb=(1/2, 1/2, 1/2).Here, using the BasIreps program, the magnetic representation 
breaks down into four irreducible representations (IRs) where:          
         . Within this decomposition    and    can be excluded since their 
basis vectors direct the moment orientation out of the IrO2-plane in disagreement with 
experimental data.    and    both possess basis vectors with moments oriented 
within the plane, and a linear combination of basis vectors within    can describe the 
data. As mentioned already, in using this decomposition a model of magnetic domains 
cannot naively rotate the moment direction 90 degrees to point predominantly from 
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along the a-axis to along the b-axis. This would involve basis vectors from two 
distinct IRs to describe the domain structure. 
 
 
Table 4.4.1 Basis vectors for relevant irreducible representations for generating 
moments along the IrO2 planes for the symmetry group I41/acd (four domain model). 
 
However, if we stress that the structural symmetry is in fact not I41/acd as 
evidenced by the forbidden peaks at (1, 0, L=odd) positions and imagine that the 
structure however still remains tetragonal, the highest symmetry subgroup consistent 
with observed scattering is I41/a. We can again perform a similar decomposition of 
the magnetic structure using this modified space group with I41/a (origin choice 2) 
propagation vector k=(1,1,1) and Ir-atoms located at the 8e Wyckoff positions. In this 
setting the magnetic representation decomposes into two IRs:  mag =4    + 2   . 
Now, all basis vectors with moments within the ab-plane are contained within the 
same IR with the basis vectors shown in Table 4.4.2. 
 
 
 
Table 4.4.2 Basis vectors for irreducible representations for generating moments 
along IrO2 planes for symmetry group I41/a (two domain model). 
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In this lower symmetry tetragonal scenario, the spin structures within the four-
domain picture modeled above (Figure 4.3.3) can all be described by basis vectors 
within the same IR. This demonstrates the legitimacy of our model of magnetic 
domains in a tetragonal picture where moments can be uniformly rotated to point 
predominantly along the a-axis to predominantly along the b-axis. 
To summarize, our results demonstrate that the ordered magnetic moment in 
Sr-214 is identical to that observed in its bilayer Ruddelsden- Popper analog, Sr-327. 
Scattering from forbidden nuclear reflections and the presence of magnetic twin 
domains suggest an intrinsic orthorhombicity to the spin structure where oxygen 
distortions break the I41/acd symmetry and evolve as a function of temperature. Our 
results demonstrate that, aside from the ordered moment direction, the magnetic and 
structural phase behaviors in Sr-214 and Sr-327 parallel one another and suggest that 
correlation physics likely plays a similar role in each material’s respective ground 
state. 
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Chapter 5: Electronic and Magnetic Phase Behavior of Sr3Ir2O7 
(In this Chapter I am going to present our study on the electronic/spin behavior of 
bilayer parent compound Sr3Ir2O7.Most of the work described in this chapter is 
published in an article by Dhital et al “Spin ordering and electronic texture in the 
bilayer iridate Sr3Ir2O7” PHYSICAL REVIEW B86, 100401(R) (2012). After or in 
parallel to this work there are similar/different works exploring the electronic 
behavior of this compound which I already discussed in Chapter 2 (Introduction)). 
5.1 Motivation 
 Recently, there has been considerable interest in studying the phase behavior 
of correlated 5d-electron transition metal oxides due to the potential of realizing 
electronic phenomena possible only when electron hopping, spin-orbit coupling, and 
Coulomb interaction energy scales are almost equivalent [1--4].Of particular focus 
has been members of the iridium oxide Ruddelsden-Popper (RP) [5] series 
Srn+1IrnO3n+1, where an experimental picture of a spin-orbit induced Jeff = 1/2 Mott 
insulating state has been proposed [6,7]. Upon increasing the dimensionality of the 
iridate RP series to higher n, optical [2] and transport measurements [8,9] have shown 
that the effective bandwidth increases and the system transitions from a quasi-two-
dimensional insulating state to a metallic phase in the three-dimensional limit. 
Specifically, the reported optical gap in the n = 2 member Sr3Ir2O7 (Sr-327) shifts 
considerably downward relative to the n = 1 Sr2IrO4 system into what should be a 
weakly insulating phase [2],demonstrating that Sr-327 occupies a unique position in 
the iridate RP phase diagram near the boundary of the metal to insulator phase 
transition in the RP series. Given this framework, Sr3Ir2O7 exhibits a number of 
anomalous features in its magnetic properties: Bulk magnetization measurements of 
Sr-327 reveal a rich behavior possessing three distinct energy scales [9,10] and recent 
muon spin rotation (μSR) measurements have revealed the presence of highly 
disordered local spin behavior [11] both supporting the notion of multiple coexisting 
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or competing magnetic phases. With these existing situations, I am going to present 
our study using neutron scattering, transport and magnetization techniques on this 
bilayer compound. 
5.2 Crystal Growth and Preliminary Characterization 
Crystals were grown using flux techniques in platinum crucibles using IrO2 
(99.98%, Alfa Aesar), SrCO3 (99.99%, Alfa Aesar), and anhydrous SrCl2 (99.5%, 
Alfa Aesar) in a 2:3:15 molar ratio.  Starting powders were sealed inside the crucible 
with a Pt lid and further contained inside alumina crucibles to limit volatility.  
Mixtures were heated to 1300
0
C, slowly cooled to 850
0
 C at a rate of 3.5 C/hr, and 
then furnace cooled to room temperature.  The resulting boule was etched with 
deionized water and black Sr3Ir2O7 crystals with typical dimensions 2 mm x 2 mm x 
0.1 mm were removed. The resulting Sr:Ir ratio was confirmed to be 3:2 via energy 
dispersive spectroscopy (EDS) measurements, and a number of Sr-327 crystals were 
also ground into a powder and checked via x-ray diffraction in Bruker D2 Phaser 
system. No coexisting Sr2IrO4 phase was observed and the resulting pattern was 
refined to the originally reported I4/mmm structure—we note, however, that, due to 
the small scattering signal from oxygen, we are unable to distinguish between this and 
the various reported orthorhombic symmetries. For the remainder of this thesis, we 
will index the unit cell using the pseudo tetragonal unit cell with a = b = 5.50 A˚, c = 
20.86 A˚ .Figure 5.2.1 shows a typical crystal and powder pattern for Sr3Ir2O7 refined 
using FullProf software package [12]. 
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Figure 5.2.1 (a) A single piece of Sr3Ir2O7 crystal (b) Powder pattern for Sr3Ir2O7 
crystals grounded together obtained using Bruker X-ray diffractometer [13]. 
 
5.3 Resistivity of Sr3Ir2O7  
Resistivity data for Sr3Ir2O7 was collected in a series of four-wire setups: (1) 
Zero field resistance from 300 K to 12 K was collected with a Keithley 2182A 
voltmeter, (2) data from 12 to 0.3 K was collected in a He
3
 absorption refrigerator 
with an Keithley Model 617 electrometer, and (3) magnetoresistance data was 
collected in a 9 T Quantum Design PPMS. Looking first at the results of our ab-plane 
transport measurements under low (1 μA) current, Figure 5.3.1 (a) shows the zero 
field resistivity as a function of temperature. The sample’s resistivity increases from 
several mΩ cm at room temperature to beyond 10 MΩ cm below 20 K, and begins to 
show saturation behavior below 2 K. There is no substantial interval of constant 
activation energy, as illustrated by the overplot of ∂ lnρ/∂(1/T ) versus T in this same 
panel. Instead, ∂ lnρ/∂(1/T ) shows two peaks suggestive of two phase transitions 
coupling to charge carriers: the first near the known magnetic phase transition at TAF 
= 280 K [9,13] and the second indicating a lower temperature phase formation at T∗ ≈ 
70 K. 
In order to investigate further the transport properties of this lower 
temperature, T
*  phase, the charge transport was characterized via a voltage driven I -
V sweep at 300 mK shown in Figure 5.3.1 (b). A pronounced nonlinearity appears, 
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where with increasing field strength the system switches from a linear, Ohmic regime 
with near zero conductance into highly non-Ohmic field enhanced conductivity (FEC) 
regime. To determine the temperature evolution of this FEC feature, a separate sample 
was mounted and probed with 600 μs current pulses to minimize heating effects 
[Figure 5.3.1 (c)]. While it is difficult to completely preclude all heating effects within 
the rise and sample time of the pulse, these pulsed measurements show that the 
nonlinear bend in the I -V curve persists and eventually vanishes below resolution at T 
≈ 60 K. A separate (rough) check for discriminating the nonlinear conduction from 
simple Joule heating can be performed by looking at the 30 K data in Figure 5.3.1 (c). 
The Ohmic regime R (30 K) = 42 kΩ and the maximum pulsed current (2 mA) during 
the 600 μs pulse delivers a maximum ∆Q = 10.1 × 10−5 J. While low temperature heat 
capacity data are needed for Sr-327, as a lower estimate, the heat capacity of Sr2IrO4 
at 30 K can be used (≈14 J/K) [14] giving a maximum ∆T = 5.5 K (for a 1.32 × 10−6 
mol sample). In carrying out a similar analysis for each current value pulsed at 30 K 
and assuming perfect thermal isolation, the measured Ohmic R(T ) can be used to 
determine the lowest fields possible due to pure Joule heating as a function of the 
pulsed current density. This limiting case is plotted as a dashed line in Figure 5.3.1 
(c), demonstrating that the nonlinear feature at 30 K is intrinsic. 
In looking at the magnetoresistance of the same sample plotted in the Figure 
5.3.1 (d), the MR = [R(9 T) − R(0 T)]/R(0 T) ratio is negative and shows two minima 
at T
*  ≈ 70 K and TAF = 280 K. The lower minimum appears approximately at the 
temperature where the onset of FEC emerges and coincides with the low-T peak in 
(1 )/
ln
T


 . The origin of the negative magnetoresistance is likely the removal of spin 
disorder scattering due to biased magnetic domain populations and the inflection 
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below T* supports the idea of a field coupled order parameter freezing below 70 K. 
The suppression of enhanced fluctuations originating from an additional electronic 
instability, however, may also account for the overall negative MR. 
 
Figure 5.3.1 (a) Temperature dependence of the ab plane resistivity for Sr-327. Also 
plotted is the ∂ ln ρ /∂(1/T ) vs T showing two peaks at TAF and T
* . (b) I-V curve of 
ab-plane transport at 300 mK showing voltage biasing into a FEC regime. (c) Current 
driven, pulsed, I -V measurements as a function of temperature. Solid lines show 
linear fits to the Ohmic regime at each temperature. The dashed line is a Joule heating 
model at 30 K as described in the text. (d)Magnetoresistance (MR) ratio as described 
in the text plotted as a function of temperature showing two well defined minima at 
the T and TAF transitions [13]. 
 
5.4 Magnetization of Sr3Ir2O7 
The magnetization measurement was carried out using Quantum design SQUID 
magnetometer and plotted in Figure 5.4.1(a). Magnetization data shown in Figure 
5.4.1 (a) supports the idea of a bulk phase transition below 70 K where a downturn in 
the dc susceptibility originally reported by Cao et al [9] begins, suggestive of a glassy 
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freezing process. Consistent with earlier reports [9,10], three energy scales are 
apparent in the field cooled magnetization data: a canted AF phase transition at TAF 
=280 K, a sharp upturn at TO = 220 K and an eventual decrease in susceptibility below 
T
*
=70 K. Both field cooled (FC) and zero field cooled (ZFC) data show similar 
downturns near T
*  and an irreversibility temperature near TO. I also want to make a 
note that the feature at TO = 220 K is not reproduced in every sample studied. 
 
Figure 5.4.1 (a) dc-magnetization data for Sr-327 with H = 0.01 T aligned parallel to 
the ab plane for both FC (solid symbols) and ZFC temperature sweeps (open 
symbols). The dashed line shows the mean-field order parameter fit to the net moment 
from the 280 K transition. The inset shows M vs H sweep at 300K [13]. 
 
5.5 Neutron Scattering of Sr3Ir2O7 
As mentioned in the introduction (Chapter 2), neutron scattering is an ideal 
measurement for resolving spin structure and the superlattice peaks arising from 
Oxygen atom displacements. But in case of the iridium containing compounds, there 
was fear about the success of the experiment due to small size and strong neutron 
absorption of these crystals. But we manage to grow reasonable sized crystal 
sufficient for doing elastic neutron diffraction. We performed unpolarized neutron 
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diffraction measurements on a 7 mg single crystal Sr-327 sample with the results 
plotted in Figure 5.5.1 and 5.5.2. As an starting point all three scattering planes: 
[H,0,L], [H,K,0], and [H,H,L] were explored and magnetic reflections were observed 
only at the (1,0,L) positions for L = 1,2,3,4,5,6,….The correlated order is three 
dimensional with ξL =√2 ln(2) × 1/w = 147 ± 10 A˚ ,where w(˚A
-1)   is the peak’s 
Gaussian width [Figure 5.5.1(a)]. The appearance of both L = even and L = odd 
reflections in a simple collinear picture of the spin structure is therefore consistent 
with recent x-ray results resolving the presence of two magnetic domains [10] 
attributable to in-plane structural twinning in an orthorhombic symmetry
1
. Looking at 
the order parameters for both the L = 3 and L = 2 reflections in Figure 5.5.1 (f), the 
magnetic intensities show that the L = 2 peak disappears at TAF while substantial 
intensity remains at 280 K in the L = 3 reflection. Q scans plotted in Figure 5.5.1(b) 
demonstrate this more explicitly. The peak remaining above 280 K is long-range 
ordered with a minimum correlation length of 93 ± 18 A˚, comparable to the 
correlation length observed at 10 K (97 ± 5 A˚). Due to the rather coarse collimations 
used, both these values and those of all magnetic Bragg reflections are resolution 
limited. At 300 K peaks remain at the (1, 0, L) L = 1, 3, 4 positions, all forbidden in 
the reported structural space groups to date. This same crystal was then loaded into a 
furnace and measured at higher temperatures, where, upon warming, the remnant 
peaks continue to decrease in intensity as illustrated in Figure 5.5.1(d); however, they 
notably remain present beyond 600 K. To confirm the presence of high temperature 
peak we performed rocking scan at different temperatures in different instrument 
which is plotted in Figure 5.5.1 (e). This verifies that the presence of superlattice peak 
                                                          
1 The same group, however, reported twin domains but with moments pointing along c 
axis [15] in place of moment in ab plane which was described in reference [10] 
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at high temperature is reproducible. The persistent temperature dependence of these 
peaks beyond 300 K, and the absence of peaks at higher order L and H gave us a 
reason to doubt the possibility of its magnetic origin with additional order parameter. 
However, with polarized neutron diffraction we ruled out the possibility of high 
temperature magnetic phase which I will discuss in subsequent section. 
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Figure 5.5.1 (a) Radial Q-scans at 100 K and 315 K through the (a) Q= (1, 0, 2) (b) 
and Q= (1, 0, 3) reflections. Solid lines are Gaussian fits to the data. (c) L-scans 
across the (1, 0, 3) point showing 3D AF at 100 K and 315 K. (d) Q-scans showing 
the temperature dependence of the (1, 0, 3) peak above 300 K (e) Rocking scans on a 
separate crystal showing the temperature dependence of the (1,0,3) peak above 300 K. 
(f) Temperature dependence of the peak intensities at (1,0,3) and (1,0,2) magnetic 
reflections. The solid line is a power law fit to the (1, 0, 2) order parameter [13]. 
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Due to presence of (1 0 L=1, 2,3,4,5...) forbidden nuclear peaks but with 
different temperature dependence, we proceeded with two possibilities. (i) High 
temperature (T > 280 K) phase is non-magnetic or at least have different origin (ii) 
High temperature phase is also magnetic. In the first possibility, we subtracted the 
additional intensity at 315 K from 100 K data so that only the magnetic component 
survives. The observed intensity obtained from this subtraction is consistent with the 
expected magnetic intensity from twin domains of G-type AF structure [Figure 5.5.2 
(a)] with moments pointing along c axis [Figure 5.5.2 (b)] consistent with similar 
studies using x-rays [15,16]. The ordered moment using this model is μ = 0.36 ± 
0.06μB.2  
 
Figure 5.5.2 (a) Integrated intensities plotted  at 100 K with 315 K data subtracted 
compared with corresponding calculated intensities (b) Projection of the G-type AF 
ordered spin structure in both the bc and ab planes for moments parallel to the c-axis. 
Dashed lines denote the orthorhombic unit cell and diamonds are projections of the 
oxygen octahedral coordinated around the magnetic Ir
4+
 ion [13]. 
 
                                                          
2
 However I found that this moment value depends upon normalization procedure . 
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If we consider the second possibility and use the total integrated intensity at 100 K 
then the integrated intensity variation looks like in Figure 5.5.3 (b) (black square).If 
we again assume a twinned G-type aligned spin structure now with two magnetic 
domains, then a second domain added to the previous model [Figure 5.5.2 (b)] with 
moments directed along the (1, 0, 0) [Figure 5.5.3 (a)] axis roughly fits the data 
[Figure 5.5.3 (b)].  
 
Figure 5.5.3 (a) Projection of the G-type AF ordered spin structure in both the bc and 
ab planes for moments parallel to the a-axis.  Dashed lines denote the orthorhombic 
unit cell and diamonds are projections of the oxygen octahedral coordinated around 
the magnetic Ir
4+
 ion (b) the total integrated intensity at 100 K and compared with 
corresponding model [13]. 
However, as I mentioned before, we were not fully convinced with the 
magnetic behavior persisting above nominal TAF, so we performed polarized neutron 
diffraction measurements with the results plotted in Figure 5.5.4. Radial scans through 
Q= (1,0,3) show that the (1, 0, L)-type superlattice reflections appear only in the non-
spin-flip channel with the neutron guide field applied parallel to Q. This demonstrates 
the structural origin of the superlattice peak and mandates a space group symmetry 
lower than Bbcb. The high temperature (1, 0, L)-type peaks argue for oxygen 
octahedral tilting as well as in-plane rotation in this system. Such a tilt necessarily 
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exists for the moments oriented along the c-axis in order to generate the net in-plane 
moment observed in bulk magnetization measurements, and the strong spin-lattice 
coupling in Ruddelsden Popper iridates naturally leads to an expectation of an 
accompanying structural tilt.  
 
Figure 5.5.4 Polarized neutron diffraction measurements of Sr3Ir2O7 showing radial 
scans through the Q= (1, 0, 3) superlattice peak at 300K in both spin-flip (SF) and 
non-spin-flip (NSF) channels. The magnetic guide field was applied parallel to the 
momentum transfer Q. Error bars represent one standard deviation. 
5.6 Discussion and Conclusion 
Our combined data demonstrate the presence of canted 3D antiferromagnetic 
domains whose phase evolution is decoupled within resolution from the fluctuation 
and freezing behavior at T* and TO, precluding any additional major spin 
reorientations at these temperatures. This suggests that there remain additional 
moments weakly coupling to fluctuations below TO and eventually freezing below T*. 
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Our measurements in their entirety therefore suggest a picture of three distinct order 
parameters driving the phase behavior of Sr-327: (1) a high temperature phase with 
Tonset > 620 K, (2) a canted AF magnetic transition at 280 K, followed by (3) the 
freezing of the T* phase into an electronically textured ground state. 
 
Figure 5.6.5 variation of a and c axis lattice parameters as function of temperature for 
Sr3Ir2O7 [13]. 
 
The T* transition is nominally suggestive of a charge density wave (CDW) or 
collective transport mechanism which becomes depinned above a threshold field, 
leading to an avalanche process in the carrier number. The structural lattice 
parameters [Figure 5.6.5], however, evolve smoothly as the system is cooled from 315 
to 10 K and, to date, no structural distortion associated with a conventional CDW 
formation has been observed below 300 K [9] although, high temperature structural 
measurements are a promising avenue for future studies. An alternative scenario of 
exchange coupled metallic islands condensing below T* with a substantial Coulomb 
barrier for tunneling may also address the transport mechanism below T∗  
[18,19].Similar non-Ohmic behavior has also been reported in other correlated iridates 
[20,21] suggesting an electronic inhomogeneity intrinsic to these 5d-correlated 
87 
 
materials. Curiously x-ray measurements on a Sr-327 sample with a qualitatively 
similar bulk spin susceptibility have reported the onset of AF order at TO  [22].This 
resonant x-ray scattering (RXS) study speculated about the presence of short-range 
order setting in at TAF and diverging at TO as the reason for the discrepancy [10], 
however, our measurements reveal no appreciable change in the correlation length 
upon cooling through TO. Given that more recent RXS measurements show the onset 
of magnetism at the expected TAF = 285 K, variation in sample quality is likely the 
cause for the variance reported between these two RXS studies. 
To summarize, our studies have illustrated a complex electronic ground state 
in the Sr3Ir2O7 system with multiple electronic order parameters. Although our 
unpolarized experiment was not conclusive, the polarized experiment performed later 
indicated that the origin of high temperature peak above nominal TAF is nonmagnetic. 
This indicates that the two domain model with G-type structure with moment along c 
axis is the correct model rather than four domain models. But still there may be some 
canting of that moment due to rotation of octahedra. Below TAF =280 K, the system 
exhibits multiple magnetic domains or alternatively non-collinear spin order in its 
ground state. The spin order appears decoupled from two additional energy scales 
appearing in transport and bulk susceptibility measurements, suggesting a fluctuating 
charge/orbital state that freezes into an inhomogeneous electronic ground state where 
tunneling and sliding effects manifest under increasing electric field strength. 
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(In this chapter I am going to present our comprehensive study on the 
electronic/magnetic phase behavior of doped system Sr3 (Ir1-xRux) 2O7.Most of the 
work presented in this chapter is published in an article by Dhital et.al “Carrier 
localization and electronic phase separation in a doped spin-orbit driven Mott phase in 
Sr3(Ir1-xRux)2O7” Nature Communications 5, 3377 (2014). 
 
6.1 Motivation 
Iridium
4+
 ions with a half-filled 5d shell in a cubic octahedral oxygen 
coordination occupy a unique region in relative energy scales:  one where a model of 
crystal field splitting combined with strong spin-orbit coupling (SOC) breaks the five-
fold degeneracy of electronic states into fully occupied Jeff=3/2 and half-filled Jeff=1/2 
bands [1,2].  The resulting bandwidth-narrowed Jeff=1/2 states allow the relatively 
modest U (~1.5-2 eV) [3] inherent to these 5d-transition metal elements to split the 
band and generate a charge-gap.  A SOC-assisted Mott phase results, allowing an 
unexpected manifestation of correlation-driven physics in materials with extended 5d-
electron wave functions. Doping this spin-orbit Mott phase has since generated 
predictions of stabilizing states analogous to those found in doped strongly correlated 
3d-electron Mott insulators such as the high temperature cuprate superconductors [4]
.
  
To date however, the role of Coulomb interactions in the doped Jeff=1/2 Mott phase 
remains contentious with no direct observations of correlated electronic phase 
behavior. Two prototypical Jeff=1/2 Mott materials are the n=1 and n=2 members of 
the iridate Ruddelsden-Popper series Srn+1IrnO3n+1  [5,6].  Here the bilayer system 
Sr3Ir2O7 (Sr-327) possesses a low temperature charge-gap of Eg=130 meV  [7] 
roughly reduced by a factor of four from the gap of its single layer cousin Sr2IrO4
 
  
[8]. This reduced gap renders the Sr-327 system a fortuitous starting point for 
perturbing the Jeff=1/2 Mott phase and exploring carrier-induced electronic phase 
behavior as the system is driven toward the metallic regime.  In this chapter we 
describe the electronic phase behavior of Sr-327 as it is driven from a Jeff=1/2 Mott 
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insulator into the metallic regime via hole-doping in an effort to understand the role 
that electron-electron correlations play once free charge carriers are introduced.  
6.2 Crystal Growth and Preliminary Characterization 
The single crystals of Sr3(Ir1-xRux)2O7 were grown by conventional flux 
methods similar to earlier reports [1] using a SrCl2 flux. Crystals were grown in 
platinum crucibles using IrO2 (99.98%, Alfa Aesar), RuO2 (99.98%, Alfa Aesar), 
SrCO3 (99.99%, Alfa Aesar), and anhydrous SrCl2 (99.5%, Alfa Aesar) in a 2:3:15 
molar ratio.  Starting powders were partially sealed inside the crucible with a Pt lid 
and further contained inside alumina crucibles.  Mixtures were heated up to 1380 °C, 
cooled to 850 °C at a rate of 3.5 °C/hr, and then furnace cooled to room temperature. 
The resulting boule was etched with deionized water and shiny, black Sr3(Ir1-xRux)2O7 
crystals with typical dimensions 2 mm x 2 mm x 0.1 mm were removed. Energy 
Dispersive Spectroscopy (EDS) measurements were performed on numerous samples 
across different regions of samples from each growth batch, and measurements were 
also collected across different length scales to verify chemical homogeneity.  Multiple 
crystals were tested from every batch, and from point to point on a given sample. We 
were able to resolve a Ru distribution homogenous within a central value +/- 1% (2% 
spread).  The central value of Ru-concentrations between crystals from a single 
growth batch would vary no more than +/- 2% from a central value (4% spread). The 
same crystals measured via transport and magnetization measurements (only the 
x=0.20 and x=0.15 samples were not, although crystals from the same batch were) 
were used for the neutron diffraction study. Single crystals from a single batch of each 
concentration were ground into a powder and measured via x-ray powder diffraction 
within a Bruker D2 Phaser diffractometer. Lattice parameters were refined within the 
I4/mmm space group using the FullProf Rietveld refinement program [9]. Within our 
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resolution of measurement, both a- and c-axis lattice parameters decrease 
continuously with increased Ru substitution [Figure. 6.2.1] as expected as the smaller 
Ru
4+
 ions are introduced into the lattice. We note here that laboratory-based powder 
x-ray measurements typically lack the intensity to resolve the known orthorhombic 
superlattice reflections in this material so each concentration was instead refined 
within the tetragonal I4/mmm space group.  While the reduction in lattice constants is 
monotonic, it is not linear and seemingly maps the nonlinear contraction previously 
observed in Sr2 (Ir1-xRux) O4 [10].  
 
Figure 6.2.1 Variation of a-axis (Red square) and c –axis (blue star) lattice parameter 
as function of ruthenium concentration at room temperature. 
 
6.3 Resistivity of Sr3(Ir1-x Rux )2O7 
The resistivity of Sr3(Ir1-x Rux )2O7 crystals were measured with standard four 
probe techniques using Quantum design PPMS and ARS cryostat. Figure 6.3.1 (a) 
shows the resistivity as function of concentration and temperature for all the 
concentrations studied. Surprisingly, the insulating ground state of Sr3Ir2O7 remains 
robust to Ru-substitution with a low temperature metallic phase appearing only 
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beyond the critical concentration of x=0.33.Concentrations near the phase boundary 
show a thermally-driven MIT as illustrated in the inset of Figure 6.3.1(a) for x=0.33 
with TMIT=135 K. As one initial window into the corresponding evolution of the 
magnetic order, the high temperature inflection in ρ(T) in the x=0 parent compound is 
known to identify the onset of canted AF order at TAF  = 280 K. This feature in ρ(T) is 
gradually suppressed to lower temperatures upon Ru-doping, where the anomaly 
vanishes in the metallic regime suggesting either that the spin-charge coupling is 
substantially weakened in the metallic regime or that the AF order itself is 
substantially suppressed. We also tracked the thermally driven MIT for samples with 
0.17 ≤x ≤ 0.35. Figure 6.3.2 (a,b,c,d) show the thermally driven MIT for 
x=0.35,0.32,0.30 and 0.17 respectively.  
 
Figure 6.3.1 (a) Resistivity plotted as a function of temperature for Ru concentrations 
spanning the MIT. Inset shows thermally driven transition at TMIT = 135 K for x=0.33. 
(b) 4 K magnetoresistance plotted as a function of applied field for Ru concentrations 
spanning the MIT. 
 
Supporting the notion of suppressed magnetism, low temperature magnetoresistance 
(MR) data with the magnetic field applied perpendicular to the ab-plane are plotted in 
Figure. 6.3.1(b). The negative magnetoresistance previously reported in the parent 
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material [11] (Chapter 4) and indicative of suppressed spin fluctuations or magnetic 
domain scattering persists in lightly doped, insulating samples; however, as the 
system transitions into the metallic phase, the MR smoothly switches sign from 
negative to positive values that increase in magnitude with continued Ru-doping.  
This suggests that orbital (Lorentz force) effects begin to dominate across the MIT 
phase boundary as the carrier concentration is enhanced while fluctuation/domain 
effects from AF order are damped. 
 
Figure 6.3.2 Resistance (red lines) and its first derivative 
  
  
plotted (black squares) 
plotted as a function of temperature for Sr3(Ir1-xRux)2O7 samples with (a) x=0.35, (b) 
x=0.32, (c) x=0.3, and (d) x=0.17 respectively. Vertical dashed lines show the 
temperature TMIT. Shaded grey region shows the uncertainty in determining TMIT. 
 
6.4 Magnetization of Sr3(Ir1-xRux )2O7 
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We also performed bulk magnetization measurements of the in-plane 
susceptibility on select samples using SQUID. The results are shown in Figure 6.4.1 
(a). As Ru is doped into Sr-327, the onset temperature of the net ferromagnetism, 
arising from the canted AF order and denoted via the irreversibility temperature (Tirr), 
is reduced. Close to the critical regime, the x=0.33 sample exhibiting a thermally 
driven MIT with TMIT=135 K [Figure 6.3.1 (a) inset] shows an onset of canted AF 
order at the same temperature. This suggests that near the MIT phase boundary the 
two transitions (TMIT and TCAF) become coupled and that this coupling diminishes in 
lightly doped samples deeper within the insulating regime. Samples with Ru-doping 
x>0.33 show no irreversibility in magnetization, and concentrations with a metallic 
ground state show only local moment behavior within resolution. The only exception 
is that the highest doped sample with x=0.75 shows the reemergence of Tirr at low 
temperature [Figure 6.4.1 (b)]; however the origin of this may simply be an extrinsic 
perturbation of the nearby Fermi-liquid phase of Sr3Ru2O7 [12] . 
 
Figure 6.4.1 (a) Field cooled (FC) minus zero-field cooled (ZFC) magnetization as a 
function of temperature for select Ru-dopings. (b) zero-field cooled (ZFC) and field 
cooled (FC) magnetization data collected for the x=0.75 concentration. 
 
Through direct analogy with Sr3Ru2O7, [13] Ru nominally enters the Sr-327 iridate 
lattice in the low spin state of Ru
4+
 and subsequently introduces S=1 impurities into 
the Jeff=1/2 magnetic background. The parent Sr-327 iridate shows no local moment 
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(Curie-Weiss) behavior even at high temperatures, [14] unlike its single layer cousin 
Sr2IrO4  [15] however as Ru-ions are introduced into the lattice, a paramagnetic 
upturn begins to build in the low temperature magnetization data.  
 
Figure 6.4.2 (a) 1/χ as a function plotted as a function of temperature. A 500 Oe field 
was applied parallel to the ab-plane for all concentrations with the exception of x=0.2 
where a 1 T field was applied. Solid lines are fits to Curie-Weiss behavior. (b) Local 
moments extracted from Curie-Weiss fits plotted as a function of Ru concentration. 
Solid line denotes the expected full moment value for S = 1 impurities. Blue square 
shows data taken from Ikeda et al.  1 emu g
-1
 Oe
-1
 = 4π x 10-3 m3 kg-1.  Error bars in 
all plots represent one standard deviation. 
 
Immediately upon doping Ru, the known low-temperature downturn in χ (T) 
in the parent system [11]
 
(Fig. 6.4.1(a)) rapidly vanishes and is replaced by a weak 
paramagnetic upturn. For ruthenium doped samples, the high temperature tail in the 
susceptibility can be fitted to a Curie-Weiss law of the form 
(where Θ is the Weiss constant and C is the Curie constant). The slope of this fit gives 
the effective local moment µeff by relation:
 
, where NA is Avogadro’s 
number.  Figure 6.4.2 (a) represent the fitted high temperature parts for x=0.2, 0.38, 
0.5 and 0.75 and the resulting local moments extracted by this method are plotted in 
1/ c(T)=Q /C+T /C
C =
NA
3kB
meff
2
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Figure 6.4.2(b). For low dopant levels, the effective local moments extracted from 
each concentration track the expectation for contributions solely arising from local 
S=1 impurities which build continuously across the MIT. This suggests Ru-ions 
remain largely localized at low Ru-dopings within the insulating background of 
Sr3Ir2O7 and that their survival unperturbed into the metallic regime demonstrates 
robust correlation effects on either side of the MIT. For doping levels beyond x=0.5, 
the local moments of the d-electron site ions are screened and smoothly connect to the 
known local moment value of metallic Sr3Ru2O7 [13]. 
6.5 Neutron Scattering of Sr3(Ir1-xRux)2O7 
We also performed neutron diffraction experiments on HB1-A triple axis 
spectrometer at the High Flux Isotope Reactor (HFIR) at Oak Ridge National 
Laboratory (ORNL) and at N-5 triple axis spectrometer at Canadian Neutron Beam 
Center, Chalk River Canada. For HB1-A the incident beam was monochromated by 
the (0, 0, 2) reflection of a double-bounce pyrolitic-graphite (PG) monochromator 
with a fixed incident energy of Ei=14.65 meV, and a PG(002) analyzer crystal was 
used on the scattered side. Two PG filters were placed before the sample, and 
collimations of 40´-40´-40´-80´ were used before the monochromator, sample, 
analyzer, and detector respectively. Experiments on N5 were performed with a PG 
monochomator and Ei = 14.5 meV and PG analyzer with one PG filter placed after the 
sample. Collimations of 30´-60´-33´-144´ were used before the monochromator, 
sample, analyzer, and detector respectively. For all experiments, the crystals were 
aligned in HOL scattering plane. The results of the neutron scattering experiments are 
plotted in Figure 6.5.2. Figure 6.5.2(a) shows that, for insulating samples, the onset of 
long-range AF order coincides with the Tirr determined via the magnetization curves 
in Figure 6.4.1(a). Upon increased doping, however, the AF phase surprisingly 
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survives across the MIT at the same Q–positions as the insulating phase, [11,16]. The 
resulting order parameters for metallic samples are plotted in Figure 6.5.2 (b). From 
the limited number of magnetic peaks observable in our neutron measurements (1, 0, 
L); L = 1, 2, 3, 4), the spin structure remains consistent with that of the parent system 
across the MIT in the phase diagram, albeit the small degree of spin canting present in 
the insulating parent system is necessarily eliminated or strongly suppressed in the 
metallic regime. The persistent AF order remains long-range within resolution with a 
minimum correlation length ξ≈200 Å ( ) where w is obtained by fits of 
radial scans to the form ). 
 
Figure 6.5.1 (a) I standing in front of N-5 triple axis spectrometer CNBC, Canada (b) 
A small crystal mounted on the sample mount. 
 
Keeping a model of c-axis aligned moments across the MIT [5,11,16],
 
Figure 6.5.3 (b) 
shows a nearly linear suppression of the AF moment in the insulating regime due to 
the dilution of ordered Ir-ions by localized Ru S=1 impurities; however once in the 
metallic regime, the ordered moment is quickly screened. In close proximity to the 
x = 2 2ln(2)
1
w
I = I0 + Ae
-
1
2
(x-c)
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MIT phase boundary, an anomalous enhancement in the ordered AF moment appears 
(Figure 6.5.3 (a) and b), potentially suggesting a partial relaxation of the octahedral 
distortion and enhanced magnetic exchange or, alternatively, induced ordering of S=1 
moments from doped 4d
4
 electrons. 
 
Figure 6.5.2 Neutron scattering characterization of Sr3 (Ir1-xRux)2O7. (a) 
Temperature evolution of the square of the antiferromagnetic order parameter 
(MAF
2
(T)) for fully insulating x = 0 and x = 0.15. Data for x=0 reproduced from Ref. 
7. (b) MAF
2
(T) for metallic x=0.5 and x=0.38 samples as well as for x=0.33 at the 
phase boundary.  The data for x=0.33 have been scaled by ¼ for clarity.  Data for 
x=0, 0.38 and 0.5 were taken in HB1-A whereas the data for x=0.15 and x=0.33 were 
taken in N-5 triple axis spectrometer. 
6.6 Scanning tunneling spectroscopy study of Sr3(Ir1-xRux)2O7 
In order to better understand the formation of the metallic phase, low 
temperature (4K) STS measurements were performed on two metallic samples x=0.35 
and x=0.5 in Professor Madhavan laboratories at Boston College. The choice of two 
concentration is such that x=0.35 is close to MIT phase boundary toward metallic side 
and x=0.5 is deep into the metallic region. Figure 6.6.1 (a) shows the resulting 
topography of STS measurements exploring the local density-of-states (LDOS) in the 
x=0.35 concentration. Strong inhomogeneity across nanometer length scales in this 
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sample is immediately apparent from the topography and reveals the coexistence of 
two distinct local environments whose representative tunneling spectra are plotted in 
Figure 6.6.1 (c). Dark regions with low LDOS in the corresponding map show fully 
gapped spectra paralleling that of the parent Sr3Ir2O7 insulating phase [7] reproduced 
in Figure 6.6.1 (f), while the bright regions reveal metallic regions with an enhanced 
LDOS. The striking nanoscale coexistence of both fully gapped and gapless, metallic 
regions in this sample demonstrate that the sample segregates into electronically 
distinct regions.  
 
Figure 6.5.3 (a) Radial scans through the antiferromagnetic Bragg reflection Q=(1, 0, 
2) for select concentrations of Sr3(Ir1-xRux)2O7. Intensity for each sample has been 
divided by the integrated area of the sample’s corresponding Q = (2, 0, 6) nuclear 
Bragg reflection. Solid lines are Gaussian fits to the data. Error bars are one standard 
deviation. (b) Ordered AF moments for Sr3(Ir1-xRux)2O7 scaled relative to the parent 
Sr3Ir2O7 insulator. Shaded areas denote boundaries between insulating, metallic, and 
critical MIT regimes. 
 
In exploring the extent of this segregation between electronic phases or doped-
carriers further, we also performed STS measurements on the metallic x=0.5 
concentration. These measurements reveal this sample to be globally gapless; 
however, the spectra also resolve a substantial degree of electronic inhomogeneity 
101 
 
within this nominal metal, as illustrated by a representative topography in Figure 6.6.1 
(b).  Correspondingly, the spectra plotted in Figure 6.6.1(d) again show two distinct 
shapes representing different local environments: one with suppressed V-shaped 
LDOS, and the second with enhanced LDOS and a spectrum that strongly resembles 
that of Sr3Ru2O7 [17].  To better illustrate this, a comparison with Sr3Ru2O7 is 
provided as shown in Figure 6.6.1 (e). The similarity between the hole-rich regions of 
the metallic x=0.5 sample and the pure bilayer ruthenate system is particularly 
striking, with the tunneling data resembling a thermally broadened version of a 
qualitatively similar electronic structure.  This combined with the strong 
inhomogeneity of this metallic state indicates that even the fully metallic compounds 
continue to remain electronically segregated over nanometer length scales.  
6.7 Discussion and Conclusion 
Our combined transport, magnetization, neutron scattering, and STS data 
viewed globally paint a picture of an electronically phase separated ground state for 
in-plane carriers doped within a Jeff=1/2 Mott phase, Sr3Ir2O7 as shown in the phase 
diagram (Figure 6.7.1(a)). Since the meaning of “electronic phase separation” is rather 
subtle at the nanoscale in doped transition metal oxides, we define its use explicitly 
here simply as the observation of two different local environments with distinct 
electronic properties. This general scenario of nanoscale phase separation either via 
the coexistence of distinct electronic phases or the direct segregation of holes results 
in the stabilization of two different local environments and a percolating conduction 
network sensed by our earlier transport measurements.  Bare charge accumulation into 
puddles of 1-2 nanometer length scales may not be energetically favorable due to 
unscreened long-range Coulomb interactions.  Without knowing the effective 
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screening length for the Coulomb interaction and the pinning potential for carriers, it 
is hard to quantify what the length scale should be in Sr3Ir2O7.   
 
Figure 6.6.1 (STM measurements of Sr3(Ir1-xRux)2O7. (a) Topography at a bias 
voltage of -100 mV for the x=0.35 concentration near the MIT. (b) Topography at a 
bias voltage of -100 mV for the x=0.5 metallic concentration. Intensity scales for 
topography in panels (a) and (b) are unique to each plot and their relative variation is 
shown via the color bar below the panels.  White bars in each plot denote the length 
scale of 3 nm. (c) Tunneling spectra collected in gapped and gapless electronically 
phase separated regions denoted by blue and yellow curves collected at white and 
black crosses in the corresponding map (d) Spectra for x=0.5 within two electronically 
phase separated regions denoted by yellow and blue curves collected at black and 
white crosses respectively in the topography.  (e) High resolution tunneling data 
collected within a bright region of the x=0.5 sample in panel (b).  Dashed line is low 
temperature STM data for Sr3Ru2O7 reproduced from Iwaya et.al [17].   (d) Spectra 
collected for Sr3Ir2O7 in regions with enhanced LDOS due to oxygen defects (yellow 
curves) and spectra collected away from defects showing the full charge gap (red 
curves). We note here that the inhomogeneity observed within the parent insulating 
system stems from relatively rare regions of oxygen defects and that the majority of 
the surface showed fully gapped behavior (red curves), whereas for the x=0.35 and 
x=0.5 systems the entirety of the samples showed strong electronic inhomogeneity 
across nanometer length scales.    
 
An alternative phase separation into electrically neutral, yet electronically 
distinct, phases separated by a first order phase transition is instead a likely 
mechanism; however we are unable to differentiate this from the pure carrier 
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segregation scenario.  Regardless of which scenario dominates, the carriers within 
metallic patches remain initially localized across ~1-2 nm length scales, and at the 
critical concentration where transport measurements show a MIT (x~0.35), this leads 
to the formation of metallic patches percolating within the fully gapped, spin-orbit 
Mott insulating background.  At Ru-substitution levels below x=0.35, the thermally 
driven MIT is therefore the likely result of the expansion of these metallic puddles 
due to thermal shifts in their free energy relative to insulating host phase. Phase 
inhomogeneity continues deep into the metallic regime, where our STS data directly 
demonstrate nm-scale texture in metallic Sr3IrRuO7 comprised of two distinct regions: 
(1) Large LDOS regions with an electronic response mirroring the 4d
4
 electronic 
spectrum of isostructural Sr3Ru2O7  [17] and (2) Regions with V-shaped spectra with 
LDOS suppressed close to the Fermi energy. Since their valence states are rather far 
from the Fermi-level, A-site doping in perovskite oxides is historically envisioned as 
controlling the filling of d-bands on the B-sites by donating their valence electrons to 
the entire system. The resulting doping mechanism gives rise to a rapid suppression of 
the Mott phase such as in A-site doped Sr2IrO4  [18] and Sr3Ir2O7. Our B-site doping 
in Sr-327, however, reveals that holes nominally added via Ru-substitution remain 
localized within the IrO2-planes until nearly 35% of the Ir 5d ions have been replaced, 
close to the classical 2D percolation threshold of 41% [19].Even beyond this 
threshold at 50% replacement; hole-rich regions remain phase separated. Given that 
Ru-doping is nominally a strong perturbation to the weakly insulating ground state of 
Sr-327, this observation is striking and suggests that Coulomb interactions and 
correlation effects remain essential across the majority of the phase diagram of this 
system.  
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Fig 6.7.1 Electronic phase diagram of Sr3(Ir1-xRux)2O7 (a) Evolution of electronic 
phases of Sr3(Ir1-xRux)2O7 as a function of Ru concentration. CAF-I denotes the 
insulating canted antiferromagnetic phase, PM-I denotes the paramagnetic insulating 
phase, AF-M denotes the AF ordered metallic state, and PM-M indicates the 
paramagnetic metallic regime. Squares indicate the onset of canted AF order 
determined with bulk susceptibility measurements, circles denote the onset of AF 
order as observed via neutron direction measurements, and triangles indicate the 
transition temperatures for thermally driven MITs near the phase boundary. (b) 
Illustration of the basal-plane showing electronically phase separated holes near the 
percolative threshold, which nucleate within the spin-orbit Mott insulating 
background of Sr3Ir2O7. Error bars in all plots represent one standard deviation. 
 
Our combined neutron scattering and STS data reveal that the AF ordered state 
that survives across the MIT has a spin-spin correlation length (ξ>200 Å) that spans 
across the phase separated puddles of gapped and metallic regions—revealing a 
globally AF ordered phase. Furthermore in concentrations doped close to the MIT, the 
recovery of the ordered AF moment to values nearly equaling that of the undoped 
parent Sr3Ir2O7 rules out any trivial superposition of chemically distinct phases. A 
magnetically ordered, metallic state beyond the MIT is reminiscent of the phase 
diagrams of (Ca1-xSrx)3Ru2O7  [20] and Ca2-xSrxRuO4 [21]; however, from our current 
measurements of Sr3(Ir1-xRux)2O7 the critical point is not directly tied to a structural 
phase transition. AF metallic states have also been proposed in disordered and binary 
alloy Mott phases as an intermediate state prior to the onset of Anderson localization 
[22, 23].   The global picture our data provide show that the physics here is more 
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complex than that of a trivially diluted AF system with percolative transport.  The 
percolating metallic network seemingly can be induced to order by the host AF 
matrix, which may explain why the ordered AF moment is actually enhanced near the 
region of maximum heterogeneous interface area at the MIT as well as why AF order 
survives across the percolation threshold where no infinite domain of the AF host 
persists. Local antiferromagnetism does however naively persist across the critical 
concentration and can continue to influence the metallic phase into the heavily Ru-
doped regime. Eventually this gives way to a globally gapless AF phase in the x=0.5 
sample. We propose the following picture of magnetic interactions within this system: 
When they are dilute within the matrix, Ru-doped holes behave in a manner consistent 
with isolated ions in the S=1 low spin state giving rise to the local moment response; 
however, increasing the Ru-doping level increases the density of these isolated 
magnetic impurities, eventually nucleating clusters of metallic regions (resolved 
directly in our STS measurements). Within these metallic puddles, whose percolation 
generates the MIT, the local moment should be quenched at low temperatures in a 
Fermi-liquid ground state; however, these puddles may still be magnetically ordered 
due to proximity of local AF order in neighboring regions and a large spin 
susceptibility arising from their nested Fermi surface pockets. Such an instability is 
indeed known to be present along the Q=(π, π) in-plane wave vectors of Sr3Ru2O7  
[24] where an enhanced density of states is nested at the Fermi level due to the 
structural zone folding.  In this regard, this suggests similarities to the 
thermally driven MIT in the prototypical Mott system VO2, where percolating 
metallic puddles display significant correlation effects [25]. More broadly, the 
survival of an ordered magnetic moment into the metallic state of the system 
demonstrates that electron-electron correlations remain relevant across the MIT of this 
2 ´ 2
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system and argues against the picture of Sr3Ir2O7 as a trivial band-insulator simply 
driven by the zone-folding that occurs at the onset of AF order. The evolution of AF 
order across the MIT in the phase diagram of this hole-doped spin-orbit Mott insulator 
demonstrates that a rich interplay can be realized at the boundary between a novel 
Jeff=1/2 insulator and a correlated metal. The localization of Ru-doped carriers into a 
phase separated ground state surprisingly parallels the strongly correlated phase 
behavior of 3d-transition metal oxide systems such as the B-site doped correlated 
manganites [26--29] and reveals that correlation physics can play a dominant role in 
the electronic phase formation of a doped spin-orbit Mott insulator. Our findings 
demonstrate that correlation effects felt by carriers introduced within in a 5d Mott 
phase remain robust enough to drive electron localization, a key ingredient in 
emergent phenomena such as high temperature superconductivity and enhanced 
ferroic behavior.  This opens up a new frontier for exploring correlated electron 
phases within the presence of strong spin-orbit coupling effects inherent to a 5d-
electron setting. 
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Chapter 7: Iron Based Superconductors 
(In this chapter I will present results of our neutron diffraction experiment revealing 
the effect of uniaxial pressure on the structural and magnetic phase behavior of the 
parent and electron (Co) doped compound Ba (Fe1-xCox) 2As2. Most of the work 
described in this chapter is published in an article by Dhital et al “Effect of uniaxial 
strain on the structural and magnetic phase transitions in BaFe2As2” Phys. Rev. Lett. 
108, 087001 (2012)). 
7. 1 Introduction 
Iron based superconductors are a class of high temperature superconducting 
materials having iron as one of the constituent elements. The name begins with the 
discovery of superconductivity in LaO1-xFxFeAs at a temperature of 26 K in February 
2008 [1]. This work has invited many researchers to focus on different iron based 
compounds resulting in the discovery many different families of iron based 
superconductors with TC as high as 56 K like: 1111 families, 122 families, 111 
families, 11 families, 21311 families, 32522 families etc. Figure 7.1.1 shows the 
different families of compounds with highlighted FePn/Ch plane.  
 There are some obvious reasons why these compounds are interesting systems 
to study, the first reason being the coexistence of superconductivity and magnetism 
[2]. Second reason is the existence of wide variety of compounds that provide a 
playground for research. A third reason is the multiband nature of the Fermi surface 
which adds additional complexity to the problem. They also have high critical current 
and critical fields compared to cuprates which may be useful in power engineering 
[2]. More than that, the coexistence of magnetism and superconductivity may find its 
application in spintronics. All these families of superconductors share some common 
properties (certainly with some exceptions) which can be summarized as below [3]. 
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1. All families have at least a two dimensional plane of FePn/Ch tetrahedra as 
shown in Figure 7.1.1. The superconducting transition temperature TC is a 
function of bond angles as well as height of Pn/Ch above the Fe layer. 
2. 3d electrons of iron are at the Fermi level and take part in superconductivity. 
3. Unlike cuprates, the parent compounds are spin density wave metals (bad 
metals). 
4. The iron moments in most of the compounds are magnetically ordered at least 
in some part of the phase diagram and even coexist with superconductivity. 
5. The parent compounds of 1111 and 122 families of compounds are non-
superconducting. Both electron and hole doping introduce superconductivity.  
6. All the parent compounds of 1111 and 122 families of compounds have either 
simultaneous or nearly simultaneous structural and magnetic transitions [4,5] 
however in 111 or 11 systems this rule doesn’t always apply. 
7. There is Fermi surface nesting between multiple 3d bands. 
8. There is evidence of presence of broken C4 rotational symmetry phase 
regarding the electronic properties even if the system maintains C4 crystalline 
symmetry [6]. 
The details of each family of compounds have been comprehensively 
reviewed in a few good review papers [2,3,7--10] in this field which give a broad 
overview of these superconducting compounds.  This work is focused on the 
structural and magnetic phase behavior of the parent and doped 122 systems namely 
Ba(Fe1-xCox)2As2 under the application of uniaxial pressure applied in this 
electronically anisotropic phase. I will discuss about the need for applying uniaxial 
pressure and its consequences in the subsequent sections. 
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Figure 7.1.1 Different families of iron based superconductors. Reproduced from 
Paglione et.al [9] 
7.2 Phase Diagram of Ba (Fe1-xCox) 2As2 system 
 This is one family among different families of iron-based superconductors 
abbreviated as 122 families. The parent compound BaFe2As2 undergoes almost 
simultaneous structural and magnetic phase transitions from high temperature 
tetragonal paramagnetic phase to low temperature orthorhombic antiferromagnetic 
(spin density wave) phase at a temperature of about T= (136 K-140 K). Under 
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ambient conditions, the electron doping (Co doping) introduces following effects as 
shown in the phase diagram [Figure7.2.1]. 
1. The structural transition temperature (TS) and magnetic transition temperature 
(TN) are lowered. 
2. The splitting of these two transitions TS-TN increases progressively with 
increasing dopant concentration. 
3. The magnetic transition changes its nature from almost first order to 
continuous about the tricritical point x=0.22. 
4. Superconductivity and magnetism coexist in the underdoped side of the phase 
diagram but the magnetism vanishes completely at the optimal doping where 
TC is maximum (xop=0.6, TCmax=22K). The magnitude of the ordered moment 
decreases monotonically from about 1μB/Fe in parent compound to 
immeasurably small value in the optimally doped compounds. 
5. The orthorhombicity defined by:
( )
( )
o o
o o
a b
a b




 (where ao and bo are 
orthorhombic a and b axis lattice parameters) decreases progressively with 
doping and becomes immeasurably small upon optimal doping.  
6. The superconducting dome is anisotropic. The rate of increase of TC in 
underdoped region is higher than rate of decrease of TC in overdoped region 
because the superconductivity and magnetism compete with each other in the 
underdoped region for the same electrons. 
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Figure 7.2.1 (a) Phase diagram of Ba (Fe1-xCox) 2As2 system along with crystal and 
magnetic structures. The red point denotes tricritical point (xtr,Ttr) [3,11--13].  
7.3 Nematicity and Detwinning 
One of the central questions in understanding the electronic phase behavior of 
the iron pnictide high temperature superconductors (high-Tc) remains the unresolved 
origin of their ubiquitous tetragonal-to-orthorhombic structural distortions in both 
parent and underdoped concentrations. While the distortion itself is subtle, resulting in 
a relative elongation of the basal plane a-axis by about 1%, it is widely believed to be 
a secondary effect driven by electronic symmetry breaking such as orbital order [14] 
or low energy spin fluctuations [8,15,16]. In a number of scenarios considered, the 
microscopic origin for this structural distortion is rooted in the presence of an 
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otherwise hidden, electronic, nematic [6,17,18] phase whose fluctuations are 
ultimately suggested to play a role within the superconducting pairing mechanism. To 
date, however, this scenario remains a subject of active investigation. As part of this, 
one of the key metrics sought as a signature of nematicity (broken rotational 
symmetry while preserving discrete translational symmetry) is an indication of C4-
symmetry breaking within the electronic properties of the iron pnictides in an 
otherwise nominally paramagnetic, tetragonal (C4-symmetric) phase. Numerous 
experimental probes such as dc-transport [6,19,20], optical conductivity [21], 
scanning tunneling microscopy [22], angle-resolved photoemission [23], neutron 
scattering [24], and magnetic torque [18] measurements have either directly or 
indirectly resolved the presence of the electronic behavior violating the C4 rotational 
symmetry within the FeAs planes of different families of iron pnictide high-Tc 
systems. Initial studies relied on bulk probes of crystals which manifested twin 
structural domains below their tetragonal-to-orthorhombic structural distortion 
temperatures (TS) [Figure 7.3.1]. These bulk studies necessarily rely on a symmetry 
breaking field [6,25]  which biases twin domain formation and allows uniquely 
defined directions within the basal planes of these systems. The symmetry breaking 
fields are typically comprised of simple uniaxial strain applied to the underlying 
crystalline lattice; however magnetic fields [6] are also utilized. In both cases, the 
strong spin-lattice coupling inherent to these materials necessarily results in the 
perturbation of both the underlying nuclear lattice and the antiferromagnetic order as 
the system are prepared for study. Correspondingly, the core observation of the 
nematic behavior inherent to these systems, as seen via bulk probes, stems from their 
dramatic susceptibility to the perturbations brought on by these external symmetry 
breaking fields, which ultimately allow the nematic order parameter to develop. A 
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variety of scenarios have been proposed in modeling the microscopic origin of the 
nematic susceptibility in the iron-based high-Tc compounds such as orbital 
ordering/fluctuations [14,23], low-frequency spin dynamics [24], or, more recently, 
scenarios that incorporate both effects [26]. Regardless of the primary driver of the 
electronic nematicity, a second debate has focused on the relationship between 
impurity scattering/in-plane defects and the origin of the nematic response [27,28]. 
This second debate is rooted in whether the dopant atoms themselves introduce 
anisotropic scattering effects that bias bulk measurements (such as charge transport 
studies) or whether the electronic anisotropy stems directly from a Fermi surface 
instability [29] that is simply tuned via charge-doping.  
 
117 
 
Figure 7.3.1 Illustration of twinning [6] (a) tetragonal single domain (b) 
Orthorhombic twin domains formed after structural distortion. (c) X-ray diffraction 
peak for (220)T domain (d) X-ray diffraction peaks for twin orthorhombic domains (e) 
small aluminum device (detwinner) designed for applying uniaxial pressure [30]. 
 
 The application of external uniaxial pressure to define unique crystallographic 
direction for the measurement of electronic properties is called detwinning (stop twin 
domain formation). But this uniaxial pressure itself can bring a change in the 
structural and spin behavior of the system because of the spin-lattice and orbital-
lattice coupling inherent in these systems. In the following sections I will discuss 
about our experiments focusing on the effect of uniaxial pressure on the structural and 
spin behavior of the parent and underdoped system. 
7.4 Effect of Uniaxial Pressure on Structural and Magnetic Phase Behavior of Ba 
(Fe1-xCox) 2As2 
 The bilayer pnictide system Ba (Fe1-xCox) 2As2 has proven a well-studied 
platform for exploring the above mentioned scenarios of electronic anisotropy [20]. In 
seminal charge transport studies, data showed that in-plane transport anisotropy 
surprisingly persisted well above the nominal tetragonal-to-orthorhombic transition 
temperature and the extent of this high temperature transport anisotropy evolved as a 
function of electron-doping [20]. Subsequent studies, however, reported that post-
growth annealing and alternative means of doping dramatically dampen this 
anisotropy, suggesting the dominant role of an anisotropic scattering mechanism 
driven by in-plane dopant impurities [28,31]. Adding to the debate, recent results have 
shown that, above the nominal TS, strain-induced anisotropy is independent of relative 
levels of disorder in samples with similar antiferromagnetic (AF) ordering 
temperatures (TN) [29]. Strain-induced anisotropy in this high-temperature, 
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paramagnetic regime is widely interpreted as directly resulting from incipient nematic 
order; however direct measurements of the strain-induced response of correlated 
magnetic order and its evolution upon doping in this regime are notably lacking. In 
this thesis, I will focus first on the structural and magnetic phase behavior of parent 
BaFe2As2 under different level of uniaxial pressure and then subsequently on the 
magnetic phase behavior of the Co doped system in presence of same level of uniaxial 
pressure. 
7.5 Experimental Details 
 The single crystal samples were grown in Oak Ridge National Laboratory 
(Athena Sefat’s group) using standard self-flux techniques [32]. The samples were cut 
along either orthorhombic a-axis [1 0 0] or b-axis [0 1 0] and mounted on a small 
aluminum device in [H O L] scattering plane. The force was applied along 
orthorhombic b-axis [0 1 0] (except one case where force was applied along 
tetragonal b axis) and the pressure was monitored using Belleville washer as shown in 
Figure 7.3.1(e). Assuming the Belleville washer is within the elastic limit, the 
pressure was calculated using relation P = -kx/A, where k is the elastic constant of 
washer, x the displacement from the initial position and A is the area of cross-section 
of the crystal. The pressure was applied at room temperature and kept fixed and the 
sample was loaded into the closed cycle refrigerator with He-exchange gas. We label 
all the lattice vectors and momentum transfers using reciprocal lattice units (r.l.u) in 
orthorhombic settings. Neutron scattering experiments were carried out on C-5 triple 
axis spectrometer and N-5 triple axis spectrometer in Canadian Neutron Beam Center 
Chalkriver, Canada and HB-1 and HB1-A triple axis spectrometers in High Flux 
Isotope Reactor (HFIR), Oakridge. Experiments on N-5 and C-5 were performed with 
a pyrolitic graphite (PG) monochromator and analyzer (Ei=14.5 meV) with a PG filter 
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placed after the sample and collimations of 30’-60’-sample-33’-144’. The HB1 and 
HB1-A  setup consisted of a double-bounce monochromator (Ei=14.64 meV), PG 
analyzer with a PG filter before the sample collimations of 48’-80’-sample-80’-240’. 
 In our experiments, we identify the onset of the structural distortion (TS) via 
radial scans through the nuclear Q= (2, 0, 0) reflection. In the nominal case (without 
uniaxial pressure) the structural distortion is identified by significant change in the 
Gaussian width of this radial scan due to the formation of twin orthorhombic domains. 
The center of (2, 0, 0) peak however corresponds to a domain-weighted average 
lattice parameter, and this lattice value also shifts as the system distorts through TS 
due to the inequivalent expansion/contraction of the in-plane a/b-axes. We simply 
label this value as the “a-axis" lattice constant since it is the apparent value in our 
scattering experiments. For the magnetic order parameter, we record the Q = (1, 0, 3) 
peak intensity as function of temperature. The temperature at which the peak intensity 
exceeds the background level is roughly defined as the onset of antiferromagnetic 
ordering temperature (TN). In the following sections, the study is divided into two 
cases: (a) response of TS and TN to different levels of uniaxial strain in parent 
compound (ii) Effect on TS and TN for different doping for the same level of uniaxial 
pressure. 
7.6 Effect of Uniaxial Pressure on TS and TN for Parent BaFe2As2 
 As mentioned earlier, the measurement of structural distortion temperature 
(TS) requires radial scans along Q= (2, 0, 0) direction. We performed radial scans 
under 3 different conditions of uniaxial pressure: P=0 MPa, P=0.5 MPa, and P=0.7 
MPa.  
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Figure 7.6.1 Peak widths and lattice parameters determined from Gaussian fits to the 
Q = (2, 0, 0) nuclear reflection plotted in (a),(b), respectively. Fit parameters show the 
evolution of the phase behavior as pressure along the b axis is increased incrementally 
in the same crystal. The insets show the global picture of the phase transition. Radial 
scans through Q= (2, 0, 0) both above and below TS, with (c) 0 MPa and (d) 0.7 MPa 
of uniaxial pressure applied. Horizontal bars show the FWHM of the Gaussian fits. 
 
The peak widths and resulting lattice parameters determined by the Gaussian 
peak fits to the (2, 0, 0) nuclear Bragg peak are plotted as a function of temperature 
for three strain fields in Figure 7.6.1(a) and 7.6.1 (b) respectively. The (2, 0, 0) peak 
width broadens at TS =135.7 K in the strain-free case consistent with the expected TS 
from previous studies; however, as pressure along the [0 1 0] axis is increased 
progressively to 0.7 MPa, the broadening observed at TS vanishes. This is explicitly 
shown in Figures. 7.6.1 (c) and 7.6.1 (d), where the (2, 0, 0) peak is shown above and 
below TS in both 0 and 0.7 MPa, respectively. Within the resolution of our 
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measurements, there is no resolvable width change in peak line shape once 0.7 MPa is 
applied, suggesting that the crystal has been substantially detwinned. In order to 
resolve the onset of the structural phase transition as the crystal is progressively 
detwinned, the longer in-plane lattice parameter a is plotted as a function of 
temperature in Figure. 7.6.1(b) for the three different applied pressures. Here, the shift 
in the average in-plane lattice parameter for the strain-free crystal simply reflects the 
asymmetric splitting between a and b axes as the structural phase transition sets in; 
however, under 0.7 MPa of pressure, it is immediately apparent that the onset of TS 
has shifted upward in temperature to TS =147 K. Figure 7.6.1 (b) explicitly 
demonstrates that, as pressure is increased, the onset temperature for TS shifts 
systematically upward as strain fields approaching the detwinning threshold are 
approached.  
 
Figure 7.6.2 (a) Intensity (I∝ M2) at the Q= (1, 0, 3) AF peak position normalized by 
the (0, 0, 4) nuclear peak plotted as a function of temperature for different pressures 
applied along the b axis. The inset shows the magnetic phase transition over the entire 
temperature range. Dashed lines are power-law fits, as described in the text. (b) Scan 
Q = (1, 0, 3) at T =142 K with nonmagnetic background subtracted. Horizontal bar 
indicates the FWHM of the (1, 0, 3) reflection measured at 3 K. 
We also tracked down the effect of uniaxial pressure on the spin behavior of 
this parent system. As mentioned already, the peak intensity of Q= (1, 0, 3) magnetic 
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peak as function of temperature corresponds to the good magnetic order parameter. 
We measured temperature dependence of the peak intensity for different pressure 
which is plotted in Figure 7.6.2 (a). Similar to the response of the structural phase 
transition, the onset of magnetic order systematically increases as strain is increased 
across the sample. Specifically, an enhanced tail of magnetic scattering appears that 
deviates from the previously modeled power-law behavior. Previous studies [5] in 
strain-free BaFe2As2 have already demonstrated that this kind tail of scattering is 
present across a similar range of temperatures (albeit at much lower intensities) and 
suggest that the application of strain enhances the volume fraction of the ordered 
moment formation across this higher temperature scale. The spin order that develops 
in this tail of scattering shown in Figure 7.6.2(b) is long-range, with a minimum spin-
spin correlation length at 142 K of ξ = 208 ± 19 Å identical within error to data 
collected at 3 K in this sample. The diameter of the correlation length was found via
2
2ln 2
w
  , where w is Gaussian peak width in Å-1. 
Looking at Figure7.6.2 (a), at T = 3 K, the relative scattering intensity from 
magnetic moments contributing to the (1, 0, 3) reflection [determined by normalizing 
the (1, 0, 3) to the (0, 0, 4) nuclear peak intensity] increases upon the application of 
increased strain. This may be simply due to the progressive reduction of the volume 
fraction of the sample with magnetic domains whose moments are oriented out of the 
scattering plane. We note, however, that, if we assume no twinning under 0.7MPa, the 
ordered moment at 3 K is only 0.87 μB, relative to 1.04 μB measured in the twinned, 
zero-strain state suggesting that the sample remains partially twinned ( ~43%) at 0.7 
MPa pressure or the variation of moment itself with the applied pressure. The tail of 
scattering above TN in Figure 7.6.2 (b) at present does not seem to originate from a 
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simple picture of critical fluctuations above a second-order phase transition, given the 
lack of a resolvable divergence in the 3D spin-spin correlation length; rather, the 
enhanced magnetic scattering seems to stabilize over large domains within the sample 
as strain is increased.  
As an approach to understand the mechanism behind this large shift in TS and 
TN, we applied relatively large strain field of ≈2.2 MPa along b axis i.e. [0 1 0] 
direction in a different piece of parent compound. The results are plotted in Figure 
7.6.3. Consistent with our first sample, there is a sizeable shift in TN, onset which is 
almost same as the TN, onset of the previous sample with relatively low pressure of 
0.7 MPa. This may indicate that the shift in TN is locked irrespective of the pressure 
value. Similar to the previous sample, the apparent intensity of the magnetic peak 
increases due to the detwinning effect of the uniaxial pressure which rotates a larger 
volume fraction of the magnetic domains into the scattering plane. Naively, one 
would expect apparently doubled magnetic intensity once the sample is completely 
detwinned, however we only observe about 50% increase in the magnetic intensity 
despite the fact that the in-plane nuclear reflections no longer exhibit any broadening 
at the structural distortion as plotted in Figure 7.6.3 (b). Regarding the structural 
response at this high strain field, the sample is completely detwinned by 2.2 MPa 
which is evident from the absence of broadening of Gaussian width of (2, 0, 0) radial 
scans as shown in Figure 7.6.3 (b). Although the structural distortion temperature (TS) 
is not rigorously defined due to presence of symmetry breaking field, we define a 
temperature TS,onset where sample’s phase transition is detectable above any subtle 
distortion induced via strain as shown in Figure 7.6.3 (c). This temperature 
(TS,onset=157 K) is clearly decoupled from the onset of antiferromagnetic ordering 
temperature which was not clear in our previous study [30]. 
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Figure 7.6.3 Neutron scattering data collected on the BaFe2As2 (x=0) sample. (a) 
Raw data showing the square of the magnetic order parameter collected at the (1, 0, 3) 
AF Bragg peak as a function of temperature. Red triangles and blue diamonds show 
the evolution of AF order for 0 MPa and 2.2 MPa of uniaxial pressure applied 
respectively (b) Temperature evolution of the fit Gaussian width of the Q=(2, 0, 0) 
reflection for both 0 MPa (red triangles) and 2.2 MPa (blue diamonds). (c) 
Temperature evolution of the effective a-axis for both 0 MPa and 2.2 MPa uniaxial 
pressures. (d) Raw data showing the magnetic order parameter squared collected at 
the (1, 0, 3) reflection and the Gaussian width of the nuclear (2, 0, 0) reflection plotted 
as a function of temperature. This data was instead collected with 2.2 MPa uniaxial 
pressure applied along the [1 1 0] direction. 
 
We also performed a similar experiment on another different piece of parent 
compound but this time applying uniaxial pressure of about 2.2 MPa along 
orthorhombic [1 1 0] direction i.e. [0 1 0] direction in tetragonal notation. Although, 
TN and TS of this sample are different from the previous two samples, there is no shift 
in the onset temperature for both structural distortion and magnetic ordering [Figure 
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7.6.3 (d)]. The absence of a high-temperature tail within the AF order parameter for 
this case of [1 1 0]-oriented pressure explicitly demonstrates that the strain-induced 
enhancement of AF order in this system stems solely from uniaxial strain fields 
oriented parallel to the in-plane orthorhombic [0 1 0] axes. This fact directly parallels 
charge transport anisotropy effects and suggests that the enhancement of AF order and 
the large lattice response to the uniaxial strain stem from the same susceptibility. 
7.7 Evolution of Spin Susceptibility with doping in Ba(Fe1-xCox)2As2 under 
Uniaxial Pressure 
We now turn our attention to the underdoped side of the phase diagram that 
covers the entire region corresponding to first order magnetic transition as well as 
second order magnetic transition [11]. Similar measurements across Q= (1, 0, 3) and 
Q = (0, 0, 4) were performed with pressure applied along orthorhombic b axis i.e. [0 1 
0] direction. Figure 7.7.1 shows the response of AF order parameter under 
comparable levels of uniaxial strain ≈2 MPa. There is upward shift in the AF order in 
all samples similar to the parent system. For, x=0.015 concentration, the first order 
magnetic phase transition develops a prominent strain-induced tail, mirroring the 
parent phase behavior; however, unlike the parent material, the apparent magnetic 
intensity fully doubles in this sample under applied pressure. This may suggest a 
complete detwinning of the sample, although the behavior of the parent crystal 
(discussed earlier) suggests that the ordered moment may also evolve under uniaxial 
pressure. For the two concentrations on the second order side of tricritical point 
(x=0.030 and x=0.040), applied pressure also manifests a similar high-temperature tail 
in the AF order which convolves with the power law behavior of the order parameter.  
We also measured near optimally doped sample (x=0.06) with the same 
procedure. This sample nominally lacks long-range AF order, and the goal here was 
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to explore the possibility of inducing AF order under modest uniaxial pressure. The 
data shown in Figure 7.7.2 show that no ordered moment develops above 5 K under 
the application of pressure, and the system remains paramagnetic within resolution. 
This is consistent with the near vanishing transport anisotropy [20] at this 
concentration.  
 
Figure 7.7.1 Raw data showing the temperature evolution of the magnetic order 
parameter squared, collected at the (1, 0, 3) reflection under 0 MPa (red triangles) and 
2 MPa (blue triangles) pressure applied along the [0 1 0] axis. Data for the x =0.015, x 
=0.03, and x =0.04 samples are plotted in panels (a), (b), and (c) respectively. Insets 
in each panel show an expanded view of thermal evolution of the order parameter. 
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Figure 7.7.2 Radial Q-scans through (1, 0, 3) AF Bragg position both in zero pressure 
(a) and 2 MPa (b) for x=0.06 Co-doped sample. Data was collected at 5K and 100K. 
 
Figure 7.7.3 shows the background subtracted radial scans collected within the 
tail of the strain-induced AF order parameter for all 3 samples. The data here simply 
reinforce our earlier observation that the AF order induced by strain fields is long-
range within the resolution of our measurements. The difference in peak widths 
between Figure 7.7.3 panels (a,b) and panel (c) arises from differing spectrometer 
resolutions stemming from the use of different instruments and collimations. The 
experimental Bragg resolution (defined by the Gaussian full width at half-maximum 
of the resolution ellipsoid) for each measurement is illustrated as a central line in each 
sample in Figure 7.7.3 panels (d-f). These plots more clearly illustrate the gain in the 
apparent, saturated, long-range ordered AF moment under the application of uniaxial 
pressure.  
We also plotted the structural distortions in Co doped samples which are 
presented in Figure 7.7.4. For the x=0.015 concentration, the in-plane nuclear (2, 0, 0) 
reflection distorts simultaneously with the onset of AF order under zero strain. Under 
[0 1 0] - oriented pressure, this sample detwins within resolution and the onset of TS 
decouples from TN and shifts substantially upward-similar to the response of parent 
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material. For x=0.030 and x=0.040 concentrations, similar levels of uniaxial pressure 
also shift the onset of TS upward; however neither of these samples are appreciably 
detwinned under this same level of pressure. This is consistent with higher Co-
impurity concentrations pinning domain boundaries that subsequently require a higher 
strain field to bias through TS. While the precise pressure necessary to detwinn a 
sample is largely an extrinsic quantity, to best of our knowledge there has been no 
systematic study reporting the evolution of the pressures necessary to detwinn Co-
doped Ba-122 in similar quality samples. 
An alternative means of analyzing the AF order parameter under strain is to fit 
AF order parameters as simple power laws broadened by a distribution of ordering 
temperatures within the sample. This broadening would potentially be due to an 
inhomogeneous strain field imposed across the crystal that nucleates AF order across 
a distribution of temperatures. The presence of a severely inhomogeneous strain field 
would naively be unable to account for the sharp nuclear (2, 0, 0) peak throughout the 
structural phase transition in the parent and x=0.015 samples; however, if the volume 
fraction of high strain regions is small enough, it is conceivable the expected 
structural broadening may be diminished below experimental resolution. In either 
case, fitting the magnetic order parameter to a Gaussian broadened power law 
behavior generates an alternative metric for assessing the influence of uniaxial strain 
on the development of AF order. 
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Figure 7.7.3 Background subtracted radial Q-scans through the (1, 0, 3) AF Bragg 
position collected within the pressure-induced high-temperature AF "tail" of the order 
parameter for the x =0.015 (a), x =0.03 (b), x =0.04 (c) samples. Data showing radial 
scans collected in the saturated region of the AF order parameter under both zero 
pressure and 2 MPa are plotted for x =0.015, x =0.030, and x =0.040 in panels (d), (e), 
and (f) respectively. 
For each magnetically ordered sample (x=0, 0.015, 0.03, 0.04), the data was fit to 
a power law of the form [33]  
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Here β is the critical exponent and σ is the thermal width of the Gaussian distribution 
of TN within the sample. It was assumed that zero strain β values remained unchanged 
upon the application of small levels of strain. This served to more reliably decouple β 
and σ values as the system transitions into the second order regime (above tricritical 
point). 
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Figure 7.7.4 Gaussian widths of the (2, 0, 0) nuclear reflection measured both under 0 
MPa (red triangles) and 2 MPa (blue diamonds) uniaxial pressure for the (a) x =0.015, 
(c) x =0.030, and (e) x =0.040 samples. The corresponding effective a-axis lattice 
parameters determined by the (2, 0, 0) peak position are plotted for these same 
samples in neighboring panels (b), (d), and (f) respectively. 
 
Figure 7.7.5 shows the results of Gaussian-broadened fits to the square of 
magnetic order parameters of the x=0, 0.015, 0.03 and 0.04 samples both with and 
without uniaxial pressure applied along the [0 1 0] axis. Within error, the application 
of ≈ 2 MPa uniaxial pressure along the b-axis induces an increase of the effective 
Gaussian width of distribution of TN by approximately 2 K for all samples. This 
uniform increase in the distribution of TN effectively models the high temperature tail 
of AF order parameter and is accompanied by an upward shift in the average TN of 
≈3.5 K(within error) for all samples excluding the x=0.015 sample. This x=0.015 
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sample shows a minimal shift in its central TN, potentially reflective of its closer 
proximity to the tricritical point at x=0.022. The fit β values using this fit method 
were consistent with earlier observations of a near two-dimensional Ising exponent on 
the first order side of the tricritical point with β = 0.14 ± 0.02 for x=0.015 which then 
transitions to β = 0.25 ± 0.02 for x=0.030 and β = 0.23 ± 0.01 for x = 0.040 on the 
second order side of the tricritical point. Ultimately, this alternative form of analyzing 
the magnetic order parameters under strain reveals a similar conclusion to the simple 
method of identifying the AF onset temperature discussed previously-namely that the 
absolute thermal shift in the onset of long range AF order under pressure is nearly Co-
doping independent. 
 
Figure 7.7.5  The results of power law  fits  with a Gaussian distribution of TN (as 
described in the text) are plotted in panels (a-d) for the x =0, 0.015, 0.030, and 0.040 
samples respectively. Fits are plotted for both 0 MPa (red triangles) and 2 MPa (blue 
diamonds) pressures. The corresponding fit parameters are summarized in Table 
7.7.1. 
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7.8 Discussion and Conclusion 
As mentioned earlier, in this chapter, we focused on two different aspects (i) 
The response of structural and magnetic behavior to different levels of uniaxial strain 
in parent compound and (ii) Evolution of spin behavior with doping in presence of 
same level of uniaxial pressure. 
 In parent compound the thermal shift in both TS and TN increases 
progressively with uniaxial pressure. But the onset of long range AF order seems to 
be locked at about 146-147 K (for P =0.7MPa as well as 2.2 MPa), however the 
structural distortion temperature continuously increases reaching up to about 157 K at 
2.2 MPa pressure meaning that the onset of structural distortion and the magnetic 
ordering are decoupled. 
x TN (0 MPa) σ (0 MPa) TN(2 MPa) σ (2 MPa) 2β 
0.000 135.6 ± 0.1 0.6 ± 0.1 139.1 ± 0.3 2.6 ± 0.2 0.22 ± 0.02 
0.015 117.1 ± 0.1 0.23 ± 0.06 118.4 ± 0.3 2.5 ± 0.2 0.27 ± 0.02 
0.030 75.2 ± 0.2 1.3 ± 0.4 79.6 ± 0.6 4.2 ± 0.7 0.49 ± 0.03 
0.040 66.0 ± 0.1 2.8 ± 0.3 69.3 ± 0.5 4.7 ± 0.5 0.46 ± 0.02 
 
TABLE 7.7.1 Parameters for Gaussian-broadened power law fits of AF order 
parameters as described in the text. Units of temperatures and Gaussian widths are in 
Kelvin. 
 
In the case of our doping dependent study, since the definition is TS is not 
strict, we mainly focused on thermal shift of TN for all concentrations under same 
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level of strain field. Figure 7.8.1 (a) shows the pressure normalized shift in the onset 
of TN,onset upon applying pressure along the [0 1 0] axis i.e. the plotted quantity is   
,( , ( ) (0))
[ ]
N Onset N OnsetN
Onset
T P TdT
P P

 . Here TN,onset is determined empirically at the 
first temperature at which long-range AF order is observed above the background and 
P is the applied pressure. The second panel in Figure 7.8.1 (b) plots the shift in the 
mean distribution of TN plus the increase in half-width at half maximum of the 
modeled distribution of TN using the Gaussian-broadened power law fits plotted in 
Figure 7.7.5. 
 
Figure 7.8.1 The shift in the empirically observed onset of TN,Onset normalized by the 
applied pressure is plotted as a function of doping in panel (a). The doping dependent 
shift in the average TN;Avg determined by the fitting parameters of Table 7.7.1 and 
defined in the text is normalized by the applied pressure and plotted in (b). 
Explicitly, we defined a quantity , 2ln 2N Avg NT T    to define effective 
shift in the leading edge of the tail of the AF order parameter using this alternative 
metric and the corresponding relation , ,
( ) (0)
[ ]
N Avg N AvgN
Avg
T P TdT
P P

 . In both ways 
of defining the pressure normalized thermal shift, the thermal shift of onset 
temperature seems to be independent of the doping concentration for same level of 
strain field. However, it corrrespondingly diverges as a fraction of TN as Co-doping 
suppresses AF order as shown in Figure 7.8.2. This finding is seemingly at odds with 
the previous phenomenological models which predict a decrease in the strain response 
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of AF order as the structural and AF transitions are decoupled upon electron doping. 
For instance, a previous analysis based on Ginzberg-Landau treatment of the 
magnetoelastic coupling of the structural and magnetic order parameters predicts that 
the shift in TN under uniaxial stress should vary as 
1/ ( )N S NT T T
     [34] . 
Similarly, a minimal microscopic J1-J2-JZ model with nearest neighbor biquadratic 
coupling suggests that the shift in TN should scale as ( )S NT T
  with an exponent 
γ>2 [35]. Recent Monte Carlo simulations simultaneously treating both the spin-
lattice and orbital-lattice couplings within the Hamiltonian [26] suggest that additional 
degrees of complexity such as modified orbital lattice coupling upon electron-doping 
will likely need to be accounted for in future theoretical efforts to model AF order’s 
response to symmetry breaking strain fields in Co-doped Ba-122. 
 
 
Figure 7.8.1 Shift of TN as a fraction of TN and applied pressure. 
Generally, in the presence of strain, C4 symmetry is broken, and we don’t 
expect a sharp structural transition in our measurements. For the scenario in which 
orbital ordering drives the underlying lattice instability, the onset of the C4 symmetry 
breaking structural orthorhombicity due to the applied strain field lifts the degeneracy 
of the dxz and dyz orbitals and rounds off the orbital ordering transition. This enables a 
small but non-zero orbital imbalance at higher temperatures over the regime where the 
orthorhombic structure distortion is observed. This orbital configuration potentially 
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promotes AF SDW order and increases the transition temperature TN below which the 
required time reversal symmetry breaking takes place. 
Our data suggest a reduction in the AF ordered moment of parent BaFe2As2 
under uniaxial pressure which is consistent with recent predictions from ab initio 
density functional theory (DFT) [36]. Pressure induced changes in pnictogen height 
are predicted to modify the resulting ordered moment as in-plane stress is applied; 
however we note here that the effect we observe occurs at significantly lower 
pressures than those modeled in Ref [36]. It is difficult to completely preclude the 
effect of remanant twin domains changing the apparent moment value, but to provide 
an estimate, we can simply assume that the structural peaks serve as a reliable 
indicator for when the sample has been completely detwinned. Using this assumption, 
the ordered moment has been reduced by 12% relative to its stress free value under 
the application of ≈2 MPa. Upon doping a slight amount of Co-impurities however, 
this effect seems to diminish and the 1% Co-doped sample shows complete 
detwinning without an effective AF moment change under similar level of pressure. 
The decoupling of TS and TN under uniaxial pressure suggests that the 
magnetic order parameter shifts upward in temperature as a secondary effect driven 
by the pressure enhanced orthorhombicity of the lattice. This decoupling occurs for 
both Co-concentrations measured below the magnetostructural tricritical point in the 
electronic phase diagram (x=0, x=0.015), and more generally the separation between 
TN and TS appears to depend on the magnitude of applied uniaxial pressure. From 
phenomenological models, the differing response of both TS and TN to strain can 
readily be explained via the magnetoelastic coupling constant which necessarily 
dampens the shift of AF order relative to the shifted temperature at which significant 
orthorhombic distortion sets in. Another possible explanation may arise from a 
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varying response of spin-lattice and orbital-lattice coupling strengths which 
respectively tune the relative response of AF and structural order parameter to the 
applied pressure. 
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Chapter 8: Conclusion and Future Works 
The results presented in chapter 4 to 6 helped to increase the present 
understanding regarding the electronic/magnetic behavior of the single layer and 
bilayer compounds of the Ruddelsden-Popper series oxides. Chapter 4 presents the 
result of the neutron scattering study on the single layer compound Sr2IrO4.  This 
study reveals an antiferromagnetic spin structure lying in the ab plane and oriented 
along a unique axis with the ordered moment of 0.36 µB/Ir. This moment is 
comparable to that of bilayer compound Sr3Ir2O7. Our  results also reveal the presence 
of previously unreported structural superlattice peaks suggesting a discrepancy with 
the previously reported crystal structures. 
In chapter 5, I presented a detailed study of bilayer parent compound Sr3Ir2O7 
using magnetotransport, magnetization and neutron scattering studies. My studies of 
this bilayer iridate reveal an electronically textured, G-type antiferromagnetic (m // c) 
ground state with non-Ohmic behavior at temperature below 70 K with ordered 
moment of 0.35 µB/Ir. Neutron diffraction measurements also indicate the presence of 
previously unreported structural superlattice peaks persisting at least up to 620 K.  
In chapter 6, the results of our comprehensive study on the doped system 
Sr3(Ir1-xRux)2O7 using magnetotransport, magnetization, scanning tunneling 
microscopy, and neutron scattering are presented. Here, we are able to map out the 
complete electronic/magnetic phase diagram with identification of multiple phases 
coexisting together. Our  study gives a detailed picture of how the electronic/magnetic 
behavior of this system evolves as the system is doped progressively from AF 
insulator (Sr3Ir2O7) to a Fermi liquid metal (Sr3Ru2O7). Given the doubt about the 
importance of electronic correlations in this bilayer parent material, our results argue 
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for the substantial role of electronic correlations in this otherwise weakly correlated 
insulating compound. 
Our neutron scattering studies exploring the effect of uniaxial pressure on the 
structural and magnetic phase behaviors of parent and underdoped high temperature 
superconducting system Ba (Fe1-xCox) 2As2 were discussed in Chapter 7. We  found a 
dramatic, upward thermal shift in both TS and TN upon the application of the uniaxial 
pressure. Curiously, the upward shift of TN remains almost independent of doping for 
the same level of uniaxial pressure.  
In this work, we found two problems regarding the discrepancy in the reported 
iridate crystal structures but we do not have the solutions yet. The future work should 
be focused on the detailed single crystal structural analysis of both the single layer 
and bilayer compound. In our doping studies, various factors may come into play at 
the same time e.g change in disorder, change in spin-orbit interactions, change in 
carrier density etc. A systematic study can be done by varying only one parameter 
keeping others fixed which may be done by doping other candidates cation elements 
e.g Rh, Os, Pt etc. 
In iron based superconductors, similar pressure studies can be done either with 
other dopants on the same site (Fe site) or to the different site (As or Ba site). 
Furthermore, there is some debate about the nature of this effect whether that is 
intrinsic or extrinsic. This can be done by doing thorough annealing studies. 
Although, the definition of TS becomes unclear in presence of symmetry breaking 
uniaxial pressure, inelastic scattering measurements can also be performed to look for 
the phonon softening in presence of uniaxial pressure. With alignment of many 
pressurized crystals together, similar studies can also be performed exploring the low 
energy spin dynamics of this system in the presence of uniaxial pressure. 
142 
 
Appendix 
A.Some Facts about Magnetic Neutron Scattering 
Neutron scattering is an ideal method for magnetic structure and ordered moment 
determination. The prediction of moment direction and the ordered moment depends 
upon following key facts about the magnetic neutron scattering. 
(1) Neutrons can only measure the component of ordered moment that is 
perpendicular to the scattering vector Q. If the moments are pointing along the 
scattering vector then the intensity of magnetic scattering is zero. 
(2) The magnetic scattering generally decreases with increasing Q due to decrease 
in the magnetic form factor. Depending upon the lattice parameters of the 
crystal, a right instrument has to be chosen so that one cannot miss the 
magnetic scattering present at low Q. The magnetic scattering also decreases 
with increasing temperature (in general). But the most definitive way to 
distinguish magnetic and nuclear scattering is by doing polarized neutron 
experiment. 
(3) The identification of magnetic propagation vector K which defines the relative 
orientation of the moments in the lattice. For two sites m and n, the spin in site 
n is related to that in site m by a relation Sn=Sm exp (iK.R), where R is the 
vector connecting two sites. 
(4) The size of magnetic unit cell which can be same as the crystallographic unit 
cell or different from crystallographic unit cell. For example in case of 
ferromagnetic structure with magnetic wave vector K = (0, 0, 0) the magnetic 
and crystallographic unit cell will be same. For antiferromagnetic structure 
with magnetic wave vector (0.5, 0, 0), the magnetic unit cell will be doubled 
143 
 
along a axis whereas it is same as crystallographic unit cell along b and c axis. 
Similarly for antiferromagnetic spin arrangement with (0.5, 0.5, 0), the 
magnetic unit cell is doubled along a and b axis but remains same along c axis. 
But in this case, the common practice is to use the orthorhombic unit cell 
2 2a b  as the magnetic unit cell where the volume of magnetic unit cell is 
two times ( 2 2 ) the crystallographic unit cell. This is the case in our 
moment calculation for Sr3Ir2O7 where we assumed orthorhombic unit cell as 
the magnetic unit cell.  For Sr2IrO4, the crystal structure I41/acd is already a 
distorted tetragonal structure thus we assumed this unit cell as the magnetic 
unit cell. 
(5) The occupancy of each magnetic atom in the unit cell e.g for a cubic or 
tetragonal or orthorhombic system, if the magnetic atom is fully inside the unit 
cell then the occupancy is 1. If it is at the center of face then occupancy is 2. If 
it is at the center of edge then occupancy is 4 and if it is at the corner then 
occupancy is 8. 
(6) The fractional coordinates of all the magnetic atoms in the unit cell which can 
be obtained by visualization of the magnetic structure using crystal structure 
analysis software. The crystal and magnetic structure analysis software can 
also be used. 
(7) In neutron scattering experiment, the observed intensity is the final result after 
considering several different instrumental (collimation, masking, detector 
efficiency, filtering, background, incident flux etc.) and sample parameters 
(absorption, extinction, mosaic, volume/mass of sample, temperature etc). 
Thus, rather than defining the absolute intensity, only relative intensity is a 
meaningful quantity. In nuclear scattering, the expected intensity for a certain 
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Q position can be calculated using different structural analysis software like 
Fullprof or GSAS. Thus, in practice, the nuclear scattering intensity is 
measured at different Q positions and comparing them with the expected 
intensity a scale factor is defined. This scale factor is in turn used for scaling 
magnetic intensity. 
B. Calculation of the Scale Factor (S): 
(In this section the temperature factor and the absorption effects are not taken into 
account) 
For single crystal diffraction using the triple axis spectrometer, the scale factor (S) is 
defined by the relation [1] 
 
2
2
2
( )
( )
1 ( )
Nobs
N
N
S F Q
F Q
B F Q


  (B1) 
Where B is the extinction factor. 
2
( ) ( )sin(2 )obsN NF Q I Q  . IN(Q) is the integrated 
intensity  (integrated over Q) of nuclear peak at position Q and θ is the Bragg angle 
for that nuclear peak. 
2
( )NF Q is the expected square of structure factor for the 
corresponding nuclear peak . The structure factor FN can be calculated using the 
relation  
 ( ) exp( . )N j j j
j
F Q O b i Q d    (B2) 
Where sum is over all j atoms in the crystallographic unit cell, bj is the coherent 
nuclear scattering length for atom j which can be found in different data bases and Oj 
is the fractional occupancy of j
th
 atom in the unit cell. Q = [2πH/a, 2πK/b, 2πL/c], 
which a, b, c as the lattice parameters, H, K, L refer to the position of the peak in 
reciprocal lattice unit. dj=[axj, byj,czj] is the vector connecting the j
th
 atom to the 
origin of the unit cell and xj,yj, zj are the fractional coordinates of the j
th
 atom. During 
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an experiment a radial scan is performed across multiple nuclear peaks and hence the 
integrated intensity IN(Q) is obtained. The scale factor S can be obtained by fitting 
equation (B1).  If there are not enough nuclear peaks to fit Equation (B1) then the best 
way is to do the radial scan across a single nuclear peak that is very close to magnetic 
peak in Q. In this case the scale factor S can be approximately defined using B=0 in 
Equation (B1). This approximation works best if the extinction effect is small which 
was in fact the case throughout the work described in this thesis. 
C. Calculation of Magnetic Structure Factor and Ordered Moment 
Now for the magnetic scattering, the magnetic structure factor is given by   
 15( ) 2.695 10 ( )( )exp( )mag j j j
j
F o f Q   jj jQ μ ×Q×μ Q d            (C1) 
Where oj is the fractional occupancy of magnetic atom in the unit cell, μj is the 
ordered moment of j
th
 atom, 
j
μ  is the unit vector along jμ , Q  is the unit vector along Q, 
fj(Q) is the magnetic  form factor for j
th
 atom. The sum is taken over all the magnetic 
atoms in the unit cell. Now the integrated area of the observed magnetic peak is given 
by 
             
2
( )
( )
sin(2 )
mag
mag
F Q
I S

Q          (C2) 
Using equations B1, B2, C1 and C2, the ordered magnetic moment μj of j
th
 atom can 
be calculated. In our study for Sr3Ir2O7 and Sr2IrO4 there is only one kind of magnetic 
atom Iridium (Ir
4+
) whereas the magnetic atom in BaFe2As2 is iron (Fe
2+
).The form 
factor for iridium was obtained by using Jo and J2 as described in paper by Koyabashi 
et al  [2] and for the iron the form factor was obtained by using coefficients given in 
ref [3].  As an illustration here is a list of all the magnetic atoms in magnetic unit cell 
(orthorhombic structure) along with their fractional occupancies in Sr3Ir2O7. a ≈ b ≈ 
5.5Å,c≈20.89Å. 
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Fractional coordinates of Ir atom in magnetic unit cell 
Ir1 =[0, 0, .09743]; 
Ir2 =[0, 0, (1-.09743)];  
Ir3 =[1, 0, .09743]; 
Ir4 =[1, 0, (1-.09743)];  
Ir5 =[0, 1, .09743];  
Ir6 =[0, 1, (1-.09743)];  
Ir7 =[1, 1, .09743];  
Ir8 =[1, 1, (1-.09743)]; 
Ir9 =[0.5, 0.5, .09743]; 
Ir10 =[0.5, 0.5, (1-.09743)];  
Ir11 =[0.5, 0.0, (0.5+.09743)]; 
Ir12 =[0.5, 0.0, (0.5-.09743)]; 
Ir13 =[1, 0.5, (0.5+.09743)]; 
Ir14 =[1, 0.5, (0.5-.09743)]; 
Ir15 =[0.5, 1, (0.5+.09743)]; 
Ir16 =[0.5, 1, (0.5-.09743)];  
Ir17 =[0.0, 0.5, (0.5+.09743)]; 
Ir18 =[0.0, 0.5, (0.5-.09743)]; 
Unit vector along direction of 
moment (moment along c is +1 and 
moment along –c is -1) 
m1=[0 0 1]; 
m2=[0 0 -1]; 
m3=[0 0 1]; 
m4=[0 0 -1]; 
m5=[0 0 1]; 
m6=[0 0 -1]; 
m7=[0 0 1]; 
m8=[0 0 -1]; 
m9=[0 0 -1]; 
m10=[0 0 1]; 
m11=[0 0 -1]; 
m12=[0 0 1]; 
m13=[0 0 1]; 
m14=[0 0 -1]; 
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m15=[0 0 -1]; 
m16=[0 0 1]; 
m17=[0 0 1]; 
m18=[0 0 -1]; 
Fractional occupancies 
O1=0.25; 
O2=0.25; 
O3=0.25; 
O4=0.25; 
O5=0.25; 
O6=0.25; 
O7=0.25; 
O8=0.25; 
O9=1; 
O10=1; 
O11=0.5; 
O12=0.5; 
O13=0.5; 
O14=0.5; 
O15=0.5; 
O16=0.5; 
O17=0.5; 
O18=0.5; 
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