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Abstract 
We report results from large-scale xperiments in satisfiability testing. As has been observed by 
others, testing the satisfiability of random formulas often appears urprisingly easy. Here we show 
that by using the right distribution of instances, and appropriate parameter values, it is possible to 
generate random formulas that are hard, that is, for which satisfiability testing is quite difficult. 
Our results provide a benchmark for the evaluation of satisfiability testing procedures. 
Keywords: Satisfiability; Random problems: Phase transitions; 4.3; Benchmarks; Empirical study 
1. Introduction 
Many computational tasks of interest o AI, to the extent that they can be precisely 
characterized at all, can be shown to be NP-hard in their most general form. However, 
there is fundamental disagreement, at least within the AI community, about the impli- 
cations of this. It is claimed on the one hand that since the performance of algorithms 
designed to solve NP-hard tasks degrades rapidly with small increases in input size, 
something will need to be given up to obtain acceptable behavior. On the other hand, it 
is argued that this analysis is irrelevant o AI since it is based on worst-case scenarios, 
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and that what is really needed is a better understanding of how these procedures perform 
“on average”. 
The first computational task shown to be NP-hard, by Cook [9], was propositional 
satisfiability or SAT: Given a formula of the propositional calculus, decide if there is an 
assignment to its variables that makes the formula true according to the usual rules of 
interpretation. Subsequent tasks have been shown to be NP-hard by proving they are at 
least as hard as SAT. Roughly, a task is NP-hard if a good algorithm for it would entail 
a good algorithm for SAT. Unlike many other NP-hard tasks (see [ 171 for a catalogue) ,
SAT is of special concern to AI because of its direct relationship to deductive reasoning 
(i.e., given a collection of base facts 2, a sentence (Y may be deduced iff .Z U {TX} is 
not satisfiable). Many other forms of reasoning, including default reasoning, diagnosis, 
planning and image interpretation, also make direct appeal to satisfiability. The fact that 
these usually require much more than the propositional calculus simply highlights the 
fact that SAT is a fundamental task, and that developing SAT procedures that work well 
in AI applications is essential. 
We might ask when it is reasonable to use a sound and complete procedure for SAT, 
and when we should settle for something less. Do hard cases come up often, or are they 
always a result of strange encodings tailored for some specific purpose? One difficulty 
in answering such questions is that there appear to be few applicable analytical results 
on the expected difficulty of SAT (although see below). It seems that, at least for the 
time being, we must rely largely on empirical results. 
A number of papers (some discussed below) have claimed that the difficulty of 
SAT on randomly generated problems is not so daunting. For example, an often-quoted 
result by Goldberg [20] suggests that SAT can be readily solved “on average” in 
polynomial time. This does not settle the question of how well the methods will work 
in practice, but at first blush it does appear to be more relevant to AI than contrived 
worst cases. 
The big problem is that to examine how well a procedure does on average one must 
assume a distribution of instances. Indeed, as we will discuss below, Franc0 and Paul1 
[ 141 refuted the Goldberg result by showing that it was a direct consequence of the 
choice of distribution. It is not that Goldberg had a clever algorithm, or that the problem 
is easy, but that he had used a distribution with a preponderance of easy instances. That 
is, from the space of all problem instances, they sampled in a way that produced almost 
no hard cases. 
Nevertheless, papers continue to appear purporting to empirically demonstrate the 
efficacy of some new procedure, but using just this distribution (e.g., [22,241), or 
presenting data suggesting that very large satisfiability problems-with thousands of 
propositional variables-can be solved. How are we to evaluate these empirical results, 
given the danger of biasing the sample to suit the procedure in question, or of simply 
using easy problems (even if unwittingly)? 
In this paper, we present empirical results showing that random instances of satis- 
fiability can be generated in such a way that easy and hard sets of instances (for a 
particular SAT procedure, anyway) are predictable in advance. If we care about the 
robustness of the procedures we develop, we will want to consider their performance 
on a wide spectrum of examples. While the easy cases we have found can be s01ved by 
Procedure DP 
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Given a set of clauses 2 defined over a set of variables V: 
If .E is empty, return “satisfiable”. 
If _E contains an empty clause, return “unsatisfiable”. 
Unit-Clause Rule: If 2 contains a unit clause C, assign to the variable men- 
tioned the truth value which satisfies C, and return the result of calling DP on 
the simplified formula. 
Splitting Rule: Select from V a variable u which has not been assigned a truth 
value. Assign it a value, and call DP on the simplified formula. If this call 
returns “satisfiable”, then return “satisfiable”. Otherwise, set u to the opposite 
value, and return the result of calling DP on the re-simplified formula. 
Fig. 1. The DP procedure. 
almost any reasonable method, it is the hard cases ultimately that separate the winners 
from the losers. Thus, our data is presented as challenging test material for developers 
of SAT procedures (see Selman et al. [ 3 1,32,34], for example). 
The SAT procedure we used for our tests is the Davis-Putnam procedure, which we 
describe below. We believe this was a good choice for two reasons: First, it is equivalent 
to a particular case of resolution [ 16,351, the most widely used general reasoning 
method in AI; second, until recently, almost all empirical work on SAT testing has used 
one or another refinement of this method, which facilitates comparison. We suspect that 
our results on hard and easy areas generalize to all SAT procedures. 
This paper is an extension of a previous report [29]. The primary observations 
and arguments remain the same, but we have used much larger sample sizes (10,000 
formulas per point, rather than 500), which eliminates most of the sampling error and 
so gives a clearer picture of the behaviors of interest. We have added data in Section 
3 on the average cost to find all satisfying truth assignments (rather than just one), 
and the median number of satisfying truth assignments. We have also improved our 
data comparing different random formula models (Section 4). Some discussions have 
been extended or clarified, and some updated references have been added, especially to 
theoretical results. 
The rest of the paper is organized as follows. In Section 2 we describe the Davis- 
Putnam procedure and in Section 3 we study its performance on one distribution of 
formulas, the fixed clause length model. We show that with the right choice of parameter 
values, it produces computationally challenging SAT instances. In Section 4 we consider 
a second distribution, the constant density model, and argue that it is not useful in the 
evaluation of satisfiability testing procedures. We briefly review related work in Section 
5, and summarize our results in Section 6. 
2. The Davis-Putnam procedure 
One of the most widely used methods for propositional satisfiability testing is the 
Davis-Putnam procedure [ 121. Our procedure, which we refer to as DP, is the splitting 
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variant of the Davis-Putnam procedure as described in [ 111, but without the pure literal 
rule. (The pure literal rule is: if a literal p occurs in a formula, but its negation does 
not, then p can be immediately assigned the value true.) DP is sketched in Fig. 1. It 
takes as input a set of clauses _Z over a set of variables Y and returns either “satisfiable” 
or “unsatisfiable.” (A clause is a disjunction of literals. A set of clauses represents 
a conjunction of disjunctions, i.e., a formula in conjunctive normal form (CNF) .) 
DP performs a backtracking depth-first search in the space of all truth assignments, 
incrementally assigning truth values to variables and simplifying the formula. If no 
new variable can be assigned a value without producing an empty clause, it backtracks 
by changing a previously made variable assignment. In our implementation, variables 
are given an arbitrary ordering, and in the “splitting” step we choose the next variable 
according to this ordering, and set it first to true. The performance of simple backtracking 
is greatly improved by employing the unit clause rule: Whenever a clause containing 
a single literal arises, the variable occurring in that clause is immediately assigned the 
appropriate truth value. The formula is then simplified, which may lead to new unit 
clauses, and so on. This process of unit propagation can be executed in time linear in 
the total number of literals. 
3. The fixed clause length model 
In this section, we study formulas generated using the fixed clause length model, 
which we call random K-SAT. There are three parameters: the number of variables N, 
the number of literals per clause K, and the number of clauses M. To keep the volume 
of data presented manageable and yet give a detailed picture, we limit our attention 
to formulas with K = 3, that is, random 3-SAT. (Some data on other values of K 
can be found in [ 26,28,33] .) For a given N and M, an instance of random 3-SAT is 
produced by randomly generating M clauses of length 3. Each clause is produced by 
randomly choosing three distinct variables from the set of N available, and negating 
each with probability 0.5. (Note that this method of generation allows duplicate clauses 
in a formula, so that strictly speaking such formulas are sequences of clauses, not sets. 
However, as N gets large, duplicates will become rare because we generally select only 
a linear number of clauses. Most analytical work on random K-SAT uses this same 
model. )
We now consider the performance of DP on such random formulas. Fig. 2 shows the 
total number of recursive calls by DP to find one satisfying assignment, or to determine 
that the formula is unsatisfiable. There are three curves, for formulas with 20,40, and 50 
variables. Along the horizontal axis is the ratio of clauses to variables (i.e., the number 
of clauses normalized through division by the number of variables). Each data point 
gives the median number of calls for a random sample of 10,000 formulas. 
We use medians instead of means here because the means of the number of calls are 
heavily influenced by a very small number of extremely large values. Although they 
occur very rarely, these values are large enough to make the variance be as large as the 
mean. But our current interest is what the “bulk” of instances from the distribution are 
like, not the unusual or extreme cases. As the median is more robust in the presence of 
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Fig. 2. Median number of recursive DP calls for random 3-SAT formulas, as a function of the ratio of clauses 
to variables. 
such “outliers” [ 11, it appears to be a more informative statistic for current purposes. 3
In Fig. 2, we see the following pattern: For formulas that are either relatively short 
or relatively long, DP finishes quickly, but the formulas of medium length take much 
longer. Since formulas with few clauses are under-consrruined and have many satisfying 
assignments, an assignment is likely to be found early in the search. Formulas with very 
many clauses are over-constrained (and usually unsatisfiable), so contradictions are 
found easily, and a full search can be completed quickly. Finally, formulas in between 
are much harder because they have relatively few (if any) satisfying assignments, but the 
empty clause will only be generated after assigning values to many variables, resulting 
in a deep search tree. Similar under- and over-constrained areas have been found for 
random instances of other NP-complete problems [8,361. 
The curves in Fig. 2 are for all formulas of a given size, that is they are composites of 
satisfiable and unsatisfiable subsets. In Fig. 3 the median number of calls for 50-variable 
formulas is factored into satisfiable and unsatisfiable cases, showing that the two sets are 
quite different. The extremely rare unsatisfiable short formulas are very hard, whereas 
the rare long satisfiable formulas remain moderately difficult. Thus, the easy parts of 
the composite distribution appear to be a consequence of a relative abundance of short 
satisfiable formulas or long unsatisfiable ones. 
To understand the hard area in terms of the likelihood of satisfiability, we experimen- 
tally determined the probability that a random 50-variable instance is satisfiable (Fig. 
3 A reasonable question to ask is how big a sample would be required to get a good estimate of the mean. 
Because of the potentially exponential nature of the problem, as we increase the sample size, we may continue 
to find ever larger (but ever rarer) samples that could place the mean anywhere [18,331. 
22 B. Selman et al./ArrQicial Intelligence 81 (1996) 17-29 
Number 
bfP 
calls 
2000 
0 
2 3 4 5 6 7 8 
Ratio of clauses-to-variables 
Fig. 3. Median DP calls for 50-variable random 3-SAT as a function of the ratio of clauses to variables. 
1 
0.8 
0.6 
Probability 
0.4 
0 
2 3 4 5 6 7 8 
Ratio of clauses-to-variables 
Fig. 4. Probability of satisfiability of 50-variable formulas, as a function of the ratio of clauses to variables. 
4). There is a remarkable correspondence between the peak on our curve for number 
of recursive calls and the point where the probability that a formula is satisfiable is 
about 0.5. The main empirical conclusion we draw from this is that the hardest area for 
satisjiability is near the point where 50% of the formulas are satisjiable. 
This “50%-satisfiable” point seems to occur at a fixed ratio of the number of clauses 
to the number of variables: when the number of clauses is about 4.3 times the number 
of variables. There is a boundary effect for small formulas, and the location gradually 
decreases with N: the 50%-point occurs at 4.55 for formulas with 20 variables; 4.36 
for 50 variables; 4.31 for 100 variables and 4.3 for 150 variables (all empirically 
determined). We conjecture that this ratio approaches about 4.25 for very large numbers 
of variables. The peak hardness for DP exhibits the same behavior that we have just 
described for the 50-% satisfiable point. These observations about the 50%-satisfiable 
point are confirmed by more detailed experiments [ 10,271. 
While the performance of DP can be improved by using clever variable selection 
heuristics, (e.g., [4,38] ), it seems unlikely that such heuristics will qualitatively al- 
ter the easy-hard-easy pattern. The formulas in the hard area appear to be the most 
challenging for the strategies we have tested, and we conjecture that they will be for 
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Fig. 5. Searching for all assignments. Median DP calls for 50-variable random 3-SAT as a function of the 
ratio of clauses to variables. 
every (heuristic) method. This conjecture is supported by other workers, for example 
Larrabee and Tsuji [ 271, who used a satisfiability procedure quite different from the 
Davis-Putnam procedure, but found the same hard and easy areas. 
The phenomenon we see in Fig. 4 is called a threshold phenomenon or a phase 
transition. Our results show a phase transition from the almost all satisfiable phase to 
the almost all unsatisfiable phase at a ratio of clauses to variables of around 4.3. For 
more discussion on the relation between general phase transition phenomena and the 
phase transition we observe here for K-SAT, see [ 261. 
In terms of what is known theoretically about the probability of satisfiability for 
random 3-SAT, the threshold conjecture is that there is some specific ratio of clauses 
to variables above which the probability of satisfiability approaches 1, and below which 
it approaches 0. For the case of 2-SAT it has been shown true, and the threshold ratio 
is 1 [ 6,13,19]. The general case for K > 2 is a challenging open problem, although 
there has been substantial recent progress in narrowing the theoretical bounds on the 
transition. So far, it has been shown that as N gets large the probability that an instance 
of random 3-SAT is satisfiable approaches 0 whenever the ratio of clauses to variables 
is less than 3.003 [ 151, and approaches 1 when this ratio is greater than 4.758 [ 251. As 
can be seen, our empirical results are in agreement with, though much more fine-grained 
than, the best theoretical bounds. 
To get some further insight into the search performed by DP, we now consider what 
happens when we let DP search the full space, i.e., we do not stop the procedure as soon 
as one assignment is found. Fig. 5 gives the total number of recursive calls. (Again, each 
data point gives the median value of a sample of 10,000 formulas.) We see that the size 
of the search space monotonically increases for decreasing ratios of clauses to variables. 
This is consistent with our expectation that the fewer clauses in the formula the longer 
it takes before DP will run into a contradiction, and the deeper the search tree. We also 
see that the search tree is somewhat larger for satisfiable formulas, at least on average. 
This can be intuitively explained by the fact that when an assignment is found DP 
tends to assign many variables in order to satisfy all clauses, so it generates relatively 
long branches for satisfying assignments. The full search space for under-constrained 
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Fig. 6. Median number of satisfying assignments for satisfiable 50-variable random 3-SAT formulas as a 
function of the ratio of clauses to variables. Note the logarithmic scale. 
formulas quickly becomes extremely large. For example, at a ratio of 3.3, we have over 
200,000 recursive calls for satisfiable instances. Note however that such a large search 
space is not a problem when searching for a single assignment. 
Part of the reason for this is that there are many satisfying assignments for the 
under-constrained formulas. This is shown in Fig. 6. In this figure, we give the median 
number of satisfying assignments for satisfiable random 3-SAT formulas as a function 
of the ratio of clauses to variables. (Each data point is based on 10,000 instances.) For 
example, at a ratio of 3.3, the formulas have around 110,000 satisfying assignments. 
When searching for a single satisfying assignments, DP may be able to find one early 
on in the search. 
4. The constant-density model 
We now examine formulas generated using the constant-density model. The model 
has three parameters: the number of variables N, and number of clauses M as before; 
but instead of a fixed clause length, clauses are generated by including a variable in a 
clause with some given probability P, and then negating it with probability 0.5. Large 
formulas generated this way very often have at least one empty clause and several unit 
clauses, so that they tend to be either trivially unsatisfiable, or easily shown satisfiable. 
Thus, the more interesting results are for the modified version in which empty and unit 
clauses are disallowed. This distribution we call random P-SAT. 
Analytic results by Franc0 and Paul1 [ 141 suggest that one probably cannot generate 
computationally challenging instances from this model, and our experiments confirm this 
prediction. In Fig. 7, we compare the number of recursive DP calls to solve instances 
of random P-SAT and random 3-SAT with the same number of variables. In this case, 
we have set the probability P to give an average clause length of 3. Although we see a 
slight easy-hard-easy pattern (previously noted by Hooker and Fedjki [23]), the hard 
area is not nearly as pronounced as that for random 3-SAT formulas of similar size, and 
in absolute terms the random P-SAT formulas are much easier. Note that we are using 
DP 
calls 
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Fig. 7. Comparison of median DP calls for fixed-length (3-SAT) and constant-density formulas (average 
clause length 3). with 25 and 50 variables. 
Table 1 
Number of DP calls at hardest point, for fixed-length (K-SAT) and constant-density (P-SAT) formulas, with 
25, 50, and 75 variables. The numbers in brackets indicate the number of literals per clause (for the P-SAT 
model, this is the avenge number of literals per clause) 
Formula distribution 
Variables K-SAT (3) P-SAT (3) P-SAT (4) 
25 253 33 53 
50 3,683 68 157 
7s 46,9 15 111 392 
a logarithmic scale for the number of DP calls, so the greater height of the 3-SAT curve 
represents much greater difficulty. 
Further, the rate of growth in difficulty of the random 3-SAT formulas is much higher. 
Table 1 gives the median number of DP calls at the hardest point on the curve for 
random 3-SAT and random P-SAT formulas, as a function of the number of variables. 
(For comparison, we also include here the numbers for random P-SAT with expected 
clause length of 4.) Again, the table clearly shows a large difference in growth rate for 
the two random formula models. 
It might be argued that larger P-SAT formulas could be sufficiently challenging. 
Some data on larger formulas of this type can be found in [ 24,281. While indeed there 
are difficult formulas, they are easy in comparison to comparably sized random K-SAT 
formulas. Moreover, a host of analytical results (see below) strongly suggest that as N 
gets large, almost all instances of this family of distributions will be easy to solve. Our 
experimental results and the analytical results strongly suggest that the constant-density 
mode1 is not suitable for evaluating satisfiability testing procedures. 
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5. Related work 
There is a large body of literature on testing the satisfiability of random formulas, 
which until recently consisted mostly of analytic results. The main impetus for this 
research was early results by Goldberg [ 201, which suggested that SAT might in fact be 
efficiently solvable, on average, using DP Franc0 and Paul1 [ 141 showed that Goldberg’s 
positive results were a direct consequence of the distribution used-a variant of the 
constant-density model-and thus overly optimistic. Goldberg’s formulas were so easy to 
satisfy that an algorithm which simply tried randomly generated assignments would, with 
probability approaching 1, find a satisfying assignment in a constant number of guesses. 
Further analytic results for the constant-density model can be found in [5,30,37]. 
Franc0 and Paul1 [ 141 also investigated the performance of DP on random formulas 
with a fixed clause length of 3, and suggested that it might be more useful for generating 
random instances, an hypothesis we have confirmed experimentally here. They showed 
that for any fixed ratio of clauses to variables, if DP is forced to find all satisfying 
truth assignments, its expected time will be exponential in the number of variables, with 
probability approaching 1 as the number of variables approaches infinity while keeping 
the ratio of clauses to variables fixed. Unfortunately, this result does not directly tell us 
much about the expected time to find a single assignment. 
A result of Chvatal and Szemeredi [7] gives further insight. Extending a ground- 
breaking result by Haken [ 2 11, they showed that any resolution strategy requires ex- 
ponential time with probability approaching 1 on unsatisfiable random 3-SAT formulas, 
when the ratio of clauses to variables is held constant. Random 3-SAT formulas are 
unsatisfiable with probability approaching 1 whenever the ratio of clauses to variables is 
greater than 4.758 [ 251. So, given that DP corresponds to a particular resolution strategy 
as mentioned above, it follows that the average time complexity on such formulas is 
exponential. 
This result may appear inconsistent with our claim that over-constrained formulas are 
easy, but it is not. Our results show that there is an easy-hard-easy pattern for formulas 
with a given (fixed) number of variables when varying the number of clauses and thus 
the ratio of clauses to variables. Chvatal and Szemeredi’s result applies to the case 
where we increase both the number of variables and clauses, while keeping the ratio 
of clauses to variables fixed. 4 They show that growth of the DP tree is an exponential 
function in the number of variables n. Our results suggest that the exponential for 
ratios in the hard area grows much faster than in the easy (over-constrained) area. This 
has been confirmed by recent results for a highly-optimized variant of DP developed by 
Crawford and Auton [ lo]. Experiments show that in the hard area, at a ratio of 4.3, their 
procedure scales with 2(‘1/‘7), whereas at a ratio of 10, the scaling is with 2(“/57). This 
difference in growth rate has important practical consequences. For example, our DP 
consistently takes only several seconds to determine the unsatisfiability of lOOO-variable, 
50,000-clause instances of 3-SAT, even though there are some 300-variable 1290-clause 
formulas that it cannot practically solve. So, what we have called the “easy area”, is 
4 To state this differently, consider Fig. 2. Chvatal and Szemeredi analyze the scaling behavior going in the 
vertical direction at a given fixed ratio of clauses to variables. 
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definitely easy compared to the formulas in the hard area (around the 50%-point), and 
for lower values of n is often much too easy to be useful as test formulas. For formulas 
with larger numbers of variables, eventually the truly easy area will occur only at ever 
higher ratios of clauses to variables. 
Turning to under-constrained formulas, the behavior of DP can be at least partially 
explained by the fact that they tend to have many satisfying truth assignments-see Fig. 
~--SO that the procedure almost always finds one early in the search. For ratios below 
3,003, a simple heuristic algorithm finds satisfying assignments o random 3-SAT with 
high probability, in polynomial time [ 151. Other analytic results for random 3-SAT are 
reviewed in [ 3,5,25]. 
As we mentioned in Section 3, establishing theoretically the exact nature the satisfi- 
ability transition for random K-SAT, when K > 2, is a challenging open problem. The 
experimental data suggests that there may be a threshold for satisfiability, at about 4.25 
clauses per variable in the case of 3-SAT. Threshold phenomena re common in some 
other types of combinatoric structures, uch as random graphs [ 21. 
Not only are our experimental results consistent with the analytic results, they also 
provide a much more fine-grained picture of how 3-SAT behaves in practice. One reason 
for the limitations of analytic results is the complexity of the analyses required. Another 
is that they are asymptotic, i.e., they hold in the limit as the number of variables 
goes to infinity, so they do not necessarily tell us much about formulas that have 
only a modest number of variables (say, up to a few thousand) as encountered in 
practice. 
A valuable contribution was made by Cheeseman etal. [ 81, who explored the hardness 
of random instances of various NP-complete problems. They observed a similar easy- 
hard-easy pattern as a function of one or more problem parameters for instances of 
graph coloring and Hamiltonian circuit. They also give some preliminary results for 
satisfiability. But, they do not describe xactly how the formulas are generated, or fully 
specify their test procedure, and their findings are based on relatively small formulas 
(up to 25 variables). Possibly because of the preliminary nature of their investigation, 
they observe that they do not know how to generate hard SAT instances except via 
transformation of hard graph coloring problems, so their instance distribution is almost 
certainly somewhat different than random 3-SAT. 
6. Conclusions 
There has been much debate in AI on the importance of worst-case complexity results, 
such as NP-hardness results. In particular, it has been suggested that satisfiability testing 
might be quite easy on average. 
We have carried out a detailed study of the average-case difficulty of SAT testing for 
random formulas. We confirmed previous observations that many instances are quite easy, 
but we also showed how hard instances can be generated. The fixed clause length model 
with roughly 4.3 times as many clauses as variables gives computationally challenging 
instances which have about a 0.5 probability of being satisfiable. Randomly generated 
formulas with many more or fewer clauses are quite easy. 
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Our data provide two important lessons. The first is that the constant-density model is 
inappropriate for evaluating satisfiability procedures, ince it seems to be dominated by 
easy instances for all values of the parameters. The second is that it is not necessarily 
the case that generating larger formulas provides harder formulas. For example, our 
DP can solve lOOO-variable 3000-clause (under-constrained) and lOOO-variable 50000- 
clause (over-constrained) random 3-SAT instances in seconds. On the other hand, it 
cannot consistently solve random 3-SAT instances with 300 variables and 1290 clauses. 
Because random 3-SAT instances can be readily generated, those from the hard area 
can be very useful in the evaluation of satisfiability testing procedures, and algorithms 
for related tasks such as Boolean constraint satisfaction. We hope that our results will 
help prevent further inaccurate or misleading reports on the average-case performance 
of SAT procedures. 
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