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Abstract
We present a combinatorial model, called perforated tableaux, to study An−1 crystals, uni-
fying several previously studied combinatorial models. We identify nodes in the k-fold tensor
product of the standard crystal with length k words in [n] = {1, . . . n}. We model this crystal
with perforated tableaux (ptableaux) with simpler crystal operators with which we can identify
highest weights visually without computation (for all crystals directly, without reference to a
canonical model of semistandard Young tableaux (SSYT)). We generalize the tensor products in
the Littlewood-Richardson rule to all of [n]⊗k, and not just the irreducible crystals whose read-
ing words come from SSYT. We relate evacuation (Lusztig involution) to products of ptableaux
crystal operators, and find a combinatorial algorithm to compute commutators of highest weight
ptableaux.
1 Introduction
We introduce a new combinatorial model for the type An−1 crystal structure, called perforated
tableaux (or simply, ptableaux ), and study its relation to crystal structures on [n]⊗k, the k-fold
tensor product of the standard GLn crystal, denoted by [n]. We work in GLn crystals of Cartan
type An−1, so our root lattice will be Λ = Zn. While the crystal structure in type An−1 is certainly
well-studied, the perforated tableau model allows us to unify several previously separate models.
The term “perforated tableau” appears in the work of Benkart, Sottile, and Stroomer (see [1]) in
their work on tableau-switching algorithms. Our definition is similar to theirs, but not identical,
and our use of perforated tableaux as models for crystals is new.
Perforated tableaux are rectangular arrays containing concatenated horizontal strips of positive
integers, and possibly blank cells (the perforations), such that the non-blank entries weakly increase
from left to right and strictly increase from top to bottom. Entire rows of blanks are allowed; entire
columns of blanks are not. For example the diagram below is a perforated tableaux:
1 3 3 5 6 6 6 7 8 8
2 3 4 5 7 8 8
3 4 7 8 8
4 5 5
.
We define a map Perf , taking words in [n]⊗k to ptableaux: For w ∈ [n]⊗k, starting on the
left end, parse w into weakly increasing subwords. Reading the subwords from right to left, place
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content into an empty tableau of n rows, left to right, where the ith subword of w gives the rows
in which i appears in Perf (w), without column strictness violations. For example, w ∈ [4]⊗25 maps
to the ptableau as shown.
w = 4433211︸ ︷︷ ︸
4′s
| 43222︸ ︷︷ ︸
3′s
| 444332︸ ︷︷ ︸
2′s
| 4332211︸ ︷︷ ︸
1′s
⇒ Perf (w) =
1 1 4 4
1 1 2 3 3 3 4
1 1 2 2 3 4 4
1 2 2 2 3 4 4
.
The weight of a word w ∈ [n]⊗k is the sequence wt(w) = (a1, . . . , an) with ai is the number
of i’s appearing in the word w. Correspondingly, we define the weight of a ptableau T to be
wt(T ) = (m1, . . .mn), where mi is the number of non-blank entries in row i of T . Because each
i in w corresponds to a filled box in row i of Perf (w), w and Perf (w) have the same weight:
wt(w) = wt(Perf (w)).
Below, we define crystal operators ei and fi (1 ≤ i < n) on ptableaux, where the operator fi
swaps a non-blank box with a blank lying below it, and the operator ei swaps a blank with a non-
blank box above it. We prove that the standard crystal operators ei and fi on the crystal structure
of [n]⊗k commute (under Perf ) with the operators ei and fi defined on ptableaux, producing
isomorphic crystals. It is generally easier to compute the images of the operators fi and ei on
ptableaux than on words in [n]⊗k.
Different problems in crystal graph theory have been addressed by the analysis of different and
distinct combinatorial objects and/or algorithms. We show that many of these problems can be
studied under the single model of ptableaux. In fact, seemingly distinct combinatorial objects are
found naturally within ptableaux theory. Among the problems studied here we find:
1. The set [n]⊗k splits as a sum of irreducible crystal graphs. Semistandard Young tableau
(SSYT) are a combinatorial model for these irreducible crystal graphs, but only up to iso-
morphism. The reading word map takes all SSYT of a given shape ν to a single canonical
irreducible crystal in [n]⊗ of highest weight ν. However, most words in [n]⊗k are not read-
ing words of SSYT. This causes some combinatorial difficulties that ptableaux resolve. In
particular, the map Perf determines distinct combinatorial representatives for all of [n]⊗k.
2. To know if some w ∈ [n]⊗k is highest weight takes some computation, and the SSYT model is
unhelpful for the reasons given above. However, we show that ptableaux are highest weight
precisely when they are partition shaped (with weight equal to the shape of the ptableaux).
Thus, we can see immediately if a ptableaux is highest weight, or if two highest weight
ptableaux are plactically equivalent.
3. The SSYT model is not closed under tensor products. If w ∈ [n]⊗k and w′ ∈ [n]⊗`, then
w ⊗ w′ ∈ [n]⊗(k+`) is computed easily by concatenation of words. However, even in the rare
case that w and w′ are reading words from SSYT, the product w⊗w′ almost certainly is not.
For ptableaux this is resolved by a simple definition of tensor products of ptableaux so that
Perf (w) ⊗ Perf (w′) = Perf (w ⊗ w′). That is, ptableaux are closed under tensor products,
unlike the SSYT model.
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4. Tensor product multiplicities of irreducible crystals cannot be computed using the SSYT
model, so the multiplicities are analyzed with a different combinatorial tool, Littlewood-
Richardson fillings of skew tableaux. As a result of our characterization of highest weights
of ptableaux, we show the Littlewood-Richardson rule is just a special case of a general
construction which determines multiplicities for arbitrary tensor products of irreducibles.
5. A version of Schutzenberger evacuation is part of computing the Lusztig involution on the
crystal structure of SSYT. In this paper, we prove that this evacuation may be factored as
a canonical product of ptableaux crystal operators, so that evacuation on SSYT is viewed,
in this context, as the operator taking a highest weight ptableau to its corresponding lowest
weight.
6. Let Bµ and Bν be irreducible crystals of highest weights µ and ν, respectively. Lenart
defined a non-combinatorial isomorphism φ : Bµ ⊗ Bν → Bν ⊗ Bµ, called a commutator.
We interpret a combinatorial algorithm due to James and Kerber, and generalized as the
tableau switching algorithm of Benkart, Sottile, and Stroomer, as computing this map for
highest weight tensor products of reading words of SSYT. We prove a generalized form of
tableau switching for ptableaux that computes the commutator combinatorially for arbitrary
highest weight elements in tensor products of irreducible ptableaux graphs. In it, we find the
algorithms of James and Kerber, and tableau switching, as special cases, relating both to the
actions of crystal operators in new ways.
2 Definitions, Perforated Tableaux
Definition 2.1 In all that follows our Young diagrams (or just diagrams) will be rectangular. A
tableau is a filling of cells of the diagram with positive integers, possibly leaving some cells blank
(or perforated). We will refer to cells that are not blank as having content.
Definition 2.2 Let ν = (ν1, . . . , νn) be a partition (so ν1 ≥ ν2 ≥ · · · ≥ νn). Let SSYT(ν) denote
the set of semi-standard Young tableaux of shape ν. All tableaux in SSYT(ν) will have ν1 columns,
with content in every cell of row 1. In row i, for 2 ≤ i ≤ n, there is content in the first νi cells,
followed by (ν1 − νi) blanks.
So, an example of a semi-standard Young tableau of weight (4, 3, 3, 1) is:
1 1 2 2
2 2 3
3 4 4
4
,
while one of weight (4, 3, 3, 1, 0) is
1 1 2 2
2 2 3
3 4 4
4
.
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Definition 2.3 Given a cell s in a tableau T , we let the northwest shadow of s denote the collection
of boxes in the diagram to the west, north, or both, of the entry s.
Definition 2.4 In a tableau, a collection of cells forms a horizontal strip if no two cells in the
strip are in the same column, and any cell in row k of the strip is in a column to the right of any
cell of the strip in row k + `, for ` > 0. Given a horizontal strip, we call the lowest, left-most box
the head of the strip, and the highest, right-most box the tail. If all the appearances of an integer
i in a tableau form a horizontal strip, we will call this the i-strip of the tableau.
Definition 2.5 A rectangular tableau T will be called a perforated tableau if:
1. All cells in T are filled positive integers, or left blank (unfilled, denoted ).
2. For any positive integer i, the i’s appearing in T form a horizontal strip.
3. For positive integers i and j, with i < j, every element in a horizontal strip of j’s lies outside
the northwest shadow of any entry in the horizontal strip of i’s.
4. T has no column entirely composed of blanks (rows of all blanks are allowed).
If, in addition to the above requirements, a perforated tableaux T satisfies:
5. For any positive integer i appearing in T , the head of the i-strip of T lies in a row strictly
below the row containing the tail of (i − 1)-strip, then we say T is a minimally parsed perforated
tableau.
Definition 2.6 We define the weight of a perforated tableau T to be the sequence wt(T ) =
(m1, . . . ,mn), where mi is the number of non-blank entries in row i of T (that is, the number
of cells in row i that have content).
Definition 2.7 Suppose S, T are perforated tableaux with n rows. We say S and T are row
equivalent if we can transform S into T by a finite number of steps in which a blank in a given row
is swapped with an adjacent non-blank in the same row, such that after each step the result is still
a perforated tableau. Note that if S and T are row equivalent, then wt(S) = wt(T ).
Given some ptableau T , let ∗T denote the unique ptableau row equivalent to T in which row
content is moved as far to the left as possible (the “left-justified content”, or just “left-justified
form” of T ). Similarly, T ∗ will denote the unique right justified perforated tableau that is row
equivalent to T .
Row equivalence is clearly an equivalence relation on perforated tableaux. We identify row-
equivalent ptableaux (that is, work within equivalence classes), regarding equivalent ptableaux as
different realizations of the same underlying object.
Definition 2.8 Let PTab denote the set of row equivalence classes of ptableaux, and PTabn denote
the subset of PTab composed of ptableaux with n rows (some of those rows may be entirely blank).
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Here is an example of a minimally parsed element of PTab4:
T =
1 1 1
1 1 1 2 2
1 1 2 2 2 3 3
1 1 1 2 2 2 3 3 4 4
,
with wt(T ) = (3, 5, 7, 10).
Notational Convention: We will need to distinquish between an actual cell of a ptableau, and the
value (an integer or blank) of that cell. We denote a cell with content a by a ; we denote blank
cells by .
3 Words in [n]⊗k to Perforated Tableaux
Bump and Schilling [3] use the notation Bn to denote the standard GL(n) crystal of type An−1
whose graph (composed of tableaux of one cell) is:
1
f1−→ 2 f2−→ · · · fn−1−−−→ n .
Instead of Bn, we use [n] to denote both the set of nodes of the crystal graph, and the graph
itself, but will always make clear by context when we put the standard crystal structure on this
set. Similarly, we use the expression [n]⊗k to denote the tensor product of k copies of the standard
GL(n) crystal with itself, following the rules for computation of crystal tensor products found in [3].
In this way, nodes in the crystal [n]⊗k are identified with words of length k from the set [n]. The
notation [n]⊗k is used for both this set of words, and the crystal whose nodes are labeled with the
words. That is, we identify the node in the crystal [n]⊗k given by the tensor product
wk ⊗ wk−1 ⊗ · · · ⊗ w2 ⊗ w1 ∈ [n]⊗k
with the word
wkwk−1 · · ·w2w1.
Note that we typically index the letters of words in [n]⊗k so that indices increase right to left.
Definition 3.1 Given some word w = wkwk−1 · · ·w2w1 ∈ [n]⊗k, we call a parsing of the word
any partition of w into a disjoint collection of weakly increasing subwords, when read left to right.
Trivial parsings (with empty subwords) are allowed. The minimal parsing of w is the (unique)
parsing of w into the fewest possible number of weakly increasing subwords.
For example, if w is
4433442233344411122233444 ∈ [n]⊗24,
we parse it into weakly increasing subwords by denoting the breaks between subwords with the
symbol “ |”:
44|3344|223|334|44|11122|2334||44.
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(the “ ||” above denotes an empty subword). The minimal parsing is:
44|3344|22333444|11122233444.
Given some word w ∈ [n]⊗k, we denote a parsing of w by the symbol P, and denote the word w,
with its associated parsing, by wP . The minimal parsing of a word w is denoted wPmin .
The theorem below defines a map Perf : [n]⊗k → PTabn. The construction of the map clearly
fulfills the requirements of Definition 2.8, so we omit the proof.
Theorem 3.2 Let w ∈ [n]⊗k. (Some integers in [n] may not appear in w, but by specifying [n]⊗k we
view w as an element in some crystal graph of type An−1.) Let wP be some parsing of w. Then the
map Perf defined below takes wP to a left-justified ptableau Perf (wP) ∈ PTabn (see Definition 2.7).
We now define the map Perf . Given a word w = wkwk−1 · · ·w2w1 ∈ [n]⊗k, we break w into some
parsing:
wP = hs|hs−1| · · · |h1.
where each h` is a weakly increasing subword of w. Given a subword h`, let w
i
` denote the number
of i’s in h`.
We construct the perforated tableau, Perf (wP), as follows: Begin with a blank tableau of n rows
(and an as-yet unspecified number of columns), with the left-most column designated as column 1,
the next column as column 2, etc. Given the subword h1, we put w
1
n-many 1’s in row n, starting
in column 1, then w1n−1-many 1’s in row n − 1, starting in column w1n + 1, then w1n−2-many 1’s
in row n− 2, starting in column w1n + w1n−1 + 1, etc., until we have constructed a horizontal strip
of 1’s. We then put w2k-many 2’s in row k, starting from row k = n and moving up, subject to
the constraint that each row of 2’s is as far left as possible, and the filling is column-strict (leaving
blanks in the tableau as needed to achieve this). We continue in the same manner for h3 through
hs. The right-most column containing an integer is then the right-most column of the perforated
tableau.
The resulting perforated tableau is denoted Perf (wP).
As an example, let
w = 44334412233344411122233444 ∈ [4]26.
The minimal parsing of w is
wPmin = 44︸︷︷︸
h4
| 3344︸︷︷︸
h3
| 122333444︸ ︷︷ ︸
h2
| 11122233444︸ ︷︷ ︸
h1
.
(We will explain the need for non-minimal parsings later, when we consider tensor products of
crystals.) To construct Perf (wPmin), we first construct the horizontal strip of 1’s determined by
h1 = 11122233444. Working right to left in h1, we place (working left to right in the perforated
tableau) three 1’s in row 4, then two 1’s in row 3, three 1’s in row 2, and finally three 1’s in row 1:
6
1 1 1
1 1 1
1 1
1 1 1
.
We then insert a maximally left-justified horizontal strip of 2’s determined by h2. Notice that this
increases the number of columns in the ptableau.
1 1 1 2
1 1 1 2 2
1 1 2 2 2
1 1 1 2 2 2
.
We fill in the rest of the perforated tableau using h3 and then h4, giving Perf (wPmin):
Perf (wPmin) =
1 1 1 2
1 1 1 2 2
1 1 2 2 2 3 3
1 1 1 2 2 2 3 3 4 4
.
By construction, the content of Perf (w) is as far left as possible, and and so Perf (wP) is left-justified.
We record the following simple observations:
Lemma 3.3 1. Perf is a bijection from
⋃
k≥1[n]
⊗k to row-equivalence classes in PTabn.
2. The map wP 7→ Perf (wP) = TwP determines a bijection from letters in w to the content of the
ptableau TwP . We also denote this bijection as “Perf ”. It s invariant under row equivalence
since such equivalences fix the content and order of entries in any row.
3. If a letter wi in wP lies to the right of a letter wj, then Perf (wj) lies outside the northwest
shadow of Perf (wi).
There is an alternate way to construct a ptableau from a word w ∈ [n]⊗k. Instead of reading wP
from right to left, and constructing the left-justified TwP , we could start on the left of wP , and build
a right-justified form of TwP by putting in the s’s determined by hs, the leftmost weakly increasing
subword, followed by the (s − 1)’s, etc., where we begin in the right-most column of the diagram
and proceed left, placing content as far right as possible, while maintaining column-strictness. For
example, in the parsed word:
3︸︷︷︸
h7
| 2344︸︷︷︸
h6
| 123︸︷︷︸
h5
| 1134︸︷︷︸
h4
| 444︸︷︷︸
h3
| 234︸︷︷︸
h2
| 223344︸ ︷︷ ︸
h1
we begin with h7 = 3, which indicates we put a 7 in row 3, right-justified:
7
.
7
h6 = 2344, so we put a 6 in row 2, a 6 in row 3, and 2 6’s in row 4 (remembering to preserve right
justification and column strictness):
6
6 7
6 6
.
h5 = 123, so we put one 5 in rows 1, 2, and then 3:
5
5 6
5 6 7
6 6
,
and so on, inserting the 4’s, 3’s, 2’s and 1’s, making the right-justified form of TwP .:
4 4 5
1 1 2 5 6
1 1 2 4 5 6 7
1 1 2 3 3 3 4 6 6
.
Definition 3.4 We denote the right-justified ptableau of wP ∈ [n]⊗k by Perf rt(wP).
Theorem 3.5 Let wP be some parsing of a word w ∈ [n]⊗k. Then Perf (wP) and Perf rt(wP) are
row-equivalent.
Proof: Perf (wP) and Perf rt(wP) have the same content in each row, since they are built using
the same parsing wP . We can left-justify the bottom row of the right-justified form Perf rt(wP) by
moving all blanks to the right of any content in the bottom row. From this, left-justifying the 1’s
starting in row n−1 and moving up, followed by left-justifying the 2’s, etc., repeats the construction
of TwP , resulting in the same left-justified ptableau. 
Crystal operators on semi-standard Young tableaux are typically computed by embedding a
SSYT T into [n]⊗k via a choice of reading order. In [3] one constructs a word in [n]⊗k from
T ∈ SSY T (ν) by concatenating the rows of T from bottom to top; the resulting word is called the
“row reading word” of T, and is denoted by RR(T ). It produces a word whose minimal parsing is
composed of the rows of T . However, in general, the content in the rows of Perf (RR(T )) do not
equal the rows of T. Indeed, T and Perf (RR(T )) rarely have the same number of rows.
There is one exception: Let Tν ∈ SSY T (ν) denote the tableau of shape ν with all 1’s in its
first row, all 2’s in its second row, etc. Then, if we were to ignore the -entries to the right of the
right-most content in any row, then Perf (RR(Tν)) = Tν .
4 Crystal Structures on [n]⊗k and PTab
4.1 Crytal Operators on [n]⊗k
We briefly review the crystal graph structure on [n]⊗k. Following [3] (see Lemma 2.33, p. 21),
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Proposition 4.1 Suppose w = wkwk−1 · · ·w1 ∈ [n]⊗k. For any s ∈ [n], define φi(s) = δi(s)
(Kronecker delta function), and i(s) = δi+1(s). Then define
cie(w, j) =
(
j∑
s=1
i(ws)−
j−1∑
s=1
φi(ws)
)
,
cif (w, j) =
 k∑
s=j
φi(ws)−
k∑
s=j+1
i(ws)
 ,
and, for 1 ≤ i < n,
i(w) =
k
max
j=1
cie(w, j), φi(w) =
k
max
j=1
cif (w, j).
Then for s ∈ [n], define ei(s) = i if s = i+ 1, and NULL otherwise, and fi(s) = i+ 1 if s = i,
and NULL otherwise. Extend these definitions to the word w ∈ [n]⊗k by setting
ei(w) = wkwk−1 · · ·wj+1ei(wj)wj−1 · · ·w1
where j is the smallest index at which i(w) = c
i
e(w, j), and
fi(w) = wkwk−1 · · ·wj+1fi(wj)wj−1 · · ·w1
where j is the largest index at which φi(w) = c
i
f (w, j), where in both cases the output of the
operators ei(w) or fi(w) is NULL if the the outputs of the corresponding ei(wj) or fi(wj) is NULL.
These definitions determine an An−1 crystal structure on [n]⊗k, as a k-fold tensor product of
the standard crystal [n].
Definition 4.2 A crystal graph on [n]⊗k is a subset B ⊆ [n]⊗k that is closed under the crystal
operators ei, fi, for 1 ≤ i < n. We regard the words in B as the nodes of the graph; two words
w,w′ ∈ B are connected by an edge if w′ = ei(w) for some i or, equivalently, if w = fi(w′). A
connected crystal graph is called irreducible.
Definition 4.3 A word w ∈ [n]⊗k is highest weight if and only if ei(w) = NULL for all i,
1 ≤ i < n. Likewise, a word w′ ∈ [n]⊗k is lowest weight if and only if fi(w′) = NULL for all i,
1 ≤ i < n.
It is known that if w ∈ [n]⊗k is highest weight, then its weight wt(w) is a partition. (Recall that
the weight of a word w is (a1, a2, . . . , an), where ai = the number of is in w.) Every irreducible
crystal graph possesses a unique element of highest weight ([3], p. 34). Thus we need to distinguish
between a highest weight element of an irreducible crystal graph, and the actual weight of the
highest weight element. This leads to the following:
Definition 4.4 Suppose w ∈ [n]⊗k is highest weight. We will denote the connected component
containing w (an irreducible crystal graph) by Bν(w), where ν = wt(w).
If w,w′ ∈ [n]⊗k are highest weight words such that wt(w) = wt(w′) = ν, then the irreducible
crystal graphs Bν(w) and Bν(w′) are necessarily isomorphic (see [3], p. 52).
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4.2 Crystal Operators on Perforated Tableaux
Definition 4.5 Let T ∈ PTabn and choose i, for 1 ≤ i < n. Let T[i,i+1] denote rows i and i+ 1 of
T , and T
(j)
[i,(i+1)] denote the jth column of T [i, i+ 1], reading column indices left to right.
For example, if
T =
4 4 5
1 1 2 5 6
1 1 2 4 5 6 7
1 1 2 3 3 3 4 6 6
, then T [3, 4] =
1 1 2 4 5 6 7
1 1 2 3 3 3 4 6 6
and T [3, 4](7) =
2
4
.
Definition 4.6 Suppose T ∈ PTabn, where T has ` columns. For 1 ≤ i < n and 1 ≤ s ≤ `, define(
T
(s)
[i,i+1]
)
c
=
{
1 if T
(s)
[i,i+1] has a blank in row i, and content in row (i+ 1)
0 otherwise
,
and (
T
(s)
[i,i+1]
)
c
=
{
1 if T
(s)
[i,i+1] has content in row i, and a blank in row (i+ 1)
0 otherwise
,
and set
Cie(T, j) =
(
j∑
s=1
(
∗T (s)[i,i+1]
)
c
−
j−1∑
s=1
(
∗T (s)[i,i+1]
)
c
)
Cif (T, j) =
∑`
s=j
(
T
∗(s)
[i,i+1]
)
c −
∑`
s=j+1
(
T
∗(s)
[i,i+1]
)
c
 .
(Recall that ∗T and T ∗ denote the left and right justified forms of T , respectively.)
Let
i(T ) =
`
max
j=1
Cie(T, j), φi(T ) =
`
max
j=1
Cif (T, j).
Define a map ei : PTabn → PTabn ∪ {NULL} as follows. If i(T ) ≤ 0, we set ei(T ) = NULL.
Otherwise, let j∗ be the smallest (left-most) column index of ∗T at which i(T ) = Cie(T, j∗). If, in
column j∗ there is content in row (i+ 1) and a blank in row i, swap the content in row (i+ 1) with
the blank above it. Otherwise, ei(T ) = NULL.
We show below that if i(T ) > 0, then ei(T ) 6= NULL. An analogous definition of operators
fi : PTabn → PTabn ∪ {NULL} is given below.
Computing these (to be shown) crystal operators on ptableaux generally requires less compu-
tation than computing them on words. Computation of the crystal operators fi, ei on words in
[n]⊗k requires counting i’s and (i+ 1)’s across the entire length of the word, while the computation
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of operators on ptableaux requires working only with the columns of rows i and i + 1 in T that
contain a single blank. As an example, let
∗T =
1 1 1
1 1 1 2 2
1 1 2 2 2 3
1 1 1 2 2 2 3 3 4 4
.
We calculate e2(
∗T ).
∗T [2, 3] = 1 1 1 2 2
1 1 2 2 2 3
.
The columns of ∗T [2, 3] with one blank are columns 4, 5, 6, 9 and 11. We see C2e (∗T, 4) = 1,
C2e (
∗T, 5) = C2e (∗T, 6) = C2e (∗T, 9) = C2e (∗T, 11) = 2, so that the maximum value of C2e (∗T, j), 2,
is first encountered in column 5. So, we swap the blank in row 2 of column 5 with the (circled) 1
below it. That is, if
∗T =
1 1 1
1 1 1 2 2
1 1○ 2 2 2 3
1 1 1 2 2 2 3 3 4 4
then
e2(
∗T ) =
1 1 1
1○ 1 1 1 2 2
1 2 2 2 3
1 1 1 2 2 2 3 3 4 4
.
Note that the ptableau ∗T is actually TwPmin for the word: w = 4433442233344411122233444.
Computing e2(wPmin) = e2(w) requires computing the running total difference, moving from right
to left, of the number of i’s through column j minus the number of (i+ 1)’s through column j − 1,
and finding the first column (from the right) at which the maximum occurs. In this case, the
maximum occurs at the beginning of the string:
w = 44334422333444111222
two 3′s︷ ︸︸ ︷
3 3444︸︷︷︸
no 2′s
,
though one would have to compute the running total difference of 2’s and 3’s across the entire
string to determine whether the maximum has been found. Thus,
e2(w) =e2(4433442233344411122233444)
= 44334422333444111222e2(3)3444
= 4433442233344411122223444.
Anticipating Theorem 5.1 below, we note: e2(Perf (wPmin)) = Perf (e2 (wPmin)).
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5 First Results
Theorem 5.1 Let ei : [n]
⊗k → [n]⊗k ∪{NULL} be the standard crystal operator and let w ∈ [n]⊗k,
with some parsing wP . Then,
ei (Perf (wP)) = Perf (ei(w)P) .
That is, the standard ei crystal operator on words in [n]
⊗k commutes with the ei operator on
ptableaux (Definition 4.6).
The above equality implies that if wP is some parsing of a word w ∈ [n]⊗k, then P remains a
valid parsing of ei(w), so that we can write ei(wP) = ei(w)P .
The effect of ei on some word w (if the output is not NULL), is to change a letter (i+ 1) in w
into an i in ei(w). Thus, the difference between Perf (w) and Perf (ei(w)) is that exactly one entry
in row i+ 1 of Perf (w) is moved to row i in Perf (ei(w)). Theorem 5.1 says that our definition of ei
on ptableaux chooses the correct entry to move, by swapping it with a (necessarily available) blank
lying directly above it.
Proof: Let w = wkwk−1 · · ·w2w1 ∈ [n]⊗k and choose some parsing wP ,
wP = hs|hs−1| · · · |h1.
We show ei(Perf (wP)) = Perf (ei(w)P), and, in particular, that P is still a valid parsing of ei(w).
Fix the ptableau
TwP = Perf (wP).
Let wP [i, i+ 1] denote the sequence of i’s and (i+ 1)’s appearing in wP , in order, maintaining
the parsing. We obtain wP [i, i+ 1] from wP by “erasing” all letters not equal to i or i+ 1 in wP .
The definition of ei(w) ignores any parsing of the word, so we write ei(wP) for ei(w). The method
of computing ei(w) either determines the i that is replaced with i + 1 (with all other entries are
unchanged), or returns NULL.
Recall the notation in Definition 4.6. The bijection induced from Perf taking letters in wP to
cells in TwP can be restricted to Perf : wP [i, i+ 1]→ TwP [i, i+ 1].
TwP is constructed, under Perf , by reading the letters of wP , right to left. We say a cell a in
TwP is “read into” the ptableau “before” some other cell b whenever Perf
−1( a ) lies to the right
of Perf−1( b ) in wP .
Suppose ei(wP) 6= NULL. Thus, in the word wP there is a letter wt∗ = (i+ 1) that is replaced
with an i in ei(wP), with all other letters unchanged. Denote the corresponding cell in TwP [i, i+ 1]
by Perf (wt∗) = a
∗ (in row i+ 1). We prove two claims, from which the result follows:
1. There must be a blank in row i above a∗ .
2. Assume that a (in row (i + 1) and column m of TwP [i, i + 1]) has a blank above it (in row
i), and that Perf (wj) = a . Then c
i
e(wP , j) = Cie(TwP ,m).
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Proof of Claim 1: Suppose, to the contrary, that there is content directly above a∗ . We
compute the values of Cie(TwP , j) on the left-justified form of TwP , so we assume TwP =
∗TwP .
Assume a∗ is in row i+ 1, column k. So column k of TwP [i, i+ 1] is
c∗
a∗ for some content c
∗ . Let
T ′ be the longest block of columns weakly to the left of column k with content in both rows i and
i+ 1 of TwP [i, i+ 1]:
T ′ = c
′ ··· c∗
a′ ··· a∗ .
Note that a′ may equal a∗ .
Let Perf (wj) = c
′ . Since T ′ is semistandard, c′ is minimal among the values in T ′, and so c′
was read into T ′ prior to all the other content of T ′, while a∗ was read in last. Consider the subword
of wP [i, i+1], wt∗ · · ·wj , where, again, Perf (wt∗) = a∗ and Perf (wj) = c′ . Suppose there is some
wτ read in after wt∗ but before wj such that Perf (wτ ) is not in T
′. Let aτ = Perf (wτ ). Note
that aτ ≤ a∗ (by the definition of the map Perf ). We show that aτ must appear in row i, to the
right of a∗ . Indeed, if aτ is to the left of a∗ , then aτ > c′ and hence aτ must be in row i+ 1
(by column-strictness). If there is content above aτ , then T ′ is not maximal, a contradiction. If
there is a blank above aτ , then c′ is in the column immediately to the right, and hence T is not
left-justified, again, a contradiction. Hence aτ must be to the right of c∗ , in column i.
We read letters from wt∗ · · ·wj sequentially, from right to left (from wj to wt∗), via Perf , under
the parsing determined by wP . Thus at any point as we read the letters from wj to wt∗ , we must
have more entries in row i than in row (i+ 1) of the perforated tableau. This follows because if
c
a
is some column of T ′, then c < a so that Perf−1(c) was read in before Perf−1(a).
From this we conclude that in the subword wt∗ · · ·wj , in each initial subword w` · · ·wj there
must be at least as many i’s as (i+ 1)’s. This implies that
cie(wP , `) ≤
j−1
max
s=1
cie(wP , s)
where we set the right hand side of the inequality to 0 if j = 1. Thus the smallest ` at which
cie(wP , `) reaches a maximum cannot satisfy j ≤ ` ≤ t∗ and, in particular the maximum does not
first appear at wt∗ as supposed. This proves the claim.
Proof of Claim 2: Assume the letter wj = (i + 1), and that Perf (wj) has no content directly
above it in TwP , (or, therefore, in TwP [i, i+ 1]). If j
′ < j, and wj′ ∈ wP [i, i+ 1], then Perf (wj′) lies
strictly to the left of Perf (wj). In other words, the Perf image of the initial wP [i, i + 1] subword
wj · · ·w1 includes Perf (wj) and all content of TwP [i, i + 1] to the left of Perf (wj). Let us say a
column of TwP [i, i+1] is a
c
a
-column when there is content in both row i and (i+1) of that column,
13
and suppose that Perf (wj) = c is a cell in column k of TwP . But then
Cie(TwP , k) =
(
k∑
s=1
(
∗T (s)[i,i+1]
)
c
−
k−1∑
s=1
(
∗T (s)[i,i+1]
)
c
)
=
(
k∑
s=1
(
∗T (s)[i,i+1]
)
c
−
k−1∑
s=1
(
∗T (s)[i,i+1]
)
c
)
+#

Row (i+ 1)
content in
c
a
-columns
1 . . . k
−
#

Row i
content in
c
a
-columns
1 . . . k

=#
{
content in row (i+ 1)
in columns 1 . . . k
}
−#
{
content in row i
in columns 1 . . . (k − 1)
}
=# {(i+ 1)’s in wj · · ·w1} −# {i’s in wj−1 · · ·w1}
= cie(wP , j)
and the claim is proved.
Thus, if ei(TwP ) 6= NULL, the left-most letter wt∗ at which cie(w, t∗) is maximal corresponds
to a cell Perf (wt∗) in row (i + 1) and some column `, with no content above it. However, by
the Perf algorithm, the left-most maximal value cie(w, j
∗) must (by the second claim) map to the
right-most column ` of TwP at which C
i
e(TwP , k) is maximal. By Definition 4.6, this implies ei(TwP )
moves the content in row i+ 1 and column ` up into row i. Since only the location of the content
changes, we see that Perf−1(ei(Perf (wP))) = ei(wP), so the theorem is proved in this case. Note
also that if Perf (wt∗) = a
∗ , then the cell in TwP that was moved contained an a
∗ at the end of a
strip of a∗’s in row (i+ 1), moving it necessarily to the start of a strip of a∗’s in row i, so that we
have preserved the parsing, and we have ei(Perf (wP)) = Perf (ei(w)P).
If ei(wP) = NULL, then the maximum value of cie(wP , j) (which is necessarily zero) occurs when
j = 1, but we have w1 = i. We must show ei(Perf (wP)) = NULL as well. The only way this can
fail is, according to Definition 4.6, if Cie(TwP , `
∗) > 0 at some column `∗ of TwP , which is right-most
among columns at which Cie(TwP , `) takes this value. This is only possible if, at column `
∗, there
is a cell a∗ in row (i+ 1) with a blank above it, since only such columns contribute positively to
the sum in Cie(TwP , `). However, repeating the argument above shows that if Perf (wj) = a
∗ , then
we must have cie(wP , j) = Cie(TwP , `
∗) > 0, a contradiction, so ei(TwP ) must be NULL in this case,
too. 
Definition 5.2 Define a map Rot : PTabn → PTabn where Rot(T ) is defined as the ptableau
obtained from T by first rotating T by 180◦, and then replacing each entry k by n− k + 1.
For example, if
T =
4 4 5
1 1 2 5 6
1 1 2 4 5 6 7
1 1 2 3 3 3 4 6 6 8
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Then
Rot(T ) =
1 3 3 5 6 6 6 7 8 8
2 3 4 5 7 8 8
3 4 7 8 8
4 5 5
Similarly,
Definition 5.3 Define a map Rot : [n]⊗k → [n]⊗k by first defining, for each ` ∈ [n]:
` = n− `+ 1,
and then defining
Rot(w) = Rot(wkwk−1 . . . w1) = w1w2 . . . wk.
We state the following easy facts, without proof:
Proposition 5.4 For any T ∈ PTabn, we have Rot(T ) ∈ PTabn. Further, ∗Rot(T ) = Rot(T ∗)
and Rot(∗T ) = Rot(T )∗. Also, the map Rot is a bijection, and finally
Perf (Rot(w)) = Rot(Perf rt(w)).
(Note that by construction, Perf (w) =∗Perf (w).)
Definition 5.5 Let φi(T ) and C
i
f (T, k) be given as in Definition 4.6. Then
If φi(T ) > 0, set
j∗ = rightmost column at which Cif (T, j∗) = φi(T )
and define fi(T ) as the perforated tableau obtained from T
∗ by pushing the blank in row (i + 1)
of column j∗ up into row i, and moving the content above it down into row (i + 1). Otherwise,
fi(T ) = NULL.
Theorem 5.6 Given the map fi : PTabn → PTabn above, we have
Perf rt(fi(wP)) = fi(Perf rt(wP)).
Proof: We could, essentially, repeat a version the proof of Theorem 5.1. However, we proceed
more directly by noting (from the definitions of the maps ei and fi) that fi(T ) = en−i(Rot(T )) and
fi(wP) = en−i(Rot(wP)) from which we have
Perf rt(fi(wP)) = Perf rt(Rot(Rot(fi(wP))))
= Perf rt(Rot(en−i(Rot(wP))))
= Rot(Perf (en−i(Rot(wP)))
= Rot(en−i(Perf (Rot(wP)))) by Theorem 5.1
= fi(Rot(Perf (Rot(wP))))
= fi(Perf rt(wP)).

Recalling the definition of Bν(wP) from Definition 4.4, we have:
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Corollary 5.7 Let wP be highest weight, and let TwP = Perf (wP), and ν = wt(wP) = wt(TwP ).
Let Bν(TwP ) be the closure of the images of the (highest wieght) TwP under the ptableaux operators
ei and fi, for 1 ≤ i < n, defined on each. Then the restriction Perf : Bν(wP) → Bν(TwP ) is an
isomorphism of irreducible GLn crystals.
Proof: The set Bν(wP) is a connected, irreducible subcrystal of [n]⊗k. Since Perf is a bijection
from Bν(wP) that commutes with the crystal operators, and wt(TwP ) = wt(wP) as noted above,
they are isomorphic crystals (See [3], p. 54). 
We make two observations about crystals in PTab: First, the action of an operator fi on a
ptableau T , if not null, is to swap a blank upward with a cell with content lying above it (in right-
justified form), while the action of some ei is to move a blank down, swapping with a cell with
content below it (in the left-justified form). For example, in the ptableau:
T =
1 1 2 3 3
1 1 2 3 3
1 2 2 3 4 4 5 6
2 3 4 4 5 6
we see at a glance that f2(T ) = NULL since there are no blanks in row three to move up into
row two (and similarly, e3(T ) = NULL). Such analyses often aid, for example, in computing string
patterns crystals (as described in [3]) realized as ptableaux.
Secondly, perforated tableau can be constructed with an arbitrary number of blank rows at the
bottom of the diagram. These actually serve a purpose, in that, for example, in the ptableau:
T =
1 1 2 3 3
1 1 2 3 3
1 2 2 3 4 4 5 6
2 3 4 4 5 6
the action of the operator f4 is necessarily NULL on T , since there are no blanks in row 5 to move
up. However, in
T ′ =
1 1 2 3 3
1 1 2 3 3
1 2 2 3 4 4 5 6
2 3 4 4 5 6
,
we have
f4(T
′) =
1 1 2 3 3
1 1 2 3 3
1 2 2 3 4 4 5 6
3 4 4 5 6
2
.
The word
w = 343433441122341233411223
could, in principle, represent both T and T ′ above, but it would have to be deduced from context
if it was meant to denote a word w ∈ [4]24 or w ∈ [5]24).
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6 An Example
Below are two isomorphic, irreducible crystals in [3]⊗4:
2|111
2|112 3|111
2|122
3|112
2|113
3|122
2|123
3|113
3|222
3|123
2|133
3|223 3|133
3|233
f1 f2
f1
f2
f1
f1
f2
f1
f1
f2
f2
f1
f2
f2
f2
f1
f1
f2
112|1
122|1 113|1
222|1
113|2
123|1
123|2
223|1
133|1
223|2
133|2
233|1
233|2 333|1
333|2
f1 f2
f1
f2
f1
f1
f2
f1
f1
f2
f2
f1
f2
f2
f2
f1
f1
f2
The crystal of words on the left is the image (under the reading word map) of the SSYT
crystal. The nodes of crystal on the right are not the reading words of any SSYT. However, under
the ptableau map Perf , we obtain ptableaux models for both:
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1 1 1
2
1 1
1 2
1 1 1
2
1
1 1 2
1 1
1
2
1 1
2
1
1
1 1
2
1
1 2
1
1 1
1 2
1 1 1
2
1
1
1 2
1
2
1 1
1 1
1 2
1
1 1 2
1
1 1 2
f1 f2
f1
f2
f1
f1
f2
f1
f1
f2
f2
f1
f2
f2
f2
f1
f1
f2
1 2 2
2
1 2
2 2
1 2 2
2
1
2 2 2
2 2
1
2
1 2
2
2
2
1 2
2
1
2 2
2
1 2
2 2
1 2 2
2
2
1
2 2
1
2
2 2
1 2
2 2
1
2 2 2
1
2 2 2
f1 f2
f1
f2
f1
f1
f2
f1
f1
f2
f2
f1
f2
f2
f2
f1
f1
f2
7 Highest Weights
Definition 7.1 We say a ptableau T ∈ PTab is partition-shaped if in ∗T , no blank cell in ∗T has
content to the right or below the blank (so all content is in the upper left corner of ∗T , with no
“holes”). We say a ptableau is anti-partition-shaped if in T ∗ no blank has content to the left or
above it or, equivalently, if Rot(∗T ) is partition-shaped.
For example, the ptableau
T =
1 1 4
1 1 2 5
1 2 3 4 4 5 6
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is not partition-shaped since
∗T =
1 1 4
1 1 2 5
1 2 3 4 4 5 6
,
and the leftmost blanks in the first two rows have content to their right. However, the ptableau
T ′ =
1 1 1 1 1 4 4
2 4 4 6
3 5
,
is partition-shaped since
∗T ′ =
1 1 1 1 1 4 4
2 4 4 6
3 5
.
Theorem 7.2 Given a ptableau T ∈ PTabn, the left-justifed form ∗T is partition-shaped if and
only if it is highest weight, meaning ei(T ) = NULL for all i, 1 ≤ i < n.
Similarly, given a ptableau T , its right-justified form is anti-partition-shaped if and only if T is
lowest weight, meaning fi(T ) = NULL for all i, 1 ≤ i < n.
Thus, in the examples above, the ptableau T ′ is highest weight, while T is not.
Proof: Clearly, if ∗T is partition-shaped, it is highest weight, since the action of any ei on ∗T , if
not NULL, would be to move some blank in row i, swapping with content below it in row (i+ 1),
and when ∗T is partition-shaped there are no such blanks.
For the converse, we argue inductively on the rows of ∗T , starting from the lowest row with
content and moving upwards (we’ll assume this is row n). First, in row n, all blanks are to the right
of all content in (left-justified) ∗T . We claim that if T is highest weight, there can be no blanks in
row (n− 1) over content in ∗T . If there were, suppose k+ 1 is the smallest column index such that
this occurs. Then the last two rows of ∗T would appear as:
a1 . . . ak ∗ . . .
b1 . . . bk bk+1 ∗ . . .
where the ai and bi are content, and the “∗” denotes content or blanks. But then, according to
Definition 5.1, the maximum of the difference of
c
columns in ∗T [n − 1, n] minus the c columns
in ∗T [n− 1, n] is positive (reaching “1” in column k + 1), and hence en−1 would be non-NULL by
the definition. Thus, we can conclude there are no such blanks in row (n− 1), so that all blanks of
row (n− 1) are over blanks in row n. But then, we may assume such blanks are to the right of all
content, since there is no obstruction to moving content in row (n − 1) as far left as possible (no
entries below the content to form column strictness violations).
We conclude that in row (n− 1) of ∗T , all blanks in the row are at the far right. Consequently,
we argue that row (n − 2) must also have this form, by the same argument as above applied to
row (n − 1). If there were any blanks to the left of content in row (n − 2), we would conclude
ei(T ) 6= NULL, etc. Thus, in all rows all content is to the left of all blanks, so we conclude ∗T is
partition shaped.
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The proof of the second statement regarding lowest weights is proved analogously (indeed,
isomorphically under the map Rot). 
In [n]⊗k it is well-known that a word w is the highest weight element if and only if it is a
Yamanouchi word. That is, if w = wkwk−1 · · ·w2w1, then for each i ∈ [n−1] and each `, 1 ≤ ` ≤ k,
the segment w`w`−1 · · ·w2w1 contains at least as many i’s as (i + 1)’s. The characterization of
highest weight ptableau given above is, by contrast, generally easier to use. For example, to see if
the minimally parsed word
w = 33|23|11233|1222|11122|111
is or is not highest weight, we need check that all ei are NULL on w, or to compute all the counts
of i’s over (i+ 1)’s across the length of the word in order to ensure the word is Yamanouchi, while
for the associated ptableau:
Perf (w) =
1 1 1 2 2 2 3 4 4
2 2 3 3 3 4 5
4 4 5 5 6 6
,
we see it is highest weight (unperforated) immediately. Indeed, viewing the ei operators as trying
to move blanks down to lower rows in a ptableau, and the fi as trying to move blanks up, it is
quite natural that highest weight ptableaux have no interior blanks; the blanks have been moved
down as far as possible.
8 Tensor Products and the Littlewood-Richardson Rule
8.1 Tensor Products in [n]⊗k
Tensor products of crystals in [n]⊗k are constructed by concatenation of words. If C1 and C2 are
two crystal graphs (from, say, [n]⊗k and [n]⊗`, respectively), then the nodes of the crystal graph
C1 ⊗ C2 ⊆ [n]⊗(k+`) are the concatenated words of C1 and C2, with the crystal operator acting on
these words. The set of nodes in C1⊗C2 is closed under the crystal operators, and hence decomposes
as a disjoint sum of irreducible crystals (see [3], p. 18).
Let Bν(w) and Bµ(w′) be two irreducible crystals in [n]⊗k. A classical problem is to determine
the number of irreducible crystal graphs of a given highest weight λ in the tensor product Bν(w)⊗
Bµ(w′). We denote this multiplicity by the Littlewood-Richardson coefficient, cλµν . In order to
determine cλµν combinatorially, it is not enough to use representatives of isomorphism classes, such
as SSYT.
The issue is the SSYT model of crystal is not closed under tensor products. As noted above,
if ν is a partition of n rows and k parts, the map RR : SSY T (ν) → [n]⊗k picks out only one
representative irreducible crystal of highest weight ν, with all other graphs with the same highest
weight identified only up to isomorphism. So, for example, the pair of SSYT:
T =
1 1 3
2 3
and T ′ = 1 2 3
2 3
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correspond, under the row-reading map RR to the words:
T =
1 1 3
2 3
T ′ = 1 2 3
2 3
⇓ ⇓
RR(T ) = 23113 RR(T ′) = 23123
We can certainly form the tensor product of the words:
RR(T )⊗RR(T ′) = 23113⊗ 23123 = 23113|23123,
(the parsing is there for clarity, and does not affect the crystal structure). However, this word
has weakly increasing subwords (from left to right) of size 2, 3, 2, 3, and hence is clearly not the
row-reading word of any SSYT (for which the lengths of subwords must be weakly increasing).
Thus, to compute combinatorially Littlewood-Richardson coefficients cλµν , one must employ a
different combinatorial model. Classically, this is achieved by enumerating Littlewood-Richardson
fillings of the skew shape λ/µ with content ν. Hence, in the setting of [n]⊗k we use one class of
objects (semi-standard Young tableau) to build representative models of crystals, but to analyze
tensor products, we need to build another (fillings of skew shapes). We can accomplish both
simultaneously with ptableaux.
8.2 Tensor Products of Ptableaux
Definition 8.1 We adopt the following convention. Given two words w,w′ ∈ [n]⊗k, with parsings
P and P ′, resulting in wP and w′P ′, we will assign to wP ⊗ w′P ′ the parsing
wP ⊗ w′P ′ = wP |w′P ′ .
The tensor product of ptableaux is defined quite easily. Let T,U ∈ PTabn (we require both
ptableaux have the same number of rows). We obtain the concatenation T ⊗ U by:
1. Let k denote the largest integer appearing in U . Replace each cell a in T by a+ k . Call
this ptableau T+k.
2. Construct T ⊗ U by appending the rows of T+k to the right of the rows of ∗U , from the
bottom to the top, at each stage left-justifying appended rows.
Note that there is a swap, of sorts, for tensor products of ptableaux, in that when we write
T ⊗ U for ptableaux, with T on the left of U , we append T+k to the right of U .
For example, if
T =
1 1 1 2 4 4
2 2 3
3 3 3
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and
U =
1 1 2 3
1 2 3 3 3
2 3 4
then
T+4 =
5 5 5 6 8 8
6 6 7
7 7 7
and so
T ⊗ U =
1 1 2 3 5 5 5 6 8 8
1 2 3 3 3 6 6 7
2 3 4 7 7 7
Note that it is possible that a blank appearing in T will not persist in T ⊗ U . The following is
easily proved:
Lemma 8.2 Concatenation of words in [n]⊗k commutes with Perf in PTabn. That is,
Perf (w ⊗ w′) = Perf (w)⊗ Perf (w′).
Recall that we can parse a word in [n]⊗k into any list of weakly increasing subsequences. We do
this so that we can distinguish factors in tensor products from each other. For example, suppose
w = 3|12223|123|112, so Perf (w) =
1 1 2 3
1 2 3 3 3
2 3 4
,
and
w′ = 233|111, so Perf (w′) =
1 1 1
2
2 2
Both w and w′ are minimally parsed. But then
w′ ⊗ w = w′Pmin ⊗ wPmin
= w′Pmin |wPmin
= 233|111|3|2223|123|112,
which is not minimal. But under this parsing we see
Perf (w′ ⊗ w) = Perf (233|111|3|2223|123|112)
=
1 1 2 3 5 5 5
1 2 3 3 3 6
2 3 4 6 6
=
1 1 1
3
2 2
⊗
1 1 2 3
1 2 3 3 3
2 3 4
= Perf (w′)⊗ Perf (w).
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As noted above, the parsing
w′ ⊗ w = 233|111|3|2223|123|112
is definitely not minimal, but is necessary not only so that Lemma 8.2 holds, but so that we can
clearly distinguish the number of different ptableaux T ′ whose tensor product with a given highest
weight T yields another highest weight ptableau. The parsing allows us to see more clearly where
T ends and T ′ begins.
As noted earlier, a word w ∈ [n]⊗k is of highest weight if and only if it is a Yamanouchi word,
that is, if w = wkwk−1 · · ·w2w1, then for each i ∈ [n − 1] and each `, 1 ≤ ` ≤ k, the segment
w`w`−1 · · ·w2w1 contains at least as many i’s as (i + 1)’s. Thus, a concatenation of words w ⊗ w′
is highest weight precisely when it is Yamanouchi. In the ptableau setting, this is essentially a
corollary to Theorem 7.2:
Theorem 8.3 Let T, T ′ ∈ PTabn. Then T ⊗T ′ is highest weight if and only if T ⊗T ′ is partition-
shaped. In particular, this implies that T ′ is highest weight (and hence partition-shaped itself).
Proof: By Theorem 7.2, T ⊗ T ′ is highest weight if and only if T ⊗ T ′ is partition-shaped. Since
T ′ forms the interior, upper-left corner of T ⊗ T ′, T ⊗ T ′ will be highest weight if and only if T ′
already has no interior blanks (in its left-justified form), in other words, T ′ itself is highest weight.

For example, suppose
T =
1 2 2 2 3
1 2 3 3
2 3 3
and
T ′ =
1 1 1 2 2 3 4 4
1 2 3 3 3
2 3 4
.
Then
T ⊗ T ′ =
1 1 1 2 2 3 4 4 5 6 6 6 7
1 2 3 3 3 5 6 7 7
2 3 4 6 7 7
,
which is partition-shaped, hence highest weight.
Theorem 8.4 (Littlewood-Richardson Rule for Ptableaux) Let Bν(U) and Bµ(Tmax) be two
irreducible crystals in PTabn of highest weights µ and ν, and highest weight ptableaux U and Tmax,
respectively. Then
cλµν =
#{T ∈ Bν(U) : T ⊗ Tmax is partition-shaped, of shape λ}.
In particular, the ptableaux T ⊗Tmax are the highest weight elements in the irreducible constituents
of Bν(U)⊗ Bµ(Tmax) of highest weight λ.
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8.3 Connections with the Classical Littlewood-Richardson Rule
Theorem 8.4 should be viewed as a generalization of the classical Littlewood-Richardson rule for
enumerating Littlewood-Richardson coefficients cλµν . Below, we make this connection precise, and
in doing so, highlight an advantage that the ptableaux model has over the SSYT model for crystals
in [n]⊗k.
Let Bµ and Bν denote two irreducible crystals of SSYT, of highest weight µ and ν, respectively.
In the literature one finds expressions such as:
Bν ⊗ Bµ ∼=
⊕
λ
cλµνBλ
which denote decompositions of a tensor product into irreducible constituents (up to isomorphism).
However, as pointed out above, there is no actual definition of a tensor product of SSYT crystals.
At best, we identify each factor of Bν ⊗ Bµ with their row reading image (a canonical crystal of
words) and compute the tensor product by concatenation of words. But, by virtue of this, we must
replace the actual decomposition of Bν ⊗Bµ into irreducible constituents with isomorphic copies in
the sum ⊕λcλµνBλ (the use of “∼=” is essential). That is, typically no crystal in Bν ⊗ Bµ equals Bλ,
even when identifying it with a crystal of words.
This is not problematic in itself and, indeed, the point of the Littlewood-Richardson rule is to
count multiplicities of isomorphic crystals. The trouble with the SSYT model is that it is of no
help in evaluating cλµν , or analyzing its properties. Thus, one needs an entirely new combinatorial
model, namely Littlewood-Richardson fillings.
The Littlewood-Richardson Rule enumerates cλµν by counting the set of Littlewood-Richardson
fillings of the skew shape λ/µ with content ν. To find such a filling, remove the partition µ from the
partition λ leaving the skew shape λ/µ. In the remaining boxes, using the partition ν = (ν1, . . . , νn),
we place in the skew shape ν1-many 1’s, ν2-many 2’s, etc., filling the entire skew shape, so that the
filling is semistandard, and satisfies the word condition, meaning that the row reading word of the
filling (in the skew shape) is a Yamanouchi word. The number of such fillings equals cλµν .
We will demonstrate how this construction is a special case of our Theorem 8.4 above.
Definition 8.5 We say a ptableau T ∈ PTabn satisfies the word condition on ptableaux if and
only if whenever k and k + 1 appear as entries of content in T , then for each `, 1 ≤ ` < n, the
number of k’s appearing in rows 1 through ` is greater than or equal to the number of k + 1’s
appearing in rows 1 through k + 1.
We use the term “word condition” out of tradition as it is used in the context of the Littlewood-
Richardson rule. However, the word condition on ptableaux does not correspond to the Yamanouchi
condition on words in [n]⊗k. That is, if a ptableau T satisfies the word condition, it does not imply
that T = Perf (w) for some Yamanouchi word w.
Lemma 8.6 Suppose T ∈ PTabn satisfies the word condition. Then, ei(T ) and fj(T ) also satisfy
the word condition, if they are not NULL.
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Proof: Suppose T ∈ PTab satisfies the word condition, k and k + 1 are content in T , and that
ei(T ) is not NULL. We argue that the word condition holds for k and k + 1 in ei(T ), meaning
there are at least as many k’s in rows k to k + s as there are (k + 1)’s in rows (k + 1) through
(k+ 1 + s), which will prove the lemma. Recall our convention that a denotes a specific cell of T ,
whose content is the integer a.
Recall also that the tail of a k-strip of T is the highest and right-most cell of the strip. We define
the “`-tail of a k-strip” to be the last `-many k’s in the k-strip of T (the highest and right-most
k’s), so the `-tail always includes the tail of the k-strip. We say a cell (k+1) in the (k + 1)-strip
corresponds to an cell k in the k-strip if both are the same number of cells away from the tails of
their respective strips.
We claim: Each cell of the `-tail of the (k + 1)-strip, moving right to left, lies either below, or
in a column to the left of the column containing the corresponding cell of the `-tail of the k-strip
(weakly south and strictly east). That is, the tail of the (k + 1)-strip lies either below the tail of
the k-strip, or in a column to the left of the column of the tail of the k-strip, and similarly for all
corresponding pairs of cells in the k- and (k + 1)-strips.
Let k
top
denote the tail of the k-strip in T . To prove the claim, we first note that k
top
can
have no content to its right, since this would violate the word condition in that row. By column
strictness, every entry directly to the right of k
top
, or to the right of k
top
and in a lower row,
cannot be (k+1). Hence k+1
top
, the tail of the (k+1) strip, lies either below k
top
, or in a column
to the left of k
top
(and in a lower row), proving the claim in this case. We argue inductively on
the remaining cells of the (k + 1) strip to prove the claim.
Now, consider the effect on T of applying some ptableaux crystal operator ei, (we assume that
ei(T ) is not NULL). We consider the case that ei moves a k+1 up, swapping it with a blank above
it; all other moves would not affect the word condition on k and (k + 1). We prove that moving
up a (k + 1) cannot produce a word condition violation. Let k+1
ei
denote the cell moved by the
operator ei. There are three cases to consider:
1. The element in the k-strip corresponding to k+1
ei
lies directly above it: In this case, there
must be at least one blank between k+1
ei
and its corresponding element in the k-strip, since
ei(T ) swaps k+1
ei
with a blank above it. Thus, the corresponding element in the k-strip is
even higher than k+1
ei
in ei(T ), and the word condition is preserved.
2. The element in the k-strip corresponding to k+1
ei
lies in a column to the right of the column
containing k+1
ei
, and in a row j with j < i: In this case, swapping k+1
ei
one row higher
cannot have caused a word condition violation, since the entry in the k-strip corresponding
to k+1
ei
is still in a row higher than k+1
ei
after the swap.
3. The element in the k-strip corresponding to k+1
ei
lies in a column to the right of the column
containing k+1
ei
, row i: This case is impossible, since the swap would place k+1
ei
to the
left of a cell containing a k.
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Consideration of these three cases when moving a cell k down under some fi show that fi(T )
still satisfies the word condition, and the result is proved. 
Let ν = (ν1, . . . , νk) be a partition, and let Tν denote the ptableau whose first row contains
ν1-many 1’s, whose second row contains ν2-many 2, etc. So, for example, if ν = (4, 3, 3, 1) then:
Tν =
1 1 1 1
2 2 2
3 3 3
4
.
Corollary 8.7 A ptableau T ∈ PTabn satisfies the word condition if and only if T lies in the
connected component of Bν(Tν), the crystal with highest weight Tν , where ν1 is the number of 1’s
appearing in Tν , ν2 is the number of 2’s appearing in Tν , etc.
Proof: Suppose T is right-justified (the word condition is clearly invariant under row equivalence).
The word condition implies that we only find 1’s in row 1 of T , only 1’s and 2’s in rows 1 and 2
of T , etc. Thus, in row 2, by the word condition the 2’s in row 2 do not extend left past the 1’s in
row 1, and since T is right-justified, the 1’s in rows 1 and 2 have no gaps in the columns in which
they appear. But continuing, since the 3’s in row 3 cannot extend to the left past the 2’s in row 2,
then the 2’s in row 3 cannot extend to the left past the 1’s in row 2, so that the 1’s appearing in
rows 1,2, and 3 appear in consecutive columns, etc. Thus, the horizontal strip of 1’s is maximal,
in that there is no column in T not containing a 1. But then those 1’s may only move directly
upward (under the action of some crystal operator ei), so that in the highest weight ptableau of
T , the top row consists entirely of 1’s. After performing these operations (moving 1’s upward), we
argue inductively to conclude the highest weight is of the form Tν . 
Corollary 8.8 If T satisfies the word condition as a ptableau, then not only is T in a crystal
with highest weight Tν for some partition ν, but also T = Perf (w) where w is Yamanouchi. In
particular, w is the reading word of a SSYT of shape ν.
Proof: It is easy to see that if T satisfies the word condition as a ptableau, then Perf−1(T ) = w
is Yamanouchi. But this implies that w is the row reading word of a SSYT (see [3], p. 114). 
With these results, we can now see that the classical Littlewood-Richardson rule is a special
case of Theorem 8.4 above. Consider some Littlewood-Richardson filling of a skew shape λ/µ:
1 1 1 1
1 1 2 2 2
1 2 3 3
2 3 4 4
.
Here, µ = (6, 3, 1, 0), λ = (10, 8, 5, 4), and ν = (7, 5, 3, 2). We can fill the blanks of shape µ with
any semistandard content; for now we use Tµ, and distinguish it by circling the content:
1○ 1○ 1○ 1○ 1○ 1○ 1 1 1 1
2○ 2○ 2○ 1 1 2 2 2
3○ 1 2 3 3
2 3 4 4
.
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Viewing the above as a (highest weight) perforated tableau, we note that, up to a relabeling of
content, we may regard this ptableau as a tensor product:
1○ 1○ 1○ 1○ 1○ 1○ 1 1 1 1
2○ 2○ 2○ 1 1 2 2 2
3○ 1 2 3 3
2 3 4 4
=
1 1 1 1
1 1 2 2 2
1 2 3 3
2 3 4 4
⊗
1○ 1○ 1○ 1○ 1○ 1○
2○ 2○ 2○
3○ .
That is, the filling of the skew shape is row equivalent to the ptableau
T =
1 1 1 1
1 1 2 2 2
1 2 3 3
2 3 4 4
.
Since T satisfies the word condition, by Corollary 8.7, we see that T is in the crystal whose highest
weight is Tν . By Corollary 8.3, T = Perf (w), where w is the row reading word of a SSYT of shape
ν. Thus, by Theorem 8.4 the number of T ∈ Bν(Tν) such that T ⊗Tµ is partition shaped equals the
number of Littlewood-Richardson fillings of λ/µ of content ν, and each filling is, up to a relabeling,
row equivalent to some such ptableau T .
9 Evacuation, Involutions and Highest Weights in PTab
We now present some combinatorial algorithms for computing with highest weight elements in pt-
ableaux crystals. These results show how to connect crystal operators on perforated tableaux to
well-known algorithms, including Schutzenberger evacuation and the tableau switching of Benkart,
Sottile, and Stroomer (see [1]). The basis of these connections will be Lemma 9.2 below, show-
ing that the Schutzenberger evacuation map can be “factored” as a product of ptableaux crystal
operators.
9.1 Evacuation and SSYT
Let Tmax be the highest weight element in some irreducible crystal C of type An−1, and let Tmin be
the corresponding lowest weight. There is a symmetry of C, given by an involution φLus : C → C,
called the Lusztig Involution such that if T = fi1 · · · fikTmax, then
φLus(T ) = en−i1 · · · en−ikTmin.
In the SSYT model of crystals, the image of a SSYT T , φLus(T ), is computable by applying
a variant of the evacuation algorithm on T . In the ptableaux model of crystals, the SSYT serve
as highest weights, so φLus(T ) lies in a different ptableaux crystal than T , since they are both
highest weight elements in their respective ptableaux crystals. Nevertheless, we will show that this
involution appears in the ptableaux setting by proving that it computes, after applying the map
Rot, the lowest weight of the crystal containing some SSYT as its highest weight element.
We accomplish this by showing, among other things, that the evacuation algorithm is achieved
by selectively moving blanks through a ptableau in a way that can be recovered as a sequence of
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fi crystal operators. The evacuation algorithm and crystal operators have not been linked in this
way previously.
Definition 9.1 (See [6]) We define φLus on crystals of SSYT as follows: First, we define a map
Evac : PTabn → PTabn. Given T ∈ SSYT(ν) we define an interior corner of T to be a blank with
no other blanks immediately to its left, or immediately above it. Thus, in T , an interior corner will
have content above it (labeled b below), and to its left (labeled c below):
... ? a b ? ...
... ? c ... ...
.
We fix some choice of interior corner, and call this the distinguished blank. As in the figure
above, let c be the content to the left of the blank, and b be the content above it. Then, if b ≥ c,
swap the distinguished blank with b. If not, (so b < c), swap the blank with c. We call either of
these swaps a slide. At this point, the distinguished blank will either:
1. Have content above it and to its left, in which case we perform the slide on the distinguished
blank.
2. Have content only above it, or only to its left, in which case we swap the blank with this
single content entry.
3. Have only blanks to its left and above it, in which case we do nothing, and consider the blank
“fixed”.
We then repeat this process by identifying a new interior corner as the distinguished blank. This
is repeated until there are no interior corners remaining, resulting in a ptableau Evac(T ). Finally,
we then set
φLus(T ) = Rot(Evac(T )).
The map Evac is a version of Schutzenberger’s jeu de taquin. Berenstein and Zelevinsky (see [2])
show that the map φLus = Rot ◦ Evac, applied using any sequence of interior corners (blanks) on
some semi-standard Young tableau, produces the image of the Lusztig involution on the irreducible
crystal containing that Young tableau.
The jeu de taquin portion of the algorithm above starts with an anti-partition shape of blanks
in the lower-right corner of the diagram, migrating to form a partition-shaped collection of blanks
in the upper left, of the same corresponding shape. Equivalently, if a (partition-shaped) ptableau
T has weight (a1, . . . , ak) (where ai ≥ ai+1 since it is partition shaped), then the ptableau Evac(T )
will have weight (ak, ak−1, . . . , a1).
For example, given a semi-standard Young tableau T :
1 1 2 2 3 4
2 3 3 4
3 4 5
,
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we compute Evac(T ) by performing the first sequence of slides on the inner corner in row 2:
1 1 2 2 3 4
2 3 3 4
3 4 5
⇒
1 1 2 2 3 4
2 3 3 4
3 4 5
⇒
1 1 2 2 3 4
2 3 3 4
3 4 5
⇒
1 1 2 2 3 4
2 3 3 4
3 4 5
⇒
1 1 2 2 3 4
2 3 3 4
3 4 5
⇒
1 2 2 3 4
1 2 3 3 4
3 4 5
.
Then the next inner corner of Row 2:
1 2 2 3 4
1 2 3 3 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
.
Then starting with the inner corner in Row 3:
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
1 2 3 3 4 4
3 4 5
⇒
1 2 2 3
2 3 3 4 4
1 3 4 5
,
and then
1 2 2 3
2 3 3 4 4
1 3 4 5
⇒
1 2 2 3
2 3 3 4 4
1 3 4 5
⇒
1 2 2 3
2 3 3 4 4
1 3 4 5
⇒
1 2 2 3
2 3 4 4
1 3 3 4 5
⇒
1 2 2 3
2 3 4 4
1 3 3 4 5
,
and finally
1 2 2 3
2 3 4 4
1 3 3 4 5
⇒
1 2 2 3
2 3 4 4
1 3 3 4 5
⇒
1 2 2 3
2 3 4
1 3 3 4 4 5
⇒
1 2 2 3
2 3 4
1 3 3 4 4 5
⇒
1 2 3
2 2 3 4
1 3 3 4 4 5
⇒
1 2 3
2 2 3 4
1 3 3 4 4 5
.
We see immediately that the ptableau we have obtained by the evacuation process:
T ′ =
1 2 3
2 2 3 4
1 3 3 4 4 5
is lowest weight. As we shall prove below, the steps of the evacuation procedure above are actually
ptableaux crystal operators, so that this is the lowest weight element in the crystal containing
1 1 2 2 3 4
2 3 3 4
3 4 5
.
Berenstein and Zelevinsky proved ([2]) that the composition of Evac with Rot:
Rot(Evac(T )) = Rot
(
2 2 3
1 2 3 4
1 3 3 4 4 5
)
=
1 2 2 3 3 5
2 3 4 5
3 4 4
,
results in = Tinv, the value of the Lusztig involution applied to T .
We view the SSYT T in the above as a highest weight ptableau, and so its Lusztig involution
(another SSYT) must lie in a different irreducible crystal. However, the output of the evacuation
process (before the rotation) does lie in the same crystal as T , as the element of lowest weight.
This fact is proved easily from the Lemma 9.2 below, which shows how the evacuation algorithm is
identical to a suitably defined sequence of crystal operators. That is, while the Lusztig involution
on SSTY maps semi-standard tableaux to themselves, it does so by passing blanks through their
interior which can be viewed as an action by crystal operators on perforated tableaux.
In our previous example, one can check that f1f2f2f2f1f1T = Rot(Tinv). In fact, it can be
shown that the sequence of indices of the fi’s used in this process form a “good word” in the
language of string patterns (see [3]).
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9.2 Evacuation and Crystal Operators on Ptableaux
Lemma 9.2 Suppose a ptableau T is row-equivalent to a skew shape. Choose an “upper inner
corner” S of this skew shape (that is, S is a blank that has content only directly to its right and
below it), appearing in row s, and let P denote the evacuation path of S from the upper inner corner
of T in row s to a lower inner corner of T ′ in row t+ 1, where s ≤ t. Then, up to row-equivalence,
we have
T ′ = etet−1 · · · esT,
and the path of the blank S, resulting from these crystal operators, is also P.
Proof: Consider a ptableau T , row equivalent to a skew shaped tableau. We find a blank in
an upper inner corner, and move it along its evacuation path, swapping with content in T as long
as all entries remain column strict, stopping when the blank (labeled “◦” in the diagram below)
appears in row i, and is no longer able to move right without creating a column strictness violation:
x
a y
Because the blank ◦ cannot move farther right at this point, we must be unable to move the
cell x over the cell a , and so a ≤ x.
The evacuation procedure thus swaps the blank ◦ in row i with the content a in row (i+ 1).
We show that, after we left justify T , computing ei(T ) will swap a with a blank (though, because
of justification, a might be swapped with a blank other than ◦ above). Nevertheless, this will
show that the evacuation procedure matches the crystal operators as described in the statement of
the lemma.
We prove that ei(T ) swaps a up by first noting that, if we calculate
Cie(T, j) =
(
j∑
s=1
(
T
(j)
[i,i+1]
)
c
−
j−1∑
s=1
(
T
(j)
[i,i+1]
)
c
)
at each column j in the present diagram above (which is not yet left justified, and contains no
blanks other than ◦ in the skew shape), the maximum value is attained in the column containing
a . We denote this by saying the maximum C-value is in the column of a . We will show that, if
we swap content with blanks horizontally in the left-justification process (so that we can compute
ei(T )), the maximum C-value remains in the column of a , even if the box a moves left during
the process.
Left justification of a ptableau is performed by beginning with the 1’s in the diagram, starting
in the lowest row in which they appear, and moving them as far left as possible, followed by moving
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the 1’s in the next highest row left (if possible), etc., until the 1’s have been left justified. We then
proceed with the 2’s, 3’s, etc. in the same manner. We need only consider the effect of this process
on rows i and (i + 1), where if a number ` appearing in the content of T is to be left justified
(assuming we have already justified the 1’s, 2’s, ... and (`− 1)’s), we move the `’s in row (i+ 1) to
the left (if possible), and then move the `’s in row i.
We consider all possible ways that we can swap one block of content left with a blank, in either
rows i or i+ 1, and show that such a swap is impossible, or that the maximum C-value remains in
the column of a , even if that cell moves during the process. In order to do this we first note that
the original skew shape, into which the single blank ◦ has been moved as far right as possible,
satisfies the following inductive hypothesis (which we will show is also preserved by all subsequent
left-justification moves).
Consider the ptableau T in its skew shape row-equivalent form. Given some content b , in row
i of T we will define the partner of b to be the content of T that appears in the same column as
b but in row (i+ 1). We then make the following:
Inductive Hypothesis: Let T be the ptableau above, in skew shape form except for the
single blank box ◦ , and let T ′ denote a partially left-justified ptableau, following the
justification process described above. Then, for every content c appearing in row i of
T , the partner of c in T ′ is either below c , or in a column to the right of c , in row
(i+ 1). Further, a in row (i+ 1) has a blank above it in row i.
We now show the maximum count is reached in the column of a at each stage, and that our
hypothesis on partners is also preserved at each step of the left-justification process.
Content can only be left-justified by moving left, swapping with a blank to its immediate left.
Consider the following cases:
1. Suppose two columns of T , in rows i and (i + 1), were of the form:
c
c′ , where c and c
′
denote content of T . We note, by our hypotheses on partners, that either c′ is the partner
of c , or the partner of c lies to the right of c′ , and a appears in a column either to the
right or to the left of the two columns above. We claim the only possible left-justification
move would be:
c
c′ ⇒
c
c′ . In other words, the move
c
c′ ⇒
c
c′ is impossible. This
follows by noting that by column strictness, c < c′, so that in the left-justification process,
we must justify c before c′. Therefore, we either move c first (as stated above), or moving c
is impossible. But if we cannot move c further left, it must be due to some content in the
column left of c, somewhere below row (i+ 1), in which there is an entry c′′ such that c′′ ≤ c.
If this is so, then we cannot move c′ left either, since c < c′.
Thus, the only possible justification move in this case is:
c
c′ ⇒
c
c′ where c
′ 6= a, and
clearly the hypothesis on partners is preserved.
But now we see that the maximum C-value remains in the column of a after this move.
First, suppose a lies to the left of the pair of columns above. Then, no C-value to the right
of a can increase after the move, since in the new columns,
c
c′ we have, moving left to
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right computing C-values, a −1 (for the content over a blank) followed by a +1 (for the blank
over content). Thus, C-value of any column has not increased, so the maximum C-value is
in the column of a .
Similarly, if a lies to the right of the columns, by the same reasoning the C-value at a has
remained unchanged, and is the same at all other columns, so the maximum C-value is in the
column of a .
Further, we see that in the move
c
c′ ⇒
c
c′ inductively, we must have c
′ 6= a. Also, the
partner of c is either c′ or its partner lies further to the right of c′, so the inductive claims are
preserved.
2. Consider a move of the form
c
c′ ⇒
c
c′ . Inductively, we have c
′ 6= a , since the content
to the right of a cannot be moved over a . If c′ is to the right of a , then the move
can only decrease the C-value at the column containing c′ , so that the maximum C-value
remains in the column of a . If c′ (and hence c ) are to the left of a , then the net effect on
the C-value in the column of a is unchanged, and so remains maximum. The move clearly
preserves the inductive claims.
3. Given a move of the form
c ⇒ c , we see that the maximum C-value must remain in
the column of a , since a column of two blanks does not alter C-values, and preserves the
inductive claims.
4. Similarly, a move of the form
c
⇒
c
cannot change C-values,and preserves the inductive
claims, even in the case that c = a .
5. Consider a move of the form:
c
c′ ⇒
c
c′ . By our inductive hypothesis, if c lies to the left of
the column containing a , then either c′ is the partner of c , or the partner of c lies further
to the right of c′ . In particular, a is not among either of these two columns. Thus, while
before the move, the left column contributed a −1 to the C-values of columns to its right,
and the right column contributed a +1, so that the net effect is zero. But this is still true
after the move, in which the columns are both blank or both content. Thus, the maximum
C-value is still in the column of a .
If c lies to the right of the column containing a , there are no inductive claims to check, but
it is also clear the maximum C-value lies in the column of a .
Note also, the move preserves the inductive claims.
6. Consider a justification move of the form:
c′′ c
c′ ⇒
c′′ c
c′ . By the inductive claims, either c
′ is
the partner of c′′ , or the partner of c′′ lies to the right of c′ . In either case, c′ cannot be
the partner of c , and it also cannot equal a . Therefore, a move of this type preserves all
C-values and preserves the inductive claims.
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7. Consider a move of the form:
c
c′ c′′ ⇒
c
c′ c′′ . By the inductive hypotheses, the partner of
c is either c′′ , or the partner of c lies to the right of c′′ . Thus, under the move, the
inductive claim on partners is preserved. Further, we must have c′ is not equal to a , since
by hypothesis, the content directly to the northeast of a has a value less than or equal to
a, and so the move would be impossible. Thus, the second inductive claim is preserved and,
we then see, since a must be located at a column other than the two above, the maximal
C-value remains in the column of a .
This exhausts the possibilities for left justification moves, and so, if evacuation swaps ◦ down and
the content a up, then upon left justification, ei(T ) would swap a up as well (though perhaps in
a different column) since the maximum C-value would first appear in the column of a . 
By duality under the Rot map, we then have:
Corollary 9.3 Suppose a ptableau T has a skew shape row-equivalent form. Choose a lower
inner corner S of this skew shape (so S is a blank, and has content directly to its left and above it),
appearing in row j+ 1, and perform evacuation, moving S from the lower inner corner of T in row
j + 1 to an upper inner corner of T ′ in row i, where i ≤ j. Then, up to row-equivalence, we have
T ′ = fifi−1 · · · fjT.
We present two consequences of the above results. The first gives a combinatorial algorithm
to compute lowest weight ptableaux from their corresponding highest weights, and relates this al-
gorithm to classical results regarding the Schutzenberger Involution. The second combinatorially
computes “commutators” (in the sense of [4]) for highest weight elements of tensor products, gen-
eralizing results of James and Kerber [5] (that use SSYT models) thus giving an algorithm that
applies to all crystals in [n]⊗k.
9.3 Lusztig Involutions and Highest Weights
Theorem 9.4 1. Let T ∈ SSYT(ν) be a semistandard Young tableau of shape ν. Then their is
a sequence of (ptableaux) crystal operators fLus = fi1 , . . . , fis such that
fLus(T ) = fi1 , . . . , fis · T = Rot(Tinv).
In particular, each evacuation path constructed in computing Tinv may be “factored” as a
product of crystal operators on perforated tableaux.
2. If Tmin denotes the lowest weight element in the ptableaux crystal containing a highest weight
element T , then
Tmin = Evac(T ).
Proof: We begin with some SSYT T ∈ PTabn. By Theorem 7.2, T is highest weight, so
T = Tmax. We will assume, for now, that n is chosen so that there are no entirely blank rows
in Tmax. Thus, in its left-justified form, all blanks in Tmax appear in the lower right corner, and
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this collection of blanks is reverse partition shaped (the number of blanks weakly increases as we
proceed down the rows).
Applying Evac to Tmax moves these blanks to the upper left corner. We choose to move one
blank entirely through Tmax before staring another, so that Corollary 9.3 applies. Once all blanks in
the antipartition shape of blanks below Tmax have been moved above it, Tmax has been transformed
into the form of a lowest weight ptableau (which we denote Tmin) by Theorem 7.2. By Corollary 9.3,
this ptableau is in the same crystal as Tmax.
Thus, as in the example above, the transformation from the highest weight ptableau
Tmax =
1 1 2 2 3 4
2 3 3 4
3 4 5
to the lowest weight
Tmin =
1 2 3
2 2 3 4
1 3 3 4 4 5
by means of the Schutzenberger evacuation procedure is also obtained by an appropriate sequence
of crystal operators fi.
For the general case, we argue by example (the general principle will be clear). Assume that
the highest weight ptableau Tmax has some rows entirely of blanks:
Tmax =
1 1 2 2 3 4
2 3 3 4
3 4 5
.
Applying evacuation in the first three rows of Tmax, or applying the same appropriate set of
crystal operators fi, will result in the ptableau:
T ′ =
1 2 3
2 2 3 4
1 3 3 4 4 5
.
It is now simple to show that
(f3)
6(T ′) =
1 2 3
2 2 3 4
1 3 3 4 4 5
.
But this is precisely the ptableau obtained by performing evacuation on the left-most blank in row
4, (swapping with the 1 above it), and then successively evacuating each blank in row 4, moving to
the right.
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The first two blanks in row 3 form a partition of blanks (of shape (3, 2, 2)) with those in rows 1
and 2, and hence are fixed. The blank in row 3, column 3, however, has content above it, and can
still be moved. We evacuate the blank in row 3 under the left-most 2 by swapping the 2 down and
the blank up, which corresponds to the sequence of crystal operators:
(f2)
4(f3)
6(T ′) =
1 2 3
2 2 3 4
1 3 3 4 4 5
.
Applying evacuation in row 2 has the same result as:
(f1)
3(f2)
4(f3)
6(T ′) =
1 2 3
2 2 3 4
1 3 3 4 4 5
.
We now repeat the process to move blanks in the bottom two rows upward, either by evacuation
or crystal operators, finally obtaining the lowest weight:
Tmin = 1 2 3
2 2 3 4
1 3 3 4 4 5
,
and the general result follows. 
9.4 Commutators and Highest Weights
We now consider the problem of combinatorially determining highest weight ptableaux in tensor
products of crystals. Let Bµ and Bν be two irreducible crystals of ptableaux, with highest weight
elements of weight µ and ν respectively. This tensor product decomposes
Bν ⊗Bµ ∼=
⊕
λ
B
⊕cλµν
λ ,
where, in the the isomorphism above, Bλ is a fixed irreducible crystal of highest weight λ, and
the Littlewood-Richardson coefficient, cλµν counts its multiplicity in the decomposition. However,
Bµ and Bν denote specific crystals of ptableaux (corresponding to specific words in [n]
⊗k), so, in
addition to counting the multiplicity of irreducible crystals in a given isomorphism type, we should
try to distinguish and compute within a particular, realized tensor product.
By Theorem 8.4 we know that a highest weight element of an irreducible constituent of the
tensor product Bν ⊗Bµ has the form T ⊗ Tµmax where Tµmax is the highest weight element of Bµ,
T ∈ Bν , and T ⊗ Tµmax is a partition-shaped ptableau, of some shape λ (so cλµν 6= 0).
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Further, it is well known that the crystals Bν ⊗ Bµ and Bµ ⊗ Bν are isomorphic. A crystal
isomorphism τ : Bν⊗Bµ → Bµ⊗Bν is called a “commutator”. Given some element T⊗T ′ ∈ Bν⊗Bµ,
Henriques and Kamnitzer [4] compute a commutator τ(T ⊗ T ′) ∈ Bµ ⊗Bν by means of the Luztig
involution, τ(T ⊗ T ′) = (T ′inv ⊗ Tinv)inv. One would hope, however, for a purely combinatorial
realization of this map in terms of ptableaux. The general case is currently under investigation.
Here we present a combinatorial algorithm to compute the commutator for highest weight elements
in tensor products.
A special case of the commutator map in the context of Littlewood-Richardson fillings (but not
in the context of crystals) has been known for many years. Recall that highest weight ptableaux
can be viewed as a SSYT. In particular, classical results on Littlewood-Richardson fillings can be
viewed, using ptableaux, as special tensor products resulting in highest weight ptableaux, in the
case that both Bν and Bµ are the unique crystals (of their respective weights) that correspond to
reading words of SSYT.
In this special setting, the commutator is defined as a bijection between Littlewood-Richardson
filling of λ/µ with content ν (where λ is the weight of the fixed, irreducible constituent of Bν ⊗
Bµ), and a corresponding Littlewood-Richardson filling of λ/ν of content µ (corresponding to
constituents of Bµ⊗Bν). James and Kerber [5] give this map by defining a combinatorial algorithm
that moves the content of the Littlewood-Richardson filling of content ν “through” the base of µ,
so that the tableau becomes one of base ν, with content of µ.
Benkart, Sottile, and Stroomer [1] show that James’ and Kerber’s algorithm is a special case of
a more general “tableau switching” algorithm.
We make use of the work of Benkart, Sottile and Stroommer (BSS) in what follows, and also
describe a combinatorial algorithm on ptableaux, in the case of highest weights, that will map a
given highest weight element of Bν ⊗ Bµ to a canonical corresponding highest weight ptableau in
Bµ⊗Bν . That is, given some T ⊗ Tµmax ∈ Bν ⊗Bµ, where Tµmax and T ⊗ Tµmax are both highest
weight, we define a combinatorial algorithm τ(T ⊗ Tµmax) = T ′′ ⊗ Tνmax such that
1. T ′′ ∈ Bµ (the same crystal, not merely one isomorphic to Bµ).
2. Tνmax ∈ Bν is the highest weight element in Bν .
3. T ′′ ⊗ Tνmax is highest weight, where wt(T ⊗ Tµmax) = wt(T ′′ ⊗ Tνmax).
The algorithm can be described as a type of tableau switching (in the sense of BSS), an evacua-
tion procedure, or a coordinated set of crystal operators. We use all three interpretations to prove
the equivalence of these algorithms, and to show they satisfy the requirements above.
We use Lemma 9.2 and its Corollary 9.3. We also need the lemma below, which will help keep
track of pairs of evacuation paths.
Lemma 9.5 Suppose C1 and C2 are lower inner corners of a skew shaped ptableau T , with C1
weakly below and strictly left of C2. Then, the evacuation path of C1 lies weakly below and strictly
left of the evacuation path of C2.
Proof:
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Assume that at some stage of the evacuation of C1, we have moved it as far left as it can go in
its current row. Immediately before moving C1 up, the ptableau T contains
b c
a d
.
We must have that a ≤ b; if not, we could still move C1 left. After swapping the blank C1 and b ,
T has
c
a b d
.
Now assume that at some stage in the evacuation of C2 has moved left as far as possible, to the
column immediately to the right of the vertical path of C1. So C2 occupies the cell that contained
d, or occupies a higher cell in that column, with an entry b′ < b immediately to its left. (In reality,
C2 might be several rows below C1, but the argument will still hold.)
c
a b
or
c′
b′
a b d
.
We must show that C2 now moves up, so that its evacuation path does not cross to the left
of C1’s evacuation path. In the first case, as noted above, b ≤ c and so to maintain T ’s column-
strictness, C2 must move up. In the second case, because C1 swapped with b
′, by column-strictness
b′ ≤ c′. Thus to maintain column-strictness, C2 must swap places with c′ above it. Hence, in either
case, C2 moves vertically, and does not cross the vertical path of C1.
C1 started weakly below and strictly to the left of C2, and so the evacuation path of C1 must
be weakly below and strictly left of that of C2. 
Definition 9.6 (See [1]) Let T be a tableau of numbers and blanks, with numbers from [n]. Then
T is a BSS perforated tableau if, ignoring blanks, the entries of T are weakly increasing in rows
and strictly increasing in columns.
In the work of Benkart, Sottile and Stroomer (BSS) [1], what we here call BSS perforated
tableaux are there called only perforated tableaux. The ptableaux defined here are BSS perforated,
but the converse does not hold. For example, the tableau
1 1 2
2 3 4
2 3
3 4
is BSS perforated, but not a ptableau, since the 2’s, 3’s, and 4’s do not form horizontal strips.
Definition 9.7 Suppose we have a tableau with content of two “types,” for example, 1, 2, 3, . . . ,
and 1,2,3 . . . , but no blanks. If the portion of the tableau formed by each type of number number
separately form BSS perforated tableaux, then the entire tableau is a BSS perforated pair.
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For example, the diagram below is a BSS perforated pair:
1 1 1 1 2 2
2 2 3 2 4 2
2 2 3 3 3
3 3 4 4
Algorithm 1 \Push Down": Given: S = T ⊗ Tµmax, where Tµmax and T ⊗ Tµmax are highest
weight (partition shaped) ptableaux. Call the filling of Tµmax (resp. T ) the µ content (resp. ν
content) of S. At the start of the algorithm, the ν-content forms a skew shape.
Let k be the largest value in the µ-content. Thus, the right-most, highest k in the µ-content
lies in an upper inner corner of the skew shape of the ν-content.
Use evacuation to push the highest, right-most k through the ν-content, until it emerges in
a lower inner corner of the (still skew shaped) ν-content. We work through the k-strip of the µ-
content, moving right to left, top to bottom, at each stage pushing a single k through the ν-content.
At the end of this step, the µ content of 1’s through (k − 1)’s lies in a partition shape above the
skew shape of the ν content, and below the ν content is a single horizontal strip of k’s, which is
part of the µ-content.
We then repeat the pushing down process on the (k − 1) strip of the µ content, starting with
the right-most, highest k − 1, then the (k − 2) strip, etc. At the end of this process, the ν content
forms a partition shape, and all the µ-content lies below or left of the ν content, forming a skew
shape.
Algorithm 2 \Push Up": In this case, we begin with the 1-strip of the ν-content. Beginning in
the lowest, left-most 1 in the strip, using evacuation, push the box up through the µ content, until
it occupies the top left corner of the diagram. Repeat with the rest of the 1-strip, working left to
right, bottom to top. Do the same for the 2 strip, etc., until all the ν content has been pushed up
into a partition shape, and the µ content is below or east of the ν content, forming a skew shape.
We show below that both the Push Down and the Push Up algorithms result in the same
resulting output, namely, a ptableau in the tensor product Bν ⊗ Bµ of highest weight, in other
words, the commutator of S.
Theorem 9.8 Let Bµ and Bν denote arbitrary irreducible crystals of ptableaux of highest weights
µ and ν, respectively. Let Tµmax ∈ Bµ be the highest weight ptableau in Bµ, and let T ∈ Bν be such
that T ⊗ Tµmax ∈ Bµ ⊗ Bν is also highest weight. Then, applying either the Push Up or the Push
Down algorithm to T ⊗ Tµmax produces the unique highest weight ptableau T ′ ⊗ Tνmax ∈ Bν ⊗Bµ.
Proof: The Push Down algorithm pushes µ content through the ν content by evacuation, keeping
the µ content BSS perforated. Lemma 9.2 shows that pushing µ content down has the effect of
performing ei crystal operators on T so that not only is the image of T a perforated tableau during
the Push Down algorithm, its image lies in the same crystal Bν , and not merely one isomorphic to
it. Similarly, the Push Up algorithm moves the ν content in T so that it is BSS perforated, and
will have the effect of applying fi crystal operators on Tµmax, taking it to some ptableau in the
same crystal Bµ.
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Consider the Push Down algorithm applied to T⊗Tµmax. By Lemma 9.5, each box in the k-strip
of the µ-content will arrive, via evacuation, to the right of the boxes of the k-strip that came before
it. Thus, as we move the k-strip down through the ν-content, it forms a horizontal strip and, in
particular, the µ content formed by the Push Down algorithm forms a ptableau. From this, it is
clear that at each stage of the Push Down algorithm (including when a box of µ-content is in the
interior of the ν content, the resulting tableau forms a perforated BSS pair. So, the Push Down
algorithm (defined via successive evacuations) is equivalent to performing BSS tableau switching.
An analogous argument implies that the Push Up algorithm is also a special case of BSS tableau
switching. However, Theorem 2.2 of [1] demonstrates that the resulting tableau obtained by BSS
tableau switching is independent of the sequence of switches used. This, the outputs of the Push
Up and the Push Down algorithms are the same.
Thus, while we start with the tensor product T ⊗Tµmax with T ∈ Bν and Tµmax highest weight
in Bµ, the resulting ptableau (from either algorithm) is a tensor product T
′ ⊗ Tνmax with T ′ ∈ Bµ
and Tνmax highest weight in Bν . Since the action of the Push Algorithms applies crystal operators
to either the µ or the ν content, and the action of both is a BSS switching, the result of either
algorithm is the same. BSS switching preserves shape, so the resulting ptableau is highest weight
of the same weight λ = wt(T ⊗ Tµmax). 
10 Questions for Future Work
The perforated tableau construction allows a number of questions about crystals in type An−1 to
be analyzed combinatorially, but there are many questions awaiting further work.
1. Other Types. The successes here in type An−1 suggest looking for appropriate perforated
tableaux models in other types by looking at tensor products of the standard crystals there.
We have begun to investigate crystals in type C, and have a proposed perforated tableau
model in this case.
2. Commutators. We want to generalize algorithms for computing the commutator of highest
weight ptableau T ⊗ U to arbitrary pairs, and have obtained some partial results.
3. Plactic Equivalence. The classical notion of plactic equivalence on words (Knuth trans-
formations) is easily translated to a certain class of “splicings” of horizontal strips of pt-
ableaux into plactically equivalent objects. It appears that there is a collection of ptableaux
transformations (that include the Knuth equivalences) that are easier to implement (so that,
combinatorially, one may verify plactic equivalence more quickly).
4. Insertion Algorithms. Related to plactic equivalence, one studies the role of insertion algo-
rithms on words to compute the “P” and “Q” tableau associated to a word in [n]⊗k. Analysis
of some special cases here suggests there may be ptableaux algorithms to do this, possibly
with less work (since some of the “insertion” has been accomplished by the computation of
the ptableaux) .
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5. Interpretations of Ptableaux Crystals. We hope to explore these connections and more
direct interpretations for the role of ptableaux in representations theory, especially in the
representation theory of sln, where some analogies between ptableaux structures and compu-
tations of specific irreducible representations suggests new questions.
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