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Abstract—Person re-identiﬁcation is an important task of
matching pedestrians across non-overlapping camera views. In
this paper, we exploit a weighted feature descriptor for person
re-identiﬁcation. We ﬁrstly compute the weights on the superpixel
level via graph-based manifold ranking algorithm, then integrate
the computed weights into a patch-based feature descriptor,
named local maximal occurrence. Finally, the weighted descrip-
tors are fed into a top-push distance learning to mitigate the
cross-view gaps. We evaluate the proposed method on three
benchmark datasets iLIDS-VID, PRID 450S and VIPeR. The
promising experimental results demonstrate the effectiveness of
the proposed method comparing with the state-of-the-arts.
keywords: Person re-identiﬁcation; Manifold ranking; Local
maximal occurrence; Weighted descriptor.
I. INTRODUCTION
Person re-identiﬁcation is deﬁned as the process of de-
termining whether a given individual under one camera has
already appeared under other cameras. It is a very important
fundamental process in smart surveillance. In recent years,
although a host of researchers have proposed many state-
of-the-art methods for person re-identiﬁcation, it’s still a
challenging task due to various problems, such as illumination
changes [23], object scale differences, imaging angle differ-
ence and partial occlusions.
Generally speaking, there are two steps for person re-
identiﬁcation: 1) Appearance modeling, to describe the person
image with the features that maintaining strong invariance for
the same person, and clear distinction among the different
person. 2) Learning method, usually using the metric learning
to train a distance measurement or classiﬁer, then solving the
person re-identiﬁcation problem by minimizing/maxmizing the
distance among the samples of same person/different person.
Although the metric learning scheme can mitigate the cross
view gaps somehow, the appearance model is the preliminary
problem which brings the way toward the success of person
re-identiﬁcation. Retrospectively, Gray et al. [4] proposed the
ensemble of localized features to solve viewpoint invariant
for person re-identiﬁcation. Farenzena et al. [7] proposed
the symmetry-driven accumulation of local features with the
weighted HSV histogram, MSCR and RHSP. Prosser et al. [9]
learned the feature weights in view of an entirety with
RankSVM speciﬁc metric for pedestrian query settings. D
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Kouno et al. [22] proposed utilizing depth information for
the problem based on an image from an overhead camera
by decreasing the inﬂuence of occluded images. Fergnani et
al. [13] exploited the unartiﬁcial proportions of person body
composed by a division of body parts, which only relies on a
real-time estimation of facial symbol and not requires complex
transmutable part models.
Apparently, the weights of the pixels with person body
are supposed to be larger than the background region, Zhao
et al. [10] exploited the patch-based saliency indication to
match persons with similar feature. In addition, they further
proposed an unsupervised learning approach [11] to build
reliable corresponding relationship between image pairs by
learning localized saliency. Rui Zhao etc. [12] combined
human salience feature and SDALF method to match identical
individual. Ma C et al. [14] proposed a method pretreating
samples for person re-identiﬁcation task, based on the saliency
map improved using a bottom-up saliency approach.
However, most of previous appearance-based methods are
greatly limited for lack of foreground object priori information.
In this paper, we proposed a novel framework using the
manifold ranking algorithm to rank the pixels in the bounding
boxes of person image with both foreground and background
cues but in a different manner. The main contribution of this
paper can be summarised as:
• we propose a novel weighted feature descriptor via graph
based manifold ranking. Speciﬁcally, a close-loop graph
is constructed on the superpixel nodes, which is further
ranked by the weights based on their distance to the
background and foreground cues. We further integrate the
superpixel weights into a patch based feature descriptor,
local maximal occurrence, to construct the weighted
feature descriptor for person re-identiﬁcation.
• Extensive experiments on benchmark datasets demon-
strate the promising performance of proposed weighted
feature descriptor. It can also be integrated to all the exist-
ing pixel, superpixel or patch based appearance models.
II. MANIFOLD RANKING WEIGHTED DESCRIPTOR
In order to preserve the boundary of the person in the
images, we ﬁrstly generate the superpixels of the image via
the state-of-the-art SLIC method [1]. The manifold ranking
algorithm is then designed based on the superpixel level.
A. Weight Computation via manifold ranking
Given an image S = {s1, s2, ..., sn}, where si denotes
the i-th superpixel of the image, we construct a graph G =
(V,E), where V is the node (superpixel) set and E is the
set of undirected edges. Speciﬁcally, the superpixel node is
connected to both neighbor superpixels and the secondary
neighbor superpixels sharing the common superpixel border.
Furthermore, the superpixel nodes on the boundary of image S
are also connected. Based on this k-regular graph, the afﬁnity
matrix We = [weij] which reﬂects the weights between each
pair of the nodes can be deﬁned as:
weij =
{
e−
‖ci−cj‖
σ2 , if si and sj are connected,
0 , otherwise.
(1)
where ci and cj are the mean color values of superpixels si
and sj respectively. The constant σ, which is set as 0.85 in
this paper, controls the intensity of We.
The task of graph-based manifold ranking is to rank the
nodes on the basis of their correlations to the given query node.
According to [24], the ranking function with unormalized
Laplacian matrix can be deﬁned as:
F = (D− βWe)−1y (2)
where D = diag{d11, ..., dii, ..., dnn} is the degree matrix
described as dii = Σiweij . y = [y1, y2, ..., yn]
 is a indicator
vector, deﬁned as:
yi =
{
1, si is a query,
0, otherwise.
(3)
By given some superpixels as the queries, the objective of
Eq. 2 is to rank the remaining superpixels according to their
similarities to the queries. Since the position of foreground is
difﬁcult to conﬁrm, two-step bottom-up strategy is designed
to rank the superpixels.
Step 1. Obtaining foreground queries by boundary back-
ground queries. It’s noted that the superpixels on the boundary
of the image are with much higher possibility as the back-
ground [3], [2]. Therefore, we use the four partial boundaries
(top, bottom, left and right) as queries to rank the rest of the
superpixels in the image. Speciﬁcally, given yt as the indicator
matrix of the top boundary, the ranks of remnant unlabelled
superpixels F t can be calculated according to their similarities
to the top boundary queries via Eq. 2. Then the corresponding
foreground queries can be obtained by:
Rt = A− F˜ t A = [1, 1, ..., 1] ∈ Rn×1 (4)
where F˜ t is the normalization of F t. Rb, Rl and Rr are
obtained in the same manner based on the bottom, left and
right boundaries respectively. The ﬁnally foreground queries
can be obtained via:
Rbq = R
t Rb Rl Rr (5)
where  denotes dot product symbol.
Step 2. Ranking computation via foreground queries. In
order to produce the binary indicator vector yfg for the
obtained foreground queries Rbq , we use the mean of Rbq
as the threshold to binarize Rbq , which can also guarantee the
number of foreground queries. The ﬁnal foreground ranking
F fg is obtained through substituting y by yfg in Eq. 2. The
normalized foreground ranking F˜ fg indicate the weights of the
superpixels. The larger ranking/weight, the higher probability
of the corresponding superpixel to be the foreground/person
body.
Fig. 1 demonstrates several visualized examples of the
weight computation via manifold ranking. From which we can
see, the weights can further enhance the human bodies on the
person images.
Fig. 1. The superpixels weight distribution of the manifold ranking.
B. Weighted feature Description
We integrate the obtained weights into the patch based local
maximal occurrence [16] to construct the weighted feature
descriptor. Speciﬁcally, we equalize all the pixel weights in
the same superpixel. A subwindow with size of 10×10, over-
lapping step of 5 pixels is slided horizontally and vertically on
the Retinexed image [17]. Then the 8× 8× 8 HSV histogram
and two scales of SILTP histograms [18] (SILTP 0.34,3 and
SILTP 0.34,5 ) are extracted for each subwindow, where the
weight of the subwindow is calculated by averaging the
weights of all the pixels covered by the subwindow. To deal
with the viewpoint changes, the maximal local occurrence
of the same histogram bin is obtained as the horizontal
histogram/feature and the feature of each image is obtained
by aligning all the horizontal groups(the number of vertical
subwindows). Furthermore, the multi-scale information was
considered by three-scale pyramid representation with two
2×2 local average pooling operations. The ﬁnal feature vector
for each image has (8× 8× 8 color bins + 34× 2 SILTP bins
) × (24+11+5 horizontal groups) = 26,960 dimensions for a
128 × 64 image. The log transform is employed to suppress
large bin values, and normalize both HSV and SILTP features
to unit length.
III. TOP-PUSH DISTANCE LEARNING
After obtaining the weighted feature description, a metric
learning is required to mitigate the cross view gap. In this
paper, we employ the top-push distance learning [15].For the
training set X = {(xai , xbi )}mi=1, where xai ∈ Rd denotes
the feature vector of the ith person in camera a, we denote
D(xai , xbj) as the distance between feature vectors xai and xbj .
In person re-id, we always expect that the distance between
image pairs of the same person should be smaller than that of
the different person. Hence, for each example xai , our objective
is to optimize following program:
D(xai , xbi ) + ρ < minD(xai , xbk), (6)
where ρ is a relaxing parameter. To quantify the above
program, we aim to minimize a hinge loss function:
min
∑
xai ,x
b
j
max{D(xai , xbi )−minD(xai , xbk) + ρ, 0}. (7)
In order to strengthen the correlation of samples of positive
pairs, the distance between samples of the same class is further
integrated into the objective function:
f(D) = (1− α)
∑
xai ,x
b
i
D(xai , xbi )
+ α
∑
xai ,x
b
i
max{D(xai , xbi )−minD(xai , xbk) + ρ, 0},
(8)
where α ∈ [0, 1] to balance the penalizes of the large distances
between positive pairs and the small distances between closest
samples. Besides, we specially consider the optimization of
Mahalanobis distance under Criterion 4:
D(xai , xbi ) = (xai − xbi )TM(xai − xbi ), (9)
where M  0 is a positive semi-deﬁnite matrix. The detailed
optimization please refer to [15]. The ﬁnal distance between
person i in camera a and person j in camera b is obtained by:
D(xai , x
b
j) = min
j
{D(xai , xbj)}, (10)
IV. EXPERIMENTAL RESULTS
We evaluate our method on the benchmark datasets iLIDS-
VID [5], Prid 450S [6] and VIPeR [4]. In our experiment,
one half of image pairs are randomly selected for training and
testing. The performance is evaluated by using the widely-use
Cumulative Matching Characteristics (CMC) curve, which
represents the expectation of ﬁnding the correct match pair in
the top k matches. All the experimental results are based on
10 random trials.
iLIDS-VID [5]. The i-LIDS dataset contains 300 indoor
pedestrians images from two different camera views in a
busy airport arrival hall. It is very challenging due to clothing
similarities among people, lighting and viewpoint variations
across camera views, cluttered background and random
occlusions.
PRID 450S [6]. It contains 450 image pairs observed from
two disjoint cameras with viewpoint changes, background
interference and partial occlusion. It is also a challenging
person re-identiﬁcation dataset due to the background
interference, partial occlusion and viewpoint changes.
VIPeR [4]. The VIPeR dataset is a challenging person
re-identiﬁcation database that has been widely used for
benchmark evaluation. It contains of 632 observed from two
different non-overlapping camera views. Each person has one
image pair. Images in VIPeR contains large variations in
background, illumination, and viewpoint.
A. Evaluation on Benchmarks
We evaluate our manifold ranking weighted descriptor (M-
RWD) with three state-of-the-art feature descriptors ELF (
the Ensemble of Localized Features ) [4], HistLBP ( Local
Binary Patterns Histograms ) [20] and CN color ( sRGB
values to probabilities over Color Names ) [19]. The parameter
setting of our algorithm is : σ = 10 in Eq. 1, β = 0.75
in Eq. 2 and α = 0.2 in Eq. 8. The comparison results are
reported in Table I. As we can see, our proposed descriptor
signiﬁcantly ourperforms the other three descriptors. Speciﬁ-
cally, the Rank 1 matching rates of ours can achieve 20.33%,
58.47% and 38.76% for iLIDS-VID, PRID 450S and VIPeR
respectively, which demonstrate the promising performance of
the manifold ranking weighted descriptor.
B. Component Analysis
In order to demonstrate the weight contribution of the mani-
fold ranking, we further evaluate the local maximal occurrence
descriptor without the weight integration. The comparison
results on iLIDS-VID is demonstrated in Fig. 2. From which
we can see, the matching rate can be further improved by
integrating the weights.
Fig. 2. The comparison results on iLIDS-VID dataset.
V. CONCLUSION
In this paper, we have proposed a weighted descriptor for
person re-identiﬁcation via manifold ranking on a graph for
person images. It incorporates both background and fore-
ground cues to generate the weight maps on superpixel
level. We have further integrated the weight maps into the
patch-based local maximal occurrence feature to construct the
weighted feature descriptor. The evaluations on three bench-
mark datasets demonstrated the performance of our method.
Our future work will focus on extend our method into multi-
shot person re-identiﬁcation.
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TABLE I
EXPERIMENTAL RESULTS COMPARISON ON THE THREE DATASETS
iLIDS-VID PRID 450S VIPeR
Feature Rank1 Rank5 Rank10 Rank20 Rank1 Rank5 Rank10 Rank20 Rank1 Rank5 Rank10 Rank20
ELF [4] 8.1 20.9 31.7 47.1 17.2 38.3 50.7 62.4 21.0 45.5 60.2 75.4
HistLBP [20] 7.9 21.0 30.0 43.9 18.2 40.0 52.1 65.6 23.0 53.2 67.0 82.1
CN color [19] 5.0 17.3 26.2 38.0 10.2 25.3 35.0 45.1 24.1 47.2 61.3 77.8
MRWD(OURS) 20.3 44.9 56.7 70.4 57.2 80.9 88.4 93.7 38.5 71.7 84.9 95.3
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