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Grand canonical Gutzwiller approximation for magnetic inhomogeneous systems
Noboru Fukushima∗
Institute of Physics, Academia Sinica, NanKang, Taipei 11529, Taiwan
The Gutzwiller approximation (GA) for Gutzwiller-projected grand canonical wave functions with
fugacity factors is investigated in detail. Our systems in general contain inhomogeneity and local
magnetic moments. In deriving renormalization formulae, we also derive or estimate terms of higher
powers of intersite contractions neglected in the conventional GA. We examine several different
constraints, i.e., local/global spin-dependent/independent particle-number conservation. Out of the
four, the local spin-dependent constraint seems the most promising at present. An improved GA
derived from it agrees with the variational Monte Carlo method better than the conventional GA
does. The corrections to the conventional GA can be interpreted as two-site correlation including
the phase difference of configurations. Furthermore, projected quasi-particle excited states are
orthogonal to each other within the GA. Using these states, spectral weights are calculated. We
show that asymmetry between electron addition and removal spectra can appear by taking into
account the higher powers of the intersite contractions in the case of the d-wave superconductors
and the Fermi sea; the addition is smaller than the removal. However, the asymmetry is quite weak
especially near the Fermi level. In contrast, projected s-wave superconductors can have the opposite
asymmetry (addition larger than removal) especially near the Fermi level. In addition, formulae from
the other three constraints are also derived, which may be useful depending on purposes.
PACS numbers: 71.10.Fd, 71.27.+a, 74.20.Rp
I. INTRODUCTION
This paper concerns calculation of expectation values
using projected wave functions in inhomogeneous sys-
tems. In order to study electronic systems with repul-
sive on-site interactions, Gutzwiller proposed projected
wave functions1 of the form PG|Ψ0〉 with the Gutzwiller
projection operator,
PG ≡
∏
i
(1 − nˆi↑nˆi↓) , (1)
to prohibit electron double occupancy on each site. Here,
nˆiσ = c
†
iσciσ with c
†
iσ (ciσ) being the creation (annihila-
tion) operator of site i and spin σ.
Expectation values of operators by this projected wave
function can be evaluated by the variational Monte Carlo
method (VMC) numerically exactly within statistical er-
rors. However, the VMC requires lots of computational
effort for some issues. In addition, it needs one run for
each parameter set, whereas an analytical method can
generate more general formulae that often provide us
some hint to understand the system. Thus, instead of the
VMC, an analytical approximation called the Gutzwiller
approximation (GA) is used on occasions, i.e.,
〈ΨN |Oˆ|ΨN〉
〈ΨN |ΨN 〉 ≈ g
O 〈ΨN0 |Oˆ|ΨN0 〉
〈ΨN0 |ΨN0 〉
, (2)
with |ΨN 〉 ≡ PG|ΨN0 〉, where |ΨN0 〉 have a fixed particle
number N . The factor gO is the Gutzwiller renormal-
ization factor for the operator Oˆ. If one chooses a non-
interacting or mean-field approximated wave function as
|ΨN0 〉, the expectation value in the r.h.s. of Eq. (2) can
be easily evaluated. The renormalization factor for the
hopping term denoted by gt is smaller than unity because
it is more difficult to hop in the presence of the strong
on-site Coulomb repulsion between electrons; that for the
exchange interaction denoted by gs is larger than unity
because each site is more often singly occupied to avoid
the other electrons. The GA was first introduced for the
Hubbard model by Gutzwiller2,3, then reformulated by
Ogawa et al.4 A clear description of the method has been
given by Vollhardt5. It was also applied to a mean-field
theory for the t-J model by Zhang et al.6 Improvements
of the GA by taking more intersite correlations have been
made by several authors.7,8,9 The GA usually produces
qualitatively correct results although it is reported that
there are also qualitative differences in some cases10.
The original formulation of the GA implicitly assumes
that a wave function before the projection has a fixed par-
ticle number N (in the following, we call it the “canoni-
cal scheme”). If the particle number of a wave function
has fluctuation (the“grand canonical scheme”), then the
Gutzwiller projection reduces the particle number (see
Appendix A). Such reduction of the particle number may
arouse a question whether the GA as Eq. (2) is valid be-
cause this equation seems to say that the wave functions
before and after the projection have similar properties
except for the double occupancy; are they similar if they
have different particle numbers? To avoid such an un-
clear path, Anderson and Ong11, and Edegger et al.12
formulated a grand canonical GA by taking the canoni-
cal scheme as a guide. Namely, one can force the projec-
tion not to change the average particle number, by gluing
to PG a fugacity factor that compensates the particle-
number reduction. To our knowledge, the fugacity fac-
tor was first seen in a preliminary form in the paper by
Yokoyama and Shiba13 to relate the canonical and the
grand canonical VMC. Gebhard14 introduced position-
and spin-dependent fugacity factors for calculational con-
2venience of the 1/d expansion whose d → ∞ limit cor-
responds to the GA. They also appear in the construc-
tion of the gossamer superconductivity by Laughlin15.
Then, Wang et al.16 used position-dependent but spin-
independent fugacity factors for inhomogeneous systems.
The fugacity factors allow us freedom to choose a re-
lation between the particle numbers before and after
the projection, and the renormalization depends on this
choice. Recently, Ko et al.17 pointed out that two contra-
dictory formulae of the Gutzwiller renormalization fac-
tors in the literature actually come from two different
choices of the fugacity factors. That is, (i) the fugacity
factors are determined so that the projection conserves
the local particle density of each spin direction at each
site, or (ii) so that the projection conserves the total par-
ticle number for each spin direction (this is the usual
canonical-scheme constraint). Mainly for the square lat-
tice antiferromagnet, they used the canonical scheme,
and introduced additional position- and spin-dependent
fugacity factors, then calculated each renormalization
factor as a ratio of probabilities for the physical process.
In this paper, we examine in detail several differ-
ent choices of fugacity factors that impose local/global
spin-dependent/independent particle-number conserva-
tion. We adopt the grand canonical scheme, and derive
general formulae. Some of our formulae are different from
those by the canonical derivation. Furthermore, correc-
tions to the conventional GA are also estimated or de-
rived by taking intersite correlations into account. The
structure of the paper is as follows: Secs. II and III are de-
voted for the case (i), and Sec. IV for (ii). First in Sec. II,
we derive renormalization of the hopping and the pairing
amplitude, the local spin moments and the exchange in-
teraction from the local spin-dependent constraint. We
test the formulae of the hopping amplitude by compar-
ing with the VMC. Physical interpretations are given for
newly derived terms. Subsequently in Sec. III, we also
check orthogonality and excitation energies of projected
Bogoljubov quasiparticle states, and discuss asymmetry
between positive and negative bias spectra. Next, in
Sec. IV, formulae from the global spin-dependent con-
straint are derived. The formulation there includes cases
where the particle numbers before and after the projec-
tion are unequal. In addition, grand canonical GAs with
local/global spin-independent constraints are briefly dis-
cussed in Sec. V.
In our impression, the grand canonical scheme simpli-
fies calculation in many cases because it is free from com-
plicated configuration counting. Furthermore, system-
atic improvement is straightforward by including terms
from larger clusters in the linked-cluster expansion.1 The
formulation we use is similar to the 1/d expansion by
Metzner and Vollhardt18, and Gebhard14. The lowest-
order theory in the uniform non-superconducting limit
of our formulation for the case (i) is equivalent to d→∞
limit of the 1/d expansion. However, in inhomogeneous
systems and in the presence of the second and the third
neighbor hopping, it is not clear if 1/d is a good ex-
pansion parameter. In addition, considering future im-
provements of the theory, it may be difficult to define
terms of very high order in 1/d. Therefore, we naively
use the linked-cluster expansion as Gutzwiller’s original
formulation1, then expand it in a power series of intersite
contractions and neglect high order terms. Furthermore,
we do not adhere to making derived formulae into the
form of Eq. (2).
Throughout this paper, we use the following nota-
tion: A wave function before a projection is denoted
by |Ψ0〉 and it does not have a definite particle num-
ber and may have some inhomogeneity in general. Then,
the wave function after the projection is represented by
|Ψ〉 = P |Ψ0〉, where P is a generalized projector that
includes fugacity factors defined later. The expectation
values of an arbitrary operator Oˆ by these wave functions
are denoted by
〈Oˆ〉 ≡ 〈Ψ|Oˆ|Ψ〉〈Ψ|Ψ〉 , 〈Oˆ〉0 ≡
〈Ψ0|Oˆ|Ψ0〉
〈Ψ0|Ψ0〉 . (3)
Furthermore,
niσ ≡ 〈nˆiσ〉0, nijσ ≡ 〈c†iσcjσ〉0, ∆ij ≡ 〈cj↓ci↑〉0, (4)
ni ≡ ni↑ + ni↓, mi ≡ 1
2
(ni↑ − ni↓). (5)
In addition, Si denotes the spin operator at site i.
II. LOCAL CONSTRAINT
The Gutzwiller projection changes electron-density
distribution in inhomogeneous systems in general. How-
ever, by introducing fugacity factors, one can force de-
sired electron-density distribution. We prefer to start
from the grand canonical GA with a local constraint for
each spin direction, namely,
〈nˆiσ〉 = 〈nˆiσ〉0 , (6)
for any i and σ. Note that this local constraint is different
from the canonical scheme constraint that conserves the
total particle number. However, this “local canonical”
constraint simplifies the resultant formulae as shown in
the following. For example, some of low order corrections
to the GA vanish automatically. Furthermore, with this
constraint, projected Bogoljubov quasiparticle states are
approximately orthogonal to each other, and excitation
energies are approximatively obtained by diagonalizing a
renormalized Hamiltonian (shown in Sec. III).
In general, 〈Sxi 〉0 and 〈Syi 〉0 can be finite. Such
cases will be discussed only in Sec. II D, and otherwise
〈Sxi 〉0 = 〈Syi 〉0 = 0 and 〈c†iσcjσ¯〉0 = 0 are assumed. Fur-
thermore, although we have d-wave superconductors in
mind, there may be deviation from d-wave in inhomo-
geneous magnetic systems, and 〈c†i↑c†i↓〉0 (on-site pairing
before the projection) can be non-zero. We discuss ef-
fect of 〈c†i↑c†i↓〉0 6= 0 in Sec. III G, and otherwise assume
3〈c†i↑c†i↓〉0 = 0 for any i. We also do not consider triplet
pairing of the form 〈c†iσc†jσ〉0 and set it to zero for any i, j,
σ. The generalization to 〈c†iσc†jσ〉0 6= 0 is straightforward.
A. Condition for fugacity factors
The projected wave function is defined as |Ψ〉 = P |Ψ0〉
with P ≡∏i Pi, where
Pi ≡ λ
1
2 nˆi↑
i↑ λ
1
2 nˆi↓
i↓ (1− nˆi↑nˆi↓) . (7)
The local up and down particle numbers are controlled
by λ
1
2 nˆiσ
iσ , and the fugacity factors λiσ will be determined
later to satisfy Eq. (6). In order to derive their explicit
forms, let us calculate the density of σ-spin electron at
site i,
〈nˆiσ〉 =
〈
λiσnˆiσ(1 − nˆiσ¯)
∏
l 6=i P
2
l
〉
0
〈∏l P 2l 〉0 . (8)
In principle, by applying the Wick theorem, these ex-
pectation values can be exactly evaluated. In practice,
however, such calculation is quite difficult to carry out be-
cause too many terms appear by the Wick decomposition.
To approximate it, remember that intersite contractions,
nijσ and ∆ij , are much smaller than on-site contractions,
niσ. An approximation to take the leading order with
respect to the intersite contractions corresponds to the
GA. Here, we take only on-site contractions. Then, l 6= i
terms cancel out between the numerator and the denom-
inator, namely,
〈nˆiσ〉 ≈ λiσ(1− niσ¯)
Ξi
niσ , (9)
Ξi ≡ 〈P 2i 〉0 = (1− ni↑)(1− ni↓) + λi↑ni↑(1− ni↓)
+λi↓ni↓(1− ni↑). (10)
Therefore, the condition to determine λiσ is given by
λiσ(1 − niσ¯)/Ξi = 1. By solving the simultaneous equa-
tions for up and down spins, we obtain
λiσ ≈ 1− niσ
1− ni , Ξi ≈
(1− ni↑)(1 − ni↓)
1− ni . (11)
The corrections to 〈P 2〉0 and 〈niσ〉 can be calculated by
taking into account intersite contractions between site i
and other sites l 6= i. Let us calculate terms proportional
to |nil↑|2. Such terms appear by the Wick decomposi-
tion of 〈nˆi↑P 2〉0. We take on-site contractions for the
sites other than i, l, and thus we only need to consider
〈nˆi↑P 2l 〉0. The operators in nˆi↑ = c†i↑ci↑ are contracted
with those in c†l↑cl↑ or cl↑c
†
l↑ in P
2
l . Then, the operators
for the down spin are replaced by nl↓ or 1−nl↓. Namely,
such contribution is written as
|nil↑|2
(
(1− nl↓)− λl↑(1− nl↓) + λl↓nl↓
)
= 0 .
In other words, the terms proportional to |nil↑|2 vanish
when λiσ is set as Eq. (11). Similarly, terms proportional
to ∆2il also vanish. Therefore, with Eq. (11), we have
〈nˆiσ〉 = niσ + O(n4ijσ) + O(∆4ij). Estimated corrections
to λiσ are also of the order of n
4
ijσ or ∆
4
ij .
B. Hopping and pairing amplitude
For the hopping term, similar calculation can be car-
ried out. Namely, for i 6= j,
〈c†i↑cj↑〉 = λ
1
2
i↑λ
1
2
j↑
〈
c†i↑ci↓c
†
i↓cj↑cj↓c
†
j↓
∏
l 6=i,j
P 2l
〉
0
〈P 2〉0 (12)
≈ λ
1
2
i↑λ
1
2
j↑(1− ni↓)(1− nj↓)
ΞiΞj
〈c†i↑cj↑〉0 , (13)
where we took on-site contractions except one intersite
contraction (that is necessary) in the numerator. Then,
the Gutzwiller renormalization factor is given by17
〈c†iσcjσ〉
〈c†iσcjσ〉0
≈
√
1− ni
1− niσ
√
1− nj
1− njσ ≡ g
t0
ijσ . (14)
The next order in fact involves one more site other than
i and j, but the second and the third order of the intersite
contractions for such contribution vanish when λiσ is set
as Eq. (11). Therefore, the third order term involves only
sites i and j. Namely, taking more contractions between
i and j in Eq. (12),
〈c†i↑cj↑〉 ≈ gt0ij↑
(
nij↑ − nij↓
nij↑n
∗
ij↓ +∆
∗
ij∆ji
(1− ni↓)(1− nj↓)
)
. (15)
The formula for 〈c†i↓cj↓〉 is obtained by replacing as ↑⇔↓
and ∆ij ⇒ −∆ji. The nij↑|nij↓|2 term in Eq. (15) is from
repulsive correlation between down-spin holes due to the
Pauli principle: all of the four configurations in Fig. 1
contribute to 〈c†i↑cj↑〉0, but only (a) does to 〈c†i↑cj↑〉.
Then, taking into account repulsion between down-spin
holes, (a) has less weight than the estimate by the con-
ventional GA that neglects this correlation.
On the other hand, the nij↓∆
∗
ij∆ji term is from su-
perconducting correlation; negative for ∆ij = ∆ji (sin-
glet), and positive for ∆ij = −∆ji (triplet). This term
seems related to the phase difference between the four
configurations in Fig. 2, which appear in |Ψ〉0 (before
the projection). Our rough explanation in the case of
nij↑ ≃ nij↓ is as follows: Suppose ζa, ζb, ζc, ζd are co-
efficients of the configuration (a,b,c,d) in |Ψ〉0, and as-
sume they are real numbers. Then, ζaζd contributes to
nij↑, and −ζbζc contributes to nij↓. Remember that the
conventional GA can be derived by taking the ratio of
the probability of configurations6,17; it implicitly assumes
that ζaζd and −ζbζc have the same sign. Turning on the
4superconducting correlation, configurations (a) and (b)
as well as (c) and (d) start to correlate. Then, their con-
tribution to the singlet order parameter before the pro-
jection 〈c†i↑c†j↓ − c†i↓c†j↑〉0 is proportional to ζbζa + ζcζd.
The magnitude of this quantity, however, is small if ζaζd
and −ζbζc have the same sign. Therefore, to strengthen
the singlet superconducting correlation, all of ζaζd, ζbζc
should be small. Accordingly, the weight of Fig. 1(a)
should be smaller than the estimate by the conventional
GA.
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FIG. 1: Configurations contributing to 〈c†i↑cj↑〉0. Filled ar-
rows represent occupied states, and open dashed arrows rep-
resent unoccupied states. Only (a) contributes to 〈c†i↑cj↑〉.
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FIG. 2: Roundabout correlation between (a) and (d) via (b)
and (c). These configurations in |Ψ0〉 correlate in the presence
of superconductivity.
We test this formula for a simplest case, i.e., the stan-
dard uniform non-magnetic BCS d-wave superconductor,
|Ψ0〉 =
∏
k
(uk + vkc
†
k,↑c
†
k,↓)|0〉 , (16)
uk ≡
√
1
2
(
1 +
ξk
Ek
)
, vk ≡ ∆k|∆k|
√
1
2
(
1− ξk
Ek
)
,
Ek ≡
√
ξ2k +∆
2
k , ∆k ≡ ∆v (cos kx − cos ky) ,
ξk ≡ −2t (coskx + cos ky)− µ .
The conventional GA as Eq. (14), the generalized GA as
Eq. (15), and the VMC are compared in Fig. 3 for the
nearest-neighbor hopping. Here, the generalized GA is
done using 200×200 sites, and practically the finite-size
effects are negligible; errors only come from neglect of the
higher order of the intersite contractions. µ is adjusted
to satisfy each hole concentration for each point. The
VMC is carried out using 30×30 sites with x-antiperiodic
y-periodic boundary condition. The hopping amplitude
is averaged over every bond, and the statistical errors
are negligible in the scale of this figure. For comparison
with the GAs, µ is also adjusted to equalize the doping
before the projection with that after. At small ∆v, the
generalized GA agrees with the VMC very well. As ∆v
increases, the deviation becomes larger. This is possibly
because O(∆4ij) term neglected in Eq. (9) may start to
make an important contribution.
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FIG. 3: The neatest-neighbor hopping amplitude 〈c†iσcjσ〉 cal-
culated by the conventional GA [Eq. (14), broken line], the
generalized GA [Eq. (15), solid line], and the VMC [dots] for
the projected uniform non-magnetic BCS d-wave supercon-
ductor.
In inhomogeneous systems, there may be deviation
from the d-wave. Since it is rather difficult to force the lo-
cal constraint for the VMC in inhomogeneous systems, let
us test the formula using a simpler non-d-wave, namely,
a uniform p-wave superconductor by redefining
∆k ≡ ∆v sin kx (17)
in Eq. (16). The nearest-neighbor hopping amplitude in
the x-direction is plotted in Fig. 4. The generalized GA
shows a good overall agreement with the VMC. It espe-
cially reproduces characteristic peak at ∆v ∼ 2t caused
by the nij↓∆
∗
ij∆ji term in contrast to the conventional
GA.
The superconducting order parameters 〈c†i↑c†j↓〉 can be
calculated similarly to the hopping term, i.e.,
〈c†i↑c†j↓〉 =
√
gii↑ gjj↓
(
∆∗ij +∆
∗
ji
nij↑n
∗
ij↓ +∆
∗
ij∆ji
(1− ni↓)(1 − nj↑)
)
.
(18)
The ∆∗ij term represents the direct correlation between
the i ↑, j ↓ occupied state [Fig. 5(a)] and the empty state
[Fig. 5(d)]. The ∆∗ij |∆ji|2 term contains the attractive
correlation between holes of i ↓ and j ↑; if ∆ji is finite, i ↓
and j ↑ tend to be simultaneously occupied or unoccu-
pied, and it is less likely that only one of them is occupied.
Accordingly, this effect increases weight of the configu-
rations in Fig. 5(a) and (d), and appears as the positive
correction in Eq. (18). The ∆∗ijnij↑n
∗
ij↓ term represents
roundabout correlation between i ↑ and j ↓ through i ↓
and j ↑ as depicted in Fig. 5. Argument similar to what
50.01 0.1 1 10
Dvt
0.01
0.02
0.03
0.04
0.05
0.06
0.07
X
c i
Σ†
c i
+
x`
 Σ
\ 20% doped
10% doped
FIG. 4: The neatest-neighbor hopping amplitude of the
projected “p-wave” superconductor calculated by the con-
ventional GA [Eq. (14), broken line], the generalized GA
[Eq. (15), solid line], and the VMC [dots].
is used for the hopping amplitude (Fig. 2) leads to the
conclusion that the singlet correlation enhances weight
of configurations in Fig. 5 in this case.
i j i j

i j
i j

 
i j
FIG. 5: Roundabout correlation between (a) and (d) via (b)
and (c) in |Ψ0〉.
Note that Eqs. (15,18) is mainly aimed at |i − j| = 1.
For next-nearest neighbors, O(n4ij) of |i− j| = 1 may be
comparable to O(n2i′j′ ) of |i′−j′| = 2 and the former may
be dominant especially in high dimensions. In general,
as i and j separate from each other, the approximation
by Eqs. (15,18) may lose accuracy.
C. Spin moment and exchange interaction
By definition, the local spin-z component at each site
is not renormalized, i.e.,
〈Szi 〉 = 〈Szi 〉0 = mi . (19)
For the exchange interaction term 〈Si ·Sj〉, we take up to
the second order of intersite contractions. Using symbols
↑, ↓, and +1,−1, interchangeably, it is written as
〈Szi Szj 〉 =
1
4〈P 2〉0
∑
σ,τ=±1
στλiσλjτ
〈
c†iσciσciσ¯c
†
iσ¯c
†
jτ cjτ cjτ¯ c
†
jτ¯
∏
l 6=i,j
P 2l
〉
0
≈ mimj − 1
4
[
(1− ni↑)(1 − ni↓)(1 − nj↑)(1 − nj↓)
]−1
×
[
|nij↑|2(1− 2mi)(1− 2mj)(1− ni↓)(1− nj↓)
+|nij↓|2(1 + 2mi)(1 + 2mj)(1− ni↑)(1− nj↑)
+|∆ij |2(1− 2mi)(1 + 2mj)(1− ni↓)(1 − nj↑)
+|∆ji|2(1 + 2mi)(1 − 2mj)(1− ni↑)(1 − nj↓)
]
, (20)
〈Sxi Sxj + Syi Syj 〉
=
√
λi↑λi↓λj↑λj↓
2〈P 2〉0
∑
σ
〈
c†iσciσ¯c
†
jσ¯cjσ
∏
l 6=i,j
P 2l
〉
0
≈ −Re
[
nij↑n
∗
ij↓ +∆ij∆
∗
ji
]
√
(1− ni↑)(1− ni↓)(1− nj↑)(1 − nj↓)
= gsxyij 〈Sxi Sxj + Syi Syj 〉0 , (21)
with
gsxyij ≡
1√
(1− ni↑)(1− ni↓)(1− nj↑)(1 − nj↓)
. (22)
Here, Eq. (20) seems different from what is derived as a
ratio of probabilities for the physical process using the
canonical scheme with the fugacity factors by Ko et al.17
We speculate that it possibly does not take into account
all of the contractions above.
To compare with the result by 1/d expansion by
Gebhard14, set ∆ij = ∆ji = 0 and consider antiferro-
magnets. By setting niσ = njσ¯ in Eqs. (20,21), these
equations are reduced to
〈Szi Szj 〉 ≈ mimj −
(1− 4m2i )
(
〈Szi Szj 〉0 −mimj
)
(1− ni↑)(1 − ni↓) (23)
〈Sxi Sxj + Syi Syj 〉 ≈
〈Sxi Sxj + Syi Syj 〉0
(1− ni↑)(1− ni↓) , (24)
which are equivalent to the formula by the 1/d
expansion14. However, when ∆ij 6= 0, renormalization of
〈Szi Szj 〉 is not reduced to such a simple form, and we need
the original formula, Eq. (20). Note that Eqs. (23,24)
can be used also for non-superconducting ferromagnets.
Namely, the local constraint leads to the conclusion that
antiferromagnets and ferromagnets are renormalized sim-
ilarly. This is in distinct contrast to results of the GA
with global constraint as will be discussed in Sec. IVF.
6D. Systems with nonzero spin-xy components
This choice of fugacity factors encounters difficulties
when 〈Sxi 〉0 or 〈Syi 〉0 is finite. Let us redo the derivation
including S±i ≡ 〈S±i 〉0:
〈nˆiσ〉 ≈ λiσ[niσ(1 − niσ¯) + S
+
i S−i ]
Ξi
, (25)
Ξi = (1− ni↑)(1− ni↓) + λi↑ni↑(1− ni↓)
+λi↓ni↓(1− ni↑) + (λi↑ + λi↓ − 1)S+i S−i .(26)
The condition to determine λiσ is
λiσ
niσ(1− niσ¯) + S+i S−i
Ξi
= niσ . (27)
This is solved to give
Ξi ≈ (1 − ni↑)(1 − ni↓)− S
+
i S−i
1− ni , (28)
λiσ ≈ niσ
niσ(1 − niσ¯) + S+i S−i
Ξi . (29)
For a spin moment, 〈Szi 〉 = 〈Szi 〉0, and
〈S±i 〉 ≈
√
λi↑λi↓
Ξi
S±i
= S±i
√
ni↑
ni↑(1− ni↓) + |S+i |2
√
ni↓
ni↓(1− ni↑) + |S+i |2
.
(30)
This renormalization factor for S±i is larger than unity
because it is not bound by the local constraint. Since xy
component is renormalized differently from z component,
approximation depends on humans’ choice of z-axis. This
asymmetry is probably related to what is discussed by Ko
et al.17 The most reasonable choice of z-axis we think is
making it parallel to 〈Si〉0 at each site. Then, S±i = 0
for any i. It is equivalent to formulating a GA with con-
straints 〈nˆi↑+ nˆi↓〉 = ni and 〈Si〉 = 〈Si〉0. However, such
a GA may yield very complicated renormalization factors
for intersite terms. One way to avoid such a complexity is
to use spin-independent constraint as shown in Sec. VA.
III. LOCAL CONSTRAINT: EXCITED STATES
The GA with the position- and spin-dependent con-
straint discussed in the previous section has an advan-
tage in constructing plausible excited states which are
approximately orthogonal to each other as shown below.
For shorthand notation, we use
ci ≡ ci↑ , cNL+i ≡ c†i↓, (31)
where NL is the number of lattice sites. Then, the sub-
script of this new operator runs from 1 to 2NL, and we
represent it by single Greek symbols as cρ. Furthermore,
we define
nˆρζ ≡ c†ρcζ , nρζ ≡ 〈nˆρζ〉0 . (32)
A. Bogoljubov de Gennes (BdG) equation
As a preparation, let us begin with deriving a BdG
equation by minimizing the Gutzwiller-approximated en-
ergy following the procedure by Wang et al.16 In the fol-
lowing, we work more on general properties of a BdG
equation with the Gutzwiller projection, and do not use
any Hamiltonian explicitly. However, what we have in
mind is inhomogeneous t-J–type models,
HtJ ≡ PG

−∑
ijσ
tijc
†
iσcjσ +
∑
〈i,j〉
JijSi · Sj

PG , (33)
where the tij term with i = j may represent local im-
purity potentials. The zero-temperature grand potential
Ω ≡
〈
HtJ − µ
∑
i,σ nˆiσ
〉
can be approximated by the
GA, and represented by a function of nρζ , namely,
Ω ≈ ΩGA
[{nρζ}, µ] . (34)
We do not show the explicit form of ΩGA because it can
be derived straightforwardly by using the formulae in the
previous section. In the derivation, one can choose the
level of the approximation: If one takes only the leading
order of the intersite contractions, formulae in the non-
magnetic case are equivalent to those derived by Wang et
al.16 and Li et al.19 If an improved Gutzwiller approxima-
tion such as Eq. (15) is used, a more accurate solution
can be obtained in principle, although it may be more
difficult to find self-consistent solutions.
The chemical potential µ is determined to adjust the
particle number N to satisfy N = −∂ΩGA/∂µ. The other
variables are functional of Ψ0 and determined by mini-
mizing ΩGA,
δΩGA
δΨ0
=
∑
ρζ
∂ΩGA
∂nρζ
δnρζ
δΨ0
= 0 . (35)
Assuming 〈Ψ0|Ψ0〉 = 1, then
δnρζ = 〈δΨ0|nˆρζ |Ψ0〉+ 〈Ψ0|nˆρζ |δΨ0〉 . (36)
By combining Eqs. (35,36),
δΩGA = 〈δΨ0|HBdG|Ψ0〉+ 〈Ψ0|HBdG|δΨ0〉 , (37)
where HBdG ≡
∑
ρζ
∂ΩGA
∂nρζ
nˆρζ . (38)
Then, ΩGA takes an extremum when |Ψ0〉 is an eigenstate
of HBdG, namely,
HBdG|Ψ0〉 = EBdG|Ψ0〉 , (39)
δΩGA = EBdG
( 〈δΨ0|Ψ0〉+ 〈Ψ0|δΨ0〉 ) = 0 . (40)
The main differences from usual BdG Hamiltonian are
the local renormalization factors in front of tij and
Jij , and the effective local chemical potential terms
7−∑i µiσnˆiσ with µiσ = −∂ΩGA/∂niσ − µ which come
from niσ-dependence of the renormalization factors. Lo-
cal modulations of tij and Jij tend to be enhanced by
the local renormalization factors, and impurity potentials
tend to be screened by the local chemical potentials.20
B. Quasi-particles
We rewrite HBdG in a matrix form,
HBdG =
2NL∑
ρ,ζ=1
c†ρHρζcζ . (41)
The 2NL × 2NL matrix Hρζ can be diagonalized using a
unitary matrix U , namely,
Hρζ =
∑
n
UρnEn(U
†)nζ . (42)
Then, using
γn ≡
∑
ρ
(U †)nρ cρ (En > 0),
γ†n ≡
∑
ρ
(U †)nρ cρ (En < 0),
(43)
the Hamiltonian is diagonalized as,
HBdG =
∑
n
Enγ
†
nγn. (44)
The ground state of this effective Hamiltonian is |Ψ0〉 ≡∏
n γn|0〉. Suppose the ground state is well approximated
by P |Ψ0〉. Naively, one may assume that excited states
are constructed by Pγ†n|Ψ0〉. This form of excited states
was first introduced for uniform systems by Zhang et al.6
For fugacity factors in P , we use those in the ground state
even for the excited states. It probably correspond to as-
suming that the quasi-particles γn are not very localized
and that the change of the particle distribution is negli-
gible.
C. Orthogonality of the excited states
The orthogonality of these excited states can be
checked by expanding γn using Eq. (43). For example,
for En > 0, Em > 0,
〈Ψ0|γnP Pγ†m|Ψ0〉 =
∑
ρζ
U∗ρnUζm〈cρP 2c†ζ〉0 . (45)
Here, we have to mind a discrepancy between creation
and annihilation operators;
P 2i c
†
iσ = c
†
iσλiσ(1− nˆiσ¯) , (46)
P 2i ciσ = ciσ
[
(1 − nˆiσ¯) + λiσ¯nˆiσ¯
]
. (47)
Then, as the leading-order theory, we take on-site con-
tractions except one intersite contraction. Thanks to
Eq. (11), renormalization factors are reduced to a simple
form, i.e.,
λiσ(1− niσ¯)
Ξi
=
(1− niσ¯) + λiσ¯niσ¯
Ξi
= 1 , (48)
and we obtain simple results,
〈c†iσP 2cjτ 〉0
〈P 2〉0 ≈ 〈c
†
iσcjτ 〉0 , (49)
〈ciσP 2c†jτ 〉0
〈P 2〉0 ≈ 〈ciσc
†
jτ 〉0 , (50)
〈c†iσP 2c†jτ 〉0
〈P 2〉0 ≈ 〈c
†
iσc
†
jτ 〉0 , (51)
〈ciσP 2cjτ 〉0
〈P 2〉0 ≈ 〈ciσcjτ 〉0 , (52)
for any i, j, σ, τ including i = j. In general, 〈c†iσP 2c†iσ¯〉0
does not satisfy this relation, but we are lucky enough to
use the off-site pairing assumption, 〈c†iσc†iσ¯〉0 = 0, then
〈c†iσP 2c†iσ¯〉0 ≈ 0, and can exclude such an exception. Our
projected superconducting state includes the Fermi sea
as a special case, and these relations look different at a
sight from those derived for the Fermi sea by Fukushima
et al.21 In fact, however, these are identical if one remem-
bers that P contains fugacity factors.
Using Eq. (49-52), one can transform back from cρ to
γn to yield
〈Ψ0|γnP 2γ†m|Ψ0〉
〈Ψ0|P 2|Ψ0〉 ≈ 〈γnγ
†
m〉0 = δnm . (53)
That is, the excited states are orthogonal to each other
within the GA.
D. Excitation energy
Let |0〉 and |n〉 denote the normalized ground and ex-
cited states,
|0〉 ≡ P |Ψ0〉√〈Ψ0|P 2|Ψ0〉 , |n〉 ≡
Pγ†n|Ψ0〉√
〈Ψ0|γnP 2γ†n|Ψ0〉
. (54)
Neglecting the second order of the difference in nρζ ,
〈n|HtJ |n〉 − 〈0|HtJ |0〉
≈
∑
ρζ
∂ΩGA
∂nρζ
(
〈n|nρζ |n〉 − 〈0|nρζ |0〉
)
= 〈n|HBdG|n〉 − 〈0|HBdG|0〉 = En . (55)
Therefore, the excitation energies are approximately the
same as eigenenergies of the effective Hamiltonian.
8E. Density of states
To calculate the local density of states, we need matrix
elements, |〈n|c†iσ|0〉|2 and |〈n|ciσ |0〉|2. First of all, using
Eq. (53) with n = m, the normalization of the excited
states can be replaced as
〈Ψ0|γnP 2γ†n|Ψ0〉 ≈ 〈Ψ0|P 2|Ψ0〉 . (56)
Then, we expand γn in |n〉 using Eq. (43) and use simple
relations similar to Eqs. (49-52), namely,
〈c†jτPciσP 〉0
〈P 2〉0 ≈
√
gt0iiσ 〈c†jτ ciσ〉0 , (57)
〈cjτPc†iσP 〉0
〈P 2〉0 ≈
√
gt0iiσ 〈cjτ c†iσ〉0 , (58)
〈c†jτPc†iσP 〉0
〈P 2〉0 ≈
√
gt0iiσ 〈c†jτ c†iσ〉0 , (59)
〈cjτPciσP 〉0
〈P 2〉0 ≈
√
gt0iiσ 〈cjτ ciσ〉0 , (60)
for any i, j, σ, τ . These formulae are true also for i = j,
more explicitly,
〈c†iσPciσP 〉0
〈P 2〉0 =
1√
λiσ
niσ , (61)
〈ciσPc†iσP 〉0
〈P 2〉0 =
√
λiσ (1− ni↑ − ni↓) . (62)
These relations are exact if exact λiσ are used.
Since the indices of the renormalization factor are only
from those of the operator between two P ’s, we can trans-
form back to γn to yield
|〈n|c†ρ|0〉|2 = gt0iiσ |〈Ψ0|γnc†ρ|Ψ0〉|2
= gt0iiσ |Uρn|2 (En > 0) , (63)
|〈n|cρ|0〉|2 = gt0iiσ |〈Ψ0|γncρ|Ψ0〉|2
= gt0iiσ |Uρn|2 (En < 0) , (64)
where ρ = (i, σ) as Eq. (31). The common renormaliza-
tion factor gt0iiσ tells us that the positive and negative bias
spectra are symmetric. This symmetric density of states
is also obtained by the canonical scheme GA21,22. We go
one-step further about this point in the next subsection.
For A(k, ω), we need matrix elements in k-
space, |〈n|c†k,σ|0〉|2 and |〈n|ck,σ|0〉|2, where ck,σ =
N
−1/2
L
∑
i ciσ exp(ikRi). These can be obtained by the
Fourier transform of Eqs. (57-60).
F. Electron addition-removal asymmetry caused by
higher order terms
The conventional BCS theory tells us that the quasi-
particle excitation spectra are symmetric between posi-
tive and negative bias. However, local density of states of
high-Tc superconductors measured by the STM is highly
asymmetric and there is an argument that attributes this
asymmetry to strong electron correlation.11 Namely, elec-
tron addition may be more difficult than electron removal
because the injected electron may be repelled by the
other electrons due to their strong Coulomb repulsion.
It is controversial whether the projected quasi-particle
states have symmetric spectra or not. The GA gives sym-
metric spectra21,22 if only quasi-particle excitation is con-
sidered (incoherent excitations may cause asymmetry22).
In contrast, the spectra calculated by the VMC show
asymmetry.10
To discuss this point, here we calculate corrections to
the results in the former sections. When these corrections
are taken into account, the orthogonal relation, Eq. (53),
may not be satisfied any more. Therefore, in the fol-
lowing, we assume that the systems are almost uniform;
in the uniform limit the wave number is a good quan-
tum number due to the translational symmetry, and thus
excited states are orthogonal. The next order correc-
tions contain only site i and j similarly to those in the
hopping term. We put general formulae in Appendix B,
and here only show a special case of ni↑ = ni↓ = ni/2,
nij↑ = nji↑ = nij↓ = nji↓ ≡ nij , ∆ij = ∆ji = ∆∗ij = ∆∗ji.
Then, with
Aij ≡
{
n2ij+∆
2
ij
(1−
ni
2 )(1−
nj
2 )
(i 6= j)
0 (i = j) ,
(65)
αi ≡
ni
2
1− ni2
, (66)
Eqs. (57-60) are rewritten as
〈c†j↑Pci↑P 〉0
〈P 2〉0 ≈
√
gt0ii 〈c†j↑ci↑〉0 (1 + αjAij) , (67)
〈cj↑Pc†i↑P 〉0
〈P 2〉0 ≈
√
gt0ii 〈cj↑c†i↑〉0 (1−Aij) , (68)
〈c†j↓Pc†i↑P 〉0
〈P 2〉0 ≈
√
gt0ii 〈c†j↓c†i↑〉0 (1− αjAij) , (69)
〈cj↓Pci↑P 〉0
〈P 2〉0 ≈
√
gt0ii 〈cj↓ci↑〉0 (1 +Aij) . (70)
Since Aij ≥ 0 and αi ≥ 0, the corrections are positive
for the electron removal, and negative for the addition.
For more careful analysis, we also need to check the nor-
malization. Including the corrections, Eqs. (49-52) are
rewritten as
〈c†j↑P 2ci↑〉0
〈P 2〉0 ≈ 〈c
†
j↑ci↑〉0 (1− αiαjAij) , (71)
〈cj↑P 2c†i↑〉0
〈P 2〉0 ≈ 〈cj↑c
†
i↑〉0 (1−Aij) , (72)
9〈c†j↓P 2c†i↑〉0
〈P 2〉0 ≈ 〈c
†
j↓c
†
i↑〉0 (1− αjAij) , (73)
〈cj↓P 2ci↑〉0
〈P 2〉0 ≈ 〈cj↓ci↑〉0 (1− αiAij) . (74)
These corrections to the normalization are all nega-
tive, and they do not seem to cancel the asymmetry in
Eqs. (67-70). Therefore, these results suggest that the
higher-order GA exhibits asymmetric spectra whose elec-
tron addition spectra are smaller than the removal.
This asymmetry is consistent with the VMC calcu-
lations for excitation spectra by Chou et al.10, and for
spectral weights by Bieri and Ivanov23 and Yang et al.24
For more explicit comparison, we calculate the spectral
weights,
Z+(k) ≡ |〈kσ|c†kσ |0〉|2
=
〈P 2〉0
〈γkσP 2γ†kσ〉0
∣∣∣∣∣〈γkσPc
†
kσP 〉0
〈P 2〉0
∣∣∣∣∣
2
, (75)
Z−(k) ≡ |〈kσ|c−kσ¯ |0〉|2
=
〈P 2〉0
〈γkσP 2γ†kσ〉0
∣∣∣∣〈γkσPc−kσ¯P 〉0〈P 2〉0
∣∣∣∣
2
, (76)
and show them in Fig. 6 for both the conventional and
the generalized GA. Here, we include t′ and t′′ in addition
to Eq. (16) for a better correspondence to the high-Tc
superconductors.
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FIG. 6: (Color online) Z+(k) (blue lines) and Z−(k) (red
lines) of a projected d-wave superconductor by the conven-
tional (dotted lines) and the generalized (solid lines) GA with
t′ = −0.3t, t′′ = 0.2t, ∆v = 0.15t, and 10% hole concentra-
tion.
In the case of the standard BCS theory, Z+ = |uk|2,
Z− = |vk|2. Then, for each k-point below the Fermi level,
one can find a corresponding point k′ above the Fermi
level such that Ek′ = Ek, uk′ = vk, vk′ = uk. Then, sum-
mation of the contribution from these two points to the
spectra is unity for both addition and removal spectra25
because |uk|2 + |uk′ |2 = |vk|2 + |vk′ |2 = |uk|2 + |vk|2 = 1.
Accordingly the excitation spectra are symmetric. The
results of the conventional GA are Z+ = gt|uk|2, Z− =
gt|vk|2; namely, the spectra are just renormalized by gt,
and are symmetric as the standard BCS theory. In con-
trast, by including the corrections to them, Z− decreases
and Z+ increases, which can cause the asymmetry in
the spectra. These Z± are consistent with the VMC
results23,24. Note that Aij is finite even for ∆ij = 0,
i.e., the Fermi sea also has the asymmetry, which is also
consistent24. Similarly to the hopping term, Eqs. (67-74)
are more accurate for small |i − j|. Hence, the Fourier
transformed results may include errors from the summa-
tion over large |i − j|. It will be checked in the future
studies by including higher order terms. Since this asym-
metry appears as a deviation from the conventional GA,
it is rather small (especially near the Fermi level), and
does not look like what is seen in the STM experiment.
G. Opposite asymmetry in projected s-wave
superconductors
We speculate that the origin of the asymmetry may
not be so simple as the intuition that electron addition
may be more difficult than removal because electrons re-
pel each other. Here, we show a counterexample against
this simple scenario. That is to say, projected s-wave
superconductors can have the opposite asymmetry; the
electron addition spectra are larger than the removal.
Such projected s-wave superconductors may be realized
if the pairing interaction is isotropic because d-wave does
not gain energy from diagonal Jij . Even if Jij is finite
only for nearest neighbors, the mean-field approximation
in very overdoped systems converges to extended s-wave
solutions. To be more precise, this opposite asymmetry
is related to finite on-site pairing before the projection,
〈c†i↑c†i↓〉0 6= 0 and not really related to the symmetry of
the gap. Then, even for d-wave, inhomogeneity causes
deviation from the d-wave, and 〈c†i↑c†i↓〉0 can be nonzero
in general. Therefore, strongly disordered d-wave super-
conductors could have similar properties.
To take ∆ii 6= 0 into account, we have to redo the
derivation from the beginning. Then, Ξi and λi should
be replaced by
Ξi ≈
(1− ni2 )2 + |∆ii|2
1− ni , (77)
λi ≈
ni
[
(1− ni2 )2 + |∆ii|2
]
2(1− ni)
[
(1− ni2 )ni2 − |∆ii|2
] . (78)
In fact, this generalization makes analytical treatment
very difficult, and in the following we take only the lead-
ing order of the intersite contractions. Accordingly, its
∆ii → 0 limit corresponds to the conventional GA (not
the generalized GA in Sec. III F).
The most important matrix elements are
〈c†i↓Pc†i↑P 〉0
〈P 2〉0 ≈
√
λi
Ξi
〈c†i↓c†i↑〉0 , (79)
〈ci↓Pci↑P 〉0 = 0 . (80)
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Here, Eq. (80) is exact because of PGci↑PG = ci↑PG and
PGc
†
i↑c
†
i↓ = 0. The renormalization factor in Eq. (79)
is obviously larger than that in Eq. (80). Hence, these
matrix elements suggest that the asymmetry is the op-
posite to that of d-wave. We have also calculated other
matrix elements, and after the Fourier transform, Z± for
a uniform system are obtained as plotted in Fig. 7.
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FIG. 7: (Color online) Z+(k) (blue lines) and Z−(k) (red
lines) of a projected s-wave superconductor with t′ = −0.3t,
t′′ = 0.2t ∆k = 0.15t, and 10% hole concentration.
In comparing Figs. 6 and 7, we should keep in mind
that a better approximation is used for Fig. 6, and the
asymmetry as in Fig. 6 does not appear in Fig. 7. Never-
theless, the characteristic asymmetry near the Fermi sur-
face in Fig. 7 is very strong, and may remain even in cal-
culation with a better precision. Most likely, Eqs. (79,80)
mainly contribute to the asymmetry because the vicinity
of the Fermi level changes most dramatically.
H. Physical consideration for the asymmetries
For the projected s-wave superconductors, the physical
origin of the asymmetry may be understood as follows.
We have been using terms “addition” and “removal” but
these are in fact named from the ground state’s view. If
one takes the complex conjugate, this addition (removal)
matrix elements can be regarded as removal from (ad-
dition to) an excited state. Let us adopt the excited
states’ view for a while. In the s-wave BCS supercon-
ducting state (before the projection), a Cooper pair may
be formed more or less on-site, which is a resonance of
the doubly occupied state and the empty state. When
ciσ is operated to this wave function, it chooses the the
“originally doubly occupied” state. Then, in Pciσ|Ψ〉0,
the opposite spin state, iσ¯, is occupied with high proba-
bility. Accordingly, it is and easy to remove iσ¯ electron.
In contrast, for Pc†iσ|Ψ〉0, it is impossible to add iσ¯ elec-
tron. Finally, let us turn back to the ground state’s view
and review the arguments above. Then, the removal is
difficult, but the addition is easy.
The asymmetry in the d-wave superconductors and the
Fermi sea needs more consideration because it appears by
higher order correlations. Fig. 8(a) shows a configuration
in the ket |Ψ〉0 contributing to 〈cj↑Pc†i↑P 〉0. The first
term in Eq. (68) represents direct correlation between cj↑
and c†i↑. The second term comes from the repulsive corre-
lation between down holes, which reduces weight of this
configuration. On the other hand, for 〈c†i↑Pcj↑P 〉0, both
configurations (a) and (b) in |Ψ〉0 contribute. However,
when electron density is high, (b) is dominant because
empty sites are rare. Then, correlation between down
holes increases the weight of (b). Since this effect ap-
pears only at high density, the second term in Eq. (67)
accompanies the factor αi.
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FIG. 8: Configurations in |Ψ0〉.
IV. GLOBAL CONSTRAINT
(QUASI-CANONICAL GA)
In the former sections, we have used the local con-
straint. However, if one needs the GA as an approximate
method of the VMC, it may be preferred to require the
usual canonical constraint, i.e., the total particle number
constraint for each of up and down spins,∑
i
〈nˆiσ〉 = Nafterσ , (81)
where Nafterσ is the total number of σ electrons after the
projection. Although one takes Nafterσ =
∑
i niσ in the
usual canonical GA, the particle numbers before and af-
ter the projection can be different in general. In fact, in
the VMC, they are different; the particle number pro-
jection PNafterσ is usually applied together with PG, and
the chemical potential of |Ψ0〉 is more like a variational
parameter and does not control the particle number after
the projection. In the following we use notation,
nafterσ ≡ Nafterσ /NL , nafter ≡ nafter↑ + nafter↓ , (82)
with NL the total number of sites. Our purpose here is
formulating a grand canonical GA that gives results of
the canonical scheme, by imposing Eq. (81).
If the total spin moment is nonzero, it must be rea-
sonable to choose the spin-z axis parallel to the global
moment so that
∑
i〈Sxi 〉0 =
∑
i〈Syi 〉0 = 0. In that
case, local xy components, 〈Sxi 〉0, 〈Syi 〉0, may be finite
in general. Then, similarly to the local-constraint for-
mulation in Sec. II D, xy components of the local spin
moments are renormalized differently from their z com-
ponents. The canonical scheme condition for the total
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spin moment restricts the spin-z renormalization factor
to the vicinity of unity, but the other directions are free
from it. We expect that this spin-rotational asymmet-
ric renormalization is a property from the canonical con-
dition and should exist even in exact calculation. Fur-
thermore, if the total spin moment is zero and local mo-
ments point to various directions, we have no idea how
to choose the z-axis. Here, to avoid such complexity, we
assume 〈Sxi 〉0 = 〈Syi 〉0 = 0, and as in the former sections
〈c†iσcjσ¯〉0 = 〈c†i↑c†i↓〉0 = 〈c†iσc†jσ〉0 = 0.
A. Condition for fugacity factors
To control the total particle numbers, we need a fac-
tor in the form λ
1
2
P
i
nˆiσ
σ , namely, the fugacity factors
λσ do not have the site index. Accordingly, the pro-
jected wave function is defined as |Ψ〉 = P |Ψ0〉 with
P ≡∏i λ 12 nˆi↑↑ λ 12 nˆi↓↓ (1− nˆi↑nˆi↓).
The formula for 〈nˆiσ〉 has the same form as Eq. (9),
and only λσ is different, i.e.,
〈nˆiσ〉 ≈ λσ(1 − niσ¯)
Ξi
niσ . (83)
Note that Ξi is still site-dependent because it contains
local electron densities. By inserting it into Eq. (81), we
obtain
λσ
∑
i
1− niσ¯
Ξi
niσ = N
after
σ . (84)
In inhomogeneous systems, λσ is solved numerically from
Eq. (84) in general. An important point of this uniform
fugacity approach is that the local electron density is
also renormalized as in Eq. (83), and 〈nˆiσ〉 6= 〈nˆiσ〉0 in
general. When λσ is solved and inserted into Eq. (83),
the corrections to 〈nˆiσ〉 are of the second order of intersite
contractions as will be explicitly shown in Sec. IVD.
The local spin-z component is renormalized as
〈Szi 〉 ≈
1
2
∑
σ=±1
σ
λσ(1 − niσ¯)
Ξi
niσ , (85)
where symbols ↑, ↓ and +1,−1 are interchangeably used.
B. Hopping term
The Gutzwiller renormalization factor of the hopping
term is given by
〈c†iσcjσ〉
〈c†iσcjσ〉0
≈ λσ(1− niσ¯)(1 − njσ¯)
ΞiΞj
≡ gt0ijσ . (86)
Next order corrections to this formula involves another
site, which may make important contribution for second
or third neighbor hopping in some systems. Using aiσ ≡
(1− λσ¯)(1 − niσ) + λσniσ, it is written as
〈c†i↑cj↑〉 ≈ gt0ij↑
(
nij↑ +
∑
l
al↓nil↑nlj↑ − al↑∆∗il∆jl
Ξl
)
.
(87)
The corrections to λiσ and Ξi affect only from third order
and not relevant to the equation above. Note that aiσ
goes to zero in the uniform limit with nafterσ = nσ.
In the uniform systems, by omitting irrelevant site in-
dices and using Rσ ≡ nafterσ /nσ, we obtain
λσ ≈ Rσ(1− nσ)
1− nafter =
Rσ(1− nσ)
1−R↑n↑ −R↓n↓ , (88)
gt0σ =
Rσ(1− nafter)
1− nσ =
R2σ
λσ
. (89)
C. Exchange term with zero total spin-z
component and λ↑ = λ↓
The general formulae for the exchange interaction term
are too lengthy to present here. Our main interest is in
systems with zero total spin-z component and λ↑ = λ↓
which includes such as non-magnetic systems, antiferro-
magnets, and stripes. Hence, for simplicity, we restrict
ourselves to this case in the following except for Sec. IVF
that treats ferromagnetic systems. The generalization to
nonzero total spin-z component is straightforward but
one has to work with more complexities.
When λ↑ = λ↓ ≡ λ, Eq. (85) is reduced to
〈Szi 〉 ≈
λ
Ξi
mi . (90)
For the exchange interaction term 〈Si ·Sj〉, we take up
to the second order of intersite contractions. Assuming
that mi is small, namely, mi = O(nijσ) = O(∆ij), we
obtain
〈Szi Szj 〉
≈ g
s
ij
4
(
4mimj − |nij↑|2 − |nij↓|2 − |∆ij |2 − |∆ji|2
)
= gsij〈Szi Szj 〉0 , (91)
〈Sxi Sxj + Syi Syj 〉 ≈ −gsijRe
[
nij↑nji↓ +∆
∗
ij∆ji
]
= gsij〈Sxi Sxj + Syi Syj 〉0 , (92)
where gsij ≡ λ2(ΞiΞj)−1. This is the result of the con-
ventional GA. However, note that, if mi is of the order
of unity, terms such as n2ijσmi, ∆
2
ijmi, have about the
same order of contribution as n2ijσ , ∆
2
ij , and formulae
above should be modified as derived below.
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D. Beyond the “conventional” GA
When mi ∼ niσ, terms neglected in the previous
derivation may grow, and we need to redo the derivation
from the beginning. It is known that expectation values
by Gutzwiller-projected states can be written in the form
of a linked cluster expansion.1 The terms we need here
includes contribution from clusters one-site larger than
those in the previous derivation.
We relegate detailed derivation to Appendix C, and
only show final results here. The renormalization of the
particle densities is given by
〈nˆi↑〉 ≈ λ(1 − ni↓)
Ξi
ni↑

1−∑
l 6=i
Ξ
(2)
il
ΞiΞl


+
∑
l 6=i
λ
ΞiΞl
{
al↓
[
(1− ni↓)|nil↑|2 + ni↑|∆li|2
]
− al↑
[
ni↑|nil↓|2 + (1− ni↓)|∆il|2
]}
, (93)
Ξ
(2)
lm ≡ −al↑am↑|nlm↓|2 − al↓am↓|nlm↑|2 + al↓am↑|∆lm|2 + al↑am↓|∆ml|2 , (94)
where alσ = (1− λ)(1 − nlσ) + λnlσ. The formula for 〈nˆiσ〉 is obtained by replacing as ↑⇔↓ and ∆il ⇒ −∆li. Then,
the new equation to determine λ is given by
∑
i〈nˆiσ〉 = Nafter. The solution can be written as λ ≈ λ(0) + λ(2), where
λ(0) is λ determined by Eq. (84), and λ(2) is the correction to it represented by
λ(2) =
{∑
i
Ξ−2i (1− ni↑)(1 − ni↓)
[
ni↑(1− ni↓) + ni↓(1− ni↑)
]}−1
×
∑
i
∑
l 6=i
λ(0)
ΞiΞl
{
ni↑(1 − ni↓) + ni↓(1 − ni↑)
Ξi
Ξ
(2)
il − al↓
[
(1− 2ni↓)|nil↑|2 − (1− 2ni↑)|∆li|2
]
−al↑
[
(1− 2ni↑)|nil↓|2 − (1 − 2ni↓)|∆il|2
]}
. (95)
Here, every λ is replaced by λ(0) in the r.h.s. Using this new λ, we can calculate spin terms,
〈Szi 〉 ≈
λmi
Ξi

1−∑
l 6=i
Ξ
(2)
il
ΞiΞl

+∑
l 6=i
m
(2)
il , m
(2)
il ≡
λ
2ΞiΞl
[
al↓
( |nil↑|2 + |∆li|2 )− al↑ ( |nil↓|2 + |∆il|2 ) ], (96)
〈Szi Szj 〉 − 〈Szi 〉〈Szj 〉 ≈
λ2mimj
ΞiΞj
[
1 +
Ξ
(2)
ij
ΞiΞj
]
+
λ2
ΞiΞj
(
〈Szi Szj 〉0 −mimj
)
− λmj
Ξj
m
(2)
ij −
λmi
Ξi
m
(2)
ji , (97)
Here, λ in the second order terms can be replaced by λ(0). Note that the contribution that involves a third site l in
〈Szi 〉 cancels that in 〈Szi Szj 〉 by the subtraction of 〈Szi 〉〈Szj 〉. There is no correction of this order for 〈Sxi Sxj +Syi Syj 〉 in
Eq. (92).
Although several authors7,8,9 formulated improved canonical GAs by taking nearest-neighbor correlations similarly
to ours, our result is different from any of them even if we neglect the second- and the third-neighbor terms. The
origin of this discrepancy is not clear at present.
E. Antiferromagnets
As an explicit example, we show the formulae for the square lattice antiferromagnet. For periodic systems, we can
restrict the summation over the site index i to only inside of the unit cell. In the presence of the antiferromagnetic
moments, nij between second- or third-neighbor pairs may be comparable to or larger than that of the nearest neighbor
pairs. To take into account these terms, we define nijσ = χ, χ
′, χ′′, ∆ij = ∆ji = ∆,∆
′,∆′′, for the nearest, the second,
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the third neighbor pairs, and assume these are real numbers. In addition, ni↑ = nA and ni↓ = nB for A-sublattice,
ni↑ = nA and ni↓ = nA for B-sublattice, and then m = (nA − nB)/2. By omitting irrelevant site indices,
λ(0) =
nafter(1 − nA)(1− nB)
(1 − nafter)(n− 2nAnB) , aA = (1− λ)(1 − nA) + λnA , aB = (1− λ)(1 − nB) + λnB , (98)
gt0 =
(1 − nafter)nafter
n− 2nAnB , Ξ = (1− nA)(1− nB) + λ(n− 2nAnB) , Ξ
(2)
n.n. = −2 aA aB χ2 + (a2A + a2B)∆2 , (99)
Ξ
(2)
2nd = −(a2A + a2B)(χ′)2 + 2 aA aB (∆′)2 , Ξ(2)3rd = −(a2A + a2B)(χ′′)2 + 2 aA aB (∆′′)2 , (100)
λ(2) =
4 λ
(1 − nA)(1− nB)(n− 2nAnB)
{
(n− 2nAnB)
Ξ
(
Ξ(2)n.n. + Ξ
(2)
2nd + Ξ
(2)
3rd
)
+
[
aA(1− 2nB) + aB(1− 2nA)
][− χ2 + (∆′)2 + (∆′′)2]
+
[
aA(1− 2nA) + aB(1− 2nB)
][
∆2 − (χ′)2 − (χ′′)2]
}∣∣∣∣∣
λ→λ(0)
, (101)
〈SzA〉 = −〈SzB〉 ≈
λm
Ξ
(
1− 4Ξ
(2)
n.n.
Ξ2
− 4Ξ
(2)
2nd
Ξ2
− 4Ξ
(2)
3rd
Ξ2
)
+
4λ(2λ− 1)m
Ξ2
[
χ2+∆2−(χ′)2−(∆′)2−(χ′′)2−(∆′′)2
]
, (102)
〈SzASzB〉 − 〈SzA〉〈SzB〉 ≈
−λ2m2
Ξ2
[
1 +
Ξ
(2)
n.n.
Ξ2
]
− λ
2
2Ξ2
(χ2 +∆2)
[
1− 4m
2
Ξ
(2λ− 1)
]
, (103)
where Eq.(103) is for a nearest neighbor pair. In general, ∆ij 6= ∆ji may occur; in that case these equations need
modification with a little more complexities.
F. Ferromagnets
Here, we show show a remarkable difference from the
local constraint. That is, ferromagnets are renormalized
very differently from antiferromagnets in contrast to re-
sults by the local constraint in Sec. II C. For ferromag-
netic wave functions without superconductivity, we can
set ∆ij = 0, and N
after
σ =
∑
i〈nˆiσ〉0. Then, in the uni-
form cases, this GA with the global constraint is equiv-
alent to the one with the local-constraint. Therefore, by
setting mi = m in formulae in Sec. II, we obtain those
for the ferromagnets,
〈Szi Szj 〉 ≈ m2−
1
4
[
|nij↑|2 (1− 2m)
2
(1− n↑)2 + |nij↓|
2 (1 + 2m)
2
(1− n↓)2
]
,
(104)
〈Sxi Sxj + Syi Syj 〉 = gs〈Sxi Sxj + Syi Syj 〉0 , (105)
gs ≡ 1
(1− n↑)(1 − n↓) , g
t
σ =
1− n
1− nσ . (106)
Many of the formulae derived with the global constraint
in this section contain aσ, but it goes to zero in this
ferromagnetic limit. It is consistent with no appearance
of aσ in the local-constraint formulation.
In fact, the renormalization for the spin-z component
represented by Eq. (104) is different from the one de-
rived by Zhang et al.6 using a probability argument of
the canonical GA, namely, 〈Szi Szj 〉 = gs〈Szi Szj 〉0 with gs
defined by Eq. (106). However, we speculate that our re-
sult is more reasonable because spin moment term m2 is
not renormalized; the canonical constraint prevents the
spin-z component from growing larger, in contrast to the
antiferromagnetic moments, which are not bound by the
canonical constraint. It may be clearer if we take the
limit of small m for Eq. (104),
〈Szi Szj 〉 ≈ m2 −
gsij
4
(
|nij↑|2 + |nij↓|2
)
= m2 + gsij
(
〈Szi Szj 〉0 −m2
)
. (107)
and compare with Eq. (91) for antiferromagnets.
G. Effect of Nafter 6= Nbefore
Projections reduce the Hilbert space. Hence, many
wave functions may be equivalent to each other after the
projection even if they are different before the projection.
Here, we demonstrate it explicitly by the particle num-
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ber projection. Let us start from uniform non-magnetic
cases. Define two BCS states,
|Ψ0〉 ≡
∏
k
(uk + vkc
†
k↑c
†
−k↓)|0〉 , (108)
|Ψ′0〉 ≡ λ˜Nˆ/2|Ψ0〉 =
∏
k
(uk + vkλ˜c
†
k↑c
†
−k↓)|0〉 , (109)
where Nˆ ≡∑iσ nˆiσ. Under the particle number projec-
tion PN ,
PN |Ψ′0〉 = λ˜N/2PN |Ψ0〉 ∝ PN |Ψ0〉 . (110)
Namely, wave functions PN |Ψ0〉 and PN |Ψ′0〉 are equiva-
lent whereas |Ψ0〉 and |Ψ′0〉 are nonequivalent. At a sight,
the quasi-particle excited states of these two BCS states
look different because γ†kσ does not commute with λ˜
Nˆ/2.
However, c†kσ and ck−σ in γ
†
kσ in fact yield the same
state, and thus PNγ
†
kσ|Ψ0〉 and PNγ′†kσ|Ψ′0〉 are equiva-
lent, where γ′†kσ is a quasi-particle operator for |Ψ′0〉.
Therefore, even if the average particle number of |Ψ0〉
is not Nafter, one can make that of |Ψ′0〉 equal to Nafter
by choosing λ˜ to satisfy
Nafter =
∑
k
2λ˜2|vk|2
|uk|2 + λ˜2|vk|2
. (111)
then, using |Ψ′0〉, the GA can be applied with the local
constraint 〈nˆiσ〉 = 〈nˆiσ〉0. Accordingly, we can use con-
venient properties derived in Secs. II and III.
Such a transformation to relate the global constraint
to the local one may be possible also for inhomogeneous
systems, but there seems to be a problem. The particle
numbers can be controlled by fugacity factors
∏
iσ λ˜
nˆiσ/2
iσ
as Eq. (109). One can choose λ˜iσ in |Ψ′0〉 to satisfy
〈nˆiσ〉 = 〈nˆiσ〉0. Then, c†iσ is replaced by λ˜
1
2
iσc
†
iσ as well
as ciσ is replaced by λ˜
− 12
iσ ciσ (in annihilating the elec-
tron, the fugacity factor caused by the creation should
be canceled). Accordingly, |Ψ′0〉 is a rather strange wave
function because the quasi-particles may not satisfy the
fermion commutation relation. Then one may need to re-
define a proper quasi-particle set for |Ψ′0〉. Furthermore,
since the quasi-particle operators do not commute with
the fugacity’s operator, definition of the excited states
depends on their order, in contrast to the uniform cases.
We have originally speculated that the difference be-
tween the particle numbers before and after the projec-
tion may cause such asymmetry of the spectra as dis-
cussed in the latter part of Sec. III. Let us look again at
Eqs. (61,62). Note that the electron removal matrix ele-
ment is proportional to niσ (density of the iσ electrons),
while the addition is to 1−ni (density of the empty sites).
Nevertheless, it is compensated by the fugacity factor
and the renormalization factors for the removal and the
addition are the same. Then, one may speculate that
some asymmetry may appear if we destroy this balance
by changing the fugacity factors. However, according to
our analysis here, the particle number difference does not
have much effect, and it does not cause any asymmetry
at least in the uniform systems.
V. SPIN-INDEPENDENT CONSTRAINT
At present, our main interest is in the GAs with spin-
dependent constraints in the former sections because they
seem to be more convenient to investigate antiferromag-
nets, stripe state, impurity systems, and so on. However,
in systems with a more complicated spin configuration,
the GAs with spin-independent constraints may be use-
ful. Therefore, here we work on it, but only take the
leading order with respect to the intersite contractions.
A. Local constraint
A grand canonical GA with a spin-independent con-
straint,
〈nˆi↑ + nˆi↓〉 = ni , (112)
was introduced by Wang et al.16 In non-magnetic cases
(ni↑ = ni↓), this is identical to the GA with the spin-
dependent constraint in Secs. II and III. However, in
magnetic cases, the results of these two GAs are differ-
ent. Accordingly, the ferromagnetic homogeneous limit17
with the spin-independent constraint is not equivalent
to that of the canonical GA, but is reduced to the GA
for charge–canonical spin–grand-canonical functions ex-
plained in the next subsection.
Since the formulae for gt and gs have been already
derived in Refs. 16,17, here we derive them in a slightly
more general form by assuming that 〈Sxi 〉 and 〈Syi 〉 are
finite. By replacing λiσ by λi in the derivation in Sec. II D
and using S±i ≡ 〈S±i 〉0, we obtain
Ξi ≈ ξi
1− ni , ξi ≡ (1− ni↑)(1− ni↓)− |S
+
i |2, (113)
λi ≈ niξi
(1− ni)
[
ni − 2ni↑ni↓ + 2|S+i |2
] , (114)
〈c†iσcjσ〉
〈c†iσcjσ〉0
≈ gtijσ =
√
gtiiσg
t
jjσ , (115)
gtiiσ ≡
ni(1 − ni)(1 − niσ¯)2
ξi[ni − 2ni↑ni↓ + 2|S+i |2]
, (116)
〈Si〉 ≈ λi
Ξi
〈Si〉0 =
√
gsii 〈Si〉0 , (117)√
gsii ≡
ni
ni − 2ni↑ni↓ + 2|S+i |2
, (118)
〈Si · Sj〉 ≈ λi
Ξi
λj
Ξj
〈Si · Sj〉0 = gsij 〈Si · Sj〉0 , (119)
gsij ≡
√
gsiig
s
jj . (120)
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In this case, the derivation of gs is rather simple because
Si is nonzero only when it is operated to states where site
i is singly occupied.16 Note that 〈Si〉 ‖ 〈Si〉0 is automat-
ically satisfied, and there is no complexity appeared in
Sec. II D. However, in this formulation, projected quasi-
particle excited states are not orthogonal for magnetic
systems in general.
B. Global constraint (charge–canonical
spin–grand-canonical GA)
It is possible that a wave function before the projection
is an eigenstate of the total particle number, but not any
eigenstate of the total spin. One can formulate a GA also
for such systems. In this case, the condition to impose
is the canonical condition for the total particle number,∑
iσ〈nˆiσ〉 = Nafter , namely,
λ
∑
iσ
niσ(1− niσ¯)
Ξi
= Nafter . (121)
Here, λ does not depend on σ. The renormalization for-
mulae for S±i = 0 are the same as those in Sec. IV if
λσ is replaced by λ. The generalization to S±i 6= 0 is
straightforward.
The results for antiferromagnets are equivalent to those
in Sec. IV. The limit to uniform ferromagnets with-
out superconductivity can be taken by setting ∆ij = 0,
Nafterσ =
∑
i〈nˆiσ〉0 and dropping site indices,17
gtσ =
(1 − nσ¯)(1 − n)n
(1− nσ)(n− 2n↑n↓) , g
s
σ =
(
n
n− 2n↑n↓
)2
.
(122)
These are different from our quasi-canonical derivation in
Eqs. (104,105). In fact, in this spin–grand-canonical for-
mulation, gs for ferromagnets is the same as that for anti-
ferromagnets. This discrepancy is explained as follows: If
the wave function before the projection is an eigenstate of
the total spin-z, then the renormalization is represented
by Eqs. (104,105). If not, by Eq. (122). The Gutzwiller
projection tends to magnify spin moments as explained
in Appendix A. However, in the canonical scheme, only
xy components of the spins are allowed to be enhanced
because of the canonical constraint. On the other hand,
the spin–grand-canonical case is free from this constraint,
and spins are renormalized more isotropically.
VI. SUMMARY AND DISCUSSION
We have derived various formulae using the grand
canonical Gutzwiller approximation with several differ-
ent constraints imposed by the fugacity factors for in-
homogeneous magnetic systems. The formulation with
the local particle number conservation yields more simple
formulae. On the other hand, the global particle num-
ber constraint is more convenient in comparing with the
VMC.
In Secs. III, we have discussed the asymmetry of the
density of states. Although the incoherent spectra are
not taken into account in this paper, we speculate that
they appear at much higher energy scale than the coher-
ence peaks. The conventional BCS theory tells us that
the quasi-particle excitation spectra are symmetric be-
tween positive and negative bias. In contrast, with the
Gutzwiller projection, some asymmetry appears. One
may think that electron addition is always more diffi-
cult than electron removal if repulsion between electrons
is strong. However, we doubt if such simple intuition
works, and speculate that the asymmetry depends on
the Hamiltonian. As a counterexample, we have shown
that the projected s-wave superconductor may have the
opposite asymmetry. Namely, even with the strong re-
pulsion, the addition spectra can be larger than the re-
moval. We could be able to consider in this way. Let us
take two (normalized) Gutzwiller-projected wave func-
tions, |ψ〉 and |φ〉. Suppose they are the ground states
of Hamiltonians, Hψ and Hφ, respectively. Furthermore,
we assume that |ψ〉 and |φ〉 are also excited states of
the other Hamiltonian, Hφ and Hψ, respectively. Then,
〈φ|c†iσ |ψ〉 is an electron addition matrix element to the
ground state of Hψ . However, if one takes its complex
conjugate, it is an electron removal matrix element to the
ground state of Hφ. Note that |〈ψ|ciσ |φ〉| = |〈φ|c†iσ |ψ〉|.
That is, if an electron addition matrix element for a
Hamiltonian is small, an electron removal matrix element
for a different Hamiltonian is also small. Therefore, the
asymmetry is most likely determined not only by the pro-
jection, but also by the Hamiltonian.
Our ultimate purpose is to find good variational wave
functions for systems with strong on-site Coulomb repul-
sion. Once the fugacity factors are introduced, one pro-
jected wave function can be related to a number of differ-
ent unprojected wave functions, each of which is accompa-
nied with fugacity factors of each definition. Therefore,
one should probably choose a definition of fugacity fac-
tors that matches their purpose. We speculate that the
projected optimized solution is similar in any choice of
the fugacity factors if the calculation is done accurately
enough.
There may be slight disagreement with the results by
Ko et al. That is, their comparison between the VMC
and the GA seems to say that the GA with the position-
and spin-dependent constraint has larger errors than that
with the global constraint. However, according to our
estimation, the formulation with the position- and spin-
dependent constraint has much smaller errors.
To improve the approximation, one can use techniques
of the series expansion method, such as the finite cluster
method for calculating higher order terms. One can also
use the Pade´ approximation for extrapolation if neces-
sary, but maybe it is enough just to neglect small terms
without extrapolation. Since this linked-cluster expan-
sion can be done analytically, there is a possibility to
minimize the energy analytically in contrast to the VMC.
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APPENDIX A: DIFFERENCE BETWEEN
CANONICAL AND GRAND CANONICAL
SCHEME
Suppose |ΨN0 〉 is an eigenstate of the total particle
number Nˆ ≡ ∑iσ nˆiσ with Nˆ |ΨN0 〉 = N |ΨN0 〉. Then,
since [PG, Nˆ ] = 0,
NˆPG|ΨN0 〉 = NPG|ΨN0 〉 . (A1)
Namely, in the canonical scheme, PG does not change
the particle number. On the other hand in the grand
canonical scheme, a wave function |Ψ0〉 is not an eigen-
state of Nˆ , and the particle number is distributed with
the distribution function,
ρ
(0)
N ≡
〈Ψ0|PN |Ψ0〉
〈Ψ0|Ψ0〉 ,
where PN is an operator which projects onto terms with
particle number N . Suppose ρ
(0)
N is sharply peaked at a
mean value N , and fluctuation around it is of O(
√
1/N).
Then, |Ψ0〉 can be regarded as a wave function almost
identical with |ΨN0 〉 in the thermodynamic limit. In con-
trast in the projected case, the average particle number
of PG|Ψ0〉 is in fact different from that of PG|ΨN0 〉. When
N is large, an electron has more chance to meet another
electron on a certain site. In other words, PG excludes
more states with large N , and thus the peak position of
the N distribution is shifted to a smaller value. Such
distribution change was explicitly estimated by Edegger
et al.12 as summarized below. The distribution function
after the projection,
ρN ≡ 〈Ψ0|PGPNPG |Ψ0〉〈Ψ0|PGPG|Ψ0〉 , (A2)
can be related to that before by ρN = gNρ
0
N with
gN ≡ C 〈Ψ0|PGPNPG|Ψ0〉〈Ψ0|PN |Ψ0〉 ,
where C is a constant independent of N coming from the
normalization of the wave functions. The GA can esti-
mate gN by the ratio of the relative sizes of the projected
and unprojected Hilbert spaces as,
gN ≈ C (NL −N↑)! (NL −N↓)!
(NL −N↑ −N↓)! , (A3)
where NL is the number of lattice sites and N↑ (N↓) is
the number of up (down) spins.
We here discuss renormalization of spins using
Eq. (A3). Since [PG,Si] = 0, if a wave function before
the projection is an eigenstate of (
∑
i Si)
2 and/or
∑
i S
z
i
with eigenvalues S(S + 1),M , respectively, then these
quantities are not changed by PG. If it is not such an
eigenstate, PG may change the distribution of S,M . If
N is fixed, by changing M in Eq. (A3), one can see that
PG excludes more states with small M . As a result, the
most “probable”M increases. In fact, Eq. (A3) correctly
reproduce the limit of fully polarized states (Nσ = 0),
which are obviously not affected by PG. By rotating spin
axes, and repeating this argument for the x, y directions,
we conclude that PG excludes more states with small S
2.
Physically, this can be explained as follows: To make
small S2, electrons have to cancel their spin moments,
and then they have high chance to meet each other on
a certain site. When S2 is large, the spin of an electron
tend to orient the same direction as those of the other,
then electrons prefer to stay at different sites, and not
affected by the projection so much.
The Gutzwiller projection makes more singly occu-
pied sites, and local spin moments also tend to be mag-
nified (this is probably related to increase of S2). In
the canonical scheme, magnitude of uniform (ferromag-
netic) moments are restricted by the canonical constraint,
whereas non-uniform (e.g. antiferromagnetic, sinusoidal)
moments are free from the canonical constraint and can
be enhanced. On the other hand, in the spin–grand-
canonical scheme, the total spin-z component does not
have such restriction, and ferromagnetic moments can
be also enhanced (shown in Sec. VB).
APPENDIX B: ELECTRON
ADDITION/REMOVAL MATRIX ELEMENTS
The general expressions of Eqs. (67-74) are written as
follows using n¯iσ ≡ 1 − niσ, αiσ ≡ niσ(1− niσ)−1 and
A˜ij ≡ nji↑n∗ji↓ +∆∗ji∆ij (i 6= j):
〈c†j↑Pci↑P 〉0
〈P 2〉0 ≈
√
gt0ii↑
(
nji↑ +
nji↓αj↑A˜ij
n¯i↓n¯j↓
)
, (B1)
〈cj↑Pc†i↑P 〉0
〈P 2〉0 ≈
√
gt0ii↑
(
−nij↑ +
nij↓A˜
∗
ij
n¯i↓n¯j↓
)
, (B2)
〈c†j↓Pc†i↑P 〉0
〈P 2〉0 ≈
√
gt0ii↑
(
−∆∗ij +
αj↓∆
∗
jiA˜
∗
ij
n¯i↓n¯j↑
)
, (B3)
〈cj↓Pci↑P 〉0
〈P 2〉0 ≈
√
gt0ii↑
(
∆ij +
∆jiA˜ij
n¯i↓n¯j↑
)
, (B4)
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〈c†j↑P 2ci↑〉0
〈P 2〉0 ≈ nji↑ −
nji↓αi↑αj↑A˜ij
n¯j↓n¯i↓
, (B5)
〈cj↑P 2c†i↑〉0
〈P 2〉0 ≈ −nij↑ +
nij↓A˜
∗
ij
n¯j↓n¯i↓
, (B6)
〈c†j↓P 2c†i↑〉0
〈P 2〉0 ≈ −∆
∗
ij +
αj↓∆
∗
jiA˜
∗
ij
n¯i↓n¯j↑
, (B7)
〈cj↓P 2ci↑〉0
〈P 2〉0 ≈ ∆ij −
αi↑∆jiA˜ij
n¯i↓n¯j↑
. (B8)
APPENDIX C: HIGHER ORDER TERMS FOR
THE GLOBAL CONSTRAINT
By taking up to the second order of the intersite con-
tractions, 〈P 2〉0 is represented by
〈P 2〉0∏
l Ξl
≈ 1 +
∑
l<m
Ξ
(2)
lm
ΞlΞm
, (C1)
Here, Ξ
(2)
lm contains all the terms of the second order of
intersite contractions in 〈P 2〉0. The division by
∏
l Ξl
cancels single site contribution and simplifies the expres-
sion. For calculating 〈ni↑〉, we need
〈ni↑P 2〉0∏
l Ξl
=
λ(1− ni↓)
Ξi
ni↑

1 + ∑
l<m,l 6=i,m 6=i
Ξ
(2)
lm
ΞlΞm


+
∑
l 6=i
λ
ΞiΞl
{
al↓
[
(1− ni↓)|nil↑|2 + ni↑|∆li|2
]
−al↑
[
ni↑|nil↓|2 + (1 − ni↓)|∆il|2
]}
. (C2)
By taking the ratio between Eqs. (C1) and (C2), and
neglecting fourth order terms, contribution from discon-
nected clusters disappears. Then, we obtain renormal-
ization of particle densities as Eq. (93).
To determine λ(2), we use the equation for 1 − 〈nˆi↑ +
nˆi↓〉, namely,
NL −Nafter =
∑
i
(1 − ni↑)(1 − ni↓)
Ξi
+
∑
i
λ
ni↑(1− ni↓) + ni↓(1− ni↑)
Ξi
∑
l 6=i
Ξ
(2)
il
ΞiΞl
−
∑
i
∑
l 6=i
λ
ΞiΞl
×
{
al↓
[
(1− 2ni↓)|nil↑|2 − (1− 2ni↑)|∆li|2
]
+al↑
[
(1− 2ni↑)|nil↓|2 − (1− 2ni↓)|∆il|2
] }
.(C3)
By replacing λ by λ(0) + λ(2), zeroth order term cancels
between the l.h.s. and the first term of the r.h.s. The later
also contains λ(2); in fact, λ(2) in the other terms can be
negligible because they are multiplied to other intersite
contractions. Regarding λ(2) as the same order as n2ijσ
and ∆2ij , and neglecting high order terms, Eq. (95) is
obtained.
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