Witsenhausen's hyperbola bound for the multiple description problem without excess rate in case of a binary source is not right for exact joint reproductions. However, this bound is tight for almost{exact joint reproductions (Theorem 1, conjectured by Witsenhausen). The proof is based on an approximative form of the team guessing lemma for sequences of random variables. (This result may be of interest also for team guessing.) The hyperbola bound is also tight for exact joint reproductions and arbitrarily small, but possible, excess rate (Theorem 2). The proof of this result uses our covering lemma.
The Problem of Multiple Descriptions
During the last years a strong interest has developed in a certain source{coding problem called the \problem of multiple descriptions". Since the origin of this problem and the motivations for its study have already been extensively described (see 1]{ 9]), we begin immediately with the formal setup. Let (X t ) 1 t=1 be a sequence of independent and identically distributed (i.i.d.) random variables (RV's) with values in a nite set X, that is, a discrete memoryless source (DMS). We are given three nite reconstruction spaces,X 0 ,X 1 , andX 2 For a function F de ned on a product space Y n we use the notation rate(F ) = 1 n log kFk; kFk = the cardinality of the range of F: (1. 2)
The quintuple (R 1 ; R 2 ; D 0 ; D 1 ; D 2 ) is achievable, if for all large n description functions f i : X n ! F i (i = 1; 2) and reconstruction functions g i : F i !X n i (i = 1; 2), g 0 : F 1 F 2 !X n 0 exist such that a) rate(f i ) R i ; i = 1; 2 and for X n i = (X i1 ; : : : ;X in ) = g i ? f i (X n ) ; i = 1; 2 X n 0 = (X 01 ; : : : ;X 0n ) = g 0 ? f i (X n ); f 2 (X n ) , b) E P n t=1 d i (X t ;X it ) D i n; i = 0; 1; 2:
2 Witsenhausen's Hyperbola Conjecture for a Binary Source
We now consider a seemingly special characterization problem, which alone has already received great attention in the literature. Let X be binary and uniform, that is, H(X) Since this is the way in which quantities are usually de ned in Shannon's rate{distortion theory, D + may be termed a distortion{rate map at D 0 = 0 in the \Shannon sense".
Generally, one is interested in characterizing Q, the set of achievable quintuples, or its closure Q. In particular, one is interested in rate{distortion regions and distortion{rate regions, which are the analogs to the following classical rate{distortion function and distortion{rate function. ) is not even convex. This led us to another zero{distortion problem, which we will de ne and whose solution we will present next.
A Zero{Distortion Problem
Instead of allowing arbitrary small distortion D 0 , but not excess rate, one can consider the case of no distortion, but arbitrarily small excess rate. For X binary and uniform and the Hamming distortion measure we can thus consider the set This lemma says that conditional on a relatively small number of suitable component variables all corresponding component variables are much closer to independence than are Y n and Z n . The lemma was used by Dueck in 14] for strong converse proofs with ; held constant, but it turns out to be good enough in the present \rate{distortion situation", where = "n (" arbitrary small).
Proof of Team{Guessing Lemma 3
Application of the wringing lemma with = "n and = "l, 1 Remark: We use Lemma 3 only for = 0. As a natural problem we suggest nding the exact regions of errors, to be guaranteed for all choices of RV's for every " and . Are these regions independent of n? The results may also be generalized to arbitrary RV's. Pr(X 0t 6 = X t ) < :
We show rst that (6.1) and (6. Here we need another special case. We can always choose the alphabet X as f0; 1; : : : ; a? 1g and endow X with a group structure by adding numbers mod a. We again denote this group by X and let X n stand for the direct sum with n summands isomorphic to X. Now, for every A X n we can de ne the hypergraph H A = (V; E), where V = X n and E A = fA + x n : x n 2 X n g. Clearly, for every x n 2 X n deg(x n ) = jfE 2 E A : x n 2 Egj = jAj (7.1) and, therefore, the covering lemma implies the following.
Covering Lemma 3. For every A X n , u 1 ; : : : ; u k 2 X n exist with S n i=1 A+u i = X n , if k > jAj ?1 jXj n log jXj n . Henceforth, we assumeX = X. We call d : X X ! R + accurate if for all x; x 0 2 X, d(x; x 0 ) = 0 , x = x 0 ; (1 + )Dn:
Finally, rate(f ) rate(f) + (1=n) log k rate(f) + (1=n) log n + (1= ) + log (2) jXj, and thus (4) Proof. Clearly, for anyx n 2X n and any x n 2 S(x n ) = x n : g ? f(x n ) =x n , Dn d(x n ;x n ) = Since the sets S(x n ),x n 2X n , are disjoint, a function f 0 : X n ! F 0 exists whose restrictions to these sets are injective, satisfying rate(f 0 ) h(Dd ?1 ) + Dd ?1 log(a ? 1): (7.12) Now, obviously, F = (f; f 0 ) : X n ! F F 0 is injective and a G : F F 0 ! X n esists such that GF is the identity map on X n .
C. Proof of the Direct Part of Theorem 2 Because by Theorem 1 a pair (D 1 ; D 2 ) in P is achievable with an arbitrarily small average distortion D 0 by suitable descriptions f 1 ; f 2 and reproductions g 2 ; g 2 ; g 0 , because the Hamming distance is accurate and translation invariant, and because our X is uniform, we can apply Lemmas 1 and 2 to (f; g) = ?
(f 1 ; f 2 ); g 0 . Since D 0 can be made arbitrarily small, the additional rates to be transmitted to any one (or both) decoders can be kept arbitrarily small.
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The author wishes to thank T. Berger Generally, one is interested in characterizing Q, the set of achievable quintuple, or its closure Q. For this, one rst studies certain cross sections of Q and Q. In particular, one is interested in rate{distortion regions and distortion{rate regions, which are the analoga to the classical rate{distortion function and distortion{rate function. Here the appropriate topologies for our purposes are the Euclidean topologies in the domains and the Hausdor topologies in the ranges. Recall that the Hausdor distance between compact sets in metric spaces is given by (A; B) , max max a2A min b2B dist(a; b); max b2B min a2A dist(a; b) ; (6) where dist denotes the Euclidean distance. We also consider the projections of 
and, therefore, Proposition 2 follows.
Proposition 2. For the Hamming distortion measure, R is continuous at D = 0 i X is uniform. This obvious fact extends to multiple descriptions.
