Abstract. We analyze the convergence rate of an asynchronous space decomposition method for constrained convex minimization in a reflexive Banach space. This method includes as special cases parallel domain decomposition methods and multigrid methods for solving elliptic partial differential equations. In particular, the method generalizes the additive Schwarz domain decomposition methods to allow for asynchronous updates. It also generalizes the BPX multigrid method to allow for use as solvers instead of as preconditioners, possibly with asynchronous updates, and is applicable to nonlinear problems. Applications to an overlapping domain decomposition for obstacle problems are also studied. The method of this work is also closely related to relaxation methods for nonlinear network flow. Accordingly, we specialize our convergence rate results to the above methods. The asynchronous method is implementable in a multiprocessor system, allowing for communication and computation delays among the processors.
Introduction
With the advent of multiprocessor computing systems, there has been much work in the design and analysis of iterative methods that can take advantage of the parallelism to solve large linear and nonlinear algebraic problems. In these methods, the computation per iteration is distributed over the processors and each processor communicates the result of its computation to the other processors. In some systems, the activities of the processors are highly synchronized (possibly via a central processor), while in other systems (typically those with many processors), the processors may experience communication or computation delays. The latter lack of synchronization makes the analysis of the methods much more difficult. To aid in this analysis, Chazan and Miranker [16] proposed a model of asynchronous computation that allows for communication and computation delays among processors, and they showed that the Jacobi method for solving a diagonally dominant system of linear equations converges under this model of asynchronous computation. Subsequently, there has been extensive study of asynchronous methods based on such a model (see [5, 6] and references therein). For these methods, convergence typically requires the algorithmic mapping to be either isotone or nonexpansive with respect to the L ∞ -norm or gradient-like. However, aside from the easy case where the algorithmic mapping is a contraction with respect to the L ∞ -norm, there have been few studies of the convergence rate of these methods. One such study was done in [55] for an asynchronous gradient-projection method.
In this paper, we study the convergence rate of asynchronous Jacobi and GaussSeidel type methods for finite-or infinite-dimensional convex minimization of the form
where each K i is a nonempty closed convex set in a real reflexive Banach space V and F is a real-valued lower semicontinuous Gâteau-differentiable function that is strongly convex on m i=1 K i . Our interest in these methods stems from their close connection to relaxation methods for nonlinear network flow (see [4, 5, 56] and references therein) and to domain decomposition (DD) and multigrid (MG) methods for solving elliptic partial differential equations (see [7, 8, 9, 14, 18, 19, 33, 40, 45, 52, 53, 57] and references therein). For example, the additive and the multiplicative Schwarz methods may be viewed as Jacobi and Gauss-Seidel type methods applied to linear elliptic partial differential equations reformulated as (1) [9, 57] . DD and MG methods are also useful as preconditioners and it can be shown that such preconditioning improves the condition number of the discrete approximation [7, 8, 10, 9, 14, 33, 40, 45, 57] . In addition, DD and MG methods are well suited for parallel implementation, for which both synchronous and asynchronous versions have been proposed. Of the work on asynchronous methods [21, 22, 27, 38, 37, 39, 46] , we especially mention the numerical tests by Frommer et al. [22] which showed that, through improved load balancing, asynchronous methods can be advantageous in solving even simple linear equations. Although these tests did not use the coarse mesh in its implementation of the DD method, it is plausible that the asynchronous method would still be advantageous when the coarse mesh is used. However, the convergence rate analysis of the above asynchronous methods seems still missing from the literature. In the case where the equation is linear (corresponding to F being quadratic and K 1 , . . . , K m being suitable subspaces of V ) or almost linear, this issue has been much studied for synchronous methods (see see [7, 8, 9, 14, 18, 19, 33, 40, 45, 52, 53, 57] and references therein) but little studied for asynchronous methods. In the case where the equation is generally nonlinear (corresponding to K 1 , . . . , K m being suitable subspaces of V ), there are some convergence studies for synchronous methods [15, 18, 44, 52, 53] , and none for asynchronous methods. In the case where K 1 , . . . , K m are not all subspaces, there are various convergence studies for synchronous methods (see [1, 12, 23, 25, 28, 29, 30, 31, 34, 35, 36, 47, 50] and references therein) but, again, none for asynchronous methods.
The contributions of the present work are two-fold.
• We consider an asynchronous version of Jacobi and Gauss-Seidel methods for solving (1) , and we show that, under a Lipschitzian assumption on the Gâteau derivative F and a norm equivalence assumption on the product of K 1 , . . . , K m and their sum (see (5) and (6)), this asynchronous method attains a global linear rate of convergence with a convergence factor that can be explicitly estimated (see Theorem 1) . This provides a unified convergence and convergence rate analysis for such asynchronous methods.
• We apply the above convergence result to (finite-dimensional) linearly constrained convex programs and, in particular, nonlinear network flow problems. This yields convergence rate results for some asynchronous network relaxation methods (see Section 6). Previous work studied the convergence of these methods, but no rate of convergence result was obtained. We also apply the above convergence result to certain nonlinear elliptic partial differential equations. This yields convergence rate results for some asynchronous parallel DD and MG methods for solving these equations and, in particular, the convergence factor is shown not to depend on the mesh parameters (see Section 7). When implementing multigrid methods on parallel processors, the nodal basis is often organized into different groups. The computation within each group can be sequential while the computation in different groups could be done in parallel. The asynchronous convergence rate analysis provides a convergence rate estimate when computation in different groups is not fully synchronized. Lastly, application to an overlapping DD method for obstacle problems is studied. We show that the method attains a linear rate of convergence with a convergence factor depending on the overlapping size, but not on the mesh size or the number of subdomains.
We note that alternative approaches such as Newton-type methods have also been applied to develop synchronous DD and MG methods for nonlinear partial differential equations without constraints [2, 3, 11, 26, 41, 58, 59 ]. However, these methods use the traditional DD and MG approach or use a special two-grid treatment. Our approach is different even for nonlinear partial differential equations without constraints.
Problem description and space decomposition
Let V be a real reflexive Banach space with norm · and let V be its dual space, i.e., the space of all real-valued linear continuous functionals on V . The value of f ∈ V at v ∈ V will be denoted by f, v , i.e., ·, · is the duality pairing of V and V . We wish to solve the minimization problem
where K is a nonempty closed (in the strong topology) convex set in V and F : V → is a lower semicontinuous convex Gâteau-differentiable function. We assume F is strongly convex on K or, equivalently, its Gâteau derivative lim t→0 (F (v + tw) − F (v))/t, which is a well-defined linear continuous functional of w denoted by F (v) (so F : V → V ), is strongly monotone on K, i.e.,
where σ > 0. It is known that, under the above assumptions, (2) has a unique solutionū [24, p. 23] .
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We assume that the constraint set K can be decomposed as the Minkowski sum
for some nonempty closed convex sets K i in V , i = 1, . . . , m. This means that, for any v ∈ K, we can find v i ∈ K i , not necessarily unique, satisfying [57] , we call (4) a space decomposition of K, with the term "space" used loosely here. Then we may reformulate (2) as the minimization problem (1), with (ū 1 , . . . ,ū m ) being a solution (not necessarily unique) of (1) if and only ifū i ∈ K i for i = 1, . . . , m and m i=1ū i =ū. As was noted earlier, the reformulated problem (1) is of interest because methods such as DD and MG methods may be viewed as Jacobi and GaussSeidel methods for its solution. The method we study will be an asynchronous version of these methods. The above reformulation was proposed in [9, 57] (for the case where F is quadratic and K = V ) to give a unified analysis of DD and MG methods for linear elliptic partial differential equations. The general case was treated in [47, 50] (also see [48, 52] for the case of K = V ).
For the above space decomposition, we will assume that there is a constant
(see [14, p. 95] , [50, 52] , [57, Lemma 7 .1] for similar assumptions). We will also assume F has a weak Lipschitzian property in the sense that there is a constant
where we define the set difference
The above assumption generalizes those in [50, 52, 53] for the case of K i being a subspace, for which
Furthermore, we will paint each of the sets K 1 , . . . , K m one of c colors, with the colors numbered from 1 up to c, such that sets painted the same color k ∈ {1, . . . , c} are orthogonal in the sense that
where I(k) = {i ∈ {1, . . . , m} : K i is painted color k} (see [14, §4.1] , [53] for similar orthogonal decompositions in the case K i is a subspace). Thus I(1), . . . , I(c) are disjoint subsets of {1, . . . , m} whose union is {1, . . . , m} and I(k) comprises the indexes of the sets painted the color k. Although c = m is always a valid choice, in some of the applications that we will consider, it is essential that c be independent of m. In the context of a network flow problem, each set K i may correspond to a node of the network and sets are painted different colors if their corresponding nodes are joined by an arc. In the context of a partial differential equation defined on a domain Ω ⊂ d , each set K i may correspond to a subdomain of Ω and sets are painted different colors if their corresponding subdomains intersect (see Sections 6 and 7 for details).
Remark 1. It can be seen that condition (6) is implied by the following strengthened Cauchy-Schwarz inequality (also see [45, p. 155] , [57] for the case of quadratic F and subspace K i ):
with C 2 being the spectral radius of the matrix E = [ ij ] m i,j=1 , assumed to be symmetric.
Remark 2. For locally strongly convex problems, the constants σ, C 1 , C 2 may depend on u, v, v i , w ij , u ij . In this case, the subsequent analysis should be viewed as being local in nature, i.e., it is valid when the iterated solutions lie in a neighborhood of the true solution (see Section 7).
An asynchronous space decomposition method
Since F is lower semicontinuous and strongly convex, for each (
(see [24, p. 23] ). Let π i (u 1 , . . . , u m ) denote this w i . Then (π 1 , . . . , π m ) may be viewed as the algorithmic mapping associated with the block Jacobi method for solving (1) . Consider an asynchronous version of the block Jacobi method, parameterized by a stepsize γ ∈ (0, 1], which for simplicity we assume to be fixed, that generates a sequence of iterates (u 1 (t), . . . , u m (t)), t = 0, 1, . . . , with (u 1 (0), . . . , u m (0)) ∈ K 1 × · · · × K m given, according to the updating formula,
where we define
and T i is some subset of {0, 1, . . . } and each τ i j (t) is some nonnegative integer not exceeding t. Since each K i is convex and γ ∈ (0, 1], an induction argument shows
We will assume that the iterates are updated in a partially asynchronous manner [5, Chap. 7] , i.e., there exists an integer B ≥ 1 such that
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We say that a color k ∈ {1, . . . , c} is active at time t if there exists an i ∈ I(k) such that t ∈ T i . Recall that I(k) indexes those sets painted the color k. Denoting by c t the total number of colors that are active at time t, we will also assume that
Notice that γ does not depend on m nor on C 1 . Although (15) may give a very conservative value of γ, this can be remedied by starting with a larger γ and decreasing γ whenever "sufficient progress" (defined in any reasonable way) is not made and (15) is not satisfied.
Remark 3. The above asynchronous method models a situation in which computation is distributed over m processors with the ith processor being responsible for updating u i and communicating the updated value to the other processors. T i is the set of "times" at which u i is updated by processor i (by applying π i to its current copy of (u 1 , . . . , u m )); u i (t) is the value of u i known to processor i at time t; and τ i j (t) is the time at which the value of u j used by processor i at time t is generated by processor j, so t − τ i j (t) is the communication delay from processor j to processor i at time t. Thus, the processors need not wait for each other when updating
, and the values used in the computation may be out-of-date. Remark 4. The assumption that τ i i (t) = t can perhaps be removed through a more careful analysis, though this seems to be a reasonable assumption in practice. Intuitively, (13) says that each component u i is updated at least once every B time units, and (14) says that the information used by processor i from processor j should not be out-of-date by more than B time units. This assumption of bounded communication and computation delay is needed for a convergence rate analysis.
Convergence rate of the asynchronous method
In this section we prove that the iterates (u 1 (t), . . . , u m (t)), t = 0, 1, . . . , generated by the asynchronous method (10)-(15) attain linear rate of convergence, with a factor that depends on σ, C 1 , C 2 , c and B, γ only (see Theorem 1) . While parts of our proof use ideas from the analysis of asynchronous gradient-like methods [5, §7.5] , [55] , a number of new proof ideas are introduced to account for different problem assumptions and different natures of the Jacobi and Gauss-Seidel algorithmic mappings. To simplify the notation in our analysis, define
for all i and t. If t ∈ T i , then the definition (12) of w i (t) and the fact that τ i i (t) = t and F is Gâteau-differentiable imply w i (t) satisfy the optimality condition
Our analysis will be based on estimates given in the following two key lemmas.
Lemma 1 (Descent estimate).
Let A 1 and A 2 be defined by
For t = 0, 1, . . . , we have
Proof. Fix any time t ∈ {0, 1, . . . }. Recall that c t is the total number of colors active at time t and, without loss of generality, we assume that the first c t colors are active. Then s i (t) = 0 for all i ∈ I(k) and k > c t , so by defining
and using (16), (10) and the convexity of F , we have
Since u(t) ∈ K and u(t) + e k (t) ∈ K, the strong monotonicity of F on K given in (3) implies (17) and noting that s i (t) = w i (t) − u i (t) (see (11)), we obtain that
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If t ∈ T i , then s i (t) = 0 and the above inequality holds trivially. Combining the above inequality with (7) and (9) and (20), we obtain that
Substituting (21) into (19) and using (6) yields
Since t − B + 1 ≤ τ i j (t) ≤ t for all i and j, we also have from (10) and the triangle inequality that
Combining (22) and (23) yields
where the second inequality uses the identity ab ≤ (a 2 + b 2 )/2 with a and b being the two square-root terms multiplied and divided, respectively, by B 1/4 2γC 2 /σ. Applying the above argument successively to t, t + 1, . . . , t + B − 1, we obtain
This proves the lemma.
The next key lemma estimates the optimality gap F (u(t + B)) − F (ū), whereū is the unique solution of (2).
Lemma 2 (Optimality gap estimate). Let A 3 and A 4 be defined by
Proof.
Then we have from (11) and (17) that
We also have from (10) and (16) that
For notational simplicity, define
is a solution of the convex program (1) and, by F being Gâteau-differentiable, it satisfies the optimality condition (28), we obtain that
where the third inequality uses (6) and (29) ; the fourth inequality uses (27) and the fact that
(see (10) , (11), (13), (14)). Also, the strong monotonicity (3) of F on K implies
which together with (30) yields (26) and adding it to the above inequality yields
where the second inequality uses (30) and (31) and the last inequality follows from the identity (a + b) 
Then, for each i ∈ {1, . . . , m} and τ ∈ {t, . . . ,t − 1}, eitherũ i (τ + 1) =ũ i (τ ) so that
and τ < t i , implying by (11) and (17) that
and hence, by (33) , that
Using this and defining
we obtain that
where the first inequality uses the subgradient property of F (ũ(τ + 1)) [20, p. 23] ; the third inequality uses (6); the fourth and fifth inequalities use (33) and (10) and an inequality analogous to (23) ; the last inequality uses the identity ab ≤ (a 2 +b 2 )/2 with a and b being the two square-root terms. Summing the above inequality over τ = t, t + 1, . . . ,t − 1 and observing thatũ(t) =û(t) andũ(t) = u(t), we then have
Finally, using the convexity of F and γ ∈ [0, 1], we see from (11) and (32) and (35) that
Using γ ≤ 1 then proves the lemma.
We will now use Lemmas 1 and 2 to prove our convergence rate result. To simplify the notations, define
By Lemmas 1 and 2, we have
where A 1 , A 2 , A 3 , A 4 are given by (18) and (25) . By (15), we have A 1 > 0. Choose γ sufficiently small so that
Also, define a = max{a 1 , γ 3/2 b 1 }/ . We claim that
for n = 1, 2, . . . . We prove this by induction on n. Clearly (39) holds for n = 1 by our definition of a. Suppose (39) holds for n = k − 1, where k > 1. Multiplying (37) by A 1 /A 3 and adding it to (36) gives 
Similarly, (36) and a k ≥ 0 give
This shows that (39) holds for n = k, completing our induction proof. Thus, we have shown linear rate of convergence (in the root sense) for both a n and b n , with a factor of . The latter implies u i (t), t = 0, 1, . . . , is a Cauchy sequence for each i and hence it converges strongly. This is summarized in the theorem below.
Theorem 1.
Consider the minimization problem (2) and the space decomposition (4) of Section 2 (see (3), (5)- (9)). Let (u 1 (t), . . . , u m (t)), t = 0, 1, . . . , be generated by the asynchronous space decomposition method of Section 3 (see (10)- (12) and (13), (14)) with stepsize γ satisfying (15), (38) . Then, there exist a > 0 and ∈ (0, 1), depending on σ, C 1 , C 2 and B, γ only, such that
where u(t) is given by (16) andū denotes the unique solution of (2) . Moreover, u(t) converges strongly toū and, for each i ∈ {1, . . . , m}, u i (t) converges strongly as t → ∞.
Convergence rate of the synchronous sequential and parallel algorithms
It is readily seen that the following Jacobi version of the method is a special case of the asynchronous space decomposition method (10)- (12) with T i = {0, 1, . . . } and τ i j (t) = t for all i, j, t (so B = 1 and c t = c). Thus, Theorem 1 can be applied to establish its linear convergence and obtain an estimate of the factor under the assumptions of Section 2. Moreover, by observing that in this case the left-hand side of (23) is zero so that Lemma 1 holds with A 2 = 0, the stepsize restriction (15) can be relaxed to γ ≤ 1/c t .
Algorithm 1.
Step 1. Choose initial values u i (0) ∈ K i , i = 1, . . . , m, and stepsize γ = 1/c, where c is defined as in Section 2.
Step 3. Set
and go to the next iteration.
The following Gauss-Seidel version of the method is also a special case of the asynchronous space decomposition method (10)- (12) with γ = 1, T i = {i − 1 + km} k=0,1,. .. and τ i j (t) = t for all i, j, t (so B = m and c t = 1), Here Theorem 1 cannot be directly applied due to γ = 1 possibly violating (15) . However, by observing that in this case the left-hand side of (23) is again zero so that Lemma 1 holds with A 2 = 0, the proof of the theorem can be easily modified to establish linear convergence of this method under the assumptions of Section 2, with factor depending on m, σ, C 1 , C 2 only. Moreover, by grouping sets of the same color into one set, we can ensure that m = c, where c is defined as in Section 2.
Algorithm 2.
Step
Step 2. For each t = 0, 1, . . . , find u i (t + 1) ∈ K i sequentially for i = 1, . . . , m that satisfies
Step 3. Go to the next iteration.
The above two methods for solving (2) were studied in [47] (also see [48, 49, 50] ), where convergence of the methods was proved under weaker assumptions. However, no rate of convergence result was given. In [52] , a linear rate of convergence for the above two methods was proved for the unconstrained case of K = V . In the finite-dimensional case of K = V = n , the literature concerning the linear rate of convergence is very rich. However, the study for linear convergence rate for general convex sets K i is very sparse. The linear rate of convergence for the Gauss-Seidel method for general convex sets K i can also be inferred from the results in [34, 35] and references therein, but our estimate of the convergence factor is new.
In [52] , the minimization subproblem at each iteration is solved inexactly. We can do likewise in the constrained case. In particular, the proof of Theorem 1 (see (21) and (26)) suggests that the exact minimization condition (17) can be relaxed to the inexact minimization condition
with 0 < σ 0 < σ. However, σ would need to be known explicitly and both γ and would depend on σ 0 .
Applications to convex programming
In this section we consider the Euclidean space V = V = n , which is the space of n-dimensional real column vectors with duality pairing f, x = f T x and norm x = √ x T x, where x T denotes transpose of x. We will discuss choices of the space decomposition (4) and the corresponding estimates for C 1 , C 2 , c in (5), (6), (7) . In the case of nonlinear network flow, we will also relate our asynchronous method to those studied in [ n j=1 is strongly monotone and Lipschitz continuous on K, and we choose a space decomposition (4) such that each K i is a polyhedral set.
Since each K i is a polyhedral set, a result of Hoffman on the Lipschitzian behavior of solutions of a linear system with respect to the right-hand side (see [13] ) implies that, for any v i ∈ K i , i = 1, . . . , m, there existsū i ∈ K i satisfying (5), where the constant C 1 depends on m and certain condition numbers for K i , i = 1, . . . , m. In cases where each K i has a simple structure, such as the Cartesian product of closed intervals, C 1 may be estimated explicitly. For a coloring of the sets, if K i and K j are not orthogonal, i.e., (v i )
T v j = 0 for some v i ∈ K i , v j ∈ K j , then we paint them different colors. Letĉ be the maximum number of sets K j that are not orthogonal to an arbitrary set K i . Then an analysis similar to that used in subsection 7.1.3 shows that (6) holds with C 2 = Lĉ, where L is the Lipschitz constant for F .
Dual applications. Consider the linearly constrained convex program
where G :
n → is a strictly convex differentiable function, b ∈ m , and A ∈ m×n has nonzero rows. We assume there existsx ∈ n satisfying Ax = b. By attaching Lagrange multipliers λ ∈ m to the inequalities Ax ≥ b in (40), we obtain the Lagrangian dual problem
where m + denotes the nonnegative orthant in m , and G * is the convex conjugate (also called Legendre-Fenchel transform) of G defined by
(see [24, 42] ). The convex programs (40) and (41) are dual in the sense that one has a solution if and only if the other does, and these solutions satisfies G (x) = A T λ [42, Cor. 28.3.1 and 28.4.1]. Using b = Ax, we can rewrite the dual problem (41) in the form of (2) with
We assume that (G * ) is strongly monotone and Lipschitz continuous on n , so that F satisfies (3) for some σ > 0. If G is twice differentiable, this assumption essentially amounts to G having bounded eigenvalues and the Hessian (G ) −1 having bounded entries on n . Letū denote the unique solution of (2) and let A i denote the ith row of A.
We can decompose K in the form (4) with 
. By making the variable substitution ξ = λ − µ and letting r = A T (λ − µ), this in turn is equivalent to
Since µ ≥ 0, the optimal value of (43) equals zero if r = 0. Suppose instead that r = 0. Since µ ≥ 0, the optimal value of (43) is below that of
The latter has a unique solution, which we denote byξ = (ξ i ) 
Since K i and K j lie in orthogonal subspaces if A i A T j = 0, we can color K 1 , . . . , K m as discussed in subsection 6.1 and show that (6) holds with C 2 = Lĉ, where L is the Lipschitz constant for (G * ) andĉ is the maximum number of rows A j that are not orthogonal to an arbitrary row A i .
If we replace the inequality Ax ≥ b in (40) by an equation Ax = b, the constraint λ ∈ m + in (41) would be replaced accordingly by λ ∈ m and it suffices to fix I = {1, . . . , m} in the estimate (42) . This estimate further simplifies if A has full row rank, in which case B I is square and invertible. If A does not have full row rank, we could remove the redundant rows, but our experience with network flow problems suggests that this removal can slow the convergence of Gauss-Seidel methods on the problem [56] .
In the case of a nonlinear network flow problem [43] , where A is the node-arc incidence matrix for a connected diagraph with m nodes and n arcs (i.e., every column of A has one 1 and one −1 in two of its rows, and a 0 in the remaining rows), we can estimate C 1 explicitly in terms of m and n as follows: For any
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and v i = A T i µ i for some µ i ∈ + , where k ∼ (i, j) means that column k has a 1 in row i and a −1 in row j or, equivalently, arc k is directed from node i to node j. Choose any spanning tree for the diagraph and choose a nodeī such that λī = min iλi . Let λ i = µī + (λ i −λī) and u i = A T i λ i for all nodes i in the network. Since µī ≥ 0 andλ i ≥λī, we have λ i ≥ 0 for all nodes i. Since each node i can be reached fromī via a simple path P i in the spanning tree, we also have
where P + i and P − i denote the set of forward arcs and backward arcs in P i and h i denotes the number of arcs in P i . Thus,
where d i is the number of arcs incident to node i. This shows that (5) holds with
and h i is at most the diameter of the spanning tree. Since the choice of the spanning tree is arbitrary, we can choose it to minimize C 1 . Also, A i A In the above case of a nonlinear network flow problem, if G is also separable in the sense that . . . , u m ) given by (9) depends on only those u k for which node k is a neighbor of node i and the asynchronous method (10)- (12) reduces to the asynchronous network relaxation method studied in [5, §7.2.3] and [56] . It is known that iterates generated by this method converge for any stepsize γ ∈ (0, 1), assuming G * is convex differentiable and (41) has a solution (G need not be defined everywhere on n and (G * ) need not be strongly monotone or Lipschitz continuous). However, no rate of convergence result was known. By applying Theorem 1, we obtain that this method has a linear rate of convergence, assuming (G * ) is strongly monotone and Lipschitz continuous and the stepsize is sufficiently small.
Applications to partial differential equations without constraints
In this section we consider the Sobolev space [17, pp. 10-13] . We will consider two nonlinear elliptic partial differential equations formulated as the minimization problem (2) and, for each, we will consider the space decomposition (4) corresponding to, respectively, DD and MG methods, and we will develop corresponding estimates for C 1 in (5), for C 2 in (6) and for c in (7)-(9). Throughout, we denote |x| = (
. , d}, and ∂ i v is the locally Lebesgue integrable real function defined on Ω satisfying
The first partial differential equation corresponds to the minimization problem (2) with
and is sufficiently smooth in the sense that
is assumed to be uniformly positive definite, i.e.,
for all (x, p) ∈ Ω × d+1 , with σ > 0 a constant. Under these assumptions, the problem (2), which has the equation formulation
is well posed and has a unique solution u ∈ H 1 0 (Ω) (see [18, p. 302] and [32] ). Moreover, straightforward calculation shows that
for all u, v, w ∈ H 1 (Ω), so F is strongly monotone and Lipschitz continuous. The second partial differential equation corresponds to the minimization problem (2) with
where f ∈ L 2 (Ω) and d ∈ {2, 3}. The corresponding equation is the simplified Ginzburg-Landau equation for superconductivity:
where u is the wave function which is valid in the absence of internal magnetic field [54] , and ∆u = a i (x, p) = p i , i = 1, . . . , d , which does not satisfy (47) . Nevertheless, straightforward calculation shows [17, p. 12] , this shows F is strongly monotone on H 1 0 (Ω). In subsections 7.1 and 7.2 below, we will study asynchronous DD and MG methods for solving the above two equations (48) and (51). We will analyze the convergence rate of the methods by estimating the constants C 1 , C 2 and c for the corresponding space decomposition of the finite element approximation subspace and then applying Theorem 1. In particular, we will show that the above two equations can be solved in parallel with a convergence factor that is independent of the finite element mesh size h, i.e., the number of iterations to reach a desired solution accuracy is independent of h. Figure 1 where a rectangular-shaped domain in 2 is decomposed into the disjoint union of m = 25 rectangular-shaped subdomains and their boundary. The subdomains, which are assumed to form a regular quasi-uniform division (see p. 124 and Eq. (3.2.28) of [17] for definitions) with a specified maximum diameter of H, are the finite elements of the coarse mesh. To form the fine mesh for the finite element approximations, we further divide each Ω i into finite elements of size (i.e., maximum diameter) h such that all the fine-mesh elements together form a regular finite element division of Ω. We denote this fine division by T h . For each Ω i , we consider an enlarged subdomain Ω (7) and (9) to hold is c = n c + 1.
Estimating C 1 for equations (48) and (51). Let {θ
be a smooth partition of unity with respect to 
where C is a constant independent of the mesh parameters and m. Taking s = 2 and using the subspace nature of K i , we obtain that, for any v i ∈ K i , i = 0, 1, . . . , m, there existsū i ∈ K i satisfying (5) (with summation index from 0 to m), where
.
(also see [14, Thm. 16 ] and a work of Dryja and Widlund cited therein for related results). By choosing the overlapping size δ proportional to the coarse-mesh size H, the constant C 1 will be independent of the mesh parameters and the number of subdomains m.
7.1.3. Estimating C 2 for equations (48) and (51). Consider F given by (50), associated with the equation (51). By the mean value theorem, for any u ∈ , v ∈ , we have |u
Thus, using the continuous embedding of 
and
where C depends only on the embedding constant. Also, define Ω 
≤ α 
Next, by using the fact Ω 
Similar to the above argument, the estimate (52) gives
We combine these estimates to obtain
withC 2 a constant depending on Cα, c,ĉ only. Compared with (6) (with i, j = 0, 1, . . . , m), we see that (54) has an extra term on the right-hand side. In the appendix, we will show that this extra term does not affect the convergence rate result of Section 4. In particular, we will show that Lemmas 1 and 2 hold with C 2 =C 2 + (1 + Cα) √ c, so that Theorem 1 is still valid. For F specified by (44) and associated with the equation (48), it can be similarly proved using (49) that (54) holds, possibly with different constants C and α.
Upon applying the asynchronous method (10)- (12) with the above choice of space decomposition and under the assumptions (13)- (14), we obtain a parallel DD method for (48) and (51) whose convergence factor, according to Theorem 1 and the above estimates of C 1 and C 2 and assuming the overlapping size δ is proportional to the coarse mesh size H, is independent of the mesh parameters and the number of the subdomains. and with each simplex in T k−1 being the union of simplexes in T k . We further assume that there is a constant r < 1, independent of k, such that h k is proportional to r 2k . For example, in the two-dimensional case of d = 2, if we construct T k by connecting the midpoints of the edges of the triangles of T k−1 , with T 1 being the given coarsest initial triangulation, the resulting sequence of triangulation is quasiuniform and r = 1/ √ 2 (see Figure 2 ). Corresponding to each triangulation T k , we define the finite element subspace: where P 1 (τ ) denotes the space of real-valued linear functions of d real variables defined on τ . We associate with M k a nodal basis, denoted by {φ
is the set of all interior nodes of the triangulation T k . For each such nodal basis function, we define the one-dimensional subspace
and we have the space decomposition
On each level k, we color the nodes of T k so that neighboring nodes are always of a different color. The number of colors needed for a regular mesh is a constant independent of the mesh parameters, which we denote by n c . Then the total number of colors needed for (7) and (9) (with summation indices adjusted accordingly) to hold is c = n c J.
7.2.2.
Estimating C 1 for equations (48) and (51). Let Q k be the projection in the L 2 -norm onto the subspace M k , which is well defined on 
where C 0 is a constant independent of the mesh parameters and J. By further decomposing each v k as
the above estimate can be refined to show that
where C is a constant independent of the mesh parameters and the number of levels J [53, §4.2] . Thus, for any v 
can be shown, where C 0 is a constant independent of the mesh parameters and J [53, Eq. (49)]. Then, for F given by (50), we obtain as in (52) that
otherwise.
Assuming there exists a constant α > 0 such that w
With proper ordering of the indices, the matrix E = [ε k,l i,j ] is symmetric and its spectral radius ρ(E) has been shown to be less than a constant independent of the mesh parameters and the number of levels [45, pp. 182-184] . Therefore,
, which shows that (6) holds, with the constant C 2 = C 0 (1 + Cα)ρ(E) independent of the mesh parameters and the number of levels for the MG approximation.
For F specified by (44) , it can be similarly proved that (6) holds with C 2 some constant independent of the mesh parameters and the number of levels.
Upon applying the asynchronous method (10)-(12) with the above choice of space decomposition and under the assumptions (13)- (14), we obtain a parallel MG method for (48) and (51) whose convergence factor, according to the above estimates of C 1 and C 2 and Theorem 1, is independent of the mesh parameters. This method generalizes the BPX multigrid method proposed in [10] , which was used as a preconditioner for linear elliptic problems. Here, the parallel MG method is used as a solver and is applicable not only to linear, but also to nonlinear elliptic problems. And it further allows for asynchronous updates.
Applications to obstacle problems
In this section, we will apply our asynchronous algorithm to the obstacle problem We will use the overlapping domain decomposition without the coarse mesh. If a coarse mesh is added, it is not known how the coarse mesh obstacle can be chosen to obtain an algorithm whose convergence factor is independent of mesh parameters.
Let Ω with the constant C being independent of u, v i , the mesh size h, the overlapping size δ, and the number of subdomains m (cf. subsection 7.1.2). The above estimate shows that (5) holds with C 1 = √ C 1 + 1/δ 2 . Also, by dropping the coarse mesh and taking into account the difference between the above F and the F given by (50), we see from the proof of (53) that (6) holds with C 2 = (1 + C)ĉ, with C an embedding constant. Assuming that B is bounded by a given constant and γ is bounded by a constant less than 1, we then obtain from the definitions in Lemmas 1 and 2 that 1
for some D > 0 independent of h, δ and m. Then, the convergence factor given by (38) 2 }, we have < 1, independent of h and m. Finally, we note that the convergence factor for some synchronous overlapping domain decomposition without the coarse mesh has been studied in [1, 60] . The schemes obtained from our algorithms are different from those of [1, 60] in the treatment of the subproblem obstacles. The algorithms of [1, 60] use the global obstacle for the subdomain problems. In our algorithms, the subdomain obstacles can be updated dynamically during the iterations.
Appendix
In this appendix, we show that (54) can be used in place of (6) to prove Lemmas 1 and 2 for the DD method of subsection 7.1. Here, the indices i and j are understood to always range over 0, 1, . . . , m, instead of 1, . . . , m.
First, we note that condition (6) is used only to show (22) , (30) and (34) in the proofs. For (22) , if we use condition (54) instead of (6), then (22) would haveC 2 in place of C 2 and would have the following extra term on its right-hand side: s 0 (τ ) For (30) and (34), a similar argument can be applied to show that Lemma 2 holds with the above choice of C 2 .
