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1 Introduction and Preliminaries
The central theme of this thesis is the application of optimal stopping in American option
pricing. The purpose of this chapter is to provide a literature review of the techniques used
throughout this thesis.
1.1 Optimal stopping problems
The theory of optimal stopping is concerned with the problem of choosing a time to take
a particular action, in order to maximise an expected reward or minimise an expect cost.
Optimal stopping theory has a long history. In 1947, Wald [75] investigated the problem of
sequential testing. Snell [68] formulated a general optimal stopping problem for discrete time
stochastic processes and characterised the solution by the means of smallest supermartingale
dominating the gain sequence, which came to be known as Snell’s envelope.
However, a general theory of the subject did not exist until the 1960s. In February 1960
copy of Scientific American, the famous Secretary Problem was discussed. The solution of
which was suggested and proven by Dynkin [21]. In the 1963 paper, Dynkin also formulated
a general optimal stopping problem for Markov processes and characterised the solution as
the smallest superharmonic function dominating the gain function.
The 1960s and 70s saw major developments of general optimal stopping theory. [22,
23, 24, 25, 26, 29, 30, 40, 64, 65, 66] is a small sample of the extensive literature from this
period. For a survey of optimal stopping problems and general theory of optimal stopping
for Markov processes, [67] by Shiryaev is a good reference.
The classical applications of optimal stopping include mathematical statistics, stochastic
analysis and financial mathematics. We refer to [57] and references within. The most
relevant application of optimal stopping to this thesis is option pricing in the field of financial
mathematics. The most famous example is the work on Black-Scholes model by McKean
[49].
The purpose of this section is to review some of the standard techniques used in the
existing literature for optimal stopping problems. We refer to [57, 67] for a comprehensive
review. Some of the results we quote in this section are taken from these references.
We begin by defining optimal stopping problems in a standard set-up. In general, we
are interested in optimal stopping problems with respect to strong Markov processes. Let
X = (Xt,Ft : t ≥ 0) be a strong Markov family defined on a measurable space (Ω,F)
taking values in a measurable spaces (E,B), together with a family of probability measure
{Px}x∈E . These probability measures have the property Px(X0 = x) = 1 and (Xt)t≥0 is
a strong Markov process under Px. The filtration is taken to be the complete, augmented
filtration generated by X = (Xt, t ≥ 0).
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Intuitively, we can only make a decision about when to stop based on the information
we already know. This is why the concepts of stopping time and Markov time are required.
Definition 1.1. We define a Markov time to be a random variable τ such that {τ ≤ t} ∈ Ft
for all t ≥ 0. A stopping time is a Markov time τ such that P(τ <∞) = 1.
For a given measurable function, g : E → R which satisfies the condition
Ex(sup
t≥0
|e−rtg(Xt)|) <∞ for all x ∈ E, (1.1)
we are interested in finding the value function
V (x) = sup
τ∈T[0,∞]
Exe−rτg(Xτ ). (1.2)
where T[0,∞] is the set of all stopping times with respect to (Ft)t≥0 and r should be a positive
constant. Here e−rt represents a discount term, which can represent the opportunity cost
for stopping later rather than sooner. The case r ≤ 0 can lead to V being infinite and/or
a stopping time does not exist, see Remark 2.2 for an example. This is referred to as an
infinite horizon problem. Usually, we will drop T[0,∞] from our notation.
The corresponding finite time horizon problem is
V (x, t) = sup
0≤τ≤T−t
Et,xe−rτg(Xt+τ ), (1.3)
This can be seen as replacing the Xt in equation (1.1) by the process Zt = (t,Xt) for
t ≥ 0 with the state space R+ × E. By (1.3), we arrived at the terminal condition
V (x, T ) = g(x) by setting t = T .
We refer to V as the value function and g as the gain function. The value function
can be written in this simple form due to the Markov property of the process X. All of
the processes we deal with in this thesis are Markov processes, so it is sufficient for our
purposes to address the theory of optimal stopping in this form only. In addition to the
value function, we are also interested in the stopping rule we need to apply to stop optimally,
so we give the following definition:
Definition 1.2. We say that τ∗ is an optimal stopping time if
V (x) = Ex(e−rτ
∗
g(Xτ∗)). (1.4)
Solving an optimal stopping problem consists of finding the pair (V, τ∗). We must have
that V (x) ≥ g(x) by considering the stopping time τ = 0. Therefore we may partition E
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into two sets:
C = {x ∈ E : V (x) > g(x)}, (1.5)
D = {x ∈ E : V (x) = g(x)}. (1.6)
We refer to C as the continuation region and D as the stopping region. If V is lower semi-
continuous and g is upper semi-continuous, then C is open and D is closed. Provided that
the process X satisfies (1.1), then we have the following sufficiency theorem for optimal
stopping.
Theorem 1.3 (Theorem 2.7 in [57]). Assume that the gain function g : E → R satisfying
the condition
Ex(sup
t≥0
e−rt|g(Xt)|) <∞ for all x ∈ E.
Assume that there exists a smallest function Vˆ which dominates the gain function g on E
such that e−rtVˆ (Xt) is a supermartingale with respect to Px for x ∈ E.
Let us in addition assume that Vˆ is lower semi-continuous (lsc) and g is upper semi-
continuous (usc). Set Dˆ = {x ∈ E : Vˆ (x) = g(x)} and let τDˆ = inf{t ≥ 0 : Xt ∈ Dˆ}. We
then have:
(1) if Px(τDˆ <∞) = 1 for x ∈ E, then Vˆ = V and τDˆ is optimal in (1.2),
(2) if Px(τDˆ < ∞) < 1 for some x ∈ E, then there is no optimal stopping time (with
probability 1).
In the case when V is lsc, this is equivalent to the statement V (x) is an r-excessive
function. It turns out this r-excessive function characterisation is not only a sufficient
condition the value function needs to satisfy, but also a necessary condition. Let us define
τD by
τD = inf{t ≥ 0 : Xt ∈ D},
which is a Markov time with respect to (Ft)t≥0. We have the following necessary condition
for optimal stopping.
Theorem 1.4 (Theorem 2.4 in [57]). Let us assume that there exists a stopping time τ∗
such that (1.4) holds for all x ∈ E, then
(1) e−rtV (Xt) is the smallest right-continuous supermartingale under Px such that V (x) ≥
g(x) for all x ∈ E.
In addition, if V is lsc and g is usc, then we have:
(2) The stopping time τD ≤ τ∗ Ps-a.s. for all x ∈ E and is optimal in (1.4).
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(3) The stopped process {e−r(t∧τD)V (Xt∧τD) : t ≥ 0} is a right-continuous martingale
under Px for every x ∈ E.
Remark 1.5. It is useful to make the following observations.
(i) Theorem 1.3 and Theorem 1.4 also hold for finite horizon problem where we would
replace V (Xt) by V (Xt, t).
(ii) In finite time horizon problems, due to the terminal condition V (T, x) = g(x), τD is
an optimal stopping time with τD ≤ T .
In infinite horizon problems, there may not exist an optimal stopping time τ∗ at which
the value function V is attained. However, by the definition of V , for all  > 0, there
exists a stopping time τ∗ such that
V (x)−  ≤ Ex(e−rτ∗ g(Xτ∗ )) (1.7)
A stopping time satisfying equation (1.7) is known as an -optimal stopping time.
(iii) When an optimal stopping time does not exists, sometimes we can find Markov time
τ∗ such that (1.4) holds. If τD is a Markov time instead of a stopping time and
P( lim
t→∞ e
−rtg(Xt) → 0) = 1, then (1.4) still holds with a Markov time τ∗ = τD with
the convention e−rτ∗g(Xτ∗) = 0 when τ∗ = ∞. This is the case in some of the
problems we will discuss in Chapter 2-4.
(iv) When we cannot solve the optimal stopping problem explicitly, we are still interested in
the nature of the continuation region and its boundary, as this allows us to characterise
the optimal stopping rule. Literature in this area include [37, 20].
An implication of Theorem 1.3 and Theorem 1.4 is that solving an optimal stopping
problem (1.4) is equivalent to finding the smallest r-excessive function Vˆ such that Vˆ ≥ g.
In this case, V (x) = Vˆ (x) for x ∈ E and τˆD defined in Theorem 1.3 is an optimal stopping
time if Px(τDˆ <∞) = 1 for all x ∈ E.
Generally, it can be quite difficult to search for and identify the smallest r-excessive
function directly hence Theorem 1.3 is often not a practical method for solving an optimal
stopping problem. An alternative approach is known as the guess and verify approach.
1.1.1 Guess and Verify
Instead of trying to identify the smallest r-excessive function, we can try to identify an opti-
mal stopping rule. The stopping time associated with this rule τ would produce a function
Vˆ which corresponds to the expected discount gain function when stopping according this
rule. We then verify that Vˆ is indeed the value function.
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The result below is often referred to as the guess and verify lemma. See [1, 11, 53, 71]
for examples of its application.
Lemma 1.6. Consider the optimal stopping problem given by (1.2) with g ≥ 0. Let τ be
a stopping time and Vˆ : E → R be a function such that the following three conditions are
satisfied
(i) Vˆ (x) = Exe−rτg(Xτ ),
(ii) Vˆ (x) ≥ g(x) for all x ∈ E,
(iii) the process {e−rtVˆ (Xt) : t ≥ 0} is a right-continuous supermartingale under Px for
all x ∈ E,
then V = Vˆ and τ is an optimal stopping time.
One advantage of this approach is that some properties of the value function does not
need to be proved. For example, we often expect the value function to solve a free-boundary
problem with a smooth pasting condition. By imposing a smooth pasting conditioning and
verifying that the solution of the free-boundary is the value function, we do not need to
prove the pasting condition. This lemma is used extensively in Chapter 3.
On the other hand, it is sometimes difficult to guess the value function. Even if we
guessed the stopping rule correctly (or proved that it must be of a certain form), the
verification procedure can be difficult. This problem is highlighted in Chapter 2 for the
Regime Switching model. This method, in general, does not work in finite time horizon
because of the stopping region depends on time. It is generally difficult to compute the
expected value of the gain function at bounded stopping times.
1.1.2 Free-boundary approach
One approach in solving optimal stopping problems is by solving a free boundary problem.
Let us assume that X solves an SDE
dXt = b(Xt)dt+ σ(Xt)Bt (1.8)
and c ∈ R. If we assume that V is sufficiently regular, then by Itoˆ’s formula, we have that
Exe−rtV (Xt) =V (x) + Ex
(∫ t
0
(L− r)V (Xu)1{Xs 6=c}du
+
1
2
∫ t
0
(V ′(Xs+)− V ′(Xs−))1{Xs=c}dlcs(X) +Mt
)
, (1.9)
where L is the infinitesimal generator of X, lcs(X) is the local time of X at c and Mt is a
local martingale with M0 = 0.
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If we know the stopping region D and the continuation region C given by (1.5) and (1.6)
are characterised by some value of c, for example, if
C = {x : x > c},
then it is nature to guess that V is the unique solution the problem
(L− r)V (x) ≤ 0 for x 6= c (1.10)
(L− r)V (x) = 0 for x ∈ C (1.11)
V (x) = g(x) for x ∈ D (1.12)
V (x) ≥ g(x) for x ∈ R (1.13)
V ′(c) = g′(c) (1.14)
and Mt is a martingale. It can often be verified by Lemma 1.6 that the unique solution
to (1.10) to (1.14) is the value function. A modified version of this Ansatz exists when
X is multidmensional, has jumps or the problem is in finite horizon. This is known as a
free-boundary problem because the boundary c is unknown.
Some optimal stopping problems can be solved explicitly by finding the unique solution
to their related free-boundary problems. A classical example of this is the McKean problem
[49]. In higher dimension, it may be possible to derive a Volterra type integral equation
from the free-boundary problem. One needs to verify that the unique solution of integral
equation is the value function. See [57, Theorem 25.3] for how this is done for the finite
horizon Black-Scholes American put problem. The condition V ′(c) = g′(c) is often known
as a ‘smooth pasting’ condition. This condition first appeared in papers by Mikalevich [52]
and [51]. Other works on smooth pasting include [14, 10, 49, 36].
The potential difficulty in using the free-boundary approach is two-fold. Firstly, it is
necessary to show the uniqueness of the solution to the free-boundary problem. For the
finite horizon American put problem under Black-Scholes model, the uniqueness of solution
to the integral equation was not proved until 2005 in [56].
Secondly, it is often difficult to verify that the (unique) solution to the free-boundary
problem is indeed the solution to the optimal stopping problem. This problem is discussed
extensively for the Regime-Switching model in Section 2.1.3. This is why the notion of
viscosity solution introduced in the next section comes in handy.
1.2 Viscosity Solutions
The notion of viscosity solutions was introduced by Crandall and Lions [18] in the 1980s
for Hamilton-Jacobi equations related to control problems. It turns out that the notion
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of viscosity solution can be used for studying optimal stopping problems. Consider the
variational inequality
min(−(L− r)V (x), V (x)− g(x)) = 0. (1.15)
This is an alternative way to write the free boundary problem given by equations (1.10) to
(1.14). One can check that if a function satisfies the free boundary problem in the classical
sense, then it also satisfies (1.15), except at the stopping boundary c. Viscosity solutions
provide us with a weaker notion of solution which is consistent with the classical definition
and allows the value function of optimal stopping problem (1.2) to be a solution of this
equation (1.15).
The theory of viscosity solutions was initially developed only for first order PDEs, but
this was soon extended to integral partial differential equations (abbreviated as IPDEs or
PIDEs). These are partial differential equation operators with non-local parts. One of the
first papers on viscosity solutions for PIDEs was [70] by Soner, which extended the viscosity
solution framework to piecewise-deterministic jump processes with bounded coefficients.
This work was then extended by Sayah in [63].
It was initially unknown whether second order elliptic equations admit unique viscosity
solutions in general. The breakthrough came in 1988, when Jensen proved a comparison
principle in [38]. For a comprehensive account of viscosity solution for degenerate ellipitic
second order partial differential equations, we refer to the User’s guide [19]. For papers
related to second order degenerate elliptic PIDE, we refer to [4, 5] and references within.
The first applications of viscosity solution in optimal stopping include [55] and [59].
The theory of viscosity solution applies to PDEs of the form
F (x, u,Du,D2u) = 0, (1.16)
where F : RN ×R×RN ×S(N)→ R is continuous and S(N) is the set of symmetric N ×N
matrices. Du and D2u denote the gradient and the second derivative matrix of u.
Furthermore, F is required to satisfy the fundamental assumption,
F (x, r, p,X) ≤ F (x, s, p, Y ) whenever r ≤ s and Y ≤ X. (1.17)
where r, s ∈ R, x, p ∈ RN , X, Y ∈ S(N). If (1.17) is satisfied by F , then F is said to be
proper.
It can be easily verified that the variational inequality (1.15) satisfies condition (1.17),
if L is the generator of one dimensional diffusion. The same restriction applies to the
differential part of PIDEs operators related to wide classes of jump processes. In the case
of PIDEs, some care needs to be taken in dealing with the integral part. We are now ready
to introduce the notion of viscosity solution.
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Definition 1.7. Let F satisfy (1.17) and O ⊂ RN . A continuous viscosity subsolution of
F = 0 on O is a continuous function u such that for every C2 function φ such that xˆ is a
local maximum of u− φ, then
F (xˆ, u(xˆ), Dφ(xˆ), D2φ(x)) ≤ 0.
Similarly, a continuous viscosity supersolution of F = 0 is a continuous function u such
that for every C2 function φ such that xˆ is a local minimum of u− φ, then
F (xˆ, u(xˆ), Dφ(xˆ), D2φ(x)) ≥ 0.
u is a solution if it is both a subsolution and a supersolution
An equivalent formulation of viscosity solution property is in terms of semijets. The
superjets of u at x is given by
J2,+O u(x) =
{
(p,X) ∈ RN×S(N) : u(xˆ) ≤ u(x)+p(x−x′)+1
2
(x′−x)TX(x′−x)+o(|x−x′|2))}.
the subjets of u at x is defined by
J2,−O u(x) = −J2,+O (−u(x)).
It is possible to show that for all (p,X) ∈ J2,+O u(x), there exists a C2 function φ such that
u − φ has a local maximum at x with Dφ(x) = p and D2φ(x) = X. Hence, an equivalent
definition of viscosity solution is in term of these semijets.
Definition 1.8. Let F satisfy (1.17) and O ⊂ RN . A continuous viscosity subsolution of
F = 0 on O is a continuous function u such that
F (x, u(x), p,X) ≤ 0 for all x ∈ O and (p,X) ∈ J2,+O u(x).
Similarly, a continuous viscosity subsolution of F = 0 is a continuous function u such that
F (x, u(x), p,X) ≥ 0 for all x ∈ O and (p,X) ∈ J2,−O u(x).
We have now defined the notion of the viscosity solution. It is possible to show that the
value function is the viscosity solution to a variational inequality.
Theorem 1.9 (Theorem 5.2.1 of [60]). Recall the definition of V given by (1.2), where the
gain function g is now assumed to be Lipschitz. Assuming that r is sufficiently large, then
V is the unique viscosity solution to (1.15) satisfying a linear growth condition.
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Similar results exist if the optimal stopping problem is a finite time horizon one or the
underlying process has jumps. As a consequence, the definitions of the subsolution and
supersolution need to be adjusted accordingly. We will introduce case specific definitions
of supersolution and subsolution in Chapter 2 and 4. Since the notion of viscosity solution
is consistent with the classical definition of solution of a PDE, we can apply regularisation
arguments to prove properties of the value function without solving for the value function.
The regularisation arguments in Chapter 4 will need uniqueness theorem of the following
type.
Theorem 1.10 (Theorem 3.3 of [19]). Let Ω be a bounded open set in RN , F ∈ C(Ω×R×
RN , S(N)) be proper and satisfy the conditions
(i) There exists γ > 0 such that
γ(r − s) ≤ F (x, r, p,X)− F (x, s, p,X) for r ≥ s
(ii) There is a function ω : [0,∞]→ [0,∞] that satisfies ω(0+) = 0 such thatF (y, r, α(x− y), Y )− F (x, r, α(x− y), X) ≤ ω(α|x− y|2 + |x− y|)whenever x, y ∈ Ω, r ∈ R, X, Y ∈ S(N), and X,Y satisfy the equation
−3α
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3α
(
I −I
−I I
)
Let u be a continuous subsolution on Ω and v be a continuous supersolution of F = 0 in Ω
and u ≤ v on ∂Ω, then u ≤ v in Ω¯.
1.3 Outline of this thesis
The content of the rest of this thesis is outlined below.
Chapter 2 This chapter is dedicated to the Regime Switching model. In the first
part of chapter, we study optimal stopping problems under the Regime-Switching model
using the notion of viscosity solution. We correct some of the discrepancies in the existing
literatures about the perpetual American put problem. In the second part of this chapter,
we strengthen an existing result on the monotonicity property of option price in volatility
and discuss its implication for numerical schemes.
Chapter 3 In this chapter, we propose a new type of stochastic volatility model, where
a volatility change occurs upon the price process hitting a critical level. We call this model
an interactive volatility model. We consider the problem of trading American put options
under this model. It turns out that the value function and the optimal stopping rules under
14
model can be found explicitly. For certain choice of parameters, it has an interesting feature
that the stopping region is disconnected. We end this chapter with a numerical analysis
section with discussions.
Chapter 4 In this chapter, we study optimal stopping problems under the BNS model,
which is a stochastic volatility model with jumps. This model poses additional difficulty in
comparison to jump diffusion models and stochastic volatility models without jumps. We
use a combination of probabilistic and analytical tools to prove a number of monotonicity
and regularity results for the value function and the stopping boundary/surface. At the end
of this chapter, we produce some numerical estimates of the option prices using a Monte
Carlo approach.
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2 On Optimal Stopping under Regime-Switching and Re-
lated Models
2.1 Introduction
2.1.1 Literature review and chapter summary
As noted by many authors, the Black-Scholes model despite being very successful, does not
have many desired properties of a market model. One relatively simple attempt to add
extra randomness to the model is to let the volatility and rate of return be functions of a
finite state Markov chain.
Under the Regime-Switching model, we take a probability space (Ω,F ,P) which supports
two independent Markov processes (Wt)t≥0 and (It)t≥0, where W is a Brownian motion and
I is an n state continuous time Markov chain with state space {1, . . . , n}. Let St be driven
by the stochastic differential equation
dSt = σ(It)StdWt + µ(It)Stdt, (2.1)
where σ : {1, . . . , n} → (0,∞) and µ : {1, . . . , n} → (−∞,∞) are known functions. The St
governed by (2.1) is referred to as a process with ‘Regime-Switching’ or a ‘Markov modulated
geometric Brownian motion’ by the existing literature. Intuitively, the Markov chain can be
regarded as modelling the business cycle or some economic indicator. It is straightforward
to see, when the functions µ and σ are chosen to be constant functions, or n = 1, then this
model reduces to the Black-Scholes model.
This model has been subject to intense studies. From an option pricing perspective,
see Guo [32] for closed-form solutions for pricing European and perpetual lookback option;
Yao, Zhang and Zhou [76] for numerical results for European stock options. Two papers
on pricing perpetual American puts are particularly relevant to this chapter: one by Guo
and Zhang, [33], treating the case of two-states Markov chains and another by Jobert and
Rogers, [39], treating the general case with finitely many states. In addition, the work by
Buffington and Elliot, [12], studied the two-state finite horizon American put problem.
This chapter has two parts. First, we introduce the probabilistic set-up for the Regime-
Switching model and present the existing results in [33] and [39]. We are unable to follow
some of the arguments in [33, 39]. It appears that the proofs of the main results in these
papers are incomplete. We examine these in detail and demonstrate how the problems in
[33, 39] can be addressed using viscosity solutions.
In the second part of this chapter, we address the question, under what conditions
are option prices monotone in volatility. We generalise a result from [2] and prove two
new monotonicity theorems. We compare these results and apply them to American put
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options. We demonstrate that our results on American put options are consistent with
existing results on the Black-Scholes model by McKean [49] as well as numerical results
found in [15] and [42]. We end this chapter with a discussion of open problems and some
conjectures based on our results.
2.1.2 Probabilistic set-up for the Regime-Switching model
We recall the probabilistic set-up given in the paragraph preceding equation (2.1). The
Regime-Switching process St is governed by
dSt = µ(It)Stdt+ σ(It)StdWt,
and adapted to Ft which we take to be the complete augmented filtration generated by
σ((Ws, Is) : s ≤ t). We denote the generator matrix of I by Λ and use λij denote its entries.
This means, for i 6= j, λij is the jump rate from state i to state j. For i = j, λii is the
total rate leaving state i multiplied by −1. In addition, denote the total rate leaving i by
λi, i.e.
λi
def
= −λii.
We construct a family of these processes with initial values S0 > 0 and I0 ∈ {1, . . . , n}.
We use Ss,i to denote the process S with S0 = s and I0 = i. Similarly, we use I
i to
denote the process I with I0 = i. (The distribution of future value of I does not depend
on current or past values of S, when conditioned on its current value.) Ss,it has the explicit
representation
Ss,it = s exp
(∫ t
0
µ(Iiq)−
1
2
σ(Iiq)
2dq +
∫ t
0
σ(Iiq)dWq
)
. (2.2)
It is also useful to define Xx,it = logS
s,i
t , where x = log s. Explicitly, we have that
Xx,it = x+
∫ t
0
µ(Iiq)−
1
2
σ(Iiq)
2dq +
∫ t
0
σ(Iiq)dWq.
The pairs (Ss,i, Ii) and (Xx,i, Ii) are both Markov processes. Let g and h be real
functions such that g : (0,∞) × {1, . . . , n} → R and h : (0,∞) × {1, . . . , n} → R. We are
interested in the value function associated with the optimal stopping problem
u(s, i) = sup
τ
E
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ ) +
∫ τ
0
e−r(I
i
t)th(Ss,it , I
i
t)dt
]
for s > 0, i ∈ {1, . . . , n},
(2.3)
where r : {1, . . . , n} → (0,∞) and the supremum is taken over the class of all stopping
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times with respect to Ft. This problem also has the representation
u˜(x, i) = sup
τ
E
[
e−
∫ τ
0 r(I
i
t)dtg˜(Xx,iτ , I
i
τ ) +
∫ τ
0
e−r(I
i
t)th˜(Xx,it , I
i
t)dt
]
, (2.4)
where g˜, g, h˜, h, u˜, u are related by g˜(x, i) = g(ex, i), h˜(x, i) = h(ex, i), u˜(x, i) = u(ex, i). We
assume that there is an r < minni=1 r(i) such that
E sup
t≥0
e−rtg(Ss,it , I
i
t) <∞ and E sup
t≥0
∫ t
0
e−ruh(Ss,iu , I
i
u)du <∞ (2.5)
are satisfied, hence u(s, i) is finite. We define the regions Ci and Di for i = 1, . . . , n as
follows:
Ci = {s : u(s, i) > g(s, i)}, Di = {s : u(s, i) = g(s, i)}. (2.6)
It is straightforward to see that the Ci’s and the D
′
is partition the state space into contin-
uation regions and stopping regions according to the value of i. Similarly, define
C˜i = {x : u˜(x, i) > g˜(x, i)}, D˜i = {x : u˜(x, i) = g˜(x, i)}.
In what follows, we shall use the notation σi = σ(i), µi = µ(i) and ri = r(i) for
i ∈ {1, . . . , n}. If f : (0,∞) × {1, . . . n} → R is a function such that f(·, i) ∈ C2b (0,∞) for
every i, then the infinitesimal generator of the pair (S, I) acting on f is given by
Lf(s, i) =
1
2
σ2i s
2∂11f(s, i) + µis∂1f(s, i)− λif(s, i) +
∑
j 6=i
λijf(s, j).
Similarly, for a function f : (−∞,∞) × {1, . . . , n} → R such that f(·, i) ∈ C2b (−∞,∞)
for every i, the infinitesimal generator of the pair (X, I) acting on f is given by
L˜f(x, i) =
1
2
σ2i ∂11f(x, i) + (µi −
1
2
σ2i )∂1f(x, i)− λif(x, i) +
∑
j 6=i
λijf(x, j).
Remark 2.1. The most relevant case to option pricing is the case µi = ri, because this is
the necessary condition to ensure the model has no arbitrage. However, the other cases can
be interesting to a market participant who has his own view about what these parameters
actually are. He may wish to know the value of the option that is consistent with his view
of the market.
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2.1.3 Existing results on the American put problem under the Regime-Switching
model
The American put is a case of (2.3) where
g(s, i) = (K − s)+ h(s, i) = 0 for s > 0, i = {1, . . . , n}.
It is claimed in [39, Prop. 2] that, for µi ≤ ri, if thresholds b˜i < log(K) have been found
such that the unique bounded solution f˜ to the coupled system of ODEs
(L˜− ri)f˜(x, i) = 0 for x > b˜i,
f˜(x, i) = K − ex for x ≤ b˜i,
is C1 in x at (b˜i, i) for every i, then the b˜i’s are uniquely determined and u˜(x, i) = f˜(x, i). If
this result holds, by a simple change of variable, we have that u(s, i) is the unique bounded
function satisfying
(L− ri)f(s, i) = 0 for s > bi, (2.7)
f(s, i) = K − s for s ≤ bi. (2.8)
such that f(·, i) is C1. Here, bi = exp(b˜i), is the stopping level for S when I is in state i.
The result is stated in [33] in term of f for the case n = 2, µi ≥ 0 and r1 = r2 > 0. In the
two-states case, the solution is semi-explicit.
Attempts were made in [39, 33] to check that the solution to system of coupled ODEs
are indeed the value functions. These attempts used ‘guess and verify’ methods. If we want
to check that f = u by Lemma 1.6, we need to show the following conditions hold:
(v1) f(s, i) = E[e−
∫ τ
0 r(I
i
q)dqg(Ss,iτ )]
(v2) e−
∫ t
0 r(I
i
q)dqg(Ss,it ) is a supermartingale for all s > 0, i ∈ {1, . . . , n}.
(v3) f(s, i) ≥ (K − s)+.
In [39, Prop. 1], the authors claim that the stopping regions Di must be of the form
Di = (0, bi) assuming µi = ri. However, their argument only requires S
s,i
t e
− ∫ t0 r(Iiq)dq to be
a supermartingale, which holds if µi ≤ ri.
Remark 2.2. [39, Prop. 1] seems to hold even if ri ≤ 0. We briefly comment on the
consequences when the discount term is non-positive. When ri ≤ 0, µi < 12σ2i , Xx,it → −∞
almost surely. For any η < K, consider the stopping time τ s,iη = inf{t : Ss,it ≤ η}, then
u(s, i) ≥ Ee−rτs,iη (K − Ss,i
τs,iη
)+ = Ee−rτ
s,i
η (K −min(s, η)) ≥ (K −min(s, η))(1 + rEτ s,iη ).
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Since η is arbitrary, we have that
u(s, i) =
∞ for r < 0K for r = 0.
In these cases, an optimal stopping time (or Markov time) does not exist.
When examined more closely, it looks to us that they assumed that an optimal stopping
time exists and applied Doob’s optional sampling theorem to an unbounded martingale with
this stopping time. It turns out [39, Prop. 1] can be proved using a convexity argument
provided we assume ri > 0, see Lemma 2.9 on page 24. With this in mind, we examined
[39, Prop. 2]. In this proposition, the authors in particular demonstrate (L˜− ri)f˜(x, i) ≤ 0
when µi = ri. We cannot follow their proof of (v3) as it appears that they again applied
Doob’s optional sampling theorem using an unbounded stopping time. Furthermore, we do
not see why, without using further arguments, the non-linear equations mentioned in [39,
Problem 2] should have unique solutions. See Remark 2.3 for an example where this does
not hold for a general convex function, even in the case when n = 1.
Following [33], one realises that the authors do not verify but assume (v3) in their
Theorem 3.1. Furthermore, their proof of (v2) is incomplete as they only justify (L −
ri)f(s, i) ≤ 0 inside of the continuation region. Outside the continuation region, that is,
when u(·, i) coincides with (K − ·)+, the validity of (L− ri)f(s, i) ≤ 0 would depend on the
value of bi, and this issue was not addressed in [33].
In addition, it is claimed in [33, 39] that the solution of the free-boundary value problem
is unique and equal to the value function. Neither existence nor uniqueness part is clear
to us, hence it is not clear that a solution of (2.7) and (2.8) (if exists) is the actual value
function. In this section, we take a different approach. We first show that the stopping
region of the American put option is characterised by stopping levels bi, then we show that
(2.7) and (2.8) are necessary conditions for the value function u.
Remark 2.3. Uniqueness is not an intrinsic property of solutions of free-boundary value
problem. Here is an example where the free-boundary problem admits more than one
solution.
Let g : (0,∞)→ R be a bounded smooth convex function satisfying
g(x) =
{
4 : x = 1/2
1 : x = 1
, g′(x) =
{
−8 : x = 1/2
−1 : x = 1 , g(x) = 0, x ≥ 3,
and consider the value function V (x) = supτ≥0 E[e−τ g(Xxτ )] where Xxt = xe
√
2Bt , t ≥ 0, is
a geometric Brownian motion on a probability space (Ω,F ,P).
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Following the method used in [33, 39], the free-boundary value problem associated with
this optimal stopping problem is
0 = xV ′(x) + x2V ′′(x)− V (x) for x > x0
subject to
V (x0) = g(x0), V
′(x0) = g′(x0), lim
x→∞V (x) = 0.
As any solution to this problem must have the form c1x + c2x
−1, the above boundary
and pasting conditions result in c1 = 0 and two equations
g(x0) = c2x
−1
0 , g
′(x0) = −c2x−20
for the pair of unknowns (c2, x0).
There are at least two solutions to these equations, (c2, x0) = (1, 1) and (c2, x0) =
(2, 1/2), but there might be even more. Note that the value function is unique and can only
be identical to one of the candidate value functions build from these solutions (c2, x0).
2.2 Regularity properties of perpetual American put problem under Regime-
Switching model
We introduce the relevant variational inequality for (2.3). Consider the equation
min(−L˜f˜(x, i)− h˜(x, i) + rif˜(x, i), f˜(x, i)− g˜(x, i)) = 0. (2.9)
We say ψ ∈ W if ψ : R × {1, . . . , n} → R and ψ(·, i) is C2 for every i ∈ {1, . . . , n}. A
function w : R × {1, . . . , n} → R is a viscosity subsolution (supersolution) of (2.9) if for
every ψ ∈ W such that
(i) ψ(x, i) = w(x, i) for some x ∈ R and all i ∈ {1, . . . , n},
(ii) ψ(x′, i′) ≥ w(x′, i′) (≤) for all (x′, i′) ∈ R× {1, . . . , n},
ψ also satisfies
min(−L˜ψ(x, i)− h˜(x, i) + riw(x, i), w(x, i)− g˜(x, i)) ≥ 0 (≤). (2.10)
A function w is a solution if it is both a subsolution and a supersolution. The following
theorem is a summary of Theorem 2.1 and Lemma 2.3 of [78]. The proof of this theorem is
a straightforward adaptation of [60, Theorem 5.2.1]
Theorem 2.4. Let g˜(·, i) and h˜(·, i) be Lipschitz continuous for every i ∈ {1, . . . , n}. As-
sume that ri’s are sufficiently large, then
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(i) u˜(·, i) is Lipschitz for every i ∈ {1, . . . , n},
(ii) u˜(x, i) is the unique viscosity solution with at most linear growth to the variational
equation (2.10).
Remark 2.5. The restriction on the value of ri is only needed to ensure u˜ is Lipschitz.
In the case of the Regime Switching model, |Xx,it − Xx
′,i
t | = |x − x′|. It follows that, if
r = minni=1 ri > 0, then
|u˜(x,i)− u˜(x′, i)|
= sup
τ
E
[ ∫ τ
0
|h˜(Xx,it , Iit)− h˜(Xx
′,i
t , I
i
t)|dt+ e−
∫ τ
0 r(I
i
t)dt|g˜(Xx,it , Iit)− g˜(Xx
′,i
t , I
i
t)|
]
≤ CE
[ ∫ ∞
0
e−r(I
i
t)t|x− x′|dt
]
+ CE sup
t≥0
|Xx,it −Xx
′,i
t |
≤ CE
[ ∫ ∞
0
e−rt|x− x′|dt
]
+ CE sup
t≥0
|Xx,it −Xx
′,i
t |
≤ C ′|x− x′|,
where C is a Lipschitz constant for both g˜ and h˜. C ′ is another constant.
We now prove that the value function is smooth in the continuation region. This is
relatively standard and there are a number of ways to do this. The method we present here
appeals to the following theorem in one dimension.
Proposition 2.6 (Proposition 5.2.1 of [60]). Let g and h be Lipschitz continuous functions
from R to R, X a one-dimensional diffusion driven by the SDE
dXt = b(X)dt+ σ(Xt)dWt,
with Xxt denoting the process with X0 = x. Assume that b and σ satisfies the usual Lipschitz
conditions ensuring the existence and uniqueness of a solution. If σ is bounded away from
0, then the value function w defined by
w(x) = E
[
e−rτg(Xxτ ) +
∫ τ
0
e−rth(Xxt )dt
]
is C2 in the continuation region C. Moreover, w is C1 on ∂C if g is C1 on ∂C.
Proposition 2.7. Recall the definition of Ci given by (2.6) on page 18. Assuming that
ri > 0, u(·, i) is C2 in Ci. Moreover, u is C1 at ∂Ci if g is C1 at ∂Ci for all i ∈ {1, . . . , n}.
Proof. Fix an i and define X˜ to be a family of Markov process with initial condition X˜ = x
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defined on (Ω,F ,P). X˜ is driven by the stochastic differential equation
dX˜t = σidWt + (µi − 12σ2i )dt. (2.11)
The generator of X˜ is given by
Lˆf(x) = 12σ
2
i f
′′(x) + (µi − 12σ2i )f ′(x).
Now consider the optimal stopping problem
w(x) = sup
τ
E
[
e−(ri+λi)τ g˜(X˜x,iτ , i) +
∫ τ
0
e−(ri+λi)t
(
h˜(X˜x,it , i) +
∑
j 6=i
λij u˜(X˜
x,i
t , j)
)
dt
]
.
By Theorem 2.4 (ii), u˜(·, j) is Lipschitz for every j. Since g˜(·, i) and h˜(·, i) + ∑
j 6=i
λij u˜(·, j)
are Lipschitz, w is Lipschitz by Theorem 2.4 (i) if ri + λi is sufficient large.
However, X˜ is just a geometric Brownian motion, which is a special case of Regime-
Switching model with n = 1. By Theorem 2.4 and Remark 2.5, if ri+λi > 0, w is a Lipschitz
continuous function and the unique viscosity solution with linear growth condition to the
variational inequality
min(−Lˆfˆ(x)− h˜(x, i)−
∑
j 6=i
λij u˜(x, j) + rifˆ(x), fˆ(x)− g˜(x, i)) = 0.
u˜(·, i) is a viscosity solution to this equation. By uniqueness, w(·) must coincide with u˜(·, i).
Then, by Proposition 2.6, u˜(·, i) must be C2 in C˜i. Also u˜(x, i) is C1 in x at ∂C˜i if g˜ is
C1 at ∂C˜i. The same must hold true for u, C and ∂Ci because of the transformational
relationship between u, g, C, ∂Ci and u˜, g˜, C˜, ∂C˜i.
Remark 2.8. (i) In the proof of Proposition 2.7, we reduced the problem of proving
regularity property for a Regime-Switching problem to proving regularity property
for a one dimensional problems. The key is to treat the value function u˜(x, j) for
j 6= i as a known function. We absorb the ∑j 6=i λij u˜(x, j) term into the running pay-
off and absorb λiu˜(s, i) into the discount term. The idea of using a priori estimate
of an unknown function resulted from a jump is used in a different way in Chapter 4
when we study the BNS model.
(ii) This method can be extended to more general SDE’s where
dXt = σ(Xt, It)dWt + b(Xt, It)dt,
provided σ and b satisfies the appropriate linear growth conditions. The restriction
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on ri would be different depending on the functions σ and b.
We now return to the American put problem where
g(s, i) = (K − s)+, g˜(x, i) = (K − ex)+, h(s, i) = h˜(x, i) = 0.
Since g(s, i) does not depend on i, we use g(s) to mean g(s, i) without ambiguity. We now
prove that the stopping region can be charactered by stopping levels bi.
Lemma 2.9. Recall the definition of u(s, i) given by (2.3) on page 17 with
g(s, i) = (K − s)+ and h(s, i) = 0 for i ∈ {1, . . . , n}, (2.12)
and the definition of Di given by (2.6) on page 18. Hence, u(s, i) is the value function of
a perpetual American put option under the Regime-Switching model and Di is the stopping
region for regime i. Then, the following results hold:
(i) u(·, i) is convex for i ∈ {1, . . . , n},
(ii) there exists bi > 0 such that Di has the representation
Di = {s : s ≤ bi}.
Proof. First, we show convexity of u(·, i). For λ ∈ (0, 1), we have that
u(λs+ (1− λ)s′, i) = sup
τ
Ee−rτg(Sλs+(1−λ)s
′,i
τ )
= sup
τ
Ee−rτg((λs+ (1− λ)s′)S1,iτ )
≤ sup
τ
Ee−rτλg(sS1,iτ ) + (1− λ)g(s′S1,iτ )
≤ sup
τ
Ee−rτλg(sS1,iτ ) + sup
τ
Ee−rτ (1− λ)g(s′S1,iτ )
= λ sup
τ
Ee−rτg(Ss,iτ ) + (1− λ) sup
τ
Ee−rτg(Ss
′,i
τ )
= λu(s, i) + (1− λ)u(s′, i),
where the first inequality follows by convexity of g(·). In the first and the penultimate line
of the derivation, we use the fact that Ss,iτ = sS
1,i
τ , which is a trivial consequence of (2.2).
We now show that the set Di is non-empty. If the state i is an absorbing state, i.e.
λi = 0, then u(s, i) is the value of a perpetual American put problem under the Black-
Scholes model. In that case, bi has an explicit formula and is known to be non-zero. See,
for example, [57, Section 25] for more details.
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Suppose that the state i is not absorbing and Di is empty. Starting from (s, i), it is not
optimal to stop until the process I leaves the current state i. Define the stopping time T
to be the first time Iit leaves the state i, i.e.
T = inf{t : Iit 6= i}.
Let τ be the first hitting time of the stopping region, i.e.
τ = inf{t : u(Ss,it , Iit) = g(Ss,it )}.
τ is a Markov time and the value function is attained at this Markov time by Remark
1.5(iii). Clearly, T ≤ τ . By the martingale property of {u(Ss,it∧τ , Iit∧τ ) : 0 ≤ t ≤ τ}, we have
that
u(s, i) = lim
t→∞Ee
−r(t∧T )u(Ss,it∧T , I
i
t∧T ) = E lim
t→∞ e
−r(t∧T )u(Ss,it∧T , I
i
t∧T ) = Ee−rTu(S
s,i
T , I
i
T ),
where the limit is exchanged by the dominated convergence theorem since |u| is bounded
by K. It follows that
u(s, i) = Ee−rTu(Ss,iT , I
i
T ) ≤ KEe−rT =
λiK
r + λi
,
where Ee−rT = λir+λi because T is exponentially distributed. However, by setting s =
K − λiK2(r+λi) , we have that
g
(
K − λiK2(r+λi)
)
> λiKλi+r ≥ u
(
K − λiK2(r+λi) , i
)
,
which is a contradiction. We now define bi by
bi = sup{s : g(s) = u(s, i)}.
Clearly bi < K as it is never optimal to exercise the option when the pay-off is zero. Now,
consider a sequence of sm in Di such that sm ↑ bi as m → ∞. By the continuity of u(·, i)
and g(·), we must have u(bi, i) = g(bi). Moreover, by Proposition 2.7, we must have u(·, i)
is C1 at bi, i.e.,
∂1u(bi, i) = g
′(bi) = −1.
We now show for s < bi, g(s) = u(s, i). If there exists s1 < bi such that
u(s1, i)− g(s1) =  > 0,
then it must be the case s1 ≥  since u(s1, i) < K. Since u is convex, left and right
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derivatives must exist. Let ∂1u(s1−, i) denote the left derivative of u at s1. By convexity
of u(·, i), we must have
u(/2, i) ≥ u(s1, i) + ∂1u(s1−, i)︸ ︷︷ ︸
≤∂1u(bi,1)=−1
(/2− s1)
≥ K − s1 + − /2 + s1 = K + /2,
which is a contradiction. This proves Di = (0, bi).
The following corollary follows immediately from Proposition 2.7 and Lemma 2.9.
Corollary 2.10. Under the same assumption as Lemma 2.9, the value function of the
American put option u(s, i) is the unique bounded solution to the free-boundary problem
f(s, i) = K − s for s ≤ bi
(L− ri)f(s, i) ≤ 0 for s ≤ bi
(L− ri)f(s, i) = 0 for s > bi
f(s, i) > (K − s)+ for s > bi
f(bi, i) = K − bi
∂1f(bi, i) = −1
Remark 2.11. (i) The proof of Lemma 2.9 does not require the smooth pasting condi-
tion. The lemma can be extended to finite horizon. If we define u(s, i, T ) as
u(s, i, T ) = sup
0≤τ≤T
E
[
e−
∫ τ
0 r(I
i
t)dt(K − Ss,iτ )+
]
for s > 0, i ∈ {1, . . . , n},
the region Di as
Di(T ) = {s : u(s, i, T ) = g(s)},
and the boundary bi(T ) as
bi(T ) = sup{s : u(s, i, T ) = g(s)}.
It is possible to prove that Di(T ) can be characterised by
Di(T ) = {s : s ≤ bi(T )}.
by a similar argument to the one presented in Lemma 2.9.
(ii) Corollary 2.10 has more conditions than equations (2.7) and (2.8). We are not able
to show equations (2.7) and (2.8) have a unique solution without the extra conditions
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given in Corollary 2.10. Refer to Remark 2.3 and the discussions preceding it for more
details.
(iii) In the case µi ≤ ri, it is only necessary to check that a candidate solution (bˆi, uˆ(s, i))
satisfies uˆ(s, i) ≥ g(s) for s > bˆi. If u(s, i) ≥ g(s) for s > bˆi holds, then (L−ri)uˆ(s, i) ≤
0 holds automatically for s < bˆi. We refer to the argument in step (iii) of [39, Prop.
2]. This covers the risk-neutral case.
(iv) If (bˆi, uˆ(s, i)) satisfies the equations (2.7) and (2.8), then it corresponds to a stopping
rule. In which case, we must have u(s, i) ≥ uˆ(s, i). We define τ by
τ = inf{t : It = j, St ≤ bˆj for any j}. (2.13)
Since uˆ(Ss,it , I
i
t) is in the domain of the generator for t ≤ τ , by Itoˆ’s formula, we have
that
uˆ(s, i) = lim
t→∞Ee
− ∫ τ∧t0 r(Iiq)dquˆ(Ss,iτ∧t, Iiτ∧t).
Since uˆ(Ss,iτ , Iiτ ) = (K−Ss,iτ )+ and uˆ is bounded, by dominated convergence , we have
that
uˆ(s, i) = Ee−
∫ τ
0 r(I
i
q)dq(K − Ss,iτ )+.
This means uˆ(s, i) is the expected reward of the following stopping rule: stop when
the S is below bˆi if I is currently in state i. u(s, i) is the value function of the optimal
stopping problem, so
u(s, i) ≥ uˆ(s, i)
follows by definition.
(v) The necessity of the conditions in Corollary 2.10 and point (iii) above imply that
we should restrict our attention to finding (bˆi, uˆ(s, i)) satisfying equations (2.7) and
(2.8). If all solutions of (2.7) and (2.8) can be found (or indeed, if the solution can
be shown to be unique), then there must be one solution u∗(s, i) which dominates all
other solutions. We must have that u∗ = u. In this case, we would not need to verify
the conditions
(L− ri)u∗(s, i) ≤ 0 for s ≤ bi,
u∗(s, i) > (K − s)+ for s > bi.
They should hold automatically by the necessity of the conditions in Corollary 2.10.
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2.3 Monotonicity of the value function under Regime-Switching and re-
lated models
A common feature of many stochastic volatility models is that the option price is increasing
in the volatility parameter when everything else remains the same. The authors of [2]
verified this for a number of models including the Regime-Switching model. Our goal is to
extend this result for stochastic volatility models driven by continuous time Markov chains.
This class of models contains, but is not restricted to the Regime-Switching models.
In this section, we shall proceed as follows. Firstly, we give a brief summary of the
relevant assumptions, methods and results in [2]. Secondly, we discuss how their results
for continuous time Markov chain driven models can be improved by weakening one of the
assumptions. Thirdly, we restrict our attention to the Regime-Switching model. We prove
a new monotonicity result and compare this with [2]. Every monotonicity result in Section
2.3.1 - 2.3.3 holds true for both finite and infinite horizon problems. In Section 2.3.4,
we prove an extension of monotonicity results in Section 2.3.1 - 2.3.3 for infinite horizon
problems.
2.3.1 Existing monotonicity results
We now introduce a probabilistic set-up given in [2]. Let (S, Y ) = (St, Yt, t ≥ 0) be a strong
Markov process on a family of probability spaces (Ω,F ,Ps,y, (s, y) ∈ R×S), which satisfies
the SDE
dSt = a(St)YtdWt, (2.14)
where Wt is a standard Brownian motion, and a : R→ R is a measurable function. Consider
the value function
v(s, y) = sup
0≤τ≤T
Es,y[e−rτg(Sτ )] (s, y) ∈ R× S, (2.15)
where τ is a stopping time at which g(Sτ ) ≥ 0 and T ∈ [0,∞]. For T < ∞, this set of
stopping is guaranteed to be non-empty when g ≥ 0. We assume that g is chosen such that
v(s, y) is well defined. We are interested in the case where Y is a finite state continuous
time Markov chain and S = {y1, . . . , yn}. We denote the Q-matrix of Y by Q and its entries
by qij . For i 6= j, we use qij to denote the jump rates from i to j. For i = j, qii is the total
rate leaving state i multiplied by −1. In addition, we assume that 0 < y1 < y2 < · · · < yn.
Remark 2.12. Recall the Regime-Switching SDE (2.1). If we set r(i) = r, µ(i) = 0,
σ(i) = yi for i ∈ {1, . . . , n}, then this coincides with (2.14) with a(s) = s. The process Y
and I are related via Y = σ(I). The Q-matrix Λ in (2.1) corresponds to the matrix Q in
the set-up of this section with qij = λij . The optimal stopping problem associated with the
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Regime-Switching model (2.3) coincides with (2.15) when g(s, i) in (2.3) is independent of
i and h(s, i) = 0. In this case v(s, σ(i)) = u(s, i).
In some sense, the model (2.15) is more general than (2.1) as a(·) is ato be a general
function. On the other hand, (2.15) does not allow a regime dependent drift term, be-
cause the coupling method relies on the relationship between continuous martingales and
Brownian motion.
The method in [2] considers the martingale Mt =
∫ t
0 YudWu. Time-changing by the
inverse of 〈M〉 yields
Gt = s+
∫ t
0
a(Gu)dBu,
where B = M ◦ 〈M〉 is an F〈M〉−1t Brownian motion. The process Y ◦ 〈M〉
−1
t is a continuous
time Markov chain independent of B (living on the state space S), with transition rates
q˜ij = y
−2
i qij .
The authors of [2] then constructed a coupled process (Z,Z ′) on a probability space
such that Z and Z ′ are continuous time Markov chains with transition rates q˜ij satisfying
the condition
y = Z0 ≤ Z ′0 = y′ ⇒ Zt ≤ Z ′t for t ≥ 0. (2.16)
This coupling is available when the Q-matrix of the time-changed Markov chain is skip-free.
This means
q˜ij = 0 for j 6= i− 1, i, i+ 1,
which is equivalent to
qij = 0 for j 6= i− 1, i, i+ 1.
By considering an optimal stopping problem in term of G, Z, Z ′, B, the following theorem
can be proved.
Theorem 2.13 (Theorem 2.5 of [2]). Let g : R → R be a measurable gain function such
that {g ≥ 0} 6= ∅. Recall the definition of v given by (2.15). Suppose Y is skip-free, then
v(s, y) ≤ v(s, y′) for all y, y′ ∈ S such that y ≤ y′.
2.3.2 Application of order preserving coupling in monotonicity of value func-
tion
The proof of Theorem 2.13 requires the existence of a coupling, under which the time
changed Markov chain Z satisfies (2.16). The skip-free condition is an obvious sufficient
condition for such coupling to exist, but it is rather restrictive. Under the skip-free condition,
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we can take the coupling which let Z and Z ′ jump independently until the first time they
coalesce. An obvious way to extend the current result is to find an alternative sufficient
condition for constructing an order preserving coupling. We now state a sufficient condition
for (2.16).
Proposition 2.14. Let Q be a Q-matrix for a Markov chain on state space S = {y1, . . . , yn}
such that 0 < y1 < · · · < yn and qij denote its entries. If the qij satisfies the following two
conditions:
(c1) for 1 ≤ i < i′ < j ≤ n,
n∑
k=j
qik ≤
n∑
k=j
qi′k,
(c2) for 1 ≤ j < i < i′ ≤ n,
j∑
k=1
qik ≥
j∑
k=1
qi′k,
then there exists a coupling under which Y ′t ≥ Yt if Y ′0 ≥ Y0.
This turns out to be a well-known result about Markov chains. See, for example [48], for
a proof under a more general setting. We give an explicit construction for such a coupling
on page 47 of the Chapter Appendix.
The conditions (c1) and (c2) mean, for any pair of states i and i′ such that i < i′,
(i) for all j′ > i′, the total jump rate from yi to {yj′ , yj′+1 . . . , yn} is less than the total
jump rate from yi′ to the same set of states.;
(ii) for all j < i, the total jump rate from yi to {y1, y2 . . . , yj} is greater than the total
jump rate from yi′ to the same set of states.
The idea behind the coupling we construct on page 47 is as follows: if the process (Y, Y ′)
is currently in state (yi, yi′) such that i < i
′, then any jumps by Y to states {yi+1, . . . , yi′}
and any jump by Y ′ to {yi, . . . , yi−1} occurs independently. A jump by Y from state i to a
state j > i′ must occur at the same time as a jump by Y ′ to a state j′ ≥ j. Similarly all
jumps by Y ′ to a state yj′ < yi occurs at the same time as a jump by Y to some yj < yj′ .
Remark 2.15. We now give two examples where (c1) and (c2) on page 30 are satisfied.
(i) Any Q-matrix satisfying the skip-free condition automatically satisfy (c1) and (c2).
This include the zero-matrix when there is no regime change and any two-state Q-
matrix.
(ii) Any Q-matrix satisfying the conditions
(c1’) for all 1 ≤ i < i′ < j ≤ n, qij ≤ qi′j ,
(c2’) for all 1 ≤ j < i < i′ ≤ n, qij ≥ qi′j ,
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automatically satisfies (c1) and (c2). An example of such matrix is −2 1 13 −5 2
2 2 −4

(c1’) and (c2’) are sufficient conditions for (c1) and (c2) respectively. They are equiv-
alent to (c1) and (c2) if the number of states is less or equal to 3.
By the argument preceding Theorem 2.13, we have the following corollary of Proposition
2.14.
Corollary 2.16. Let g : R→ R be a measurable gain function such that {g ≥ 0} 6= ∅. Let
Y be a Markov chain living on the state space S = {y1, . . . , yn} with transition rates qij. If
the time changed Markov chain with jump rates
q˜ij = y
−2
i qij ,
satisfies (c1) and (c2) on page 30, explicitly, that is,
(c1’) for 1 ≤ i < i′ < j ≤ n,
n∑
k=j
y−2i qik ≤
n∑
k=j
y−2i′ qi′k,
(c2’) for 1 ≤ j < i < i′ ≤ n,
j∑
k=1
y−2i qik ≥
j∑
k=1
y−2i′ qi′k,
then the value function v defined by (2.15) on page 28 satisfies
v(s, y) ≤ v(s, y′) for all y, y′ ∈ S such that y ≤ y′.
Remark 2.17. A related problem to (2.15) with financial application is
v(s, y) = sup
0≤τ≤T
Es,y[e−rτg(eµtSτ )] (s, y) ∈ R× S.
By argument found in Corollary 5.1 of [2], Corollary 2.16 holds for v(s, y) subject to the
extra constraints that µ ≥ 0 ( or ≤ ) if g is a decreasing (or increasing) positive function.
In the risk-neutral case, we have r = µ.
We now prove a new monotonicity result for the Regime-Switching model. Recall the
Regime-Switching process St driven by the stochastic differential equation
dSt = σ(It)StdWt + µ(It)Stdt,
where σ : {1, . . . , n} → (0,∞) and µ : {1, . . . , n} → (−∞,∞) are known functions.
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Proposition 2.18. Recall the set-up of the Regime Switching model. Let W be a Brownian
motion and I be an n state continuous time Markov chain taking values in {1, . . . , n}. Let
St be driven by the stochastic differential equation
dSt = σ(It)StdWt + µ(It)Stdt,
where σ : {1, . . . , n} → (0,∞) and µ : {1, . . . , n} → (−∞,∞).
Let g be a function such that g : (0,∞)× {1, . . . , n} → R. Consider the value function
u(s, i, T ) = sup
0≤τ≤T
E
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ )
]
for s > 0, i ∈ {1, . . . , n},
where r : {1, . . . , n} → (0,∞) and the supremum is taken over the class of all stopping
times bounded above by T , where T ∈ (0,∞). In addition, we assume:
(a1) σ1 ≤ σ2 < · · · ≤ σn,
(a2) g(·, 1) ≤ g(·, 2) ≤ · · · ≤ g(·, n),
(a3) g(·, i) is convex for all i ∈ {1, . . . , n},
(a4) one of the two following condition holds:
• r1 ≥ r2 ≥ · · · ≥ rn > 0 and g ≥ 0,
• r1 = r2 = · · · = rn,
(a5) one of the three following conditions holds:
• µ1 = µ2 = · · · = µn,
• If g(·, i) is increasing for every i, µ1 ≤ µ2 ≤ · · · ≤ µn,
• If g(·, i) is decreasing for every i, µ1 ≥ µ2 ≥ · · · ≥ µn,
(a6) The Q-matrix of I satisfies (c1) and (c2) on page 30.
The value function u satisfies
u(s, i, T ) ≤ u(s, i′, T ) for all i, i′ ∈ {1, . . . , n} such that i ≤ i′.
Remark 2.19. Proposition 2.18 holds for T =∞ if the condition
lim
T→∞
u(s, i, T ) = u(s, i,∞)
This is certainly the case if g is bounded. We use the notation u(s, i) as a shorthand for
u(s, i,∞).
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Proposition 2.18 is a trivial consequence of Lemma 2.21 and Proposition 2.22. Before
we proceed to prove Proposition 2.22, we define the following function.
Definition 2.20. Consider the probabilistic set-up of Proposition 2.18. We define U :
(0,∞)× {1, . . . , n} × (0,∞)× N+ → (0,∞) by
U(s, i, T,m) = sup
τ∈{ T
m
, 2T
m
,...,T}
E
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ )
]
,
where τ is a stopping time.
U is the price of a Bermudan option with gain function g and allowed exercise times
{ Tm , 2Tm , . . . , T}. In order to prove Proposition 2.18, we first prove that U(s, i, T, n) is mono-
tone in i and then the monotonicity of u(s, i, T ) follows by the next lemma.
Lemma 2.21. Under the set-up of Proposition 2.18, we have the following convergence
result
lim
l→∞
U(s, i, T, 2l) = u(s, i, T ).
The proof of this lemma is fairly straightforward and is found in the Appendix section
of this chapter on page 51.
Proposition 2.22. Let U be the function defined in Definition 2.20. In addition, we assume
that assumptions (a1) - (a6) of Proposition 2.18 holds. Then, U has the following properties
(p1) U(s, ·, T,m) is increasing.
(p2) U(·, i, T,m) is convex.
(p3) If g(·, i) is increasing (or decreasing), then U(·, i, T,m) is increasing (or decreasing).
Remark 2.23. Throughout the proof of Proposition 2.22, (p1) is the monotonicity result
we need to prove for Proposition 2.18. To prove (p1), we need to prove that u(s, i, T,m) ≤
u(s, i′, T,m) whenever i < i′.
By assumption (a6) and Proposition 2.14, for every pair of (i, i′) such that i < i′, we
can construct a probability space (Ω˜, F˜ , P˜), under which there is a pair (I˜i, I˜i′) such that
I˜it ≤ I˜i
′
t for all t ≥ 0. Moreover, the marginal distributions of Ii and Ii
′
are the same as
the marginal distributions of I˜i and I˜i
′
, respectively. Furthermore, let (Ω˜, F˜ , P˜) support a
Brownian motion W˜ and define process S˜ by the SDE
dS˜t = σ(I˜t)S˜tdW˜t + µ(I˜t)S˜tdt.
Under this new set-up, we still have
u(s, i, T ) = sup
0≤τ≤T
E˜
[
e−
∫ τ
0 r(I˜
i
t)dtg(S˜s,iτ , I˜
i
τ )
]
.
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The same is true if we replace i, I˜i and S˜s.i by i′, I˜i′ and S˜s.i′ . In the proof of Proposi-
tion 2.22, we work with (I˜i, I˜i
′
) and (Ω˜, F˜ , P˜), but we drop the tilde from our notation by
an abuse of notation.
Proof of Proposition 2.22. The proof is by induction. We first prove convexity of U(·, i, T, 1).
For convexity, the argument hinges on Ss,it = sS
1,i
t . See Lemma 2.9 for a similar argument.
For s, s′ ∈ (0,∞), λ ∈ (0, 1), we have that
U(λs+ (1− λ)s′, i, T, 1) =E
[
e−
∫ T
0 r(I
i
t)dtg(S
λs+(1−λ)s′,i
T , I
i
T )
]
≤ E
[
e−
∫ T
0 r(I
i
t)dt(λg(Ss,iT , I
i
T ) + (1− λ)g(Ss
′,i
T , I
i
T ))
]
=λU(s, i, T, 1) + (1− λ)U(s′, i, T, 1),
where the inequality holds by convexity of g(·, i). We now prove U(s, i, T, 1) ≤ U(s, i′, T, 1)
for i < i′. We introduce the following notations: if Y has a log-normal distribution with
log(Y ) ∼ N(−12y, y), we denote the distribution function of Y by Ny. For i′ > i, we use
Fi,i′,T (y1, y2) to denote the joint distribution function of Y1 and Y2, where
Y1 =
∫ T
0
σ(Ii
′
t )
2dt and Y2 =
∫ T
0
σ(Iit)
2dt.
First, we have
E[e−
∫ T
0 r(I
i′
t )dtg(Ss,i
′
T , I
i′
T )− e−
∫ T
0 r(I
i
t)dtg(Ss,iT , I
i
T )]
= E[E[e−
∫ T
0 r(I
i′
t )dtg(Ss,i
′
T , I
i′
T )− e−
∫ T
0 r(I
i
t)dtg(Ss,iT , I
i
T )|σ(It : 0 ≤ t ≤ T )]]
= E[E[eR1(T )g(seM1(T )η1, αT )− eR2(T ) g(seM2(T )η2, βT )︸ ︷︷ ︸
≤g(seM2(T )η2,αT ) by (a2)
]|
αt=Ii
′
t ,βt=I
i
t
]
≥ E[E[eR1(T )g(seM1(T )η1, αT )− eR2(T )g(seM2(T )η2, αT )]|αt=Ii′t ,βt=Iit ], (2.17)
where η1 and η2 have log-normal distribution with distribution functions Ny1 and Ny2 , and
y2 =
∫ T
0
σ(βt)
2dt, y1 =
∫ T
0
σ(αt)
2dt,
R1(T )
def
= −
∫ T
0
r(αt)dt ≥ −
∫ T
0
r(βt)dt
def
= R2(T )
M1(T )
def
=
∫ T
0
µ(αt)dt, M2(T )
def
=
∫ T
0
µ(βt)dt.
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It follows from assumptions (a4), (a5) and (2.17) that
E[e−
∫ T
0 r(I
i′
t )dtg(Ss,i
′
T , I
i′
T )− e−
∫ T
0 r(I
i
t)dtg(Ss,iT , I
i
T )]
≥ E[E[eR1(T )g(seM1(T )η1, αT )− eR1(T )g(seM2(T )η2, αT )]|αt=Ii′t ,βt=Iit ]
≥ E[eR1(T )E[g(seM1(T )η1, αT )− g(seM1(T )η2, αT )]|αt=Ii′t ,βt=Iit ] (2.18)
This allows us to write (2.18) as the following integral:∫ ∞
0
eR1(T )
[ ∫ ∞
0
g(seM1(T )p, αT )Ny1(dp)−
∫ ∞
0
g(seM1(T )p, αT )Ny2(dp)
]
dFi,i′,T (y1, y2).
Now consider an independent probability space (Ωˆ, Fˆ , Pˆ) supporting two independent
random variables ζ2 and η with distribution function Ny2 and N(y1−y2). Let log(ζ1) =
log(ζ2)+ log(η). Note that log(ζ1) ∼ N(−12y1, y1), so ζ1 has density function Ny1 . We have,
for any s > 0, y1 > y2,∫ ∞
0
g(seM1(T )p, αT )Ny1(dp)−
∫ ∞
0
g(seM1(T )p, , αT )Ny2(dp)
= Eˆ[g(seM1(T )ζ1, αT )− g(seM1(T )ζ2, αT )]
= Eˆ[g(seM1(T )ζ2η, αT )− g(seM1(T )ζ2, αT )]
= Eˆ[Eˆ[g(seM1(T )ζ2η, αT )− g(seM1(T )ζ2, αT )|σ(ζ2)]]
= Eˆ[Eˆ[g(seM1(T )uη, αT )− g(seM1(T )u, αT )]︸ ︷︷ ︸
≥0 by Jensen’s inequality
|u=ζ2 ]
≥ 0 (2.19)
It follows from (2.18) and (2.19) that
E[e−
∫ T
0 r(I
i′
t )dtg(Ss,i
′
T , I
i′
T )− e−
∫ T
0 r(I
i
t)dtg(Ss,iT , I
i
T )] ≥ 0, (2.20)
If g(·, i) is increasing, then, for s ≤ s′, we have that
U(s, i, T, 1) = E
[
e−
∫ T
0 r(I
i
t)dtg(Ss,iT , I
i
T )
]
= E
[
e−
∫ T
0 r(I
i
t)dtg(sS1,iT , I
i
T )
]
≤ E
[
e−
∫ T
0 r(I
i
t)dtg(s′S1,iT , I
i
T )
]
= E
[
e−
∫ T
0 r(I
i
t)dtg(Ss
′,i
T , I
i
T )
]
= u(s′, i, T, 1).
By a similar argument, if g(·, i) is decreasing, U(s, i, T, 1) is decreasing. Now, we have shown
U(s, i, T, 1) has properties (p1) - (p3). Now suppose U(s, i, T,m − 1) have properties (p1)
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- (p3). We define the function
w(s, i, T,m) = max(g(s, i), U(s, i, T (m−1)m ,m− 1)).
w(s, i, T,m) has a number of properties
(p1’) w(s, ·, T,m) is increasing (by induction hypothesis).
(p2’) w(·, i, T,m) is convex as it is the maximum of two convex functions.
(p3’) w(·, i, T,m) is increasing (or decreasing) if g(·, i) is increasing (or decreasing).
(p4’) w ≥ 0 if g ≥ 0.
By Bellman’s principle, we have that
U(s, i, T,m) = E
[
e−
∫ T/m
0 r(I
i
t)dtw(Ss,iT/m, I
i
T/m, T,m)
]
.
We now define a function U˜ in the same way as we defined U in Definition 2.20. The time
horizon is T/m and the gain function is w(·, ·, T,m). Hence
U˜(s, i, 1, T/m) = E
[
e−
∫ T/m
0 r(I
i
t)dtw(Ss,iT/m, I
i
T/m, T,m)
]
.
Properties (p1’) - (p4’) of w mean assumptions (a1) - (a6) are satisfied when g is replaced by
w. Hence, by applying the m = 1 case of the induction with g(·, ·) replaced by w(·, ·, T,m),
U˜(s, i, 1, T/m) has property (p1) - (p3). Since U(s, i, T,m) = U˜(s, i, 1, T/m), U(s, i, T,m)
has properties (p1) - (p3) as required.
We have now proven Lemma 2.21 and Proposition 2.22. This means Proposition 2.18
must hold.
2.3.3 Comparison of monotonicity results and application to American put
Recall the correspondence between the parameters in Corollary 2.16 and Proposition 2.18
given in Remark 2.12. In this section, we use the notation for the regime switching problem
given Proposition 2.18. We summarise the conditions needed for Corollary 2.16 and Propo-
sition 2.18 in Table 1 on page 37. The conditions in Table 1 are in addition to the common
constraint σ21 ≤ · · · ≤ σ2n.
Corollary 2.16 and Proposition 2.18 are generally very different, even for Regime-
Switching models. This is because the restrictions placed on the jump matrix are very
different. The condition (c1) is a stronger assumption than (c1’), but (c2) is a weaker
assumption than (c2’). They only seem to coincide when the jump matrix is skip-free.
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Both Corollary 2.16 and Proposition 2.18 can be applied to the American put problem
in finite or infinite horizon. We examine this important case in Example 2.25 below.
Corollary 2.16 Proposition 2.18
SDE dSt = a(St)σ(It)dWt dSt = σ(It)StdWt + µ(It)StdSt
Pay-off function
e−rtg(eµtSs,it ) e
− ∫ t0 r(Iiu)dug(Ss,it , Iit)
{s : g(s) > 0} 6= ∅ g(s, ·) is increasing.
g ≥ 0 in finite horizon g(·, i) is convex
Restriction on r or ri
r1 = · · · = rn > 0 in general.
r > 0 r1 ≥ · · · ≥ rn > 0 and g ≥ 0
0 < r1 ≤ · · · ≤ rn and g ≤ 0
Restriction on µ or µi
µ = 0 in general µ1 = · · · = µn in general
µ ≥ 0 if g is decreasing µ1 ≥ · · · ≥ µn if g is decreasing
µ ≤ 0 if g is increasing µ1 ≤ · · · ≤ µn if g is increasing
Jump matrix restriction Condition (c1’) and (c2’) Condition (c1) and (c2)
Table 1: Comparison between Corollary 2.16 and Proposition 2.18
Remark 2.24. The monotonicity property of the value function not only offers us better
understanding about the value function, but also has important practical implications for
the numerical schemes used to estimate the value of the options.
Firstly, monotonicity results can reduce the complexity of numerical schemes. This point
was noted in [2], where the authors also discussed the perpetual American put problem under
the Regime Switching model. In infinite horizon, recall that the value function satisfies the
free-boundary problem given in Remark 2.10. The numerical scheme proposed [39] tries
to find stopping thresholds bi without assumptions on the ordering. By examining every
possible arrangement, the problem has exponential complexity. However, u(s, i) ≥ u(s, i′)
implies bi < bi′ . Hence, the problem has linear complexity in the number of states when
the monotonicity property is known.
Secondly, monotonicity results can be used to determine the validity of numerical
schemes. In [12], Buffington and Elliott analysed the American put problem for two-state
Regime Switching model in finite horizon. As discussed in Remark 2.11 (i), the stopping
regions for finite horizon American put are characterised by stopping boundaries b1(t) and
b2(t). For a fixed time horizon T , the authors of [12] performed analysis on the value func-
tion based on the assumption that either b1(t) ≥ b2(t) or b2(t) ≥ b1(t) for all t ∈ [0, T ]. They
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also proposed a numerical scheme assuming this holds. This assumption is not a trivial one
and it is unclear to us whether this always holds. Like in the perpetual case, monotonicity
of the value function implies the monotonicity of stopping boundary. Hence, we know the
algorithm in [12] can be used safely for some choices of parameters.
Example 2.25. Let u(s, i, T ) be the value function of the American put option under
Regime-Switching, i.e.,
u(s, i, T ) = sup
0≤τ≤T
Ee−
∫ τ
0 r(I
i
t)dt(K − Ss,iτ )+.
We want to know what are some sufficient conditions for u(·, 1) ≤ u(·, 2) ≤ · · · ≤ u(·, n).
Applying the result of Proposition 2.18 with g(s, i) = (K − s)+, we have
(i) σ1 ≤ · · · ≤ σn,
(ii) r1 ≥ · · · ≥ rn > 0,
(iii) µ1 ≥ · · · ≥ µn.
(iv) The Q-matrix satisfies the coupling condition (c1) and (c2).
This result is consistent with one of the numerical examples in [15] and [42]. In their
example, n = 4, T = 1, the parameters ri’s and µi’s satisfy conditions (ii) and (iii), and the
Q-matrix is given by 
−3 1 1 1
1 −3 1 1
1 1 −3 1
1 1 1 −3
 .
Applying Corollary 2.16 to gain function g(s) = (K − s)+, we have
(i’) σ1 ≤ · · · ≤ σn,
(ii’) r1 = · · · = rn > 0,
(iii’) µ1 = · · · = µn > 0,
(iv’) The time changed Q-matrix satisfies the coupling condition (c1) and (c2).
Condition (iii’) is somewhat restrictive, but Corollary 2.16 can be used to improve condition
(iii’) by a simple transformation. Let St be of the form
Ss,it = s exp
(∫ t
0
σ(Iu)dWu + c
∫ t
0
σ(It)
2dt
)
,
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where c 6= 0. In this case µi = cσ2i for a non-zero constant c. We define α such that (St)α
is a martingale. Since
(Ss,it )
α = sα exp
(
α
∫ t
0
σ(Iu)dWu + αc
∫ t
0
σ(It)
2dt
)
,
we must have
−1
2
α2 = αc ⇒ α = −2c.
Hence, if we let S˜s
−2c,i
t = (S
s,i
t )
−2c, then dS˜t = −2cσ(It)S˜tdWt. Moreover, we can write
(K − eµ0tSs,it )+ = (K − ((eµ0tSs
,i
t )
−2c)−
1
2c )+ = (K − (e−2cµ0t(S˜s−2c,it ))−
1
2c )+.
Since the transformation from S to S˜ is bijective, we have that
u(s, i, T ) = sup
0≤τ≤T
Ee−rτ (K − eµ0tSs,iτ )+ = sup
0≤τ≤T
Ee−rτ (K − (e−2cµ0tS˜s−2c,iτ )−
1
2c )+,
where the supremum is taken over all stopping times with respect to the same filtration.
Let µ0 ≥ 0 and c < 0, then g(·) = (K − (·)− 12c )+ is decreasing and −2cµ0 ≥ 0. We
can apply Corollary 2.16 to the gain function of the form appearing in Remark 2.17 (i) on
page 31 with S˜ replacing S, a(S˜) = −2cS˜, µ = −2cµ0 and g(·) = (K − (·)− 12c )+. We can
therefore replace (iv’) with an improved condition
µi = cσ
2
i + µ0,
where c < 0 and µ0 ≥ 0. For c > 0, µ0 ≥ 0, we have −2cµ0 ≤ 0 instead of −2cµ0 ≥ 0, but
g(·) = (K − (·)− 12c )+ is now increasing, so the result still holds. For c = 0, µ0 ≥ 0, we can
just consider the martingale
dS˜t = σ(It)dWt
and g(·) = (K − exp(·))+. Hence, we can replace (iv’) with the condition
µi = cσ
2
i + µ0, c ∈ (−∞,∞), µ0 ≥ 0. (2.21)
For a two-state model, any valid Q-matrix is skip-free. By rearranging condition (2.21),
we get
µ2 =
σ22
σ12
µ1 +
(
1− σ
2
σ21
)
µ0 for µ0 ≥ 0.
This means
µ2 ≤ σ
2
2
σ21
µ1.
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We can compare this with µ2 ≤ µ1 from Proposition 2.18. For σ1 = 0.2, σ2 = 0.3,
r1 = r2 > 0, the values of µ1 and µ2 for which u(s, 1) ≤ u(s, 2) are illustrated by the shaded
regions in Figure 1. The region shaded in blue is deduced from inequality (2.21) and the
region shaded in red is deduced from Proposition 2.18.
Figure 1: Values of µ1 and µ2 for which u(s, 2) ≥ u(s, 1)
Remark 2.26. (i) (2.21) may seem counter-intuitive at first. For example, let n = 2,
for large positive values of c, we have that µ2  µ1. One would expect that if the
positive drift is much larger for i = 2 than for i = 1, this may erase the higher option
value gained from σ2 > σ1.
However, it turns out (2.21) is consistent with the solution of the American put
problem under Black-Scholes. Since zero-matrix satisfies (c1) and (c2), all result we
have proven here must hold when the jump matrix is the zero-matrix. In this case,
the solution of the Regime-Switching problem with T =∞ coincide with the solution
of two disjoint McKean problems. The solution is given by
u(s, i) =

K − s : s ∈ (0, bi],
(K − bi)
(
s
bi
)γi
: s ∈ (bi,∞),
where bi = −γiK/(1−γi), and γi stands for the negative root of the quadratic equation
1
2
σ2i γ
2 + (µ0 + (c− 12)σ2i )γ − r = 0.
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Explicitly,
γi = −
√
(c− 12 + µ0σ2i )
2 + 2r
σ2i
− (c− 12 + µ0σ2i ). (2.22)
It can be checked that |γ2| < |γ1|, which implies u(s, 2) ≥ u(s, 1).
(ii) Fix σ1 and σ2, for every choice of r and generator matrix Q, there is set of parameters
µ1 and µ2 such that u(s, 1) ≤ u(s, 2). Let us denote this set by M(r,Q). It is
clear from expression (2.22) that M(r, 0) is a strict superset of the shaded region in
Figure 1. However, it is unclear whether the shaded region is ∩r,QM(r,Q), where the
intersection is taken over all positive values of r and valid two-state Q-matrices.
(iii) For n > 2, (2.21) cannot be reduced to a region as simple as the one characterised by
Figure 1. However, when the Markov Chain is skip-free, we conjecture that a more
general set conditions on µi than (2.21) is given by
µi = cσ
2
i + µ˜i,
where µ˜1 ≥ · · · ≥ µ˜n. The conditions on ri is given by r1 ≥ · · · ≥ rn > 0. However
it is unclear how to reconcile condition (iv) of Remark 2.25 with condition (iv’) in
general.
2.3.4 Extension of monotonicity results in infinite horizon problem
The monotonicity results in Section 2.3.1 - 2.3.3 can be further extended in infinite horizon.
This uses an invariance property which holds for infinite horizon optimal stopping problems
under the Regime Switching model.
Recall the solution of the McKean problem given in Remark 2.26 (i). This corresponds
to the Regime Switching model with n = 1 and the jump matrix equals to the zero matrix.
Let us use u(s, 1;σ21, µ1, r1, 0) to denote the value function of the Regime Switching model
for a particular choice of σ21, µ1 and r1 in order to emphasise the value function’s dependence
on the parameters. Here the 0 denotes the zero-jump matrix in one dimension. We can
then write
u(s, 1;σ1, µ1, r1, 0) =

K − s : s ∈ (0, b],
(K − b)
(
s
b
)γ
: s ∈ (b,∞),
where b = −γK/(1− γ), and γ stands for the negative root of the quadratic equation
1
2
σ21γ
2 + (µ1 − 12σ21)γ − r1 = 0.
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From this explicit solution, it is not too difficult to see that the relationship
u(s, 1;σ1, µ1, r1, 0) = u(s, 1; cσ
2
1, cµ1, cr1, 0)
hold for all c > 0. It turns out that a multi-dimensional analogue of this property holds.
Proposition 2.27. Let σ2 = (σ21, . . . , σ
2
n), µ = (µ1, . . . , µn) and r = (r1, . . . , rn) be n-
dimensional vectors and Q be a valid Q-matrix. We denote the value function (2.3) on page
17 with parameters σ21, . . . , σ
2
n, µ1, . . . , µn, r1, . . . , rn, Q by u(s, i;σ
2, µ, r, Q). In addition,
assume that there is no running pay-off, i.e.
h(s, i) = 0.
If g˜(x, i) = g(ex, i) is Lischitz in x for every i ∈ {1, . . . , n}, then we have that
u(s, i;σ2, µ, r, Q) = u(s, i;Cσ2, Cµ,Cr, CQ),
where C = diag(c1, . . . , cn) is any diagonal matrix with positive diagonal entries.
Proof. Let us define u˜(x, i;σ2, µ, r, Q) by the relationship
u˜(x, i;σ2, µ, r, Q) = u(ex, i;σ2, µ, r, Q).
This is just the value function written in term of log price x given by (2.4) on page 18. By
Theorem 2.4, u˜(x, i;σ2, r, Q) is the unique viscosity solution to the system of variational
inequalities
min(−L˜σ2,µ,Qf˜(x, i;µ, r, Q) + rif˜(x, i;µ, r, Q), f˜(x, i;µ, r, Q)− g˜(x, i)) = 0, (2.23)
with linear growth. L˜σ
2,µ,Q is given by
L˜σ
2,µ,Qf(x, i) =
1
2
σ2i ∂11f(x, i) + (µi −
1
2
σ2i )∂1f(x, i)− qif(x, i) +
∑
j 6=i
qijf(x, j).
Equation (2.23) is the same as
min(−ciL˜σ2,µ,Qf˜(x, i;µ, r, Q) + cirif˜(x, i;µ, r, Q), f˜(x, i;µ, r, Q)− g˜(x)) = 0. (2.24)
This is because if the expression
−L˜σ2,µ,Qf˜(x, i;µ, r, Q) + rif˜(x, i;µ, r, Q) (2.25)
equals to zero, then it remains zero when multiplied by a constant. When (2.25) is non-zero,
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f˜(x, i;µ, r, Q)− g˜(x, i) must be zero. Multiplying (2.25) by ci does not change its sign hence
(2.24) is satisfied if (2.23) is satisfied.
However, (2.24) is nothing other than
min(−L˜Cσ2,Cµ,CQf˜(x, i;µ, r, Q) + cirif˜(x, i;µ, r, Q), f˜(x, i;µ, r, Q)− g˜(x, i)) = 0. (2.26)
Hence u˜(x, i;σ2, r, Q) is the unique viscosity solution to (2.26) with linear growth. By
Theorem 2.4, the value function u˜(x, i;Cσ2, Cr, CQ) is the unique viscosity solution to
(2.26) with linear growth. From this, we conclude that
u(s, i;σ2, µ, r, Q) = u(s, i;Cσ2, Cµ,Cr, CQ).
Remark 2.28. (i) In the proof of the Proposition 2.27, we have shown the variational in-
equality satisfied by the value function u(s, i;σ2, µ, r, Q) and the variational inequality
satisfied by the value function u(s, i;Cσ2, Cµ,Cr, CQ) are the same. By uniqueness
of the solution, the solution must coincide.
There are two alternative way of proving Proposition 2.27. Both of which are more
complex comparing to the method we have used.
The first approach is to use Theorem 2.4 in combination with ‘guess and verify’
Lemma. We can verify that u(s, i;σ2, µ, r, Q) satisfies the conditions of Lemma 1.6.
This is, perhaps, the most complicated approach.
The second approach is directly verifying that u(s, i;Cσ2, Cµ,Cr, CQ) is a viscosity
solution of the variational inequality (2.23).
(ii) Proposition 2.27 does not hold in finite horizon. The value function of the finite
horizon problem satisfies a variational inequality similar to (2.23), but has an extra
derivative with respect to time in the PDE part. Hence multiplication by constants
now changes the variational inequality.
However, if we define u(s, i, T ;σ2, µ, r, Q) as the value function of the optimal stopping
problem in finite horizon. It is clear from Proposition 2.27 that
u(s, i, T ;σ2, µ, r, Q)− u(s, i, T ;Cσ2, Cµ,Cr, CQ)→ 0 as T →∞.
We can now use the Proposition 2.27 to extend Corollary 2.16 and Proposition 2.18 for
the infinite horizon problem.
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Proposition 2.29. If there exists c1, . . . , cn > 0 such that the conditions of Corollary 2.16
or Proposition 2.18 are satisfied for
σ˜2i = ciσ
2
i , µ˜i = ciµi, r˜i = ciri, Q˜ = diag (c1, . . . , cn)Q,
then we have
u(s, i;σ2, µ, r, Q) ≤ u(s, i′;σ2, µ, r, Q) for all i, i′ ∈ {1, . . . , n} such that i ≤ i′
Proof. First, we observe that, by Proposition 2.27,
u(s, i;σ2, µ, r, Q) = u(s, i;Cσ2, Cµ,Cr, CQ) = u(s, i; σ˜2, µ˜, r˜, Q˜),
where C = diag(c1, · · · , cn), σ˜2 = (σ˜21, . . . , σ˜2n), µ˜ = (µ˜1, . . . , µ˜n) and r˜ = (r1, . . . , rn).
If σ˜2, µ˜, r˜ and Q˜ satisfy the conditions of Corollary 2.16 or Proposition 2.18, then for
i < i′, we have that
u(s, i;σ2, µ, r, Q) = u(s, i; σ˜2, µ˜, r˜, Q˜) ≤ u(s, i′; σ˜2, µ˜, r˜, Q˜) = u(s, i′;σ2, µ, r, Q).
We illustrate Proposition 2.29 with the following example.
Example 2.30. In this example, we examine the American put option for the risk-neutral
case, where ri = µi. This is the most relevant case to option pricing. However, the result
in this example holds for a general positive, decreasing, convex gain function with µi 6= ri
provided µ˜ defined in Proposition 2.29 satisfies the appropriate monotonicity condition.
If we choose ci = σ
−2
i , then
σ˜2i = 1, r˜i = σ
−2
i ri, q˜ij = σ
−2
i qij .
Hence if the condition
r1
σ21
≥ · · · ≥ rn
σ2n
, (2.27)
and the conditions (c1’) and (c2’), (which first appeared in Corollary 2.16)
(c1’) for 1 ≤ i < i′ < j ≤ n,
n∑
k=j
σ−2i qik ≤
n∑
k=j
σ−2i′ qi′k,
(c2’) for 1 ≤ j < i < i′ ≤ n,
j∑
k=1
σ−2i qik ≥
j∑
k=1
σ−2i′ qi′k,
are satisfied, then by Proposition 2.18, we have that
u(s, i) ≤ u(s, i′) for all i, i′ ∈ {1, . . . , n} such that i ≤ i′. (2.28)
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Corollary 5.1 of [2] can be seen as a special case of this result with r1 = · · · = rn and the
jump matrix being skip-free.
Alternatively, we can choose ci = r
−1
i , then
σ˜2i = r
−1
i σ
2
i , r˜i = 1, q˜ij = r
−1
i qij .
Hence, if the condition (2.27) and
(c1”) for 1 ≤ i < i′ < j ≤ n,
n∑
k=j
r−1i qik ≤
n∑
k=j
r−1i′ qi′k,
(c2”) for 1 ≤ j < i < i′ ≤ n,
j∑
k=1
r−1i qik ≥
j∑
k=1
r−1i′ qi′k,
are satisfied, then again by Proposition 2.18, we have that (2.28) holds. Observe that (c1”)
and (c2”) coincide with (c1’) and (c2’) when the skip-free assumption is made. ci can be
chosen to be other values, but the two choices presented here are somewhat obvious choices.
When n = 2, all Q-matrices are skip-free. If the condition
σ21
r1
≤ σ
2
2
r2
holds, then we have that u(s, 1) ≤ u(s, 2). Otherwise, u(s, 1) ≥ u(s, 2) holds. Hence, the
value function is always monotone in the state variable i.
2.4 Conclusion and Discussion
In this chapter, we revisited optimal stopping problems under the Regime-Switching model.
We identified the issues with the ‘guess and verify’ approach when trying to verify the
validity of the free boundary approach for the perpetual American put problem. We resolved
these problems by showing that satisfying the classical free-boundary problem is a necessary
and sufficient condition for solving the optimal stopping problem. We discussed sufficient
criteria when the solutions of this free boundary problem coincides with the value function
of the optimal stopping problem.
Furthermore, using an order preserving coupling of Markov chains, we strengthened
an existing result on the monotonicity of the value function under Regime Switching type
models. Moreover, we proved a new condition specifically for the Regime Switching model.
We compared the conditions from both results and applied them to the American put
problem. In the American put case, we demonstrated that these monotonicity results are
consistent with the solution of the McKean problem. In the infinite horizon case, these
results can be improved further using a scaling property.
A number of questions regarding the monotonicity of the value functions are left open
from our investigation. We now discuss a few of them and give some conjectures. We
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restrict our discussion to American put problems, but similar questions can be asked about
more general gain functions.
(i) All of our monotonicity results are positive results. Subject to a permutation of the
states, we have proven a number of sufficient conditions for the property u(s, i, T ) ≥
u(s, i′, T ) whenever i > i′, where T is either finite or infinite.
It is unclear whether there exists a set of parameters µ, σ2, r, Q and variables s, s′, i, i′,
T, T ′ such that
u(s, i, T ) > u(s, i′, T ) and u(s′, i, T ) < u(s′, i′, T )
or
u(s, i, T ) > u(s, i′, T ) and u(s, i, T ′) < u(s, i′, T ′).
(ii) In Example 2.30, for n = 2, we have shown that in the risk neutral case, the sign of
σ21
r1
− σ
2
2
r2
determine the sign of u(s, 1) − u(s, 2). Hence, the scenario described in (i) does not
occur in this case.
When µi 6= ri, we hypothesise that the sign of u(s, 1)−u(s, 2) is determined by γ1−γ2.
γi is the negative root of
1
2
σ2i γ
2
i + (µi −
1
2
σ2i )γi − ri = 0.
This is known to be true when the jump matrix is zero-matrix and in the risk neutral
case. In the risk-neutral case, this is equivalent to condition (2.27). Moreover, we
conjecture that this is also the case when n > 2, subject to some restrictions on the
Q-matrix. The restriction should be similar to the ordering preserving coupling of
some form (c1) and (c2) found in Proposition 2.14.
We explain why we think this conjecture is true. Let’s suppose that the states are
ordered such that γ1 ≤ ... ≤ γn and the jump matrix is skip-free but recurrent. Our
work in this chapter gave us the intuitive understanding that we can think of u(s, i)
as a weighted average of n disjoint Black-Scholes model
“u(s, i) =
n∑
j=1
wijuBS(s, j)”,
where uBS(s, i) is the value function of the McKean problem with parameters σi, µi
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and ri. wij is the weight. For a particular value of i, wij is largest for j closest to
i. Hence, subject to some restrictions on the jump matrix, we expect u(s, i) to have
the same ordering as uBS(s, i). Although this weighted average relationship is not
correct, we think the intuition nevertheless makes sense.
2.5 Chapter Appendix
Coupling construction for Proposition 2.14 We give the explicit method for construct-
ing such a coupling but omit the verification details.
We construct a Markov Chain (Yt, Y
′
t ) on the state space E of the form
E = {(yi, yi′) : 1 ≤ i ≤ i′ ≤ n} ⊂ S × S (2.29)
By the definition of E, it is straightforward to see that Yt ≤ Y ′t for all t ≥ 0.
Let Q be the generator matrix of a Markov Chain on the state space S. Let Λ be the
generator matrix of a Markov Chain on the state space E, where E is defined by (2.29). Λ
defines a coupling of processes with Q-matrix Q if the following conditions hold.
(i) For all i, i′, j,
n∑
k′=j
λ(i,i′)(j,k′) = qij . (2.30)
(ii) For all i, i′, j′,
j′∑
k=1
λ(i,i′)(k,j′) = qi′j′ . (2.31)
We define a pair of process (Yt, Y
′
t ) living on the state space E via a generator matrix
Λ. Let λ(i,i′)(j,j′) denote jump rate from (i, i
′) and (j, j′) for (i, i′) 6= (j, j′). λ(i,i′)(i,i′) is total
rates leaving the state (i, i′). We define λ(i,i′)(j,j′) in 9 steps. The table below summarises
all possible arrangements of i, j, i′, j′ such that j ≤ j′, i < i′.
(1) In this table, we do not consider the case i = i′. This occurs after the Y and Y ′ first
meet. This is covered by case (s1) in the list.
(2) In this table, the cases i > i′ and j > j′ do not occur by the definition of E.
(3) There is an example on page 50 illustrating how the coupling is constructed.
The steps are given below:
(s1) For 1 ≤ i = i′ ≤ n,
λ(i,i)(j,j′) =
qij for j = j′,0 for j 6= j′. (2.32)
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i = j i > j i < j
i′ = j′ Total rate j < i < i
′ = j′ i < j ≤ i′ = j′
Case (s9) Case (s7) Case (s2)
i′ > j′
(a) j < i ≤ j′ < i′
i = j ≤ j′ < i′ Case (s8) i < j ≤ j′ < i′
Case (s3) (b) j ≤ j′ < i < i′ Case (s8)
Case (s6)
i′ < j′
(a) i < j ≤ i′ < j′
i = j < i′ < j′ j < i < i′ < j′ Case (s8)
Case (s5) Case (s3) (b) i < i′ < j ≤ j′
Case (s4)
Table 2: Table showing all possible arrangements of i, i′, j, j′ when i 6= i′
(s2) For 1 ≤ i < j ≤ i′ ≤ n
λ(i,i′)(j,j′) =
qij for j′ = i′,0 for j′ 6= i′. (2.33)
(s3) For 1 ≤ i ≤ j′ < i′ ≤ n
λ(i,i′)(j,j′) =
qi′j′ for j = i,0 for j 6= i. (2.34)
(s4) For 1 ≤ i < i′ < j ≤ j′ ≤ n, define
J ′−(j, i, i′) = max
{
j′ :
n∑
k′=j′
qi′k′ ≥
n∑
k=j
qik
}
(2.35)
and
J ′+(j, i, i′) = max
{
j′ :
n∑
k′=j′
qi′k′ ≥
n∑
k=j+1
qik
}
. (2.36)
By condition (c1), it follows that j ≤ J ′−(j, i, i′) ≤ J ′+(j, i, i′)
(a) If J ′−(j, i, i′) = J ′+(j, i, i′),
λ(i,i′)(j,j′) =
qij for j′ = J ′−(j, i, i′),0 for j′ 6= J ′−(j, i, i′). (2.37)
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(b) If J ′−(j, i, i′) < J ′+(j, i, i′),
λ(i,i′)(j,j′) =

n∑
k=J ′+(j,i,i′)
qi′k −
n∑
k=j+1
qik for j
′ = J ′+(j, i, i′),
n∑
k=j
qik −
n∑
k=J ′−(j,i,i′)+1
qi′k for j
′ = J ′−(j, i, i′),
qi′j′ for J
′−(j, i, i′) < j′ < J ′+(j, i, i′),
0 for j′ < J ′−(j, i, i′) or j′ > J ′+(j, i, i′).
(2.38)
(s5) For 1 ≤ j = i < i′ < j′ ≤ n, define J ′∗(i, i′) by
J ′∗(i, i′) = max
{
j′ :
n∑
k′=j′
qi′k′ ≥
n∑
k=i′+1
qik
}
= J ′−(i′ + 1, i, i′),
then
λ(i,i′)(j,j′) =

n∑
k′=J ′∗(i,i′)
qi′k′ −
n∑
k=i′+1
qik for j
′ = J ′∗(i, i′)
qi′j′ for i
′ < j′ < J ′∗(i, i′)
0 for j′ > J ′∗(i, i′).
(2.39)
(s6) For 1 ≤ j′ < i < i′ ≤ n, define
J−(j′, i, i′) = min
{
j :
j∑
k=1
qik ≥
j′−1∑
k′=1
qi′k′
}
. (2.40)
and
J+(j′, i, i′) = min
{
j :
j∑
k=1
qik ≥
j′∑
k′=1
qi′k′
}
(2.41)
By condition (c2), it follows that j ≥ J+(j′, i, i′) ≥ J−(j′, i, i′) and observe that fact
J−(j′ + 1, i, i′) = J+(j′, i, i′) for j′ < i− 1 (2.42)
(a) If J−(j′, i, i′) = J+(j′, i, i′),
λ(i,i′)(j,j′) =
qi′j′ for j = J−(j′, i, i′),0 otherwise. (2.43)
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(b) If J−(j′, i, i′) < J+(j′, i, i′),
λ(i,i′)(j,j′) =

J−(j′,i,i′)∑
k=1
qik −
j′−1∑
k′=1
qi′k′ for j = J
−(j′, i, i′),
j′∑
k′=1
qi′k′ −
J+(j′,i,i′)−1∑
k=1
qik for j = J
+(j′, i, i′),
qij for J
−(j′, i, i′) < j < J+(j′, i, i′),
0 for j < J−(j′, i, i′) or j > J+(j′, i, i′).
(2.44)
(s7) For 1 ≤ j < i < i′ = j′ ≤ n, define J∗(i, i′) by
J∗(i, i′) = max
{
j :
j∑
k=1
qik ≥
i−1∑
k=1
qi′k
}
= J−(i− 1, i, i′),
then
λ(i,i′)(j,i′) =

J∗(i,i′)∑
k=1
qik −
i−1∑
k′=1
qi′k′ for j = J
∗(i, i′)
qij for J
∗(i, i′) < j < i
0 for j < J∗(i, i′).
(2.45)
(s8) For all combinations of (i, i′) and (j, j′) not defined in steps (s1) - (s7), we have
λ(i,i′)(j,j′) = 0 for (i, i
′) 6= (j, j′).
(s9) For (i, i′) = (j, j′),
λ(i,i′)(j,j′) =
−
i′∑
k=1
qik −
n∑
k′=i
qi′k′ for i 6= i′
qii for i = i
′
(2.46)
It remains to check the following for Λ to be a coupling of Q:
• the steps (s1) - (s9) define a valid Q-matrix,
• the conditions (2.30) and (2.31) are satisfied.
This can be done but we omit the proof.
Coupling example for Proposition 2.14
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We assume the matrix satisfies (c1) and (c2) found on page 30. We illustrate how to
construct a coupling for one pair of (i, i′). For i = 5, i′ = 7, consider the example with
q5,1 = 7, q5,2 = 1, q5,3 = 1, q5,4 = 1,
q7,1 = 2, q7,2 = 2, q7,3 = 2, q7,4 = 4,
then it is clear that (c1) on page is satisfied for the pair (i, i′) = (5, 7). Following (s6) - (s7),
we calculate λ(5,7)(j,j′) for j ≤ j′ < 5 as follows:
λ(5,7)(1,1) = 2, λ(5,7)(1,2) = 2, λ(5,7)(1,3) = 2, λ(5,7)(1,4) = 1,
λ(5,7)(2,4) = 1, λ(5,7)(3,4) = 1, λ(5,7)(4,4) = 1.
In the diagram below, we use the length of orange, red and yellow lines to denote the size of
jump rates from {y5, y7} to {y1, y2, y3, y4}. The other coloured lines denote the jump rates
of the coupled chain.
Proof of Lemma 2.21
We wish to prove
lim
l→∞
U(s, i, T, 2l) = u(s, i, T ).
Observe that for l′ > l, we have
U(s, i, T, 2l) ≤ U(s, i, T, 2l′) ≤ u(s, i, T ).
This means the limit lim
l→∞
U(s, i, T, 2l) exists as it is the limit of a bounded monotone
sequence. Since the time horizon is finite, there is a stopping time τ such that
u(s, i, T ) = E
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ )
]
.
Define the set Tl = {2−lT, 2 · 2−lT, ..., (2l − 1) · 2−lT, T} and τ l = inf{t ∈ Tl : t ≥ τ}. Note
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that τ l ↓ τ almost surely as l→∞ and (S, I) is right-continuous. Hence, we have
u(s,i, T )− U(s, i, T, 2l)
≤ lim
l→∞
E
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ )− e−
∫ τl
0 r(I
i
t)dtg(Ss,i
τ l
, Iiτ l)
]
= E lim
m→∞
[
e−
∫ τ
0 r(I
i
t)dtg(Ss,iτ , I
i
τ )− e−
∫ τl
0 r(I
i
t)dtg(Ss,i
τ l
, Iiτ l)
]
→ 0,
where the limit exchange is permitted by dominated convergence theorem. (See Condition
(2.5) on page 18.)
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3 On Trading American Put Options with Interactive Volatil-
ity
This chapter is based on a joint paper with Dr Sigurd Assing. Part of this paper discusses
the Regime-Switching model. This part is placed in Chapter 2.
3.1 Introduction and Results
This chapter deals with an optimal stopping problem which is motivated by option trading.
First, we introduce a simple short term model for the price of an asset which is able to
capture some aspects of the so-called leverage effect, and, second, under such a model, we
calculate the value and exercise time of a perpetual American put written on this asset.
The leverage effect refers to the phenomenon that, typically, decreasing asset prices are
accompanied by rising volatility. We will not argue about whether the leverage effect is a
true phenomenon or not. We rather treat it as an observed phenomenon which has been
discussed in many papers since the mid 1970s when Black, [9], gave a well received macroe-
conomic explanation. Since this effect has been observed, risk-seeking market participants
might want to take advantage of it.
However, other effects can superimpose a possible leverage effect. For example, a de-
creasing stock price after a negative earning report usually goes along with falling volatility
as uncertainty decreases after an announced event. Hence, the decision to bet on a com-
bination of falling prices and rising volatility requires a careful analysis of relevant market
conditions which is left to the acting market participants.
The market participant we have in mind is an option trader who has made this decision
and plans to go long on an American put. The rationale behind going long on an American
put when betting on a leverage effect is twofold; falling prices and increasing volatility would
both raise put prices. But, if the trader wants to understand the risk of such a betting
strategy before entering the trade, they should create a model for the price (St, t ≥ 0)
of the asset underlying the American put which, first, is simple enough, second, is able
to capture key features of the trader’s preferences for the future and, third, has enough
parameters to control the probabilities of different scenarios of future prices.
The model we propose can heuristically be described as follows:
• the price St, t ≥ 0, behaves like a geometric Brownian motion with volatility pa-
rameter σ0 and trend µ0 until it hits a critical level s0  s where s is the present
price;
• after hitting the critical level, the volatility parameter steps up to σ1 and the trend
of the stock changes to µ1;
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• this ‘excited’ state lasts for a period of length T which is exponentially distributed
with rate λ;
• finally the price is frozen at its value taken when the exponential time T has expired.
Note that the above bullet points characterise a type of stochastic volatility model which
has not been discussed in the literature, yet. We call such a stochastic volatility interactive
volatility to emphasise its dependence on hitting times of the price process.
Remark 3.1. (i) The above model supposes St = St∧(τs0+T ) for t ≥ 0 where
τa
def
= inf{t ≥ 0 : St ≤ a} (3.1)
for given price levels a. The reason for freezing the price at τs0 + T is that this time
span is considered the time horizon of the trade. Studying a perpetual American put
under this model easily reveals that the put is exercised at the random time τs0 + T ,
at the latest—see Remark 3.3(ii).
(ii) The notation s0  s is used to emphasise that the difference s − s0 between the
present price of the asset and the critical level should be chosen big enough. The size
of s−s0 determines the strength of the market’s drop which causes the regime change
from volatility σ0 to σ1 according to the leverage effect.
(iii) A reasonable choice for σ0 would be the implied volatility at present time of the traded
American put the trader wants to go long on. Now recall that
logSt = log s + (µ0 − σ
2
0
2
) t + σ0
Brownian motion︷︸︸︷
Bt
is assumed to hold for t ∈ [0, τs0). Hence, for fixed σ0, the choice of µ0 determines
the distribution of the hitting time τs0 . To meet the preferences of the trader of a
market-fall in the near future, µ0 should be chosen sufficiently small to decrease the
probability of large values of τs0 . But, the trader should also analyse the optimal
stopping problem for larger values of µ0, that is, they should analyse their position
under the assumption they are wrong and the probability of a market-fall in the near
future is rather small.
(iv) For t ∈ [τs0 , τs0 + T ), which is the final period of the trade, the trader assumes
logSt = log s0 + (µ1 − σ
2
1
2
)(t− τs0) + σ1(Bt −Bτs0 ).
The choice of the parameters σ1, µ1 reflects the trader’s view on the strength of the
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regime change triggered by the leverage effect, and hence this choice is more or less
subject to both the trader’s experience and their understanding of the market’s history.
(v) Using an exponential time T for modelling the time span of the impact of the leverage
effect keeps the model simple enough. It is also assumed that T is independent of
what has happened before τs0 . The parameter λ should be big enough to ensure that,
on average, the time span of the new volatility regime is of the order of days and not
weeks. If both τs0 and T are on average rather short then the whole trade’s time
horizon is likely to be less than the time to maturity of traded American puts.
(vi) Following the suggestions made in items (iii),(iv) above, the trader’s reasoning behind
choosing µ0, µ1 has nothing to do with the market’s rate of interest during the time
span of their trade. Thus, the model’s underlying probability measure should be
considered a guess of the real-world measure rather than a pricing measure. Working
out the optimal exercise time of the perpetual American put in the context of this
model gives the trader an indication of when to exit a trade they entered in accordance
with their own preferences for the future. The value of the put under the model is
mainly used for finding the optimal exercise time, and should NOT be confused with
the price of a traded put.
(vii) Our analysis can be used to motivate the choice of a traded American put with rea-
sonable strike level and time to maturity for the purpose of betting on a combination
of falling prices and rising volatility—see Section 3.3 for the details.
The proposed model has features of a Markov chain regime switching volatility model
as the excited state, when the volatility is σ1, lasts for an exponential time. But, at the
end of this exponential time, instead of moving into a state which corresponds to another
volatility level, the Markov chain moves into an absorbing state. So, for the second and
final period of the trade, the model can be regarded as a degenerated Markov chain regime
switching volatility model. We will comment on Markov chain regime switching volatility
models in Remark 3.7(ii) below.
For the initial period of the trade, the model is different to a Markov chain regime
switching volatility model as the system does not enter the excited state following the move
of a Markov chain. Instead, it enters the excited state according to if the price of the asset
has fallen to the critical level s0 or not, that is, according to how the price of the asset has
behaved in the past.
To achieve Markovianity, we add a process (Yt, t ≥ 0) for screening whether the price
St has already fallen to the critical level s0 or not. To fully describe the dynamics of St, we
also add a process (ηt, t ≥ 0) which is an absorbing Markov chain screening the length of
the excitation.
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Technically, we work with a strong Markov process (S, Y, η) = (St, Yt, ηt, t ≥ 0) on a
family of probability spaces (Ω,F ,Ps,y,i, (s, y, i) ∈ A), where
A
def
=
[
(s0,∞)× {0} × {1}
]
∪
[
(0,∞)× {1} × {0, 1}
]
is considered a subset of the topological space (0,∞) × {0, 1} × {0, 1} equipped with the
product topology.
The generator of this process is formally defined by
Lf(s, 0, 1) = µ0s∂1f(s, 0, 1) +
1
2σ
2
0s
2∂21f(s, 0, 1) for s ∈ (s0,∞),
Lf(s, 1, 1) = µ1s ∂1f(s, 1, 1) +
1
2σ
2
1s
2∂21f(s, 1, 1) + λ
[
f(s, 1, 0)− f(s, 1, 1)] for s ∈ (0,∞),
Lf(s, 1, 0) = 0 for s ∈ (s,∞).
It is considered an unbounded operator on the space Cb(A¯) of all bounded continuous func-
tions on A¯ whose domain consists of all f ∈ Cb(A¯) satisfying both f(s0, 1, 1)−f(s0, 0, 1) = 0
and Lf ∈ Cb(A¯) where the latter condition is understood in the sense of Schwartz distribu-
tions.
Remark 3.2. (i) The condition f(s0, 1, 1)−f(s0, 0, 1) = 0 is a discrete Neumann bound-
ary condition, and this boundary condition establishes an interaction between the
states (s0, 0, 1) and (s0, 1, 1) leading to a jump of the process Yt when the price St
reaches s0.
(ii) As a consequence, for all s > s0, under Ps,0,1, it holds that Yt = 1[τs0 ,∞)(t), t ≥ 0, and
ηt = 1, t ≤ τs0 , whereas, for all s > 0, under Ps,1,1, it holds that Yt = 1, t ≥ 0, and
(ηt, t ≥ 0) is an independent two-states continuous-time Markov chain starting from
one and absorbed at zero with rate λ.
(iii) Combining (ii) and Lf(s, 1, 0) = 0 for s > 0 yields
Ps,y,i
(
{ St = St∧τη,0 for all t ≥ 0}
)
= 1 for all (s, y, i) ∈ A,
where
τη,0
def
= inf{t ≥ 0 : ηt = 0}, (3.2)
that is, τη,0 plays the role of what was called τs0 + T in Remark 3.1(i).
(iv) Taking into account the other defining properties of the generator L, the S-component
of the process (S, Y, η) started at s > s0 has, under Ps,0,1, the same law as the price
process discussed in items (iii) and (iv) of Remark 3.1. Note that we could have
worked with the process (S, Y ) killed at rate λ after the jump of Y , instead. But, as
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explained in Remark 3.7(ii) below, using an extra component like η has the advantage
that we can apply results on optimal stopping in the context of Markov chain regime
switching models.
(v) Since (S, Y, η) is strong Markov, the filtration (Ft, t ≥ 0) generated1 by (S, Y, η) is
right-continuous, and, by obvious reasons, this filtration coincides with the smallest
right-continuous filtration which contains the universal augmentation of (σ(Su : u ≤
t), t ≥ 0).
All in all, we have established a probability model for the prospective prices of an asset
which induces the wanted features laid out in the four bullet points on page 53.
Next, under this model, we will study the value and optimal exercise time of a perpetual
American put contract written on this asset. Using our probability model, such a put’s value
function takes the form
V (s, y, i)
def
= sup
τ≥0
Es,y,i[e
−ατ (K − Sτ )+] for (s, y, i) ∈ A, (3.3)
where the supremum is taken over all stopping times with respect to the filtration (Ft, t ≥
0).
Remark 3.3. (i) The discount rate α refers to the rate of return of an investment the
trader considers more or less riskless during the time interval of the trade. As explained
in items (iii) and (v) of Remark 3.1, under the future preferences of the trader, this
time interval is supposed to be rather short on average, and hence choosing α to be
constant is a good approximation.
(ii) Note that
V (s, y, i) = sup
τ≤τη,0
Es,y,i[e
−ατ (K − Sτ )+]
because St = St∧τη,0 , t ≥ 0, implies e−ατ (K −Sτ )+ ≤ e−ατη,0(K −Sτη,0)+ on τ ≥ τη,0.
Hence, under our model, the perpetual put should be exercised at τη,0 = τs0 + T , at
the latest.
First recall the results for perpetual American put options in the context of geometric
Brownian motion.
Theorem 3.4. Given on a family of probability spaces (Ω˜, F˜ , P˜s, s > 0), let (S˜t, t ≥ 0) be
the Feller process whose generator is the closure of
L˜f = µ0sf
′ +
1
2
σ20s
2f ′′, f ∈ C2b ((0,∞)).
1Here, ‘filtration generated by (S, Y, η)’ refers to the universal augmentation of the filtration (σ(Su, Yu, ηu :
u ≤ t), t ≥ 0) see Section 2.7.B of [41] for a good account on universal filtrations.
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Then, the value function
V˜ (s)
def
= sup
{
E˜s[e
−ατ˜ (K − S˜τ˜ )+] : τ˜ stopping time with respect to (S˜t, t ≥ 0)
}
is given by
V˜ (s) =

K − s : s ∈ (0, b0],
(K − b0)
(
s
b0
)γ−
: s ∈ (b0,∞),
(3.4)
where b0 = −γ−K/(1− γ−), and γ− stands for the negative root of the quadratic equation
1
2
σ20γ
2 + (µ0 − 1
2
σ20)γ − α = 0. (3.5)
Remark 3.5. (i) The above value function V˜ satisfies
0 = µ0sV˜
′(s) +
1
2
σ20s
2V˜ ′′(s)− αV˜ (s) for s > b0
subject to
V˜ (b0) = K − b0, V˜ ′(b0) = −1, lim
s→∞ V˜ (s) = 0.
(ii) If µ0 − 12σ20 > 0, then there is no (finite) optimal stopping time at which the value
function V˜ can be attained. But τ˜b0 is a Markov time at which V˜ given in Theorem
3.4 is attained when setting E˜s[e
−ατ˜b0 (K − S˜τ˜b0 )+] to be zero on {τ˜b0 = ∞}. In all
further cases below, attaining a value function at a possibly infinite Markov time will
be understood as above, since all considered value functions vanish at infinity.
The next theorem presents the main result of this chapter.
Theorem 3.6. Recall (3.1), (3.2), and Remark 3.1(ii) for the purpose of s0, and Remark
3.5(ii) for the meaning of b0. Let γ
+ (γ−) denote the positive (negative) root of equation
(3.5). The following cases completely describe the value function given by (3.3).
(i) In the trivial case,
V (s, 1, 0) = (K − s)+ for all s > 0,
and the optimal stopping time is 0.
(ii) Let β+ (β−) denote the positive (negative) root of the quadratic equation
1
2
σ21β
2 + (µ1 − 1
2
σ21)β − (α+ λ) = 0. (3.6)
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Then, there exists a smooth function h : (0,∞)→ R such that
V (s, 1, 1) =

K − s : s ∈ (0, b1],
c1s
β+ + c2s
β− + h(s) : s ∈ (b1,K],
d2s
β− : s ∈ (K,∞),
where the coefficients c1, c2, d2 and the stopping level b1 are obtained by solving the
equations (3.10) on page 62. The finite optimal stopping time is τb1 ∧ τη,0.
(iii) If one of the conditions
(a) b0 > s0 and V (s0, 1, 1) ≥ (K − b0)(s0/b0)γ−,
(b) b0 ≤ s0 and V (s0, 1, 1) > (K − s0)+,
(c) b0 ≤ s0 < K and V (s0, 1, 1) = (K − s0),
is satisfied, then
V (s, 0, 1) = V (s0, 1, 1)
(
s
s0
)γ−
for s > s0.
This value function is attained at the possibly infinite Markov time τb1∧τη,0, if (a),(b),
and τs0, if (c).
(iv) If b0 > s0 and K − s0 ≤ V (s0, 1, 1) < (K − b0)(s0/b0)γ−, then
V (s, 0, 1) =

e∗1sγ
+
+ e∗2sγ
−
: s ∈ (s0, b∗),
K − s : s ∈ [b∗, b0] ∩ (s0,∞),
(K − b0)
(
s
b0
)γ−
: s ∈ (b0,∞),
where2 b∗ = s0 if K − s0 = V (s0, 1, 1), and e∗1, e∗2, b∗ as obtained in the proof of
Lemma 3.10 on page 68, otherwise. The value function is attained at the possibly
infinite Markov time τ[b∗,b0],0 ∧ τb1 ∧ τη,0 where
τ[a,b],0
def
= inf{t ≥ 0 : St ∈ [a, b], Yt = 0}
for levels 0 < a < b.
Remark 3.7. (i) The contribution of this chapter consists in the two non-trivial cases
(iii) and (iv) but also in the review of the known case (ii)—see Remark 3.7(iii+iv)
2Here (s0, b∗) = ∅ by definition when b∗ = s0.
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below. Case (iv) is mathematically most interesting because of an unexpectedly dis-
connected continuation region. As explained in Remark 3.1(vi), only the optimal
stopping times are of true relevance for the trader. Note that there are no further
sub-cases than those mentioned under (iii) and (iv). The restriction to s0 < K in case
(iii)(c) follows from the fact that V (s0, 1, 1) > 0 if s0 ≥ K. We will discuss numerical
examples for all sub-cases in Section 3.3.
(ii) Both cases (iii) and (iv) are based on case (ii), that is, on the solution of the optimal
stopping problem under the measures Ps,1,1, s > 0. Under these measures, the price
process (St, t ≥ 0) satisfies the stochastic differential equation
dSt = µ1ηtSt dt+ σ1ηtSt dBt
which is a consequence of what was discussed in Remark 3.1(iv) and (ii)+(iii) of
Remark 3.2. Note that the above stochastic differential equation describes a Markov
modulated geometric Brownian motion, which was covered in Chapter 2. The explicit
form of the value function given in case (ii) is a special case of Guo/Zhang’s result when
the Markov chain is degenerated. The function h : (0,∞)→ R can be any solution to
the first of the two differential equations above (3.8) on page 62, for example,
h(s) = − λs
α+ λ− µ1 +
λK
α+ λ
and h(s) =
λs log s
α+ λ+ σ21/2
+
λK
α+ λ
for α+ λ 6= µ1 and α+ λ = µ1, respectively.
(iii) To prove that the explicit expression given for V (·, 1, 1) in case (ii) is indeed the
value function requires a verification argument. Denoting this explicit expression
by V ∗(·, 1, 1), the standard method of verification would be to verify the properties
(v1),(v2),(v3) as given at the beginning of Section 3.2.3, but with respect to the
measures Ps,1,1, s > 0.
3.2 Proofs
Both cases (i) and (ii) of Theorem 3.6 assume y = 1 which leads to a special version of
the results obtained in [33] where American puts were priced in the context of a two-states
Markov chain volatility model. In our case, the Q-matrix of the corresponding Markov
chain is degenerate.
Therefore, in the next section, we only sketch the proof of case (ii). But we give enough
details to put the notation used in Theorem 3.6(ii) into context. However, recall Remark
3.7(iii) where we explained that the verification of the value function in [33] was incomplete.
The corresponding details can be found in the Appendix.
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3.2.1 Proof of Theorem 3.6 (i) and (ii)
For all s > 0, and any stopping time τ ,
Es,1,i[e
−ατ (K − Sτ )+] ≤ Es,1,i[e−α(τ∧τη,0)(K − Sτ∧τη,0)+] for (s, i) ∈ (0,∞)× {0, 1}
since the process (St, t ≥ 0) is stopped at τη,0. Hence V (s, 1, 0) = (K − s)+ with optimal
stopping time 0 proving (i).
For showing (ii), recall that Yt = 1 for all t ≥ 0 a.s. when starting the dynamics from
any s > 0, y = i = 1. Now, assume that the stopping region takes the form
(0, b1]× {1} × {1} ∪ (0,∞)× {1} × {0}
when starting from s > 0, y = i = 1 where b1 is an unknown stopping level. Then, by [57,
Theorem 2.4] for example, if V is lower semi-continuous, the value function V (s, 1, 1) would
be attained at
τ∗ = τη,0 ∧ τb1 , (3.7)
and (e−α(τ∗∧t)V (St∧τ∗ , Yt∧τ∗ , ηt∧τ∗), t ≥ 0) would be a Ps,1,1-martingale.
We want to use this martingale property to derive equations for both V and b1. Assume
for now that V has even more regularity and a generalised Itoˆ’s formula (see Remark 3.9
below) can be applied to obtain
e−α(t∧τ
∗)V (St∧τ∗ , Yt∧τ∗ , ηt∧τ∗) = V (S0, Y0, η0)+
∫ t∧τ∗
0
e−αu(L−αI)V (Su, Yu, ηu)du+Mt∧τ∗
for all t ≥ 0 a.s. where M stands for a local martingale and I denotes the identity operator.
Of course, for the above left-hand side to be a martingale, the integral on the right-hand
side must vanish. Using both the specific form of L as given on page 56 and (i) proven
above, a sufficient condition for this integral to vanish is
0 = µ1s∂1V (s, 1, 1) +
1
2σ
2
1s
2∂11V (s, 1, 1) + λ(K − s)− (α+ λ)V (s, 1, 1) for s ∈ (b1,K)
0 = µ1s∂1V (s, 1, 1) +
1
2σ
2
1s
2∂11V (s, 1, 1)− (α+ λ)V (s, 1, 1) for s ∈ (K,∞)
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depending on the unknown b1 subject to the boundary and pasting conditions
lim
s→∞V (s, 1, 1) = 0,
V (K−, 1, 1) = V (K+, 1, 1),
∂1V (K−, 1, 1) = ∂1V (K+, 1, 1), (3.8)
K − b1 = V (b1+, 1, 1),
− 1 = ∂1V (b1+, 1, 1),
where − and + indicate taking left and right limits at the corresponding argument, respec-
tively.
The well-known solution of the above equation has the form
V (s, 1, 1) =
c1sβ
+
+ c2s
β− + h(s) for s ∈ (b1,K)
d1s
β+ + d2s
β− for s ∈ (K,∞)
(3.9)
with unknown coefficients c1, c2, d1, d2, and β
+ (β−) being the positive (negative) root of
equation (3.6). For the choice of the function h we refer to Remark 3.7(ii).
Certainly, the first of the conditions under (3.8) implies d1 = 0, and the other four
conditions yield
c1K
β+ + c2K
β− + h(K) = d2K
β− ;
c1β
+Kβ
+
+ c2β
−Kβ− + Kh′(K) = d2β−Kβ
−
;
K − b1 = c1bβ
+
1 + c2b
β−
1 + h(b1);
− b1 = c1β+bβ
+
1 + c2β
−bβ
−
1 + b1h
′(b1).
(3.10)
Note that the coefficients c1, c2, d2 linearly depend on b
β±
1 so that the problem comes
down to solving numerically for b1. For verification we refer to the Appendix.
This concludes the discussion of V for y = 1. We now turn to the cases (iii) and (iv) of
Theorem 3.6 dealing with the case y = 0.
3.2.2 Proof of Theorem 3.6 (iii)
Recall the setup of Theorem 3.4 but also introduce
V˜0(s)
def
= sup
{
E˜s[e
−ατ˜ (K − S˜τ˜∧τ˜s0 )+] : τ˜ stopping time with respect to (S˜t, t ≥ 0)
}
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for all s ≥ s0.
Lemma 3.8. If b0 ≤ s0 < K then
V˜0(s) = (K − s0)
(
s
s0
)γ−
for s ≥ s0, (3.11)
and the (possibly infinite) Markov time τ˜s0 is the optimal time.
Proof. Assume b0 ≤ s0 < K and fix s ≥ s0. By ‘guess and verify’, it suffices to check that
the right-hand side of (3.11) satisfies
(v1) (K − s0)(s/s0)γ− = E˜s[e−ατ˜s0 (K − S˜τ˜s0 )+ 1{τ˜s0<∞}];
(v2) the process (e−αt(K − s0)(S˜t∧τ˜s0/s0)γ
−
, t ≥ 0) is a P˜s-supermartingale;
(v3) (K − s0)(s/s0)γ− ≥ (K − s)+.
For (v1), by Itoˆ’s formula,
E˜s[e
−ατ˜s0 (K − S˜τ˜s0 )+ 1{τ˜s0<∞}]
= lim
t→∞ E˜s[ e
−α(τ˜s0∧t)(K − s0)
(
S˜τ˜s0∧t
s0
)γ−
]
= lim
t→∞ E˜s
[
(K − s0)
(
s
s0
)γ−
+ (K − s0)
∫ τ˜s0∧t
0
e−αu [ (L˜− αI)
( ·
s0
)γ−
](S˜u) du+Mt∧τ˜s0
]
= (K − s0)
(
s
s0
)γ−
because (Mt, t ≥ 0) is a P˜s-martingale and the expression inside the integral vanishes.
For (v2), by the Markov Property, it suffices to prove that E˜s[e
−αt(S˜t∧τ˜s0/s0)
γ− ] ≤
(s/s0)
γ− for all t ≥ 0 ignoring the constant K − s0. But, for fixed t ≥ 0,
E˜s[ e
−αt
(
S˜t∧τ˜s0
s0
)γ−
] ≤ E˜s[ e−α(t∧τ˜s0 )
(
S˜t∧τ˜s0
s0
)γ−
] =
(
s
s0
)γ−
.
where the last equality was already verified when proving (v1) above.
For (v3), note that
V˜ ′(b0) = (K − b0) γ
−
b0
= −1
as mentioned in Remark 3.5(i). Based on two arguments, we can now deduce that the
derivative of (K − s0)(·/s0)γ− is bigger than −1 on s ∈ (s0,K). First, the derivative of
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(K − s0)(·/s0)γ− is bounded below by −1 at s0 because b0 ≤ s0 implies
V˜ ′(b0)
(K − s0)γ−/s0 =
(K − b0)s0
(K − s0)b0 ≥ 1,
and, second, (K − s0)(·/s0)γ− is convex on (s0,K).
But, if the derivative of (K−s0)(·/s0)γ− is bigger than−1 on (s0,K) and (K−s0)(·/s0)γ−
touches (K − ·) at s0, then (K − s0)(s/s0)γ− > (K − s)+ for all s ∈ (s0,K). Finally,
(K − s0)(s/s0)γ− > (K − s)+ = 0 for s ∈ [K,∞) is obvious.
Remark 3.9. In what follows, we are going to use an easy application of Meyer’s, [50],
generalised Itoˆ’s formula which goes as follows: if φ : (0,∞) → R is a function which is
twice continuously differentiable, except at finitely many points {a1, . . . , an}, such that
φ′(ak±) def= lim
x→ak±
φ′(x) and φ′′(ak±) def= lim
x→ak±
φ′′(x)
exist and are finite, k = 1, . . . , n, then3
φ(St) = φ(S0) +
∫ t
0
φ′(Su) dSu +
1
2
∫ t
0
φ′′(Su) d〈S〉u +
n∑
k=1
1
2
Lt(ak) [φ
′(ak+)− φ′(ak−)]
for all t ≥ 0 a.s. where Lt stands for the local time of the continuous semimartingale
(St, t ≥ 0). Note that both integrands in the above formula are well-defined for Lebesgue
almost every u almost surely which uniquely determines the integrals.
If φ′ is continuous then the local time terms would even vanish so that the above formula
would look like the classical Itoˆ’s formula.
We now return to our problem of finding V (s, 0, 1) for s > s0. Recall that we already
know V (s, 1, i) for all s > 0 and i = 0, 1.
3.2.3 Proof of Theorem 3.6 (iii)(a) and (iii)(b)
Suppose that either condition (a) or condition (b) of Theorem 3.6(iii) is satisfied. Recall
τ∗ = τb1 ∧ τη,0 and introduce
V ∗(s, y, i) def=
 V (s0, 1, 1)
(
s
s0
)γ−
: s > s0, y = 0, i = 1,
V (s, 1, i) : s > 0, y = 1, i ∈ {0, 1}.
Verifying, for any s > s0,
(v1) V ∗(s, 0, 1) = Es,0,1[e−ατ
∗
(K − Sτ∗)+ 1{τ∗<∞}],
3Note that (St, t ≥ 0) only takes positive values.
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(v2) the process (e−αt V ∗(St, Yt, ηt), t ≥ 0) is a Ps,0,1 - supermartingale,
(v3) V ∗(s, 0, 1) ≥ (K − s)+,
would imply the conclusion of Theorem 3.6 in both cases (a) and (b).
We are going to verify (v1),(v2),(v3). First observe that V (s0, 1, 1) > (K − s0)+ holds
in both cases (a) and (b). To see this in the non-trivial case (a), note that (K − b0)(·/b0)γ−
is strictly convex on [s0, b0] and touches (K − s)+ at s = b0 < K, so V (s0, 1, 1) ≥ (K −
b0)(s0/b0)
γ− > K − s0.
As a consequence, (s0, 1, 1) is in the continuation region with respect to the optimal
stopping problem (3.3) on page 57. Since b1 is the lower boundary of the continuation
region when y = i = 1 we can deduce that b1 < s0, and hence, τs0 < τ
∗ for s > s0.
Therefore
Es,0,1[e
−ατ∗(K − Sτ∗)+ 1{τs0<∞}]
=Es,0,1
[
Es,0,1[e
−ατ∗(K − Sτ∗)+ 1{τs0<∞}|Fτs0 ]
]
=Es,0,1
[
e−ατs0 1{τs0<∞}Es0,1,1[e
−rτ∗(K − Sτ∗)+]︸ ︷︷ ︸
V (s0,1,1)
]
by the strong Markov property. So, simply working out the Laplace transform of the hitting
time τs0 yields (v1).
Next we verify (v2) for s > s0 fixed. By Markov Property, we only need to show that
Es,0,1[e
−αtV ∗(St, Yt, ηt)] ≤ V ∗(s, 0, 1) (3.12)
for all t ≥ 0.
Fix t ≥ 0 and consider
e−αt V ∗(St, Yt, ηt) = e−αt V ∗(St, Yt, ηt)− e−α(t∧τs0 ) V ∗(St∧τs0 , Yt∧τs0 , ηt∧τs0 )
+ e−α(t∧τs0 ) V ∗(St∧τs0 , 0, 1) (3.13)
where the last term is justified by V ∗(s0, 1, 1) = V ∗(s0, 0, 1).
Now realise that, by strong Markov property,
Es,0,1[ 1{t≥τs0} e
−αt V ∗(St, Yt, ηt) ]
= Es,0,1
[
1{t≥τs0}Es,0,1[ e
−αt V ∗(St, Yt, ηt) | Ft∧τs0 ]
]
=
∫
1{t≥τs0 (ω)} e
−ατs0 (ω) Es0,1,1[ e
−α(t−τs0 (ω)) V ∗(St−τs0 (ω), Yt−τs0 (ω), ηt−τs0 (ω)) ]︸ ︷︷ ︸
≤ V ∗(s0, 1, 1) from case (ii)
Ps,0,1(dω),
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and, since the difference on the right-hand side of (3.13) equals[
e−αt V ∗(St, Yt, ηt)− e−ατs0 V ∗(s0, 1, 1)]
]
× 1{t≥τs0},
we obtain that
Es,0,1[ e
−αt V ∗(St, Yt, ηt) ] ≤ Es,0,1[ e−α(t∧τs0 ) V ∗(St∧τs0 , 0, 1) ]. (3.14)
To prove (3.12), we want to apply Itoˆ’s formula on the above right-hand side followed
by taking expectations.
Recall the operator L introduced on page 56. As the function V ∗(·, 0, 1) defined to
(s0,∞) can be extended to a C2-function on R, Itoˆ’s formula Ps,0,1-a.s. yields
e−α(t∧τs0 ) V ∗(St∧τs0 , 0, 1) = V
∗(s, 0, 1) +
∫ t∧τs0
0
e−αu(L− αI)V ∗(Su, 0, 1) du + IBM
where IBM is an integrable stochastic integral against Brownian motion whose expectation
vanishes.
Furthermore, by explicit calculation, (L− αI)V ∗(s′, 0, 1) = 0 for s′ > s0, and hence the
right-hand side of (3.14) reduces to V ∗(s, 0, 1) eventually showing (3.12).
It remains to verify (v3) for any s > s0 in both cases (a) and (b).
For (a), observe that
V ∗(s, 0, 1) = V (s0, 1, 1)
(
s
s0
)γ−
≥ (K − b0)
(
s0
b0
)γ−( s
s0
)γ−
= (K − b0)
(
s
b0
)γ−
,
and hence it suffices to show that (K − b0)(s/b0)γ− ≥ (K − s0)+ for s > s0. Note that
(K− b0)(·/b0)γ− coincides on [b0,∞) with the value function V˜ given in Theorem 3.4 which
satisfies both V˜ (s) ≥ (K − s)+ for s ∈ [b0,∞) and V˜ ′(b0) = −1. Therefore, because
(K − b0)(·/b0)γ− is a convex function on (0,∞), it must be bounded below by (K − ·)+ on
(s0, b0), too.
For (b), there is nothing to show if s0 ≥ K. But, if b0 ≤ s0 < K, then we know from
the proof of Lemma 3.8 that (K − s0)(s/s0)γ− > (K − s)+ for all s > s0. Thus
V ∗(s, 0, 1) = V (s0, 1, 1)
(
s
s0
)γ−
> (K − s)+ for s > s0
because V (s0, 1, 1) > (K − s0)+ by assumption in case (b).
3.2.4 Proof of Theorem 3.6 (iii)(c)
We are going to verify (v1),(v2),(v3) for fixed s > s0 as in Section 3.2.3 but using τ
∗ = τs0 .
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First, note that, on {τs0 < ∞}, the process (St, 0 ≤ t ≤ τs0) under Ps,0,1 has the same
distribution as the process (S˜t, 0 ≤ t ≤ τ˜s0) under P˜s introduced in Theorem 3.4. By Lemma
3.8, for s > s0, we therefore have
Es,0,1[e
−ατs0 (K − Sτs0 )+ 1{τs0<∞}]
= E˜s[e
−ατ˜s0 (K − S˜τ˜s0 )+ 1{τ˜s0<∞}] = (K − s0)
(
s
s0
)γ−
where V (s0, 1, 1) = K − s0 by assumption showing (v1).
For (v2), one can copy the corresponding proof in Section 3.2.3 because the value func-
tion has the same form in all sub -cases (a,b,c).
Finally, V ∗(s, 0, 1) = V˜0(s) ≥ (K − s)+ for s > s0, showing (v3) and finishing the proof
of Theorem 3.6(iii).
3.2.5 Proof of Theorem 3.6 (iv)
As in the proof of Theorem 3.6(ii), we first guess the structure of the stopping region and
then verify that the solution of the corresponding free-boundary value problem is the wanted
value function.
First, as the value function is claimed to be attained at the Markov time τ[b∗,b0],0 ∧ τb1 ∧
τη,0, the stopping region to be guessed should take the form[
[b∗, b0]× {0} × {1}
]
∪
[
(0, b1]× {1} × {1}
]
∪
[
(0,∞)× {1} × {0}
]
where b0, b1 are already known but b∗ ∈ [s0, b0) is not. Recall that both b0 and b1 must be
less than K.
Now, referring to the proof of Theorem 3.6(ii) for the underlying argument, the corre-
sponding free-boundary value problem for the unknown value function V (s, 0, 1) is
0 = µ0s∂1V (s, 0, 1) +
1
2
σ20s
2∂11V (s, 0, 1)− αV (s, 0, 1) for s ∈ (s0, b∗) ∪ (b0,∞)
depending on the unknown b∗ subject to the boundary conditions
V (s0, 1, 1) = V (s0+, 0, 1);
V (b∗−, 0, 1) = K − b∗;
∂1V (b∗−, 0, 1) = −1;
K − b0 = V (b0+, 0, 1);
− 1 = ∂1V (b0+, 0, 1);
lims→∞ V (s, 0, 1) = 0.
(3.15)
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Taking into account Theorem 3.4, if V (·, 0, 1) satisfies these constraints then it must
have the representation
e∗1sγ
+
+ e∗2sγ
−
: s ∈ (s0, b∗),
K − s : s ∈ [b∗, b0] ∩ (s0,∞),
(K − b0)
(
s
b0
)γ−
: s ∈ (b0,∞),
(3.16)
where e∗1, e∗2, b∗ should be determined by the first three conditions of (3.15). However, since
V is the value function associated with an optimal stopping problem, there is a fourth
constraint on the choice of e∗1, e∗2, b∗ which is used in the next lemma.
Lemma 3.10. If s0 < b0 and (K − s0) < V (s0, 1, 1) < (K − b0)(s0/b0)γ−, then there exist
unique coefficients e∗1, e∗2 and a unique stopping level b∗ ∈ (s0, b0) such that
V (s0, 1, 1) = e
∗
1s
γ+
0 + e
∗
2s
γ−
0 ; (3.17)
e∗1b
γ+
∗ + e
∗
2b
γ−
∗ = K − b∗; (3.18)
e∗1γ
+bγ
+
∗ + e
∗
2γ
−bγ
−
∗ = −b∗;
e∗1s
γ+ + e∗2s
γ− > K − s for s ∈ (s0, b∗).
Before proving this lemma, we are going to state the following preparatory results.
Lemma 3.11. (see [44, Lemma 2] for example) For fixed s0 ≤ s ≤ s˜,
φ1(s, s˜)
def
= Es,0,1[e
−α(τs0∧τ s˜)1{τs0<τ s˜}] =
sγ
+
s˜ γ
− − sγ− s˜ γ+
sγ
+
0 s˜
γ− − sγ−0 s˜ γ
+
and
φ2(s, s˜)
def
= Es,0,1[e
−α(τs0∧τ s˜)1{τs0>τ s˜}] =
sγ
+
0 s
γ− − sγ−0 sγ
+
sγ
+
0 s˜
γ− − sγ−0 s˜ γ
+
where
τ s˜
def
= inf{t ≥ 0 : St ≥ s˜}.
Lemma 3.12. Under the assumptions of Lemma 3.10, the equation
V (s0, 1, 1)
(
s
s0
)γ−
= K − s
has exactly two solutions s1, s2 ∈ (s0,K) only one of which, say s1, is less than b0.
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Proof. Consider the function f(·) = V (s0, 1, 1)(·/s0)γ− − (K − ·) on (0,∞), and note that
f(s0) > 0, f(b0) < 0, f(K) > 0. By the Intermediate Value Theorem, there exist s0 < s1 <
b0 and b0 < s2 < K such that f(s1) = f(s2) = 0, that is,
V (s0, 1, 1)
(
si
s0
)γ−
= K − si for i = 1, 2.
There exist exactly two points, only, because V (s0, 1, 1)(·/s0)γ− is strictly convex on (0,∞)
and its graph can be intersected by a line at no more than two points. Moreover,
V (s0, 1, 1)
(
s
s0
)γ−
< K − s for s1 < s < s2, (3.19)
because of strict convexity, too.
Proof of Lemma 3.10. Introduce
Γ(s, s˜)
def
= V (s0, 1, 1)φ1(s, s˜) + (K − s˜)φ2(s, s˜) for s0 ≤ s ≤ s˜
using the functions φ1, φ2 defined in Lemma 3.11. For fixed s˜ > s0, note that the function
[s0, s˜ ] 3 s 7→ Γ(s, s˜) is of the form e1 sγ+ + e2 sγ− with
e1 =
V (s0, 1, 1)s˜
γ− − (K − s˜)sγ−0
sγ
+
0 s˜
γ− − sγ−0 s˜ γ
+ , e2 =
−V (s0, 1, 1)s˜ γ+ + (K − s˜)sγ
+
0
sγ
+
0 s˜
γ− − sγ−0 s˜ γ
+ ,
and that both boundary conditions
e1 s
γ+
0 + e2 s
γ−
0 = Γ(s0, s˜) = V (s0, 1, 1), e1 s˜
γ+ + e2 s˜
γ− = Γ(s˜, s˜) = K − s˜
are satisfied. Hence, if we can show that there is exactly one b∗ ∈ (s0, b0) such that both
∂1Γ(b∗, b∗) = −1 and Γ(s, b∗) > K − s for s ∈ (s0, b∗),
then the triplet (e∗1, e∗2, b∗), where e∗1, e∗2 are given by the above formulae for e1, e2 when
replacing s˜ by b∗, would be the unique solution of the problem stated in Lemma 3.10. Here
the uniqueness of e∗1, e∗2 follows from the uniqueness of b∗ as the formulae for e∗1, e∗2 coincide
with the unique solution to the sub -system (3.17),(3.18) of the conditions in Lemma 3.10
when treating sγ
±
0 and b
γ±
∗ as coefficients.
First, we show that that there is b∗ ∈ (s0, b0) such that ∂1Γ(b∗, b∗) = −1. For the
uniqueness of b∗ we refer to Remark 3.13(ii) below.
Using simple calculations based on Itoˆ’s formula, observe that, for any s ≥ s0, the
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stochastic process (e−α(t∧τs0 )V (s0, 1, 1)(St∧τs0/s0)
γ− , t ≥ 0) is a Ps,0,1-martingale. Now
recall s1 from Lemma 3.12 and the stochastic representation of Γ(s, s˜) in terms of φ1, φ2.
Then, by Doob’s Optional Sampling Theorem, for s0 ≤ s ≤ s1,
V (s0, 1, 1)
(
s
s0
)γ−
= Es,0,1[ e
−α(τs0∧τs1 )V (s0, 1, 1)
(
Sτs0∧τs1
s0
)γ−
]
= V (s0, 1, 1)φ1(s, s1) + V (s0, 1, 1)
(
s1
s0
)γ−
φ2(s, s1)
= V (s0, 1, 1)φ1(s, s1) + (K − s1)φ2(s, s1)
= Γ(s, s1)
using Lemma 3.12 to justify the penultimate equality above. Thus
∂1Γ(s1, s1) = ∂s
[
V (s0, 1, 1)
(
s
s0
)γ−]
s=s1
. (3.20)
Next, for any s > s0,
∂1Γ(s, s) =
V sγ
++γ−−1 (γ+ − γ−) + (K − s) s−1 (γ−sγ+0 s γ
− − γ+sγ−0 s γ
+
)
sγ
+
0 s
γ− − sγ−0 s γ
+
where V stands for V (s0, 1, 1). Consider the above right-hand side as a function of (V, s)
which we denote by g(V, s) in what follows.
Choose s = b0 and realise that the function V 7→ g(V, b0) is strictly decreasing since
s0 < b0 implies s
γ+
0 b0
γ− − sγ−0 b0 γ
+
< 0. Moreover g((K − b0)(s0/b0)γ− , b0) = −1, so that
our assumption of V (s0, 1, 1) < (K − b0)(s0/b0)γ− implies g(V (s0, 1, 1), b0) > −1.
But, using (3.20), we also have that
g(V (s0, 1, 1), s1) = ∂s
[
V (s0, 1, 1)
(
s
s0
)γ−]
s=s1
,
where, by the same arguments used in the proof of Lemma 3.12, the above right-hand side
must be less than −1.
All in all, we obtain that g(V (s0, 1, 1), s1) < −1 < g(V (s0, 1, 1), b0). And since the
function g(V (s0, 1, 1), ·) is continuous on (s0,∞), and since s0 < s1 < b0 by Lemma 3.12,
it is again a consequence of the Intermediate Value Theorem that there exists b∗ ∈ (s1, b0)
such that ∂1Γ(b∗, b∗) = g(V (s0, 1, 1), b∗) = −1.
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Second, finishing the proof of Lemma 3.10, we will show that
Γ(s, b∗) = e∗1s
γ+ + e∗2s
γ− > K − s for s ∈ (s0, b∗)
where
e∗1 =
V (s0, 1, 1)b
γ−
∗ − (K − b∗)sγ
−
0
sγ
+
0 b
γ−
∗ − sγ−0 b γ
+
∗
, e∗2 =
−V (s0, 1, 1)b γ
+
∗ + (K − b∗)sγ
+
0
sγ
+
0 b
γ−
∗ − sγ−0 b γ
+
∗
.
In order to do so we analyse the function f(s) = e∗1 sγ
+
+e∗2 sγ
−
, s > 0. Since f ′(b∗) = −1
has already been shown, f(s) > K − s for s ∈ (s0, b∗) would follow from f being strictly
convex on (0, b∗) which we are going to prove below.
First observe that both e∗1 and e∗2 are positive. In fact, as s0 < b∗ implies that the
denominator sγ
+
0 b
γ−
∗ −sγ
−
0 b
γ+
∗ is negative, the positivity of the two coefficients e∗1, e∗2 follows
from
V (s0, 1, 1)b
γ−
∗ − (K − b∗)sγ
−
0 < 0 and − V (s0, 1, 1)b γ
+
∗ + (K − b∗)sγ
+
0 < 0
where the former inequality is a consequence of (3.19) because b∗ was chosen from the
interval (s1, b0) while the latter inequality is a consequence of our assumption K − s0 <
V (s0, 1, 1), on the one hand hand, and s0 < b∗, γ+ > 0, on the other.
As a consequence, if γ+ ≥ 1, then f is the sum of two strictly convex functions, and
hence strictly convex everywhere.
Now assume 0 < γ+ < 1 which is the remaining case. Note that f has exactly one
local minimum at s′ = [−e
∗
2γ
−
e∗1γ+
]
1
γ+−γ− and that this minimum is global because f(0+) =
lims→∞ f(s) =∞.
Thus, f is strictly decreasing on (0, s′) and strictly increasing on (s′,∞) which implies
b∗ < s′ because f ′(b∗) = −1.
Finally, f has exactly one point of inflection at s′′ = [−e
∗
2γ
−(γ−−1)
e∗1γ+(γ+−1) ]
1
γ+−γ− , and this point
satisfies s′′ > s′. Hence, f must be at least strictly convex on (0, s′) which also proves its
strict convexity on (0, b∗) ⊆ (0, s′).
Remark 3.13. (i) In the case of K − s0 = V (s0, 1, 1), the choice of b∗ has not been
discussed yet. In this case, we claim that b∗ = s0, and we will verify below that the
corresponding function given by (3.16) coincides with V (·, 0, 1) on (s0,∞).
(ii) In the case of (K − s0) < V (s0, 1, 1) < (K − b0)(s0/b0)γ− , we showed existence of
b∗ ∈ (s0, b0), and any such b∗ uniquely determines a function as given by (3.16). We
will verify below that any such function coincides with V (·, 0, 1) on (s0,∞). Moreover,
as shown in the proof of Lemma 3.10, for any choice of b∗, the corresponding function
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given by (3.16) must be strictly convex on (s0, b∗). Hence, as the value function with
respect to an optimal stopping problem is unique, there can only be one b∗.
Set τ∗ = τ[b∗,b0],0 ∧ τb1 ∧ τη,0 and introduce
V ∗(s, y, i) def=

e∗1sγ
+
+ e∗2sγ
−
: s ∈ (s0, b∗), y = 0, i = 1;
K − s : s ∈ [b∗, b0] ∩ (s0,∞), y = 0, i = 1;
(K − b0)
(
s
b0
)γ−
: s ∈ (b0,∞), y = 0, i = 1;
V (s, 1, i) : s > 0, y = 1, i ∈ {0, 1}.
Again, by verifying the conditions (v1),(v2),(v3) stated at the beginning of Section 3.2.3
for any fixed s > s0, we complete both the program set out in Remark 3.13 and the proof
of Theorem 3.6(iv).
For (v1), if s ∈ [b∗, b0], then there is nothing to prove as one stops immediately, and if
s > b0, then (v1) follows from Theorem 3.4 as V
∗(·, 0, 1) coincides with V˜ on (b0,∞).
In the remaining case of s0 < s < b∗, observe that the assumptions of Lemma 3.10 are
satisfied as K − s0 = V (s0, 1, 1) can be ruled out. Furthermore,
Es,0,1[e
−ατ[b∗,b0],0∧τb1∧τη,0(K − Sτ[b∗,b0],0∧τb1∧τη,0)
+]
=Es,0,1[e
−α(τb1∧τη,0)(K − Sτb1∧τη,0)+1{τ[b∗,b0],0>τs0}] + Es,0,1[e
−ατb∗ (K − b∗)+1{τ[b∗,b0],0<τs0}]
=Es,0,1
[
Es,0,1[ e
−α(τb1∧τη,0)(K − Sτb1∧τη,0)+1{τ[b∗,b0],0>τs0}|Fτs0 ]
]
+ (K − b∗)φ2(s, b∗)
which, by strong Markov property, simplifies to
V (s0, 1, 1)φ1(s, b∗) + (K − b∗)φ2(s, b∗).
Using the definition of Γ given at the beginning of the proof of Lemma 3.10 on page 68,
the last expression equals Γ(s, b∗). And since b∗ was chosen such that Γ(s, b∗) = V ∗(s, 0, 1),
condition (v1) follows in the remaining case, too.
For (v2), realise that, by the same arguments used in Section 3.2.3 on page 66, the above
candidate value function of this section satisfies (3.14), and hence we only need to show
that
Es,0,1[ e
−α(t∧τs0 ) V ∗(St∧τs0 , 0, 1) ] ≤ V ∗(s, 0, 1) (3.21)
for any t ≥ 0.
Now, consider the function φ(s′) = V ∗(s′, 0, 1), s′ > s0. Note that φ can be extended
to a function on (0,∞) which is of the type described in Remark 3.9 having finitely many
exceptional points of insufficient smoothness. In the case of K − s0 = V (s0, 1, 1), where
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b∗ = s0, there is one exceptional point at b0, whereas in the case of K − s0 < V (s0, 1, 1)
there are two exceptional points at b∗, b0. However, in both cases, applying Theorem 3.4
and Lemma 3.10, respectively, one can extend φ in such a way that φ′ is continuous.
Thus, according to Remark 3.9, we Ps,0,1-a.s. have
e−α(t∧τs0 )V ∗(St∧τs0 , 0, 1) = V
∗(s, 0, 1) +
∫ t∧τs0
0
e−αu(L− αI)V ∗(Su, 0, 1)du+ IBM (3.22)
where L stands once more for the operator introduced on page 56, and IBM is an integrable
stochastic integral against Brownian motion whose expectation vanishes.
Next, by explicit calculation, (L−αI)V ∗(·, 0, 1) ≤ 0 on (s0, b∗)∪ (b∗, b0)∪ (b0,∞). Since
the process (Su, u ∈ [0, τs0)) has Ps,0,1 - a.s. no occupation time in {b∗, b0}, inequality (3.21)
follows from (3.22) by taking expectations, proving (v2).
Finally, condition (v3) is a consequence of Lemma 3.10, if s ∈ (s0, b∗), and of Theorem
3.4, if s ∈ (b0,∞). Otherwise, there is nothing to be shown.
3.3 Numerical Analysis and Discussion
We are going to discuss the four cases (iii)(a-c) and (iv) of Theorem 3.6 using practically
relevant values for s0, µ0, σ0, µ1, σ1, α, λ,K.
Note that the choice of µ1, σ1, λ,K fixes the value of b1 and that the two cases (iii)(b,c)
of Theorem 3.6 can be reformulated as
(b′) b0 ≤ s0 and b1 < s0;
(c′) b0 ≤ s0 < K and b1 ≥ s0.
However, the formulation of the two cases (iii)(a) and (iv) requires the value of V (s0, 1, 1),
and that’s why we decided to formulate (iii)(b,c) using V (s0, 1, 1), too.
In what follows, when using the noun ‘put’ without further specification, we mean a
perpetual American put as considered in Theorem 3.6. However, as motivated in Remark
3.1(ii,iii,v), the average length of the put’s optimal exercise time is supposed to be rather
short, and hence we think that our analysis also produces good benchmarks for traded
American puts with times to maturity being long enough to allow for medium term option
trading, that is, three months and longer.
First, we have to choose the put’s underlying asset. By the macroeconomic explanation
given by Black in [9], we think that a leverage effect is more likely to be observed when the
whole market falls, and hence we choose an index, say, the Dow Jones index.
Second, to fully determine the put, a strike level has to be chosen. At the end of this
section we give a summary of how to choose the strike level motivated by our discussion of
Theorem 3.6 below. For now we choose K = 17000 for demonstration.
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Next we fix the following hypothetical values for σ0 = 20%, µ1 = 0, σ1 = 35%, α =
5%, λ = 100 and refer to Remark 3.1 and Remark 3.3(i) for their interpretation.
So, σ0 = 20% is supposed to be the implied volatility at present time of a traded
American put with strike K and time to maturity of at least three months, and we assume
that the expected market drop would cause an ‘excited’ volatility of σ1 = 35%.
Setting λ = 100 means to assume that the ‘excited’ state would only last for half a week
on average.
After the market has dropped, it is not clear what the new trend µ1 of the index would
be. Furthermore, if the ‘excited’ state only lasts for a short period of time, one can assume
that the ‘excited’ fluctuations according to the bigger σ1 dominate the trend. Thus a
reasonable choice for the new trend would be µ1 = 0.
The two remaining non-fixed parameters are s0 and µ0. Since σ0, α,K have been fixed,
there is a one-to-one correspondence between µ0 and b0, and hence, each pair (µ0, s0)
determines one of the four cases (iii)(a-c) and (iv) of Theorem 3.6. The optimal stopping
rules given in each of these cases are called strategies of the trader, in what follows.
In practice, depending on the present value s of the Dow Jones, the trader would choose
s0 according to their preferences of the future—they expect a market drop of a certain size.
In our analysis we take the reverse point of view: we first classify the values of s0 and then
discuss the impact of present values s above s0 on the strategy to be chosen by the trader.
While s−s0 determines the size of the expected market drop, the choice of µ0 determines
how soon this is supposed to happen in terms of the model (recall that σ0 has been fixed). A
rather small value of µ0 should be used if one wants that many price-trajectories predicted
by the model reach the level s0 in a rather short time. For example, a value of µ0 = −100%
would imply that, roughly, the value of the index expected under the model drops from
15600 to 15000 within two weeks.
In contrast, in the case of bigger values of µ0, the model more often predicts rising values
of the index in the future, and this is of course not in accordance with an expected market
drop. We will nevertheless analyse bigger values of µ0 because the corresponding strategies
might be of use for the trader in case they learn during the trade that their preferences of
the future were wrong.
Figure 1 below shows the blue graph of b0 = b0(µ0) embedded into the (µ0, s0) - plane.
The red horizontal line marks the level b1 = 14658 which crosses b0(µ0) at µ0 = 13.7%.
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Figure 1 Figure 2
Any point (µ0, s0) left (or above) of the curve b0(µ0) is associated with one of the cases
(iii)(b,c), and any point right of (or below) the curve is associated with one of the cases
(iii)(a),(iv) of Theorem 3.6.
Figure 2 shows the value functions corresponding to the two points (−1, 14500) and
(−1, 15000) which are both left of the curve b0(µ0) in Figure 1. The green anti-diagonal line
is part of the gain function (K−·)+, and the red convex curve is the graph of V (·, 1, 1) which
merges onto the gain function at b1. The blue branches hitting V (·, 1, 1) at s0 = 14500 and
s0 = 15000, respectively, are the graphs of the corresponding version of V (·, 0, 1) before the
regime change at s0.
Recall that V (·, 0, 1) and V (·, 1, 1) are two different components of the value function,
and they only meet continuously in the above picture because of the boundary condition
explained in Remark 3.2(i) on page 56.
Figure 2 can be used to illustrate the qualitative difference between the strategy assum-
ing s0 = 14500 ≤ b1 (case (iii)(c)) and the one assuming s0 = 15000 > b1 (case (iii)(b)).
When assuming s0 = 14500, the trader waits for the index to reach s0 and would then
sell/exercise the put immediately. When assuming s0 = 15000, they would also wait for
the index to reach s0 but would then exploit the regime change from σ0 to σ1 implemented
into their model due to an implied leverage effect during a market fall: they would either
sell/exercise the put after a further waiting time of the order of 1/λ, or sell/exercise the put
when the index reaches b1. Note that, in our example, 1/λ equals 1/2 week which is very
short. As a consequence, V (·, 1, 1) looks very similar to how the value function of a traded
American put shortly before maturity would look like, and this explains why V (·, 1, 1) is so
close to the gain function.
Remark 3.14. (i) According to our definition of the value function, all strategies refer
to exercising the option. However, since the price of an option which has not matured
yet always tops its exercise value, selling the option would not cause any disadvantage.
(ii) As argued above, choosing a put with strike K such that the level s0 defining the
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trade is below b1 and then applying Theorem 3.6 using a small value of µ0, that is,
using a value of µ0 in accordance with an expected market drop results in an optimal
strategy where the trader would NOT benefit from the implied leverage effect. So,
the trader would want to choose K such that the level s0 they have in mind is above
b1.
(iii) Following (ii), the strategy to be used would be the one described above with respect
to s0 = 15000 (case (iii)(b)) for at least all (µ0, s0) in the marked area shown in
Figure 1. Notice that this area covers values of µ0 as large as 13.7% which is, for
example, well-above the 10 years (2004-2013) average return rate of 6.05% of the Dow
Jones. Thus, the strategy given in case (iii)(b) of Theorem 3.6 is robust in the sense
that it applies to small values of µ0, when the model would predict a market drop in
accordance with the preferences of the trader, but also to ‘neutral’ values of µ0, when
the model would predict standard returns rather than a market drop.
Because of Remark 3.14(ii), we restrict the remaining part of our discussion to cases
where s0 > b1. By Remark 3.14(iii), we know that the strategy given in case (iii)(b) is
robust for small and ‘neutral’ values of µ0. Next, we discuss the type of strategy offered by
Theorem 3.6 when the trader’s preferences for the future are ‘entirely’ wrong, that is, when
µ0 is significantly bigger than 13.7% and (µ0, s0) belongs to the quadrant on the right-hand
side of the marked area in Figure 1. For demonstration, we choose µ0 = 30%.
Figure 3 shows the part of the quadrant on the right-hand side of the marked area in
Figure 1 which refers to 10% ≤ µ0 ≤ 100%. The blue upper concave curve is the graph of
b0(µ0), and the green concave curve beneath, which meets the upper curve at µ0 = 13.7%,
is the graph of a function we call smax0 = s
max
0 (µ0). This function gives the root of the
equation
V (s0, 1, 1) = (K − b0)
(
s0
b0
)γ−
, s0 unknown,
which is the value of s0 at which the switch between case (iii)(a) and case (iv) of Theorem
3.6 occurs. The red horizontal line again marks the level of b1 = 14658, and the black
vertical fat bar marks the values of s0 between b1 and s
max
0 = 15742 at µ0 = 30%.
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Figure 3 Figure 4
Any point (µ0, s0) between the horizontal line and the curve s
max
0 (µ0) is associated with
case (iv) of Theorem 3.6, while any point between the two curves smax0 (µ0) and b0(µ0) is
associated with case (iii)(a).
In case (iv), there exists a corresponding b∗ = b∗(µ0, s0) ∈ (s0, b0). For fixed µ0 = 30%,
we write b∗(s0) for b∗(0.3 , s0), and Figure 4 shows the graph of b∗(s0)− s0 for those values
of s0 marked by the vertical fat bar in Figure 3. Note that a further look at the proof of
Lemma 3.10 reveals lims0↑smax0 b∗(s0) = b0.
Figure 5 below shows the value function corresponding to the point (0.3 , 15000) which
is a point on the vertical fat bar in Figure 3. To better illustrate the typical shape of the
components of this value function, we scaled the axes in a non-linear way which is why, in
contrast to the other figures, there are no numerical values assigned to the axes.
Figure 5 Figure 6
The green anti-diagonal line is part of the gain function (K − ·)+, and the red convex
curve is the graph of V (·, 1, 1) which merges onto the gain function at b1 in the upper left
corner. The component V (·, 0, 1), plotted in blue, is identical to the gain function between
b∗ and b0 but also has two branches: the left branch below V (·, 1, 1) connects V (·, 1, 1) at
s0 with the gain function at b∗, and the right branch crosses V (·, 1, 1) before merging onto
the gain function at b0.
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Figure 6 zooms into the window marked in Figure 5 showing the components of the
value function corresponding to the point (0.3 , 15780) which is a case-(iii)(a)-point above
the vertical fat bar in Figure 3 but still below the curve b0(µ0). Only the component
V (·, 0, 1) changes. While, in Figure 5, V (·, 0, 1) is identical to the gain function on a whole
interval (b∗, b0), in Figure 6, its graph stays above the gain function everywhere crossing
V (·, 1, 1) from the right and meeting it again further left at s0.
Figure 6 graphically confirms Theorem 3.6 in asserting that the case-(iii)(a)-strategy is
identical to the case-(iii)(b)-strategy discussed in the context of Figure 2. All in all, the
case-(iii)(b)-strategy would be applicable for all (µ0, s0) in both the marked area shown in
Figure 1 and in that part of the quadrant on the right-hand side of this marked area which
is above the curve smax0 (µ0) in Figure 3.
Remark 3.15. Recall that the case-(iii)(b)-strategy involves waiting for the index to fall
s− s0 points where, by Remark 3.1(ii), the size of s− s0 is considerable. Thus, for values of
µ0 as large as 30% in our example, one would expect the index to take a rather long time
for dropping as much as s − s0. To avoid this risk, the trader would not want to choose a
put with strike K such that the level s0 defining the trade is above the curve s
max
0 (µ0) in
Figure 3 for a range of ‘larger’ values of µ0.
The alternative to this unsuitable choice of K would be to choose a put with strike K
such that the level s0 stays below the curve s
max
0 (µ0) in Figure 3 for all ‘larger’ values of
µ0. This alternative refers to the remaining case-(iv)-strategy, and we return to Figure 5 to
discuss this strategy in more detail.
Recall that µ0 = 30% and s0 = 15000 in our example. According to the function
b∗(s0)− s0 shown in Figure 4, the gap between s0 and b∗ in our example is about 30 points
of the Dow Jones index. Clearly, if s − s0 is of the order of 50 points and the value s of
the Dow Jones is of the order of 15000 points, then a drop from s to s0 would not have any
effect on the volatility of the index. So, at least in our example, to be in agreement with
the model’s assumptions, the value s should be well above b∗ (i.e. b∗  s).
Figure 5 can now be used to illustrate the two different strategies depending on how
much the present value s is above b∗. When assuming b∗ < s < b0, the trader would
sell/exercise immediately, while, when assuming b0 < s, the trader waits for the index to
reach b0 and would then sell/exercise. By the same reason given in Remark 3.15, the trader
would not want to wait for the index to reach b0 if µ0 is as large as 30%. Therefore, a further
but final constraint on where the present value s should be located is b∗  s < b0. Note
that b0−b∗ is of the order of 800 points in our example which is on the right scale for taking
into account a possible leverage effect if the index drops from s satisfying b∗  s < b0 to a
level s0 below b∗ = 15030. For given s and s0, the relation b∗(µ0, s0) < s < b0(µ0) wanted
for all ‘larger’ values of µ0 can be achieved by choosing an appropriate strike level K.
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3.4 Choosing the Strike Level
The following steps present a summary of the previous discussion on how to choose the
strike level of the put depending on both the stopping levels b0, b1, b∗ given by Theorem
3.6 and the level smax0 introduced in the paragraph preceding Figure 3 above. After this
summary we briefly describe how the strategies given in Theorem 3.6 could be used for
trading.
Step 1: Fix a discount rate α and choose an index with present value s. Find σ0 by comparing
implied volatilities calculated from a range of traded options on the index. Decide
about the size of s − s0 the index is expected to drop in the near future. Based on
analysing historical data or otherwise, decide about the size of the ‘excited’ volatility
σ1. Analysing historical data or otherwise, find the average time span of an ‘excited’
volatility regime after a drop of size s − s0 of the index of your choice, that is, find
1/λ. Set µ1 = 0.
Step 2: For different values of K calculate: b1; µ˜0 such that b1 = b0(µ˜0); s
max
0 (µ˜0 + ρ0) for
sufficiently large ρ0; b0(µ˜0 + ρ0); b∗(µ˜0 + ρ0, s0). For the right tuning of ρ0 compare
with both Figure 3 where µ˜0 and µ˜0 + ρ0 were 13.7% and 30%, respectively, and the
comments in Remark 3.14(iii) about the magnitude of 13.7%.
Step 3: Finally choose a put with strike level K such that b1 < s0 < s
max
0 (µ˜0 + ρ0) and
b∗(µ˜0 + ρ0, s0) < s < b0(µ˜0 + ρ0). We think that, for trading, the present value s of
the index and the drop-to-level s0 would be placed best if the size of b∗(µ˜0 +ρ0, s0)−s0
is on a smaller scale than s − s0 as in our example above. Note that this would also
entail b∗(µ˜0 + ρ0, s0) s.
When trading a put of the above choice using the strategies given by Theorem 3.6,
assuming that the value of µ0 is sufficiently negative to be conform with a drop of size
s− s0 in the near future, the trader would initially follow the case (iii)(b) strategy.
First, if the level s0 is reached within the expected time frame, the trader would continue
following the case (iii)(b) strategy to the end. In practical terms, the exponential waiting
time should be realised by waiting a multiple of the average waiting time 1/λ where the
choice of the multiple is up to the trader.
Second, if the level s0 is not reached within the expected time frame, the trader would
have gained enough new market data to update the value of µ0. Based on statistical testing
or otherwise, they should decide whether the updated value of µ0 is below µ˜0 or above
µ˜0 + ρ0.
If the decision is for the updated µ0 to be below µ˜0, the trader could continue following
the case (iii)(b) strategy (updating µ0 again if necessary), but they should also consider to
finish the trade as soon as selling/exercising would not result in any losses.
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If the decision is for the updated µ0 to be above µ˜0 +ρ0, the trader should change to the
case (iv) strategy but with respect to the most recent value of the underlying asset. If this
new present value s is above b∗(µ˜0 +ρ0, s0), they should sell/exercise immediately. However,
if it is in the range of s0 to b∗(µ˜0 + ρ0, s0), the trader could continue following the primary
case (iii)(b) strategy, unless the level b∗(µ˜0 + ρ0, s0) is reached before the drop-to-level s0
when they should sell/exercise immediately.
3.5 Chapter Appendix
We verify that the explicit expression given for V (·, 1, 1) in Theorem 3.6(ii) is indeed the
value function. This constitutes a degenerate case of the Regime Switching model. By
the argument in Corollary 2.10 and Remark 2.11 (v), if we can show the solution to the
free-boundary problem is unique, then we do not need to prove properties similar to (v2)
and (v3) on page 63. We have tried but failed to find an approach to prove Theorem 3.6(ii)
using a ‘guess and verify’ approach.
Theorem 3.6(ii) corresponds to the Regime Switching model with µ2 = 0, σ2 = 0,
r1 = r2 = r, with Q-matrix (
−λ λ
0 0
)
.
In this case, it is only necessary to find a single stopping level b1. The optimal stopping
level b1 must satisfy (3.10) because V (·, 1, 1) satisfies (3.8). However, finding b1 by solving
(3.10) requires showing uniqueness of solutions to a non-linear equation.
Lemma 3.16. There is exactly one solution (c1, c2, d2, b1) ∈ R3 × (0,K) to the system
(3.10).
Proof. We only show the lemma in the case of α+λ 6= µ1 using the corresponding function
h given in Remark 3.7(ii) because nothing fundamental changes when doing the calculation
in the remaining single case of α+ λ = µ1 with another function h.
First, we ignore the last equation of the system (3.10) and replace b1 by an arbitrary
b > 0. The resulting system of equations reads
c1K
β+ + c2K
β− − λK
α+ λ− µ1 +
λK
α+ λ
= d2K
β− ,
c1β
+Kβ
+
+ c2β
−Kβ
− − λK
α+ λ− µ1 = d2β
−Kβ
−
,
K − b = c1bβ+ + c2bβ− − λb
α+ λ− µ1 +
λK
α+ λ
,
and, for each b > 0, this system admits a unique solution c1, c2, d2.
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To analyse the non-linear last equation of the system (3.10), we only need to know c1
and c2 which are explicitly given by
c1 =
λK1−β+
(β− − β+)
[
β−
α+ λ− µ1 −
β−
α+ λ
− 1
α+ λ− µ1
]
,
c2(b) =
[
K − b+ λb
α+ λ− µ1 −
λK
α+ λ
− c1bβ+
]
1
bβ−
.
Second, for each b > 0, we introduce the function
Vb(s) = c1s
β+ + c2(b)s
β− − λs
α+ λ− µ1 +
λK
α+ λ
, s > 0,
and remark that b > 0 satisfies
−b = c1β+bβ+ + c2(b)β−bβ− − λb
α+ λ− µ1
if and only if
d
ds
Vb(s)|s=b = V ′b (b) = −1.
Therefore, when setting Γ(b) = V ′b (b) for b > 0, the proof of the lemma reduces to showing
that the equation Γ(b) = −1 has exactly one root between zero and K; and this will be
shown next.
By straightforward calculation, we have that
Γ(b) = c1b
β+−1(β+ − β−) + αKβ
−
(α+ λ)b
− (α− µ1)β
− + λ
α+ λ− µ1 for b > 0
so that
lim
b→0
Γ(b) = −∞ (since β− < 0) and Γ(K) = 0.
Thus, by the Intermediate Value Theorem, there exists b1 ∈ (0,K) such that Γ(b1) = −1.
For uniqueness, one only has to show that Γ(·) is increasing on (0,K), that is, Γ′(b) 6= 0
for all b ∈ (0,K).
But,
Γ′(b) = c1(β+ − 1)(β+ − β−)bβ+−2 − αKβ
−
α+ λ
b−2,
and hence, for b ∈ (0,K), the equality Γ′(b) = 0 is equivalent to
(
b
K
)β+
=
α(α+ λ− µ1)
1
2σ
2
1λ(β
+ − 1)(β− − 1) ,
where we have used that β− is a root of the equation (3.6). As the above right-hand side is
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always negative because β+ > 1 if α + λ > µ1 and β
+ < 1 if α+ λ < µ1, there is no b > 0
such that Γ′(b) = 0.
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4 On Optimal Stopping under Barndorff-Nielson Shephard
Model
4.1 Introduction
4.1.1 Literature review and chapter summary
In their seminal paper [7], Barndorff-Nielsen and Shephard introduced a model that has been
shown to describe the behaviour of certain financial assets processes particular well. Under
this model, the squared volatility of a risky asset is described by an Ornstein-Uhlenbeck
type process with a Le´vy subordinator as the background driving process. A key feature
of this model is that an upward jump in volatility of the underlying asset occurs at the
same time as a downward jump in price. We will refer to this model as the BNS model.
Moreover, Barndorff-Nielsen suggested in [6] that generalised inverse Gaussian distributions
are suitable distributions for the Le´vy process.
The BNS model has been studied from the point of view of portfolio selection in [8].
[54] is a study on the equivalent martingale measures and the European option pricing for
the BNS model. The authors of [54] proposed a transform-based method and a simple
Monte Carlo method. The only paper we have found on the subject of American options is
[61]. [61] claims that the price of an American option under the BNS model is the unique
viscosity solution of the standard variational inequality associated with optimal stopping
problems, which was discussed at the beginning of Section 1.2.
We consider the problem of American option valuation under the BNS model. In par-
ticular, we are interested in the American put problem in both finite and infinite horizon.
Our analysis uses a combination of probabilistic and analytical methods. We are able to
prove monotonicity and continuity properties of option prices under the BNS model. From
this, we can deduce that the stopping region of the optimal stopping problem is charac-
terised by a monotone stopping boundary in infinite horizon and by a monotone stopping
surface in finite horizon. In infinite horizon, the stopping boundary is continuous subject
to some additional assumptions about the jump measure. In finite horizon, the continuity
can only be proved in a specific direction. By appealing to classical results in PDE theory,
we are able to strengthen the results in [61]. In infinite horizon, we show that the value
function satisfies its corresponding variational inequality everywhere except on the stopping
boundary. In finite horizon, this, too, holds subject to a change of variable.
From a theoretical point of view, the BNS model poses more difficult challenges than
jump diffusion models and stochastic volatility models without jumps. Firstly, the under-
lying asset has jumps, hence the time change argument in [2] cannot be applied to prove
monotonicity in volatility. Secondly, the squared volatility process has no diffusion com-
ponent, so the PIDE operator in the variational inequality is no longer ‘nice’. This means
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similar arguments to those appearing in [59] and [77] cannot be applied without modifica-
tion, especially for finite horizon problems.
The practical implication of our regularity results is that discretisation techniques such
as finite difference can be used to solve the variational inequality numerically to approximate
the value function. Often, these regularity properties are assumed rather than proven when
developing numerical methods. This was the case in [3], where the authors studied the
Heston model with jumps.
The rest of this chapter is organised as follows. Section 4.1 introduces the probabilistic
set-up of the BNS model and the relevant optimal stopping problems. In Section 4.2 and
4.3, we prove monotonicity properties of the value function and stopping boundary/surface.
In Section 4.4 and Section 4.5, we prove some regularity results about the value function and
continuity of the stopping boundary/surface for both infinite and horizon problem. Section
4.6 is a stand-alone section using a Monte Carlo method to estimate the value function to
check some of the properties we proved in the previous sections. Section 4.7 contains the
auxiliary proofs omitted in Section 4.1 - 4.6.
4.1.2 Probabilistic set-up for the BNS model
Let (Ω,F ,P) be a probability space which supports two independent Le´vy processes, a
Brownian motion Bt and a Le´vy subordinator Zt, which is assumed to be driftless. Since
Z is a Le´vy subordinator, it has a Le´vy measure Π with support on (0,∞), which satisfies
the condition ∫ ∞
0
(1 ∧ z)Π(dz) <∞. (4.1)
Let (Ft)t≥0 be the complete augmented filtration generated by (Bs, Zλs : s ≤ t). We
consider a pair of processes (Xt, Vt) driven by the following pair of SDEs
dXt =
√
VtdWt − (1
2
Vt − r − λΦ(ρ))dt− ρdZλt
dVt = −λVtdt+ dZλt (4.2)
where Φ is the Le´vy symbol for Z. r, λ and ρ are positive constants. Usually, Xt model the
log price of an underlying asset and Vt models the squared volatility. We denote the price
of the asset by St = exp(Xt). Here Z is often referred to as the background driving Le´vy
process (BDLP).
We construct a family of these processes for initial values S0 > 0 and V0 ≥ 0 on the
probability space P, driven by B and Z. On such a space, the pair (S, V ) is strong Markov
with state space O def= (0,∞)× [0,∞).
We use Ss,v to denote the process S with initial conditions S0 = s and V0 = v. Similarly,
Xx,v denotes the process X with the initial condition X0 = x and V0 = v and V
v denotes
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the process V with the initial condition V0 = v. We can use the notation V
v because the
evolution of the V does not depend on S or X and it can be shown that V is a strong
Markov process.
Remark 4.1. We note that under this set up, e−rtSt is a martingale. This is particularly
relevant in financial applications, where P is known as a martingale measure (or a risk-
neutral measure). This is a condition we impose to ensure that there is no arbitrage in the
model. Notice that if the drift term of X is changed so that e−rtSt is no longer a martingale,
a change of measure is required such that e−rtSt is a martingale under the new measure.
In some cases, the dynamics of (S, V ) does not even follow a different BNS model under
the changed measure. We avoid this by effectively choosing a risk neutral measure to work
with. For a discussion of equivalent martingale measures for the BNS model, see [54].
We can now give a financial interpretation for the parameters appearing in the BNS
model. In this risk-neutral set up, r can be interpreted as the risk-free rate. It is implicitly
assumed that investors can invest in a riskless asset as well as the asset with price process
S. When investing in this riskless asset, an investor can expect 1 unit of money at 0 to
return ert unit of money at time t with certainty. λ is the rate the square-volatility V decays
at. It is assume that V decays exponentially when there are no jumps in the price of the
underlying asset. ρ can be regarded as a measure of correlation between the log-price X and
V . When the squared volatility increases by 1 unit, the log-price X decreases by ρ units.
This feature is intended to capture some aspects of the leverage effect, which we discussed
when introducing our interactive volatility model in Chapter 3. We refer to Section 3.1 for
a more detailed discussion.
Under the BNS model, the process V is an Ornstein-Uhlenbeck process driven by a
subordinator and therefore admits the representation
V vt = V
v
t′ e
−λ(t−t′) + e−λ(t−t
′)
∫ t
t′
eλudZλu for t > t
′. (4.3)
Alternatively, it can be written as
V vt = V
v
t′ e
−λ(t−t′) +
∑
t′<u≤t
∆Zue
−λ(t−u) for t > t′, (4.4)
where ∆Zu = Zu − Zu− is the jump at time u.
Moreover, Xx,vt has the explicit representation
Xx,vt = X
x,v
t′ +(r+λΦ(ρ))(t−t′)−ρ(Zλt−Zλt′)+
∫ t
s
√
V vu dWu−
1
2
∫ t
s
V vu du for t > t
′, (4.5)
so conditional on Xx,vt′ , Zλt − Zλt′ and (Vu : t′ ≤ u ≤ t), Xx,vt is normally distributed.
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Exponentiating (4.5), we see that Ss,vt is lognormally distributed when conditioned on S
s,v
t′ ,
Zλt − Zλt′ and (Vu : t′ ≤ u ≤ t).
Remark 4.2. (i) By setting t′ = 0 in (4.3), we have
V vt = ve
−λt + e−λt
∫ t
0
eλqdZλq,
This means for  > 0, t ≥ 0, V v+t ≥ V vt and the following equation holds:
V v+t = V
v
t + e
−λt. (4.6)
(ii) Under the BNS model, 0 is a transient state. If V0 = 0, P (Vt > 0) > 0 for all
t > 0. However, if V0 > 0, then P (Vt = 0) = 0. In other models, the state 0 is often
absorbing state; in which case, the value of option at v = 0 is often known. The
transience property causes extra difficulty in numerical schemes, see Remark 4.29.
An important tool available to us is the variational inequality. In order to know the
correct variational inequality satisfied by the value function, we need the infinitesimal gen-
erator L of the pair (S, V ). The infinitesimal generator of (S, V ) acting on C2 functions is
given by
Lf(s, v) =
1
2
s2v∂11f(s, v)+rs∂1f(s, v)− λv∂2f(s, v)
+ λ
∫ ∞
0
f(se−ρz, v + z)− f(s, v) + s(1− e−ρz)∂1f(s, v)Π(dz).
The derivation of this generator is found on page 131 in the Chapter Appendix. By a
similar calculation, it is possible to show the process V is also a strong Markov process with
the infinitesimal generator (acting on C1 functions)
LV f(v) = −λvf ′(v) + λ
∫ ∞
0
f(v + z)− f(v)Π(dz) for v ∈ [0,∞).
4.1.3 Definition of some optimal stopping problems under the BNS model
For a given pay-off function g, the price of the American option with this pay-off is found
by solving the following optimal stopping problem:
u(s, v, T ) = sup
0≤τ≤T
Ee−rτg(Ss,vτ ) for s > 0, v ≥ 0, T ∈ [0,∞],
where the supremum is taken over all stopping times. As introduced in Chapter 1, u
is referred to as the value function and g is referred to as the pay-off or gain function.
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Throughout the rest of this chapter, we assume that g is a convex function. An
important pay-off function which satisfies this condition is (K − ·)+, which is the pay-off of
a put option.
Definition 4.3. Let g(·) : (0,∞)→ R be a convex function. We define u : (0,∞)× [0,∞)×
[0,∞]→ (0,∞) as
u(s, v, T ) = sup
0≤τ≤T
Ee−rτg(Ss,vτ ) for s > 0, v ≥ 0, T ∈ [0,∞], (4.7)
where the supremum is taken over the set of all stopping time with respect to the filtration
Ft bounded above by T . When T = ∞, the value function is independent of T and we use
the shorthand u(s, v) = u(s, v,∞).
To ensure the value function is well defined, we impose the following condition.
Assumption 4.4. We assume that E sup
0≤t≤T
e−rt|g(Ss,vt )| <∞ for all s > 0, v ≥ 0.
It is trivial to see that this condition is automatically satisfied when the gain function
is bounded. A closely related object to American options is Bermudan options, where the
option holder can only exercise the option at some pre-agreed fixed times. We now define
the value function for a Bermudan option with equally spaced exercise times.
Definition 4.5. Let g(·) : (0,∞)→ R be a convex function. We define U : (0,∞)×[0,∞)×
[0,∞)× N+ → (0,∞) as
U(s, v, T, n) = sup
τ∈{T
n
, 2T
n
,...,T}
Ee−rτg(Ss,vτ ) for s > 0, v ≥ 0, T ∈ [0,∞), n ∈ N+. (4.8)
For a given n, the set of permitted exercise times for the Bermudan option in the
definition above is {Tn , 2Tn , ..., T}. In particular, U(s, v, T, 1) = Ee−rT g(Ss,vT ) is the price of
the European option with expiry T .
4.2 General properties of value functions for convex gain function
4.2.1 Limit relationship between value functions of Bermudan and American
options
Proposition 4.6. Let u(s, v, T ) denote the price of an American option under the BNS
model with S0 = s, V0 = v and expiry T , then
lim
m→∞U(s, v, T, 2
m) = u(s, v, T ) (4.9)
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The proof of this proposition is found in the Chapter Appendix on page 129. This
lemma is relatively standard and its proof similar to that of Lemma 2.21.
Remark 4.7. Pricing Bermudan options is an interesting problem in its own right, but
there are two reasons why they are relevant from the point of view of American options.
The first reason is theoretical. Proposition 4.6 tells us that the price of Bermudan
options converges monotonically to the price of the corresponding American options with
the same pay-off if nested sequence of permitted exercise times are chosen. It is sometimes
easier to study Bermudan options because fixed exercise times allow us to use the transition
kernel of the processes (S, V ). The results in the rest of this subsection are proved first for
Bermudan options and then proved for American options by taking limits.
In comparison, tackling the American option problem directly requires understanding
of the expected value of the gain process evaluated at stopping times. The current success
seems to be restricted to relatively simple one dimensional processes in infinite time horizon.
For example, see [1] for pricing American options when the price process is a spectrally one-
sided Le´vy processes.
The second reasons is a practical one. Some numerical schemes for solving American
option problems usually price the Bermudan option instead and give a bound on the price
gap. This means instead of pricing American options, we are actually pricing Bermudan
options to approximate the American option prices. This is the method used in Section 4.6
to obtain numerical results for American put options under the BNS model.
4.2.2 Convexity and monotonicity results
Having now established the connection between Bermudan and American options, we pro-
ceed according to the plan set out in Remark 4.7. The goal of this section is to prove the
convexity of the value function with respect to the price variable and the monotonicity with
respect to variance variable for the value functions of Bermudan and American options.
The results in this section not only help us to gain better understanding about the value
function, but also provide us with information about what the stopping region looks like.
They are important for the results we prove about the shape of the stopping region of the
American put problem in the next section.
Proposition 4.8. Recall the definition of u and U given by (4.7) and (4.8), then the
following statements hold for T ∈ [0,∞).
(i) u(s, v, T ) and U(s, v, T, n) are convex in the price variable s.
(ii) u(s, v, T ) and U(s, v, T, n) are increasing in variance variable v.
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In addition, if the condition
u(s, v,∞) = lim
T→∞
u(s, v, T ) (4.10)
holds, then (i) and (ii) also holds for u(s, v).
The assumption given by (4.10) does not always hold, but it holds if the gain function
is bounded (as it is the case in the perpetual American put problem).
Lemma 4.9. Consider the set-up given in Definition 4.3 with the additional assumption
that g is bounded, then u satisfies condition (4.10).
See page 130 for a proof of this lemma. We now prove Proposition 4.8. Our strategy is
to first prove Proposition 4.8 for U(s, v, T, n) by induction, then Proposition 4.8 also holds
for u(s, v, T ) by taking appropriate limits. The following lemma is the base case of the
induction.
Lemma 4.10. The price of the European option U(s, v, T, 1) defined in (4.8) is convex in
s and increasing in v for s > 0, v ≥ 0.
Proof. We introduce the following notations: if Y has a log-normal distribution with
log(Y ) ∼ N(−12y, y), we denote the distribution function of Y by Ny. The use Y1 and
Y2 to denote the integrated square volatility for the two cases V0 = v and V0 = v+ , where
Y2 =
∫ T
0
V vq dq and Y1 =
∫ T
0
V v+q dq.
By Remark 4.2, Y1 ≥ Y2 almost surely. Furthermore, we denote the σ-algebra generated
by Z up to the expiry time T by σ(Zλq : q ≤ T ).
First, we prove U(s, ·, T, 1) is increasing. We observe that Ss,vT can be written as,
Ss,vT = s exp
(
(r + λΦ(ρ))T − ρZλT
)
exp
(∫ T
0
√
VtdWt − 1
2
∫ T
0
Vtdt
)
︸ ︷︷ ︸ . (4.11)
Note the braced part of equation (4.11) has expectation 1 and its conditional distribu-
tion with respect to σ(Zλq : q ≤ T ) is log-normal. We now proceed by the law of total
expectation. For any  > 0, we obtain
U(s, v + ,T, 1)− U(s, v, T, 1)
= E[e−rT (g(Ss,v+T )− g(Ss,vT ))]
= E[E[e−rT (g(Ss,v+T )− g(Ss,vT ))|σ(Zλq : q ≤ T )]]
= E[E[e−rT (g(scη1)− g(scη2))]︸ ︷︷ ︸
(4.13)
|νq=V v+q ,µq=V vq ,c=e(r+λΦ(ρ))T−ρZλT ], (4.12)
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where ηi has log-normal distribution with distribution functions Nyi for i = 1, 2. yi are
values of Yi when conditioned with respect to σ(Zλq : q ≤ T ). Explicitly, they are given by
y2 =
∫ T
0
µq dq and y1 =
∫ T
0
νq dq =
∫ T
0
µq + e
−λq dq = y2 +

λ
(1− e−λT ),
where the expression for y1 in term of y2 follows from (4.6). This allows us to write the
braced part of (4.12) as the following integral:∫ ∞
0
g(scp)Ny1(dp)−
∫ ∞
0
g(scp)Ny2(dp). (4.13)
Now consider an independent probability space (Ωˆ, Fˆ , Pˆ) supporting two independent
random variables ζ2 and η with distribution function Ny2 and N(y1−y2). Let log(ζ1) =
log(ζ2)+ log(η). Note that log(ζ1) ∼ N(−12y1, y1), so ζ1 has density function Ny1 . We have,
for any s > 0, c > 0, y1 > y2,∫ ∞
0
g(scx)Ny1(dx)−
∫ ∞
0
g(scx)Ny2(dx) = Eˆ[e−rT (g(scζ1)− g(scζ2)]
= Eˆ[e−rT (g(scζ2η)− g(scζ2)]
= Eˆ[Eˆ[e−rT (g(scζ2η)− g(scζ2)|σ(ζ2)]]
= Eˆ[Eˆ[e−rT (g(scuη)− g(scu)]︸ ︷︷ ︸
≥0 by Jensen’s inequality
|u=ζ2 ] ≥ 0
Note that Jensen’s inequality applies since Eˆη = 1 and g is convex. It follows that the
integral denoted by (4.13) is non-negative and U(s, v + , T, 1) ≥ U(s, v, T, 1) from (4.12).
We now show convexity of U(·, v, T, 1). It is clear from (4.11) that Ss,v = sS1,v, so for
t ∈ (0, 1), we have:
U(ts1 + (1− t)s2, v, T, 1) = Ee−rT g(Sts1+(1−t)s2,vT )
= Ee−rT g((ts1 + (1− t)s2)S1,vT )
= Ee−rT g(ts1S1,vT + (1− t)s2S1,vT )
≤ Ee−rT (tg(s1S1,vT ) + (1− t)g(s2S1,vT ))
= tEe−rT g(s1S1,vT ) + (1− t)Ee−rT g(s2S1,vT )
= tEe−rT g(Ss1,vT ) + (1− t)Ee−rT g(Ss2,vT )
= tU(s1, v, T, 1) + (1− t)U(s2, v, T, 1),
where the inequality holds because g is a convex function.
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Before we proceed to our next result, we make the following observation. By Bellman-
Wald Equation, we have the following representation:
U(s, v, T, n) = e−rT/nE[max(g(Ss,vT
n
), U(Ss,vT
n
, V vT
n
, T (n−1)n , n− 1))] (4.14)
We now prove that U(s, v, T, n) is convex in s and increasing in v for every n and finite
T by induction.
Proposition 4.11 (Proposition 4.8 for U). Under the BNS model, U(s, v, T, n) defined in
(4.8) is increasing in v and convex in s for all s > 0, v ≥ 0 and n ∈ N.
Proof. We proceed by induction. We proved the n = 1 case in Lemma 4.10. For n ≥ 2,
assume the proposition holds for n − 1. For this particular value of T and n, define the
function
w(s, v) = max(g(s), U(s, v, T (n−1)n , n− 1))
Note U(s, v, T (n−1)n , n− 1) is increasing in v and convex in s by induction hypothesis, so w
is also increasing in v and convex in s. Hence, by (4.14), we have that
U(s, v + , T, n)− U(s, v, T, n)
=Ee−rT/n
[
w(Ss,v+T/n , V
v+
T/n )− w(Ss,v+T/n , V vT/n)︸ ︷︷ ︸
≥0 since w(s,·) is increasing
]
+ Ee−rT/n
[
w(Ss,v+T/n , V
v
T/n)− w(Ss,vT/n, V vT/n)
]
≥Ee−rT/n
[
w(Ss,v+T/n , V
v
T/n)− w(Ss,vT/n, V vT/n)
]
The remaining part of the argument similar to the case n = 1,
Ee−rT/n
[
w(Ss,v+T/n , V
v
T/n)− w(Ss,vT/n, V vT/n)
]
= E[E[e−rT (w(Ss,v+T , V
v
T
n
)− w(Ss,vT , V vT
n
))|σ(Zλq : q ≤ Tn )]]
= E
[
E
[
e−rT (w(scη1, µq)− w(scη2, µq))
]
︸ ︷︷ ︸
(4.16)
∣∣∣∣
νq=V
v+
q ,µq=V vq ,c=e
(r+λΦ(ρ))Tn−ρZλT/n
]
, (4.15)
where ηi has log-normal distribution with distribution functions Nyi for i = 1, 2. yi are
integrated square volatility up on conditioning with respect to σ(Zλq : q ≤ T/n). Explicitly,
they are given by
y2 =
∫ T/n
0
µq dq and y1 =
∫ T/n
0
νq dq =
∫ T/n
0
µq + e
−λq dq = y2 +

λ
(1− e−λT/n),
where the expression for y1 in term of y2 follows from (4.6). This allows us to write the
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braced expression in (4.15) as the following integral:∫ ∞
0
w(scp, µq)Ny1(dp)−
∫ ∞
0
w(scp, µq)Ny2(dp). (4.16)
By an identical argument to the one following (4.13), except swapping g(·) for w(·, µq), we
have that ∫ ∞
0
w(scp, µq)Ny1(dp)−
∫ ∞
0
w(scp, µq)Ny2(dp) ≥ 0,
hence U(s, v, T, n) is increasing in v, if U(s, v, T, n − 1) is increasing in v and convex in
s. The argument for convexity in s is similar to the argument used to show U(·, v, T, 1) is
convex in Lemma 4.10. For t ∈ (0, 1), we have that
U(ts1 + (1− t)s2, v, T, n) =Ee−rT/n[w(Sts1+(1−t)s2,vT/n , VT/n)]
=Ee−rT/n[w((ts1 + (1− t)s2)S1,vT/n, VT/n)]
≤Ee−rT/n[tw(s1S1,vT/n, , VT/n) + (1− t)w(s2S1,vT/n, V vT/n)]
=tU(s1, v, T, n) + (1− t)U(s2, v, T, n),
where the inequality holds by convexity of w(·, v).
Proposition 4.8 holds for u as a corollary.
Corollary 4.12 (Proposition 4.8 for u). u(s, v, T ) is convex in s and increasing in v for
all T ∈ [0,∞). This also holds for T =∞ if (4.10) holds.
Proof. The short proof for this result is structured as follows.
(i) We show that u(s, v, T ) is convex in s for a finite T .
Proposition 4.11 tells us that U(·, v, T, 2m) is convex. Moreover, by Proposition 4.6,
for a finite T , u(s, v, T ) is the pointwise limit of U(s, v, T, 2m) as m tends to the
infinity. Since the limit of a convex function is convex, we conclude that u(·, v, T ) is
convex.
(ii) We show that u(s, v, T ) is convex in s for T =∞ provided (4.10) is satisfied.
For T =∞, by (4.10), we have that
lim
T→∞
u(s, v, T ) = u(s, v,∞) = u(s, v),
Since u(s, v, T ) is shown to be convex in (i), we see that u(s, v,∞) is convex as it is
the limit of convex functions.
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(iii) We show that u(s, v, T ) is increasing in v for all T ∈ (0,∞) and T =∞ if (4.10) holds.
The argument in step (i) and (ii) can be repeated for monotonicity in v because like
convexity, monotonicity is preserved by taking limit in m and T .
Remark 4.13. (i) The proof we used for Proposition 4.8 still works if we change the
linear drift term of the process Xt from (r + Φ(ρ))dt to cdt for any constant c, but
we cannot change the non-constant term −12Vtdt. We use the fact that conditional
distribution of
√
VtdBt − 12Vtdt is log-normal and found a coupling to take advantage
of this.
(ii) The proof of Proposition 4.8 is similar to the proof of Proposition 2.22. In general,
the comparison method works for the class of model driven by Markov processes
Bt, Vt, V˜t,Mt such that
dXt =
√
VtdBt − 1
2
Vtdt+ dMt,
dXt =
√
V˜tdBt − 1
2
V˜tdt+ dMt,
where B is a Brownian motion, M is a Markov process and the distribution of Mt
conditional on σ(Vs : s ≤ t) is the same as the distribution of Mt conditional on
σ(V˜s : s ≤ t).
Vt ≥ V˜t for all t ≥ 0.
4.3 Characterisation of the stopping region for the American put problem
The result in the rest of this chapter are predominantly related to American put problem
where g(s) = (K−s)+. The key results of this section are Proposition 4.20 and Proposition
4.22, where we characterise the stopping region of the American problem by a stopping
boundary and shows its left-continuity.
We begin by giving two definition related to the stopping region.
Definition 4.14. The stopping region, D, of the optimal stopping problem is defined by
D
def
= {(s, v, T ) : u(s, v, T ) = g(s)} (4.17)
Another object relevant to the American put is the maximum price at which the option
should be exercised for a given value of v and T .
Definition 4.15. The function b : [0,∞)× [0,∞]→ [0,∞) is defined by
b(v, T )
def
= sup{s : u(s, v, T ) = (K − s)+}. (4.18)
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In addition, we use b(v) as a shorthand for b(v,∞). We use the convention that sup ∅ = 0.
Remark 4.16. It makes sense to use the convention that when the right side of equation
(4.18) is an empty set, we take b(v, T ) = 0. We can in fact extend the definition of u(s, v, T )
fo s = 0. In this case,
K = g(0) ≤ u(0, v, T ) ≤ sup
s≥0
g(s) = K, (4.19)
so 0 is always in the set on right hand side of (4.18) in this extended definition of u. The
convention sup ∅ = 0 is consistent with this extended definition of value function. However,
it is possible to show that b(v, T ) 6= 0 any value of v and T .
In this section, we first prove two monotonicity lemmas related to the value function
with respect to the price parameter s. Combining these new results with the monotonicity
result in the variance parameter v in the previous section, we show that the stopping region
D can be characterised entirely by b.
Lemma 4.17. u(·, v, T ) and U(·, v, T, n) is a decreasing function for v > 0, T ∈ [0,∞].
Proof. Using the inequality a+ − b+ ≤ (a− b)+, we have
u(s+ , v, T )− u(s, v, T ) = sup
0≤τ≤T
E[e−rτ (K − Ss+,vτ )+]− sup
0≤τ≤T
E[e−rτ (K − Ss,vτ )+]
≤ sup
0≤τ≤T
E[e−rτ ((K − Ss+,vτ )+ − (K − Ss,vτ )+)]
≤ sup
0≤τ≤T
E[e−rτ (Ss,vτ − Ss+,vτ )+] = 0,
where the last equality holds since Ss,vτ ≤ Ss+,vτ almost surely. The proof for U works
exactly the same way.
Lemma 4.18. For fixed v ≥ 0, T ∈ [0,∞], the function
s 7→ u(s, v, T )− g(s)
is non-decreasing in [0,K].
Proof. We first prove this lemma for T <∞. For any s,  such that 0 < s < s+  < K, let
τ ≤ T to be a stopping time such that
u(s, v, T ) = Ee−rτ (K − Ss+,vτ )+.
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Note, E[e−rτSs,vτ ] = s since τ is a bounded stopping time. Then, we have that
u(s+ , v, T ) = E[e−rτ (K − Ss+,vτ )+]
≥ E[e−rτ (K − Ss,vτ )+] + E[(e−rτSs+,vτ − e−rτSs,vτ )+]
≥ u(s, v, T )−
(
s+ 
s
− 1
)
E[e−rτSs,vτ ]
= u(s, v, T )− (s+ ) + s
= u(s, v, T )− g(s) + g(s+ ),
where the second line follows from the first by the inequality a+ − b+ ≤ (a − b)+. For
T =∞, we just need to take the limit T →∞ on the result for T <∞.
u(s, v, T ) − g(s) is the premium the current option value has over its current exercise
value. When this is equal to 0, the option should be exercised. By Remark 4.16, we know
that g(b(v, T ))− u(b(v, T ), v, T ) = 0. Lemma 4.18 tells us that
u(s, v, T ) = g(s) for s ≤ b(v, T ).
Combining this with the fact u is convex and decreasing in s, we know the value u(·, v, T )
looks like
An illustration of value function for a fixed value of v
We now show that the stopping regionD can be completely characterised by the stopping
boundary b. In order to prove this, we need the following lemma.
Lemma 4.19. Recall the definition of b(v, T ) given by (4.17). The following holds
(i) u(b(v, T ), v, T ) = (K − b(v, T ))+
(ii) For T > 0, v > 0, b(v, T ) < K.
95
Proof. By definition of b, there exists a sequence sn such that u(sn, v, T ) = (K − sn)+
and sn ↑ b(v, T ). Since u is convex in s and convex functions are continuous, u(·, v, T ) is
continuous, so we have
u(b(v, T ), v, T ) = lim
n→∞u(sn, v, T ) = limn→∞(K − sn)
+ = (K − b(v, T ))+. (4.20)
This prove (i). For (ii), suppose that b(v, T ) ≥ K, so u(b(v, T ), v, T ) = 0 by (i). Observe
that for any 0 < t < T , P(Ss,vt < K/2) > 0 for all s, v > 0. By choosing the stopping time
to be t, we have
u(b(v, T ), v, T ) ≥ Ee−rt(K − Sb(v),vt )+ ≥ Ke
−rt
2 P(S
s,v
t < K/2) > 0,
which contradicts u(b(v, T ), v, T ) = 0.
We are now ready to show that the stopping region D only consists of (s, v, T ) such that
s ≤ b(v, T ).
Proposition 4.20. Recall the definition of D given by (4.18). We have that
D = {(s, v, T ) : s ≤ b(v, T )}, (4.21)
Proof. Firstly, by the definition of b(v, T ), we have
D ⊆ {(s, v, T ) : s ≤ b(v, T )}.
Secondly, because u(s, v, 0) = g(s) = (K−s)+, so b(v, 0) =∞ for all v > 0 and (4.21) holds
for T = 0. Thirdly, for T > 0, Lemma 4.19 tells us that b(v, T ) < K and u(b(v, T ), v, T ) =
K − b(v, T ). By Lemma 4.18, we see that
u(s, v, T )− (K − s) ≤ u(b(v, T ), v, T )− (K − b(v, T )) = 0 for s < b(v, T ) < K,
so u(s, v, T ) ≤ (K − s). However, u(s, v, T ) ≥ g(s) = (K − s) by the definition of u, so
{(s, v, T ) : s ≤ b(v, T )} ⊆ D,
which allows us to conclude that (4.21) holds.
Since the stopping region consists of values of s lying below b(v, T ), we refer to b(v, T )
(or b(v) in the perpetual case) as the stopping surface (or stopping boundary in the
perpetual case).
The next corollary follows immediately from Proposition 4.17 and Proposition 4.12. The
proof is found on 133 in chapter appendix.
96
Corollary 4.21. The left and right derivatives of u with respect to s exist and satisfy the
conditions
−1 ≤ ∂−1 u(s, v, T ) ≤ 0 for s > 0 and − 1 ≤ ∂+1 u(s, v, T ) ≤ 0 for s ≥ 0.
The same holds if T =∞.
We now prove some properties of b without any additional assumptions. Namely, b is
monotone and left continuous.
Proposition 4.22. b has the following properties:
(i) b is decreasing in both v and T ,
(ii) b is jointly left continuous in (v, T ), that is,
b(v∗, T ∗) = lim
(v,T )↑(v∗,T ∗)
b(v, T )
Proof. For (i), consider v′ ≥ v and T ′ ≥ T , for all s > b(v, T ), we have that
u(s, v′, T ′) ≥ u(s, v, T ) > g(s).
Since u(b(v′, T ′), v′, T ′) = g(b(v′, T ′)) by (4.20), we can conclude that b(v′, T ′) 6= s for all
s > b(v, T ). This means b(v′, T ′) ≤ b(v, T ), from which we conclude that b is decreasing in
v and T .
For (ii), fix (v∗, T ∗), by part (i), since b is decreasing in both variables, we have that
b∗ def= lim
(v,T ),↑(v∗,T ∗)
b(v, T ) ≥ b(v∗, T ∗) (4.22)
For v < v∗ and T < T ∗, by the continuity of u in the stopping region, we have that
u(b∗, v∗, T ∗) = lim
(v,T )↑(v∗,T ∗)
u(b∗, v, T ) = K − b∗, (4.23)
where the second equality follows by the fact b∗ ≤ b(v, T ) for all v < v∗, T < T ∗. (4.23)
means that b∗ ≤ b(v∗, T ∗). Together with (4.22), this proves b is left continuous in (v, T ).
Remark 4.23. For T =∞, we have that b(v) is decreasing and left-continuous in v by the
same argument.
The left continuity of the stopping boundary or stopping surface b holds without any
additional assumptions. Instead of proving this fact directly, it is possible to show the left
continuity of b must follow from the fact the stopping region is a closed set but it would
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require us to show that u is upper semi-continuous. See the discussion preceding Theorem
1.3 on page 8 or [57, pp.36] for further details. In the next section, we will show that the
stopping boundary in the perpetual case is continuous under some additional assumptions.
4.4 Regularity property of value function and stopping boundary for the
perpetual American put problem
Having now established the nature of the stopping region for the American put problem.
The goal of this section is to gain better understanding of the regularity properties of
the value function and stopping boundary. We will show that the value function and the
stopping boundary are well behaved under suitable conditions. This may be able to provide
justifications for using IPDE based numerical methods.
Our methods of showing the regularity property of the value function has three steps.
The first step is to show the value function is locally Ho¨lder continuous. The second step is
to prove the viscosity solution property of the value function. The last step is using classical
PDE theory to obtain higher order regularity than those first derived. The regularity of the
value function is then used to prove continuity of the stopping boundary under appropriate
assumptions.
4.4.1 Ho¨lder continuity of the value function
We now prove a Ho¨lder continuity property of u(s, v, T ). To do so, we first need to present
two preliminary results. For x = log(s), we define u˜(x, v, T ) : (−∞,∞)× (0,∞)× [0,∞] by
u˜(x, v, T )
def
= u˜(log(s), v, T ) = u(s, v, T ). (4.24)
We state a modified version of Proposition 3.3 in [61]. In [61], the constant C in the
following proposition is dependent on T , but the proof can be modified in a way such that
C is not dependent on T . Ho¨lder continuity properties of u and u˜ follow from Proposition
4.24 and Proposition 4.25.
Proposition 4.24. For T ∈ [0,∞], u˜ satisfies the condition
|u˜(x, v, T )− u˜(x′, v′, T )| ≤ C(|x− x′|+ |v − v′|+ |v − v′|1/2),
where C is a constant independent of T .
The proof of Proposition 4.24 is found on page 134.
Proposition 4.25. For T ∈ [0,∞], u satisfies
|u(s, v, T )− u(s′, v′, T )| ≤ C(|s− s′|+ |v − v′|+ |v − v′| 12 ),
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where C is a constant independent of s, v and T .
Proof. We first show that, for fixed v > 0, T ∈ [0,∞] and s, s′ ∈ (0,∞),
|u(s, v, T )− u(s′, v, T )| ≤ |s− s′| (4.25)
u is continuous and convex in s for s ∈ (0,∞) and s 7→ u(s, v, T )−g(s) is non-decreasing
in [0,K] by Proposition 4.8 and Lemma 4.18. Without the loss of generality, it is sufficient
to show (4.25) for these cases:
(i) s < s′ ≤ b(v),
(ii) s ≤ b(v) < s′,
(iii) b(v) < s < s′.
In all of these cases, |u(s, v, T ) − u(s′, v, T )| = u(s, v, T ) − u(s′, v, T ) since u(s, v, T ) is
decreasing in s by Lemma 4.17.
In case (i),
u(s, v, T )− u(s′, v, T ) = (K − s)− (K − s′) = |s− s′|
In case (ii), since u(s′, v, T ) ≥ K − s′,
u(s, v, T )− u(s′, v, T ) = (K − s)− u(s′, v, T )
≤ (K − s)− (K − s′)
= s′ − s = |s− s′|
In case (iii),
u(s, v, T )− u(s′, v, T ) ≤ u(0, v, T )− u(s′ − s, v, T )
≤ K − (K − (s− s′)) = |s− s′|
where the first inequality is justified by the fact u(s, v, T ) is convex and decreasing. The
second inequality holds because u(0, v, T ) = K and u(s′− s, v, T ) ≥ K − (s− s′). By (4.25)
and Lemma 4.18, we have that
u(s, v, T )− u(s′, v′, T ) = u(s, v, T )− u(s′, v, T ) + u(s′, v, T )− u(s′, v′, T )
≤ |s− s′|+ C(|v − v′|+ |v − v′| 12 )
≤ C(|s− s′|+ |v − v′|+ |v − v′| 12 )
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Corollary 4.26. u˜(x, v) and u(s, v) are locally 12 -Ho¨lder continuous.
4.4.2 Variational inequality and viscosity solution property of the value func-
tion
We recall the concept of viscosity solution described in Chapter 1 and adapt this for the
BNS model. The aim of this subsection is to show the value function of the American put
problem is the viscosity solution of a variational inequality.
We have already shown that (S, V ) is a strong Markov process with state space O def=
(0,∞)× (0,∞). Recall its infinitesimal generator acting on C2,1(O) is given by
Lf(s, v) = rs∂1f(s, v) +
1
2
s2v∂2f(s, v)− λv∂2f(s, v)
+ λ
∫ ∞
0
f(se−ρz, v + z)− f(s, v) + s(1− e−ρz)∂1f(s, v)Π(dz).
The value function of the perpetual American put is a function of s and v only. We now
define a notion of viscosity solution for the variational inequality relevant to the perpetual
American put problem.
Let W be the set of function f : O → R that satisfy linear growth condition, i.e. there
exists some C such that
|f(s, v)− f(s′, v′)| ≤ C(1 + |s− s′|+ |v − v′|)
Definition 4.27. Consider the integral-partial differential equation (IPDE)
min(−Lf(s, v) + rf(s, v), f(s, v)− g(s)) = 0 (4.26)
A function h ∈ C0(O¯) ∩ W is a viscosity subsolution (supersolution) of (4.26) if for all
(s, v) ∈ O and for all ψ ∈ C2,1(O) ∩W such that
(i) ψ(s, v) = h(s, v) and
(ii) for all (s′, v′) ∈ O, ψ(s′, v′) ≥ h(s′, v′) (≤), then
min(−Lψ(s, v) + rψ(s, v), ψ(s, v)− g(s)) ≥ 0 (≤)
The function h is a viscosity solution if it is both a subsolution and a supersolution.
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We define the parabolic superjets as
P2,+u(s, v) =
{
(p, q, A) ∈ R3 : u(s′, v′)− u(s, v) ≤ p(v − v′) + q(s− s′)
+
1
2
A(s− s′)2 + o
(
|v − v′|+ |s− s′|2
)
as (s′v′)→ (s, v)
}
(4.27)
The definition given by (4.27) is different to the definition of semijets given Chapter
1. We have taken the parabolic definition of the superjets and subjets by treating v like a
time component. We refer to [19] Chapter 8 for more information on parabolic formulation
of viscosity solutions. This means we do not need to consider the second derivative with
respect to time. We will discuss the reasoning behind this choice in Remark 4.33. The
subjets are defined by
P2,−u(s, v) = −P2,+(−u)(s, v)
Proposition 4.28. u(s,v) is a viscosity solution of equation (4.26).
The proof of the viscosity solution property of the value function is very similar to the
proof in [61] for the finite horizon case. It is found on page 135 in the chapter appendix.
Remark 4.29. One of the boundary conditions given by the author of [61] in Definition
3.1 is that u(s, 0, T ) = g(s) for T > 0.
We show why this is incorrect, by showing that u(s, 0, t) > g(s) = 0 for s ≥ K. Recall
Remark 4.2 (i), the process V has the representation
V 0t = e
−λt
(∫ t
0
eλqdZλq
)
.
so P (Vt > 0) > 0 for t ∈ (0, T ). By the supermartingale property of the value function,
u(s, 0, T ) ≥ e−rtEu(Ss,vt , V vt , T − t)
≥ e−rtEu(Ss,vt , V vt , T − t)1{V vt >0}, (4.28)
where the second inequality follows by the positivity of u. We consider the cases, St < K
and St ≥ K.
(i) If Ss,vt < K, then u(S
s,v
t , V
v
t , T − t) ≥ g(Ss,vt ) = K − Ss,vt > 0.
(ii) If Ss,vt ≥ K, then Ss,vt > b(Vt, T−t) by Lemma 4.19, so u(Ss,vt , V vt , T−t) > g(Ss,vt ) = 0.
It follows that (4.28) must be strictly positive, because it is the expectation of a strictly
positive function over a set with strictly positive measure.
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This finding is similar to the observation in [3, Remark 4] for the Bates model (also
known as the Heston model with jumps), which is also a stochastic volatility model with
jumps. In the case of the Bates model, the variance process cannot escape from 0, but the
process S has a jump part independent of the variance process, so the value of the option
is non-zero even if the variance process starts in 0. In the finite element scheme used in [3],
no boundary condition is prescribed at v = 0.
We have shown that the value function of the optimal stopping problem is a solution
of the variational inequality but we have not shown that it is unique. For the purpose of
showing the value function is smooth in the continuation region, uniqueness is not required.
We shall see this in the next subsection. It is unclear to us, without the boundary condition
at v = 0, (in both finite horizon and infinite horizon) whether the solution to (4.26) is
unique.
4.4.3 C2,1 smoothness for the value function in the continuation region for the
infinite horizon problem
The result in this section utilises the result from the previous section. We have established
in Chapter 1 that any classical solution constitutes a viscosity solution, but not vice versa.
In this section, under the additional assumption that the Le´vy is finite, we demonstrate
that if we restrict value function to the continuation region Dc, then the value function
satisfies the equation
−Lf(s, v) + rf(s, v) = 0 (4.29)
in the classical sense. This means for every point in the interior of the continuation region,
the first and second derivative with respect to s and the first derivative with respect to v
exist. Moreover, these derivatives are locally Ho¨lder continuous. Smoothness of the value
function of the American put is of interest to practitioners as it helps justify the use of
PDE discretisation schemes such as the finite element used to solve for the IPDE (4.26)
numerically.
Assumption 4.30. We assume that the Le´vy measure Π is a finite measure. That is to
say
Π(0,∞) <∞
In order to prove that the value function u(s, v) is a classical solution, we need the
following auxiliary lemma about the operator
L˜ =
1
2
s2v∂11f(s, v) + (r + Cρ)∂1f(s, v)− λv∂2f(s, v)− rf(s, v) (4.30)
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Lemma 4.31. Consider the Cauchy-Dirichlet problem
(4.31)

−L˜f(s, v) + γ(s, v) = 0 for (s, v) ∈ (s1, s2)× (v1, v2),
f(s, v1) = ζ(s) for s ∈ [s1, s2]
f(s, v) = ψ(s, v) for (s, v) ∈ {s1, s2} × [v1, v2).
where γ, g and ψ are continuous. If there is a viscosity solution f1 and a classical solution
f2 to the problem (4.31), then f1 = f2.
The proof of this lemma is an application of maximum principle given [19, Theorem
8.2]. See page 137 of the chapter appendix for a proof.
Proposition 4.32. The value function u(s, v) satisfies (4.29) in the classical sense in the
continuation Dc. Moreover, the derivatives
∂us(s, v), ∂ssu(s, v), ∂vu(s, v)
exist and they are 12 -Ho¨lder continuous for (s, v) ∈ Dc.
Proof. On a domain Θ = (s1, s2) × (v1, v2) ⊂ Dc, consider the Cauchy-Dirichlet problem
(as an operator acting on f)
−λ
∫ ∞
0
u(se−ρz, v+z)− u(s, v) + s(1− e−ρz)∂1f(s, v)Π(dz)
−rs∂1f(s, v)−1
2
s2v∂11f(s, v) + λv∂2f(s, v) + rf(s, v) = 0 for (s, v) ∈ Θ, (4.32)
f(s, v) = u(s, v) on [s1, s2]× {v1} ∪ {s1, s2} × (v1, v2). (4.33)
Here u is the value function of the BNS perpetual American put and is treated as a known
function for the purpose of this proof. Define
γ(s, v) = −λ
∫ ∞
0
u(se−ρz, v + z)− u(s, v)Π(dz)
and
Cρ = λ
∫ ∞
0
(1− e−ρz)Π(dz),
For all ρ ≥ 0, there exists c such that for z ∈ (0, c)
1− e−ρz ≤ cz. (4.34)
By (4.1) we see that Cρ <∞. Moreover, under Assumption 4.30, γ has the same property
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we proved for u in Proposition 4.25
|γ(s, v)− γ(s′, v′)| = λ
∣∣∣∣ ∫ ∞
0
u(se−ρz, v + z)− u(s, v)− u(s′e−ρz, v′ + z) + u(s′, v′)Π(dz)
∣∣∣∣
≤ λ
∫ ∞
0
∣∣∣∣u(se−ρz, v + z)− u(s′e−ρz, v′ + z)∣∣∣∣+ ∣∣∣∣u(s′, v′)− u(s, v)∣∣∣∣Π(dz)
≤ λC
∫ ∞
0
|s− s′|(1 + e−ρz) + 2|v − v′|+ 2|v − v′| 12 Π(dz)
≤ 2λCΠ(0,∞)(|s− s′|+ |v − v′|+ |v − v′| 12 ),
where the last line follows the penultimate line by Proposition 4.25. This means γ is a
locally 12 -Ho¨lder continuous function.
Equation (4.32) can be rewritten as
−1
2
s2v∂11f(s, v)− (r + Cρ)s∂1f(s, v) + λv∂2f(s, v) + rf(s, v) + γ(s, v) = 0 for (s, v) ∈ Θ.
(4.35)
Note equation (4.35) is uniformly parabolic with smooth coefficients and γ is a locally 12 -
Ho¨lder continuous function on Θ. By Corollary 2 on page 71 of [28], the pair of equations
(4.33) and (4.35) have a unique solution u¯ with u¯ ∈ C2,1(Θ). The derivatives ∂ssu¯, ∂su¯, ∂vu¯
are locally 12 -Ho¨lder continuous.
We observe that u(s, v)|Θ is a viscosity solution to equations (4.33) and (4.35). By
Lemma 4.31, we have that u¯(s, v) = u|Θ(s, v). Since the continuation region Dc is an open
set, for every (s, v) ∈ Dc, it is possible to find s1, s2, v1, v2 such that (s, v) ∈ (s1, s2) ×
(v1, v2) ⊂ Dc hence u is C2,1 for every (s, v) ∈ Dc.
Remark 4.33. We make the following observations about the previous proposition.
(i) In the proof of Proposition 4.32, Assumption 4.30 is only required to show that the
integral related term γ is Ho¨lder continuous. Moreover, we did not use the fact
that g(·) = (K − ·)+. Proposition 4.32 applies to the continuation region of optimal
stopping problems under the BNS model if we can show u(s, v) and γ(s, v) are locally
Ho¨lder continuous when restricted to the continuation region.
(ii) We did not use the fact that the value function u is the unique solution to (4.26). If
fact we do not know if this holds, which we have discussed in Remark 4.29. Instead,
we used uniqueness of solution to equations (4.33) and (4.35) on Θ ⊂ Dc. Since for
every (s, v) ∈ Dc, we can find such Θ, u(s, v)|Dc ∈ C2,1(Dc).
(iii) We identified the unique C2,1 solution to (4.33) and (4.35) with u(s, v) by Lemma
4.31. In the proof of this auxiliary lemma, we need to use the superjet definition of
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(4.27) and its subjet counterpart in order to appeal to the maximum principle for
parabolic problems.
The problem with using the general degenerate elliptic definition is that the classical
comparison principle (Theorem 1.10 on page 14) requires two candidate solutions to
agree on the whole of ∂Θ. On the other hand, the results in [28] for parabolic problems
does not impose a boundary condition for (s, v) ∈ [s1, s2]× {v2}. This is because the
variable v takes the role of time in the standard parabolic set-up and the first initial
boundary problems do not allow the imposition of a terminal condition.
(iv) For any (s, v) ∈ Dc, if we can find an open set Θ of the form Θ = (s1, s2) × (v1, v2)
such that γ(s, v)|Θ ∈ C2,1(Θ), then it is possible to iterate the theorem in [28] to
show that u(s, v)|Θ ∈ C4,2(Θ). The arguments can be repeated to show that the value
function has higher order smoothness in certain parts of the continuation region.
For a given (s, v), γ is C2,1 at point (s, v) if both conditions given below are satisfied.
(1) For all z in the support of the measure Π,
(se−ρz, v + z) 6= (b(v0), v0),
for any v0 ∈ (0,∞).
(2) The measure Π satisfies the correct condition such that the derivative is finite.
To illustrate these conditions, consider the derivative of γ with respect to v. By
condition (1), u(se−ρz, v + z) is differentiable with respect to v in the support of z.
So,
∂γ(s, v)
∂v
=
∫ ∞
0
∂u
∂v
(se−ρz, v + z)− ∂u
∂v
(s, v)Π(dz)
≤
∫ ∞
0
|se−ρz − s| 12 + |v + z − v| 12 Π(dz)
≤
∫ ∞
0
(2
1
2 s
1
2 + z
1
2 )Π(dz),
where the first inequality follows because u is 12 -Ho¨lder. In this case, a sufficient
condition for the γ to be differentiable with respect to v is that∫ ∞
0
z
1
2 Π(dz) <∞ (4.36)
For a particular (s, v), if there exists v0 such that
(se−ρz, v + z) = (b(v0), v0),
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and z is within the support of Π, then it is not clear to us whether the u has better
regularity condition than C2,1 at (s, v). We illustrate that it is possible for the process
(S, V ) to jump into the stopping region from the continuation region.
Lemma 4.34. For all λ, ρ and measure Π with full support on (0,∞), there exists r such
that it is possible for the process (St, Vt) to jump from the continuation region D
c to the
stopping region D.
Proof. For the purpose of this proof only, we write u(s, v; r) to denote the value function
and b(v; r) to emphasise the dependence of u on the parameter r.
We shall prove that there exists some r > 0 such that b(v; r) > Ke−ρv. Since (K, 0)
is in the continuation region for any r > 0 and (Ke−ρv, v) is in the stopping region; it is
possible to jump into the stopping region.
We assume that b(v; r) ≤ Ke−ρv, then for a fixed (s, v) such that Ke−ρv < s < K, this
point is in the continuation region for all r > 0. By the martingale property of u up to an
optimal stopping time, we have that
u(s, v; r) = Ee−rT1u(Ss,iT1 , V
s,i
T1
)1{τ>T1} + Ee
−rτg(Ss,iτ )1{τ≤T1}, (4.37)
where T1 the time of first jump and τ = inf{t : Ss,vt ≤ b(ve−λt; r)}.
T1 has an exponential distribution with mean µ = (λΠ(0,∞))−1. We estimate the terms
on the right hand side of equation (4.37) separately. For the first term, since u is bounded
above by K, we have that
Ee−rT1u(Ss,iT1 , V
s,i
T1
)1{τ>T1} ≤ Ee−rT1K ≤
K
1 + rµ−1
.
For the second term, on the set {τ ≤ T1}, we have
St = s exp
(∫ t
0
√
ve−λtdWt − 1
2
∫ t
0
ve−λtdt+ (r + λΦ(ρ))t
)
.
Now consider the process Sˆr, indexed by r, defined by
Sˆrt = s exp
(∫ t
0
√
ve−λtdWt + (r − v)t
)
for t ≥ 0.
Since St ≥ Sˆrt , we have that
Ee−rτg(Ss,iτ )1{τ>T1} ≤ Ee−rτ1g(Sˆrτ1) ≤ KP(τ r1 <∞) ≤ KP(τ r2 <∞),
where τ1 = inf{t : Srt ≤ b(ve−λt)} and τ2 = inf{t : Srt ≤ Ke−ρve
−λt}. The first inequality
hold because g is a positive decreasing function and the drift of Sˆr is smaller than the drift
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of S. The second inequality hold because g is bounded by K and e−rτ < 1. The third
inequality holds because we assumed that b(veλt ) < Ke
−ρve−λt and s > b(v).
By (4.37), we have that
K − s < u(s, v; r) ≤ K
1 + rµ−1
+KP(τ r2 <∞)→ 0 as r →∞,
which is a contradiction.
4.4.4 Smooth pasting condition in the infinite horizon problem
Let us denote the boundary of the continuation region by ∂Dc. So far, we have used the
phrase stopping boundary to mean b(v) in the infinite horizon case. If b is continuous,
then b(v) and ∂Dc are related in the following way:
∂Dc = {(v, b(v)) : v ∈ [0,∞)} ∪ {{0} × (b(0),∞)}.
We have shown that b is left-continuous in Proposition 4.22. Since b is a decreasing
function, we know left and right limits exist at every point. Let β(v) to be the right limit
of b(v) at v; that is to say,
β(v) = lim
v∗↓v
b(v∗).
If b is discontinuous at some v˜, then
{{v˜} × (β(v˜), b(v˜))} ⊂ ∂Dc.
The goal of this subsection is to show ∂1u(s, v) is continuous across the stopping bound-
ary b(v). This means ∂1u(s, v) is continuous everywhere in O. In order to do this, we
first show that partial derivatives, which are well defined in the interior of the continuation
region Dc, can be extended continuously to ∂Dc. We now show that the smooth pasting
condition holds.
Proposition 4.35. u exhibits smooth pasting across the stopping boundary in s. This is to
say, for all v ∈ (0,∞)
lim
Dc3(s′,v′)→(s,v)
∂u
∂s
(s, v′) = −1 for s ∈ [β(v), b(v)].
Proof. This proof is very similar to the proof given by Zhang in [77] for jump diffusion
model in finite time horizon. By Corollary 4.21, we see that
−1 ≤ ∂1u(s, v) ≤ 0, (4.38)
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The variational inequality tells us that u satisfies the following equation in the viscosity (or
distribution) sense:
1
2
s2v∂11u(s, v) ≤ru(s, v)−rs∂1u(s, v)︸ ︷︷ ︸
≤rs by (4.38)
+v∂2u(s, v)
−
∫ ∞
0
u(se−ρz, v + z)− u(s, v) + s(1− e−ρz)∂1u(s, v)Π(dz) (4.39)
Note that
u(se−ρz, v + z) ≥ u(se−ρz, v) ≥ u(s, v) + s(e−ρz − 1)∂1u(s, v), (4.40)
where the first inequality holds because u(s, ·) is an increasing function. The second in-
equality holds by convexity of u(·, v). This means the integral part of the equation (4.39)
is non-negative, hence
1
2
s2v∂11u(s, v) ≤ ru(s, v)− rs∂1u(s, v) + λv∂2u(s, v)
≤ ru(s, v) + rs+ λv∂2u(s, v).
Since ∂2u(s, v) and ∂11u(s, v) are both locally bounded, by Chapter 2, Lemma 3.1 of [43],
we may conclude that ∂1u(s, v) is continuous across the stopping boundary.
Remark 4.36. Smooth pasting condition is often assumed in numerical IPDE schemes, for
example see [3].
4.4.5 Continuity of stopping boundary for the infinite horizon problem
In this section, we prove the stopping boundary b(v) is continuous. b(v) is also referred to
as the free-boundary of (4.26) because the equation
−Lu+ ru = 0
is satisfied for values above the unknown boundary b(v), i.e.
{(s, v) : s > b(v)}.
Properties of free boundary for parabolic variational inequalities have been studied by
various authors, see for example, see [27], [35] and [74]. In [58], Pham studied the jump
diffusion model in finite horizon, which also has a parabolic differential integral operator.
The approach we take in proving the continuity of the stopping boundary is similar to the
approach in [35] and [58], but the difference is that we do not have a time component.
We first show the second derivative of the value function is bounded away from 0 near
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the stopping boundary.
Lemma 4.37. The second derivative of u with respect to s satisfies the inequality
lim
Dc3(s′,v′)→(s,v)
1
2
s′2v′∂11u(s′, v′) ≥ K
(
r − λ
∫ ∞
0
e−ρzΠ(dz)
)
for s ∈ [β(v), b(v)].
Proof. By Proposition 4.32, we have that
lim
Dc3(s′,v′)→(s,v)
1
2
s′2v′∂11u(s′, v′)
= lim
Dc3(s′,v′)→(s,v)
r u(s′, v′)︸ ︷︷ ︸
≥K−s′
−rs′ ∂1u(s′, v′)︸ ︷︷ ︸
→−1 by Prop.4.35
+λ v′∂2u(s′, v′)︸ ︷︷ ︸
≥0 by Prop. 4.8
− lim
Dc3(s′,v′)→(s,v)
λ
∫ ∞
0
u(s′e−ρz, v′ + z)− u(s′e−ρz, v′)Π(dz)
− lim
Dc3(s′,v′)→(s,v)
λ
∫ ∞
0
(
u(s′e−ρz, v′)− u(s′, v′) + s′(1− e−ρz)∂1u(s′, v′)
)
Π(dz)
We estimate each of the integral terms. The first integral term can be estimated by
lim
Dc3(s′,v′)→(s,v)
∫ ∞
0
u(s′e−ρz, v′ + z)− u(s′e−ρz, v′)Π(dz)
≤
∫ ∞
0
K − (K − se−ρz)Π(dz) = s
∫ ∞
0
e−ρzΠ(dz),
where we used u(s′e−ρz, v′ + z) ≤ K and the continuity of u. The integrand of the second
integral can be shown to converge to 0.
lim
Dc3(s′,v′)→(s,v)
u(se−ρz, v)− u(s, v) + s(1− e−ρz) ∂1u(s, v)︸ ︷︷ ︸
→−1 by Prop. 4.35
= u(se−ρz, v)− u(s, v) + s(1− e−ρz)(−1)
= K − se−ρz − (K − s) + s(1− e−ρz)(−1) = 0,
where we used continuity of u for the first inequality. The second equality follows from
u(s, v) = (K − s) for s ∈ (0, b(v)]. Hence
lim
Dc3(s′,v′)→(s,v)
1
2
s′2v′∂11u(s′, v′) ≥ r(K − s) + rs− s
∫ ∞
0
e−ρzΠ(dz)
≥ K
(
r − λ
∫ ∞
0
e−ρzΠ(dz)
)
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This lemma allows us to prove that b(v) is continuous. The approach used is based on the
Newton-Leibniz formula.
Proposition 4.38. If r, λ,Π satisfies the condition
C = r − λ
∫ ∞
0
e−ρzΠ(dz) > 0,
then the function b(v) is continuous for v ∈ [0,∞),
Proof. Assume that b(v) is discontinuous at some point v0. By Lemma 4.37, there exists
s∗, v∗ such that (s, v) ∈ 12s2v∂11u(s, v) > C/2 for (s, v) ∈ (s∗, b(v0)) × (v0, v∗). This is
illustrated in the diagram below.
There exists C1 > 0 such that
∂11u(s, v) ≥ C1 for (s, v) ∈ (v0, v∗)× (s∗, b(v0)). (4.41)
By linearity of g on (0,K), for s > 0, we have that
g(b(v0)) = K − b(v0) = (K − s) +
∫ b(v0)
s
(−1)dy. (4.42)
Moreover, take a sequence (vn, n ≥ 1) converging to v0 such that vn ∈ (v0, v∗) for every n.
Then for any s ∈ (s∗, b(v0)), the value function admits the following representations:
u(b(v0), vn) = u(s, vn) +
∫ b(v0)
s
∂1u(y, vn)dy
= u(s, vn) +
∫ b(v0)
s
(
∂1u(s, vn) +
∫ y
s
∂11u(z, vn)dz
)
dy (4.43)
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Combining the expression (4.42) and (4.43), we have that
u(b(v0), vn)− g(b(v0))
= u(s, vn)− g(s)︸ ︷︷ ︸
≥0 by definition of u
+
∫ b(v0)
s
(∂1u(s, vn) + 1)dy︸ ︷︷ ︸
≥0 by Corollary 4.21
+
∫ b(v0)
s
∫ y
s
∂11u(s, vn)︸ ︷︷ ︸
≥C1 by (4.41)
dzdy
≥
∫ b(v0)
s
∫ y
s
C1dzdy
=
C1
2
(b(v0)− s)2.
We now let vn ↓ v0, the left hand side converges to 0, which is a contradiction.
4.5 Regularity property of value function and stopping boundary for the
finite horizon American put problem
In the perpetual American put problem, we have shown the value function is C2,1 except on
the stopping boundary. This is due to the fact, the operator L− r is parabolic. By treating
the integral part of the operator L− r as a forcing term, we can use parabolic PDE theory
to show the value function in the continuation region is C2,1.
In the finite horizon case, the value function satisfies a variational equation analogous
to (4.26), except it has an additional term to take account of the time horizon, i.e.
min((∂t − L+ r)u(s, v, t), u(s, v, t)− g(s)) = 0 (4.44)
with an extra boundary condition u(s, v, 0) = g(s).
Ideally, the method used for showing differentiability property of the value function
in the perpetual case can be repeated for the finite horizon problem. The most natural
generalisation of a parabolic operator is a hypoelliptic operator. If we can show that −∂t +
L − r is a “well-behaved” operator like L − r, then we can appeal to theorems similar to
the one below.
Theorem 4.39. Let L denote the operator
L = 1
2
k∑
i=1
X2i +X0, (4.45)
where X0, X1, . . . , Xk are C
∞ vector fields in Rn. Assume that Lie Algebra generated by
X0, X1, . . . , Xk spans Rn. Then, if u is a distribution such that
Lu = f
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and f ∈ C∞ in an open set G, then u is C∞ in G.
This theorem first appeared in [34] and the Lie Bracket condition associated with this
theorem is known as Ho¨rmander’s condition. A jump related integral similar to γ in Proposi-
tion 4.32 would play the role of f . We know f is not C∞, but there are many related results.
These results only assumes f to be in a Sobelev space Wm,p, in which case u ∈ Wm+2−,p
for some  ≥ 0. The value of  depends on the minimum number of Lie Brackets needed to
span Rn. See, for example [62, Theorem 18].
Unfortunately, the differential part of the operator −∂t+L−r does not satisfy Ho¨rman-
der’s condition, hence we cannot appeal to these results. The non-integral part of −∂t+L−r
is −∂t + 12s2v∂ss + (r+Cρ)s∂s−λv∂v− (r+C1), where C1 = λΠ(0,∞). Following notation
of (4.45), then
L = −∂t + 1
2
s2v∂ss + (r + Cρ)s∂s − λv∂v − (r + C1), (4.46)
where X0 and X1 can be defined as follows:
X0 = (Cρ + r − 1
2
v)s∂s − λv∂v − ∂t − (r + C1) and X1 = s
√
v∂s.
A straightforward calculation shows that
[X0, X1] = 0.
This means the Ho¨rmander’s condition does not hold for the truncated PIDE operator.
On the process level, this corresponds to the fact, when the jumps are ignored, the process
v is a deterministic exponential decaying process. It is therefore unclear to us whether
u(s, v, t)|Dc ∈ C2,1,1(Dc) still holds, but it is still possible to prove some regularity properties
of the value function.
4.5.1 Ho¨lder continuity of the value function
Proposition 4.40. For T, T ′ <∞, the value function u satisfies
|u(s, v, T )− u(s′, v′, T ′)|
≤ C0(|s− s′|+ |v − v′|+ |v − v′|1/2) + C ′(1 + v 12 + v)(|T − T ′|1/2 + |T − T ′|),
where C0 and C
′ are constants.
Proof. Recall Proposition 4.25, which states
|u(s, v, T ′)− u(s′, v′, T ′)| ≤ C0(|s− s|+ |v − v′|1/2 + |v − v′|). (4.47)
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By triangle inequality, we have
|u(s, v, T )− u(s′, v′, T ′)| ≤ |u(s, v, T )− u(s, v, T ′)|+ |u(s, v, T ′)− u(s,′ v′, T ′)|, (4.48)
it is therefore only necessary to estimate |u(s, v, T )−u(s, v, T ′)|. Without loss of generality,
we assume that T ′ ≥ T . By the definition of u, we have u(s, v, T ′) ≥ u(s, v, T ) for T ′ ≥ T .
For a fixed δ = T ′ − T , define a deterministic process r˜(t) such that
r˜(t) =
0 for 0 ≤ t < δr for δ ≤ t ≤ T ′. (4.49)
Then r˜(t) ≤ r for all t ≥ 0. Now consider the optimal stopping problem
wT,δ(s, v, t) = sup
t≤τ≤T ′
E[e−
∫ τ
0 r˜(t+q)dqg(e
∫ τ
0 (r˜(t+q)−r)dqSs,vτ )] for 0 ≤ t ≤ T ′.
We make the following observations about w.
(i) wT,δ(s, v, t) ≥ u(s, v, T ′ − t) for all t ∈ [0, T ]. This follows from
e−
∫ τ
0 r˜(q)dqg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ ) ≥ e−rτg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ ) ≥ e−rτg(Ss,iτ ),
where the first inequality holds because r˜(t) ≤ r. The second inequality holds because
g is decreasing and e
∫ τ
0 (r˜(q)−r)dq < 1.
(ii) wT,δ(s, v, t) = u(s, v, T
′ − t) for δ ≤ t ≤ T ′.
(iii) It is not optimal to stop before δ. First observe that
e−
∫ τ
0 r˜(q)dqg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ ) = (K − e−rtSt)+ for 0 ≤ t ≤ δ. (4.50)
Since e−rtSt is a martingale, (K−e−rtSs,it )+ is a submartingale by convexity (K−·)+.
Then, for any stopping time τ ,
E[(K − e−rδSδ)+1{τ≤δ}] = E[E[(K − e−rδSδ)+1{τ≤δ}|Fτ ]]
≥ E[1{τ≤δ}(K − E[e−rδSδ|Fτ ])+]
= E[1{τ≤δ}(K − e−rτSτ )+],
where the inequality holds by Jensen’s inequality for conditional expectation and the
last equality holds by optional sampling theorem as τ is a bounded stopping time.
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Hence, for any stopping time τ ≤ T ′,
E[e−
∫ τ
0 r˜(q)dqg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ )]
= Ee−
∫ τ
0 r˜(q)dqg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ )1{τ≤δ} + Ee−
∫ τ
0 r˜(q)dqg(e
∫ τ
0 (r˜(q)−r)dqSs,iτ )1{τ>δ}
≤ Ee−
∫ δ
0 r˜(q)dqg(e
∫ δ
0 (r˜(q)−r)dqSs,iδ )1{τ≤δ} + Ee
− ∫ τ0 r˜(q)dqg(e∫ τ0 (r˜(q)−r)dqSs,iτ )1{τ>δ}
= E[e−
∫ τ∨δ
0 r˜(q)dqg(e
∫ τ∨δ
0 (r˜(q)−r)dqSs,iτ∨δ)]
Let τ∗ be an optimal stopping time at which the value function wT,δ(s, v, t) is attained.
Since the time horizon is bounded, τ∗ exists. We must have τ∗ ≥ δ by bullet point (iii). By
martingale property of
{e−
∫ t∧τ∗
0 r˜(q)dqwT,δ(S
s,v
t∧τ∗ , V
v
t∧τ∗ , t ∧ τ∗) : 0 ≤ t ≤ T ′},
we have
wT,δ(s, v, 0) = Eu(Ss,vδ , V
v
δ , T ),
where we set t = δ and used bullet point (ii). Now by bullet point (i), we have
u(s, v, T ′)− u(s, v, T )
≤ wT,δ(s, v, 0)− u(s, v, T )
= Eu(e−rδSs,v,δ , Vv, T )− u(s, v, T )
= Eu˜(X log(s),vδ − rδ, V vt , T )− u˜(log(s), v, T ),
where u˜(log(s), v, T ) = u(s, v, T ). u˜ is the value function in term of the log price, which
was first defined on page 98. By Proposition 4.24 and the explicit representation of X (4.5)
on page 85, we have
u(s, v, T ′)− u(s, v, T )
≤CE
∣∣∣∣X log(s),vδ − rδ − x∣∣∣∣+ CE|V vδ − v|+ CE|V vδ − v| 12
=CE
∣∣∣∣ ∫ δ
0
√
V vq dWq −
1
2
∫ δ
0
V vq dq + λΦ(ρ)δ − ρZλδ
∣∣∣∣+ CE|V vδ − v|+ CE|V vδ − v| 12
≤CE
∣∣∣∣ ∫ δ
0
√
V vq dWq
∣∣∣∣+ CE∣∣∣∣12
∫ δ
0
V vq dq
∣∣∣∣+ CλΦ(ρ)δ + CρEZλδ + CE|V vδ − v|+ CE|V vδ − v| 12 ,
From this, it is possible to show that
|u(s, v, T ′)− u(s, v, T )| ≤ C ′(1 + v 12 + v)(|T − T ′| 12 + |T − T ′|).
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The detailed calculations are is found on page 136. This inequality completes the proof by
(4.47) and (4.48).
From Proposition 4.40, we can now conclude that u(s, v, T ) is locally Ho¨lder continuous.
Corollary 4.41. u(s, v, T ) is locally 12 -Ho¨lder continuous.
4.5.2 Differentiability properties of the value function
In this section, we prove that u is differentiable in two directions by transforming u and
appealing to the same PDE result in the finite horizon. However, it is much more difficult
to identify the candidate function with the value function.
Proposition 4.42. Consider the transformation of variable (s, v, t) → (s, vˆ, t), where vˆ =
ve−λt. Define the function uˆ(s, vˆ, t) = u(s, vˆeλt, t), then the derivatives
∂suˆ, ∂ssuˆ, ∂tuˆ
exist in the continuity region and are 12 -Ho¨lder continuous.
This shows u is twice differentiable with respect to s and differentiable in the direction
(0, λv, 1) inside the continuation region. Before we proceed with the proof of this result, we
lay out the key steps of the proof in the following remark.
Remark 4.43. (i) Let f be a classical solution to the equation
−Lf + h = 0
where L is given by the equation (4.46) on a domain characterised by
{(s, v, t) : (s, v, t) ∈ (s1, s2)× (v1eλt, v2eλt)× (t1, t2)} (4.51)
We make a transformation of variable. Let (s, v, t) → (s, vˆ, t) be a transformation of
variable where vˆ = ve−λt. Under this transformation, we have
−∂tfˆ(s, vˆ, t)+ 1
2
s2vˆeλt∂ssfˆ(s, vˆ, t)+(r−Cρ)s∂sfˆ(s, vˆ, t)−(r+C1)fˆ(s, vˆ, t) = hˆ. (4.52)
on a cuboid of the form
{(s, v, t) : (s, vˆ, t) ∈ (s1, s2)× (vˆ1, vˆ2)× (t1, t2)}, (4.53)
where fˆ(s, vˆ, t) = f(s, vˆeλt, t) and hˆ(s, vˆ, t) = h(s, vˆeλt, t). The left-hand side reduces
to a PDE which has derivatives in only two of the variables. We shall write−Lˆfˆ+hˆ = 0
to denote (4.52).
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(ii) For our purposes, u(s, v, t) plays the role of f in −Lf+h = 0 and the set (4.51) should
sit inside the continuation region of the optimal stopping problem and h contains the
integral term of the equation. Explicitly, h and hˆ are given by
h(s, v, t) = λ
∫ ∞
0
u(se−ρz, v + z, t) Π(dz),
hˆ(s, vˆ, t) = λ
∫ ∞
0
u(se−ρz, vˆeλt + z, t) Π(dz).
Although u(s, v, t) is only a viscosity solution of the equation Lf = h inside the con-
tinuation region, it is well known that the viscosity solution property is preserved
under a change of chart.
This is because the notion of viscosity solution is based on comparison of u against
smooth test functions. If f is a subsolution, φ is a test function such that u−φ achieves
a maximum at some point (s, v, t) with f(s, v, t) = φ(s, v, t), then −Lφ(s, v, t) +
h(s, v, t) ≤ 0. Clearly this holds if and only if the function fˆ − φˆ achieves a maximum
at some point (s, vˆ, t) with u(s, vˆ, t) = φ(s, vˆ, t), then -Lˆφˆ(s, vˆ, t) + hˆ(s, vˆ, t) ≤ 0.
(iii) We chose an open ball B centred at (s0, vˆ0, t0) with radius R0, which sits inside the
cuboid (4.53). Let Bν = B ∩ {vˆ = ν}. Explicitly,{
(s, t) : (s− s0)2 + (t− t0)2 ≤
√
R20 − (ν − vˆ0)2
}
We set Rν =
√
R20 − (ν − v0)2 to be the radius of Bν . We can analyse (4.52) on Bν
by treating vˆ as a parameter rather than a variable, with ν ∈ (vˆ0 − R0, vˆ0 + R0). To
emphasise this, we write
−∂tfˆ(s, t; ν)+ 1
2
s2νeλt∂ssfˆ(s, t; ν)+(r−Cρ)s∂sfˆ(s, t; ν)−(r+C1)fˆ(s, t; ν) = hˆ(s, t; ν).
(4.54)
We use Lˆν fˆ(s, t; ν) = hˆ(s, t; ν) to denote (4.54). We stress the difference between Lˆ
and Lˆν is that the former is seen as a (degenerate elliptic) operator acting on functions
with 3 variables in a sphere, but the latter is a (uniformly) parabolic operator acting
on functions with only 2 variables on a disc.
(iv) The function hˆ(s, t; ν) is 12 -Ho¨lder continuous on Bν . By Proposition 4.40, we have
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that
|hˆ(s, t; ν)− hˆ(s′, t′; ν)|
=
∫ ∞
0
|u(se−ρz, νeλt + z, t)− u(s′e−ρz, νeλt′ + z, t′)|Π(dz)
≤C0
( ∫ ∞
0
e−ρz|s− s′|+ ν|eλt − eλt′ |+ ν 12 |eλt − eλt′ | 12 Π(dz)
+
∫ ∞
0
(1 + ν
1
2 e
λt
2 + νeλt + z + z
1
2 )(|t− t′| 12 + |t− t′|)Π(dz))
≤C0(|s− s′|+ (1 + ν 12 + ν)(|t− t′| 12 + |t− t′|))
≤C0(|s− s′|+ |t− t′| 12 ),
where C0 is independent of ν, t, t
′, s, s′ over the whole of B (since B is bounded).
(v) We consider the problems
Lˆν fˆ(s, t; ν) = hˆ(s, t; ν) for (s, t) ∈ Bν (4.55)
fˆ(s, t; ν) = uˆ(s, ν, t) for (s, t) ∈ ∂Bν (4.56)
This is a parabolic problem. To guarantee the existence of a solution, we cannot
impose a boundary condition at terminal time. In this case, it means, we cannot
impose a condition at (s0, t0 +
√
R20 − (ν − vˆ0)2). The diagram below illustrates Bν
with the red dot marking (s0, t0 +
√
R20 − (ν − vˆ0)2).
So, if we just consider the problem
Lˆν fˆ(s, t; ν) = hˆ(s, t; ν) for (s, t) ∈ Bν ,
fˆ(s, t; ν) = uˆ(s, ν, t) for (s, t) ∈ ∂Bν \ (s0, t0 +
√
R20 − (ν − vˆ0)2),
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then this domain satisfies the outside sphere condition for Theorem 9 on page 69 of
[28], hence it has a unique solution. This solution extends continuously to (s0, t0 +√
R20 − (ν − vˆ0)2) and it is a unique solution to (4.55) and (4.56).
(vi) If we consider fˆ(s, vˆ, t) = fˆ(s, t; vˆ) for (s, vˆ, t) ∈ B, this defines a function in 3
variables. We want to show this is a viscosity solution of −Lˆfˆ + hˆ = 0. For fˆ to
be a viscosity solution, fˆ needs to be continuous. We do this by showing locally
f(s, t; ν) is uniformly continuous in ν.
We want to apply to Theorem 14 on page 80 of [28], which tells us that, if the
coefficients of parabolic operators L converges to coefficients of parabolic operators
L0 and h converges h0 on a domain D, provided the coefficients L satisfies some
uniformity conditions, then the solution of
Lfˆ = h
converges uniformly to the solution of L0fˆ = hˆ0 in any closed subset of D.
We cannot apply this theorem directly to Lˆν because the domain Bν changes ac-
cording to the value of ν. However, we can perform a simple transformation of
variable to transform a spherical segment to a cylinder with cross-sectional radius
Rvˆ =
√
R20 − (vˆ − vˆ0)2.
For a particular vˆ ∈ (vˆ0 −R0, vˆ0 +R0), consider fˆ(s, t; ν) on Bν for ν ∈ (vˆ − , vˆ + )
such that (vˆ − , vˆ + ) ⊂ (v0 − R0, v0 + R0). For ν ∈ (vˆ − , vˆ + ), consider the
transformation
s˜ = s0 +
Rvˆ
Rν
(s− s0), t˜ = t0 + Rvˆ
Rν
(t− t0)
then, if we set
f˜(s˜, t˜; ν) = fˆ
(
s0 +
Rν
Rvˆ
(s˜− s0), t0 + Rν
Rvˆ
(t˜− t0); ν
)
,
h˜(s˜, t˜; ν) = hˆ
(
s0 +
Rν
Rvˆ
(s˜− s0), t0 + Rν
Rvˆ
(t˜− t0); ν
)
,
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then f˜ and h˜ satisfies the equation
−
(
Rvˆ
Rν
)
∂2f˜(s˜, t˜; ν) +
1
2
(
s0 +
Rν
Rvˆ
(s˜− s0)
)2(Rvˆ
Rν
)2
∂11f˜(s˜, t˜; ν)− (r + C1)f˜(s˜, t˜; ν)
+ (r − Cρ)
(
s0 +
Rν
Rvˆ
(s˜− s0)
)(
Rvˆ
Rν
)
∂1f˜(s˜, t˜; ν) = h˜(s˜, t˜; ν) for (s˜, t˜) ∈ Bvˆ
subject to the boundary condition
f˜(s˜, t˜; ν) = u˜(s˜, t˜; ν) for (s˜, t˜) ∈ ∂Bvˆ
We can now apply Theorem 14 on page 80 of [28] to show that f˜(s˜, t˜; ν) is uniformly
continuous in ν on any closed subset of Bv˜. This shows fˆ(s, t; ν) is continuous in ν,
locally uniformly in (s, t).
We now prove Proposition 4.42.
Proof of Proposition 4.42. By [61], in the continuation region Dc, u(s, v, t) is a viscosity
solution of
−∂3f(s, v, t) + 1
2
s2v∂11f(s, v, t)− λv∂2f(s, v, t)+(r − Cρ)s∂1f(s, v, t)
−(r + C1)f(s, v, t) + λ
∫ ∞
0
f(se−ρz, v + z, t)Π(dz) = 0
where C1 = λΠ(0,∞). For values of (s, v, t) in the continuation region Dc, we can make a
change of variables. By Remark 4.43 (i) - (ii), we have −Lˆuˆ+ hˆ = 0 in the viscosity sense
in the transformed continuation region
Cˆ = {(s, vˆ, t) : uˆ(s, vˆ, t) > g(s)}.
We consider an open ball B ⊂ Cˆ centred at (s0, vˆ0, t0) with radius R0. Let Bν = B∩{vˆ =
ν} be open discs centred at (s0, ν, t0). By treating vˆ as a parameter we consider the family
of parabolic PDE problems
Lˆν fˆ(s, t; ν) = hˆ(s, t; ν) for (s, t) ∈ Bν , (4.57)
fˆ(s, t; ν) = uˆ(s, ν, t) for (s, t) ∈ ∂Bν , (4.58)
where Lˆν is given by the left hand side of (4.54). Since the coefficients of Lˆν are smooth and
hˆ is a Ho¨lder continuous function in Bν (Remark 4.43 (iv)), by the reasoning in Remark
4.43 (v), there is a families of unique classical solutions fˆ(s, t; ν) which solves (4.57) and
(4.58).
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We now define the function fˆ(s, vˆ, t) = fˆ(s, t; vˆ). This satisfies the equation
−Lˆfˆ(s, vˆ, t) + hˆ(s, vˆ, t) = 0 for (s, t) ∈ B
Moreover, fˆ(s, vˆ, t) agrees with uˆ(s, vˆ, t) on ∂B. By Remark 4.43 (vi), uˆ(s, vˆ, t) is continuous.
We now check that fˆ(s, vˆ, t) is a viscosity solution to −Lˆfˆ + hˆ = 0 in B. Here, we use
the elliptic definition of the superjets and subjets. Let (p,A) ∈ J2,+fˆ(s, vˆ, t), where J2,+
was defined on page 12. Since ∂ssfˆ(s, vˆ, t), ∂sfˆ(s, vˆ, t) and ∂tfˆ(s, vˆ, t) exists, we must have
pt = ∂tfˆ(s, vˆ, t), ps = ∂sfˆ(s, vˆ, t), Ass ≥ ∂ssfˆ(s, vˆ, t).
The other components of the superjets do not feature in the equation so it does not matter
what values they take. If we let pt, ps, Ass take the place of fˆ(s, vˆ, t), ∂sfˆ(s, vˆ, t), ∂ssfˆ(s, vˆ, t)
in (4.52), it is clear that fˆ(s, vˆ, t) is a viscosity subsolution. The supersolution property
follows by a similar argument. By [19, Theorem 3.3], two viscosity solutions to the same
degenerate elliptic problem on a bounded set Ω with the same boundary condition on ∂Ω
must be equal. This means fˆ = uˆ and the derivatives ∂suˆ, ∂ssuˆ, ∂tuˆ exist.
Remark 4.44. (i) By the argument in Remark 4.43 (2), uˆ(s, vˆ, t) for (s, vˆ, t) ∈ (0,∞)×
(0,∞)× (0,∞) is viscosity solution to the equation
min((∂t − Lˆ+ r)fˆ(s, vˆ, t), fˆ(s, vˆ, t)− g(s)) = 0,
where
Lˆfˆ(s, vˆ, t) = 1
2
s2vˆeλt∂ssfˆ(s, vˆ, t) + (r − Cρ)s∂sfˆ(s, vˆ, t)
+ λ
∫ ∞
0
uˆ(se−ρz, vˆ + ze−λt, t)− uˆ(s, vˆ, t)Π(dz)
Proposition 4.42 suggests that the variational inequality satisfied by uˆ may be a better
choice than the variational inequality for u(s, v, t). The reason is that the derivatives
in the operator (∂t−L+ r)fˆ(s, vˆ, t) are known to exist in a classical sense everywhere
except on the stopping boundary.
(ii) It is straightforward to check that uˆ inherits many properties of u. This includes
convexity in s, monotonicity in s, vˆ and t. These properties imply that the transformed
stopping surface bˆ(vˆ, t) = b(vˆeλt, t) is also decreasing in vˆ and t. In Section 4.5.3, we
will prove some properties about for this transformed stopping surface.
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4.5.3 Continuity of stopping surface in finite horizon
In this section, we show that the transformed stopping surface bˆ(vˆ, t) defined in Remark
4.44 (ii) is right-continuous in the t direction. For a fixed vˆ, when looking at uˆ(s, vˆ, t) as a
function of (s, t) only, then the arguments in Section 4.4.4 and Section 4.4.5 can be applied.
Remark 4.45. If we know u(s, v, t) is smooth in the continuation region, then we can repeat
the argument in Section 4.4.4 and Section 4.4.5 for finite horizon. However, as pointed out
in Section 4.5.2, we do not know whether the derivatives ∂tu(s, v, t) and ∂vu(s, v, t) exist.
The change of variable tells us that ∂tu(s, v, t) − λv∂vu(s, v, t) is well-defined so we can
use the variational inequality in the same way as we did in Section 4.4.4 and Section 4.4.5
subject to restrictions. Otherwise, the arguments are identical. We avoid repeating the
argument in Section 4.4.4 and 4.4.5 and explain how adapt the arguments in Section 4.4.4
and Section 4.4.5 in the Chapter Appendix.
First we define β as
β(vˆ, t) = lim
t′↓t
bˆ(vˆ, t′)
Since bˆ(vˆ, ·) is a decreasing function, β(vˆ, t) is well defined with β(vˆ, t) ≤ bˆ(vˆ, t).
The following proposition is analogous to Proposition 4.35. uˆ admits a smooth fit
condition in s for a fixed value of vˆ.
Proposition 4.46. uˆ exhibits smooth pasting across the boundary in s for a fixed value of
vˆ. That is to say for all t ∈ (0,∞), vˆ ∈ (0,∞),
lim
Dc3(s′,vˆ,t′)→(s′,vˆ,t′)
∂suˆ(s, vˆ, t) = −1 for s ∈ [β(vˆ, t), b(vˆ, t)].
Proposition 4.46 can then be used to obtain the following lemma, which is analogous to
Lemma 4.37.
Lemma 4.47.
lim
Dc3(s′,vˆ,t)→(s′,vˆ,t)
1
2
s′2v′∂11u(s′, vˆ, t′) ≥ K
(
r − λ
∫ ∞
0
e−ρzΠ(dz)
)
Proposition 4.46 and Lemma 4.47 can then be used to prove the following proposition,
which is analogous to Proposition 4.38.
Proposition 4.48. If r, λ,Π satisfy the condition
C = r − λ
∫ ∞
0
e−ρzΠ(dz),
then bˆ(vˆ, t) is continuous in t.
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The proofs for Proposition 4.46, Lemma 4.47 and Proposition 4.48 can be found on page
138.
4.6 Least Square Monte Carlo method for American put under the BNS
model
The methods used in this section are based on Monte Carlo techniques. There are sev-
eral different approaches when it comes to pricing American options by simulation. Some
approaches try to approximate the stopping rule while others approximate the transition
density by a discrete time Markov chain. For a detailed review of some of the Monte Carlo
methods available for pricing American options, we refer to Chapter 8 of [31]. The method
used in this section directly approximate the continuation value of a Bermudan option. This
means solving a discrete time optimal stopping problem rather than a continuous time one.
The solution of the discrete Bermudan option problem is obtained by implementation of the
dynamic programming principle. The key is to approximate the conditional expectations
by linear regressions.
The idea of approximating the continuation value of the Bermudan option by regression
was studied by a number of authors. The most important ones include [13] by Carrie`re, [72]
and [73] by Tsitsiklis and Van Roy, and [47] by Longstaff and Schwartz. Carrie`re’s approach
in [13] uses spline regression, where the explanatory variables are the state variables. In
contrasts, the methods in [72], [73] and [47] only use least square regression, but a set of
basis function of the state variables are used. In this section, we use Longstaff Schwartz
method. Longstaff-Schwartz method is more popular among practitioners due to its better
performance.
The estimated Bermudan option price is then useful for estimating the value of the
American option with the same pay-off. The difference between the two is a source of error.
Overall, there are three sources of error when approximating the value of an American
option by a Bermudan option by Monte Carlo.
(i) The difference in price between American put and the corresponding Bermudan op-
tion.
(ii) The difference in distribution between the underlying continuous time process and the
discretised process.
(iii) The Monte Carlo error made in estimating the Bermudan option by least square
Monte Carlo method.
(iii) was discussed extensive in [17], where the authors obtained convergence rate which
applies to our case. For (i), we show the price of Bermudan options converges to the price
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of the corresponding American options with a convergence of n−1 where n is the number
of equally spaced interval. For (ii), there exist an exact sampling scheme when the jump
measure is finite. We give this algorithm and prove its validity.
4.6.1 Error bound between American option and Bermudan option
In Proposition 4.6, we have already shown that the price of Bermudan options converge to
the price of corresponding American option when we choose the exercise dates carefully.
We now provide a bound on this difference for a general convex function.
Proposition 4.49. Let g(·) : (0,∞) → R be a convex function satisfying the following
condition:
(i) g′ and g′′ are well-defined except on a finite set M = {a1, . . . , ak}.
(ii) For j = 1, . . . , k, the limits
g′(aj±) def= lim
x→aj±
g′(x), g′′(aj±) def= lim
x→aj±
g′′(x)
exist and are finite.
Recall the definition of U and u given by (4.8) and (4.7), then
u(s, v, T )− U(s, v, T, n) ≤ C1(T, s, v)
n
,
Proof. For the first part of the proof, we assume that g(0) ≤ 0. Let τ be an arbitrary
stopping time and define τˆ by
τˆ = inf
{
t ∈
{
T
n
, . . . ,
(n− 1)T
n
, T
}
: t ≥ τ
}
.
Then, we have that
U(s, v, T, n) ≥ Ee−rτˆg(Ss,vτˆ ).
By the definition of τˆ , we have that 0 ≤ τ − τˆ < Tn , then
e−rτ − e−rτˆ ≤ e−rτ (1− e−r(τˆ−τ)) ≤ e−rτ (1− e− rTn ) ≤ rT
n
(4.59)
Let LS−(t, ai) denote the local time of Ss,v from the left at ai, defined by
LS−(t, ai) = lim
↓0
∫ t
0
1{ai−≤Ss,vq ≤ai}dq.
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By Itoˆ’s formula, we have that
E[e−rτg(Ss,vτ )− e−rτˆg(Ss,vτˆ )]
≤E
[
−
∫ τˆ
τ
1
2
(Ss,vt )
2V vt g
′′(Ss,vt )︸ ︷︷ ︸
≥0
+ rSs,vt g
′(Ss,vu )− rg(Ss,vu )︸ ︷︷ ︸
≥−rg(0)≥0 by convexity of g
dt
]
+
E
[
−
∫ τˆ
t=τ
g(Ste
−ρz)− g(Ss,vt ) + Ss,vt (1− e−ρz)g′(Ss,vt )︸ ︷︷ ︸
≥0 by convexity of g
Π(dz)
]
+
E
[
− 1
2
k∑
i=1
(e−rτˆLS−(τˆ , ai)− e−rτLS−(τ, ai)) (g′(ai+)− g′(ai−))︸ ︷︷ ︸
≥0
]
≤1
2
E
[ k∑
i=1
(e−rτ − e−rτˆ︸ ︷︷ ︸
≤ rT
n
by (4.59)
)LS−(τ, ai)︸ ︷︷ ︸
≤LS−(T,ai)
(g′(ai+)− g′(ai−))
]
≤rT
2n
k∑
i=1
E[LS−(T, ai)](g′(ai+)− g′(ai−)),
where the penultimate line follows from its preceding line because
−(e−rτˆLS−(τˆ , ai)− e−rτLS−(τ, ai)) = (e−rτ − e−rτˆ )LS−(τ, ai) + e−rτˆ (LS−(τ, ai)− (LS−(τˆ , ai)︸ ︷︷ ︸
≤0
).
By choosing τ to be an optimal stopping time such that
u(s, v, T ) = Ee−rτg(Ss,vτ ), (4.60)
we have the following inequality
u(s, v, T )− U(s, v, T, n) ≤ E[e−rτg(Ss,vτ )− e−rτˆg(Ss,vτˆ )]
≤ rT
2n
k∑
i=1
E[LS−(T, ai)](g′(ai+)− g′(ai−)).
If g(0) ≥ 0, consider the function g˜(x) = g(x)−g(0). The previous argument holds for g˜ and
any stopping time τ . Again, we choose τ to be stopping time such that (4.60) is satisfied.
(Note τ is still the optimal stopping time for optimal stopping problem with pay-off g, not
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g˜.) The error bound is now
u(s, v, T )− U(s, v, T, n) ≤Ee−rτg(Ss,vτ )− e−rτˆg(Ss,vτˆ )
=Ee−rτ g˜(Ss,vτ )− e−rτˆ g˜(Ss,vτˆ ) + g(0)E[e−rτ − e−rτˆ ]
≤rT
2n
k∑
i=1
E[LS−(T, ai)](g˜′(ai+)− g˜′(ai−)) +
rTg(0)
n
=
rT
2n
k∑
i=1
E[LS−(T, ai)](g′(ai+)− g′(ai−)) +
rTg(0)
n
where the last equality holds because g′(ai±) = g˜′(ai±) for ai ∈M . Hence,
u(s, v, T )− U(s, v, T, n) ≤ C1(T, s, v)
n
,
where
C1(T, s, v) =
rT
2
k∑
i=1
E[LS−(T, ai)](g′(ai+)− g′(ai−)) + rT max(0, g(0)) (4.61)
In the case of the American put problem, k = 1 and a1 = K.
4.6.2 Exact simulation scheme for the BNS model
When simulating an SDE with jumps, discretisation errors are often introduced. The
marginal distributions of the simulated process often differ to the marginal distributions
of the underlying process at the same time points. In the case of the BNS model, there ex-
ists an exact sampling scheme. The distribution of the simulated process under this scheme
coincides with the distribution of the (S, V ), provided the jump measure is finite.
When the jump measure is finite, we can normalise Π. Define Πˆ by
Πˆ(dz) =
Π(dz)
Π(0,∞) (4.62)
Let (Sˆs,v, Vˆ v) denote simulated process with initial values Sˆ0 = s and Vˆ0 = v. A
sampling scheme for generating (Sˆs,vt , Vˆ
v
t )t∈{T
n
, 2T
n
,...,T}, in the case where the jump measure
is finite, is given as follows.
(i) Set Sˆ0 = s and Vˆ0 = v, start a counter i = 0.
(ii) Sample Nˆ from Poisson distribution with mean λΠ(0,∞)Tn .
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(iii) If Nˆ > 0, then generate an independent random sample J1, . . . , JNˆ of size Nˆ from
the distribution Πˆ given by (4.62). We then generate an independent random sample
T1, T2, . . . , TNˆ of size Nˆ from uniform distribution on the interval (0,
T
n ). Set Vˆ (i+1)T
n
as:
Vˆ (i+1)T
n
= Vˆ iT
n
e−
λT
n +
Nˆ∑
i=1
Jie
−λ(T
n
−Ti),
where the summation term is taken to be 0 if Nˆ = 0.
(iv) Define U to be
Uˆ =
Vˆ iT
n
λ
(1− e−λTn ) +
Nˆ∑
i=1
Ji
λ
(1− e−λ(Tn−Ti)),
(v) Generate normal random variable NUˆ such that it has mean −12 Uˆ and variance Uˆ .
(vi) Set Sˆ (i+1)T
n
as:
Sˆ (i+1)T
n
= Sˆ iT
n
exp
(
NU +
(r + λΦ(ρ))T
n
− ρ
Nˆ∑
i=1
Ji
)
(vii) Add 1 to the counter i. If i < n, then we repeat steps (ii) to (vii), else we are done.
We now show the distribution of the simulated process coincide with the distribution of
the underlying process.
Proposition 4.50. The process
{(Sˆs,viT
n
, Vˆ viT
n
) : 0 ≤ i ≤ n},
simulated using steps (i) to (vii) above has the same distribution as
{(Ss,viT
n
, V viT
n
) : 0 ≤ i ≤ n}.
Proof. We first show that {Vˆ iT
n
: i = 0, . . . , n} has the same distribution as {V iT
n
: i =
0, . . . , n}. We do this by induction on j. We show for j = 0, 1, . . . , {Vˆ iT
n
: i = 0, . . . , j} and
{V iT
n
: i = 0, . . . , j} have the same distribution.
For i = 0, the proposition is trivial since V v0 = Vˆ
v
0 = v. Assume that {Vˆ iT
n
: i = 0, . . . , j}
and {V iT
n
: i = 0, . . . , j} have the same distribution for some j. We set t = (j+1)Tn and t′ = jTn
in the summation representation given by (4.4) on page 85. This allows us to arrive at the
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equation:
V v(j+1)T
n
= V vjT
n
e−
λT
n +
∑
jT
n
<u≤ (j+1)T
n
∆Zue
−λ( (j+1)T
n
−u),
Conditional on {V iT
n
: i = 0, . . . , j}, the distribution of V v(j+1)T
n
is V vjT
n
e−
λT
n plus the sum
∑
jT
n
<u≤ (j+1)T
n
∆Zue
−λ( (j+1)T
n
−u), (4.63)
which is independent of {V iT
n
: i = 0, . . . , j}.
Since Π(0,∞) < ∞, the number of jumps in the period ( jTn , (j+1)Tn ] is finite almost
surely. The number of jumps is the same as the number of terms in (4.63). If we denote
the number of terms in (4.63) by N and the jump times by t1, . . . , tN , then
V v(j+1)T
n
= V vjT
n
e−
λT
n +
N∑
i=1
∆Ztie
−λ( (j+1)T
n
−ti),
N is known to have a Poisson distribution with mean λΠ(0,∞)Tn . Conditional on N ,
the jump times {t1, . . . , tN} are independently uniformly distributed over the time interval
( jTn ,
(j+1)T
n ]; the jump sizes, {∆Zti : i = 1, . . . , N}, which are independent of {t1, . . . , tN},
are independently identically distributed according to Πˆ(dz).
In step (ii) and (iii) of the sampling scheme, Nˆ is generated from the same distribution
as N . Conditional on Nˆ , {T1 + jTn , . . . , TNˆ + jTn , J1, . . . , JNˆ} have the same distribution
as {t1, . . . , tN ,∆Zti , . . . ,∆ZtN } conditional on Nˆ . Hence, Vˆ (j+1)T
n
conditional on {Vˆ iT
n
:
i = 0, . . . , j} has the same distribution as V (j+1)T
n
conditional on {V iT
n
: i = 0, . . . , j}. By
induction hypothesis {Vˆ iT
n
: i = 0, . . . , j} and {V iT
n
: i = 0, . . . , j} have the same distribution
, hence {Vˆ iT
n
: i = 0, . . . , j + 1} and {V iT
n
: i = 0, . . . , j + 1} have the same distribution.
We now show that {(Sˆ iT
n
, Vˆ iT
n
) : i = 0, . . . , n} has the same distribution as {(S iT
n
, V iT
n
) :
i = 0, . . . , n} by induction on j. Again, Ss,v0 = Sˆs,v0 = s so the case j = 0 holds trivially. We
assume {(Sˆ iT
n
, Vˆ iT
n
) : i = 0, . . . , j} has the same distribution as {(S iT
n
, V iT
n
) : i = 0, . . . , j}
for some j. For jTn ≤ t ≤ (j+1)Tn , by rearranging (4.4), we arrive at the expression
V vt = V
v
jT
n
e−λ(t−
jT
n
) +
N∑
i=1
∆Ztie
−λ(t−ti)1{t≥ti}. (4.64)
Let U be the integral of V vt on the interval (
jT
n ,
(j+1)T
n ), then from (4.64) we obtain the
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following expression.
U
def
=
∫ (j+1)T
n
jT
n
Vudu =
V jT
n
λ
(1− e−λTn ) +
N∑
i=1
∆Zti
λ
(1− e−λ( (j+1)Tn −ti)). (4.65)
Conditional on
{N, t1, . . . , tN ,∆Zt1 , . . . ,∆ZtN , (Ss,v0 , V s,v0 ), . . . , (Ss,vjT
n
, V vjT
n
)}, (4.66)
X (j+1)T
n
is normally distributed with mean
X jT
n
− 1
2
U +
(r + λΦ(ρ)T
n
− ρ
N∑
i=1
∆Zti (4.67)
and variance U . From (4.67), we deduce that the distribution of S (j+1)T
n
conditional on
the set of random variables labeled as (4.66) is lognormal. Uˆ generated in steps (iv) of the
simulation scheme has the same distribution as U . Step (v) and (vi) of the sampling scheme
calculate Sˆ (j+1)T
n
from its conditional distribution on
{Nˆ , T1, . . . , TNˆ , J1, . . . , JNˆ , (Sˆs,v0 , Vˆ s,v0 ), . . . , (Sˆs,vjT
n
, Vˆ vjT
n
)},
which is the same distribution as the conditional distribution of S (j+1)T
n
on the list of random
variables given by (4.66). Hence, {(Sˆ iT
n
, Vˆ iT
n
) : i = 0, . . . , j + 1} has the same distribution
as {(S iT
n
, V iT
n
) : i = 0, . . . , j + 1} and we are done.
Example 4.51. We illustrate the Least Square Monte Carlo method described in this
section. The parameters we have chosen are r = 0.05, T = 1, λ = 6, ρ = 1,K = 100. The
jump density Π is chosen to be 80000 exp(−400z), so the Le´vy subordinator is a compound
Poisson process with exponentially distributed jumps. To produce the estimates below, we
used sample size of 20000 sample path with 50 time steps.
S0 V0 U(s, v, 1, 50)
80 0.09 21.16
85 0.09 17.53
90 0.09 14.50
95 0.09 11.91
100 0.09 9.69
105 0.09 7.86
110 0.09 6.38
S0 V0 U(s, v, 1, 50)
80 0.04 20.70
85 0.04 16.99
90 0.04 13.89
95 0.04 11.26
100 0.04 7.26
105 0.04 5.70
110 0.04 4.48
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The basis functions we used are S, V, SV, S2 and V 2 as well as constants. We tried
adding third order polynomial terms, but they did not change the estimates of the value
function by a significant amount and produced warning messages in Matlab. The warning
messages comes from matrix inversion procedure when performing the regressions. This is
because the dependence on higher order terms are relatively weak and we should not include
for stability purposes.
From this result, we are able to produce the following diagram.
For v = 0.09, b(0.09, 1) appears be around 72. For v = 0.04, the stopping boundary
appears to be around 75. The estimated value function appears to be convex in the stock
price and increasing in squared volatility. This is consistent with our theoretical result.
4.7 Chapter Appendix
This section contains all of the proofs, which were omitted in Section 4.1 - 4.6. Here are
the reasons why the proofs are found in this section rather than beneath the statement of
the corresponding propositions.
(i) The proof is a relatively standard.
(ii) A very similar proof has already been presented in the chapter or another referenced
source.
(iii) The result is a technical auxiliary lemma to a proposition we wish to prove.
Proof of Proposition 4.6 The proof of this lemma is relatively standard and is similar
to the proof of Lemma 2.21.
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Proof. Observe that for n > m, we have
U(s, v, T, 2m) ≤ U(s, v, T, 2n) ≤ u(s, v, T ).
This means the limit of the left-hand side of (4.9) exists as it is the limit of a monotone
sequence. Moreover, lim
m→∞U(s, v, T, 2
m) ≤ u(s, v, T ). Since the time horizon is finite, there
is an optimal stopping time τ such that
u(s, v, T ) = Ee−rτg(Ss,vτ ).
Define the set Tm = {2−mT, 2 · 2−mT, ..., (2m− 1) · 2−mT, T} and τm = inf{t ∈ Tm : t ≥ τ}.
Note that τm → τ almost surely as m→∞, so we have
u(s, v, T )− U(s, v, T, 2m) ≤Ee−rτg(Ss,vτ )− Ee−rτ
m
g(Ss,vτm)
≤E|e−rτg(Ss,vτ )− e−rτ
m
g(Ss,vτm)| → 0,
where the convergence holds by dominated convergence using the Assumption 4.4. Since 
is arbitrary, this proves that lim
m→∞U(s, v, T, 2
m) ≥ u(s, v, T ) and (4.9) follows.
Proof of Lemma 4.9
Proof. Let K be a constant such that |g| < K. Suppose τ is an -optimal stopping time
for u(s, v,∞), then consider
τT = τ1{τ<T} + T1{τ≥T}
Since τT < T , τ
T
 is feasible stopping time for the finite horizon problem with time horizon
T . If follows that
Ee−rτ
T
 g(SτT ) ≤ u(s, v, T ) (4.68)
130
Using the definition of -optimal time, we have
u(s, v,∞) ≤Ee−rτg(Ss,vτ ) + 
=Ee−rτg(Ss,vτ )1{τ<T} + Ee
−rτg(Ss,vτ )1{τ≥T} + 
≤Ee−rτg(Ss,vτ )1{τ<T} + Ee−rT g(ST )1{τ≥T}︸ ︷︷ ︸
=Ee−rτT g(Ss,v
τT
)
−Ee−rT g(Ss,vT )1{τ≥T}
+ Ee−rτg(Ss,vτ )1{τ≥T} + 
≤Ee−rτT g(Ss,v
τT
) + 2e−rTK + 
≤u(s, v, T ) + 2e−rTK + ,
where the final line follows from the penultimate line by (4.68) and the penultimate line
follows its preceding line by the bounds
|Ee−rτg(Sτ)1{τ≥T}| ≤ Ee−rτK1{τ≥T} ≤ Ke−rT
and
|Ee−rT g(SτT )1{τ≥T}| ≤ Ee−rTK1{τ≥T} ≤ Ke−rT .
In addition, it is clear that u(s, v, T ) is increasing in T . This is because we are taking
supremum over increasingly larger set of stopping times as T increases. This allows us to
conclude that
u(s, v, T ) ≤ u(s, v,∞) ≤ u(s, v, T ) + 2Ke−rT + 
Since  is arbitrary, it follows that
lim
T→∞
u(s, v, T ) = u(s, v,∞).
Derivation for generator of (S, V ). Let us assume that f ∈ C2,1(O) with bounded
derivatives. We wish to calculate
lim
t′↓t
1
t′ − tE[f(St′ , Vt′)− f(St, Vt)|Ft]
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By Itoˆ’s formula, for t′ > t, we have that
f(St′ , Vt′)
= f(St, Vt)
+
∫ t′
t
∂1f(Su−, Vu−) dSu +
1
2
∫ t′
t
∂11f(Su−, Vu−)S2u−Vu− du+
∫ t′
t
∂2f(Su−, Vu−) dVu
+
∑
t<u≤t′
[f(Su, Vu)− f(Su−, Vu−)−∆Vu∂2f(Su−, Vu−)−∆Su∂1f(Su−, Vu−)]
=f(St, Vt) +
∫ t′
t
rSu−∂1f(Su−, Vu−) du+
∫ t′
t
eru∂1f(Su−, Vu−) d(e−ruSu)
+
1
2
∫ t′
t
∂11f(Su, Vu)S
2
uVu du−
∫ t′
t
∂2f(Su−, Vu−)λVu du+
∫ t′
t
∂2f(Su−, Vu−) dZλu
+
∑
t<u≤t′
[f(Su, Vu)− f(Su−, Vu−)−∆Vu∂2f(Su−, Vu−)−∆Su∂1f(Su−, Vu−)],
where we used (4.2) and
dSu = e
ru d(e−ruSu) + rSu− du.
Notice that ∆Vu = dZλu, so∫ t′
t
∂2f(Su−, Vu−) dZλu =
∑
t<u≤t′
∆Vu∂2f(Su−, Vu−).
Moreover, we can write the sum∑
t<u≤t′
[f(Su, Vu)− f(Su−, Vu−)−∆Su∂1f(Su−, Vu−)]
as an integral against the Le´vy measure Π plus an integral against the compensated jump
measure N˜ . Therefore, f(St, Vt) can be written as
f(St, Vt) = f(St′ , Vt′)
+
∫ t
t′
rSu∂1f(Su, Vu) du−
∫ t
t′
λ∂2f(Su−, Vu−)Vu du+
1
2
∫ t
t′
∂11f(Su−, Vu−)S2u−Vu− du
+ λ
∫ t
u=t′
∫ ∞
z=0
f(Su−e−ρz, Vu− + z)− f(Su−, Vu−) + Su−(1− e−ρz)∂1f(Su−, Vu−)Π(dz)du
+
∫ t
u=t′
∫ ∞
z=0
f(Su−e−ρz, Vu− + z)− f(Su−, Vu−) + Su−(1− e−ρz)∂1f(Su−, Vu−)N˜(dz, λdu)
+
∫ t
t′
eru∂1f(Su, Vu) d(e
−ruSu).
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Now note the last two terms of the above expansion are martingales because f has bounded
derivatives, so their conditional expectation with respect to Ft is 0.
It follows that
lim
t′↓t
1
t′ − tE[f(St′ , Vt′)− f(St, Vt)|Ft]
= lim
t′↓t
1
t′ − tE
[ ∫ t′
t
1
2
S2uVu∂11f(Su, Vu) + rSu∂1f(Su, Vu)− λVu∂2f(Su, Vu)du+
λ
∫ t
u=t′
∫ ∞
z=0
f(Su−e−ρz, Vu− + z)− f(Su−, Vu−) + Su−(1− e−ρz)∂1f(Su−, Vu−)Π(dz)du
∣∣∣∣Ft]
= E
[
lim
t′↓t
1
t′ − t
[ ∫ t′
t
1
2
S2uVu∂11f(Su, Vu) + rSu∂1f(Su, Vu)− λVu∂2f(Su, Vu)du+
λ
∫ t
u=t′
∫ ∞
z=0
f(Su−e−ρz, Vu− + z)− f(Su−, Vu−) + Su−(1− e−ρz)∂1f(Su−, Vu−)Π(dz)du
]∣∣∣∣Ft]
=
1
2
S2t Vt∂11f(St, Vt) + rSt∂1f(St, Vt)− λVt∂2f(St, Vt)
+ λ
∫ ∞
0
f(Ste
−ρz, Vt + z)− f(St, Vt) + St(1− e−ρz)∂1f(St, Vt)Π(dz),
where the limit exchange is justified by the dominated convergence theorem. This limit
is time-homogeneous. By setting t = 0, for (s, v) ∈ O, we get the following infinitesimal
generator for a strong Markov family:
Lf(s, v) =
1
2
s2v∂11f(s, v)+rs∂1f(s, v)− λv∂2f(s, v)
+ λ
∫ ∞
0
f(se−ρz, v + z)− f(s, v) + s(1− e−ρz)∂1f(s, v)Π(dz).
Proof of Corollary 4.21
(i) The left and right derivative must exist because u(·, v, T ) is convex.
(ii) The upper bounds
∂−1 u(s, v, T ) ≤ 0 for s > 0 and ∂+1 u(s, v, T ) ≤ 0 for s ≥ 0, (4.69)
must hold because u is decreasing.
(iii) Since u(b(v, T ), v, T ) = K − b(v, T ), it must be the case that
∂+1 u(b(v, T ), v, T ) ≥ −1
else there would exist an , for s ∈ (b1, b1 + ) such that u(s, v, T ) < K − s, which is
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a contradiction. It follows by convexity of u that
∂−1 u(s, v, T ) ≥ −1 for s > b(v, T ) and ∂+1 u(s, v, T ) ≥ −1 for s ≥ b(v, T ).
(iv) For s < b(v, T ), u(s, v, T ) = K − s, so
∂−1 u(s, v, T ) = −1 for 0 < s ≤ b(v, T ) and ∂+1 u(s, v, T ) = −1 for 0 ≤ s < b(v, T ).
Proof of Proposition 4.24
This proof is very similar to [61, Thereom 4.3].
Proof. In this proof, C is a generic constant, which may change from line to line. Recall
(4.6) and from this, we deduce that∫ T
0
V v+dt =
∫ T
0
V vdt+

λ
(1− e−λT )
Moreover,
Xx
′,v′
T −Xx,vT = (x− x′)−
1
2λ
(v − v′)(1− e−λT ) +
∫ T
0
(√
V v′τ −
√
V vτ
)
dBt (4.70)
By Lipschitz continuity of g, we have that
|u˜(x′, v′, T )− u˜(x, v, T )| = | sup
0≤τ≤T
Ee−rτg(exp(Xx
′,v′
τ ))− sup
0≤τ≤T
Ee−rτg(exp(Xx,vτ )|
≤ sup
0≤τ≤T
E|g(exp(Xx′,v′τ ))− g(exp(Xx,vτ )|
≤ C sup
0≤τ≤T
E|Xx′,v′τ −Xx,vτ |,
where C at the moment is the Lipschitz constant for g(exp(·)). By (4.70), we arrive at
|u˜(x′, v′, T )− u˜(x, v, T )| ≤ C
(
|x′−x|+ |v′−v|+ sup
0≤τ≤T
E
∣∣∣∣ ∫ τ
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣) (4.71)
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By Cauchy-Schwarz and Doob’s inequality, we have that
sup
0≤τ≤T
E
∣∣∣∣ ∫ τ
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣ ≤ E sup
0≤τ≤T
∣∣∣∣ ∫ τ
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣
≤
(
E sup
0≤τ≤T
∣∣∣∣ ∫ τ
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣2)1/2
≤ 2
(
E
∣∣∣∣ ∫ T
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣2)1/2
We now use Itoˆ isometry on the last integral. We obtain
E
∣∣∣∣ ∫ T
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣2 = E∣∣∣∣ ∫ T
0
(√
V v
′
t −
√
V vt
)2
dt
∣∣∣∣
≤E
∫ T
0
|V v′t − V vt |dt =
∫ T
0
|v − v′|e−λtdt ≤ 1
λ
|v − v′|,
where the inequality follows because
√
a+ b ≤ √a + √b for a, b ≥ 0. Here we apply the
inequality with a = min(V v
′
t , V
v
t ) and b = max(V
v′
t , V
v
t )−min(V v
′
t , V
v
t ). This allows us to
conclude that
sup
0≤τ≤T
E
∣∣∣∣ ∫ τ
0
(√
V v
′
t −
√
V vt
)
dBt
∣∣∣∣ ≤ 2√λ |v − v′| 12 (4.72)
The required result follows if we substitute (4.72) into (4.71).
Proof of Proposition 4.28
This proof is very similar to [61, Thereom 4.3].
Proof. By Proposition 4.25, u is continuous. We begin by showing u is a subsolution of
(4.26). Define the Markov time
τD
def
= inf{t : (St, Vt) ∈ D}.
The value function is obtained at this Markov time since the gain function is bounded. (See
Remark 1.5 (iii)) By the martingale property of {e−rtu(Ss,vt , V vt ), 0 ≤ t ≤ τD} we have
u(s, v) = Ee−r(τD∧t)u(Ss,vτD∧t).
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Fix (s, v) ∈ Dc. For all ψ ∈ C2,1(O) ∩W such that ψ ≥ u and ψ(s, v) = u(s, v). We have
0 = Ee−r(τD∧t)u(Ss,vτD∧t)− u(s, v)
≤ Ee−r(τD∧t)ψ(Ss,vτD∧t)− ψ(s, v)
= E
(∫ τD∧t
0
e−rq(Lψ − rψ)(Ss,vq , V vq ) dq +Mt∧τD
)
= E
(∫ τD∧t
0
e−rq(Lψ − rψ)(Ss,vq , V vq ) dq
)
where M is a martingale with M0 = 0. Now observe that, by the right-continuity of (S, V ),
P((Ss,v0 , V v0 ) ∈ Dc, τD > 0) = 1, which implies limt→0P((S
s,v
0 , V
v
0 ) ∈ Dc, τD > t) = 0. Now we
divide by t on both side and take limit as t→ 0, we get
Lψ(s, v)− rψ(s, v) ≥ 0
Note that u(s, v) ≥ g(s) by definition, so u(s, v) is a subsolution. Supersolution property
holds by a similar proof.
Expectation estimates for Proposition 4.40
u(s,v, T )− u(s, v, T ′)
≤ C
(
E
[
1
2
∫ δ
0
V vq dq
]
︸ ︷︷ ︸
(1)
+E
∣∣∣∣ ∫ δ
0
√
V vq dWq
∣∣∣∣︸ ︷︷ ︸
(2)
+λΦ(ρ)δ + ρEZλδ︸ ︷︷ ︸
(3)
+E|V vδ − v|︸ ︷︷ ︸
(4)
+E|V vδ − v|
1
2︸ ︷︷ ︸
(5)
)
where δ = |T − T ′|. We estimate each underbraced term individually. We first make the
observation that
∫ t
0 e
λqdZλq = µ1(e
λt − 1) and EZt = tµ1, where µ1 = EZ1.
(1)
E
[ ∫ δ
0
Vqdq
]
=
∫ δ
0
v+e−λq
[ ∫ q
0
µ1λe
λq′dq′
]
dq = (v+µ1)δ+
1
λ
(1−e−λδ) ≤ (v+1+µ1)δ
(2)
E
∣∣∣∣ ∫ δ
0
√
V vq dWq
∣∣∣∣ ≤ (E∫ δ
0
Vqdq
)1/2
≤ v 12 δ 12 + (1 + µ1) 12 δ 12
The first inequality follows by Itoˆ isometry and Cauchy-Schwarz inequality. The
second inequality follows by (1) and the inequality
√
a+ b ≤ √a+√b for a, b ≥ 0.
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(3)
ρEZλδ = ρλµ1δ,
(4)
E|V vδ − v| = E
∣∣∣∣ve−λδ − v + ∫ δ
0
e−λ(δ−q)dZλq
∣∣∣∣ ≤ (v + µ1)(1− e−λδ) = λ(v + µ1)δ
(5)
E|V vδ − v|
1
2 ≤ (λ(v + µ1)δ) 12 ≤ λ 12 v 12 δ 12 + µ
1
2
1 δ
1
2
The first inequality follows from Cauchy-Schwarz and (4). The second inequality is
an application of
√
a+ b ≤ √a+√b for a, b ≥ 0.
Adding these inequalities together,
u(s, v, T ′)− u(s, v, T ) ≤ C ′(1 + v + v 12 )(δ1/2 + δ),
where C is a constant.
Proof of Lemma 4.31 Theorem 8.2 of [19] considers a problem of the form.
(4.73)

−L˜f(s, v) + γ(s, v) = 0 for (s, v) ∈ (s1, s2)× (v1, v2) ≡ Θ,
f(s, v1) = ζ(s) for s ∈ [s1, s2]
f(s, v) = 0 for (s, v) ∈ {s1, s2} × [v1, v2).
This is a case of (4.31) on page 103 with ψ(s, v) = 0 with (s, v) ∈ {s1, s2} × [v1, v2). We
want to show the last of these conditions can be replaced by a more general condition
f(s, v) = ψ(s, v). [19, Theorem 8.2] implies that there exists at most one viscosity solution
to (4.73).
Let φ(s, v) be an arbitrary C2,1 function, then by [19, Remark 2.7 (ii)], we have
P2,+(u− φ)(s, v) = {(p− ∂vφ, q − ∂sφ,A− ∂ssφ) : (p, q, A) ∈ P2,+u(s, v)}.
For (s, v) ∈ Θ, let (p, q, A) ∈ P2,+f1(s, v), then
−1
2
s2vA− (r + Cρ)sq + λvp+ rf1(s, v) + γ(s, v) ≤ 0. (4.74)
Moreover, we have
−1
2
s2v∂ssf2(s, v)− (r + Cρ)s∂sf2(s, v) + λv∂vf2(s, v) + rf2(s, v) + γ(s, v) = 0, (4.75)
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since f2 is a classical solution of −L˜f2(s, v) + γ(s, v) = 0. If we subtract (4.75) from (4.74),
we have
−1
2
s2v(A− ∂ssf2(s, v))− (r + Cρ)s(q − ∂sf2(s, v)) + λv(p− ∂vf2(s, v))
+ r(f1(s, v)− f2(s, v)) ≤ 0
This shows that f1 − f2 is a viscosity subsolution of L˜ = 0. The viscosity supersolution
property holds by an almost identical argument. Hence f1− f2 is a viscosity solution to the
problem
(4.76)

−L˜f(s, v) = 0 for (s, v) ∈ (s1, s2)× (v1, v2) ≡ Θ,
f(s, v1) = 0 for s ∈ [s1, s2]
f(s, v) = 0 for (s, v) ∈ {s1, s2} × [v1, v2).
This means f1 − f2 is a viscosity solution (4.73) with ζ(s) = 0 and γ(s, v) = 0. It is clear
that the zero function satisfies (4.76) and this solution is unique by [19, Theorem 8.2]. This
implies f1 = f2.
Remark 4.52. It is clear that the proof of Lemma 4.31 can be extended to all (possibly
degenerate) linear second order equations with non-negative characteristic form.
Sketch Proof of Proposition 4.46
Proof. By Remark 4.43 (3), for (s, v, t) ∈ Dc we have
1
2
s2v∂ssuˆ(s, vˆ, t) = −rs∂su(s, v, t) + ∂tuˆ(s, vˆ, t) + ru(s, v, t)
−
∫ ∞
0
u(se−ρz, v + z, t)− u(s, v, t) + s(1− e−ρz)∂su(s, v, t)Π(dz),
where each of the derivatives exists. By the same convexity argument in Proposition 4.35,
the integral term is positive. We have that
1
2
s2v∂ssuˆ(s, vˆ, t) ≤ ∂tuˆ(s, vˆ, t) + ru(s, v, t) + rs
For each value of vˆ, we consider uˆ(s, vˆ, t) as a function of two variables (s, t). By the same
argument as the one in Proposition 4.35, we have
lim
Dc3(s′,vˆ,t′)→(s,vˆ,t)
∂suˆ(s, vˆ, t) = −1.
138
Note, vˆ is unchanged when taking the limit.
Sketch Proof of Lemma 4.47
Proof. In the transformed continuation region, using the relationship between u and uˆ, we
have that
1
2
vˆeλt∂ssu(s, vˆ, t) =ru(s, v, t)− r∂su(s, v, t) + ∂tu(s, vˆ, t)
λ
∫ ∞
0
u(se−ρz, v + z, t)− u(s, v, t) + s(1− e−ρz)∂1u(s, v, t)Π(dz)
This only difference between the right hand side this equation and the right hand side of
the integral equation in Lemma 4.47 is that −λv∂vu(s, v) is replaced by ∂tu(s, vˆ, t). The
argument in Lemma 4.47 can be repeated exactly except we use the positivity of ∂tu(s, vˆ, t)
instead of positivity of −λv∂vu(s, v).
Sketch Proof of Proposition 4.48
Proof. For a fixed vˆ, bˆ(vˆ, t) = b(vˆeλt, t) is monotone and left-continuous in t because b(v, t)
is jointly left-continuous in v and t.
If bˆ(vˆ, t) is discontinuous in t at t0, then by Lemma 4.47, there exists s∗, t∗ such that
∂ssuˆ(s, vˆ, t) ≥ C for (s, v) ∈ (s∗, bˆ(vˆ, t)) × {vˆ} × (t0, t∗), where C is a constant. We just
repeat the argument in Proposition 4.38.
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