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ABSTRACT 
 
 In this two-part thesis, I address gaps in the surface science of semiconductor materials 
for photovoltaics and discipline-based education research literature. 
 
Surface Science of Semiconductor Materials for Photovoltaics 
With the rise of global energy consumption, it is important to find low-cost, renewable 
sources of energy. Photovoltaic devices (i.e., solar cells) are one such source of energy, 
converting solar energy into electricity. However, their levelized cost of electricity (i.e., 
$/MW*h) is currently too high to compete with traditional electricity sources. One way to lower 
this cost is to increase the solar cell’s power conversion efficiency, which is often limited by 
defects throughout the device. While defect behavior is well-studied in the community, the 
techniques used are not chemically sensitive, so experiments must be combined with 
computation to identify defects. Understanding the chemical identity of defects is particularly 
important for improving the efficiency of solar cells that use CuInSe2 (CIS) and Cu(In,Ga)Se2 
(CIGS) as the absorber layer, which are inexpensive but limited due to a variety of defects. 
Understanding which elements are involved in charge capture and recombination would 
contribute to the literature by providing a fundamental understanding of defects in materials 
important to the photovoltaic industry. In this study, I studied charge capture on defects within 
the CIS side of the CdS/CIS interface using photo-modulated x-ray photoelectron spectroscopy 
(XPS) to observe changes in surface charging under illumination. My work provides some of the 
first experimentally verified evidence of electron capture on Cd donor atoms within CIS thin 
films. Others in the field can use my work to investigate the effect of Ga- or grain boundary-
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based defects in CIGS thin films or on other materials such as perovskites or CuZnSnS4 whose 
defect behavior under illumination is also relatively unexplored using chemically-sensitive 
techniques. 
 
Discipline-Based Education Research 
Whether sketching an idea on the back of a napkin, drawing schematics on a whiteboard, 
or using computational tools to understand unobservable phenomena, engineers need to be able 
to solve problems and communicate their knowledge with a variety of visual representations. 
Research into how students use visual representations has so far focused on questions such as 
“will a picture or a graph improve students’ problem-solving ability” rather than “what about the 
graphical representation causes differences in students’ problem-solving ability?” To address this 
gap, I conducted a sequential exploratory mixed methods study to characterize and test the 
interplay between students’ level of conceptual knowledge, how concepts are encoded within 
representations, and how students use concepts during problem solving both within and across 
two engineering disciplines. The results of my work are 1) three types of features in visual 
representations that affect student’ problem solving and 2) a classroom intervention based on the 
findings from the think-aloud interviews to test the generalizability of my first finding. My work 
contributes to the community by applying a well-known theoretical framework that describes 
how people process visual information to novel contexts and developing deeper insights into the 
novice-expert transition. Additionally, my work provides the community with a data-driven 
theory to analyze how specific types of visual representations might be inhibiting engineering 
students’ ability to learn concepts and use them effectively when solving problems. 
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CHAPTER 1 
INTRODUCTION 
 
In this thesis, I address two needs in the materials science community. The first need is 
developing a way to identify which elements contribute to charge capture in semiconductor 
materials used for the absorber layer in solar cell devices. My work would be useful to both 
semiconductor researchers as well as solar cell manufacturing companies who strive to decrease 
the cost of solar cell technology by identifying defects that limit device efficiency.  
The second need is understanding how and why engineering students struggle to access and use 
concepts encoded within visual representations during their problem solving. My work in this 
area helps further our fundamental understanding of the expert-novice transition. My work also 
gives engineering educators an actionable starting point to help students develop more useful 
ways to learn engineering concepts from representations. 
 
1.1 Surface Science of Semiconductor Material for Photovoltaics 
CuInSe2 (CIS) and its alloy Cu(In,Ga)Se2 (CIGS) are promising materials for the 
absorber layer in solar cells due to its modest production cost and relatively high efficiency with 
champion devices recorded at over 22% efficiency [1]. If we can increase the efficiency, we can 
make devices smaller and still provide the same amount of power. Because many costs 
associated with producing and distributing solar modules are related to device area rather than 
power output, increasing efficiency is an effective way to compete with traditional energy 
sources and encourage adoption of renewable sources of energy. One way to increase efficiency 
in solar cells is to either decrease the number of defects or passivate any electrically-active 
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defects in the solar cell. This is because when the electron-hole pair created by a photon 
absorbed in the CIS film separates, the charges are sometimes captured by electrically charged 
defects. For example, an electron could be captured by a positively charged atom, which is called 
a donor defect. The donor defect holds onto the electron just long enough for it to recombine 
with a nearby hole. Having recombined into a neutral charge, the electron is no longer able to 
contribute electrical power. Similarly, holes can be captured by negatively charged atoms called 
acceptor defects and recombine with nearby electrons before they can leave the solar cell. If 
enough of these defects cause enough charges to recombine, the device’s efficiency will be 
severely lowered. If we can observe which defects contribute to charge capture and 
recombination, then others can develop passivation processes to prevent recombination and thus 
increase device efficiency. As a result, many researchers in the solar cell community focus on 
understanding how to prevent defects from forming and how to passivate the ones that do form 
during the manufacturing process. 
Unlike traditional semiconductor materials used in solar cells, defects in CIS and CIGS 
thin films come from changes in composition rather than through the addition of extra elements. 
Common point defects associated with composition are the (In,Ga)Cu
2+  anti-site defect and Cu 
vacancies VCu
- [2], [3]. Studies that use first-principles modeling suggest that these two defects 
often cluster into neutral defect pairs (i.e., (In,Ga)Cu
2+ + 2 VCu
-)[3], making CIGS’ performance 
robust against variations in composition. However, other defect complexes like the charged (VCu 
+ VSe)
- complex have been observed in positron spectroscopy for Cu-poor films [2] and could 
contribute to charge capture and recombination, lowering performance. In addition to intrinsic 
point defects, CIS- and CIGS-based devices are introduced to extrinsic defects during 
manufacturing, which in some cases actually help performance. For example, while the CIS or 
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CIGS absorber is grown p-type, they are inverted to n-type near the CdS/CIGS interface[4]. The 
literature proposes that this inversion is due to either an ordered defect compound caused by 
severe Cu depletion near the CdS/CIGS interface [5] or from Cd diffusing from the CdS layer 
into the CIGS film, sitting on the Cu vacancies to create a CdCu anti-site defect that acts as a 
donor in CIS films[6]. While the concentration of the intrinsic defects is quite high due to films 
being grown Cu-poor by several atomic percent, the neutral defect clusters means it may be 
unlikely to probe their electrical behavior with a chemically sensitive technique. However, the 
CdCu defect should have a high enough concentration to observe charge capture using x-ray 
photoelectron spectroscopy (XPS). When defects capture charges, the localized charge state 
around the defect atom will change, resulting in a change in either peak shape or auger parameter 
in the binding energies of electrons that are measured in XPS. 
In chapter 2, I describe how I studied the defect charging behavior at the Cd-doped (100) 
surface of single crystal CIS films using photo-modulated XPS. While CIGS makes a more 
efficient device than CIS, I chose to study CIS films in order to avoid potentially confusing 
results from Ga-related defects. Additionally, because grain boundaries in CIS and CIGS are 
known to be electrically active and could provide confusing results, I chose to study single 
crystal films of CIS. By studying both the surface photovoltage and auger parameters of the 
clean CIS surface, I observed element-dependent charge capture that suggests In atoms play a 
more significant role in charge transport at the CdS/CIS interface despite all of the Cd atoms 
being electrically active donor defects. Additionally, electron capture occurred only on Cd atoms 
under illumination up to sample temperature of 130oC, suggesting a defect level at approximately 
34 meV below the conduction band edge, which agrees with computational modeling of Cd 
defects in CuInSe2 [7]. 
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I presented this work as an oral presentation at the 2015 Fall meeting of the American 
Vacuum Society and published the work in the Journal of Vacuum Science and Technology. 
 
N. Johnson, P. Aydogan, S. Suzer, and A. Rockett, “Electrical properties from photoinduced 
charging on Cd-doped (100) surfaces of CuInSe 2 epitaxial thin films,” Journal of Vacuum 
Science & Technology A: Vacuum, Surfaces, and Films, vol. 34, no. 3, p. 031201, May 2016. 
 
1.2 Discipline-Based Education Research 
One of the key findings from the expert-novice transition literature is that experts and 
novices interpret information from visual representations in different ways. For example, a study 
by Chi, Feltovich, and Glaser [8, p. 198] showed that physics novices grouped problems by 
surface features such as whether the problem includes a block on a ramp. In contrast, the physics 
experts grouped problems by the principle they would use to solve the problem (e.g., 
conservation of energy). This suggests that what is meaningful to each of these groups is 
different, and it is so ingrained that experts are able to notice differences between two diagrams 
shown for 200 ms but only if the differences would change the underlying physics [9]. This also 
suggests that the structure of students’ conceptual knowledge and how they express it is 
grounded in visual representations. Some researchers have proposed that one of the reasons 
students struggle to learn science and engineering concepts, and thus gain expertise, is because 
students frequently struggle to access information encoded within visual representations [10]–
[13] or prioritize what features to focus on [14]. In addition to being able to learn from visual 
representations, engineering students are expected to learn how to solve problems through 
translating information between different types of representations (i.e., representational fluency). 
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Thus, understanding how students currently learn from and use visual representations is a critical 
step in understanding the novice to expert transition in engineering.  
 Prior research on how students engage with visual representations in engineering 
generally considers two perspectives, which I call “macro-level” and “micro-level”. In the 
macro-level view, researchers explore how different types of representations (e.g., pictorial vs. 
graphical vs. symbolic) affect student performance on a variety of tasks or what types of 
representations students choose to use during open-ended problem solving such as in model 
eliciting activities [15]. In the micro-level view, researchers examine how different types of 
features within a specific type of representation influences students’ performance on a task. 
While the macro-level view has been extensively studied in the math, engineering, and physics 
education literatures, the micro-level view is relatively unexplored in engineering. Even the 
researchers who have studied the micro-level view of representations have mostly studied how 
students comprehend information from a representation [16]. In contrast, engineering students 
are often expected to construct their own representations as part of the problem-solving process. 
Prior research on the micro-level view has shown that successfully comprehending information 
from visual representations depends on the interplay between students’ domain knowledge, the 
nature of the task, and the perceptual salience of task-relevant information [17]. For example, 
Hegarty, Canham, and Fabrikant [16] demonstrated that students learn more about wind patterns 
when weather maps were modified so the lines indicating pressure were thicker and the colors 
indicating the temperature were dimmer or represented in greyscale. Studies in multiple domains 
confirm that the design of a representation can affect how students use the representation during 
problem solving, what information students access, performance on transfer tests, or how 
students learn the concepts encoded in those representations [12], [18]–[22]. Some of this prior 
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work, done by Hegarty and colleagues, has culminated in a theoretical framework [17]. 
However, this framework does not yet address what happens when students are dynamically 
modifying the visual representation or are engaged in more complicated problem-solving tasks 
that require students to coordinate multiple representations. Additionally, these studies are 
usually limited to a single discipline and have yet to explore similarities and differences across 
disciplines, which could have pedagogical implications. 
To fill these gaps in the literature, I chose a sequential exploratory mixed methods study 
design [23] because it is a recognized method to generalize or transfer findings from qualitative 
studies that explore a phenomenon. In my case, the phenomena I am exploring is how students 
learn from and engage with specific types of visual representations during problem solving. The 
sequential exploratory mixed methods study design is a two-phase design that starts with a 
qualitative study followed by a quantitative follow-up study. During the initial qualitative phase, 
I collected think-aloud interviews from statics students and digital logic students as they solved 
problems similar to those in their coursework. I first analyzed the statics interviews using the 
constant comparative method to help describe the interplay between features of the 
representation, how students express their conceptual knowledge, and students’ problem-solving 
approaches (chapter 3). In a second study, I again used the constant comparative method to 
compare findings from the statics interviews with those from the digital logic interviews (chapter 
4). This analysis resulted in three emergent themes that described both domain-general and 
domain-specific ways in which engineering students engage with visual representations. In the 
quantitative phase, I conducted a quasi-experimental study to test the robustness of one of the 
emergent themes from the qualitative phase. The results of this study indicate that making the 
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fixed joint in schematics of loaded beams intrinsically perceptually salient helped students more 
accurately sketch shear force and bending moment diagrams on a discussion section quiz. 
I presented this work at several conferences as oral talks and/or posters. Additionally, I 
have submitted manuscripts based on chapters 3 and 4 to the Journal of Engineering Education. 
 
N. Johnson-Glauch and G. Herman, “Engineering representations guide student problem solving 
in Statics,” Journal of Engineering Education. (Accepted for Publication) 
 
N. Johnson-Glauch, D. S. Choi, and G. Herman, “Cross-disciplinary analysis of how visual 
representations influence engineering students’ conceptual understanding,” Journal of 
Engineering Education. (Under Review) 
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CHAPTER 2 
 
PHOTOINDUCED CHARGING ON CD-DOPED CIS FILMS 
 
2.1 Introduction 
While CuInSe2 (CIS), and its alloy Cu(In,Ga)Se2 (CIGS), are promising materials for 
solar cell applications, their performance suffers from the presence of defects. Using photo-
modulated x-ray photoelectron spectroscopy (XPS), I was able to observe surface charging 
behavior in a chemically specific way. In this chapter, I begin by briefly explaining what is 
known about studying defect behavior in CIS thin films. I then describe how I grew and prepared 
the CIS films followed by how I conducted the photo-modulated XPS experiments. The main 
findings from this study are: 1) shifting peak positions of the Cu and Se peaks suggest high 
recombination surface states due to air exposure that can be passivated with low temperature heat 
treatments, 2) the change in the Cd Auger parameter indicates electron capture under 
illumination, confirming them as a donor at the (100) CIS surface, and 3) the electron capture 
behavior disappearing at heat treatments of 230oC and the decrease in Cd concentration suggests 
surface Cd diffusion begins at these temperatures. Together these results show the usefulness of 
photo-modulated XPS in investigating materials that are known to have a relatively high 
concentration of defects but where the defect chemistry is still relatively unexplored. 
 
2.2 Background 
Point defects, thought to be responsible for recombination in CIGS-based devices, have 
been extensively studied using electrical characterization, including various types of capacitance 
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and admittance spectroscopies[1]–[3]. The defects identified as most likely to be a problem are 
Cu-Se divacancy complexes (VCu-VSe), Se vacancies, and In on Cu (InCu) antisite complexes 
with Cu vacancies, the latter of which may contribute to band tails. Nonetheless, there is debate 
over which defect complex is most critical[4]–[10]. Techniques for analyzing these defects in a 
chemically specific fashion are rare and sometimes unreliable. 
Open-circuit voltage, and by extension defects driving recombination, can be investigated 
by analyzing the surface photovoltage (SPV), which has been directly related to open-circuit 
voltage in photovoltaics[11]–[13]. A simple model for the surface photovoltage suggests that the 
dipole due to band bending at a semiconductor surface will typically sweep photo-generated 
minority carriers to the surface, causing the bands to flatten from the resulting charge[14]. 
Surface defects in Cd-doped CuInSe2 (CIS) surfaces, such as In dangling bonds and Cd on Cu 
antisites (CdCu) pin the Fermi level close enough to the conduction band to cause downward 
band bending at the CdS/CIS interface[15], [16].  
 It is becoming increasingly important to analyze defect and photovoltage behavior under 
realistic operating conditions.  Methods that can accomplish this are known as operando 
techniques. Examples of methods using photons as the probing particle include some 
implementations of infrared vibrational spectroscopy, Raman spectroscopy, sum-frequency 
generation, x-ray emission and absorption spectroscopies, as well as their derivatives. 
Techniques such as Auger electron spectroscopy and x-ray photoelectron spectroscopy (XPS) 
have been underutilized due to the high vacuum requirement of the instruments. However, XPS 
is quite unique in its ability to analyze changes in electron density around individual types of 
atoms in a solid. The experiment in this study utilizes an operando adaptation to XPS using two 
photon sources, soft x-rays and a 532 nm visible laser.  The x-rays produce the measured 
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photoelectron peaks while the visible photons are used to induce the surface charge.  
Photoelectrons generated by the x-rays in the XPS technique escape from the charge dipole layer 
near the surface, including traversing any potential due to band bending resulting from the 
electric field at the surface. This alters their kinetic energy and thus their apparent binding energy 
to the atoms from which they were released. The altered kinetic energy appears as a shift in the 
core level binding energies of the characteristic peaks under illumination. Previous work with 
optically and electrically modulated XPS has included work on relatively well-known materials 
such as Si, GaN and CdS [17]–[19]. Additionally, a previous study by Hunger et al. looked at 
bare, clean polycrystalline CIS surfaces and found that the surface exhibited a negligible surface 
charging, which Hunger et al. attributed to dangling In bonds that are passivated by S during CdS 
deposition [16]. Our study compliments the existing literature by combining sample heating and 
illumination to provide new insights into device properties and reliability. 
In this work, I combine illumination intensity and temperature to measure changes in 
surface charging behavior of single crystal films of CIS grown epitaxially on GaAs. I used 
epitaxial films rather than the more efficient polycrystalline films to investigate surface charging 
properties in the absence of grain boundary effects, which are thought to have lateral band 
bending due to defects along the boundaries [20]–[22].  Additionally, surface potential is 
orientation-dependent, so it is important to be able to select the surface orientation.  Finally, it is 
important to have relatively flat films to allow the probe depth to be well defined to simplify data 
interpretation.  
This study finds that heating under UHV can reduce or eliminate surface recombination 
from ambient air contamination and enhance n-type doping in the surface region, leading to the 
development of a persistent negative surface photovoltage. Further, this study finds a higher 
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surface recombination velocity around the In atoms that correlates with excess negative charge 
trapped on nearby Se and Cu atoms. Additional analysis of the modified Auger parameter also 
gives direct experimental evidence of electron charging on Cd donors in CuInSe2 thin films. 
Thus, the results help to understand charging behavior at the CIS surface. 
 
2.3 Sample deposition and preparation 
CuInSe2 (CIS) films were grown epitaxially on (100)-oriented GaAs substrates. The 500-
1000 nm thick films were grown at ~650-700oC using a hybrid sputtering and evaporation 
method[23].  In this method Cu and In were co-sputtered using separate dc magnetron sources 
while Se was evaporated from an effusion cell in a single stage process.  The targets were located 
~30 cm from the substrate.  Typically, the sputtering conditions for the two sources were 210 
mA and 350 mA at 330 V and 650 V for the Cu and In magnetrons, respectively, at an Ar 
sputtering gas pressure of 0.28 Pa.  The base pressure of the deposition system is ~3x10-4 Pa.  
The Se evaporator was ramped to a temperature of 520°C initially to accelerate heat up and then 
allowed to cool to the operating condition of 300°C.  The substrates were affixed to a sealed 
resistively-heated holder using spring clips.  Substrate temperatures were measured by a 
thermocouple embedded in the heater and calibrated using an optical pyrometer.  The substrate, 
magnetrons, and the Se evaporator were covered using shutters until growth was initiated.  The 
substrate was heated at 40oC/minute to the growth temperature and growth was initiated shortly 
after that temperature was stabilized.  After growth the Se heater and magnetrons were shut off 
and the substrate was cooled using a controlled ramp down to 250°C (720-450oC in 20 minutes, 
450-350oC in 20 minutes, 350-250oC in 15 minutes). The sample heater was then turned off and 
the sample was allowed to cool to room temperature. Cu-poor films (Cu:In~0.8) were grown, as 
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this composition is comparable to that used in commercial devices.  Films with Cu-poor 
composition should have a variety of point defects that might trap charge and contribute to 
surface band bending[10], [24], [25]. Typical film compositions before depositing the CdS were 
21 at% Cu, 27 at% In, and 51 at% Se as measured by energy dispersive spectroscopy (EDS) with 
an error of 0.5% based on references to standard films with known composition. X-ray 
diffraction confirmed the films were phase pure and epitaxial on the GaAs substrates. 
Some of the best performing devices utilize a post-growth treatment under a Se flux[26]. The 
films used in this study had been left out in ambient air after several months and then 
reintroduced to the deposition chamber for a post-growth anneal. The anneal occurred under a Se 
flux at a sample temperature of 450oC for 15 minutes. After the heat treatment, the sample was 
cooled to 250oC over 20 minutes and then the heater was turned off. Once the sample cooled to 
room temperature, it was removed and then coated with CdS. The CdS protects the CIS surface 
from oxidation. 
The CdS was deposited via a chemical bath deposition (CBD) process [15], [27]. 146 mL 
of deionized water was heated to ~75°C. Solutions of 0.015 M CdSO4 and 1.5 M thiourea were 
prepared by mixing hydrates of CdSO4 and thiourea, respectively, with deionized water. 20 mL 
of the CdSO4 solution, 25 mL of stock 14.8 M NH4OH, and 10 mL of the thiourea solutions were 
measured out separately. Samples to be coated were held by clips and blown dry with nitrogen 
gas to remove any dust particles that had settled on the surface. Once the reaction beaker reached 
69oC, the samples were lowered into the beaker and stirring was turned on to thoroughly mix the 
contents of the beaker during deposition. The CdSO4 and the NH4OH were added first to the 
reaction beaker, lowering the reaction solution temperature to ~60oC. The solution was allowed 
to mix for one minute before the thiourea was added. The one-minute mixing time allows the 
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NH4OH to strip any native oxides from the CIS, ensuring a clean reaction surface and so that the 
CdSO4 is thoroughly distributed. After adding the thiourea, the solution was heated to 65
oC, 
which was stable over the course of the deposition. The samples were held in the solution for 
three minutes, taken out, washed with deionized water and blown dry with nitrogen gas. The 
reaction beaker solution had turned slightly yellow but was still transparent when the samples 
were removed. Prior to loading into the XPS chamber, the CdS was etched off using a dilute 
(~5%) HCl solution, rinsed with de-ionized water and blown dry with dry nitrogen. The samples 
were etched for approximately two minutes. Previous work has shown that the CIS films are 
resistant to this etch even after etching times of 18 hours[15]. The samples were loaded into the 
analysis system as rapidly as possible after the etch/rinse/dry steps. 
 
2.4 Photo-modulated XPS data collection 
A Kratos Axis Ultra spectrometer was used to measure the photo-induced surface 
charging of the films. Monochromatic Al K x-rays with an energy of 1486.8 eV were generated 
at a source power of 210 W. The samples could be heated during analysis up to 260oC using a 
radiant heater, as monitored by a thermocouple on the sample stage. Each temperature was held 
for 30 minutes after the ramp to ensure an even temperature on the sample surface. Survey 
spectra were used to monitor the film composition while high resolution spectra were taken of 
the Cu 2p3/2, In 3d5/2, In 4d, Se 3d, Cd 3d5/2, Cd 4d peaks and the valence band (VB) to determine 
their positions and shape changes under illumination and temperature changes. Peak positions 
were calibrated to the Au4f7/2 line at 84.00 eV. 
To measure the photo-response of the peak positions, a 532 nm continuous wave laser 
with a rated power of 50mW illuminated the sample through one of the system’s quartz 
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viewports. The spot size was approximately 2 mm and centered so that it encompassed an area 
larger than the spectrometer’s analysis region (which was ~400x700µm in this work). The 
photon flux on the sample was calculated to be approximately 1x1018 [photons cm-2 s-1]. While 
the system has a low energy electron flood gun for charge neutralization, it was not used in order 
to isolate the effect of the laser on the surface electronic properties. The samples were conductive 
enough to not experience peak drift due to photoelectrons escaping the surface at the x-ray 
source power used. 
 
2.5 Results and Discussion 
 
2.5.1 Initial Surface Chemistry 
Survey spectra were obtained at a variety of sample temperatures (28, 50, 80, 100, 130, 
180, 230, 260oC) to understand changes in composition vs temperature Figure 2.1. The initially 
loaded surface showed small but measurable amounts of oxygen (~12-14 at.%) and carbon 
contamination on the surface. Carbon was not included in the composition analysis because of 
overlap with one of the Se LMM Auger lines. In addition to the expected CIS film peaks, Cd 
peaks were observed, and accounted for ~8 (at.%) of the analysis volume. No Cl peaks were 
present, suggesting the water rinse removed any Cl potentially leftover from the HCl etch. The 
binding energy of the observed Cd3d5/2 peak, 405.2 eV, corresponds to a CdSe chemical 
environment [28]. Thus, there should be little to no S present on the surface, suggesting that the 
HCl etch had selectively removed the CdS. This observation along with the absence of any S 
peaks in the survey spectrum implies that the Cd was not primarily present as an oxide or sulfide 
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and had been incorporated into the CIS surface rather than adsorbed on the surface, in agreement 
with previous studies [15]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1: (Color online) Survey spectra at various sample stage temperatures. 28oC is at the top 
(black) with increasing temperatures downward in the series, ending at 260oC (brown). The 
elements indicated (except the O1s) are regions studied in high resolution. 
 
Quantification of the surface composition over the various temperatures studied was done 
by correcting peak intensities using relative sensitivity factors specific to the Kratos system. The 
relative sensitivity factors take into account the mean free path of the photoelectrons, the 
transmission function of the spectrometer and the relative x-ray cross-section. The Shirley 
background was used for the Cu2p, In3d, Se3p and Cd3d regions. The film’s initial composition 
at the surface was found to be cation and specifically In rich. Based off the inelastic background 
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and the small O1s peak present in Figure 2.1, I conclude the surface was relatively clean. The 
average composition was Cu:In:Se:Cd 13:33:46:8at.%, after elimination of the O contribution, 
consistent with prior work on clean CIS surfaces[20], [21]. EDS measurements of films in this 
work have a bulk Cu:In ratio of ~0.8 as compared with the surface value of ~0.4 measured by 
XPS, indicating that the surface is indeed Cu deficient. As the sample stage in the analysis 
chamber was heated, the O concentration declined to below noise levels. I attribute this to O 
desorption, either as O2 or residual H2O contamination, as the CIS film peaks increased in 
intensity without changing relative to each other.   
Initial calibrated Cu 2p3/2, In 3d5/2, Se3d5/2 and Cd 3d5/2 emission energies were measured 
as 932.0 eV, 444.6 eV, 54.2 eV and 405.2 eV respectively. Linear regression from the leading 
edge of the valence band can be used to determine the position of the valence band 
maximum[29]. In this work, the valence band maximum was 0.6 eV from the fermi level. The 
bulk of the films are p-type, so I attribute the increased difference between the Fermi level and 
the valence band as due to donor type surface states such as In dangling bonds or Cd doping that 
shift the Fermi level to just above mid-gap. The binding energy values for the In3d5/2 and Se3d5/2 
peaks are consistent with CuInSe2, and the Cd3d5/2 peak binding energy was consistent with a 
CdSe chemical environment within the error of the spectrometer[28]. The Cu 2p3/2 peak is 
slightly higher in binding energy than expected, although not so high that it can be attributed to 
Cu2Se [30]. A better indicator of the chemical environment is the modified Auger parameter 
defined as the α′=B.E.p + K.E.A where p represents the core level and A represents the Auger 
line[31]. Auger parameters were calculated for the Cu (B.E. Cu 2p3/2 + K.E. Cu LMM Auger 
line), Cd (B.E. Cd 3d5/2 + K.E. Cd MNN Auger line) and Se (B.E. Se 3d5/2 + K.E. Se LMM 
Auger line) atoms as 1849.3 eV, 787.2 eV and 1361.4 eV respectively. The Cu and Se Auger 
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parameters are consistent with Cu-poor films of CuInSe2 [32]. The Cd Auger parameter turned 
out to be too big to be CdSe, but I believe positive charge trapping on the Cd atoms may be 
affecting the Auger parameter as discussed in section 2.5.2. 
 
2.5.2 Heating in the dark: 28-260oC  
The core level spectra were obtained at the same temperatures indicated in the survey 
scans. Upon heating in the analysis chamber without illumination, the peak binding energies for 
all elements and the valence band edge shift toward higher binding energies (Figure 2.2). This 
behavior has been reported in the literature for polycrystalline CIS surfaces and has been 
attributed to increased n-type doping at the surface; which, in turn, enhances the surface band 
bending [20], [21]. However, in that case the authors measured the peak shifts after cooling to 
room temperature while in this work I measured the peak positions while the sample was held at 
temperature. The peaks all shift together towards higher binding energies until 100oC was 
reached, indicating an increase in n-type surface doping likely from activation of Cd donor 
defects or electron release from other shallow donors. 
 This work also differs from the literature in that not all peaks shifted by the same amount 
under heating. After 100oC, the Cu2p and Se3d peaks start to deviate from the rest of the core 
levels and valence band. If one assumes that all the peaks shift together when the surface doping 
is enhanced, then the Cu and Se atoms seem to be surrounded by extra negative charge that 
offsets the band bending. When cooling to room temperature from 130oC, the binding energies of 
all peaks remain the same as at 130oC, indicating the surface doping, and thus the band bending, 
remain constant after cooling.  
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Figure 2.2: (Color online) a) In3d5/2 normalized intensity vs Binding Energy in the dark at 28
oC 
(black squares), 130oC (red circles), 28oC cooled from 130oC (blue empty diamonds) and 230oC 
(green triangles). b) Binding energy shift in the dark vs temperature for all core level peaks and 
the valence band edge between 28oC-260oC relative to room temperature value. 
 
 I interpreted these observations as follows.  Net negative charge is being transferred from 
the In and Cd to the Cu and Se atoms.  The In on Cu sites (InCu) and Cd on Cu sites (CdCu) act as 
donors, consistent with the observed In-rich, Cd-doped surface composition, and transfer the 
negative charge to Cu and Se atoms at the surface.  This is also consistent with the slightly Se-
deficient surface composition that would be promoted by net negative charge on the Se sites.  
The additional positive charge on the In atoms causes the In core levels to shift to higher binding 
energy.  However, this is accompanied by a shift in the Fermi energy as the surface is more n-
type.  Thus, I propose that the shift in the In core levels is matched by a shift in the valence band 
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associated with the InCu n-type doping of the surface, such that there is no shift in the In core 
levels relative to the Fermi energy. The negative charge on the Cu and Se atoms appears to be 
discharged after cooling to room temperature from 260oC as all the core level peaks show the 
same amount of shift compared to their as-loaded values. 
 Beyond 180oC, the surface starts to become less n-type. This is seen in Figure 2.2b as all 
of the core level peaks and valence band edge shift approximately together towards lower 
binding energies.  The extra negative charge on the Cu and Se atoms is still present even at these 
temperatures. One mechanism for this behavior could be Cd diffusion, which is thought to occur 
via Cu vacancy substitution. While bulk Cd diffusion was not observed in epitaxial films until 
~400oC[33], the extremely Cu-poor surface could provide enough Cu vacancies for Cd diffusion 
to occur near the CIS surface. I did not see a decrease in the Cd atomic concentration within the 
error of the spectrometer. However above 180oC, the intensity of the Cd3d5/2 peak relative to the 
In3d5/2 peak started to decrease substantially. Therefore, there could be evidence of Cd surface 
diffusion at temperatures as low as 180oC. 
 To further investigate the chemical state of the elements within our samples, I calculated 
the modified Auger parameters for the Cu, Cd and Se atoms at sample temperatures of 28oC 
(initial load), 80oC, 130oC and 28oC after cooling from 130oC (Figure 2.3). The Auger 
parameters for Cu and Se are consistent within +/- 0.1 eV of what has been reported for CuInSe2. 
The Cd Auger parameter in our work is significantly higher (>0.1 eV) than reported for the 
CdSe, the CdO and the Cd(OH)2 chemical environments. From previous work, I expect that the 
Cd is sitting on Cu sites, meaning it should make bonds to four Selenium atoms (close to CdSe 
chemical environment). However, Cd in the surface of CIS on Cu sites has second-nearest 
neighbor cations very different from CdSe. Thus, it is very likely there would be charge on the  
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Figure 2.3 (Color online): Modified Auger parameters compared to room temperature values for 
a) Cu, b) Cd and c) Se at sample temperatures 28oC (initial load), 80oC, 130oC and 28oC after 
cooled from 130oC. 
 
Cd atoms, changing its overall charge state. Such charging would affect the modified 
Auger parameter and gives information about whether a species is oxidized or reduced, which 
has been used to study oxidation of the CIS surface under air exposure [34]. I looked at a similar 
analysis of the modified Auger parameter, but in this case under heat for the dark and illuminated 
cases instead of air exposure. A higher than expected Auger parameter indicates a reduction of 
the Cd atoms, making them more positively charged than expected for the CdSe environment. As 
the sample is heated, there is a negligible effect on the Cu, Cd and Se modified Auger parameters 
within the error of measurement. This indicates there is no chemical or charge change purely as a 
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result of temperature. However, illumination does seem to affect the modified Auger parameter 
as discussed in section 2.5.3. 
 
2.5.3 Photo-response under illumination 
Illuminating the initial air exposed surface showed little effect on the peak position or 
shape (Figure 2.4). The small photoresponse at room temperature was observed over a range of 
x-ray source powers from 10W to 210W. I propose that the negligible photoresponse is due to 
high surface recombination rates resulting from defect states that limit the accumulation of 
photo-generated carriers. This behavior appears to be related to air exposure since samples 
heated to 130oC maintained a large photo-response after cooling to 28oC under UHV but reverted  
 
 
 
 
 
 
 
 
 
 
Figure 2.4: (Color online) Cu2p3/2 peak in the dark and under illumination at 28oC (initial 
loading), 130oC and cooled to 28oC from 130oC. Under illumination, the peak shifts towards 
lower binding energies (see arrow).  
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to a small photo-response after re-exposure to air. The higher photo-response can be recovered 
again by heating the sample under UHV to 130oC.  Thus, there appears to be a need for an O free 
CIS/CdS interface, which agrees with observations showing that oxygen at the junction resulted 
in poorer device performance [21].  
The air-induced states observed here are unlikely to result from simple surface oxides as 
no additional components were observed in the CIS or Cd core level peaks that would indicate 
the presence of Cu, In, Se or Cd oxides for the air-exposed films. Furthermore, the expected 
oxides would not likely desorb with gentle heating. I note that between room temperature and 
130oC, there is a decrease in O concentration that correlates with an increase in the light-induced 
peak shift.  
Binding energy changes due to illumination are a function of temperature and 
illumination as seen in Figure 2.5. Once the sample has been heated to as little as 50oC, 
illumination caused a shift, consistent in both value and direction, in the binding energy of all 
core level peaks and the valence band edge toward lower binding energies. This suggests the 
presence of a surface photovoltage. The value of this shift saturates at ~ -(150 to 200) meV for a 
sample temperature of 130oC as seen in Figure 2.5a for the Cu2p3/2 and In3d5/2 peaks. Changing 
the intensity using neutral density filters results in a logarithmic dependence of the photo-
induced shift vs. the light intensity (Figure 2.5c), confirming the surface photovoltage nature of 
the photoresponse [14]. 
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Figure 2.5: (Color online) a) Laser-induced peak shift (ΔY) in meV vs the sample temperature 
for the In3d5/2 and the Cu2p3/2 peaks, b) laser-induced peak shift vs temperature (130-260
oC) 
with the lines indicating the line of best fit to the data using a linear fit following the formalism 
of Eq. 2 and c) In3d5/2 B.E. vs the log of the laser intensity at sample temperature 130
oC. 
 
Quantitative information on the surface recombination velocity can be obtained by 
combining the intensity and temperature dependence of the surface photovoltage response. 
Assuming a thermionic model, which has been used to study surface charging properties in n-
type GaN[35], the steady-state SPV can be fit with the following equation: 
 
 
(1) 
where ΔY is the light-induced shift, η is the ideality factor, k is Boltzmann’s constant, T is the 
temperature, c represents the fraction of photons absorbed in the depletion region, Po is the 
photon flux and Ro is the rate that carriers move from the bulk to the surface under dark 
conditions. Fitting the data using best fit values of 0.5 for c and 1.1 for η gave values for Ro of 
2.5, 3 and 4*1015 cm-2 s-1 based on data for the In 3d5/2, Cd 3d5/2, and Cu 2p3/2 photoelectrons, 
respectively. From the same model as in Ref. 33, Ro can be used to find the surface 
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recombination velocity if the band bending is known. The temperature dependence of the 
photoresponse gives that information using the following equation by Tanaka et al [14]: 
 
 
(2) 
where I is the laser intensity and Yo is the band bending in the dark. Figure 2.5b plots the left 
hand side of the equation vs 1/kT. When plotted, the slope of this curve is the band bending, 
which was measured as -0.52 ± 0.01 eV, -0.58 ± 0.05 eV and -0.59 ± 0.03 eV for the In 3d5/2 and 
the Cd 3d5/2 and Cu 2p3/2 photoelectrons respectively. The error was found based off the least 
squares method. 
Surface recombination velocity can now be solved for using: 
 
 
(3) 
where Nc is the density of states at the conduction band minimum and Ec-Ef is the difference 
between the conduction band edge and the fermi level. Without accounting for a possibly higher 
bandgap at the surface (due to missing Cu), values for the surface recombination velocity were 
an order of magnitude lower than reported previously for clean CuInSe2 surfaces (10
4 vs 105 cm 
s-1)[36]. Because the chemical bath deposition process has resulted in higher efficiency devices, 
it is possible this process is responsible for the improved surface recombination of the CIS even 
when the CdS is subsequently removed. This could help explain the relative success of Cd 
partial-electrolyte treatments. Alternatively, heating under UHV could have inhibited surface 
recombination since the surface recombination velocity was measured after the films had been 
cooled from 130oC. 
What is interesting here is that the surface recombination velocities were element 
dependent. The surface recombination velocity measured using the In 3d photoelectrons was 
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(2±0.7)*104 cm s-1 was approximately an order of magnitude higher than the velocity measured 
using the Cu or Cd photoelectrons, which was measured at (2.06±2.39)*103 cm s-1 and 
(2.28±4.40)*103 cm s-1 respectively. The errors are large enough that the Cu and Cd electrons 
have effectively the same surface recombination velocity but are distinct from the surface 
recombination velocity measured using the In photoelectrons. When considering the potential 
defects, the evidence from the valence band and core level shifts in the dark suggests that the In 
and Cd atoms are relatively positively charged compared to the negative Cu and Se atoms. 
However, the surface recombination velocities imply that the In atoms have a higher trapping 
rate for electrons than the Cd, despite both being donors at relatively equivalent probe depths in 
the XPS technique. The InCu donor has a +2 charge state when fully ionized so when an electron 
becomes trapped, the defect is still repulsive to holes since it now exists in a +1 charge state. 
This suggests that the rate-limiting step in recombination is probably capture of holes rather than 
electrons on the In. It makes sense that the recombination velocity is higher since the +2 charge 
state makes it more attractive to electrons travelling towards the surface. In comparison, the CdCu 
donor has a +1 charge state when fully ionized. When an electron is trapped on this donor, the 
defect is neutral, and holes could recombine with the trapped electrons relatively easily. Thus, 
recombination on donors with a charge state of +1 or lower is likely limited by electron capture, 
opposite to defects with a charge state of +2 or higher. 
Charge trapping behavior becomes more apparent when looking at the differences in the 
modified Auger parameter under illumination (Figure 2.6). The Cu and Se Auger parameters 
show no significant deviation (<0.1eV) under light and increasing temperature compared to their 
initial values at room temperature. However, under illumination there is a significant increase in 
the Cd modified Auger parameter at 28oC and 80oC. This increase disappears at 130oC. An 
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increase in the modified Auger parameter indicates an oxidation process, making the Cd more 
negatively charged. This electron trapping is consistent with Cd being a donor in CIS. At 130oC 
the electron charging disappears presumably due to thermal escape of electrons from the Cd 
atoms. This suggests that the energy level associated with this Cd point defect is between 30-34 
meV because the change in Auger parameter under illumination goes to zero somewhere 
between 80-130oC, consistent with a shallow donor. This value is consistent with first principles 
studies such as the one by Persson et al [37] who calculated a transition level for the CdCu anti-
site defect between 0-0.1 eV from the conduction band minimum. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6 (Color online): Modified Auger parameters compared to room temperature values for 
a) Cu, b) Cd and c) Se at sample temperatures 28oC (initial load), 80oC, 130oC and 28oC after 
cooled from 130oC. 
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When the sample was cooled to 28oC from 130oC, the Cd modified Auger parameter still 
increases under illumination, but not as much as it did before cooling. This suggests that electron 
trapping on Cd atoms under illumination is due to changes in the Cd donor charge state. Because 
there is no change in the Se modified Auger parameter, I conclude that the electron charging is 
localized on the Cd atoms only. 
Additionally, the band bending can be used to determine bulk material properties. As 
mentioned above, the band bending was measured at ~ -0.59 eV for the Cu photoelectrons. Ef-Ev 
between 130-260oC was approximately constant at -0.69 eV. Because the Cu 2p photoelectrons 
should be the most surface sensitive and show the maximum band bending at the surface, this 
value is used to construct the diagram of the sample surface (Figure 7). In the analysis used to 
construct Figure 7 I use 13.6 for the dielectric constant (ε), 1.02 eV for the bulk bandgap, and 
calculate 1.5*1019 cm-3 and 6.7*1017 cm-3 for Nv and Nc respectively from effective masses 
reported in Rockett et al [38], which gives an intrinsic carrier concentration of 9*109 cm-3. 
Knowing these values, I can use the following to calculate the depletion region (W)[39]: 
 
 
(4) 
From those values, the depletion region is calculated to be approximately 0.44 µm.  
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Figure 2.7: Schematic of the band edge energy vs distance from the sample surface at sample 
temperatures 130-260oC. Knowing Ef-Ev and the band bending allows for calculation of bulk 
doping and depletion width. 
 
2.6 Summary and conclusions 
I have demonstrated that this XPS technique can observe changes in surface electronic 
properties due to changes in surface doping and charging of shallow donor states created by Cd 
atoms. High recombination surface states due to air exposure can be passivated via heating at 
low temperatures. Enhanced n-type doping is maximized at 130oC, which gives the highest 
photoresponse of -(150-200) meV. Heating in the dark shows excess negative charge on/near the 
Cu and Se atoms, which I believe is caused by charge trapping. Whatever is responsible for the 
excess negative charge disappears after cooling the sample to room temperature from 260oC. The 
temperature and intensity dependence of the photo-response allowed me to measure the band 
bending and surface recombination behavior in a chemically specific fashion, which suggests 
that surface recombination occurs preferably on the In atoms compared to the Cu and Cd atoms. 
This could indicate a higher defect density around the In atoms, possibly from defect complexes 
involving some of the In atoms. Detailed analysis of the modified Auger parameter suggests 
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electron charging localized on Cd atoms between room temperature and 130oC, confirming the 
Cd atoms’ shallow donor behavior. Finally, the photoresponse appears to abruptly decrease after 
cooling to room temperature from 230-260oC, which suggests Cd diffusion when compared to 
the decrease in the peak intensity of the Cd photoelectron peak compared to the other film 
constituents. 
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CHAPTER 3 
 
ENGINEERING REPRESENTATIONS GUIDE STUDENTS’ PROBLEM SOLVING IN 
STATICS 
 
3.1 Introduction 
Whether sketching an idea on the back of a napkin, drawing schematics on a whiteboard, 
or using computational tools to create novel visualizations, engineers encode and communicate 
their knowledge with visual representations. Visual representations encode information through 
the coordination and arrangement of letters, numbers, symbols such as arrows, and other images. 
These representations help engineers solve problems by coherently organizing information, by 
managing cognitive load [1], or by suggesting future actions [2]. However, students frequently 
struggle to access the domain knowledge encoded within a visual representation [3]–[6] or 
prioritize which features of a representation to focus on [7]. Because engineering knowledge and 
practice are communicated through visual representations, we need to better understand how 
students engage with the information encoded within visual representations during problem 
solving. 
Prior research has shown that an individual’s comprehension of visual representations 
depends on the interplay between how the representation encodes information and an 
individual’s level of domain knowledge. For example, Hegarty, Canham, and Fabrikant [8] 
demonstrated that students learn more about wind patterns when weather maps were modified so 
the lines indicating pressure were thicker and the colors indicating the temperature were dimmer 
or represented in greyscale. Studies in multiple STEM disciplines confirm that the design of a 
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representation can affect what information students notice and how students learn the domain 
knowledge encoded in those representations [9]–[12]. This prior work has culminated in a 
theoretical framework about how features of a visual representation affect comprehension of 
static representations that guides this study (see Literature Review). However, this framework 
has not explored what happens when students are dynamically modifying the visual 
representation or are engaged in problem-solving tasks that require students to coordinate 
information gathered from multiple representations.  
From prior research on problem solving, we know that experts and novices in a domain 
use different types of problem-solving strategies.  Novices typically use heuristics such as 
means-end analysis while experts organize their strategies around deeper principles (a.k.a., 
schema). These types of heuristics can be effective, saving time and effort, but can also easily 
lead to errors if misapplied. Analysis of how problem-solving strategies interact with how 
information is encoded in visual representations has not yet been thoroughly explored in the 
engineering problem solving literature let alone in the statics context. We chose to study visual 
representations and students’ problem-solving strategies in the statics context because many 
engineering majors get some of their first exposure to engineering content in statics courses. 
Additionally, researchers that study the novices and experts tend to delineate the groups by 
whether someone is a student or professor or whether someone is a student in the field or a 
student outside of the field (e.g., engineering versus psychology). However, students often have 
varying levels of ability. Thus, our study seeks to understand the nuance and range of problem-
solving behaviors for different types of novices. 
To fill these gaps in our understanding, I conducted a data-driven qualitative research 
study. I interviewed 15 statics students as they sketched shear force and bending moment 
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diagrams from schematics of cantilevered and simply supported beams. I chose these problems 
because they are commonly used in statics courses and require students to produce and use 
several visual representations in sequence. I audio recorded and screen-captured these interviews 
so that I could simultaneously analyze students verbalized thoughts with the visual contents of 
the display. I analyzed these interviews using the Constant Comparative Method. By using both 
types of data, I can analyze how students’ problem solving and use of domain knowledge interact 
with the way information is encoded within the display.  The primary contribution of our study is 
a rich description of this interaction for students with different levels of expertise. 
 
3.2 Literature Review 
Our study lies at the intersection of how people comprehend visual representations and 
how those representations influence problem-solving within the Statics context. To limit the 
scope of this literature review, I summarize relevant findings from the visual representations, 
problem-solving, and statics education fields. 
  
3.2.1 Visual Representations Literature 
Cognitive scientists and engineering education researchers have investigated the effects 
that different types of visual representation have on students’ performance. Findings from these 
studies range from understanding which representations students choose to use during modeling 
activities [13] to how the type of representation affects students’ performance or conceptual 
understanding [14]–[20]. For example, Meltzer [17] found that students would provide a correct 
“equal force” answer to a Newton’s-third-law problem when presented with a verbal 
representation of a problem but would provide an incorrect “unequal force” answer to the same 
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problem when it was presented with a diagrammatic representation. I consider the effect of 
representation type on performance as a macro-level effect. 
Researchers in physics education have also investigated the effect of differing 
representations of the same type on students’ performance. For example, De Cock [14] found 
that students often referenced the “slope” in their justifications for conservation of energy when a 
pictorial representation showed a roller coaster but not when the pictorial representation showed 
a slide coming out of a house. De Cock [14] characterized the effect of features within an 
individual representation on students’ performance as micro-level effects. Studies that look at 
micro-level effects are not as studied in engineering education but can give our community a 
more comprehensive understanding of how engineering students engage with representations 
during problem solving. 
Mayer and Sims [21] and Hegarty [22] have each crafted theories and theoretical 
frameworks to explain the micro-level effects of visual representations. Mayer and Sims’ theory 
predicts students’ ability to understand visual representations based on how much cognitive load 
the representation imposes [21]. In contrast, Hegarty’s theoretical framework describes the 
process students use to interpret visual representations [22], which she also uses to predict 
students’ performance (see Figure 3.1). Her framework posits that learning from representations 
is “an active process of knowledge construction rather than a passive process of internalizing the 
information presented in an external display [22].” This process requires people to coordinate 
information from the representation’s features with their domain knowledge and goals to create a 
mental model of the concept that the representation encodes.  These features can be any text, 
numbers, symbols/notation, images, and their arrangement within a representation. Because the 
goal of our study is to understand how statics students access information from beam schematics, 
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versus whether beam schematics cause cognitive load, I used Hegarty’s theoretical framework to 
frame our study design and analysis. 
 
Figure 3.1: Hegarty’s theoretical framework (Hegarty, 2014) 
 
According to Hegarty’s work (see Figure 3.1), people pay attention to and use the 
features of a representation depending on how perceptually salient the feature is to them. The 
perceptual salience of a feature depends on both the brain’s visual system (see arrow labeled 
“Perception” in Figure 3.1) and a person’s level of domain knowledge (see box labeled as 
“Domain Knowledge” in Figure 3.1). Features that have high contrast with their background 
either by color, shape or motion are readily noticed by visual systems. I call these types of 
features intrinsically perceptually salient. Examples of these types of features include a lone red 
dot on a white map or an arrow to indicate what someone should pay attention to [23]. As an 
individual gains domain knowledge, their knowledge can increase or decrease the salience of 
different features. For example, during eye-tracking studies, Madsen, Larson, Loschky, and 
Rebello [24] found that physics experts focused their visual attention on the white-space between 
dots in a diagram illustrating the motion of a ball. In contrast, novices focused their attention on 
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the absolute position of the dots. While white-space may not be intrinsically perceptually salient, 
knowledge about how white space may encode velocity in a representation made white space 
perceptually salient to the experts. 
Without domain knowledge to guide them, novices will naturally pay attention to and talk 
about intrinsically perceptually salient features regardless of whether they are relevant to the task 
[7], [25].  For example, Montfort, Herman, Streveler and Brown [25] showed engineering 
students often justified there were no shear forces acting on a beam because there were no 
“vertical forces.” When shown the same beam but rotated to be horizontal instead of vertical, the 
same students said there would be shear forces because there were now vertical forces. Given 
how experts and novices justify their answers based on what is perceptually salient to them, there 
is a need for studies to investigate what types of features novices find perceptually salient and 
which they do not in engineering representations. 
This gap is especially important to address because some studies suggest that changing 
the perceptual salience of the task-relevant features disproportionately aids students with less 
domain knowledge [7], [26]–[28]. For example, Heiser and Tversky [26] showed that adding 
arrows to a mechanical system encouraged students to talk about the functional nature of the 
system and make inferences about its performance rather than discuss physical structures, but 
this effect was not as strong for high-ability students.  Domain knowledge as a moderator of 
performance while solving problems with visual representations has been observed across a 
variety of disciplines [7], [28]–[30] and task types [8], [31]–[37]. 
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3.2.2 Problem-solving Literature 
Like comprehending information from visualizations, an individual’s level of domain 
knowledge influences how they approach problem-solving tasks that use convergent thinking 
[38], [39]. Novices tend to find “good enough” answers for more realistic situations, which is 
called heuristic reasoning [40]. When used properly, heuristic reasoning can lead to more 
accurate judgements compared to weighing all available information [41]. While heuristics can 
be generally helpful to students during problem solving, they can easily lead to mistakes when 
misapplied [42]. One example a heuristic that is commonly observed during novices’ problem 
solving is called means-end analysis [42], [43]. Means-end analysis is known as a backwards 
moving problem-solving approach because the novice first identifies the current state of the 
problem, then identifies what the solution should look like, and finally identifies what steps they 
need to do to go from their starting point to the desired solution. In engineering, Lee, McNeil, 
Douglas, Koro-Ljungberg, and Therriault [44] observed engineering novices using means-end 
analysis when they said they used textbooks during problem solving primarily as a means to 
search for example problems that have the same solution procedure as the problem they were 
working on. The cognitive load imposed by means-end analysis leaves little resources for 
schema acquisition [43], [45], [46]. Schema are cognitive structures that allow an individual to 
identify a problem as a member of a class of problems that are solved using the same set of rules. 
Acquiring schema and using it during problem solving is characteristic of expert problem-
solving behavior. For example, an expert would look at a representation of a man pushing a sled 
up an icy hill, identify it as a conservation of energy problem, and then apply the conservation of 
energy equation to get the solution. In contrast, a novice might classify the same problem as an 
object on a ramp problem. Using schema to identify relevant equations is a forward-moving 
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problem-solving approach, uses less cognitive load, and allows experts to apply knowledge over 
a wider variety of problem contexts. 
As I noted in the visual representations literature, changing the way information is 
encoded in a representation can change the way students talk about a representation. If changing 
the way information is encoded can change the way novice students talk about a mechanical 
system, then I suspect that it could also change what heuristics students choose to use during 
problem solving. However, before I can explore this potential relationship, studies that richly 
describe the interaction between students’ problem-solving heuristics and features of engineering 
representations are needed. 
Additionally, the novice-expert comparison studies in both the visual representations 
literature and problem-solving literature delineate who is a novice and who is an expert 
depending on criteria such as whether someone is a student or professor or whether someone is a 
non-major (e.g., psychology) student versus a major student (e.g., physics or engineering) [47]–
[49]. One limitation to this approach is that it does not capture the range of students’ problem-
solving behaviors or the nuance in how different levels of students solve problems. However, 
students have varying levels of ability and so the nuance is lost when you group them together. 
Our study fills this gap by comparing problem-solving behavior across students that show 
different levels of expertise. 
 
3.2.3 Statics Education Literature 
Statics education literature has focused on classroom intervention strategies [50]–[54] 
and developing assessments such as the Concept Assessment Tool for Statics [55] to improve 
student learning. However, how students solve statics problems from a cognitive science 
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perspective is relatively unexplored. Studies in this space have studied how students draw free 
body diagrams for multi-body problems [56] and how students inconsistently apply force 
equilibrium versus moment equilibrium [56], [57]. These studies found that students mostly 
relied upon memory when justifying the presence of reaction forces or moments and were 
inconsistent when applying the concept of equilibrium [57].  
Studies that explore how the features of a visual representation influence how students 
use equilibrium are needed to help understand why these findings were observed. Additionally, 
our work fills gaps from the prior statics education literature by examining students’ use of 
problem-solving strategies and heuristics while sketching shear force and bending moment 
diagrams. This type of task has not been studied in the statics education literature and is 
important to study because students are expected to understand force and moment equilibrium 
both externally and internally using the same schematic representation of a beam with externally 
applied loads. 
Based on the gaps identified in the visual representations, problem-solving, and statics 
education literature, I explored the following overarching research question: 
 
How do students with different levels of expertise coordinate their problem-solving schema, 
problem-solving heuristics, and representation features when sketching their shear force and 
bending moment diagrams? 
 
To answer our overarching research question, I examine our data through a series of 
smaller research questions: 
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Research Question 1: Which problem-solving schema or heuristics do students with different 
levels of expertise use when sketching their shear force and bending moment diagrams? 
 
Research Question 2: How do students with different levels of expertise organize and use their 
problem-solving schema or heuristics when sketching their shear force and bending moment 
diagrams? 
 
Research Question 3: How do students with different levels of expertise coordinate their 
problem-solving schema and heuristics with features of the representations in shear force and 
bending moment problems? 
 
3.3 Methods 
I designed this qualitative study under a post-positivist stance, which claims that 
objective reality cannot be measured but can be interpreted [58]. Consistent with the views of 
Strauss and Corbin, I believe that interpretation of phenomena across multiple observations with 
researchers of different backgrounds leads to observations that come close to describing 
objective reality [59]. Because I are interested in describing the how and why of students 
reasoning with visual representations [60], I chose to take a qualitative approach. I consequently 
used the Constant Comparative Method, a method derived from Strass & Corbin’s grounded 
theory [59]. This method critiques, extends, or supports data and emerging theory from prior 
studies through constant comparison with new data [61].  
During data analysis, I worked with another researcher and so I will use “we” rather than 
“I” when talking about the data analysis and results in this chapter. Each of us were novices in 
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some part of the analysis. I started as a novice in qualitative data analysis but had expertise in 
teaching mechanical properties of materials (e.g., shear force and bending moment). The other 
researcher was a novice in the engineering concepts explored by our study but is an expert in 
qualitative research methods. This approach is known as novice-led analysis and is one way to 
ensure trustworthiness of the results by challenging each researcher’s biases [62]. This novice-
led approach also helps guard the researchers from expert blindspot or inappropriately projecting 
naïve theories about how students learn that have been gained from informally observing 
students in the classroom [63]–[65]. 
Notably, some readers might recognize the students’ mistakes and behaviors we report in 
our data as obvious from their teaching. However, “obvious problems should not always be taken 
at face value. Discovering the right way to formulate a problem is often as important in the 
advance of knowledge as hypothesis testing” [66], which is the aim of my work. By using 
multiple researchers and engaging in structured skepticism guided by constant comparisons 
during analysis [61], [67], I created more trustworthy and accurate observations. 
 
3.3.1 Interview Protocol 
I conducted think-aloud interviews to probe the nature of our participants’ knowledge of 
shear force and bending moment during sketching. Think-aloud interviews have been used to 
provide rich descriptions of novices’ knowledge of concepts in engineering [56], [62], chemistry 
[68], physics [69], and circuits [70], [71]. We designed our think-aloud interview protocol to 
change the context of each problem, making different parts of the problem perceptually salient or 
task relevant. Because students connect shear with vertical [62], [72], we varied the beam 
orientation from horizontal to vertical to probe whether shear force was tied to the orientation of 
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the beam. We also included problems with various joint types and problems with massless beams 
or massive beams. 
  To explore the connection between task relevance and perceptual salience, we varied the 
nature of the task. For the first four problems, students were asked to sketch their shear force and 
bending moment diagrams without performing any calculations. For the last four problems, 
students were told to first calculate the reaction forces/moments and then sketch their shear force 
and bending moment diagram. The schematics for the last four problems were identical to those 
in the first four problems. Because novices rely on means-end analysis while solving problems, 
changing the task may also change the task-relevance of the joints in the schematic. 
 
3.3.2 Participant Sampling 
We conducted open sampling from the statics course (>250 students per semester) of a 
large, research-intensive university to get a broad range of students with different levels of 
domain knowledge and approaches to problem solving. We recruited students after they 
completed the course so that students had seen the conceptual content needed to solve the 
problems in this study but had limited time to develop expertise. Participants were recruited by 
email and then interviewed in person. All participants were traditional-aged college students. 
Statics is a lecture-based course with weekly discussion sections and multiple exams. 
Shear force and bending moment diagrams are covered over approximately one week of 
instruction. Although it is a small part of the course, this task relies on the concept of 
equilibrium, which is taught throughout the course. 
Consistent with grounded theory approaches, we sampled until we reached conceptual 
saturation [59]. Since the goal of our study is to document the diversity of problem-solving 
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strategies that students use and display features that they notice, sampling to saturation provides 
evidence that we captured this diversity. Critically, we are concerned with documenting the 
breadth of observations and the patterns within those observations rather than their prevalence 
among different student demographics (e.g., gender, ethnicity). We operationalized saturation as 
the point in our analysis after which we stopped adding new codes to our code book. We 
collected fifteen interviews (twelve males and three females, representative of the Statics course) 
in the first round of sampling and observed conceptual saturation after analyzing the seventh 
interview. 
 
3.3.3 Data Collection 
We screen-captured students’ sketches and recorded audio of our one-hour think-aloud 
interviews on a tablet with stylus using Camtasia. The interview consisted of a training exercise 
and then the study portion. The training exercise included tasks such as drawing letters, numbers, 
and symbols and redrawing a picture of a banana. The training exercise familiarized participants 
with using the tablet and with verbalizing their thought process while sketching. The study 
portion consisted of eight problems (see Appendix A for the full interview protocol and Figure 
3.2 in the results section for a condensed version). Before beginning the study portion, we 
reminded students to verbalize their thought process as they sketched their shear force and 
bending moment diagrams. If a student was silent for more than a few seconds, the interviewers 
would prompt the student by asking “what are you thinking” or “is there something wrong”. We 
did not give students feedback on the correctness of their responses but frequently asked 
participants to explain their choices when sketching. 
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  Before the interview, we briefed the participants on the goals of the study and allowed a 
debrief session at the end to discuss any of their answers. All participants were paid for their 
participation and gave written consent to be interviewed under IRB approval (University of 
Illinois at Urbana-Champaign IRB Protocol #15065). The videos were then imported into 
MaxQDA for qualitative analysis. 
 
3.3.4 Data Analysis 
The Constant Comparative Method inductively builds observations through 
“categorizing, coding, delineating categories and connecting them” [61]. Both researchers first 
used open coding separately to become familiar with the data and begin developing emerging 
hypotheses grounded in the students’ words and drawings. Then the researchers met and 
negotiated any disagreements that arose. Disagreements were entered into an audit trail along 
with emerging hypotheses. As each successive interview was coded, we checked the emerging 
hypotheses against any new codes and updated the hypotheses as new observations were made in 
the data. During the first round of coding, we stopped adding new codes to the code book (i.e., 
reached conceptual saturation) after analyzing the seventh interview. Consequently, we 
conducted a second round of coding on the first seven interviews with the full coding scheme to 
make sure all fifteen interviews were analyzed with the same codebook. Following this second 
round of coding, the codes were sorted by research question and into categories that represent the 
granularity covered by the code. 
  The categories, or granularities, used in the Constant Comparative Method should be 
established in advance in order for comparisons between them to be made reliably [61]. We 
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defined the granularities based on overarching patterns in codebooks from our prior but similar 
studies [73]. The four categories used in this study are as follows: 
  Subject classifies each subject as a weak novice (n=3), novice (n=9), or advanced novice 
(n=3) based on the accuracy of their solutions and the amount of domain knowledge they use 
over the course of the interview. Weak novices failed to correctly solve most problems and used 
little to no domain knowledge. Novices solved some or most problems correctly and used some 
domain knowledge. Advanced novices solved most or all problems correctly and based their 
reasoning on a large amount of domain knowledge. The designation was made by consensus 
among the researchers. 
  Problem includes a description of the overall strategies participants used when sketching 
their shear force and bending moment diagrams. For example, examples of how students applied 
equilibrium include but not limited to equilibrium over the full beam not sections, no equilibrium 
reasoning, etc... 
  Translation includes when a student uses information from one representation to 
construct another. For example, students take information from the free body diagram and use it 
to construct their shear force diagram. 
  Statement includes correct and incorrect statements students made while sketching or 
their auditory explanation of their sketches. We use these statements to document what students 
are paying attention to and how they are using that information to problem solve. For example, a 
student might use knowledge of specific joint types to determine start and end points for their 
shear force diagrams. 
         Once codes were sorted by research question and granularity, we compared observations 
both within and across levels of granularity to develop emergent themes. Emergent themes are 
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holistic descriptions of students’ knowledge and reasoning that hold within and over multiple 
granularities. We then used the themes to develop a rich description of the interplay between the 
students’ problem-solving strategies, domain knowledge, and representational features. 
 
3.3.5 Data Visualization 
Consistent with recommendations from Maxwell [60], we use numbers and quantitative 
visualizations as critical checks on biases, to affirm the internal generalizability of our findings, 
and to supplement our qualitative descriptions of students actions. The use of numbers helps with 
identifying the diversity of actions and perceptions within a group and avoiding biases that lead 
observers to more readily see uniformity [74]. Since our study is concerned with documenting 
the range and diversity of students’ interactions with visual representations and problem-solving 
strategies, guarding against biases towards uniformity is vital to our work. More generally, 
numerical data can help identify patterns that are not apparent in the unquantized qualitative data 
[75], [76]. Quantitative visualizations of qualitative data, such as network diagrams, can provide 
new perspectives that further enrich observations of a context. 
Quantitative studies use numbers according to variance theory, which seeks to make 
claims of whether and to what extent two variables affect each other as well as of external 
generalizability. In contrast, our study uses numbers from a process theory perspective, using 
numbers to amplify our understanding of how processes and events influence each other in a 
localized context and to make claims only about internal generalizability [77]. Internal 
generalizability refers to the consistency of our findings within the context of our study and 
provides little or no evidence for the generalizability of our study to other contexts.  
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We briefly describe how we constructed our network diagrams. These diagrams visualize 
how students with different levels of expertise approached problem solving when sketching shear 
force and bending moment diagrams.  The nodes of the network represent a particular strategy 
that students of that expertise used. These strategies can be based on problem-solving schema or 
heuristics. If a student used two strategies in the same problem, the two nodes representing those 
strategies are connected by a line. The thickness of the line corresponds to the number of times 
we observed these two strategies co-occur. The relative position of the codes was calculated 
using a Force Atlas algorithm [78], which clusters strongly linked nodes closer to each other. 
 
3.3.6 Trustworthiness and Reliability 
In keeping with the recommendations of Walther, Sochacka, and Kellam [79], we have 
detailed our process of both making and handling the data to demonstrate how we committed to 
quality in our research process in our data collection and data analysis sections. We used 
multiple coders with different areas of expertise, negotiation of disagreements, and quantization 
of qualitative data to address individual research bias in the data analysis process. We also used 
an audit trail to keep a record of our analysis process over time, including rationale for our 
methodological choices, agreements, and disagreements [80], [81]. Once a theme or hypothesis 
was entered into the audit trail, each successive interview was compared to that new 
theme/hypothesis to test its validity within the data. 
 
3.3.7 Limitations 
Because we observed conceptual saturation in the data, our findings provide internal 
generalizability, richly describing the patterns and trends within the data. However, our findings 
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may not generalize beyond sketching shear force and bending moment diagrams or even the 
specific beam representations we chose. For example, in textbooks, some beam schematics are 
presented abstractly like the ones used in our study, but some beam schematics are presented as 
real-world pictures of beams. As we discuss in our future work, we plan to address this limitation 
by comparing findings from this study across different tasks within statics and across 
engineering disciplines. 
Our findings are also limited because they are based on a single protocol. Iterative 
sampling using modified protocols to test emerging hypotheses, such as found in some data-
driven approaches, could provide more robust observations. This iterative sampling approach 
was undesirable because it introduced other complications such as students forgetting material as 
they became further removed from their statics course, making comparisons between sample 
populations ambiguous. We used an audit trail and re-analyzed early interviews after finalizing 
the code book using the Constant Comparative Method to counter this limitation in our study 
design. 
Finally, we did not examine gender or race differences in our analysis. Because prior 
research has documented gender-based differences in visual-spatial ability, future studies in this 
domain could address this limitation with larger sample sizes and different methodologies. 
 
3.4 Results 
We answer our research questions by presenting three themes that emerged from our 
data. These themes describe the problem-solving strategies that students use. We categorized 
students’ strategies as either schema or heuristics. Strategies were coded as schema when 
students organized or justified their problem solving with the underlying conceptual knowledge 
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that governs how the problem is solved (e.g., internal equilibrium or external equilibrium). For 
example, when a student said things such as “the sum of forces equals zero so there’s a reaction 
force here”, we coded that as a problem-solving schema called “correct – sum of external forces 
equals zero.” Strategies were coded as heuristics when students justified answers without 
referencing underlying concepts. For example, if a student said, “it’s a statics problem so 
everything goes to zero”, then we coded it as a heuristic that we call goes to zero. 
Through our three themes, we will demonstrate that students from all levels of expertise 
primarily relied on heuristics, especially a heuristic we called object translation. These heuristics 
both helped and harmed students’ problem solving. All the students in this study relied on 
heuristics as part of their core approach to sketching shear force and bending moment diagrams. 
However, the visual attention of the advanced novices was guided by their domain knowledge. 
The novice and weak novice students focused on intrinsically perceptually salient features of 
representations (i.e., features that grab visual attention regardless of domain knowledge) such as 
arrows, while the advanced novices noticed conceptually important features that may not be 
intrinsically perceptually salient, such as the fixed joint at the interface between a wall and a 
beam. This increased conceptual knowledge helped the advanced novices employ schema when 
needed and negotiate contradictions in their reasoning. 
Within each theme, we first provide a definition of the theme followed by comparisons 
across the granularities of analysis to demonstrate how we identified the theme. We include 
quotations or counts of behaviors to illustrate our observations and demonstrate the internal 
generalizability of our findings. For reference, we provide a condensed version of the interview 
protocol in Figure 3.2 and the correct shear force and bending moment diagrams for the protocol 
problems in Figure 3.3. The protocol, as shown to the students, is available in Appendix A. 
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Figure 3.2: a) Figures of the beam schematics and b) task prompts for the sketch and 
computation parts of the protocol. 
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Figure 3.3: The correct shear force and bending moment diagrams for the problems in our 
protocol. 
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3.4.1 Theme 1: Students used heuristics that are based on perceptually salient features to 
sketch their shear force and bending moment diagrams. 
Consistent with the constant comparative method, this theme emerged from comparing 
the translation and statement-level codes across students with different levels of expertise. These 
codes consist of what students said or drew as they sketched or justified their shear force and 
bending moment diagrams.  
From this comparison, we observed that students primarily used four types of heuristics: 
object translation, goes to zero, bending moment points of interest (POI) match shear force POI 
(hereafter known as point of interest matching), and calculated point. We coded the object 
translation heuristic when students justified what they sketched by arguing for a one-to-one 
mapping of features between one representation and another. For example, a single arrow in a 
schematic maps to a discontinuity in the shear force diagram. We coded the goes to zero 
heuristic when students started or ended their shear force and bending moment diagrams at zero 
on the y-axis without justification. We coded the point of interest matching heuristic when 
students explicitly matched locations such as x-y coordinates for line segments in their bending 
moment diagram to similar locations in their shear force diagram. We coded the calculated point 
heuristic when students relied on numbers to sketch their diagrams. Although the calculated 
point heuristic is part of our findings, it is not a major finding and there is research supporting 
the idea that students heavily rely on numbers when solving problems [82]. Therefore, we will 
not present evidence for the calculated point heuristic.  
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3.4.1.1 Object translation.  
Students across levels of expertise frequently stated that an identified feature in one 
visual representation (e.g., an arrow on a schematic) mapped to a particular feature in another 
representation (e.g., a discontinuity in a shear force diagram). Students used this mapping as the 
justification of their decisions during problem solving rather than the underlying concept of 
internal equilibrium. Therefore, we called this behavior a heuristic, which we in turn called 
object translation because students translated “objects” from one representation to another. 
These translations were generally one-to-one. For example, students mapped the single arrow 
only to a discontinuity in the shear force diagram. These heuristics enabled students to 
approximate the correct solution but implicit aspects of these objects, such as sign conventions, 
frequently induced small errors. 
Table 3.1 shows which objects students noticed in an initial representation and what 
object they mapped that first object to in a target representation. Which objects students noticed 
and how they translated them was generally consistent across expertise levels. However, only 
advanced novices noticed fixed joints and only weak novices translated multiple arrows 
representing distributed loads into zero-sloped lines in their shear force diagrams. In the 
following subsections, we describe three different examples of how students used the object 
translation heuristic. 
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Table 3.1 Summary of object translation behaviors 
From object To object Who performed Observations 
Schematic – 
Pin and Roller Joint 
Free Body Diagram – 
Arrows 
Advanced Novice 
Novice 
Weak Novice 
Most students readily identified 
the pin and roller joints by name 
and accurately translated the pin 
and roller joints to the 
appropriate reaction force 
arrows. 
 
Schematic – 
Fixed Joint 
Free Body Diagram – 
Arrows 
Advanced Novice 
Novice 
Only advanced novices 
consistently identified the fixed 
joint and translated it to arrows 
for the reaction forces and 
reaction moment. 
 
Schematic – 
Single Arrow 
Shear Force Diagram – 
Discontinuity 
Advanced Novice 
Novice 
Weak Novice 
All students correctly perform 
this object translation barring 
errors with sign conventions, 
most never justify this translation 
using internal equilibrium. 
 
Schematic – 
Multiple Arrows 
Shear Force Diagram – 
Non-Zero-Sloped Line 
Advanced Novice 
Novice 
Most advanced novices and 
novices perform this object 
translation correctly barring 
errors with sign conventions, 
most never justify this translation 
using internal equilibrium. 
 
Schematic – 
Multiple Arrows 
Shear Force Diagram – 
Zero-Sloped Line 
Weak Novice Common to the weak novices, all 
never justify this translation 
using internal equilibrium. 
 
Shear Force Diagram – 
Zero-Sloped Line 
Bending Moment Diagram – 
Non-Zero-Sloped Line 
Advanced Novice 
Novice 
Weak Novice 
Most students performed this 
translation correctly but did so by 
matching the zero-sloped line to 
a non-zero-sloped line rather than 
through mathematical 
integration. Students sometimes 
ignored the sign of the slope in 
the SFD in favor of heuristics in 
their reasoning (see goes to zero 
in the next section for an 
example). 
 
Shear Force Diagram – 
Non-Zero-Sloped Line 
Bending Moment Diagram – 
Parabola 
Advanced Novice 
Novice 
Weak Novice 
Most students performed this 
translation correctly but did so by 
matching the non-zero-sloped 
line to a parabola rather than 
through mathematical 
integration. Students matched the 
sign of their parabola to the slope 
of the SFD line rather than the 
magnitude of the SFD consistent 
with mathematical integration. 
Students did not reason about 
concavity. 
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3.4.1.1.1 Students readily translate the pin and roller joints on the beam schematic to 
reaction forces and reaction moments, but only advanced novices reliably translated fixed 
joints into reaction forces and moments.  
To sketch their shear force and bending moment diagrams, students first need to identify 
joints and draw arrows that represent the reaction forces or reaction moments imposed by the 
joints to keep the beam from moving or rotating. Which joints students chose to translate into 
reaction forces/moments depended on the framing of the task, students’ level of expertise and the 
intrinsic perceptual salience of the joint in the schematic. 
Students of all levels of expertise paid attention to joints depending on the framing of the 
task. When instructed to sketch their shear force and bending moment diagrams without doing 
calculations, students drew reaction forces for 49% of completed problems and reaction 
moments for 21% of completed problems. When they didn’t draw reaction forces or moments, 
students started their shear force and bending moment diagrams at zero on the y-axis, which is 
incorrect for problems with fixed joints (see Figure 3.3). In contrast, when instructed to first 
calculate reaction forces and moments, students drew arrows representing reaction forces for 
90% of completed problems and reaction moments for 60% of completed problems.  This 
indicates that students likely associated the joints in the schematic with the task of calculating 
reaction forces and moments rather than sketching shear force and bending moment diagrams. 
This is a problem because ignoring the joints leads to an incorrect interpretation of the system’s 
behavior. 
Students with different levels of expertise paid attention to different types of joints 
depending on how intrinsically perceptually salient they were. In our interview protocol, the pin 
and roller joints have a high intrinsic perceptual salience because they have an explicit symbol 
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and contrast with each other (see Figure 3.2). In contrast, the fixed joint had almost no intrinsic 
salience, represented only as the interface between the beam and the wall or ground, without a 
specific schematic symbol. Accordingly, students across all levels of expertise commented on the 
pin and roller joints by name, contrasting them with each other and identifying which reaction 
forces belonged to a pin and which belonged to a roller.  
    
“At point A I notice that...immediately that it’s a pin joint but then here it’s a roller joint at point 
B.” Novice (Problem 2 Sketch) 
 
3/3 advanced novices, 5/9 novices, and 3/3 weak novices correctly identified the pin and 
roller joint and translated it into their relevant reaction forces. In contrast, 3/3 advanced novices, 
3/9 novices, and 0/3 weak novices correctly translated the fixed joint into a reaction force and 
reaction moment. Thus, those with higher levels of expertise were able to identify a joint as 
important despite it not being intrinsically perceptually salient in the schematic. This indicates 
that a student’s domain knowledge guides their search for information when completing a task. 
 
3.4.1.1.2 Schematic to shear force diagrams (arrows as objects).  
Arrows are a generally powerful symbol in diagrams, communicating kinetic information 
in static diagrams [22], [26] or attention in animations [83]. However, arrows in statics are used 
to communicate loading rather than movement [84]. By communicating loading, arrows also 
communicate information about what the shear force and bending moment diagrams should look 
like. Students in our study readily identified arrows and translated them to their corresponding 
functions in the shear force or bending moment diagrams. 
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For example, the following advanced novice translated the single arrow at 5 m into a 
discontinuity on their shear force diagram.  
 
“Because there’s just a force down at this point, so that’s why it would fall just straight…at 5 m 
in.” Advanced Novice (Problem 1 Sketch) 
 
Novices and advanced novices correctly translated the distributed load on the beam 
schematic into a non-zero-sloped line on the shear force diagram.  
 
“There’s no concentrated force along the beam anywhere between 5 to 15 [meters] so it should 
be continuous, and it’s a linear relationship since it is evenly distributed” Advanced Novice 
(Problem 2 computation) 
 
The weak novices instead viewed the distributed load as a collection of point loads, 
resulting in a rectangular function instead of the non-zero sloped line. 
 
“Like each of these ones [arrows in the distributed load] are 1 [Newton] so it’s going to be the 
same. I think now it would be like a rectangle.” Weak Novice (Problem 2 sketch) 
  
3.4.1.1.3 Shear force diagram to bending moment diagram (lines as objects).  
Many students translated from their shear force diagram to their bending moment 
diagram by explicitly noting that the bending moment is the integral of the shear force diagram. 
This stated relationship is appropriate and taught in statics coursework [84]. However, students 
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usually did not use the mathematical formalism of an integral: only two students used symbolic 
integration and only two considered the area under the curve. Instead, students used the object 
translation heuristic to translate functions on the shear force diagram to functions on the bending 
moment diagram that are consistent with polynomial integration based only on the order of the 
polynomial.  
Because this pattern was consistent across expertise levels, we provide only one example 
quotation from a novice that demonstrates the object translation heuristic. 
  
“The slope of this one [bending moment non-zero-sloped line] is less because in the shear force 
[diagram] it’s only negative twenty and in this one [bending moment non-zero sloped line] the 
gradient is more…is higher because in the shear force [diagram] it [the shear force value] is 
more negative in comparison to this guy [negative twenty shear force line] here.” Novice 
(Problem 1 Computation) 
 
While most students correctly translated the type of function (i.e., zero-sloped line in the 
shear force diagram to non-zero sloped line in the bending moment diagram), students 
sometimes ignored the sign of the slope for the functions and often ignored the concavity of the 
parabolas they drew, which further supports the idea that students were not engaging in the 
formalism of integration even though they identified the bending moment as the integral of the 
shear force. Even during the few times students did discuss the concavity of the parabolas they 
drew, they were hesitant and redrew their parabolas several times as if to choose whichever form 
“looked right.” 
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3.4.1.2 The feature of “zero” guides students’ reasoning.  
We coded the goes to zero heuristic when students started or ended their shear force and 
bending moment diagrams at zero without using conceptual knowledge as justification. Every 
student used this heuristic at least once. In the following subsections, we describe the three ways 
that students used the goes to zero heuristic. First, students across levels of expertise end their 
diagrams at zero because “everything goes to zero in statics.” Second, novices and weak novices 
use goes to zero in place of reasoning about equilibrium at joints. Third, one novice and two 
weak novices used arrows to bind areas of interest that need to start and end at zero.  
 
3.4.1.2.1 Students across levels of expertise end their shear force and bending moment 
diagrams at 0 Newtons or 0 Newton*meters “because it is a Statics problem”.  
Students ended their shear force and bending moment diagrams at zero, often without 
appealing to internal equilibrium. Instead, as one advanced novice said, “in statics everything 
goes to zero”. Similarly, another advanced novice justified ending their bending moment diagram 
at zero because “the net force has to be zero,” focusing more on the importance of “zero” than 
whether they were talking about forces or moments. 
 
“It’s [the bending moment is] going to end up being some sort of quadriatic [sic] and it’s [the 
bending moment is] going to end up at zero because there’s…the net force has to be zero.” 
Advanced Novice (Problem 1 Sketch) 
 
3.4.1.2.2 Novices and weak novices use idea of “zero” instead of equilibrium at joints.  
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Students are expected to recognize that joints exert a reaction force and/or reaction 
moment depending on the type of joint. They are then expected to use these reaction 
forces/moments when doing the method of sections to sketch their shear force diagram. 
However, students in our study often inappropriately started their shear force diagram at 0 N and 
their bending moment diagram at 0 N · m. We then noticed that students who did not draw 
arrows representing the reaction force/moment also inappropriately started their shear force 
diagram at 0 N and bending moment diagram at 0 N · m. This suggests that without knowledge 
of equilibrium, students default to the idea of zero. For example, one novice, when determining 
where their bending moment diagram should start, said “Let’s take the moment about [point] A, 
which means it’s going to start off at no moment.”  
When the novice said that, they had drawn an arrow for the reaction force on their 
schematic but had not drawn an arrow for the reaction moment. 
 
3.4.1.2.3 One novice and two weak novices use arrows in the schematic to bound areas of 
analysis. 
The method of sections in Statics divides a beam into useful units of analysis where the 
internal behavior of the beam can be modeled using a single algebraic equation of equilibrium 
[84]. One novice and two weak novices partially mimicked this type of analysis by partitioning 
their beams based on the locations of each applied load and analyzing each partition 
independently. We coded this behavior as isolated sections. It represents a specific case of the 
goes to zero heuristic. 
In Figure 3.4, we demonstrate how one weak novice used isolated sections by dividing 
their shear force and bending moment diagrams into three sections based on the position of the 
63 
 
arrows on the schematic. Section A ends at the 20 N point load. Section B ends at the resultant 
force arrow the weak novice drew at the mid-way point of the distributed load. Section C ends at 
the end of the beam. Figure 3 also illustrates how arrows encoded the magnitude and sign of their 
shear force and bending moment diagrams within the area of interest. The upward pointing arrow 
that starts section A becomes a positive constant in section A of their shear force diagram. The 
downward pointing arrow that starts section B becomes a negative constant in section B of their 
shear force diagram. Initially the weak novice draws a positive zero-sloped line in section C. 
However, the student erases the line and replaces it with a negative zero-sloped line in section C 
of their shear force diagram, arguing “it [the arrow indicating the force] is going down.” Thus, 
the weak novice maps the direction of the arrow to the sign of the SF diagram rather than use 
sign conventions. The goes to zero heuristic is evident in the way that the student draws each 
section by beginning and ending it at the x-axis (see Figure 3.3). Unlike the method of sections, 
which would have created sections that contain multiple loads, the weak novices who 
demonstrated isolated sections used only the forces that begin the “section” to translate the 
schematic to their SF diagram. 
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Figure 3.4: a) Schematic for problem 1 modified by the weak novice to include reaction forces 
Ay and Ax at the fixed joint and b) example of isolated sections heuristic from a weak novice in 
the first computation problem. From left to right indicates the progression in time. The quotes 
below each pair of sketches indicate what the student said at that moment in time. 
 
3.4.1.3 Bending moment points of interest (POI) matched the shear force points of interest.  
In addition to mapping polynomial functions in their shear force diagrams to 
corresponding functions in their bending moment diagrams, students constrained the functions in 
their bending moment diagram to have generally the same positions with respect to x-y 
coordinates. We coded this behavior as a heuristic called point of interest matching. We coded 
this heuristic for 0/3 advanced novices, 4/9 novices, and 1/3 weak novices. 
In Figure 3.5, we present an example of how students used the point of interest matching 
heuristic. For clarity, we superimpose shapes on the points of interest the student used. First, 
notice the squares on the shear force and bending moment diagrams. The novice starts their shear 
force diagram at a non-specified value bigger than 30 Newtons, draws one zero-sloped line, a 
discontinuity, and then a second zero-sloped line. The corresponding squares in their bending 
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moment diagram show a similar behavior, except the student drew non-zero-sloped lines, 
consistent with object translation. Second, notice the segments between the circles. In this region 
of the shear force diagram, the novice drew a non-zero-sloped line from a positive value to a 
negative value labeled -V(x). On the bending moment diagram, the novice drew a parabola, 
consistent with object translation, from a positive value to a negative value -M(x). The triangles 
by -V(x) and -M(x) show that these values are at approximately the same value on the y-axis. 
The alignment of all these points cause the overall shape of the sketches to match, even though 
the bending moment diagram should have no discontinuities and the slope of the parabola should 
start positive and then become negative when the shear force diagram crosses zero. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Example of point of interest matching from a novice in the third sketch problem for 
both their a) shear force and b) bending moment diagrams. 
 
3.4.2 Theme 2: Students across levels of expertise rely on the heuristic object translation 
rather than equilibrium problem-solving schema to sketch and reason about their shear 
force and bending moment diagrams. 
Codes in the problem granularity described students’ overall strategies when sketching 
their shear force and bending moment diagrams in each problem. For example, suppose a student 
66 
 
consistently talked about the sum of forces equals zero and the sum of moments equals zero over 
the whole beam but doesn’t talk about the sum of forces or moments inside the beam. We would 
code their problem-solving strategy as the schema equilibrium over the full beam not sections. A 
student could also have multiple problem-solving strategies in the same problem. Suppose the 
same student who used the equilibrium for full beam not sections schema could also consistently 
use the object translation heuristic to map features in the schematic diagram to functions in their 
shear force diagram. We would then add object translation as a problem-solving strategy in 
conjunction with the equilibrium over the full beam not sections schema.  We coded between 
three and six problem-solving strategy codes per problem per student.  
Theme 2 describes how students relied on the object translation heuristic as their main 
problem-solving strategy rather than equilibrium-based schema when sketching their shear force 
and bending moment diagrams. 
 
3.4.2.1 All students rely on the object translation heuristic as their core approach to 
sketching shear force and bending moment diagrams.   
To help answer our second research question, we used network diagrams to visualize how 
students generally approach sketching shear force and bending moment diagrams (see Figure 
3.6). The lines between two problem codes indicate that a student used both codes in the same 
problem while the thickness of the lines is proportional to the number of times the students used 
them in the same problem.  Codes that are closer together on the diagram mean that students 
used the two strategies together more frequently than codes that are further apart. Codes that are 
larger in Figure 3.6 mean students coordinated that strategy with a larger number of other 
strategies compared to the smaller codes. 
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The colors of the codes correspond to the level of shear force and bending moment 
domain knowledge demonstrated by that code.  Blue strategies fully use shear force and bending 
moment domain knowledge. Red strategies use flawed or no shear force and bending moment 
domain knowledge. Grey strategies used approaches either not directly related to shear force and 
bending moment domain knowledge or shear force and bending moment domain knowledge that 
is not fully used.  
Each network is composed of a collection of closely packed codes near the center and a 
collection of codes spread around the edges. We call the codes packed near the center the 
students’ core approach because students use these strategies in many problems and with many 
other types of strategies. We indicate students’ core approach in Figure 3.6 with a red, dashed 
circle. Each core approach is comprised of 3-4 Problem codes.  
In accordance with Constant Comparative Method, we compare these network diagrams 
across the subject (advanced novice vs. novice vs. weak novice) granularity (see Figure 3.6). 
These comparisons reveal that the way students applied equilibrium in their core approach 
changed across expertise, but the use of object translation stayed the same. 
The weak novices’ core approach is composed of the no equilibrium reasoning, never 
discusses sections, and object translation codes. This core approach means that weak novices 
rely almost entirely on the object translation problem-solving heuristic and consider neither 
external nor internal equilibrium to sketch their shear force and bending moment diagrams. 
Novices’ core approach is composed of equilibrium for full beam not sections, never considers 
sections, no equilibrium reasoning, and object translation. Novices consider external equilibrium 
but generally do not consider internal equilibrium. In contrast, the advanced novices core 
approach is composed of equilibrium for full beam and sections, uses joint type in reasoning, and 
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object translation. Thus, advanced novices consistently consider both external and internal 
equilibrium, but they still use the object translation heuristic. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: Co-occurrence of problem solving strategies in sketching problems for a) weak 
novices, b) novices, and c) advanced novices. The structure of nodes was calculated using a 
Force Atlas algorithm. Presence of a line connecting two nodes indicates students used both 
strategies in the same problem. The thickness of the line corresponds to how many problems in 
which students used the two strategies together. The size of the node indicates how many other 
strategies students used in conjunction with that node. A full list of the codes and what number 
they correspond to are in Appendix B. 
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These findings reveal that weak novices rely exclusively on surface features that enable 
them to execute the object translation heuristic. Consequently, the weak novices sketch their 
shear force and bending moment diagrams without applying equilibrium. In contrast, the novices 
and, to a greater degree, advanced novices still incorporate these surface features via object 
translation, but they coordinate the heuristic in conjunction with applying equilibrium-based 
strategies. 
 
3.4.3 Theme 3: Domain knowledge aids students’ ability to resolve conflicting heuristics.  
Sometimes students realized that the heuristic they were using conflicted with another 
heuristic or a piece of shear force and bending moment domain knowledge. Novices chose one 
heuristic as the correct heuristic without justification while advanced novices reconciled the 
conflict by appealing to shear force and bending moment domain knowledge. We did not 
observe either behavior for weak novices. We coded the former as trumping behavior and the 
latter as reconciling behavior.  
Figure 3.7 demonstrates how one novice trumped object translation with the goes to zero 
heuristic. In Figure 3.7a, the novice used object translation to determine that their bending 
moment diagram had one zero-sloped line on the y-axis followed by segments that “go down and 
then go down further”. After this statement, the student drew a zero-sloped line followed by a 
decreasing parabola. At this point, the novice finishes the graph with an increasing parabola so 
that their diagram ends at zero on the y-axis (see Figure 3.7c). When drawing the increasing 
parabola, the student hesitated, saying “Then it goes back up again…I think?” This shows the 
student recognized the conflicting heuristics because their parabola should be decreasing because 
of the sign of the line in the shear force diagram (i.e., object translation), but that their bending  
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Figure 3.7: Example of goes to zero trumps object translation from a novice in the first sketch 
problem. a) Student starts by saying they’ll draw two parabolas going down and then further 
down, b) their bending moment diagram if the student had continued with object translation, and 
c) what the student actually drew, indicating that goes to zero trumped object translation. 
 
moment diagram should end at zero, so the parabola should increase (i.e., goes to zero). The 
student tries to start over by discussing the first parabola, saying “I know it’s [first parabola of 
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bending moment diagram] going to go down because this guy here [second segment shear force 
sketch] is going down”.  If the novice had continued using object translation, then they would 
have drawn a second, steeper decreasing parabola (e.g., Figure 3.7b). Instead, when discussing 
the second parabola, the student abandons object translation in favor of the goes to zero 
heuristic: “I think that’s normally what you get in the questions …like F=0 by the end most of 
the times…” This student inappropriately justified their bending moment diagram going to zero 
by appealing to force equals zero, indicating that zero is the guiding idea rather than shear force 
and bending moment. 
In contrast, an advanced novice used domain knowledge to reconcile graphical reasoning 
with equilibrium reasoning. The advanced novice began using object translation to draw one 
increasing and one decreasing parabola from 5<x<15 meters. However, once the advanced 
novice drew the two parabolas they paused, saying “that doesn’t make sense.” When asked why, 
the advanced novice pointed to the mismatch in signs between their free-body-diagram and 
bending moment diagram: “Because I’m getting negative here [in section free-body-diagram] but 
not negative here in the bending moment diagram.” 
Instead of choosing either graphical reasoning or equilibrium within the cut, the advanced 
novice redrew their free-body diagram with a cut (“Let’s redo everything”). The advanced 
novice again derived that the bending moment was negative (“so I need a negative moment”). 
The advanced novice then reasoned about how changing the distance from the point load at x=0 
changed the applied moment and how a corresponding change in the bending moment was 
needed to “maintain equilibrium." Consequently, the students’ domain knowledge helped them 
discover that they had not made a mistake but instead had inappropriately applied a heuristic.  
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“Let’s redo everything here. For the center part from 5 to 15 meters part we cut it in between. 
There’s distributed load. There’s a total force experiencing making it like pointing…rotating this 
way so I need a negative moment definitely negative. As this distributed is increasing, it gets 
even more negative I think. Wait a second, I kind of know what mistakes I’ve made. So, here’s 
the problem. As I go along the beam, the distance between the force where it is exerted on is 
actually increasing but this distance is not so large which makes it and the force here is probably 
larger and with the distance increasing the torque here is greater so I’m experiencing some… 
still need some bending moment in the positive convention to maintain equilibrium. So, I kind of 
convinced myself I didn’t make a mistake, but I need further calculations to confirm that.”  
Advanced Novice (Problem 2 Sketch) 
 
3.4.4 Summary of how our findings answer our research questions 
 
3.4.4.1 Research Question 1: Which problem-solving schema or problem-solving heuristics 
do students with different levels of expertise use when sketching their shear force and 
bending moment diagrams?  
Students’ problem-solving strategies were composed of a combination of equilibrium 
problem-solving schema and heuristics that are cued by the features in the schematic and the 
sketches students drew.  Novices and weak novices used problem-solving schema in the form of 
equilibrium over the whole beam but often failed to use the equilibrium schema internal to the 
beam when sketching their shear force and bending moment diagrams. In contrast, advanced 
novices used the equilibrium schema both over the whole beam and within sections of the beam. 
73 
 
In addition to schema, students used four different types of heuristics: object translation, goes to 
zero, point of interest matching, and calculated point.  
Weak novices primarily used an amplified version of the goes to zero heuristic called 
isolated sections in coordination with the calculated point heuristic. Novices primarily used the 
goes to zero, calculated point, and point of interest matching heuristics. While advanced novices 
used each of the above heuristics, except POI matching, they usually relied on equilibrium-based 
problem-solving schema, the object translation heuristic, and the goes to zero heuristic. 
 
3.4.4.2 Research Question 2: How do students with different levels of expertise organize 
and use their problem-solving schema or heuristics when sketching their shear force and 
bending moment diagrams?   
Through the use of network diagrams that showed when students used different 
strategies, we found that all students in the study relied heavily on the object translation heuristic 
as their core approach to sketching these diagrams regardless of level of expertise. In contrast, 
weak novices did not use the equilibrium schema in their core approach while novices used 
equilibrium over the full beam and advanced novices used equilibrium over the full beam and 
sections in their core approach. 
From the network diagrams of students’ problem-solving strategies, we observed that 
weak novices used few types of problem-solving strategies and those they do use are heavily 
focused on representation features (i.e., object translation). Novices’ networks show they use 
more types of problem-solving strategies than weak novices but like weak novices they relied on 
object translation. Advanced novices used fewer types of problem-solving strategies than 
novices, but their core approach consists of strategies based on equilibrium problem-solving 
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schema that fully use domain knowledge (i.e., blue nodes in Figure 3.6). The object translation 
strategy is in the core of all three networks, suggesting that the statics students in this study 
fundamentally viewed the shear force and bending moment sketching task as 1) find the right 
objects and 2) translate those objects into other objects rather than an equilibrium task. 
Additionally, expertise aided students’ ability to navigate conflicting pieces of domain 
knowledge or heuristics. Weak novices did not recognize if their heuristics conflicted and thus 
didn’t engage in trumping or reconciliation behavior. Novices recognized their conflicting 
heuristics but trumped one heuristic with another rather than try to reconcile the conflict. 
Advanced novices typically reconciled the conflict by using equilibrium problem-solving schema 
as part of their verbally processing to understand where they had misapplied a piece of 
knowledge or heuristic. 
 
3.4.4.3 Research Question 3: How do students with different levels of expertise coordinate 
their problem-solving schema or heuristics with features of the representations in shear 
force and bending moment problems?  
The heuristics that students used were grounded in perceptually salient features. Additionally, 
how students used these features differed depending on their level of expertise. For example, 
while all students used arrows to partition their analysis of the beam, only weak novices used the 
arrows to segment their analysis into isolated sections, starting and ending each segment of their 
graphs with a zero point. We saw only novices constrain the slope of their bending moment 
diagrams to match the slope of their shear force diagrams, invoking object translation and point 
of interest matching simultaneously. Finally, we saw that advanced novices noticed both 
pin/roller joints and fixed joints more often than the weak novices and novices. Weak novices 
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and novices noticed pins and rollers when asked to calculate the reaction forces and moments but 
would generally ignore the reaction moment of the fixed joint and often did not mention the 
fixed joint. In contrast, the advanced novices noticed fixed joints and used the equilibrium 
schema, even in the sketch problems where we told students to not do any calculations. Thus, 
advanced novices paid attention to the joints even when the task didn’t explicitly cue them to 
look for them. 
 
3.5 Discussion 
 
3.5.1 Our findings corroborate and fill-in gaps in Hegarty’s theoretical framework 
The overarching research question that guided our study is: 
 
How do students with different levels of expertise coordinate their problem-solving schema, 
problem-solving heuristics, and representation features when sketching their shear force and 
bending moment diagrams? 
 
We visualize the answer to this overarching research question as an iterative process 
similar to Hegarty’s theoretical framework presented in Figure 3.8. We indicate which parts of 
Hegarty’s theoretical framework our work explores by using colored boxes in Figures 8a and 8b. 
The red, solid box represents the visual representational features that students notice while the 
blue, dashed box represents the level of domain knowledge a student uses. In Figure 3.8a, we 
illustrate our contributions, indicating how we corroborate and fill-in gaps in Hegarty’s 
theoretical framework. For example, we affirm Hegarty’s assertion that there is an active 
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feedback loop between visual features and use of domain knowledge. Within this feedback loop 
(see Figure 3.8a), we see two primary interactions: domain knowledge guides the search for 
features in the display and features in the display prompt the use of problem-solving schema or 
problem-solving heuristics. 
Once the students identify the task, they search (actively or automatedly) for relevant 
features in the beam schematic. This interaction is represented in Figure 3.8a with the arrow 
labeled “Domain knowledge level mediates attention to representation features” and in Figure 
3.8b with the arrow between domain knowledge and external display. We believe this search is 
guided by their domain knowledge as evidenced by the advanced novices noticing the fixed 
joint. The fixed joint was not represented with a specific schematic symbol, reducing its intrinsic 
perceptual salience. Despite this lack of intrinsic perceptual salience, the advanced novices 
identified the fixed joint before translating it into arrows on free-body diagrams, representing the 
reaction forces and moments that maintain equilibrium. In contrast, novices and weak novices 
frequently failed to notice the fixed joint and did not translate it into arrows. Instead, these 
students were primarily prompted by features that were intrinsically perceptually salient and less 
important for maintaining equilibrium such as shear force and bending moment diagrams ending 
at zero “because it is a statics problem”. Thus, we believe that without domain knowledge 
guiding their search, students could easily miss task-relevant information when solving 
problems. Even when explicitly prompted to calculate the reaction moment, weak novices and 
novices failed to translate the fixed joint into both a reaction force and a reaction moment. The 
idea of domain knowledge guiding visual attention has been explored in other areas such as 
physics where experts were able to detect differences in visual representations when shown to 
them for 200 ms but only if the differences changed the physics of the situation [49].  
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Figure 3.8: a) Visual summary of how students with different levels of domain knowledge 
engage with representation features during problem-solving and b) Hegarty’s theoretical 
framework [22].  
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Second, once students identify features or “objects,” they relied on the object translation 
heuristic in conjunction with other heuristics and schema that are grounded in the identified 
representation features. This interaction is represented in Figure 3.8a with the arrow labeled 
“Representation features mediate students’ choice of schema or heuristics” and is not represented 
in Figure 3.8b because Hegarty did not examine the effect of features on use of problem-solving 
heuristics. During this interaction, students also resolve any conflict in heuristics that they 
noticed through trumping or reconciliation. This interaction is represented in Figure 3.8a with the 
arrows labeled “heuristic trumps conflicting heuristics” and “domain knowledge reconciles 
conflicting heuristics” and is not represented in Figure 3.8b. The presence of these arrows 
suggests that pointing out conflicting parts of students’ reasoning may preferentially benefit high 
ability students, which agrees with studies like those by Zohar and Aharon-Kravetsky [85].  
It is likely that students can enter this feedback loop from either of the two interactions, 
using the task or domain knowledge to guide their search for features or using intrinsically 
perceptually salient features to guide their search for relevant domain knowledge. Once started, 
this feedback loop continues until the students complete the task. 
 Adding to Hegarty’s theoretical framework, we noticed that students not only noticed 
perceptually salient features but also sought to recreate these perceptually salient features in their 
diagrams. For example, students often constrained their diagrams to “go to zero” using the goes 
to zero heuristic, even when inappropriate or without conceptual justification.  
After creating their representations, students then use features from the diagrams that 
they created to guide future choices of heuristics and expression of domain knowledge. For 
example, students used features that they drew, such as “sign of slope in shear force diagram” 
and “degree of polynomial in shear force diagram,” to help them draw their shear force and 
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bending moment diagrams. While all students readily identified that bending moment was the 
integral of shear force, novices focused almost exclusively on the degree of polynomials and the 
sign of its slope to do the integration rather than use the area under the curve. Consequently, 
these students would do things like match the start and end point of a function in their shear force 
and bending moment diagrams and just change the degree of the polynomial (e.g., non-zero-
sloped line to a parabola).  We think this happened because the start and end point of a function 
and the sign of its slope are intrinsically perceptually salient while area under the curve might not 
be, which resulted in students ignoring it. 
In addition to providing deeper insights into the interplay between representational 
features and students’ problem-solving processes, our findings have potential implications for the 
problem-solving and research-to-practice literature. 
 
3.5.2 Takeaway: Weak and strong students both primarily engage in object translation, but 
advanced novices more readily identify the “better objects” to translate. 
The pervasiveness of the object translation heuristic, and students’ rapid use of it, 
suggests that micro-level features of a representation such as arrows automatically trigger 
heuristics, even for strong students. This quick reliance on heuristics aligns well with dual-
process models of cognition that divide cognition into a “fast” and intuitive system 1 and a 
“slow” and methodical system 2 [86], [87]. Stimuli and information are processed first by system 
1 with system 2 being used only when encountering difficulty. Heuristics are intuitive processes 
often found in system 1 cognition [88]. The relatively little use of equilibrium-based 
justifications and infrequent reconciliation of conflicting heuristics reveals that many students 
rarely engaged in system 2 cognition.  
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Consequently, the transition from novice to advanced novice seems to have primarily 
changed what representational features of the problem were perceptually salient to students, 
changing what is considered “on the surface” by the two groups. While the literature has long 
documented that novices use surface features while experts use deep features to guide their 
reasoning [47], [89], [90], our findings suggest that the process of identifying surface and deep 
features may be less intentional and more automated. For example, while joint types and their 
role in maintaining equilibrium are ostensibly “deep” features, they may simply be perceived as 
surface features for those students with sufficient expertise. This assertion is corroborated in 
other studies [49] that find that experts and novices spontaneously notice different types of 
changes in displays only when the changes change the underlying phenomenon, suggesting that 
what is “on the surface” is different depending on level of expertise. Therefore, success in 
problem solving might depend largely on having better automated, system 1, responses to 
displayed information. Based on this takeaway, we propose three implications for statics 
instructors.  
First, instructors may need to concede that students will use heuristics such as object 
translation and thus focus on helping students practice the “right” heuristics or identify the 
“right” objects. It may be possible that slight modifications to the beam schematic representation 
to increase the intrinsic perceptual salience of the “right” objects may help weak novices more 
readily detect them and recognize them in future problems. For example, use of color, size, or 
explicit iconography may help students get in the habit of searching for joints first. Alternatively, 
instructors could help students develop heuristics for thinking about equilibrium apart from the 
ubiquitous “sum of forces/moments equals 0” calculation. When performing this calculation 
students focused on finding arrows to put into their calculations rather than searching for joints 
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and thinking about how they maintain equilibrium. Structuring assignments so that they ask 
students to only identify joints and how they maintain equilibrium apart from calculations may 
help students develop beneficial heuristics. 
Second, some concepts currently have no representational support from the initial 
problem statement. For example, the concept of internal equilibrium requires the student to 
generate a whole new representation without a cue that that representation needs to be made. 
Instructors may want to consider adding a symbol onto beams early in instruction on shear forces 
and bending moments to signal to weak novices that they need these extra representations. For 
example, axially loaded beams are often portrayed with stress elements either inside or next to 
the schematic of the beam, providing an intrinsically perceptually salient cue to call students’ 
attention to the internal stresses [84].  
Third, instead of teaching students to take the integral of the shear force to get the 
bending moment, we could instead exclusively teach students to use the method of sections to 
calculate the bending moment like they do to calculate the shear force. Bending moment would 
then become a statics-based concept instead of a calculus-based concept to students, which might 
help students avoid using harmful heuristics such as point of interest matching. Using alternative 
strategies or representations has been used by others like Stieff and Raje [91] to demonstrate that 
different ways of presenting chemical structures improves performance for both high and low 
performing students. 
 
3.6 Future Work 
Our study documented domain-specific and representation-specific heuristics that 
students use while sketching shear force and bending moment diagrams and how those heuristics 
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are tied to specific features of the representation and students’ level of expertise. While some 
findings such as students’ use of the goes to zero heuristic are likely bound to this specific 
context, other findings such as reliance on object translation may be evident in students’ 
strategies in other domains. Future work could perform similar studies in other domains to 
examine the generalizability of our findings. Given that prior research has amply demonstrated 
that novices focus on “surface” features while experts focus on “deep” features of problems and 
the alignment of our findings with Hegarty’s framework, we expect that at least some of our 
findings will transcend the specific context of our findings. By comparing students’ heuristics 
and representation features across disciplines, we can build a data-driven theory to guide future 
testable hypotheses of how students’ level of expertise and problem-solving strategies interact 
with features of a representation. Additional research could use that theory to develop 
instructional interventions, perhaps providing students with generalizable strategies for engaging 
with new representations. 
Our study focused on describing students’ reasoning in response to a small set of problem 
statements and schematics. Future work could also examine the robustness of our findings or 
with additional problem statements and schematics or document new heuristics. For example, 
our problems never asked students to reason about applied moments. Might students more 
readily consider rotational equilibrium if confronted with applied moments? Alternatively, future 
studies could explore small tweaks to existing representations to explore their effects. For 
example, researchers ask students to solve problems with beam schematics that either have or 
don’t have a perceptually salient symbol for the fixed joint.  
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3.7 Conclusions 
When sketching shear force and bending moment diagrams, students of every level of 
expertise level relied on an iterative process of identifying objects in one representation and 
translating those objects into new objects in a different representation (e.g., translating arrows on 
a schematic into discontinuities on a graph). However, which objects were “on the surface” and 
needed to be translated changed with expertise. This process of identifying objects was quick and 
unarticulated by the participants, suggesting that this process was automated. These findings 
suggest that features within representations used for shear force and bending moment problems, 
and the heuristics they prompt, might bind students’ perception of what engineering knowledge 
is in statics. The students in our study engaged with shear force and bending moment diagrams 
not as a way to describe systems that are not accelerating but a series of representations that 
“should go to zero” or arrows that make things “not zero.” It is our hope that more studies will 
examine the interplay between features, problem-solving schema, and problem-solving heuristics 
so that we can deepen our understanding of how students develop expertise. This research will be 
vital in designing instruction that better enables students to engage in the critical skill of 
communicating and reasoning about engineering through visual representations. 
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CHAPTER 4 
CROSS-DISCIPLINARY ANALYSIS OF HOW VISUAL REPRESENTATIONS 
INFLUENCE ENGINEERING STUDENTS’ CONCEPTUAL UNDERSTANDING 
 
4.1 Introduction 
“We don’t always have ideas and then express them in the medium. We have ideas with 
the medium.” diSessa [1] 
diSessa expresses that the ideas we develop are grounded in the representations we use to 
form these ideas. Critically, this interaction leaves lasting effects on our thinking even after the 
original representation is gone. For example, people use a mental image of a concave upward 
stroke to aid thinking about “an increasing rate” [1]. As a result, diSessa calls for researchers to 
seriously examine “who learns from constructions in new media (consumers or producers); how 
exactly they learn; and what are the long-term consequences of that learning.” As engineering 
educators, we need to understand how students learn from visual representations because these 
representations are a primary form of our discourse [2], [3]. In particular, many engineering 
concepts are introduced exclusively through abstract visual representations, suggesting that the 
design of our representation might play a disproportionate role in how students learn and use 
engineering concepts. In this paper, we fill gaps in the visual representations and conceptual 
understanding literature by examining how the context of visual representations in engineering 
courses aids or hinders students’ ability to learn engineering concepts, where context is the way 
information is encoded within a representation. 
Prior research in this area has shown that students generally struggle to access 
information and learn fundamental engineering concepts from visual representations [4]–[7]. 
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Naïve theory researchers argue that robust misconceptions or ontological mismatches hinder 
students’ learning by requiring students to first recognize the inadequacy of prior conceptions in 
relation to the correct scientific ideas [8]–[13]. In contrast, knowledge in pieces researchers 
argue that students struggle to learn because they don’t recognize which contexts are appropriate 
to apply a particular piece of their knowledge [14]. Finally, others argue that the way 
representations present too much information [15]–[17] or obscure important information [18]–
[22] leads to poor student learning. 
Our paper draws on Hegarty’s theoretical framework, which looks at how specific 
features (e.g., arrows, colors, layout, etc…) affect comprehension of visual representations. This 
theoretical framework describes how comprehension is guided by complex interactions between 
students’ domain knowledge, the nature of a task, and how information is encoded in a 
representation [23]. Studies using this framework have demonstrated that specific features matter 
to students’ ability to engage with visual representations. For example, Hegarty, Canham, and 
Fabrikant [24] demonstrated that students learn more about wind patterns when weather maps 
were modified so the lines indicating pressure were thicker and the colors indicating the 
temperature were dimmer or represented in greyscale. These findings align with a knowledge-in-
pieces perspective that students’ conceptual knowledge is context dependent. Hegarty’s 
framework has primarily been used to study comprehension of static diagrams about science 
concepts, but it has not been used to study how students learn or use engineering concepts while 
they are dynamically modifying the visual representation or are engaged in more complicated 
problem-solving tasks that require students to sketch and coordinate multiple representations. 
To fill these gaps in our understanding, we conducted a qualitative study using the 
Constant Comparative Method to understand what types of features inhibit the way engineering 
91 
 
students learn and use concepts from visual representations during their problem solving. We 
used data gathered from two prior studies that sought to answer similar research questions about 
the interplay between visual representations and students’ reasoning in statics and digital logic 
respectively. In this study, we combine the data from these prior studies to understand how 
domain-general and domain-specific features of representations affect students’ thinking in 
engineering contexts. While we are building on Hegarty’s theoretical framework and the 
knowledge-in-pieces perspective, we have chosen to use a data-driven approach to examine the 
interplay between students’ conceptual knowledge and visual representations in new domains 
(statics and digital logic) and in a new context (students dynamically changing the 
representation). Our study contributes both domain-general and domain-specific findings that 
describe this interplay. 
 
4.2 Literature Review 
This data-driven, qualitative study lies at the intersection of the visual representations and 
conceptual understanding literatures. To limit the scope of this literature review, we summarize 
relevant findings from these two fields. 
 
4.2.1 Visual Representations 
Prior research in how students engage with visual representations has focused on two 
types of research questions: 1) questions like “what types of representations hinder students’ 
performance” [7], [25]–[28] and 2) questions like “what is it about a type of representation that 
hinders students’ performance” [24], [29], [30]. The first type of questions asks about 
representation type, which we call the macro level view of representations while the second type 
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of questions ask about the context of particular types of representations, which we call the micro-
level view of representations. While the macro-level view of representations has been 
extensively studied [4], [26], [27], the micro-level view is relatively unexplored. Thus, in this 
study, we focus on the micro-level effects of representations on students’ performance in 
accessing and using their conceptual knowledge. 
 
4.2.1.1 Macro-level view of representations.  
Prior studies in this area investigate students’ ability to translate between representations 
(i.e. representational competency) and how different types of representations (e.g., graphical vs. 
pictorial vs. abstract) affect students’ problem-solving performance. 
Representational competency is a student’s ability to translate between representational 
forms (i.e., representational competence) [31]. Learning can thus be measured by students’ 
success in translating information between and transforming information within different types 
of representations, which is captured by the Lesh translational model [32]. Lesh’s translational 
model posits that mathematical concepts can be expressed over five representation types: verbal, 
symbolic, graphical, contextual (i.e., real-life experiences), and physical (i.e., toy models 
students can manipulate). Each of these representations can emphasize or de-emphasize certain 
aspects of the underlying conceptual structure of a representation [32], making it important for 
students to be able to translate between different modes of representations during the learning or 
problem-solving process. This model has been favored in studies that promote and assess student 
learning in multiple engineering contexts [31], [33]–[35]. Using different types of visual 
representations (e.g., pictorial vs. graphical vs. symbolic) can make it easier or harder for student 
to successfully perform the same task [25], [36]–[41]. For example, Meltzer [39] found that 
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students would provide a correct “equal force” answer to a Newton’s-third-law problem when 
presented with a verbal representation of the problem but would provide an incorrect “unequal 
force” answer to the same problem when it was presented with a diagrammatic representation. 
These studies have also suggested that different representations of the same type (e.g., two 
different pictorial representations) can also be easier or harder for students to work with, though 
these studies have not sought to further explore why [25], [36].  
While the Lesh translation model and these studies describe the importance of whether 
students can or do translate between types of representations, it does not provide deep insights 
into how or why students perform their translations. This study seeks to fill this gap by exploring 
the processes by which students translate between types of representational or coordinate 
multiple representations.  
 
4.2.1.2 Micro-level view of representations.  
Hegarty’s theoretical framework provides a complementary perspective to Lesh’s model, 
focusing on the issues of how and why students extract information from specific 
representations. In her theoretical framework, Hegarty posits that learning from representations 
is “an active process of knowledge construction rather than a passive process of internalizing the 
information presented in an external display [23].” This process requires people to coordinate 
information from the representation’s features with their domain knowledge and goals to create a 
mental model of the concept that the representation encodes. 
Based on Hegarty’s work (see Figure 4.1), people pay attention to and use the features of 
a representation depending on how perceptually salient the feature is to them. The perceptual 
salience of a feature depends on both the brain’s visual system (see perception arrow labeled in 
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Figure 4.1) and a person’s level of domain knowledge (see domain knowledge in Figure 4.1). 
Features that have high contrast with their background either by color, shape or motion are 
readily noticed by visual systems. We call these types of features intrinsically perceptually 
salient. Examples of these types of features include a lone red dot on a white map or an arrow to 
indicate what someone should pay attention to [42]. As an individual gains domain knowledge, 
their knowledge can increase or decrease the salience of different features. For example, during 
eye-tracking studies, Madsen, Larson, Loschky, and Rebello [30] found that physics experts 
focused their visual attention on the white-space between dots in a diagram illustrating the 
motion of a ball. In contrast, novices focused their attention on the absolute position of the dots. 
While white-space may not be intrinsically perceptually salient, knowledge about how white 
space may encode velocity in the representation made white space perceptually salient to the 
experts. 
 
Figure 4.1: Hegarty’s theoretical framework [23] 
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Without domain knowledge to guide them, novices will naturally pay attention to and talk 
about the intrinsically perceptually salient features regardless of whether they are relevant to the 
task [36], [43].  For example, one study by Montfort, Herman, Streveler, and Brown [43] showed 
engineering students often justified there were no shear forces acting on a beam because there 
were no “vertical forces”. When shown the same beam but rotated to be horizontal instead of 
vertical, the same students said there would be shear forces because there were now vertical 
forces. Given how experts and novices justify their answers based on what is perceptually salient 
to them, there is a need for studies to investigate what types of features novices find perceptually 
salient and which they do not in visual representations. 
Changing the perceptual salience of features in a display disproportionately aids more 
novice students to access the task-relevant information they need but also does not negatively 
affect more advanced students [29], [36], [44]. For example, Heiser and Tversky [29] showed 
that adding arrows to a mechanical system encouraged students to talk about the functional 
nature of the system and make inferences about its performance rather than discuss only physical 
structures, but this effect was not as strong for high-ability students. It has been observed in a 
variety of disciplines and task types that domain knowledge moderates performance during 
problem solving with visual representations [24], [27], [36], [44]–[52].  These have focused on 
the effect of representational features on students’ performance in comprehension or reasoning 
tasks rather than problem-solving tasks that requires students to create multiple representations 
during the problem-solving process. 
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4.2.2 Conceptual Understanding Literature 
In Hegarty’s theoretical framework [23], students integrate both verbal and visuospatial 
information into a mental model of the concepts encoded within the representation. These 
findings of the context-dependent nature of comprehension align well with the knowledge in 
pieces perspective of conceptual change, which posits that students’ conceptual knowledge is a 
collection of pieces that are cued depending on the context of the problem. While there is still 
considerable debate about whether conceptual knowledge is in pieces or more monolithic [9], 
[14], [53], [54], we have chosen to guide our study based on the knowledge-in-pieces theory 
based on its alignment with prior findings in the micro-level view of representations. 
Knowledge in pieces [14] describes students’ mental models as a collection of pieces of 
knowledge that are cued, and subsequently organized, depending on the context of the problem. 
Rather than being “noise” in the data, knowledge in pieces asserts that inconsistent reasoning 
results from the pieces of students’ knowledge having different contextual cues [55], [56]. The 
size of these pieces is determined by the range of contexts that cue its use with some pieces 
broad enough to extend across disciplines [14], [57] while others appear to be constrained to a 
specific task [43]. Additionally, in contrast to the knowledge as theory and ontology 
perspectives, which assert that students’ misconceptions are wrong and incommensurate with 
expert versions “by definition” [58], knowledge in pieces suggests that naive knowledge can be 
useful [14]. For example, the idea that objects move in the direction they are pushed is correct 
for an object initially at rest but incorrect if the object is initially moving in the direction opposite 
of being pushed. 
The context-dependent nature of cognition has been identified in several studies within a 
variety of engineering disciplines [43], [59]–[61]. For example, in Herman, Loui, Kaczmarczyk, 
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& Zilles [59], students solved isomorphic logic problems, one time by completing a truth table, 
one time by selecting images that corresponded to the rows of that truth table, and one time by 
directly deriving a Boolean expression that expressed the same information as the truth table. 
Students were often inconsistent in how they revealed their conceptual understanding across 
these different modalities. Similarly, in their materials conceptual understanding studies, Krause 
et al. [62] engaged students in multi-modal conceptual assessment tools. These tools elicited 
students’ conceptual understanding by asking them to draw sketches of materials concepts and 
verbally describe those concepts. These studies revealed that students’ misconceptions were 
revealed differentially across modalities; students could verbally describe atomic bonding, but 
they could not produce accurate sketches of these same atomic bonds [60], [62]–[64]. While 
many studies in the conceptual understanding literature have studied the structure of students’ 
conceptual knowledge, these studies focus on introductory courses on mechanics [57], 
astronomy [13], heat [31] and circuits [65] with only a small number of recent studies in more 
advanced engineering topics such as shear stress [43], [53], motion in dynamic systems [66] and 
drift/diffusion [54]. 
Based on the gaps we identified in the literature, our study’s main contributions are to 1) 
understand how the context of engineering tasks and the visual representations within the task 
hinder students’ ability to learn engineering concepts and apply them during their problem 
solving and 2) leverage cross-disciplinary analysis so we can move beyond specific mistakes and 
instead identify potential causes that encourage students to make those mistakes despite direct 
instruction, which has been identified as a need in prior cross-disciplinary studies [61]. 
Additionally, we propose that how students learn from visual representations in engineering goes 
beyond questions such as “is it better to show students a schematic or a picture of a real system” 
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to questions such as “what about the schematic representation makes it hard for students to learn 
and use engineering concepts?” 
Our research questions for the study are: 
 
Research Question 1: What is the interplay between how concepts are encoded within 
representations, students’ use of those concepts, and how students translate between 
representations during their problem solving? 
 
Research Question 2: How is the interplay described in research question 1 similar and different 
across students in statics versus those in digital logic? 
 
4.3 Statics and Digital Logic Concepts Overview 
We chose to study statics and digital logic for this study because they both use multiple 
types of representations, the same types of representations, and require students to translate 
between those types of representations. Both domains use schematics, graphical representations, 
and algebraic notation, and have tasks (sketching shear force and bending moment diagrams in 
statics and sketching sequential logic circuits in digital logic) that require students to translate 
between them. How each discipline expects students to handle these translations is described in 
the following sections. 
 
4.3.1 Statics Concepts Overview 
The task we analyzed in Statics is sketching shear force and bending moment diagrams from a 
schematic of a mechanical system as seen in the condensed version of the interview protocol we 
used (see Figure 4.2). Schematics in statics pictorially represent a physical system in mechanical 
equilibrium (i.e., acceleration equals zero). The schematics we used consisted of a rectangular 
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beam, joints that support the beam (pin and roller or fixed), and applied forces. To explore the 
context-dependence of students’ conceptual knowledge, our protocol focused on small 
permutations on simple configurations of these features. 
 
 
Figure 4.2: Statics study interview protocol with a) figures of the beam schematics and b) 
prompts for the sketch and computation parts of the protocol. 
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For our protocol, we chose to represent fixed joints as the interface where the beam meets 
a wall (see problems 1, 3, 5, and 7 in Figure 4.2a). Pins are denoted using a triangle with hash 
marks along the bottom edge while rollers are denoted using a triangle with circles along the 
bottom edge (see problems 2, 4, 6, and 8 in Figure 4.2a).  While the joints that support the beam 
are indicated by specific symbols, the reaction force(s) and reaction moment that the joints 
represent are typically not indicated on the schematic.  
Applied forces within schematics are encoded with straight arrows and a number next to 
the arrow (see Figure 4.2a). Forces are vectors with both a direction and magnitude. The 
direction of the arrow and the sign of the number together encode the direction of the force while 
the number encodes the magnitude of the force. Applied forces also induce a moment on the 
beam, which is calculated as the cross-product of the force vector with a vector that describes the 
distance of the applied force from a point of rotation. Because this point can be arbitrarily 
selected, the induced moment from an applied force can be clockwise (positive) or 
counterclockwise (negative) relative to different points of rotation. Although we did not use it in 
our interview protocol, schematics can also contain applied moments in addition to applied 
forces. These moments are encoded on the schematic as solid, curved arrows with a number next 
to it. Like the applied forces, the applied moments are also vectors. The direction of the curved 
arrow and the sign of its magnitude together indicate the direction of the moment (into the page 
positive and out of the page negative) while the number indicates the magnitude. 
Schematics help students visually represent a real-world system, but it does not facilitate 
reasoning about the system’s internal mechanical behavior. Shear force and bending moment 
diagrams help students analyze a system’s internal mechanical behavior by identifying 1) where 
the beam experiences the maximum shear force and bending moment and 2) if that maximum 
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exceeds the shear force and bending moment the material in that geometry can handle. In order 
to sketch their shear force and bending moment diagrams, students need to use intermediate 
representations (e.g., free body diagrams (free body diagram)) before translating to their shear 
force and bending moment diagrams. 
Three faculty who taught or have taught Statics at our institution agreed that this task 
requires four translations: 1) schematic to algebraic equations to calculate the reaction force(s) 
and reaction moment at any joints, 2) schematic to free-body-diagram (free body diagram), 3) 
free body diagram to shear force diagram, and 4) shear force diagram to bending moment 
diagram. Each of these representations encodes some or all of the following key constructs that 
students must maintain conceptual distinctions of during their translations: external force 
(applied load and reaction force), shear force, external moment (applied moment and reaction 
moment), and bending moment. 
When translating from the schematic to algebraic equations, students use two equations 
of equilibrium; one for force (F=0) and one for moments (M=0). These equations allow students 
to calculate any reaction force(s) or moment(s) exerted by joints present in the schematic. For 
example, students who are given the schematic for problem 1 (see Figure 4.2a) would be 
expected to calculate a value for a reaction moment and a reaction force. After calculating values 
for the reaction force(s) and reaction moment, students would then be expected to draw a 
separate free body diagram of the system that includes both the applied loads and the reactions 
they calculated (see Figure 4.3a). 
To get the shear force diagram, students should use the method of sections to calculate 
their shear force at various points along the beam. The method of sections is a series of 
transformations from the free body diagram to a separate free body diagram that externalizes the 
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internal reactions within the beam to calculate the value of the shear force and bending moment 
at any point along the x axis (see Figure 4.3b). To transform from the full free body diagram to 
the section free body diagram, students choose a plane through which to make an imaginary cut 
in the beam, creating a section. The student then draws a new free body diagram for that section 
and calculates the sum of forces and moments within that section only. Figure 4.3b shows the 
section created by making a cut along the plane x=6 m. The shear force is encoded in the section 
free body diagram as a straight arrow labeled “V.” The bending moment is encoded in the 
section free body diagram as a curved arrow labeled “M.” The students now calculate the value 
of the shear force using sum of forces equals zero for this section free body diagram.  
Students repeat this process for various points along the beam and sketch the results onto 
a graph, which we call the shear force diagram (see Figure 4.4a). The shear force diagram thus 
contains information about the reaction forces present, what types of applied forces are present 
and in what direction those loads are applied. 
 
 
 
 
 
 
 
 
Figure 4.3: a) Free body diagram of the starting schematic and b) free body diagram of the free 
body diagram in figure a from x=0 to x=6 m, known as a section, with the corresponding 
equilibrium equations for finding shear force and bending moment. 
 
  a)                                                                                   b)      
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Figure 4.4: a) Shear force diagram for problem 1 in Figure 4.2a and b) Bending Moment diagram 
for problem 1 in Figure 4.2a. 
 
While students can use the method of sections using a series of sum of moment equals 
zero calculations to construct their bending moment diagram, they are often taught to construct 
the bending moment diagram by taking the integral of the shear force diagram. The type of 
function and sign of the slope of the bending moment diagram is encoded in the shape and sign 
of the shear force diagram respectively. The y-intercept of the bending moment diagram is 
determined by doing a sum of moments equals zero calculation about x=0 m. Both the method of 
sections and integration results in Figure 4.4b. 
 
 
4.3.2 Digital Logic Concepts Overview 
Computer programs or algorithms can be modeled as finite state machines. These 
machines can be described using four concepts: state, next-state, input, and output. The state of a 
system is the encoding of all relevant past information that is needed to determine future actions 
(e.g., the position of pieces on a chessboard). Because computers are generally designed using 
discretized time (i.e., time is sampled at regular intervals), the next-state is what state the system 
will have at the next discrete time interval. The input is provided by a user or program (e.g., a 
directive to move a particular game piece). Combining the input with the system state determines 
  a)                                                                                           
b) 
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the system’s next-state (e.g., the next configuration of pieces). The output is a function of only 
the system state and is used to tell a user relevant information about the system state. 
The relationship between state, next-state, input, and output is frequently represented as a 
graph called a state diagram (Figure 4.5). A state diagram primarily illustrates the algorithm that 
the finite state machine implements. In this representation, the state is represented as a bubble 
with the name (meaning) and encoding of the state labeled on the top portion of the bubble by 
convention. The state name (e.g., A) is like a comment in a computer program that helps the 
designer understand the purpose of the state while the encoding (e.g., 00) determines what values 
will actually be stored inside the circuit components. The input is represented as an arrow from 
one state bubble to another and is labeled to indicate which value of the input (0 or 1) will cause 
which state transition. The next-state is a bubble that arrows enter given a starting state and an 
input (A is the next-state of state A with input 0 while B is the next-state of A with input 1). In 
our analysis of the interviews, we called the recognition that a state bubble plus a state transition 
arrow determines the next state bubble, the origin+transition=destination heuristic. The system 
output is represented by bits at the bottom of the state bubble by convention. The variables that 
should be used to represent state (Q1Q0), input (x), and output (z) are often provided in a variable 
key, while the next-state variables (Q1
+Q0
+) are implied. By convention, state variables are 
represented with the variable Q with subscripts. In most computing contexts, time is discretized 
by a system clock with a specific frequency. By convention, the passage of one unit of 
discretized time is represented using the + superscript. Every unit of discretized time, the next-
state (represented as Q+) becomes the new current state (Q). Thus, a rigorous, consistent 
understanding of state must maintain the time-based relationship between state and next-state. 
Consequently, next-state can be described mathematically as a function of state and input during 
105 
 
one unit of discretized time, while output is described mathematically as a function of state 
during one unit of discretized time. 
 
 
 
 
 
 
 
Figure 4.5: Partially complete state diagram with important concepts labeled and a variable key 
with examples of what variables are commonly used to represent each concept. 
 
In our protocol, we asked students to perform two translations between state diagrams 
and sequential circuits (Problems 1 and 2 in Figure 4.6). While the protocol contained more 
problems than these, these were the only two problems that all students completed, so we 
restricted our analysis to just these problems. To determine how a state diagram can be 
implemented as a physical circuit (called a sequential circuit), students are frequently taught a 
four-step procedure to translate the graphical state diagram into a schematic representation called 
a circuit diagram: 1) Translate the state diagram into a tabular form called a next-state table, 2) 
Translate the next-state table into a different tabular form called a Karnaugh map, 3) Derive an 
algebraic Boolean expression from the Karnaugh map, 4) Translate the Boolean expression into a 
circuit diagram. Critically, the four concepts of state, next-state, input, and output are present in 
all representations, so our descriptions of these representations emphasize where these concepts 
are represented and what relationships between these concepts are represented. Also, while we 
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annotate how the concepts map to each representation in our figures, these annotations are not 
necessarily part of the canonical representations. 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Problems 1 and 2 from the digital logic study interview protocol. 
 
In the next-state table representation, state and input variables (Q and x) are equivalently 
treated as function inputs in the left-most columns of the table while next-state (Q+) and output 
(z) are equivalently treated as function outputs in the right-most columns of the table (Figure 
4.7). This orientation uses standard table conventions to emphasize how state and input are used 
as independent variables to derive the values of the dependent next-state and output variables. In 
a Karnaugh map (Figure 4.7), the state and input variables are similarly treated equivalently as 
function inputs and are arranged around the exterior of a 2^m x 2^n grid. The cells of the grid 
correspond to rows of the next-state table but there must be at least one Karnaugh map per next-
state variable and output variable.  
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Figure 4.7: Example next-state table derived from Figure 4.5 on the left. Equivalent Karnaugh 
maps on the right. mi, ni, zi should which cells of the next-state table maps to which cell of the 
Karnaugh maps. 
 
In a circuit diagram (Figure 4.8), the state is stored (encoded) inside a set of components 
called flip-flops (FFi). The input is usually drawn on the far left. Values from the flip-flops and 
the input are combined through a set of circuit components (logic gates represented with 
triangles, and D-shaped figures) called next-state logic to calculate the next-state. Similarly, 
values from the flip-flops are combined through logic gates to calculate the output (often 
positioned on the far right). For each new unit of discretized time, the next-state value is stored 
in the flip-flops, updating the state. 
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Figure 4.8: Example circuit diagram schematic that can be derived from Figure 4.7. 
 
4.4 Methods 
We designed this study using a post-positivist theoretical framework, which claims that 
objective reality cannot be measured but can be interpreted [67]. Consistent with the views of 
Strauss and Corbin [68], we believe interpretation of phenomena across multiple observations 
and multiple disciplines with researchers of different backgrounds leads to a description that 
comes close to describing objective reality. Because we are interested in describing the how and 
why of students reasoning with visual representations [69], we chose to take a qualitative 
approach. We consequently use the Constant Comparative Method, a method derived from Strass 
& Corbin’s methodologies. This method critiques, extends, or supports data and emerging theory 
from prior studies through constant comparison with new data [70]. We also use multiple 
researchers who work together, challenging each other’s interpretations and biases. In our prior 
studies, the comparisons were within each individual data set. In this study, we conducted 
comparisons of the themes across each dataset to describe ways in which features of visual 
representations hinder students’ ability to learn engineering concepts. 
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We used novice-led analysis to further challenge each researcher’s biases [61]. The first 
author began as a novice in qualitative data analysis but had expertise in teaching statics. She 
was led in the analysis of the statics data by the third author who had expertise in qualitative data 
analysis and digital logic but was a novice in statics. The second author was a novice in digital 
logic but had experience with qualitative data analysis and led the analysis of the digital logic 
data with the third author. All three researchers converged to compare and contrast findings from 
the disparate data sets. This novice-led approach helps guard the researchers from expert 
blindspot [71]–[73] or inappropriately projecting nascent theories about how students learn that 
have been gained from informally observing students in the classroom. 
 
4.4.1 Data Collection 
We selected two sets of problems for the interview protocols: 1) creating shear force and 
bending moment diagrams for a beam given by its schematic and 2) creating a sequential circuit 
diagram when given a state diagram for a finite state machine.  
In both the statics and digital logic studies, we conducted 1-hour think-aloud interviews 
where students sketched either shear force and bending moment diagrams (statics) or sequential 
circuits (digital logic). The two protocols were developed simultaneously to answer similar 
research questions and with the intention of eventually combining findings from the two datasets. 
The statics interviews had 15 participants (13 male and 2 female), and the digital logic interviews 
had 24 participants (17 male and 7 female). For details of the specifics of the participant 
sampling and data collection, please refer to the prior publications [74], [75]. All participants 
were paid for their participation and gave written consent to be interviewed under IRB approval. 
The videos were then imported into MaxQDA for qualitative analysis. 
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4.4.2 Data Analysis 
In prior studies, we used the Constant Comparative Method to identify themes in the way 
that students interacted with visual representations in statics [75] and digital logic [74]. The 
Constant Comparative Method inductively builds observations by systematically “categorizing, 
coding, delineating categories and connecting them” [70]. To increase trustworthiness and 
counter biases when using the Constant Comparative Method, researchers should establish what 
comparisons will be made in advance so that comparisons are made reliably, and emerging 
beliefs can be skeptically examined [70]. In prior studies, we structured our comparisons by 
defining four granularities of analysis that must be compared when establishing a theme: Subject, 
Problem, Translation, and Statement. These granularities used increasingly smaller units of 
analysis respectively: each participant, each problem, each new representation drawn, each 
statement made, or component of a representation drawn. Results from these studies can be 
found in prior publications [74], [75]. In this study, we identified patterns across and within 
disciplines in the form of themes by comparing and contrasting themes from the prior studies by 
adding a fifth granularity of analysis: Domain, which represents the largest level of granularity. 
  We provide the name of each granularity in bold followed by the unit of analysis in 
parenthesis before describing what types of codes were generated in that granularity. 
Domain (each dataset) includes the themes generated in the prior studies, which were 
constructed through comparing across the four smaller granularities of analysis. For example, we 
compared the findings that supported the creation of the digital logic theme (Reliance on Origin 
+ Transition=Destination heuristic) and the statics theme (Reliance on Object Translation 
heuristic). These two themes suggested that students generally used the same heuristics within a 
111 
 
domain and that these heuristics were generally useful, but they failed students. Comparing when 
and how these heuristics failed, we identified new domain general patterns (e.g., theme 1: 
students conflate concepts that share perceptual features) that did not rely on domain-specific 
heuristics. 
The four granularities used in the prior studies to build the themes that we compare in the 
domain granularity are briefly described below. 
Subject (each participant) classifies each participant as a weak novice, novice, or 
advanced novice based on the accuracy of their solutions and the amount of domain knowledge 
they use over the course of the interview. We chose this granularity because we are concerned 
about how expertise in a domain influences what features students notice or use. Weak novices 
failed to correctly solve most problems and used little to no domain knowledge. Novices solved 
some or most problems correctly and used some domain knowledge. Advanced novices solved 
most or all problems correctly and based their reasoning on a large amount of domain 
knowledge. The designation was made by consensus among the researchers. 
  Problem (each problem solved) includes a description of the overall strategies 
participants used when solving each problem. For example, did the student analyze external and 
internal equilibrium or just external equilibrium? Did the student analyze the output separately 
from analyzing next-states? 
  Translation (each new representation drawn) includes when a student uses information 
from one representation to sketch another. This granularity identifies which translations students 
performed so we could compare what knowledge students used or features they noticed during 
each translation. For example, a student uses a state diagram to construct a circuit diagram or a 
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student uses a free body diagram and algebraic expressions to construct their shear force 
diagram. 
  Statement (each statement or component of a representation) includes correct and 
incorrect statements students made while sketching, their auditory explanation of their sketches, 
or the contents of what they sketched. We use these statements to document what students are 
paying attention to and how they are using that information. For example, a student might use 
knowledge of specific joint types to determine start and end points for their shear force diagrams. 
Alternatively, a student might refer to the output of the circuit (O) as next state (Q+) revealing a 
conflation of the two ideas. 
We identified the emergent themes across the two datasets in two stages. First, we 
compared the themes generated from the prior studies to each other to determine which themes 
were domain general and which were domain specific. Second, we compared each theme’s 
supporting evidence (constructed from comparisons amongst the four granularities) to find 
similar trends in how each theme emerged from the data. Similar trends in each theme’s 
supporting evidence were grouped and renamed to describe the trend, which resulted in Theme 
1: students conflate concepts that share perceptual features (perceptually similar concepts) and 
Theme 2: students don’t access information when it is perceptually obscure in the representation 
(perceptually obscure concepts). During this level of comparison, we found that some of the 
evidence was specific to statics and could be explained using differences in the informational 
completeness of the representations, resulting in Theme 3: students coordinate multiple 
representations during translations when the starting representation is informationally incomplete 
(informationally incomplete representations). 
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4.4.3 Data Visualization 
Consistent with recommendations from Maxwell [69], we use numerical visualizations of 
numbers (e.g., counts and frequencies of specific codes) as critical checks on biases, to affirm the 
internal generalizability of our findings, and to supplement our qualitative descriptions of 
students’ actions. Quantizing observations in qualitative data is important for identifying the 
diversity of actions and perceptions within a group and avoiding biases that lead observers to 
more readily see uniformity [76]. Since our study is concerned with documenting the range and 
diversity of students’ interactions with visual representations across disciplines, guarding against 
biases towards uniformity is vital to our work. More generally, numerical data can help identify 
patterns that are not apparent in the unquantized qualitative data [54], [77], [78]. 
Quantitative studies use numbers according to variance theory, which seeks to make 
claims of whether and to what extent two variables affect each other as well as of external 
generalizability. In contrast, our study uses numbers from a process theory perspective. In this 
perspective, we use numbers to amplify our understanding of how processes and events influence 
each other in a localized context and to make claims only about the internal generalizability of 
our findings [79] where internal generalizability refers to the consistency of findings within the 
context of the study. We do not use numbers to make claims about the generalizability of our 
study to other contexts. 
 
4.4.4 Limitations 
While the goal of our study is to identify the patterns and nuances in students’ 
interactions with visual representations across engineering disciplines, our study only examines 
two disciplines due to the intensely time-consuming nature of this analysis. However, because 
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students from a majority of engineering majors take either statics or digital logic and these two 
courses explore dramatically different types of engineering (i.e., analysis of physical systems 
based on laws of nature vs. design of systems based on man-made conventions), we believe that 
the comparisons of these two datasets represents a vital first step in identifying ways in which 
visual representations hinder students’ ability to learn engineering concepts. Future studies in 
more disciplines will be needed to further refine the findings put forth in this paper. 
Additionally, we did not follow the standard sampling procedures for the Constant 
Comparative Method such as analyzing the data after each interview and refining the interview 
protocol. This decision aligns with common practice for analysis of cognitive interviews and is 
necessary to ensure that students are interviewed soon after they learned the disciplinary content. 
This design also facilitates comparisons across students, which is the core of our method, as all 
students are engaging with the same prompts within each dataset. Unfortunately, this design 
means that we could not modify the protocol to test the emerging patterns throughout the study, 
necessitating more studies to refine these observations. 
Finally, we chose not to perform comparisons across gender and did not collect other 
demographic data such as race or age. In each study, women were represented proportionally 
with their representation in the departments from which we sampled. Our analysis currently 
cannot provide insights into differences that may exist along these demographic lines but could 
be explored with future variance-based study designs. 
 
4.5 Results 
We present three themes that emerged from our data. Within each theme, we first provide 
a definition of the theme and then provide supporting quotations and counts of behaviors. At the 
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end of each theme, we conduct comparisons across the Domain granularity by explicitly 
comparing and contrasting findings across the two datasets. 
 
4.5.1 Theme 1: students conflate concepts that share perceptual features (perceptually 
similar concepts) 
In both the statics and digital logic datasets, we observed that students commonly 
conflated concepts. We coded a conflation when students either consistently used the wrong 
word to describe the concept or their drawings indicated they conflated the concept. Theme 1 
describes how students conflated concepts when the concepts shared features and did not 
conflate concepts when features were distinct. 
 
4.5.1.1 Statics.  
We observed statics students conflate shear force with external forces, bending moment 
with external moments, and the reaction moment at a given point with the sum of moments about 
a point. 
 
4.5.1.1.1 Students conflate shear force with external forces.  
Nine of fifteen students conflated shear force with external forces, which are both 
represented using a straight arrow. When the students conflated shear force with the applied 
forces, students often reasoned verbally that shear force equaled the value of the force at that 
particular point or labeled the value of their shear force diagram, so it matched the value of the 
load at that point. 
Six of the nine students who conflated shear force with external forces demonstrated this 
conflation by sketching a profile of the external forces acting on the beam as their shear force 
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diagram. An illustrative example of this type of conflation from a weak novice is given by Figure 
4.9. First, notice the red triangles. In this region, there is a 20 N point load pointing in the 
negative y-direction (Figure 4.9a). In the same region, the weak novice draws a line at -20 N on 
their shear force diagram (Figure 4.9b). Next, notice the region indicated by the green circle. In 
this region, there are no arrows indicating applied loads. The weak novice drew a line at 0 N on 
their shear force diagram in this region. Finally, notice the blue squares. In this region, there is a 
distributed load of 1 N/m pointing in the negative y-direction, resulting in a cumulative 10 N. In 
this region, the weak novice drew a line at -10 N on their shear force diagram.  
 
 
 
 
 
 
 
 
Figure 4.9: Shear force diagram from a weak novice showing that each segment of the shear 
force diagram matches the magnitude and direction of applied forces in each segment. 
 
When asked to justify the part of their shear force diagram that equals zero, the weak 
novice said that “shear force is just going to be the forces. There’s no force acting between the 
20 (N point load) and the arrow (beginning of the distributed load).” Thus, the weak novice 
sketched a profile of the external forces on the beam rather than the shear force, even though the 
weak novice labeled their graph as the shear force. 
 
 
a)                                                                         b) 
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4.5.1.1.2 Students conflate bending moment with the induced moment.  
13/15 students conflated the bending moment with external moments, which are both 
represented by a curved arrow and the letter M. When students conflated the bending moment 
with external moments, they did so by reasoning about their bending moment diagrams using the 
idea of “force times distance” rather than bending moment as the internal reaction to external 
moments. For example, when asked why they started their bending moment diagram at zero one 
novice said, “Yeah because there is no distance. (Interviewer: From what?) From point A so 
since the moment equals force times distance the value has to be zero.”  
 
4.5.1.1.3 Students conflate reaction moment at point A with the sum of moments about 
point A.  
Three of fifteen students conflated the reaction moment at a specific point with the sum 
of moments about that same point. Figure 4.10 shows one instance from a novice that made this 
conflation. The novice first wrote down the variables they wanted to solve for. They wrote Ray 
for the reaction force in the y direction and Rax for the reaction force in the x direction. However, 
the novice then wrote the sum of MA for the reaction moment (indicated using the red circle in 
Figure 4.10), which suggests the student conflated the reaction moment (MA) with the sum of 
moments about point A (sum of MA). This conflation is also observed when the novice writes the 
final values for each variable (indicated by the red box in Figure 4.10).  
In addition to using the wrong symbol or word to reference the bending moment, the 
novice calculates the reaction forces differently than the reaction moment. For the reaction 
forces, the novice first writes the variables Rax and Ray followed by an arrow and a sum of forces 
in a particular direction equals zero. The novice then solves that equation, which has either Ray or 
Rax in it, resulting in numerical values for each reaction force. In contrast, the novice skips the 
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sum of moments equals zero part. Instead, the novice writes the sum of MA but verbally calls it 
the reaction moment, followed by an arrow, which is then followed by a sum of moments in the 
system. The important piece to notice is that the reaction moment, MA, is not included in the 
novice’s sum of moments equation. The novice is close to including a reaction moment but 
writes it as the moment induced by the reaction force, which equals zero because the reaction 
force acts at the point of rotation. As a result, the novice ends up with a number on the left side 
of the equation and zero on the right side of equation. At this point, the novice hesitates but says 
if they had to give an answer, “like on an exam”, they would say that the reaction moment equals 
zero as they wrote the sum of moments about A equals zero (indicated on Figure 4.10 by the red 
box). 
 
 
 
 
 
 
 
 
Figure 4.10: Example from a novice conflating the reaction moment with the sum of moments 
about point A. 
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4.5.1.1.4 Concepts that students conflate share similar symbolic and arrow notation 
conventions.  
When trying to understand why students conflated the concepts they did, we noticed that 
the concepts students conflated were often represented with visually similar features in the 
schematic representation.  
Shear force and external force are represented using a mixture of similar and distinct 
features. For example, shear force is denoted with the letter V and a straight arrow while external 
forces are denoted with either no letter or the letter F and a straight arrow. One type of external 
force, the reaction force, is denoted in one of two ways: 1) by the letter corresponding to the 
point in the schematic where the force acts (e.g., reaction force in the y-direction at point A in 
Figure 4.11 would be denoted Ay) or 2) denoted with the letter R and a subscript indicating the 
point on the schematic and the direction that the reaction force is acting (i.e., RAy). Reaction 
forces are also represented by a straight arrow. Therefore, the different types of forces share the 
arrow feature but differ in what letters and subscripts are used to distinguish them from one 
another. 
In contrast, bending moment and external moment are represented with many similar 
features and little to no distinct features. Both bending moment and external moments are 
denoted with the letter M and a curved arrow (see Figure 4.11). Even the sum of moments is 
consistently denoted with the letter M beside the summation symbol regardless of whether the 
sum is for moments over the whole beam or within a given section of the beam. Sometimes 
subscripts are used to denote a moment that exists at a particular point (e.g., the reaction moment 
at point A is indicated by MA) but are otherwise visually indistinguishable from each other. 
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The main way to distinguish which moment is being represented by any particular M is 
through other contextual clues from the schematic or free body diagram representations. For 
example, external moments are implicitly represented by the relative position of the applied force 
from the point of rotation or explicitly represented with a curved arrow. Reaction moments are 
also implicitly represented on the schematic by what type of joint is present. Bending moment is 
not represented at all in the schematic of the full beam. It only becomes explicitly represented 
once the student draws a free body diagram for a section of the beam, where it is represented as a 
curved arrow next to the letter M at the end of the beam that is cut (see Figure 4.3b). 
 
 
 
 
 
 
Figure 4.11: Symbol and arrow conventions for forces and moments. Forces have distinct 
symbols but identical arrow types while moments have identical symbols and arrow types. 
 
4.5.1.2 Digital Logic. 
Students conflated state with input and next-state with output. In contrast, students did 
not conflate the concepts input with output or input with next-state.  
 
4.5.1.2.1 Students conflate state with input and next-state with output. 
In a circuit diagram, state should be stored inside the system with flip-flops while inputs 
are provided from outside the system and are typically drawn on the far left of the diagram. 
121 
 
Next-state is calculated from the state and input and is drawn as entering the left side of the flip-
flops while output is calculated solely from the state and is drawn on the far right of the diagram. 
When students maintained a conceptual distinction between these two concepts, they generally 
began their drawings by first drawing their flip-flops to store their state (See first frame of Figure 
4.12) and then drew inputs on the far left and then next-state logic to calculate their next state 
(see middle frame of Figure 4.12). Similarly, when students maintained a conceptual distinction 
of next-state and output, their drawings separated next-state logic from their outputs on the far 
right (see last frame of Figure 4.12). 
 
 
 
 
 
 
 
 
Figure 4.12: Student draws flip-flops first and then added inputs and next-state logic and then 
outputs. This student maintained critical conceptual distinctions. 
 
When students conflated state with input, they visually revealed this conflation by failing 
to draw flip-flops and drawing both state and input variables as inputs on the left of their circuit 
diagram (see first and middle frames of Figure 4.13). Drawing state in this way reveals that the 
student, for a time, conceptualized state as coming from outside the system rather than inside. 
When students conflated next-state with outputs, they drew both next-state and outputs on the far 
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right of their circuit diagram (see last frame of Figure 4.13). These drawings revealed that 
students treated output as a function of state and input rather than as a function only of state, 
conflating the next-state and output. 
 
 
 
 
 
 
 
 
 
 
Figure 4.13: Student draws state and input as inputs (conflation) and next-state and output as 
outputs (conflation) after solving a Karnaugh map. Student fails to draw flip-flops. 
 
To explore the effect of specific representational features on students’ conceptual 
understanding, we compared how students translated from state diagrams to circuit diagrams and 
from Boolean expressions to circuit diagrams. When translating a Boolean expression to a circuit 
diagram, 45% of students conflated state and input but when translating a state diagram to a 
circuit diagram, only 5% of students conflated state and input. We did not find noticeable 
difference in how students conflated next-state and output across translations. About 40% of 
students conflated next-state and output regardless of which translation they were performing. In 
the following section, we argue that the differences in when students revealed conflations may be 
tied to how the various concepts are represented in each of the representations.  
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4.5.1.2.2 Concepts that students conflate share similar positions within equations and 
tables.  
The state and input concepts are both represented with letters positioned on the left of 
next-state tables, on the perimeter of Karnaugh maps, and on the right of algebraic Boolean 
expressions (See left side of Figure 4.14). However, state and input are visually distinct as circles 
and arrows, respectively, in the state diagram. When students used a representation in which 
state and input shared a representation as variables positioned as mathematical inputs, they 
frequently conflated the two concepts. In contrast, when student used a representation in which 
state and input were visually distinct, they maintained the correct conceptual distinction.  
In contrast, the next-state and output concepts are both represented by letters positioned 
on the right of next-state tables, in the grid of Karnaugh maps, and on the left of Boolean 
expressions (see Figure 4.14). Next-state information is tacit in the state diagram as state bubbles 
are simply called state bubbles and not next-state bubbles and variables for next-state are not 
written in the diagram key. Unlike state and input, there is not a single representation in which 
next-state and output are visually distinct. Correspondingly, we never observed a translation in 
which students maintained a strong conceptual distinction between next-state and output.  
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Figure 4.14: Symbol and variable conventions for state, input, next-state, and output. State, input, 
next-state, and output have appearance matches in tables and equations, but state and input are 
distinct in state diagrams. 
 
4.5.1.3 Comparing and contrasting the observations.  
In both datasets, we observed that when students conflated two concepts, the concepts 
shared similar features in the visual representation. Some concepts shared more similar features 
than distinct features. For example, bending moment and external moment share both symbolic 
and arrow conventions while shear force and external force only share arrow conventions. The 
more similar features the two concepts shared, the more students we saw conflate them. 
In contrast, what types of features were shared between two concepts varied based on 
disciplinary conventions. In statics, variable naming conventions are stricter (e.g., shear force 
must be V), which results in the convention of using M for both internal and external moments. 
In digital logic, the variable naming conventions are more fluid and can be chosen by the student 
to help them remember what the variable represents. For example, the two students whose 
sketches appear in Figure 4.12 and 13 used different variable names to solve the same problem. 
Instead of variable naming conventions, positions of variables in equations or tables are stricter 
125 
 
in digital logic, resulting in concepts like state and input both being on the same side of equations 
or tables. 
 
4.5.2 Theme 2: students don’t access information when it is perceptually obscured in the 
representation (perceptually obscure concepts) 
In both the statics and digital logic datasets, we noticed that students failed to use 
concepts that were not represented with intrinsically perceptually salient features. For example, 
the statics students readily identified what reactions were present for the pin and roller joints in 
the schematic but failed to identify what reactions were present for the fixed joints on the 
schematic. Similarly, the digital logic students failed to identify the 11 state when translating 
from the state diagram to next-state tables but did so when translating from state diagrams to K-
maps. Theme 2 describes how the degree of intrinsic perceptual salience of features within the 
representation influences how students talk about the concepts those features represent. 
 
4.5.2.1 Statics 
 
4.5.2.1.1 Reaction moment is perceptually obscured in schematics with fixed joints.  
Before sketching their shear force and bending moment diagrams, students are expected 
to label all relevant forces and moments on a free body diagram, which includes any applicable 
reaction forces and/or reaction moments. Fourteen of fifteen students drew reaction forces 
spontaneously (i.e. not in response to questions from the interviewer) when presented schematics 
with fixed joints and with pin/roller joints. However, there were differences in whether students 
talked about reaction moments depending on if the schematic had pin and roller joints or fixed 
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joints. Three of ten students who drew reaction forces for the fixed joint also drew the reaction 
moment. No students drew a reaction moment for schematics with pin/roller joints, regardless of 
whether it was a sketch or computation problem because they all acknowledged that “there’s no 
moment because they’re just pin connections”. 
When students explicitly used the name of the joint in their translations, we coded it as 
correct - explicit joint type to reactions. For example, one novice said during the third sketch 
problem, “It’s going to have reaction forces in the x and y [direction] for the pin at [point] A. 
[Point] B is a roller so it’s just the y [direction].”  
Figure 4.15a shows the counts of this code for students with different levels of expertise 
across all problems while Figure 4.15b shows the counts of this code for the sketch and 
computation problems for all students. In Figure 4.15a, we notice that as expertise increases, 
students identified joints more often. Regardless of expertise level, students more often identified 
pin and roller joints compared to the fixed joint. Together, these observations demonstrate the 
complex interactions between domain knowledge and the perceptual salience of features in 
engineering representations.  In Figure 4.15b, we observe that regardless of the task prompt, 
students more often identified the pin and roller joint compared to the fixed joint. 
In a few instances, we observed that while students were analyzing schematics with 
pins/rollers, they became more aware of the importance of joints in their analysis. With the 
increased awareness, these students realized that they had failed to include the reaction 
forces/moments for schematics with fixed joints that they had previously solved. Thus, when the 
representation obscured important information, students failed to access knowledge they 
possessed, but once the representation made this information more explicit, they more easily 
accessed that knowledge and were also able to retroactively apply that knowledge. 
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Figure 4.15: Counts of the Correct - explicit joint type to reactions code a) across expertise (both 
task types) and b) across task type (all expertise). 
 
4.5.2.2 Digital Logic 
 
4.5.2.2.1 Perceptually obscure Q+ variable.  
All students in the digital logic dataset immediately attempted to translate the state 
diagram into a tabular representation. Every student was able to correctly articulate the 
“origin+transition=destination” heuristic (see the digital logic concepts overview). If students 
implemented this heuristic correctly, their next-state table should be drawn using the variables 
Q1Q0 for state, aibi for input, and c1c0 for output as indicated by the variable key. The Q1
+Q0
+ 
variables are not shown in the variable key, but students should be able to derive these variables 
using their knowledge about the time-based relationship between state and next-state. Using this 
knowledge, students should have drawn their next-state table to look like the computer-generated 
table on the left of Figure 4.16. However, 38% of students who drew a next-state table conflated 
next-state and output as revealed by their use of c1c0 variables for next-state. This mistake 
revealed that students knew that state and input could be used to derive the next state, but rather 
than generate the next-state variables, they used the visually salient output variables. 
 
a) b) 
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Figure 4.16: Student-drawn next-state tables (right) frequently mapped next-state to the output 
variables ci rather than Qi
+. 
 
4.5.2.2.2 Perceptually obscure 11 state.  
In problem one, students were asked to translate the state diagram shown in Figure 4.6 
into a circuit diagram. From the state diagram, the student should notice that 2 bits are used to 
encode the state, either from the variables Q1Q0 in the corner or from the labels in the state 
diagram (i.e., 00, 01, 10). From this observation, students should be able to infer that there are 
actually four distinct states (22) in the physical circuit even if one of them (the state encoded as 
11) is not shown in the state diagram. This state is left undrawn because it is not necessary to 
understand the circuit’s algorithm, but this tacit state is important because it is used as a design 
parameter during optimization. 
When using a K-map as the intermediate representation between the state diagram and 
circuit diagram, every student enumerated all possible combinations of state and input variables 
before performing the origin + transition=destination heuristic. Whereas when students used a 
next-state table as the intermediate representation, 80% of students enumerated combinations of 
state and input variables as they performed the origin + transition=destination heuristic. 95% of 
students who constructed the whole table using a K-map analyzed the 11 state (Figure 4.17b) 
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while only 50% of students who wrote a next-state table one line at a time analyzed the 11 state 
(Figure 4.17a shows an example missing 11 state). Students who fully drew their next-state 
tables before beginning their analysis did not forget the 11 state, so only students who added 
each new row of their next-state tables as they analyzed the state transitions forgot the 11 state. 
Students who created their tables one line at a time stopped adding rows once they had finished 
with all of the states inside the bubbles of the state diagram (00, 01, and 10), indicating that the 
11 state was not intrinsically perceptually salient to them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.17: Student-drawn next-state tables frequently omitted analysis of the 11 state (a), but 
their Karnaugh maps (b) did include analysis of that state. 
 
Of the students who forgot to analyze the 11 state in their next-state diagram, all but one 
analyzed the 11 state when using Karnaugh maps. Many subjects even exclaimed something to 
the effect of “Oh! that’s right. There’s a 11 state” when performing this translation. 
 
 
 
a)                                              b) 
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4.5.2.3 Comparing and contrasting the observations.  
By comparing evidence in the Statement granularity within both disciplines, we observed 
two domain-general behaviors and one domain-specific behavior. 
 
4.5.2.3.1 Students access concepts more easily when the feature that encodes the concept is 
presented in an intrinsically perceptually salient way.  
Statics students explicitly related joint types to their respective reaction forces/moment 
more often for pin/roller problems than fixed joint problems. Digital logic students correctly 
identified the 11 state more often when translating from the state diagram to the K-map 
representation instead of the next-state table representation. 
 
4.5.2.3.2 Students more readily access perceptually obscure information once they have 
seen a representation where it is more intrinsically perceptually salient.  
Statics students recognized they forgot the reaction moment in the fixed joint problem 
after they sketched shear force and bending moment diagrams for the problems with pin/roller 
joints. Similarly, digital logic students sometimes remembered they needed to include the 11 
state when drawing a K-map, which is drawn after the next-state table. 
  
4.5.2.3.3 When information is perceptually obscure, digital logic students instead rely on 
information that is spatially close to other intrinsically perceptually salient features.  
In the digital logic dataset, we observed that students substitute the perceptually obscure 
Q+ variable with the perceptually salient ci variables. We did not see a similar type of 
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substitution behavior in the statics context. Students’ substitution behavior in digital logic may 
be facilitated by the fluid variable naming conventions in digital logic compared to statics. 
 
4.5.3 Theme 3: students coordinate multiple representations during translations when the 
starting representation is informationally incomplete (informationally incomplete 
representations) 
From analyzing the Translation codes across the two datasets, we observed qualitative 
differences in how each discipline translates representations during problem solving. Both digital 
logic students and statics students deviated from how experts describe solving problems (i.e., 4 
translations), but statics students deviated more than the digital logic students. Statics students 
performed 5.9 translations per problem on average when sketching their shear force and bending 
moment diagrams while digital logic students performed 4.7 translations per problem on average 
when sketching sequential circuits. Additionally, we coded 40 unique types of translations for 
the statics students whereas we only coded 18 unique types of translations for the digital logic 
students. 
Bigger qualitative differences emerged from the data when we looked at the types of 
translations present in both codebooks. In the statics codebook we found more of what we call 
hybrid translations. We define a hybrid translation as whenever students coordinated information 
from multiple representations to create a new representation. For example, when statics students 
used information from the schematic and their shear force diagram to construct their bending 
moment diagram. We coded a translation as a hybrid translation when students verbalized using 
information from multiple representations or when they scrolled their screen between two 
representations when translating to a new representation. Hybrid translations predominantly 
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occurred in the statics dataset both in the percentage of unique translation codes in the codebook 
(Figure 4.18a) and percentage of total instances of translation codes (Figure 4.18b). Theme 3 
describes how differences in how the amount of information encoded in a representation 
necessitates hybrid translations. 
 
 
 
 
 
 
 
Figure 4.18: Percentage of total unique translation codes (a) and total translation code instances 
(b) that are hybrid translations. 
 
4.5.3.1 Statics 
 
4.5.3.1.1 The shear force to bending moment translation is informationally incomplete.  
Although students are taught to translate from the shear force to bending moment 
diagram through integration, the shear force diagram does not contain all of the information 
necessary to translate it to the bending moment. This is because the shear force does not encode 
any discontinuities in the bending moment diagram that come from applied moments, including 
reaction moments. In the problems we provided to the statics students, the only applied moment 
was the reaction moment at the fixed joint. This reaction moment induces a corresponding 
discontinuity in bending moment diagram at the origin. The location and value of this reaction 
moment is found in the schematic or free-body diagrams and not in the shear force diagram, 
  a)                                                                           b) 
133 
 
requiring students who use integration to coordinate multiple representations to correctly 
translate the shear force diagram to the bending moment diagram. Thus, the shear force to 
bending moment translation is what we call an informationally incomplete translation.  
Not only did students in the statics dataset predominately sketch their bending moment 
diagrams by translating from the shear force diagram, they also used other representations in 
addition to the shear force diagram. We defined this type of translation as a hybrid translation. 
Thirty-three of the thirty-nine hybrid translations that ended with the bending moment diagram 
were of the form other + shear force → bending moment where other includes the algebraic, free 
body diagram, or schematic representations. When using these hybrid translations, students most 
frequently coordinated their shear force diagram with the algebraic representation which they 
had previously used to calculate the reaction moment at the joint. 
 
4.5.3.2 Comparing and contrasting the observations.  
When analyzing each dataset individually, we did not note the presence or absence of 
hybrid translations as a critical part of the students’ problem solving. However, by comparing 
codes within the Translation granularity across each dataset we noticed that the diversity and 
abundance of hybrid translation codes are unique to the statics dataset. Once we noticed the 
difference, we were able to identify the informational incompleteness of the shear force diagram 
as a likely candidate for the source of hybrid translations in statics students’ problem solving. We 
would likely not have identified informationally incomplete representations or how important 
they are to certain disciplines without considering each discipline as a granularity of comparison 
within the constant comparative method. As far as we know, identifying informationally 
incomplete representations is new to the literature and has potential implications for the 
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cognitive load and representational competence literature, which are addressed in the discussion 
section. 
 
4.5.4 Summary of how our findings answer our research questions 
 
4.5.4.1 Research Question 1: What is the interplay between how concepts are encoded 
within representations, students’ use of those concepts, and how students translate between 
representations during their problem solving? 
From our analysis, we observed two ways in which representation features interplay with 
how students use the concepts that the features describe (i.e., perceptually similar features and 
perceptually obscure features) and one way in which the features interplay with how students 
translate between representations (informationally incomplete translations). 
Students in the statics and digital logic datasets often conflated concepts when the 
features representing the concepts shared similar features. For example, internal and external 
moments are represented using the letter M with a curved arrow. Students often used the concept 
of an induced moment (i.e., “moment is the force times distance”) when justifying the bending 
moment. Thus, the statics students’ failure to distinguish two concepts could be explained by 
how similar their features are rather than long-entrenched misconceptions. Additionally, we 
frequently observed that when students conflated concepts, it made it difficult for students to 
accurately employ the problem-solving schema that they had learned. For example, students 
generally knew how to follow the schema for translating state diagrams into circuit diagrams. 
However, they made mistakes such as forgetting to include flip flops in their circuit diagrams 
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when they incorrectly conflated the concept of state with input or the concept of next-state with 
the output of the system. 
Similarly, perceptually obscure information may be a cause of students’ failure to include 
task-relevant information in the representations they drew, causing students to not engage in 
necessary problem-solving steps. For example, reactions forces and reaction moments are 
perceptually obscured for fixed joints, which may explain why many students did not consider 
reaction moments when asked to sketch their shear force and bending moment diagrams without 
calculations. Rather than revealing misconceptions, our analysis suggests many of the students in 
both datasets have not yet formed a process for extracting the relevant information from visual 
representations. Because these students lack this guiding knowledge, they depend on features 
being intrinsically perceptually salient information to tell them what features are important. This 
finding aligns with Hegarty’s theoretical framework (2014), which argues that changing the 
perceptual salience of features in a representation can help weaker students better access the 
task-relevant knowledge that they possess. 
 
4.5.4.2 Research Question 2: How is the interplay described in research question 1 similar 
and different across students in statics versus those in digital logic? 
The similarities across engineering disciplines are described in the summary of findings 
for the first research question, so here we focus on describing the differences. 
In digital logic, we observed that students almost exclusively translated directly from one 
representation to another. In contrast, in statics, students frequently coordinated information from 
multiple representations when translating to a new representation. This use of hybrid translations 
revealed that statics students needed to use multiple representations because the shear force 
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diagram is informationally incomplete (i.e. it does not contain all of the information they need to 
translate it to the bending moment diagram). Additionally, statics students performed more 
translations per problem than their digital logic counterparts, which could be due in part to the 
prevalence of hybrid translations. 
The added complexity and number of students’ translations in statics suggests that these 
students could be coordinating more information than digital logic students during problem 
solving. Measuring the number of representations that students coordinate at any given time 
could provide a proxy for measuring the cognitive load that students experience during problem 
solving. We also found that the statics students generally struggled more than their digital logic 
counterparts. No statics student answered every problem correctly and most shear force and 
bending moment diagrams did not resemble the correct solutions. In contrast, three of twenty-
four digital-logic students answered every problem correctly and most only forgot to add flip-
flops to their circuits or only conflated next-state with output. While it is possible that these 
differences may be due in part to the self-selection of students, we used the same sampling 
technique for both datasets, so we believe that this difference is inherent to the task and not 
specific to the study population. Further larger scale studies would need to be conducted to 
confirm this. 
These findings also suggest that there may be some core differences in how students need 
to translate representations during problem solving. In digital logic, the series of translations that 
students performed was almost exclusively one representation to another: the state diagram can 
be solely used to derive a tabular representation, which can be solely used to derive an algebraic 
expression, which can be solely used to derive the circuit schematic. Digital logic students never 
needed to annotate prior representations gathered from their translations. In contrast in statics, 
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students use the schematic or free body diagram to first calculate the reaction forces and 
moments. After performing their calculations, most students did not return to the schematic or 
free body diagram to annotate those diagrams with the numbers they calculated, rendering those 
representations informationally incomplete for subsequent translations. Consequently, to create 
their shear force or bending moment diagrams, students’ prior sketching decisions required them 
to coordinate both the schematic/free body diagram and their numerical calculations to find the 
direction/location and magnitude of their shear force and bending moment vectors respectively. 
Thus, students needed to use hybrid translations in a many-to-one fashion even when the 
representation could be informationally complete through annotation. This finding revealed that 
future research using Lesh’s translation model may need to further explore the unique challenges 
students face when performing many-to-one translations, which may be due to the difference in 
the nature of mathematics tasks (the context in which Lesh’s model was created) and engineering 
tasks. This finding also suggests that translations between representations may not always be as 
linear or one-to-one as experts may initially expect. 
We also observed that the types of features that led to students conflating concepts may 
be specific to the notational practices of the disciplines. For example, in digital logic, the names 
of variables are user-defined but their positions in equations and tables are discipline-defined. 
Consequently, digital logic students conflated concepts only when the features that represent the 
concepts were at the same positions in equations and tables. In contrast, the statics naming 
conventions are more rigid such that students are expected to use the discipline-defined variable 
names. Other than a couple statics students using the symbol F for shear force instead of V, 
students did not deviate from these discipline-defined variable names. Digital logic students did 
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not deviate from their field-defined variable positions but did freely change variable names at 
their discretion. 
 
4.6 Discussion 
Because visual representations are a key part of engineering education and practice, it is 
important that we develop a more nuanced understanding of how visual representations in 
engineering aid or hinder students’ ability to learn concepts and use them during their problem 
solving. Using the constant comparative method, we observed three ways in which the features 
of visual representations can negatively affect how students solve problems or apply conceptual 
knowledge, which are summarized in Table 4.1. The finding that students treated two concepts 
as the same concept when their features were similar (theme 1) is similar to the idea of 
appearance matches as explored by Genter [80]. However, Genter focuses on analogy building 
while our study looked at how students applied their conceptual knowledge to solve problems. 
The finding that students more readily used concepts that were perceptually salient (theme 2) is 
similar to studied by Hegarty and others in the visual representations literature [23], [24], [29], 
[47], [52]. However, our study is one of the first to explore these ideas in the engineering and 
problem-solving contexts. To our knowledge, the informationally incomplete theme has been 
previously undocumented in the literature and represents a new contribution to the engineering 
education and visual representations literature. Future research that adds more disciplines or 
more types of representations may reveal more insights into the robustness of our three themes 
and their nuances across engineering disciplines. 
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Table 4.1 Summary of themes, the mistakes they explain, and the implications for instruction. 
Theme Perceptually similar 
concepts 
Perceptually obscure 
concepts 
Informationally incomplete 
representations 
Definition Two conceptually distinct 
ideas are represented 
using visually similar 
features. 
Concepts are represented 
using features that obscure 
the concept in a 
representation. 
Given representations A and B, 
representation A does not have all 
the information necessary to 
translate to representation B. 
Example of 
behavior it 
explains 
Statics: Conflating shear 
force with external force 
and bending moment with 
external moments. 
  
Digital Logic: Conflating 
state and input and next-
state with output. 
Statics: Failure to translate 
fixed joint to reaction force 
and reaction moment 
  
Digital Logic: Failure to 
include the 11 state in next-
state table and conflating the 
output (ci) with next state 
(Q+). 
Statics: Using multiple 
representations to translate shear 
force diagram to bending moment 
diagram. 
  
Digital Logic: Not Applicable 
Implication for 
future studies 
and instruction 
Novice students will 
struggle to learn or use 
concepts if they are 
represented using similar 
symbols or language. 
Concepts are harder to learn 
when there are not 
perceptually salient in a 
representation. 
Informationally incomplete 
representations require 
coordination of multiple 
representations for one 
translation, which could result in 
higher cognitive load. 
 
4.6.1 Implications for the spatial ability literature within engineering 
Prior studies have shown that as students gain expertise, their ability to access and use 
information from visual representations becomes more robust, less dependent on small visual 
changes [19], [24], [81], [82]. We similarly observed that the advanced novices appeared to be 
less affected by concepts that share similar features and concepts that are perceptually obscured 
within the representation than novices and weak novices. We believe this result could help 
illustrate why novices with high spatial ability do well in engineering [83]–[86]. The spatial 
ability literature, through assessments like the Embedded Figures Test, has previously 
documented that it is cognitively demanding to do tasks like identify the number of squares in a 
figure with over 20 intersecting lines because it requires people to decompose the overall display 
into smaller pieces that are task-relevant. Thus, the ability to decompose a figure into task-
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relevant pieces may be an underlying spatial ability that students need to access perceptually 
obscure information within visual representations in engineering. For example, novices in statics 
may depend more on spatial ability to identify a fixed joint that supports a cantilevered beam 
while experts may not even need to see the fixed joint because their domain knowledge 
immediately induces them to think about equilibrium and how to keep the beam from moving or 
rotating. Future work could explore whether students with low spatial ability struggle more to 
find information that is perceptually obscure or fail to distinguish concepts that share similar 
features. 
 
4.6.2 Implications for the conceptual understanding literature 
As mentioned in the literature review, there has been a long debate over the structure of 
students’ knowledge and how to change that structure from novice-like to expert-like [9], [11], 
[14]. Our study gives evidence that students apply their knowledge differently depending on the 
context of the problem, which supports the knowledge in pieces perspective [14] and 
corroborates findings from other engineering education studies [59]. 
In the knowledge-in-pieces perspective, diSessa claims that students’ knowledge 
structures are broken into pieces that are cued depending on the context. From this work, we 
believe that theme 1 could represent one such piece of knowledge that students have about how 
to interpret information from visual representations (i.e., “two objects that look the same are the 
same”). If two concepts are represented using similar features, this could lead to students 
incorrectly categorizing two concepts as the same thing, hindering them from forming nuanced 
distinctions. For example, in statics, bending moment and applied moment are both moments, 
but they are distinct because applied moments are external to a system and the bending moment 
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is a material’s response to external stimuli. In our study, students failed to make this distinction 
and commonly referred to bending moment as “force times distance”, which suggests students 
treat these two types of moments as fundamentally the same concept. However, this piece of 
knowledge could be cued differently for different disciplines because of the differing notational 
conventions. 
Thus, future studies on conceptual understanding should consider the context of the 
representation when analyzing student responses during problem solving, specifically how 
disciplinary conventions within visual representations might contribute to conflations. For 
example, a recent study by Brown et al [53] found that students consistently associated the 
concept of shear force with vertical forces in visual representations. As an alternative to 
Vosniadou’s framework theory, our findings suggest that a knowledge-in-pieces perspective can 
equally explain this result. Our findings in the statics study [75] similarly showed that students 
who could identify shear forces for horizontal beams with vertical loading struggled to identify 
these forces for vertical beams that were isometrically loaded with horizontally loads. This 
struggle may not be grounded so much in a robust misconception but rather the perceptual 
features of the visual representations may be prompting and reinforcing this incorrect reasoning. 
While studying only two courses is not sufficient for claims of generalizability, the fact that we 
see this context-dependence across very different engineering disciplines suggests this could be a 
pervasive problem in engineering education. 
One weakness of the knowledge in pieces literature is that it so far has not presented a 
pedagogical structure through which instructors could improve students learning. In contrast, 
naïve theory and ontological research use domain-general approaches such as cognitive conflict 
and ontological training respectively. Additionally, knowledge in pieces research tends to be 
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domain-specific or even concept-specific and has been criticized for its lack of a domain-general 
perspective [87]. This lack of domain-general understanding has made it difficult to develop 
instructional practices or changes to visual representations that could help students across 
contexts. Our work is among the first to use the knowledge in pieces perspective across multiple 
domains simultaneously, enabling us to make domain-general pedagogical suggestions. 
 
4.6.3 Suggestions for instruction and future studies 
Hegarty [23] asserts that the process of understanding information from a visual 
representation requires the coordination and synergy between two processes: encoding 
information from a display into a mental model and searching for features in a display guided by 
a mental model. Failure to execute either process well could lead a student to fail to develop 
correct conceptual distinctions or fail to properly execute appropriate problem-solving schema. 
Based on our emergent themes and related literature from visual cognition and conceptual 
understanding, we propose the following instructional changes and potential future work that 
might help students engage in these two processes. 
  
4.6.3.1 Altering notation to decrease conflations.  
Based on our findings, we propose that students’ conceptual understanding and problem-
solving performance may be affected in part by how many similar features two distinct concepts 
share. These observations corroborate Genter’s [80] study of appearance matching where people 
group concepts together based solely on how similar their features are. In addition to 
corroborating past studies, our findings imply that representing concepts using several similar 
features may hinder how students develop strong, appropriate conceptual distinctions over time 
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and how they use their conceptual knowledge during problem solving. Careful consideration of 
how to visually distinguish two concepts may help students more easily gain appropriate 
conceptual knowledge and help them in the early stages of problem solving. For example, 
instructors could consider requiring all state and next-state variables be labeled with accent 
symbols or use Greek letters in contrast to lowercase or latin letters for input and output to help 
students maintain a conceptual distinction between next-state and output. Ideally, as students 
develop these conceptual distinctions, their ability to access their conceptual knowledge will be 
more robust against similarities in notational conventions. Future research could try modifying 
course notation to see its effect on students’ learning and problem-solving performance. 
  
4.6.3.2 Changing representations to make perceptually obscure information more salient.  
Our findings suggest that students’ conceptual understanding and problem-solving 
performance are also affected by the intrinsic perceptual salience of task-relevant information 
within a visual representation. Increasing the intrinsic perceptual salience of task-relevant 
information may help students more easily access and encode the conceptual knowledge 
important to the task [24], especially for more novice students or in courses where students are 
initially introduced to these topics. Additionally, increasing the intrinsic perceptual salience of 
task-relevant information could help students access concepts in representations where the 
information is not salient, similar to how some statics students remembered to draw the reaction 
moment on the schematic with the fixed joint after seeing schematics with pin and roller joints. 
Instructors could consider changing representations to make task-relevant information more 
perceptually salient. For example, deliberately representing fixed joints with hash marks or 
another explicit symbol or make all joint symbols red to make it more intrinsically perceptually 
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salient to novices. Because of expert blindspot, it may be difficult for instructors with years of 
experience with the material to accurately identify what task-relevant information is perceptually 
obscure to novices. Future research could address this limitation by including content novices 
when analyzing data from these types of studies [61], [88]. 
 
4.6.3.3 Reduce the amount of informationally incomplete translations students need to do.  
Students in statics are often taught to sketch the bending moment only by integrating the 
shear force diagram. However, in this translation, the shear force diagram is informationally 
incomplete. As a result, we saw students coordinate multiple representations and sometimes 
failed to use all of the information they needed (i.e., starting the bending moment diagram at 0 
instead of -250). Instructors could move away from teaching students to sketch the bending 
moment via integrating the shear force and instead teach students to use the method of sections 
to sketch the bending moment, which is an informationally complete translation. Additionally, 
we observed students in the statics study would often not annotate their schematic or free body 
diagram with the numerical value for the reaction force/moment they calculated, necessitating 
the use of hybrid translations. In either case, we suspect the hybrid translations that we observed 
students do could be an indication of higher cognitive load for statics students. Higher cognitive 
load has been shown to lower performance on tasks [82], [89]–[93], which could explain why the 
statics students in our study often got more of their problems wrong compared to the digital logic 
students. Future work in this area could use eye-tracking studies as a way to measure the 
cognitive load students experience while problem solving with informationally incomplete 
translations or with modified representations designed to mitigate the split-attention effect from 
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students not incorporating their calculations onto their schematic or free body diagram [90], [94], 
[95]. 
 
4.7 Conclusions 
One critique for the knowledge-in-pieces perspective on conceptual change has been that 
“if students’ use of knowledge is unpredictable and subject to contextual cues, how do we design 
instructional interventions that help students across contexts?” By synthesizing knowledge-in-
pieces with Hegarty’s framework while analyzing datasets from different disciplines, we have 
identified promising pathways for designing instructional interventions to address students’ 
conceptual difficulties and avenues for future research in conceptual understanding. Because 
students’ ability to access appropriate conceptual knowledge becomes more robust against the 
perceptual cues of visual representations as their domain knowledge increases, we may primarily 
need to focus on helping novices develop appropriate conceptual distinctions and know how 
concepts are visually represented (or not). Thus, the way we design our visual representations 
may play a major role in helping students develop this conceptual knowledge. If students 
struggle with conflating distinct concepts, are there ways that our notational standards reinforce 
these conflations by presenting distinct concepts as similar?  If we can accelerate the creation of 
these distinctions, we can transition students back to traditional representations after their 
conceptual knowledge is robust enough to guide them. Our themes of perceptually similar 
concepts, perceptually obscure concepts, and informationally incomplete representations suggest 
clear avenues for investigating what types of perceptual cues may hinder students’ ability to 
develop or use appropriate conceptual knowledge. As engineers, we can use this knowledge to 
146 
 
potentially design new notations or new pedagogical techniques that can help students recognize 
and overcome the ways our notation may currently be failing to help students learn. 
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CHAPTER 5 
 
TESTING THE PERCEPTUAL OBSCURE THEME IN A LARGE-ENROLLMENT 
STATICS COURSE 
 
5.1 Introduction 
In Chapter 4, I proposed three emergent themes that describe how features of visual 
representations potentially hinder students’ ability to learn engineering concepts and use them 
during problem solving. While the think-aloud interviews gave me insight into the range of 
students’ behaviors, I could not make strong claims about the generalizability of these themes. 
Therefore, I designed a quantitative follow-up study to test the generalizability of theme 2 from 
chapter 4 using a larger sample of students and tighter control of the visual cues that students 
receive. 
 My findings in chapter 3 suggested that the lack of an intrinsically perceptually salient 
symbol for the fixed joint made it harder for students to use them when sketching their shear 
force and bending moment diagrams. To explore whether this finding is generalizable, I designed 
two versions of a worksheet and quiz for the University of Illinois’ large-enrollment statics 
course. One version had traditionally used figures while the other version contained modified 
figures that were designed to increase the perceptual salience of the joints in the schematic. 
Using a post-test only design with three treatment groups and a control group, I explored two 
hypotheses. First, students will perform better when sketching shear force and bending moment 
diagrams on a discussion section quiz if given schematics where task-relevant information is 
intrinsically perceptually salient. Second, making task-relevant information perceptually salient 
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on the worksheet will help students more accurately sketch shear force and bending moment 
diagrams when the task-relevant information is no longer perceptually salient on the quiz. My 
analysis of the quiz scores across the groups showed that using color to highlight the fixed joint 
on either the worksheet or the quiz helped students more accurately sketch shear force and 
bending moment diagrams compared to a control group with unmodified figures on the 
worksheet and quiz. However, there were no differences across the groups for problems that had 
pin and roller joints in the beam schematic. This makes sense as pin and roller joints, as used in 
the statics course, are already salient enough for students to use them when sketching shear force 
and bending moment diagrams. 
 
5.2 Literature Review 
This study pulls from the visual cognition, problem-solving, and statics education 
literatures. I summarized the main findings from these literatures in Chapters 3 and 4. In this 
chapter of my thesis, I review the main findings from studies that try to improve student learning 
in STEM based on making task-relevant information more intrinsically perceptually salient. 
 
5.2.1 Increasing learning through making task-relevant information more perceptually 
salient 
In chapter 3, I reviewed how changing features within visual representations benefits 
students’ performance when comprehending diagrams and solving problems with low prior 
knowledge students receiving the most benefit. In this section, I briefly review three ways in 
which researchers in STEM education have explored how to make task-relevant information 
more intrinsically perceptually salient. 
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First, researchers have used visual signaling via dynamic arrows and figures on the screen 
during animations to cue students’ attention to task-relevant areas [1]–[4]. For example, one 
study showed that students with lower prior knowledge about circuits performed as well as 
students with higher prior knowledge when answering questions about circuits if the students 
were shown an animated person (known as a pedagogical agent) on the screen in conjunction 
with arrows that pointed to important information [2], [3]. Second, researchers have also used 
visual signaling via color-coding to draw students’ attention to task-relevant areas [5]–[7]. For 
example, Ozcelik, Karakus, Kursun, and Cagiltay [7] found that adding color to diagrams of 
nerve synapses helped students transfer their learning from diagrams. Third, rather than change 
the features of the representation, researchers have tried to promote learning by training students 
on understanding the conventions of the representation [8]–[10]. In the statics domain, Steif, 
Lobue, Kara, and Fay [10] designed an intervention that prompted students to explicitly name 
where forces on an object came from when analyzing free body diagrams or schematics of a 
mechanical system. For example, students would be prompted to recognize when forces came 
from a pin joint versus an applied load. When compared to a control group that did not receive 
this prompting, the experimental group scored higher on a post-test that asked students to 
identify what forces were acting on an object. 
Collectively, these studies demonstrate that encouraging students to pay attention to how 
concepts are represented in diagrams leads to increased performance on different types of tasks. 
Additionally, many of the studies I identified here use relatively small sample sizes in all or part 
of their study (N<100 total) [1], [5]–[10], so using a large-enrollment course will better help me 
to explore the generalizability of making task-relevant information intrinsically perceptually 
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salient. Based on these gaps and the overall goal of my work, I pursued the following two 
hypotheses: 
 
Hypothesis 1: Students will perform better when sketching shear force and bending moment 
diagrams on a discussion section quiz if given schematics where task-relevant information is 
intrinsically perceptually salient. 
 
In my conversations with educators, some have expressed concern that making task-
relevant information intrinsically perceptually salient will make the task too easy or inhibit 
students from effectively learning the material. Based on findings from the visual cognition 
literature, particularly Hegarty, I believe that training on modified figures would help students 
solve problems even when the modifications are taken away. To test this idea, I pursued the 
following hypothesis. 
 
Hypothesis 2: Making task-relevant information perceptually salient on the worksheet will help 
students more accurately sketch shear force and bending moment diagrams when the task-
relevant information is no longer perceptually salient on the quiz. 
 
5.3 Methods 
Like the studies in chapters 3 and 4, I designed this study under a post-positivist approach 
[11]. In this study, I employed a quantitative quasi-experimental study design to test the 
robustness of theme 2 from chapter 4 (perceptually obscure information). Table 5.1 summarizes 
how my study design will test my hypotheses. 
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Table 5.1 Summary of how my study will test my hypotheses and answer my research questions 
Hypothesis/Research question Dependent variable Independent variable(s) How I will test/answer 
Hypothesis 1: Students will 
perform better when sketching 
shear force and bending 
moment diagrams on a 
discussion section quiz if 
given schematics where task-
relevant information is 
intrinsically perceptually 
salient. 
 
1) Total score on 
discussion section 
quiz 
2) Score on problem 
1 of discussion 
section quiz 
3) Score on problem 
2 of discussion 
section quiz 
Group I will use a one-way 
analysis of variance 
(ANOVA) and post-hoc 
tests to identify statistically 
significant differences 
among the groups for each 
dependent variable. 
Hypothesis 2: Making task-
relevant information 
perceptually salient on the 
worksheet will help students 
apply equilibrium when the 
task-relevant information is no 
longer perceptually salient on 
the quiz. 
1) Total score on 
discussion section 
quiz 
2) Score on problem 
1 of discussion 
section quiz 
3) Score on problem 
2 of discussion 
section quiz 
Group I will use a one-way 
analysis of variance 
(ANOVA) and post-hoc 
tests to determine if there 
are significant differences 
between treatment group 1 
and treatment group 2 for 
each dependent variable 
(see Table 5.2). 
 
5.3.1 Study Design 
 I designed this study using a between-groups design with four groups. The study has one 
independent variables (group) and one dependent variable (score on discussion section quiz). 
Group refers to whether students received modified or unmodified figures on one or both of their 
discussion section materials (see Table 5.2).  
 
Table 5.2: Quasi-experiment groups 
 Worksheet 
Figures 
Quiz  
Figures 
Control group Unmodified Unmodified 
Treatment group 1 Modified Unmodified 
Treatment group 2 Unmodified Modified 
Treatment group 3 Modified Modified 
 
 I chose this design for four reasons. First, one of the criticisms of laboratory-based 
research, such as the think-aloud interviews I used in chapters 3 and 4, is that the findings may 
not translate to different settings (e.g., in an actual classroom). To test the generalizability of my 
findings to normal classroom activities, I situated this study in one of the statics course’s 
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regularly scheduled discussion sections using activities that students do throughout the semester. 
Second, to test the robustness of theme 2 from chapter 4, I structured the study to include a 
comparison group that received no modified figures to compare with three other treatment 
groups that received modified figures on one or both of their discussion section materials. Third, 
one concern with modifying representations from a pedagogical standpoint is whether modifying 
representations will inhibit students’ ability to succeed in engineering practice where figures do 
not have special modifications to help students learn. I suspect this would not be an issue 
because as students gain domain knowledge, they are able to pay more attention to task relevant 
information even if it is not perceptually salient [12]. However, I can test for this by having one 
treatment group receive modified figures only on the worksheet (treatment group 1) and one 
treatment group receive modified figures only on the quiz (treatment group 2). Fourth, it is 
unclear whether students only need to see the modified figures once to perform better on the quiz 
or if they need to see the figures multiple times. Thus, I included one treatment group where 
students receive modified figures on both the worksheet and quiz (treatment group 3) to draw 
some preliminary conclusions about the number of times students need to see modified figures to 
maximize performance when sketching shear force and bending moment diagrams. 
 
5.3.2 Participants 
 I recruited students from the large-enrollment statics courses at the University of Illinois 
at Urbana-Champaign in the fall 2018 semester. Students were recruited through announcement 
in lecture and then again during one of the week’s homework problems. At that time, all 
participants were asked for consent to have their scores on their discussion section materials 
from the following week analyzed for the study. Of the 473 students enrolled in the course, 355 
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consented to participate in the study. Only those who completed at least the first two problems 
on the quiz were included in the analysis, which resulted in a total N of 253 students. 
 
5.3.3 Data Collection 
During week 9 of the course, students completed a worksheet and quiz in their discussion 
sections. Students worked on the worksheet in teams but individually on the quiz. Each group in 
the discussion section was randomly assigned to one of the four groups listed in Table 1. This 
random assignment should help mitigate effects from having different teaching assistants in each 
discussion section and potential self-selection bias of students into particular discussion section 
times or days of the week.  Additionally, this random assignment should help mitigate effects 
from different levels of domain knowledge among the students. While I collected both the 
worksheet and quiz, I only used the quiz scores for data analysis. 
 
5.3.4 Materials 
 
5.3.4.1 Worksheet and Quiz Figure Modifications 
The worksheet and quiz contained problems asking students to sketch the shear force and 
bending moment diagrams for beams with different loading and joint types (see Figure 5.1 and 
5.2). I chose problems with point loads and distributed loads for the applied loads and the fixed 
joint and pin and roller joints for the joint type because of their prevalence in statics problems. 
The combination of loadings and joint types also are similar to the problems I used for the prior 
think-aloud interviews with statics students in chapter 3. 
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 Based on the analysis I did in chapter 3, I suspected that the fixed joint is not perceptually 
salient to students. For the modified versions of the worksheet and quiz, I thus chose to modify 
the joints by giving the joint a salient symbol if it didn’t have one and making the symbol a 
bright red color. I chose this bright red color because it should provide a stark contrast to the rest 
of the diagram and it should make the joints more noticeable even to those who are red-green 
colorblind. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Figures and prompts for the discussion section worksheet with the unmodified and 
modified figures. 
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Problem 1 
 
Unmodified                                                             Modified 
 
 
 
 
 
 
 
 
 
 
 
 
Problem 2 
 
Unmodified                                                             Modified 
 
 
 
 
 
 
 
Prompt for problems 1 and 2 
a) Sketch the shear force diagram for the beam. 
 
b) Sketch the bending moment diagram for the beam. 
 
 
Problem 3 
 
Unmodified                                                             Modified 
 
 
 
 
 
 
 
 
 
 
 
 
Prompt for problem 3 
a) Why is the beam not moving? Please be as detailed as possible. 
 
b) Why is the piece of beam at x=5 m not moving? Please be as detailed as possible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Figures and prompts for the discussion section quiz with the unmodified and modified 
figures. 
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5.3.5 Data Analysis 
 I graded the students’ quizzes with a rubric that consists of mistakes students made 
during the think-aloud interviews in chapter 3. Such mistakes include whether students draw the 
arrows for the reaction force and/or reaction moment, inappropriately start their shear force or 
bending moment diagrams at 0 N or 0 N*m respectively, and include the reaction force or 
moment from the joint in their equilibrium equations. Many of the students did not complete all 
three problems, so I decided to only analyze students who completed the first two problems. In 
total, students could receive a maximum score of 17 points. 
To test whether modifying figures impacted statics students’ performance sketching shear 
force and bending moment diagrams, I conducted a one-way analysis of variance (ANOVA) 
among the four groups in the study. I used the classic one-way ANOVA because the Levene’s 
test showed homogenous variances among the four groups (p=0.22 for problem 1 and p=0.76 for 
problem 2). Although ANOVA tells you whether there are statistically significant differences 
between the groups, it does not tell you which groups are different. Because the four groups had 
homogenous variances, I used the Tukey HSD post-hoc test to determine which of the four 
groups were statistically different from each other. I used a significance level of p<0.05 and 
choose to report exact values except when p<0.001. 
 
5.4 Results 
Descriptive statistics for the discussion section quiz are displayed in Table 5.3. Although 
my data did not meet the assumption of normality, ANOVA is known to be robust against slight 
deviations from normality[13].  
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Table 5.3: Means and standard deviations from the discussion section quiz 
Measure Control Group 
(n=63) 
Treatment Group 1 
(n=71) 
Treatment Group 2 
(n=65) 
Treatment Group 3 
(n=54) 
 M SD M SD M SD M SD 
Discussion Section Quiz: 
Problems 1+2 
 
5.19 0.42 6.29 0.46 6.71 0.42 5.67 0.52 
Discussion Section Quiz: 
Problem 1 
 
1.75 0.23 2.61 0.27 2.66 0.28 2.23 0.28 
Discussion Section Quiz: 
Problem 2 
3.25 0.28 4.29 0.25 4.04 0.25 3.53 0.29 
 
5.4.1 Hypothesis 1: students will perform better on the discussion section quiz if given 
schematics where task-relevant information is intrinsically perceptually salient 
Students’ total scores on problems 1 and 2 of the discussion section quiz had a mean of 
5.2/17, 6.9/17, 6.7/17 and 5.7/17 for the control group, treatment group 1, treatment group 2, and 
treatment group 3 respectively. The one-way ANOVA showed that there were differences among 
the four groups (F(3, 249)=3.372, p=0.019) (see Table 5.4). The follow-up Tukey HSD post-hoc 
test showed that students in the control group’s quiz scores were significantly lower than only 
the students’ quiz scores in treatment group 1 (p=0.030) with an effect size of 0.48 (see Table 
5.5). While the scores in treatment group 2 were not significantly higher than the control group 
(p=0.085), they had a similar effect size compared to the difference between treatment group 1 
and the control group (d=0.42). The scores in treatment group 3 were not statistically significant 
from the control group nor the other two treatment groups. From these results, it appears that 
making the joints intrinsically perceptually salient on the worksheet or the quiz helped students 
perform better when sketching shear force and bending moment diagrams compared to the 
control group. However, this result did not extend to treatment group 3. While treatment group 
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3’s average quiz score was higher compared to the control group, it was not significantly 
different compared to any other group. 
 
Table 5.4: ANOVA among groups for Problem 1+2 
Sources SS df MS F P value F crit RMSSE 
Omega 
Sq 
Between Groups 133.309 3 44.436 3.372 0.019 2.640 0.228 0.027 
Within Groups 3280.755 249 13.175 
     Total 3414.064 252 13.547           
 
Table 5.5 Tukey HSD post-hoc test for ANOVA in Table 5.4  
  
Difference in means 
relative to left column p-value Cohen’s d 
Control Group Treatment Group 1 1.73 0.030 0.48 
Control Group Treatment Group 2 1.52 0.085 0.42 
Control Group  Treatment Group 3 0.49 0.887 0.13 
Treatment Group 1 Treatment Group 2 0.22 0.985 0.06 
Treatment Group 1 Treatment Group 3 1.25 0.227 0.34 
Treatment Group 2 Treatment Group 3 1.03 0.411 0.28 
 
 To test whether the differences across the total quiz score could be attributed to 
differences within a specific problem, I also ran a one-way ANOVA across the four groups for 
problem 1 (see Tables 5.6 and 5.7) and problem 2 (see Tables 5.8 and 5.9). The ANOVA showed 
significant differences among the four groups for problem 1 (F(3,249)=2.641, p=0.038) but not 
for problem 2 (F(3,249)=2.464, p=0.063). The follow-up Tukey HSD post-hoc test for problem 1 
showed that the control group’s scores were significantly lower than treatment group 1’s scores 
(p=0.050) with an effect size of 0.45. Although treatment group 2’s scores were not significantly 
higher than the control group’s (p=0.067), it has a similar effect size to the difference between 
treatment group 1 and the control group (d=0.48) (see Table 5.7). Therefore, I think it should still 
be considered as pedagogically helpful as treatment group 1. 
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Table 5.6: ANOVA among the four groups for Problem 1 
Sources SS df MS F P value F crit RMSSE 
Omega 
Sq 
Between Groups 38.634 3 12.87 2.858 0.038 2.641 0.210 0.022 
Within Groups 1121.984 249 4.505 
     Total 1160.618 252 4.605           
 
Table 5.7: Tukey HSD post-hoc test for ANOVA in Table 5.6 
  
Difference in means 
relative to left column p-value Cohen’s d 
Control Group Treatment Group 1 0.91 0.067 0.48 
Control Group Treatment Group 2 0.96 0.050 0.45 
Control Group  Treatment Group 3 0.49 0.591 0.23 
Treatment Group 1 Treatment Group 2 0.06 0.999 0.03 
Treatment Group 1 Treatment Group 3 0.41 0.702 0.19 
Treatment Group 2 Treatment Group 3 0.47 0.627 0.22 
 
Table 5.8: ANOVA among the groups for Problem 2 
Sources SS df MS F 
P 
value F crit 
RMSS
E 
Omega 
Sq 
Between Groups 33.515 3 11.171 2.464 0.063 2.641 0.196 0.017 
Within Groups 1129.187 249 4.5348 
     Total 1162.702 252 4.6138           
 
 Taken together, these results suggest that making the joints more intrinsically 
perceptually salient helped students more accurately sketch their shear force and bending 
moment diagrams. However, modifying the figures this way only seemed to benefit students on 
problem 1. I discuss potential reasons for this difference in the discussion section. 
 
5.4.2 Hypothesis 2: making task-relevant information perceptually salient on the worksheet 
will help students apply equilibrium when the task-relevant information is no longer 
perceptually salient on the quiz. 
The one-way ANOVA for the total quiz score and the score on problem 1 showed 
statistical differences between the groups. The subsequent Tukey HSD post-hoc tests on both 
ANOVA tests showed both that the scores from treatment group 1 and 2 were not significantly 
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different from each other and had small effect sizes (p=0.985, d=0.06 and p=0.999, d=0.03 for 
total score and problem 1 score respectively). This result suggests that making the joints 
intrinsically perceptually salient on the worksheet could help students remember the importance 
of joints when sketching shear force and bending moment diagrams on the quiz. From a 
pedagogical standpoint, this suggests we may be able to use modified figures in lecture and 
homework to help students learn and then use unmodified figures in assessments to test that 
learning. 
  
5.5 Discussion 
The hypothesis and research question I explored in this study were: 
  
Hypothesis 1: students will perform better on the discussion section quiz if given schematics 
where task-relevant information is intrinsically perceptually salient 
 
Hypothesis 2: making task-relevant information perceptually salient on the worksheet will help 
students apply equilibrium when the task-relevant information is no longer perceptually salient 
on the quiz. 
 
Starting with hypothesis 1, my results confirmed that modifying the joints in schematics 
of loaded beams using color (see Figure 5.1 and 5.2) positively affected students’ performance 
sketching shear force and bending moment diagrams. These results support Hegarty’s theoretical 
framework, which states that part of effectively developing a mental model is first identifying the 
task-relevant information[12]. My results also corroborate other studies in the visual cognition 
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literature that found that making task-relevant information perceptually salient increased 
students’ performance on a variety of tasks (see the literature review in chapters 3, 4, and 5). 
This study additionally contributes to this area of the literature by being among the first to apply 
Hegarty’s framework in the engineering context and in tasks that require handling of multiple 
types of representations in a single task. 
In addition to supporting Hegarty’s framework, my results also suggest this type of 
intervention could be considered for use in educational practice. The quiz scores for treatment 
groups 1 and 2 were higher than the control group with effect sizes ranging from d=0.42-0.48 
(see Tables 5.5 and 5.7). These effect sizes are smaller but similar to effect sizes found in other 
quasi-experimental studies that investigated the effect of making task-relevant information 
perceptually salient on performance measures (d=0.55-0.81) [2], [4], [14]–[16]. 
Although my results confirm that making task-relevant information perceptually salient 
helped students, it appears that it benefitted students primarily on the problem that had the fixed 
joint in the beam schematic. I think this result can be explained by the way fixed joints are 
presented in the quiz versus pin and rollers (see Figure 5.2). Pins and rollers generally have 
distinct symbols in statics (see problems 2, 4, 6, and 8 in Figure 3.2a and problem 2 in Figure 
5.2). By having distinct symbols, students can distinguish them from each other and from the 
surrounding information on the schematic, making these joints intrinsically perceptually salient 
to students. I observed this in the interviews with the statics students in chapter 3 when they 
would explicitly identify the pin and roller joints by name. Additionally, the way that pins and 
rollers look appears to signal what kind of motion the joint allows to the students. If you look at 
the symbol used for the pin (see problems 2, 4, 6, and 8 Figure 3.2a), there are hash marks along 
the bottom edge to indicate that the joint prevents movement in the x-direction. A roller, in 
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contrast, either has circles along the bottom edge (see problems 2, 4, 6, and 8 in Figure 3.2a) or 
the bottom edge itself is curved (see Figure 5.2). Both of these designs visually signal to the 
students that the joint does not prevent movement in the x-direction. In the interviews in chapter 
3, the students would not only explicitly identify pin and roller joints by name, they would also 
explicitly state which reactions each joint allows. Similarly, in this study, students would draw 
reaction forces in both the x- and y-directions for the pin and a reaction force in only the y-
direction for the roller. Thus, it makes sense that I did not observe any statistically significant 
differences among the four groups’ score on problem 2 of the quiz. The contrast between the 
symbols and the rest of the schematic, with or without the addition of the red color-coding, is 
strong enough to guide students’ attention to these symbols and convey what reactions are 
present, resulting in no statistical difference in problem two’s score among the four groups. 
In contrast, the fixed joint is generally not presented with a specific symbol in statics (see 
problems 1, 3, 5, and 7 in Figure 3.2a and problem 1 in Figure 5.1). Thus, I would expect to see 
an increase in performance from making the fixed joint more intrinsically perceptually salient, 
which I observed in Tables 5.6 and 5.7. That increase in performance could either come from the 
modified joint guiding students’ attention to it or helping students understand what kind of 
motion the joint prevents. Because I saw higher scores from treatment groups 1 and 2, I believe 
that color-coding the fixed joint helped guide students’ attention to the fixed joint. This contrasts 
with the interviews in chapter 3 where only the advanced novices explicitly identified the fixed 
joint by name and drew the appropriate reactions for the joint. However, students in this study 
only sometimes included the reaction moment on their schematic or a discontinuity in their 
bending moment diagram. This indicates to me that the way the fixed joint is presented in statics, 
and potentially the modified one I used, does not convey how it prevents motion in the same way 
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that pin and roller joints do. In the unmodified version of the quiz, the fixed joint was presented 
as where the beam meets the ground. This design would not convey either a reaction force or 
reaction moment unless students knew it was a fixed joint. In the modified version of the quiz, 
students often identified the reaction forces present but sometimes did not identify the reaction 
moment. Thus, the joint I chose likely helped guide students’ attention to the joint but may not 
have done a good enough job signaling what kind of motion the fixed joint prevents like the pin 
and rollers do. 
That being said, the benefit from the modified figures on problem 1 did not appear to 
help students in treatment group 3. Although treatment group 3 also scored higher than the 
control group on problem 1, the difference wasn’t statistically significant. Given that I collected 
data over the course of a week, it is possible that students in treatment groups 1 and 2 were more 
prepared than treatment group 3 despite randomly allocating which group students ended up in. I 
am in the process of collecting students’ performance on a statics concept inventory and hidden 
figures test, which should give me a measure of their level of prior knowledge and spatial ability. 
These two measures might help me explain why treatment 3 appears to not help students 
compared to the control group like treatment 1 and 2 did. 
Regarding my second hypothesis, my results indicate that students retained the benefit 
from having modified figures on the worksheet even when the quiz did not use modified figures. 
This suggests that when working on the worksheet, the modified figures could have facilitated 
the encoding portion of Hegarty’s framework [12] (see Figure 3.1) where students associate 
features of a figure with an internal representation of a concept, which they can then apply to 
problems with unmodified figures. The implication here is that educators can use modified 
figures to help students learn concepts and then take the modifications away over time without 
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hurting students’ problem-solving performance. Taking away the modifications over time is 
similar to the idea of fading where scaffolding of a problem is removed over time to promote 
learning and transfer [17]–[19]. In this case, the modifications would serve as visual scaffolding. 
 
5.5.1 Suggestions for instruction and future studies 
 Results from this study suggests that engineering educators should consider whether the 
representations they use to teach students contain information that is task-relevant but not 
intrinsically perceptually salient. Such representations could be inhibiting students’ ability to 
encode the information as part of their internal representation of the concept it portrays or 
effectively use that information when problem solving. Based on the effect sizes seen in this 
study and the literature, I think using color to highlight task-relevant information that isn’t 
represented by an intrinsically perceptually salient symbol or feature would be a good start.  
 Although I did find differences between the control group and treatment groups 1 and 2, 
there are a couple avenues for future studies that would be important to explore to understand 
under what conditions the perceptually obscure theme from chapter 4 is generalizable. First, I am 
in the process of collecting information about students’ level of prior knowledge and spatial 
ability, which are both part of Hegarty’s theoretical framework. By controlling for these 
individual characteristics, I can explore claims of whether modifying figures primarily benefits 
students with low levels of domain knowledge or spatial ability. Second, while I did see 
significant differences in performance on one assessment, it’s unclear how many times students 
would need to see the modified figures to have long-term gains in performance. In future work, I 
could explore a series of studies that increase the number or types of assignments that have 
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modified figures to test how many assignments would it take to have a sustained impact on 
students’ problem-solving performance. 
 
5.6 Conclusion 
From this study, I can tentatively conclude that the perceptually obscure theme from 
chapter 4 is generalizable within the context of sketching shear force and bending moment 
diagrams from schematics of loaded beams. However, I would need to do further analysis, such 
as controlling for level of domain knowledge, spatial ability, and type of task, to more 
definitively say under what conditions and for what types of students these types of 
modifications impact students’ problem-solving performance. While some have expressed 
concern that making task-relevant information more perceptually salient, the combination of 
treatment groups 1 and 2 having higher scores compared to the control group and the two groups 
being statistically equivalent suggest that students retain the benefit from modified figures even 
when you take the modifications away. Thus, we can use color-coding of task-relevant 
information to help students learn engineering concepts. More broadly, results from my study 
suggests that the visual representations currently used in classrooms affects students’ ability to 
use engineering concepts. Other than historical precedent, there is generally no clear reason why 
representations are designed the way they are and so we can design better ones for learning. This 
study helps educators understand how our notational conventions could be inhibiting students’ 
ability to learn and apply concepts in engineering. 
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CHAPTER 6 
 
CONCLUSIONS AND FUTURE WORK 
 
6.1 Contributions to the surface science of semiconductors community and potential future 
research directions 
In Chapter 2, I discussed how I used an adaptation to x-ray photoelectron spectroscopy to 
better understand charge capture in the semiconductor CuInSe2 (CIS). While CIS is a promising 
material for the absorber layer in solar cell applications, its performance is still hindered by the 
photovoltaic community’s relatively limited understanding of the chemical identity of point 
defects and how they form in these materials. My study is one of the first to my knowledge to 
experimentally identify electron capture on Cd defects within CIS, confirming its identity as an 
electrically active donor in the CIS matrix with an ionization energy of approximately 34 meV. 
This value fits within the proposed value of 0-100 meV proposed by Persson et al [1] in their 
computational study. I also observed that surface recombination around In is higher, suggesting 
that In related defects and defect complexes may play a bigger role in charge capture and 
recombination than Cd atoms. 
Future studies based off of this work can go into one of two areas. First, I could use the 
technique to study defect behavior under illumination in other semiconductor materials where 
defect chemistry is relatively unexplored such as CuZnSnS4 and perovskites. Second, I could 
further our understanding of why treating CIGS films with NaF and KF after growth leads to 
higher device performance. For example, treatment with KF leads to further Cu depletion at the 
surface of the CIGS films, which studies suggest leads to a higher CdCu donor concentration, 
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leading to better device performance. I could use this technique to verify claims like these and 
investigate the electrical activity of Na- and K-based defects. 
 
6.2 Contributions to the discipline-based education research community and potential 
future research directions 
I have made three contributions to the discipline-based education research community.  
First, I furthered our understanding of the novice-expert transition in both developing 
appropriate problem-solving strategies and conceptual knowledge. I added nuance to the claim in 
the literature that novices focus on “surface features” while experts focus on the “underlying 
structure”. Instead, I propose that both experts and novices focus on “surface features” but what 
is considered on the “surface” is different for novices and experts. The core approach that 
students take in their problem solving relied on identifying these surface features and translating 
them into other features on subsequent representations (i.e., Object Translation). I identified this 
core approach using a novel approach of creating network diagrams from the Problem-level 
codes. The subsequent cross-disciplinary analysis revealed that students are potentially sensitive 
to disciplinary norms when trying to apply their conceptual knowledge. For example, 
representing distinct concepts using the same letter or the same positions within tables and 
equations resulted in students frequently conflating the concepts. 
Second, I furthered our understanding of how novices process visual information by applying 
Hegarty’s theoretical framework in novel contexts. Hegarty’s theoretical framework is a good 
foundation for understanding how features of representations influence what information 
students pay attention to. However, her framework didn’t address contexts in which students are 
manipulating the display or using the display to solve a problem. This distinction is important 
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due to the focus on problem solving within engineering compared to other disciplines. Findings 
from my work help connect findings from studies using Hegarty’s theoretical framework to those 
in the problem-solving literature. For example, Hegarty’s theoretical framework says that how 
students encode information partially depends on how perceptually salient information is. 
However, the framework does not mention anything about how students coordinate 
representations when the representation does not have all the information the student needs to 
solve the problem. The Informationally Incomplete Representations theme from chapter four’s 
study showed that statics students spontaneously used multiple representations during a single 
translation. This suggests that students are aware, on some level, that the shear force diagram 
does not have all the information that they need and so look for representations where the 
information they need is perceptually salient. Additionally, my work helps fill a gap in the statics 
and mechanics of materials education literatures. These literatures focus mostly on the 
development and testing of concept inventories and how students do or do not draw free body 
diagrams. Few studies go beyond this content into more advanced topics such as shear force and 
bending moment like my work has.  
Third, my work fills gaps in the research-to-practice literature. One of the critiques of the 
knowledge-in-pieces perspective is that it has not offered suggestions for educators to help 
students recognize concepts in different contexts. The cross-disciplinary study in chapter four 
offers three ways in which educators can approach changing their course material to help 
students recognize how concepts are embedded within visual representations and to help 
recognize how disciplinary norms could be hurting students’ ability to learn the material. The 
subsequent study in chapter five thus acts as a proof of concept for future research-to-practice 
studies. While chapter five’s study is narrow in scope, it serves as a foundation for future studies 
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that want to explore the interplay between the work of Hegarty and problem solving in 
engineering. 
 Over the course of my doctoral work, I have presented these ideas at several conferences 
and had many discussions with engineering educators about the findings to get their perspective. 
During these discussions, they raised a couple concerns that I wish to address here.  
The first of these concerns is that making task-relevant information more perceptually 
salient makes the problems too easy and thus won’t develop their conceptual knowledge. To that 
argument, I point to the study by Ha, Brown, and Piiterson that showed that practicing engineers 
who solved problems on the statics concept inventory performed worse compared to students [2]. 
The educators I talked with agree with me that classroom tools should be helping students 
develop their conceptual knowledge. However, based on findings from the study in chapters 
three, four, and five, how we’re presenting visual representations is already preventing students 
from developing and expressing their conceptual knowledge. How can we expect students to 
distinguish between bending moment and the moment induced from an applied load if we always 
refer to both of them as a curved arrow labeled with the letter M? If two animals looked like a 
duck, quacked like a duck, and smelled like a duck, would we not call them both ducks? Other 
than historical precedence, there is no reason why the disciplinary norms are the way that they 
are. This means we can change them, even if slightly, to help students establish ways of 
distinguishing concepts or even identifying the concept in the first place. As engineers, we’re 
good at optimizing. Thus, maybe we should rethink how best to optimize features for visual 
representations when they are used as learning tools. 
 This leads directly to the second concern, which is that if we don’t use the form of visual 
representations used in industry, then students will be confused and not know how to use them 
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when they get to the engineering workplace. Studies in the novice-expert area show that the two 
populations pay attention to different parts of visual representations. This difference is so 
ingrained that a flicker test showed that experts could identify differences in diagrams more 
effectively than novices but only when the difference changed the underlying physics. Thus, I 
think that once students developed the appropriate knowledge structure, then we wouldn’t need 
the modified representations anymore as they would be able to identify where concepts are 
encoded. I could imagine a system where more modifications are placed in early classes and then 
subsequently taken away until seniors are working with representations that more closely 
resemble those used in industry. This is similar to the idea of “fading” where scaffolding in 
assignment prompts is gradually removed as students develop expertise [3]–[6]. 
 Based on the work I’ve done so far, there are three clear areas that I or others in the 
community could explore. 
First, consistent with my commitment to grounded theory, I would conduct further 
exploratory and quasi-experimental studies to refine and test the variables I proposed in chapter 
four and preliminarily tested in chapter 5. In addition to statics and digital logic, I would explore 
other disciplines to further understand how these variables do or not translate across engineering 
contexts. I would choose courses and disciplines that represent concepts using disciplinary-
specific notational conventions or don’t represent concepts in a perceptually salient way. For 
example, circuits diagrams use arrows to encode both the direction of current and for specific 
circuit components such as diodes and the emitter end of a transistor. 
Second, I would use the think-aloud interviews mentioned above to explore the role that 
heuristics play in problem solving across disciplines. For example, one potential research 
question could be what heuristics do students use across tasks in statics versus circuits versus 
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organic chemistry? One claim I made in chapter four was that students’ heuristics were prompted 
by features they noticed in the schematic and the shear force and bending moment diagrams they 
drew. I could further test that finding using eye tracking to observe whether students first 
verbalize a heuristic and then look for the feature to confirm it or fixate on a feature first and 
then verbalize the heuristic. If the latter occurs, then that would be stronger evidence for making 
task-relevant information perceptually salient like I did in chapter 5. 
 Third, as I mentioned when addressing educators’ concerns earlier, I would be interested 
in testing the idea of visually scaffolding visual representations. Initial courses at the sophomore 
level where students are first exposed to core concepts would have a lot of structuring with each 
subsequent course having less structuring. What constitutes a lot and how much to take away 
each time would be the subject of these future research studies. 
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APPENDIX A: STATICS INTERVIEW PROTOCOL 
 
Problem 1 Sketch 
 
1N/m20N
A
5 m 5 m 10 m
 
 
Consider the loaded cantilevered beam above that has negligible mass, is 20 m long, and is 
attached to the wall at point A. 
 
Without performing any calculations, sketch what you expect the shear force and bending 
moment diagrams to look like.  
 
 
Problem 2 Sketch 
 
 
 
Consider the loaded beam above that has negligible mass and is 20 m long. 
 
Without performing any calculations, sketch what you expect the shear force and bending 
moment diagrams to look like.  
 
 
 
 
 
 
1N/m20N
A B
10N
2.5m 2.5m5 m 10 m
1N/m20N
A B
10N
2.5m 2.5m5 m 10 m
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Problem 3 Sketch 
1N/m
20N
A
5 m
5 m
10 m
 
Consider the loaded flagpole above that has negligible mass, is 20 m tall, and is buried in the 
ground at point A. 
 
Without performing any calculations, sketch what you expect the shear force and bending 
moment diagrams to look like.  
 
 
Problem 4 Sketch 
 
 
A B
20 m
 
 
Consider the beam above. The beam has a total mass of 10 kg. 
 
Without performing any calculations, sketch what you expect the shear force and bending 
moment diagram to look like. 
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Problem 1 Computation 
 
 
1N/m20N
A
5 m 5 m 10 m
 
 
Consider the loaded cantilevered beam above that has negligible mass, is 20 m long, and is 
attached to the wall at point A. 
 
1) Find the reaction forces and moments at point A. 
2) Draw the shear force and bending moment diagrams for the beam. 
 
Problem 2 Computation 
 
 
 
Consider the loaded beam above that has negligible mass and is 20 m long. 
 
1) Find the reaction forces and moments at points A and B. 
2) Draw the shear force and bending moment diagrams for the beam. 
1N/m20N
A B
10N
2.5m 2.5m5 m 10 m
1N/m20N
A B
10N
2.5m 2.5m5 m 10 m
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Problem 3 Computation 
 
1N/m
20N
A
5 m
5 m
10 m
 
Consider the loaded flagpole above that has negligible mass, is 20 m tall, and is buried in the 
ground at point A. 
 
1) Find the reaction forces and moments at point A. 
2) Draw the shear force and bending moment diagrams for the pole. 
 
 
Problem 4 Computation 
 
 
A B
20 m
 
 
Consider the beam above. The beam has a total mass of 10 kg. 
 
1) Find the reaction forces and moments at points A and B. 
2) Draw the shear force and bending moment diagrams for the beam. 
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APPENDIX B: PROBLEM-LEVEL CODES USED TO MAKE FIGURE 3.6 
