We propose a weather prediction model in this article based on neural network and fuzzy inference system (NFIS-WPM), and then apply it to predict daily fuzzy precipitation given meteorological premises for testing. The model consists of two parts: the first part is the "fuzzy rule-based neural network", which simulates sequential relations among fuzzy sets using artificial neural network; and the second part is the "neural fuzzy inference system", which is based on the first part, but could learn new fuzzy rules from the previous ones according to the algorithm we proposed. NFIS-WPM (High Pro) and NFIS-WPM (Ave) are improved versions of this model. It is well known that the need for accurate weather prediction is apparent when considering the benefits. However, the excessive pursuit of accuracy in weather prediction makes some of the "accurate"
Introduction
Fuzzy logic [1] [2] [3] [4] and artificial neural networks (ANNs) [5] [6] [7] [8] are important in the intelligent control of complex systems. A combination of them is widely used in solving classification, pattern recognition problems, and so on.
Previous techniques have already combined neural networks with fuzzy logic, and these techniques can be broadly classified into three categories. The first is called the fuzzy neural networks (FNN) [9] [10] [11] [12] , which embeds fuzzy logic into a neural network. The second category is the neural-fuzzy system [13, 14] , whose activation function of the neural network is a fuzzy operator. The third category is the fuzzy-neural hybrid systems [15, 16] , where the fuzzy logic engine and the neural network perform separately to produce a result. The purpose of the first and second category is to increase the efficiency of the neural network, while the third category is for controlling problems.
Over the last decade, a great deal of attention has been devoted to the use of ANNs' weather forecasting [17] [18] [19] [20] [21] [22] since we can predict weather conditions without knowing the complex physical process of atmosphere. Although this method is much simpler than the numerical forecasting method, scientists find that the exact inputs of a neural network for weather forecasting leads to the non-accuracy of the prediction outputs. Besides, a fact that we cannot omit is that the predictive accuracy rate of precipitation is not good enough, even by using complex and time-consuming numerical forecasting methods. In view of this, we consider the use of fuzzy variables such as the levels of meteorological variables as a point forecast for load and hope to get better predictive results.
Traditionally, ANNs use crisp weather variable as its inputs to predict crisp weather conditions, and in this paper, we use fuzzy weather variables as its inputs and predict the fuzzy weather condition instead. Our neural fuzzy inference system-based weather prediction model (NFIS-WPM) could infer a new reasonable fuzzy variable output according to the fuzzy variable inputs by using the algorithm we proposed in this paper and then we use this approach in weather forecasting.
In addition, NFIS-WPM is based on another technique that combines ANNs and fuzzy logic. This technique is different from the previous three techniques since it embeds neural network into fuzzy logic engine with fuzzy input and fuzzy output values. In other words, the first approach and the new approach operate in opposite ways. Besides, this new technique is specifically designed for fuzzy inference problems and the others have different goals.
In this paper, we begin by introducing the basic concepts of fuzzy logic, ANNs and weather forecast in the Preliminaries Section. Then, we propose a weather prediction model based on neural network and fuzzy inference system named "Neural fuzzy inference system-based weather prediction model (NFIS-WPM)". We also use 3-year summer half meteorological observation data in Taiyuan (a city in Shanxi, China) to test the NFIS-WPM and show how NFIS-WPM operates. Experimental results over a relatively long period of time confirm that the NFIS-WPM can be effectively used in precipitation forecast, and show increased skills compared with the traditional ANNs. Thus, we can expect that NFIS-WPM would have the similar high capability with predictions in other meteorological elements and locations.
Preliminaries

Fuzzy Logic
Fuzzy logic is applied to deal with the notion of biased correctness, in which the value may be between absolutely true and false. Besides, these degrees may be administrated by membership function that is a mapping from a set U to the interval [0, 1] when we use linguistic variables [23, 24] .
A unique membership function [25, 26] denoted by μ A (x) represents a unique fuzzy set A. Unlike the previous logic theory, fuzzy logic variables take values between 0 and 1. For an element x of A, the μ A (x) is the degree of x belonging to the fuzzy set. If the value is 0, which means that the element x does not belong to fuzzy set A at all; if the value is 1, which means that the element x totally belongs to fuzzy set A; if x is between 0 and 1, which means that the element x partially belongs to fuzzy set A.
Definition of a fuzzy set: A fuzzy set A defined in the universal X is given by its membership function:
μ A (x) is a function with range between 0 and 1 inclusively; x could be any real number. A unique fuzzy set is expressed by a unique membership function, which could take the form of { ( ) /x 1 , ( )/x 2 , …, ( )/x n } In mathematics, a relation is used to describe certain connections among things. It is clear, that things are either related, or they are not. Relations could be given by ordered pairs. Strictly speaking, a relation is defined by its set of inputs, outputs, and all pairs of inputs and outputs. These pairs are ordered, the first few elements are the inputs that could be viewed as a vector, and the last is the output.
Having the definition of fuzzy set, now we define a concept named "sequential relation among fuzzy sets". For each pair (x, y) in the Cartesian product of the two fuzzy sets X and Y defined in the universal U and V, the relation among fuzzy sets X and Y specifies:
can be specified as a matrix as follows:
For example, assume there are two fuzzy sets:
ANNs
ANNs are self-adaptive methods where few priori assumptions about the models for problems are given. They imitate the activities of human brain: they learn knowledge and result in weights change. Figure 1 shows the structure of the artificial neural network, which has an input layer, a hidden layer and an output layer. The number of nodes of the input layer is m, which transfer (x 1 -x m ) to each neuron in the hidden layer. Except for the m input values, there is another constant input x 0 called "bias" with value 1.0, "bias" is connected with hidden layers too. All inputs are multiplied by a weight and summed together. Finally, an activation function is used to control the amplitude of the output. ANNs having the ability to learn from previous experience are a useful tool for a number of practical problems since it is much easier to obtain training data than to make good enough guesses on the underlying laws controlling the systems where data are generated. ANNs is such a technique that can predict future state values. There are a lot of applications of ANNs, such as financial prediction [27, 28] , electric load prediction [29, 30] , and weather prediction [31, 32] that have received significant research attention. ANNs have shown their strong robustness in predicting complex systems, including non-linear, linear and chaotic ones.
Weather Prediction
Weather prediction is to predict the state of the atmosphere, such as temperature, wind, precipitation, etc., for a given location by using the meteorological and related science and technology.
It can be done by collecting current or historic atmospheric data at a given place and scientifically exploring how the atmosphere will change on that place. Weather prediction is difficult for us since current atmospheric prediction models highly rely on recursive sets of differential equations whose calculation is difficult. Using ANNs for weather prediction is not a complicated task, and there have been many studies on the efficacy of this technique [31, 32] . Furthermore, we propose a weather prediction model based on a neural fuzzy inference system in this paper. In this model, we divide continuous meteorological variables originally expressed numerically into a number of levels expressed linguistically, which means that crisp numbers are mapped to corresponding fuzzy sets, so that the weather samples are transferred into a fuzzy inference system. For example, we can grade atmospheric pressure into four levels named "Moderate", "Lower slightly", "Lower" and "Lowest" according to the given data mapping rules.
Neural Fuzzy Inference System-Based Weather Prediction Model
Fuzzy Rule-Based Neural Network [33]
Fuzzy system is a rule set with a premise (input) that is composed of several linguistic variables and a conclusion (output) that is also composed of several linguistic variables.
Herein, we consider a fuzzy system with e.g., m-input 1-output.
Where j is rule number index, n is the inputs numbers, A 1 -A n denotes the fuzzy sets over the universe of X, B denotes the fuzzy set over the universe of Y.
We assume the fuzzy rule set above has r fuzzy rules. Each relation in the fuzzy rule set has several fuzzy input variables (x 1 , x 2 , …, x n ) and one fuzzy output variable. As n increases, each fuzzy rule becomes more and more complex. The relation within a given rule is expressed as "sequential relation among fuzzy sets" in the rule.
For fuzzy variables whose membership function are continuous, the first step is to transfer it into discrete counterparts. For example, if we are given a simple rule: IF A, THEN B. We first divide A and B into a same number of counterparts, for example, three counterparts:
More often the premise of a fuzzy rule has more than one fuzzy input variables, corresponding, R inner could be expressed as
Except for the ordered pairs, a relation can be defined by a formula or an algorithm that tells how to calculate the output given a set of inputs, as well as ANNs. Sometimes, we cannot get all the ordered pairs such as continuous relation or know a formula for complex real world problems. As mentioned before, ANNs are very suitable for problems whose solutions require underlying predicting rules that are hard to specify. After learning of the training samples that are already known, ANNs have the ability to infer the unseen part (output) of a testing sample.
Since the sequential relation among fuzzy sets is not a direct relation among crisp numbers, now, we introduce the "fuzzy rule-based neural network" to express the fuzzy rule R j . The theoretical structure of the fuzzy rule-based neural network (shown in Figure 2 [33] ) includes Input layer, Fuzzification layer, Neural training layer and Output layer. Since there are r fuzzy rules in the fuzzy set, there are r fuzzy neural network structures in Figure 2 to match with. There may be many dashed parts, which correspond with the un-active fuzzy rules for the current training time. ) and the output link of the nodes represents the membership value, which specifies the degree of an input belongs to a fuzzy set. Then, this layer chooses the value with the maximum membership degree to participate the process of the neural training layer according to the maximum membership degree principal.
Neural training layer: This layer is the n-inputs, 1-output feed forward neural network using the BP algorithm that is commonly used. The back propagation artificial neural network (BPANN) is basically a neural network, which composed of input layer, hidden layer and the output layer [34] . Besides, it uses BP algorithm to train itself, taking inputs from the previous layer and sending outputs to the next layer. The BP algorithm determines the weights during the process of data training, resulting in a minimized error between the real and the expected values, which is used for updating the weights [35, 36] .
Output layer: This layer is the same to the output layer of ANNs but with a fuzzy number output.
Neural Fuzzy Inference System-Based Weather Prediction Model (NFIS-WPM)
Now we introduce the fuzzy inference system on the basis of fuzzy rule-based neural network to predict weather condition, that is, neural fuzzy inference system-based weather prediction model, NFIS-WPM for short.
Meteorological Fuzzy Inference System
Fuzzy inference system [33] consists of a fuzzy system with known inputs and outputs that we call "fuzzy back knowledge"; an incomplete fuzzy system with known inputs and unknown outputs that we call a "fuzzy inference problem".
Fuzzy inference system is suited to weather forecasting, whose process is expressed by the equation:
where G(premise) contains n forecasting premises to predict C(conclusion). Take a simple example to show how it works on a weather system. There are five forecasting premises and one meteorological element (conclusion) in the fuzzy rule set R: 
Meteorological Fuzzy Inference Algorithm
Meteorological fuzzy inference algorithm is the algorithm executed in the neural fuzzy inference system-based weather prediction model (NFIS-WPM)
Stage 1: In this stage, crisp numbers are mapped to corresponding fuzzy sets in accordance with the membership function curves shown in Figure 3 . Now we take Figure 3a as an example to describe how we use the membership function curves to determine the corresponding fuzzy set of a crisp number. There are four membership function curves shown in this panel. Each curve is used to read the membership degrees corresponding to the atmospheric pressure values for one of the different fuzzy sets named "Lowest", "Lower", "Lower slightly" and "Moderate", respectively. For example, given a crisp number "910" whose membership degree is "Moderate", we can get the maximum membership degree value of the membership function curve for "Moderate" compared with the other three in Figure 3a , and then we map the number "910" to fuzzy set "Moderate". Similarly, the membership function curves shown in Figure 3b- 
is a threshold to control the similarity degree of the output and the element of the restricted domain.*/
In mathematics, a function is a relation between inputs and outputs with the property that each unique combination of inputs matches with exactly one output. An example is the function that relates each real number μ A (x) to μ B (x). In this example, if the inputs μ A (3) = μ A (4) and the output are 0.9 and 0.8, respectively, then we say the relation between μ A (x) to μ B (x) is not a function since the same input values lead to different output values. Similarly, our model is a relation between the fuzzy variable inputs and a set of fuzzy variable output. After completing the whole process, the same meteorological premises may lead to different meteorological conclusions.
To solve such problem, we introduce the concept of the expected value (Definition 3.1): Definition 3.1 Let X be a discrete random variable taking numerical values with distribution function p(x). The expected value E(X) is defined as:
The expected value is a weighted average of all possible values, each of which is multiplied by its assigned distribution function, and the final products are then added together to get the expected value. Obviously, the values used to calculate the expected value should be numerical, but our model's value is a fuzzy set, in other words, linguistic. To solve this problem, we use a number to represent a linguistic variable value, for example, use "1" to replace "Little rain". NFIS-WPM combing the method described above is called NFIS-WPM (Ave). We should notice that the hitting rate (Definition 3.2) in NFIS-WPM (Ave) would drop down sharply since the expected value is a compromise among the different possible outputs. Definition 3.2 Let Correctp be times of correct prediction and overall times of prediction as Totalp. The hitting rate Hitrate is defined as:
Under these circumstances, we adopt the policy of rounding up. For example, if "1" is to represent "Little rain" and "2" is to represent "Moderate rain" and there is a number "1.6", so we give the prediction result as "Moderate rain".
Or we just give the value with the highest possibility among all the generated values to the fuzzy variable. This is a more straight-forward method. Similarly, NFIS-WPM combing this method is called NFIS-WPM (Hig-prob).
Experiments and Analysis
Data Collection
The surface meteorological observation data used in this experiment were collected from the Shanxi Provincial Meteorological Bureau, China. The day's wind speed, dry and wet bulb temperature, relative humidity, atmospheric pressure and accumulated precipitation at 20 o'clock (Beijing Time) in Taiyuan, Shanxi, China from May 2010 to October 2010, May 2011 to October 2011 and May 2012 to October 2012 were selected. We also got the Global Ensemble Forecast System (GEFS) product data for comparison from the Environmental Modeling Center, National Centers for Environmental Prediction, USA.
Experimental Section
The NFIS-WPM, NFIS-WPM (Ave) and NFIS-WPM (Hig-prob) are tested in this experiment, and a traditional ANN weather prediction model is used for comparison. The day's wind speed, dry and wet bulb temperature, relative humidity, and atmospheric pressure observations at 20 o'clock (Beijing Time) are taken as inputs while the accumulated precipitation for the next 24 h is taken as outputs for the weather prediction models. The precipitation observations are used to verify the model prediction results.
Atmospheric pressure falls into four fuzzy sets in Table 1 ; relative humidity falls into four fuzzy sets shown in Table 2 ; dry and wet bulb temperature falls into five fuzzy sets shown in Table 3 ; wind speed falls into five categories (fuzzy sets) shown in Table 4 ; precipitation falls into five fuzzy sets shown in Table 5 . In order to test NFIS-WPM (Ave), numbers from 0 to 4 inclusively are given to represent No rain, Light rain, Moderate rain, Heavy rain and Rainstorm, respectively (Figure 4 ) [37] [38] [39] . 
Experiment Results and Error Analysis
Results from Figures 5-9 and Table 6 indicate:
(1) ANNs are used to predict the exact precipitation for weather forecasting, but lead to the non-accuracy of the prediction outputs. Hitting rate is 0, which means that the rate of prediction accuracy is 0. Figure 5 shows that ANNs never accurately forecasted strong rainfalls whose precipitations were more than 20 mm during the experimental time period. However, it had forecasted rainfalls in the non-rainfall days during the experiment. Therefore, we believe that ANNs are almost impossible to forecast precipitation.
(2) NFIS-WPM is not good enough to get an accurate result. Figure 5 shows that it often made mistakes in predicting precipitation, especially when the actual precipitation was light, which was often erroneously forecasted as a heavy precipitation. Hitting rate is only 0.18, just a little bit better than ANNs. The same meteorological premises may lead to several different conclusions in NFIS-WPM; we just randomly choose one of the possible fuzzy sets. It is the randomness that leads to this accuracy.
(3) NFIS-WPM (High Pro) is the improvement of NFIS-WPM. There is a significant change in average error, from 1.54 levels to 0.36 levels; and plenty of raises in hitting rate, from 0.18 to 0.73. However, the biggest disadvantage of NFIS-WPM (High Pro) is its tendency to obtain false negatives.
(4) NFIS-WPM (Ave) is another improvement of NFIS-WPM. Figure 8 shows that NFIS-WPM (Ave) has the best performance in predicting moderate rainfall. Table 6 shows that the NFIS-WPM (Ave) is a relatively stable model since the errors fall within an interval between 0 and 1.56 levels and its hitting rate is the best of the four methods. However, the predicted precipitation level is increased, but quite stable compare with the actual variability of precipitation, since we just give the value with the average possibility among all the generated values to the fuzzy variable, and it will weaken the extreme values forecast.
(5) We compared the precipitation predicting results of our NFIS-WPM (Ave) with the existing operational prediction system, the GEFS ensemble mean shown in Figure 9 . GEFS ensemble mean leads to a lower accuracy with the hitting rate of 0.31. After the comparison, we believe that our NFIS-WPM (Ave) performs better than the GEFS ensemble mean in forecasting precipitation. 
Discussion and Conclusions
In this paper, the crisp inputs of the neural network are changed into fuzzy ones; correspondingly, the structure of the neural network is also changed. Then, specific models based on the improved neural network are used to predict weather conditions such as precipitation and get a better result than the traditional neural network. In particular, NFIS-WPM (High Pro) and NFIS-WPM (Ave) can reduce the prediction error significantly in precipitation and increase the hitting rate greatly compared with traditional ANNs.
It is well known that the need for accurate weather prediction is apparent when considering the benefits that it has. However, after Lorenz's work on Chaos Theory in the 1960s [40] , probabilistic predictions have gradually dominated weather and forecasting. A recent study [41] shows how Lorenz's theory influences the ways in which we seek to represent uncertainty in forecasting. In addition, precipitation change due to global warming is highly uncertain, which has a profound impact on the human living environment [42] . Therefore, "uncertainty" should be considered under the challenges posed by climate change and represented in weather prediction systems such as probabilistic or fuzzy forecasting. Atmospheric motion is uncertain, and it is fuzzy [43, 44] ; that means the "accuracy" in weather prediction using neural networks with crisp premises makes some of the accurate prediction results useless and meaningless, since sometimes the meaningful relation among different objects only exists when the premises are treated as fuzzy variables. By adapting this novel model to the weather prediction problem, we reduce the "uncertainty" in weather prediction since inputs of the neural network we propose in our paper are fuzzy sets, which mean a sort of "uncertainty". Furthermore, it is these "sort of uncertainty inputs" that make the outcomes of the weather prediction more meaningful and accurate [45] .
The neural fuzzy inference system-based weather prediction model is one of the data driven modeling approaches. The problem with the data driven modeling approach is that the underlying rules cannot be specified [46, 47] . Thus, data driven modeling may provide a practical or feasible way to solve problems worldwide. The computing world has a lot to gain from neural networks. Their greatest advantage is their ability to model complicated non-linear relationships without a priori assumptions, just like a black box [48] . They have the ability to learn through examples, making them very flexible and powerful. Furthermore, there is no need to know the internal mechanisms of a task. The obtained results also showed that NFIS-WPMs outperformed the ANNs models. This may be related to the effect of fuzzification for the inputs through fuzzy classification methods. Because the meteorological premises were first fuzzified and then fed to the NFIS-WPMs, and fuzzy-based neural network modeling has been performed on the fuzzified data, the ability of these modeling approaches has been improved.
As we know, weather forecasting methods are often comprehensive since a single method or model may be unable to get good results [49] [50] [51] ; this is because the atmosphere has nonlinear movement. Atmospheric flows are usually described by a system of nonlinear partial differential equations. Within this framework, we should not only consider the stochastically forced dynamical system, but also consider observations as the stochastic process rather than single numerical values [52] . Thus, this makes numerical weather prediction models based on atmospheric dynamics equations and physical process parameterization theories increasingly complex and difficult to manage. However, our models that have the ability to model complex nonlinear relationships could reduce the prediction error by large amounts. What we should notice is that neural network predicts future results based on previous experience. However, future weather conditions do not always relate to the previous status. In this case, our system cannot get meaningful prediction outcomes. Besides, our system has to learn before predicting, if there is no old information available, we cannot use this prediction system.
There are a lot of types of ANNs and our system is based on BP-backward neural networks. We may replace the core part of our prediction system with another type of neural network and it may be able to get better predictive results than the system proposed in this article. Or we can just use our system to test the other meteorological elements as well. However, scope is lacking for a detailed description of it.
