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Аннотация. Исследуется асимптотическое поведение всех собственных значений периодиче-
ской и антипериодической краевых задач для уравнения второго порядка с малым множителем
при старшей производной. Основное предположение состоит в том, что коэффициент при первой
производной является знаком переменной, то есть имеются точки поворота. Разработан алгоритм
вычисления всех коэффициентов асимптотических рядов для каждого из рассматриваемых соб-
ственных значений. Как оказалось, значения всех этих коэффициентов определяются по значениям
коэффициентов исходного уравнения только в окрестности точек поворота. Получена асимптотика
длин ляпуновских зон устойчивости и неустойчивости. В частности, решена задача об устойчиво-
сти решений уравнений второго порядка с периодическими коэффициентами и малым параметром
при старшей производной.
Ключевые слова: сингулярно возмущенное уравнение, точки поворота, асимптотика, краевая
задача, собственные числа
Для цитирования: Кащенко С.А., "Асимптотические разложения собственных значений периодической и ан-
типериодической краевых задач для сингулярно возмущенных дифференциальных уравнений второго порядка с
точками поворота", Моделирование и анализ информационных систем, 23:1 (2016), 61–85.
Об авторах:
Кащенко Сергей Александрович, orcid.org/0000-0002-8777-4302, доктор физико-математических наук, профессор,
Ярославский государственный университет им. П.Г. Демидова,
ул. Советская, 14, г. Ярославль, 150000 Россия,
Национальный исследовательский ядерный университет «МИФИ»,
Каширское ш., 31, 115409, г. Москва, Россия
e-mail: kasch@uniyar.ac.ru
61
62
Моделирование и анализ информационных систем. Т. 23, №1 (2016)
Modeling and Analysis of Information Systems. Vol. 23, No 1 (2016)
Введение
Настоящая работа опирается на теорию зон устойчивости А.М. Ляпунова [1] – [3].
В работах [4], [5] изучена асимптотика собственных значений первой краевой за-
дачи для уравнений, указанных в названии. В настоящей статье изучается пове-
дение собственных значений периодической и антипериодической краевых задач.
Устанавливаются асимптотические представления, и дается алгоритм вычисления
коэффициентов этих представлений для всех собственных значений данных крае-
вых задач. При этом широко используются результаты статей [4], [5]. На основании
полученных утверждений исследуется вопрос об устойчивости решений.
Структура статьи такова. Она состоит из 10 разделов. В разделах 1–4 иссле-
дуется асимптотика собственных значений и вопрос об устойчивости для самосо-
пряженных уравнений из указанного в названии класса, а в разделах 5–10 – для
несамосопряженных. Отметим, что некоторые результаты, касающиеся вопроса об
устойчивости решений, были изложены в [6].
1. Постановка задачи и формулировка результатов
в самосопряженном случае
Рассматривается линейное дифференциальное уравнение
εx¨+ p(t)x˙+ q(t)x = λx (1.1)
с малым положительным параметром ε и T - периодическими коэффициентами p(t)
и q(t). Для того, чтобы каждый раз не оговаривать гладкость этих функций, будем
считать их бесконечно дифференцируемыми. Основное же предположение состоит
в том, что функция p(t) имеет нули на отрезке [0, T ].
Для уравнения (1.1) ставятся на отрезке [α, α+T ] первая, периодическая и анти-
периодическая краевые задачи. Требование самосопряженности операторов, порож-
денных последними двумя краевыми задачами, заключается в том, что справедливо
равенство
M [p(t)] = 0. (1.2)
Как известно, каждая из поставленных задач имеет счетное число веществен-
ных собственных значений, которые можно считать занумерованными в порядке
убывания. Собственные значения первой краевой задачи обозначим через µi(ε, α)
(j = 1, 2, . . . ), а собственные значения периодической и антипериодической задач,
которые, очевидно, не зависят от α, обозначим соответственно через λ+j (ε) и λ
−
j (ε)
(j = 1, 2, . . . ). При этом можно так произвести нумерацию в случае кратных соб-
ственных значений, чтобы все λ+j (ε) и λ
−
j (ε) (j = 1, 2, . . . ) были непрерывными
функциями параметра ε. Собственную функцию, отвечающую собственному значе-
нию λ+j (ε), обозначим через x
+
j (t, ε), а через x
−
j (t, ε) будем обозначать собственную
функцию, отвечающую λ−j (ε). Как отмечалось в [3] (глава 1), функция x
+
1 (t, ε) по-
ложительна, а функции x+2j(t, ε) и x
+
2j+1(t, ε) имеют ровно 2j нулей на некотором
отрезке длины периода. Собственные функции x−2j−1(t, ε) и x
−
2j(t, ε) обращаются в
нуль ровно 2j−1 раз каждая на отрезке [α, α+T ], если x−2j−1(α, ε) 6= 0 и x−2j(α, ε) 6= 0.
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Предположим сначала, что функция p(t) имеет лишь конечное число простых
нулей на отрезке длины периода. Как показано в [4], при таком предположении для
каждого номера j = 1, 2 . . . имеет место асимптотическое представление
µj(ε, α) = µ
0
j(α) + εµ
1
j(α) + ε
2µ2j(α) + . . . (1.3)
В [5] приведен алгоритм вычисления коэффициентов рядов (1.3). Здесь отметим
только, что эти коэффициенты вычисляются лишь по значениям функций p(t), q(t)
и их производных в точках поворота, т.е. там, где функция p(t) обращается в нуль.
Напомним еще один полезный факт из [5]. Функция µij(α) параметра α, которая,
очевидно, периодична с периодом T , может принимать лишь два различных зна-
чения, причем при всех таких α, для которых p(α) 6= 0, значение µij(α) одно и то
же. Нам удобно зафиксировать одно из таких чисел, которое не совпадает с нулем
функции p(t). Ниже мы будем обозначать его через α0.
Теорема 1. Имеют место асимптотические представления
λ+j (ε) = µ
0
j(α0) + εµ
1
j(α0) + . . . , (1.4)
λ−j (ε) = µ
0
j(α0) + εµ
1
j(α0) + . . . , (1.5)
где j = 1, 2, . . .
Обратим внимание, что асимптотические ряды для λ+j (ε) и λ
−
j (ε) совпадают для
одинаковых номеров j (j = 1, 2, . . . ). Отсюда, в частности, следует, что эти ряды
расходятся.
Сформулируем критерий устойчивости решений уравнения
εx¨+ p(t)x˙+ q(t)x = 0, (1.6)
в котором функция p(t) такая же, как и в условиях предыдущей теоремы.
Теорема 2. Предположим, что коэффициенты ни одного из рядов (1.4) и (1.5) не
состоят из одних нулей. Тогда существует такое ε0 > 0, что при всех ε ∈ (0, ε0)
решения уравнения (1.6) неустойчивы.
Перейдем к случаю, когда у функции p(t) существуют кратные нули, а число
простых нулей конечно. В этом случае к числу
ν0 = max q(t), t ∈ {α : p(α) = p˙(α) = 0}
стремятся все собственные значения µj(ε, α) первых краевых задач, для всех j боль-
ших N , при стремлении ε к нулю. При этом для µi(ε, α) (0 ≤ i ≤ N) имеет место
представление (1.3).
Теорема 3. Для N первых чисел λ+j (ε) и λ
−
j (ε) имеет место теорема 1. Для
остальных собственных значений справедливы равенства
lim
ε→0
λ+j (ε) = ν0, lim
ε→0
λ−j (ε) = ν0. (1.7)
Теперь сформулируем следующий критерий устойчивости.
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Теорема 4. Пусть ν0 < 0 и коэффициенты ни одного из асимптотических рядов
(1.4) и (1.5) для N первых чисел λ+j (ε) и λ
−
j (ε) не состоят из одних нулей. Тогда
существует такое ε0 > 0, для которого при всех ε ∈ (0, ε0) решения уравнения
(1.6) неустойчивы.
При условии ν0 > 0 существуют две такие последовательности ε1m → 0 и
ε2m → 0, что при каждом ε1m (m = 1, 2, . . . ) решения уравнения (1.6) устойчивы, а
при каждом ε2m (m = 1, 2, . . . ) – неустойчивы.
2. Обоснование теоремы 1 для собственных
значений λ+1 (ε) и λ
−
1 (ε)
Сначала докажем теорему 1 для собственного значения λ+1 (ε). Будем рассуждать от
противного. Предположим, что существует такой номер l0 и такая последователь-
ность εm → 0, на которой выполняется предельное равенство
lim
m→∞
ε−l0m
[
λ+1 (εm)−
l0∑
i=0
εimµ
i
1(α0)
]
= δ0, (2.1)
где δ0 6= 0. Из [3] (лемма 1.4.6 главы 1) и из способа нумерации собственных значений
вытекает неравенство
λ+1 (ε) > µ1(ε, α0) (ε > 0).
Отсюда можно сделать вывод о том, что
δ0 > 0. (2.2)
Из соотношений (2.1) и (2.2) следует, что при достаточно малых εm верно нера-
венство
λ+1 (εm) > ε
l0
mδ
0 +
l0∑
i=0
εimµ
i
1(α0), (2.3)
в котором δ0 =
{
1
2
δ0, если δ0 <∞,
1, если δ0 =∞.
Отметим, далее, один общий факт. При условии
λ < λ+1 (ε)
(ε как-то фиксировано) решения уравнения (1.1) осциллируют. Отсюда и из (2.3)
вытекает существование такого отрезка [0, δ(εm)], на котором решения уравнения
εmx¨+ p(t)x˙+
[
q(t)− εl0mδ0 −
l0∑
i=0
εimµ
i
1(α0)
]
x = 0 (2.4)
осциллируют. Затем мы вновь воспользуемся результатами из [4] и [5], где показа-
но, что условие (2.2) влечет за собой неосцилляцию на всей оси решений последнего
уравнения при всех достаточно малых εm. Тем самым получено противоречие. Со-
отношение (1.4) для значения λ+1 (ε) доказано.
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Для того, чтобы установить равенство (1.5) для номера j = 1, воспользуемся
утверждением, приведенным в [3] (лемма 1.4.6), на основании которого
λ+1 (ε) > λ
−
1 (ε) ≥ µ1(ε, α0) (ε > 0).
Отсюда и из уже доказанного в этом разделе утверждения получаем равенство
λ−1 (ε) = µ
0
1(α0) + εµ
1
1(α0) + . . . ,
т.е. соотношение (1.5) справедливо при j = 1.
3. Вспомогательное утверждение
В этом разделе мы установим утверждение, которое будет играть основную роль при
доказательстве теоремы 1. Точнее, будет изучено поведение некоторых собственных
значений первых краевых задач в одном частном случае.
Введем в рассмотрение дифференциальное уравнение
εx¨+ p(t)x˙+ q(t, ε)x = λx, (3.1)
в котором функция p(t) такая же, как и в уравнении (1.1) при условиях теоремы 1, а
функция q(t, ε), которая периодична и сколь угодно гладка по t, представима в виде
асимптотического ряда по степеням параметра ε в окрестности точки ε = 0. Соб-
ственные значения первых краевых задач для этого уравнения на отрезках [α, α+T ]
обозначим через µj(ε, α) (j = 1, 2, . . . ). Как и везде выше, считаем, что нумерация
этих собственных значений произведена в порядке их убывания. Как ясно из ре-
зультатов, полученных в [3] – [5], для каждого µj(ε, α) имеет место представление,
аналогичное по виду (1.3). Первое предположение состоит в том, что ни один из ря-
дов вида (1.3), соответствующий µj(ε, α), не имеет только нулевых коэффициентов.
Рассмотрим, далее, лишь те собственные значения µj(ε, α), для которых первый
неисчезающий член в представлении (1.3) для µj(ε, α) положителен. Понятно, что
таких собственных значений может быть лишь конечное число. Мы будем предпо-
лагать, что это число не равно нулю. Через j0 обозначим наибольший из номеров
рассматриваемых собственных значений. Последнее предположение заключается в
том, что асимптотические представления в нуле для каждого α из отрезка [0, T ]
собственных значений µj0(ε, α) совпадают.
Прежде чем сформулировать соответствующее утверждение, условимся о тер-
минологии. Будем писать
ϕ(ε) = o(ε∞),
если для каждого l ≥ 0 выполняется соотношение
ϕ(ε) = o(εl).
Лемма 1. Имеет место равенство
µj0+1(ε, α0)− min
α∈[0,T ]
µj0(ε, α) = o(ε
∞). (3.2)
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Доказательство. Рассмотрим уравнение (3.1) при нулевом значении параметра
λ, т.е. такое уравнение:
εx¨+ p(t)x˙+ q(t, ε)x = 0. (3.3)
Главную роль при обосновании нужного нам утверждения будет играть один факт,
полученный в работах [4], [5]. Сформулируем его. Предварительно введем еще не-
сколько обозначений. Через t1, . . . , tn обозначим все нули функции p(t) на отрезке
[0, T ]. Обозначим затем через ∆i отрезок [ti − t0, ti + t0], в котором число t0 > 0
выберем настолько малым, чтобы в каждом из этих отрезков лежал лишь один нуль
функции p(t). Теперь мы легко сможем указать наибольшее и наименьшее число
нулей, которое могут иметь решения уравнения (3.3) на отрезке ∆i (i = 1, . . . , n) при
малых ε. Наименьшее возможное число нулей на каждом из отрезков ∆i, которое не
зависит от ε, когда ε достаточно мало, мы будем обозначать соответственно через
ki. Наибольшее возможное количество нулей на том же отрезке равно ki + 1.
Из условия совпадения асимптотических рядов µj0(ε, α) для каждого α из от-
резка [0, T ] и из того, что j0 ≥ 1, следуют два вывода. Во-первых, среди чисел ki
(1 ≤ i ≤ n) найдется хотя бы одно положительное. Во-вторых, все положительные
ki четны. Для определенности будем считать, что k1 > 0. Тогда решение x0(t, ε)
уравнения (3.3) с начальными условиями
x0(t1, ε) = 0, x˙
0(t1, ε) 6= 0
обращается в нуль при всех малых ε ровно j0 раз на полуинтервале [t1, t1 + T ),
причем
j0 = 1 +
n∑
i=1
ki.
В то же время решение x0(t, ε) уравнения (3.3) с начальными условиями
x0(t1, ε) 6= 0, x˙0(t1, ε) = 0
имеет ровно k1 нулей на отрезке ∆1. Обозначим через t(ε) наименьший на отрезке ∆1
нуль этой функции. Важный для дальнейшего результат заключается в следующем.
Функция x0(t, ε) имеет на отрезке [t(ε), t(ε)+T ] ровно j0+1 нулей при всех ε ∈ (0, ε0),
где ε0 достаточно мало.
Выведем одно следствие из сказанного. Пусть функция ψk(τ, ε) равна расстоя-
нию от точки τ , в которой некоторое решение уравнения (3.3) обращается в нуль,
до следующего (k − 1)-го нуля того же решения. Тогда имеют место неравенства
ψj0(t1, ε) > T, ψj0(t(ε), ε) < T.
Приступим теперь непосредственно к доказательству равенства (3.2). Рассуж-
дать будем от противного. Пусть существует такое целое l0 ≥ 0 и такая последова-
тельность εm → 0, что имеет место равенство
lim
m→∞
ε−l0m
[
µj0+1(εm, α0)− min
α∈[0,T ]
µj0(εm, α)
]
= δ0, (3.4)
где δ0 6= 0. Отсюда, учитывая очевидное неравенство
max
α∈[0,T ]
µj0+1(ε, α) < min
α∈[0,T ]
µj0(ε, α),
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получаем, что
δ0 < 0.
Таким образом, при всех достаточно больших m выполняется неравенство
min
α∈[0,T ]
µj0(εm, α) > µj0+1(εm, α0)− εl0
δ0
2
, (3.5)
в котором δ0 =
{
δ0, если δ0 > −∞,
−1, если δ0 = −∞.
Далее, введем в рассмотрение уравнение
εx¨+ p(t)x˙+
[
q(t, εm)− µj0+1(εm, α0)− εl0m
δ0
2
]
x = 0. (3.6)
Первое, что мы отметим, это неравенство
max
τ∈[0,T ]
ψj0(τ, εm) < T, (3.7)
которое выполняется при всех достаточно малых εm. Здесь функция ψj0(τ, ε) имеет
тот же смысл, что и ψj0(τ, ε), но с тем единственным отличием, что строится она по
решениям уравнения (3.6). В справедливости неравенства (3.7) нетрудно убедиться.
Действительно, из условия
ψj0(τmk , εmk) ≥ T,
где εmk → 0, вытекает, что имеет место неравенство
min
α∈[0,T ]
µj0(εmk , α) ≤ µj0+1(εmk , α0)− εl0mk
δ0
2
.
Последнее соотношение противоречит неравенству (3.5).
Вторым важным моментом в доказательстве равенства (3.2) является тот факт,
что для уравнения (3.6) выполнены все условия, при которых рассматривалось урав-
нение (3.3). Здесь имеется в виду, что для уравнения (3.6) числа ki (i = 1, . . . , n),
определяемые аналогично числам ki (i = 1, . . . , n) для уравнения (3.3), совпадают
при всех достаточно малых ε с ki соответственно. Правило вычисления этих чисел
изложено в [4] и [5]. Применяя его к уравнению (3.6), мы убеждаемся в справедли-
вости равенств
ki = ki (i = 1, . . . , n). (3.8)
Добавим несколько слов в пояснение к сказанному. Из условия δ0 < 0 вытекает, что
все ki (i = 1, . . . , n) не зависят от ε, если ε мало, причем это свойство сохраняется при
любых возмущениях коэффициента, стоящего при x в уравнении (3.6), функциями
ϕ(t, ε), имеющими более высокий, чем l0, порядок по ε. Как следует из [4] и [5],
числа ki, обладающие перечисленными свойствами, могут меняться, грубо говоря,
при переходе через собственное значение первой краевой задачи на отрезке [α, α+T ].
В рассматриваемом же случае такого перехода не происходит, т.е. выполняются
равенства (3.8).
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Фиксируем решение x0(t, εm) уравнения (3.6) с начальными условиями
x0(t1, εm) 6= 0, x˙0(t1, εm) = 0.
Тогда, как и ранее,
ψj0(t(εm), εm) > T, (3.9)
где εm достаточно мало. В последнем неравенстве через t(εm) обозначен наимень-
ший на отрезке ∆1 нуль функции x0(t, εm). Для завершения доказательства леммы
остается заметить, что неравенство (3.9) противоречит неравенству (3.7).
Отметим, что можно установить еще такое соотношение:
µj0(ε, t(ε))− µj0+1(ε, α0) = O(ε∞).
4. Завершение доказательств приведенных теорем
Сначала докажем теорему 1. Для этого, прежде всего, все номера j (j = 1, 2, . . . )
разобьем на два класса. К первому из них отнесем все те номера j, для каждого
из которых соответствующее собственное значение µj(ε, α) первой краевой задачи
при некотором фиксированном αj ∈ [0, T ] имеет асимптотическое представление
(1.3), не совпадающее с асимптотическим представлением для µj(ε, α0). Остальные
номера j включим во второй класс. Формулы (1.4) и (1.5) докажем отдельно для
собственных значений с номерами из разных классов.
Пусть некоторый номер j0 принадлежит первому классу. Для доказательства
теоремы 1 в этом случае нам понадобится еще один факт из статей [4], [5]. Там
показано, что из условия несовпадения рядов для µj0(ε, αj0) и µj0(ε, α0) вытекает,
что соответствующие ряды одни и те же для собственных значений µj0(ε, αj0) и
µj0+1(ε, α0), т.е.
µj0(ε, αj0)− µj0+1(ε, α0) = O(ε∞). (4.1)
Теперь остается лишь воспользоваться утверждением [3] (лемма 1.4.6), на основании
которого доказательство равенств (1.4), (1.5) для собственных значений λ+j0+1(ε) и
λ−j0+1(ε) следует из соотношения (4.1).
Пусть, далее, некоторый номер j0 принадлежит второму классу. Тогда в спра-
ведливости равенств (1.4) и (1.5) для значений λ+j0+1(ε) и λ
−
j0+1
(ε) убеждаемся, ис-
пользуя утверждения леммы 1 и леммы 1.4.6 из [3]. Таким образом, обоснование
теоремы 1 закончено.
Теорема 2 является непосредственным следствием предыдущей теоремы. Дей-
ствительно, для этого достаточно заметить (см. главу 1 [3]), что решения уравнения
(1.1) устойчивы тогда и только тогда, когда выполняется одно из двух условий:
либо λ = λ+2j(ε) = λ
+
2j+1(ε) (λ = λ
−
2j−1(ε) = λ
−
2j(ε)),
либо λ+2j−1(ε) < λ < λ
−
2j−1(ε) (λ
−
2j(ε) < λ < λ
+
2j(ε)).
Кроме этого, из теоремы 1 и из результатов статьи [4] следует и первое утвер-
ждение теоремы 3, а с ним и теорема 4.
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Второе утверждение теоремы 3 доказывается тоже без труда. Для того, чтобы
убедиться в этом, достаточно воспользоваться утверждением [3] (лемма 1.4.6) и
предельными равенствами
lim
ε→0
µj(ε, α) = ν0, (4.2)
справедливыми для всех, начиная с некоторого, номеров j. Однако может так слу-
читься, что первое утверждение теоремы 3 не определяет асимптотику собственного
значения λ+1 (ε). Равенств (4.2) для всех j = 1, 2, . . . тогда тоже недостаточно для
изучения поведения этого собственного значения. Можно лишь утверждать, что
lim
ε→0
λ+1 (ε) ≥ ν0.
Покажем, что на самом деле λ+1 (ε) удовлетворяет равенству (1.7).
В предположении противного существует такая последовательность εm → 0, что
lim
m→∞
λ+1 (εm) = ν0 + δ0,
где δ0 > 0. Рассмотрим уравнение
εmx¨+ p(t)x˙+
[
q(t)− ν0 − δ
0
2
]
x = 0, (4.3)
где δ0 =
{
δ0, если δ0 <∞,
1, если δ0 =∞. Тогда, с одной стороны, из условия
λ+1 (εm) > ν0 +
δ0
2
,
справедливого, когда m достаточно велико, следует осцилляция решений уравнения
(4.3). С другой стороны, как следует из [4], неравенство δ0 > 0 позволяет нам сде-
лать вывод о неосцилляции на всей оси решений этого уравнения. Итак, теорема 3
полностью доказана.
5. Постановка задачи и основные результаты
в несамосопряженном случае
Как и в предыдущем разделе, рассматривается линейное дифференциальное урав-
нение
εx¨+ p(t)x˙+ q(t)x = λx (5.1)
с T -периодическими коэффициентами. Дифференциальные свойства функций p(t)
и q(t) те же, что и выше. Однако, в отличие от предыдущих разделов, здесь будет
разобран случай, когда равенство (1.2) не имеет места. Поскольку в дальнейшем
мы будем интересоваться свойствами устойчивости, то будем предполагать, что
M [p(t)] > 0. (5.2)
Для уравнения (5.1) ставятся периодическая и антипериодическая краевые за-
дачи. Известно (см., например, [8]), что каждая из этих задач имеет при любом
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ε > 0 счетное число собственных значений, которые можно занумеровать в поряд-
ке убывания их вещественных частей. При условии (5.2) нельзя гарантировать ве-
щественность собственных значений. Более того, число комплексных собственных
значений не может быть конечно, а число вещественных – обязательно конечно.
Важной особенностью вещественных собственных значений является то, что они,
вообще говоря, не являются непрерывными функциями коэффициентов уравнения
(5.1), а значит, – и параметра ε. Это легко показать, используя [3] (теорема 1.5.2
главы 1). Отметим еще, что комплексные собственные значения, в отличие от веще-
ственных, непрерывно зависят от ε. В настоящем разделе мы построим асимптотику
при малых ε вещественных собственных значений.
Рассмотрим, наряду с уравнением (5.1), новое дифференциальное уравнение
εy¨ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
]
y = λy, (5.3)
которое получается из (5.1) с помощью преобразования
x = y exp
− 1
2ε
t∫
0
p(τ)dτ
 . (5.4)
Для уравнения (5.3) тоже ставятся периодическая и антипериодическая краевые
задачи. Соответствующие дифференциальные операторы – самосопряженные. По-
этому у них существует счетное число вещественных собственных значений, кото-
рые мы обозначим соответственно через ν+j (ε) и ν
−
j (ε) (j = 1, 2, . . . ). Нумерацию
естественно проводить в порядке убывания собственных значений. При этом все-
гда можно нумеровать так, чтобы все функции ν+j (ε) и ν
−
j (ε) параметра ε были
непрерывны.
Важный для нас вывод заключается в том, что для значений ν+j (ε) и ν
−
j (ε)
(j = 1, 2, . . . ) справедливы, в зависимости от свойств функции p(t), теоремы 1 и
4. Чтобы убедиться в этом, достаточно заметить следующее: доказательство отме-
ченных теорем проводилось на основе анализа осцилляционных свойств решений
уравнения (1.1). Уравнение же (1.1) с помощью замены (5.4), не влияющей на нули
его решений, преобразуется в уравнение (5.3). Поэтому к последнему применимы
выводы теорем 1 и 4. Этот факт будет играть большую роль при изучении соб-
ственных значений краевых задач для уравнения (5.1) при условии (5.2).
Сделаем, наконец, последнее замечание. Как мы уже отмечали, в [7] установлено,
что собственное значение с наибольшей вещественной частью из всех рассматрива-
емых собственных значений для обеих краевых задач (5.1) всегда вещественное и
простое. Очевидно, оно непрерывно зависит от ε. Мы будем обозначать его через
h1(ε).
Предположим, что выполнены условия теоремы 1. Тогда мы знаем асимптоти-
ческие представления всех ν+j (ε) и ν
−
j (ε) (j = 1, 2, . . . ).
Теорема 5. Имеет место асимптотическое равенство
h1(ε)− ν1(ε) = O(ε∞). (5.5)
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Теорема 6. Пусть для некоторого номера j асимптотические ряды для ν+2j(ε) и
ν+2j+1(ε) или ν
−
2j−1(ε) и ν
−
2j(ε) не совпадают. Тогда найдется такое ε0 > 0, что при
ε ∈ (0, ε0) существуют два таких вещественных собственных значения периоди-
ческой и антипериодической краевой задачи hj1(ε) и hj1+1(ε), которые непрерывно
зависят от ε для указанных значений ε и для которых выполняются соотношения
ν+2j+1(ε) < hj1+1(ε) < hj1(ε) < ν
+
2j(ε)(
ν−2j(ε) < hj1+1(ε) < hj1(ε) < ν
−
2j−1(ε)
)
,
(5.6)
hj1(ε)− ν+2j(ε) = O(ε∞)
(
hj1(ε)− ν−2j−1(ε) = O(ε∞)
)
, (5.7)
hj1+1(ε)− ν+2j+1(ε) = O(ε∞)
(
hj1+1(ε)− ν−2j(ε) = O(ε∞)
)
. (5.8)
Отметим, что при ε ∈ (0, ε0), где ε0 такое, как в предыдущей теореме, в интер-
вале (hj1+1(ε), hj1(ε)) не лежит ни одно другое вещественное собственное значение
рассматриваемых краевых задач для уравнения (5.1).
Рассмотрим, далее, уравнение
εx¨+ p(t)x˙+ q(t)x = 0. (5.9)
Теорема 7. Пусть коэффициенты ни одного из асимптотических рядов для ν+j (ε)
и ν−j (ε) (j = 1, 2, . . . ) не состоят из одних нулей. Тогда существует такое ε0 > 0,
что при всех ε ∈ (0, ε0) решения уравнения (5.9) неустойчивы.
Предположим затем, что выполняются условия теоремы 3.
Теорема 8. Имеет место утверждение теоремы 5.
Условимся, далее, обозначать через ν+j (ε) и ν
−
j (ε) только те собственные зна-
чения, о которых говорится в первой части теоремы 3. Отметим, что их конечное
число.
Теорема 9. Пусть для некоторого номера j асимптотические ряды для ν+2j(ε) и
ν+2j+1(ε) или ν
−
2j−1(ε) и ν
−
2j(ε) не совпадают. Тогда имеет место утверждение тео-
ремы 6. Если вещественное собственное значение hj(ε) одной из рассматриваемых
краевых задач для уравнения (5.1) определено при всех ε ∈ (0, ε0) и не стремится
при стремлении ε к нулю ни к одному из собственных значений ν+j (ε) и ν
−
j (ε),
тогда необходимо
lim
ε→0
hj(ε) = ν0, (5.10)
где
ν0 = max q(t), t ∈ {α : p(α) = p˙(α) = 0}. (5.11)
Сформулируем теперь критерий устойчивости решений уравнения (5.9).
Теорема 10. Пусть ν0 < 0, и коэффициенты ни одного из асимптотических рядов
для ν+j (ε) и ν
−
j (ε) не состоят из одних нулей. Тогда существует такое ε0 > 0, что
при всех ε ∈ (0, ε0) решения уравнения (5.9) неустойчивы.
Подводя итог сказанному, отметим, что налицо тесная связь между поведени-
ем собственных значений для самосопряженного и несамосопряженного уравнений
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(5.1) и (5.3). Эта взаимосвязь обеспечена суммарным влиянием малого параметра
и точек поворота. При условии положительности функции p(t) (или отрицательно-
сти), т.е. при отсутствии точек поворота, подобной связи нет. В этом случае имеет
место соотношение [9]
lim
ε→0
h1(ε) = M
−1 [p−1(t)]M [q(t)p−1(t)] .
Можно показать, что все собственные значения периодической и антипериоди-
ческой краевых задач для уравнения (5.3) неограниченно убывают при стремлении
ε к нулю. В случае уравнения (5.1) все вещественные, кроме h1(ε), собственные зна-
чения тех же краевых задач либо с уменьшением ε пропадают, либо неограниченно
убывают.
6. Несамоcопряженный случай:
вспомогательное утверждение
Задача исследования поведения вещественных собственных значений периодиче-
ской и антипериодической краевых задач тесно связана с задачей об устойчивости
решений уравнения (5.1) при различных значениях параметра λ. Эта связь, в част-
ности, устанавливается в [3] (§1.6). В свою очередь, задача определения неустойчи-
вости, как следует из [3] (теорема 1.5.2 глава 1), эквивалентна задаче на построение
некоторых
”
пробных“ функций. В настоящем разделе будут построены
”
пробные“
функции для самосопряженного уравнения вида (5.3), используя которые мы скон-
струируем
”
пробные“ функции и для уравнения (5.1).
Предположим, что выполнены условия теорем 5 и 6. Рассмотрим дифференци-
альное уравнение
εy¨ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
]
y = 0. (6.1)
Основное предположение этого раздела заключается в допущении, что решения
последнего уравнения неустойчивы при малых ε, причем коэффициенты ни одного
из асимптотических представлений для собственных значений ν+j (ε) и ν
−
j (ε) (j =
1, 2, . . . ) для уравнения (5.3) не состоят из одних нулей.
Прежде чем сформулировать соответствующее утверждение, введем ряд обозна-
чений. Ниже через ϕ0(t, ε) будем обозначать некоторую периодическую неотрица-
тельную и не равную тождественно нулю функцию, явный вид которой нас не будет
интересовать. Введем в рассмотрение затем дифференциальное уравнение
εy¨ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
+ ϕ0(t, ε)
]
y = 0, (6.2)
относительно которого будем предполагать, что оно принадлежит при всех доста-
точно малых ε той же зоне неустойчивости, что и уравнение (6.1). Наконец, че-
рез y0(t, ε) обозначим функцию, обладающую следующими тремя свойствами. Во-
первых, y0(t, ε) либо периодическая, либо антипериодическая. Во-вторых, эта функ-
ция является решением уравнения (6.2). В-третьих, |y0(t, ε)| может быть отличен от
единицы лишь на некоторых интервалах с центрами в точках t1, . . . , tn (p(ti) = 0,
i = 1, . . . , n), длина которых стремится к нулю при стремлении ε к нулю.
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Лемма 2. В предположениях настоящего раздела существует такая функция
ϕ0(t, ε), что уравнение (6.2) имеет решение y0(t, ε) с перечисленными выше свой-
ствами.
Доказательство. Сразу отметим, что существование функций ϕ0(t, ε) и y0(t, ε),
вторая из которых обладает всеми, кроме последнего, свойствами, непосредственно
вытекает, например, из утверждений [3] (теорема 1.5.2). Возможность осуществле-
ния и третьего свойства для функции y0(t, ε) будет являться следствием наличия
малого параметра.
Предположим для простоты, что первый член каждого из асимптотических раз-
ложений для всех ν+j (ε) и ν
−
j (ε) отличен от нуля. В случае, когда это не имеет места,
доказательство проводится аналогично. Поэтому ниже этот случай рассматривать-
ся не будет.
Упрощающее ограничение, сформулированное выше, позволяет заключить, что
νi =
[
q(ti)− 1
2
(p˙(t) + |p˙(t)|)
]
|p˙(t)|−1 6= j (j = 0, 1, . . . ; i = 1, . . . , n). (6.3)
Обозначим через Ni (i = 1, . . . , n) наименьшее неотрицательное целое число, пре-
восходящее νi. Важное место в доказательстве леммы будут играть некоторые по-
строения из [4]. Напомним, что там были введены функции (i = 1, . . . , n)
ui(t, bi, ε) =

{
1 +
∞∑
j=1
bi(bi+2)...(bi+2j−2)|p˙(ti)|j
εj(2j)!
(t− ti)2j
}
×
× exp
(
|p˙(ti)|
ε
(t− ti)2
)
, если Ni четно,{
|p˙(ti)|
1
2
ε
1
2
(t− ti) +
∞∑
j=1
(bi+1)...(bi+2j−1)|p˙(ti)|
2j+1
2
ε
2j+1
2 (2j+1)!
(t− ti)2j+1
}
×
× exp
(
|p˙(ti)|
ε
(t− ti)2
)
, если Ni нечетно,
где bi лежит в пределах
−Ni < bi < −νi.
Было показано, что каждая из функций ui(t, bi, ε) обращается в нуль ровно Ni раз
на интервале (−∞,∞). Крайний правый нуль, если таковые вообще имеются, этой
функции мы обозначим через ti(bi, ε). Очевидно,
lim
ε→∞
ti(bi, ε) = ti.
Далее, по каждой из функций ui(t, bi, ε) конструировалась новая нечетная функция
vi(t, bi, ε) =
|p˙(ti)| 12
2ε
1
2
(t− ti)− u˙i(t, bi, ε)
ui(t, bi, ε)
,
которая обращается в нуль в некоторой точке ti(bi, ε), когда δi = Ni + bi достаточно
мало, причем
ti(bi, ε) > ti(bi, ε).
Наконец, в [4] вводились функции zi(t, ε), каждая из которых тождественно рав-
на vi(t, bi, ε) при всех t ∈ [−ti(bi, ε), ti(bi, ε)], а при остальных значениях t ∈ ∆i(t0) =
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[ti− t0, ti + t0] (t0 > 0, tj ∈ ∆i(t0), если i 6= j) они тождественно равны нулю. Основ-
ным свойством этих функций является то, что при малых δi и ε они удовлетворяют
дифференциальным уравнениям
D∗zi(t, ε) = z2i (t, ε) +
2q(t)− p˙(t)
2ε
− p
2(t)
4ε
+ ϕi(t, ε), (6.4)
где ϕi(t, ε) ≥ 0, а D∗zi(t, ε) – правое верхнее производное число функции zi(t, ε).
Используя свойства функций zi(t, ε), а также связь между решениями уравнения
Риккати (6.4) и линейным дифференциальным уравнением второго порядка, заклю-
чаем, что функция
yi(t, ε) = exp
− t∫
ti−t0
zi(τ, ε)dτ

обладает следующими свойствами. Во-первых, она имеет ровно Ni нулей при всех
малых ε. Во-вторых, она отлична от единицы лишь на интервале с центром в ti,
длина которого стремится к нулю при стремлении ε к нулю. Наконец, в-третьих,
она является решением (на соответствующем отрезке) уравнения
εD∗y˙ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
+ ϕi(t, ε)
]
y = 0.
С помощью таких функций yi(t, ε) легко строится функция y0(t, ε), о которой гово-
рится в формулировке леммы.
Пусть t2, . . . , tn лежат в интервале (t1 − t0, t1 − t0 + T ). Понятно, что это не
ограничивает общности. Положим
y0(t, ε) =
 yi(t, ε), если t ∈ ∆i(t0) (i = 1, . . . , n),±1, если t ∈ [t1 − t0, t1 − t0 + T ], t∈ n⋃
i=1
∆i(t0),
где знак + или − берется так, чтобы y0(t, ε) была непрерывной функцией. Легко
видеть, что y0(t, ε) является решением уравнения
εD∗y˙ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
+ ϕ0(t, ε)
]
y = 0,
в котором
ϕ0(t, ε) =

ϕi(t, ε), если t ∈ ∆i(t0) (i = 1, . . . , n),
p2(t)
4ε
− 2q(t)− p˙(t)
2
, если t ∈ [t1 − t0, t1 − t0 + T ] \
n⋃
i=1
∆i(t0).
Далее, отметим, что функция y˙0(t, ε) непрерывно дифференцируема на [t1− t0, t1−
t0 + T ] за исключением конечного числа точек, где существуют односторонние про-
изводные. Поэтому существует такая функция y0(t, ε), количество нулей которой на
каждом из отрезков ∆i(t0) (i = 1, . . . , n) совпадает с числом нулей функции y0(t, ε)
и которая может быть отлична по модулю от единицы лишь на ∆i(t0) (i = 1, . . . , n).
Наконец, y0(t, ε) является решением уравнения
εy¨ +
[
2q(t)− p˙(t)
2
− p
2(t)
4ε
+ ϕ0(t, ε)
]
y = 0,
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причем ϕ0(t, ε) ≥ 0. Остальные свойства функции y0(t, ε), о которых говорится в
лемме, выполняются очевидным образом. Лемма доказана.
7. Обоснование теоремы 5
Предположим, что равенство (5.5) не имеет места, т.е. на некоторой последователь-
ности εm → 0
lim
m→∞
ε−l0m
[
h1(εm)− ν+1 (εm)
]
= δ0, (7.1)
где δ0 6= 0, а l0 ≥ 0 – целое. Из того простого факта, что при λ = ν+1 (ε) решения
уравнения (5.1) экспоненциально устойчивы, следует неравенство
h1(εm) > ν
+
1 (εm),
а значит, в (7.1)
δ0 > 0. (7.2)
Если мы докажем существование таких периодических функций ϕ0(t, εm) 6≡ 0 и
x0(t, εm) > 0, для которых выполняется равенство
εmx¨0(t, εm) + p(t)x˙0(t, εm) + [q(t)− h1(εm) + ϕ0(t, εm)]x0(t, εm) = 0, (7.3)
то тем самым получим противоречие с тем, что h1(εm) является собственным зна-
чением периодической краевой задачи. Здесь мы вновь используем результаты [3].
Приступим к построению функций x0(t, εm) и ϕ0(t, εm). Введем в рассмотрение
новое самосопряженное уравнение
εmx¨+ p˜(t)x˙+ q(t)x = λx, (7.4)
в котором непрерывно дифференцируемая функция p˜(t) обладает следующими свой-
ствами. Во-первых, она совпадает с функцией p(t) там, где
p(t) ≤ α,
причем α > 0, вообще говоря, достаточно мало. Насколько малым оно должно быть,
будет видно из дальнейшего. Во-вторых, все нули p˜(t) совпадают соответственно с
нулями функции p(t). Наконец, в-третьих, выполняются соотношения
M [p˜(t)] = 0, p˜(t) ≤ p(t) (t ∈ [0, T ]). (7.5)
Отметим, что для всех собственных значений ν+j (ε) и ν
−
j (ε) асимптотические в нуле
представления вычислялись лишь по значениям функций p(t), q(t) и их производ-
ных в тех точках, где p(t) = 0. Поэтому из свойств функции p˜(t) вытекает, что
первое собственное значение ν˜+1 (ε) периодической краевой задачи для уравнения
(7.4) удовлетворяет равенству
ν˜+1 (ε)− ν+1 (ε) = O(ε∞). (7.6)
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Рассмотрим затем уравнение
εx¨+ p˜(t)x˙+
[
q(t)− ν˜+1 (ε)−
δ0
2
εl0
]
x = 0, (7.7)
где δ0 =
{
δ0, если δ0 <∞,
1, если δ0 =∞.
С помощью замены x = y exp
(
− 1
2ε
t∫
0
p(τ)dτ
)
это уравнение преобразуется к виду
εy¨ +
[
2q(t)− ˙˜p(t)
2
− p˜
2(t)
4ε
− ν˜+1 (ε)−
δ0
2
εl0
]
y = 0. (7.8)
Нетрудно видеть, что к уравнению (7.8) применима лемма 2, т.е. существуют такие
периодические функции ϕ˜0(t, ε) ≥ 0 ( 6≡ 0) и y0(t, ε) > 0, для которых справедливо
дифференциальное равенство
εy¨0(t, ε) +
[
2q(t)− ˙˜p(t)
2
− p˜
2(t)
4ε
− ν˜+1 (ε)−
δ0
2
εl0 + ϕ˜0(t, ε)
]
y0(t, ε) = 0. (7.9)
При этом функция |y0(t, ε)| может быть отлична от единицы лишь на некоторых
интервалах, стягивающихся в точки t1, . . . , tn при уменьшении ε до нуля. Фиксиру-
ем, далее, такое ε0 > 0, чтобы |y0(t, ε)| ≡ 1 для всех тех значений t ∈ [0, T ], для
которых
p˜(t) < p(t).
Существование такого ε0 не вызывает сомнений. В дальнейшем будем рассматри-
вать только те значения ε, которые лежат в интервале (0, ε0).
Для периодической (в силу первого из условий (7.5)) функции
x˜0(t, ε) = y0(t, ε) exp
(
− 1
2ε
t∫
0
p˜(τ)dτ
)
,
очевидно, выполняется соотношение
ε¨˜x0(t, ε) + p˜(t, ε) ˙˜x0(t, ε) +
[
q(t)− ν˜+1 (ε)−
δ0
2
εl0 + ϕ˜0(t, ε)
]
x˜0(t, ε) = 0.
Это равенство можно переписать и так:
ε¨˜x0(t, ε) + p(t) ˙˜x0(t, ε) +
[
q(t)− ν˜+1 (ε)−
δ0
2
εl0 + ϕ˜0(t, ε)+
+(p˜(t)− p(t))
(
y˙0(t, ε)
y0(t, ε)
− 1
2ε
p˜(t)
)]
x˜0(t, ε) = 0. (7.10)
Из свойств функций p˜(t) и y0(t, ε) следует, что последний коэффициент, стоящий в
квадратных скобках равенства (7.10), неотрицателен. После этого построение опи-
санных функций ϕ0(t, εm) и x0(t, εm) завершается без труда. Действительно, фикси-
руем m0 так, чтобы при всех m > m0 выполнялось условие
h1(εm)− ν+1 (εm) ≥
δ0
2
εl0m.
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Тогда, очевидно,
−ν+1 (ε)−
δ0
2
εl0m + ϕ
0(t, εm) ≥ −h1(ε), m > m0, (7.11)
причем тождественное равенство в последней формуле исключено. Здесь положено
ϕ0(t, εm) = ϕ˜0(t, εm) + [p˜(t)− p(t)]
[
y˙0(t, ε)
y0(t, ε)
− 1
2ε
p˜(t)
]
или, учитывая свойства функции y0(t, ε),
ϕ0(t, εm) = ϕ˜0(t, εm)− 1
2ε
p˜(t)[p˜(t)− p(t)].
Используя равенство (7.6), замечаем, что в формуле (7.11) вместо ν+1 (ε) можно пи-
сать ν˜+1 (ε). При этом, может быть, придется несколько увеличить m0. Положим,
наконец,
ϕ0(t, εm) = h1(ε)− ν˜+1 (ε)−
δ0
2
εl0m + ϕ
0(t, εm).
Тогда уравнение (7.10) принимает вид (7.3), где x0(t, εm) ≡ x˜0(t, εm). При этом функ-
ция ϕ0(t, εm) 6≡ 0 неотрицательна на основании неравенства (7.11), а положитель-
ность функции x0(t, εm) вытекает из аналогичного свойства функции y0(t, εm). Та-
ким образом, обоснование соотношения (5.5) завершено.
8. Обоснование соотношений (5.8)
В этом и следующем разделах мы будем предполагать, что при всех достаточно ма-
лых ε существуют собственные значения hj1(ε) и hj1+1(ε), удовлетворяющие нера-
венствам (5.6). Доказательство же существования таких собственных значений бу-
дет проведено несколько позже.
В настоящем разделе будут использованы рассуждения, подобные тем, которые
применялись для обоснования равенства (5.5).
Итак, предположим, что для некоторого номера j0 асимптотические в нуле ря-
ды для ν+2j0(ε) и ν
+
2j0+1
(ε) не совпадают. Сразу отметим, что подобный случай для
собственных значений ν−2j0−1(ε) и ν
−
2j0
(ε) разбирается аналогично, и поэтому мы его
опустим. Доказательство соотношения (5.8) проведем, как мы уже неоднократно
делали, рассуждая от противного. На этом пути получим равенство
lim
m→∞
ε−l0m
[
hj1+1(εm)− ν+2j0+1(εm)
]
= δ0. (8.1)
Здесь εm → 0, а δ0 6= 0. Из неравенств (5.6) получаем, что δ0 > 0. Если мы покажем,
что для всех достаточно больших m имеют место соотношения
εmx¨0(t, εm) + p(t)x˙0(t, εm) + [q(t)− hj1+1(εm) + ϕ0(t, εm)]x0(t, εm) = 0, (8.2)
где ϕ0(t, εm) ≥ 0 ( 6≡ 0), а x0(t, εm) – периодическая функция, имеющая ровно 2j0
нулей на некотором отрезке длины периода, то тем самым получим противоречие
с (8.1), а значит, докажем равенство (5.8). Соответствующие рассуждения, приво-
дящие к нужному результату, близки к использованным в предыдущем разделе.
Единственное отличие состоит в том, что функция y0(t, εm) в нашем случае будет
иметь ровно 2j0 нулей на некотором отрезке длины периода. Наличие нужного чис-
ла нулей у функции y0(t, εm) удается проследить, используя снова лемму 2.
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9. Обоснование соотношений (5.7)
Общий ход рассуждений в этом разделе тот же, что и в двух предыдущих. Однако
в деталях соответствующие построения существенно отличаются от изложенных
ранее.
Итак, пусть асимптотические в нуле ряды для собственных значений ν+2j0(ε) и
ν+2j0+1(ε) не совпадают. Предположим противное, т.е. пусть соотношение (5.7) места
не имеет. Тогда найдется такой номер l0 ≥ 0 и такая последовательность εm → 0,
что
lim
m→∞
ε−l0m
[
hj1(εm)− ν+2j0(εm)
]
= δ0, (9.1)
где δ0 6= 0. Отметим, что в силу (5.6)
δ0 < 0. (9.2)
Нашей конечной целью является построение такой
”
пробной“ функции x0(t, εm),
которая, во-первых, периодична и является решением уравнения
εmx¨+ p(t)x˙+ [q(t)− hj1(εm)− ϕ0(t, εm)]x = 0, (9.3)
где периодическая функция ϕ0(t, εm) положительна и, во-вторых, x0(t, εm) имеет
ровно 2j0 нулей на любом отрезке [α, α + T ], для которого выполнено условие
x0(t, εm) 6= 0. Построив функцию, обладающую перечисленными выше свойства-
ми, мы, очевидно, получим противоречие с тем, что hj1(εm) является собственным
значением периодической краевой задачи и удовлетворяет неравенствам (5.6).
При построении функции x0(t, εm) основную роль будет играть некоторая вспо-
могательная функция y0(t, εm). Определим эту функцию. Для этого введем в рас-
смотрение уравнение
εmy¨ + ψ0(t, εm)y = λy. (9.4)
В (9.4) периодическая функция ψ0(t, εm) определяется следующим образом. Фикси-
руем сначала такой отрезок [α1, β1] ⊂ [0, T ], чтобы при всех t ∈ [α1, β1] функция p(t)
была отрицательной. Положим затем
ψ0(t, εm) =
{
q(t)− 1
2
p˙(t)− 1
4εm
p2(t), t ∈ [0, T ] t∈(α1, β1),
− a0
ε2m
, t ∈ (α1, β1),
где a0 > 0. Отметим, что в дальнейшем будем рассматривать лишь те значения m,
при которых выполняется неравенство
ψ0(t, εm) ≤ −1
2
p˙(t)− 1
4εm
p2(t) + q(t), t ∈ [0, T ].
Поставим теперь для уравнения (9.4) периодическую краевую задачу. Собствен-
ные значения ν+j (εm) этой краевой задачи будем нумеровать в порядке убывания.
Нас будет интересовать поведение только собственного значения ν+2j0(εm). Для него,
впрочем, как и для всех остальных собственных значений, справедливо асимптоти-
ческое равенство
ν+2j0(εm)− ν+2j0(εm) = O(ε∞). (9.5)
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Этот важный для нас вывод следует непосредственно из результатов работ [4] и [5]
и разделов 1–4. Обозначим, далее, через y0(t, εm) собственную функцию, соответ-
ствующую собственному значению ν+2j0(εm). От возможного поведения этой функ-
ции зависят последующие построения. В связи с этим изучим некоторые свойства
функции y0(t, εm).
Предположим сначала существование такой подпоследовательности {εmk} после-
довательности {εm}, что при каждом εmk функция y0(t, εmk) имеет нуль на отрезке
[α1, α2] ⊂ [α1, β1).
Лемма 3. Существует такое m0, что при всех mk > m0 функция
u0(t, εmk) =
y˙0(t, εmk)
y0(t, εmk)
положительна для значений t из промежутка [α0+rT, β0+rT ] (r = 0,±1,±2, . . . ),
где
α2 < α0 < β0 ≤ β1.
Ниже для сокращения записи часто будем считать, что в качестве подпоследо-
вательности {εmk} взята сама последовательность {εm}.
Доказательство. Для доказательства леммы достаточно заметить, что в урав-
нении
εmy¨ + [ψ0(t, εm)− ν+2j0(εm)]y = 0, (9.6)
решением которого является y0(t, εm), коэффициент, стоящий при y, отрицателен
при всех малых εm и t ∈ [α1 + rT, β1 + rT ] (r = 0,±1,±2, . . . ).
Предположим, далее, что описанная выше ситуация места не имеет, т.е. нель-
зя указать такого отрезка вида [α1, α2] ⊂ [α1, β1), на котором бы функция y0(t, εm)
обращалась в нуль на некоторой подпоследовательности {εmk} ⊂ {εm}. Тогда вы-
полняется хотя бы один из следующих двух случаев. Первый из них состоит в до-
пущении существования такого отрезка [α0, β0] ⊂ (α1, β1), что при всех t ∈ [α0, β0]
функция u0(t, εm) неотрицательна на некоторой подпоследовательности {εmk} по-
следовательности {εm}. Второй случай состоит в том, что найдется такой отрезок
[α2, β2] ⊂ [α1, β1] и такая подпоследовательность {εmk}, что при t ∈ [α2, β2] и малых
εmk функция y0(t, εmk) в нуль не обращается, а знак ее производной противоположен
знаку самой функции. Определим в последнем случае отрезок [α0, β0] так, чтобы
выполнялись неравенства
α2 ≤ α0 < β0 < β2. (9.7)
Тогда справедливо следующее утверждение.
Лемма 4. Имеет место оценка
|u0(t, εmk)| ≤
c0
(εmk)
3
2
, t ∈ [α0 + rT, β0 + rT ] (r = 0,±1,±2, . . . ), (9.8)
где c0 не зависит от εmk .
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Доказательство.Ниже вместо εmk будем писать εm. Для доказательства леммы
заметим, что на отрезке [α1, β2] выполняется равенство
y0(t, εm) = c1(εm) exp
(√
a0
ε3m
− 1
εm
ν+2j0(εm)t
)
+
+c2(εm) exp
(
−
√
a0
ε3m
− 1
εm
ν+2j0(εm)t
)
.
Далее, из условий
|y0(t, εm)| > 0 и y0(t, εm)y˙0(t, εm) < 0, t ∈ [α1, β2]
вытекает соотношение
|c(εm)| ≤ exp
(
−2β2
√
a0
ε3m
− 1
εm
ν+2j0(εm)
)
, (9.9)
где положено
c(εm) =
c1(εm)
c2(εm)
.
Для функции u0(t, εm) на отрезке [α0, β0] справедлива формула
u0(t, εm) =
[
c(εm)− exp
(
−2t
√
a0
ε3m
− 1
εm
ν+2j0(εm)
)]
×
×
[
c(εm) + exp
(
−2t
√
a0
ε3m
− 1
εm
ν+2j0(εm)
)]−1√
a0
ε3m
− 1
εm
ν+2j0(εm).
Отсюда, принимая во внимание (9.7) и (9.9), и следует обоснование леммы.
На следующем этапе введем в рассмотрение еще одну вспомогательную перио-
дическую и непрерывно дифференцируемую функцию p0(t). Положим
p0(t) ≡ p(t), t ∈ [0, T ], t∈[α0, β0],
а на отрезке [α0, β0] определим p0(t) так, чтобы выполнялись условия:
M [p0(t)] = 0, p0(t) ≤ p(t), t ∈ [0, T ]. (9.10)
Будем, далее, считать, что числоm0 выбрано таким образом, чтобы для всехm > m0
имело место неравенство
a0
ε2m
>
1
2
p˙0(t) +
1
4εm
p20(t), t ∈ [α0, β0]. (9.11)
Теперь, когда все подготовительные построения проделаны, мы можем опреде-
лить функцию x0(t, εm). Для этого положим
x0(t, εm) = y0(t, εm) exp
− 1
2εm
t∫
0
p0(τ)dτ
 . (9.12)
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Для этой функции справедливо дифференциальное равенство
εmx¨
0(t, εm) + p0(t)x˙
0(t, εm)+
+
[
ψ0(t, εm) +
1
2
p˙0(t) +
1
4εm
p20(t)− ν+2j0(εm)
]
x0(t, εm) = 0. (9.13)
Последнее выражение можно переписать и так:
εmx¨
0(t, εm) + p(t)x˙
0(t, εm) +
[
ψ0(t, εm) +
1
2
p˙0(t) +
1
4εm
p20(t)− ν+2j0(εm)+
+(p0(t)− p(t))(u0(t, εm)− 1
2εm
p0(t))
]
x0(t, εm) = 0. (9.14)
Таким образом, мы показали, что функция x0(t, εm) является решением уравнения
(9.3), в котором
−ϕ0(t, εm) = ψ0(t, εm) + 1
2
p˙0(t) +
1
4εm
p20(t)− ν+2j0(εm)+
+hj1(εm)− q(t) + [p0(t)− p(t)]
[
u0(t, εm)− 1
2εm
p0(t)
]
.
Установим теперь положительность функции ϕ0(t, εm). Из определения функций
ψ0(t, εm) и p0(t) вытекает неравенство
ψ0(t, εm) +
1
2
p˙0(t) +
1
4εm
p20(t)− q(t)+
+[p0(t)− p(t)]
[
u0(t, εm)− 1
2εm
p0(t)
]
≤ 0, (9.15)
если только εm достаточно мало. Действительно, если на отрезке [α0, β0] функция
u0(t, εm) положительна, то все последнее слагаемое в (9.15) неположительно. Если
функция u0(t, εm) отрицательна на [α0, β0], то, как мы показали, имеет место оценка
(9.8). Поэтому все равно знак левой части (9.15) будет определяться при малых εm
первым слагаемым, которое отрицательно на отрезке [α1, β1] ⊃ [α0, β0]. Наконец, из
соотношений (9.3), (9.4) и (9.5) получаем, что
ν+2j0(εm)− hj1(εm) > εl0mδ0, m > m0,
в котором m0 достаточно велико, а δ0 определяется формулой
δ0 =
{
−δ0
2
, если δ0 6= −∞,
1, если δ0 =∞.
Итак, мы установили неравенство
ϕ0(t, εm) ≥ εl0mδ0 (m > m0).
Остальные нужные нам свойства функции x0(t, εm) выполняются очевидным обра-
зом. Отметим лишь, что из периодичности функции y0(t, εm) и из условия (9.10)
следует периодичность функции x0(t, εm).
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10. Завершение доказательств теорем
несамосопряженного случая
Прежде всего закончим обоснование теоремы 5. Для этого нам осталось лишь уста-
новить существование при всех достаточно малых ε собственных значений hj1(ε) и
hj1+1(ε), удовлетворяющих неравенствам (5.6). Напомним, что мы рассматриваем
тот случай, когда асимптотические в нуле ряды для собственных значений ν+2j0(ε) и
ν+2j0+1(ε) не совпадают. В этом случае найдется такой номер l ≥ 0, что
δ0 = ν
+
2j0,l
− ν+2j0+1,l > 0, (10.1)
где через ν+2j0,l и ν
+
2j0+1,l
обозначены l-е производные по ε при ε = 0 соответственно
функций ν+2j0(ε) и ν
+
2j0+1
(ε) параметра ε. Через l0 обозначим наименьший из номеров
l, удовлетворяющих неравенству (10.1).
Введем, далее, в рассмотрение дифференциальное уравнение
εx¨+ p(t)x˙+
[
q(t)− ν+2j0(ε) + εl0
δ0
2
]
x = 0. (10.2)
При λ = ν+2j0(ε) и λ = ν
+
2j0+1
(ε) решения уравнения (5.1) экспоненциально устойчивы.
Поэтому для доказательства существования собственных значений hj1(ε) и hj1+1(ε)
периодической краевой задачи для уравнения (5.1), удовлетворяющих соотноше-
ниям (5.6), достаточно показать, что решения уравнения (10.2) неустойчивы при
малых ε. Для этого, в свою очередь, мы воспользуемся критерием неустойчивости,
полученным в [3] (§1.5 глава 1).
Итак, мы покажем, как определить такие периодические функции u1(t, ε) и
u2(t, ε), чтобы, во-первых, выполнялись дифференциальные равенства
εu¨i(t, ε) + p(t)u˙i(t, ε)+
+
[
q(t)− ν+2j0(ε) + εl0
δ0
2
+ (−1)iϕi(t, ε)
]
ui(t, ε) = 0, (10.3)
в которых ϕi(t, ε) 6≡ 0 (i = 1, 2) есть неотрицательные периодические функции, а во-
вторых, чтобы каждая из функций u1(t, ε) и u2(t, ε) имела ровно 2j0 нулей на любом
таком отрезке [α1(ε), α1(ε)+T ] и [α2(ε), α2(ε)+T ] соответственно, что u1(α1(ε), ε) 6= 0
и u2(α2(ε), ε) 6= 0. При этом мы воспользуемся некоторыми построениями, приве-
денными в разделах 7–9 настоящей статьи.
Положим
u1(t, ε) = x
0(t, ε), u2(t, ε) = x0(t, ε),
где функции x0(t, ε) и x0(t, ε) определены в разделах 8 и 9. Тогда, очевидно, выпол-
няются равенства (10.3), в которых функции ϕi(t, ε) таковы:
ϕ1(t, ε) = ν
+
2j0
(ε)− ν+2j0(ε) + εl0
δ0
2
+ q(t)− ψ0(t, ε)−
−1
2
p˙0(t)− 1
4ε
p20(t) + [p(t)− p0(t)]
[
u0(t, ε)− 1
2ε
p0(t)
]
, (10.4)
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ϕ2(t, ε) = ν
+
2j0
(ε)− ν+2j0+1(ε)−
3
4
εl0δ0 + ϕ
0(t, ε). (10.5)
В формулах (10.4) и (10.5) использованы обозначения, подобные тем, которые при-
менялись в разделах 7–9. Детальнее мы на этом останавливаться не будем. Для
доказательства положительности при всех достаточно малых ε функций ϕ1(t, ε) и
ϕ2(t, ε) заметим, что имеют место соотношения
ν+2j0(ε)− ν+2j0(ε) = O(ε∞),
[p(t)− p0(t)]
[
u0(t, ε)− 1
2ε
p0(t)
]
+ q(t)−
−1
2
p˙0(t)− 1
4ε
p20(t)− ψ0(t, ε) ≥ 0,
ν+2j0(ε)− ν2j0+1(ε)− εl0δ0 = O(εl0), ϕ0(t, ε) ≥ 0,
полученные ранее.
Отметим, что в случае несовпадения асимптотических рядов для собственных
значений ν−2j0−1(ε) и ν
−
2j0
(ε) антипериодической краевой задачи доказательство тео-
ремы 6 проводится аналогично, и поэтому мы его приводить не будем.
Как следствие трех теорем 5, 6 и [3] (теорема 1.5.2) – получаем обоснование
критерия устойчивости, содержащегося в теореме 7. Первое утверждение теоремы
9, а с ним и теорема 10, также являются непосредственным следствием теорем 5,
6 и результатов, полученных [3] – [5]. Второе утверждение теоремы 9, в свою оче-
редь, вытекает из утверждений теорем 1.5.2 из [3] и 3. Таким образом, нам осталось
доказать лишь теорему 8, причем достаточно ограничиться случаем, когда
lim
ε→0
ν+1 (ε) = ν0.
Отсюда можно сделать вывод о справедливости неравенства
lim
ε→0
h1(ε) ≥ ν0.
Доказательство наличия равенства (5.10) для h1(ε) можно провести с помощью по-
строения, как мы уже делали,
”
пробной“ функции. При этом используются при-
мерно те же соображения, что и приведенные в разделе 7. Детально на этом мы
останавливаться не будем.
В заключение отметим, что развитую в двух предыдущих параграфах теорию
можно обобщить на более общий класс уравнений
εx¨+ p(t, ε)x˙+ q(t, ε)x = λr(t, ε)x,
где периодические по t функции разлагаются в асимптотические ряды по ε при
ε = 0. Пользуясь методикой, разработанной в предыдущих разделах, можно изу-
чить асимптотику собственных значений в случае наличия у функции p(t, 0) нулей
конечной кратности.
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11. Заключение
Сформулируем кратко основные выводы. Найдены предельные значения всех соб-
ственных чисел первой краевой задачи. Эти значения принципиальным образом
отличаются от тех, которые имеют место в уравнении без точек поворота. Как
оказалось, существенное значение для нахождения асимптотики собственных чи-
сел имеет поведение функций p(t) и q(t) только в достаточно малых окрестностях
точек поворота.
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