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For any k ∈ N0, we show that the cone of (k + 1)-secant lines
of a closed subscheme Z ⊆ PnK over an algebraically closed ﬁeld
K running through a closed point p ∈ PnK is deﬁned by the k-th
partial elimination ideal of Z with respect to p. We use this fact
to give an algorithm for computing secant cones. Also, we show
that under certain conditions partial elimination ideals describe
the length of the ﬁbres of a multiple projection in a way similar
to the way they do for simple projections. Finally, we study
some examples illustrating these results, computed by means of
Singular.
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1. Introduction
Partial elimination ideals (PEIs) have been introduced by M. Green in [7] in relation to generic
initial ideals. In this article we give a deﬁnition of partial elimination ideals that is independent of
the choice of coordinates and can be used to study simple projections with arbitrary centre as well
as multiple projections with certain nice properties. Finally, we give an algorithm which utilises PEIs
to compute the secant cone of a projective scheme with respect to an arbitrary point.
Let K be an algebraically closed ﬁeld, let n ∈ N0, and let R := K [x0, . . . , xn] be the polynomial ring
in n + 1 indeterminates. Let Pn = PnK := Proj(R); let mProj(R) denote the set of maximal ideals in
Proj(R), that is the set of closed points of Pn . Let p ∈ mProj(R) be a closed point, let S := K [p1] be
the homogeneous K -subalgebra of R generated by the linear forms of p, and let a ⊆ R be a graded
ideal. Then, for k ∈ N0 and each y ∈ R1\p1, the k-th partial elimination ideal of a with respect to p is
Kpk (a) =
⊕
d∈Z
{
f ∈ Sd
∣∣ ∃g ∈ (pd+1)d+k: yk f + g ∈ ad+k},
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lary 2.5). This deﬁnition is indeed a generalisation of that in [7], where PEIs are deﬁned in the case
where p = (x1, . . . , xn) and y = x0. In [5] it is shown that in this situation a Gröbner basis of Kpk (a) is
given by the leading coeﬃcients in x0 of those elements of a Gröbner basis of a whose degree in x0
is less or equal than k (with respect to an elimination ordering on R). As taking PEIs commutes with
coordinate transformation (Lemma 2.6) it is therefore quite easy to compute PEIs.
Now, let Z ⊆ Pn be the closed subscheme deﬁned by a homogeneous ideal I Z ⊆ R such that
p = (1 : 0 : · · · : 0) /∈ Z , and let π : Pn\{p0} −→ Pn−1 be the projection from p to the subspace
Pn−1 ⊆ Pn whose homogeneous coordinate ring S = K [x1, . . . , xn] is generated by the linear forms
of the ideal of p. Then it is well known (see [7, Proposition 6.2], [5, Theorem 3.5]) that Kpk (I Z ) is the
vanishing ideal of the set {q ∈ π(Z) | l(Z ∩ 〈q, p〉) > k}, where 〈q, p〉 ⊆ Pn is the line spanned by q and
p and l(Z ∩ 〈q, p〉) denotes the length of the ﬁbre (πZ )−1(q) = Z ∩ 〈q, p〉 over q. (Incidentally, this
is the reason why we consider schemes instead of varieties, as we have to study intersection length
and closed points counted with multiplicity.) Theorem 3.4 gives a slightly more general version of
this result, and we give a proof that demonstrates the relation between PEIs and homogeneous ele-
ments of the homogeneous ring R/I Z which behave analogously to superﬁcial elements in local rings.
Further, Theorem 3.4 immediately gives rise to Proposition 3.8 which states that
√
Kpk (I Z )R is the
(scheme theoretic) ideal of the (k + 1)-secant cone Seck+1p (Z) of Z with respect to the closed point
p ∈ Pn\Z corresponding to any p ∈ mProj(R). This allows us to deﬁne an algorithm for computing se-
cant cones and secant loci of a projective subscheme Z ⊆ Pn with respect to a closed point p ∈ Pn\Z
(see Algorithm 5.3):
Input. Ideal I Z ⊆ R of Z , ideal p ∈mProj(R).
1. Deﬁne a linear coordinate transformation ψ : R ∼=−→ R such that ψ(p) = (x1, . . . , xn).
2. Compute a Gröbner basis G of ψ(I Z ) with respect to an elimination ordering on R .
3. Set k0 := max{degx0 (g) | g ∈ G}.
4. For 0 k k0, set Gk := {LTx0(g) | g ∈ G ∧ degx0 (g) < k}.
5. Compute Kpk (I Z )R = ψ−1(Gk)R for 0 k k0.
6. Compute
√
Kpk (I Z )R for 0 k k0.
Output. Ideals
√
Kp0 (I Z )R, . . . ,
√
Kpk0 (I Z )R of Sec1p(Z), . . . ,Sec
k0+1
p (Z).
In Section 2 we give a slightly different deﬁnition of partial elimination ideals and show that this
deﬁnition indeed describes what we were looking for and that it is independent of the choice of
coordinates. In Section 3 we formulate the main results about PEIs with respect to simple projections
and secant cones. In Section 4 we give two results about PEIs and multiple projections useful for the
consideration of examples. Section 5 explains the algorithm for computing secant cones and secant
loci using PEIs. Finally, in Section 6 we consider some examples.
2. Partial elimination ideals
Notation 2.1. (A) For the remainder of this article, by p ∈ Pn we always mean a closed point p of
the projective n-space PnK . Moreover, we identify P
n and mProj(R) and just write p ∈ mProj(R) for
the homogeneous ideal of p ∈ Pn . If we want to emphasise an algebraic point of view, we use gothic
letters such as q and p, which always relate to closed points denoted by the according latin letters
such as q and p.
(B) Let p ∈ mProj(R) and K [p1] ⊆ R be the graded K -subalgebra of R generated by the linear
forms of p. Frequently, we just write S := K [p1] and consider S as the homogeneous ring of some
linear subspace Pn−1 = Pn−1K (p) := Proj(K [p1]) ⊆ Pn . Now, let y ∈ R1\p1. Then, the K -vectorspace R1
is generated by y and p1 and therefore R = K [y,p1] = S[y]. Let f ∈ R . We may consider f as a
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and LTy( f ) denote the leading coeﬃcient and the leading term of f , respectively, as a polynomial
in y over S . Note that using this notations we are not considering the standard grading on R but the
one induced by R = S[y].
Deﬁnition 2.2. Let a ⊆ R be a graded ideal, let p ∈mProj(R), and let k ∈ N0. We deﬁne the k-th partial
elimination ideal (abbreviated PEI) of a with respect to p by
Kpk (a) :=
{
f ∈ K [p1]
∣∣ ∀y ∈ R1\p1 ∃g ∈ R: degy(g) < k ∧ yk f + g ∈ a}.
Kpk (a) is a graded ideal of S whose d-th graded component is given by
Kpk (a)d =
{
f ∈ Sd
∣∣ ∀y ∈ R1\p1 ∃g ∈ Rd+k: degy(g) < k ∧ yk f + g ∈ ad+k}
= { f ∈ Sd ∣∣ ∀y ∈ R1\p1 ∃g ∈ (pd+1)d+k: yk f + g ∈ ad+k ∩ (pd)d+k}.
Finally, we deﬁne Kp−1(a) = 0. In this way we get an ascending chain of graded ideals of S
0=Kp−1(a) ⊆ a ∩ S =Kp0 (a) ⊆Kp1 (a) ⊆ · · · ⊆Kpk (a) ⊆Kpk+1 ⊆ · · · .
Notation 2.3. For the remainder of this section, we ﬁx a graded ideal a ⊆ R and a closed point p ∈
mProj(R). For all k ∈ Z, let
K˜pk (a) :=
⊕
d∈Z
ad ∩
(
pd−k
)
d,
where pd = R for d  0. K˜pk (a) is a graded S-module, and it holds K˜pk−1(a) ⊆ K˜pk (a) for all k ∈ Z.
Moreover, a straightforward calculation shows that
∀y ∈ R1\p1: K˜pk (a) =
{
f ∈ a ∣∣ degy( f ) k},
meaning that for each y ∈ R1\p1 we can write any element f ∈ K˜pk (a) uniquely as f = yk f0 + g with
f0 ∈ S and g ∈ R such that degy(g) < k.
Lemma 2.4. For all k ∈ N0 and all y ∈ R1\p1 , there is an isomorphism of graded S-modules
ϕ
y
k (a) : K˜
p
k (a)/K˜
p
k−1(a)(−k)
∼=−→Kpk (a), f = yk f0 + g + K˜pk−1(a) → f0.
Proof. Let y ∈ R1\p1, and let k ∈ N0. There is a morphism of graded S-modules
ϕ
y
k (a) : K˜pk (−k) −→ S, f = yk f0 + g → f0.
By deﬁnition we ﬁnd Kpk (a) ⊆ im(ϕ yk (a)); we want to show that the reverse inclusion holds, too.
So, let y′ ∈ R1\p1 be arbitrary, let d ∈ N0, and let f0 ∈ im(ϕ yk (a))d ⊆ Sd . Then f0 ∈ (pd)d ⊆ Rd , and
there is an element g ∈ (pd+1)d+k such that yk f + g ∈ ad+k ∩ (pd)d+k . As R1 is generated by y and p1
over K , we ﬁnd elements λ ∈ K \ {0} and v ∈ p1 such that y = λy′ + v , that is yk f0 = λk y′k f0 + u f0
for some u ∈ p. Therefore, u f0
λk
+ g
λk
∈ pd+1 and y′k f0 + u f0λk +
g
λk
∈ a, proving indeed f0 ∈ Kk(a). On
the other hand, it is easy to see that ker(ϕ yk (a)) = K˜pk−1(a)(−k). This immediately gives the desired
isomorphism. 
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Kpk (a) =
⊕
d∈Z
{
f ∈ Sd
∣∣ ∃g ∈ Rd+k: degy(g) < k ∧ yk f + g ∈ ad+k}
=
⊕
d∈Z
{
f ∈ Sd
∣∣ ∃g ∈ (pd+1)d+k: yk f + g ∈ ad+k ∩ (pd)d+k}.
Proof. Let y ∈ R1\p1, k ∈ N0, and write Kyk (a) :=
⊕
d∈Z{ f ∈ Sd | ∃g ∈ (pd+1)d+k: yk f + g ∈
ad+k ∩ pdd+k}. As in the above proof, there is an isomorphism of graded S-modules
K˜pk (a)/K˜
p
k−1(a)(−k)
∼=−→Kyk (a), yk f0 + g + K˜pk−1(a) → f0.
This gives Kpk (a) ∼=Kyk (a). As by deﬁnition Kpk (a) ⊆Kyk (a), we get our claim. 
Note that the formula of Corollary 2.5 is indeed the same as the one given in the introduction as
Sd ⊆ pd .
Lemma 2.6. Let ψ : R ∼=−→ R be a graded ring automorphism, and let k ∈ N0 . Then
ψ
(Kpk (a))=Kψ(p)k (ψ(a)).
Proof. Let y ∈ R1\p1. Then ψ(y) ∈ R1\ψ(p)1 and 〈y,p1〉K = R1 = ψ(R1) = 〈ψ(y),ψ(p)〉K , where
〈y,p1〉K denotes the K -vectorspace generated by y and p1. Now let d ∈ Z, and let f ∈ Sd . Then
by Corollary 2.5 we see
f ∈Kpk (a)d ⊆ K [p1]d ⇐⇒ ∃g ∈
(
pd+1
)
d+k: y
k f + g ∈ ad+k ∩
(
pd
)
d+k
⇐⇒ ∃g′ ∈ (ψ(p)d+1)d+k: ψ(y)kψ( f ) + g′ ∈ ψ(a)d+k ∩ (ψ(p)d)d+k
⇐⇒ ψ( f ) ∈Kψ(p)k
(
ψ(a)
)
d ⊆ K
[
ψ(p)1
]
d. 
Remark 2.7. Corollary 2.5 means that to compute PEIs it is enough to look at one element y ∈ R1\p1,
while Lemma 2.6 tells us that computing PEIs commutes with coordinate transformations. Deﬁni-
tion 2.2 therefore indeed gives a generalisation of the partial elimination ideals deﬁned in [7, 6.1]
which is independent of a choice of coordinates of R .
3. Partial elimination ideals and secant lines
Notation 3.1. For the remainder of this section, let a ⊆ R be a graded ideal, let p ∈ mProj(R), and let
y0 ∈ R1\p1, that is R1 is generated by y0 and p1 over K . For a graded ideal q ⊆ S = K [p1] let
S := S/((a ∩ S) + q).
According to the homogeneous normalisation lemma, if dim(S) = 1, then there is an element y1 ∈ S1
such that K [y1] ⊆ S is a ﬁnite integral extension (here and later we identify indeterminates and their
residue classes if there is no danger of mistakes). Furthermore, we can write
R := R/((a ∩ S)R + qR)= S[y0].
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p := p/((a ∩ S)R + qR),
and let
a := a + qR/((a ∩ S)R + qR).
Then heigth(a) = 1 = heigth(a ∩ K [y0, y1]), so (a ∩ K [y0, y1])sat is a principal ideal.
If a  p, it holds
√
a + p = R+ , and therefore there exist an integer t ∈ N0 and an element g ∈ pt
such that yt0+ g ∈ a. Hence degy0 (g) < t implies 1S ∈Kpt (a). So, if a∩ S+q = S there exists an integer
k0 := max
{
k ∈ N0 ∪ {−1}
∣∣Kpk (a) ⊆ a ∩ S + q}.
Lemma 3.2. Assume a  p. Let q ⊆ S be a graded ideal such that dim(S) = 1, and such that asat ⊆ R is a
principal ideal. Then any generator h of asat can be written as
h = h0 yk0+10 + g ∈ Rk0+1
with h0 ∈ K\{0} and g ∈ pk0+1 .
Proof. Let y1 ∈ S1 such that K [y1] ⊆ S is ﬁnite and integral. Let h ∈ R be a homogeneous generator
of asat, and let l := deg(h). As R = K [y0,p1], we can write
h = h0 yl0 + g,
where h0 ∈ K and g ∈ p. As asat  p, it follows h0 = 0.
So, we need only show that l = k0 + 1. Let g ∈ pl be a representative of g . Then h := h0 yl0 + g
is a representative of h. For d  0 it holds hyd1 ∈ ad+l ∩ (pd)d+l and therefore hyd1 ∈ ad+l ∩ (pd)d+l +
((a ∩ S)R + qR)d+l . Thus, there are elements v ∈ ad+l ∩ (pd)d+l and w ∈ ((a ∩ S)R + qR)d+l such that
hyd1 = v + w . In particular LTy0(v + w) = h0 yl0 yd1. As v ∈ (pd)d+l it holds degy0 (v)  l and therefore
degy0 (w)  l. We write w = yl0w0 + w˜ , where w0 ∈ Sd and w˜ ∈ Rd+l with degy0(w˜) < l. As yt0 /∈
(a ∩ S)R + qR for all t ∈ N0 it follows w0 ∈ a ∩ S + q, and as yt1 /∈ a ∩ S + q for all t ∈ N0 we ﬁnally
get w0 = h0 yd1. This means that LTy0 (v) = yl0(h0 yd1 − w0) and hence h0 yd1 − w0 ∈Kpl (a). If l k0, this
would imply yd1 ∈ a ∩ S + q, a contradiction. It follows l > k0.
On the other hand let k ∈ N0 with k < l, let d ∈ N0, and let f ∈ Kpk (a)d . We want to show that
f ∈ a ∩ S + q. There is an element g ∈ (pd+1)d+k such that yk0 f + g ∈ ad+k ∩ (pd)d+k , that is
yk0 f + g +
(
(a ∩ S)R + qR)d+k ∈ asatd+k ∩ (pd)d+k = 0,
where the last equality holds because of deg(h) > k and h /∈ p. So yk0 f + ((a ∩ S)R + qR)d+k =−g + ((a ∩ S)R + qR)d+k . If we assume f /∈ ((a ∩ S)R + qR)d+k , we therefore immediately get the
contradiction
k = degy0
(
yk0 f +
(
(a ∩ S)R + qR)d+k)
= degy0
(−g + ((a ∩ S)R + qR)d+k) degy0(g) < k.
This proves Kpk (a) ⊆ a ∩ S + q for all k < l and therefore l k0 + 1. 
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the Hilbert polynomial of M , and let d := dim(M). Then, we denote the Hilbert multiplicity of M by
e0(M) :=
{
length(M), d = 0,
(d − 1)! · LC(pM), d > 0.
(B) Let M be a ﬁnitely generated graded R-module with d := dim(M) > 0, and let r ∈ {1, . . . ,d−1}.
Let t1, . . . , tr ∈ N, and let hi ∈ Rti for 1 i  r such that dim(M/
∑r
i=1 hiM) = d − r, that is h1, . . . ,hr
form a system of homogeneous parameters of M . Then
e0
(
M
/ r∑
i=1
hiM
)
 t1 · · · tr · e0(M).
Furthermore, the following conditions are equivalent:
(a) e0(M/
∑r
i=1 hiM) = t1 · · · tr · e0(M);
(b) ∀s ∈ {1, . . . , r}: hs /∈⋃{p ∈ AssR(M/∑s−1i=1 hiM) | dim(R/p) d − s}.
If these two equivalent conditions hold, we call h1, . . . ,hr a system of multiplicity parameters of degree
t1, . . . , tr for M . By (b) it follows that every M-sequence is a system of multiplicity parameters. If
r = 1, we just call h = h1 a multiplicity parameter of degree t = t1 for M. Multiplicity parameters are the
analogue in homogeneous rings of superﬁcial elements in local rings (see [1, VIII §7.5]).
Theorem 3.4. Assume a  p. Let q ⊆ S be a graded ideal such that dim(S) = 1 and such that asat ⊆ R is a
principal ideal. Then
e0
(
R/(a + qR))= (k0 + 1) · e0(S/(a ∩ S + q)).
Proof. Let y1 ∈ S1 such that K [y1] ⊆ S is ﬁnite and integral. Then y0 ∈ NZD(R), hence y0 is a multi-
plicity parameter of degree 1 for R . Therefore
e0(S) = e0(R/y0R) = e0(R).
Now, let h ∈ R be a homogeneous generator of asat. According to Lemma 3.2 we have h = h0 yk0+10 +
g ∈ Rk0+1 with h0 ∈ K\{0} and g ∈ p, and as y0 ∈ NZD(R) it follows h ∈ NZD(R), so h is a multiplicity
parameter of degree k0 + 1 for R . As a result, we ﬁnally get
e0
(
R/(a + qR))= e0(R/a) = e0(R/asat)
= e0(R/hR) = (k0 + 1) · e0(R) = (k0 + 1) · e0(S). 
As a corollary to Theorem 3.4 we get the main result about PEIs (see [5, Theorem 3.5], [7, Propo-
sition 6.2]):
Corollary 3.5. Assume a  p, and let q ∈ mProj(S). Then
Kpk (a) ⊆ q ⇐⇒ e0
(
R/(a + qR))> k.
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√
a ∩ S + q = S+ and e0(S) = 0.
So, assume a∩ S ⊆ q. Then S = S/q = K [y1], so dim(S) = 1 = e0(S), and a ⊆ R = K [y0, y1] is an ideal
of height 1. Therefore asat is a principal ideal, and we get our claim by Theorem 3.4. 
Remark and Notation 3.6. (A) If Z ⊆ Pn is a closed subscheme, by the homogeneous ideal of Z we mean
the unique saturated ideal I Z ⊆ R such that Z = Proj(R/I Z ) (see [10, II, Exercise 5.10]).
(B) If X, Y ⊆ Pn are closed subschemes given by the homogeneous ideals I X , IY ⊆ R such that
dim(X ∩ Y ) = 0, we denote by
l(X ∩ Y ) = e0
(
R/(I X + IY )
)
the length of the intersection of X and Y .
(C) Let Λ, ⊆ Pn be linear subspaces with homogeneous ideals IΛ and I ⊆ R , respectively;
these ideals are generated by linear forms. The linear span 〈Λ,〉 of Λ and  is deﬁned as the linear
subspace deﬁned by the common linear forms of IΛ and I , that is
〈Λ,〉 = Proj(R/((IΛ)1 ∩ (I)1)R).
(D) Let Z ⊆ Pn be a closed subscheme, let p ∈ Pn\Z , and let k ∈ N0. A k-secant line to Z is a line
L ⊆ Pn such that l(Z ∩ L)  k. We deﬁne the k-secant cone Seckp(Z) of Z with vertex p as the closed
subset of Pn
Seckp(Z) := {p} ∪
⋃
{L | L is a k-secant line to Z with p ∈ L}
furnished with its structure of reduced closed subscheme of Pn . Next, we deﬁne the k-secant loci of Z
with respect to p as the closed subscheme of Pn
Σkp(Z) := Z ∩ Seckp(Z).
Some authors also use the term “entry locus” instead of “secant locus”. Observe that Seckp(Z) =
Join(p,Σkp(Z)) is the (embedded) join of p and Σ
k
p(Z); this is the reason we demand Sec
k
p(Z) to
be reduced (see [6]). Example 6.3 shows the importance of deﬁning the secant cone to be reduced.
(E) Let p ∈ Pn . We denote the linear projection with centre in p by
πp : PnK \{p} −→ Pn−1 = Pn−1K (p);
it is given by S = K [p1] ↪→ R . Let πpZ denote the restriction of πp to a closed subscheme Z ⊆ Pn
with homogeneous ideal I Z . The ﬁbre of πpZ over a closed point q ∈ πp(Z) is
(πpZ )−1(q) = 〈q, p〉 ∩ Z .
As q ∈mProj(K [p1]) the ﬁbre (πpZ )−1(q) is given by the ideal (qR + I Z )sat ⊆ R .
Remark 3.7. (A) Keep the notations of above. Now, Corollary 3.5 just says that if p /∈ Z , then the k-th
PEI Kpk (I Z ) deﬁnes the set of closed points q ∈ πp(Z) whose ﬁbres (πpZ )−1(q) are of length > k.
Note that Kpk (I Z ) does not need to be saturated (see Example 6.3).
(B) In this paper, we only consider outer projections, that is projections from a point p not con-
tained in Z , because we are mainly interested in secant cones. But the study of PEIs can be useful for
the study of projections from p if p ∈ Z ; see [9] for an application of PEIs to inner projections.
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that p /∈ Z . Let k ∈ N0 . Then
Seckp(Z) = Proj
(
R
/√Kpk−1(I Z )R)
and
Σkp(Z) = Proj
(
R
/(
I Z +
√
Kpk−1(I Z )R
))
.
Proof. Let q ∈ Pn−1 = mProj(S); the homogeneous ideal of the projective line 〈q, p〉 ⊆ Pn is qR ∈
Proj(R). According to Corollary 3.5 it therefore holds
VPn−1
(Kpk−1(I Z ))= {q ∈ πp(Z) ∣∣ e0(R/(I Z + qR)) k}
= {q ∈ πp(Z) ∣∣ l(Z ∩ 〈p,q〉) k}= πp(Σkp(Z)).
But as the closure of π−1p (πp(Σkp(Z))) ⊆ Pn is just Seckp(Z), we get the ﬁrst equation. The second
equation follows by deﬁnition. 
4. Multiple projections
Let S˜ ⊆ R be a homogeneous graded K -subalgebra, that is there exist an integer t ∈ {0, . . . ,n} and
linearly independent elements y0, . . . , yt ∈ R1 such that R = S˜[y0, . . . , yt]. For a graded ideal a ⊆ R ,
let a˜ := a ∩ S˜ . Note that there is a natural inclusion map S˜ /˜a ↪→ R/a; we therefore consider S˜ /˜a as a
graded K -subalgebra of R/a.
Proposition 4.1. Let a ⊆ R be a graded ideal such that (R/a)m = (˜S /˜a)m for all m  0. Let p˜ ∈ mProj(˜S) be
such that a˜  p˜, let S := K [˜p1] ⊆ S˜ , and let q ⊆ S be a graded ideal such that dim(S/(˜a ∩ S + q)) = 1. Let
l0 :=max{l ∈ N0 ∪ {−1} |Kp˜l (˜a) ⊆ a˜ ∩ S + q}. Then
e0
(
R/(a + qR))= (l0 + 1) · e0(S/(a ∩ S + q)).
Proof. Let m  0. As (R/a)m = (˜S /˜a)m it holds ((y0, . . . , yt)R)m ⊆ am and in particular ((y0, . . . ,
yt)q)m ⊆ am . Moreover qR = q˜S + (y0, . . . , yt)q. It follows(
R/(a + qR))m = (R/(a + q˜S))m
= ((˜S /˜a)/(˜a + q˜S /˜a))m = (˜S/(˜a + q˜S))m.
Thus, by Theorem 3.4
e0
(
R/(a + qR))= e0(˜S/(˜a + q˜S))
= (l0 + 1) · e0
(
S/(˜a ∩ S + q))= (l0 + 1) · e0(S/(a ∩ S + q)). 
Now, let d ∈ N0, let Λ = Pd ⊆ Pn and S := K [˜p1] ⊆ S˜ be a linear subspace of dimension d with
homogeneous ideal IΛ ⊆ R , and let
π := πΛ : Pn\Λ −→ Pn−d−1
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choose a decomposition
π = πd ◦πd−1 ◦ · · · ◦π0,
where πi : Pn−iK (pi−1)\{pi} −→ Pn−i−1K (pi) are simple projections for i ∈ {0, . . . ,d}. If we denote the
homogeneous rings of Pn−1(p0), . . . ,Pn−d(pd−1) by S˜0, . . . , S˜d−1, this decomposition is given by
S ↪→ S˜d−1 ↪→ ·· · S˜0 ↪→ R.
Corollary 4.2. Let Z ⊆ Pn be a closed subscheme with homogeneous ideal I Z , and assume that there is a
decomposition π = πd ◦ · · · ◦ π0 such that (πd−1 ◦ · · · ◦ π0)Z : Z −→ π−1d (π(Z)) is an isomorphism. Let
q ∈ Pn−d−1 be a closed point. Then, for all k ∈ N0
l
(
Z ∩ 〈q,Λ〉)> k ⇐⇒ KIΛ∩ S˜d−1k (I Z ∩ S˜d−1) ⊆ q.
Proof. (πd−1 ◦ · · ·π0)Z being an isoprojection is equivalent to (R/I Z )m = (˜Sd−1/(I Z ∩ S˜d−1))m for all
m  0. So, we get our claim by Proposition 4.1. 
Notation 4.3. For the remainder of this section, let L ∈ Proj(R) be a linearly generated ideal of height
n− 1, that is L := Proj(R/L) = P1 ⊆ Pn is a projective line. Let S = SL := K [L1] ⊆ R; the twofold pro-
jection πL : Pn\L Pn−2 is given by S ↪→ R . Let p, p′ ∈ L, p = p′ , and let S˜ := K [p1], S˜ ′ := K [p′1] ⊆ R .
Consider the projections π : Pn\{p} −→ Pn−1 and π ′ : Pn\{p′} −→ Pn−1 given by S˜ ↪→ R and S˜ ′ ↪→ R ,
respectively, as well as π˜ : Pn−1\{p˜} −→ Pn−2 and π˜ ′ : Pn−1\{p˜′} −→ Pn−2 given by S ↪→ S˜ and
S ↪→ S˜ ′ , respectively, where p˜ := π ′(p) = π ′(L\{p′}) and p˜′ := π(p′) = π(L\{p}). Then
πL = π˜ ′ ◦π = π˜ ◦π ′ : Pn\L −→ Pn−2
are two decompositions of π .
Deﬁnition 4.4. Let a ⊆ R be a graded ideal such that R+ ⊆
√
a + L. We call p,p′ ∈ mProj(R) ∩ Var(L)
a clever decomposition of L with respect to a if
asat = ((a ∩ K [p1])R + (a ∩ K [p′1])R)sat.
Remark 4.5. Let Z ⊆ Pn be a closed subscheme with homogeneous ideal I Z ⊆ R such that Z ∩ L = ∅.
Geometrically, Deﬁnition 4.4 means that p, p′ ∈ L are a clever decomposition of L with respect to Z if
Z = Join(π(Z), p)∩ Join(π ′(Z), p′)= Join(Z , p) ∩ Join(Z , p′).
Proposition 4.6. Let a ⊆ R be a graded ideal such that R+ ⊆
√
a + L, and let p,p′ ∈ mProj(R) ∩ Var(L)
be a clever decomposition of L with respect to a. Let q ∈ mProj(S), and let k0 := max{k ∈ N0 ∪ {−1} |
KL∩S˜k (a ∩ S˜) ⊆ q}, k′0 := max{k ∈ N0 ∪ {−1} |KL∩S˜
′
k (a ∩ S˜ ′) ⊆ q}. Then
e0
(
R/(a + qR))= (k0 + 1) · (k′0 + 1).
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q + y2R = L, that is S˜/q˜S = K [y0, y2] and R = K [y0, y1, y2]. By Lemma 3.2, there is a homogeneous
element
h = h0 yk0+10 + h1 yk00 y2 + · · · + hk0+1 yk0+12 ∈
(
K [y0, y2]
)
k0+1 ⊆ Rk0+1,
where h0, . . . ,hk0+1 ∈ K such that h0 = 0 and
a ∩ S˜ + q˜S/q˜S = hS.
Analogously, we can choose y′0 ∈ R1\p′1 such that a ∩ S˜ + q˜S/q˜S is generated by
h′ = h′0 y′k0+10 + h′1 y
′k′0
0 y2 + · · · + h′k′0+1 y
k′0+1
2 ∈
(
K
[
y′0, y2
])
k′0+1 ⊆ Rk′0+1,
where h′0, . . . ,h′k′0+1 ∈ K such that h
′
0 = 0. As h0,h′0 = 0 it follows that h,h′ ⊆ R = K [y0, y′0, y2] is
an R-regular sequence. So, h,h′ is a system of multiplicity parameters of degree k0 + 1,k′0 + 1 for R .
Further, for all d  0
(a + qR/qR)d = asatd + (qR)d/(qR)d
= ((a ∩ S˜)R + (a ∩ S˜ ′)R)d + (qR)d/(qR)d
= ((a ∩ S˜ + q˜S/q˜S)R)d + ((a ∩ S˜ ′ + q˜S ′/q˜S ′)R)d
= ((h,h′)R)d.
Therefore, we get
e0
(
R/(a + qR))= e0(R/(h,h′)R)= (k0 + 1) · (k′0 + 1). 
Corollary 4.7. Let Z ⊆ Pn be a closed subscheme such that Z ∩ L = ∅, and let p, p′ ∈ L be a clever decompo-
sition of L with respect to Z . Then, for all closed points q ∈ Pn−2
l
(
Z ∩ 〈q,L〉)= l(π(Z) ∩ 〈q,π(p′)〉) · l(π ′(Z) ∩ 〈q,π ′(p)〉).
Proof. Clear by Proposition 4.6 and Theorem 3.4. 
Remark 4.8. The next obvious questions here would be whether there is a clever decomposition for
any L and any a, and if not what conditions on L and a imply the existence of a clever decompo-
sition. We are not going to answer these questions here; for now, we are not interested in clever
decompositions themselves but in their usefulness for studying examples (see Example 6.5).
5. Computational aspects
We keep the previous notations.
Proposition 5.1. Let a ⊆ R be a graded ideal, and assume p := (x1, . . . , xn) ∈ mProj(R). Let σ be an elimina-
tion ordering on R, and let G be a Gröbner basis of a with respect to σ . For all k ∈ N0 , the set
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{
LCx0(g)
∣∣ g ∈ G ∧ degx0(g) k}
is a Gröbner basis ofKpk (a) with respect to the term ordering on S = K [p1] induced by σ .
Proof. [5, Proposition 3.4] and Corollary 2.5. 
Remark 5.2. We keep the notations of Proposition 5.1, but we assume further that a  p, that is
R+ ⊆ √a + p. So, there is an integer t ∈ N0 such that xt0 ∈ a + p, hence xt0 is contained in the initial
ideal Inσ (a + p). But as p = (x1, . . . , xn), this means xt0 ∈ Inσ (a). Therefore, there must be an element
g0 ∈ G such that LTx0 (g0) = xs0 for some s t and Kps (a) = K [p1].
Algorithm 5.3. (A) Using Proposition 5.1, we obtain the following method for computing the ideals of
secant cones and secant loci:
Let Z ⊆ Pn be a closed subscheme with homogeneous ideal I Z ⊆ R , and let p ∈ Pn such that p /∈ Z .
1. Choose a linear coordinate transformation ψ : R ∼=−→ R such that ψ(p) = (x1, . . . , xn).
2. Compute a Gröbner basis G of ψ(I Z ) with respect to an elimination ordering.
3. Choose k0 ∈ N0 such that Kψ(p)k (ψ(I Z )) = K [p1] for all k  k0. An integer k0 with this property
exists by Remark 5.2.
4. Compute the partial elimination ideals Kψ(p)0 (ψ(I Z )), . . . ,Kψ(p)k0−1(ψ(I Z )). This can easily be done
using Proposition 5.1.
5. Set Kpk (I Z ) := ψ−1(Kψ(p)k (ψ(I Z ))) for 0 k  k0 − 1. Lemma 2.6 guarantees that we indeed get
the partial elimination ideals of I Z with respect to p.
6. Compute
√
Kpk (I Z )R for 0 k k0 − 1.
By Proposition 3.8, for any k ∈ {0, . . . ,k0 −1}, the (k+1)-secant cone of Z with respect to p is deﬁned
as a scheme by the homogeneous ideal
√
Kpk (I Z )R , while the (k + 1)-secant loci of Z with respect
to p is deﬁned by the homogeneous ideal
√
Kpk (I Z )R + I Z . As Kpk (I Z )R = R for all k k0, the higher
secant loci Σkp(Z) are empty.
(B) The above method contains some choices. We can replace these choices with explicit terms
and get the following algorithm:
Input. The homogeneous ideal I Z ⊆ R of a closed subscheme Z ⊆ Pn , and a minimal system of gen-
erators y1, . . . , yn ∈ R1 of the closed point p ∈ Proj(R). Consider R to be furnished with either the
lexicographical term order or the reversed lexicographical term order.
1.1. Compute l := min{i ∈ {0, . . . ,n} | xi /∈ p}.
1.2. Deﬁne the coordinate transformation ψ : R ∼=−→ R to be the inverse of x0 → xl , x1 → y1, . . . ,
xn → yn . Then indeed ψ(p) = (x1, . . . , xn). Calculate ψ(I Z ).
2. Compute a Gröbner basis G of ψ(I Z ), for example using the Buchberger algorithm.
3. Set k0 := max{degx0 (g) | g ∈ G}. Then Kψ(p)k (ψ(I Z )) = K [p1] for all k  k0 according to Re-
mark 5.2.
4. For all k ∈ {0, . . . ,k0 − 1}, set Gk := {LTx0 (g) | g ∈ G ∧ degx0 (g) k}.
5. Set Kpk (I Z )R := ψ−1(Gk)R for 0 k k0 − 1.
6. Compute
√
Kpk (I Z )R for 0 k k0 − 1, for example using the algorithm of Krick and Logar.
Output. Ideals
√
Kp0 (I Z )R, . . . ,
√
Kpk0−1(I Z )R (via a ﬁnite set of generators) of Sec
p
1 (Z), . . . ,Sec
p
k0
(Z).
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6. Examples
We use the notations of the previous sections.
Example 6.1. (A) Let R := K [x0, . . . , x4], let p := (x1, . . . , x4), let
a := (x40 + x21x22, x20x1 − x33, x22 − x23, x0x2 + x24)⊆ R,
and let q := (x3, x4) ⊆ S = K [x1, . . . , x4]. Then a ∩ S + q = (x22, x3, x4) and x2 ∈ Kp1 (a), so k0 = 0 and
e0(S) = e0(K [x1, . . . , x4]/(x22, x3, x4)) = 2. Furthermore,
a + qR = (x40, x20x1, x0x2, x22, x3, x4)
and therefore
e0
(
R/(a + qR))= 3> (k0 + 1) · e0(S/(a ∩ S + q)).
(B) Keep R , p, S and q of part (A), and let
a := (x40 + x0x31, x30x1 + x41 + x43, x20x2 + x34, x22)⊆ R.
Then,
Kp1 (a) = a ∩ S +
(
x43, x1x
3
4
)⊆ a ∩ S + q = (x22, x3, x4),
but x2 ∈Kp2 (a), so k0 = 1 and e0(S) = 2. On the other hand,
a + qR = (x40 + x0x31, x30x1 + x41, x20x2, x0x31x2, x41x2, x22, x3, x4)
and hence
e0
(
R/(a + qR))= 3< (k0 + 1) · e0(S/(a ∩ S + q)).
(C) Again, keep R , p and S as in part (A), but now let
a := (x50 + x20x31, x40x1 + x0x41 + x53, x30x21 + x51 + x54, x30x2, x32),
and let q := (x1x2, x3, x4) ⊆ S . Then,
Kp2 (a) = a ∩ S +
(
x31x2, x
5
4, x
5
3
)⊆ a ∩ S + q = (x1x2, x32, x2, x4),
but x2 ∈Kp3 (a), so k0 = 2 and e0(S) = 1. On the other hand,
asat = (x30 + x31, x2)⊆ R = K [x0, x1, x2]
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Examples of all possible secant loci of X = S(1,1,2,3).
Ap Kp1 (I X ) Sec2p(X) Kp1 (I X )R + I X/K p1 (I X )R Σ2p (X)
{7,10} (x0, . . . , x6, x8, x9) P1 (x7x10) ⊆ K [x7, x10] Two points
{9} (x0, . . . , x8) P1 (x29) ⊆ K [x9, x10] Double point{0,10} (x2, . . . , x9) P2 (x0x10) ⊆ K [x0, x1, x10] Two lines
{5} (x0, . . . , x3, x7, . . . , x10) P2 (x4x6 − x25) ⊆ K [x4, x5, x6] Smooth conic{0,3} (x4, x5, x6, x8, x9, x10) P3 (x0x3 − x1x2) ⊆ K [x0, . . . , x3] Quadric surface
{4,9} (x0, . . . , x3, x5, . . . , x8, x10, x4 − x9) p (x29) ⊆ K [x9] ∅
and therefore
e0
(
R/(a + qR))= 3= (k0 + 1) · e0(S/(a ∩ S + q)).
(D) Now, let R = K [x0, . . . , xn], p ∈ mProj(R), let a ⊆ R be a graded ideal such that a  p, and let
q ⊆ S := K [p1] be a graded ideal such that dim(S) = 1. Then, a0 := (a ∩ K [y0, y1])sat is a principal
ideal; the same argument as used in the proof of Lemma 3.2 shows that a homogeneous generator h
of a0 is of degree  k0 + 1. As a0R ⊆ asat, it follows
e0
(
R/(a + qR)) e0(R/a0R) = e0(R/hR) (k0 + 1)e0(S/(a ∩ S + q)).
Now, (A) and (B) above prove that both inequalities between e0(R/(a + qR)) and (k0 + 1) · e0(S/(a ∩
S + q)) can occur if asat is not a principal ideal. But the condition that a is a principal ideal is not
necessary for e0(R/(a + qR)) = (k0 + 1) · e0(S/(a ∩ S + q)), as (C) shows. Indeed, we conjecture that
this equality always holds if S+ can be generated by two elements and the degree of a generator
of a0 is k0 + 1.
Example 6.2. Let X ⊆ Pn be a smooth rational normal scroll and of codimension at least 2. Let p ∈
Pn\X be a closed point. Then, according to [3, Theorem 3.2], either
(a) Sec2p(X) = P1 and Σ2p(X) ⊆ P1 is either a double point or the union of two simple points.
(b) Sec2p(X) = P2 and Σ2p(X) ⊆ P2 is either a smooth conic or the union of two lines L, L′ ⊆ X .
(c) Sec2p(X) = P3 and Σ2p(X) ⊆ P3 is a smooth quadric surface.
(d) Sec2p(X) = ∅, i.e. p /∈ Sec(X).
Now, let us consider the scroll X = S(1,1,2,3) ⊆ P10. Using Algorithm 5.3, it is easy to ﬁnd 6 points
of P10\S(1,1,2,3) such that every one of the possible six secant loci occurs (see Table 1; there Ap
of a closed point p = (p0 : · · · : p10) ∈ P10\X is the set of indices i ∈ {0, . . . ,10} such that pi = 1 for
i ∈ Ap and pi = 0 else).
Example 6.3. Let Z ⊆ P3 be the subscheme deﬁned by the homogeneous ideal
I Z :=
(
x40, x
3
0x1, x
2
0x
2
1 + x0x33, x0x1x22 + x41, x1x33
)⊆ R := K [x0, x1, x2, x3].
As
√
I Z = (x0, x1), the underlying set of Z is just a line, and I Z is saturated. Computing the PEIs of I Z
with respect to the point p = (1 : 0 : 0 : 0) ∈ P3 we get
Kp0 (I Z ) =
(
x1x
3
3, x
9
1
)⊆ S := K [x1, x2, x3],
Kp1 (I Z ) =
(
x1x
3
3, x
5
1 − x22x33, x1x22, x63
)
,
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(
x21, x1x
2
2, x
3
3
)
,
Kp3 (I Z ) =
(
x1, x
3
3
)
,
Kp4 (I Z ) = S.
So, we can compute Kp1 (I Z )sat = Kp2 (I Z )sat = Kp3 (I Z ), that is the ﬁrst and second PEI of I Z with
respect to p are not saturated; their saturation indices are 8 and 4, respectively. Furthermore, we see
that Σ2p(Z) = Σ3p(Z) = Σ4p(Z) are equal as sets and consist just of the point q = (0 : 0 : 1 : 0). The line〈q, p〉 is a 4-secant to Z . Therefore, Z is not smooth.
On the other hand, the extension ideals Kp1 (I Z )R , Kp2 (I Z )R and Kp3 (I Z )R are saturated, meaning
that the schemes Proj(R/Kp1 (I Z )R), Proj(R/Kp2 (I Z )R) and Proj(R/Kp3 (I Z )R) are different; they are
non-reduced and therefore not equal to the k-secant cones of Z for k ∈ {2,3,4}. Another consultation
of Singular tells us that(
I Z +Kp1 (I Z )R
)sat = (I Z +Kp2 (I Z )R)sat = (I Z +Kp3 (I Z )R)sat = (x40, x1, x33),
while (
I Z +
√
Kp1 (I Z )R
)sat = (I Z +√Kp2 (I Z )R)sat
= (I Z +√Kp3 (I Z )R)sat = (x40, x1, x3).
Hence, we indeed have to demand that Seckp(Z) is reduced; if we omitted this condition, we would
get l(Z ∩ Sec4p(Z)) = 12, where Sec4p(Z) = 〈p,q〉 is just a line. But 〈p,q〉 certainly is no 12-secant line
to Z .
Example 6.4. (See Example 7.4(E) in [2].) Let n = 10. Consider the rational normal scroll W :=
S(1,8) ⊆ P10K with homogeneous ideal IW ⊆ R , and let L ⊆ P10K be the line given by L =
(x0, x1, x2, x5, . . . , x10) ⊆ R . Let πL : P10K \L −→ P8K be the double projection given by S := K [x0, x1, x2,
x5, . . . , x10] ↪→ R , and let Y := πL(W ) ⊆ P8K . The homogeneous ideal J ⊆ S of Y is given by 18
quadrics and one quartic Q = x31x2 − x30x5. Now, let us consider the secant loci of W with respect to
the points of L. According to [4], the secant variety of W is given by the ideal M generated by the
3× 3-minors of the matrix ⎛⎝ x2 x3 x4 x5 x6 x7 x8x3 x4 x5 x6 x7 x8 x9
x4 x5 x6 x7 x8 x9 x10
⎞⎠ ,
so that M + L = (x0, x1, x2, x34, x5, . . . , x10) ⊆ R and therefore Sec(W ) ∩ L contains just one point
p = (0 : 0 : 0 : 1 : 0 : · · · : 0) with homogeneous ideal (x0, x1, x2, x4, . . . , x10) ∈ mProj(R). The partial
elimination ideals of IW with respect to p are
Kp0 (IW ) = IW ∩ K
[
(p0)1
]
,
Kp1 (IW ) = (x0, x1, x4, . . . , x10),
Kp2 (IW ) = K
[
(p0)1
]
,
so that
Sec2p (W ) = VP10
(Kp01 (IW )R)= P1 ⊆ P10K0 K
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Σ2p0(W ) = W ∩ Sec2p0(W ) =
{
p := (0 : 0 : 1 : 0 : · · · : 0)}.
Moreover, l(W ∩ Sec2p(W )) = 2. So, Sec2p(W ) is a line which intersects W in one point w with multi-
plicity 2. It holds
〈w,L〉 ∩ W = {w} and l(〈w,L〉 ∩ W )= 3,
meaning that w ‘lies with length 3 over its image π(w) ∈ Y ’. We now consider the PEIs corresponding
to this projection. For this, we decompose πL = π˜ ◦π ′ , where
π ′ : P10∖{p′ := (0 : 0 : 0 : 0 : 1 : 0 : · · · : 0)}−→ P9K
is given by S˜ ′ := K [x0, x1, x2, x3, x5, . . . , x10] ↪→ R , and
π˜ : P9K
∖{
p˜ := π ′(p) = (0 : 0 : 0 : 1 : 0 : · · · : 0)}−→ P8K
given by S ↪→ S˜ ′. Then, the PEIs of IW with respect to p′ are
Kp′0 (IW ) = IW ∩ S˜ ′, Kp
′
1 (IW ) =
(
S˜ ′
)
+, K
p′
2 (IW ) = S˜ ′,
where IW ∩ S˜ ′ is generated by 18 quadrics in S and 9 quadrics and 1 cubic in S˜ ′\S . Kp11 (IW ) = ( S˜ ′)+
means that π ′ is an isomorphism in accordance with p′ /∈ Sec(W ). For the PEIs of Kp′0 (IW ) with
respect to p˜ we get
K p˜0
(Kp′0 (IW ))= IY ,
K p˜1
(Kp′0 (IW ))= (x0, x31, x5, . . . , x10),
K p˜2
(
K p
′
0 (IW )
)= (x0, x1, x5, . . . , x10),
K p˜3
(Kp′0 (IW ))= S.
Looking at these PEIs, Corollary 4.2 tells us that πL(w) = (0 : 0 : 1 : 0 : · · · : 0) is indeed the only
point q of Y such that the length of the ﬁbre (πLW )−1(q) is 3; for every other point q ∈ Y the
length of the ﬁbre is l(W ∩ 〈q,L〉) = 1.
Finally, for example
x2x5 − x3x4 ∈ IW
∖((
IW ∩ K [p1]
)
R + (IW ∩ K [p′1])R)sat,
so p, p′ is not a clever decomposition of L.
E := J2S: S Q = (x5, . . . , x10) ⊆ S deﬁnes a projective plane E = P2 ⊆ P8. The intersection Y ∩ E
is the quartic deﬁned in E by Q = x31x2. Let L1 be the projective line in E deﬁned by x1,
in P8 by L1 = (x1, x5, . . . , x10) ⊆ S . In P10, L1 deﬁnes the projective three-space 〈L,L1〉, and
IW + L1R = (x0x4, x2x4 − x23, x3x4, x24, x1, x5, . . . , x10) ⊆ R , hence as a set (πLW )−1(L1) = 〈L,L1〉 =
VP10(x1, x3, x4, . . . , x10) is the ruling line L˜1 on W which contains w . Moreover, e0(R/(IW +
L1R)) = 3, that is ‘L˜1 lies with length 3 over L1’.
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KL∩ S˜l (IW ∩ S˜) +KL∩ S˜
′
k (IW ∩ S˜ ′) ⊆ S .
l
k
0 1 2
0 IW ∩ S (x0, x1, x4, . . . , x8, x10) S
1 (x0, x1, x2, x4, . . . , x8) S S
2 S S S
Example 6.5. Let W = S(1,8) ⊆ P10 be as in Example 6.4, but now consider the line L = P1 ⊆ P10
given by the ideal L = (x0, x1, x2, x4, . . . , x8, x10). Let p, p′ ∈ L be the closed points given by the ideals
p := (x0, x1, x2, x4, . . . , x10), p′ := (x0, . . . , x8, x10) ∈mProj(R)∩Var(L), and let S˜ := K [p1], S˜ ′ := K [p′1].
Then a short computation using Singular shows
(
(IW ∩ S˜)R +
(
IW ∩ S˜ ′
)
R
)sat = IsatW = IW ,
so p, p′ is a clever decomposition of L with respect to W . Another consultation of Singular gives
KL∩ S˜0 (IW ∩ S˜) = IW ∩ S =KL∩ S˜
′
0
(
IW ∩ S˜ ′
)
,
KL∩ S˜1 (IW ∩ S˜) = (x0, x1, x2, x4, . . . , x8), KL∩ S˜2 (IW ∩ S˜) = S,
KL∩ S˜ ′1
(
IW ∩ S˜ ′
)= (x0, x1, x4, . . . , x8, x10), KL∩ S˜ ′2 (IW ∩ S˜ ′)= S.
Thus we can compute Table 2, giving us the ideals KL∩S˜l (IW ∩ S˜) +KL∩S˜
′
k (IW ∩ S˜ ′) ⊆ S . So we see
that for q = (0 : 0 : 1 : 0 : · · · : 0),q′ = (0 : · · · : 0 : 1) ∈ Z it holds
KL∩ S˜0 (IW ∩ S˜) +KL∩ S˜
′
1
(
IW ∩ S˜ ′
)= q
and
KL∩ S˜1 (IW ∩ S˜) +KL∩ S˜
′
0
(
IW ∩ S˜ ′
)= q′,
i.e. length((πLZ )−1(q)) = length((πLZ )−1(q′)) = 2. Indeed, we can compute
Σ2p(Z) =
{
(πLZ )−1(q)
}
and Σ2p′(Z) =
{
(πLZ )−1
(
q′
)}
.
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