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Abstract
Skin cancer is one of the most common types of cancer and is usually classied as either
non-melanoma or melanoma skin cancer. Melanoma skin cancer accounts for about half of
all skin cancer-related deaths. The 5-year survival rate is 99% when the cancer is detected
early but drops to 25% once it becomes metastatic. In other words, early detection is vital to
saving lives.
Foraminifera are microscopic single-celled organisms that exist in marine environments
and are classied as living a benthic or planktic lifestyle. In total, roughly 50 000 species
are known to have existed, of which about 9 000 are still living today. Foraminifera are
important proxies for reconstructing past ocean and climate conditions and as bio-indicators
of anthropogenic pollution. Since the 1800s, the identication and counting of foraminifera
have been performed manually. The process is resource-intensive.
In this dissertation, we leverage recent advances in computer vision, driven by breakthroughs
in deep learning methodologies and scale-space theory, to make progress towards both early
detection of melanoma skin cancer and automation of the identication and counting of
microscopic foraminifera.
First, we investigate the use of hyperspectral images in skin cancer detection by performing
a critical review of relevant, peer-reviewed research. Second, we present a novel scale-space
methodology for detecting changes in hyperspectral images. Third, we develop a deep
learning model for classifying microscopic foraminifera. Finally, we present a deep learning
model for instance segmentation of microscopic foraminifera.
The work presented in this dissertation are valuable contributions in the elds of biomedicine
and geoscience, more specically, towards the challenges of early detection of melanoma
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There are many research elds, and associated real-world applications, that greatly benet
from advancements in computer vision driven by the deep learning revolution [1]. Two such
elds of research are biomedicine and geoscience. The work presented in this dissertation is
focused on skin cancer within the eld of biomedicine, and microscopic foraminifera within
the eld of geoscience.
Skin cancer is one of the most common types of human cancer, and worldwide it accounts
for around 7.9% of all reported cases [2]. Approximately 1.2% of all cancer-related deaths are
attributed to skin cancer, with half of these being caused by a particular type calledmelanoma
skin cancer. Non-metastatic melanoma skin cancer has a 99% 5-year survival rate, but this
drops 25% once the cancer becomes metastatic and spreads to distant organs [3]. Therefore,
early detection of melanoma skin cancer is critical to saving lives.
Foraminifera are small single-celled organisms, typically smaller than 1 mm, which are
found in marine environments. During their life cycle they produce shells, referred to as tests,
from various materials that readily fossilize in sediments and become part of the geological
record. In total around 50 000 species have been identied, and approximately 9 000 are
still in existence today [4]. By studying sediment core samples from a region, it is possible
to reconstruct past ocean and climate conditions [5–7]. Foraminiferal analysis has also
been shown to be valuable for detecting bio-indicators of anthropogenic pollution of marine
environments [8].
1.1. Key challenges and opportunities
Deep neural networks have successfully been applied to the task of classifying skin cancer [9].
However, much work remains to be done in order to accurately detect melanoma skin cancer
1
CHAPTER 1. INTRODUCTION
at an early stage, which is crucial to saving human lives. Furthermore, it seemed to us
that an upper limit had been reached with respect to what is achievable with conventional
imaging methods used in dermatology. In the last decade and a half, the use of hyperspectral
imaging systems has been an active eld of research within biomedicine [10, 11]. One area
of focus has been the detection of cancer via known bio-indicators that can be detected in
specic regions of the light spectrum [12]. Based on these insights, our hypothesis is that
hyperspectral imaging can be used to improve the accuracy of skin cancer detection, and at
an earlier stage. Preliminary investigation uncovered that research had been published in
this direction. However, when the project presented in this dissertation commenced, it was
unclear what the gaps in the knowledge were, as well as what the biggest challenges in the
research were. These questions combined with the promise of hyperspectral imaging in skin
cancer detection constitutes the basis of our rst set of opportunities;
I Critically evaluate published research conducted towards detecting melanoma skin
cancer using hyperspectral imaging, and identify what remains to be done.
II Develop methods towards the early detection of skin cancer by using hyperspectral
images.
Since the early 1800s, the task of identifying, counting and picking microscopic foraminifera
has been done manually by geoscientists. Typically, to get statistically signicant and robust
representations of the fauna, a large number of specimensmust be analyzed. Depending upon
the complexity of the samples, and the expertise of the geoscientist, the task usually requires
2–8 hours per sample. Furthermore, a typical study often consists of 100-200 samples. In other
words, the amount of time needed per study can be staggering. We state that it is necessary to
develop methods towards automating the counting and picking of microscopic foraminifera;
not only to reduce the time and expertise needed, but also to make studies requiring robust
reconstructions of past and present faunal conditions more accessible. Important work in
this direction has be done [13–16], but the challenges are not yet resolved. We dene the
following opportunities as rst steps towards full automation;
III Implement an accurate and robust classication method for microscopic foraminifera.
IV Develop a methodology for detecting microscopic foraminifera and delineating objects
with segmentation masks for ne-grained localization.
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1.2. Brief overview of research
The research presented in this dissertation consists of four papers; the rst two are applied to
the eld of biomedicine, and the nal two are applied to the eld of geoscience.
Paper I is a critical review of recent, peer-reviewed research on using hyperspectral imaging
for skin cancer detection/classication, and addresses opportunity I. In the paper we rst
identify 86 candidate publications from the period 2003–2018, which were reduced to 20 after
applying exclusion criteria based on relevance and quality of the research. The remaining 20
items of research were then critically evaluated, analyzed and synthesized. We present our
ndings, including critical remarks and our suggestions for future research.
In Paper II, a novel scale-space methodology for detecting very small changes in spectral
signatures addresses opportunity II. We evaluate the method on two datasets of hyperspectral
images. First we evaluate on a novel dataset of hyperspectral images of skin lesions acquired
using a prototype hyperspectral camera. Because we were unable to monitor skin lesions over
time (any suspected cancer is surgically removed), we induced small, articial changes in
the spectral signatures to simulate a change. To test our method without articially induced
changes, we acquired a small dataset consisting of hyperspectral images of frozen sh where
images were taken at dierent time steps. We conclude that our scale-space methodology is
able to detect changes over time.
Opportunity III is addressed by Paper III, where we develop a deep learning method for
accurately classifying microscopic foraminifera. We rst created a novel dataset of more
than 2600 images of individual microscopic foraminifera and sediment grain specimens,
categorized into four high-level class labels. Then we develop a deep learning classier
based on a VGG-16 [17] model with parameters that had been pretrained on the ImageNet
dataset [18]. To quantify the robustness of the developed model and make it more applicable
in a real-world context, we implement an uncertainty estimation algorithm.
In the nal work, Paper IV, we tackle opportunity IV by developing an instance segmentation
model using a deep learning methodology. First, we present a novel object detection dataset
of microscopic foraminifera and sediment grains. The dataset consists of 104 images, where
each image contains a large number of specimens that have high-quality segmentationmasks.
The dataset contains over 7000 objects, categorized into the same four high-level class labels
used in Paper III. Second, we develop an instance segmentation model based on Mask R-
CNN [19] using parameters pretrained on the COCO dataset [20]. We thoroughly analyze




The remainder of this dissertation is divided into four main parts. In Chapter 2, necessary
background information is presented in order to give an understanding of the context in
which the research is placed. We begin by giving an overview of hyperspectral imaging,
before moving on to key information and statistics on skin cancer. Finally, we give some
insight into the world of microscopic foraminifera.
In Chapter 3 we cover the various methodology used in the four included papers. Here we
begin by describing research synthesis, more specically, systematized literature reviews.
Next, we go through several chapters covering relevant methodology from supervised learn-
ing, classication, deep learning, image segmentation, and transfer learning. Finally, we
summarize uncertainty estimation within the context of deep learning, and give a brief
summary of relevant scale-space techniques.
In Chapter 4–7, summaries of the four research papers are presented, which includes detailed
lists of the contributions by the author. This part rounds o the dissertation with some
concluding remarks in Chapter 8










Hyperspectral imaging (HSI) is an imaging technique rst introduced in the eld of remote
sensing [21], and is based on a combination of spectroscopy and digital photography. Most
digital photography systems captures data across distinct bands of the electromagnetic (EM)
spectrum, where each band corresponds to the primary colors red, green and blue (RGB).
Each pixel in an RGB image is assigned the recorded luminance (amount of light) values
for the respective spectral bands of each of the primary colors. The goal of HSI is to assign
each pixel with a very large amount of wavelength measurements, sampled uniformly across
the entire bandwidth of the sensor. Depending upon the HSI system used, each pixel will
generally be represented as a measurement of either absorption, reectance, or uorescence.
Additionally, when the sampling is done using a very ne resolution, each pixel can be
represented as a contiguous curve. See Figure 2.1 for the conceptual dierence between RGB
and hyperspectral images.
The human visual system is, on average, considered to only perceive light with wavelengths in
the approximate range from 380 to 750 nanometers [22, 23]. Because the human visual system
only operates in a small region of the EM spectrum, most digital photography systems are
limited to the same region. This is a missed opportunity in many applications, since salient
information often exists beyond the human-visible spectral range [10, 24]. HSI systems can
operate beyond the visible light spectrum, in the infrared (IR) and ultraviolet (UV) spectral
ranges. Additionally, due to the contiguous sampling and ne spectral resolution, techniques
such as spectral unmixing and segmentation are available [25–27]. In medical applications
such as cancer detection, important biological markers can reportedly be detected in the IR
and UV regions [11, 12], and for cancer treatment spectral unmixing and segmentation have
been used to separate cancer from healthy tissue [28].
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Hyperspectral band imagesIndividual RGB channels
Figure 2.1. The conceptual dierence between RGB and hyperspectral images. On the left,
the three channels of an RGB image are shown using false color representation
of luminance values for each respective channel. On the right, a caricature of a
hyperspectral cube is shown, where the original 120 spectral band images have been
downsampled to 21. Each spectral band image is shown using a linear color map
representation of the respective, normalized reectance values. Both images were
sourced from the same clinical, hyperspectral image of a skin lesion.
There are four main techniques for acquiring hyperspectral images; spatial scanning [11],
spectral scanning [29], spatio-spectral scanning [30], and snapshot imaging [31]. Each
technique comes with its own set of advantages and disadvantages, but the end result is
conceptually the same for all techniques. Hyperspectral images are often represented as a
so-called hyperspectral cube, where two of the dimensions are the spatial pixel coordinates,
and the third is the spectral signature. This way of organizing the data makes it convenient
to operate on each set of wavelength measurements as separate images, which can be useful
for many computer vision algorithms.
One aspect that is common to most HSI acquisition techniques and systems is that the raw
images need pre-processing before usage [32]. Perhaps the most common pre-processing
step for HSI data is converting the pixel-wise measurements to calibrated reectance values.
Reectance represents the amount of radiant energy reected from a surface, where 0%
means all energy is absorbed and 100% means all energy is reected. Because each HSI
sensor, system, and ambient conditions vary, reectance is almost always calibrated based on
two calibration images. The rst calibration image ID, sometimes referred to as the “dark
8
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current” image, is acquired from the HSI system when zero light hits the sensor. This image
represents the minimum value for each individual pixel captured by the sensor, and corrects
for inherent imperfections in the system. The second calibration image IW is acquired by
using a reference surface that reects almost all light, and is commonly known as the “white
reference” image. Importantly, the reference surface has known reectance or absorption
characteristics across a range of the EM spectrum. The white reference image represents the
maximum reectance, for the given the light emission source and the ambient conditions,
captured in each pixel across the spectral operating range. Using the two calibration images,




∈ [0, 1]. (2.1)
By calibrating images this way, we adjust for variations in light source characteristics, ambi-
ent conditions, as well as variations between dierent imaging systems. Making sure that
images taken of the same object at dierent times, perhaps under slightly dierent ambient
illumination conditions, have consistent distributions is vital for many applications such as
change detection algorithms that are based on identifying statistically signicant variations
between observations.
2.2. Skin cancer
One of the most common types of cancer in humans is skin cancer, which accounts for about
7.9% of all cancer cases [2]. Skin cancer is typically classied as being either melanoma or
non-melanoma skin cancer. In the past few decades, the reported number of melanoma
cases in many countries has been increasing [3, 34]. The increasing trend does appear to
have slowed in younger population groups, but is still rapidly increasing in those over 50
years old [35]. Non-melanoma skin cancer is by far the most common form of skin cancer,
but is generally associated with a relatively low mortality rate. Malignant melanoma on
the other hand, which is much less common, has a much higher mortality rate. Out of all
new cancer cases reported in 2020, 6.2% were diagnosed as non-melanoma skin cancer, and
1.7% were diagnosed as melanoma. In the same year, 0.6% of all cancer-related deaths were
caused by non-melanoma skin cancer, and 0.6% were caused by melanoma [2]. The key
to eective cancer treatment is early detection, before the cancer becomes metastatic and
begins spreading to other organs. Non-metastatic melanoma has been reported to have a
99% 5-year survival rate, but for metastatic melanoma, with spreading to distant organs, the
5-year survival rate drops to 25% [3]. See Figure 2.2 for a few examples of skin cancers and
9
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Melanoma Basal cell carcinoma Actinic keratosis Seborrheic keratosis
Melanoma Basal cell carcinoma Actinic keratosis Seborrheic keratosis
Figure 2.2. Examples of four types of skin lesions. Both melanoma and basal cell carcinoma
are classied as skin cancer, whereas actinic keratosis and seborrheic keratosis are
non-cancerous skin growths. Melanomas are one of the least common forms of skin
cancer, but also the most deadly by a large margin. Basal cell carcinoma is the most
common type of skin cancer, however most are curable. Actinic keratosis is the most
common pre-cancerous growth, and is caused by excessive ultraviolet radiation,
i.e. sun exposure. Seborrheic keratosis is a harmless, non-contagious growth that
generally requires no intervention.
other skin lesions.
Physicians are frequently taught the ABCD rule of dermatoscopy [36] as a tool to assess
melanocytic skin lesions for malignancy. The A is asymmetry, and is used to assess the
symmetrical uniformity of the skin lesion. B is the border criteria, which captures how
distinctly the lesion is delineated from the surrounding tissue. Cancerous skin tissue often
exhibits non-distinct, diuse borders in the sub-regions where there is spreading. C stands
for color, and represents the color or mixture of colors of a skin lesion. D is for dierential
structures, and is scored based on visible structures such as pigment networks, streaks, dots,
and globules. Based on the clinical assessment of each criteria, a total score is calculated,
which can be used to classify themelanocytic skin lesion. The classication indicates whether
the skin lesion is benign, suspicious or malignant. It is also worth noting that in recent years
the ABCD rule has been extended to ABCDE, where the E stands for evolving. Monitoring
10
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the evolution of a skin lesion over time has been shown to be a very important criteria for
detecting skin cancer [37].
All suspicious or malignant skin lesions are surgically removed, and the excised tissue
undergoes a pathology investigation. The nal classication of the skin lesion is usually
based on the histopathology diagnosis produced by specialized pathologists [38]. Having an
accurate in-situ diagnosis is important to avoid the unnecessary surgical removal of benign
skin lesions. This will help reduce the workload on pathology departments, which will in
turn reduce the total wait time for determining whether further treatment or intervention is
necessary. Additionally, suspected malignant melanoma must be surgically removed with
a safety margin to ensure all cancer cells are removed [39]. The surgical margin can often
result in large scars, and in cases where skin lesions are removed from e.g. the facial region,
might lead to reduced quality of life [40–42]. Accurate and early detection of malignant
melanoma is crucial to saving human lives, and reducing unnecessary strain on aected
healthcare systems.
2.3. Microscopic foraminifera
Foraminifera are unicellular organisms that exist in marine environments, and most are con-
sidered to be microscopic. Foraminifera are categorized as having either a benthic or planktic
lifestyle. The benthic foraminifera live on the ocean oor, and the planktic foraminifera live
in the water column. Most foraminifera produce hard, external shells called tests, which
are commonly constructed of calcium carbonate or agglutinated sediment particles. The
shells eventually accumulate in the sediment on the ocean oor and become part of the
geological record [15]. By studying sediment cores from a region, the past foraminiferal
species abundance and composition can be reconstructed. Relative foraminifera abundance
estimates are frequently used as proxies to study e.g. past climate conditions [43]. For the
work presented in this dissertation, the objects found in typical sediment core samples are
grouped into four main categories; agglutinated benthics, calcareous benthics, planktics,
and sediment grains. Some examples of specimens from these four categories can be seen in
Figure 2.3.
Ever since the early 1800s the identication and picking of foraminifera has largely been
performed using microscopes, small needles, brushes, and other specialized tools [44]. This
manual and very time-consuming process is still the standard practice for counting and
estimating foraminifera abundances in most research institutions. The identication process
naturally also requires special expertise, and often extensive experience, from the people
11
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Stitched microscope image Individual foraminifera and sediment grains
Figure 2.3. Examples of foraminifera and sediment grain objects found in many sediment core
samples. The big image on the left shows a typical super-resolution image produced
by combining four dierent images captured from a microscope. In the image, a
multitude of dierent types of foraminifera and sediment grains can be seen. The
four columns on the right represent four high-level classes of objects that are typically
seen in the big microscope images. The rst column shows agglutinated benthics,
the second column calcareous benthics, the third column planktic foraminifera,
and the fourth column shows sediment grains.
performing the identication. Working towards automating as much of the identication
and counting process as possible is important across a multitude of research elds, such as
climate reconstruction [6], and ocean acidication and pollution impact [8]. Automation
will speed up research workows and reduce the overall workload on domain experts, which





The idea of the systematic review method was, most likely, rst described by James Lind
in 1753, a few years after his instrumental involvement in the rst randomized controlled
trial [45]. In the last few centuries the practice of research synthesis has become increasingly
common in evidence-based practices [46]. Systematic literature reviews are perhaps most
common in the eld of medicine, but have also become increasingly common in other elds
of research [47]. The concept of research synthesis is based on taking stock of published
research within an area of interest, appraising and discarding based on some criteria, and
summarizing what remains. Typically, the summary identies what has been done, what
remains to be done, the key challenges, and weaknesses in the existing body of evidence. In
some cases, the research syntheses will also give new insights that were only obtainable due
to a thorough, statistical meta-analysis of a large body of evidence from multiple studies [48].
For a long time, there was a lack of a consensus on how to perform research synthesis in a
rigorous and reproducible manner [46, 48]. Many dierent approaches to research synthesis
and literature reviews have been developed, each with their own subtle variations. The lack of
a standard set of terminology and denitions have likely led to confusion both when reading
and writing reviews. Commonly agreed upon standards for the dierent variations and styles
of reviews do, seemingly, still not exist. With the rise of the review journals, it is common
that each journal has their own prescribed denitions and methodologies. However, there
have been notable publications that have systematically reviewed published reviews in order
to develop common typologies. One such contribution can be found in Grant and Booth [46],
which introduces the search, appraisal, synthesis and analysis (SALSA) framework. Using
the SALSA framework, the authors produce a typology of 14 dierent types of reviews, which
includes examples such as the critical review and the systematic search and review.
13
CHAPTER 3. METHODOLOGY
The critical review can be briey summarized as consisting of extensive literature research,
where each item is critically evaluated based on its quality and contribution. Based on the
evaluation, items are included/excluded from further study, and what remains is presented,
analyzed and synthesized. Typically, the product of a critical review is a hypothesis or
“stepping stone” for new research and development, formed by taking stock of materials
caught in a wide net. Another relevant review type is the systematic search and review, which
can be considered as an extension of the critical review but with a muchmore comprehensive
search process. It can, to some extent, be viewed as a hybrid between the well-known
systematic review and the critical review. One of the dierences from the systematic review is
that the search has a much broader scope, thus giving a more complete picture. Additionally,
the resulting literature is subjected to a critical review to determine its quality and value to
the study. This critique process is often informal, without the necessity of a standardized
method or checklist, which is contrary to the systematic review.
Regardless of the review type, the general process for conducting a review will largely remain
the same and can be divided into ve stages. First, the type of review and its methodology
must be dened, as well as the research question and scope of the study. This stage can
also include the denition of inclusion or exclusion criteria, which must then be used in
subsequent stages of the review process. Second, once the scope has been dened, the search
criteria need to be clearly dened, and the literature search can commence. The search criteria
take into account the inclusion or exclusion criteria, if dened. Often, it might be wise to
conduct some preliminary, probing search to ensure the search criteria yield satisfactory
results across all relevant literature databases. Third, the published literature uncovered
by the search phase needs to be assessed. The primary purpose is to assess the relevance
and validity of the presented evidence, which includes study design, methodology, ndings,
conclusions, etc. If inclusion or exclusion criteria are dened, the assessment stage must
also take these into account. Fourth, all included research must be analyzed and synthesized.
The details of how this stage should be conducted will depend upon the review type and
methodology, but possibly also on the dened scope. For most types of reviews, the general
purpose of the analysis and synthesis is to identify gaps and limitations in the evidence. The
fth and nal stage is the writing of the review, and this stage also depends on the type of
review, journal requirements, author preferences, and so forth.
There are many obvious advantages of reviews, such as summarizing the current state of
evidence, identifying gaps and challenges, and uncovering new insights through analysis and
synthesis. However, there are also challenges related to conducting a review, e.g. avoiding






























































Figure 3.1. The total number of AI-related publications from 2000–2019, which includes both
peer-reviewed publications indexed by Scopus/Elsevier and arXiv preprints. The
trend line for yearly peer-reviewed publications was approximately linear until
around 2013/2014, which is before the deep learning “revolution.” In the years
2015–2019 the growth rate for peer-reviewed publications was increasing every year,
whereas the trend for arXiv preprints in the same period was linear. Plotted using
publicly available data shared via The AI Index 2021 Annual Report [49].
The latter can be especially challenging in elds of research that are extremely active, such
as machine learning and deep learning. Also, the general consensus seems to be that reviews
should only be based on work that has been peer-reviewed and published in a journal, book,
or similar. But with that criteria there is always a risk that some important evidence is
excluded because it has not yet passed peer-review at the time the search stage is conducted.
There is also a risk that a review will be, to some extent, outdated when it is published if the
dissemination process takes too much time.
The research activity within articial intelligence, which includes machine learning and
deep learning, has been increasing very rapidly in the last decade. According to numbers
presented in The AI Index 2021 Annual Report by Zhang et al. [49], in 2000 AI-related research
accounted for 0.8% of all peer-reviewed publications worldwide, while in 2013 it was 1.3%, and
in 2019 it accounted for a total of 3.8%. In 2012 there were fewer than 40 000 AI publications,
while in 2018 there were over 90 000 and in 2019 there were more than 125 000 publications.
This means that in 2019 alone, there were on average more than 340 peer-reviewed AI-related
research items published every single day. The report also presents ndings from publications
on arXiv, an online open-access archive for electronic preprints (often pre-peer review), from
the period 2015–2020. In 2015 there were 5 478 AI-related publications, and in 2020 there
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were 34 736 publications, which means a sixfold increase in 5 years. See Figure 3.1 for a
year-by-year breakdown of AI-related publication statistics. Given the rapid increase in the
number of publications related to machine learning and deep learning, it is becoming more
challenging for researchers to stay up to date and informed. Conducting more systematic
literature reviews, at varying levels of scope, target audiences, and so forth, is one obvious
solution that will help alleviate the “information overload.” In general, it can also be an
important rst publication for PhD candidates and other early-career scientists entering a
new research eld [50].
3.2. Supervised learning
Supervised learning describes the task of learning a function f : X → Y, which transforms
an input signal to its corresponding response signal. This is unlike unsupervised learning
where the response signal is either not known, or for some reason, is not used. We generally
assume that X ⊂ X and Y ⊂ Y, where X is the complete input or feature space for a specic
domain, andY is the corresponding response or target space. Given some input w ∈ X and
output x ∈ Y, a general supervised learning task can be expressed as
f(w) = x, (3.1)
where f is some parameterized function that transforms the input to the desired output.
Multiple observations of input and output pairs can be organized together as a dataset
D = {(wh, xh), . . . }, ∀h. (3.2)
Two examples of datasets are hyperspectral images where the inputs are pixel-wise spec-
tral signatures and outputs are material property abundances, and images of microscopic
foraminifera with categorical class outputs. The supervised learning objective is to somehow
learn a transformation function f that generalizes to the entire training dataset. We usually
also want the learned function to perform well on new, unseen datasets originating from the
same data-generating process as the training dataset.
There are two main branches of supervised learning, regression and classication. In the
regression setting we want to predict a continuous-valued output for a given input, whereas
in classication we want a categorical prediction. Assuming we have a dataset with inputs
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w ∈ ℝm and outputs x, we can approach this as a regression model;
x = f(w) + *, (3.3)
where * is an error term. The error might be a byproduct of e.g. the data-generating process,
manual labeling of the data, or something else that makes the dependence between w and x
“noisy” to some degree. Unless the error term is deterministic or we know its distribution,
learning the function f is intractable. Therefore, it is common to learn a parameterized
approximation f̂ instead,
x̂ = f̂(w;D), (3.4)
which minimizes some measure of the approximation error on the training dataset D. In
supervised learning this approximation error measure is commonly referred to as a loss
function,
L(x, x̂). (3.5)
The choice of loss function is usually made based upon the particular task and learning
algorithm, and has a big impact on the parameters of the learned function f̂. A popular
choice in regression is the mean squared error (MSE) loss, which can be dened as
LMSE(x, x̂) = ‖x − x̂‖2, (3.6)
where x, x̂ ∈ ℝ. For classication, the negative log-likelihood (NLL) loss is a fairly common
choice, which for the binary case can be expressed as
LNLL(x, x̂) = −x log(x̂) − (1 − x) log(1 − x̂), (3.7)
where x ∈ {0, 1} and x̂ ∈ (0, 1).
Perhaps the biggest challenge in supervised learning is to learn a model that minimizes some
loss on the training data X ⊂ X, while also maximizing performance measures on unseen
examples X∗ ⊂ X and Y∗ ⊂ Y. One way to think about this is in terms of undertting,
overtting, and the so-called bias-variance dilemma. An estimator or model with high bias is
generally caused due the model not being capable of capturing all of the regularities in the
dataset, and this can be thought of as undertting the data. High variance is an indicator of
the model overtting to the dataset by modeling e.g. the error term *, and can be caused by
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the model having too much parametric freedom on the training dataset, and that the model
has been optimized to the point where it has essentially “memorized” the training data. In
general, we can say that a predictive model has a prediction error that can be dened as the
sum of the bias error, the variance error, and the irreducible error term *. Since we cannot
reduce the contribution of the error term *, the goal must be to somehow reduce both the
bias and variance errors, but these two errors are somewhat at odds with each other. To
reduce the bias error, we optimize a model using local information, e.g. tting a line to a
small neighborhood of observations instead of all observations. The variance error can be
reduced by applying a smoothing function on the observations to lessen the eect of e.g.
random noise. Often we rely on various regularization techniques to help reduce the bias
and variance errors, in order to get models that generalize to unseen data.
A common strategy to help ensure trained supervised learning models are generalizable, is to
begin by partitioning datasets into separate training and test subsets. The split ratio must be
dened on a case-by-case basis, but it is good practice to always stratify the subsets to preserve
the original distribution of features and labels as much as possible. The training subset is then
used for learning the optimal model parameters, while the test subset is only used to measure
the task performance of the trained model, i.e. how well the model generalizes to unseen
examples. A strategy like this works remarkably well, but does require that the original
dataset contains enough examples to yield suciently sized subsets. If the training subset is
too small, learning optimal model parameters, with respect to task performance measures
on the test subset, will be challenging. If the test subset is too small, the tasks performance
measures are less likely to be good indicators of the generalizability of the trained model,
with respect to other unseen examples. Both subsets need to be large enough to capture the
characteristics of the distribution of the feature space X and label spaceY.
Another common practice is to introduce a third partition of the dataset, often referred to as
the validation set. A validation set can be produced by splitting the training set split using
some desired partition ratio, and this split should in general also be stratied. During training,
the validation set can be used to evaluate the model performance in order to monitor when
the model begins overtting to the training set. The evaluation with the validation set can
be performed at the end of every training epoch or some other desired epoch interval. By
comparing the training loss with the task performance on the validation set, it is possible to
identify when the model has likely begun to overt. A popular regularization technique often
referred to as early stopping is implemented by monitoring the divergence between training
loss and evaluationmetrics; after some predened number of epochs of increasing divergence
between the two, the training procedure is stopped. Sometimes the model parameters are
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also reverted to their state before the overtting phase was detected.
If the validation splits are randomized at the start of every training run, j-fold cross valida-
tion [51] can be implemented by repeating the training j times. This produces j dierent
models and validation sets, which makes it possible to estimate model predictive mean and
uncertainty, as well as the bias and variance in some cases. Additionally, the j dierent
models can be considered an ensemble of models, such that ensemble predictions can be
produced with e.g. majority-vote or some other ensemble approach.
The choice of model is important, and there is an almost endless pool from which we can
pick and choose, but this can in itself be a source of overtting. In other words, searching for
a model that performs well on the training data is a form of overtting, and this can often
be the case with large, complex models with lots of capacity. Without prior knowledge, the
rst choice should therefore usually be a simple model, rather than a complex one, because
it is less likely to overt since it has less capacity to do so. In a regression setting it is not
uncommon to begin experimentation with a simple linear regression model, even when the
assumption is a non-linear relationship between variables;
x̂ = vTw + *, (3.8)
where * is an error term, sometimes referred to as a residual.
3.3. Classification
Classication is a supervised learning task that can be described as learning a mapping from
input examples to their respective, categorical labels. For al-class classication task, the
categorical output is typically either given as a scalar class label, meaningY ∈ {0, 1, 2, . . . ,l},
or as a set ofl per-class probabilities.
The classication mapping function f : X → Y is often referred to as a classier or classica-
tionmodel. The simplest type of classication algorithm is a binary classier, which produces
an “either/or” class prediction, e.g. f : X → {0, 1}. Binary classication can be used for
problems such as classifying hyperspectral images of pigmented skin lesions as melanoma or
non-melanoma cases. Any linear regression model (3.8) can be turned into a simple binary
classier by thresholding output predictions. We can dene a threshold function that assigns
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class labels based on predictions being above or below a dened threshold #;
f(w) =
{
1 ifvTw + b > #
0 otherwise
, (3.9)
where v are the parameters from the linear regression model, and b is a threshold term
often referred to as a bias. Two concerns with this approach: (i) the regression model has
not been trained to nd the best linear discrimination, but rather to nd the best linear
correlation between input and output variables, and (ii) there might not be an obvious or
intuitive threshold value for achieving good classication accuracy on unseen examples. An
alternative, and more well-suited, approach to binary classication through regression is
to use logistic regression. Logistic regression is a simple, yet eective and popular binary
classier, which is frequently seen in many elds of research, e.g. biomedicine [52–54].
Unlike a linear regression model, a logistic regression model yields predictions that can be
interpreted as probabilities through the use of a logistic function " : ℝ→ (0, 1),
"(w) = 1
1 + exp(−w) . (3.10)
This type of function is sometimes referred to as a sigmoid function due to the characteristic
“S” shape of its curve. See Figure 3.2 for two examples of sigmoid functions; the logistic
function and the hyperbolic tangent. By construction, the logistic function assigns any
negative input to the range (0, 0.5), positive input to (0.5, 1), and a zero input to 0.5. To
use logistic regression for classication, categorical (binary) predictions can be made by
thresholding the predicted probability at some dened value, e.g. 0.5;









Like for many general regression models, there is no closed-form expression for the optimal
parametersv, and therefore they must be found using an optimization algorithm; maximum
likelihood estimation is a popular choice for logistic regression [55].
The perceptron is an algorithm used for training a binary classier, and was introduced by
Frank Rosenblatt in 1958 [56]. In its simplest form, the perceptron algorithm learns the
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Figure 3.2. Examples of two sigmoid functions.







1 ifvTw + b ≥ 0
−1 otherwise
, (3.12)
where the true labels are now dened as x ∈ {−1, 1}. When generalized to include an
activation function, such as the logistic function (3.10), it is sometimes referred to as an
articial neuron. Interestingly, with the logistic activation, the perceptron is essentially an
implementation of logistic regression [57]. The generalized form of the perceptron is one of
the basic building blocks of articial neural networks (ANNs). When using a linear activation
function, and the observations in the dataset are linearly separable, the perceptron algorithm
is guaranteed to converge [57]. Note that this strong convergence guarantee does not hold
when the activation function is nonlinear. There are many ways to implement the learning
procedure for a perceptron; one approach is the so-called delta rule, which is a gradient-based
optimization technique [58]. See Figure 3.3 for a simple illustration of a delta rule update of
a perceptron being trained in an online scheme. Here, online means that the parameters are































Figure 3.3. Illustration of the perceptron algorithm. The parameters are updated using an
online scheme, which means that parameters are updated as new examples are
presented to the algorithm.
3.4. Deep learning
Deep learning is a sub-category of machine learning and consists of supervised, unsuper-
vised, and semi-supervised algorithms that are typically trained on very large datasets. The
most well-known and widely used deep learning algorithms are the so-called ANN. More
specically, the deep neural network (DNN), recurrent neural network (RNN), and convolu-
tional neural network (CNN). The training of deep learning models is generally performed
using some type of gradient-based optimization, and often involves careful hyperparameter
tuning, regularization methods, etc. Deep learning algorithms have been around for a while,
but historically they were dicult to apply to practical problems, in part due to a lack of
suciently large, high-quality datasets, computational power, as well as several important
algorithmic breakthroughs [59].
The rst type of ANN was the feedforward neural network, which is based on the idea of
combiningmultiple perceptrons together as a directed, computational graph, where the input
to the network is only passed “forward” through the graph, and producing outputs at the
leaf nodes of the graph [55]. Frequently, this type of network is referred to as a multi-layer
perceptron (MLP). The underlying concept of deep neural networks is function composition,
represented by perceptrons/neurons, where each function in the chain is referred to as a
network layer. Each layer in the network represents an ane transformation, typically
combined with a nonlinear activation function such as a sigmoid. The nonlinear activation
gives the network increased capacity, and allows it to learn complex relationships between




f(w) = (f1 ◦ f2 ◦ f3) (w) = f3(f2(f1(w))). (3.13)
It is common to refer to the function f1 as the rst hidden layer, f2 as the second hidden
layer, and f3 as the output layer. The term hidden layer comes from the realization that
these layers learn latent feature representations of the input, not found in the training data.
Instead, during training the neural network must learn the parameters of these hidden
layers such that the predicted outputs match the desired outputs as closely as possible.
This approach of composing together many relatively simple (nonlinear) functions, gives
deep neural networks incredible capacity towards approximating target functions. In fact,
the universal approximation theorem states that an MLP with a single hidden layer can
approximate any continuous function (with compact support) up to an arbitrary level of
accuracy, when the number of units in the hidden layer goes to innity [60–63].
The choice of activation function in each layer of a network is crucial because it denes
a new feature representation of the input, and thus controls how much information each
unit can express. The function naturally also controls the domain of the output, which is an
important consideration when designing each layer of a DNN. For example, if the activation
function is the logistic function (3.10), the input will be log-transformed and the output is
constrained to (0, 1). In the past, the sigmoid family of functions, e.g. logistic function and
the hyperbolic tangent (Figure 3.2), were the de facto standard in DNNs. More recently
however, the rectied linear unit (ReLU) [64, 65],
gReLU(y) = max {0, y}, (3.14)
has become the recommended default activation function in most applications [55]. One of
the primary reasons for this shift is that the gradients of sigmoid activations tend to saturate
for very deep networks, but this is not the case for the ReLU function. Vanishing gradients
causes challenges for most gradient-based optimization methods with respect to updating
model parameters.
Activation functions naturally also have an important role in the output layers of networks,
since this is where the predicted outputs x are formed. There is an important interaction
between the choice of loss function and the activation function of output units, so the choice
must be well informed. In a regression setting it is common to use a simple linear activation
function in the output layer, often with a mean-squared error loss. In the case of binary
classication, a sigmoid function can be used, and for classicationwithl classes the softmax
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where the inputs y are unnormalized log probabilities predicted by a linear activation layer.
The function is evaluated element-wise on y to get the softmax activation for each of thel
classes, and the outputs are often called softmax probabilities since yh ∈ [0, 1] and
∑
l yl = 1.
Most feedforward neural networks are trained using the backpropagation [66] algorithm,
which can be summarized as a two-step procedure: (i) training examples are presented to the
network and a prediction is produced, which is then used to calculate the loss with respect to
the true target, and (ii) the parameters of each layer are updated in reverse using gradient
descent, starting from the output layer and ending at the input layer, such that the loss
function is minimized. In other words, the errors made at each layer, with respect to the loss
function, are reduced. The key insight of the backpropagation algorithm is that by moving
backwards from the loss, is that the chain rule of derivation can be exploited, which greatly
reduces the computational complexity. Now it should be more clear, as alluded to before,
why saturating gradients are a problem in a gradient-based optimization scheme; if the loss
function is at, the gradients become small, which undermines the ability of the network to
update weight parameters. In practice, most neural networks are trained using maximum
likelihood, which results in a NLL loss function. Two key benets are that it helps reduce the
chance of saturating gradients, and it simplies the task of constructing well-behaved loss
functions for each model [55].
The gradient descent procedure of the backpropagation algorithm is generally computed
using stochastic gradient descent. Stochastic gradient descent avoids the need to calculate the
true gradient of a loss function, by using (small) randomly sampled subsets of the training
data. By using smaller batches of training data, an approximate gradient step is taken instead,
which greatly reduces the computational complexity and makes it possible to train on very
large datasets. There are many popular variants of the original stochastic gradient descent
algorithm, such as Adam [67] and Nesterov momentum [68].
One challengewithMLPnetworks that contain a large number of neurons spread acrossmany
layers is the number of parameters that need to be learned. The large number of parameters
is a side-eect of the fully-connected nature of these networks, since each connection has an
associated weight parameter that must be optimized. Consider for a moment an example in
which we want to train an MLP image classier on the ImageNet dataset, where we have
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Figure 3.4. Examples of both dense and sparse neuron connectivity.
class probabilities for each of the 1000 class labels in the dataset, so our output layer will
have 1000 units. With these input and output dimensions, and with only a single hidden
layer of 4096 units, our simple model would have more than 272 million parameters. Even
with this many parameters, it is unlikely this simple model would be able to learn general
feature representations for the more than 1.2 million images in the ImageNet dataset [18].
Conversely, many of the popular deep CNNmodels that have achieved state-of-the-art results
on ImageNet have vastly fewer parameters [69–71]. This is in part due to clever exploitation
of the structure and statistical properties of images, and concepts such as weight sharing,
feature pooling, and so forth.
One of the key dierences between a fully-connected neural network and a CNN is that
inner-products betweenweights and inputs are replaced by convolutions. Instead of assigning
a single weight parameter to every pixel in the input image, a shared weight matrix is applied
to the entire image using the convolution operation. In other words, we go from dense
connectivity (every output is connected to every input) to sparse connectivity, which reduces
memory requirements and computational complexity. See Figure 3.4 for a simple example
illustrating the dierence between dense and sparse connectivity. The shared weight matrix
is often referred to as a lter or kernel, and a set of lters are sometimes referred to as a
lter bank or feature map. Depending upon how the coecients of the lter are dened,
and how the lter is applied to the image, dierent (local) image features can be extracted.
Examples of lters can include dierent types of edge detectors, texture detectors such as
Gabor lters [72, 73], and so forth. Figure 3.5 shows an example of a very simple vertical edge
detection lter applied to an input image using convolution. A very important consequence
of learning lters with parameters that are shared across an entire input, instead of traditional
fully-connected layers, is that it is a form of regularization. By imposing that a relatively
small number of “tied” lter coecients must learn to extract salient features, the complexity
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Figure 3.5. Example of an edge detection lter applied to an image using convolution.
the learned function is akin to preferring simpler models over complex models, which can
reduce the chance of overtting.
In traditional digital image processing applications, lters are hand-designed to extract
desirable features from an image, but in a CNN the lter coecients are learned. Each layer
of a CNN learns its own feature map, and the features extracted from each layer used as
input to the next, which gives each layer an increasingly high-level summary of the image.
An important aspect of the increasingly high-level features is that the so-called receptive
eld of each feature map also increases. By receptive eld we refer to the size and location of
regions of the input features the extracted features in each layer attends to. The very rst
layer typically only attends to small local regions, just large enough to detect e.g. oriented
edges, textures, and similar. Towards the end of the network, the extracted features will
attend to larger regions of the image, and be suciently high-level to detect the presence of
objects [74]. The size of the receptive elds depends upon several factors such as the size of
the lter, the stride of the convolution, and pooling operations. See Figure 3.6 for a simple
illustration of the receptive eld concept.
The lters learned in a CNN model are translation invariant, which means that any shift
in the input results in an equivalent shift in the output. This property has both advantages
and disadvantages, but for computer vision tasks we might not always care about the exact
location of a specic feature. One way to reduce the eect of the translation invariance is to
perform what is typically referred to as feature pooling. By pooling feature activations we are
essentially producing a summary-level feature of a neighborhood of feature activations. As
an example, if we only care about the “strongest” feature activations per neighborhood in an
input we could perform max pooling. There are many other types of pooling operations used
in practice, but max pooling is the one that is perhaps most commonly used. See Figure 3.7
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Figure 3.6. Illustration of the concept of the receptive eld in a CNNmodel. The input to each
hidden layer is calculated using a one-dimensional convolution using a lter width
of 3. This means that each unit in the hidden layers is connected to three units
in each preceding layer, respectively. Ultimately, this means that each unit in the
second hidden layer has a receptive eld wide enough for every feature in the input
layer. If the input layer was wider, we would have to e.g. increase the depth of
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Figure 3.7. Illustration of two-dimensional pooling operations on input features. Both pooling
operations are performed using a 2 × 2 neighborhood with a stride of 2, which
means there are no overlapping between neighborhoods. From each of the four
neighborhoods, either the maximum value or the average value of the neighborhood
is used to form the pooled output features. Max pooling captures the most “impor-
tant” feature activation in an input region, and is the most commonly used pooling
operation in computer vision.
for an illustration of max pooling and average pooling. The size of the neighborhood is a
hyperparameter that is chosen when the model architecture is designed; for computer vision
a 2 × 2 pooling neighborhood is very common and reduces the size of the aected output
feature dimensions by half. As mentioned before, the size of the pooling neighborhood also
aects the size of the receptive eld.
27
CHAPTER 3. METHODOLOGY
g1 g2 g3 g4 g5
x1 x2 x4x3
h1 h2 h3 h4 h5
With dropout
g1 g2 g3 g4 g5
x1 x2 x4x3
h1 h2 h3 h4 h5
Without dropout
Figure 3.8. Illustration of dropout regularization. The two networks are the same, but on the
left no dropout regularization is employed, which is equivalent to a drop probability
of 0. On the right, dropout is applied on the input layer with drop probability of
0.25, and on the nal two layers with a probability of 0.5.
When training deep neural networks, their tremendous capacity often requires the use of reg-
ularization techniques to prevent overtting. Regularization becomes particularly important
when datasets are considered small with respect to the complexity of the model; with enough
capacity, the weight parameters can end up essentially memorizing the training examples
through co-adaptation of feature detectors. One of the most frequently used regularization
methods for combating co-adaptation is known as dropout [75]. The idea of dropout is to
randomly “drop” incoming features to a neuron, with a dened probability, and thus forcing
each neuron to learn meaningful features. Informally, with a dropout probability of 0.5, half
of the units in a neuron will be switched o, and which units are aected is randomized
(typically for each training batch). In which layers to introduce dropout, and what dropout
probability to assign to each layer, must be chosen when designing the model. An illustra-
tion of the dropout regularization technique can be seen in Figure 3.8. Another example of
regularization for reducing overtting is random data augmentation. In computer vision
applications this often includes augmentations such as additive noise, horizontal or vertical
ipping, rotation, resize and crop, and adjustments to contrast and brightness. To some
extent, random data augmentations expands the eective size of the training dataset.
3.5. Image segmentation
Image segmentation is the task of dividing an image into multiple segments based on some
criteria or measure, usually at the pixel level. The goal of image segmentation is generally to
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Original image Semantic segmentation Instance segmentation
Figure 3.9. The conceptual dierence between semantic segmentation and instance segmenta-
tion. In this simple example there are two semantic classes of objects; “stone” and
“background.” Both segmentation maps have found the same type of objects, but the
instance segmentation has also detected the distinct instances of the “stone” class.
produce a higher-level representation of an input image, which can be useful for downstream
tasks such as cancer detection [76], self-driving cars [77] and visual question answering [78].
Image segmentation methods are generally divided into two categories; semantic segmenta-
tion and instance segmentation. Semantic segmentation can be summarized as the task of
assigning class labels to each individual pixel in an image. Classifying pixels in an image is
useful in many applications, e.g. to delineate regions of skin as cancerous or non-cancerous
tissue [79]. Instance segmentation gives each pixel in an image an object assignment, typically
based on some similarity or anity measure. This means that instead of trying to gure out
what category the pixel belongs to, the task is rather to gure out which of the objects in the
image a pixel belongs to. See Figure 3.9 for a visual depiction of the conceptual dierences
between the two types of image segmentation.
Object detection, which can be described as the task of detecting individual instances of
semantically segmented objects, can conceptually be solved by naively combining both se-
mantic segmentation and instance segmentation. We might envision that this approach
could be solved as a two-step process, where we rst semantically segment the image by
assigning class labels to every pixel, and then determining the distinct object assignments
within the semantically segmented pixels. This naive approach assumes that objects have a
single semantic class, but if that is not the case the order of segmentation could be changed.
However, in deep learning, object detection and segmentation are solved using more sophisti-













Figure 3.10. Sketch-like depiction of the Mask R-CNN architecture.
Mask R-CNN [19] is a relatively recent deep learning model that can perform instance
segmentation in a single forward-pass, and is an extension of the Faster R-CNN [80] model.
Faster R-CNN is an object detection model, meaning it predicts bounding boxes and class
labels, and this is performed in two-stages during a single forward-pass. The rst stage
produces candidate region proposals via feature maps extracted from a so-called backbone,
which is generally a feature pyramid network [81]. The candidate region proposals are
rened by an attention-like network called a region proposal network (RPN). Additionally,
the number of region proposals is reduced by performing non-maximum suppression based
on intersection-over-union thresholds and class scores. The second stage is detection via a
Fast R-CNN [82] model, which ultimately predicts bounding boxes and class labels for a set of
proposed region of interests (RoIs). Mask R-CNN extends the Faster R-CNN architecture in
two key aspects; rst it adds a decoupled segmentationmask prediction branch, implemented
as a small fully convolutional network (FCN) [83]. The mask branch predicts class-specic
binary segmentation masks for each RoI, which is unlike typical FCN-based segmentation
models that predict multinomial masks. Second, it replaces the RoI pooling layer of Fast R-
CNN with a new “RoIAlign” layer, which preserves the exact spatial locations of each RoI,
which is necessary for predicting good segmentation masks [19]. Figure 3.10 depicts a
high-level summary of the Mask R-CNN architecture.
The Mask R-CNN architecture is very exible and allows a wide-variety of backbone models
to be used, which further allows e.g. accuracy to be traded for computational speed. However,
several comparable architectures have been proposed that report both increased accuracy
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and computational speed-up, as well as other improvements. Some examples of these models
include PANet [84], TensorMask [85], and CenterMask [86]. It is also worth noting that
Mask R-CNN and its derivatives are two-stage models, meaning they rst perform a detection
step, followed by a joint bounding box, classication and segmentation step; but recently,
single-stage models have surpassed many two-stage models such as Mask R-CNN both in
terms of accuracy and speed [87]. This is a promising advancement compared to the relatively
high computational cost of Mask R-CNN, which makes it unsuitable for many real-time
applications.
3.6. Transfer learning
The idea behind transfer learning is that knowledge acquired when learning to perform
one conceptual task, should make it easier to learn other, similar, conceptual tasks [84].
We can intuitively think of this in the context of a real-world example; learning to play
musical instruments. It is not unreasonable to assume that it will be easier for someone to
learn to play a new instrument if they have already learned how to play one or more other
instruments. While the instruments themselves might be very dierent, we can assume
that some conceptual knowledge of playing music, e.g. reading notes and sheet music, will
be largely the same. We might consider that the task is the same (playing an instrument),
but each instrument has their own domain where the feature space varies from instrument
to instrument. In general, the more similar two domains are, the more knowledge can be
transferred from one to the other [88].
We can dene a source domain DS as the domain in which the model has been trained,
where we can think of the domain as the origin of the training data. The target domain DT is
then dened as the domain we want to transfer a model towards, assuming the model has
already been trained on a source domain. Additionally, each domain has its own domain data,
meaning that we have a source input feature space XS and a target input feature space XT . In
a supervised learning setting we also have a source label spaceYS and target label spaceYT .
Similarly, on the task level, we dene the source task TS as the learning task the model was
trained to perform; e.g. predicting class labels on the ImageNet dataset. The target task TT is
the new task we want to transfer the source task knowledge to; e.g. predicting microscopic
foraminifera class labels using a model trained the ImageNet dataset. When both label spaces,
YS andYT , are known, the transfer learning problem is referred to as transductive. If only the
source label spaceYS is known, the problem can be categorized as inductive transfer learning.
When neither label space is known, we categorize the situation as an unsupervised transfer
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learning problem [89]. Transfer learning can also be categorized based on the similarity
between the feature and label spaces. Homogeneous transfer learning is dened as the setting
where XS = XT andYS = YT . Conversely, heterogeneous transfer learning is dened as the
setting where XS ≠ XT orYS ≠ YT [90].
Transfer learning in the context of machine learning is widely used in many applications,
and is especially useful in domains where it is very costly, dicult, or otherwise infeasible to
gather the large amount of (labeled) data frequently needed to train complex deep learning
models from scratch [90]. As a eld of research within machine learning, transfer learning
is not new, but it has become increasingly relevant since the deep learning revolution in
the last decade. The eld has seen many algorithmic developments, as well as theoretical
developments, in recent years [84]. For many machine learning tasks we can leverage pre-
trained machine learning models trained on one source domain and transferring to a new
target domain. This is common in areas such as computer vision where state-of-the-art
deep learning models are typically being trained on datasets containing millions of labeled
images [17, 91]. Collecting and labeling e.g. millions of images, and subsequently training
complexmodels on such large datasets, is something that is not accessible tomost researchers.
However, with the advancements in transfer learning, it is possible to learn models on much
smaller datasets and still get good task performance measures [92–95].
There are many advanced transfer learning methods with well-established theoretical frame-
works, but perhaps the most widely used technique, referred to as ne-tuning, is remarkably
simple. The rst step in ne-tuning is to nd a model that has been trained on a source
domain that has a feature space that is equivalent to the feature space in the target domain.
The underlying idea behind ne-tuning is that the pretrainedmodel has learned some general
feature extractors that are transferable from the source domain to the target domain, and
that with some degree of parameter ne-tuning the model can applied to the target domain.
Typically, the amount of model parameter tuning required depends on how closely aligned
the domains and feature spaces are.
There are several ways to implement ne-tuning, but let us consider an approach often applied
in image classicationwith CNNmodels. It is very common to use a CNN classier pretrained
on the ImageNet [18] dataset, with the assumption that images in the target domain are
equivalent to the source domain. The key insight here is that the rst few layers of most
deep CNN classiers are general-purpose image feature extractors that are transferable to
many image domains [96]. Typically, it is only the few last layers in the model, which form
the higher-level feature maps that tend to be more domain specic, and it is therefore only
these layers that are ne-tuned. The classication head of the pretrained model, which is
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Figure 3.11. Illustration of ne-tuning a pretrained classier. The original classication head
is replaced with a new head that is designed for the desired classication task.
Input to the new classication head are the features from the pretrained feature
extractor. Frequently, layers of the feature extractor are ne-tuned on the new data
to produce better features, and often it is sucient to ne-tune the last few layers.
Note that the layer term here is sometimes also referred to as a “block.”
domain specic, is replaced with a new classication head designed for the target domain.
See Figure 3.11 for an example of this approach.
There are many ways to perform the actual model ne-tuning of the new target domain
model, but let us consider two variations that are common in many practical applications.
The rst approach involves initially keeping the parameters of the pretrained feature extractor
unchanged, and only learning the parameters of the new classication head. After some
initial training of the classication head, the parameters of the pretrained feature extractor
are then ne-tuned together with the parameters of the classication head. The second
approach is similar to the rst one, but the initial pretraining of the new classication head
is skipped, and the parameters of the entire model are adapted and learned, end-to-end, from
the beginning. This approach can be benecial when the source and target feature spaces are
not very consistent, such that features extracted from the pretrained model are not sucient
for training the new classication head.
Transfer learning is not without challenges however, where two concrete examples are nega-
tive transfer [88] and catastrophic forgetting [97]. Negative transfer occurs when knowledge
learned about the source domain and source task are detrimental to the performance of the
target task in the target domain. Reportedly, the challenge of negative transfer still remains
largely unsolved, but some progress has been made [98]. The challenge of catastrophic forget-
ting is described as the knowledge learned about the source domain and task are “forgotten”
when amodel is transferred to new targets. We can relate this to the ne-tuningmethodology;
when adapting the model parameters to a new target domain, as the model performance
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on the target task increases, performance on the source task is reduced. Intuitively, this
occurs because the parameters learned by the feature extractor in the source domain are
being changed, even if ever so slightly, and this impacts the performance unless regularized.
Techniques such as Learning without Forgetting [97] addresses catastrophic forgetting by
ensuring that source domain predictions remain unchanged while transferring to the target
domain.
3.7. Uncertainty estimation
Uncertainty in deep learning is valuable because it can give an insight into what a model
does not know, and when we can trust the predictions it produces. In general we can
divide uncertainty into two types; aleatoric uncertainty and epistemic uncertainty. Aleatoric
uncertainty is caused by noise inherent in the data or the process that produced the data,
and it can not be reduced by introducing more data — even in the limit of innite data
— and is therefore sometimes referred to as irreducible uncertainty [99]. Two examples of
aleatoric uncertainty are images with motion blur (smoothing) caused by movement, and
measurement noise caused by imperfections in the acquisition sensors. Epistemic uncertainty
originates from the uncertainty in the model parameters, and can be thought of as lack of
knowledge, or more specically, a lack of data [100]. This type of uncertainty is generally high
for out-of-distribution data. Epistemic uncertainty is reduced by training on more data and
(under the assumption of identiability) vanishes in the limit of innite data. In safety-critical
applications, such as computer vision for autonomous vehicles and computer-aided decision
systems in healthcare, epistemic uncertainty is very important. Knowing when the model
is uncertain, and incorporating that into relevant decision processes, can avoid disastrous
outcomes [99].
Bayesian modeling, and more specically Bayesian neural networks, can be considered the
optimal way to model both aleatoric and epistemic uncertainty in most applications. In
these networks, deterministic point estimates of model parameters are replaced with prior
distributions over the weights. And direct optimization of model parameters is replaced by
marginalization over all possible weights. Additionally, due to intractability of evaluating
posteriors in Bayesian neural networks analytically, approximate inference techniques are
employed instead [99]. Although Bayesian neural networks have many benets, they are still
challenging to train and generally have much higher computational costs when compared to
other deep learning methods. Therefore, when real-time application is vital, or when training
very complex deep learning models, Bayesian approximation methods are often preferred.
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A popular technique for estimating the epistemic uncertainty of deep learning models is
the approach usually referred to as Monte Carlo dropout [101]. The method is based on the
realization that dropout can be considered a Bayesian approximation, in the sense that every
neural network with randomly “dropped” neurons is approximately equivalent to sampling
a network from a distribution of networks. By extension, this then opens up the door to
computing a Monte Carlo approximation of the model predictive uncertainty. Importantly,
Monte Carlo dropout is remarkably simple to implement and can be applied to any model
with dropout layers. Assume we have a neural network f with parametersv such that
x̂ = f(w;v), (3.16)
where x̂ are predicted outputs for the input features w with true outputs x. If we collect j
Monte Carlo samples of the model predictions,
x̂h = f(w;vh), h = 1, 2, . . . , j, (3.17)
wherevh are the model parameters the h-th Monte Carlo sample after applying dropout. The












(x̂h − ̂)2. (3.19)
One drawback with Monte Carlo dropout is that it requires the use of dropout layers, but
many deep learning models that rely on batch normalization [102] layers are not using
dropout. This means that Monte Carlo dropout is not available when using any of these
models, and adding dropout to models after-the-fact can have detrimental impact on task
performance. Recently, a variation of Monte Carlo dropout has been proposed, which is
referred to as Monte Carlo batch normalization [103]. Just as Monte Carlo dropout can be
applied to any network with dropout layers, Monte Carlo batch normalization can be applied
to any network with batch normalization layers. The key insight behind the method is the
realization that during training, the statistical moments of each batch normalization layer
are updated for each batch, and are thereby stochastic if the batches are stochastic. During
inference the moments are normally “xed” and deterministic, using parameters based on
the running statistics computed during training. However, by running inference with batch
normalization layers in “training mode”, stochasticity is introduced by preceding all target
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predictions with random batches of data. This introduces an equivalent level of randomness
to the model akin to Monte Carlo dropout, which results in the conguration of the neural
network being stochastic as if sampled. The procedures for estimating the model predictive
uncertainty and ensemble predictions are the same as for Monte Carlo dropout.
3.8. Scale-space techniques
Scale-space theory is a framework for multi-scale representation, which was originally devel-
oped for applications in computer vision [104]. The underlying idea of scale-space techniques
is that in many cases objects or features are only meaningful at certain scales, and often
these scales are unknown. Another, perhaps slightly more intuitive way to think about this
is that at large scales, most small features are essentially equivalent with noise. Conversely,
at small scales it does not make sense to consider comparisons with large-scale features.
This makes it challenging when developing automated systems for interpreting or analyzing
data, e.g. change detection in images [105]. In the scale-space framework this is resolved by
considering scale-space representations at all scales concurrently, where ne-scale structures
are gradually removed. Scale-space representations of images are typically produced by
convolving the input with Gaussian kernels or Gaussian kernel derivatives [104].
Since its inception in computer vision, scale-space theory has been extended to statistical
analysis, where it was rst applied to mode detection for uni- and bivariate density esti-
mation [106]. In the original scale-space methodology concerning images, the scale-space
representations are often referred to as a family of “blurs”; similarly, for statistical scale-space,
where the application is primarily curves, the scale-space representations are said to be a
family of smooth functions— or “smooths”. One of the most important methods in statistical
scale-space analysis is the SiZer methodology by Chaudhuri and Marron [107]. The SiZer
idea is based on non-parametric curve tting and answering the question: which features are
“real” features, and which are simply random noise in the data. This question is addressed
by statistical inference, via signicance/credibility testing of the scale-dependent features,
and the results are typically presented in easily interpretable visualizations referred to as
“maps” [106]. An important point in SiZer is that focus is shifted from the search for an
underlying true signal to an analysis of scale-space versions of the unknown signal. By this
approach, two immediate advantages can be utilized. Firstly, the scale-space idea avoids bias
problems since the scale-space signals are unbiased estimates of the true smooth signals.




The SiZer methodology has turned out to be very useful in many applications and it has
been extended beyond one-dimensional curve tting, such as a two-dimensional variant
applied to images [108, 109]. It has also seen the inclusion of Bayesian modeling with the
BSiZer [110] variant, which also includes image-based variant called iBSiZer [105]. BSiZer
has been successfully applied to research elds such as paleoclimate reconstruction and
climate prediction [111].
Ideas for applying scale-space methodology in hyperspectral imaging is given in “Scale-space
in hyperspectral image analysis” [112]. A rst attempt to extend the SiZer methodology to
hyperspectral data so that changes in images can be detected at a very early stage is given
in Paper II of this dissertation. Since it is very hard to know what kind of changes that may








Paper I — Recent advances in hyperspectral
imaging for melanoma detection
This paper is a critical reviewof peer-reviewed research in the intersection ofmachine learning
and skin cancer detection/classication using hyperspectral images in the years from 2003 to
2018. We conducted this research in order to identify what had been done, and to identify
gaps and possible research ideas towards detectingmelanoma skin cancer using hyperspectral
images. Our hypothesis was that not much research had been conducted in this eld, and that
most published work would be based on a multitude of dierent imaging systems, datasets,
and so forth. The initial literature search uncovered 86 candidate publications, which were
reduced to 20 after applying exclusion criteria for relevance, and vetting the quality of the
published research. The 20 included papers were then thoroughly analyzed and synthesized.
This process included investigating the methodology, imaging systems, datasets, results,
conclusions, etc. The review presents our thorough analysis and critical remarks, as well as
future research directions, both in the short- and long-term. Finally, we provide a short list
of recommendations for reducing the risk of repeating mistakes highlighted in the review, in
order to ensure valid and reliable results in future work.
Contributions by the author:
• Dened the initial scope, search strategy, and inclusion/exclusion criteria.
• Conducted the initial literature search, and reduced the list of candidate publications
by applying exclusion criteria.
• Dened and organized the research synthesis workow used by all contributors.
• Summarized the key ndings uncovered during the research synthesis phase.
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• Wrote the initial draft, and was in charge of producing the nal manuscript.
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Paper II — Early Detection of Change by
Applying Scale-Space Methodology to
Hyperspectral Images
The work in this paper is based on the idea of detecting small changes in the reectance
curves in hyperspectral images. Early change detection is deemed important in the case of
skin cancer to reduce the chances of the cancer going undetected until it becomes metastatic
and begins spreading to other organs, which drastically reduces the survival rate. The initial
plan was to capture multiple hyperspectral images of the same skin lesion over time in order
to monitor it. But due to the fact that any suspicious skin lesion is surgically removed, this
turned out to not be feasible within the constraints of the project. Therefore, we instead
introducedminor changes to a few spectral signatures in real hyperspectral skin lesion images
to simulate a time-based evolution. Change detection is also important in applications such
as automated food quality analysis, and here we were able to acquire several hyperspectral
images of frozen sh. These images had been acquired at several dierent time steps in order
to monitor the quality of the sh over time. We propose a scale-space methodology suitable
for both applications, and present results that show the methodology is indeed capable of
detecting changes in the spectral signatures. Finally, we discuss challenges and opportunities,
as well as promising directions for future research.
Contributions by the author:
• Sourced a prototype hyperspectral image acquisition system for clinical dermatology
applications.
• Acquired, preprocessed and prepared a novel dataset of hyperspectral skin lesion
images with histopathology veried diagnostic labels.
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• Prepared the hyperspectral images of the frozen sh for further analysis.
• Involved in the conceptualization of the scale-space change detection methodology.
• Participated in the writing of the manuscript—reviewing and editing.
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Paper III — Towards detection and
classification of microscopic foraminifera
using transfer learning
This paper is the result of what started as a proof of concept for automatically classifying
microscopic foraminifera using computer vision. In this paper we rst acquired images of
microscopic foraminifera and sediment grains using a microscope-based acquisition system
to produce a novel dataset. Each image consisted of a large number of candidate objects,
which after several preprocessing steps resulted in a dataset containing approximately 2600
labeled images of individual objects divided into four high-level classes; agglutinated ben-
thics, calcareous benthics, planktics, and sediment grains. The classication methodology
used in the paper is based on implementing a classier based on a VGG-16 model with
parameters pretrained on the ImageNet dataset, and then training and ne-tuning the full
set of model parameters on the foraminifera dataset. Additionally, to improve the usefulness
in a real-world situation we used the so-called Monte Carlo dropout technique to estimate
the predictive uncertainty of the model. We leverage the uncertainty to uncover insightful
negative predictions and out-of-distribution examples from the test dataset, e.g. images of
overexposed objects, or objects missing their characteristic morphology due to their orien-
tation under the microscope. We present classication accuracy using classiers with and
without Monte Carlo dropout sampling, as well as classication accuracy using an ensemble-
based approach with amajority vote scheme. The results are very promising for the high-level
class labels, with a classication accuracy of 98.8 ± 0.2% for 10 independently trained models
without dropout sampling. Using the Monte Carlo dropout implementation with 100 Monte
Carlo samples, we got a mean accuracy of 97.9 ± 0.5%. The implementation of ensemble
predictions with a majority-vote scheme yielded an accuracy of 98.5% Finally, we provide
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some concluding remarks with suggested future improvements.
Contributions by the author:
• Preprocessed and curated a novel dataset of more than 2600 labeled images of micro-
scopic foraminifera.
• Implemented the VGG-16 based classier, and the Monte Carlo dropout sampling.
• Designed and ran all experiments.
• Performed the analysis and synthesis of results, which included making all gures in
the manuscript.
• Wrote the initial draft of the manuscript, as well as reviewed and edited the manuscript.
• Prepared the nal version of the manuscript.
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Paper IV — Instance Segmentation of
Microscopic Foraminifera
This paper is based on instance segmentation of microscopic foraminifera and deep learning.
The work is an extension of the work started in paper III, but includes two new sources of
datasets. In the paper we rst introduce a novel object detection dataset, based on three
dierent rounds of image acquisition and two dierent microscope setups. The dataset
contains 104 images containing over 7000 objects with corresponding bounding boxes and
segmentation masks. We then present an instance segmentation model, based on Mask R-
CNN that has been pretrained on the COCO dataset, which we subsequently ne-tuned
on our novel dataset. Our results show a COCO-style average precision (AP) of 0.78 for
the bounding box regression task and 0.80 for the segmentation mask prediction task. The
average recall (AR) for both tasks is 0.83 and 0.84, respectively. We also investigated the
model performance on a per-class level, and based on this discovered challenges with several
images containing dense clusters of objects from the “sediment” class. By excluding this class
from the model evaluation, the AP for the bounding box task increased to 0.84, and to 0.86
the segmentation mask task. When we evaluated the model with dierent IoU thresholds, we
found that near pixel-perfect predictions is challenging for the model. Signicant increases in
AP and AR were gained for both the bounding box and segmentation tasks for IoU thresholds
below 0.95. Our qualitative analysis of the trained instance segmentation model correspond
well with the reported precision and recall scores. We end the paper with a discussion of our
ndings, and propose a list of several key directions for future research.
Contributions by the author:
• Preprocessed and curated a novel object detection dataset of more than 7000 objects
with high-quality segmentation masks and class labels.
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• Implemented and adapted an instance segmentation model based on the Mask R-CNN
architecture.
• Designed and ran all experiments.
• Performed the analysis and synthesis of results, which included all gures and visual-
izations of predicted segmentation masks and detections.
• Wrote the initial draft of the manuscript.
• Reviewed and edited the manuscript together with co-authors.




In this dissertation we have leveraged computer vision methodologies to address challenges
and opportunities in biomedicine and geoscience. In the biomedicine eld, we have proposed
a novel scale-space methodology towards the early detection of change in hyperspectral
images of skin lesions. The method is designed to detect changes in spectral signatures over
time, which can be an important bio-indicator of skin cancer. We also demonstrated the
eectiveness of the method on hyperspectral images of other biological, time-varying targets.
This work, as well as our critical review of recent advancements in hyperspectral imaging for
melanoma detection, are important contributions towards early detection of melanoma skin
cancer.
In the geoscience eld, we have proposed two methodologies towards automating the iden-
tication, counting, and picking of microscopic foraminifera. First, we developed a deep
learning-based classication model, which was trained on a novel dataset of more than 2600
labeled images of microscopic foraminifera and sediment grains. The classication model
achieved a very high accuracy, and veried its robustness by implementing a Monte Carlo
sampling approach for estimating the model predictive uncertainty. Second, we created a
novel object detection dataset of more than 7000 microscopic foraminifera and sediment
grains, which were used to train a deep learning-based instance segmentation model. We
demonstrated that the instance segmentation model achieved high accuracy both at detecting
objects and delineating them with ne-grained segmentation masks. Both deep learning
methodologies are valuable contributions for automating the process of identifying, counting,
and picking microscopic foraminifera.
In conclusion, we have addressed the four opportunities presented in the introduction of this
dissertation by the contributions presented in the four included papers.
49
CHAPTER 8. CONCLUDING REMARKS
8.1. Limitations and future work
In Paper I, the biggest limitation lies in its scope; we limited the study to research focused on
detecting/classifying skin cancer using multi- and hyperspectral images. Including other skin
lesions and dermatological conditions, would have drastically increased the scope, but would
likely have identied many other important opportunities. As with all literature reviews, they
have an expiry date, and in the time since our work was published many important works
have been published. Therefore, in the future it would be worth considering publishing an
updated review, which takes into account all recent developments.
When we started working on Paper II, our intent was to monitor cases of skin cancer over
time, but this turned out to not be possible because any suspected cancer is surgically re-
moved. Therefore, we had to simulate an evolution in the hyperspectral images of melanoma
skin cancer by introducing very small changes in the spectral signatures. While this was
a reasonable and pragmatic approach, it is not clear-cut if this is directly transferable to a
real-world application. Possible future work in this direction could be a shift away from
following melanoma skin cancer over time, to other skin lesions that typically evolve. In
particular, it would be valuable to monitor precancerous skin lesions over time until they
evolve into suspected skin cancers and are removed.
In Paper III and IV, the biggest limitation is caused by the class labels in both datasets,
which we limited to four high-level categories. This was done primarily due to limited
resources; accurately labeling each object is very time-consuming. Introducing many more
ne-grained, species-level class labels also would have required collecting a lot more training
data. Identifying and counting the foraminifera species is important in most applications, so
future work should be focused on expanding the datasets with better labels. Additionally, in
Paper IV we wanted to implement uncertainty estimation for the segmentation masks, but
due to time constraints this was abandoned. This should be addressed in future work, and
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Skin cancer is one of the most common types of cancer. Skin cancers are classified
as nonmelanoma and melanoma, with the first type being the most frequent and the
second type being the most deadly. The key to effective treatment of skin cancer is
early detection. With the recent increase of computational power, the number of
algorithms to detect and classify skin lesions has increased. The overall verdict on
systems based on clinical and dermoscopic images captured with conventional
RGB (red, green, and blue) cameras is that they do not outperform dermatologists.
Computer-based systems based on conventional RGB images seem to have reached
an upper limit in their performance, while emerging technologies such as hyper-
spectral and multispectral imaging might possibly improve the results. These types
of images can explore spectral regions beyond the human eye capabilities. Feature
selection and dimensionality reduction are crucial parts of extracting salient infor-
mation from this type of data. It is necessary to extend current classification meth-
odologies to use all of the spatiospectral information, and deep learning models
should be explored since they are capable of learning robust feature detectors from
data. There is a lack of large, high-quality datasets of hyperspectral skin lesion
images, and there is a need for tools that can aid with monitoring the evolution of
skin lesions over time. To understand the rich information contained in hyper-
spectral images, further research using data science and statistical methodologies,
such as functional data analysis, scale-space theory, machine learning, and so on,
are essential.
This article is categorized under:
Applications of Computational Statistics > Health and Medical Data/Informatics
KEYWORD S
hyperspectral, machine learning, melanoma, skin cancer
1 | INTRODUCTION
Skin cancer is one of the most common types of cancer in humans, and in countries with predominantly fair-skinned popula-
tion, the incidence trend for the past 30 years has been increasing (American Cancer Society, 2018; Ferlay et al., 2013). Skin
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cancers are classified as nonmelanoma skin cancer (NMSC) and melanoma. NMSC is by far the most frequent, whereas mela-
noma is the most deadly. In 2018, the reported number of new cases of NMSC globally accounted for 5.8% of all new cancer
cases, and accounting for 0.7% of all deaths. New cases of melanoma was reported to account for 1.6% of new cancer cases,
but notably accounting for 0.6% of all deaths caused by cancer (Bray et al., 2018). The key to effective treatment of skin can-
cer is early detection, before the cancer metastasizes. Nonmetastasized melanoma is reported to have a 5-year survival rate of
99%, whereas once it spreads to distant organs the survival rate drops to 20% (American Cancer Society, 2018). In dermatol-
ogy, one of the most commonly taught diagnostic guidelines for classifying pigmented skin lesions is the ABCD rule of
dermatoscopy (Nachbar et al., 1994). The respective letters in the acronym represent different features of a skin lesion: asym-
metry, border, color, and differential structures. When using the ABCD rule to diagnose a skin lesion, a score is assigned for
each of the four features, and combined into a total score. The total score gives an indication of the potential for malignancy,
where higher scores mean greater potential for malignancy. In clinical settings, the reported sensitivity and specificity of the
ABCD rule ranges from 74 to 91.6% and 45 to 67%, respectively (Ahnlide, Bjellerup, Nilsson, & Nielsen, 2016; Annessi,
Bono, Sampogna, Faraggiana, & Abeni, 2007; Unlu, Akay, & Erdem, 2014). Figure 1 shows a few examples illustrating typi-
cal variation between different skin lesions. Note the differences in the shapes, borders (and lack thereof), colors, and so on.
Given the increasing trend in skin cancer prevalence, and the difficulty in detecting skin cancer at an early stage,
researchers across many fields have been working to both extend and develop new diagnostic criteria and computational algo-
rithms. For example, the ABCD rule of dermoscopy has been extended to ABCDE, where the E accounts for evolution of the
skin lesion over time (Abbasi et al., 2004). With the advent of machine learning and the increasing access to vast, inexpensive
computational power, several research groups have been focusing on developing automated and semiautomated computational
methods for detecting and classifying skin lesions. While some recent advances have been developed using conventional
RGB (red, green, and blue) imaging techniques (Esteva et al., 2017), other researchers have been focusing on exploring new
avenues of skin cancer classification using multispectral and hyperspectral imaging techniques.
Computer systems for classification of pigmented skin lesions have been an active research field for several decades. Early
systems used conventional RGB images, but by the early 2000s almost all systems used dermoscopic images (Rosado et al.,
2003). See Figure 2 for examples of both types of images. A dermoscope is a simple device consisting of a magnifying lens, a
glass plate, and a light source that allows the light to penetrate the uppermost layer of the skin. It is commonly used by derma-
tologists. The overall verdict of systems based on conventional and dermoscopic images is that they do not outperform
FIGURE 1 Examples of melanoma and nonmelanoma skin cancer taken in a clinical setting from six different patients. These cases represent
both nonmelanoma and melanoma skin cancer. The diagnoses of the lesions based on histopathology are as follows: (1) melanoma, (2) atypical
melanocytic hyperplasia, (3) squamous cell carcinoma, (4) Bowen's disease, (5) basal cell carcinoma, and (6) seborrheic keratosis
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dermatologists (Korotkov & Garcia, 2012; Rosado et al., 2003; Vestergaard & Menzies, 2008). Deep learning has been intro-
duced to skin lesion classification, and although deep learning methods possibly outperform traditional approaches (Codella
et al., 2018), it has not outperformed the dermatologist (Esteva et al., 2017). Multispectral imaging increases the amount of
retrieved information and various systems have been used for skin lesion classification. Whether this increases the perfor-
mance has not been established with certainty, since dermoscopic and multispectral systems have not been tested on the same
set of lesions, or under strictly similar conditions. The conventional and dermoscopic systems seem to have reached an upper
limit for their performance, while emerging technologies such as hyperspectral imaging can possibly increase the
performance.
The main advantage of hyperspectral and multispectral imaging compared with conventional imaging technologies is the
possibility of exploring spectral regions beyond the human eye capabilities. Some materials present spectral features in the
infrared spectral range (Lachenal & Ozaki, 1999). Besides the spectral range, the use of hyperspectral images is necessary
when the material being analyzed presents narrow spectral features (Jet Propulsion Laboratory, California Institute of Technol-
ogy, n.d.; Lee, Cohen, Kennedy, Maiersperger, & Gower, 2004). Such narrow spectral features cannot be detected using mul-
tispectral or RGB images, and should therefore be measured using high spectral resolution instrumentation. Figure 3
illustrates the difference in fidelity and richness of hyperspectral images in comparison with conventional RGB images.
In this review, we will report on the recent advances that specifically focus on detecting skin cancer using multi- and
hyperspectral images. We will start by giving a short description of the review methodology. Then, we give a brief introduc-
tion to hyperspectral imaging and point out how this imaging technique is being used in medicine, and specifically why it is
being used to classify skin cancer. Next, we focus on how feature selection is crucial for extracting information of this type of
data and thereafter we point out the need for extending current classification methodologies to include the use of spatiospectral
information. Our review finally gives some critical remarks and analysis of relevant published results before we indicate
important future research directions.
2 | REVIEW METHODOLOGY
The goal of this review was to provide insight into recent advances in detection of skin cancer using hyperspectral imaging
systems in order to uncover what has been achieved, and to understand what the key challenges are. Based on this we defined
FIGURE 2 The image on the left
is an example of a conventional, clinical
image of a pigmented skin lesion,
whereas the image on the right is an
example of dermoscopic image
FIGURE 3 The conceptual
difference between the information
richness in a hyperspectral cube and an
RGB image. In the hyperspectral cube,
each horizontal slice represents spatial
response for a discrete wavelength. For
the RGB image, each slice represents
spatial information across a range of
wavelengths. Each of the red, green, and
blue slices are calculated based on the
visual light spectrum associated with each
respective color
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the following inclusion criteria with the intention of only including recent, highly relevant, peer-reviewed publications focus-
ing on skin cancer detection using hyperspectral images;
• Peer-reviewed publication in journal or conference proceeding.
• Based on hyperspectral (or multispectral) images.
• Specifically dealing with skin lesion classification.
• Noninvasive data collection, that is, in vivo skin lesions.
• Published in recent years (2003–2018).
The inclusion of multispectral imaging systems was made based on preliminary searches, which uncovered that most of
the relevant skin cancer research has been done with these systems. Although multispectral and hyperspectral systems are
based on different concepts and technologies, from the perspective of data analysis and pattern recognition, images produced
by these systems present similar benefits and challenges. Our initial threshold for “recent” was 10 years, but because some
very relevant studies were published more than 10 years ago, the threshold was increased to 15 years.
In the period of August 20–23, 2018, we performed searches on Web of Science, PubMed, Scopus, and Google Scholar.
Search queries were specifically adapted to each search engine, and based on the search criteria seen in Listing 1.
Listing 1: The search criteria used to construct search queries for Web of Science, PubMed, Scopus, and Google Scholar.
((multispectral AND classification) OR hyperspectral) AND
(image OR camera) AND
(skin OR melanoma) AND
(classification OR lesion OR cancer)
Our searches resulted in a collection of 86 peer-reviewed publications that were potential candidates for review based on
their titles, keywords, and abstracts. After reading through the initial collection of candidates, we ended up with 20 publica-
tions relevant for the review, selected based upon our previously listed inclusion criteria. Figure 4 shows a breakdown of the
number of publications per year, and a summary of all the reviewed publications can be seen in Table 1.
3 | HYPERSPECTRAL IMAGING FOR SKIN CANCER CLASSIFICATION
Hyperspectral imaging has shown considerable potential as a noninvasive and nonionizing technique, supporting rapid acqui-
sition and analysis of diagnostic information. Unlike conventional RGB cameras, which are limited to capturing three bands
in the electromagnetic spectrum, hyperspectral imaging systems are capable of capturing hundreds of narrow bands across the
electromagnetic spectrum, both inside and outside the human visual spectral range (Smith, 2012). Hyperspectral imaging has
been widely used in remote sensing (Tuia, Volpi, Copa, Kanevski, & Munoz-Mari, 2011), and has been applied in vitro,
ex vivo, and in vivo in different medical applications (Lu & Fei, 2014). For skin lesion classification, several studies have
been conducted using different types of hyperspectral and multispectral acquisition systems. Based on the reviewed publica-
tions listed in Table 1, most of the research effort up until now has been based on multispectral systems. Some multispectral
















































FIGURE 4 The number of
publications per year that matched our
search queries and were selected for review
based on our inclusion criteria. From the
plot, we can see that the majority of
reviewed publications were published
after 2011
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and SIAscope (Moncrieff, Cotton, Claridge, & Hall, 2002), both operating in the 400–1,000 nm spectral range. We are cur-
rently not aware of any commercially available hyperspectral imaging systems designed for skin lesion analysis.
Both multispectral and hyperspectral images are commonly represented as three-dimensional matrices (or data cubes),
where the first two axes represent the spatial coordinates, and the third axis contains the spectral band measurements. There
are two commonly used approaches to visualizing the information stored in a hyperspectral image. The first one is to pick one
or more pixels (spatial coordinates) and plotting their respective spectral band measurements by wavelength. The other way is
to visualize all pixels for one or more spectral bands as individual grayscale or color-mapped images. See Figure 5 for an
example of both types of visualization.
There are several ways to capture both hyperspectral and multispectral images (Li et al., 2013), but from the perspective of
data science applications, how images are captured is not crucial. However, what the captured image data represents is impor-
tant. Both types of images contain information that represents either absorption, reflectance, or radiance at specific wave-
lengths across the electromagnetic spectrum. Measurements at discrete wavelengths are typically not performed, but
TABLE 1 Summary of the publications included in the review
Publication Imaging system Wavelengths (nm) Bands Pixel count
Tomatis et al. (2003) Custom 400–1,040 17 —
Patwardhan and Dhawan (2004) Nevoscope 580, 610 2 512× 512
Patwardhan, Dhawan, and Relue (2005) Nevoscope 580, 610 2 512× 512
Tomatis et al. (2005) SpectroShade 483–950 15 640× 480
Carrara et al. (2007) SpectroShade 483–950 15 640× 480
Kazianka, Leitner, and Pilz (2008) Custom — 300 640× 480
Świtonski, Michalak, Josinski, and Wojciechowski (2010) VariSpec 410–710 21 —
Nagaoka, Nakamura, Kiyohara, and Sota (2012) ImSpector V8E 380–780 124 512× 512
Nagaoka, Nakamura, Okutani, Kiyohara, and Sota (2012) ImSpector V8E 380–780 124 512× 512
Suárez et al. (2012) Custom 400–1,100 — —
Nagaoka et al. (2013) ImSpector V8E 380–780 124 512× 512
Quinzán et al. (2013) Custom 400–1,100 71 640× 480
Nagaoka et al. (2015) ImSpector V8E 450–750 124 1,024× 768
Zheludev, Pölönen, Neittaanmäki-Perttu, and Averbuch (2015) VTT/Revenio 500–885 76 320× 240
Lorencs, Sinica-Sinavskis, Jakovels, and Mednieks (2016) Nuance EX 450–950 51 —
Song et al. (2016) MelaFind 430–950 10 1,280× 1,024
Zherdeva et al. (2016) STC UI RAS 450–750 61 1920× 1,200
Stamnes et al. (2017) Custom 365–1,000 10 —
Lihacova et al. (2018) Custom 405–964 4 —
Rey-Barroso et al. (2018) Custom 414–1,613 14 512× 512
























FIGURE 5 An example of what
spectral curves for hyperspectral pixels can
look like. The plot on the left shows a
representation of a hyperspectral reflectance
image at an arbitrarily chosen wavelength.
On the right, the mean reflectance values are
plotted, where the colors of the curves
correspond to the colored regions in the
reflectance image. The mean curves are
calculated based on all pixels in each region
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measurements are instead performed across narrow ranges of wavelengths referred to as spectral bands. Multispectral images
are often captured at specifically chosen spectral bands across the supported spectral range of the camera. In many scenarios,
the chosen spectral bands are picked based on prior knowledge, such as known absorption wavelengths of certain chemical
compounds or similar. Other times the spectral bands are chosen somewhat arbitrarily, or at evenly spaced intervals across the
entire spectral range. Commercial multispectral systems are typically capable of capturing 5–15 spectral bands across their
supported spectral range. Because of spectral resolution and how wavelengths are typically chosen, captured multispectral data
should be considered as consisting of discrete measurements. Hyperspectral images are captured with constant sampling rate
across the spectral range of the camera, and can have hundreds of spectral bands depending upon the resolution of camera.
Therefore, measurements in hyperspectral images are often considered to be continuous, which means that each pixel in a
hyperspectral image can be said to represent a continuous spectral curve.
Before multispectral or hyperspectral images can be used as input to any classifier, statistical method, or other computa-
tional algorithm where images will be compared in some sense, they need to be preprocessed. One very important
preprocessing step is calibration with respect to a known reference, typically an image of certified white reference material
captured. The image of the white reference is captured right before or after taking an image of a skin lesion. This ensures that
both images are captured under equivalent conditions. Certified white references used with hyperspectral systems have known
spectral response, for example, 99.9% reflectance, across the entire supported spectral range, and are often intended to repre-
sent the maximum values measurable by a camera. In addition so-called dark current or dark reference images are usually also
captured as part of the calibration process. These images can be captured by preventing light from hitting the camera sensor,
and they therefore represent the minimum values measurable by a camera. An underlying assumption in this process is that
the following inequality is fulfilled,
0≤ Idark < Iraw < Iwhite, ð1Þ
where Iraw is the raw image before calibration, Iwhite is the white reference image, and Idark is the dark reference image.
A frequently used method for calibrating hyperspectral images is relative reflectance, which in this context is performed by
rescaling spectral measurements from the skin lesion image with respect to the two reference images (Lawrence, Park, Wind-
ham, & Mao, 2003; W. Wang, Li, Tollner, Rains, & Gitaitis, 2012) captured under similar conditions. The relative reflectance





Given that the inequality in (1) is fulfilled, relative reflectance images will theoretically be bounded in (0, 1). This also
implies that all calibrated images from the same camera system are comparable in a fairly robust sense since the process
reduces the effects of the camera itself and the environment in which images are captured. Furthermore, images are scaled to
the same reference domain.
Another calibration technique used in some skin lesion classification research is the so-called optical density (Lorencs
et al., 2016; Zherdeva et al., 2016). In the context of multispectral and hyperspectral images, optical density can be defined as






The reference image Ireference can be a white reference image, or an image of some other reference material with known
spectral characteristics.
In Rey-Barroso et al. (2018) a novel hyperspectral image calibration for skin analysis is presented. The first innovation is
to employ a neutral-gray color of an X-Lite ColorChecker reference instead of a conventional certified white reference. The
motivation is that this reference material exhibits reflectance characteristics closer to that of human skin across the spectral
range. They also perform an additional calibration step designed to account for the influence of healthy skin, reportedly boo-
sting the effects of malignant tissue.
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4 | CLASSIFIER INPUT
The underlying goal of classification is to organize observations into two or more labeled classes. The classifier can be consid-
ered an algorithm that suggests a class affiliation based on the input characteristics of the observation. For early detection of
skin cancer, there will typically only be two classes: malignant and benign. The classifier takes the skin lesion image, or fea-
tures extracted from the image, as input and gives a binary output indicating whether the lesion is malignant or not.
The input to the classifier must contain information that makes it possible to discriminate according to the different classes.
In the skin cancer situation, this means that the input must contain crucial properties of the skin lesion so that an image of a
skin lesion can be assigned the correct class in a very robust manner. Since the input of the classifier plays such a crucial role,
we will describe some important aspects of this for the skin cancer case.
4.1 | Feature extraction, feature selection, and dimensionality reduction
As pointed out earlier, a set of characteristics or features must be extracted from the image to construct a classifier. These fea-
tures can be categorized into hand crafted features and summary statistical features. A third category, machine learned fea-
tures, will not be discussed in this section since there are no deep learning classifiers yet for hyper- or multispectral skin
lesions. However, we will discuss some aspects related to learning features from data in later sections.
The hand crafted features aspire at mimicking some aspect that is known to be discriminatory for lesion diagnosis, often
inspired by, but not limited to, the ABCD rule of dermoscopy (Nachbar et al., 1994). Several hyper- and multispectral systems
apply hand crafted features, exclusively or in combination with summary statistics features (Carrara et al., 2007; Stamnes
et al., 2017; Tomatis et al., 2005).
The summary statistics features are typically the mean, variance, entropy, and so on, of the pixel value for each spectral
band. Common for these features, and also some of the hand crafted features, is that the spatial information is not taken into
account. Some systems use only the mean pixel value (Quinzán et al., 2013; Zherdeva et al., 2016), others use a different fea-
ture or a combination of summary statistics features (Lihacova et al., 2018; Lorencs et al., 2016; Nagaoka et al., 2015;
Patwardhan et al., 2005; Rey-Barroso et al., 2018).
Each feature is calculated for each spectral band, and with a combination of a large set of features and many bands, dimen-
sionality reduction can improve the performance of the system. With many spectral bands and/or features, some of the infor-
mation is probably redundant, but each feature and band adds noise. Dimensionality reduction will reduce the noise and hence
improve the classifier. If the number of images is small compared to the dimensionality of the images in a dataset, which is
often the case for hyperspectral image datasets, a trained classifier will be unlikely to generalize well with regards to classify-
ing samples not seen during training. The discriminatory power of a classifier initially increases as the number of feature
dimensions increases, but then begins to decrease as the number of dimensions keeps increasing. This effect is often referred
to as Hughes phenomenon (Shahshahani & Landgrebe, 1994). Therefore, dimensionality reduction is beneficial even if it
reduces the amount of discriminatory information. The three main strategies for dimensionality reduction are band selection
(Lorencs et al., 2016; Quinzán et al., 2013), feature subset selection (Patwardhan et al., 2005; Rey-Barroso et al., 2018;
Stamnes et al., 2017), and principal component analysis (PCA) (Carrara et al., 2007; Kazianka et al., 2008; Tomatis et al.,
2005). In spectral band selection and feature selection, a subset of the original bands and/or features is selected. This can be
done by selecting a subset of bands, then the features are calculated for this subset (Lorencs et al., 2016; Quinzán et al., 2013).
It can also be done in combination (Rey-Barroso et al., 2018), where the features are calculated for all bands and then the best
band-feature pairs are selected, potentially keeping all spectral bands. The advantage of the first approach is that the number
of bands are reduced, which can lead to a simpler camera construction in the future. In both approaches, the interpretability is
kept intact. When PCA is employed to reduce the spatial or spectral dimensions, the result is a linear combination of features
and spectral bands with different positive and negative weights, and the interpretability of the resulting PCA features is to
some extent lost. It can be argued that interpretability is of lesser importance if the classifier is accurate enough, but so far
there are no systems with accuracies high enough to justify a “black box” approach, given the potential fatal outcome of a mis-
classified melanoma.
4.2 | Selecting optimal spectral bands
A promising approach for dimensionality reduction of hyperspectral images is to reduce the number of spectral bands
by selecting a subset of optimal wavelengths in a given hyperspectral image. This reduction can be performed by
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focusing on the spectral dimension of the captured image. In hyperspectral imaging, two main approaches have been
proposed to reduce dimensionality: selection of spectral features or selection of spatial features (Dai, Cheng, Sun, &
Zeng, 2015). On one hand, spectral feature selection can be based on for example, correlation analysis of the spectral
bands. Reduction of the feature set can then be achieved by selecting those bands that provide the most salient statistical
information. Different search strategies have been proposed for spectral feature selection; complete, heuristic, or ran-
dom search. These search strategies have been used in conjunction with many algorithms such as branch and bound
(BB) (Nakariyakul & Casasent, 2007), PCA (Xing, Bravo, Jancsók, Ramon, & De Baerdemaeker, 2005), artificial neu-
ral networks (ElMasry, Wang, & Vigneault, 2009), and competitive adaptive reweighted sampling (CARS) (Wu & Sun,
2013). On the other hand, spatial feature selection is focused on the selection of relevant image characteristics (color,
shape, etc.) to discriminate the spectral bands that contain most information about the desired features. Investigations
focusing on spectral and spatial feature selection in hyperspectral images up until now have been very limited, likely
due to the small number of studies that have been carried out in the field of skin cancer detection using hyperspectral
images as a whole.
Practical implementation of a hyperspectral imaging system if often challenging due to the complexity and cost of a hyper-
spectral camera is capable of capturing several hundreds of bands. Recent publications have addressed new strategies for
obtaining a feasible and practical technical solution by reducing the number of spectral bands or combining different finite
spectral bands. A direct consequence of the reduction of the total amount of information processed is the reduction of the com-
putational requirements in a given algorithm. Reducing the spectra can also enable algorithms to operate in near real time. The
common approach up until now has been to obtain a hyperspectral image composed of hundreds of bands and then analyze
which bands provides more information to classify and differentiate the skin tumor.
In Zherdeva et al.’s (2016) study, an experimental setup with hyperspectral images in the 450–750 nm range is employed
to discriminate between skin cancers. Based on analysis of the collected images, it was determined that the most relevant dif-
ferences between healthy tissue and skin cancer are located in the spectral bands 530–570 nm and 600–700 nm. These bands
correspond to the absorption wavelengths of hemoglobin and melanin, respectively (Rubins, Zaharans, Ļihacova, & Spigulis,
2014). It has been reported that hemoglobin concentration and the ratio of melanin in skin lesion tissue can be important bio-
logical markers for melanoma detection (MacKinnon, Vasefi, & Farkas, 2014; Vasefi et al., 2016).
A melanoma discriminator based on few spectral channels is proposed in Lorencs et al. (2016). The spectral band selection
principles are based on a correlation study of the information contained between pixel values in optical density images of each
pair of bands. The triplet of spectral bands at 540, 640, and 740 nm and at 540, 640, and 840 nm were selected as they pres-
ented the highest correlation values.
The algorithms described represent promising approaches in achieving feasible technical implementations for dermoscopic
systems. Spectral band reduction, without degrading the performance of classifying skin lesions, speeds up both training and
inference of associated algorithms and this can lead to near real-time operation of the overall system. This is an important
characteristic for practical applications in clinical settings.
It is worth mentioning that hyperspectral image feature selection applied to skin cancer detection has been used in very few
studies. Therefore, future investigation must be carried out to demonstrate the conclusions reported in the initial studies. Fur-
thermore, reported applications of PCA on hyperspectral skin lesion images have not been focused on selecting optimal spec-
tral bands. By using PCA to reduce the spatial dimensionality, which means applying PCA on each individual spectral band
of an image, it should be possible to study which spectral bands are most salient (Yamal et al., 2012).
5 | THE POWER OF SPATIOSPECTRAL INFORMATION
Treating individual hyperspectral pixels in an image as independent observations from the same patient has certain advantages
and disadvantages, both in statistical methodologies and machine learning. An immediate advantage is that an approach where
individual pixels are classified will yield much bigger datasets for both training and testing, even with quite few images if they
have large spatial dimensions. As an example, a small dataset consisting of 10 multi- or hyperspectral images with
1,000 × 1,000 pixels, becomes a massive dataset of 10 million observations in a pixel-wise scheme. Using a pixel-wise
approach to detect skin cancer has not been widely studied, but some research has been performed; skin lesion segmentation
based on a pixel-wise scheme was done in Świtonski et al. (2010). One challenge of a pixel-wise scheme is how to balance
the classes in the dataset, and how to ensure the subdivision into training and test sets are distributed in a representative way
with respect to the original distribution, but still performed at random. Another challenge is getting accurate labels at the pixel
level, which means that for each individual pixel a corresponding individual classification or diagnosis must be known.
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Acquiring accurate, fine-grained labels at the pixel level is currently not feasible, and this means that training and testing
supervised models with a pixel-wise scheme will be difficult. The lack of published research using pixel-wise approaches to
skin cancer detection might be indicative of these challenges, suggesting that more research is needed in this area.
Although individual pixels can be treated as independent to some extent, in reality neighboring pixels in an image are spa-
tially dependent. By not accounting for this, models and algorithms are deprived of salient information that could otherwise
be used to improve their classification performance. As an illustrative example, a dermatologist applying the ABCD rule of
dermoscopy will take into account all of the spatial information visible in a dermoscope or dermoscopic image. If only pres-
ented with individual pixels, without the spatial context, classifying the skin lesion would unquestionably be much more chal-
lenging. Therefore, statistical methods and machine learning models should also be trained with the same type of spatially
dependent data, either as full images or image patches.
Just like recent successful machine learning algorithms designed for clinical and dermoscopic RGB, images of skin lesions
are trained on full images with all three color channels (Esteva et al., 2017), exploiting the full potential of hyperspectral
images which involves using all of the spatial and spectral information encapsulated within the images. While this has to some
extent been done in other applications of hyperspectral imaging, such as remote sensing (Chen, Zhao, & Jia, 2015;
Makantasis, Karantzalos, Doulamis, & Doulamis, 2015; Mughees, Ali, & Tao, 2017), we are not aware of any published
research in the area of skin cancer detection where all of the spatiospectral information is used in a combined, fully contextual
approach. The most common practice up until now has been to use hand-crafted features, summary statistics, and other lower-
dimensional features. This can work reasonably well in some cases, but most, if not all, such approaches are incapable of fully
accounting for the spatial and spectral context of detected patterns and features. Many deep learning models designed for
image classification, for example, convolutional neural networks (CNN) (Krizhevsky, Sutskever, & Hinton, 2012), are specifi-
cally tailored to learn robust feature detectors from data. The learned feature detectors (sometimes referred to as feature maps)
have important traits such as translation equivariance. In simplified terms, a feature detector that has learned to detect, for
example, eyes, will give the same activation response regardless of the spatial location of the pixels comprising an eye, but if
the pixels are spatially translated, the activation will be translated respectively. For example, two activations of an “eye” fea-
ture in an image is not enough to detect the presence of a face, but two such feature activations in close, spatial proximity is a
much stronger indication of a face. This is essentially how most CNN-based models learn to detect objects by synthesizing
feature detectors from one layer into increasingly complex features in the next layer (Zeiler & Fergus, 2014). In Esteva et al.’s
(2017) study, they develop a deep learning model that detects and classifies skin lesions using clinical and dermoscopic RGB
images. One key component of their work is employing a technique referred to as transfer learning (Pan & Yang, 2010). More
specifically, they perform fine-tuning of a pretrained CNN model using a large dataset of RGB-based clinical and dermoscopic
skin lesion images. Using this type of deep learning technique is feasible when the modality of the dataset used to train the
original model is equivalent to the modality of the dataset used to perform the fine-tuning. No such pretrained models for
hyperspectral images are publicly available. This is likely one of the primary reasons why there exists no published research
using deep learning methods on hyperspectral images for skin cancer detection. A concrete example of the spatiospectral
information richness and variation is depicted in Figure 6. From the figure it is clear that different physical properties of the
lesion are captured at different wavelengths. How to exploit this information is not immediately obvious however. One sug-
gestion is that such knowledge should be learned from data using deep learning models as opposed to being captured by
hand-crafted feature extractors, or explicitly modeled in other ways.
Due to substantial differences in dataset modality, spatial dimensions, and number of channels/bands, transfer learning
based on models trained on RGB images is not directly applicable to hyperspectral images. It has been shown feature detectors
learned in the early layers of CNNs trained on RGB images are sensitive to colors (Zeiler & Fergus, 2014). In other words,
















FIGURE 6 Examples of the different information captured in hyperspectral images at different wavelengths. Each image represents a
reflectance image at a specific wavelength. Note how certain features appear and disappear at the various wavelengths. In particular, note how the
small lesion visible near the right-most edge of the left image is almost invisible at higher wavelengths, and at higher wavelengths, smaller
subregions and structures in the central lesion become visible
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these feature detectors have adapted to specific characteristics of RGB images, which are not trivially transferable to hyper-
spectral images. Therefore, we believe that any model must either be trained from scratch, or novel RGB-to-hyperspectral
transfer learning techniques must be developed. The number of trainable parameters in the most frequently used deep learning
models designed for RGB images are in the order of 107, sometimes as high as 108. The number of trainable parameters in the
first layer will increase substantially when the number of channels/bands in the images is increased by one or two orders of
magnitude, which is the case when going from RGB to hyperspectral images. Additionally, many of the popular models are
optimized for images with spatial dimensions around 250× 250 pixels and three color channels. Hyperspectral images used
for skin cancer detection have much higher spatial resolution and many more channels. Given these differences, model archi-
tectures should be augmented for high-resolution hyperspectral images. Examples of such design adjustments might include
increasing the number of learned feature detectors in each layer of the model, and increasing the total number of layers.
Increasing the complexity of the model translates into increasing the total number of trainable parameters.
Based on these observations, it is clear that training deep learning models for skin cancer detection using hyperspectral
images from scratch will be challenging given current techniques and technology; it will require large amounts of computa-
tional power due to the high dimensionality of the images, and the high number of parameters being optimized during training.
Training from scratch will also require sufficiently large datasets of high-quality, domain-specific, and representative observa-
tions in order for the model to generalize well at classification tasks. As far as we know, there are no publicly available
datasets of hyperspectral skin lesion images that are sufficiently large to train deep learning models for skin lesion classifica-
tion. The lack of publicly available datasets and pretrained models are likely the key challenges that explain the lack of publi-
shed research on deep learning methods for skin cancer detection using hyperspectral images.
6 | CRITICAL REMARKS AND ANALYSIS OF PUBLISHED RESULTS
In the context of cancer detection, the ideal system provides a class label for each image in accordance with the actual pathol-
ogy of the lesion in question. The gold standard for skin lesion diagnosis is histopathology for excised lesions and
dermoscopic evaluation for nonexcised lesions. Note that a nonbiopsied lesion can only have a benign diagnosis, as suspicion
of malignancy automatically leads to excision and histopathological examination. Due to the potential fatal consequences of
misclassifying a melanoma as benign, even low level of suspicion leads to excision.
A system that aims at clinical relevance must either have melanoma sensitivity close to 100% combined with a reasonable
specificity, or provide information that benefits the physician in the decision on whether to excise the lesion in question. Both
objectives have shown to be hard to achieve, and so far no system can be said to have achieved either.
To predict the performance on future data, which do not have class labels, a system is tested on either an independent test
set or by the use of cross validation. For the outcome to be valid, the test set must be independent of all aspects of the system
development, from bandwidth selection to classifier parameter settings. In addition, the test set must be large enough for the
result to be generalizable, and reflect the population from where the future data will be collected. These standards can be diffi-
cult to achieve due to the nature of the problem at hand: hyperspectral cameras are expensive, require training to operate, and
melanomas are rare but fatal. This results in small datasets, and combined with high dimensionality there is often not enough
data for sufficient training and adequate testing. The differences in imaging acquisition systems hinder combining different
datasets.
Several publications report performance on the same set of data that were used to develop the system (Kazianka et al.,
2008; Lihacova et al., 2018; Lorencs et al., 2016; Rey-Barroso et al., 2018; Zherdeva et al., 2016), which give highly optimis-
tic results. This bias does not only apply when the test set is used to train the classification algorithm itself, but applies for all
parts of system development, including bandwidth selection (Quinzán et al., 2013), feature selection (Patwardhan et al., 2005;
Stamnes et al., 2017), and post hoc threshold settings for classification (Nagaoka et al., 2015; Patwardhan et al., 2005). The
impact might not be obvious, but it is indisputable (Smialowski, Frishman, & Kramer, 2010).
In an effort to overcome the limitations of a small dataset, cross validation have been used (Nagaoka et al., 2015; Quinzán
et al., 2013), but when using the entire dataset for bandwidth or feature selection, or parameter setting, the results are invalid.
It can be argued that incorrect use of statistical tools not necessarily disregards the results altogether, but the drop in perfor-
mance is usually dramatic. The performance of MelaFind dropped from 85% specificity (Elbaum et al., 2001) to 9% specificity
for near 100% sensitivity, when tested on a proper independent test set (Monheit et al., 2011). For more examples, see
Møllersen et al. (2015).
The reported classification results with independent test sets are:
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Publication Sensitivity (%) Specificity (%) # Melanomas # Lesions in total
Song et al. (2016) 50 23 4 55
Nagaoka et al. (2015) 75 97 24 132
Tomatis et al. (2005) 80 90 41 1,369
Carrara et al. (2007) 95 53 76 1,208
The study of Song et al. (2016) tested MelaFind in a clinical setting, but contains only four melanomas, and the results are
therefore not generalizable. The Nagaoka et al. (2015) study consisted of 24 melanomas and 108 other skin lesions, but the
lesions are from both patients and volunteers, and can therefore not be said to reflect any future population. Tomatis et al.
(2005) had a large dataset with excised lesions consecutively collected, and in addition nonexcised lesions that were randomly
collected in a clinical setting. Ideally, both the excised and nonexcised lesions should have been consecutively collected, but
compared to other datasets in the field of computer-aided skin lesion classification, this dataset has high quality. The test set
consisted of 41 melanomas and 306 nonmelanomas, confirmed by histopathology, and 1,022 lesions that were diagnosed as
benign without excision. When using only the set of excised lesions, the specificity dropped to 77%, which clearly shows the
enormous impact that the inclusion criteria for the dataset can have on the result. Carrara et al. (2007) reported in their study
the sensitivity and specificity to whether a lesion should be excised, with the dermatologist's decision as ground truth. The
numbers reported here are according to melanoma/nonmelanoma classes. Note the Tomatis et al. (2005) and Carrara et al.
(2007) studies use overlapping datasets and methods.
The reported performance of a system will vary from one test set to another due to its random nature. The Clopper–Pearson
confidence interval for the 95% sensitivity in the study of Carrara et al. (2007) is 87–99%, which clearly demonstrates the need
for large test sets for reliable results.
The common practice of reporting of a single sensitivity-specificity pair makes comparison between systems impossible.
The high specificity reported by Tomatis et al. (2005) drops when the sensitivity is increased, as shown in their receiver oper-
ating characteristic (ROC) curve, which shows the specificity as a function of sensitivity. The curve is not detailed enough to
extract the exact numbers. The reported 80% sensitivity of Tomatis et al. (2005), which corresponds to missing one out of five
melanomas, is not relevant for a system intended for clinical use. A 95% sensitivity corresponds to missing 1 out of 20 melano-
mas, and might still not be high enough. There is no consensus for a lower limit for acceptable melanoma sensitivity, and
therefore, to make comparisons between systems possible, the range of corresponding specificities for sensitivities from 95%
to 100% should be reported. As shown in Møllersen, Zortea, Schopf, Kirchesch, and Godtliebsen (2017), the criterion for
comparing different systems has huge impact on the resulting ranking. Summary performance measures such as the area under
the ROC curve (AUC), does not distinguish between the two types of misclassifications; a system can have high AUC even if
its ability to detect skin cancer is poor. This is not suitable in settings where a false negative (misclassifying a melanoma as
benign) has much graver consequences than a false positive (misclassifying a benign lesion as malignant).
7 | FUTURE RESEARCH DIRECTIONS
7.1 | Long-term goals
In recent years, early detection of skin cancer using RGB images has been research focus in a large number of publications,
see for example, Oliveira, Papa, Pereira, and Tavares (2018). Although the findings presented in Codella et al. (2018) and
Esteva et al. (2017) are very promising, they are still not able to outperform experienced dermatologists. Future research using
RGB images will likely suffer from effects equivalent to the law of diminishing returns, and because of this additional infor-
mation richness is crucial to boost classification results even further.
The ultimate goal is to obtain classification systems that can lower the number of deaths caused by skin cancer signifi-
cantly. A successful classification system will benefit from research in the following two directions.
First, there is a need to acquire a large quantity of high-quality data for all relevant skin cancers to be able to develop a suc-
cessful classification system. Any database for clinical evaluation should be large enough to be able to provide good generali-
zation, and hence reflecting the high-variability of data. This generalization is even more challenging in skin analysis, where
the interpatient variability across different pigmented skin lesions is also influenced by the different skin phenotypes. By
acquiring RGB and hyperspectral images for all cases, it will also be possible to give a more objective answer to the proposed
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importance of hyperspectral information. Clearly, it will take many years before a sufficient number of datasets are available,
but with such datasets available, the Common Task Framework described by Donoho (2017) can be used to obtain the best
possible classification systems. After such results are available, clinical testing needs to be carried out before the whole system
can be put into use.
Second, patients can contribute to earlier detection of harmful skin lesions by keeping an eye on the evolution of their skin
lesions. A natural first step is therefore to design a system that can be used for monitoring skin lesions. Ideally, such a system
should be precise, affordable, easy to use and interpretable. By designing a system like this, early detection of skin cancer will
hopefully be significantly improved since one of the reasons for skin cancer-related death is the lack of early treatment. A suc-
cessful monitoring system may result in earlier and more effective treatment, thereby reducing the number of deaths.
7.2 | Short-term goals
Although there exist several papers (Qi, Xing, Foran, & Yang, 2011; Taghizadeh, Gowen, & O'Donnell, 2011) that indicate
that hyperspectral images contain information beyond RGB images, it seems natural to start with careful analyses that show
how much and in what way hyperspectral information contributes in various types of classification algorithms, based in both
statistical methodologies and machine learning.
Spatial and hyperspectral information gives a natural link to spatiotemporal methods and it is therefore natural to look into
how such methods can be useful in the present task. In particular, there are links to image sequences in other applications of
medicine. One example is functional MRI where an important aim is to find areas of the brain connected to specific tasks. This
may, for example, be crucial in connection with brain surgery. Similar ideas could potentially be used to find “suspicious
areas” that may be an indicator of a serious change in a skin lesion. Research in this direction should be performed in close
collaboration with dermatologists, and may turn out to be well worthwhile since it could give rise to a boost in early detection
of skin cancer. Another possibility is to look for particular shapes or features in the hyperspectral curves, thereby giving rise
to important new features in a future classification rule.
Clustering of the hyperspectral signatures that gives rise to specific RGB values will give a potential link between RGB
and hyperspectral images. This will give important knowledge about how homogeneous such clusters are, and it may also lead
to a better understanding of the extra information obtained by hyperspectral signatures.
When the research community has gathered a large number of images, these datasets may be used to learn the characteris-
tics of each class. One important research area here would be to see if hyperspectral images could be used to better distinguish
between melanoma and other types of skin cancer. This would be an extremely important result since melanomas are fatal,
whereas some types of nonmelanoma skin lesions are considered harmless. Dermatologists are able to distinguish these classes
well, but this can be a very difficult task for general practitioners.
Preliminary results (Li, Zhou, Liu, Wang, & Guo, 2015; Q. Wang, Wang, Zhou, Li, & Wang, 2017; Ortega et al., 2018)
indicate that pathology results can be improved both with respect to precision and time using hyperspectral imaging. Further
investigations are needed to confirm this and to get a better understanding of how this new technology can be beneficial for
this purpose.
Analysis of dermatological hyperspectral images is in our opinion the most important area for research in the near future.
Monitoring the evolution of skin lesions over time is an important part of such research. In addition, it is important to analyze
hyperspectral images using a large number of statistical tools, thereby gaining more knowledge about such data and be in bet-
ter position to design classification systems when sufficiently large datasets become available.
For future classification systems, finding optimal data representation is a key to success. Also known as feature learning,
this is the task of finding a representation of the input that will result in the best possible performance of the classification
algorithm (Bengio, Courville, & Vincent, 2013). In the application at hand, the skin lesion's state is partially represented by
the curves measured by the hyperspectral camera. To this end, we seek a way to represent the rich data contained in the skin
lesion state that will result in a successful algorithm.
Using deep learning for reducing the dimensionality of hyperspectral images is believed to be an important field of
research. Instead of using methodologies based on variance analysis, entropy, or other information measures, we suggest that
learning robust lower-dimensional representations of the data using for example, deep autoencoders (Hinton & Salakhutdinov,
2006) could lead to better classification performance. The spatiospectral information encoded in hyperspectral images is com-
plex, and it is not immediately obvious that conventional methods such as PCA are sufficiently capable of capturing this. Fur-
thermore, learning shared representations might make it feasible to combine hyperspectral skin lesion datasets (Ngiam et al.,
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2011). Researching the potential gains of using deep learning approaches for dimensionality reduction could yield extremely
important results.
The incorporation of scale-space ideas can also be explored in obtaining an efficient state space representation. Scale-space
theory is a framework for representing signals on multiple scales, developed by the computer vision, image processing, and
signal processing communities. Scale-space ideas could be used to select tuning parameters in the FDA approach. For a basis
expansion representation of hyperspectral curves, for instance, several key parameters (e.g., bandwidth, degree of the deriva-
tive) must be selected (Chaudhuri & Marron, 2000). As the representation may be very sensitive to these parameters, scale-
space methods can provide useful insight. For instance, SiZer is a visual tool to examine when the derivative of a scatterplot
smoother is significantly negative, possibly zero, or significantly positive across a range of smoothing bandwidths
(Chaudhuri & Marron, 1999).
8 | CONCLUDING REMARKS
Recent advances in hyperspectral imaging for skin cancer detection show great promise, and we believe that further research
can lead to a significant reduction in the number of deaths caused by skin cancer. However, there are still many open research
questions that must be addressed, such as what are the benefits of training classifiers with hyperspectral skin lesion images as
opposed to clinical and dermoscopic images of skin lesions captured with conventional RGB cameras. To answer this, large,
high-quality datasets of skin lesion images need to be collected using both hyperspectral and conventional RGB cameras.
Importantly, both types of images need to be collected from all observed skin lesions in order to make it possible to perform,
for example, statistical analysis, and to compare classification algorithms trained on both types of images. Once enough data
has been collected, the data can be analyzed using statistical methodologies such as functional data analysis, multivariate anal-
ysis, and so on. Furthermore, classification algorithms can be trained using conventional statistical model-based methodolo-
gies and more recent developments based on deep learning approaches. How to architect and optimize algorithms and models
for skin cancer detection using hyperspectral imaging need to be discovered by further research. Hyperspectral imaging is
widely used in other fields of research such as remote sensing, and such research should provide a good foundation on which
to build future research efforts toward skin cancer detection.
For reported performance results of classification systems to be valid and reliable, to ease comparison between systems,
and to ensure that the clinical aspect is not ignored, we have the following recommendations for data collection and statistical
analysis of the results:
1. Use an independent test set, not cross validation.
2. Report specificities for sensitivities from 95 to 100%.
3. Collect data in a clinical-like setting, with clearly stated inclusion and exclusion criteria. The data should be collected con-
secutively to reflect the underlying distribution of the population in question (e.g., hospital patients, primary care
patients, etc.).
4. Report confidence intervals for the sensitivities.
5. If the available dataset is too small for independent test set, other aspects of the system such as spectral band selection or
feature selection can be reported instead.
For a more detailed list that will increase the quality of a study even further, see Rosado et al. (2003).
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Abstract: Given an object of interest that evolves in time, one often wants to detect possible changes
in its properties. The first changes may be small and occur in different scales and it may be crucial to
detect them as early as possible. Examples include identification of potentially malignant changes in
skin moles or the gradual onset of food quality deterioration. Statistical scale-space methodologies can
be very useful in such situations since exploring the measurements in multiple resolutions can help
identify even subtle changes. We extend a recently proposed scale-space methodology to a technique
that successfully detects such small changes and at the same time keeps false alarms at a very low
level. The potential of the novel methodology is first demonstrated with hyperspectral skin mole data
artificially distorted to include a very small change. Our real data application considers hyperspectral
images used for food quality detection. In these experiments the performance of the proposed method
is either superior or on par with a standard approach such as principal component analysis.
Keywords: change detection; scale-space methodology; hyperspectral imaging
1. Introduction
For a time-varying system, detection of unexpected or unwanted change in its evolution can be of
paramount importance. Examples include environmental monitoring, process control, or, referring to
the examples considered in this article, identification of potentially malignant changes in skin moles
or the onset of food quality deterioration (see, for example, [1–4]). The first changes may be small
and manifest themselves in different scales and it may be crucial to detect them as early as possible.
Statistical scale-space methodologies (see Section 2) can be very useful in such situations since exploring
the measurements in multiple resolutions can help identify subtle changes. Examples of scale-space
methods designed for change detection are the SiNos technique for capturing non-stationarities in a
time series [5] and the iBSiZer method for detecting changes in images [6]. Our goal was to develop a
method that can detect minor change while at the same time keeping the number of false alarms to
a minimum. This is important in practical applications as a successful method must have both high
sensitivity and high specificity.
Recently, Hindberg et al. proposed a scale-space method for testing whether k multivariate data
sets of same dimension originate from the same distribution [7]. Thus, the proposed method solves the
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classical k-sample problem using scale-space analysis and the method has proven successful in many
applications. In the applications considered here the observed data consist of multivariate vectors
obtained from spectral signatures and therefore changes in their characteristics can also be analyzed
with this method. Unfortunately, it turns out that in this context the method suffers from two serious
shortcomings: failing to detect very small changes and producing unacceptably high rates of false
alarms in some situations (see Section 4). Our goal therefore is to design a scale-space method that
would suffer less from these shortcomings.
As an illustration of the difficulty of detecting very small changes, consider the example in Figure 1
which is discussed in more detail in Sections 2 and 4. The original data set consists of a number of
spectral signatures acquired by a push-broom hyperspectral camera, each signature corresponding to
a particular spot in a skin mole. Several acquisitions of the mole are taken at the same time, and an
example of one acquisition is given in Figure 1a where each curve corresponds to a specific spectral
signature. To simulate a situation where the mole might begin to turn malignant, we manually
distorted just one spectral signature (thus corresponding to a very small local change in the mole)
in another acquisition of the same mole at spectral channel 80 on the horizontal axis in Figure 1a.
In case of real moles, the first changes may be extremely hard to detect and a method with high
sensitivity and specificity is therefore crucial. In our test, the distorted set of signatures in Figure 1b
was compared with 14 other acquisitions and the goal was to detect the small change we manually
introduced. It turned out that such a small change is indeed detected by our new methodology but not
by the method suggested in [7] nor by a standard approach such as principal components analysis
(PCA). We will return in more detail to this example in Section 4.




































Figure 1. (a) The original undistorted curve families for the artificial example. (b) An example where a
small artificial change has been introduced to the data set in Figure 1a at spectral channel 80.
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2. Scale-Space Methodology
Scale-space theory is a framework for representing signals on multiple scales, developed by
the computer vision, image processing and signal processing communities [8]. A recent review of
statistical scale-space methodology can be found in [9]. The goal of statistical scale-space methodology
is to extract statistically significant features from noisy data at several scales, often corresponding to
different levels of resolution in the underlying object of interest. The data could be a set of observed
curves where features at different levels of resolution might be of interest. These curves could, for
example, correspond to spectral signatures from fish being frozen for different numbers of days, as is
the case in our real data application. One acquisition of data consists of a number of p-dimensional
vectors with unknown distribution, each vector representing the spectral signature at a particular pixel
in the hyperspectral image. Thus, in our application, p represents the number of frequency bands
(spectral channels) in the spectral signatures. In Section 4.2 we analyze three different acquisitions
from the frozen fish. Under the null hypothesis, the number of days is assumed the same and the
distributions are therefore assumed identical. In our approach, we perform several tests to flag when a
new acquisition differs significantly from several previous acquisitions of day 0. The outcome of the
tests is presented as a scale-space map, described in more detail below.
The core method of this paper is to test simultaneously for many different scales and positions
(frequency bands). The scale s equals the number of different frequency bands being summed across.
To be specific, this means that scale s = 1 corresponds to the situation where we test if the observed
values at spectral frequency d are different between acquisitions of spectral signatures. At scale s = 3
and position d, a smoothing in terms of a weighted average of the observed values for spectral frequencies
d− 1, d and d + 1 are used to test whether the acquisitions are different. The weights are calculated
from an Epanechnikov kernel function (i.e., parabolic function) [10], the same as in [7]. For other scales,
completely analogous smoothing over the frequency bands are made and used to perform the tests.
Note that by applying this smoothing, we are able to test for differences in the acquisitions at all locations
for a large number of scales. In fact, the tests are performed at all p spectral frequencies for a total number
of ns different scales. Instead of looking at a single location or a single scale, the described scale-space
approach can help detect changes that appear at several levels of smoothing, i.e., resolution.
However, when testing for differences between spectral signature curves in different acquisitions
it can be difficult to select the critical rejection thresholds due to multiple testing. One possibility is
to use the Bonferroni correction method [11] designed to reduce false positives in testing multiple
hypotheses. As an alternative, we also tried the statistical inference method described in [12] to find
suitable critical rejection thresholds for the scale-space map. The critical values are used to test if a new
acquisition differs from the existing acquisitions.
The training procedure at a location (d, s) is accomplished by comparing one acquisition to the
others. To simplify the description we illustrate the methodology by testing for change in the sample
mean, X̄, over the pixels in the image. This training-procedure is the core difference between the
method presented here and in [7], where there is a more direct comparison between curve families.
Also, instead of the non-parametric Andersson-Darling test combined with either Bonferroni or False
Discovery Rate correction for multiple hypothesis testing employed in [7], our novel method uses the
t-test either with a Bonferroni correction or the inference approach suggested in [12]. Here, further,
we assume that
X̄1 ∼ N(µ1, σ2) (1)














for the remaining n− 1 of the acquisitions. Here n is the total number of acquisitions. The normal
assumption makes sense due to the central limit theorem since all X̄k’s, k = 1, . . . , n are averages over a
large number of observations. Note that this means that we perform the training procedure by leaving
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one out cross validation. In the description above, the mean is chosen as parameter, but we have also
implemented and performed our testing procedure for the median, the standard deviation and the range.
We do this since these parameters can better describe certain aspects of a distribution and may therefore
capture different types of changes. In practice, we will therefore typically test all these parameters for
potential changes. For parameters other than the mean, Equation (1) will be an approximation that may
be violated in practice. Equation (2) will, however, still be a reasonable approximation for all parameters
due to the central limit theorem, but will sometimes only hold approximately.
In our description below, we estimate σ2 by the standard estimator for variance using all









The critical quantile at location (d, s), when only using the Bonferroni correction, is then given by
c(d, s) = t α
2p ,n−2, (3)
where α = 0.05 is the significance-level and p the number of spectral channels of each spectral signature
curve. In addition to the Bonferroni-corrected quantile in Equation (3), we tried here the so-called
global quantile








proposed in [12]. Here Φ is the normal cumulative distribution function and ns denotes the number of







where sk is the scale in row k. In the testing procedure, we test
H0 : µ1 = µ against H1 : µ1 6= µ







where H0 is rejected if
|T| > c(d, s) or |T| > c(d, s)G.
The algorithm is summarized in Algorithm 1 where Par is used to denote the parameter we are
using in the tests.
The outcomes of the tests are graphically summarized in a scale-space map, where the horizontal
and vertical axes correspond to spectral frequency bands and scales, respectively. Thus, at each location
(d, s) we perform a test and the outcome is shown as a colored pixel, with red (blue) indicating a
significant (not significant) difference at the position d for scale s.
To illustrate the method, consider the example introduced in Figure 1. Figure 2 shows the
scale-space map produced by the procedure described above. The parameter used in this analysis was
the range as it best detected the small change manually introduced to the data. Note how the map
indicates a significant feature only for the smallest scales around the spectral channel given at point 80
on the horizontal axis. This is expected since the change is small and only present at one particular
spectral channel for a single signature.
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Algorithm 1 The SS_CC algorithm:





5: Input: The loaded acquisitions that are correct under the null hypothesis.
6:
7: Initialization: The significance level α is chosen.
8:
9: for i = 1 : n do
10:
11: procedure LEAVE ONE OUT(k)
12:
13: return index vector v without k
14:15:




from each (d, s) location.
17:
18: for j in v do
19:






from each (d, s) location.
21:22:




28: Input: The new acquisitions. c(d, s), c(d, s)G, mean(P̂ar(X)), S
29:
30: Initialization: The significance level α is chosen.
31:





















































Figure 2. Scale-space significance map for the comparison between the hyperspectral image of a skin
mole and an image obtained by manually distorting it. The original and distorted spectral signatures
are shown in Figure 1. For the tests, the Hannig-Marron global rejection threshold was used both for
the range and the mean.
3. Hyperspectral Acquisition System
In order to capture spectral signature curves from fish, a customized hyperspectral imaging (HSI)
acquisition system was employed. Image acquisition was performed with a push-broom hyperspectral
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camera with a spectral range of 410–1000 nm (see, for example, [3]) and spatial resolution of 0.3 mm
across-track by 0.6 mm along-track (Norsk Elektro Optikk, model VNIR-1024). The camera was fitted
with a lens focused at 1000 mm, mounted 1020 mm above a conveyor belt. Samples were illuminated
using two custom made fiber optic line lights (Fiberoptics Technology inc., Pomfret, CT, USA), fitted
with custom made collimating lenses yielding light lines approximately 5 mm wide (Optec S.P.A.,
Milano, Italy). Each line light was 400 mm wide, with six bundles of optical fibers. The light from 12
focused 150 W halogen lamps with aluminium reflectors (International Light Technologies, Peabody,
MA, USA, model L1090) was fed into the fiberoptic bundles. The imaging and illumination setup is seen
in Figure 3a. The optical power actually hitting the sample is approximately 0.16–0.79 Watt/(nm·sr·m2).
The illumination system is composed of a controller unit which allows controlling the brightness
and the light source. This system permits us to regulate the light intensity according to the sample
characteristics, such as color, size or other parameters dependent on light. The acquisition technique
employed by this camera is the so-called push-broom method, which consists of an optical system capturing
an image from a line in a plane as depicted in Figure 3b. The camera collects images as seen in Figure 3b.
To capture a hyperspectral image, either the camera or the sample must be moved synchronously
with the shoot of the camera. In this case, the sample is moved using a linear actuator by a stepper
motor along a line. The light used has been tested to emit in the whole spectral range. Before starting
the capturing process, the camera must be focused and calibrated with a dark reference and a white
reference. In this process, a tile with 99% of reflectance was chosen for the white reference.
The spectral signatures of the same frozen fish are taken on day 0, day 2, day 4, day 7 and day 10.
On each day, we captured 912,082 signature curves in each of the four acquisitions made. The four
acquisitions from day 0 were then compared to the other acquisitions in order to find significant
differences as described in Section 4.
Figure 3. (a) The HSI setup with the Hyperspectral camera. c© NOFIMA, Norway. (b) The HSI linear
push-broom array. c© https://commons.wikimedia.org/wiki/User:Arbeck.
After image acquisition, the data from the reference images were used to perform a radiometric
calibration of the raw spectral signature of each pixel of the HSI cube as suggested in [13].
CI =
RI − DI
WI − DI , (5)
where CI is the calibrated image, RI is the raw image and WI and DI are the white and dark reference
images, respectively.
4. Results
4.1. Artificial Mole Example
Recall from Section 1 that the data in our artificial data example were first obtained by acquiring
a hyperspectral image of a skin mole and then modifying it manually in order to introduce a small
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distortion that could simulate a change in the mole itself. The HSI system used for the mole example
differs from the one described in Section 3 and a detailed description can be found in [14]. In our analysis,
we compared the proposed novel technique to the method of Hindberg et al. described in [7]. When applied
in the present context, this method uses a two-sample test to decide if the test sample distribution differs
from the distribution under the null hypothesis. We also experimented with principal component analysis
(PCA, e.g., [15]). By examining the scatter plots of the most important principal component directions we
concluded that PCA is unable to detect the distortion in the data as seen in Figure 4.














Figure 4. Plot of the first two principal components (PC) of the original mole spectral signatures (blue)
and the spectral signatures of the distorted data (red) (see Figure 1b). Note the complete overlap of the
two data sets, save for a small change at around (PC1, PC2) = (5.7, −2.2).
Because of this, we focus on a comparison between the new methodology and the one described
in [7]. In general, the method in [7] performed poorly in this challenging situation. This was also
reflected through the false positive rate (FPR) reported in Figure 5.








































Figure 5. (a) The false positive rate (FPR), performing a leave-one-out test and using Bonferroni correction to
account for multiple testing with the method described in [7]. (b) FPR obtained, performing a leave-one-out
test and the Hannig-Marron global rejection threshold with the novel method proposed in this article.
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The FPR results obtained by the scale-space methodology for the range are quite impressive.
However, it should be noted that we were not able to get similar results for the mean, the median or
the standard deviation. This is to be expected because the range is clearly best suited for detecting
the type of distortion we introduced to the mole data reported in Figure 1. Still, while the range is
the natural parameter to use in this situation, it is also clear that range based inference can be very
sensitive to outliers, should the data include them.
4.2. Freshness of Fish
As a real data example, hyperspectral signatures of frozen fish were analyzed. The data acquisitions
took place on several different days after a fish was captured. In our analysis, a subset of 3012 = 90,601
signatures were analyzed in each acquisition. This is a subset of the full HSI cube that consists of 912,082
spectral signature curves, chosen due to the upper limit of 130 GB of RAM available in the computer used
to perform our experiments. An example taken from one fish at day 0 is given in Figure 6a and signatures
for two different acquisitions for the same fish at day 4 are given in Figure 6b,c, respectively. Comparison
of the signatures of Figure 6a with Figure 6b,c results in the significance maps in Figure 7. There the four
panels show the results using two different parameters, the mean and the median. Changes are detected
with the mean and the median, but with the standard deviation and the range, no statistically significant
changes were detected. A careful examination of the curves in Figure 6 reveals that location parameters
are expected to detect changes best in this case and this is indeed what happens. Typical FPR results
are reported in Figure 8. From the results here we see that the Hannig-Marron critical value gives better
performance. The difference is, however, not very clear in this example.
Due to computational challenges, results for the method of Hindberg et al. in [7] and PCA could
not be obtained for the full data sets. In comparisons using only smaller subsets of the data, all three
methods performed similarly in detecting changes while the their FPRs were similar to Figure 8.
(a)
Figure 6. Cont.
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(b)
(c)
Figure 6. (a) Plot of HSI-curves from acquisition number one from frozen fish at day 0. (b) Plot
of HSI-curves from acquisition number two from frozen fish at day 4. (c) Plot of HSI-curves from
acquisition number four from frozen fish at day 4.



































































































Figure 7. (a) Significance map for the comparison of the day 0 frozen fish acquisitions with day 4
acquisition number two using the median and the mean. (b) Significance map for the comparison
of the day 0 frozen fish acquisitions with day 4 acquisition number four using the median and the
mean.The Hannig-Marron rejection threshold was used in all maps.








































Figure 8. False positive rate (FPR) in the fish freshness example. (a) FPR from a leave-one-out test
using Bonferroni correction to account for multiple testing. (b) FPR from a leave-one-out test and using
the Hannig-Marron global rejection threshold.
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5. Discussion and Future Research Directions
The experimental results of Section 4.1 suggest that the proposed scale-space methodology can
be successful in detecting small changes in a hyperspectral image. To be useful in practice, such a
method must have both high sensitivity and high specificity and our results for the artificial mole data
clearly show promise in this respect. We are currently in the process of acquiring a large number of
HSI data sets related to skin moles and lesions in collaboration with several hospitals in the Canary
Islands, Spain. Our long term goal is to design a successful classifier for such data and the preliminary
results obtained so far are promising [14]. However, we believe that a system capable of monitoring
dynamical changes in a mole will be even more important as it is likely to be the best way to detect
severe skin cancer at an early stage. In the future, we will therefore work on the development of such a
system and our ultimate goal is to design a decision support tool based on just a few frequency bands
so that an affordable version could be implemented on a smart phone and thereby be available for use
on an individual basis.
One aspect of hyperspectral image data not utilized in the present study is its spatial structure.
Taking spatial information into account is important because it can significantly improve the
interpretation of the data when changes have been detected. Spatial information can be used both in the
development of the change detection algorithm and in the interpretation of the results. Besides mole
monitoring applications, a successful change detection method incorporating spatial information could
perhaps also be used in the analysis of brain fMRI data for the detection of early signs of, for example,
Alzheimer’s disease [16].
Another area where the present methodology can be directly applied is in the design of robust
controllers for Type 1 Diabetes patients. Successful results in this area are currently being obtained
by using reinforcement learning (RL), see, for example, [17]. In the design of such machine learning
algorithms, a good description of the patient’s state space is needed for the algorithm to be able to
learn better strategies. The state space contains information used to describe the patient’s condition at
a given time. Typically, the elements of state space in this context are time series of the most recent
past blood glucose levels of the patient. At the beginning of the learning phase of an RL algorithm, the
state space may be chosen reasonably coarse. During the learning process, the state space then may
need to change because the algorithm encounters new states, that is, new glucose level time series, not
included in the initial state space. The detection of such changes in the state space time series can be
accomplished by the kind of methods discussed in this article. Research in this direction will therefore
be pursued in the near future.
We also plan to further develop our approach to the analysis of fish freshness discussed in
Section 4.2. For the design of a practical system that can be reliably used in fish industry one must first
analyze data sets from several different fish at several time points after capturing. Then it is possible
estimate both the within variance (of a day) and the between variances (between different time points)
exhibited by the hyperspectral signatures. We will acquire such data in the future and the goal will be
to perform an analysis that demonstrates how early changes in fish (or other types of food) quality can
be detected in a reliable way.
Finally, we believe that the proposed methodology can be useful in combating problems in the
so-called “p > n” problems now commonly found in statistical data analyses. Here p and n refer
to the number of model parameters and the number of available observations, respectively, and
such problems are very common in applications that involve high dimensional data, see e.g., [18,19].
The methodology developed in this article was partly motivated by the need to improve the technique
of Hindberg et al. [7] which was originally designed exactly for the p > n situation where common
covariance matrix based multivariate methods such as PCA are useless. Being clearly an improvement
of the technique of Hindberg et al., the method developed in this article is potentially useful in the
analysis of such high dimensional data.
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6. Concluding Remarks
We have developed a scale-space methodology that can successfully detect small changes in
curve data. In addition, the developed methodology has the potential to produce few false alarms,
an important feature for any detection method. We analyzed the performance of the proposed method
on data with artificial and real changes. In addition, we compared the new method to some natural
competitors and demonstrated that it at least in some cases outperforms them. Finally, we outlined
several future research directions for the new methodology that can lead to important new findings.
Author Contributions: S.U.: Method and writing, T.H.J.: Method and writing, J.I.Z.: Method and review, S.O.:
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Abstract
Foraminifera are single-celled marine organisms,
which may have a planktic or benthic lifestyle. Dur-
ing their life cycle they construct shells consisting
of one or more chambers, and these shells remain as
fossils in marine sediments. Classifying and count-
ing these fossils have become an important tool in
e.g. oceanography and climatology. Currently the
process of identifying and counting microfossils is
performed manually using a microscope and is very
time consuming. Developing methods to automate
this process is therefore considered important across
a range of research fields. The first steps towards
developing a deep learning model that can detect
and classify microscopic foraminifera are proposed.
The proposed model is based on a VGG16 model
that has been pretrained on the ImageNet dataset,
and adapted to the foraminifera task using transfer
learning. Additionally, a novel image dataset con-
sisting of microscopic foraminifera and sediments
from the Barents Sea region is introduced.
1 Introduction
Foraminifera are ubiquitous ocean dwelling single-
celled microorganisms that may have a planktic
(living in the water column) or benthic (living at
or within the seabed) lifestyle. During their life cy-
cle foraminifera construct shells with one or more
chambers. The shells are commonly composed of
calcium carbonate (calcareous foraminifera) or con-
structed from sediment particles cemented together
(agglutinated foraminifera). They are recognizable
due to their interspecies morphological differences.
∗Corresponding Author: thomas.h.johansen@uit.no
The shells remain in the marine sediments as fossils,
and can be extracted from rock or marine sediment
samples. Foraminifera are common in both modern
and ancient environments and have become invalu-
able tools in oceanographic and geoscience research
as well as in petroleum exploration. For example in
paleo-research, fossilized foraminiferal fauna compo-
sitions and/or chemical composition of individual
shells are frequently used to infer past changes in
ocean temperature, salinity, ocean chemistry, and
global ice volume [1,9,14]. In ecotoxicology and pol-
lution monitoring studies, changes in foraminiferal
abundance, morphology and faunal composition are
used for detecting ecosystem contamination [6]. In
the petroleum industry, foraminiferal analysis is an
important tool to infer ages and paleoenvironments
of sedimentary strata in oil wells during exploration,
which aids the detection of potential hydrocarbon
deposits [3, 13].
Statistical counting of foraminifera species, their
number and distribution, represents important data
for marine geological climate and environmental re-
search and in petroleum exploration. Counting,
identification and picking of foraminifera in pre-
pared sediment samples using a microscope is a
very time and resource demanding process, which
has practically been conducted the same way since
the use of microscope foraminiferal studies started
in the early 1800’s. Progress in deep learning makes
it possible to automate this work, which will con-
tribute to better quality, higher quantity, reduced
resource usage, and more cost effective data collec-
tion. Existing research groups have already started
with image recognition of foraminifera [4, 8, 11,17],
but the training data currently needs to be “tailor
made” with the most abundant foraminiferal species
for a specific geographical region.
https://doi.org/10.7557/18.5144
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There are a number of transfer learning methods
used in deep learning, and in the presented experi-
ments two such methods are implemented, namely
feature extraction and fine tuning.
The strengths of a deep convolutional neural
network (CNN) model is its many layers of fil-
ters, learned by training on millions of images [12].
Learning the weights of these layers can require
an enormous amount of images, depending on e.g.
the depth and complexity the model, the input do-
main, etc. However, the learned filters represent
somewhat abstract feature detectors that can be
transferred to new domains [2, 16]. In other words,
it is possible to re-use the weights of a pretrained
CNN model for new classification tasks. In its sim-
plest form this is achieved by using the convolu-
tional blocks of the model as a feature extractor,
and the extracted features can then be passed to
any classifier. The weights of the classifier need to
be learned, but the weights of the pretrained fil-
ter layers are preserved or “frozen”. Typically the
classifier is chosen such that it performs well at the
task of predicting output labels using the extracted
features, while also being tractable to train.
It is also possible to re-train some layers of the
CNN to optimize the extracted features to the new
domain, which is referred to as fine tuning. This will
then be a trade-off between adapting the pretrained
model to the new image modalities, but with the
risk of overfitting given the typically small size of
the training dataset. Which layers to re-train typ-
ically depend on several factors, such as similarity
between the new and the original image modalities.
3 Monte Carlo dropout
The complexity of a CNN classifier makes the out-
put inconceivable in terms of the usual image fea-
ture interpretation, and there is a need for a mea-
sure of uncertainty. A step in that direction is to
allow for stochastic prediction through Monte Carlo
dropout.
Dropout is a regularization technique frequently
used when training deep neural network models to
reduce the chance of overfitting [15]. The basic
idea is that a specified percentage of weights for
some layers in the model are set to zero, effectively
turning off the corresponding units in that layer.
This percentage is referred to as the dropout rate
and is considered a model hyperparameter. Which
units to drop during training are chosen at random,
typically sampling from a uniform distribution. One
intuition behind dropout is that it helps prevent
units from co-adapting, which might otherwise lead
to “memorization” of training data. See Figure 1 for
an illustrative toy example of how dropout behaves
with a rate of 50%.
Once the model has been trained, the dropout
rate is normally set to zero to ensure predictions are
deterministic. Since units are dropped at random,
predictions are stochastic, and this is the underlying
idea of Monte Carlo dropout [7]. By considering
dropout to be a Bayesian approximator in some
sense, it becomes possible to analyze e.g. model
uncertainty.
Assume a neural network f with model parame-
ters W has been trained such that
Ỹ = f(X;W), (1)
where Ỹ is the predicted output for some dataset
X with true output Y. Monte Carlo dropout can
then be implemented by iterating over the dataset
N times collecting the output predictions,
Ỹi = f(X;Wi), i = 1, . . . , N (2)
where Wi represents the model parameters for the
i-th iteration after applying dropout. Using the
collected predictions, Monte Carlo estimates of the
















The predictive mean µ̃ can be interpreted as the en-
semble prediction for N different models. Similarly,
the uncertainty of the ensemble predictions can be
expressed using the predictive variance.
4 Preparing the datasets
The materials (foraminifera and sediment) used
for the present study were collected from sediment
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Figure 1: Toy example illustrating a neural network with and without dropout applied.
cores retrieved in the Arctic Barents Sea region. In
order to achieve a good representation of the plank-
tic and benthic foraminiferal fauna of the area, the
specimens were picked from sediments influenced by
Atlantic, Arctic, polar, and coastal waters represent-
ing different ecological environments. Foraminiferal
specimens (planktics, benthics, agglutinated ben-
thics) were picked from the 100 µm to 1000µm size
fraction of freeze dried and subsequently wet sieved
sediments. Sediment grains representing a common
sediment matrix were also sampled from the 100 µm
to 1000µm size range. The basis for the datasets
were collected by photographing either pure benthic
(calcareous or agglutinated), planktic assemblages,
or sediments containing no foraminiferal specimens.
In other words, each image contained only spec-
imens belonging to one of four high-level classes;
planktic, calcareous benthic, agglutinated benthic,
sediment. This approach simplified the task of la-
beling each individual specimen with the correct
class. All images were captured with a 5 megapixel
Leica DFC450 digital camera mounted on a Leica
microscope.
From each of the images collected from the micro-
scope, smaller images of each individual specimen
were extracted using a very simple, yet effective,
object detection scheme based on Gaussian filter-
ing, grayscale thresholding, binary masking and con-
nected components. The first pass of Gaussian fil-
tering, grayscale thresholding and binary masking
was tuned to remove the metallic border present
in each image, which can be seen in Figure 2. The
next pass of filtering, thresholding and masking was
tuned to detect the foraminifera and sediment candi-
dates. Very small objects, which included remnant
particulates (considered noise) from e.g. damaged
specimens, were discarded based on the number of
connected components; all candidates with less than
1024 pixels were discarded. After selecting candi-
dates from the original microscope images, all of
the individual specimen images were extracted by
placing a 224×224 pixel crop region at the “center
of mass” of each candidate. An example from this
process can be seen in Figure 2.
Upon completing the object detection and image
extraction procedure, the result was a dataset con-
taining a total of 2673 images. These images were
then stratified into training, validation and test sets
using a 80/10/10 split. Examples of extracted im-
ages can be seen in Figure 3.
5 Experiments
All experiments presented are based on a
VGG16 [12] model that had been pretrained on
the ImageNet [5] dataset. The choice of model was
made primarily due to prior experience and famil-
iarity with the architecture.
5.1 Model design and training
Using a pretrained VGG16 model, feature vectors
were extracted from each of the foraminifera and
sediment images in the dataset. See Figure 4 for
a simplified illustration of the VGG16 model ar-
chitecture. The feature extraction procedure was
done by removing the fully-connected dense layers,
the so called “classification head”, at the end of the
VGG16 model. Feature vectors were then extracted
from the last convolutional block, and used as in-
put features to a new deep neural network model
designed to classify foraminifera and sediment. This
new classification model went through several de-
signs during initial prototyping, varying in number
3
Microscope Image Detection Mask Mask Overlay
Figure 2: Examples from the detection and extraction procedure used to create the foraminifera dataset.
Layer Type Input Dim. Output Dim.
VGG16 224×224×3 7×7×512
Dense (ReLU) 25088 512
Dense (ReLU) 512 64
Dense (Softmax) 64 4
Table 1: High-level summary of the deep learning
model used to classify foraminifera and sediments.
of layers and units per layer. Ultimately, hyperpa-
rameter tuning was performed to finalize the design
of the classifier. This was done using a grid search
approach, which tested 72 different permutations
of units per layer, dropout rate, and optimization
algorithm. The final end-to-end model architecture
can be seen summarized in Table 1.
The model was first trained with all weights for
the VGG16 model being fixed, and thus only the
weights of the new classification head were opti-
mized. All training was done using a batch size of
32, cross entropy loss, and an Adam [10] optimizer
with an initial learning rate of 10−4. To reduce
the chance of overfitting, early stopping was imple-
mented based on the validation accuracy computed
at the end of each training epoch. On average,
due to early stopping, each training session stopped
after 7 epochs, with each epoch consisting of 260
training steps. After initial training of the classi-
fication model on feature vectors extracted from
the VGG16 model, fine-tuning was implemented to
improve classification accuracy. This was achieved
by “unfreezing” the last two convolutional blocks
of the VGG16 model, thus allowing the model to
specialize those parameters to the new classification
task. The initial learning rate during fine-tuning
was reduced to 10−7 to ensure smaller, incremental
gradient updates.
Given the relatively small dataset, image aug-
mentation was implemented to synthetically boost
the number of training images. The augmentations
consisted of flipping, rotating, as well as changing
brightness, contrast, hue, and saturation. Flipping
was done horizontally, and rotations in increments
of 90 degrees. Brightness, contrast and saturation
values were randomly augmented by ±10%, whereas
hue was augmented by ±5%. These augmentations
were chosen based on qualitative analysis of the
dataset to ensure they were both representative and
valid. Each augmentation was applied in a random-
ized fashion to every image in a batch, each time a
training batch was sampled.
The training procedure was repeated multiple
times to reduce the effects of random initialization
of model weights. After only training the classifica-
tion head, the mean accuracy on the test data was
97.0± 0.6%. Fine-tuning improved the results to a
mean accuracy of 98.8± 0.2%.
Agglutinated Agglutinated Benthic Benthic Planktic Planktic Sediment Sediment
Figure 3: Examples of typical specimens from each of the four categories found in the image dataset.
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Figure 4: Simplified architecture diagram of the VGG16 model. Input images are passed through the
convolutional blocks, and feature vectors are then transformed by dense layers into softmax predictions.
5.2 Model analysis
After training, Monte Carlo dropout was imple-
mented in order to investigate and analyze the
trained models. Model predictions were collected
as expressed in (2) for N = 100, with all dropout
layers turned on and using the entire test set. Pre-
dictive mean and variance were calculated using (3)
and (4), respectively.
Using these results made it possible to uncover
difficult cases in the dataset where the model was
having problems with the classification. There were
two scenarios; the model was uncertain about the
prediction, or it was certain, but the prediction
was incorrect. When studied qualitatively, some
of the challenging images contained overexposed
specimens that were missing details such as tex-
ture. In other cases, specimens were oriented in
such a way that the morphological characteristics
of the foraminifera were not visible. An example
of an overexposed specimen can be seen in Fig-
ure 5. Some of the challenging cases were shown to









Figure 5: Overexposed planktic foraminifera, mis-
classified as benthic. Histograms represent distribu-
tions of softmax predictions from MC dropout.
all specimens.
The mean accuracy for all Monte Carlo simula-
tions was 97.9± 0.5%. Furthermore, by considering
each simulation to be part of an ensemble of mod-
els with a majority voting scheme, the accuracy of
the ensemble predictions was 98.5%. These results
are comparable to the model without Monte Carlo
dropout.
6 Concluding remarks
Based on the presented experiments it is clear that
training deep learning models to accurately classify
microscopic foraminifera is possible. Using VGG16
pretrained on ImageNet to extract features from
foraminifera produces very promising results, which
can then be further improved by fine-tuning the pre-
trained model. The results are comparable to equiv-
alent efforts by other research group using different
datasets of foraminifera and sediments.
To uncover images in the dataset that the model
is uncertain about techniques such as Monte Carlo
dropout can used. These results can then be used
to identify classes that need more training data, or
perhaps alludes to further image augmentation, etc.
Future work should involve investigations using
model architectures other than VGG16 should be
conducted, comparing differences in prediction accu-
racy, computational efficiency during training and
inference, and so forth. Once bigger datasets be-
come available, efforts should also invested towards
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Abstract: Foraminifera are single-celled marine organisms that construct shells that remain as
fossils in the marine sediments. Classifying and counting these fossils are important in e.g. paleo-
oceanographic and -climatological research. However, the identification and counting process has
been performed manually since the 1800s and is laborious and time-consuming. In this work, we
present a deep learning-based instance segmentation model for classifying, detecting, and segmenting
microscopic foraminifera. Our model is based on the Mask R-CNN architecture, using model weight
parameters that have learned on the COCO detection dataset. We use a fine-tuning approach to
adapt the parameters on a novel object detection dataset of more than 7000 microscopic foraminifera
and sediment grains. The model achieves a (COCO-style) average precision of 0.78± 0.00 on the
classification and detection task, and 0.80 ± 0.00 on the segmentation task. When the model is
evaluated without challenging sediment grain images, the average precision for both tasks increases
to 0.84± 0.00 and 0.86± 0.00„ respectively. Predictions results are analyzed both quantitatively and
qualitatively and discussed. Based on our findings we propose several directions for future work,
and conclude that our proposed model is an import step towards automating the identification and
counting of microscopic foraminifera.
Keywords: foraminifera; instance segmentation; object detection; deep learning
1. Introduction
Foraminifera are microscopic (typically smaller than 1 mm) single-celled marine
organisms (protists) that during their life cycle construct shells from various materials that
readily fossilize in sediments and can be extracted and examined. Roughly 50 000 species
have been recorded of which approximately 9 000 are living today [1]. Foraminiferal shells
are abundant in both modern and ancient sediments. Establishing the foraminifera faunal
composition and distribution in sediments, and measuring the stable isotopic and trace
element composition of shell material have been effective techniques for reconstructing
past ocean and climate conditions [2–4]. Foraminifera have also proven valuable as bio-
indicators for anthropogenically introduced stress to the marine environment [5]. After a
sediment core has been retrieved from the seabed, a range of procedures are performed in
the laboratory before the foraminiferal specimens can be identified and extracted under
the microscope by a geoscientist using a brush or needle. From each core, several layers
are extracted, and each layer is regarded as a sample. To establish a statistically robust
representation of the fauna, 300-500 specimens are identified and extracted per sample.
The time-consumption of this task is 2–8 hours/sample, depending on the complexity of
the sample and the experience level of the geoscientist. A typical study consists of 100-200
samples from one or several cores, and the overall time-consumption in just identifying
the specimens is vast. Recently developed deep learning models show promising results
towards automating parts of the identification and extraction process [6–10].
Figure 1 shows an example of a prepared foraminifera sample — microscopic objects
spread out on a plate and photographed through a microscope. Of particular interest
is the classification of each object into high-level foraminifera classes, which then serves
as input for estimation of the environment in which sediment was produced. This task
consists of identifying relevant objects, particularly separate sediment from foraminifera,
and recognize foraminifera classes based on shapes and structures of each object.
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First acquisition setup Second acquisition setup
Figure 1. Examples of images from the two different image acquisition setups used during three
data collection phases. Left: Calcareous benthics photographed with the first acquisition setup used
during the first data collection phase. Right: Calcareous benthics photographed with the second
acquisition setup used during the second and third data collection phases.
Object classification in images is one of the great successes of deep learning, and
conquer new applications as new methods are developed and high-quality data are made
available for training and testing. In a deep learning context, a core task of object classifica-
tion is instance segmentation. Not only must the objects be separated from the background,
but the objects themselves must be separated from each other, so that adjacent objects are
identified, and not treated as one single object.
Automatic foraminifera identification has great practical potential: the time saved for
highly qualified personnel is substantial; it is the overall proportion of foraminifera classes
that is the primary interest, and it is therefore robust to the occasional misclassification;
and availability of deep learning algorithms that integrates object detection, instance
segmentation and object classification. The lack of publicly available data sets for this
particular deep learning application has been an obstacle, but with a curated private
data set, soon-to-be published, the stars have finally aligned for an investigation into the
potential of applying deep learning to foraminifera classification.
The manuscript is organized as follows:
In Section 2.1, we describe the acquisition and preparation of the dataset, and its final
attributes. In Section 2.2, we give an overview of the Mask R-CNN model applied to
foraminifera images. In Section 2.3, we give a detailed description of the experimental setup.
To present the results, we have chosen to include training behavior (Section 3.1), since this
is a first attempt for foraminifera application. Further, we give a detailed presentation of the
performance from various aspects and different thresholds (Section 3.2) for a comprehensive
understanding of strengths and weaknesses. Section 4 then emphasizes and discusses the
most interesting findings, both in terms of promising performance and in terms of future
work (Section 4.1). We round off with a conclusion (Section 5) to condense the discussion
into three short statements.
2. Materials and Methods
The work presented in this article was performed in two distinct phases; first a novel
object detection dataset of microscopic foraminifera was created, and then a pretrained
Mask R-CNN model [11] was adapted and fine-tuned on the dataset.
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2.1. Dataset Curation
All presented materials (foraminifera and sediment) were collected from sediment
cores retrieved in the Arctic Barents Sea region. The specimens were picked from sediments
influenced by Atlantic, Arctic, polar, and coastal waters representing different ecological
environments. This was done to ensure good representation of the planktic and benthic
foraminiferal fauna in the region. Foraminiferal specimens (planktics, benthics, aggluti-
nated benthics) were picked from the 100 µm to 1000 µm size fraction of freeze dried and
subsequently wet sieved sediments. Sediment grains representing a common sediment
matrix were also sampled from the 100 µm to 1000 µm size range.
The materials were prepared and photographed at three different points in time, with
two slightly different image acquisition systems. During the first two rounds of acquisition,
every image contains either pure benthic (agglutinated or calcareous), planktic assemblages,
or sediment grains containing no foraminiferal specimens. In other words, each image
contained only specimens belonging to one of four high-level classes; agglutinated benthic,
calcareous benthic, planktic, sediment grain. This approach greatly simplified the task of
labeling each individual specimen with the correct class. In order to better mimic a real-
world setting with mixed objects, the third acquisition only contained images where there
was a realistic mixture of the four object classes. To get the necessary level of magnification
and detail, four overlapping images were captured from the plates on which the specimens
were placed, where each image corresponded to a distinct quadrant of the plate. The final
images were produced by stitching together the mosaic of the four partially overlapping
images.
All images from the first acquisition were captured with a 5 megapixel Leica DFC450
digital camera mounted on a Leica Z16 APO fully apochromatic zoom system. The re-
maining two acquisitions were captured using a 51 megapixel Canon EOS 5DS R camera
mounted on a Leica M420 microscope. The same Leica CLS 150x (twin goose-neck combi-
nation light guide) was used for all acquisitions, but with slightly different settings. The
light power was set to 4 and 4 for the first acquisition, and to 3 and 3 for the remaining two.
No illumination or color correction was performed, in an attempt to mimic a real-world
scenario of directly detecting, classifying and segmenting foraminifera placed under a
microscope. Examples of the differences in illumination settings can be seen in Figure 1.
To create the ground truth, a simple, yet effective, hand-crafted object detection
pipeline [10] was ran on each image, which produced initial segmentation mask candidates.
The pipeline consisted of two steps of Gaussian smoothing, then grayscale thresholding
followed by a connected components approach to detect individual specimens. Some
parameters such as the width of Gaussian filter kernel, and threshold levels, were hand-
tuned to produce good results for each image in the dataset. A simple illustration of the
preprocessing pipeline can be seen in Figure 2. For full details, see Johansen and Sørensen
[10].
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Figure 2. High-level summary of the dataset creation pipeline.
After obtaining the initial segmentation mask dataset, all masks were manually veri-
fied and adjusted using the VGG Image Annotator [12,13] software. Additionally, approx-
imately 2000 segmentation masks were manually created (using the same software) for
objects not detected by the detection pipeline. The end result is a novel object detection
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dataset consisting of 104 images containing over 7000 segmented objects. Full details on
the final dataset can be found in Table 1.
Table 1. Detailed breakdown of the object dataset, where row holds information for a specific
microscope image acquisition phase. The first and second phases contain only “pure” images where
every object is of a single class, whereas the third phase images contain only mixtures of several
classes.
Objects per class
Phase Images Objects Agglutinated Benthic Planktic Sediment
First 48 3775 172 897 726 1980
Second 41 2604 583 695 657 669
Third 15 633 154 156 155 168
Combined 104 7012 909 1748 1538 2817
2.2. Instance Segmentation using Deep Learning
Mask R-CNN [11] is a proposal-based deep learning framework for instance seg-
mentation, and is an extension to Fast/Faster R-CNN [14,15]. In the Fast/Faster R-CNN
framework the model has two output branches, one that performs bounding box regression
and another that performs classification. The input to these two branches are pooled
regions of interest (RoIs) produced from features extracted by a convolutional neural
network (CNN) backbone. This is extended in Mask R-CNN by adding an extra (decou-
pled) output branch, which predicts segmentation masks on each RoI. Figure 3 shows a
simple, high-level representation of the Mask R-CNN model architecture. Several alterna-
tives to Mask R-CNN exist, such as PANet [16], TensorMask [17], CenterMask [18], and
SOLOv2 [19]. We chose to use the Mask R-CNN framework for two key reasons: (1) it
predicts bounding boxes, class labels, and segmentation masks at the same time in a single
forward-pass, and (2) pretrained model parameters are readily available, removing the










Figure 3. Simple, sketch-like depiction of the Mask R-CNN model architecture.
Due to its flexible architecture, there are numerous ways to design the feature extrac-
tion backbone of a Mask R-CNN model. We chose a model design based on a ResNet-50 [20]
Feature Pyramid Network (FPN) [21] backbone for feature extraction and RoI proposals.
To avoid having to train the model from scratch, we applied model parameters pretrained
on the COCO dataset [22]. The object detection model and all experiment code was im-
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plemented using Python 3.8, PyTorch 1.7.1, and torchvision 0.8.2. The pretrained model
weights were downloaded via the torchvision library.
2.3. Experiment Setup and Training Details
The original Mask R-CNN model was trained using 8 GPUs and a batch size of 16
images, with 2 images per GPU. We did not have access to that kind of compute resources,
and were instead limited to a single NVIDIA TITAN Xp GPU, which also meant our
training batches only consisted of a single image. The end result of this was slightly more
unstable loss terms and gradients, so we carefully tested many different optimization
methods, learning rates, learning rate scheduling, and so on.
The dataset was split (with class-level stratification) into separate training and test
sets, using a 2.47 : 1 ratio, which produced 74 training images and 30 test images. The
training and test sets remained the same for all experiments. During training images
were randomly augmented, which included horizontal and vertical flipping, brightness,
contrast, saturation, hue, and gamma adjustments. Both the horizontal and vertical flips
were applied independently, with a flip probability of 50% for both cases. Brightness
and contrast factors were randomly sampled from [0.9, 1.1], the saturation factor from
[0.99, 1.01], and hue from [−0.01, 0.01]. For the random gamma augmentation, the gamma
exponent was randomly sampled from [0.8, 1.2].
We ran the initial experiments using the Stochastic Gradient Descent (SGD) optimiza-





, and the momentum parameter was set 0.9. For weight decay,
we tested the values
{
0, 10−4, 10−5, 5×10−5
}
. In some experiments the learning rate was
reduced by a factor of 10 after either 15 or 25 epochs. Training was stopped after 50 epochs.
After the initial experiments with SGD we tested the Adam [24] optimization method.
We tested the learning rates
{
10−3, 10−4, 10−5, 10−6
}





. We used the same scheduled learning rate decay as with SGD for the
initial experiment, and training was stopped after 50 epochs.
From on our initial experiments with SGD and Adam, we saw that the latter gave
more stable loss terms during training and decided to use this method for the subsequent
experiments. However, we experimented with a recent variant of the Adam optimizer with
decoupled weight decay, referred to as AdamW [25]. We implemented a slightly adjusted
scheduled learning rate decay, with a factor of 10 reduction after both 25 and 45 epochs of
training. Because we used model parameters pretrained on the COCO dataset, we also ran
experiments with fine-tuning the backbone model to adapt it to our target domain. For the
fine-tuning experiments we tested when to “freeze“and “unfreeze” the backbone model
parameters, i.e. when to fine-tune the backbone, as well as which layers of the backbone to
fine-tune.
Based on all probing experiments and the hyperparameter tuning, our final model
was trained using AdamW for 50 epochs. During the first 25 epochs of training the last
three ResNet-50 backbone layers were fine-tuned, and then subsequently frozen. The
initial learning rate was set to 10−5 and was reduced to 10−6 after 25 epochs, and further
reduced to 10−7 after 45 epochs. We set the weight decay parameter to 10−4. Using this
configuration, we trained the model 10 times using different random number generator
states to ensure valid results and to measure the robustness of the model.
3. Results
Model performance is evaluated using the standard COCO metrics for object detection
and instance segmentation [26]. Specifically, we are using the average precision (AP) and
average recall (AR) metrics averaged over 10 intersection-over-union (IoU) thresholds1and
all classes. We also use the more traditional definition of AP, which is evaluated at a
specific IoU, e.g. AP50 denotes the AP evaluated with an IoU of 0.5. Additionally, we
1 The IoU thresholds range from 0.5 to 0.95 in increments of 0.05.
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present conventional precision-recall curves with different evaluation configurations, e.g.
per-class, per-IoU, and so forth. All presented precision and recall results were produced
by evaluating models on the test split of the dataset.
3.1. Model Training
During training, all training losses were carefully monitored and reported both per-
batch and per-epoch. Four of the key loss terms for the Mask R-CNN model can be
seen in Figure 4, where each curve represents one of the 10 repeated training runs, with
different initial random state. At the end of every training epoch, we evaluated the model
performance in terms of the AP metric for both the detection and segmentation task on the
test images. The per-epoch results for all 10 runs can be seen in Figure 5.








































Figure 4. Evolution of the individual loss terms for each of the 10 training runs. Top left: The loss
term for the RPN box regression sub-task. Fairly rapid convergence, but we can see the effect of the
single-image batches in the curves. Top right: Bounding box regression loss for the detection branch.
The convergence is slower when compared to the RPN loss, and perhaps slightly less stable. Bottom
left: Object classification loss for the detection branch. Similar story can be seen here as with the
bounding box regression, which suggests a possible challenge with the detection branch. Bottom
right: The segmentation mask loss for the segmentation branch. Fast convergence, but again we see
the effect of the single-image training batches.
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Figure 5. Evolution of the AP for both the detection and segmentation task, for each of the 10 runs,
per epoch of training. Note that these results are based on evaluations using a maximum of 100
detections per image. Left: The AP for the detection (bounding box) task. A plateau is reached after
about 30 epochs. Right: The AP for the segmentation mask task. We observe that the same type of
plateau is reached here as with the detection task.
These results indicate that even though we reached some kind of plateau during
training, we did not end up overfitting or otherwise hurt the performance on the test
dataset. The AP for both tasks also reach a plateau, which is almost identical for all of the
learned model parameters. This suggests that the training runs reached an upper limit on
performance given the dataset, model design, and hyperparameters.
3.2. Evaluating the Model Performance
After the 10 training runs had concluded, we evaluated each model on the test data
using their respective parameters from the final training epoch. Note that all precision
and recall evaluations presented from this point onward are based on a maximum of 256
detections per image2. The mean AP across all of the 10 run was evaluated as 0.78± 0.00
for the detection task, and 0.80± 0.00 for the segmentation task. Table 2 shows a summary
of the AP and AR metrics for both tasks, where each result is the mean and standard
deviation of all training runs. Note that this table shows results averaged over all four
classes, and also with the “sediment” class omitted from each respective evaluation, which
will be discussed later.
Table 2. AP and AR scores for different IoU thresholds, evaluated with all object classes being
considered and with the “sediment” class excluded.
All classes Sans “sediment” class
Bound. box Segm. mask Bound. box Segm. mask
AP50 0.90± 0.00 0.90± 0.00 0.94± 0.00 0.95± 0.00
AP75 0.88± 0.00 0.90± 0.00 0.94± 0.00 0.94± 0.00
AP 0.78± 0.00 0.80± 0.00 0.84± 0.00 0.86± 0.00
AR 0.83± 0.00 0.84± 0.00 0.89± 0.00 0.90± 0.00
The precision-recall curves computed by averaging over all 10 training runs can be
seen in Figure 6. Note the sharp and sudden drop in the curve around the recall threshold
of 0.75, for both tasks.
2 During training we ran model evaluations with a maximum of 100 detections per image due to lower computational costs and faster evaluation.
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Figure 6. The mean average precision-recall curves for the 10 training runs, for both the detection
and segmentation tasks. The area-under-the-curve (AUC) shown here is the same as our definition of
AP, which can be seen in Table 2.
In order to investigate the sharp drop in precision and recall, we computed per-class
precision and recall; the results can be seen in Figure 7. From the curves in the figure it is
clear that the model is finding the “sediment” class particularly challenging. Notice how
the precision rapidly goes towards zero slightly after the recall threshold of 0.75.






























Figure 7. Precision-recall curves for each of the four object classes. Left: Per-class curves for the
detection (bounding box) task. Performance is approximately the same for the “agglutinated”,
“benthic”, and “planktic” classes, but is significantly worse for the “sediment” class. Right: The
per-class curves for the segmentation task, which tells the same story as for the detection task.
We also wanted to determine how well the model performed at different IoU thresh-
olds, so precision and recall were evaluated for the IoU thresholds {0.5, 0.75, 0.85, 0.95}.
Figure 8 shows the precision-recall curves for all object classes, and Figure 9 shows the sans
“sediment” class curves. From these results, it is clear that the model performs quite well at
IoU thresholds up to and including 0.85, but at 0.95 the model does not perform well.
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Figure 8. Precision-recall curves at different IoU thresholds, where each curve is based on the average
for all four object classes. Left: PR curves for the detection (bounding box) task. There is a sharp drop
in precision at the approximate recall thresholds {0.65, 0.74, 0.8}, which corresponds to the lower
precision of the “sediment” class. Right: The same drop in precision is observer for the predicted
masks, which can again be explained by the performance on the “sediment” class.
Based on the per-class and per-IoU results, it became evident that some test images
containing only “sediment” class objects, were particularly challenging. This can in part
be explained by the object density in these images, with multiple objects sometimes over-
lapping or casting shadows on each other. In the COCO context, these types of object
clusters are referred to as a “crowd”, and receive special treatment during evaluation.
Importantly, none of the objects in our dataset have been annotated as being part of a
“crowd”.3 Some examples of these dense object clusters can be seen in Figure A2 and
Figure A3. By removing the “sediment” class from the evaluation, the AP score for the
bounding box increased to 0.84, and for instance segmentation it increased to 0.86. Recall
also increased significantly, which means that more target objects were correctly detected
and segmented. This increase can be also be seen by comparing the per-IoU curves shown
in Figure 9 with those in Figure 8, as well as the results presented in Table 2.






























Figure 9. The average PR curves without the “sediment” class, at different IoU thresholds for both
tasks. Left: Without the “sediment” class, the curves for thresholds {0.5, 0.75, 0.85} are almost
identical, whereas there is still a major decrease for the 0.95 IoU threshold. Right: The PR curves for
the segmentation task paint the same picture as for the detection task, indicating that few predictions
are correct above 0.95 IoU, and that very many targets are not being predicted.
3.3. Qualitative Analysis of Predictions
When evaluating the predictions manually, it became apparent that the overall ac-
curacy and quality of the segmentation masks produced by the model are good. The
boundary of the masks quite precisely delineates the foraminifera and sediment grains
3 Due to the resources required to annotate more than 7000 objects based on their proximity to other objects, with sufficient precision and recall.
10 of 18
from the background. For the most part, the predicted bounding boxes correspond well
with the masks. One of the biggest challenges seem to lie in the classification of object
labels; there are (for trained observers) many obvious misclassifications. The exact cause
is somewhat uncertain, but in many cases the objects are relatively small and feature-less.
It is not hard to image how a feature-less planktic foraminifera can be misclassified as
benthic, especially if the object is small. Other cases of misclassifications are likely caused
by a lack of training examples; many seem like out-of-distribution examples due to the
high confidence score. Examples of predictions can be seen in Figure 10 and Figure 11.
Predictions for benthic specimens Predictions for mixed specimens
Figure 10. Examples of predictions for two images from the test dataset. Left: Predictions for purely
calcareous benthic specimens. The accuracy and quality of the predicted masks and bounding boxes
are good, but there are several misclassified objects. Right: Predictions for a mixture of specimen
types. The accuracy and quality of the predicted masks and bounding boxes are good. However,
there are misclassified detections for this image as well.
11 of 18
Predictions for planktic specimens Predictions for agglutinated specimens
Figure 11. Additional examples of predictions for two images from the test dataset. Left: Predictions
for purely planktic specimens. There are a few false positives, but the accuracy and quality of true
positive detections are good. Note that some objects that have been misclassified. Right: Predictions
for purely agglutinated benthic specimens. Good accuracy and quality of predicted masks and
bounding boxes the majority of detections. However, low quality masks and misclassified detections
are visible.
4. Discussion
The results presented clearly show that a model built on the Mask R-CNN architecture
is capable of performing instance segmentation of microscopic foraminifera. Using model
parameters pretrained on the COCO dataset, we adapted and fine-tuned the model for our
novel dataset and achieved AP scores of 0.78 and 0.80 on the bounding box and instance
segmentation tasks, respectively. There were significant increases in precision and recall
when going from averaging over all IoU thresholds (i.e. AP and AR), to specific IoU
thresholds. When evaluated with an IoU of 0.5, precision increased to 0.90 for both tasks,
and with an IoU of 0.75 the precision was 0.88 for the detection task and 0.90 for the
segmentation task. This means that predicting bounding boxes and segmentation masks
that almost perfectly overlap with their respective ground-truth is challenging for the
given dataset, and possibly for the model architecture or hyperparameters. It is likely that
there are errors in the annotated ground-truth object masks in the dataset, both in terms of
inaccuracies at the pixel-level, but also potential false positives or false negatives, meaning
that achieving perfect predictions are very unlikely. Importantly, depending upon the
specific application of an instance segmentation model, pixel-perfect predictions might not
be a necessity.
Omitting the “sediment” class also lead to significant increases in model performance,
which can be explained by the challenging nature of some test images that contained very
dense clusters of sediment grains. This can in part be mitigated in practical applications
by ensuring objects are not clustered, but ideally this also should be addressed at the
model-level. It is possible that this can, to some extent, be overcome by introducing much
more training examples with crowded scenes, and correctly annotating all objects as being
in a crowd. Additionally, it is possible that the issue can also be reduced by tuning the
hyperparameters of the Mask R-CNN architecture.
Both quantitative and qualitative analysis of the predicted detections and segmenta-
tion masks suggest that the model is performing well. However, the results also show that




Based on the experiments and results, we propose a few research ideas worth investi-
gating in future efforts.
4.1.1. Expanding and Revisiting the Dataset
Expanding the dataset is perhaps the most natural extension of the presented work.
If carefully curated, a more exhaustive dataset should help improve some of the corner
cases where the model is struggling to produce accurate predictions. Additionally, with the
appropriate resources it would be valuable to ensure every object in the existing dataset
is appropriately labeled as part of a “crowd” or not. Improving the accuracy of the e.g.
densely packed “sediment” objects, will improve model performance, as well as make the
model more applicable to real-world situations. Another important aspect of expanding the
dataset is introduce species-level object classes, as opposed to the high-level categories used
today. Accurately detecting microscopic foraminiferal species is vital to most downstream
geoscience applications.
4.1.2. Additional Hyperparameter Tuning
If sufficient computational resources are available, performing more exhaustive hy-
perparameter tuning should be pursued. While this should include experiments with
optimizers, learning rates, and so forth, it should more crucially be focused on the numer-
ous hyperparameters of the Mask R-CNN model components. Specifically, the parameters
of the regional proposal network, and the fully-convolutional network (for mask prediction)
should be validated and experimented with. It is entirely possible some number of these
parameters are sub-optimal for the given dataset.
4.1.3. Improved GPU Training
While training on multiple GPUs might not lead to big improvements in model
performance, the increased effective batch size will help stabilize and speed up training.
Additionally, given the small size of the most objects relative to the image dimensions,
training without having to resize the images to fit in GPU memory will increase model
performance. This could be solved directly by using GPUs with more memory, or possibly
by partitioning each image across multiple GPUs, predicting on a sub-region per GPU.
4.1.4. Other Segmentation Models
We chose to use Mask R-CNN primarily because of its capabilities, but also because
proven, pre-trained weights were readily available. Recently, numerous models have been
published that surpass Mask R-CNN in several performance metrics, and importantly also
seem to have much faster inference times (which is important for real-world applications.)
Examples of alternative models that should be tested include PANet [16], TensorMask [17],
CenterMask [18], SOLOv2 [19].
4.1.5. Uncertainty Estimation
We have shown that the model is robust to training runs with different random seeds,
and the next natural step is to investigate robustness with regards to different training/test
data splits, and to estimate the uncertainty of the model predictions. Some work has been
published on estimating model predictive uncertainty of Mask R-CNN models [27–29].
However, it should be possible to avoid the need for introducing Monte Carlo dropout
sampling [30], which requires making changes to existing models, by leveraging the more
recent Monte Carlo batch normalization sampling [31] technique instead.
5. Conclusions
The proposed model achieved an AP of 0.78± 0.00 on the bounding box (detection)
task and 0.80± 0.00 on the segmentation task, based on 10 training runs with different
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random seeds. We also evaluated the model without the challenging sediment grain
images, and the AP for both tasks increased to 0.84± 0.00 and 0.86± 0.00, respectively.
When evaluating predictions both qualitatively and quantitatively, we saw the pre-
dicted bounding boxes and segmentation masks were good for the majority of test cases.
However, there were many cases of incorrect class label predictions; mostly for small
objects, or objects that we hypothesize can be considered out-of-distribution.
Based on the presented results, our proposed model for semantic segmentation of
microscopic foraminifera, is a step towards automating the process of identifying, counting,
and picking of microscopic foraminifera. However, work remains to be done, such as ex-
panding the dataset to improve the model accuracy, experimenting with other architectures,
and implementing uncertainty estimation techniques.
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Appendix A. Prediction Examples
Without confidence threshold Confidence threshold at 0.3
Figure A1. Examples of predicted bounding boxes and segmentation masks for the “planktic” class. Left column:
Overlapping predictions can be seen near the middle of both images. The confidence score for the overlapping predictions
with low-quality masks is significantly lower than the high-quality predictions. We can also see that some smaller objects
in the top image have been misclassified as the “benthic” class. Right column: The overlapping predictions have been
removed by thresholding the confidence score at 0.3.
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Without confidence threshold Confidence threshold at 0.3
Figure A2. Examples of predicted bounding boxes and segmentation masks for the “sediment” class. Left column:
Overlapping predictions can be seen near the middle of both images. Also, notice that several objects have been missed
entirely. Right column: Most of the overlapping predictions have been removed by thresholding the confidence score at 0.3.
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Without confidence threshold Confidence threshold at 0.3
Figure A3. Additional examples of predicted bounding boxes and segmentation masks for the “sediment” class. Left
column: A very obvious false positive detection of the “benthic” class can be seen near the top-left corner of the first image.
For the second image, several overlapping predictions can be seen. Right column: The false positive detection and the
overlapping predictions have been removed by thresholding the confidence score at 0.3.
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