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Abstract
Consider two complex matrices A and B of sizes n n and m m respectively, and let
k be an eigenvalue of both matrices. If a  n1; n2 and b  m1;m2 are the Segre
characteristics associated with k of A and B, respectively, and c  r1; r2; r3; r4 is a
nonincreasing sequence of nonnegative integers, then a method for determining when c
is the Segre characteristic of the block triangular matrix
M  A L
O B
 
in terms of a and b, and the structure of matrix L is presented. A completely explicit
description of the Segre characteristic of M associated with k is obtained. Using similar
techniques, general cases when a, b and c have more elements and satisfy some size
restrictions are considered. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
The complete description of all possible Jordan canonical forms of the block
triangular matrix
M  A L
O B
 
given the Jordan forms of the square complex matrices A and B, and the
structure of matrix L, it is well known as the Carlson problem (see [1,3]).
Some references and connections with other mathematical problems are
suggested by Climent [2] and by Gohberg et al. [3]. The Carlson problem is
classified in dierent cases according to the number of basic Jordan blocks
associated with k of A and B. In particular, the problem when A has only one
Jordan block associated with k is studied. This case is called the one-against-
many case and it is also considered by Carlson [1] and Rodman and Schaps [8].
Johnson et al. [4] describe the Jordan structure of M when A and B have just
one Jordan block (the one-against-one case) and when A and B have several
Jordan blocks with size 1 1 (the diagonalizable case). Johnson and Schreiner
[5,6] give partial results in the two-against-two case and expand their proce-
dures in the two-against-many case when restricted size conditions are con-
sidered.
In this paper, an explicit characterization of the Jordan canonical form of M
associated with k in the two-against-two case is obtained. For this case, nec-
essary and sucient conditions are given in Section 3, and collected in Theo-
rem 5. In Section 4, some extensions to the two-against-many case are studied,
which generalize previous results of Johnson and Schreiner.
2. Definitions and notation
Let Mn;m denote the set of n m complex matrices. Let k be an eigenvalue of
a matrix A 2Mn;n. We say that the nonzero vectors vk; vkÿ1; . . . ; v2; v1 are a
basic Jordan chain of A, of length k, corresponding to k, if Av1  kv1 and
Avi  kvi  viÿ1, i  2; 3; . . . ; k. Consider the matrix V  v1 v2    vk whose
columns are the vectors of a Jordan chain, then
AV  kv1 kv2  v1    kvk  vkÿ1  v1 v2    vkJkk  VJkk;
where
Jkk 
k 1 0    0
0 k 1    0
..
. ..
. ..
. ..
.
0 0 0    k
2664
3775 2Mk;k
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represents a basic Jordan block of size k associated with k. For convenience we
use the notation Jk  Jk0.
Consider the block triangular matrix
M  A L
O B
 
;
where A 2Mn;n and B 2Mm;m. By Gohberg et al. [3, Theorem 4.1.1] we as-
sume, without loss of generality, M has only one eigenvalue k  0, and A and B
are in Jordan canonical form. Therefore, the matrix M has the form
with n1 P n2 P    P np, m1 P m2 P    P mq and Lij  lrsij 2Mni; mj .
By Zaballa [9, Lemma 2.10], and Johnson and Schreiner [5, Lemma 2;6,
Lemma 1] matrix M can be transform, by upper similarity, into the matrix
where each block L0ij is in lower concentrated form, that is,
L0ij 
O
s1ij s2ij    smjij
 
2Mni ;mj
with the first ni ÿ 1 rows equal to zero, and each entry stij is the tth diagonal
sum of Lij,
stij 
Xt
k1
lniÿtk;kij for t  1; 2; . . . ;mj;
where lrsij  0, if r6 0. (Note that diagonals are numbered beginning in the
lower left corner of Lij.)
M 
Jn1 0 L11    L1q
. .
. ..
. ..
.
0 Jnp Lp1    Lpq
Jm1 0
O . .
.
0 Jmq
26666666664
37777777775
1
Jn1 0 L
0
11    L01q
. .
. ..
. ..
.
0 Jnp L
0
p1    L0pq
Jm1 0
O . .
.
0 Jmq
26666666664
37777777775
;
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Assumption. We assume M is in form (1), with n1 P n2 P    P np;
m1 P m2 P    P mq and blocks Lij are in lower concentrated form, 16 i6 p,
16 j6 q.
Let a  n1; n2; . . . ; np; 0; . . .; b  m1;m2; . . . ;mq; 0; . . . and c  r1, r2,
. . . ; rt; 0; . . . be the nonincreasing sequences of nonnegative integers corre-
sponding to the sizes of the basic Jordan blocks associated with k of matrices
A, B and M, respectively. Each sequence is called the Segre characteristic as-
sociated with k of the corresponding matrix.
We remind the reader that the Carlson problem consists of finding necessary
and sucient conditions to determine a matrix L 2Mn;m such that the Segre
characteristic of M associated with k is c.
Carlson [1] obtains the following necessary relations:
C1: maxfp; qg6 t6 p  q;
C2: rqi6 ni6 ri; rpj6mj6 rj; i; j  1; 2; . . . ;
C3:
Xl
i1
ri6
Xl
i1
ni 
Xl
i1
mi; l  1; 2; . . . ;
C4:
X1
i1
ri 
X1
i1
ni 
X1
i1
mi
and it was established in [1] that these inequalities are also sucient conditions
in the one-against-many case, that is, when a (or b) has only one nonzero entry.
The following example, where the eigenvalue k  0 of matrices A and B is
considered, shows that the Carlson relations are not sucient conditions in the
two-against-two case.
Example 1. Let
that is, a  8; 2 and b  8; 6. Consider that matrices X, Y, Z and W are in
lower concentrated form with the last row denoted by the corresponding
vector: xT  xi8i1; yT  yj6j1; zT  zr8r1 and wT  ws6s1, respectively.
For c  13; 11; 0; 0, the Carlson relations hold
C1. p  q  t  2,
C2. 06 86 13, 06 26 11; 06 86 13, 06 66 11,
C3. 136 8 8,
C4. 13 11  8 2 8 6.
M 
J8 0 X Y
0 J2 Z W
J8 0
0 J6
2664
3775;
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Nevertheless, since n1  m1 > r1 and n1  m2 > r1 we obtain x1  y1  0 and
rankM  7 1 7 5 rank x1 y1
z1 w1
 
 20 rank 0 0
z1 w1
 
< 22:
Then M has, at least, 3 basic Jordan blocks, that is, r3 > 0 and the con-
tradiction follows.
3. Two-against-two case
Consider the matrix
with n1 P n2; m1 P m2, and blocks X, Y, Z and W in lower concentrated form
with the last row denoted by the corresponding vector: xT  xim1i1,
yT  yjm2j1, zT  zrm1r1 and wT  wsm2s1, respectively.
This case was previously studied by Johnson and Schreiner [5], and Rodman
and Schaps [8]. Nevertheless, in those papers the partial results requiered the
restrictive size conditions: j m1 ÿ m2 j 6 1 and j n1 ÿ n2 j 6 1. Using a dif-
ferent approximation to the problem, Johnson and Schreiner [6] study the two-
against-two case for arbitrary values of mi and nj, 16 i; j6 2, but only the
generic case was determined.
In this paper, a completely explicit description of the Jordan canonical form
of M associated with k  0 in the two-against-two case is obtained. It is clear
that M is similar to
Assumption. From now on, we assume that M is in form (2), with m1 P m2,
n1 P n2, and blocks X, Y, Z and W in lower concentrated form. Note that
L  X Y
Z W
 
is now the lower block of M.
Example 1 shows that Carlson conditions are not, in general, sucient
conditions. Now, we introduce new necessary and sucient conditions for the
two-against-two case.
M 
Jn1 0 X Y
0 Jn2 Z W
Jm1 0
0 Jm2
2664
3775
Jm1 0 0 0
0 Jm2 0 0
X Y Jn1 0
Z W 0 Jn2
2664
3775: 2
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We recall that M is a partial matrix because some of its entries are known
and the remaining are unspecified. When those last elements are fixed, the
matrix is called a completion Mc of M.
3.1. Necessary conditions
Three new necessary conditions, obtained in the following lemmas, are
added to the Carlson conditions:
Lemma 1. Let M be a matrix in form (2), and let c  r1; r2; r3; r4 be a non-
increasing sequence of nonnegative integers. If there exists a completion matrix
Mc of M with the Jordan structure equal to Jr1  Jr2  Jr3  Jr4 , then
m1  n16 r1  r2.
Proof. If there exists Mc with the Jordan structure
JMc  Jr1  Jr2  Jr3  Jr4 ;
then the Carlson conditions C1–C4 hold. Furthermore, by Jordan et al. [7] c is
a majorization of the sequence m1;m2; n1; n2, that is, the following conditions
are satisfied:
(a) maxfm1; n1g6 r1,
(b) m1  n16 r1  r2,
(c) maxfm1  n1  m2; m1  n1  n2g6 r1  r2  r3,
(d) m1  m2  n1  n2  r1  r2  r3  r4.
Note that condition (a) is included in C2, (c) is obtained by C2 and C4 and
(d) is the same that C4. Therefore, (b) is a new necessary condition. 
Lemma 2. Let M be a matrix in form (2), and let c  r1; r2; r3; r4 be a non-
increasing sequence of nonnegative integers. If there exists a completion matrix
Mc of M with the Jordan structure equal to Jr1  Jr2  Jr3  Jr4 , then
m2  n26 r1  r46m1  n1.
Proof. The existence of Mc implies that sequences m1;m2; n1; n2 and c satisfy
the Carlson conditions C1–C4.
If r4  0, then
rank
x1 y1
z1 w1
 
> 0: 3
In other case,
rank
x1    xr4 y1    yr4
z1    zr4 w1    wr4
 
 0 4
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and
rank
xr41 yr41
zr41 wr41
 
> 0: 5
First, we prove that m1  n1 is an upper bound of r1  r4.
1. If r4  0, this condition is obtained from C3.
2. If r4 > 0, suppose by contradiction that r1  r4 > m1  n1 P mi  nj, for
i; j  1; 2, then r1  mi  nj ÿ tij with tij < r4 and xtij1; ytij1; ztij1;wtij1
6 0; 0; 0; 0, therefore the condition (4) does not hold.
Second, we prove that m2  n2 is a lower bound of r1  r4. Suppose by
contradiction that r1  r4 < m2  n26mi  nj for i; j  1; 2. Then,
r1  mi  nj ÿ tij with tij > r4. Therefore, xr41  yr41  zr41  wr41  0, be-
cause in other case a Jordan chain with length greater than r1 can be obtained,
and the condition (5), or (3) in the case r4  0, does not hold. 
Lemma 3. Let M be a matrix in form (2), and let c  r1; r2; r3; r4 be a non-
increasing sequence of nonnegative integers. If there exists a completion matrix
Mc of M with the Jordan structure equal to Jr1  Jr2  Jr3  Jr4 , then
maxfm1  n2;m2  n1g6 r1  r3.
Proof. The existence of Mc implies that the Carlson conditions C1–C4 hold.
Three dierent cases are considered:
1. If r1  r4  m2  n2, then by C4 r2  r3  m1  n1. Since r1  r3 P
r2  r3  m1  n1 P maxfm1  n2;m2  n1g, the result follows.
2. If r1  r4  m1  n1, then r1  r3 P r1  r4  m1  n1.
3. Otherwise, m2  n2 < r1  r4 < m1  n1, we prove the result by con-
tradiction.
3.1. If r1  r3 < minfm1  n2;m2  n1g, by C4 r2  r4 > maxfm1  n2;
m2  n1g, then r1  r3 < r2  r4, which is a contradiction because r1 P r2 and
r3 P r4.
3.2. If r1  r3  minfm1  n2;m2  n1g < maxfm1  n2;m2  n1g, then
r2  r4  maxfm1  n2;m2  n1g and the result follows.
3.3. Otherwise, minfm1  n2;m2  n1g < r1  r3 < maxfm1  n2;m2  n1g.
Suppose, without loss of generality, that maxfm1  n2;m2  n1g  m2  n1.
Since r1  r3 < m2  n16m1  n1, then x1  x2      xr31  0 and
z1  z2      zr31  0. On the other hand
rank
xr41 yr41
zr41 wr41
 
> 0
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and r46 r3, then yr41;wr41 6 0; 0. Therefore, part of the block L of M has
the following structure:
where  means any complex element.
By Johnson and Schreiner [6, Section 3], any completion Mc of M with this
structure of L has rankMr31c   r1  r2 ÿ 2r3 ÿ 3. Therefore, Mc does not have
four Jordan blocks of sizes r1; r2; r3 and r4 because the rank of its r3  1-
power should be r1  r2 ÿ 2r3 ÿ 2. 
To solve the two-against-two case the following necessary conditions are
considered:
The Carlson conditions:
C1. 26 t6 4,
C2. ri26mi6 ri; ri26 ni6 ri; i  1; 2,
C3. r16m1  n1,
C4. r1  r2  r3  r4  m1  n1  m2  n2,
and the conditions obtained in the previous lemmas:
R1 m1  n16 r1  r2,
R2 m2  n26 r1  r46m1  n1,
R3 maxfm1  n2; m2  n1g6 r1  r3.
Note that Example 1 does not satisfy R3 because m1  n2 < r1  r3
< m2  n1 (10 < 13 < 14).
3.2. Sucient conditions
Let M0 be the completion matrix of M obtained by replacing the unspecified
elements of M by zero, that is,
x1 x2    xn1 y1 y2    yn2
z1 z2    zn1 w1 w2    wn2
 
r4  1 r3  1 r4  1
 0    0    0     0    0    
0    0    0     0    0    
 
;
M0 
Jm1 O O O
O Jm2 O O
O O Jn1 O
O O O Jn2
2664
3775:
252 R. Canto, A.M. Urbano / Linear Algebra and its Applications 302–303 (1999) 245–263
The Jordan chains of M0 corresponding to the eigenvalue 0 are given by
em1 ; em1ÿ1; . . . ; e2; e1;
em1m2 ; em1m2ÿ1; . . . ; em12; em11;
em1m2n1 ; em1m2n1ÿ1; . . . ; em1m22; em1m21;
em1m2n1n2 ; em1m2n1n2ÿ1; . . . ; em1m2n12; em1m2n11;
where ej stands for the jth canonical vector, and e1; em11; em1m21 and
em1m2n11 are the eigenvectors of M0. These Jordan chains can be represented
by the following figure:
Since we know the generalized eigenvectors in each Jordan chain, we can
delete them and represent these chains by
Now, we prove that conditions C1–C4 and R1–R3 are sucient conditions
to obtain the solution in the two-against-two case. The following cases are
considered:
1. n26 r3
(a) m1 P r2,
(b) m1 < r2.
2. n2 > r3
(a) n1  m26 r1  r4,
(b) n1  m2 > r1  r4.
Theorem 1 (Case 1.a). Let M be a matrix in form (2) and let c  r1, r2, r3, r4
be a nonincreasing sequence of nonnegative integers. If n26 r3 and m1 P r2, then
there exists a completion matrix Mc of M with the Jordan structure equal to
Jr1  Jr2  Jr3  Jr4 .
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Proof. We consider four cases:
1.a.1: If m1  r2 and n2  r3, then m2  n1  r1  r4. To solve the problem,
we place a positive element (for instance, 1) in position
m1  m2  n1;m1  1 r4 of M and replace the remaining unspecified ele-
ments by zeros.
1.a.2: If m1 > r2 and n2  r3, this case can be reduced to the two-against-one
case with a  m1;m2, b  n1 and c  r1; r2; r4. Since the Carlson relations
are necessary and sucient conditions, then the solution exists. The solution
can be obtained by placing 1s in positions m1  m2  n1; m1  n1 ÿ r1  1
and m1  m2  n1; m1  m2  n1  m1 ÿ r1  r2 of M, and replacing the
remaining unspecified entries by zeros. Note that it is not necessary the first
nonzero entry when m1  r1, and the second one when m2  r2 or m2  r4.
1.a.3: If m1  r2 and n2 < r3, then this case can be reduced to the one-
against-two case with a  m2, b  n1; n2 and c  r1; r3; r4, which has so-
lution because the Carlson relations hold. By placing 1s in positions
m1  m2  n1; m1  m2  n1 ÿ r1  1 and m1  m2  n1  n2; m1  r4  1 of
M, and replacing the remaining unspecified entries by zeros, the solution is
obtained. Note that it is not necessary the first nonzero entry when m1  r1 or
n1  r3, and the second one when n2  r4.
1.a.4: If m1 > r2 and n2 < r3, then we consider the Jordan chains of M0 and
the scheme given in Fig. 1 to obtain the Jordan structure of M with Segre
characteristic equal to c  r1; r2; r3; r4.
Since r3 > n2, then m1  m2  n1 > r1  r2  r4 P r1  r2, that is, we can
obtain the Jordan chains of length r1 and r2 by using the Jordan chains of
length m1, m2 and n1.
First, we construct a Jordan chain of length r1 by joining the Jordan chain of
length m1 with part of the chain of length n1, as the figure shows. We place a 1
in position m1  m2  r1 ÿ m1; 1 of M0, and rename the current matrix M1.
The Jordan chain of M1 of length r1 is
Fig. 1.
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em1 ; em1ÿ1; . . . ; e1; em1m2r1ÿm1; . . . ; em1m21:
Now, we obtain a chain of length r2 by joining the Jordan chain of length m2
with part of the chain of length n1  m1 ÿ r1 which remains after the Jordan
chain of length r1 has been obtained, as the figure shows. We replace the zero in
position m1  m2  r1 ÿ m1  r2 ÿ m2;m1  1 of M1 by 1, and rename the
current matrix M2. The chain of length r2 is
em1m2 ; em1m2ÿ1; . . . ; em11; em1m2r1ÿm1r2ÿm2; . . . ;
. . . ; em1m2r1ÿm11:
This is not a Jordan chain because the vector em1m2r1ÿm11 is not an eigen-
vector of M2. Since em1m2r1ÿm11 ÿ e1 is an eigenvector of M2 and the con-
dition m1 > r2 holds, then we can transform this chain of length r2 into a
Jordan chain by performing the following subtractions, using part of the initial
Jordan chain of length m1:
em1m2 ÿ er2 ; em1m2ÿ1 ÿ er2ÿ1; . . . ; em11 ÿ er2ÿm21;
em1m2r1ÿm1r2ÿm2 ÿ er2ÿm2 ; . . . ; em1m2r1ÿm11 ÿ e1:
Now, we obtain a chain of length r3 by joining the chain of length
n1  m1  m2 ÿ r1  r2 which remains after the Jordan chains of length r1 and
r2 have been obtained, with part of the Jordan chain of length n2, as the figure
shows.
Note that the chain of length n1  m1  m2 ÿ r1  r2 is not a Jordan chain.
Since the condition m1  n1  m2 ÿ r1  r26m2 holds by R1, we transform
this chain into a Jordan chain by performing the following subtractions using
part of the initial Jordan chain of length m2:
em1m2n1 ÿ em1n1m1m2ÿr1r2;
em1m2n1ÿ1 ÿ em1n1m1m2ÿr1r2ÿ1; . . . ;
. . . ; em1m2r1ÿm1r2ÿm21 ÿ em11;
where em1m2r1ÿm1r2ÿm21 ÿ em11 is an eigenvector of M2. We place a 1 in
position m1  m2  n1  n2  r4; m1  m2  r1 ÿ m1  r2 ÿ m2  1 of M2,
and rename the current matrix M3. The Jordan chain of length r3 is
em1m2n1 ÿ em1n1m1m2ÿr1r2; . . . ;
. . . ; em1m2r1ÿm1r2m21 ÿ em11;
em1m2n1n2ÿr4 ; . . . ; em1m2n11:
Finally, the chain of length r4 is into the chain of length n2 which remains
after the Jordan chain of length r3 has been obtained. This is not a Jordan
chain because em1m2n1n2ÿr41 is not an eigenvector of M3, but we can trans-
form it, since the condition r4 < m1  n1  m2 ÿ r1  r2 holds by n2 < r3 and
C4, by using part of the chain of length m1  n1  m2 ÿ r1  r2 that we have
used for constructing r3:
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em1m2n1n2 ÿ em1m2r1ÿm1r2ÿm2r4  em1r4 ;
em1m2n1n2ÿ1 ÿ em1m2r1ÿm1r2ÿm2r4ÿ1  em1r4ÿ1;
. . . ; em1m2n1n2ÿr41 ÿ em1m2r1r21  em11:
We have obtained four Jordan chains of length r1, r2, r3 and r4 by replacing the
following positions of M0:
· m1  m2  r1 ÿ m1; 1,
· m1  m2  r1 ÿ m1  r2 ÿ m2;m1  1,
· m1  m2  n1  n2 ÿ r4;m1  m2  r1 ÿ m1  r2 ÿ m2  1
with 1s.
First and second positions are into the block L of M, but the third position
is in the n2  n1 block, row n2 ÿ r4 and column r1 ÿ m1  r2 ÿ m2  1 out of L.
By C2, n1 P r3, and C4 we have
r1 ÿ m1  r2 ÿ m2  1ÿ n2 ÿ r4P 1:
Then, by similarity transformations, we replace the 1 in the third position by
zero and aÿ1 appears in position m1  m2  n1  n2 ÿ r4;m1  1 of M3, which
is into the block L of M. Furthermore, if r2 ÿ m2 < n2 ÿ r4 then ÿ1 in position
m1  m2  n1  n2 ÿ r4; 1 of L is introduced.
Therefore, the solution for this case is:
(i) If r2 ÿ m2 P n2 ÿ r4, then we replace the unspecified entries of M by zeros
with the exception of:
· m1  m2  r1 ÿ m1; 1  1,
· m1  m2  r1 ÿ m1  r2 ÿ m2;m1  1  1,
· m1  m2  n1  n2 ÿ r4;m1  1  ÿ1.
To obtain the solution in the lower concentrated form, we use similarity
transformations and replace the above positions by:
· m1  m2  n1; 1 m1  n1 ÿ r1  1,
· m1  m2  n1;m1  1 m1  m2  n1 ÿ r1  r2  1,
· m1  m2  n1  n2;m1  1 r4  ÿ1.
(ii) If r2 ÿ m2 < n2 ÿ r4, then we consider the nonzero elements of the pre-
vious case and place a ÿ1 in position
· m1  m2  n1  n2 ÿ r4 ÿ r2 ÿ m2; 1.
That is, the solution in the lower concentrated form is:
· m1  m2  n1; 1 m1  n1 ÿ r1  1,
· m1  m2  n1;m1  1 m1  m2  n1 ÿ r1  r2  1,
· m1  m2  n1  n2;m1  1 r4  ÿ1,
· m1  m2  n1  n2; 1 r2  r4 ÿ m2  ÿ1.
Note that if m1  n1  r1  r2, then in position m1  m2  n1;
m1  1 m1  m2  n1 ÿ r1  r2 there is a zero. 
Example 2. Consider the nonincreasing sequences a  6; 2; b  6; 4 and
c  7; 5; 5; 1. We determine the lower block L of M given in (2), such that the
Segre characteristic of M associated with 0 is c.
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One can see that conditions C1–C4 and R1–R3 hold. Note that we are in the
Case 1.a.4(i) because 6  m1 > r2  5, 4  n2 < r3  5 and 5ÿ 2  r2 ÿ m2 P
n2 ÿ r4  4ÿ 1. Then we place a 1 in position 14; 6, a ÿ1 in position 18; 8
and replace the remaining unspecified entries of L by zeros.
Theorem 2 (Case 1.b). Let M be a matrix in form (2) and let c  r1; r2; r3; r4
be a nonincreasing sequence of nonnegative integers. If n26 r3 and m1 < r2, then
there exists a completion matrix Mc of M with the Jordan structure equal to
Jr1  Jr2  Jr3  Jr4 .
Proof. Since the condition R3 m2  n16 r1  r3 holds, we consider two cases:
1.b.1: If r1  r3  m2  n1, then r2  r4  m1  n2. To obtain the desired
Jordan structure, we place a 1 in positions m1  n1  m2  n2; r4 and
m1  m2  n1;m1  r3 of M, and replace the remaining unspecified entries by
zeros.
1.b.2: In the other case, r1  r3 > m2  n1, we have the scheme given in Fig. 2.
The Jordan chains of length r1 and r2 are obtained by placing a 1 in positions
m1  m2  r1 ÿ m2;m1  1 and m1  m2  n1  r2 ÿ m1; 1 of M0. We re-
name the current matrix M1.
Now, we obtain the Jordan chain of length r3 by joining the chain of length
n1  m2 ÿ r1 which remains after the Jordan chain of length r1 has been ob-
tained, with part of the chain of length n2  m1 ÿ r2 which remains after the
Jordan chain of length r2 has been obtained. The first chain is not a Jordan
chain because em1m2r1ÿm21 is not an eigenvector of M1. Hence, we can
transform this chain into a Jordan chain, since the condition n1  m2 ÿ r16m2
holds by C2, by performing the corresponding subtractions using part of the
Fig. 2.
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initial Jordan chain of length m2. Therefore, the chain of length r3 is obtained
by placing a 1 in position m1  m2 ÿ n1  n2 ÿ r4;m1  m2  r1 ÿ m2  1 of
M1. We rename the current matrix M2. This is not a Jordan chain of M2, but we
can transform it by applying the subtraction process as in the Case 1.a.4, be-
cause the condition n1  m2 ÿ r1  m1  n2 ÿ r2 ÿ r46m1, or equivalently,
m2  n1  n26 r1  r2  r4 holds.
Part of the chain of length n2, which remains after the Jordan chain of length
r3 has been obtained, has length r4. This is not a Jordan chain of M2, but we can
transform it because the condition r46 n1  m2 ÿ r1 holds by using r3 P n2;
r2 > m1 and C4.
We have obtained the four Jordan chains of desired length by replacing the
following positions of M0:
· m1  m2  r1 ÿ m2;m1  1,
· m1  m2  n1  r2 ÿ m1; 1,
· m1  m2  n1  n2 ÿ r4;m1  m2  r1 ÿ m2  1
with 1s.
First and second positions are into the block L of M, but the third position
is in the n2  n1 block, row n2 ÿ r4 and column r1 ÿ m2  1 out of L. By R2
n2  m26 r1  r4, we have
r1 ÿ m2  1ÿ n2 ÿ r4P 1:
Then, by similarity transformations, we replace the 1 in the third position by
zero and aÿ1 appears in position m1  m2  n1  n2 ÿ r4;m1  1 of M2, which
is into the block L of M.
Therefore, the solution for this case is obtained by replacing the unspecified
entries of M by zeros with the exception of
· m1  m2  r1 ÿ m2;m1  1  1,
· m1  m2  n1  r2 ÿ m1; 1  1,
· m1  m2  n1  n2 ÿ r4;m1  1  ÿ1.
To obtain the solution in the lower concentrated form, we replace the above
positions by
· m1  m2  n1;m1  1 n1  m2 ÿ r1  1,
· m1  m2  n1  n2; 1 n2  m1 ÿ r2  1,
· m1  m2  n1  n2;m1  1 r4  ÿ1.
Note that if r1  n1, then in position m1  m2  n1;m1  1 n1  m2 ÿ r1
there is a zero. 
Theorem 3 (Case 2.a). Let M be a matrix in form (2) and let c  r1, r2, r3, r4
be a nonincreasing sequence of nonnegative integers. If n2 > r3 and
n1  m26 r1  r4, then there exists a completion matrix Mc of M with the Jordan
structure equal to Jr1  Jr2  Jr3  Jr4 .
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Proof. Consider two cases:
2.a.1: If r1  r4  n1  m2, then r2  r3  n2  m1. The solution is obtained
by placing a 1 in positions m1  m2  n1;m1  r4 and m1  m2  n1  n2; r3
of M, and replacing the remaining unspecified entries by zeros.
2.a.2: In the other case, r1  r4 > n1  m2, we consider the scheme of Fig. 3.
for constructing the Jordan chains of length ri; i  1; 2; 3; 4.
Note that r1  r46m1  n1 by R2. If r1  r4  m1  n1, then
r2  r3  m2  n2 and the solution is obtained by placing a 1 in positions
m1  m2  n1; r4 and m1  m2  n1  n2;m1  r3 of M, and replacing the
remaining unspecified entries by zeros.
In the other case, r1  r4 < m1  n1, we obtain the Jordan chain of length r1
by joining the Jordan chain of length m1 with part of the Jordan chain of length
n1. We place by 1 in position m1  m2  r1 ÿ m1; 1 of M0, and rename the
current matrix M1.
Now, we construct a chain of length r2 by joining the Jordan chain of length
m2 with the chain of length n1  m1 ÿ r1 which remains after the Jordan chain
of length r1 has been obtained, as the figure shows. We place a 1 in position
m1  m2  n1 ÿ r4;m1  1 of M1, and rename the current matrix M2. This
chain has length less than r2 and is not a Jordan chain. We can transform it in a
Jordan chain by applying the subtraction process because the condition
m2  n1  m1 ÿ r1  r46m1 holds. Now, we join this Jordan chain of length
m2  n1  m1 ÿ r1  r4 with part of the initial Jordan chain of length r2. We
replace a 1 in position m1  m2  n1  n2 ÿ r3;m1  m2  r1 ÿ m1  1 of M2,
and rename the current matrix M3.
The chain of length r4 is not a Jordan chain, but we can transform it because
the condition r46m2 holds. Similarly, the chain of length r3 can be transformed
in a Jordan chain because r36m2  n1  m1 ÿ r1  r4 holds by using C2,
r2 P n2.
Fig. 3.
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We have obtained the four Jordan chains of desired length by replacing the
following positions of M0:
· m1  m2  r1 ÿ m1; 1,
· m1  m2  n1 ÿ r4;m1  1,
· m1  m2  n1  n2 ÿ r3;m1  m2  r1 ÿ m1  1
with 1s.
Note that the third position is in the n2  n1 block, row n2 ÿ r3 and column
r1 ÿ m1  1, out of L. By R3 m1  n26 r1  r3, we have
r1 ÿ m1  1 ÿ n2 ÿ r3P 1:
Then, by similarity transformations, we replace the 1 in the third position by
zero and a ÿ1 appears in position m1  m2  n1  n2 ÿ r3; 1 of M3, which is
into the block L of M.
Therefore, the solution for this case is obtained by replacing the unspecified
entries of M by zeros with the exception of
· m1  m2  r1 ÿ m1; 1  1,
· m1  m2  n1 ÿ r4;m1  1  1,
· m1  m2  n1  n2 ÿ r3; 1  ÿ1.
To obtain the solution in the lower concentrated form, we replace the above
positions by
· m1  m2  n1; 1 m1  n1 ÿ r1  1,
· m1  m2  n1;m1  1 r4  1,
· m1  m2  n1  n2; 1 r3  ÿ1.
Note that, by the conditions of the problem, in position
m1  m2  n1;m1  1 r4 there is a zero when r4  m2. 
Theorem 4 (Case 2.b). Let M be a matrix in form (2) and let c  r1, r2, r3, r4
be a nonincreasing sequence of nonnegative integers. If n2 > r3 and
n1  m2 > r1  r4, then there exists a completion matrix Mc of M with the Jordan
structure equal to Jr1  Jr2  Jr3  Jr4 .
Proof. Consider two cases:
2.b.1: If r1  r3  m2  n1, then r2  r4  m1  n2. Then, we place a 1 in
positions m1  n1  m2  n2; r4 and m1  m2  n1;m1  r3 of M, and replace
the remaining unspecified entries by zeros.
2.b.2: In other case, r1  r3 > m2  n1, to obtain the Jordan chains of length
ri, i  1; 2; 3; 4, we consider the same scheme as that of Case 1.b.2 (Fig. 2).
We obtain the solution in the lower concentrated form by replacing the
unspecified entries of M by zeros with the exception of
· m1  m2  n1;m1  1 n1  m2 ÿ r1  1,
· m1  m2  n1  n2; 1 n2  m1 ÿ r2  1,
· m1  m2  n1  n2;m1  1 r4  ÿ1.
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Note that if r1  n1, then in position m1  m2  n1;m1  1 n1  m2 ÿ r1
there is a zero. 
3.2.1. Summary
(i) We observe that the maximum number of nonzero entries in the lower
block L of M is four and appears in Case 1.a.4 when r2 ÿ m2 < n2 ÿ r4. In
general, three nonzero entries are required, and only two or one nonzero ele-
ments in some particular cases.
(ii) If there is some ri equal to nj (or mk), 16 i6 4; 16 j; k6 2, one could try
to proceed in a similar way as Case 1.a.2 (or 1.a.3) and reduce the problem to
the two-against-one case (or one-against-two case). Next example shows that,
in general, this method is not correct.
Example 3. Consider a  8; 5; b  9; 4 and c  13; 8; 3; 2. Note that
conditions C1–C4 and R1–R3 hold. Furthermore, 4  n2 > r3  3 and
9 5  n1  m26 r1  r4  13 2, then we are in Case 2.a.2 and the solution
can be obtained.
Otherwise, since m1  8  r2, we could consider the reduction to the fol-
lowing one-against-two case: a0  5, b0  9; 4 and c0  13; 3; 2, but this
problem has not solution because C2 (r02 P n
0
2) does not hold.
The results obtained in Section 3 are collected in the following theorem
which is the main result of this work.
Theorem 5. Let M be the matrix
with m1 P m2 and n1 P n2. Let c  riti1 be a nonincreasing sequence of
nonnegative integers.
There exists a completion matrix Mc of M such that c is the Segre charac-
teristic of Mc if and only if the following conditions hold:
26 t6 4;
ri26mi6 ri; ri26 ni6 ri; i  1; 2;
r16m1  n1;
r1  r2  r3  r4  m1  n1  m2  n2;
m1  n16 r1  r2;
m2  n26 r1  r46m1  n1;
maxfm1  n2; m2  n1g6 r1  r3:
M 
Jm1 0 0 0
0 Jm2 0 0
X Y Jn1 0
Z W 0 Jn2
2664
3775
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4. Two-against-many case with size restrictions
Consider the following Carlson problem:
a  m1;m2;
b  n; . . . ; n;z}|{u nÿ 1; . . . ; nÿ 1z}|{v ;
c  r1; . . . ; rt;
where a, b and c are the Segre characteristics associated with k  0 of matrices
A, B, and M, respectively. Note that m1 and m2 are arbitrary positive integers
with m1 P m2.
This problem is a generalization of Johnson and Schreiner [5, Theorem 7]
because their partial results requiered the restrictive size conditions:
j m1 ÿ m2 j 6 1 and j ni ÿ nj j 6 1; for all i 6 j:
The above problem reduces to the two-against-two case by using the con-
dition C2. Then the following possibilities are obtained:
Therefore, the two-against-many problem can be solved by using the previous
results in the two-against-two case.
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