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Summary
Unconventional and natural computing research offers controlled information modifi-
cation processes in uncommon media, for example on the molecular scale or in bacte-
ria colonies. Promising aspects of such systems are often the non-linear behavior and
the high connectivity of the involved information processing components in analogy
to neurons in the nervous system. Unfortunately, such properties make the system
behavior hard to understand, hard to predict and thus also hard to program with
common engineering principles like modularization and composition, leading to the
term of non-programmable systems. In contrast to many unconventional computing
works that are often focused on finding novel computing substrates and potential ap-
plications, unconventional programming approaches for such systems are the theme
of this thesis: How can new programming concepts open up new perspectives for
unconventional but hopefully also for traditional, digital computing systems?
Mostly based on a model of artificial wet chemical neurons, different unconven-
tional programming approaches from evolutionary algorithms, information theory,
self-organization and self-assembly are explored. A particular emphasis is given on
the problem of symbol encodings: Often there are multiple or even an unlimited
number of possibilities to encode information in the phase space of dynamical sys-
tems, e.g. spike frequencies or population coding in neural networks. But different
encodings will probably be differently useful, dependent on the system properties,
the information transformation task and the desired connectivity to other systems.





Die Forschung aus dem Bereich der unkonventionellen und natu¨rlichen Informations-
verarbeitungssysteme verspricht kontrollierbare Rechenprozesse in ungewo¨hnlichen
Medien zu realisieren, zum Beispiel auf der molekularen Ebene oder in Bakterien-
kolonien. Vielversprechende Eigenschaften dieser Systeme sind das nichtlineare Ver-
halten und der hohe Verknu¨pfungsgrad der beteiligten Komponenten in Analogie zu
Neuronen im Gehirn. Da aber Programmierung meist auf Prinzipien wie Modu-
larisierung, Kapselung und Vorhersagbarkeit beruht sind diese Systeme oft schwer-
bzw. unprogrammierbar. Im Gegensatz zu vielen Arbeiten u¨ber unkonventionelle
Rechensysteme soll in dieser Arbeit aber nicht hauptsa¨chlich nach neuen rechnenden
Systemen und Anwendungen dieser gesucht werden. Stattdessen konzentriert sich
diese Dissertation auf unkonventionelle Programmieransa¨tze, die sowohl fu¨r unkon-
ventionelle Computer als auch fu¨r herkommliche digitale Rechner neue Perspektiven
ero¨ffnen sollen.
Hauptsa¨chlich in Bezug auf ein Modell ku¨nstlicher chemischer Neuronen werden
Ansa¨tze fu¨r unkonventionelle Programmierverfahren, basierend auf Evolutiona¨ren
Algorithmen, Informationstheorie und Selbstorganisation bis hin zur Selbstassem-
blierung untersucht. Ein spezielles Augenmerk liegt dabei auf dem Problem der Sym-
bolkodierung: Oft gibt es mehrere oder sogar unendlich viele Mo¨glichkeiten, Informa-
tionen in den Zusta¨nden eines komplexen dynamischen Systems zu kodieren. In Neu-
ronalen Netzen gibt es unter anderem die Spikefrequenz aber auch Populationskodes.
In Abha¨ngigkeit von den weiteren Eigenschaften des Systems, beispielsweise von der
Informationsverarbeitungsaufgabe und dem gewu¨nschten Eingabe-Ausgabeverhalten
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du¨rften sich verschiedene Kodierungen als unterschiedlich nu¨tzlich erweisen. Daher
werden hier Methoden betrachtet um die verschiedene Symbolkodierungmethoden zu
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“Programming non-programmable systems” might sound like “flying pigs” and “three
headed monkeys”, like complete nonsense. Similarly, “programming” a birch tree or a
tornado sounds absurd. But while no two birch trees and no two tornadoes look alike,
there is a fundamental difference: The ensemble of tornado shapes is constrained only
by the laws of physics and the local environment. But the ensemble of birch trees
that could grow from a seed is additionally constrained by its genetic information. So
if the range of possible shapes for those systems should be modified, altering the birch
tree should still be more feasible than modifying the tornado shapes, because there is
arbitrariness in the genomes of the former systems. Systems like tornadoes that can-
not be modified other than by changing the laws of physics are not considered in this
thesis and would neither be called programmable nor non-programmable. Nonethe-
less, the notion of “programming” still sounds absurd when considering genomes or
brains, because we lack appropriate engineering principles to modify the genetic ma-
terial or the brain connectivity in a predictable way. Hence these systems are called
non-programmable as compared to digital computers and mechanic systems that are
accessible to engineering principles. In this thesis, approaches towards opening also
11
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non-programmable complex systems to means of guided modification, i.e. to pro-
gramming, are explored.
Conrad argues that there is a trade off principle between (effective) programmabil-
ity, computational efficiency and evolutionary adaptability [Con89, Con95b, Con95a].
This implies a difference between programmable and non-programmable systems. Ex-
amples for such non-programmable systems are biological organisms and the human
brain with its huge number of neurons and synaptic connections, the simulation of
which would currently require huge supercomputers with thousands of CPUs [Mar06].
To see the difference in programmability between brains and electronic computers,
the definition of programs and effective algorithms are instructive:
A program is “an expression of a computational method in a computer language”
[Knu73], where a “computational method” is used equivalently with the word algo-
rithm. So a program is an algorithm that is translated into a formalization that can
be understood by a machine. Probably one of the most central concepts in computer
science, the algorithm, dates back more than 2000 years, as for example Euclid’s Al-
gorithm, originating earlier than 300 BC [Knu69]. Still, different notions instead of
“algorithm” were used before the 1950s [Knu73]. The algorithm is further understood
as a “recipe, process, method, technique, procedure [or] routine” with the following
additional properties [Knu73, Rog87]:
discreteness The algorithm is composed from discrete instructions that can be followed step-
by-step.
finiteness Both in its run time and in its description, the algorithm is to be finite, i.e.,
the algorithm is supposed to terminate after a finite number of steps and it is
further supposed to be described by a finite number of instructions.
definiteness For each instruction of the algorithm, it ought to be indisputably clear what
this instructions means and which effects it has.
effectiveness Each of the instructions of the algorithm has to be practically, almost mechan-
ically, executable.
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input / output Zero or more inputs can be supplied to the algorithm and one or more specified
values in the system will be interpreted as the output of the algorithm.
Comparing biological cells or brains to the definition of algorithms given above, these
systems typically do not follow such a clear “procedure” with several steps. Rather,
stochastic noise commonly leads to variations in repetitions of the same information
processing task. Also the purpose and effect of individual system components or
of their interactions is not clearly defined. For example, in cells, the response of
a set of signal transduction molecules to an external stimulus is a noise affected
process and thus the result will vary every time the operation is being observed
[Gil77]. Furthermore, there does not exist a precise algorithm for the signal processing
taking place in our brains. At most, such an algorithm might be indirectly defined
through the complex interactions of its components like different brain areas, tissues,
their connectivity and the complex developmental process. Hence, recalling that
programming means formalizing an algorithm, these natural information processing
systems are not effectively programmable in Conrad’s sense [Con95a], because there
is typically no obvious algorithm of the definition given above.
But nevertheless, also biological information processing in genomes, cells, tissues,
brains and whole organisms is highly organized. This makes it possible to find and
analyze some functional patterns and principles [Bou02, DL06, Ibr08]. Apparently
these systems are not purely self-organized by the physical properties of the systems
like a Be´nard cell [Bod00], a tornado or the Belousov-Zhabotinsky reaction [Zai70].
Instead, there is a lot of organization, parameterization and arbitrariness involved
in natural information processing systems [Bar08, Go¨r11b, Go¨r13, Ibr13]. As Suzuki
states, the genetic information shapes, orchestrates, controls, constrains, guides, har-
nesses or instructs the complex system of interactions [Suz13]. Yet clearly, neither
every synapse and neuron of the brain nor every single signal receptor or kinase of
a cell is described individually. Instead, the description in the genome is given in a
compressed form, indirectly and in coordination with the environmental influences,
in the system’s own dynamics and in the developmental processes [Ste12]. Thus, the
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“genetic program” is not an implementation of a discrete, finite, definite, determin-
istic and effective algorithm as defined above. But it shares the property of guiding
the information processing that happens in the system. Nonetheless, while we would
easily associate programming with computers, the notion of programming for most
people has an uncomfortable tinge to it when it is applied to evolution, brains or other
biological systems. Hence, the word programming will mostly be used in the sense
of coarsely specifying and guiding the form or function of an information processing
system here. This broad term includes both, using a formal algorithm that classical
electronic computers are programmed with but also manipulating a dynamical system
into a particular behavior, which can then be exploited for computation.
In this thesis, novel and unconventional programming paradigms are identified that
could be used to conceive, develop and specify “programs”; potentially for pro-
grammable as well as for non-programmable information processing systems. As
explored in the later chapters, these paradigms employ among others co-evolution
schemes in evolutionary algorithms, information theory as fitness functions as well as
self-organization and self-assembly processes as guiding principles. A further explana-
tion, why new and unconventional approaches are useful and what we understand un-
der the term “programming” will then be given in Section 1.2. One reason for investi-
gating novel programming paradigms is the hope to harness the computational capac-
ity of unconventional computing systems [Ada01, Ada06, Mat07, Teu08, Ste12] more
efficiently: their low energy consumption, their efficiency in other problem domains
and the possibility to compute in different media. Additionally, reusing these novel
computing paradigms for generating problem solutions in classical electronic com-
puters might be helpful to produce more efficient and more fault tolerant code. In
Section 1.3, a more explicit formulation for such information processing systems, i.e.,
for the term “computation” will be given.
When looking at unconventional [Ada01, Ada06, Mat07, Teu08, Ste12] and natural
computing systems [dC07, DC11] or biological information processing systems, these
systems can sometimes be transformed into formal computing systems like Turing
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Machines [Tur36, Pa˘u06, Gru11b]. Yet for naturally occurring information process-
ing systems like the brain, often we will not be able to find finite, definite and effective
descriptions for the processes that happen there, at least not if the full computational
potential of the systems is to be exploited. Thus, because unconventional comput-
ing systems are often similarly resistant to formal programming, searching for non-
standard programming paradigms in these fields seems promising. In unconventional
computing research, so far a lot of work has been focused on specialized applications
and in particular on novel computing substrates. But also unconventional program-
ming paradigms are investigated, as reviewed briefly in Section 1.4 and explained in
more detail in [Ban05, Ste12].
1.2 Conventional Programming
In classical programming, the human programmer understands the capabilities and
the potential of the computing environment and almost like an architect designs or
constructs a problem solutions from the building blocks the programming language
offers. This concept is satirized in the context of electronic circuit diagrams in Figure
1.1. For programming languages, such building blocks are mostly elementary data
manipulation operations like simple arithmetics or control structures like loops, con-
ditions, recursions or subroutines. Wing called this kind of human cognitive effort
“computational thinking”: “it is not trying to get humans to think like computers.
Computers are dull and boring; humans are clever and imaginative. We humans make
computers exciting.”[Win06]
A typical aspect of programming seems to be the prediction of the macroscopic effects
of microscopic program parts and from this, the construction of problem solutions
[Con95b, Mat07] as formulated by Zauner: “Programming is here equated with an
engineering approach in which mental conception precedes physical creation [...]. It
necessitates the possibility for the programmer to anticipate the actions of the avail-
able elementary operations. Only if the function of the elementary operations can
be foreseen by the programmer can a desired input-output map be implemented by
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Figure 1.1: XKCD Comic strip on circuit diagrams by Randall Munroe (2010) from
https://xkcd.com/730/.
incrementally composing a program. Accordingly, the machine’s architecture has to
adhere to a fixed, finite user manual to facilitate programming. To achieve this,
numerous potential interactions among the components of the machine need to be
suppressed.”[Zau05a]
Thus, starting from an informal problem definition, the process of programming typ-
ically involves the intermediate steps of finding either informal problem solutions or
formal problem definitions and then the generation of a formal problem solution in a





















Figure 1.2: Classical vs. optimization approach to programming: In the classical
programming process (lower, solid edges), an informal problem definition is solved
by translating an informal problem solution, i.e., an idea for an algorithm, first to a
formalized solution into a programming language and then automatically to a pro-
gram pf . The process of developing ideas for an algorithm, “computational thinking”
[Win06], is typically supported by computer science knowledge that offers efficient
standard methods for many typical applications. Drawn as dashed lines in the up-
per part of the diagram, an optimization approach is indicated where a programmer
would first ignore solution strategies but focus on the formalization of the problem
definition, resulting for example in a fitness function for an evolutionary algorithm
[Fog66, Rec71, Sch75, Hol75, Koz89, Fog94, Bey02, Wei02, Eib08] or for other opti-
mization systems.
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higher programming language that is further compiled to a machine-readable binary
code for a computer, as outlined in Figure 1.2. So in this thesis, conventional program-
ming implies that humans use engineering principles, like understanding predictable
systems, modularity, logic, composition and reasoning to first derive an informal prob-
lem solution strategy from the informal problem definition and then formalize this
solution until the digital computer can execute the solution. There are many scien-
tific results from computer science that suggest a set of potential building blocks for
arriving at solution strategies and there are various techniques for engineering formal-
izations of these strategies [Knu73, Knu69, DC11]. Typical design decisions are the
distinction between declarative and imperative programming paradigms and the use
of modern software engineering design principles that allow for code-reuse like pro-
cedures, object orientation, data-driven programming, generics or aspect orientation
as reviewed in [Har96, Kic97, Rob03, Mar10].
Even though it is sometimes claimed that computer science was a young discipline,
our digital computers are being programmed in “higher programming languages”
since the 1960s [Mar10], i.e. for around 50 years by now. But if we allow for a
broader interpretation of the notion of programming, already the design of Babbage’s
mechanical difference engines [Bab89, Roe09], the beginning of which lay in the 1830s,
could be considered programming in the sense of the definition given above: the
mechanics of the difference engine were used to implement an algorithm from a finite,
definite and effective set of components and their interactions. The Antikythera
Mechanism, a complex mechanic astronomical calendar, even dates back more than
2000 years [Car14].
Because of this “long history” of algorithmics, a wide knowledge is established about
the theoretical basis of algorithms, their worst case run times, their memory con-
sumptions, the theoretical limits of computability, etc. [Knu73]. But even with good
theoretical foundations, practically implementing these algorithms as programs is still
a hard job that needs to be done by experts with many years of learning and expe-
rience, and typically entails many failures before computing systems behave in the
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way they are intended to [Smi94, Jen02, How03, Rob03]. Scientific methods for pro-
ducing secure and reliable code are for example static analysis [Cou77, Bes10], code
verification [Hoh02] and unit testing systems [Che02].
In an ideal world however, programming would be simple. Science-fiction visions, e.g.
in “star trek”, also commonly feature interactions with computers on a verbal level,
even though less ideal misconceptions there typically end in disaster. Approaches in
this direction might be knowledge engines like Wolfram Alpha, Apple’s Siri or IBM’s
Watson [Fer10, Jan12] system that process informal or even verbal requests. Nonethe-
less, this thesis aims lower than building the ultimate futuristic programming system.
But still, obviously, there is much space for improvements in recent programming
techniques. Hopefully studying novel programming paradigms, e.g. from uncon-
ventional computing and less rigorously defined information processing systems, will
help to increase the efficiency, robustness and flexibility of our computing systems
and simplify the process of programming them.
1.3 Definition of Computation
While the actual topic of this thesis is unconventional programming, the term com-
putation, which is tightly interwoven with programming, should be concretized be-
forehand in this section. Computation might classically be defined as the execution
of a formal algorithm, where computation is carried out error-free as a finite number
of definite, effective and discrete, “mechanical” manipulation steps over a finite set
of symbols [Knu73, Cop08]. For this thesis however, the notion of computation will
deviate from this typical view: Instead, the perspectives of Zauner [Zau05a], MacLen-
nan [Mac04], Suzuki [Suz13] or Lizier [Liz10] are adapted, who perceive computation
as a physical process that can be used or harnessed for solving information processing
problems. This concept is satirized in Figure 1.3. The definitions of the problems to
be solved vary slightly from author to author: For Zauner these problems are defined
as input-output mappings, for MacLennan the manipulation of abstract symbols,
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Figure 1.3: SMBC Comic strip on computation: Drawing by Zach Weiner (2013)
from http://www.smbc-comics.com/?id=3054.
whereas for Lizier the information-theoretic view of transmitting, storing and manip-
ulating information is in the focus. Although the information-theoretic perspective
will be further studied in Chapter 4, throughout this thesis the term computation will
mostly be used in the sense of an abstract input-output mapping in combination with
its realization. The physical process that eventually fulfills the abstract computation
somehow happens in the real world and is typically noisy, continuous, asynchronously
updated and infinite. This real-world process will here be called the implementation
or synonymously the program pf . So, in contrast to Turing Machines, we will not
restrict our systems to using finite or discrete domains for the input, the output or
the internal states of the computing systems.
Let f : X → Y be an abstract function that maps an input x ∈ X to an output
y ∈ Y . This abstract function f defines the abstract computation and somehow
needs to be implemented in conventional or unconventional hardware as symbolized







Figure 1.4: The concept of computation used in this thesis encompasses both, an
abstract function f : X → Y and its implementation in a complex system or program
pf : Sin → Sout. Implementation and program are used synonymously here. The
computing device maps an abstract input symbol x ∈ X in the form of a signal
sin ∈ Sin to an abstract output y ∈ Y in the form of an output signal sout ∈ Sout.
An abstraction function ab : Sout → Y and its analogue, the concretization function
co : X → Sin, are used to translate between the physical signals sin and sout and the
abstract values x and y.
in Figure 1.4. Throughout this work, I will use the notion of a program pf : Sin →
Sout in the sense of such an implementation for the abstract computation f . While
we now typically expect the computing machine to be independent of the actual
program in the sense of the Universal Turing Machine [Tur36], the program pf can as
well be hard-coded in the computing dynamical system, as it is often the case with
unconventional computing systems [Zau96]. Coarsely, programming is referred to in
its broadest sense, as specifying the desired functionality of a computing device in
contrast to the typically understood exact, algorithmic specification of digital data
manipulation. Still, while the abstract function f maps abstract symbols X to Y ,
the real-world computation pf produces an output signal sout ∈ Sout, given an input
signal Sin ∈ Sin. Thus, an abstraction function ab : Sout → Y and the related
concretization function co : X → Sin are needed to translate between the abstract
symbols and their correlating real-world signals. For example, in digital electronics,
voltages around +3.3 V might be translated to a logical 1 while voltages around 0 V
would be translated to a logical 0. In short, in this thesis, programming means the
derivation of the program pf , and, additionally, the abstraction and concretization
functions ab(x) and co(sout) for a given abstract function f . In the next section,
examples of unconventional programming approaches are discussed that might help
or guide the search for such implementations pf .
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1.4 Unconventional Programming
Figure 1.5: XKCD Comic strip on programming by Randall Munroe (2008) from
https://xkcd.com/378/https://xkcd.com/378/.
In the following, a short overview on other unconventional programming and com-
puting concepts will be given to set them apart from typical programming techniques
that follow engineering principles, as satirized in Figure 1.5. Hopefully, these un-
conventional approaches allow for a more potent use of a medium’s computational
potential, e.g., for making possible a different set of abstract computations than tradi-
tional formalisms do: “The set of compressible maps is a small subset of the potential
input-output functions – most behaviors cannot be programmed.”[Zau05a]
Using Formal Problem Descriptions
Possibly on the borderline between conventional and unconventional programming
paradigms, approaches that make use of a formal problem definition like mathemati-
cal optimization, constraint based programming [Jaf87], linear programming or evo-
lutionary algorithms and genetic programming ([Fog66, Rec71, Sch75, Hol75, Koz89,
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Fog94, Bey02, Wei02, Eib08], Chapters 3 and 5) allow for the automatic generation
of more or less formalized but machine readable solutions: The formal problem so-
lutions here could be fitness functions, optimality criteria or constraints. Note that
evolutionary computation can also be implemented in a different medium as will
be demonstrated in the Chapter 6, resulting in a simulation of embodied evolution
[Wat02, Gru11b].
Example Driven Programming
The large field of machine learning is most prominently represented by example-
driven, supervised learning techniques [Kot07]: Here, neither the problem nor the
solution are formally defined. Only a set of learning test samples, which can even
contain mistakes, is supplied together with an expected solution. Although machine
learning is a well-established field of artificial intelligence, in our understanding of
programming as defined in the last section, machine learning and classification can
also be considered to be “programming”, such that they implement the function f
that maps high-dimensional inputs x ∈ X to a much smaller space of output classes
y ∈ Y . When the set Y of output classes is larger or more complex, various (symbolic)
regression techniques can be used that are similarly based on a large set of samples
and expected solutions. Another interesting combination of supervised learning and
complex dynamical systems are liquid state machines [Maa02, Maa04], echo state
networks [Jae01] or reservoir computing approaches [Luk09, Laz09, Ese14]. These
approaches seem especially useful for generating complex, time-dependent output
trajectories reacting on the input signals and might even have a biological neural
analogue in the cerebellum structure [Yam07]. Similar to evolutionary computation,
also machine learning techniques are not necessarily implemented on digital comput-
ers only. For example perceptron-like neural networks can also be implemented in
chemical media [Hje91, Ban13]. In contrast to supervised learning techniques, for
the class of reinforcement learning algorithms [Kae96], the information about the
expected solution is not present. Instead, only the guesses made by the system are
evaluated for their correctness. So while some problems are hard to express or to solve
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in particular optimization or machine learning approaches [Min69, Wol97, Vap00], this
“programming” via machine learning can be very powerful and has already be studied
thoroughly [Kot07].
End-User Development
Another set of programming techniques are grouped together under the notion of
end-user development [Fis04, Rep06]. These techniques are not designed to be used
by computer experts, so only relatively informal methods are required to specify the
problem and to find a solution strategy. Prominent examples are programming by
example and programming by demonstration [Cyp93], where the user generates small
training data sets or shows the behavior that is then abstracted by the system. Ob-
viously, programming by example is overlapping with supervised machine learning
techniques. Typical environments for this kind of programming concepts are spread
sheet applications, visual programming systems [Gre96] like LabView or domain spe-
cific systems [Fow10].
Accessing and interlinking entries from large public databases by formulating the
correct queries to knowledge engines [Jan12] can be seen as an act of programming
as well, which was sought for in the “semantic web” [BL01] approaches, and has
recently been advanced by combining it with natural language processing capabilities
in products like Wolfram Alpha, Apple’s Siri or the electronic “Jeopardy!” quiz show
player “Watson” [Fer10].
Gap-Closing Techniques
As already discussed in Section 1.2, in classical computer programming, the program-
mer can envisage the macroscopic system behavior while writing microscopic instruc-
tions. In many unconventional computing systems [Ada01, Ada06, Mat07, Teu08,
Ste12], e.g. in molecular computing, it is much harder to bridge the gap between the
microscopic reaction rules and the macroscopic system behavior [Con95b, Zau05a,
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Mat06a]. This offers a potential for novel analysis techniques that allow for the ob-
serving and understanding of dynamical systems from a different perspective and
thus eventually also might lead to a different programming paradigm: Changes in the
(typically implicit) system description are understood from different viewpoints, e.g.,
from the perspective of information dynamics [Sha48, Sch00, Wil10a, Wil10b, Liz10],
organization theory [Dit07, Mat06a, Mat07], surrogate models [Pfa01, Ong03, Sim04,
Cas10, Caw11], or by using genome parameters [Nic12]. This hopefully also leads to a
new understanding of the basic modifications that can channel the system’s behavior
into desirable directions [Ban05, Teu08, Ste12].
For the visual programming languages mentioned earlier, the two-dimensional space
only leads to a more convenient layout of the participating components of the work-
or data flow. Yet the two-dimensional space and geometry can also be used to build
an intuitive understanding of the macroscopic system behavior from the specified mi-
croscopic rules: For example amorphous computing or spatial computing paradigms
[Abe00, Gia05, Bea05, Bea11] typically aim at finding relatively simple or compact
conventional programs for a population of agents that lead to the desired emergent,
macroscopic effects. When the spatial medium has less intrinsic computational ca-
pabilities, collision computing approaches [Ada01, Ada05, DLC11, Hol11b] can still
exploit the geometric structure and compute Boolean logic or geometric problems,
like Voronoi diagrams [Ada11c].
Linked to the problem of experimental design, in surrogate modeling or approxima-
tion modeling, evolutionary algorithms and other optimization techniques are coupled
with a modeling framework to allow the optimizing system to simultaneously generate
a simpler model of the full-detail model or of the real system. In particular, when
real experiments are slow or expensive, the past experiments are reused to gener-
ate another (cheaper) model of the system. In the aforementioned micro to macro
problem, this technique can be used to predict the effect of changes in the program,
but also to scout for interesting experiments that would improve the surrogate model
[Pfa01, Ong03, Sim04, Cas10, Caw11].
Especially when adopting the information-centric view on computation (cf. [Sha48,
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Sch00, Wil10a, Wil10b, Liz10]), information-theory can play an interesting role as a
symbol-encoding independent filter, so that the abstraction and concretization func-
tions from Figure 1.4 do not have to be known in advance. In this thesis, this approach
will further be studied in Chapters 4 and 5.
1.5 Summary
Throughout this thesis, unconventional methods for understanding and programming
untypical computing systems will be explored using artificial chemical droplets that
resemble biological neurons, which were designed in the NEUNEU EU project1. Net-
works of these droplets are introduced in Chapter 2, where models of this computing
architecture are reviewed and extended on different scales. A system of lipid covered
droplets containing reagents of the Belousov-Zhabotinsky (BZ) reaction is used in
experiments as model system to study the signal transmission dynamics of chemi-
cal computers and their modeling. A chemical medium in sub-excitable, excitable
or self-exciting (oscillating) regimes supports propagating excitation pulses. These
pulses can be used for information coding and processing. Models that can be ap-
plied to describe the time evolution of a medium composed of droplets are discussed:
a homogeneous differential equation model, a spatially extended partial differential
equation model and a cellular automaton model of the chemical reaction are reviewed.
Furthermore, a new high level modeling approach for the droplets is proposed, that
discretizes the chemical states and considers stochasticity in the transition functions.
It is demonstrated how the values of experimentally measured quantities like oscilla-
tion periods, diffusion coefficients and wave propagation speeds can be deduced from
the lower level models.
Throughout this thesis, a special emphasis will be on the importance of suitable signal
encodings for these systems. Obviously, different communication schemes between the
elements of information processing systems may vary in their effectiveness, depending
on the envisaged information processing task. Chapter 3 explores the idea of using
1project website: http://neu-n.eu
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co-evolution schemes to design droplet networks together with appropriate signal en-
codings to communicate with droplet computers for simple Boolean and classification
tasks. There, three different evolutionary set-ups are tested: Evolving network struc-
tures with fixed on/off rate coding signals, co-evolution of networks and signals, and
network evolution with fixed but pre-evolved signals.
Subsequently, Chapter 4 will present the use of information-theory based measures
to better understand the information flows in droplet networks but will also lead to
symbol-encoding independent metrics for the quality estimation of droplet networks.
The complex dynamics of unconventional computing devices like networks of droplets
filled with the self-exciting Belousov-Zhabotinsky (BZ) reaction can be hard to track
and to understand. Corresponding to recurrent neural networks, the flow of excita-
tions in the network is not limited to a single direction in the droplets. Especially when
unconventional computing systems are not engineered but evolved through genetic
algorithms, the actual process of computation will often be incomprehensible. Several
methods from Information Theory like Transfer Entropy, Information Dynamics, and
Information Decomposition offer approaches for observing and analyzing computing
systems on a higher level and allow for a better understanding of the involved data
transferring and manipulation operations. In this work we show how to discretize the
spike trains of BZ droplet networks and how to apply mutual information measures
on the time series data of both physical implementations as well as on simulations.
Afterwards, in Chapter 5, a new method for using a system’s own dynamics to find
suitable symbol encodings, using so-called Tautological Loops, is introduced and stud-
ied. Therefore, a network of potential implementations of a function is simulated or
built that feeds the calculated outputs back to other implementations of the same
function as input. Hence no external output has to be specified and the dynamics
can self-organize a state where suitable symbol encodings emerge that can be inter-
preted as well as produced by the function’s implementation. Next to theoretical
considerations about potential tautological loop architectures, the method is exem-
plified by finding a NOR gate built from the excitable droplets that will be introduced
in Chapter 2.
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While the next Chapters will mainly focus on information processing systems built
from chemical droplets, the approaches introduced and described are not only meant
to be applicable by this small group of unconventional computers. Instead, the meth-
ods will be generalizable for diverse unconventional or non-programmable systems
and hopefully also lead to novel perspectives in programming and designing “conven-
tional” computing systems. In this spirit, some experiments not involving chemical
droplet systems were also conducted as explained in the later chapters: In Chapter
6), embodied evolution is simulated in silico in the form of an evolutionary algorithm
that is completely implemented in SRSim [Gru10], a simulator for spatially structured,
rule-based reaction systems. Then, in Chapter 7, the information processing perspec-
tive of biological, self-assembling structures like the Kinetochore [Tsc13, Go¨r13, Ibr13]
and the yeast interphase chromatin organization [Geh12] are studied. A short sum-
mary and some ideas for further research are finally given in Chapter 8.
Chapter 2
Droplet Computers
Through the following chapters of this thesis, a compartmentalized, excitable chem-
ical medium is used in experiment and simulation to demonstrate unconventional
programming approaches. In this chapter, which is largely based on the paper
[Gru13], we focus on modeling and simulation of this kind of medium, which can
be used for computation. Chemical computers [Ada01, Ada05, Szy10, Iga11, Bul13]
might be used in many fields of applications, ranging from controlling bio reactors
to designing smart drugs, as reviewed in [Dit01, Dit05, Zau05b]. A nonlinear chem-
ical medium, for example accommodating the Belousov-Zhabotinsky (BZ) reaction
[Zai70, Noy72, Fie72, Gyo90], can dissipate the chemical energy showing various types
of non equilibrium behavior like for example temporal oscillations or regular spatio-
temporal structures. The type of non equilibrium evolution can be controlled by the
initial concentrations of reagents used. A medium in the excitable regime, once it is
properly stimulated, shows one cycle of oscillations, but it does not spontaneously
enter a new oscillation cycle, but returns to the stable stationary state. Self-exciting
medium, in contrary, will start oscillating spontaneously. However, this medium can
still be used for information processing, since new oscillation cycles can also be trig-
gered externally before the self-excitation happens. A more complicated behavior is
shown by a sub-excitable medium, which is less excitable than the initially mentioned
excitable medium. This means that an excitation wave entering a droplet from one
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direction will not spread in any direction but will keep a “memory” of the original di-
rection. Also, when two sub-excitable waves collide, the resulting wave can propagate
into a new direction, rendering this medium suitable for collision-based computing
[Ada02a, Ada04, Hol11a].
For the experiments presented here, the BZ medium is compartmentalized into small
droplets [Agh08, Szy11] that form when the solution of reagents is dripped into oil.
The compartments are stabilized against merging through lipid molecules that self-
assemble at the border between the aqueous and the oil phase. Where two droplets
meet, a lipid double layer membrane can be formed that still allows chemical reagents
to pass through and to trigger an excitation in the neighboring droplet. Excitation
waves can be transmitted through droplets but can also interfere with one another,
dependent on their timing and on the chemical properties of the droplets and the
medium within. Hence, droplets arranged in a network form a potential chemical
computer [Gor03, Szy11, Ada11c, Ada11d, Hol11b]. An experimental implementation
of such a droplet system is shown in Figure 2.1.
Based on a small experimental system of four droplets, we are giving an overview on
the simulation techniques to describe and understand the behavior of different kinds
of excitable media on different scales. After a short review of ordinary and partial
differential equation and cellular automaton models, we introduce an event-based
model that can be used to simulate a droplet network on large spatial and temporal
scales. This droplet model will frequently be used throughout this thesis.
2.1 Basic Properties of the Belousov-Zhabotinsky
Medium
At the proper concentrations of reagents the chemical Belousov-Zhabotinsky (BZ)
medium can oscillate or can be triggered into an excitation.
In our experiments such medium was made by mixing the right amounts of water
solutions of sulfuric acid, sodium bromate, malonic acid, potassium bromide and
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Figure 2.1: Experimental droplet system made from manually aligned droplets of a
Belousov-Zhabotinsky medium. Time progression is shown from top left to bottom
right. In the the bright red state, the medium is resting and transparent/white. Ex-
citation waves propagating between droplets can be observed. Even though droplets
remained relatively stable, a merger between the central two droplets is shown in the
third frame. Pictures by Josephine Corsi (2011), Southampton.
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ferroin [Gor12]. However, the resulting process is rather complicated: It has even
been modeled using 26 chemical species and 80 reactions [Gyo90], so some kind of
simplification is necessary for the practical use of the reaction models. We will first
summarize those aspects of the BZ-reaction that we will focus on in this work.
Most obviously, the BZ system visually indicates its state [Fie72, Gre78, Ger90,
Ada10]. A chemical redox indicator like ferroin can provide information on the phase
of the reaction system by switching from red to blue when a high concentration of re-
duced catalyst is outweighed by oxidized catalyst. Therefore the state of BZ-medium
can be measured optically as the intensity of blue or red components on the color
image of the medium.
These phases, as visualized in Figure 2.2, show up under well-stirred conditions or
with spatial resolution. Beginning in the responsive phase when the medium looks
red, it can be triggered into an excitation or self-excite, displaying an almost imme-
diate change from red to blue color. When the fast change occurs, the medium is in
the excited phase shortly and becomes refractory directly afterwards. In the refrac-
tory phase the medium is unresponsive against further stimulation. Then the system
recovers its red color relatively slow and becomes ready for the next oscillation cycle.
Once the BZ medium can be excited again, either by the excitation in the neighbor-
hood or through external influences, we shall refer to the medium as responsive here.
Dependent on the type of medium, the responsive phase can be quite stable and last
until some perturbation occurs. In case of the self-exciting BZ mixture, in contrast,
the responsive phase is instable such that a new oscillation cycle is started after the
system was responsive for some time.
Excited droplets can influence their neighbors, but these can only react with a new
excitation if they are in the responsive phase. When a droplet is excited, we assume
its oscillation cannot be influenced by neighboring excited droplets. But even when a
droplet triggers its neighbor into a new oscillation, there will be some delay between
the excitation of one and the next droplet, since the BZ waves will first have to cover
some distance from one BZ compartment through the membrane and into the other
droplet.
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Figure 2.2: Abstract BZ Reaction cycle for self-exciting and excitable media. The
complex Belousov-Zhabotinsky reaction can coarsely be described as a cyclic change
of the state of the medium on the left side. For the excitable medium, the system
can wait for external stimuli very long without going through a cycle by itself. The
distribution functions α(t), β(t), γ(t) and ψ(t) describe the probability distributions
for changing from one system state to another after staying there for time t.
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We analyze the system states in different areas of an exemplary BZ system of four
linearly arranged droplets in Section 2.3 and estimate their oscillation periods and
wave propagation speeds. Even though a chemical reaction is an inherently stochastic
process and subject to randomness at the molecular level, due to a large number of
molecules involved in the experiments, the excitation periods of the droplets appear
to be quite reliable. Nevertheless, there are qualitative changes happening in the
medium that are beyond the scope of our modeling, e.g. the continuous degradation
of the medium and the concomitant increase of the oscillation periods. Furthermore,
spiral waves [Win72, Gre78] form and disappear, maybe due to gas bubbles or spatial
changes in the droplet structure. Though our models do not cover the genesis of
these phenomena, we were able to describe the situation once the special conditions
are established.
2.2 Hypothetical Droplet Types
Like specialized electronic components on a circuit board, we suggest to utilize a
variety of specialized droplet types. The typical droplets, that we were describing
so far and that we are considering in this work’s experiments and models, can be
characterized as Or droplets: when we consider droplet “crossroads”, where a droplet
is connected to three or four other droplets, a signal arriving on one lane will spread
out in all other directions as long as the other droplets are responsive. Nonetheless,
we will introduce some hypothetical droplet types that can be of use when designing
more complex droplet computers as pointed out in the Outlook Section 2.6.
Or The standard droplets as we are describing them in Sections 2.3 and 2.4. These
droplets distribute incoming excitations to all other adjacent and responsive
droplets. If there are two inputs to a droplet of this type, both inputs can
equally lead to an excitation, such that the droplet behaves like a logical “And”.
High Activity A droplet that is filled with quickly oscillating, self-excitatory medium might
be used to supply a droplet network with continuous signals, e.g. acting as
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pacemaker or timing signal. It is possible to manufacture this kind through a
different BZ medium composition or by externally influencing the droplet, for
example via optical stimulation.
And Droplets that can be stimulated by two or more synchronously arriving excita-
tion waves, but not by a single one, might be build from droplets that contain
less excitable BZ mixture. It is an open question, dependent on the further ex-
ploration of the droplets in laboratory experiments, how much synchronization
between the two input signals is necessary to allow an activation of the And
droplet.
Diode Another possibly valuable droplet type can propagate signals solely in a single
direction while blocking signals arriving from the other direction. It could thus
help to insulate some parts of a droplet network from the influences of other
substructures and in general to have more control over the range of system
dynamics. A chemical implementation can be achieved using diode membrane
channels [Mag09], through differently sized droplets [Ste98, Szy11] and probably
also with a different media composition.
Repeater To solve potential timing problems of the And droplets, we assume that we can
manufacture a repeater droplet that will, once activated, repeat an excitation
signal for longer than the typically short excited phase. This can be realized
through droplets with different sizes [Ste98] or medium compositions [Gor11a],
resulting in different oscillation periods.
Inhibition A droplet that, once activated, inhibits its adjacent droplets might prove ex-
tremely helpful. One could argue that the oscillation in the inhibitory droplet
might consume the substrate of its neighbor droplets or that it might throw its
neighbors into the refractory state, bypassing the excited state. Even though
this type of droplet might be hard to produce, we will still consider the impli-
cations of the theoretical existence of such a droplet.
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species concentration
sulfuric acid 0.6 M
sodium bromate (NaBrO3) 0.45 M
malonic acid 0.35 M
potassium bromide (KBr) 0.06 M
ferroin 1.7 mM
Table 2.1: Composition of the BZ medium.
2.3 Exemplary Droplet System
We describe our modeling approaches by a system that consists of four stacked
droplets of different sizes as displayed in Figure 2.3a. The initial concentrations
of reagents are summarized in Table 2.1. For such concentrations the BZ-medium
oscillates. The largest diameter of the droplets is approximately 10−3 m and the
length of the droplet chain is approximately 6 ∗ 10−3 m. Though the droplets in this
system change their form slightly over time, the general structure and the droplets’
linear arrangement stays constant over the experimental time of approx. 48 minutes
or 2880 s (Supplementary movie1).
We reduced the description of coupled droplets to the observation of the time evolution
of the phase at selected points located close to the droplet centers. The state of the
medium is defined as the intensity of the blue channel video signal averaged over a
10 by 10 pixel rectangle around the selected points marked in Figure 2.3a. The blue
color component of the video and thus the concentration of the oxidized catalyst over
time is displayed in Figure 2.3b for the position d3 only and in Figure 2.3c for all
positions but over a smaller time interval. Probably due to impurities and due to the
small size of the lowest droplet, we could not extract reliable oscillation data for the
position d1.
From the observations of the state of medium, we measured the oscillation periods that
are displayed in Figure 2.4. The oscillation periods are determined by approximately
overlaying a “threshold line” centrally over each of the oscillation plots analogous to
1http://www.chemicalneuronalnet.uni-jena.de/Results/Project+Media.html























































Figure 2.3: Droplet system and extracted oscillation data. a) Different positions
along the droplet system are marked with the symbols d1 till d6. b) The phase at the
position d3 is plotted over the whole experimental time. Additionally, a green line
indicates the threshold that will later be used to extract oscillation periods from this
data. Vertical black lines show the interval that is represented in Figure c). c) The
intensities at the positions d2 till d6 are plotted over a small time window. Due to
impurities and the small size of droplet d1, we could not extract excitation data here.
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the green line displayed in Figure 2.3b. Then the interval between the times when
the threshold line is crossed upwards gives the oscillation periods for each position as
displayed in Figure 2.4. In this figure, the main accumulation of oscillation periods
increase linearly over the whole experimental time, starting from about 5 s and in-
creasing to ca. 15 s after 3000 s. Some outlying points originated from the noise in
the video data as seen in Figure 2.3c which leads to some positions being identified
as rising oscillation flanks mistakenly. Likewise, some actually rising flanks may not
be found, resulting in longer oscillation periods in the plot.
In a similar way, we calculate the interval between oscillations at neighboring positions
to estimate the delay of the excitation wave between these positions as displayed in
Figure 2.5. The time delay for the wave propagation is not equal between all positions
pairs. Nonetheless, this does not imply that the wave travels through the medium
at different speeds. Instead, the positions are not exactly the same distances apart.
Additionally, crossing the lipid membrane, e.g. between the positions (d1,d2), (d3,d4)
or (d4,d5), does take the excitation wave longer than travelling the same distance
inside a droplet, e.g. between the positions (d2,d3) or (d5,d6).
The system is observed for 2880 s, counting around 300 oscillations during this time.
The system’s oscillation periods are increasing almost linearly over the experiment
as shown in Figure 2.4. Nevertheless, we are using constant oscillation periods in all
modeling scopes here even though we are working at incorporating the dynamically
changing system behavior. Since the system showed a rich variety of different behav-
iors around the time tm = 1000 s, we chose this time for the modeling in the next
section.
The lowest and smallest droplet at position d1 with a diameter of about 0.6 mm oscil-
lates the fastest and, for most of the time, controls the oscillations in the remaining
system. Another interesting behavior of the observed droplets is a phase of slower
self-excitation of the top droplet at positions d5 and d6 in a time window between
simulation time 300 s and 800 s. In this phase, the top droplet self-excites with an
oscillation period that is longer by a factor of about 2, compared to the oscillations
induced by the lowest droplet at position d1. There is also a short abnormal phase


















position d2position d3position d4
Figure 2.4: Oscillation periods extracted from experimental video. For simplicity,
only positions d2, d3 and d4 are shown in this plot. Generally, the oscillation periods
increase over the experiment, following an approximately linear regime. A large
cluster of oscillation periods is found on the line linearly climbing from 5 up to 15 s
(second auxiliary line). These oscillations are results of trigger waves originated at
position d1. Most of the time, as can be observed in supplementary video 1, these
waves spread out and dominate the whole system. A second cluster of oscillations on
the line from 10 up to 25 s is mostly observed in the first half of the experiment (first
auxiliary line). Here droplets self-excite because of broken influence of position d1,
supplying an estimate for the self-oscillation periods of droplets. Oscillation periods
plotted below the lowest auxiliary line are most likely due to measurement and data
extraction errors, such that two successive oscillations would often add up to elements
on the main accumulations. As an exception, around the time 1200 s, a spiral wave
pattern emerges close to position d3 and leads to faster oscillations at position d2 and
d3. Since these waves arrive with a high frequency, the BZ solution at the lipid bilayer
between positions d3 and d4 does not have enough time to recover. Hence only every
second wave can be transmitted over the gap between the droplets. Partially this
long time between two oscillations already leads to self-excitations.




































































(d) positions d5 and d6
Figure 2.5: Signal propagation times, extracted from video data in Figure 2.3. The
red crosses indicate the time delays between excitation of one droplet position and
the following position. The green lines are fitted along the main aggregation of signal
propagation times around 10 s and is used to parameterize the delay times of the
discrete-event model in Section 2.4.4. The aggregations of delay times around 10 s are
caused by a single excitation wave passing the system in forward direction, i.e. from
di to di+1. The other two major aggregations, which are increasing and decreasing
over the experimental time, are caused by waves that pass position di before or after
the wave that is considered for position di+1. While the wave propagation speed stays
approximately constant over the experiment, the delay between two successive waves
at two distinct positions changes with the oscillation frequency over the experiment,
leading to the increasing and decreasing secondary aggregations in the plots. In the
time window between times 1000 s and 1500 s, the direction of the waves is partially
inverted, leading to a change in the measured time delays as well. Furthermore, there
are some delays marked far-off the main aggregations, which are mostly a result of
mistakes at identifying the rising flanks of the oscillation due to noise.




















Table 2.2: Summary of the functions that are fitted based on Figure 2.4. The fit
of the trigger waves’ oscillation period, which control the system most of the time,
is obvious. Fitting the self-excitation times that can be observed between times 500
till 1500 s is harder because of the smaller number of samples and a large variance
therein. Choosing a linear function with the same slope as the trigger-wave function
leads to an acceptable fit, at least in the small time window that the self-oscillations
appear in. For the remaining parameters, the refractory times of droplet centers,
droplet borders and the oscillation times of spiral waves, there is basically just one
point along the time axis available. So following the previous two functions, we
assumed the same slope again here. Nonetheless, for modeling the system behavior
around time t = 1000 s, the error should be relatively small because the underlying
observations are made close to this time as well.
between the times 1050 s and 1250 s when a spiral forms in the lower middle droplet
and leads to an oscillation period that is reduced by a factor of approximately 0.7,
compared to the triggered oscillations. While these fast oscillations propagate into
the lowest droplet after some time, they do not cross the membrane to position d4
and above. These observations allow us to characterize the behavior of the droplets
as summarized in Table 2.2.
2.4 Modeling Excitable and Self-Exciting Droplets
For model building, there are typically versatile approaches available that influence
model characteristics like the level of detail, the accuracy, the simplicity, computabil-
ity and other features. Differential equation approaches are often based on first princi-
ples, highly detailed but mostly also computationally demanding. They are probably
best suited for understanding the behavior of the BZ reaction, especially when hap-
pening under uncommon conditions like inside a lipid membrane with its side effects.
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This understanding is the basis for optimizing the chemical composition of medium,
oil and lipids to produce a desired behavior.
But for figuring out which kinds of behavior could actually be of use to perform
some kind of computation, faster and larger models including hundreds and more
droplets become necessary. This is for example the case with cellular automaton or
event-based simulation models of droplets that are simplified to use discrete states
instead of continuous concentrations. In an even more abstract sense we will also
need modeling techniques, such as high level programming languages to describe the
function of complex droplet networks. We will give a short outlook into this direction
in Section 2.6.
Naturally, the further one of these modeling viewpoints is apart from the first princi-
ples of the system, the harder will it be to obtain the necessary parameters. Ideally,
we would like experiments and first principle models to parameterize the models on
the next abstraction level. In contrast here, some of the higher level properties such
as oscillation periods and wave propagation velocities can be observed directly in the
experiment.
2.4.1 Well-Stirred Ordinary Differential Equation Model
Brusselator- and Oregonator-like [Pri68, Noy72, Fie72] models based on ordinary
differential equations are commonly used to describe the time evolution of a per-
fectly stirred BZ-medium. We are using variations of such models by Szymanski
and Gorecki, that allow obtaining the necessary system parameters directly from the
experimentally used concentrations [Szy11, Gor11a, Gor12]. In the simplified two
variable interpretation, the model describes the dynamics of one activating chemical
species x and one inhibiting chemical species z. They correspond to bromous acid
(HBrO2) and ferroin (Fe(phen)
3+
3 ) concentrations, respectively. It reads as follows:
∂x
∂t























The necessary model parameters are h0: the Hammett acidity function of the solution
and the concentrations of K : KBr, M : CH2(COOH)2, N : NaBrO3 and the catalyst
C : [Fe(phen2+3 )] + [Fe(phen
3+
3 )] as listed in Table 2.1. Further fixed parameters are
µ = 1.6 ∗ 10−5, α = 2.6 ∗ 10−4, ϵ1 = 1200, ϵ2 = 6700, β = 1000 and q = 0.51.
The oscillation cycle, cf. Figure 2.2, starts the excited phase with a moderate concen-
tration of the activator x and a low concentration of the inhibitor z. Then the amount
of inhibitor and activator rise rapidly and lead to a negative second derivative dx
dt
for
the activator equation until x will finally drop back to its initial low value. From this
point on, we call the BZ solution refractory with a low activator concentration and
high but slowly decreasing inhibitor concentration z.
Now, if there was a small inflow of activator into the system, the BZ mixture could not
be triggered into the next oscillation because the high inhibitor concentration would
quickly degrade the activator. But when the inhibitor concentration z drops below a
critical value, an inflow of activator x will not be degraded fast enough and the BZ
mixture can be triggered into a new oscillation cycle. We define the responsive phase
such that it begins when a specific activator inflow is sufficient to trigger the next
excitation in the BZ mixture and lasts until the next excited state begins. Clearly,
the begin of the responsive state and thus the threshold for the concentration of the
inhibitor z depends on the amount of activator that flows into the system. This inflow
would typically stem from an arriving excitation wave when considering spatially
inhomogeneous BZ mixtures. Hence it is not possible to describe this point without a
characterization of the membrane boundaries or the diffusion coefficients. In contrast,
when using partial differential equations and appropriate diffusion coefficients in the
next section, the inflow of activator from an arriving excitation wave is defined.
Dependent on the BZ system characteristics, the next responsive phase can last in-
finitely in the case of the excitable medium. Alternatively, the inhibitor can, in
self-excitable medium, drop so low that the next excitation wave is triggered reliably
after a certain interval.
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2.4.2 Reaction-Diffusion Partial Differential Equation Model
For describing the spatial and temporal propagation of excitation waves in addition to
the well-stirred dynamics of the BZ system, we need to include space. In the simplest
form, this can be done by adding the Laplacian term into differential equation (2.1)
of system variable x that is supposed to diffuse [Gor11a, Gor12], arriving at equation
(2.3). We consider the molecules represented by system variable z to be larger, leading
to diffusion on a slower timescale that will be ignored here. This change introduces
the diffusion coefficient Dx of species x as new parameter, resulting in the equations:
∂x
∂t






















The partial differential equation models of BZ droplets proved their value for investi-
gating the interaction between two droplets [Gor12] and, in a slightly modified form,
for designing circuits or logic gates of about ten droplets for sub-excitable medium as
we will show in Section 2.5.
Many parameters, such as diffusion coefficients for different species or at different lo-
cations in the droplet, might be hardly observable. Here, parameter fitting approaches
are a practical way of deducing knowledge about the system from macroscopic proper-
ties like wave propagation velocities or oscillation periods [Gor12]. On the downside,
these parameter fitting methods are indirect and results are not guaranteed to be
unique.
However, the spatial expansion of the ordinary differential equation model of the
last section is not straightforward. Causes are the immense computational efforts of
the simulation, numerical instabilities, diffusion properties through the lipid bilayer
that have to be determined in addition to coefficients in the medium and boundary
conditions at the droplet borders. For example in supplementary movie 1, the waves’
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passage over droplet borders and the resulting wave delay can be observed. Also, close
to the droplet borders the BZ reaction can be inhibited [Ste98], whereas we assume
a spatially homogeneous BZ medium in equations (2.3) and (2.4). Computations can
be sped up using graphics card acceleration with CUDA [Jan10] and by specialized
simulation techniques [Bar91]. Nonetheless, the numerical integration of such a partial
differential equation system is computationally expensive and will mostly be used for
small systems, considering few excitation waves.
2.4.3 Cellular Automaton Models
The problems of complex parameter sets and high computational expenses can at
least partially be resolved in cellular automata [vN66, Wol83]. In this case, more
phenomenological, ad hoc models are built, which rely on less unobservable param-
eters, but also less on first principles but rather on the observable properties of the
system. Space is mostly discretized into a regular grid. Also time and cell states are
discrete and update rules describe how each cell’s state is calculated from the cell and
its neighborhood’s previous state. The discretization usually uses a varying number of
states that fall into the classes of excited, refractory and resting or responsive phases.
Examples for such automaton models could be four state systems [Gre78] or three
state automaton models [Ada01, Ada10, Hu¨t12] that were already used to simulate
systems of large droplet numbers.
Generally, cellular automata do not necessarily produce the same behavior for differ-
ent spatial lattices [Shi03]. For instance, when simulated in two or three dimensions,
the earlier cellular automaton models did not correctly reproduce the curvature that
is observed in the real BZ medium. Also they did not account for the dispersion
relation, meaning that the medium is less excitable shortly after being excited and
thus transmits excitation waves slower. These effects were captured in more recent
simulations [Ger90, Bar91].
Even though there are approaches of timed automata [Alu94], there is another chal-
lenge when modeling using cellular automata: the typically fixed time steps pose ad-
ditional constraints in contrast to the irregular proportions between different phases
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in the BZ system. This means that either the temporal resolution of the phases is
coarse or that a large number of states has to be used for each phase to generate the
observed timing fractions.
2.4.4 Discrete-Event Model for BZ Droplets
To follow the efficient simulation approach of cellular automata while including the
possibility for exact timing, we propose a discrete-event based modeling and simu-
lation approach [Fis01]. The parameterization of this model is relatively simple and
can be derived from principal observations of the excitable medium. Furthermore,
many droplet system can be simulated efficiently, i.e. many hundred excitations of
systems of about 100 droplets can be simulated in less than a second. It uses coarse
grained space and few discrete droplet states but continuous time. These states are
the excited, the refractory and the responsive phase as introduced in Section 2.1 and
as used by most cellular automaton approaches. Either deterministic or stochastic
state transition functions can be applied, though we will only demonstrate determin-
istic state transitions in this work. We define the state transition behavior of the
droplets with the following mathematic functions:
• α(τ) Probability density function for the transition time from responsive state to
the excited state. Hence this parameter describes the inclination of the system
to self-excite.
• β(τ) Probability density function for the transition time from excited to the
refractory phase. Hence the length of the excited phase.
• γ(τ) Probability density function for the transition time from refractory to
responsive phase. Hence the length of the refractory phase.
• ψ(τ ′) Probability density function for the transmission time of a signal from
one excited droplet to another responsive droplet taking the time τ ′.
For these functions, τ is the time since entering the current state. For the transmission
of excitation waves, in contrast, τ ′ is the time needed to propagate the excitation from
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one droplet to another. The basic condition for transmission is that one droplet is
excited while the other one is responsive. But since the spreading of waves takes some
time, a delay τ ′ is sampled from the distribution function ψ(τ ′). So if one droplet is
excited between the times t1 and t2, it can trigger an excitation in an adjacent droplet
if this is responsive between t1 + τ
′ and t2 + τ ′.
Simulations
From an initial state of the system, all following events are sampled using the distri-
bution functions α(τ), β(τ), γ(τ) and ψ(τ ′). The times for these events are organized
in a priority queue so that only changing droplets’ states contributes to computational
costs. At each simulation step, the earliest next event from the event list is selected,
removed, verified and then executed by modifying the simulation data structure.
Subsequently, all possible events for the modified droplet are inserted into the event
queue. Events have to be verified to check if the situation of the droplet they concern
has not changed in the time between issuing the event and the current simulation
time. An event belonging to a droplet can for example become outdated if another
droplet triggers it into an early excitation or if it is stimulated from outside the system
to input data or to simulate noise. Therefore, less active or inactive parts of droplet
networks do not require high computational efforts. The computational complexity
of simulating a network of n droplets for a time t scales with O(t · n · log(n)). The
factor n is due to the increase in the number of events with more droplets while the
logarithmic factor results from modifying the priority queue. Our simulation software
can be freely downloaded from the website2.
Representation of Droplet Networks
Generally for our simulation system, an arbitrary graph structure can be used to
define the connections between different droplets. This graph does not need to have
a two or three dimensional embedding, such that we are free to explore arbitrary
2www.neu-n.eu
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droplet network topologies.
For us, in analogy to an undirected graph G = (V,E) which is defined by the tuple
of its vertices and edges, a droplet network N = (D,E) is defined by the tuple
of its droplets D = {d1, .., dn} and its connectivities or edges E ⊆ D × D. Each
droplet di can be one of the droplet types as defined in Section 2.2: di ∈ D =
{dNorm, dLowEx, dSlow, dIn, dOut}.
In simulation as well as in laboratory experiments, droplets will many times be ar-
ranged in two-dimensional m × n grids, such that a matrix-like description of the
droplet network becomes convenient:
N =

d1,1 d1,2 · · · d1,n





dm,1 dm,2 · · · dm,n

This description implies that adjacent droplets in either a Moore- or Von Neumann
neighborhood are considered to be connected without explicitly mentioning the edges,
i.e. di,j is connected to another droplet dk,l iff |i− k|+ |j− l| ≤ 1 for a von Neumann
neighborhood or iff |i− k| ≤ 1 ∧ |j − l| ≤ 1 for a Moore neighborhood.
Spatial Discretization
An intuitive discretization of space might be to choose one discrete droplet per po-
sition in Figure 2.3a, i.e. six droplets, such that the larger droplets are divided into
smaller sub-compartments. In this case, this approach would not reproduce the ob-
served wave dynamics:
Observing the experimental system in Section 2.3, the time required for excitation
waves to pass from one position di to an adjacent one di+1 is in the same order of
magnitude as the oscillation period. More importantly, the wave propagation time is
larger than the refractory period of about seven seconds. This means, the actually
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travelling excitation waves can be hidden in the signal transmission times of the dis-
crete model. Then, an excitation wave can pass from one sub-compartment to another
via the signal transmission delay, even if there is another excitation wave moving in
the opposite direction, which would actually annihilate the first wave in the real or
differential equation systems. Furthermore, cyclic oscillations can form between two
sub-compartments when two abstract oscillations move in opposite directions without
canceling each other out. By subdividing droplets into smaller sub-compartments, we
can choose the spatial discretization so fine that the signal propagation time τ ′ be-
comes smaller than half of the smallest refractory period. This resolves the problem:
Any excitation started from sub-compartment di at time t0 will not arrive at sub-
compartment di+1 before t0+ τ
′. When sub-compartment di+1 is now sending out an
opposed excitation at t0+ τ
′− ϵ, shortly before the first wave hits, di+1 will clearly be
refractory. The opposed wave will hit the first sub-compartment di at the earliest at
time t0+2τ
′−ϵ, which is still before the first sub-compartment di leaves the refractory
state again.
So we divided the positions up into few smaller sub-compartments, such that the
wave propagation times for the smaller compartments are shorter than half of the
refractory times as displayed in Figure 2.6. Hence we represent the real system of
four droplets with a system of 33 discrete sub-compartments. Each of the positions
from Figure 2.3a is replaced by a set of four to six sub-compartments for the gradual
signal transmission, another two to represent the signal transmission properties of
the lipid bilayer and one more sub-compartment to record the excitations at the
centers of d1 till d6. The lipid bilayer representing sub-compartment are shared by
two adjacent positions and are replaced by sub-compartment of higher excitability in
the case of the contact region between positions (d2, d3) and (d5, d6), where no bilayer
is present in the experiment. For the sub-compartment representing medium, we
used a refractory time of six seconds, while using seven seconds for the lipid bilayer
representing sub-compartment.
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Figure 2.6: Mapping from the physical droplet system into the model composed
of sub-compartments. While the upper part of the figure represents the physical
droplet system as displayed in Figure 2.3, the lower part represents the discretization
into homogeneous and discrete sub-compartments. Here, the white compartments
represent the actual BZ medium between the observed positions and simulate the
gradual propagation of excitation waves. The colored compartments are not delaying
the wave propagation but are used for varying excitabilities and for observation. We
use the blue sub-compartments to represent the droplet borders with their potentially
higher excitability threshold that can lead to trigger waves spreading through the
medium but not propagating over the lipid bilayers as observed in Section 2.3. The
red droplets are the analogues to the blue droplets, representing the medium at the
center of the large droplets. Green droplets represent the positions d1 ... d6 and are
introduced into the model for observing the states at these positions.
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Discrete-Event Model Instances
To demonstrate the capability of the discrete-event model to reproduce the qualitative
system behavior, we show the two most prominent behaviors of the BZ droplet system
presented in Section 2.3. To instantiate the discrete-event model in this case, we need
to provide the distribution functions α(τ), β(τ), γ(τ) and ψ(τ ′). In consistence with
the differential equation models introduced before, we will only use deterministic
transition functions by using the Dirac delta function δ(τ − τ0). The τ0 values will
then be chosen as the timing parameters that are known from the experiments (c.f.
Section 2.3) or could be determined from the ordinary differential equation models. In
spite of the deterministic functions chosen here, it would also be possible to sample the
phase transition times for example from Normal distributions, which would require
the variances as further parameters though. We know that the concentration of the
activating species HBrO2 is noticeably high only for a very short period of time from
the ordinary differential equation modeling in Section 2.4.1. Hence we simplify the
excited phase to a single point in time, switching from the responsive to the excited
and to the refractory behavior instantly by setting β(τ) = δ(τ − 0). The transition
functions for the discrete-event model sub-compartments as we are using them here
are summarized in Table 2.3.
First, we simulate the dominance of the trigger waves, generated at position d1 around
experimental time 1000 s, over the remaining system in Figure 2.7. In simulation
and approximately also in the real system, all signals are oscillations with the same
periodicity as d1 but with a shifted phase.
As second instance of the discrete model, displayed in Figure 2.8, we decrease the self-
excitation period of position d3 down to 6.7 s. This value is close to the oscillation
periods observed between experimental times 1000 and 1200 s when a spiral wave
dominates position d2 and d3. Furthermore, the oscillation frequency is below the 7
s refractory period that we chose for lipid-bilayer droplets, resulting in blocking at
least every second trigger wave. It means that the dominance of the trigger waves
from position d1 is interrupted for positions d4 till d6. Instead these upper droplets
are controlled by every second spiral wave that can pass into the third droplet at
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Parameter τ0 in δ(τ − τ0) for distribution:
α(τ) β(τ) γ(τ) ψ(τ)
length of phase: responsive excited refractory transmission
d1 0 s 0 s 8 s 0 s
d2, d3, d5, d6 9 s 0 s 6 s 0 s
d3 normal 9 s 0 s 6 s 0 s
d3 spiral 0.7 s 0 s 6 s 0 s
lipid bilayer droplet 8 s 0 s 7 s 0 s




















Table 2.3: Parameters for the discrete-event model used in the shown simulations.
δ(τ−τ0) denotes the Dirac delta function. The parameters are estimated from analyz-
ing the experimental data and from ordinary differential equation modeling. Param-
eters for droplet d1 are chosen with a zero responsive time since we only know that
it triggers excitations every eight seconds, but not if it would be possible to excite it
earlier. For the signal transmission times, fractions of four and six are chosen, because
the experimental droplets are subdivided into four or six smaller sub-compartments
droplets, to reduce the otherwise large signal transmission delay. For the transmission
time between position d1 and d2, we chose 10 s since no measurements were avail-
able here. Membrane sub-compartments and the lipid bilayer sub-compartments are
parameterized with different fractions between refractory and responsive time: The
lipid bilayer area seems less excitable since trigger waves that propagated through
the medium could not pass over the droplet borders in the experiments.

































Figure 2.7: Comparison of the discrete model simulation for excitable droplets with
the experimental system in positions d2 and d5 (cf.Fig. 2.3a). The data reflects the
predominant control of the trigger waves generated by the first droplet at position
d1. The time axis for the experimental data is shifted with the function t
′ = (t− 5 s)
to fit the curves of the discrete-event simulation. Furthermore, the experimental blue
channel intensity is scaled to fit the interval (0, 2) that is used by the discrete-event
simulator to indicate the states responsive, refractory and excited with 0, 1 and 2
respectively. No further scaling of the time-axis was applied.

































Figure 2.8: Comparison of the same simulation and experimental data as in the
previous figure, but now at a later time-interval showing the effect of faster spiral
waves in positions d2 and d3 on the remaining system. Since the system is modeled
at time 1000 s but the related system behavior is found around time 1200 s, the time
axis for the experimental data is rescaled with the function t′ = (t ∗ 0.95 + 57.5)
to compensate for the lower oscillation frequency at this slightly later time of the
experiment.
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position d4. If the period of the spiral waves was a bit longer, every second wave
would not have arrived fast enough to stop positions d4 till d6 from self-excitation.
This effect can be observed in the video (Supplementary file 1) around time 1300,
when self-excitation appears in the upper droplets.
2.5 Modeling of Sub-Excitable Droplets
Also sub-excitable BZ droplets were modeled using partial differential equations to
design small networks implementing logic and arithmetic functions that could later
be used as building blocks for larger systems [Hol11a]. Because the droplets explained
here are experimentally realized as light projected in the shape of circles, they are
referred to as discs in this section.
Logically symbolic waves are able to traverse the network modulated by interaction
with pathways and other waves. The disc interior can be exploited for free space
collision style reactions [Ada02b] where the pore loci and efficiency can compartmen-
talize the resulting reaction [Ada11b]. Circuits have been created from logical sub
assemblies in orthogonal and hexagonal networks [Hol11a, Ada11b]. The functional
density can be increased when including more variations in relative disc size, pore
efficiency and connection angles [Hol11a].
Disc designs have been simulated on a two variable version of the Oregonator model [Noy72]
as a model of the BZ reaction [Zai70, Zha73] adapted for photo-sensitive modulation
of the Ru-catalyzed reaction [Kuh86] similar to the partial differential equation system
described in Section 2.4.2 Use of a photo-sensitive adapted version of the Oregona-
tor model permits a simple migration from simulation to experiment. Circuit de-
signs from the simulation can be projected directly onto an actual photo-sensitive BZ
medium [Hol11b]. Numerical simulations are achieved by integrating the equations
using the Euler-ADI3 method [Pre92].
Contrasting previous logic gates and composite circuits designs using the BZ sub-
strate, for example [To´t95, Ste96, Mot99, Gor09], Figure 2.9 presents an example for
3Alternating direction implicit method.
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logic elements that can be created using nothing other than interconnected BZ discs.
Wave fragment flow is represented by a series of superimposed time lapse images (un-
less stated otherwise). To improve clarity, only the activator wave front progression
is recorded.
Next to logical AND, NAND and NOT gates, both for adaptive behavior in natural
and synthetic computation is memory. It allows animals and machines to build an
internal state independent from the current external world state. We present an
example 1 bit volatile read write memory cell constructed entirely with BZ discs.
Independent but similar to previous designs [Mot99, Mot01] in so much that the
existence or absence of a rotating wave represents the setting or resetting of 1 bit of
information.
When two BZ waves progress in opposite directions around an enclosed channel, loop
or ring of connected discs, then at some point the two opposing wave fronts will meet
and are always mutually annihilated. Nevertheless, if a unidirectional wave can be
inserted into the loop then that wave front will rotate around the loop indefinitely4.
Furthermore the rotating wave can be terminated by the injection of another asyn-
chronous wave rotating in the opposite direction. Opposing inputs into a loop are
analogous to a memory set or reset. Reading the state of the cell without changing
the state can be achieved by connecting another output node where a stream of pulses
can be directed to modulate other circuits [Gor03] (Figure 2.9).
The loop and a unidirectional gate (diode) are the two key constructions of this type
of memory cell. Unidirectional gates in BZ media have previously been created by
exploiting asymmetric geometries or chemistry on either side of a barrier [Agl96]. An
alternative design is possible however using discs connected with different apertures.
The operation relies on the relationship between the wave expansion and the angle
of the connection. Fine control of the wave beam would in theory allow other angles
of connectivity [Ada11a] and other functions.
4For as long as the chemical reagents can sustain the reaction.
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(a) (b)
Figure 2.9: Memory cell with additional diodes on the cell inputs. Two additional
angled diode junctions are added to each of the input discs (a & b). This prevents
a reverse wave flow back down either of the inputs. An example output disc is also
connected (top left). (a) Wave insertion at (top right) a input node results in a
persistent counter-clockwise wave. Reverse wave flow down the opposing (bottom)
input is blocked by an angled diode junction. (b) Simultaneous a & b inputs produce
one output pulse c and annihilate wave rotation. Figures by Julian Holley (2011),
Bristol.
2.6 Conclusions
In this chapter, a summary on current techniques of modeling compartmentalized
excitable media was presented and exemplified with lipid covered droplets of Belousov-
Zhabotinsky BZ medium swimming in oil. The techniques are accompanied by an
experimental system of four droplets and the analysis of their behavior over a time
period of about 48 minutes, during which we registered about 300 oscillations waves.
Starting from a non-spatial ordinary differential equation model, a spatial perspective
is reviewed in the partial differential equation models. Then, spatial and temporal
discretization to speed up simulation studies using cellular automata is discussed.
Finally, in the Sections 2.4.4, an event-based model is proposed to achieve higher
timing precision while preserving the efficiency for the investigation of large systems.
Even though we show the qualitative reproduction of the systems behavior with the
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discrete-event model, there are some effects that are not yet covered by this approach.
Most obviously, the real-world oscillation periods are increasing over the experimental
times up to a factor of about three. This is neither covered by the differential equations
nor by the discrete droplet models. While we are currently working on extending the
differential equation systems to include this effect, it might in principle be easier to
reproduce this effect in the more phenomenological event-based systems by adding the
global time t as another parameter, such that the probability distribution functions
look like α(t, τ), β(t, τ), γ(t, τ) and ψ(t, τ ′). Furthermore, the dispersion relation
[Kee86, Ger90] is another currently neglected effect, meaning that excitation waves
move faster when the medium had more time to recover after the previous excitation.
Here partial differential equation approaches already capture this effect but it would
also be possible to have a signal transmission function ψ(τ ′) that would consider the
droplets excitation history.
Observing the experimental data of Figure 2.3c, it becomes clear that a certain level of
noise is part of the system, even though some quantum of the noise will also be due to
the camera and digitization process. So we expect some uncertainty about the length
of the oscillation period [Ali97], about the length of its phases, about the amplitudes,
about the geometries of droplets, about the excitability of droplets and about the
connectivity between droplets. These effects are probably rather troublesome prop-
erties of the system that will make the design of robustly working droplet computers
more challenging. Consequently, a useful model of computing droplet systems will
have to consider random perturbations. Though we do not show how to estimate the
correct noise levels from the experiments here, especially the discrete models allow a
parameterization of the transition functions, e.g. by representing the fluctuations as
Gaussian probability density functions instead of the Dirac delta function.
The research on computing droplet systems should eventually lead to non-Boolean
computing and information processing systems. But for both, unconventional as
well as conventional computing approaches, the droplet models from this chapter
constitute a foundation on which further experiments are built. Even though networks
of conventional binary logic gates like in Section 2.5 and in the following Chapters
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(a) Network Schematic (b) Network Simulation
Figure 2.10: A counting droplet network as design and in simulation. Dependent on
the number of stimulated inputs, four different outputs will be excited maximally,
representing the sum of the stimulated channels. a) Schematic of the droplet circuit
using Or, High Activity and the postulated And, Repeater, Diode and Inhibition
droplet types. b) The three dimensional implementation of the network design is
shown with red droplets denoting responsive medium, while the white and blue tones
represent the excited and refractory states.
might not be the ideal application for droplet based computing, the simplicity of
writing down binary logic formulas might lead to some important applications such
as smart drugs, which could already benefit from implementing even simple logics as
hypothesized in Chapter 3.
As a simple example of a larger sized droplet system using binary logic, the “input
counter” network is shown in Figure 2.10. It encodes inputs and outputs to and
from the network through the absence or presence of excitations. It discriminates be-
tween zero, one, two or three inputs that are stimulated independently. In response,
it should always stimulate exactly one out of four possible output lanes maximally,
dependent on the number of activated inputs. The connectivity of the network is
displayed in Figure 2.10a and leads to the 3d structure of the network that is dis-
played in Figure 2.10b when fed into the simulator. Noticeably the schematic graph
uses droplet connections that cross over, effectively necessitating a three dimensional
implementation of the droplet system that we cannot yet produce experimentally.
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Chapter 3
Evolution of Droplet Computers
and Signals
In this chapter, evolutionary algorithms [Fog66, Rec71, Sch75, Hol75, Koz89, Fog94,
Bey02, Wei02, Eib08] are considered as a mechanism to generate droplet network
designs as well as to infer adequate symbol representations when building logic gates
or pattern discriminators from droplet networks. Given an optimization problem,
an evolutionary algorithm selects good individuals in a population of solutions that
changes over time via genetic operators. Starting from a randomly generated popu-
lation and guided by the fitness function, after several generations, the evolutionary
algorithm returns an approximating solution to the problem. The use of evolutionary
algorithms to design logic gates and circuits has been studied in various contexts,
e.g., in the context of genetic programming [Koz89], evolvable hardware [Mil00a] and
Cartesian genetic programming (CGP, [Mil00b]). For generating artificial neural net-
works, evolutionary computation was already used to find suitable parameters and
structures [Fog90, Bee92, Cli93, Yao97]. Also in the context of excitable media, 2D
cellular automata have been evolved to fulfill binary logic fitness functions [Sto08].
These two dimensional designs are related to the mostly planar droplet network graph
structures that can so far be generated in laboratory experiments, as reviewed in
Chapter 2.
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Here, it is not the aim to generate a single droplet network design that could act as
a universal computer, solving any kind of computable problem. Instead, it appears
feasible and useful to build droplet devices that compute results for particular problem
instances in the sense of Zauner’s anti-universal machines [Zau96]. Nonetheless, given
a problem instance, input data needs to be specified in some way. This could either
happen through the initial state of the droplet system or during the run time, most
probably through external stimulation of certain droplets. As outlined in Chapter 1 in
Figure 1.4, it is an important design decision which encoding, i.e. which abstraction
and concretization function, is used to feed inputs into the droplet network. Most
probably the optimal encoding will depend on a number of factors like the type of
task, the number of used symbols, parameters of the computing substrate, the applied
quality measure, and how much computation can be done outside the droplet network
to generate and to interpret the encoding. Finding the symbol encoding together with
a suitable droplet network will be the focus of the following Section 3.1 that coarsely
follows the publications [Gru12, Esc13]. Then, the later Section 3.2 will summarize
finding an implicit generative encoding [Hor01] for the physical design of a droplet
network with a fixed input encoding, resulting from Alexandra K. Diem’s Master’s
thesis [Die12a].
3.1 Network - Symbol Co-Evolution
Several evolutionary computation approaches are investigated as a mechanism to
“program” networks of excitable chemical droplets. For this kind of system, a task
is assigned while concentrating on the characteristics of the signals representing the
input and output symbols. Given a Boolean function as target functionality, 2D
networks composed of 10×10 droplets were considered in our simulations. Three dif-
ferent set-ups were tested: Evolving network structures with fixed on/off rate coding
signals, co-evolution of networks and signals, and network evolution with fixed but
pre-evolved signals. Evolutionary computation served in this work not only for de-
signing droplet networks and input signals but also to estimate the quality of a symbol
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representation: It is assumed that a signal leading to faster evolution of a successful
network for a given task is better suited for the droplet computing infrastructure.
Results show that complicated functions like XOR can evolve using only rate coding
and simple droplet types, while other functions involving negations like the NAND
or the XNOR function evolved slower using rate coding. Furthermore, symbol rep-
resentations were discovered that performed better than the straight forward on/off
rate coding signals for the XNOR and AND Boolean functions. To conclude, this
approach is suitable for the exploration of signal encoding in networks of excitable
droplets.
While it is clearly possible to rebuild basic and combined logical gates in excitable
chemical media [Hol11b], this might not necessarily use the capabilities of unconven-
tional computers to their greatest extent [Gen12, Ste12]. Nonetheless, in this section,
we will evolve droplet networks fulfilling basic logical functions because of their sim-
plicity while exploring the impact of different input symbol encodings. So the focus
is not mainly on the evolved functionality but rather on the varying difficulty of the
evolution process. Additionally we also investigate the symbol representation in order
to discover an adequate and efficient interpretation for them.
Since we cannot influence the amplitude of the excitation spikes, a list of times at
which we excite particular droplets should contain all the information that is available
to the computing droplet system. Nonetheless, different features of this list of excita-
tions might be of more or less importance. From neuroscience we know for example
the coding techniques rate coding, population coding and temporal coding [Bro04].
In the case of rate coding, the (averaged) oscillation frequency is used to distinguish
different meanings while the exact timing of the spikes would be ignored. Population
coding on the other hand would mean that the activity of different sub-populations
of droplets denoted different meanings. For temporal coding, the precise timing dif-
ferences between excitation spikes are utilized as information carrier. These coding
schemes might be candidates for excitable droplets as well.
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3.1.1 Methods
Self-Exciting Droplets
In this study we use the droplet simulation model that was explained in Section
2.4.4 with the following parameters: normal droplets dNorm as well as input and
output droplets are modeled with an expected oscillation period of 16 s, which is
composed of 10 s responsive time τres, 1 s excited time τex and 5 s refractory time
τref . Signal propagation delays τprop are 1 s. The exact timing parameters for each
phase are sampled using normal distributions with a standard deviation of 0.05 s
around the mean values given before. Less excitable droplets dLowEx use the same
timing distributions but require at least two adjacent droplets to be excited at the
same time to trigger an excitation.
We also use variations of the model for less excitable droplet types, such that at
least two concurrent excitations are necessary to trigger a droplet into an earlier
excitation. Furthermore, to allow for a richer dynamic behavior, we decided to include
one more droplet type that would oscillate slower. The different oscillation period
can be achieved by differently composed BZ mixtures. In this case, all timing mean




We perform in silico experiments of droplet networks in a 10 × 10 grid of simulated
droplets that are connected in a Moore neighborhood of radius one, such that all
directly adjacent cells can excite each other as explained in Section 2.4.4. These
geometric properties of the networks were chosen based on the size of networks that
can presumably be achieved experimentally by our collaboration partners in the near
future. Up to four different kinds of cells are used, which represent empty cells, normal
droplets, droplets of lower excitability and droplets with longer oscillation periods.
Furthermore, there are two fixed input droplets and two fixed output droplets defined
on the network grid. They can be used to dynamically feed a stream of excitations
into and out of the droplet network. The positions of the input and output droplets
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are fixed to arbitrary values, coarsely in the middle of the left and right hand sides
of the grid, as visualized in Figure 3.1 (a).
Signal Encoding
When representing binary signals by rate coding, we stimulate droplets as much
as possible for a symbol ’1’ and not at all for a symbol ’0’. When droplets are
maximally stimulated, the oscillation time will be τex + τref = 6 s. Normal droplets
that are left alone do not stop oscillating but their frequencies are lower with periods
of τex + τref + τres = 16 s.
To allow more complex symbol representations, we use a timing pattern that deter-
mines which input droplet is stimulated from the outside at which times as visualized
in Figure 3.1 (b). We divide the length T of the stimulation pattern up into m small
intervals {I1...Im}, each of the length △t = Tm . Hence, interval Ij is defined between
the times (j−1) ·∆t and j ·∆t. Considering a single droplet only, we define a pattern
S(1) as a Boolean vector, which states if the droplet is stimulated in the interval Ij or
not. To describe meaningful symbols, ∆t should be small in comparison to a droplet’s
oscillation period, resulting in a fine temporal resolution. Meanwhile, the total length
T of the symbol should probably be long in comparison to the droplet’s oscillation to
allow symbols to consist of more than a single excitation.
S(1) = (aI1 , aI2 , ..., aIm)
ai ∈ {0, 1}, S(1) ∈ {0, 1}m, m ·∆t = T
Because typically more than one input will be used, multiple droplets will have to
be stimulated, e.g., both inputs for an XOR gate. Furthermore, thinking about
population coding, a single symbol like a logical ’1’ could affect multiple droplets with
individual stimulation patterns. In contrast, for the sake of redundancy, a common
stimulation pattern might be supplied to multiple droplets. Here we use the notion of
the droplet channel ci to signify a set of droplets that receives the same stimulation
pattern Sci(1). Two droplet channels ci and cj could now either be used as components
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(a) Droplet Network (b) Input Symbol Representation
Figure 3.1: Illustration of network- and symbol individuals used in the evolutionary
algorithm: (a) Rendering of an evolved 10×10 droplet network instance. Each square
represents a droplet on a two dimensional array. Not all positions of the array are
filled with droplets. Horizontally, diagonally and dark gray circles represent normal,
less excitable and long period droplets, respectively. The input droplets (di1, di2)
and output droplets (do1, do2) on arbitrarily fixed positions are indicated by arrows.
Touching droplets can excite each other, defining the connectivity for the droplet
simulation. (b) Example of two symbols that evolved together with a network instance
to realize the XOR function. The lower row of the image represents symbol ’0’ while
the upper row represents symbol ’1’. Time advances left to right over 100 frames
with a time step of 0.5 s, leading to a total length of 50 s per symbol. The input
droplets are stimulated only in the intervals that are represented by black vertical
bars and are left alone where the white vertical bars are rendered. The symbols are
fed into the droplet network repeatedly, recapitulating the stimulation pattern every
50 s. At least three oscillation cycles are completed per symbol repetition because
the simulated droplets’ self-excitation periods are around 16 s. Since droplets are
modeled with refractory times, not every white stimulation bar will actually lead to
an excitation in the droplet but can as well be disregarded in the droplets refractory
phases, especially when two excitations follow each other closely.
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Input




Identity 0 0 0 1 1 0 1 1
OR 0 1 1 1
AND 0 0 0 1
NAND 1 1 1 0
XOR 0 1 1 0
XNOR 1 0 0 1
Half-adder 0 0 1 0 1 0 0 1
Table 3.1: Boolean functions that were used as fitness criteria in evolution. Two
input and up to two output channels were used.
of a single symbol or as independent inputs. Nonetheless, in the experiments shown
in this work, a symbol will only consist of a single droplet channel.
For stimulation patterns that are composed of many channels C = {c1, c2, ..., c|C|},
we can extend the pattern definition S(1) to an array S(|C|) that stores the activation
state aci,Ij of each channel ci ∈ C for each interval Ij:
S(|C|) =

ac1,I1 ac1,I2 · · · ac1,Im





ac|C|,I1 ac|C|,I2 · · · ac|C|,Im

Task Definition
To evaluate the quality of a droplet network and of different symbol encodings, we
define Boolean functions that should be fulfilled in terms of their truth tables. As
displayed in Table 3.1, we tested seven different functions with up to two input and
output channels.
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Fitness Evaluation
Ultimately, the aim of these experiments is to find symbols that can be used by the
network internally as input as well as for output. But to evaluate the fitness of a
droplet network for binary operations using arbitrary symbols, a metric that deter-
mines the similarity between an input symbol and a recorded output excitation stream
would be necessary. As discussed later in Section 3.3, choosing an appropriate metric
is not trivial. Consequently, we are evolving complex symbol representations to feed
into the network but we do not yet expect the network to reproduce these complicated
symbols as outputs. Instead we use simple rate coding for the outputs: high activity
is interpreted as symbol ’1’ and low activity as symbol ’0’. Here again, as for the rate
coding input, high activity means droplets are entering the next oscillation cycle very
shortly after leaving the refractory phase, resulting in a high spike frequency. Low
activity, in contrast, means that droplets are rarely triggered into early excitations
by their neighbors and mostly self-excite, resulting in a low spike frequency.
The evaluation is divided into distinct phases p by assigning each combination of
input symbols to one phase, resulting in four phases for two binary inputs. Then,
for each phase, we analyze the output droplet channels, i.e., the activity on the
designated output droplets, for their similarity to an expected output: for each phase
p, the system is simulated with the appropriate input signals for a fixed time and
the number of received excitations at the droplets of output channel c are stored in
ocp. We denote the maximal and minimal counted peak numbers as omax and omin.
The symbol that is expected at the output droplets for the channel-phase pair (c, p)
is referenced as o˜cp ∈ {0, 1} instead.
The final fitness F is influenced by two different aspects, F1 and F2, of the output
behavior. First, the normed difference between highly activated and less activated
channel-phase pairs should be maximized to allow some kind of discrimination. We
define the difference between the maximum and minimum peak numbers divided by
the maximum peak number as F1. F1 is zero if all peak numbers are equal and at
most one when the minimum value is zero. Second, the truth table should be fulfilled,
leading to a function F2. Here, the worst case channel-phase pair defines the overall
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fitness. Each channel-phase pair peak number should lie as close as possible to the
minimum or maximum peak number, dependent on the expected output o˜cp. Finally,
if a minimum discriminability is exceeded and also the Boolean function is fulfilled,
the distance between minimum and maximum rates should further be expanded.
F =

F1 if F1 < 0.2
F2 + 1.0 if F1 ≥ 0.2 and F2 < 0.9










omax−omin if o˜cp = 0
ocp−omin
omax−omin if o˜cp = 1
(3.3)
Experimental Set-Up
(a) Symbol ’0’ (b) Symbol ’1’
Figure 3.2: Evolutionary trajectory of two symbol representations over 250 genera-
tions co-evolution with a droplet network. The y-axis denotes the evolutionary gen-
eration while the x-axis represents the stimulation interval for each fitness evaluation
similar to the signal plot in Figure 3.1(b). The regularities that can be observed along
the x-axis in both graphics are not evolved regularities but result from the repetition
of the pattern: As the pattern of 100 intervals is fed into the simulator during fitness
evaluation in a repeated manner, three repetitions of the input signal are plotted over
300 time frames.
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We employed an evolution strategy of the type (8/2, 30) − ES, meaning a comma
strategy with 8 parents and 30 children, running for 250 generations where the parents
of each generation are discarded. Two parents are recombined to produce each child.
The best symbol representation of each generation of a single experiment is displayed
in Figure 3.2. For each experiment, we ran a batch of 50 evolutionary optimizations
to build mean values. In total, we conducted 35 experiments for all the combinations
of the seven target functions from Table 3.1 and the five experimental variations:
Network only evolution with three or four droplet types, network and signal co-
evolution with three or four droplet types and network only evolution with pre-evolved
symbol representations. The symbol representation for the pre-evolved signals was
taken from the co-evolution experiment that achieved the best fitness. Using four
droplet types means using empty droplets, normal droplets, less excitable droplets
and long period droplets, while the latter is discarded for the three droplet type
experiments.
For mutating the droplet network, the probability of switching an arbitrary position
is 0.05. When using four droplet types, the probabilities for changing to an empty
cell, to a normal droplet, to a low-excitability droplet and to a long-period droplet are
0.4, 0.4, 0.1 and 0.1 respectively. For the runs without the long period droplet type,






. Single point crossover recombination is
applied with an uniformly chosen position in the row-by-row linearized representation
of the droplet network. For the input signal, the probability of switching an arbitrary
position is 0.025. When a mutation occurs, the probability for generating a ’1’ is 0.1
while a ’0’ is generated with probability 0.9. Single point crossover recombination is
applied with an uniformly chosen position.
3.1.2 Results
Small droplet systems of up to 100 droplets were arranged by means of evolutionary
algorithms to satisfy the Boolean functions Identity, OR, AND, NAND, XOR, XNOR
and half-adder. Based on differentially fast fitness increase, some target functions are
easier to evolve than others (cf. Figure 3.3). As observed in [Ada09], the reason for
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(a) Network only Evolution (b) Network and Signal Co-evolution
Figure 3.3: Average fitness of population’s best individual over 50 experiments for
evolving different target functions from Table 3.1. Error bars indicate the standard
error of the mean. Generally, all fitness values are lower for the signal and network
co-evolution because of the higher dimensional search space. Exceptions are those
functions that benefit from a simple swapping of rate coding signals, i.e. the NAND
and XNOR functions.
this is partially the different problem complexity and partially the properties of the
computing substrate that favor and disfavor certain kinds of tasks. In the case of our
droplet computing, using rate coding only, the OR and AND functions evolve fastest,
followed by Identity, XOR, the half-adder, the XNOR, and the NAND function.
Nonetheless, there is a strong qualitative transition between the XOR and the half-
adder function. The mediocre fitness of the XOR network is based on the some few
evolution runs that produced high fitness XOR networks and many non-functional
ones. The XNOR and NAND evolutions using rate coding as well as the half-adder
with any coding on the other side did not lead to a single evolution run producing a
functional network.
Despite these difficulties, even a complicated function like XOR was evolved, even
for single channel rate coding signal inputs, albeit not as fast as a simple OR or
AND function (cf. Figure 3.4). Interestingly, the identity function, meaning a mere
connection between both inputs and outputs, is not a simple task compared to AND
or XOR when co-evolving input signals (cf. Figure 3.3). Apparently co-evolving
networks and symbol representations for the identity function is almost as hard as
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evolving the half-adder. While using rate coding, in contrast, the identity function
evolved faster than the XOR function. Evolution with and without the third droplet
type with long oscillation periods did not significantly change the speed or final quality
of the evolution process.
A network successfully implementing the half-adder functionality did not evolve in
our experiments so far. The reason for this is most probably the difficulty of crossing
over two connections in the two dimensional lattice of droplets. A half-adder network
could be implemented by an XOR gate together with an AND gate, each of which
evolved comparatively easy. But to construct the half-adder from the two gates, both
inputs would have to be available to each of the gates. Thus at least one of the input
signals would need to cross over another one. While we do not exclude the possibility
of a signal crossing over another one given a suitable construction of a droplet system
and a fitting symbol encoding, we did not observe such a system in our experiments.
At least when trying to evolve a rate coding identity function with two inputs and
two outputs while crossing over the outputs, the fitness dropped dramatically, such
that no satisfying solution has evolved.
Shown in Figure 3.5, at least in the case of the AND and XNOR functions, pre-
evolved signals exist (cf. Figure 3.6) that are clearly leading to a faster evolution of
droplet networks than simple rate coding. Here droplet networks and signals were
originally co-evolved. Then, one of the best evolved symbol representations was used
consistently through a full network-only evolution run.
The evolved symbols look similar (cf. Figure 3.6 (a)) to rate coding signals but
most probably allow for a better synchronization of arriving spikes. While a single
activation peak remained for the ’0’ symbol, it had no obvious influence on the fitness
of the symbol. The synchronization of spikes seems to be important considering
that a low excitability droplet is only activated by other droplets, when two spikes
arrive in a narrow time window. The length of the window used in our experiments
was one second. So while a constant activation, using rate coding symbols, leads
to the highest frequency of spikes in the input droplets, the phase of both input
droplet oscillations can randomly drift and is dependent on the initial conditions.
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Figure 3.4: Activity plot of an evolved XOR network using different stimulations at
the red input droplets on the left side of the network. The nodes in the network
represent input droplets (red), output droplets (blue), normal droplets (gray) and
less excitable droplets (green). The arrows in the picture describe the impact of other
droplets for the excitations of each droplet. While a strong loop arrow on top of
a droplet means that the droplet mostly self-excited, an arrow from a neighboring
droplet means that it was excited by this neighbor many times. While an input of
(0,1) or (1,0) leads to a cyclic propagation of pulses through the network in either
clockwise or counter-clockwise direction, no excitation at all (0,0) or full stimulation
(1,1) results in pulses that propagate from the left to the right. The cyclic propagation
results in a higher total spike rate arriving at the blue output droplet as thinner self-
excitation loop on top of the output droplet can be observed. Hence, the droplet
network fulfills the function of an XOR gate when used with rate coding inputs.
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Figure 3.5: Average fitness of populations’ best individual over 50 experiments for
evolving the AND function using rate coding, co-evolution and pre-evolved symbol
representation. Error bars indicate the standard error of the mean. For the rate
coding and co-evolution experiments, two curves are plotted: The corresponding
simulations ran with and without the long period droplet types, but no significant
difference was observed.
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(a) Evolved AND Symbols (b) Evolved XNOR Symbols
Figure 3.6: Evolved symbol representations for the AND and the XNOR functions
that performed better than rate coding. (a) While the AND symbol looks very similar
to rate coding symbols, there is one peak included for symbol ’0’ that might serve as a
helper for synchronization. (b) For the XNOR signals, both symbols are represented
by a series of about 30 seconds activation followed by ca. 20 s rest. The difference
between both symbol representations could be either in the shift of the active phases
of about 10-20 s or in the exact pattern of each signal.
When using a slightly lower activation rate instead, the phases of both input droplets
are controlled by the stimulation, leading to a higher number of concurrent spikes
arriving at low excitability droplets. This, in turn, leads to a higher influence of the
low excitability droplets on further droplets in the network. We tested an evolved
droplet network and stimulated it with a rate coding symbol, a co-evolved symbol
and with an additionally engineered symbol. The engineered symbol includes no
stimulated at all for symbol ’0’ and regular spike every seven seconds for symbol ’1’.
With this spike pattern, the engineered symbol reaches very similar input and output
average spike rates compared to the evolved symbol. The measured spike frequencies
are summarized in Table 3.2.
A further extreme rise in evolution efficiency was observed for the NAND function.
However, this is most probably only due to a crosswise substitution of the signals for
symbols ’0’ and ’1’, such that the problem is reduced to a rate coded OR function.
Functions that involve a mapping from symbol ’0’ to low activity like the XNOR,
and NAND functions seemed more difficult with pure rate coding. This problem
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Average Spike Frequency [spikes/second]














0.064 - 0.067 0.64 0.064 - 0.066
Table 3.2: Summary of the spike frequencies measured in an evolved AND network
when stimulated with rate coding, evolved and an engineered symbol input. The
engineered symbol did not produce any stimulation for symbol ’0’ and a regular spike
pattern of a spike every seven seconds for symbol ’1’.
of inverting signals should easily be resolved when using multi-channel symbol rep-
resentations that would supply a high and a low activity channel for each symbol.
Problems that did not benefit significantly from pre-evolved symbol representations
were the OR, the XOR, the Identity function and the half-adder. Nonetheless, the
pre-evolved symbols never led to worse evolution trajectories in our experiments.
3.2 Self-Assembly of Droplet Computers
Using the architecture of computing droplets that was introduced in Chapter 2 and
the idea of DNA single strands attached to lipid vesicles to mediate the vesicles’
interactions [Had10], we studied how to derive simple self-assembly programs pfc
for computing droplet networks via evolutionary algorithms [Fog66, Rec71, Sch75,
Hol75, Koz89, Fog94, Bey02, Wei02, Eib08]. Here we use an implicit encoding of
the droplet networks that should combine the potential advantages of generative
encodings [Hor01] with the long-term objective of finding computing structures that
can self-assemble without external help that would place specific droplets in specific
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positions. Most parts of these results were generated in the scope of the Alexandra
K. Diem’s Master’s thesis [Die12a] and presented at the ECCS conference [Die12b].
Following the notation from Section 1.3 in Figure 1.4, the abstract computation fc
that should be realized here is a classification task of a real-valued input vector from
R8 to a binary malign/benign state. Training and verification data is taken from the
“Breast Cancer Wisconsin” data set of the Proben1 benchmark problem set [Pre94].
Such a computation fc will be implemented by first assembling a two dimensional
network of computing droplets following an evolved set of rules, by then simulating
the resulting droplet network in our simulation environment DropSim as explained
in Section 2.4.4 and by finally interpreting the activity in a particular droplet as the
frequency coded output. The implementation of the computation, pfc , is specified by
the set of droplet types, their quantities and the list of possible interactions. Hence
the assembly step is tightly interwoven with the actual signal processing function of
the network.
The assembly of a network N is conducted on an m × m rectangular grid, where
m = 20, from a given set of droplets D and the empty droplet dϵ as explained in
Section 2.4.4. This leads to the huge search space of |D + 1|400 possible networks.
N ∈ (D ∪ dϵ)(20×20)
An instance of these networks is chosen by “growing” a network from a random seed
droplet d0 ∈ D and by then successively adding adjacent droplets di from D. The
assembly is controlled by an evolved table of rules A ∈ {0, 1}|D|×|D|, where Aij = 1
iff droplet type di can attach to droplet type dj. Because Aij = Aji, the size of the
genotype is then 1
2
|D| (|D| + 1). An exemplary instance of a set of assembly rules
and the resulting droplet network is shown in Table 3.3 and Figure 3.7. Please note
that, even if Aij = 0, the final graph may contain adjacent droplet types di and dj, if
other droplets in the proximity lead to the attachment of di or dj.
After the assembly, the grid of droplets is simulated in our droplet simulation en-
vironment DropSim as explained in Section 2.4.4. Stimulation patterns from the
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Figure 3.7: Example of a set of assembly rules and the resulting grown network
structure. The Arrows indicate the typical flow of excitations from one droplet to
another. Gray loops indicate that a droplet was self-excited before another excitation
from an adjacent droplet triggered it. The thickness of the arrays and loops indicates
the probabilities for each type excitation.
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dNorm dDirA dDirB dLowEx dIn0 dIn2 dIn2
dNorm 0 1 1 1 1 1 1
dDirA 1 0 0 0 0 0
dDirB 0 0 0 0 0
dLowEx 0 0 0 0
dIn0 0 0 0
dIn1 0 0
dIn2 0
Table 3.3: Assembly rules for an exemplary individual. The different droplet types
fulfill the following functions. CON: connector droplet, simple forwarding of signals,
DIR: one-way forwarding of signals (direction A or B), AND: forwarding of signals
only if two signals arrive at the same time, IN: input droplets (types 0, 1, 2).
Proben1 data set are fed into the system and the system’s final fitness is evaluated
dependent on the rate-coded proximity to the expected output of the classification
task. Out of the nine inputs, the third, fourth and seventh were selected by principal
component analysis [Jol02] to reduce the number of input droplets. For reading out
the results, instead of fixing a particular droplet type or position in the grid as the
output, we evaluate each droplet for being a potential output node. The averaged
fitness of the fittest node is then reported as the final network fitness. Similar to the
fitness function from Section 3.1.1, each node’s fitness is evaluated by counting the
number of spikes per simulation in comparison to the other input cases. The fitness
then is the fraction of input cases that can be correctly classified using a threshold
spike frequency oth.
From the experiments we learned that networks can be assembled that are relatively
fit to calculate our classification task fc with an accuracy of ca. 72% as shown in
Figure 3.8. The winning network is relatively small when compared to many other
networks on the 20× 20 grid as shown in Figure 3.7. Furthermore, a given genotype,
i.e. a set of assembly rules, is not guaranteed in our approach to generate fit network
instances only. Further experiments will have to show the fitness distribution of grown
networks for a given set of assembly rules.
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(a) The assembled
network.
(b) Spike activity time course. (c) Average spike frequency.
Figure 3.8: Best evolved and assembled network design for the cancer data set: In
panel (a), the assembled network is displayed together with the arrows indicating the
predominant direction of signal propagation. Differently colored droplets indicated
different chemical compositions as explained in Section 2.2. The top right yellow
droplet is used as the output droplet for the next panels. Panel (b) shows the spike
activity time courses of different simulation experiments using different stimulation
patterns from the malign (green) as well from the benign (red) classes. Summing up
the the spike activity for each experiment, the average spike frequency histogram for
both output classes is shown in Panel (c).
fr < 0.16 fr ≥ 0.16 Σ
benign 869 (TN) 251 (FP) 1120
malign 172 (FN) 258 (TP) 430
Σ 1041 509 1550
Table 3.4: Confusion Matrix showing the true and false positives and negatives de-
pendent on the average spike frequency fr. fr < 0.16 is interpreted as a malign signal
(positives), fr ≥ 0.16 as a benign signal (negatives). This results in an accuracy of
0.72, a sensitivity of 0.6, a specificity of 0.77 and a precision of 0.5. We calculated
the accuracy as (TP+TN)/(TP+TN+FN+FP), the sensitivity as TP / (TP+FN),
the specificity as TN / (FP+TN) and the precision as TP / (TP+FP) .
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3.3 Discussion
In this chapter, the evolutionary design of droplet networks and appropriate signal
encodings was exemplified. To this end, droplet networks were evolved that show the
functionality of Boolean AND, OR, NAND, XOR, XNOR and Identity gates, while
the evolution of a complete half-adder network did not succeed. We demonstrated,
that the evolution of some of the functions, i.e., XNOR and NAND networks, is only
possible when symbol encodings are co-evolved together with the network topology.
We showed that the suitable co-evolved symbols, as compared to naive rate-coding
symbols, simplify the task of finding a droplet network structure for Boolean gates,
especially in the case of an AND network.
Besides designing droplet network structures and symbol encodings, evolutionary
algorithms also served another purpose in this work: To some extent, evolutionary
algorithms also offer a measure of complexity, telling us whether a problem is simple
or hard to solve [Ada09]. Or, given two distinct symbol encodings, which of them
makes searching for a solving network structure easier.
A straight forward construction of two adequate symbols, representing ’0’ and ’1’,
might be to maximize the distance between them. The problem here is to define the
distance metric that would heavily influence the result of the maximization. Ideally
these experiments would only depend on the properties of the computing substrate
itself and not on arbitrary definitions that are put in from the outside. But most
metrics like the Hamming distance or the spike train similarity measures from neu-
roscience research [Dau09] seem sensible but artificial with respect to the computing
droplet substrate. A meaningful alternative would be to run a nested evolution of a
droplet network simulation as distance metric - the easier it is to evolve a network
that discriminates both signals, the larger the distance between both symbols. Still,
the computational efforts for a single evaluation of this kind of fitness function were
immense. This led us to the different approach of co-evolving signals and droplet
networks for simple binary problems at first. In Chapter 4 then, information theory
will be proposed as useful metric for distinguishable symbol encodings.
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Even though simple logic functions were evolved here, the automatic construction of
larger, more complex systems might be hard, especially when fitness functions cannot
provide enough gradient for the optimization algorithm to follow. The “multi-step”
fitness functions that we used in Equation 3.1 tries to focus on different aspects
of generating the network functions at different times, dependent on how close to
perfect the solution is. Additionally, since it is not generally possible to find all
non-dominated solution candidates by mapping multiple fitness criteria onto a single
scalar value, using Pareto optimization for future experiments might be an option
[Sch85, Zit04].
Generally the influence of the droplet network dimensions should be interesting - es-
pecially how few droplets can generate the sought-after behavior, what number of
droplet species are essential, is there a preferential length for droplet signal patterns
and how many input channels should be used per symbol? Also the aspect of ro-
bustness has not yet been in the focus of this chapter: Even with multiple simulation
runs per individual, we could not completely eliminate the possibility that in some
evolution runs high fitness scores were achieved accidentally, which could then not be




In this chapter, general methods are presented that can be used to explore the infor-
mation transformation process of a computing substrate, for example of a medium
composed of oscillating self-exciting droplets as introduced in Chapter 2. Networks of
Belousov-Zhabotinsky (BZ) droplets seem especially interesting as chemical reaction-
diffusion computers because their time evolution is qualitatively similar to neural
network activity. Moreover, such networks can be self-generated in microfluidic re-
actors. However, it is hard to track and to understand the function performed by a
medium composed of droplets due to its complex dynamics. Corresponding to recur-
rent neural networks, the flow of excitations in a network of droplets is not limited
to a single direction and spreads throughout the whole medium. In this chapter, the
operation performed by droplet systems is analyzed by monitoring the information
flow as explained in [Gru14] and [Giz16]. This is achieved by measuring mutual in-
formation and time delayed mutual information of the discretized time evolution of
individual droplets. To link the model with reality, experimental results are used to
estimate the parameters of droplet interactions. For example, an evolutionary gen-
erated droplet structure is investigated that operates as a NOR gate. The presented
methods can be applied to networks composed of at least hundreds of droplets.
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4.1 Introduction
Using the interactions between droplets, encoding information in excitation pulses,
classical Boolean gate logic can be constructed in experiment and simulation [Ada02a,
Hol11a, Hol11b], but also non-Boolean, e.g. graph-theory based [Ada11c] applica-
tions are being explored in the context of unconventional computing [Ada01, Gor05,
Ste12, Ban13]. Most of these information processing devices were constructed using
a bottom-up approach by a human designer and can in principle be assembled in mi-
crofluidic reactors [Thu13]. On the other hand, various networks of BZ droplets can
be generated by evolutionary algorithms [Fog66, Rec71, Sch75, Hol75, Koz89, Fog94,
Bey02, Wei02, Eib08] following a chosen fitness function, but then their information
processing regime is not known [Esc13]. The methods described in this article can be
used to predict the information processing potential of a given droplet structure or
to suggest a structure that is more suitable for a specific task.
Due to the similarities between real and artificial neurons, we also resort to established
analysis techniques known from neuroscience [Bor99, Bro04, Qui09, Vid11, Wib11]
and other fields involving complex networks, e.g. atmosphere chemistry [Sol04],
ecosystems [Sug12] or biological signaling networks [Pah08] to understand the reason
for their computational efficiency and their modes of operation. In return, any in-
novation in understanding either of these systems might also be applied in the other
complex networks related domains.
4.1.1 Challenges
Typically the dynamics of a possibly recurrent network with a vast amount of inter-
connected components are quite rich and complex [Maa02, Dit05]. This implies, that
our common, intuitive, modular, engineering perspective of the system will not be
successful any more [Ste12, Zau05b].
In contrast to human-engineered artifacts, in biological systems not even the purpose
of a particular system is known, even less the process and function how such a purpose
is realized. In biological systems, a network function is determined by evolution and
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cognitive learning. In both cases this function is hidden in the network geometry and
the interactions between its elements. In order to understand the system behavior
we require a set of filters that show and highlight different aspects of the systems.
Dynamical systems theory [Jet89, Wil10a] is one of these filters.
From a different perspective, computation equals at least for a deterministic pro-
cess “information destruction” as the data processing inequality [Lat09] in informa-
tion theory suggests. An algorithm pf that transforms the signals Sin, representing
the abstract inputs X, to the outputs Sout cannot generate new information that
was not already present in the input data: I(X,Sin) ≥ I(X, pf (Sin)), where I is
the mutual information between two variables. Consequently, computing might es-
sentially be information destruction [Lan61, Ben82, Zau05a]. Hence, another use-
ful filter for understanding computation that should be elaborated in this chapter
is information theory and information dynamics, for identifying the key compo-
nents of information processing: information transmission, modification and storage
[Sha48, Sch00, Per05, Liz08, Wil10a, Wil10b, Ros14]. While finding the places in the
network where information storage is exploited to produce results certainly is of key
importance, this concept is not in the scope of this chapter. Instead, the focus is on
information transmission and information modification here.
One further problem of unknown dynamic systems is to fix the symbol encoding
[Fri14, Sha14] when the systems should be used for computation: Different kinds of
symbol encodings can be more or less useful for information modification, storage
and transmission operations in a particular system [Esc13, Gor14]. For example in
case of Boolean operations in networks of BZ droplets, it sounds natural to assign
a high spike frequency to the symbol ’1’ and a low spike frequency to the symbol
’0’ [Gor14]. Such information coding is simple and straightforward but the other
encoding strategies, like exploiting more subtle differences in the time delay between
two neighboring droplets or the activity patterns of a whole set of droplets can be more
efficient. Nonetheless information theory allows to track information by abstracting
away the particular encoding.
Furthermore, when measuring the dependency between any two droplets, the general
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problem arises to distinguish between correlation that is generated because droplets
are independently oscillating with the same frequency but without influencing each
other, and on the other side, those droplets that are correlated because they are
actively influencing each other’s dynamics. Using simple mutual information, we
would still measure a strong statistical dependency between unconnected droplets
of the same frequency. As a trivial solution, we can combine measurements of many
experiments with different initial conditions, such that a fixed phase shift dependency
is broken. But especially in the case of chemical laboratory experiments, some of them
are hardly repeatable. Also, the mutual information is still a symmetric value, such
that we cannot determine the direction of the influence. For these reasons, we will
use time-delayed mutual information [Fra86, Per05, Jin10] instead to determine the
direction and time delay of the propagating signals, as explained in Section 4.2.3. An
alternative would be to use transfer entropy [Sch00, Sta08, Wib11], that is measured
when the past observations of a single variable do not suffice to explain its future
trajectory and when, thus, a second variable’s influence is required.
4.1.2 Overview on this Chapter
In this chapter, we show how to analyze an experimental five droplet system as well as
simulated droplet systems in the order of magnitude of 100 droplets by following the
information flow. This means on the one hand the information that is directly trans-
mitted from one droplet to another by looking at the time-delayed mutual information
between spike patterns in both droplets. On the other hand, we can investigate the
mutual information between spike patterns in particular droplets and external val-
ues like specific input classes, their combinations as well as expected outputs of a
computation.
In particular with the latter approach, we show how to highlight the synergy between
different inputs with the mutual information to the expected output of a computation.
Typically some positions in the droplet network start showing more information about
the output than all their neighbors that supply this droplet with signals. In this case,
information is combined and the synergy of the sources is exploited for computation.
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4.2 Methods
The video data from experimental observations as well as simulation records can be
analyzed with a unified information theory based analysis method. Our basic assump-
tion is, that the times of spikes contain all information on the droplet activity, i.e. the
amplitude of the spike and the behavior of the chemical medium between the spikes is
irrelevant and abstracted away. Thus we extract the spike times from the video data
of chemical experiments and, analogously, remove all remaining information that is
available from simulation experiments except for the spike times.
To begin with, we will describe our chemical experimentation setup in the next Sec-
tion, then our simulation of droplets and then the information theory based analysis
method.
4.2.1 Experimental Droplet System
In the experiments, performed in cooperation with Konrad Gizynski and Prof. Jerzy
Gorecki, we used commercially available analytical grade reagents without further
purification. The concentrations of BZ reagents were: 0.3 M sulfuric acid (H2SO4),
0.375 M sodium bromate (NaBrO3), 0.125 M malonic acid (CH2(COOH)2) and 0.04
M potassium bromide (KBr). In the experiment we used a mixture of catalysts.
The bathoferroin ([Fe(batho)3]), which concentration was 0.0015M played the major
catalytic role. To make the medium photosensitive a small amount of ruthenium
complex (Ru(bpy)3Cl2) (0.00021M) was added.
We controlled oscillations in the droplets by illumination with blue LEDs connected
to a PC. Plastic optical fibers (1.5 mm diameter) attached to the diodes allowed
to illuminate each droplet individually. Light emitting fiber tips were positioned
centrally below the corresponding droplets to limit the amount of light transferred to
their neighbors. The experimental system is drawn schematically in Figure 4.1. The
light intensity was adapted during the experiments to obtain required frequency of
oscillations for the droplets.
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Figure 4.1: The experimental setup of PC controlled diodes emitting blue light (λ=462
nm), which is transferred to each droplet separately through optical fibers. The il-
lumination is used to slow down the BZ oscillation in the droplets up to the point
where no oscillation occurs. Furthermore, the illumination can be used to set the
oscillation phase of droplets and thus also to synchronize multiple droplets. A snap-
shot showing droplets in a Petri dish is shown on the right. Drawing and Picture by
Konrad Gizynski and Jerzy Gorecki (2014), Warsaw. [Gru14, Giz16]
Blue light interacts with the ruthenium complex and produces Br– ions that inhibit
the BZ reaction. As a result, at a low illumination level the oscillation period is longer
than in a dark medium and at high illumination the oscillations are suppressed.
4.2.2 Simulated Droplet System
For the in silico studies of droplet systems, we used the stochastic, continuous time,
discrete event simulation system described in Ref. [Gru13]. In this approach, the
behavior of the chemical droplets is structured into the three phases denoted the
excited, the refractory and the responsive phase. Only in the very short excited phase,
a droplet can influence its neighbors if they are in the responsive phase. In this work
we restrict the influence to the nearest 4 neighbors on a square lattice. A signal
propagation delay is included to account for the speed of the BZ wave expansion. In
simulations we typically used oscillating droplets with period 16 s (displayed in red).
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For these droplets excited, refractory and responsive phases were 1, 5 and 10 s long
respectively. Beside of these normal droplets we considered slow and fast oscillating
droplets marked with brown color and letters (s) and (f) with periods 12.8 and 20
seconds. Moreover the studied networks included less excitable droplets (green ones),
marked with ‘&‘ that can be triggered only by two concurrent excitations at their
neighbors.
When considering a complex and interacting system of droplets, we will refer to
individual droplets as di, and to the whole droplet system as D = (d1, d2, ..., dw).
Because a two-dimensional structure will probably be reproduced earlier in laboratory
experimental setups, we will typically use planar graph structures for the droplets
networks here.
4.2.3 Information Theoretic Approach
Symbol Representation
Our basic assumption for measuring the droplet network information transmission
is that all information on the dynamics of the droplet system D is present in the
sequence of spike times. Therefore, for a given droplet system D, the dynamics can
be represented by a set of times Tsd = {t1, t2, ..., tn} for each droplet d ∈ D when
it becomes excited. We assume that, the amplitude and the exact shape of the
excitations can be neglected.
For the measurement of information, we partition the continuous-timed spike train
data into discrete symbols [Str98] as shown in Figure 4.2. Let us select the time
discretization length ∆t and define a series of m = ⌈tn/∆t⌉ time frames F1, F2, ..., Fm,
where Fi = [(i − 1) · ∆t, i · ∆t], for i = 1, 2, ...,m. For a given droplet d the binary
number aFi is defined as
aFi =
1, if ∃ tj ∈ Tsd such that tj ∈ Fi0, otherwise (4.1)
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Figure 4.2: Time discretization and extraction of spike patterns from an exemplary
spike train using the frame size ∆t = 40 s and pattern length l = 4. Diagram by
Konrad Gizynski (2014), Warsaw. [Gru14, Giz16].
Now we convert the continuous spike train Tsd of a droplet d into a binary sequence of
either zeroes or ones, resulting in the discretized spike train Sd = (aF1 , aF2 , ..., aFm) ∈
S = {0, 1}m.
Then, from whole discretized spike train Sd with m frames, we generate the patterns
Pi ∈ {0, 1}l of the pattern length l << m. The multiset of discrete patterns for
droplet d, Pd = {P1, P2, ..., Pm−l+1}, is acquired by sliding a window of length l along
Sd, resulting in m − l + 1 discrete spike patterns. The spike pattern Pi ∈ Pd is
generated from the time frames Fi, Fi+1, ..., Fi+l−1 as Pi = (aFi , aFi+1 , · · · , aFi+l−1).
For our information theoretic approach, we consider the spike patterns Pi to be the
basic symbols. That means we estimate the probability distribution over all the pat-
terns appearing in experiment or simulation as well as the joint distributions of the
patterns together with different external inputs or expected outputs of the compu-
tations. From a whole recorded or simulated spike train we estimate the probability
distribution p(Pi) for all possible spike patterns Pi ∈ Pd. For the pattern length l
4.2. METHODS 91
there are in principle 2l different patterns, but only a small subset of all possible spike
patterns do actually appear: given that ∆t is small in comparison to the oscillation
period of the droplets, most time frames aFi are zero.
In this article, spike patterns are composed from the excitations of a single droplet
d only. But we can trivially generalize the concept of spike patterns to any subset
A ⊆ D. The corresponding spike patterns for the subset A would then be generated
by building a new discretized spike train SA, such that each time frame Fi would not
point to a single value a
(d)
Fi
∈ {0, 1} for a single droplet d but to a binary number for





For a given discretization raster ∆t and for a pattern length l, the entropy of a
discretized spike train for a droplet d can be measured by the standard Shannon





p(Pi) log2 p(Pi) (4.2)
Clearly, this value does not only depend on the complexity of the spike train, but also
on the chosen length of the spike pattern [Dim00] l, on the ∆t and on the number of
simultaneously observed droplets k. So for example, when reducing the ∆t or when
increasing the pattern length l the entropy of the observed patterns increases due to
the higher number of possible patterns.
Spike Train Mutual Information
As mutual information is widely used as an indicator for correlation, it also qualifies as
a natural candidate for finding dependencies between the spike trains of two droplets
in a network. The common mutual information formulation









92 CHAPTER 4. INFORMATION THEORY BASED METHODS
or equivalently
I(Pa : Pb) = H(Pa) +H(Pb)−H(Pa,Pb) (4.4)
can directly be applied to two different spike pattern distributions Pa and Pb, where
a, b ⊆ D refer to different subsets of droplets in the network D. Here, the joint
entropy H(Pa,Pb) refers to the probability distribution of both patterns Pi ∈ Pa and






p(Pi, Pj) log2 p(Pi, Pj) (4.5)
The symmetric value I(Pa : Pb) gives the average number of bits that are known
about the spike pattern from Pa by knowing the corresponding spike pattern from Pb
at the same time.
Time-Delayed Mutual Information
Excitation waves require time to travel from one part of the droplet system to another,
so no droplet can influence another one without a time delay. In principle, excitation
waves can travel in either direction if the direction is not explicitly enforced [Szy11].
Here we assume that the signal propagation direction is mostly fixed for a specific
stimulation situation, and thus also the time delay between the spike patterns in a
pair of two droplets becomes constant. We calculate the mutual information between
the spike patterns at droplet da for all times t and the spike patterns of another
droplet db at times t+ τ∆t for a limited range of τ values by the formula:
IτTD(Pa : Pb) =H(Pa) +H(Pb)
−H(Pa(t),Pb(t+ τ∆t)) (4.6)
and call it the time-delayed mutual information [Fra86, Per05, Jin10]. Here,H(Pa(t),Pb(t+
τ∆t)) is the entropy of the joint, but time shifted, spike trains.
Assuming that one droplet is maximally influencing another droplet at a specific time
delay, we use the time-delayed mutual information to estimate the mutual information
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between two droplets and their time delay at the same time. At a time delay τ ′, when
the time-delayed mutual information is maximal, the interaction between the droplets
should be strongest. Formally, we note this assumption as:
I ′TD(Pa : Pb) = maxτ IτTD(Pa : Pb)




Note that also time-delayed mutual information is a statistical value, such that a
maximum in the mutual information at a particular time delay does not exclude
information transmissions at other time delays, even in opposite directions.
Information Between Spike Trains and External Values
Instead of correlating the behavior of a specific droplet to another droplet’s spike
pattern, we can also compare it to external values such as the input class or the
expected output class. We use the term input/output class here to distinguish the
symbol from its representation as a specific spike pattern: In this case we calculate
the mutual information of a spike pattern with the abstract input/output symbol
only. For example, when considering a pattern recognition task where low, average
and high chemical concentrations are sensed, there is no necessity of encoding a low
chemical concentration in a low frequency spike signal. Instead, the low concentration
could be encoded as high frequency or more complex spike patterns could be used,
maybe even keeping the average spike frequency constant [Esc13].
A problem definition for a function with a finite number of input cases i ∈ {1, 2, .., p},
can be given in the form of a table, where the expected output values are listed for
each input case i. An example is shown in Table 4.1 for the NOR function. Here we
denote each input or output row j of the table as an i/o-channel. Not distinguishing
between input and expected output symbols here, we might be interested in the
mutual information between any combination of them and the spike patterns found
in particular droplets. In the following, we use the symbol γ for a combination of rows
from the function definition table. For the function with two inputs and one output
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i1 i2 o1
case1 0 0 1
case2 0 1 0
case3 1 0 0
case4 1 1 0
Table 4.1: Inputs i1 and i2 vs. output o1 symbols for the four input cases of the
Boolean NOR function.
as defined in Table 4.1, γ is a subset of the inputs i1,i2 and the expected output
o1: γ ⊆ {i1, i2, o1}. Not distinguishing between inputs and expected outputs is then
useful because we can use the same formalism to analyze the mutual information of
spike trains with different input channels, output channels or combinations thereof.
To calculate the mutual information with the combination of i/o channels γ, we
first have to select an input distribution, i.e., which input cases are selected with
which probability. A uniform distribution might be most informative here because it
excludes correlation between different input channels that might be present in some
data sets. Nonetheless, in the case of the machine learning data sets from Section
4.3.2, we used the original input distribution of the data for convenience. For any
droplet d in the network, the mutual information with the combination of i/o channels
γ is then calculated as:
I(Pd : γ) = H(Pd) +H(γ)−H(Pd, γ) (4.8)
This implies, that the droplet system is observed or simulated for all the input cases
i. The joint entropy H(Pd, γ) between the input/output channel combination γ and a
spike pattern P ∈ Pd can be generated by concatenating the appropriate input/output
symbol γ to each spike pattern P . An exemplary analysis of the mutual information
values of a noise-free Boolean NOR gate is shown in Figure 4.3.
Studying simple Boolean gates in Table 4.2, we can see that the mutual information
between an input channel i1 and the output of the computation I(i1 : o1) can be
equal to 0 for example in the case of the XOR function, or can be equal to H(i1)
in the case of the NOT function. Furthermore, in the case of the OR or NOR
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Figure 4.3: Exemplary mutual information diagram of a Boolean NOR gate like it
will later be used to analyse larger droplet networks. The size of the circle sectors for
each input and output channel of the gate indicates the mutual information of the i/o
patterns Pio in the channels i1, i2 and o1 with different reference channel combinations
γ, divided by the maximum mutual information for this γ. Here, the i/o patterns
of a mathematically perfect, noise-free NOR gate are used. Three different reference
i/o channel combinations γ are shown: γ1 = {i1} in red, γ2 = {i1, i2} in green and
γ3 = {o1}. In other words, red circle sectors indicate the mutual information with
the first input channel, green sectors indicate the mutual information with both input
channels combined and blue sectors indicate the mutual information with the output
symbol. Interestingly for γ3 = {o1} (blue), the 0.31 bit of information that are present
in each input channel about the output symbol do not add up to the final 0.81 bit of
entropy in the output. Instead, only the combination of both inputs allows the exact
prediction of the gate output. In a more extreme case, for the XOR gate, a single
input value would not hold any information on the output value, without knowing
the other input value. Furthermore, the mutual information for γ2 = {i1, i2} (green)
illustrates the view of computation as information destruction, where only 0.81 bit
remain of the initial 2 bits of input information.
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H(i1) H(i1, i2) H(o1) H(i1, o1) I(i1 : o1)
ID 1 - 1 1 1
NOT 1 - 1 1 1
AND 1 2 ∼0.81 1.5 ∼0.31
OR 1 2 ∼0.81 1.5 ∼0.31
NOR 1 2 ∼0.81 1.5 ∼0.31
XOR 1 2 1 2 0
Table 4.2: Entropies and mutual informations of input and output tuples for typical
deterministic Boolean functions, measured in bits. ID here represents the identity
function, having the same information characteristics as the NOT function. Some
further properties are H(i1) = H(i2) and I(i1 : i2) = 0 by definition for two input
functions with equally distributed and independent Boolean input cases. H(i1, i2) =
H(i1, i2, o1), because all the information about the output is already present in the
input. This also implies I(i1, i2 : o1) = H(o1), if the output is at all dependent on the
input.
functions, even though there is information about the output present in each of the
single inputs already, this information does not sum up to the entropy in the output.
Hence, a synergy between the input channels is exploited for computing the output
by combining both inputs. In the extreme example of the XOR function this becomes
obvious: It is not possible to make any judgment about the output, if only a single
inputs is known.
4.3 Results
4.3.1 Information Flow in an Experimental System
The experiment discussed below was conducted as described in Section 4.2.1. From
the total recorded time evolution of five droplets of length 4505 s, we considered the
data from the time interval [1585 s, 4505 s] because only after 1585 s the initiation
procedure was completed.
The frames from the considered interval were extracted at one frame per second.
This produced a video stream of 2920 video frames. To observe the time evolution
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of oscillations in the droplets d1 till d5, arranged in a linear chain as shown in Figure
4.4, we cut the series of frames along the bright line and obtained the space-time plot
presented in Figure 4.4(b).
Bright, periodic stripes correspond to the high level of the oxidized form of bathofer-
roin and they mark the moments at which the excitations occurred. We identified 28
excitations for the droplets d1 and d4, 27 excitations for d2 and d3 and 29 excitations
for d5. The minimum observed oscillation period was 63 seconds and it increased to
190 seconds when the medium was nearly depleted.
In the initial part of the experiment the droplets d1, d3 and d5 oscillate spontaneously
as marked schematically with the white, curved lines. Self-excitation chemical waves
are initiated close to the geometrical center of a droplet and travel outwards. Initiation
at the center is related to the high concentration of activator there. Activator diffuses
to the organic phase through the lipid layer and its concentration near the boundary
is lower. When the wave reaches the connection to a neighboring droplet that is in
the excitable state then the activation occurs. In that case we observe a directional
wave visible as inclined stripes on the space-time plot, with the initiation center at
the connection point.
During the time-span of the experiment we illuminated droplets d3, d4 and d5 with a
low light intensity. As the result, the oscillation period in non-illuminated droplets d1
and d2 is shorter. After the time t = 2800s, waves originating from droplet d1 spread
out through the droplet chain, effectively controlling the oscillations of the remaining
droplets. Then, at time t = 2905s, we turned on the illumination of droplet d1,
leading to slower oscillations in that droplet. This illumination was applied until time
t = 3506 s and next it was switched off. It changed the dynamics in the investigated
network: The droplet d3 started to take control over the oscillations of the network
till the end of the illumination but was superseded by droplet d1 afterwards. We
used this changing dynamics as a source of entropy in the droplet chain and follow
the information flow from the illuminated droplets by means of time-delayed mutual
information.
For each pair of adjacent droplets, we calculated the time-delayed mutual information,
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Figure 4.4: Dynamics of the experimental droplet system. (a) A snapshot of a cou-
pled, five droplets chain observed in experiments. (b) A space-time plot obtained by
cutting the series of frames along the bright line drawn in the first panel. The slightly
curved lines, drawn above arrows, schematically represent the shape of the wave front
that is characteristic for self-excitations. The dashed line, below the arrow, indicates
a part of the experiment when the activation sequence of excitations 1→2→3→4→5
was observed. The black rectangle at the time axis marks the time interval for which
the intensity of green color at the geometrical centers of the droplets as a function of
time are plotted in Figure (c). The distance between the maxima in a selected droplet
determines the period of oscillations, whereas maxima for two different droplets indi-
cate the time shift between forced oscillations. The arrow (at Figure (c)) marks the
moment (t=2862 s) at which illumination was applied to droplet d1. The illumina-
tion was terminated at t=3484 s. Pictures and diagram by Konrad Gizynski (2014),
Warsaw. [Gru14, Giz16]
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Figure 4.5: Schematic illustration of the five droplets from Figure 4.4(a) and the
measurement of time-delayed mutual information for l = 30 and ∆t = 3s. The
droplets d3, d4 and d5 are illuminated with low intensity light and their period of
self-excitations is longer than the one for d1 or d2. Droplet d1 is controlled by the
LED. Droplet d2 is probably also influenced by illumination of droplet d1. Hence
droplets d1 and d2 control the remaining part of the droplet system. The arrows
indicate that we measured a time-delayed mutual information with the ideal delay in
frames displayed above each arrow. We measured the strongest time-delayed mutual
information between droplets d3 and d4 with a time delay of 6 frames, corresponding
to 18 s.
resulting in the directions and time delays displayed in Figure 4.5. For the pattern
length l = 30 frames and frame length ∆t = 3s we obtained entropy values of about
4.8 bits per droplet and maximal mutual information values I ′TD between 1.98 (d2 to
d3) and 2.87 (d3 to d4) bits. These measures support the observation that information
is transferred from the entropy source, the illuminated droplet d1, to the droplets on
the right.
Nonetheless, about 30 observed excitations do hardly suffice to build a probability
distribution of spike patterns, in particular, when the oscillation times are constantly
and continuously changing as the medium is aging in this example. Since the medium
is changing in a similar way for all droplets in the system, a correlation between each
droplet’s behavior might be measured. But because this correlation should be similar
for all delay values, the maximum of the information over the different time delay
values should still be a useful indicator for the actual interaction.
4.3.2 Hand-Designed Linear Classifier Network
From the point of view of information theory, real droplet experiments cover a small
number of oscillations. In the future, we plan to use microfluidic devices which should
improve reproducibility of the experiments, though. Here, further studies are carried
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out in simulation. First we will introduce and analyze a hand-designed linear classifier
network design and next we discuss an evolved binary NOR gate. Then we will show
how the information flow measures can support studying the function of network
components.
A simple linear classifying network was hand-built in simulation for classifying sam-
ples from the Proben1 [Pre94] data set. Each data record from the cancer subset is
a 10 elements vector {i1, i2, ..., i9, o} where the first 9 values, {i1, i2, ..., i9} belong to
the set {k · 0.1; k = 0, ..., 10} while the last value is the binary output class: either
benign or malign. Of the 699 samples, 458 are from the benign class, while 241 are for
the malign case. The output class entropy is ∼ 0.93 bits. For the same data set, we
already presented the evolution of a generative network description [Die12b]. But in
contrast here, we hand-designed the network with the rationale of selecting three out
of the nine input signals for which the mutual information to the expected output
class has the maximum. We found that the inputs i1, i2 and i6 combined, jointly
show a mutual information to the output class of ∼ 0.92 bits. First we combine the
two inputs with the highest joint mutual information, i2 and i6, and then combine
the result with the input i1. These three inputs are fed into the droplet network
as analogue, rate coded signals, where the value 0.1 corresponds to the lowest spike
frequency, very close to self-excitation, while 0.9 corresponds to a very high spike
frequency, very close to the highest possible spike rate.
According to Figure 4.6(a), most of the samples of class 1 are in one sector of the
input values, so a linear classification symbolized by the black line allows a correct
classification level of 94%. The droplet network design shown in Figure 4.6(b) per-
forms this task when used with an ideal, external threshold function to a similar level
of typically more than 90%, as show in Figure 4.7.
When applying random stimulation patterns at all three input nodes as entropy
sources, we can follow precisely the propagation of time-delayed mutual information,
droplet by droplet, from the inputs i1, i2 and i6 to the central less excitable nodes
and towards the output node o1 in Figure 4.6(b). Analogously, when observing the
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Figure 4.6: Test cases and hand-designed droplet network for the classification of
the Proben1, cancer data set. (a) Scatterplot of the input variables i2 and i6. To
simplify the visualization, a uniform random number between 0 and 0.05 is added to
the discrete input coordinates i2 and i6. Obviously a relatively accurate classification
can already be achieved by a linear combination of i2 and i6 as indicated by the
black line i6 = −1.521.27i2 + 1.241.27 . (b) Droplet network design for classification, showing
the information flow when randomly stimulated at the input nodes i1, i2 and i6.
Spike train discretization with ∆t = 0.5s and a pattern length of l = 45 frames
was used. The maximum entropy per droplet was 9.88 bits, the minimum 5.33 bits.
The maximum time-delayed mutual information was between 1.49 and 8.78 bits.
Differently colored circles represent different droplet types as described in Section
4.2.2.
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Figure 4.7: Output spike frequency of the droplet network. The 241 malign cases
(red) typically result in a much lower spike output frequency than the 458 benign
cases.
mutual information with the external input symbols, we can follow the input infor-
mation of each channel individually in Figure 4.8. Also, we see that the information
about the input symbols is decaying on its way to the central rows of less excitable
droplets (green). Another aspect of these plots is, that, for example in Figure 4.8(a),
the information about i1 is not zero at the other input nodes i2 and i6. The reason
here is, that there is already mutual information between the different input symbols
in the data set.
Surprisingly, when considering Figure 4.8(d), the mutual information between the
spike patterns and the expected output declines when moving from either input along
the droplet network towards the output droplet. That means, while a lot of informa-
tion about the correct outcome of an experiment is present in the inputs initially, this
information seems to be lost throughout the network. Nonetheless, the classification
using a simple threshold function at the output works relatively well. The reason for
this apparent loss of the information about the result towards the end of the compu-
tation lies in the considered time frame of the spike patterns: The threshold function
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Figure 4.8: Mutual information between each droplet’s spike train and the external
input or expected output symbols, i.e. with input i1 (a), input i2 (b), input i6 (c)
and with the expected output o1 (d). Spike train discretization with ∆t = 0.5s and
a pattern length l of 45 frames. We measured spike pattern entropies per droplet
between 5.4 and 9.7 bits. Entropy of the external inputs i1, i2, i6 and the expected
output o1 were 3.0 bits, 2.3 bits, 2.0 bits and 0.92 bits, respectively. These external
entropy values were used as reference for the per-droplet pie charts displayed. The
colored fraction of the pie chart corresponds to the mutual information between this
droplet’s spike train and the external reference symbol, such that a full pie chart
would indicate the maximal possible mutual information between the spike patterns
and the external input/output. Different colors indicate different droplet types as
explained in Figure 4.6(b).
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Figure 4.9: Using another spike train discretization, the mutual information with
the expected output can be increased. Here, instead of using the distribution of all
possible spike patterns, we only averaged the number of spikes in a window of 200 s
and distinguished 10 different bins. Except for the discretization, this plot in analogy
to Figure 4.8(d).
works on the averaged spike frequency over the whole experiment of 4000 s while our
spike patterns only covered 22.5 seconds. But it is difficult to estimate the probability
distribution of all possible spike patterns for patterns larger than 50 frames in this
case. For estimating an average of the spike frequency over 200 seconds, 400 frames
would be necessary at a frame length of ∆t = 0.5 s. To measure the mutual informa-
tion with the 200 seconds averaged spike frequency, we discretize the spike range of
appearing spike frequencies into 10 different classes and build the probability distri-
bution on the abundance of these classes instead. When using this average spike rate
as discretization scheme instead for the mutual information measurement as shown
in Figure 4.9, we observe an increase of the mutual information with the expected
output class towards the output droplets.
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4.3.3 Information Flow in an Evolved NOR Gate
Information flow analysis can be used to understand the function of a droplet network
obtained, for example, as the result of an evolutionary algorithm. In this example,
a NOR gate was evolved in simulation as a variation of our experiments described in
Ref. [Esc13], forming the design shown in Figure 4.10. Using trivial rate coding, the
NOR function implies that for a high frequency stimulation on either or both input
channels, a low frequency should appear on the output droplet, while a low frequency
on both input channels should lead to a high frequency output as shown in Figure 4.11.
From the time-delayed mutual information diagram, shown in Figure 4.10(a), the
network’s mode of operation can hardly be deduced. When observing the information
flow in dependence of the inputs or the expected output (cf. Figures 4.10(b-d)), it
becomes obvious that a very good output of the computation is accumulated in the
top left &1-droplet, very close to the input i1. Furthermore, wherever the actual
computation takes place, the result has to be transferred to the output droplet o1.
Along the way, some of the information may get lost again. When directly reading
the signal from the top left droplet instead, the noise level in the rate coded result of
the computation is actually reduced.
This leads to our assumption about the network function, that the actual computa-
tion, the modification of information both dependently on inputs i1 and i2 happens in
droplet &1. The long trail of “full” droplets in Figure 4.10(c) on the other hand only
transfers the information from input i2 to the “computing center” &1, but also relays
the result of the computation back to the output droplet o1. In the next section, we
will further investigate this assumption.
4.3.4 Effect of Manipulating the Information Flow
Mutual information analysis between spike patterns and inputs or expected outputs
can also be used to better understand the function of particular droplets in the net-
work by doing mutation or deletion experiments. Here we investigate the thesis that
the computation of the NOR network is happening in the top left &1-droplet as
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Figure 4.10: Droplet network designed by evolutionary algorithms to calculate the
binary NOR function. Differently colored circles represent different droplet types
as described in Section 4.2.2. The basic network setup including the information
transmission using time-delayed mutual information is displayed in Panel (a). Arrows
indicate the direction of the time-delayed mutual information between neighboring
droplets. The pie charts depict the mutual information with the input i1 (b), the
input i2 (c) and the expected output o1 (d). Spike trains are discretized with a frame
size ∆t = 1s and l = 35 frames. The displayed sizes of the droplets indicate the
entropies of the spike trains which were between 5.4 and 9.5 bits. The entropies of
the external inputs i1 (b), i2 (c) and the expected outputs o1 (d) were 1 bit, 1 bit
and 0.81 bits, respectively. In analogy to Figure 4.8, these Entropy values were used
as reference for the per-droplet pie charts displayed, such that a full pie chart would
indicate the maximal possible mutual information between the spike patterns and the
external input/output.
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Figure 4.11: Output spike frequency of the NOR-gate droplet network. For each in-
put case, 200 replications of the experiment were simulated. The input cases 00 that
should be answered with symbols 1 can be distinguished by their higher spike frequen-
cies from all the other spike symbols that result in lower spike frequencies. Selecting
the threshold between low and high frequencies at 0.1, we obtained {185,200,180,200}
out of 200 correct results for the input cases {00,01,10,11}, respectively. It means
that the overall probability of a correct answer was ca. 95%, which is pretty high
considering the stochastic character of the event simulator used.
Figure 4.12: Effect of modifications on the information flow of the network design
from Figure 4.10. (a) Mutual Information between spike trains and expected output
symbol o1 for modified droplet &1. (b) Mutual Information between spike trains and
external input symbol i2 for deleted droplet d1.
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implied by the high mutual information to the expected output, shown in Figure
4.10(d).
To investigate this, we first exchange droplet &1 by a normal droplet. This leads
to a globally spread mutual information with the expected output, shown in Figure
4.12(a). But this also leads to an inversion of the spike frequency for each input case,
i.e. the whole network acts as an OR gate instead of a NOR gate. Note that an OR
gate can produce the complete 0.8 bits of mutual information with the expected NOR
output, because the inversion of the signal encoding does not destroy information.
Nonetheless, building an OR gate from droplets is far simpler than a NOR gate
[Esc13]. Hence the &1 droplet is necessary for the correct network function.
In another experiment, we removed droplet d1 from Figure 4.10(a), because it is
distant from the possibly important center of computation &1. Then, the output
mutual information is reduced in almost all nodes of the networks. In particular in
the top left &1 droplet, the output mutual information is reduced to almost half its
original value. The reason here is probably the perturbed information flow from input
i2 to the computing center &1 that becomes obvious when comparing Figures 4.10(c)
and 4.12(b). Because the information from input i2 does not arrive at the droplet
&1 where it should be combined with input i1, the synergy of the inputs cannot be
exploited in the modified network.
4.4 Discussion
In this chapter, we presented a general approach that can be used to design and un-
derstand a structure of interacting neuron-like objects that perform a specific informa-
tion processing task. Our investigation of information flows differs from conventional
computer science methods, where the execution of a computer program is typically
studied from the perspective of runtime and memory complexity. Instead, the mea-
surement of the propagation of information between droplets is based on information
theory and can be applied to different media and different types of coding. The
principle advantage of this approach for understanding the droplet system’s activity
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is that the method is independent of a particular symbol encoding scheme [Str98].
This becomes more important when considering the possibility of improving the total
droplet network performance by mixing different symbol encoding schemes to solve
each subtask in an individual, optimal encoding scheme. Thus, methods based on
information theory can be seen as tools helping to optimally exploit the capabilities
of the computing medium. In this chapter we first theoretically described how to
analyse such networks of computing components. Then we demonstrated the appli-
cation of this analysis technique on a real experimental model system of five droplets
as well as on simulations of larger classification and NOR-gate networks. Finally, for
the NOR gate, we also showed how the information flow analysis helps understanding
the network function in combination with targeted modifications and deletions.
Open Problems
By observing the distribution of spike patterns of length l, we are estimating the
average reduction in uncertainty about either another droplet’s spike pattern or about
external values. But due to limited experiment length (real droplets are depleted after
20 - 100 excitations), due to limited experiment reproducibility and due to limited
computational resources, it will not be possible for arbitrary long spike patterns to
estimate their probability. When we enlarge the spike pattern length l by one, the
number of possible patterns 2l doubles even though not all spike patterns will actually
appear because of comparatively long refractory times. In the presented examples, it
was possible to reconstruct the information flow in the experiments and simulations
albeit using naive sampling of the appearing patterns. But for example in Section
4.3.2, we observed a case where the practical pattern length was not sufficiently
long to capture the mutual information with the computed output as seen in Figure
4.8(d). Only when we switched to another method of discretizing the spike trains, by
taking the average spike frequency over a long time period, we observed the mutual
information with the expected output in Figure 4.9. Other methods for calculating
correction terms for the limited sampling and for alternatives to discretization schemes
can be found in Refs. [Pan96, Str98, Rou99, Nem04, Kra04].
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Another problem of using time-delayed mutual information but also of transfer en-
tropy is the assumption that the cause and effect relationship, and thus also the time
delay between two droplets, would be constant in a droplet network. This might not
always be true, as we see for example in the case of an XOR network that the direc-
tion of signal propagation is changing with changing input patterns [Esc13]. Mutual
information between spike trains and external symbols should not be affected by this
effect so much, because it does not matter what generates the spike patterns in a
droplet or in a set of droplets.
Furthermore, due to the energy consumption of the BZ medium and the non-equilibrium
dynamics, its composition as well as its oscillation dynamics are constantly changing
over the course of the experiment. On the one hand, this complicates the sampling of
all possible spike patterns because it might be hard to repeat a particular situation,
on the other hand it might produce the “symptoms” of correlations between all the
droplets in the system, even though they are not really coupled by wave propagations.
But a droplet’s past is not sufficient to predict the varying next oscillation pattern,
which might lead to an erroneously measured transfer entropy.
Generally, when calculating the mutual information between spike trains, it can hap-
pen that a correlation between physically disconnected droplets is observed. One
reason for this effect is that in an experiment droplets have similar periods so once
the initial conditions are fixed, one droplet’s state can be predicted from the time evo-
lution of another unconnected droplet. Another reason is, as seen in Figure 4.8, that
already the supplied input cases might show some correlation. To determine causality
in the spike patterns, we use time-delayed mutual information here as explained in
Section 4.2.3. In further experiments it can be useful to combine the spike patterns of
multiple experiments or to use transfer entropy [Sch00, Sta08, Wib11] instead. When
calculating the time-delayed mutual information, instead of only plotting the time
delay at the maximum mutual information as presented in Figures 4.5 or 4.6(b), it
might be more useful to investigate the complete diagram of mutual information vs.
time delay. Such a plot would show if an expressed peak in the mutual information
actually exists at a particular time delay.
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Combined Spike Patterns
Even though we considered only the spike trains of single droplets in the presented
examples, the information of an input signal or of intermediate computations might
be spread over multiple droplets. In that case, only the combined spike trains of
many droplets would reproduce the complete information. Our framework for spike
pattern entropy and mutual information is readily suited to capture this kind of
information from aggregated droplets as mentioned in Section 4.2.3, even though it
becomes harder to sample the distribution of spike patterns then.
Mutual Information Based Fitness Functions
Instead of only using the information flows to understand present droplet networks,
information theory can also aid in the design of unconventional computing systems,
e.g., as a fitness function in evolutionary computation. We demonstrated the feasi-
bility of our method by evolving binary in-silico droplet classifiers for three machine
learning data sets with different levels of difficulty in [Giz16]. Notably, our approach
does not require to pre-specify how the output signal should be interpreted. This is
achieved by a fitness function that measures the mutual information I(Po, o) between
the output droplet’s spike patterns Po and the desired output class o. In other words,
this mutual information, and hence the fitness value, can be interpreted as the reduc-
tion of uncertainty about the output class when seeing a particular spike pattern or
spike number.
When allowing very complex output patterns, the computing droplet system can be-
come simpler and export more of the actual computation to the observer interpreting
the output signal: In the extreme case, all inputs are just mapped into the output
spike pattern without doing any information modification. By continuously changing
the possible complexity of the spike patterns, i.e. the number of considered time
frames, we might continuously increase the amount of computation that has to be
done in the network itself. Furthermore, to reduce the variability in output pat-
terns Po for an expected output o, we can introduce a set of further fitness functions
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fo = I(Po, io) to be minimized, where io is the set of all input cases that lead to the
same output o: io = {i|f(xi) = o}.
Conclusion
By following the information flow in unconventional computing systems which are
for example built from BZ droplets, we gain a deeper understanding of the processes
that are actually happening while abstracting away some physical peculiarities and
properties of the system. So a very similar kind of analysis should be possible in other
non-BZ systems, given a suitable discretization of the used signals. Considering the
mutual information of spike trains with external inputs or with expected output val-
ues, we have shown that we can identify those droplets that fulfill important functions
in the network. We hope that this kind of analysis will in future also allow a different
concept for designing, specifying and synthesizing blueprints of unconventional com-
puting systems, based on the desired information flows. For more complex tasks, we
can identify possible intermediate results for the computation, positions where infor-
mation needs to be joined or lost necessarily. Then, instead of using evolution with
an unbiased mutation operator to design droplet systems, we can also use evolution-
inspired systems [Zha14] that are biased on where to apply mutations, similar to a
tinkerer that does not know the effect of his actions in detail but has an idea about
where the information flow is impaired.
Chapter 5
Tautological Loops
Figure 5.1: Real-world implementation of a tautological loop using an MM74HC00N
IC that combines four NAND gates, assembled by Peter Dittrich.
As explained in the introduction, in Section 1.3, next to the pure information pro-
cessing system that transforms input signals to output signals, we also need the
113
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abstraction ab and concretization co functions that translate between the abstract in-
put/output symbols x ∈ X and the practical input output signals s ∈ S. We refer to
this mapping between symbols and signals as the symbol representation. Throughout
this thesis, it has always been a central issue, that particular symbol representations
might be more or less useful for particular computing systems and for particular in-
formation transformation tasks. Hence the problem of finding information processing
systems becomes even more complex, while at the same time a suitable symbol en-
codings for this system has to be found that allows to efficieciently use the computing
resources. In Chapter 3 we used evolutionary algorithms to co-evolve symbol encod-
ings with the computing system. Later, in Chapter 4, we used information theory to
detach the symbol encoding from the actual information processing task.
As an alternative approach here, Egbert [Egb13] proposes to use Tautological Loops or
RERUN networks (Re-entrant Recurrent networks of Repeated UNits) that make use
of putative implementations’ system dynamics to find abstraction- and concretization
functions between the abstract symbols X and the signals S. Given that the inputs
and outputs of a computation are using the same abstract set of symbols X, networks
are constructed of multiple instances p
(i)
f of gates that are connected in such a way,
that all input signals for the gates are taken from the output signals of other instances
in the same network. An electronic implementation of such a network is shown in
Figure 5.1. Ideally, neither pre-defined inputs nor outputs to the whole systems
need to be specified or interpreted. Starting from a randomly chosen initial state
of the network, we expect the system dynamics to settle in an attractor where the
signals between gate instances adopt useful values that might be used to represent
the abstract values from X. In this Chapter, we will elaborate conditions for this to
actually happen, investigate suitable tautological loop network designs and describe
a proof of concept using the exemplary droplet computing systems introduced in
Chapter 2.
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symbol meaning
f abstract function that is to be computed
pf practical implementation of the abstract function f as a program,
electronic circuit, gate or dynamical system
x, y ∈ X abstract symbols
s, o ∈ S signals that can be used in practical computations
s
(i)
j j-th input signal to the i-th gate, j ∈ {1, .., k}
o
(i)
j j-th output signal of the i-th gate, j ∈ {1, .., l}
k number of inputs to each gate
l number of outputs to each gate
m number of gates in the Tautological Loop
Table 5.1: List of mathematical symbols that are used in this chapter.
5.1 Introduction to Tautological Loops
Given an abstract, deterministic function f : Xk → X l, |X| ∈ N that maps k input
elements to l output elements of a finite setX, we are searching for an implementation
or gate pf : S
k → Sl, that maps k input signals to l output signals. But to actually
implement the function, the abstract set of input / output symbols x ∈ X needs
to be concretized into a set of signals s ∈ S which is not necessarily finite, as for
example an electric voltage. This is done by an abstraction function ab : S → X
and the related concretization function co : X → S, as explained in Figure 5.2. As
we showed in Section 3.1, finding this abstraction and the set of usable signals S is
equally challenging. Instead of testing every symbol to signal mapping or using prior
knowledge for the choice of signals, we use the systems own dynamics instead. By
connection all the systems’ outputs to its own inputs, we expect the system dynamics,
under specific conditions, to settle in an attractor that exhibits useful signals s that
can be used in the abstraction/concretization function. Because we will use many
mathematical symbols in this chapter, a list of the used letters is given in Table 5.1.
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5.1.1 Naive Approach for Finding Appropriate Signals
Following a naive approach, for each putative implementation pf of the function f , we
would have to test all mappings ab from every possible abstract value x ∈ X to every
possible signal si ∈ S, which becomes especially hard in the case of infinitely sized
signal domains. Clearly, the result of the abstract computation should match the
result of the implementation when transformed by the abstraction and concretization
functions. But additionally, no two different abstract symbols should be mapped
to the same signal. Nonetheless, two different signals might be used to encode the
same abstract symbol, e.g., two very similar but different voltages might in digital
electronics both be used for a logical zero.
∀(x1, ..., xk) ∈ Xk : f(x1, ..., xk) = ab(pf (coi(x1, ..., xk)))
∀x, y ∈ X, x ̸= y : ab−1i (x) ̸= ab−1i (y)
Here, with the abstraction and concretization functions of a list of arguments, e.g.
ab(x1, ..., xk), we denote their component-wise application: ab(x1, ..., xk) = (ab(x1), ..., ab(xk))







Figure 5.2: Computation diagram: To find an actual implementation pf for an ab-
stract function f , also the symbol encoding needs to be fixed, in the form of congretiza-
tion co and abstraction ab functions that translate between the abstract symbols X
and the signals S. The tautological loop approach allows the self-organization of the
symbol encoding from the dynamics of the implementation pf . Here we assume that
the inputs and outputs to the abstract function f both use the same set of symbols
X, albeit a different length of the inputs Xk and the outputs X l is possible.
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5.1.2 Definition of Tautological Loops
We define a tautological loop as a directed graph where each of them nodes represents
an equivalent implementation p
(i)
f or gate and each directed edge is the connection of a
gate’s output with another gate’s input. Each gate p
(i)
f has k inputs {s(i)1 , s(i)2 , . . . , s(i)k }
and l outputs {o(i)1 , o(i)2 , .., o(i)l }. Both the inputs si and the outputs oj are elements
from the same set S, such that the output signals of gates can be used as inputs as
well. We can easily represent this kind of network by a matrix NTL = (rij)
m×k, where
rij is the output o
(u)
v of another gate p
(u)
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f rm1 rm2 . . . rmk

Hence, each row p
(i)
f (ri1, ri2, . . . , rik) in the matrix represents the list of inputs sup-
plied to gate p
(i)
f that are taken from the other gates’ outputs. Examples for this
representation are given in Figure 5.3.
By using this matrix description of the network, each input of each gate p
(i)
f is au-
tomatically connected to exactly one other gate’s output. Additionally, at least one
output(s) of each gate p
(i)
f in the system should be used at least once in the tautolog-
ical loop NTL, thus:
∀i ∈ {1, ..,m} : ∃(a, b, c) : rab = o(i)c
Or, alternatively, if all outputs of each gate should be used, the condition would read:
∀(i, j) ∈ {1, ..,m} × {1, .., l} : ∃(a, b) : rab = o(i)j
Potentially, tautological loops might lead to better results if they are (i) connected
networks and if (ii) no output of a gate is used as its own input (self-loops). Further


















































(d) Graph representation of
NTL−NAND
Figure 5.3: Tautological loop networks in matrix (a,c) and graph (b,d) description
that show stable states for the NOT (a,b) and for the NAND (c,d) function. The
node names in panels (b,d) contain the Boolean value of the solving output state for
each gate. The color of an arrow entering a gate indicates which of both inputs is
connected to the source: red and blue arrows correspond to the inputs s1 and s2,
while thick brown arrows indicate that both inputs are taken from that source.





Figure 5.4: The tautological loop N1226 for NAND and NOR gates has two different
stable states, displayed in subfigures a) and b). Only the configuration in subfigure a)
leads to a favorable state, where all input configurations are shown The configuration
in panel b), on the other hand, is stable but not useful as a tautological loop because
not all input configurations are exemplified. In this case, pf4 but pf3 are both presented
with the same input pattern {T, T}.
studies will have to show the effect of these demands.
5.1.3 Estimating Tauological Loop Quality
Now that we have defined the networks, the major property of tautological loops is
that their dynamics should be able to settle in an attractor, such that we can observe
the final signals and use them in the abstraction and concretization functions. But
before we can use the networks for this purpose, first we have to find suitable network
topologies. As exemplified in Figure 5.4, not all network topologies are equally useful,
for example because additional, unfavorable stable states can emerge in the network.
Instead of the gate implementations p
(i)
f , we assemble the tautological loop from
identical instances f (i) of the original function f here. When the network will be
applied for finding signal encodings later, more complex attractors will probably be
found, e.g. oscillations might be part of a valid voltage signal. But in the space of
abstract symbols X, the abstract computation f is supposed to be deterministic, such
that the result of a computation y = f(x) should always be the same output y for a
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given input vector x. So for the following theoretical considerations, we will stay with
fixed point attractors to find valid tautological loop architectures. To this aim, we
first choose the trivial gate implementations pf to be exactly the abstract functions
pf = f . Consequently, the space of signals S becomes the space of abstract symbols
X. Now we can search and investigate network topologies that support fixed point
attractors and later use these topologies to design computing gate / signal pairs that
work together nicely, even if the attractors in the tautological loop are more complex
then.




2 , . . . , x
(i)
k ) ∈ Xk be the list of the current symbols that are used as
parameters to the function y(i) = f (i)(x(i)). To define the state of the tautological loop,




2 , . . . , x
(i)
l ) ∈ X l.
x(i) is assembled according to the tautological loop topology NTL from the list of
current output symbols y(∗) in the network. Hence the state of the whole network is
defined by the list of all functions’ current outputs y(∗) = (y(1), ..., y(m)) ∈ X l·m. Then
the network state y(∗) is in a fixed point attractor iff ∀i ∈ {1, ..,m} : y(i) = f (i)(x(i)),
such that no output symbol is changing any more.
Obviously, having attractors alone is not sufficient, as for example if f was a Boolean
AND function, setting all signals to false would also constitute a fixed point at-
tractor. But, if it was our task to design an electronic AND gate, this “all false”
attractor would not be useful (i) because not all values from X are present in the
attractor, thus we could not “harvest” the observed signals as a template for our ab-
straction/concretization function ab and (ii) because we could not be sure if the the
designed gate would be working under all possible input conditions from Xk. Conse-
quently we require the network template NTLT to exhibit attractors that contain all
possible input situations from Xk.

i∈{1,..,m}
{x(i)} = Xk (5.1)
And additionally, when the tautological loop NTLT is in a fixed point attractor y(∗),
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we require its current output values y
(i)
j to cover all possible symbols from X.
(i,j)∈{1,..,m}×{1,..,l}
{y(i)j } = X (5.2)
Equation (5.1) already covers equation (5.2), because generating all possible input
combinations already requires having all possible elements from X present in the
system.
Furthermore, if there is an attractor y(∗) that covers all input situations, we expect
tautological loop to work the better, the fewer other attractors y′(∗) there are that
do not cover all input situations. The reasoning is, the more inappropriate attractors
there are in the network template using the functions f , the more inappropriate
attractors will we find in the network of actual implementations pf .
Further studies might show if the size of the basins of attraction are of importance.
Intuitively, a large basin of attraction for a suitable attractor might lead to faster
convergence and more robust solutions when actual implementations pf are used in
the tautological loop.
5.2 Systematic Screening for Tautological Loops
In this section, we will consider only binary Boolean functions with exactly two inputs
and one output to compose tautological loops of exactly four gates. For this kind of
networks, we can enumerate all possible network structures and estimate how many
of them are suitable as tautological loops in the sense that they (i) use all of the
gates’ outputs, that they (ii) have stable states and that they (iii) have at least one
stable state in which each gate of the network is presented a unique input pattern,
i.e. such that all input situations are exemplified.
As explained in Section 5.1.2, we represent potential tautological loop networks NTLi
as a matrix, which displays for each input of each gate the connected source, that is,
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 , cj ∈ {0, 1, 2, 3}
As a short form, we only save the indices cj as an 8-tuple
Ni = (c0, c1, ..., c7),
where cj ∈ {0, 1, 2, 3}. A value cj describes the (j mod 2)-th input source of node
⌊j/2⌋ to be connected to the output of node p(cj)f . Thus, both inputs s0 and s1
to each gate are considered independently, because some gates g exist, for which
fg(s0, s1) ̸= fg(s1, s0). This results in 48 = 65536 different networks. To quickly
discriminate networks, we will identify network Ni = (c0, c1, ..., c7) by its sequential





Among these networks, there are many isomorphic networks that are identical except
for exchanged indices of the nodes. When ignoring the numbering order of the nodes
in the network, 3122 canonical networks remain.
In the following, we will independently consider those networks with- and without
self-loops, i.e., gates that use the output of their computation as their own input. Of
the 3122 canonical networks, 1980 with- and 337 without self-loops make use of all
generated values, so that each calculated value is also fed back into the network. Then,
dependent on the chosen Boolean function for the gates, the candidate networks are
filtered for showing at least one stable state, for covering all input situations in those
stable states and finally for having a minimal number of stable stats. Networks with
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(a) Network N966 (b) Network N969 (c) Network N8171
Figure 5.5: Tautological loops suitable for finding NAND gates that can be con-
structed without self-loops. All three networks are essentially the same, when allow-
ing to exchange the inputs a and b to the Boolean function NAND(a, b). The node
names contain the Boolean value of the solving output state for each gate. The color
of an arrow entering a gate indicates which of both inputs is connected to the source:
red and blue arrows correspond to the inputs a and b, while thick brown arrows
indicate that both inputs are taken from that source.
a minimal number of stable states, appear more useful, because here the dynamics
can easier settle into a particular envisaged stable state.
From the ’minStable’ row of Table 5.2, we observe that only for the NAND and NOR
gates, tautological loops can be found that show only a single stable state. When
searching for tautological loops for other gate types, every network will have two or
more stable states, such that the system’s dynamic behavior can end up in a stable
state that is not a solution because not all input situations are covered.
In Figure 5.5, we show all the network designs that can realize the NOR network
topology without using self-loops. All three networks are very similar except for
the assignment of inputs A and B. When allowing self-loops, the following network
topologies appear as additional solution candidates for NOR gates, shown in Figure
5.6. An overview of exemplary tautological loops for all 14 non-trivial two-input
Boolean gates is given in Figure 5.7.
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(a) Network N331 (b) Network N583 (c) Network N591
(d) Network N709 (e) Network N710 (f) Network N711
Figure 5.6: More tautological loops suitable for finding NAND gates, now allowing
self-loops as well. The arrows are named and colored as in Figure 5.5. Networks
that are equal when allowing to exchange the inputs a and b for some of the gates
NAND(a, b) are omitted.
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(a) G1 0001b,
AND, N6016
(b) G2 0010b, N364 (c) G3 0011b, N423
(d) G4 0100b, N1171 (e) G5 0101b, N1197 (f)G6 0110b, XOR,
N437






(j) G10 1010b, N941
(k) G11 1011b, N364 (l) G12 1100b, N485
(m) G13 1101b, NAND, N1171 (n) G14 1110b,
N966
Figure 5.7: Exemplary tautological loops for Boolean two-input gates Gi where i is
the binary encoded output of the Boolean function for the inputs 00, 01, 10, and 11.
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5.3 Implementation Fitness in the Tautological Loop
Once a valid tautological loop template is found using the original, abstract function
f as described in the last section, the network can be observed or simulated with
a putative implementation pf and the signals at the appropriate network edges can
be harvested to generate the concretization and abstraction functions co and ab as
displayed in Figure 5.2.
But first it might be necessary to evaluate if (i) a gate implementation pf is fulfilling
its purpose and (ii) if the tautological loop network actually settled in an attractor
such that the present signals bear any meaning. For simplicity, we assume here that
each gate p
(i)
f produces exactly one output signal s
(i), such that l = 1 and we can
omit the index of the gate’s output. The general requirement for a set of signals s(∗)
in the tautological loop network is that two signals s(i) and s(j) are distinguishable iff
the appropriate abstract symbols x(i) and x(j) in the tautological loop template are
different.
∀(i, j) ∈ {1, ...,m}2, i ̸= j : s(i) = s(j) if x(i) = x(j)
s(i) ̸= s(j) if x(i) ̸= x(j)
Hence, there are two different fitness criteria, which are probably best treated using
multi-criteria optimization techniques [Sch85, Zit04]. On the one hand, the gates in
the network that are assigned different abstract symbols should be different. On the
other hand, the gates that that are supposed to produce similar outputs should not
be distinguishable.
5.3.1 Mutual Information Based Fitness
In order not to bias the selection of appropriate signal candidates by a particular
spike-train similarity metric, we propose to use information theory as explained in
Chapter 4. To this aim, we record the signal distributions Ps(i) at the output of each
gate p
(i)
f from simulation or experiment. Distinguishing supposedly different symbols
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is achieved by measuring the mutual information between signal distribution and
symbol distribution:
qIpos = I(Ps(i) ,Px(i)), i ∈ {1, ..,m} (5.3)
For the other part of the fitness function, being unable to distinguish supposedly
similar output symbols, we also suggest an information theoretic formulation: If, for
any fixed abstract output symbol y˜ ∈ X, there are multiple gates {p(a)f |f (a)(x) =
y(a) = y˜, a ∈ {1, . . . ,m}} in the network that produce this output symbol y˜ according
to the tautological loop design NTL, we measure the mutual information between
the gate id a and the signal patterns found at these gates. In other words, if the
gates’ output signals contain information on the specific position a in the network,
this would contradict the claim that the signals represent the same abstract symbol
y˜. Hence we have at most |X| penalizing terms, one for each y˜ ∈ X:
qIneg−y˜ = I(Ps(a) ,Pa), a ∈ {i|y(i) = y˜} (5.4)
Instead of using Pareto-optimization [Sch85, Zit04], a simple final fitness function can
just combine the different fitness criteria qpos and qneg−y˜ in a linear combination to a
single value q using a weighting factor ω:




Assuming that the signals S in the network are a lot more noisy and complex than
the abstract symbols X, we can also use the entropy H(Py(i)) as upper bound for
the mutual information and thus as a way of normalizing the fitness values to, e.g., a
maximum of 1.
It might pose a problem for this approach, if multiple suitable fixed point attrac-
tors for the tautological loop NTL are found. Sampling the tautological loop with
its implementations might be irritating here, when different initial conditions lead
to different attractors that can not trivially be distinguished in the formulation of
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Equations (5.3) and (5.4). Then signals that should be similar might be different if
taken from different attractors and vice versa, signals that should be different might
be similar if taken from different attractors. Here it might be a solution to first clas-
sify the samples of the dynamics for its attractor and then to calculate the fitness
function for each attractor individually.
5.3.2 Fitness based on Spike Frequency
As a simpler alternative, we can compare the spike frequencies C(i) that are measured
at the different outputs of the gate instances pfi in the tautological loop.
First, the differences in spike numbers between instances that are supposed to produce
different signals are summed up:
qCpos =

(i,j)∈{1,...,m}2, i̸=j, x(i) ̸=x(j)
|C(i) − C(j)| (5.6)
Then the negative impact of the differences between instances that are supposed to




|C(i) − C(j)| (5.7)
Finally, a linear combination of the positive and negative spike number differences
with the factor ω can be used as the final fitness:
qC = qCpos − ωqCneg (5.8)
5.4 Tautological Loops for Droplet Computers
To demonstrate that the tautological loop method can be used to design NAND-gates
in more complex non-linear systems, we used the method to identify configurations of
simulated droplet-computers (cf. Chapter 2) that can operate as NAND-gates. For
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the simulation, we use the event-based simulation system ’DropSim’, that abstracts
complex chemical processes to only the three states excited, refractory and responsive
and allows for very fast simulations of large droplet systems, as also explained in
Chapter 2 and in [Gru13]. Nonetheless, evolution of particular Boolean gates, espe-
cially of NAND and NOR gates is not trivial in this system as discussed in Chapter
3.
For the evolution of a NAND gate from simulated BZ droplets, we used planar designs
in a 5x5 grid where each horizontally and vertically adjacent droplet is connected.
The normal droplets in simulation stayed excited for one second, were refractory for
five seconds and then self-excited after 10 seconds if not externally triggered. The
signal propagation delay from one droplet to the next was one second. For each of
these values, a normal distributed noise term of the standard deviation 0.05 s is added
for each event, such that the simulation becomes non-deterministic.
Similar to the evolution experiments in Chapter 3, the mutation function can ex-
change each of the 25 positions in the grid with four different droplet types, including
no droplet. The remaining three droplet types were a normal droplet as described
above, a slightly faster oscillating droplet with 0.8 times the original period and a
less excitable droplet that requires two concurrent excitation at its neighbors to be
triggered into an excitation. The probability for exchanging a droplet position in the
grid was 0.05 per position.
Evolutionary studies were conducted in a 50-fold multi-start approach, where each
evolution run consisted of 500 generations. For each run, a population of 10 parents
was selected by truncation selection from 37 children and 3 random immigrants.
Single point cross over was used for recombination.
To evaluate the fitness of a droplet network individual, we connected four instances of
the individual in a tautological loop as proposed in our first initial tautological loop
design from Figure 5.4 (a). As a fitness function, we used the mutual information
based fitness formulation from Equation (5.5) of the last section. Because the resulting
networks were not completely suitable for combination to a half-adder system, we also
tried the fitness formulation from Equation (5.8). Because of the stochastic nature of
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(a) Mutual information based fitness
evaluation.
(b) Spike-frequency based fitness
evaluation.
Figure 5.8: Distribution of final fitness values for 50 independent evolution runs using
(a) the mutual information based fitness evaluation from Equation (5.5) and (b) the
spike-frequency based fitness evaluation from Equation (5.8).
droplet simulations, we repeated 10 instances of the droplet simulation process, each
of which returned one mutual information value qi from Equations (5.5) or (5.8).
Then, the final fitness qf is the averaged fitness q over the ten repetitions minus
1
10
of the standard deviation to penalize strong differences between repetitions of the
experiment:







Additionally to the evolved part of the network, we added ’diode droplets’ [Szy11] at
the connections between the instances that allow the signal propagation to proceed
only in the direction that is symbolized by the arrows in Figure 5.5.
Results for Mutual Information based Fitness Evaluation
The distribution of the final fitness values for the 50 independent evolution runs are
shown in Figure 5.8 (a), exhibiting that only a small fraction of the evolution runs
end up in the optimal fitness range. The best individual in the final generation of
the best evolution run is shown in Figure 5.9 (a). The evolution dynamics of this run
are shown in Figure 5.10 (a), where it becomes obvious that even with the averaging,
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(a) Mutual information based fitness
evaluation.
(b) Spike-frequency based fitness
evaluation.
Figure 5.9: Evolved droplet network realizing the NAND function using (a) the
mutual information based fitness evaluation from Equation (5.5) and (b) the spike-
frequency based fitness evaluation from Equation (5.8). Blue droplets are the inputs
(left) and outputs (right), red droplets are normal droplets, brown droplets are faster
(f) and slower (s) oscillating droplets, green droplets (&) are less excitable.
there is a strong stochastic influence in the fitness evaluation.
For the droplet network instance from Figure 5.9 (a) and for all switching processes
between different input combinations, we plotted the network behavior in terms of
spike frequency for an exemplary single simulation instance as well as averaged over
100 simulation runs in Figure 5.11. Looking at the individual spike patterns in Figure
5.12, very regular spike patterns are found such that we conclude that the system
actually settles in a frequency coding regime. From the properties of the output
droplets, a range of spike frequencies between 0.06 and 0.16 spikes per second would
be possible. Within this range, when applying a threshold value of 0.08 spikes per
second and when interpreting a low spike frequency (ca. 0.065) as a logical ’0’ and
a high spike frequency (ca. 0.095) as a logical ’1’, the droplet network behaves as a
NAND gate.
Then, to further evaluate the utility of the evolved droplet network, we connected
multiple instances of the evolved NAND gate to a half-adder as illustrated in Figure
5.13. While a single gate instance seems to function adequately, the droplet net-
work that was evolved using the mutual-information fitness function did not produce
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(a) Mutual information based fitness evaluation.
(b) Spike-frequency based fitness evaluation.
Figure 5.10: Best (red) and average (green) fitness per generation from the best of
the 50 indepentant evolution runs using (a) the mutual information based fitness
evaluation from Equation (5.5) and (b) the spike-frequency based fitness evaluation
from Equation (5.8). The average of the best individual of the final generation of
each of the 50 runs is plotted in blue with errorbars indicating the relatively large
standard deviation.
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Figure 5.11: Input and output frequency of the evolved NAND network using the
mutual information fitness function for all four input configurations, averaged over
100 runs. Each stimulation pattern (indicated in the top two plots of the figure)
is applied for 5000 seconds. We interpret a high oscillation frequency (more than
0.08 spikes/second) as a logical one and a low oscillation frequency (less than 0.08
spikes/second) as a logical zero. The blue, dashed line in the NAND plot indicates an
externally applied threshold function that can be used to distinguish a high from a
low frequency. The gray peaks in the lower two plots indicate the error of the NAND
output as the distance of the output frequency from the blue threshold line, if the
signal is on the wrong side. While the third plot shows the average behavior of the
100 simulation runs, the lowest plot shows an arbitrary single trajectory, showing that
especially the slow switching processes from state (11) and (10) to state (01) happen
instantly when they happen but only after some time. This leads to an averaged
signal that slowly climbs from a low to a high spike frequency in these cases.
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(a) Mutual information based fitness evaluation.
(b) Spike-frequency based fitness evaluation.
Figure 5.12: Emergent symbol encodings that were produced in the tautological loop,
evolved with (a) the mutual information based fitness evaluation from Equation (5.5)
and (b) the spike-frequency based fitness evaluation from Equation (5.8). Only a
small but representative time interval is shown here. A black vertical bar indicates
an excited droplet at this time. The emergent spike patterns do not vary strongly
over time, such that effectively rate coding symbols appeared. The rates in the
unit ’spikes per second’ for the symbols zero and one are approximately 0.065 and
0.095, respectively, for the mutual information fitness function (a) and 0.14 and 0.06,
respectively, for the spike-frequency fitness function.
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Figure 5.13: Half-adder assembled from the evolved NAND gates. Round nodes
represent input and outputs to the network while rectangles represent independent
instances of the evolved NAND gate. Similar to the earlier tautological loop networks,
the inputs to each gates are symbolized by the colors red and blue.
observable results on all output channels for the half-adder: The Sum/And output
channels stays at the output value of ’1’ for all input combinations. Nonetheless,
the Carry/XOR output channel produces a useful output. The different switching
processes between all input combinations are shown in Figure 5.14. Most probably,
the poor switching behavior of the Sum/And channel is due to an amplification of
stochastic variations in the output signals of each individual NAND gate, where espe-
cially switching from input combination (1:1) to (0:1) and from (1:0) to (0:1) seemed
slow and error-prone as observed in Figure 5.11.
Results for Spike-Frequency based Fitness Evaluation
Because the composition of a hald-adder network from our evolved NAND gates,
using the mutual information fitness function, did not produce satisfactory output
signals, we additionally tested evolving a gate with the alternative, spike-frequency
based fitness formulation from Equation (5.8). This resulted in the distribution of
final fitness values displayed in Figure 5.8 (b). The droplet network shown in Figure
5.9 (b) is one of the final individuals of the evolution run with the highest maximum
fitness. The evolution dynamics of this run are shown in Figure 5.10 (b), where it
becomes obvious that similar to the mutual information fitness function, there is a
strong stochastic influence in the fitness evaluation and that the fitness typically does
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Figure 5.14: Input and output frequency of the half-adder network constructed from
the mutual information fitness evolved NAND gate for all four input configurations,
averaged over 100 runs. Each stimulation pattern is applied for 5000 seconds. We
interpret a high oscillation frequency (more than 0.08 spikes/second) as a logical zero
and a low oscillation frequency (less than 0.08 spikes/second) as a logical one. The
gray peaks in the lower two plots indicate the error of the output: It indicates the
distance of the output frequency from the blue threshold line, if the signal is on its
wrong side. The third plot with the output of the Sum/And function exhibits large
error values, not seeming to show anything else but a high output frequency, while the
Carry/Xor function output appears almost as good as the output of a single NAND
gate in Figure 5.11.
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Figure 5.15: Output frequency of the evolved NAND network for all four input con-
figurations, averaged over 100 runs. Each stimulation pattern (indicated on top of
the figure) is applied for 5000 seconds. We interpret a high oscillation frequency
(more than 0.10 spikes/second) as a logical zero and a low oscillation frequency (less
than 0.10 spikes/second) as a logical one. The blue, dashed line in the NAND plots
indicate an externally applied threshold function that can be used to distinguish a
high from a low frequency. The gray peaks in the lower plots indicate the error of
the NAND output, i.e., the distance of the output frequency from the blue threshold
line if the signal is on the wrong side.
not increase continuously but takes almost discrete jumps to higher fitness values.
For all switching processes between different input combinations, we plotted the net-
work behavior for an exemplary single simulation run as well as averaged over 100
simulation runs in Figure 5.15. When applying a threshold value of 0.10 spikes per
second, which is higher than the 0.08 spikes per second in the mutual information
fitness case, the network behaves like a correct NAND gate. Again, using the spike-
frequency based fitness, we tried connecting multiple instances of the evolved NAND
gate to a half-adder as illustrated in Figure 5.13. Here, both output channels for the
Sum/And as well as for the Carry/Xor signal produce useful output frequencies as
shown in Figure 5.16. Nonetheless, in the simulated 5000 s per input configuration,
it took the half-adder network longer on average to move the output spike frequency
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Figure 5.16: Output frequency of the half-adder network constructed from the evolved
NAND gate for all four input configurations, averaged over 100 runs. Each stimulation
pattern is applied for 5000 seconds. We interpret a high oscillation frequency (more
than 0.10 spikes/second) as a logical zero and a low oscillation frequency (less than
0.10 spikes/second) as a logical one. The gray peaks in the lower two plots indicate
the error of the output as the distance of the output frequency from the blue threshold
line, if the signal is on its wrong side. On average, when measured at the end of each
phase, e.g. 4900 seconds after each input change, all ouputs behave correctly like a
half-adder.
towards the desired region. This implies that it will not trivially be possible to build
arbitrarily large logical systems from these NAND gate.
5.5 Discussion
In this Chapter we presented the concept of tautological loops or RERUN networks
and the idea was described both visually and formally. Furthermore, we considered
conditions that lead to networks that can effectively be used for finding symbol encod-
ings, albeit the practical use of these conditions still needs to be proven or examined.
In order to evaluate potential gate implementations together with the self-organizing
symbol encoding, we additionally showed how to extend the information-theoretic
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analysis from Chapter 4 for tautological loops as a fitness function for evolutionary
computation. As an example of the applicability of the tautological loop network con-
cept, we ran evolution experiments with simulations of artificial droplet computers
as modeled in Chapter 2. In this process, we evolved two different NAND gates that
used different spike rate encodings for the symbols zero and one. We also verified the
function of the NAND gates by coupling them to form a functional half-adder, which
was successful only for one of the evolved NAND gates.
In the practical evolution experiments carried out in this chapter, even though the
tautological loop was designed to fulfill the NAND-gate function, a NOR-gate and a
NAND-gate are equivalently evolved, dependent on the interpretation of the observed
signal patterns. When assuming that a low spike rate is interpreted as a logical zero
and a high spike rate as a logical one, the gate design in Figure 5.9 (a) corresponds
to a NAND gate here. But obviously, when inverting this assignment, a NAND gate
becomes a NOR gate for the same operation on high and low signals, as explained in
Table 5.3.
This interchangability of the symbol encodings might also be an obstacle for evo-
lutionary optimization with tautological loops, because therefore, in our examples,
there are always at least two stable states. When the system changes from one stable
state to another, low fitness values are generated, because the signals in wires that
are supposed to carry different symbols exchange. Consequently, it might help in the
evolutionary process to gradually lengthen the simulation time, in such that early
droplet network designs are not discarded because of occasional signal inversions.
Another interesting finding of the experiments carried out here is that even though the
symbols that evolved in Section 5.4 were temporarily stable in the tautological loop
during stochastic fitness evaluation, the resulting gates did not automatically exhibit
error-correcting properties. Especially the droplet network in Figure 5.9 (a) was not
suitable for composing a half-adder from individual gate instances. So apparently,
the emerging symbols were temporarily stable in the tautological loop system but
not necessarily outside, when run through the evolved gates by thesmselves. One
reason might be timing effects, that work only because of the exact lengths of the
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connecting segments between the gate instances in the loop. Here it could be tried
to use arbitrary lengths for the connecting segments between the gate instances in
the loop to reduce effects that require an exact timing. Additionally, it might prove
effective to cycle through tautological loop designs with similar properties, based on
our classifications in Section 5.1.3 in an evolutionary run. Also, similar to conventional
electronics, switching processes in gates require time, such that only a limited number
of gates can be combined in a clock cycle.
In following studies, it should be investigated whether the use of tautological loops
bears actual advantages in the search for symbol encodings when compared to symbol
co-evolution as shown in Chapter 3 or to naive enumerative approaches. For example,
tautological networks might be useful for finding symbol encodings with less compu-
tational effort or to find encodings that have better error correction properties. Also
cryptographic hash functions like the secure hashing algorithm (SHA, [Nat12]) might
be a useful “substrate” for further studying the applicability of tautological loop
topologies. A variable number of input and output bits could then be considered,
such that the symbol complexity can be analyzed on different scales. Such crypto-
graphic hash functions would be an extreme case, where it should be especially hard
to find suitable symbol encodings by rational design decisions, because inputs and
outputs are supposed to be not trivially related. An approach in this direction was
taken in the bachelor’s thesis [Ruh14].
In the tautological networks presented in this chapter, different instances of the same
basis function f are connected in a loop to find suitable symbol encodings. But while
NAND gates can be used to build all other binary Boolean gates, for other, maybe
not Boolean information processing modules, it might be necessary to wire different
























































































































































































































































































































































































































































































































































































































Table 5.3: Input/output signal table for NAND and NOR gates. In table a), A and
B represent signals that encode Boolean values. When A represents a ’0’ and B a ’1’
as in table b), the table becomes a truth table for the NAND function. On the other
hand, when A represents a ’1’ and B a ’0’ as in c), the table becomes the truth table
for a NOR function. Because of this symmetry and the principle of not presetting
the symbol encoding for the tautological loops, we can not distinguish a NAND gate
from a NOR gate.
Chapter 6
Embodied Evolution
Evolutionary computation [Fog66, Rec71, Sch75, Hol75, Koz89, Fog94, Bey02, Wei02,
Eib08] were used more excessively in the sense of genetic programming [Koz89] in
Chapter 3 to find the algorithm or program pf that computes some function f . In this
section, instead, a step towards embodied evolution is taken such that the algorithm pf
itself is an evolutionary process that is embedded into the unconventional computing
substrate. Although embodied evolution is defined as evolution happening in a real-
world population of robots [Wat02], the agents here are molecular machines whose
dynamics will only be explored in simulation.
In evolutionary computation systems, the optimality criteria, i.e., the fitness functions
are often evaluated in the same digital computer that runs the evolutionary algorithm,
for example in simulation or as ODE integration. When externalized however, the
fitness evaluation can be realized in a technical or physical system as CCE (Com-
puter Controlled Evolution) [Hig96, Dit98, Mil14] or even by human beings [Tak01].
Furthermore, also the selection operation can be externalized, e.g. by biochemistry
methods like the SELEX (Systematic Evolution of Ligands by Exponential Enrich-
ment) technique [Klu94, Mat06b]. Still, in contrast to the system proposed here,
the populations of most common evolutionary computation systems are exclusively
held as data structures maintained on digital computers and the generation scheme
is mostly controlled externally.
143
144 CHAPTER 6. EMBODIED EVOLUTION
In the following work that was done in collaboration with Gabi Escuela and Thomas
Hinze in [Gru11b], the concept of molecular embodied evolution is elaborated in the
context of solving the exact set cover problem. An evolutionary process is exem-
plified here that is, similar to a biological organism, embedded in a single physical
world, which contains the fitness evaluation but also the population, the selection,
the mutation operations as well as the control of an asynchronous generation scheme
as proposed by Banzhaf [Ban90]. This single physical world of the work shown here
is being simulated using the rule-based reaction system SRSim [Gru10] for structured
molecules.
6.1 The Exact Set Cover Problem
We will first give a formal definition for the exact set cover problem, which is NP-
complete [Kar72]: Let X = {x1, x2, . . . , xn} be a finite set of elements and F =
{S1, S2, . . . ,Sk} be a family of sets (also called collection), such that ∀i ∈ {1 . . . k} :
(Si ̸= ∅) ∧ (Si ⊆ X ). Then, C ⊆ F is an exact cover of X if and only if:
1. X = S∈C S, and
2. ∀S, S ′ ∈ C, S ̸= S ′ : S ∩ S ′ = ∅ .
The decision-problem here is defined as the question, if such an exact cover C exists,
given the set of elements X and the set of subsets F . To find all the solutions for
this problem, Knuth [Knu00] proposed a so-called Algorithm X, a recursive, non-
deterministic algorithm that combines depth-first and backtracking as programming
strategies, and as data a matrix that represents the relation “contained in” between
elements and subsets.
The exact set cover problem shares common properties with other NP-complete prob-
lems, including those that consider other kinds of cover. Set cover problems, in gen-
eral, have their practical applications in conservation biology [Moo03], phylogenetics
[Hal04] and protein identification [He11].





Figure 6.1: Two exemplary instances of the exact set cover problem: Circles on the
left of each graph represent the different subsets A,B,C, ... of the elements a, b, c, ...,
which are shown on the right side of each graph. Arrows leaving a subset indicate
all the elements that belong to this subset. Hence, these arrows are a representation
of the externally given problem instance and cannot be modified by the algorithm.
The thick circles on the left of each panel indicate the perfect set of subsets and
thus a solution to the exact set cover task. This means that each element on the
right is reached by exactly one arrow, when exactly the thick subsets on the left
are chosen. In a simple instance of the problem X = {a, b, c, d, e} and F = {A =
{a, d}, B = {a, b}, C = {c, d, e}}, the subsets B and C lead to the perfect solution,
while A only covers the elements a and d but also disallows the subsets B and C
to cover more elements. (b) In the larger example with X = {a, b, c, d, e, f, g, h, i, j}
and F = {{a, b, c}, {d, e, f}, {g, h}, {i, j}, {a}, {d}, {g}, {i}, {b}, {e}} there are ten
elements as well as ten subsets of elements.
Two instances of the set cover problem are displayed in Figure 6.1. The search space
is growing exponentially with the number of available solution candidates Ci ∈ P(F)
from the power set of the available subsets. Each element Ci of the power set has
to be considered as a potential solution. This means that the chance of randomly
generating a correct solution is 1
2|F| , where the notation |F| denotes the cardinality
of the set F . This implies a probability of 1
8
= 12.5% in the case displayed in Figure
6.1a and 1
1024
≈ 0.1% in the case of 10 subsets as in Figure 6.1b.
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6.2 An Evolutionary Algorithm in Rule-Based Chem-
istry
We follow the design principles of an object centered view, where each of the molecules
represents a possible solution candidate object. Each of the objects is following its
own heuristic reaction path that can lead it to become a perfect solution to the
exact set cover problem. This happens fully concurrently, i.e., there is no temporal
dependency between different global phases of the algorithm that would have to be
controlled from the outside.
We use molecular descriptions of molecules that evaluate, select and reproduce solu-
tion candidates, constituting a molecular implementation of a heuristic optimization
algorithm that uses gradient information. In particular, we present an instance of
an asynchronous evolutionary algorithm that is purely implemented in rule-based
chemistry [Hla06, Gru10], similar to the evolutionary algorithm that was described
by Banzhaf, 1990 [Ban90] but, in this case, used for the exact set cover problem.
The population of individuals from the search space, the calculation of the fitness,
the reproduction as well as the selection are realized by structured molecules in the
reactor and the limited set of reaction rules between them.
Also different membrane computing frameworks, like the Membrane Algorithms that
were presented by Nishida in 2005 [Nis06], can be used to implement evolutionary
algorithms. But in contrast to these, our approach uses local rules instead of a
global timing scheme or instead of a global spatial division into areas working under
a different scheme. The computation happens according to local rules only.
6.2.1 Genotype and Phenotype
Each possible solution Ci ∈ P(F) to the exact set cover problem problem is repre-
sented by a genotype as well as its consequent phenotype in this approach. These two
components are realized by a molecule dimer gen - phen. The genotype molecule gen
has exactly one docking site for each possible subset Si ∈ F . “Token molecules” T
6.2. AN EVOLUTIONARY ALGORITHM IN RULE-BASED CHEMISTRY 147
can attach to each binding site of gen, representing the inclusion of a certain subset
Si, when attached. The phenotype molecule phen on the other site of the dimer has
exactly one docking site for each element xi ∈ X of the set to be covered. A token T
that is attached to a phen molecule represents a covered element xi, as displayed in
Figure 6.2a.
The genotype-phenotype mapping, i.e. the assignment stating which elements {x1, ..., xk}
belong to which subset Si, is realized through artificial transfer factors. These trans-
fer factors follow the example of biological transfer-RNAs (tRNAs) [Qui76], which
facilitate the mapping between a triplet of DNA bases to a specific amino acid. In
our approach, there is exactly one species of transfer molecules trans for each subset
Si. It is loaded with exactly one subset-token molecule that corresponds to the subset
Si ∈ F and a variable number of element-token molecules, each corresponding to one
of the elements xi ∈ X . Some examples for transfer molecules are displayed in Figure
6.2b. This design has the advantage that the instance of the exact set cover problem
is independent from the set of rules. We are even able to dynamically exchange the
problem instance, while the “algorithm” is working in a reactor by feeding a different
set of transfer molecules into the reaction vessel.
Each subset- and element-token molecule T is of a given sub-type, similar to the codon
region of a transfer RNA. Hence we can allow a token to dock only to the binding
sites that fit its sub-type. In total, we need a number of |X | + |F| different types of
tokens to allow for the specific binding of tokens to the distinct sites of the genotype
and phenotype molecules.
A transfer molecule can dock to any fitting free site of the gen - phen dimer with its
attached tokens, if they are of the correct type. If and only if a transfer molecule
can dock all of its tokens into the docking sites of the gen - phen solution dimer,
the transfer molecule can dissociate from its tokens, leaving them with the solution
dimer. If there is already a token blocking one of the necessary sites of the gen - phen
dimer, the complete transfer molecule with all of its tokens will dissociate after some
time. Thus we ensure, that the tokens at the gen side corresponding to the selected
subsets Si are correctly mapped to the tokens on the phen side, corresponding to
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(a) An arbitrary solution
candidate represented
by a gen - phen dimer
with attached subset- and
element-tokens.
(b) Exemplary transfer factors. The docking site s is
loaded with a subset-token and the sites e are loaded
with element-tokens.
Figure 6.2: Genotype - Phenotype mapping: molecules representing the genotype gen
and the phenotype phen of an individual in the evolution. The mapping (a) between
subsets and elements is realized by various transfer factors (b) which are specific to
the problem instance displayed in Figure 6.1b. For this problem instance, a maximum
of three element tokens is sufficient. Each token molecule is marked with the name
of the binding sites that it will be able to bind to.
the elements xi. In this way we cannot attach subsets to a solution that lead to
a duplicate selection of an element xi. On the other hand, when all the elements
from X are present in a solution, we have also selected an appropriate set of subsets
{Sa, ..., Sk}.
6.2.2 Evaluation and Inheritance
When implementing the system according to the design given in the last section,
we obtain a molecular random search system that will automatically avoid choosing
combinations of sets with overlapping elements. Nonetheless, when there is a large
number of non-overlapping subset attachment pathways that lead to imperfect solu-
tions, the chances for producing a correct solution to the problem are small. And
even when one molecule in the reactor found the perfect solution, it would be hard
to identify it among all the other wrong solutions. Consequently we add a selection
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and reproduction operator here, which will help to cover a larger search space and to
amplify good solutions.
Both functions, selection and reproduction, are realized by a single molecule Copier
which goes through different internal phases. In the beginning, it attaches to one gen
- phen dimer, then to an arbitrary other possible solution dimer as shown in Figure
6.3. When it has docked to two possible solution candidates, it “decides” which of
them to discard and which to take as a template for reproduction.
This decision is made by a small number of |X | reaction rules: for each element
xi ∈ X , a rule is defined that is applicable, when there is an element token (e.g. T-e
in Figure 6.3) that is only present on one of the docked solution instances.
The reaction then marks the solution with the lacking element token as dominated,
the other one as template. The more elements are present in one solution but missing
in another, the higher the probability for the better solution to be marked as template.
Still it is a stochastic process, so it is possible that a good solution A covering many
elements can be marked as dominated in comparison with a competing solution B
owning few elements.
Once one of the solution candidates is marked as dominated, it will reject all its to-
kens, effectively deleting this solution and remove the dominated marking. Now two
alternative events can happen: Either the cleared solution can dissociate from the
Copier to recruit new transfer molecules and thus generate a new solution candi-
date randomly. But until the dissociation happens, new transfer molecules can still
dock to the cleared solution candidate. Here, the docked Copier molecule prevents
transfer molecules to attach subset tokens to the cleared molecule, if its other tem-
plate solutions does not show this token. The longer the cleared solution remains at
the Copier, the more exact will the template solution be reproduced at the cleared
solution. Consequently, by modifying the dissociation rate, we can alter the effec-
tive mutation rate in this evolutionary algorithm. Nonetheless, a mutation can only
mean to leave out a subset-token in the overwritten molecule, not to induce a new
subset-token. But after the new solution candidate dissociates from the Copier, it
can indeed be attached to a different subset-token.
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Figure 6.3: The Copiermolecule realizes both, the selection and reproduction process.
The left solution candidate is fitter than the right one, because it has more element-
tokens attached to its phenotype side. As a result, the right candidate will be erased
and overwritten by the Copier molecule.
6.2.3 Differences to standard evolutionary algorithms
In comparison to traditional evolutionary algorithms as they are implemented on
sequential computers, our approach is asynchronous to begin with, as described by
Banzhaf, 1990 [Ban90] or in embodied evolution scenarios [Wat02]. All the com-
ponents of the evolution system work continuously in the whole system, without
separating the system into discrete generations as it is usually done. The evaluation
of the fitness is also different, in that no global ranking is done and that no real valued
score is calculated. Instead, the fitness of two solution candidates is compared locally
and stochastically. Recombination is not implemented in our approach but might be
realized by coupling multiple Copier molecules.
The most striking difference to traditional evolutionary algorithms is probably that
we do not switch the “environment” between the execution of the evolutionary algo-
rithm and the evaluation of the fitness function as it usually done, when the fitness
evaluation appears as a black box in the algorithm. Here instead, all aspects of the
evolutionary algorithm: the mutation operators, the reproduction and the selection
are described in the rule-based chemistry language BNGL [Bli04, Hla06].
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(a) An empty gen - phen
dimer as solution candi-
date and a loaded transfer
molecule.
(b) The transfer factor has
docked to the solution can-
didate with a single token.
(c) All the transfer factor’s
tokens are bound to the so-
lution candidate.
(d) The transfer factor jet-
tisons its tokens...
(e) ...and diffuses away
from the modified solution
candidate.
(f) A snapshot of the whole
reactor.
Figure 6.4: Snapshots of the transfer factors while delivering tokens to a solution
candidate (a-e) and a visualization of the SRSim simulation of the entire reactor (f).
6.2.4 Simulation case study
To test the system with ten subsets, which was presented in Figure 6.1b, we imple-
mented the asynchronous, local evolutionary algorithm in rule-based chemistry using
the BioNetGen Language (BNGL) [Bli04, Hla06] and simulated it with SRSim, our
simulation system for spatial and rule-based chemistries [Gru10]. Some snapshots of
a docking transfer factor and the general simulation process are shown in Figure 6.4.
Though the size |F| = |X | = 10 of the problem instance might seem very small,
nonetheless, a fully enumerative approach would still need to produce 210 = 1024
different tentative solutions and thus an even larger number of molecules would be
necessary to stochastically cover a large fraction of them. Instead, the toy system we
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investigated comprised 10 gen - phen dimers, three Copier molecules and 30 transfer
factors for each subset Si ∈ F . To test different mutation rates, we varied the
dissociation rate koff of gen - phen dimers from the Copier molecules. We considered
the three cases of koff = 10
1, 10−4, 10−6 and the control case of no selection at all. In
addition to the reaction system described before, we added rules to “recycle” used
transfer factors. Alternatively, an inflow of loaded transfer factors and an outflow of
used trans molecules might be used.
Figure 6.5: Development of the solution candidates in the optimizing molecular sys-
tem over time. Averaged (n=50) number of generated perfect solutions. Error bars
indicate the standard error of the mean. When omitting the copier molecules (box
points, purple), we obtain a perfect solution in a fraction of the simulations close
to the theoretical 2.56%, corresponding to a perfect solution in about every fourth
simulation run. With the highest mutation and dissociation rate koff = 10
1 instead,
we obtain a high percentage of perfect solutions in the system quickly. This high
mutation rate leads to the situation, that effectively no information is passed from a
“parent” molecule to its offspring. A cleared solution candidate will dissociate very
fast and generate a new potential solution from scratch (plus points, red). With a
lower dissociation rate koff = 10
−4, the cleared solution candidates will stay with
the Copier molecule for some time, inheriting some or all of the template solutions
features. This koff rate leads to the fastest convergence in our simulations (x points,
green). The lowest dissociation rate delays the whole process of copying a solution
very long and leads to a slow convergence (star points, blue).
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Figure 6.6: Development of the solution candidates in the optimizing molecular sys-
tem over time. Averaged (n=50) quality of the solutions, in the form of the number
of elements from X that are covered by the current solution. Error bars indicate the
standard error of the mean. While Figure 6.5 showed the number of perfect solutions,
the quality of the found solution candidates is plotted here. Although the number
of perfect solutions is initially very low as seen in Figure 6.5, the average quality is
quite high in all scenarios from the beginning at about 80%.
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To average the results, we simulated 50 instances for each condition of the system for
1.5 · 106 time steps. Please note that one time step is not identical to one generation
in the evolutionary algorithms sense in our simulation. Most simulation time steps
will only update particle positions from diffusive movement, some will also incorpo-
rate chemical reactions. Also, since the algorithm works asynchronously, we cannot
distinguish generations. Instead, we measured the number of dissociations of the gen
- phen dimers from the Copier molecules over the whole simulation time to be about
140 for koff = 10
1, 110 for koff = 10
−4 and 10 for koff = 10−6 in average. Since we are
not interested in the optimization performance per generation but per time, the plots
in Figure 6.5 and 6.6 are not normalized in respect to the generations.
In Figure 6.5 we plot the number of perfect solutions present in a simulation averaged
over 50 simulation runs with different dissociation rates, showing that a dissociation
and mutation rate of koff = 10
−4 led to the fastest increase of optimal solutions.
As we described in Section 6.1, the problem instance with ten subsets from Figure
6.1(b) is still relatively easy to solve, meaning that about three percent of any ran-
domly generated individual will be a perfect solution. Also, while evolution with
an intermediate mutation rate (x points) produces the best results here, it is tightly
followed by a system with an extremely high mutation rate and thus practically no
inheritance (plus points). For more difficult instances of the problem, we expect the
evolution with intermediate mutation rates to perform better in a more distinguished
way. Considering the implicitly defined objective function as the number of covered
elements, Figure 6.6 shows a very fast initial rise of the average population fitness,
followed by a slower increase in average fitness.
6.3 Discussion
In this chapter, we introduced an evolutionary computation system that is imple-
mented entirely as a rule-based reaction network. We demonstrated its heuristic
problem-solving capacity with an exemplary instance of the exact set cover prob-
lem. Different ranges of dissociation parameters were analyzed for their effect on the
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performance of the evolutionary algorithm.
So far, molecular computing methods were typically aiming at solving difficult com-
puting problems by exploiting the vast amount of molecules in reaction vessels to
enumerate all possible solutions in cases of high combinatorial complexity. Hence,
the exponential effort of sequential algorithms in runtime is shifted to an exponential
effort in material. While sequential algorithms could solve larger problem instances
“in principle” in many years runtime, molecular computing setups could solve these
problems “in principle” when using earth-sized amounts of DNA, protein or other
molecular computing substrate [GN11].
In contrast to that, we follow the path of heuristics that helps to generate relatively
good, though not necessarily perfect, results for a wide range of problems. Still,
in our example example, the propagation of the best solution happens slower than
the generation of many solutions of quite good fitness. Our focus here is not on
solving NP-hard problems, but to generate relatively good solutions to non-trivial
optimization tasks while staying in the chemical reaction medium. This provides
the advantage of having control structures for bioreactors or other artificial chemi-
cal systems that could be implemented directly inside the reaction vessel instead of
installing sensors, connecting silicon-based computers and feeding controlling actions
back through actuators.
Nonetheless, it will probably be difficult to find or engineer molecules that behave
in such a way as proposed here. But it might be an advantage to focus on the
object-oriented view upon the molecules designed here to distinguish between differ-
ent aspects of such dynamical chemical systems. Instead of searching for molecules
that fulfill a hardly comprehensible large list of constraints, the different aspects and
dependencies that are necessary for each molecule type are here explicitly mentioned
in a rule-based description.




Many of the established unconventional computing approaches like Membrane Com-
puting [Pa˘u06], Molecular- or DNA Computing [Adl94, Win98, Con98, Leh02, Rot04,
Rot06, See06, Yin08, Had10, Rub14, Xia14] utilize self-assembly processes. Consider-
ing any self-assembled structure, there will typically be a range of final structures with
these systems. But the variance of final molecular structures is small in comparison,
when compared to a hypothetical random assembly of similar building blocks. Hence,
the self-assembly of an artificial or biological structure [Zau05b] should be considered
as controlled processes, similar to the execution of an algorithm, where the results
of the computations are either the structures themselves or the functions they serve.
Following the notation from Section 1.3, the human kinetochore complex, for example,
fulfills among others, the function fk of distributing the mechanical forces between
the spindle apparatus and the chromosomes [Per11, Ibr13]. Hence, roughly speaking,
the implementation pfk of this computation is described as “generate a structure sk
which realizes function fk”.
pfk : ∅ −→ sk
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Similar to a computer program that could run on very different processor architec-
tures, the actual task is abstracted from the molecular implementation of the kineto-
chore, i.e. the same task fk could have been realized by a completely different set of
biomolecules [Go¨r13].
Observing this molecular system as a computing process, where is the program?
Similar to Zauner’s anti-universal Turing Machine [Zau96], the systems is useful only
for one particular computation and the program is encoded directly in the specification
pfk of the “machine”. Hence, the program can be encoded in the design of the building
blocks themselves, in the quantity and timing of their injection into the reaction
container, in the medium composition and temperature or in the spatial structure
of the reaction vessel or in its fluid dynamics and stirring properties [Con98, Leh02,
Rot04, Yin08, Had10, Rub14]. An example of an evolved self-assembly system for
droplet computers (cf. Chapter 2) is discussed in Section 3.2, more details of which
are presented in Refs. [Die12a, Die12b].
While the perspective of unconventional computing is obvious for artificial or engi-
neered self-assembling systems, also for many existing biological systems it might be
beneficial to understand the systems as computing processes, albeit designed by evo-
lution. In return, this perspective might as well be helpful for learning new design
principles for artificial systems. This is exemplified in the following summaries of the
works on the human kinetochore multi-protein complex [Tsc13, Ibr13, Go¨r13] and on
the human interphase chromatin organization [Geh12]. In both examples, the ap-
proach is shared to build a more accessible replica p′f of the original biological system
pf in computer simulation as visualized in Figure 7.1.
7.1 The Human Kinetochore Self-Assembly
As outlined in the introduction to Section 7, the kinetochore assembly can be observed
from the perspective of a computation pfk generating a structure sk that, in turn,












Figure 7.1: Interpretation of biological self-assembling conformations as a computing
systems. Signals xsig that reach the structure via signaling molecules ssig somehow
lead to the modification of the assembly process or the organization of the structure
sconf , eventually resulting in an altered behavior or function yconf in the cell. While
the actual biological purpose f of a system as well as the specifics of the real biological
implementation of pf are sometimes hardly accessible (red), a replica in simulation
p′f of the system allows for cheaper and more transparent experiments and hypothesis
testing (black).
fulfills the many functions fk of the kinetochore.
pfk : ∅ −→ sk
From the computational perspective, much is known about the abstract result of the
computation, i.e. about the effect of the kinetochore which facilitates the proper
segregation of the daughter chromatids during mitosis [San09, Cay10, Cay12]. These
functions lead to the proper segregation of the chromatids into the daughter cells
and include for example various logical checkpoints [Cay12], arresting the cell cycle
in case of problems. Furthermore the kinetochore structure also allows for the dis-
tribution of physical force to the DNA strands so that they are not damaged when
being dragged to the daughter cells [Mus07]. What is mostly unknown are the “im-
plementation details”, i.e. the exact set of molecules involved, their interactions and
their particular roles in the process. Hence, the task here can be seen as a process
of reverse engineering where the aim is to understand the syntax and semantics of
the “molecular programming language” and the mechanisms that lead to the final
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structure sk and its functions. The computing substrate here is the cell physiology,
the physics and chemistry of the cell. We might say that the primitives that the bio-
logical kinetochore is “programmed” with are the amino acid and RNA sequences of
the involved proteins. Additionally, the intracellular regulation mechanisms generate
a precise and complex timing scheme of the availability of particular biomolecules at
particular times. This biological program pfk cannot simply be read out for inter-
pretation; rather, complex laboratory experiments are required to characterize each
aspect of the program step-by-step.
The approach that was taken in the papers [Tsc13, Ibr13, Go¨r13] was the effort
to build an alternative implementation p′fk of the program on a different computing
substrate, i.e., in the coarse grained molecular dynamics simulator SRSim [Gru10]. By
using a similar set of “building blocks” that is constrained by the knowledge about the
original system, a set of alternative implementations should be generated that show
high similarities to the biological system and thus allow for a deeper understanding
of the original system. A snapshot of a single simulated kinetochore structure is
shown in Figure 7.2 while Figure 7.3 shows the similarity tree of an ensemble of
computed kinetochore structures. In Figure 7.4, the interacting proteins are shown
with their potential bonds colored in blue. Red lines of variable thickness correspond
to the statistical dependency between different bonds. They indicate that found
correlations between the realization of the H3/CenpW bond and the CenpB/CenpA
bond. More details and further results of the simulations are given the manuscripts
[Tsc13, Ibr13, Go¨r13].
7.2 Yeast Interphase Chromatin Conformation
In the previous section, the study on the peculiarities of the implementation of the
molecular algorithm that leads to the partially understood effects of the kinetochore
was outlined. Considering the interphase chromatin organization [Cre01, Ber08] of
yeast cells, less is known about either the details of the implementation, the abstrac-
tions, or the input-output signals [HS06].
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Figure 7.2: Snapshot of a simulation of the inner kinetochore model from a typical
simulation run with all inner kinetochore proteins responsible for building the bridge
between two nucleosomes. Kinetochore proteins are labeled in a short form (e.g. K
for CenpK). The same structure is rotated 180◦ from left to right. Rendering by
Sergej Tschernyschkow (2013), Jena. [Tsc13]
While chromosomes are highly condensed during mitosis, the genetic material is ex-
panded throughout the nucleus during interphase, ready for transcription and regula-
tion processes to access the information. In this state, the organization of the different
genomic regions throughout the nucleus is of importance [Mis05, Spr05, Fra07, SB12].
The chromatin layout is controlled and not random; nonetheless, there is still a lot of
variance in the positions of the individual pieces of DNA. Currently it is still hard to
determine the exact distribution of positions for each piece of DNA in experiments.
Also the exact function, the dynamics, and the precise effects of the chromatin layout
are still being researched [VB12, dW12].
In the work outlined here, an alternative “molecular algorithm” was constructed in
simulation that should generate an artificial output signal similar to the original bi-
ological one, i.e., the interphase chromatin organization of yeast S. cerevisiae. In
this light, the nucleus and the interphase chromatin conformation can be seen as
an information transforming system, i.e., as computation as well: input in the form
of signaling molecules, mediated by proteins and DNA fiber dynamics, affects the
chromatin organization and thus leads to an output in the form of different transcrip-
tomes. This means that the nucleus implements a mapping from signaling molecules
to different gene expression patterns. Comparing this potential computation of the
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Figure 7.3: Structural comparison visualized as similarity tree. Each leaf represents
one computed structure and the distance between two leaves indicates the dissimi-
larity between two computed structures. The distances between 537 structures are
visualized in this tree. We highlighted three particular model variations, where a spe-
cific subset of the possible bonds is realized: 154 structures missing CenpA/CenpB in
red, 71 missing CenpB/CenpW in yellow and 50 missing H3/CenpW in green. The
tetramer CenpT/W/S/X, marked as external blue cycles, was found 3 times. The
tight structure clusters indicate that a similar set of formed bonds also leads to a high
similarity in the resulting spatial structures. Rendering by Sergej Tschernyschkow
(2013), Jena. [Tsc13]
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Figure 7.4: This graph displays the protein-protein bonds of the inner kinetochore as
well as the mutual information between these bonds. Because a bond can or cannot
be realized in an instance of the experiment, we can measure the entropy of a bond’s
presence as well as the mutual information between the presence of different bonds.
Thick blue edges indicate protein-protein interactions, running over special nodes that
represent each bond as separate pink node. Red colored edges are showing mutual
information between two bonds with the thickness indicating the level of the mutual
information. The thickest lines have mutual information values of about 0.67, while
the cutoff for drawing lines was set to 0.05. The bond nodes are drawn larger for
higher entropy. We found high mutual information between the CenpA/CenpB and
the H3/CenpW bonds and moderate mutual information between CenpA/CenpB and
CenpW/CenpB while lower mutual information between the CenpW/CenpB and the
CenpW/H3 bonds.
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nucleus to the diagram in Figure 1.4, a function fnuc describes the finegrained tran-
scriptional control in the nucleus. Some mostly unknown signals xnuc can affect the
chromatin structure and thus the final transcription pattern ynuc. This computation
is implemented by an unknown “program” pfnuc constituted by the interactions be-
tween a large number of intracellular molecules and DNA strands. To understand,
manipulate and utilize this regulation process, it would be helpful to understand pfnuc
itself, but also the final structure snuc as well as its meaning ynuc.
Only very few aspects of the computing system pfnuc are known: some of the partici-
pating molecules and some of their interactions [Got96, Bys04, Bys05] as well as some
characteristics of the polymer dynamics of the various types of DNA fibers in differ-
ent compaction states [Heu01, Bys04]. In particular, using genomic conformation
capture (GCC) [Rod09], one can experimentally map some of the genomic regions
that are found in close spatial proximity. What still needs to be elucidated are the
abstraction functions, which external information xnuc influences the conformational
changes, how they alter the conformation and which mechanisms lead to the final
conformation snuc and finally how this conformation is translated into a particular
transcription pattern ynuc by the “molecular program” pf .
In [Geh12], we worked towards reconstructing the “output signal” snuc, i.e., the ge-
ometry of the DNA fibers in the biological nucleus, based on the GCC data as well
as less specific information as for example the rough location of the centromeres and
telomeres. In analogy to Figure 7.1, because of the hardly accessible real implemen-
tation pf , we built an analogue system p
′
f while relating the probabilistically sampled
resulting chromatin conformations s′nuc to the known facts about the real system. The
complete yeast genome was simulated in a polymer simulation using the LAMMPS
molecular dynamics simulation software [Pli95] with DNA segments comprising be-
tween 1300 and 3900 base pairs. A snapshot of the reconstructed output signal can
be found in Figure 7.5, showing the generated probability distribution of the DNA
segments that will hopefully lead to a better understanding of the processes that
generate the spatial localization, i.e., the cellular algorithm pf .
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Figure 7.5: Color reconstruction of chromosome territories in exponentially growing
respiro-fermenting yeast cells seen from different angles. Chromosomes are shown at
a minimum 85% contour density. Rendering by Lutz Gehlen and Jo¨rg Langowski
(2012), Heidelberg. [Geh12]
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Chapter 8
Conclusions
In this thesis, research towards unconventional programming methods, predominantly
for unconventional computing systems, is documented. As a first step, a model system
for unconventional computations is presented in combination with suitable simulation
models in Chapter 2. Different formalisms for modeling the Belousov-Zhabotinsky
reaction and Belousov-Zhabotinsky droplets are discussed. For the network scale of
ten to 1000 droplets, the introduced event-based model offers fast simulation speeds,
reproduces laboratory results and accounts for stochastic effects that can strongly
influence practical computations in vitro.
Then programming approaches based on artificial evolution (cf. Chapter 3) are ex-
plored in the context of the model system. It is shown that evolution can be used
as an indicator for task difficulty and that co-evolution of signals with computing
systems allows finding suitable symbol encodings for computing networks. Here, the
co-evolved symbols, as compared to naive rate-coding symbols, are shown to simplify
the task of finding a droplet network structure for Boolean gates.
A novel method for understanding and analyzing the mechanisms of computation as
information flows is introduced in Chapter 4 in the context of the model system.
The investigation of information flows differs from conventional computer science
methods, where the execution of a computer program is typically studied from the
perspective of runtime and memory complexity. This understanding allows targeted
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modifications of problematic positions where the information flow is impeded, which
is also demonstrated. Furthermore, information theoretic measures can be used as
fitness function for evolutionary computation.
Self-organization principles are presented in Chapter 5 to be suitable for finding
symbol encodings by using the system’s own dynamics, potentially leading to ad-
vantageous solutions as well as to an efficient fitness evaluation. The resulting self-
organizing network structures, tautological loops, are formalized, partially enumerated
and an information theoretic objective function for the observed signals is developed.
Evolutionary computation using the self-organization of symbol encodings is demon-
strated, resulting in two droplet NAND-gate implementations, one of which is shown
to work in a half-adder setup.
Embodied evolution experiments are described in Chapter 6. They show that evolu-
tionary processes can not only be implemented with classical RNA and DNA. Thus,
evolutionary processes could also be applicable for continuously optimizing biochem-
ical production processes in vitro. The domain-oriented view of rule-based modelling
can here help designing molecules with appropriate properties. An in-silico imple-
mentation of an evolutionary computation system using rule-based chemistry only is
tested using an instance of the exact set cover problem.
Additionally, an excursion is taken into the information processing perspective of
biological, self-assembling systems in Chapter 7.
Further Research Options
In this thesis, it was a common theme to search for implementations pf and modalities
for the implementation of an already known function f . In contrast, especially in
the unconventional computing [Ada01, Ada06, Mat07, Teu08, Ste12] community, it
seems not uncommon to start from an information processing system with unknown
properties and signal processing behavior that is then further characterized. Although
this approach was neglected in this thesis, also for this direction of research the
information flow analysis techniques from Chapter 4 might be helpful in narrowing
down the range of potential target functions.
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Also evolutionary algorithms were frequently used in this work to generate problem
solutions of various forms. Typically this implies mimicking the process of biological
evolution, including a population of solution candidates, random mutations, fitness
based selection and recombination to generate the next generation. Nonetheless,
in artificial evolution, it might be possible to increase the search speed by working
around evolutionary bottlenecks, also in ways which would not be possible in bio-
logical evolution: For example, automatically defined functions [Koz96] can be used
to modularize genetic programs, Differential Evolution (DE) [Das11], the Covariance
Matrix Adapted Evolution Strategy (CMA-ES) [Han01] and many other schemes can
be used to modify the mutation operators, potentially leading to a more efficient
optimization process.
Another method that might allow bypassing evolutionary bottlenecks with specialized
domain knowledge would be to make use of known intermediate results of the desired
computation. Thus the optimization of a complex system could be simplified down
to break the system into smaller and more independent parts. Similarly, also the
information flow measures from Chapter 4, which were used as a fitness function
in Chapter 5, might be helpful for improving the optimization process. In further
works, the calculation of information flow measures might be revised for reducing
discretization and sampling errors [Rou99, Kra04]. But these measures might not
only be used as an analysis tool and fitness function, but also to modify the mutation
operator in artificial evolution approaches: When the desired information flow is
known an advance, mutations could be focused in a region where the information
flow is obstructed or where the information recombination between different sources
does not work properly.
While this approach would not resemble an evolutionary process with random muta-
tions any more, the resulting process might still constitute a powerful optimization
system worth exploring. But it should be noted that such a technique would be based
on partially decoupling different parts of the evolved system, i.e., by splitting the in-
formation flows or by defining regions in which particular information is supposed to
be mixed. Although this decoupling might lead to faster results, the “blindness” of
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normal evolutionary algorithms might be a feature that sets them apart from design
processes using common engineering principles. Hence the search space is narrowed
down, potentially missing some good solution candidates. But it might also be pos-
sible to control how broadly the information of an input or an intermediate result
spreads out through the network or how decentralized the information is represented.
For example, we might force the symbols in the system to be represented using multi-
ple nodes of the network, such that a single node does not bear the mutual information
while a combination of some nodes would.
When following, as proposed in the last paragraphs, the approach of controlled in-
formation flows, it is still questionable how to derive information flow graphs that
would be suitable for a given problem. One path toward a solution here might be
offered by mutual information decomposition [Wil10a, Wil10b], which can show how
much information about the output value of a computation is uniquely, redundantly
and synergistically found in each combination of the input signals. Redundant in-
formation is equally present in all considered input channel combinations. Unique
information can only be found in one particular input channel combination. Syner-
gistic information only becomes available, when combining different input channels.
i0 i1 i2 o
0 0 0 1
1 0 0 0
0 1 0 1
1 1 0 0
0 0 1 0
1 0 1 1
0 1 1 0
1 1 1 0
Table 8.1: Exemplary Boolean function f37 with three input values i0, i1, i2 and one
output value o for information decomposition.
The truth-table of an exemplary Boolean function f37 is displayed in Table 8.1. As-
suming all input combinations are used with the same probability, the entropy of the
output channel is ∼0.95 bits. In the corresponding mutual information decomposition
analysis in Figure 8.1, it can be seen that each of the input channels shares ca. 0.049
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Figure 8.1: Mutual information decomposition [Wil10a, Wil10b] between three input
values and one output value for the Boolean function f37 from Table 8.1. In this
kind of diagram, combinations of two or more input signals for a computation are
analyzed for their redundant, unique and synergistic contribution to the final result.
Therefore, each node in the graph represents the redundant information between
combinations of input signals: Exemplarily, [[v, w], [x, y]] denotes the redundancy
between the combined inputs [v, w] and [x, y]. The redundant information structure
is ordered in a lattice, such that the higher nodes that are pointed to by an arrow carry
at least as much information as the nodes below. Nodes where a combination of input
channels adds more information than the nodes below are colored in red and show a
third line with a value indicating the additional redundant information of this node.
In this case, from bottom to top, the graph can be interpreted followingly: All three
input channels individually share ∼0.049 bits of information. These ∼0.049 bits are
present in all input channels redundantly. Either combination of two of the channels
adds additional ∼0.156 bit of information, but this information is only available when
observing pairs of channels together - thus it is called synergistic information. The
combination of inputs [0, 2] has 0.5 bit of extra information next to the information
that is already shared with the individual inputs and the combinations [0, 1] and
[1, 2]. When considering all combinations of two channels, the combination [0, 2] has
0.5 bit of unique information, that can not be found in either [0, 1] or [1, 2]. When
combining all three channels, an additional 0.25 bit of information on the output of
the computation are gained as synergistic information.
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bits of mutual information about the output: Having a zero in either of the input
channels makes an output of 1 slightly more likely. The red node in the central row
indicates that either combination of two input channels adds another ∼0.16 bit of in-
formation. Then the combination of inputs i0 and i2 adds another 0.5 bits and finally
the combination of all three inputs add the final 0.25 bits of information about the
output value. This might indicate that the best way of computing the result from the
three input channels is to first combine inputs i0 and i2 and to merge the result with
input i1. Because of the ∼0.16 bits that are shared by all input combinations, the
results of the combinations (i0,i1) and (i1,i2) might be used for additional checking.
Also, the decomposition reveals that the combination of the input channels i0 and i2
could maximally result in ∼0.7 bits of mutual information with the output and thus
can be used as an intermediate goal to verify that the combination was successful,
before it is attempted to include i1 for the final result.
In conclusion, information theory, self-oranization and smart objective functions for
optimization algorithms seem like helpful guidelines for understanding unconventional
computing systems and programs in general. They can thus be understood as a
particular perspective, as filters that allow a better understanding and design of
the systems under particular angles. Hopefully, more unconventional programming
paradigms, more filters and thus more perspectives will in future be established that
allow transforming complex and promising systems that are not directly accessible
for engineering principles into a more observable and more human-accessible form.
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Appendix A
List of Incorporated Publications
In the course of this thesis, 14 manuscripts for conferences and journals were (co-)
authored by GG, which partially contributed to this thesis. These articles are listed
in Table A.1 together with each manuscript’s contribution by the (co-) author GG.
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