In 1983 A. Suslin proved the Quillen-Lichtenbaum conjecture about algebraic K-theory of algebraically closed fields. The proof was based on a theorem called the Suslin rigidity theorem. In the present paper we prove the rigidity theorem for homotopy invariant presheaves with Ω-transfers, introduced by I. Panin. This type of presheaves includes the K-functor and algebraic cobordism of M. Levine and F. Morel.
In the present paper we prove the rigidity theorem for homotopy invariant presheaves with Ω-transfers. Namely, we prove the following 1.1 Theorem. Let k be an algebraically closed field, y ∈ Y be a closed point of a nonsingular variety over k, and S = Spec O et Y,y a spectrum of a local ring inétale topology. Let X/S be a smooth affine curve over S which admits a good compactification (see 2.11) and let F be a homotopy invariant presheaf with Ω-transfers such that nF = 0, where (n, char k) = 1.
Then for any two sections x, y : S → X coinciding in the closed point of S, the two maps F (x), F (y) : F (X) → F (S) coincide.
As a consequence we prove the following 1.2 Corollary. For the closed point embedding ı : Spec k → S, the induced pullback map F (ı) : F (S) → F (k) is an isomorphism.
The present paper is organized as follows. In section 2 we introduce the notion of a homotopy invariant presheaf with Ω-transfers. In sections 3 and 4 we provide preliminary results which will be used in the proof of the main theorem. In section 5 we prove the rigidity theorem and its corollary. In the last section 6 we provide non-trivial examples of homotopy invariant presheaves with Ω-transfers.
Presheaves with Ω-transfers
In the present section we introduce the notion of a presheaf with Ω-transfers. This will take several steps.
Consider the base field k. Denote by Sch k the category of separated schemes of finite type over k, and by Sm k its full subcategory of smooth quasi-projective schemes over k.
Definition. By an elementary triple
where X, Y ∈ Sm k Z ∈ Sch k is a scheme over k and f : Z → X is finite flat surjective locally complete intersection (l.c.i) morphism of k-schemes and g is an arbitrary morphism of k-schemes.
2.2 Remark. Since X is smooth over k, the structure morphism Z → Spec k is an l.c.i. morphism, so Z is an l.c.i. scheme. This implies that g is also an l.c.i. morphism ( [2] , B.7) ' ' P P P P P P P P P P P P P P P α / / Z Note that sum is compatible with the composition of triples. Note that X ← ∅ → Y is a zero element and the set T (X, Y ) can be endowed with a structure of a commutative monoid.
2.6 Definition. Ω-category is a category C defined as follows: Ob C are smooth varieties over k and for any two smooth varieties X and Y we define Hom C (X, Y ) = G(T (X, Y )) to be the Grothendieck group of the commutative monoid T (X, Y ).
Note that Ω-category C is a preadditive category with direct sum given by disjoint union, since
Remark.
There is an inclusion Sm k → C sending each morphism f : X → Y to the element of Hom C (X, Y ) defined by the triple (X
Definition.
A presheaf with Ω-transfers (or, shorter, Ω-presheaf) is an additive functor F : C op → Ab such that the canonical map
is an isomorphism.
2.9 Definition. For any Ω-presheaf F and any
2.10 Definition. We call Ω-presheaf F homotopy invariant iff for any X ∈ Sm k the canonical map F (p) :
2.11 Definition. Let S be a local scheme, X → S be an element of Sm S of relative dimension 1. We will say that X admits a good compactification, if there is an open embedding X ⊆ X, where π : X → S is a smooth S-projective scheme of relative dimension 1, and X ∞ = X \ X is finite andétale over S.
Some generic position results
In this section we provide some generic position results needed for the section 4. The results of this section are derived mostly from the Bertini theorem.
3.1 Notation. Throughout this section we will use the following notation:
• k is an algebraically closed field,
• S = Spec O is a regular Henselian local scheme over k such that the residue field of O coincides with k,
• 0 denotes the closed point of S,
• X ∈ Sm S is a scheme of relative dimension 1, such that X admits a good compactification π : X → S (see 2.11) and denote X ∞ = X \ X,
• X = X × S 0 and X = X × S 0.
3.2 Lemma. For any a ∈ O and f ∈ O[z 1 , . . . z n ] denote by a the residue of a in k and by f the residue of
Since all x i are pairwise distinct, we may assume that all x i(1) are pairwise distinct (otherwise we may change the coordinate system). For a multi-index λ = (λ 1 , . . . λ n ) denote by
Let us find a λ in O such that a λ = k λ for any multi-index λ and for any natural i k we have a λ x λ i = b i . This is a linear system for a λ . We rewrite it in the following way
Now for any λ / ∈ {(j, . . . 0) | 0 j < k} we set a λ to be any lift of k λ . Thus we get a linear system for a 0...0 , a 1,0...0 , . . ., a k−1,0...0 with the square matrix Thus, a polynomial F = a λ z λ satisfies the desired properties.
3.3 Corollary. Let f, g ∈ k[t 0 , . . . , t n ] and G ∈ O[t 0 , . . . , t n ] be homogeneous polynomials of degree d. Suppose g = G. Consider a set x 1 , . . . , x r : S → P n S of S-points in P n S and corresponding set x 1 , . . . , x r :
Then there is a homogeneous polynomial
Proof. We can choose a system of homogeneous coordinates in P n S , where
Note that then
. . , t n ] to be the homogenization of F a . Then F possesses the desired properties.
3.4 Lemma. For an embedding X ֒→ P n k consider a set of closed points x 1 , . . ., x r , y 1 , . . ., y m ∈ X, and let d r. Let h ∈ k[t 0 , . . . , t n ] be a homogeneous polynomial of degree d such that h(x i ) = 0 for all i.
Then there is a homogeneous polynomial F of degree d such that
Consider 3 sets:
We will prove that
Then take a polynomial F 1 that represents any element of W 0 . Then there is a nonzero constant c such that
. Now let us prove that
•
• The Bertini theorem [5, II.8.18 ] and the Veronese embedding imply that
To prove that U 2 ∩ W = ∅ we construct a set of linear homogeneous polynomials L i as follows: By the Bertini theorem there is linear homogeneous polynomial L 1 such that
Iterating this procedure up to x r we obtain a set of polynomials
• Since U 3 is a complement of m hyperplanes, it is open in P(V d ). Let us show that W ∩ U 3 is nonempty. The Bertini theorem implies that there is a set of linear homogeneous polynomials
We will need the following special case of lemma 3.4:
3.5 Corollary. Consider a closed embedding X ֒→ P n k and a set of closed points x 1 , . . . , x r ∈ X. Consider a linear homogeneous polynomial h ∈ k[t 0 , . . . , t n ] such that h(x i ) = 0 for every i = 1 . . . r.
Then for any d r there is a homogeneous polynomial F of degree d such that
The Picard group of curve with good compactifications
This section is devoted to establish a presentation of the relative Picard group (see [14, § 2] ) of a curve X admitting a good compactification (see 2.11). This presentation is expressed in lemma 4.15. As its consequence we derive the pairing lemma 4.16 that plays an important role in the proof of the main theorem. Throughout this section we use the notation 3.1 4.1 Lemma. All closed points of the scheme X are contained in X.
Proof. Consider a closed point z ∈ X. Since π is projective, π(z) is closed point of S. Then z ∈ X.
4.2 Corollary. Let Z 1 and Z 2 be closed subsets of X. Then Z 1 and Z 2 are disjoint if and only if Z 1 ∩ X and Z 2 ∩ X are disjoint
Since Z is nonempty, there is a closed point z ∈ Z. Since Z is closed, z is a closed point of X. By lemma 4.1 z ∈ X. Then z lies both in Z 1 ∩ X and Z 2 ∩ X.
4.3 Lemma. Consider a codimension 1 subscheme Z ⊆ X such that Z is closed in X. Suppose that Z intersects X transversally. Then Z is regular at all closed points.
Proof. Let d denote the dimension of S. For any closed point z ∈ Z let p : O X,z → O Z,z denote the canonical projection. Lemma 4.1 implies that z ∈ X. Let I X and I Z denote the ideals defining X and Z in the local ring O X,z . We prove that the local ring O Z,z is regular. It is sufficient to prove that
Consider a homomorphism of k-vector spaces
This homomorphism is well defined since for every y ∈ M 2 X,z the element p(y) 
We prove (1)- (5) as follows:
(1) Since X → S is a morphism of finite type, then Spec k(z) → Spec k is a morphism of finite type. Then by Hilbert's Nullstellensatz k(z) = k.
(2) This follows from the fact that p is surjective.
(3) Let us prove that I Z M 2 X,z . Since Z intersects X transversally, we have that M X,z = I Z + I X . The ideal I X is generated by some elements
X,z is nonzero and lies in ker ϕ.
Proof. The proof consists of two steps. First, we check (Step 1) that π is unramified at all closed points. Then we check (Step 2) that π is flat at all closed points. Since Z → S is locally of finite type, these two facts imply that Z → S isétale at all closed points and, hence, at some neighbourhood of closed points of Z. Therefore, π : Z → S isétale.
Step 1. We prove that Z → S is unramified at any point of Z ∩ X. Denote by 0 the closed point of the local scheme S. Consider z ∈ Z ∩ X, i.e. π(z) = 0. Then we get a morphism π
Since k is algebraically closed and z is a closed point, we obtain that k(z) = k is a separable extension of k(0) = k.
Step 2. We prove that Z → S is flat in any point of Z ∩ X. Lemma 4.3 implies that for any closed point z the local ring O Z,z is regular. Let us check that O Z,z is a quasifinite O S,0 -module. As it was shown in I,
Let us check that s i (S) are disjoint. Suppose the closed set s i (S) ∩ s j (S) is nonempty. Then there is a closed point x ∈ s i (S) ∩ s j (S). Then x is a closed point of X. Then x ∈ X by lemma 4.1. This is impossible for i = j since
We prove that Z = Proof. By definition of good compactification(2.11) the scheme X ∞ isétale over S.
Notation. For any homogeneous polynomials
given by the rule t 0 → F 0 , t 1 → F 1 This gives us a rational map
This map is defined on the open subset P n S \ (Z(F 0 ) ∩ Z(F 1 )). We denote this subset by U F0,F1 and the map α by [F 0 :
4.9 Lemma. Let D ⊆ X be a very ample divisor on X.
Then for all big enough d there is a morphism f : X → P 1 k with the following properties:
Proof. Consider an embedding α : X ֒→ P n S , such that D is a hyperplane section D = X ∩ Z(H) for some linear homogeneous polynomial H ∈ O[x 0 , . . . , x n ].
We will construct f :
k for specially chosen polynomials F 0 and F 1 such that X ⊆ U F0,F1 . Now we construct the homogeneous polynomials F 0 and F 1 . Since X ∞ isétale over Henselian base S, by lemma 4.5 it consists of finite number of S-points in P n S . Denote these points by ξ 1 , . . . , ξ r : S → X, and by x 1 , . . . , x r : Spec k → X the corresponding k-points in X. Let h = H ∈ k[t 0 , . . . , t n ]. Since D does not intersect X ∞ , we have h(x i ) = 0 for 1 i r. Corollary 3.5 implies that for any large enough d there is a homogeneous polynomial f 1 of degree d such that
Take F 0 to be equal to H d and F 1 to be a homogeneous polynomial
The polynomial F 1 exists by corollary 3.3.
First we check that X ⊆ U F0,F1 . Since X and Z(h d ) ∩ Z(f 1 ) are disjoint, the corollary 4.2 implies that X and
• α is well defined on X. Fix some system of homogeneous coordinates in P (1) The statement follows from the fact that
(3) Let us check that f −1 (∞) intersects X transversally. To check that we will establish the following equality
Since Z(F 1 ) intersects X transversally, the equality (*) implies that f −1 (∞) intersects X transversally in X.
To establish the equality (*) we will prove the following chain of equalities:
The equality (1) holds, since its both sides coincide with the edge of the following diagram consisting of two cartesian squares:
The equality (2) holds, since its both sides coincide with the edge of the following diagram consisting of two cartesian squares:
The equality (3) follows from the fact that U is an open neighbourhood of X
The equality (4) holds, since its both sides coincide with the edge of the following diagram consisting of two cartesian squares:
4.10 Lemma. Let f be a rational function on X such that its divisor can be represented as div(f ) = s i (S) − t j (S) such that in the union {s i (S)} ∪ {t j (S)} each member is disjoint from the others as subschemes of X.
Then f can be extended to a regular morphism X → P 1 S that isétale over S × 0 and over S × ∞.
Proof. I. Let us prove that there is extension F : X → P 1 S . Since s i (S), t j (S) are distinct points of X, corollary 4.6 implies that s i (S) and t j (S) are disjoint in X. Then X is a vertex of the following couniversal square:
S is the vertex of the following couniversal square
. Then, by the couniversal property, we get a regular morphism F : X → P 1 S such that the following diagram commutes:
II. Let us check that the extension F isétale over 0 × S and ∞ × S. Note that F is of finite type. It is sufficient to prove that F is unramified and flat at any closed point x such that F (x) ∈ 0 × S or F (x) ∈ ∞ × S.
Consider x ∈ X such that F (x) ∈ 0 × S. Then x ∈ s i (S) for some i. We prove that F is unramified at x. There is the following diagram:
and corresponding diagram of local rings:
To check that F is unramified at x, we need to check that
where M X,x and M P 1 S ,0 are maximal ideals in the local rings O X,x and O P 1 S ,0 To verify this equality we will establish the following equalities:
Where I X and I si(S) denote the ideals defining the closed subschemes X and s i (S) in the local ring O X,x , and I P 1 k and I 0×S denote the ideals defining the closed subschemes P 1 k and 0 × S in the local ring O P 1 S ,0 .
• to check the equality (1) note that
Then
. Note that ker s * i = I si(S) and I X are contained in the maximal ideal M X,x . Then we get the equality (2): M X,x ⊆ I X + ker s * i = I X + I si(S) .
• to check the equality (2) note that
• to check the equality (3) note that s i (S) = X × P 1 S S × 0, and s j (S) misses the neighbourhood of x for j = i.
Since S × 0 and P 1 k intersect transversally in P 1 S , we get
Multiplying this equality by O X,x , we get equality (*):
So, F is unramified at x. Since O X,x is a regular ring and quasi-finite O P 1 S ,0 -module, the Grothendieck theorem [1, V.3.6]) implies that F is flat at x. Then F isétale at all closed points of F −1 (0 × S). Then F isétale over 0 × S. The same reasoning proves that F isétale over S × ∞. This concludes the proof.
Definition.
A divisor D on X is called an S-divisor iff its components are S-points of X, i.e. D = i n i s i (S) for some sections s i : S → X.
, and for i = j we have that Z i ∩ Z j = ∅. 4.13 Definition. We will call the divisors D and
4.14 Lemma. Consider an S-point s : S → X. Consider a set of S-points y 1 , . . . y k : S → X. Then there is a rational function ϕ on X such that
• ϕ is defined and equal to 1 on X ∞ ,
Proof. Consider a closed embedding X ֒→ P n S . We will construct ϕ in the form F G , where F and G are in Γ(P n S , O(d) for some d. Corollary 4.7 implies that X ∞ = x i (S) for some set of S points x i : S → X, i = 1 . . . r. Denote by x i , y j , s the corresponding closed points Spec k → X.
Step
• f (y j ) = 0 and f (x i ) = 0 for j = 1 . . . k, i = 1 . . . r.
• Z(f ) intersects X transversally in P n k . Then take F ∈ Γ(P n S , O(d) such that F = f and F (s) = 0. This homogeneous polynomial exists by corollary 3.3
Step 2. We construct the polynomial G. By lemma 3.4 there is a homogeneous polynomial g ∈ k[z 0 , . . . , z n ] of degree d such that:
• g(y) = 0 for all y ∈ X ∩ Z(f ), for y = y j and for y = x i , i = 1 . . . r and j = 1 . . . k.
• g(x i ) = f (x i )
• Z(g) intersects X transversally By corollary 3.3, there is a homogeneous polynomial G of degree d such that G = g and G(x i ) = F (x i ). Then for all x i ϕ is defined on x i and ϕ(x i ) = 1 Now consider the divisor of ϕ on X Note that
Since Z(f ) intersects X transversally, we have that X × P n S Z(F ) intersects X transversally. Then by lemma 4.4, the scheme ϕ −1 (0) isétale over S. Then lemma 4.5 implies that ϕ −1 (0) = s i (S) for some sections s i : S → X. Since F (s) = 0, we have that one of the s i , say s 1 equals s. Then div 0 (ϕ) = s i (S).
The same reasoning proves that the scheme Z(G)× P n S X intersects X transversally. Then it isétale over S by lemma 4.4 Then by lemma 4.
By the construction of ϕ, for i 2 s i is distinct from all y j , and for all m t m is disjoint from all y j . Then by corollary 4.6 the divisor i 2 s i (S) − t m (S) is disjoint from all y j (S).
Lemma. Consider a map
Φ :
• Kernel of Φ is generated by elements D = s i (S) − t j (S) for some finite sets of sections {s i } and {t j } of X → S such that there is a regular morphism f : X → P 1 S with the following properties: (i) f isétale over 0 × S and ∞ × S,
Proof. (1.2) Now consider a case when D = n i [Z i ] ∈ P ic(X, X ∞ ) is a very ample divisor. We will prove that for big enough d, the divisor dD is equivalent in P ic(X, X ∞ ) to some divisor n
Then the divisor dD is equivalent to div ∞ (f ) in P ic(X, X ∞ ). By the case 1.1, divisor div ∞ (f ) is in ImΦ. The same reasoning shows that (d + 1)D is in ImΦ.
is generated by very ample divisors, we have that Φ is surjective.
(2) Consider the kernel of Φ. For any divisor D = n i s i (S) ∈ ker Φ the lemma 4.14 implies that there is a disjoint S-divisor D 1 in ker Φ such that
Note that we have reduced by 1 the multiplicity of s 1 (S) in D and added a disjoint S-divisor that is disjoint from D.
Iterating this procedure we reduce all multiplicities n i and m j and on some step k we will get 
Then this pairing can be decomposed in the following way:
Proof. By lemma 4.15, it is sufficient to prove that for every f : X → P 1 S such that:
• f isétale over 0 × S and ∞ × S,
The following equality holds: F (s i ) − F (t j ) = 0 as a morphism F (X) → F (S) Note that the closed fiber restriction f | X : X → P 1 k is a quasifinite morphism. Since S is local, then f : X → P 1 S is quasifinite. Since f is projective and quasifinite, then f is finite. Take
S is finite and surjective. Note that the following diagram commutes:
All vertical arrows are finite surjective flat l.c.i. morphisms, so there are the following morphisms in the category C:
represented by (S ← s i (S) → s i (S)), and α 1 ∈ Hom C (S, t j (S)) represented by (S ← t j (S) → t j (S)).
Then we have the following diagram in Ω-category:
Let us prove that this diagram commutes:
, the left square commutes. Analogously, the right square commutes. Applying the functor F we get the following commutative diagram:
Denote by p the projection p : A 1 S → S. The functor F is homotopy invariant and i 0 and i 1 are sections of p. Then
Each morphism I 0 • α 0,(i) is represented by the triple (S ← s i (S) → X 1 ) Note that π| si(S) : s i (S) → S is an isomorphism with s i being is its inverse. Then
The same reasoning proves that F (α ∞ ) • F (I ∞ ) = F (t j ). Then F (s i ) = F (t j ) : F (X 1 ) → F (S). Taking composition with the inclusion X 1 ֒→ X, we get F (s i ) = F (t j ) : F (X) → F (S).
5 Proof of the main result 5.1 Theorem. Let k be algebraically closed field, S be a Henselization of a smooth variety over k in a closed point, X/S be smooth scheme over S of relative dimension 1, admitting a good compactification. Let F be a homotopy invariant presheaf with Ω-transfers such that nF = 0, and gcd(n, char k) = 1. Then for any two sections x, y : S → X, such that x and y coincide in the closed point of S, two homomorphisms F (x), F (y) : F (X) → F (S) coincide.
Proof. Consider a pairing s : S→X Z · s ⊗ F (X) → F (S), defined by the rule s ⊗ α → F (s)(α).
Since nF = 0 and lemma 4.16, this pairing can be decomposed in the following way:
P ic(X, X ∞ )/n ⊗ F (X)
So, it is enough to prove that elements, defined by the divisors x(S) and y(S) coincide in P ic(X, X ∞ )/n. Here our proof is similar to the proof (4.3 [14] ). By (2.2 [14] ) P ic(X, X ∞ )/n ⊆ H 2 et (X, j ! (µ n )) where µ n is the group of n-roots of unity. By proper base change theorem, where X and X are fibers of X and X over the closed point of S, and j 0 : X ֒→ X is the corresponding embedding. Consider the commutative diagram:
Then P ic(X, X ∞ )/n ⊆ P ic(X, X ∞ )/n. Since x and y coincide in the closed point, the images of x(S) and y(S) coincide in P ic(X, X ∞ )/n. Then x(S) and y(S) coincide in P ic(X, X ∞ )/n. This concludes the proof.
5.2 Corollary. Let k be algebraically closed field, Y be a smooth variety, O be a local ring of a closed point of Y inétale topology and S = Spec O. Let F be a homotopy invariant presheaf with Ω-transfers and nF = 0, where (n, char k) = 1. Then the homomorphism F (ı) : F (S) → F (k) is an isomorphism. where ı : Spec k → S is the embedding of the closed point.
Proof. Let l denote the dimension of Y . Then S is isomorphic to S l = Spec Oé t A l k ,0 . So, it is sufficient to prove that F (ı) : F (S l ) → F (Spec k) is an isomorphism. Consider the projection π l : S l → Spec k. Then we get that F (ı) • F (π l ) = id F (Spec k) . Then F (π l ) is injective. Let us check that F (π l ) is surjective. We will prove it by induction on l. The case l = 0 is trivial. We prove the induction step. Since anyétale neighbourhood of 0 in A l contains an affineétale neighbourhood, we have that F (S l ) = colim F (W ), where W runs over all affineétale neighbourhoods (W, w 0 ) → (A l , 0). For any affineétale neighbourhood W we will find a morphism π : S l → S l−1 and a decomposition of the canonical map
