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Introduzione
Alla fine degli anni 60’, G. Birkoff in [4] pose il problema della determi-
nazione di una struttura in grado di generalizzare sia gli anelli Booleani che
gli `-gruppi, di cui casi particolari sono, rispettivamente, le algebre di in-
sieme e gli spazi di Riesz. Swamy in [39], Wyler in [44] e Rama Rao in [36],
introdussero una serie di strutture che in parte risolvevano il problema, ma
una soluzione completa fu data, alla meta` degli anni 80’, da K.D. Schmidt
in [37] che introdusse i clan minimali commutativi. Poco dopo lo studio dei
clan minimali commutativi fu intrapreso da C. Constantinescu in [8] e [9],
al quale devono il nome di Spazi di Vitali. Infine negli anni 90’ furono in-
trodotte nuove strutture quali le effect algebre e le MV-algebre, che sono casi
particolari di Spazi di Vitali; successivamente l’attenzione si sposto` sulle ver-
sioni non commutative di tali strutture, dette pseudo effect algebre e pseudo
MV-algebre, dando vita ad una ricca teoria.
Uno spazio di Vitali (E,≤,+, 0) e` un semigruppo parziale commutativo, nel
senso che l’addizione e` definita in un sottoinsieme di E ×E, tale che (E,≤)
e` un reticolo parzialmente ordinato. E` evidente allora che un `-gruppo (o
gruppo reticolo parzialmente ordinato) abeliano (G,≤,+, 0) e` uno spazio di
Vitali in cui l’operazione di addizione e` totale; cos`ı come, se consideriamo un
anello Booleano A e definiamo, per ogni coppia di elementi disgiunti, la loro
somma uguale alla loro unione, si ha che (A,⊆,+, ∅) e` uno spazio di Vitali.
Nel primo capitolo presentiamo gli spazi di Vitali, la loro versione non com-
mutiva, ovvero gli pseudo spazi di Vitali, e le altre strutture ad essi colle-
gate, quali MV-algebre, effect algebre, effect algebre generalizzate (GEA) e
pseudo effect algebre generalizzate (GPE), soffermandoci sulle loro principali
3
proprieta`.
Nel primo paragrafo del secondo capitolo introduciamo il concetto di omo-
morfismo tra pseudo spazi di Vitali e di strong unit (un elemento positivo
u ∈ E e` uno strong unit se per ogni x ∈ E esiste un intero n ≥ 1 tale che
|x| ≤ nu = u1 + · · · + un dove u1 = . . . = un = u). Ricordiamo che Wyler
in [44] ha dimostrato che uno spazio di Vitali puo` essere immerso in un `-
gruppo abeliano. In questo paragrafo estendiamo tale risultato agli pseudo
spazi di Vitali, ovvero dimostriamo che ogni pseudo spazio di Vitali E puo`
essere isomorficamente immerso in un `-gruppo detto gruppo rappresentati-
vo di E (Teorema di Rappresentazione). Di conseguenza, una volta data la
definizione di ideale di uno pseudo spazio di Vitali, e` sembrato naturale, nel
resto del capitolo, stabilire le relazioni esistenti tra gli ideali di uno pseudo
spazio di Vitali, quelli del suo gruppo rappresentativo e le congruenze forti
(che sono congruenze in E compatibili con le due operazioni di differenza che
si possono definire in E).
Sempre nel secondo capitolo e` riportato il concetto di stato su uno pseu-
do spazio di Vitali e sfruttando la ricca teoria riguardante gli stati di un
`-gruppo, si veda [30], proviamo due forme del Teorema di Loomis-Sikorski,
una per pseudo spazi di Vitali e l’altra per pseudo spazi di Vitali positivi.
C. Constantinescu in [9] ha studiato in maniera approfondita le proprieta`
delle misure sugli spazi di Vitali, giungendo alla dimostrazione di una se-
rie di Teoremi di convergenza e limitatezza; nel terzo capitolo di questa
tesi abbiamo voluto riprendere lo studio di tali Teoremi abbandonando la
tecnica dimostrativa di Constantinescu, efficace ma complessa. Cos`ı utiliz-
zando un Teorema sulle matrici di P. de Lucia e T. Traynor (cfr. [15]),
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abbiamo dimostrato, in modo, come dire,“usuale ”, i Teoremi di convergenza
di Cafiero, Brooks-Jewett e Nikodym per funzioni definite in uno spazio di
Vitali con Subsequential interpolation property a valori in un gruppo topo-
logico di Hausdorff.
Nell’appendice, infine, oltre alla dimostrazione del Teorema sulle matrici di
de Lucia-Traynor di cui facciamo ampio uso nelle dimostrazioni dei teoremi
di Cafiero e Brooks-Jewett, riportiamo una piccola introduzione alla teoria
delle categorie. Infatti grazie al Teorema di Rappresentazione possiamo di-
mostrare l’equivalenza tra la categoria degli pseudo spazi di Vitali e quella
degli `-gruppi.
I miei piu` sinceri ringraziamenti vanno alle Professoresse Emma d’Aniello ed
Anna de Simone per i consigli e l’aiuto datomi in questi anni. Un ringrazia-
mento particolare va al Professore Anatolij Dvurecˇenskij che ha messo a mia
disposizione la sua grande conoscenza di tali strutture. Per ultimo, ma as-
solutamente non ultimo, voglio ringraziare il Professore Paolo de Lucia che,
con tanta pazienza, in questi anni ha seguito il mio percorso, indirizzandomi
con buoni consigli e dando sempre nuovi slanci al mio lavoro di ricerca con
la sua vasta esperienza matematica.
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1 Strutture
In questo capitolo definiamo gli Spazi di Vitali, nucleo di questa tesi, ed
una serie di strutture che generalizzano o sono generalizzate da quest’ultimi
come: MV-algebre, pseudo spazi di Vitali (o clan minimali), effect algebre,
pseudo effect algebre e pseudo effect algebre generalizzate . Le proprieta` di
queste strutture verranno poi utilizzate nei capitoli successivi per dare alcuni
risultati validi per gli spazi di Vitali, come, ad esempio, i Teoremi di Rap-
presentazione.
1.1 Spazi di Vitali
Gli spazi di Vitali furono introdotti da K.D. Schmidt in [37] con il nome di
clan minimali commutativi e successivamente studiati da C. Constantinescu,
al quale devono il nome, in [8] e [9]. Tali spazi furono introdotti come gene-
ralizzazione degli anelli Booleani e dei gruppo reticolo ordinati , permettendo
cos`ı una trattazione unificata della teoria di queste due differenti strutture.
Definizione 1.1.1. Uno Spazio di Vitali, o Clan Minimale commutativo,
e` un reticolo (E,≤) dotato di una relazione S, ovvero di un sottoinsieme
del prodotto cartesiano E × E, e di un’operazione di addizione parziale,
+ : S → E, tale che dati x, y, z ∈ E si ha:
(SV1) se (x, y) ∈ S ⇒ (y, x) ∈ S e si ha x+ y = y + x;
(SV2) se (x, y), (x + y, z) ∈ S ⇒ (y, z), (x, y + z) ∈ S e si ha (x + y) + z =
x+ (y + z);
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(SV3) ∃0 ∈ E tale che ∀x ∈ E si ha che (0, x) ∈ S e x+ 0 = x;
(SV4) se (x, y) ∈ S e (z, y) ∈ S ⇒ [x ≤ z ⇔ x+ y ≤ z + y];
(SV5) ∀ x, y ∈ E ∃ u ∈ E+ tale che (u, x) ∈ S e
(u, x ∧ y) ∈ S e si ha u+ x = x ∨ y e u+ x ∧ y = y,
dove E+ := {x ∈ E : x ≥ 0}.
Uno spazio di Vitali dotato di elemento massimo si dice limitato.
Gli elementi di S si dicono sommabili .
Diciamo che una famiglia (xi)i∈I di elementi di E e` finitamente sommabile
se per ogni parte finita J di I e` definita
∑
i∈J
xi.
E` possibile provare che (cfr.[9] e [37]):
1. la somma parziale e` distributiva rispetto alle operazioni del reticolo,
cioe´: se x, y, z ∈ E e (x, z), (y, z), ((x ∧ y), z), ((x ∨ y), z) ∈ S allora
(x ∨ y) + z = (x + z) ∨ (y + z) e (x ∧ y) + z = (x + z) ∧ (y + z) ([37,
Teorema 2.7]);
2. se (x, y) ∈ S e x + y = z allora possiamo definire la differenza
z−y = x, ovvero possiamo definire un’operazione di differenza parziale;
3. Se x ≤ s, y ≤ t e (s, t) ∈ S allora (x, y) ∈ S.
Sia E uno spazio di Vitali e F un suo sottoinsieme tale che
(i) F e` un sottoreticolo di E,
(ii) 0 ∈ F ,
(iii) x, y ∈ F, x ≤ y ⇒ y − x ∈ F ,
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(vi) x, y, z, x+ y, x+ y + z ∈ F ⇒ y + z ∈ F .
Se consideriamo SF := {(x, y) ∈ F × F : (x, y) ∈ S e x + y ∈ F} e
l’operazione di addizione di E ristretta a SF , si verifica facilmente che anche
F e` uno spazio di Vitali. Diciamo allora che F e` un sottospazio di Vitali
di E.
Negli spazi di Vitali valgono le seguenti proprieta`, la cui dimostrazione si
puo` trovare sempre in [37].
Teorema 1.1.2. [37, Teorema 2.8,Corollario 2.9] Sia E uno spazio di Vitali
e x, y ∈ E. Allora:
1. (x, y) ∈ S se e solo se (x ∨ y, x ∧ y) ∈ S ed in tal caso si ha x + y =
x ∨ y + x ∧ y (Legge modulare);
2. se x ∧ y = 0, si ha (x, y) ∈ S e x+ y = x ∨ y.
Teorema 1.1.3. [37, Teorema 2.10] Uno spazio di Vitali e` un reticolo di-
stributivo, cioe´
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z), x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z),
per ogni x, y, z ∈ E.
Dimostrazione. Proviamo solo la prima delle uguaglianze dato che la seconda
si prova in modo analogo.
Siano x, y, z ∈ E. Dalla (SV 5), sappiamo che esistono u, v, w ∈ E+ tali che
(y ∧ z) + u = x ∨ (y ∧ z), (x ∧ y ∧ z) + u = x,
x+ v = x ∨ y, (x ∧ y) + v = y,
x+ w = x ∨ z, (x ∧ z) + w = z.
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Allora si ha
(x ∧ y ∧ z) + (u ∧ v ∧ w) ≤ (x ∧ y ∧ z)
che, dalla (SV 4), implica 0 ≤ (u ∧ v ∧ w) ≤ 0 ovvero (u ∧ v ∧ w) = 0.
Da [37, Corollario 2.9], segue che u + (v ∧ w) = u ∨ (v ∧ w). Finalmente,
applicando la proprieta` distributiva della somma rispetto alle operazioni del
reticolo, abbiamo
(x ∨ y) ∧ (x ∨ z) = (x+ v) ∧ (x+ w)
(x ∨ y) ∧ (x ∨ z) = x+ (v ∧ w)
(x ∨ y) ∧ (x ∨ z) = (x ∧ y ∧ z) + u+ (v ∧ w)
(x ∨ y) ∧ (x ∨ z) = ((x ∧ y ∧ z) + u) ∨ ((x ∧ y ∧ z) + (v ∧ w)),
da cui segue
(x ∨ y) ∧ (x ∨ z) ≤ x ∨ (y ∧ z).
L’ altra disuguaglianza e` ovvia.
Lemma 1.1.4 (Decomposizione di Riesz). Sia E uno spazio di Vitali e
x, y1, . . . , yn ∈ E, con gli yi sommabili, tali che
x ≤
n∑
i=1
yi.
Allora esistono x1, . . . , xn ∈ E sommabili tali che
x =
n∑
i=1
xi.
con xi ≤ yi, per ogni i ∈ {1, . . . , n}.
Teorema 1.1.5 (Teorema di decomposizione di Jordan). Sia E uno spazio
di Vitali e sia x ∈ E. Allora posto
x+ := x ∨ 0, x− := x ∨ 0− x, |x| := x ∨ 0− x ∧ 0
si ha
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x+ = x+ x−, x+ ∧ x− = 0, |x| = x+ + x−.
Inoltre se y, z ∈ E+ sono tali che z + x = y e y ∧ z = 0 allora y = x+ e
z = x−, ovvero la decomposizione di Jordan e` unica.
Esempi
1. R,N,Q con l’addizione e la relazione d’ordine usuali sono esempi di
spazi di Vitali. Osserviamo che in questo caso l’operazione d’addizione
e` totale.
2. Un `-gruppo (commutativo), o gruppo reticolo ordinato, (G,≤,+) e`
un gruppo (abeliano) (G,+) dotato di una relazione d’ordine ≤ rispet-
to alla quale e` un reticolo e verifica la relazione:
x ≤ y ⇒ x+ a ≤ y + a per ogni x, y, a ∈ G.
Gli `-gruppi commutativi e quindi in particolare gli spazi di Riesz sono
esempi di spazi di Vitali.
In modo naturale si definiscono gli `-sottogruppi di G come sot-
togruppi del gruppo (G,+) chiusi rispetto alle operazioni ∨,∧, e con
una relazione d’ordine ottenuta dalla restrizione ad essi della relazione
d’ordine di G.
3. Un anello Booleano e` un reticolo distributivo (E,≤) dotato di elemento
minimo 0 e tale che per ogni x, y ∈ E, con x ≤ y, esiste z ∈ E per cui
si ha x ∧ z = 0 e x ∨ z = y.
Gli anelli Booleani, e quindi le algebre di Boole che sono anelli Booleani
dotati di elementi massimali, sono esempi di spazi di Vitali in cui
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due elementi sono sommabili se disgiunti ed in tal caso la loro somma
coincide con il loro estremo superiore.
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1.2 MV-Algebre
Un caso particolare di spazi di Vitali sono le MV-algebre introdotte da
Chang in [10] e successivamente studiate anche da Mundici [35] che ha
provato che esse sono intervalli in `-gruppi abeliani.
Definizione 1.2.1. Una MV-algebra e` un semigruppo commutativo (L,⊕)
dotato di elemento neutro 0, di un elemento 1 e di un’operazione ∗ : L → L
tali che, per ogni x, y ∈ L
(i) x⊕ 1 = 1,
(ii) (x∗)∗ = x,
(iii) x⊕ x∗ = 1,
(iv) 0∗ = 1,
(v) (x∗ ⊕ y)∗ ⊕ y = (x⊕ y∗)∗ ⊕ x.
Inoltre poniamo xy = (x∗⊕y∗)∗; x∧y = x (x∗⊕y); x∨y = (xy∗)⊕y.
Allora e` facile vedere che una MV-algebra e` uno spazio di Vitali limitato in
cui tutti gli elementi sono positivi definendo:
x− y := (y ⊕ x∗)∗ per y ≤ x, x+ y := (x∗ − y)∗ per y ≤ x∗.
Le MV-algebre non commutative sono dette pseudo MV-algebre; maggiori
informazioni riguardo tali strutture si possono reperire in [29].
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Esempio
Sia G un `-gruppo abeliano e u ∈ G, u > 0. Sia
[0, u] := {x ∈ G : 0 ≤ x ≤ u},
poniamo, per ogni x, y ∈ [0, u]
x⊕ y := u ∧ (x+ y) e x∗ := u− x.
La struttura ([0, u],⊕,∗ , 0) e` denotata Γ([0, u]).
In [35, Propoizione 2.1.2] e` dimostrato che Γ([0, u]) e` una MV-algebra.
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1.3 Pseudo Spazi di Vitali o Clan Minimali
Gli spazi di Vitali sono casi particolari di clan minimali introdotti negli
anni 60’ da Wyler. In questa tesi chiameremo i clan minimali anche pseudo
spazi di Vitali, nome dovuto a A. Dvurecˇenskij ed usato in [22] e [23].
Definizione 1.3.1. Uno pseudo spazio di Vitali, o clan minimale, e` una
struttura (E,≤,+) dove (E,≤) e` un reticolo, + e` un’ operazione binaria
parziale, e si ha:
(V1) x+ y e (x+ y) + z esistono se e solo se y + z e x+ (y + z) esistono e
in questo caso si ha (x+ y) + z = x+ (y + z);
(V2) ∃0 ∈ E tale che, ∀x ∈ E, 0 + x e x + 0 esistono in E e si ha x + 0 =
x = 0 + x;
(V3) se x+ y e z + y esistono in E allora [x ≤ z ⇔ x+ y ≤ z + y];
se y + x e y + z esistono in E allora [x ≤ z ⇔ y + x ≤ y + z];
(V4) ∀ x, y ∈ E ∃ u, v ∈ E tali che u+x, x+ v e u+(x∧ y), (x∧ y)+ v
esistono in E e si ha u+x = x∨y = x+v e u+(x∧y) = y = (x∧y)+v.
Nel resto del paragrafo indicheremo con E uno pseudo spazio di Vitali e con
E+ indicheremo l’insieme degli elementi di E maggiori di 0.
Usando il metodo di Schmidt in [37, Teorema 2.10], si prova che (E,≤) e` un
reticolo distributivo.
Uno spazio di Vitali e` uno pseudo spazio di Vitali in cui l’operazione di ad-
dizione parziale e` commutativa.
14
In virtu` della (V4), possiamo definire due operazioni di differenza parziali,
date da:
c\b = a se e solo se c = a+ b e b/c = a se e solo se c = b+ a.
Segue dalle (V3) e (V4) che se a ≤ b allora ci sono due elementi e, f ∈ E tali
che a + e = b = f + a. Quindi a/b = e e b\a = f esistono in E e verificano
la relazione:
a+ (a/b) = b = (b\a) + a.
Proposizione 1.3.2. Per a, b ∈ E abbiamo a ≤ b se e solo se b\a ≥ 0 se e
solo se a/b ≥ 0.
Dimostrazione. Infatti se b\a ≥ 0 allora b = (b\a) + a ≥ 0 + a = a. Invece
se a ≤ b allora b = (b\a) + a ≥ 0 + a = a e da (V3) segue b\a ≥ 0.
Proposizione 1.3.3. Per ogni x, y ∈ E si ha
(x ∨ y)\x = y\(x ∧ y) e x/(x ∨ y) = (x ∧ y)/y.
Proposizione 1.3.4. Se x+ y esiste in E e x1 ≤ x e y1 ≤ y allora x1 + y1
esiste in E e si ha x1 + y1 ≤ x+ y.
Dimostrazione. Osserviamo che
x+ y = ((x\x1) + x1) + (y1 + (y1/y)) =
dalla (V1)
=(x\x1) + (x1 + y1) + (y1/y)
quindi (x1+ y1) esiste in E, ed utilizzando la (V3) segue x1+ y1 ≤ x+ y.
Proposizione 1.3.5. Per tutti x, y ∈ E abbiamo
(x\(x ∧ y)) ∧ (y\(x ∧ y)) = 0 = ((x ∧ y)/x) ∧ (x ∧ y)/y).
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Dimostrazione. Poniamo u = x\(x ∧ y) ≥ 0 e v = y\(x ∧ y) ≥ 0. Quindi
u ∧ v ≥ 0. Sia z ≤ u, v. Da (V3) segue che z + (x ∧ y) ≤ u + (x ∧ y) = x e
z+(x∧ y) ≤ v+(x∧ y) = y. Dunque z+(x∧ y) ≤ x∧ y e quindi z ≤ 0.
Usando le proprieta` delle differenze e` facile vedere che l’operazione di
somma e` ancora distributiva rispetto alle operazioni del reticolo sia da destra
che da sinistra.
Proposizione 1.3.6. Se x\a, x\b ∈ E allora x\(a ∧ b) ∈ E e
x\(a ∧ b) = (x\a) ∨ (x\b).
Analogamente se a/x, b/x ∈ E allora (a ∧ b)/x ∈ E e
(a ∧ b)/x = (a/x) ∨ (b/x).
Dimostrazione. Proviamo solo la prima equazione, dato che la seconda si
prova in modo analogo.
Sia x\a = z. Allora x = z + a ≥ z + (a ∧ b). Dunque x\(a ∧ b) esiste in E
e x\(a ∧ b) ≥ x\a; analogamente x\(a ∧ b) ≥ x\b. Segue che x\(a ∧ b) ≥
(x\a) ∨ (x\b).
Sia ora p ≥ x\a, x\b. Quindi p = u1 + (x\a) = u2 + (x\b), per qualche
u1, u2 ≥ 0. Allora p+a = u1+x ≥ x, p+b = u2+x ≥ x, e (p+a)∧(p+b) ≥ x.
Abbiamo allora (p+a)∧(p+b) = u+x per qualche u ≥ 0. Dalla distributivita`
della somma rispetto all’estremo inferiore segue che p+ (a ∧ b) = u+ x ≥ x,
e questo prova l’equazione.
Proposizione 1.3.7. x\(a ∨ b) esiste E se e solo se x\a, x\b ∈ E. In tal
caso caso x\(a ∨ b) = (x\a) ∧ (x\b).
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(a ∨ b)/x esiste E se e solo se a/x, b/x ∈ E. In tal caso caso (a ∨ b)/x =
(a/x) ∧ (b/x).
Dimostrazione. Supponiamo che z := x\(a ∨ b) esista in E. Allora x =
z+(a∨b) ≥ z+a e x = u+z+a per qualche u ≥ 0. Segue che x\a = u+z ≥ z;
ed in modo analogo si prova che x\b ≥ z, quindi (x\a) ∧ (x\b) ≥ z. Sia ora
v ≤ x\a, x\b. Allora v/x ≥ a, b, v/x ≥ a∨b, da cui segue x ≥ v+a, x ≥ v+b.
Dunque si ha x ≥ (v + a) ∨ (v + b) = v + (a ∨ b), e z = x\(a ∨ b) ≥ v, che
prova l’uguaglianza. Viceversa supponiamo che x\a, x\b ∈ E. Scegliamo
p ≤ x\a, x\b. Allora a ≤ p/x, b ≤ p/x e a ∨ b ≤ p/x. Per qualche w ≥ 0 si
ha allora w + (a ∨ b) = p/x e p+ w = x\(a ∨ b).
Proposizione 1.3.8. Se x ≤ 0 allora x/0 = 0\x e 0\(0\x) = x = (0\x)/0 =
(x/0)/0.
Dimostrazione. Abbiamo 0\x = (0\x)+0 = (0\x)+x+(x/0) = 0+(x/0) =
x/0.
Proposizione 1.3.9. Se x, y ≤ 0 e x + y esiste in E allora (x + y)/0 =
(y/0) + (x/0) e 0\(x+ y) = (0\y) + (0\x).
Dimostrazione. Abbiamo 0\(x+ y)+ (x+ y) = 0 = (0\y)+ y, quindi 0\(x+
y) + x = (0\y) = (0\y) + 0 = (0\y) + (0\x) + x, da cui segue per la (V3)
segue 0\(x+ y) = (0\y) + (0\x).
Proposizione 1.3.10. 1. Se x\b, b\a ∈ E allora anche x\a esiste in E e
si ha
x\a = (x\b) + (b\a).
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Se a ≤ b allora x\b ≤ x\a.
Se b/y, a/b ∈ E allora anche a/y esiste in E e si ha
a/y = (a/b) + (b/y).
Se a ≤ b allora b/y ≤ a/y.
2. Se a ≤ b e a\x, b\x ∈ E allora a\x ≤ b\x e
b\x = (x\a) + (a\x).
Se a ≤ b e x/a, x/b ∈ E allora x/a ≤ x/b e
x/b = (x/a) + (a/b).
Dimostrazione. 1.
Basta osservare che x = (x\b) + b = (x\b) + (b\a) + a. Inoltre se a ≤ b si ha
b\a ≥ 0 e quindi anche la disuguaglianza e` provata.
2.
Basta osservare che (b\x)+x = b = (b\a)+a = (b\a)+(a\x)+x e applicare
la (V3).
Utilizzando le proposizioni provate fino ad ora e` facile dimostrare
Proposizione 1.3.11. (a ∨ b)\x esiste se e solo se a\x, b\x esistono in E.
Allora (a ∨ b)\x = (a\x) ∨ (b\x).
x/(a ∨ b) esiste se e solo se x/a, x/b esistono in E. Allora x/(a ∨ b) =
(x/a) ∨ (x/b).
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Usando la stessa tecnica di Schmidt in [37], abbiamo il seguente tipo di
decomposizione di Riesz (RPD)0
Proposizione 1.3.12. Se c ≤ a+ b allora esistono a1 ≤ a e b1 ≤ b tali che
c = a1 + b1.
In [25, Proposizione 5.3] e` stato provato E+ soddisfa la seguente forma di
decomposizione di Riesz (RDP )2:
se a1, a2, b1, b2 ∈ E+ sono tali che a1+a2 = b1+b2, esistono allora c11, c12, c21, c22 ∈
E+ per cui si ha a1 = c11 + c12, a2 = c21 + c22, b1 = c11 + c21, b2 = c12 + c22 e
c12 ∧ c21 = 0.
Proposizione 1.3.13. Per ogni x ∈ E poniamo x+ := x∨0, x− := (x∧0)/0.
Allora x+∧x− = 0, x = x+\x− = x−/x+ e l’elemento |x| := x++x− e` definito
in E. Infine si prova che x− + (x ∧ 0) = 0 = (x ∧ 0) + x−.
Dimostrazione. x+ = x ∨ 0 = x+ (x/(x ∨ 0)) = x+ ((x ∧ 0)/0) = x+ x−
inoltre
x+ = x ∨ 0 = ((x ∨ 0)\x) + x = (0\(x ∧ 0)) + x = x− + x.
Osservando che
0 = (x ∧ 0) + ((x ∧ 0)/0) = (x+ (x ∧ 0)/0) ∧ ((x ∧ 0)/0)
segue x+ ∧ x− = (x ∨ 0) ∧ ((x ∧ 0)/0) = (x+ ((x ∧ 0)/0)) ∧ ((x ∧ 0)/0) = 0.
Il resto della proposizione segue banalmente.
Proposizione 1.3.14. Se a, b ∈ E sono tali che a ≤ 0 ≤ b allora a + b e
b+ a sono definiti in E e si ha a+ b = a−/b e b+ a = b\a−.
Dimostrazione. Essendo a ≤ 0 ≤ b, e lo 0 sommabile con b, dalla Propo-
sizione 1.3.4 segue che a+ b e b+a esistono in E. Poiche´ a = (a/0)/0, utiliz-
zando le Proposizioni 1.3.8 e 1.3.10 abbiamo che a+ b = ((a/0)/0)+ (0/b) =
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a−/b.
L’altra uguaglianza si prova in modo analogo.
Proposizione 1.3.15. Se x = y + a = b + y, allora x + a− = y + a+ e
b− + x = b+ + y.
Dimostrazione. Abbiamo
x = y + a = y + a+\a−
x+ 0 = y + a+\a− + 0
x+ a− + (a ∧ 0) = y + a+\a− + a− + (a ∧ 0)
x+ a− = y + a+.
In modo analogo si prova anche la seconda uguaglianza.
Esempi
1. Un `-gruppo non commutativo G e` un esempio di pseudo spazio di
Vitali.
2. SiaG un `-gruppo non commutativo e consideriamo il prodotto lessicografi-
co Z−→×G; ricordiamo che (n, g) ≤ (m,h) iff n < m oppure n = m e
g ≤ h. L’insieme E = {(n, g) : n ≥ 0, g ∈ G} con l’operazione di
somma e di reticolo derivanti da G
−→×Z, e` uno pseudo spazio di Vitali
in cui l’operazione di somma e` totale. Ovviamente, se G fosse abeliano
allora E sarebbe uno spazio di Vitali.
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1.4 Effect Algebre, GEA e GPE
Introduciamo in questo paragrafo delle nuove strutture, delle quali gli pseudo
spazi di Vitali positivi (o clan minimali positivi) sono dei casi particolari.
Nel capitolo successivo, sfrutteremo i risultati ottenuti da Dvurecˇenskij e
Vetterlein su queste strutture in [24] e [25] e li estenderemo agli pseudo spazi
di Vitali (o clan minimali).
Definizione 1.4.1. Un Effect Algebra e` un sistema (E,⊕, 0, 1) costituito
da un insieme E con due elementi speciali 0, 1 ∈ E, chiamati zero e unita` e
da un’operazione binaria parziale ⊕ soddisfacenti le seguenti condizioni per
p, q, s ∈ E
(E1) se p ⊕ q e` definito allora anche q ⊕ p e` definito e si ha p ⊕ q = q ⊕ p
(legge commutativa);
(E2) se p ⊕ q e (p ⊕ q)⊕ s esistono allora q ⊕ s e p ⊕ (q ⊕ s) esistono e in
questo caso si ha (p⊕ q)⊕ s = p⊕ (q ⊕ s) (legge associativa);
(E3) per ogni p ∈ E esiste un unico q ∈ E, detto ortocomplemento di p, tale
p⊕ q esiste e si ha p⊕ q = 1 (legge ortosupplementare);
(E4) se p⊕ 1 e` definito allora p = 0 (zero-legge).
Per la definizione di Effect algebra abbiamo seguito l’articolo [26]; alcu-
ni autori chiamano le Effect algebre anche “unsharp ortoalgebre”. Per le
prossime definizioni seguiamo [24] e [25].
Definizione 1.4.2. Una Effect Algebra Generalizzata (GEA) e` un
sistema (E,⊕, 0) soddisfacente le condizioni (E1) e (E2) e le seguenti con-
dizioni
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(E3’) se a⊕ b = a⊕ c allora b = c (legge di cancellazione);
(E4’) se a⊕ b = 0 allora a = b = 0 (legge positiva);
(E5) per ogni a ∈ E si ha a⊕ 0 = a.
Inoltre in E definiamo la seguente relazione d’ordine
a ≤ b if, for some c ∈ E, c⊕ a = b.
Definizione 1.4.3. Una Pseudo Effect Algebra Generalizzata (GPE)
e` una effect algebra generalizzata non commutativa, dunque un sistema (E,+, 0)
per il quale valgono le seguenti condizioni
(GPE1) x+ y e (x+ y) + z esistono se e solo se y + z e x+ (y + z) esistono e
in questo caso si ha (x+ y) + z = x+ (y + z);
(GPE2) Se a + b esiste allora troviamo due elementi e, d ∈ E tali che b + e e
d+ a esistono e si ha a+ b = d+ a = b+ e;
(GPE3) se x+ y e z + y esistono in E e sono uguali allora x = z.
Se y + x e y + z esistono in E e sono uguali allora x = z;
(GPE4) Se a+ b esiste ed e` a+ b = 0 allora a = b = 0;
(GPE5) ∀x ∈ E si ha che 0+x e x+0 esistono in E e si ha x+0 = x = 0+x.
Inoltre definiamo la seguente relazione d’ordine per ogni a, b ∈ E
a ≤ b se e solo se a + c = b per qualche c ∈ E se e solo se d + a = b per
qualche d ∈ E.
Da questa relazione segue che lo 0 e` minimale in E.
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Per una GPE definiamo la condizione (A) come segue
(A) E e` un semireticolo inferiore e soddisfa la condizione (RDP )0
1.
E` semplice verificare che uno pseudo spazio di Vitali positivo e` una GPE tale
che (E,≤) e` un reticolo; mentre ogni spazio di Vitali positivo e` una GEA
tale che (E,≤) e` un reticolo.
Viceversa in [24, Propositione 5.4] e` dimostrato che se (E,+, 0) e` una GPE
tale che (E,≤) e` un reticolo soddisfacente la (RDP )0, oppure, equivalen-
temente, se E soddisfa la condizione (A) e ogni coppia di suoi elementi
ha estremo superiore in E allora (E,≤,+, 0) e` uno pseudo spazio di Vitali
positivo.
1Se c ≤ a+ b allora esistono a1 ≤ a e b1 ≤ b tali che c = a1 + b1
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2 Teoremi di Rappresentazione e Teorema di
Loomis-Sikorski
2.1 Teoremi di Rappresentazione
Siano E e F due pseudo spazi di Vitali. Una funzione f e` detta un omo-
morfismo di E in F se:
1. per ogni coppia (x, y) di elementi sommabili di E si ha che f(x), f(y)
e` una coppia di elementi sommabili di F e f(x+ y) = f(x) + f(y)
2. per ogni x, y ∈ E, f(x ∨ y) = f(x) ∨ f(y) e f(x ∧ y) = f(x) ∧ f(y)
Segue che, se f : E −→ F e` un omomorfismo di pseudo spazi di Vitali, per
ogni x, y ∈ E con x ≤ y abbiamo f(x) ≤ f(y). In particolare f(0) = 0.
Siano G1 e G2 due `-gruppi. Una funzione f e` detta un `-omomorfismo di
G1 in G2 se per ogni coppia (x, y) di elementi di G1 si ha:
1. f(x+ y) = f(x) + f(y),
2. f(x ∨ y) = f(x) ∨ f(y) e f(x ∧ y) = f(x) ∧ f(y).
Il risultato principale che si trova in [25] e` un Teorema di Rappresentazione
per GPE. Per la dimostrazione di tale risultato, gli autori utilizzano una
variante della cosidetta “word”tecnica, introdotta da Bear in [2] e Wyler in
[44]. Riportiamo di seguito tale risultato.
Teorema 2.1.1. Sia E una GPE soddifacente la condizione (A) allora E
puo` essere isomorficamente immersa nel cono positivo di un `-gruppo G, in
modo che estremo inferiore e superiore sono preservati, ed e` tale che la sua
immagine e` un sottoinsieme convesso di G e lo genera.
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Alla fine del capitolo precedente avevamo visto che, in particolare, gli
pseudo spazi di Vitali positivi sono esempi i GPE soddisfacenti la condizione
(A), quindi il suddetto Teorema vale anche per loro.
In [23] si e` esteso tale risultato agli pseudo spazi di Vitali ottenendo il seguente
Teorema.
Teorema 2.1.2. Sia E uno pseudo spazio di Vitali. Allora esiste un `-gruppo
G ed un omomorfismo iniettivo di spazi di Vitali, φ, di E in G. Inoltre G
puo` essere scelto tale che φ(E+) genera G.
Dimostrazione. Dal Teorema 2.1.1 sappiamo che esiste un `-gruppo G ed un
omomorfismo iniettivo di pseudo spazi di Vitali, φ, di E+ nel cono positivo
di G tale che φ(E+) e` convesso e genera G. Ora estenderemo la φ ad una
funzione iniettiva φ : E → G.
Claim 1. Se x = y1\y2 per qualche y1, y2 ≥ 0 allora φ(y1) − φ(y2) =
φ(x+) − φ(x−). Analogamente se x = y1/y2 per qualche y1, y2 ≥ 0 allora
−φ(y1) + φ(y2) = −φ(x−) + φ(x+) = φ(x+)− φ(x−).
Infatti
y1\y2 = x = x−/x+ = 0 + (x−/x+)
y1\y2 = (x ∧ 0) + x− + (x−/x+)
y1\y2 = (x ∧ 0) + x+
y1 = (x ∧ 0) + x+ + y2
(x ∧ 0)/y1 = x+ + y2
((x ∧ 0)/0) + (0/y1) = x+ + y2
x− + y1 = x+ + y2.
Applicando φ otteniamo φ(y1)− φ(y2) = φ(x+)− φ(x−) ed in modo analogo
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anche l’altra uguaglianza. Infine se a, b ∈ G sono tali che a+ b = b+ a allora
a− b = −b+a, infatti se a− b = g allora a = g+ b e b+a = b+g+ b = a+ b,
da cui a = b+ g, e quindi g = −b+ a. Questo prova l’ultima parte del claim.
Claim 2. Definiamo φ : E → G attraverso φ(x) = φ(x+) − φ(x−), per
x ∈ E. Allora φ e` ben definita e φ(x + y) = φ(x) + φ(y) per ogni coppia di
x, y ∈ E per cui la somma e definita in E.
Dal Claim 1, φ(x) := φ(x+) − φ(x−) e` un’estensione di φ su tutto E ben
definita e non dipende dalla rappresentazione di x come differenza di due
elementi positivi.
Sia z = x+ y. si ha:
z+\z− = (x−/x+) + (y+\y−)
z+\z− = 0 + (x−/x+) + (y+\y−) + 0
z+\z− = (x ∧ 0) + x− + (x−/x+) + (y+\y−) + y− + (y ∧ 0)
z+\z− = (x ∧ 0) + x+ + y+ + (y ∧ 0)
z+ = (x ∧ 0) + x+ + y+ + (y ∧ 0) + z−
(x ∧ 0)/z+ = x+ + y+ + (y ∧ 0) + z−
Posto a = (y ∧ 0) + z−, si ha a = a+\a−. Allora
((x ∧ 0)/0) + (0/z+) = x+ + y+ + a+\a−
x− + z+ + a− = x+ + y+ + a+.
Applicando φ all’ultima uguaglianza otteniamo φ(x−) + φ(z+) + φ(a−) =
φ(x+)+φ(y+)+φ(a+), che da φ(x−)+φ(z+) = φ(x+)+φ(y+)+φ(a+)−φ(a−) =
φ(x+) + φ(y+)− φ(y ∧ 0) + φ(z−). Abbiamo allora φ(z) = φ(z+)− φ(z−) =
−φ(x−) + φ(x+) + φ(y+)− φ(y−) = φ(x) + φ(y).
Claim 3. Se a\b esiste in E allora φ(a\b) = φ(a)− φ(b).
Se a/b esiste in E allora φ(a/b) = −φ(a) + φ(b).
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La dimostarzione e` banale.
Claim 4. φ preserva ∨ e ∧.
Sia x = a ∨ b. Allora |x| ≥ a, b e |x|\a, |x|\b ∈ E. Dalla Proposizione 1.3.7
segue che |x|\(a∨b) = (|x|\a)∧(|x|\b). Poiche´ φ preserva ∧ in E+, dall’ultima
uguaglianza e dal Claim 3 abbiamo φ(|x|\(a∨b)) = φ(|x|\a)∧φ(|x|\b). Segue
φ(|x|)− φ(a ∨ b) = (φ(|x|)− φ(a)) ∧ (φ(|x|)− φ(b)) = φ(|x|)− (φ(a) ∨ φ(b)),
da cui si da φ(a ∨ b) = φ(a) ∨ φ(b).
Claim 5. φ e` iniettiva.
Sia φ(x) = φ(y). Scegliamo z ≥ x, y. Allora z\x, z\y ∈ E. Quindi φ(z\x) =
φ(z) − φ(y) = φ(z\y). Dall’iniettivita` della φ segue che z\x = z\y, da cui
x = y.
Il Teorema 2.1.2 puo` essere ulteriormente specificato come segue.
Teorema 2.1.3. Sia E uno pseudo spazio di Vitali. Esiste un unico `-gruppo
in cui E e` isomorficamente immerso, tale che se h : E → K, per qualche
`-gruppo K, preserva +,∨ e ∧, allora esiste un unico isomorfismo di `-gruppi
ψ : G→ K tale che h = ψ ◦ φ.
Dimostrazione. Dai Teoremi 2.1.1 e 2.1.2 sappiamo che esiste un `-gruppo
G ed un omomorfismo iniettivo di pseudo spazi di Vitali, φ, di E+ nel cono
positivo di G, e tale omomorfismo puo` essere esteso a tutto E. Indichiamo
tale estensione ancora con φ. Poiche´ E+ e` una GPE, da [25, Teorema 6.2],
segue che esiste un unico isomorfismo di `-gruppi ψ : G→ K tale che h(x) =
ψ(φ(x)), ∀x ∈ E+. Ripetendo i Claims 1-5 della dimostrazione del Teorema
2.1.2. si trova che h(x) = ψ(φ(x)), ∀x ∈ E.
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L’`-gruppo in cui uno pseudo spazio di Vitali E puo` essere immerso e` detto
gruppo rappresentativo per E o anche gruppo universale. Osserviamo
che uno pseudo spazio di Vitali E e` commutativo (e` uno spazio di Vitali) se
e solo se il suo `-gruppo rappresentativo e` abeliano.
Proposizione 2.1.4. Siano x, y ∈ E, g ∈ G, con G gruppo universale di E,
tali che x ≤ y e φ(x) ≤ g ≤ φ(y). Allora esiste un unico z ∈ E tale che
x ≤ z ≤ y e φ(z) = g.
Dimostrazione. Siano x̂ = φ(x), ŷ = φ(y) ∈ G. Allora 0 = g − x̂ ≤ ŷ − x̂ =
φ(y\x) = φ(y\x). Poiche´ φ(E+) e` un sottoinsieme convesso di G, esiste un
unico z0 ∈ E+ tale che 0 ≤ z0 ≤ y\x e φ(z0) = g− x̂. Se poniamo z = z0+x,
abbiamo x ≤ z ≤ y e φ(z) = φ(z0) + φ(x) = g − x̂+ x̂ = g.
Definizione 2.1.5. Un elemento u ≥ 0 di uno pseudo spazio di Vitali E e`
detto essere uno strong unit per E se per ogni x ∈ E esiste un intero n ≥ 1
tale che |x| ≤ nu = u1 + · · ·+ un dove u1 = . . . = un = u.
Un elemento posisitivo u di un `-gruppo G e` detto essere uno strong unit
per G se per ogni g ∈ G esiste un intero n ≥ 1 tale che g ≤ nu. Inoltre se u
e` uno strong unit per G, la coppia (G, u)e` detta un unital `-gruppo.
Diciamo che h : (E, u)→ (F,w) e` un omomorfismo tra pseudo spazi di
Vitali con strong unit se e` un omomorfismo tra spazi di Vitali e h(u) = w.
Analogamente k : (G1, u1) → (G2, u2) e` un omomorfismo tra `-gruppi
con strong unit (oppure un unital `-omomorfismo) se e` un `-omomorfismo
e k(u1) = u2.
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In particolare abbiamo che per pseudo spazi di Vitali con strong unit il
Teorema 2.1.2 diventa
Teorema 2.1.6. Se (E, u) e` uno pseudo spazio di Vitali con strong unit
allora il gruppo universale di E e` un unital `-gruppo (G, v), tale che, detta φ
l’immersione di E in G, si ha che φ(u) = v.
Da quest’ultimo Teorema segue in particolare che possiamo identificare lo
strong unit di E con quello del suo gruppo universale.
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2.2 Pseudo spazi di Vitali Archimedei
Vediamo ora che grazie al Teorema di rappresentazione, uno pseudo spazio di
Vitali con certe proprieta` e` necessariamente commutativo, quindi uno spazio
di Vitali.
Definizioni 2.2.1. Uno pseudo spazio di Vitali E e` Archimedeo se, dati
a, b ∈ E tali che na =
n∑
i=1
ai (dove ai = a) esiste in E e na ≤ b per ogni
intero n ≥ 1, segue che a ≤ 0.
Uno pseudo spazio di Vitali E e` σ-Dedekind completo (σ-monotono
completo) se per ogni sua successione (per ogni sua successione monotona
crescente) (an)n∈N limitata superiormente abbiamo che
∞∨
n=1
an esiste in E.
Osserviamo in particolare che per provare che uno pseudo spazio di Vitali e`
Archimedeo basta provare che a, b ∈ E+ tali che na =
n∑
i=1
ai (dove ai = a) esi-
ste in E e na ≤ b per ogni intero n ≥ 1 implica a = 0. Infatti il caso generale
segue dal fatto che: se a, b ∈ E e na ≤ b allora na+ = (na)+ = na∨0 ≤ b∨0 =
b+ per ogni intero n ≥ 1, implica a+ = 0 e quindi a = a+ − a− = −a− ≤ 0.
Inoltre, essendo E un reticolo, la σ-completezza monotona equivale alla σ-
Dedekind completezza.
Premettiamo una serie di proposizioni utili in seguito, in particolare indi-
chiamo con f l’immersione di E nel suo gruppo rappresentativo.
Proposizione 2.2.2. Se f(a1) + · · ·+ f(an) = f(b) dove a1, . . . , an, b ∈ E+
allora a1 + · · ·+ an esiste in E ed e` uguale a b.
Dimostrazione. Usiamo l’induzione su n. Per n = 1 la proposizione risulta
vera. Supponiamo allora che sia vera per i ≤ n, e consideriamo:
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f(a1) + · · ·+ f(an) + f(an+1) = f(b).
Cos`ı, posto c = f(a1) + · · · + f(an) abbiamo 0 ≤ c ≤ f(b), quindi poiche´
f(E) e` un insieme convesso e c ∈ f(E), abbiamo che esiste x ∈ E tale che
c = f(x) con 0 ≤ x ≤ b.
Allora f(x) = f(a1) + · · · + f(an) e dall’ipotesi d’induzione segue che a1 +
· · · + an esiste in E ed e` uguale a x. Infine, essendo f(b) = f(x) + f(an+1)
sempre per l’ipotesi induttiva si ha che x+ an+1 esiste in E ed e` uguale a b,
segue allora la tesi.
Proposizione 2.2.3. Se f(a1) + · · ·+ f(an) ≤ f(b) dove a1, . . . , an, b ∈ E+
allora a1 + · · ·+ an esiste in E ed e` minore o uguale a b.
Dimostrazione. Ricordiamo che f(E) e` un sottoinsieme convesso di G, allora
f(a1) + · · · + f(an) ≤ f(b) implica che esiste c ∈ G+ tale che f(a1) + · · · +
f(an) + c = f(b), ma c ∈ G implica che esistono x1, . . . , xm ∈ E+ tali che
m∑
i=1
f(xi) = c, dunque:
f(a1) + · · · + f(an) +
m∑
i=1
f(xi) = f(b), dalla proposizione precedente segue
allora che a1+· · ·+an+
∑m
i=1 xi esiste in E ed e` uguale a b, allora a1+· · ·+an
esiste in E ed e` minore o uguale a b.
Teorema 2.2.4. Ogni σ-Dedekind completo pseudo spazio di Vitali E e`
Archimedeo.
Dimostrazione. Sia a ∈ E+ tale che na e` definito in E e na ≤ b per ogni
n ≥ 1. La successione (na)n∈N e` limitata superiormente, allora
∞∨
n=1
na esiste
in E. Per k ≥ 1, abbiamo: ka + a = (k + 1)a ≤
∞∨
n=1
na, poiche´ a ≤
∞∨
n=1
na
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abbiamo che
∞∨
n=1
na− a e` definito in E e:
ka ≤
∞∨
n=1
na− a per ogni k ≥ 1.
Segue che:
∞∨
k=1
ka =
∞∨
n=1
na ≤
∞∨
n=1
na− a ≤
∞∨
n=1
na
che implica a = 0.
Teorema 2.2.5. Sia (E,≤,+, 0) uno pseudo spazio di Vitali, e G il suo
gruppo rappresentativo (tramite l’isomorfismo di pseudo spazi di Vitali f) .
Allora E e` Archimedeo se e solo G e` Archimedeo.
Dimostrazione. Se G e` Archimedeo, poiche´ E e` immerso in G, anche E e`
Archimedeo.
Sia E Archimedeo. Assumiamo che ng ≤ v per g, v ∈ G+ e n ≥ 1. Poiche´
f(E+) genera G, esistono x1, . . . , xn ∈ E+ tali che v =
n∑
i=1
f(xi). Procediamo
per induzione su n. Per n = 1, abbiamo v = f(x1), allora 0 ≤ g ≤ v = f(x1)
implica, dalla convessita` di f(E+), che esiste un unico x ∈ E+, con 0 ≤ x ≤
x1, tale che f(x) = g. Poiche´ nf(x) ≤ f(x1) per ogni n ≥ 1 dalla precedente
Proposizione, otteniamo che nx e` definito in E per ogni n ≥ 1 e nx ≤ x1.
Segue x = 0 e quindi g = 0.
Sia la tesi verificata per k ≤ n. Assumiamo ng ≤ v =
n∑
i=1
f(xi) + f(x) per
n ≥ 1, dove x = xn+1 ∈ E+. Allora ng − f(x) ≤
n∑
i=1
f(xi) per ogni n ≥ 1.
Usando lo stesso ragionamento di [16, Proposition 4.1], riusciamo a provare
che (ng − f(x)) ∨ 0 = 0 per ogni n ≥ 1. Quindi ng ≤ f(x), per n ≥ 1. Cos`ı,
applicando l’ipotesi induttiva, possiamo concludere che g = 0.
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Finalmente possiamo provare il risultato principale di questo paragrafo.
Teorema 2.2.6. Ogni σ-Dedekind completo pseudo spazio di Vitali E e`
commutativo.
Dimostrazione. Sia G il gruppo rappresentativo di E. Dal Teorema prece-
dente, se E e` σ-Dedekind completo allora e` Archimedeo, come abbiamo visto
questo implica che anche G e` Archimedeo, cos`ı, come provato in [4, Pag.
317], segue che G e` un `-gruppo commutativo. Ovviamente questo implica
che anche E e` commutativo (poiche´ E ⊆ G).
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2.3 Stati su un pseudo spazio di Vitali e Teorema di
Loomis-Sikorski
Sia (E, u) uno pseudo spazio di Vitali con strong unit. Uno stato su E
e` un’applicazione s : E → R tale che (i) s(a + b) = s(a) + s(b) per ogni
a, b ∈ E sommabili, (ii) s(x) ≥ 0 se x ≥ 0 e (iii) s(u) = 1. Denotiamo con
S(E, u) l’insieme di tutti gli stati su E. Uno stato s su E e` detto discreto se
s(E) = {s(a) : a ∈ E} ⊆ 1
n
Z per qualche intero n ≥ 1. Se s1, s2 ∈ S(E, u),
chiamiamo loro combinazione convessa lo stato s = λs1 + (1 − λ)s2 per
ogni λ ∈ [0, 1]. Uno stato s si dice estremale se s = λs1 + (1 − λ)s2 per
0 < λ < 1 implica s = s1 = s2.
Denotiamo con ∂S(E, u) l’insieme di tutti gli stati estremali di E.
Analoghe definizioni si possono dare per un `-gruppo, un’ effect algebra o
una MV-algebra.
Se definiamo in E la topologia debole dicendo che una rete {sα}α di stati
converge allo stato s se per ogni x ∈ E si ha sα(x) → s(x), allora S(E, u)
e` uno spazio topologico compatto di Hausdorff, cos`ı da [30, Teorema 5.17]
segue che ogni stato puo` essere visto come limite di una combinazione con-
vessa di stati estremali su E. Inoltre, come in [17], si ha che s e` uno stato
estremale se e solo se s(a∧ b) = min{s(a), s(b)} (a, b ∈ E) da cui segue che
∂S(E, u) e` uno spazio compatto.
Detto (G, v) l’unital gruppo universale di E, si puo` dimostrare che ogni stato
(stato estremale,stato discreto) su (E, u) puo` essere univocamente esteso ad
uno stato (stato estremale,stato discreto) sul suo gruppo universale (G, v).
Viceversa la restrizione ad E di ogni stato (stato estremale, stato discreto) di
(G, v) e` uno stato (stato estremale, stato discreto) su (E, u). Se (E, u) e` uno
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spazio di Vitali con order unit u > 0, allora S(E, u) e` non vuoto in quanto
ogni `-gruppo abeliano ammette uno stato (cfr. [30, Corollario 4.4]).
Daremo di seguito alcune definizioni e teoremi utili per la dimostrazione
del teorema principale di questo paragrafo. Se Ω e` uno spazio compatto di
Hausdorff, l’insieme C(Ω) delle funzioni reali continue su Ω puo` essere strut-
turato in modo da essere un `-gruppo con strong unit la funzione 1. Da [30,
Corollario 9.14] segue che ogni σ-Dedekind completo unital `-gruppo abeliano
(G, u) e` tale che, detto
A = {f ∈ C(∂S(G, u)) : f(s) ∈ s(G),∀s discreto ∈ ∂S(G, u)}
esiste una naturale applicazione θ : G → C(∂S(G, u)), dove θ(g)(s) =
s(g) ∀s ∈ ∂S(G, u), che risulta essere un isomorfismo (di `-gruppi con
strong unit) di (G, u) su (A, 1).
Definizione 2.3.1. Un g-spazio di Vitali e` un sistema non vuoto V di
funzioni limitate definite su un insieme Ω tali che:
(i) 1 ∈ V
(ii) Se f, g ∈ V e f(ω) ≤ g(ω), per ogni ω ∈ Ω, allora g − f ∈ V.
(iii) Se (fn)n∈N e` una successione di V per la quale esiste f ∈ V tale che
fn ≤ f (puntualmente) ∀n ≥ 1, allora supn fn ∈ V.
Segue che (V ,max,min,+, 0, 1) e` uno pseudo spazio di Vitali σ-Dedekind
completo con strong unit 1, dove + denota la somma puntuale tra elementi
di V dove questa e` definita in V.
Teorema 2.3.2 (Loomis-Sikorski). Sia (E, u) uno spazio di Vitali σ-
Dedekind completo con strong unit u. Allora esiste un g-spazio di Vitali
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V di funzioni limitate definite su uno spazio compatto di Hausdorff Ω e un
σ-omomorfismo suriettivo (di spazi di Vitali) h : V → E tale che h(1) = u.
Dimostrazione. Poniamo Ω = ∂S(G, u), il quale e` omeomorfo a ∂S(E, u) e
quindi possiamo identificarli. Definiamo V l’insieme delle funzioni limitate f
definite su ∂S(E, u) per le quali esiste un b ∈ E tale che {s ∈ ∂S(E, u), f(s) 6=
b̂(s)}, dove b̂ : ∂S(E, u) → R tale che b̂(s) = s(b)(s ∈ ∂S(E, u)), e` un
sottoinsieme magro di ∂S(E, u); e scriviamo f ∼ b.
Con metodi analoghi a quelli usati in [18] possiamo dimostrare che
(1) Se f1, f2 ∈ V sono tali che f1 ≤ f2 allora se b1, b2 ∈ E sono tali che
fi ∼ bi, i = 1, 2 allora b1 ≤ b2.
(2) Se b1, b2 ∈ E sono tali che f ∼ bi, i = 1, 2 allora b1 = b2.
(3)Se f, g ∈ V e f ≤ g, puntualmente, allora g − f ∈ V . Inoltre V contiene
{â : a ∈ E}.
(4) Se f, g ∈ V e f ≤ n− g, per qualche intero n ≥ 1, allora f + g ∈ V .
(5) L’estremo superiore di ogni successione crescente limitata superiormente
di V e` un elemento di V .
(6) Se f, g ∈ V e a, b ∈ E sono tali che f ∼ a, g ∼ b, allora max{f, g} ∼ a∨ b
e min{f, g} ∼ a ∧ b.
Le precedenti proprieta` provano che V e` un g-spazio di Vitali; infine posto
h : V → E tale che h(f) = b se e solo se f ∼ b, definiamo il σ-omomorfismo
cercato.
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2.4 Stati su GPE e Teorema di Loomis-Sikorski
Per gli pseudo spazi di Vitali positivi vale anche un teorema di Loomis-
Sikorski differente, derivante dal fatto che questi sono casi particolari di GPE.
Diamo ora alcune definizioni e risultati utili in seguito.
Sia K un insieme compatto e convesso (i.e. ∀x, y ∈ K,λx + (1 − λ)y ∈
K ∀λ ∈ [0, 1]). Una funzione f : K → R e` detta affine se ∀x, y ∈ K e
λ ∈ [0, 1] si ha f(λx+ (1− λ)y) = λf(x) + (1− λ)f(y).
Indichiamo con Aff(K) l’insieme di tutte le funzioni reali affini su K.
Diciamo che una GPE (T,+, 0) ha:
(1)la Riesz interpolation property (RIP) se ∀a1, a2, b1, b2 ∈ T tali che
a1, a2 ≤ b1, b2 esiste c ∈ T tale che a1, a2 ≤ c ≤ b1, b2.
(2)la Riesz decomposition property (RDP ) se a1, a2, b1, b2 ∈ T sono
tali che a1 + a2 = b1 + b2, esistono allora c11, c12, c21, c22 ∈ T per cui si ha
a1 = c11 + c12, a2 = c21 + c22, b1 = c11 + c21, b2 = c12 + c22.
(3)la Riesz decomposition property 1 (RDP )1 se per a1, a2, b1, b2 ∈ T
tali che a1 + a2 = b1 + b2, esistono allora c11, c12, c21, c22 ∈ T per cui si ha
a1 = c11 + c12, a2 = c21 + c22, b1 = c11 + c21, b2 = c12 + c22 e c12comc21, cioe´
che per ogni e ≤ c12 e d ≤ c21 si ha e+ d = d+ e, ovvero commutano.
(4)la Riesz decomposition property 2 (RDP )2 se a1, a2, b1, b2 ∈ T sono
tali che a1 + a2 = b1 + b2, esistono allora c11, c12, c21, c22 ∈ T per cui si ha
a1 = c11 + c12, a2 = c21 + c22, b1 = c11 + c21, b2 = c12 + c22 e c12 ∧ c21 = 0.
Ovviamente tali definizioni valgono anche per gli `-gruppi positivi e i
pseudo spazi di Vitali positivi. Inoltre valgono le seguenti relazioni
(RDP )2 ⇒ (RDP )1 ⇒ (RDP )⇒ (RIP ).
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Infine se (T,+, 0) e` una GPE commutativa (RDP )1 e (RDP) sono equivalenti;
invece in un `-gruppo abeliano (RDP )1, (RDP) e (RIP) sono equivalenti.
Siano (E, u) e (F, v) due GPE con strong unit. Una funzione f e` detta un
omomorfismo di E in F se:
1. per ogni coppia (x, y) tali che a + b esiste in E si ha che f(x) + f(y)
esiste in F e f(x+ y) = f(x) + f(y),
2. f(u) = v
Sia (E, u) una GPE con strong unit e (RDP )1 e (G, u) il suo gruppo rapp-
resentante.
Uno stato su E e` un’applicazione s : E → [0,+∞[ tale che (i) s(a + b) =
s(a) + s(b) per ogni a, b ∈ E sommabili e (ii) s(u) = 1. Denotiamo con
S(E, u) l’insieme di tutti gli stati su E. Uno stato s su E e` detto discreto
se s(E) = {s(a) : a ∈ E} ⊆ 1
n
Z per qualche intero n ≥ 1. Se s1, s2 ∈ S(E, u),
chiamiamo loro combinazione convessa lo stato s = λs1 + (1 − λ)s2 per
ogni λ ∈ [0, 1]. Uno stato s si dice estremale se s = λs1 + (1 − λ)s2 per
0 < λ < 1 implica s = s1 = s2.
Denotiamo con ∂S(E, u) l’insieme di tutti gli stati estremali di E.
Se definiamo in E la topologia debole come per i pseudo spazi di Vitali,
ancora segue che S(E, u) e` uno spazio topologico compatto di Hausdorff e
ogni stato puo` essere visto come limite di una combinazione convessa di stati
estremali su E. Inoltre si vede che se E soddisfa la (RDP )2 allora ∂S(E, u)
e` uno spazio compatto.
Infine ogni stato (stato estremale,stato discreto) su E puo` essere univoca-
mente esteso ad uno stato (stato estremale,stato discreto) sul suo gruppo
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universale G. Viceversa la restrizione ad E di uno stato (stato estremale,
stato discreto) di G e` uno stato (stato estremale, stato discreto) su E.
In particolare, in accordo con [30, Teorema 11.21], si prova che Aff(S(G, u))
e` un reticolo se e solo se ∂S(G, u) e` un compatto.
Interessante e` il seguente risultato (cfr. [22, Teorema 4.1]).
Teorema 2.4.1. Sia (E, u) una GPE con strong unit e (RDP )1 e (G, u) il
suo gruppo rappresentante. Allora E e` monotona σ-completa se e solo G lo
e`. Inoltre in tal caso E e G sono commutativi.
In accordo con [30, Corollario 16.15] abbiamo un teorema di rappresen-
tazione per po-gruppi (gruppi parzialmente ordinati) e quindi in particolare
per gli `-gruppi, per i quali lo enunciamo di seguito.
Teorema 2.4.2. Sia (G, u) un monotono σ-completo unital `-gruppo con la
(RIP). Allora posto
A = {f ∈ Aff(S(G, u)) : f(s) ∈ s(G),∀s discreto ∈ ∂S(G, u)}
abbiamo che esiste una naturale applicazione φ : G → Aff(S(G, u)) che
definisce un isomorfismo di (G, u) su (A, 1).
Sia (E, u) una GPE con strong unit.
Un g-effect tribe e` un sistema non vuoto G di funzioni limitate non negative,
definite su un insieme non vuoto Ω tali che:
(i) 1 ∈ G
(ii) Se f, g ∈ G e f(ω) ≤ g(ω), per ogni ω ∈ Ω, allora g − f ∈ G.
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(iii) Se (fn)n∈N e` una successione monotona di G limitata superiormente da
una funzione f0 ∈ G allora f = lim
n
fn ∈ G.
Segue che (G,+, 0, 1) e` una GPE σ-monotona completa, con strong unit 1.
Teorema 2.4.3. Sia (E, u) una GPE σ-monotona completa con (RDP ), con
strong unit u. Allora esiste una g-effect tribe G con (RDP ) di funzioni affini
definite su uno spazio compatto e convesso Ω e un σ-omomorfismo suriettivo
(di GPE con strong unit) h : G → E.
Dimostrazione. In accordo con il Teorema 2.1.1, (E, u) puo` essere isomorfi-
camente immersa nel cono positivo di un unital `-gruppo (G, u) e lo genera.
Quindi possiamo identificare E con una parte di G. Inoltre, dal Teorema
2.4.1, E e` σ-monotona completa se e solo se lo e` G e sono entrambi commu-
tativi. Dal Teorema 2.4.2, sappiamo che (G, u) si puo` identificare con (A, 1).
In paricolare essendo S(G, u) omeomorfo a S(E, u) e ∂S(G, u) omeomorfo a
∂S(E, u), da [1, Pag. 49], abbiamo che ∂S(E, u) e` uno spazio di Baire, cioe´
per esso vale il Teorema di Categoria di Baire. Infine, ogni a ∈ E si puo` iden-
tificare con la funzione affine non negativa â (â(s) = s(a) ∀s ∈ S(E, u)).
Poniamo Ω = S(E, u) e X = ∂S(E, u). Sia f una funzione a valori reali
definita su Ω e poniamo
N(f) := {x ∈ X : |f(x)| > 0}.
Infine indichiamo con G l’insieme delle funzioni f affini e limitate definite
su Ω tali che esiste un b ∈ E tale che {s ∈ ∂S(E, u) : f(s) 6= b̂(s)} e` un
sottoinsieme magro di ∂S(E, u); scriviamo in tal caso f ∼ b.
Proviamo che G e` una g-effect algebra con (RDP).
(1)Se f1, f2 ∈ V sono tali che f1 ≤ f2 allora se b1, b2 ∈ E sono tali che
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fi ∼ bi, i = 1, 2 allora b1 ≤ b2.
Infatti abbiamo {s ∈ ∂S(E, u) : 0 < b̂1(s)− b̂2(s)} ⊆ N(f1− b̂1)∪N(f2− b̂2).
Dal Teorema di categoria di Baire applicato a ∂S(E, u), segue che nessun
suo aperto puo` essere magro, quindi b̂1(s) ≤ b̂2(s), ∀s ∈ ∂S(E, u). Segue
dal Teorema di Krein-Mil’man (cfr. [30]) che s(b2 − b1) ≥ 0, ∀s ∈ S(E, u),
e quindi da [30, Teorema 7.7] abbiamo b1 ≤ b2. Tale punto implica
(2) se b1, b2 ∈ E sono tali che f ∼ bi, i = 1, 2 allora b1 = b2.
(3)Banalmente Se f, g ∈ G e f ≤ g, puntualmente, allora g − f ∈ G. Inoltre
G contiene {â : a ∈ E}.
(4) Se g ∈ G sono tali che f ≤ n− g per qualche intero n ≥ 1 e f ∼ a, g ∼ b
allora da (1) segue che a ≤ (nu− b) dove nu e` tale che b+ (nu− b) = nu da
cui si ha che a+ b ∈ E. Segue che N(f + g ∼ â+ b) e quindi f + g ∈ G.
(5) Sia (fn)n∈N una successione monotona di G limitata superiormente da
una funzione f0 ∈ G. Per ogni n scegliamo bn ∈ E tale che fn ∼ bn e a0 ∈ E
tale che bn ≤ a0 e f0 ∼ b0. Chiamiamo f = lim
n
fn, b =
∞∨
n=1
bn, b0 = lim
n
b̂n.
Allora b ∈ E e b̂ ∈ G. Abbiamo
N(f − b̂) ⊆ N(f − b0) ∪N (̂b− b0)
e facilmente si vede che
N(f − b0) ⊆
∞⋃
n1
N (̂bn − fn)
e` un sottoinsieme magro di ∂S(E, u).
Poiche´mu ≥ b =
∞∨
n=1
bn per qualche interom concludiamo che
∧
n
(mu−bn) =
(mu− b) e
∧
n
((mu− bn)− (mu− b)) = 0, da cui segue che N (̂b− b0)
e` un sottoinsieme magro di ∂S(E, u), e quindi f ∈ G.
(6) Infine vogliamo dimostrare che G ha la (RIP). Siano ∀f1, f2, g1, g2 ∈ G tali
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che f1, f2 ≤ g1, g2 e ∀a1, a2, b1, b2 ∈ E tali che fi ∼ ai e gi ∼ bi, i = 1, 2. Da
(1) segue che a1, a2 ≤ b1, b2. Sia ora c ∈ E tale che a1, a2 ≤ c ≤ b1, b2 e defi-
niamo h0 = min{max{f1, f2, ĉ}, g1, g2}. Allora h0 ∈ G, f1, f2 ≤ h0 ≤ g1, g2 e
h(h0) = c.
Sia ora (E, u) un pseudo spazio di Vitali positivo con strong unit. Defi-
niamo ora un g-spazio di Vitali come un sistema non vuoto V di funzioni
positive e limitate definite su un insieme Ω tali che:
(i) 1 ∈ V
(ii) Se f, g ∈ V e f(ω) ≤ g(ω), per ogni ω ∈ Ω, allora g − f ∈ V .
(iii) Se (fn)n∈N e` una successione di V per la quale esiste f ∈ V tale che
fn ≤ f (puntualmente) ∀n ≥ 1, allora supn fn ∈ V .
Segue che (V ,max,min,+, 0, 1) e` uno spazio di Vitali σ-Dedekind completo
con strong unit 1. Grazie al Teorema precedente sussiste la seguente versione
del Teorema di Loomis-Sikorski
Teorema 2.4.4 (Loomis-Sikorski). Sia (E, u) uno spazio di Vitali positivo,
σ-Dedekind completo con strong unit u. Allora esiste un g-spazio di Vitali
V di funzioni affini definite su uno spazio compatto e convesso Ω e un σ-
omomorfismo suriettivo (di spazi di Vitali) h : V → E tale che h(1) =
u.
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2.5 Ideali e misure per pseudo spazi di Vitali
In questo paragrafo definiamo gli ideali degli pseudo spazio di Vitali e stu-
diamo la loro relazione con gli ideali del gruppo universale. Infine diamo la
definizione di misura su uno pseudo spazio di Vitali e ne studiamo i collega-
menti con gli ideali.
Sia E uno pseudo spazio di Vitali. Un sottoinsieme non vuoto I di E si dice
un ideale se:
(i)∀x, y ∈ I tali che x+ y e` definito in E si ha x+ y ∈ I,
(ii) ∀x, y tali che x ∈ I e |y| ≤ |x| si ha y ∈ I.
Segue da (ii) che 0 ∈ I. Indicato con I(E) l’insieme degli ideali di E, facil-
mente si vede che {0}, E ∈ I(E).
Un ideale I si dice:
(1) normale se, ∀x ∈ E, x + I = I + x, dove x + I = {x + y : y ∈
I e x+ y esiste in E},
(2) massimale se non e` contenuto in nessun altro ideale proprio di E.
Proposizione 2.5.1. Sia I un ideale di E. Se a, b ∈ I allora a∨b e a∧b ∈ I.
Dimostrazione. Consideriamo prima il caso a, b ≥ 0. Poiche´ 0 ≤ a ∧ b ≤ b,
da (ii) segue che a∧ b e b\(a∧ b) ∈ I. Infine (a∨ b)\a = b\(a∧ b) ∈ I, da cui
segue a ∨ b = b\(a ∧ b) + a ∈ I.
Siano ora a, b ∈ I arbitrari. Sappiamo che a = a+\a− e b = b+\b−. Poiche´
|a|, |b| ∈ I, anche a+, a−, b+, b− ∈ I. Infine dal primo caso segue, (a ∨ b)+ =
a+ ∨ b+ ∈ I e (a ∨ b)− = a− ∧ b− ∈ I e quindi a ∨ b ∈ I. Analogamente si
prova che a ∧ b ∈ I.
Sia G un `-gruppo, indichiamo con C(G) e L(G) gli insiemi degli `-
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sottogruppi convessi e `-ideali di G (ovvero gli insiemi dei sottogruppi e ideali
di G chiusi rispetto alle operazioni ∨ e ∧).
Teorema 2.5.2. Siano E uno pseudo spazio di Vitali, G il suo gruppo rap-
presentativo ed I un suo ideale. Poniamo
Φ(I) = {x ∈ G : ∃0 ≤ xi, yj ∈ I, x = x1 + · · ·+ xn − y1 − · · · − ym}. (∗)
Allora Φ(I) e` un `-sottogruppo convesso di G generato da I. Inoltre Φ(I) ⊆
Φ(J), per un altro ideale J di E, se e solo se I ⊆ J .
Sia ora K un `-sottogruppo convesso di G e definiamo
Ψ(K) := K ∩ E. (∗∗)
Si ha che Ψ(K) e` un ideale di E e Φ(Ψ(K)) = K e Ψ(K1) ⊆ Ψ(K2), con
K1, K2 ∈ C(G), se e solo se K1 ⊆ K2.
Le applicazioni Φ : I(E) → C(G) e Ψ : C(G) → I(E) definite da (∗), (∗∗)
sono l’una l’inversa dell’altra.
Infine Φ(I) e` un `-sottogruppo convesso e massimale di G se e solo se I e`
un ideale massimale di E; Φ(I) e` un `-ideale di G se e solo se I e` un ideale
normale di E.
Dimostrazione. Per provare la tesi procederemo per passi provando che Φ(I)
verifica le verie tesi.
(1) Proviamo che se 0 ≤ x ∈ Φ(I), allora x si puo` scrivere come somma di
elementi positivi di I. Infatti x = x1+ · · ·+xn−y1−· · ·−ym ≤ x1+ · · ·+xn,
applicando la decomposizione di Riesz, valida negli `-gruppi abbiamo che
x = x01 + · · ·+ x0n dove 0 ≤ x0i ≤ xi per ogni i, da cui segue x01, . . . , x0n ∈ I, e
quindi la tesi.
(2) Proviamo che se x ≤ 0 e x ∈ Φ(I), allora x si puo` come somma di
elementi negativi di I. Infatti essendo x = x1 + · · · + xn − y1 − · · · − ym
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possiamo dire che −x ≤ ym + · · · + y1, da cui procedendo come in (1) si ha
−x = y0m + · · ·+ y01 con 0 ≤ y0j ≤ yj ∈ I, da cui segue la tesi .
(3) Proviamo che se x ∈ Φ(I) allora x+, x− ∈ Φ(I). Infatti essendo x =
x1+· · ·+xn−y1−· · ·−ym ≤ x1+· · ·+xn segue che x+ = x∨0 ≤ x1+· · ·+xn,
allora sempre utilizzando la decomposizione di Riesz, x+ si puo` scrivere come
somma di elementi di I e questo basta per dire che x+ ∈ Φ(I). Infine
essendo x ≥ −y1 − · · · − ym segue che x ∧ 0 ≥ −y1 − · · · − ym, quindi
x− = −(x ∧ 0) ≤ ym + · · ·+ y1, segue x− ∈ Φ(I).
(4) x ∈ Φ(I) se e solo se x+, x− ∈ Φ(I) se e solo se |x| ∈ Φ(I). Segue
facilmente da (2) e dalla decomposizione di Riesz.
(5) Proviamo che se x, y ∈ Φ(I) allora x + y ∈ Φ(I). Infatti x + y =
x1+· · ·+xn−y1−· · ·−ym+u1+· · ·+us−v1−· · ·−vt ≤ x1+· · ·+xn+u1+· · ·+us.
Segue che (x+ y)+ ≤ x1 + · · ·+ xn + u1 + · · ·+ us, da cui (x+ y)+ ∈ Φ(I).
In modo analogo si prova che (x + y)− ∈ Φ(I), e quindi da (4) segue che
x+ y ∈ Φ(I).
(6) Se |x| ≤ |y| con y ∈ Φ(I) allora |y| ∈ Φ(I) e quindi con la stessa tecnica
usata nei punti precedenti si prova che |x| ∈ Φ(I).
(7) Proviamo che se x, y ∈ Φ(I) allora x ∨ y ∈ Φ(I). Prima proviamolo per
0 ≤ x, y. Allora 0 ≤ x∧y ≤ y ∈ Φ(I) da cui segue (x∧y) e y−(x∧y) ∈ Φ(I).
Allora (x ∨ y)− x = y − (x ∧ y) ∈ Φ(I), da (5) segue che x ∨ y ∈ Φ(I).
Adesso siano x, y arbitrari. Da (4) abbiamo 0 ≤ x+, x− ∈ Φ(I), quindi da
quanto detto prima segue che (x ∨ y)+ = x+ ∨ y+ ∈ Φ(I) e (x ∨ y)− =
x− ∧ y− ∈ Φ(I), da cui segue (x ∨ y) ∈ Φ(I).
(8)Proviamo che se x, y ∈ Φ(I) allora x ∧ y ∈ Φ(I). Infatti essendo,da (6)
e (7), (x ∧ y)+ = x+ ∧ y+ ∈ Φ(I) e (x ∧ y)− = x− ∨ y− ∈ Φ(I) segue
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(x ∧ y) ∈ Φ(I).
(9) Poiche´ ogni x = x+\x− = x+ − x−, abbiamo che I ⊆ Φ(I). Detto
Î l’ `-sottogruppo convesso di G generato da I, abbiamo che Î ⊆ Φ(I).
D’altra parte se x ∈ Φ(I), abbiamo da (4) che x+, x− ∈ Φ(I) e quindi da (1)
x+, x− ∈ Î. Quindi x ∈ Î da cui segue Î = Φ(I).
Abbiamo cos`ı provato che Φ(I) e` l’`-sottogruppo convesso di G generato da
I.
(10) Ora assumiamo che Φ(I) ⊆ Φ(J) e che 0 ≤ x ∈ I. Da (1) segue che
x = x1 + · · ·+ xn con 0 ≤ xi ∈ J da cui segue x ∈ J .
(11) E` banale vedere che Ψ(K) e` un ideale di E e che Φ(Ψ(K)) ⊆ K. Se poi
0 ≤ x ∈ K, allora x = x1 + · · · + xn con 0 ≤ xi ∈ K ∩ E. Allora per ogni i
abbiamo xi ∈ Ψ(K) e quindi x ∈ Φ(Ψ(K)).
(12) Da (10) e (11) si ha che I e` un ideale massimale se e solo se Φ(I) e` un
`-sottogruppo massimale e da (∗) abbiamo che Φ(I) e` un `-ideale se e solo se
I e` un ideale normale.
Proposizione 2.5.3. Sia I un ideale normale di E. Definiamo a ∼I b se e
solo se esistono x1, x2 ∈ I tali che a\x1 = b\x2.
Allora a ∼I b se e solo se esistono y1, y2 ∈ I tali che y1/a = y2/b. Inoltre si
prova che ∼I e` una congruenza e che a ∼I b se e solo se a− b ∈ Φ(I).
Si prova che il quoziente E/I := {[x]I : x ∈ E}, dove [x]I = {y ∈ E : x ∼I
y}, e` un pseudo spazio di Vitali dove [x]I + [y]I := [x′ + y′]I se per qualche
x′ ∈ [x]I e y′ ∈ [y]I la somma x′+y′ e` definita. Infine la naturale immersione
f : E → E/I definita da x→ [x]I , e` un omomorfismo surriettivo.
Dimostrazione. (1) E` evidente che ∼I e` una relazione riflessiva e simmetrica.
Prima di provare che e` transitiva proviamone altre proprieta`.
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(2) Proviamo che se a1 ∼I a2, b1 ∼I b2 e a1 + b1, a2 + b2 sono definite in E
allora (a1 + b1) ∼I (a2 + b2). Per le ipotesi esistono x1, x2, y1, y2 ∈ I tali che
a1\x1 = a2\x2 e b1\y1 = b2\y2. Allora a1+ b1 = (a1\x1)+x1+(b1\y1)+y1 =
(a1\x1)+(b1\y1)+x′1+y1 = (a1\x1)+(b1\y1)+z1 = (a2\x2)+(b2\y2)+z1 dove
z1 = x
′
1+y1 ∈ I. In modo analogo si prova che a2+b2 = (a2\x2)+(b2\y2)+z2
per qualche z2 ∈ I. Quindi (a1 + b1)\z1 = (a2 + b2)\z2 da cui (a1 + b1) ∼I
(a2 + b2).
(3) Proviamo che se 0 ≤ a, b ∈ E e a− b ∈ Φ(I) allora a ∼I b. Allora a− b =
x−y dove 0 ≤ x, y ∈ Φ(I). Quindi a+y′ = b+x′ per qualche 0 ≤ x′, y′ ∈ Φ(I).
Dalla decomposizione di Riesz abbiamo che esistono 0 ≤ a11, a12, a21, a22 ∈ G
per cui si ha a = a11 + a12, y
′ = a21 + a22, b = a11 + a21, x′ = a12 + a22 e
a12∧a21 = 0, ovvero a12, a21 e −a12, a21 commutano. Allora a+a21 = b+a12.
Ma 0 ≤ a21 ≤ b ∧ y′ e 0 ≤ a12 ≤ a ∧ x′, il che implica a12, a21 ∈ I. Segue che
a+ a21 − a12 = b
a− a12 + a21 = b
(a\a12) + a21 = b
a\a12 = b\a21.
Quindi a ∼I b.
(4) Proviamo che se a, b ≤ 0, con a, b ∈ E, e a − b ∈ Φ(I) allora a ∼I b.
Allo stesso modo di (3) troviamo 0 ≤ a12 ≤ −a ∈ E,0 ≤ a21 ≤ −b ∈ E, con
a12, a21 ∈ I tali che (−a)\a12 = (−b)\a21. Ma a ≤ −a12 ≤ 0 e b ≤ −a21 ≤ 0,
che dalla convessita` di E implica −a12,−a21 ∈ I. D’altra parte a ≤ 0 ≤ a12,
b ≤ 0 ≤ a21, il che implica a12 + a, a21 + b ∈ E. Inoltre, dalle relazioni
precedenti segue a12 + a = a21 + b, da cui abbiamo a12 + a = −(−a12) + a =
(−a12)/a = (−a21)/b, ovvero a ∼I b.
47
(5) E` evidente che se a ∼I b allora a − b ∈ Φ(I). Viceversa siano a, b ∈ E
tali che a − b ∈ Φ(I). Sappiamo che l’`-ideale Φ(I) di G definisce una
congruenza ∼Φ(I) definita da g ∼Φ(I) h se e solo se g − h ∈ Φ(I). Questo
implica che a+ ∼Φ(I) b+ e a ∧ 0 ∼Φ(I) b ∧ 0; da (3) segue che a+ ∼I b+ e da
(4) che a ∧ 0 ∼I b ∧ 0. Finalmente, essendo a = a+\a− = a+ + (a ∧ 0) e
b = b+\b− = b+ + (b ∧ 0), abbiamo a ∼I b.
(6) La transitivita` di ∼I segue da quella di ∼Φ(I) e da (5).
(7) Poiche´ ∼I e` una congruenza l’operazione di somma in E/I e` ben definita
e da (5) e` associativa. Inoltre abbiamo
(i)[x]I + [0]I = [x]I = [0]I + [x]I
(ii)[x]I ∧ [y]I = [x ∧ y]I
(iii)[x]I ≤ [y]I se e solo se esiste r ∈ I tale che x\r ≤ y.
Quanto appena detto basta per dire che E/I e` uno pseudo spazio di Vitali.
Il resto del teorema segue banalmente.
Dato uno pseudo spazio di Vitali E diciamo che una congruenza ∼
e` forte se e` compatibile con le due differenze definite in E. Per esempio,
se I e` un ideale normale di E allora ∼I e` una congruenza forte. Infatti
se a1\x1 = a2\x2, b1\y1 = b2\y2 con a1\b1, a2\b2 ∈ E allora a1\x1 + x1 =
a1 = a1\b1 + b1\y1 + y1 e a2\x2 + x2 = a2 = a2\b2 + b2\y2 + y2. E` facile
dimostrare che a1\b1 ∼Φ(I) a2\b2, cos`ı dalla proposizione precedente segue che
a1\b1 ∼I a2\b2. Si procede analogamente per l’altra operazione di differenza.
Teorema 2.5.4. Esiste una corrispondenza biunivoca tra gli ideali normali
di uno pseudo spazio di Vitali E e le congruenze forti data da: se I e` un
ideale normale allora ∼I e` una congruenza forte e [0]I = I. Viceversa se ∼
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e` una congruenza forte allora I∼ := {x ∈ E : x ∼ 0} e` un ideale normale di
E.
Dimostrazione. La prima parte del Teorema segue dalla Proposizione 2.4.3
e dall’osservazione successiva. Inoltre I1 = I2 se e solo se ∼I1=∼I2 .
Ora sia ∼ una congruenza forte e definiamo I∼ := {x ∈ E : x ∼ 0}. E`
evidente che 0 ∈ I∼ e che I∼ e` chiuso rispetto all’operazione di somma.
Siano ora 0 ≤ x ≤ y ∈ I∼ e scegliamo u ∈ E+ tale che u ≥ y. Se conderiamo
l’intervallo [0, u] possiamo definire in esso due operazioni a⊕b = (a∧(u−b))+b
e a  b = a\(a ∨ (b/u)) che ne fanno una pseudo MV-algebra. E` possibile
dimostrare che a ≤ b se e solo se a  (u\b) = 0. Poiche´ ∼ e´ compatibile
rispetto alle operazioni della pseudo MV-algebra abbiamo che x = x ∧ y =
x  ((u\x) ⊕ y) ∼ x  ((u\x) ⊕ 0) = x  (u\x) = 0, il che implica che I∼ e`
un ideale.
Se x, a ≥ 0, con a ∈ I∼, allora x + a ∼ x + 0 = x e (x + a)\x ∈ I∼. Questo
implica che I+∼ = I∼ ∩ E+ e` un ideale normale di E+. Dal Teorema 2.4.2,
Φ(I+∼ ) e` un `-ideale di G, allora si ha che Ψ(Φ(I
+
∼ )) = Φ(I
+
∼ )∩E e` un ideale di
E. Inoltre, sempre dal Teorema 2.4.2, abbiamo che Φ(Ψ(Φ(I+∼ ))) = Φ(I
+
∼ ) ⊆
Φ(I∼) implica che Ψ(Φ(I+∼ )) = Φ(I
+
∼ ) ∩ E ⊆ I∼. Viceversa, se x ∈ I∼
allora x+, x− ∈ I+∼ , questo implica che x = x+\x− ∈ Φ(I+∼ ) ∩ E. Quindi
Φ(I+∼ ) ∩ E = I∼, il che implica, essendo Φ(I∼) = Φ(Ψ(Φ(I+∼ ))) = Φ(I+∼ ) un
`-ideale di G, che I∼ e` un ideale normale di E.
Adesso proviamo che ∼1=∼2 se e solo se I∼1 = I∼2 . Una direzione di tale
equivalenza e` banale, proviamo l’altra. Supponiamo I∼1 = I∼2 . Se x ∼1 y
allora x ∧ y ∼1 x e x ∧ y ∼1 y. Quindi x\(x ∧ y) ∼1 x\x, da cui segue
x\(x∧y) ∈ I∼1 = I∼2 ; ed in modo analogo si prova che y\(x∧y) ∈ I∼1 = I∼2 .
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Quanto visto implica che x = (x\(x∧y))+(x∧y) ∼1 (y\(x∧y))+(x∧y) = y e
quindi x = (x\(x∧y))+(x∧y) ∼2 (y\(x∧y))+(x∧y) = y, ovvero x ∼2 y.
Dato un pseudo spazio di Vitali E chiamiamo misura un’applicazione
m : E → R tale che:
(i) m(x+ y) = m(x)+m(y) per ogni coppia x, y di elementi di E sommabili,
(ii)m(x) ≥ 0 per ogni x ∈ E+.
Studieremo in modo piu` completo le misure su uno spazio di Vitali nel capi-
tolo successivo dove le definiamo semplicemente funzioni additive.
Come per gli stati su E, anche le misure possono essere estese in modo
univoco al gruppo universale di E. In particolare detto G il gruppo univer-
sale di E e indicata con m̂ l’estensione di m su G, si vede che Ker(m̂) =
{g ∈ G : m̂(|g|) = 0} e` un `-sottogruppo di G. Quindi dal Teorema 2.4.2
abbiamo che Ker(m) = Ψ(Ker(m̂)) e` un ideale normale di E. In partico-
lare se f : E → F e` un omorfismo di pseudo spazi di Vitali si vede che
Ker(f) = {x ∈ E : f(|x|) = 0} = {x ∈ E : f(x) = 0} e` un ideale normale di
E.
Da quanto detto in questo paragrafo ed in quello precedente segue
Teorema 2.5.5. Sia I un ideale normale dello pseudo spazio di Vitale E.
Indichiamo con G il gruppo universale di E e con φ l’immersione di E in G.
Allora G/Φ(I) con l’immersione φI : E/I → G/Φ(I), definita da φI(x/I) :=
φ(x)/Φ(I), e` un gruppo universale per E/I.
Nella prossima Proposizione studiamo le proprieta` dell’ideale normale
Ker(m) di E e dello spazio quoziente che determina (cfr. Proposizione 2.4.3).
Proposizione 2.5.6. Sia m una misura su E. Allora per a, b ∈ E si ha
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(i) m(0) = 0.
(ii) Se a\b esiste in E allora m(a\b) = m(a)−m(b).
Se a/b esiste in E allora m(a/b) = m(a)−m(b).
(iii) m(a ∨ b) +m(a ∧ b) = m(a) +m(b).
(iv) a/Ker(m) = b/Ker(m) se e solo se m(a) = m(a ∧ b) = m(b).
(v) Esiste un’unica misura m˜ su E/Ker(m) tale che m˜(a/ker(m)) = m(a)
per ogni a ∈ E.
(vi) E/Ker(m) e` uno spazio di Vitali
Dimostrazione. (i) e (ii) sono evidenti.
(iii) segue dalla Proposizione 1.3.3 e dalla (ii).
(iv) Se a/Ker(m) = b/Ker(m) allora (a ∧ b)/Ker(m) = b/Ker(m), segue
che m(a) = m(b) = m(a ∧ b).
Supponiamo ora l’inverso. Abbiamo che a = a\(a ∧ b) + (a ∧ b) e b =
b\(a ∧ b) + (a ∧ b). Quindi (a\(a ∧ b))/a = (a ∧ b) = (b\(a ∧ b))/b. Allora
a ∼Ker(m) b.
(v) Se a1, a2 ∈ a/Ker(m) da (iv) abbiamo m(a1) = m(a2) = m(a), quindi m˜
e` ben definita su E/Ker(m). Ora assumiamo che a/ker(m) ≥ 0, segue che
esiste p ∈ Ker(m) tale che 0\p ≤ a, e questo da m˜(a/ker(m)) = m(a) ≥
m(p) = 0.
Sia a/Ker(m)+b/Ker(m) definita in E/Ker(m), da definizione questo impli-
ca che esistono a′, b′ ∈ E tali che a′ ∈ a/Ker(m), b′ ∈ b/Ker(m) e a′+b′ esiste
in E. Allora m˜(a/Ker(m) + b/Ker(m)) = m˜(a′/Ker(m) + b′/Ker(m)) =
m˜((a′ + b′)/Ker(m)) = m(a′ + b′) = m(a′) + m(b′) = m˜(a/Ker(m)) +
51
m˜(b/Ker(m)). Quindi abbiamo provato che m˜ e` una misura su E/Ker(m).
(vi) Indichiamo con m̂ l’estensione di m al gruppo universale G di E. Come
in (v) possiamo definire una misura −→m su G/Ker(m̂). Dal Teorema 2.5.5
segue che il diagramma E ↪→ G,E → E/Ker(m), E/Ker(m) ↪→ G/Ker(m̂)
e G→ G/Ker(m̂) commuta.
Se m e` identicamente uguale a zero, allora E/Ker(m) e` 0/Ker(m) e quindi
E/Ker(m) e` commutativo. Adesso assumiamo che m sia diverso da zero,
di conseguenza −→m e` non nulla. Senza mancare di generalita` possiamo as-
sumere che m̂(b) > 0 per qualche b ∈ G+. Sia 0 < g ∈ G e assumiamo che
ng/Ker(m̂) ≤ b/Ker(m̂) per ogni n ≥ 1. Allora 0 ≤ −→m(ng/Ker(m̂)) ≤
−→m(b/Ker(m̂)) cos`ı che 0 ≤ nm̂(g) ≤ m̂(b), il che implica m̂(g) = 0 e quindi
g/Ker(m̂) = 0/Ker(m̂). Resta cos`ı provato che G/Ker(m̂) e` un `-gruppo
archimedeo e quindi commutativo. Quanto detto implica che E/Ker(m) e`
uno spazio di Vitali.
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3 Teoremi di convergenza per Spazi di Vitali
3.1 Funzioni localmente esaustive
Consideriamo in questa sezione gli spazi di Vitali, o pseudo spazi di Vitali
commutativi. Tali strutture sono state studiate in maniera approfondita da
C. Constantinescu in [8] e [9]. In particolare nell’ultimo paragrafo dimo-
striamo una serie di Teoremi di convergenza per funzioni additive a valori in
uno spazio di Vitali, alcuni dei quali gia` dimostrati Constantinescu, usando
pero` la tecnica dimostrativa di de Lucia-Traynor in [15] e de Lucia-Pap in
[13].
A meno di esplicito riferimento, nel seguito indichiamo con E uno spazio di
Vitali e con (G,+, T ), o piu´ semplicemente con G, un gruppo topologico
commutativo di Hausdorff; inoltre indichiamo con U(0) una base di intorni
dello zero di G.
Ricordiamo che se G e` un gruppo topologico si ha:
(i) per ogni a ∈ G l’ insieme degli intorni di a e` costituito dagli insiemi
a+ I dove I e` un intorno dello zero di G;
(ii) l’insieme degli intorni chiusi e simmetrici di 0 costituisce una base per
gli intorni di 0;
(iii) Se V e` una base di intorni di 0 e U e` un intorno di 0, esiste una
successione (Vn)n∈N di elementi di V tali che
n∑
i=1
Vi ⊆ U per ogni n ∈ N
n+k∑
i=n+1
Vi ⊆ Vn per ogni n, k ∈ N.
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Una funzione u : E → G si dice additiva se:
∀x, y ∈ E sommabili si ha u(x+ y) = u(x) + u(y).
Diciamo che una successione (xn)n∈N di elementi di E appartiene a Λ(E) se
e` limitata e crescente.
Diciamo che una successione (xn)n∈N di elementi di E+ appartiene a Σ(E) se
e` finitamente sommabile e tale che (
n∑
i=1
xi)n∈N ∈ Λ(E).
Diciamo che una successione (xn)n∈N crescente di elementi di E appartiene
a Θ(E) se esiste M ⊆ N infinito tale che (
∑
m∈M,m≤n
(xm+1 − xm))n∈N ∈ Λ(E).
Si prova facilmente che (cfr. [9]):
1. (xn)n∈N ∈ Λ(E)⇔ (xn+1 − xn)n∈N ∈ Σ(E),
2. (xn)n∈N ∈ Θ(E) ⇔ esiste una successione (kn)n∈N strettamente cre-
scente tale che (xkn+1 − xkn)n∈N ∈ Σ(E),
3. ogni Λ-successione e` una Θ-successione,
4. se (yi)i∈N e` una successione decrescente di E+ allora (yi − yi+1)i∈N ∈
Σ(E),
5. per ogni successione crescente (risp. decrescente) (yi)i∈N la successione
(yi+1 − yi)i∈N (risp. (yi − yi+1)i∈N) risulta finitamente sommabile,
6. Σ(E) e` assorbente, ovvero se (bi)i∈N e (ci)i∈N sono successioni di E tali
che (bi)i∈N ∈ Σ(E) e ci ≤ bi, ∀i ∈ N, allora (ci)i∈N ∈ Σ(E).
Una funzione additiva u : E −→ G si dice
1. localmente esaustiva se (u(xn+1 − xn))n∈N converge a zero per ogni
Λ-successione (xn)n∈N di elementi di E.
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2. σ-additiva se per ogni Λ-successione (xn)n∈N di elementi di E e per
ogni intorno U dello zero di G ∃m ∈ N ed un maggiorante x di (xn)n∈N
tale che u([0, x− xm]) ⊂ U .
Una successione di funzioni additive (µi)i∈N si dice asintoticamente esau-
stiva se:
per ogni U ∈ U(0) ∃i0 ∈ N tale che, per ogni (an)n∈N ∈ Σ(E) e i ≥ i0, esiste
j(i) tale che µi(aj) ∈ U , per j ≥ j(i).
Diciamo una famiglia F di funzioni additive uniformemente localmente
esaustiva se, per ogni Λ-successione (xn)n∈N di elementi di E, (u(xn+1 −
xn))n∈N converge a zero uniformemente al variare di u in F .
Diciamo che una successione (µi)i∈N di funzioni finitamente additive di E in
G e` uniformemente asintoticamente esaustiva se:
per ogni U ∈ U(0) ∃i0 ∈ N tale che, per ogni (an)n∈N ∈ Σ(E), esiste j0 tale
che, per ogni i ≥ i0, µi(aj) ∈ U per j ≥ j0.
Infine diciamo una famiglia F di funzioni additive uniformemente σ-
additiva se per ogni Λ-successione (xn)n∈N di elementi di E e per ogni
intorno U dello zero di G ∃m ∈ N ed un maggiorante x di (xn)n∈N tale che
u([0, x− xm]) ⊂ U uniformemente al variare di u in F .
Diamo di seguito una serie di caratterizzazioni per funzioni uniformemente
localmente esaustive, asintoticamente esaustive e uniformemente asintotica-
mente esaustive.
Proposizione 3.1.1. [9, Proposizione 2.5] Sia F una famiglia di funzioni
additive di E in G. Le seguenti proposizioni sono equivalenti:
(a) F e` uniformemente localmente esaustiva;
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(b) per ogni (xn)n∈N ∈ Λ(E) e ogni intorno U ∈ U(0) esiste m ∈ N tale
che u(x) ∈ U per ogni u ∈ F e x ∈
⋃
n∈N
[0, xm+n − xm];
(c) per ogni (xn)n∈N ∈ Λ(E) e ogni intorno U ∈ U(0) esiste m ∈ N tale
che u(xp − xn) ∈ U per ogni u ∈ F e n, p ∈ N,m ≤ n ≤ p;
(d) per ogni (xn)n∈N ∈ Λ(E) e ogni intorno U ∈ U(0) esiste m ∈ N tale
che u(xn+1 − xn) ∈ U per ogni u ∈ F e n ∈ N,m ≤ n;
(e) per ogni (xn)n∈N ∈ Σ(E) e ogni intorno U ∈ U(0) esiste una parte
finita M ⊆ N tale che u(
∑
n∈P
xn) ∈ U per ogni u ∈ F e P parte finita
di N \M ;
(f) per ogni (xn)n∈N ∈ Σ(E) e ogni intorno U ∈ U(0) esiste m ∈ N tale
che u(xn) ∈ U per ogni u ∈ F e n ∈ N,m ≤ n.
Nel seguito, dati una successione λ = (xn)n∈N ∈ Λ(E) e un suo estremo supe-
riore x, indichiamo con Aλ = {x ∈ E : ∃y estremo superiore di λ e n ∈
N tale che y − xn ≤ x} e Aλ,x = {z ∈ [0, x] : x − z ∈ Aλ}. Osserviamo
che, per costruzione, Aλ ⊆ E+.
Proposizione 3.1.2. Sia = = (µi)i∈N una successione di funzioni additive
di E in G, le seguenti proposizioni sono equivalenti:
1. = e` asintoticamente esaustiva.
2. ∀U ∈ U(0) ∃i0 ∈ N tale che, per ogni λ = (an)n∈N ∈ Λ(E) e i ≥ i0,
esiste xi ∈ Aλ tale che µi(Aλ,xi) ∈ U .
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3. ∀U ∈ U(0) ∃i0 ∈ N tale che, ∀λ = (xn)n∈N ∈ Λ(E) ed ∀i ≥ i0, esiste
j(i) ∈ N tale che, ∀x ∈
⋃
n∈N
[0, xj(i)+n − xj(i)], µi(x) ∈ U .
4. ∀U ∈ U(0) ∃i0 ∈ N per cui, ∀λ = (xn)n∈N ∈ Λ(E) e ∀i ≥ i0 esiste
j(i) ∈ N tale che, ∀p, n ≥ j(i), µi(xp − xn) ∈ U .
5. ∀U ∈ U(0) ∃i0 ∈ N per cui, ∀λ = (xn)n∈N ∈ Λ(E) e ∀i ≥ i0 esiste
j(i) ∈ N tale che, ∀n ≥ j(i), µi(xn+1 − xn) ∈ U .
Dimostrazione. 1. =⇒ 2.
Se la tesi non e` verificata, esiste un U ∈ U(0) per cui per ogni i0 ∈ N esiste
una successione λ = (xn)n∈N ed i ≥ i0 tale che, per ogni x ∈ Aλ esiste
z ∈ Aλ,x per cui si ha µi(z) /∈ U . Posto y1 = x ed y2 = x − z ∈ Aλ, in
corrispondenza di y2 troviamo un t ∈ Aλ,y2 tale che µi(t) /∈ U , allora posto
y3 = y2 − t e procedendo in modo analogo determiniamo una successione
decrescente, (yn)n∈N, di elementi di Aλ tale che per ogni n ∈ N abbiamo
µi(yn − yn+1) /∈ U . Poiche´ la successione (yn − yn+1)n∈N appartiene a Σ(E)
perveniamo ad un assurdo.
2. =⇒ 3.
Fissato un U ∈ U(0) ∃i0 ∈ N tale che per ogni λ = (xn)n∈N ∈ Λ(E)
ed i ≥ i0 esiste xi ∈ Aλ tale che µi(Aλ,xi) ∈ U . Da [9, Proposizione 2.5]
osserviamo che in corrispondenza di xi ∈ Aλ troviamo j(i) ∈ N tale che⋃
n∈N
[0, xj(i)+n − xj(i)] ⊆ Aλ,xi , da cui la tesi.
3. =⇒ 4.
Dalla 3. fissato U ∈ U(0) ∃i0 ∈ N tale che ∀λ = (xn)n∈N ∈ Λ(E) ed i ≥ i0
esiste j(i) ∈ N tale che per ogni x ∈
⋃
i∈N
[0, xj(i)+n − xj(i)] si ha µi(x) ∈ U .
Allora ∀p > n > j(i), possiamo trovare n1 ∈ N tale che p = j(i)+n1; essendo
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la succ. λ crescente abbiamo che: (xp−xn) ∈ [0, xj(i)+n1−xj(i)], da cui segue
la tesi.
4. =⇒ 5.
Banale.
5. =⇒ 1.
Fissato un U ∈ U(0) ∃i0 ∈ N tale che per ogni λ = (xn)n∈N ∈ Σ(E), in
corrispondenza di (
n∑
i=1
xi)i∈N ∈ Λ(E) ed i ≥ i0, dalla 4., esiste un j(i) ∈ N
tale che ∀n ≥ j(i) si ha:
µi(
n+1∑
i=1
xi −
n∑
i=1
xi) = µi(xn+1) ∈ U ,
scelto j(i) = j(i) + 1, la tesi e` provata.
Analogamente si prova che:
Proposizione 3.1.3. Sia = = (µi)i∈N una successione di funzioni additive
di E in G, le seguenti proposizioni sono equivalenti:
1. = e` uniformemente asintoticamente esaustiva.
2. ∀U ∈ U(0) ∃i0 ∈ N tale che, per ogni λ = (an)n∈N ∈ Λ(E) esiste
x ∈ Aλ tale che per ogni i ≥ i0 si ha µi(Aλ,x) ∈ U .
3. ∀U ∈ U(0) ∃i0 ∈ N tale che, ∀λ = (xn)n∈N ∈ Λ(E), ∃j0 ∈ N tale
che, ∀i ≥ i0 e x ∈
⋃
n∈N
[0, xj0+n − xj0 ], µi(x) ∈ U .
4. ∀U ∈ U(0) ∃i0 ∈ N tale che, ∀λ = (xn)n∈N ∈ Λ(E), ∃j0 ∈ N tale
che, ∀i ≥ i0 e ∀p, n ≥ j0, µi(xp − xn) ∈ U .
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5. ∀U ∈ U(0) ∃i0 ∈ N tale che, ∀λ = (xn)n∈N ∈ Λ(E), ∃j0 ∈ N tale
che, ∀i ≥ i0 e ∀n ≥ j0, µi(xn+1 − xn) ∈ U .
Osservazioni 3.1.4. (i) La nozione di σ-additivita` qui data e` quella con-
siderata da C. Constantinescu in [9, n.2 a pag. 23], ed in [8]. E` importante
osservare che la definizione di σ-additivita` secondo Constantinescu non coin-
cide con quella usuale, come mostra il seguente esempio:
sia A l’insieme delle parti finite e cofinite di R e definiamo:
µ : X ∈ A →
cardX Se X e` finito−card(R \X) Se X e` cofinito.
Tale funzione e` numerabilmente additiva, proviamo che non lo e` nel senso
di Constantinescu. Infatti esistono U = (−1
2
,
1
2
) e la successione (Xn)n∈N di
elementi di A, dove Xn = {1, . . . , n}, tali che, ∀m ∈ N e ∀X maggiorante
della successione, si ha:
µ(Xm+1 \Xm) = µ({m+ 1}) = 1 /∈ U ,
ovvero esiste un elemento di [∅, X \Xm] non appartenente ad U .
Facilmente si vede che la σ-additivita` nel senso di Constantinescu implica
quella usuale.
Notiamo infine che, secondo il punto di vista di Constantinescu, una fun-
zione σ-additiva in uno spazio di Vitali e` esaustiva.
(ii) Dalla definizione segue che una successione di funzioni asintoticamente
esaustive sono, tranne che un numero finito di esse, limitate e quindi
possiamo dire che:
una successione (µi)i∈N di funzioni additive a valori reali e` asintoticamente
esaustiva se e solo per ogni intorno dello zero di G esiste i0 ∈ N tale che per
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i ≥ i0 µi e` limitata e quindi localmente esaustiva.
Possiamo dire che la condizione necessaria non sussiste per successioni di
funzioni additive a valori in uno Spazio di Banach, anzi possiamo provare
che l’uniforme asintotica esaustivita` non implica la locale esaustivita`, come
mostra il seguente esempio.
Sia L∞ lo spazio di Banach delle funzioni numeriche definite in [0, 1] ed ivi
essenzialmente limitate; sia R il σ-campo delle parti di [0, 1] misurabili
secondo Lesbegue e sia cX , per ogni X ∈ R, la funzione caratteristica di X.
Per ogni i ∈ N siano:
ϕi : X ∈ R −→ 1
i
cX ∈ L∞.
La successione delle (ϕi)i∈N e` uniformemente asintoticamente esaustiva, in-
fatti data una successione (Xj)j∈N di elementi di R a due a due disgiunti
abbiamo che per ogni i e j ∈ N si ha :
‖ϕi(Xj)‖ ≤ 1
i
.
Allora ∀ε ≥ 0 esiste i0 ≥ 1
ε
tale che, ∀i ≥ i0, si ha:
‖ϕi(Xj)‖ ≤ 1
i
< ε ∀j ∈ N.
Questa successione non e` localmente esaustiva, infatti:
data una successione (Xj)j∈N di insiemi di R a due a due disgiunti e con
misura positiva, abbiamo ∀i ∈ N ‖ϕi(Xj)‖ = 1
i
, ∀j ∈ N, da cui la tesi.
(iii) Infine, come mostra il seguente esempio, la locale esaustivita` di una
successione di funzioni non implica l’uniforme asintotica esaustivita`.
Per ogni i ∈ N, poniamo:
µi : X ∈ P(N) −→
∑
j∈X
δij.
Si vede facilmente che le µi sono additive ed localmente esaustive, ma non
sono unif. asintoticamente esaustive, infatti:
60
∃ε = 1 tale che ∀i0 ∈ N esiste la successione ({j})j∈N di elementi di P(N)
a due a due disgiunti tale che ∀j0 ∈ N esistono i > i0 e j > j0, con
i = j = max{i0, j0}, tali che µi({i}) = 1, da cui la tesi.
Date due successioni α, γ : N → E, appartenenti a Λ(E) diciamo che
αl γ se:
i ≤ j ⇒ α(j)− α(i) ≤ γ(j)− γ(i). (1)
Scriviamo invece α ≤ γ se, ∀i ∈ N, risulta α(i) ≤ γ(i); inoltre con 0 indi-
chiamo la successione identicamente nulla.
La seguente proposizione chiarisce il concetto di locale esaustivita` negli spazi
di Vitali. In un certo senso e` l’analoga di [12, pag. 176] e di [11, Propo-
sizione(1.2) a pag. 26].
Proposizione 3.1.5. Data una funzione additiva µ : E → G, le seguenti
proposizioni sono equivalenti:
1. µ e` localmente esaustiva.
2. ∀γ ∈ Λ(E) risulta lim
n
µ(α(n+1)−α(n)) = 0 uniformemente per αlγ.
3. ∀γ ∈ Λ(E) µ(α(n))n∈N e` una successione di Cauchy unif. per αl γ.
4. ∀γ ∈ Σ(E) µ(α(n))n∈N e` sommabile nel completamento G di G uni-
formemente per 0 ≤ α ≤ γ.
Dimostrazione. 1.⇒ 2.
Poiche` µ e` localmente esaustiva, da [9, Proposizione 2.5], assegnato γ ∈ Λ(E)
ed U ∈ U(0) esiste unm ∈ N tale che µ(x) ∈ U ∀x ∈
⋃
n∈N
[0, γ(m+ n)− γ(m)].
Pertanto se e` αl γ risulta:
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µ(x) ∈ U ∀x ∈
⋃
n∈N
[0, α(m+ n)− α(m)],
da cui segue la tesi.
2.⇒ 3.
Siano U ∈ U(0) e V ∈ U(0) tali che V e` simmetrico e V + V ⊆ U . Sia
γ ∈ Λ(E), per la 2. esiste m ∈ N tale che:
µ(x) ∈ V, ∀x ∈ ⋃n∈N[0, α(m+ n)− α(m)] e αl γ.
Siano p, q > m, si ha:
µ(α(p))− µ(α(q)) = µ(α(p)− α(m))− µ(α(q)− α(m)),
poiche` µ(α(p)− α(m)) ∈ V e µ(α(q)− α(m)) ∈ V si ha:
µ(α(p))− µ(α(q)) ∈ U, ∀p, q > m e αl γ
3.⇒ 4.
Sia γ ∈ Σ(E), osserviamo che se e` 0 ≤ α ≤ γ, allora α ∈ Σ(E) e risulta
(
n∑
i=1
α(i))n∈Nl (
n∑
i=1
γ(i))n∈N, essendo entrambe le successioni in Λ(E). Dalla
3. segue che, per 0 ≤ α ≤ γ, le successioni (µ(
n∑
i=1
α(i)))n∈N sono uniforme-
mente di Cauchy e quindi la 4.
4.⇒ 1.
Vogliamo provare che, ∀γ ∈ Λ(E), abbiamo lim
n
µ(γ(n+ 1)− γ(n)) = 0.
Data γ ∈ Λ(E), abbiamo che
α = (γ(n+ 1)− γ(n))n∈N ∈ Σ(E),
allora dalla 4. abbiamo che la serie di termine generale µ(α(n)) e` sommabile
e quindi:
lim
n
µ(α(n)) = lim
n
µ(γ(n+ 1)− γ(n)) = 0.
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3.2 Spazi di Vitali con la SIP
Sia X un insieme, indichiamo con P (X) e Pf (X) rispettivamente, gli insiemi
dei sottoinsiemi e dei sottoinsiemi finiti di X.
Ricordiamo che se A e` un’algebra di Boole, questa gode della Subsequential
Interpolation Property se per ogni successione (an)n∈N di suoi elementi a due
a due ortogonali esiste una sottosuccessione (akn)n∈N di (an)n∈N ed un a ∈ A
tale che akn ≤ a per ogni n ∈ N ed a∧am = 0 per ogni m ∈ N\{kn : n ∈ N}.
Siano λ = (xn)n∈N ∈ Σ(E) e M una parte di N, denotiamo con Si∈Mxi
l’insieme {
∑
i∈J
xi : J ∈ Pf (M)}; se l’insieme Si∈Mxi e` limitato, e con x in-
dichiamo un suo maggiorante, scriviamo Si∈Mxi ≤ x. Si osservi che in tal
caso per ogni J ∈ Pf (M) si ha che x−
∑
i∈J
xi e` un maggiorante di Si∈M\Jxi,
quindi per ogni J ∈ Pf (M) risulta: Si∈M\Jxi ≤ x−
∑
i∈J
xi. Sia x un maggio-
rante di Si∈Nxi e siaM una parte di N. Diciamo che y ∈ E interpola (xn)n∈N
rispetto a M e ad x se:
1. y ≤ x
2. y maggiora Si∈Mxi
3. x− y maggiora Si∈N\Mxi,
per denotare cio` scriviamo in breve y ∼ Si∈Mxi (x ∼ Si∈Nxi).
Diciamo che lo spazio di Vitali E ha la SIP(Subsequential Interpolation
Property) se comunque scelta una successione λ = (xn)n∈N ∈ Σ(E) si ha
che: se x e` un maggiorante di Si∈Nxi e M una parte infinita di N esiste B
parte infinita di M e y ∈ E tale che y ∼ Si∈Bxi (x ∼ Si∈Nxi), ovvero:
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1. per ogni F ∈ Pf (B) si ha che:
∑
i∈F
xi ≤ y ≤ x.
2. per ogni G ∈ Pf (N \B) si ha che:
∑
i∈G
xi ≤ x− y.
Osserviamo che in tale definizione di Subsequential Interpolation Proper-
ty, l’elemento y ∈ E che si determina dipende anche dal maggiorante che
scegliamo per la successione e questo perche´ al contrario delle algebre di
Boole gli spazi di Vitali non sono limitati superiormente.
Osservazione 3.2.1. Sia x ∈ E+ e S0 = {(t, y) ∈ [0, x] × [0, x] : (t, y) ∈
S, t+y ∈ [0, x]} allora [0, x] e` uno sottospazio di Vitali di E. Se E ha la SIP
anche [0, x] ha la SIP. Infatti, sia (xn)n∈N ∈ Σ([0, x]), si ha che: se t ∈ [0, x]
e` un maggiorante di Si∈Nxi ed A una parte infinita di N, poiche´ E ha la SIP
esistono B parte infinita di A e y ∈ E tale che y ∼ Si∈Bxi (t ∼ Si∈Nxi),
dalle definizioni si trova in particolare che 0 ≤ y ≤ t ≤ x, da cui segue la
tesi.
Per ulteriori informazioni sulla SIP cfr. [9].
Per i prossimi Lemma, necessari per le dimostrazioni dei Teoremi di
convergenza nel paragrafo successivo, abbiamo preso spunto dal lavoro [15].
Lemma 3.2.2. Sia E uno spazio di Vitali con la SIP, e sia λ = (xn)n∈N un
elemento di Σ(E). Esistono allora una successione decrescente (yi)i∈N di E e
una successione decrescente (Bi)i∈N di parti di N tale che, ∀i ∈ N, Bi\Bi+1
e` infinito e Si∈Bi\Bi+1xi ≤ yi − yi+1.
Dimostrazione. Detto x un maggiorante di λ, dalla SIP segue che per ogni
sottoinsieme infinito A di N esiste un B1 ⊂ A infinito ed un y1 ∈ E tale
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che y1 ∼ Sn∈B1xn (x ∼ Sn∈Nxn). In particolare per ogni t ∈ B1 si ha che
xt ≤ y1 ≤ x. Consideriamo la successione (xi)i∈B1 ⊂ [0, y1], poiche´ [0, y1] e`
ancora uno spazio di Vitali con la SIP, procedendo come prima troviamo che,
in corrispondenza di B1, esiste un B2 ⊂ B1 infinito ed un y2 ∈ [0, y1], tale che
y2 ∼ Sn∈B2xn (y1 ∼ Sn∈B1xn). Procedendo per induzione segue la tesi.
Lemma 3.2.3. Siano E uno spazio di Vitali con la SIP, (µi)i∈N una succes-
sione di funzioni additive ed localmente esaustive di E in G, e (ej)j∈N ∈ Σ(E)
. Allora per ogni intorno U dello zero di G e J0 ⊂ N infinito, esiste J ⊂ J0
infinito e d ∈ E tali che ∀i > 1 esiste Fi ∈ Pf (J) e si ha:∑
j∈F
µi(ej) ∈ µi(d) + U , per ogni F ∈ Pf (J) tale che Fi ⊂ F .
Dimostrazione. Dal Lemma 3.2.2 sappiamo che in corrispondenza della succ.
λ = (ej)j∈N ∈ Σ(E) esiste una successione α = (yi − yi+1)i∈N tale che ogni
suo elemento maggiora le somme finite di infiniti elementi di λ. Osserviamo
che (y1 − yi+1)i∈N ∈ Λ(E). Da [9, Proposizione 2.5] segue che, essendo µ1
esaustiva, esiste m ∈ N tale che µ1([0, ym+1−ym+2]) ⊆ U . Posto a1 = ym+1−
ym+2 si ha che, essendo un elemento di α, maggiora le somme finite di infiniti
elementi di λ e µ1([0, a1]) ⊆ U . Sia H l’insieme degli elementi di λ maggiorati
da a1 e sia b1 un elemento di H, si ha allora che per ogni F ∈ Pf (H \ {b1})
risulta
∑
j∈F
ej + b1 ≤ a1 e quindi
∑
j∈F
ej ≤ a1 − b1. Consideriamo gli infiniti
elementi di λ maggiorati da a1 − b1 e procediamo come nel caso precedente,
utilizzando l’esaustivita` di µ2 si determina a2 ∈ E tale che a2 ≤ a1 − b1 ≤
a1, a2 maggiora le somme finite di infiniti elementi di λ e µ2([0, a2]) ⊆ U .
Procedendo per induzione si determina una successione decrescente (an)n∈N
di E una sottosuccessione (bk)k∈N di λ tale che per ogni k ∈ N:
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1. Si≥kbi ≤ ak
2. ak+1 ≤ ak − bk
3. µk([0, ak]) ⊆ U .
Sia, per k ∈ N, ck = (ak − ak+1) − bk. Ovviamente e` ck ≤ ak ≤ a1. Indi-
chiamo conM l’insieme numerabile {b1, . . . , bn, . . .}
⋃
{c1, . . . , cn, . . .}.Proviamo
che M e` una parte di E finitamente sommabile con l’insieme delle somme
finite maggiorato da a1:
1. i bi sono elementi di λ e quindi (bi)i∈N e` finitamente sommabile ed
inoltre risulta Si∈Nbi ≤ a1.
2. osserviamo che essendo la successione (a1−an)n∈N crescente e limitata la
successione (an− an+1)n∈N ∈ Σ(E) ne segue che anche (cn)n∈N ∈ Σ(E);
inoltre per ogni F ∈ Pf (N), posto m = maxF , abbiamo:∑
i∈F
ci ≤
m∑
i=1
ci ≤
m∑
i=1
(ai − ai+1) = a1 − am+1 ≤ a1.
3. per ogni F e F 1 ∈ Pf (N), detto m = max(F, F 1), si ha:∑
i∈F
ci +
∑
i∈F 1
bi ≤
m∑
i=1
(ci + bi) =
m∑
i=1
(ai − ai+1) = a1 − am+1 ≤ a1.
Applicando la SIP all’insieme infinito B = {b1, . . . , bn, . . .} abbiamo che esiste
un d ∈ E tale che d ≤ a1 e una successione crescente β = {ki : i ∈ N} di
elementi di N tale che, detto T = {bki : i ∈ N}, si ha:
∀b ∈ T b ≤ d e ∀n ∈ N e j /∈ β cn ≤ a1 − d e bj ≤ a1 − d
nonche´: Sb∈T b ∼ d (Sx∈Mx ∼ a1).
Allora, ∀i > 1, si ha:
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d−
∑
j≤i−1
bkj = d−
 ∑
k≤ki−1
(bk + ck)−
∑
k≤ki−1,k /∈β
bk −
∑
k≤ki−1
ck
 =
= d−
∑
k≤ki−1
(bk + ck) +
 ∑
k≤ki−1,k /∈β
bk +
∑
k≤ki−1
ck
 ≤
poiche´ i− 1 ≤ ki−1
≤ d−
∑
k≤i−1
(ak − ak+1) +
 ∑
k≤ki−1,k /∈β
bk +
∑
k≤ki−1
ck
 ≤
≤ d− a1 + a(i−1)+1 + a1 − d = ai.
Possiamo allora scegliere J0 = N, in quanto lo scegliere J0 ⊂ N equivale a
scegliere una sottosuccessione estratta da λ. Posto J = {ki : i ∈ N} abbiamo
che: se F ∈ Pf (N) e Fi = {1, . . . , i− 1} ⊆ F si ha che
d −
∑
j∈F
bkj ≤ ai da cui µi(d −
∑
j∈F
bkj) ∈ µi[0, ai] ⊆ U . Dall’additivita` di µi
segue che
∑
j∈F
µi(bkj)) ∈ µi(d) + U
Siano (µi)i∈N una successione di funzioni di E in G e α = (xi)i∈N una
successione di elementi di E. Diremo che α e` cofinal subsequentially
approximately µi-summable se per ogni U ∈ U(0) e per ogni sottoinsieme
infinito J0 ⊂ N esistono un J ⊂ J0 infinito, un d(J) ∈ E ed un i(J) tali che
per i ≥ i(J) esiste un Fi ⊂ J finito per cui, per ogni F ⊃ Fi finito, si ha∑
j∈F
µi(xj) ∈ µi(d(J)) + U .
In modo analogo al Lemma 3.2.3 si prova:
Lemma 3.2.4. Siano E uno spazio di Vitali con la SIP, (µi)i∈N una succes-
sione di funzioni additive ed asintoticamente esaustive di E in G, allora ogni
succ. (ej)j∈N ∈ Σ(E)e` cofinal subsequentially approximately µi-summable.
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3.3 Teoremi di convergenza
Siamo ora in grado di dimostrare per gli spazi di Vitali alcune versioni dei
piu` noti Teoremi di convergenza. Alcuni di questi, come i Teoremi di Brooks-
Jewett e Nikodym, sono stati provati anche in [9] ma con una dimostrazione
differente.
Teorema 3.3.1 (Cafiero). Siano E uno spazio di Vitali con la SIP,(µi)i∈N
una successione di funzioni additive ed localmente esaustive di E in G. Le
seguenti proposizioni sono equivalenti:
(i) le µi, i ∈ N, sono uniformemente localmente esaustive.
(ii) per ogni U ∈ U(0) e per ogni succ. (ej)j∈N ∈ Σ(E) esistono i0 e j0 ∈ N
tali che µi(ej0) ∈ U ∀i ≥ i0.
Dimostrazione. Che (i) implica (ii). e` evidente. Proviamo quindi l’altra
implicazione.
Fissato un intorno U ∈ U(0) e data una succ. (ej)j∈N ∈ Σ(E), dal Lemma
3.2.2, sappiamo che esiste una succ. (yi− yi+1)i∈N tale che ogni suo elemento
maggiora le somme finite di infiniti elementi di (ej)j∈N . Allora per ogni
p ∈ N esiste una sottosucc. (epj)j∈N di (ej)j∈N tale che epj ≤ yp − yp+1 per
ogni j ∈ N. Dal Lemma 3.2.3, per ogni p ∈ N esiste una sottosucc.(bpj)j∈N
di (epj)j∈N ed un dp ≤ yp − yp+1 tale che, ∀i > 1, esiste F pi ∈ Pf (N) per cui:∑
j∈F
µi(b
p
j) ∈ µi(dp) + U per ogni F ∈ Pf (N) tale che F pi ⊂ F . Poiche´ la
succ. (dp+1)p∈N ∈ Σ(E), per la (ii), esistono un p ∈ N ed ip ∈ N tale che
µi(dp) ∈ U,∀i ≥ ip. Dunque esiste una sottosucc. (bpj)j∈N di (epj)j∈N, e quindi
di (ej)j∈N, tale che, ∀i ≥ ip, esiste F pi ∈ Pf (N) per cui si ha:
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∑
j∈F
µi(b
p
j) ∈ U + U
per ogni F ∈ Pf (N) tale che F pi ⊂ F . Pertanto la matrice [µi(ej)]i,j∈N
verifica l’ipotesi (2) del [15, Teorema 5]. Se l’ipotesi (1) del [15, Teorema 5]
non e` verificata, allora esiste un V ∈ U(0) tale che, ∀j0 ∈ N, esiste j ≥ j0
con {i ∈ N : µi(ej) /∈ V } infinito. Si costruisce cos`ı una succ. crescente
(jk)k∈N tale che, ∀k ∈ N, si ha che {i ∈ N : µi(ejk) /∈ V } e` infinito, ma cio`
contraddice la (ii). Allora dal [15, Theorem 5] segue lim
ij
µi(ej) = 0 per ogni
succ. (ej)j∈N ∈ Σ(E), e quindi la (i).
Teorema 3.3.2 (Cafiero). Siano E uno spazio di Vitali con la SIP,(µi)i∈N
una successione di funzioni additive ed asintoticamente esaustive di E in G.
Le seguenti proposizioni sono equivalenti:
(i) Le µi, con i ∈ N , sono uniformemente asintoticamente esaustive.
(ii) per ogni U ∈ U(0) e per ogni succ. (ej)j∈N ∈ Σ(E) esistono i0 e j0 ∈ N
tali che µi(ej0) ∈ U ∀i ≥ i0.
Dimostrazione. Che (i) implica (ii) e` evidente. Proviamo quindi l’altra im-
plicazione.
Vogliamo provare che sono verificate le condizioni del [15, Theorem 5], per la
successione doppia (µi(ej))i.j∈N. Infatti se tali condizioni sono verificate ab-
biamo che: lim
ij
µi(ej) = 0; per l’asintotica esaustivita` fissato un U ∈ U(0) si
ha che ∃i0 ∈ N tale che, ∀i ≥ i0, esiste j(i) tale che µi(ej) ∈ U , per j ≥ j(i).
Poiche´ lim
ij
µi(ej) = 0, in corrispondenza di U troviamo un i1 ≥ i0 ed un j1 tali
che, ∀i ≥ i1 e j ≥ j1, µi(ej) ∈ U . Allora, ∀i ≥ i0 e j = max{j1, j(i0), . . . , j(i1)},
µi(ej) ∈ U , ovvero la tesi.
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Se l’ipotesi (1) del [15, Theorem 5] non e` verificata, esiste un V ∈ U(0) tale
che ∀j0 ∈ N esiste j ≥ j0 per cui {i ∈ N : µi(ej) /∈ V } e` infinito. Si puo`
quindi costruire una sottosuccessione (ejk)k∈N di (ej)j∈N tale che, ∀k ∈ N,
{i ∈ N : µi(ejk) /∈ V } e` infinito , ma cio` contraddice la (ii).
Proviamo adesso che anche la condizione (2) del [15, Theorem 5] e` verifica-
ta. Dal Lemma 3.2.2, sappiamo che data la successione (ej)j∈N esiste una
succ. (yi − yi+1)i∈N tale che ogni suo elemento maggiora le somme finite di
infiniti elementi di (ej)j∈N . Allora, ∀p ∈ N, esiste una sottosucc. (epj)j∈N di
(ej)j∈N tale che e
p
j ≤ yp − yp+1, per ogni j ∈ N. Dal Lemma 3.2.4, ∀p ∈ N,
esistono una sottosucc. (bpj)j∈N di (e
p
j)j∈N, un dp ≤ yp − yp+1 ed un ip0 ∈ N
tali che, ∀i > ip0, esiste F pi ∈ Pf (N) per cui:
∑
j∈F
µi(b
p
j) ∈ µi(dp) + U , per
ogni F ∈ Pf (N) tale che F pi ⊂ F . Poiche´ la succ. (dp+1)p∈N ∈ Σ(E), dalla
(ii) esistono p ∈ N ed ip ∈ N tale che µi(dp) ∈ U ∀i ≥ ip. Allora esistono
una sottosucc. (bpj)j∈N di (e
p
j)j∈N ed i0 = max{ip0, ip} tali che, ∀i ≥ i0, esiste
F pi ∈ Pf (N) per cui:
∑
j∈F
µi(b
p
j) ∈ U+U , per ogni F ∈ Pf (N) tale che F pi ⊂ F .
Pertanto la successione [µi(ej)]i,j∈N verifica l’ipotesi (2).
DaL Teorema 3.3.1 segue immediatamente il classico risultato di Brooks-
Jewett.
Teorema 3.3.3 (Brooks-Jewett). Siano E uno spazio di Vitali con la
SIP,e (µi)i∈N una successione di funzioni additive e localmente esaustive
di E in G. Se (µi)i∈N e` puntualmente convergente in E, allora (µi)i∈N e`
uniformemente localmente esaustiva.
Dimostrazione. Se la successione (µi)i∈N converge puntualmente a zero, allo-
ra la condizione (ii) del Teorema di Cafiero 3.3.1 e` verificata e dunque segue
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la tesi. Consideriamo ora il caso generale. Se la tesi non e` vera, esistono un
U ∈ U(0) ed una successione (ej)j∈N ∈ Σ(E) tali che, per ogni i0 e j0 ∈ N,
esiste un i ≥ i0 tale che µi(ej0) /∈ U . Si puo` dunque costruire una successione
crescente di interi (kj)j∈N tale che:
(∗) µkj(ekj) /∈ U ∀j ∈ N.
Per semplicita` di notazione possiamo supporre µj(ej) /∈ U, ∀j ∈ N. Sia
V ∈ U(0) tale che V + V ⊆ U , per l’esaustivita` delle µi, per ogni i ∈ N,
procedendo per induzione, possiamo costruire una successione crescente di
indici (kj)j∈N tale che:
(∗∗) µkj(ekj+1) ∈ V ∀j ∈ N.
Ne segue che (µkj − µkj+1)j∈N e` una successione di funzioni additive e lo-
calmente esaustive, che converge puntualmente a zero, ed inoltre risulta
µkj(ekj+1) − µkj+1(ekj+1) /∈ V ∀j ∈ N, e cio` per quanto gia` visto e` assur-
do.
Dal Teorema 3.3.2 oltre al Teorema di Brooks-Jewett, segue il Teorema
di Phillips
Teorema 3.3.4 (Phillips e Brooks-Jewett). Siano E uno spazio di Vitali
con la SIP,(µi)i∈N una successione di funzioni additive ed asintoticamente
esaustive di E in G e puntualmente di Cauchy. Allora si ha:
1. Ogni successione (ej)j∈N ∈ Σ(E) e` tale che lim
ij
µi(ej) = 0 e µi(ej) e`
uniformemente asintoticamente esaustiva e uniformemente di Cauchy
rispetto a j.
2.
∑
j∈A
µi(ej) e` di Cauchy rispetto a i, uniformemente per A ⊆ N per cui
la somma esiste.
71
3. Se le µi sono localmente esaustive, allora (µi)i∈N e` uniformemente
localmente esaustiva.
Dimostrazione. La 1. segue da [40, Corollario 4] poiche´, dal Lemma 3.2.4,
ogni successione (ej)j∈N ∈ Σ(E) e` cofinal subsequentially approximately µi-
summable.
La 2. segue dalla 1. di questo Teorema e da [40, corollario 3] osservando che
poiche´ (ej)j∈N ∈ Σ(E), detta (4i)i∈N una partizione di N fatta da sottoinsie-
mi finiti e disgiunti tale che : se k ∈ 4i e k′ ∈ 4i′ con i ≥ i′ allora k ≥ k′ ,
abbiamo (
∑
j∈4i
ej)i∈N ∈ Σ(E).
La 3. segue dal Teorema di Brooks-Jewett per funzioni localmente esau-
stive.
Poiche´ ogni funzione σ-additiva, nel senso di Constantinescu, e` localmente
esaustiva dal Teorema di Brooks-Jewett segue
Teorema 3.3.5 (di convergenza di Nikodym). Siano E uno spazio di
Vitali con la SIP,(µi)i∈N una successione di funzioni σ-additive di E in G
puntualmente convergente a µ. Allora si ha:
(i) {µn : n ∈ N} e` uniformemente σ-additiva.
(ii) µ e` σ-additiva.
Dimostrazione. Da [8, Proposizioni 2.14 e 2.15] , abbiamo che la successione
(µi)i∈N e` uniformemente esaustiva se e solo se uniformemente σ-additiva.
Poiche´ una funzione σ-additiva e` esaustiva dal Teorema di Brooks-Jewett
segue che la nostra successione e` uniformemente esaustiva e quindi la (i).
Da [8, Proposizione 2.16] segue la (ii).
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4 Appendice
4.1 Teorema sulle matrici
Indichiamo con [xij]i,j∈N una matrice di elementi di G. Diciamo che tale
matrice tende a zero se risulta lim
i,j
xij = 0, ossia se per ogni U ∈ U(0), esiste
una coppia (i0, j0) ∈ N× N tale che xij ∈ U, ∀(i, j) ≥ (i0, j0).
Teorema 4.1.1 ([15]). La matrice [xij]i,j∈N tende a zero se:
(i) ∀U ∈ U(0), esiste un j0 ∈ N tale che per ogni j ≥ j0 esiste un i0(j) ∈ N
per cui si ha, ∀i ≥ i0(j), xij ∈ U .
(ii) ∀U ∈ U(0)e per ogni sottoinsieme infinito J0 ⊂ N esistono un sottoin-
sieme infinito J ⊂ J0 ed i(J) ∈ N tale che, per ogni i ≥ i(J), e` possibile
trovare una parte finita Fi di J per cui:
∑
j∈F
xij ∈ U se F una parte
finita di J contenente Fi .
Dimostrazione. Osserviamo che: se una matrice verifica le ipotesi del teore-
ma, cio` accade per ogni sua sottomatrice; inoltre [xij]i,j∈N tende a zero se e
solo se per tutte le successioni crescenti di numeri naturali, (ni)i∈N e (mj)j∈N
e per ogni intorno U dello zero di G ci sono elementi della forma xnimi arbi-
trariamente piccoli. Per quanto appena osservato, per semplicita`, possiamo
scrivere [xij] in luogo di [xnimj ].
Siano U ∈ U(0) e (Un)n∈N una successione di intorni simmetrici dello zero
tali che :
n∑
i=1
Ui ⊆ U, ∀n ∈ N.
Come primo passo utilizziamo l’ipotesi (i). Scegliamo U1 come intorno dello
73
zero e sia n1 = j0 esiste allora i0(n1) > n1 tale che:
xin1 ∈ U1, ∀i ≥ i0(n1).
Scegliamo U2 come intorno dello zero e sia n2 = j0 con n2 > i0(n1) > n1
esiste allora i0(n2) > n2 tale che:
xin2 ∈ U2, ∀i ≥ i0(n2).
Risulta quindi:
xin1 ∈ U1, ∀i ≥ n2
xin2 ∈ U2, ∀i ≥ i0(n2) > n2.
Supponiamo di aver determinato n1 < n2 < . . . < nk e i0(nk) > nk tali che:
xinp ∈ Up, ∀i ≥ np+1 p = 1, . . . , k − 1
xink ∈ Uk, ∀i ≥ i0(nk) > nk.
e scegliamo Uk+1 come intorno dello zero e j0 = nk+1 > i0(nk), allora esiste
i0(nk+1) > nk tale che:
xink+1 ∈ Uk+1, ∀i ≥ i0(nk+1).
Si ha allora:
xinp ∈ Up, ∀i ≥ np+1 p = 1, . . . , k
xink+1 ∈ Uk+1, ∀i ≥ i0(nk+1) > nk.
Quindi per induzione costruiamo una successione crescente (nk)k∈N tale che:
xink ∈ Uk, ∀i ≥ nk+1.
Posto J1 = {n1, . . . , nk, . . .}, sia i ∈ J1 e sia F ⊆ J1 ∩ [1, i[, risulta allora, se
e` i = nk:∑
j∈F
xij =
∑
j∈F
xnkj ∈ U1 + . . .+ Uk−1 ⊆ U .
Abbiamo cos`ı che ∀i ∈ J1 e F ⊆ J1 ∩ [1, i[ risulta
∑
j∈F
xij ∈ U .
Come secondo passo, utilizziamo l’ipotesi (ii); dunque in corrispondenza di J1
troviamo un J appartenente alle parti infinite di J1 ed i(J) ∈ N, in partico-
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lare possiamo prendere i(J) ∈ J , tali che per ogni, i ≥ i(J), esiste Fi ∈ Pf (J)
per cui si ha:∑
j∈F
xij ∈ U se e` Fi ⊆ F ∈ Pf (J),
nonche´, se e` F ∈ Pf (J) con F ∩ Fi = ∅,∑
j∈F
xij ∈ U + U .
Infatti, se e` F ∈ Pf (J) con F ∩ Fi = ∅, detto F = F ∪ Fi questo appartiene
ancora alle parti finite di J e abbiamo per quanto detto in precedenza:∑
j∈F
xij ∈ U ed
∑
j∈Fi
xij ∈ U ,
da cui essendo∑
j∈F
xij =
∑
j∈F
xij +
∑
j∈Fi
xij
si ha:∑
j∈F
xij =
∑
j∈F
xij −
∑
j∈Fi
xij ∈ U − U ,
ricordando che U e` simmetrico segue che, se F ∈ Pf (J) con F ∩Fi = ∅, si ha∑
j∈F
xij ∈ U + U .
Poniamo i1 = i(J). Per quanto detto sopra, posto j(i1) = maxFi1 , risulta
per F finito ed incluso in J \ [1, j(i1)] ⊆ J \ Fi1 :∑
j∈F
xi1j ∈ U + U .
Posto i2 = max{i1, j(i1)}, abbiamo che i2 ≥ i1 = i(J), quindi esiste un
Fi2 ∈ Pf (J) tale che∑
j∈F
xi2j ∈ U + U
se e` F ∈ Pf (J) con F ∩ Fi2 = ∅.
Posto j(i2) = max(Fi2 ∪ {j(i1)}), per quanto detto in precedenza, abbiamo
che
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∑
j∈F
xi2j ∈ U + U
per F finito ed incluso in J \ [1, j(i2)] ⊆ J \ Fi2 .
Procedendo per induzione si costruiscono due successioni strettamente cre-
scenti (ik)k∈N e (j(ik))k∈N di elementi di J tali che, per k ∈ N, si ha:
ik+1 ≥ j(ik) e
∑
j∈F
xikj ∈ U + U
per F finito ed incluso in J \ [1, j(ik)].
Poniamo J2 = {i1, . . . , ik, . . .} ⊆ J ⊆ J1. Allora si ha per k ∈ N:∑
j∈F
xikj ∈ U + U
per F finito e incluso in J2 \ [i, j(ik)] ⊆ J2 \ [1, ik] = J2∩]ik,+∞[.
ossia per ogni i ∈ J2 risulta:∑
j∈F
xij ∈ U + U
per F finito ed incluso in J2∩]i,+∞[.
Abbiamo cos`ı costruito una matrice [xij]i,j∈J2 tale che se F e` una parte finita
di J2 risulta:
(∗)
∑
j∈F
xij ∈
U Se F ⊆ J2 ∩ [1, i[U + U Se F ⊆ J2∩]i,+∞[.
Come ultimo passo, utilizzando di nuovo la (ii) otteniamo J3 parte infinita
di J2 e i(J3) ∈ J2 tali che, se e` i ≥ i(J3), esiste Fi, parte finita di J3, per cui
si ha:∑
j∈F
xij ∈ U
se F e` una parte finita di J3 contenente Fi.
Consideriamo la matrice [xij]i,j∈J3 e scegliamo xii con i ≥ i(J3). Allora da
(*) si ha:
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xii =
∑
j∈Fi∪{i}
xij −
∑
j∈Fi,j<i
xij −
∑
j∈Fi,i<j
xij ∈ U + U + (U + U).
e cio` completa la dimostrazione.
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4.2 Categorie ed Equivalenze
In questo paragrafo introduciamo il concetto di categorie, esposto in maniera
esauriente da S. Mac Lane in [34], grazie al quale possiamo ancor meglio in-
tendere la natura della relazione tra gli pseudo spazi di Vitali ed i loro gruppi
universali.
Una categoria e` caratterizzata da due elementi: gli oggetti e le arrows
(o morfismi). Gli oggetti sono, in generale, insiemi, mentre le arrows sono
funzioni tra gli oggetti, le cui caratteristiche cambiano di categoria in cate-
goria, tali che ad ogni oggetto e` sempre associata un’arrow (che e` la funzione
identita`) e possono essere composte tra loro.
Esempio.
Un esempio semplice di categoria sono le cosidette categorie discrete che
hanno come uniche arrows le funzioni identita` dei propri oggetti. Da tale
definizione segue che ogni insieme X, con la funzione identita` iX : a ∈ X →
a ∈ X, puo` essere considerato una categoria.
Un functor e` un morfismo di categorie. Precisamente, siano C e B due
categorie, un functor T : C → B e` un a funzione che ad ogni oggetto c di
C associa un oggetto Tc di B ed ad ogni arrow f : c → c′, dove c, c′ sono
oggetti di C, associa l’arrow Tf : Tc→ Tc′ tra oggetti di B.
Allora un isomorfismo di categorie e` un functor biiettivo sia rispetto agli
oggetti che alle arrows. In pratica due categorie C e B sono isomorfe se
esistono due functor T : C → B e S : B → C tali che T ◦ S e S ◦ T sono
functor identita`.
Siano C e B due categorie. Diciamo un functor T full se per ogni coppia di
oggetti c, c′ ∈ C ed ogni arrow g : Tc → Tc′ di B esiste un arrow f : c → c′
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tale che g = Tf . E` facile vedere che se componiamo due full functor ot-
teniamo ancora un full functor.
Diciamo un functor T : C → B faithful (oppure un’immersione) se se
per ogni coppia di oggetti c, c′ ∈ C ed di arrows f1, f2 : c→ c′ l’uguaglianza
Tf1 = Tf2 : Tc → Tc′ implica f1 = f2. Ancora e` facile veder che se com-
poniamo due faithful functor otteniamo ancora un faithful functor.
Per capire meglio le proprieta` di un full e faithful functor, data una categoria
X e due suoi oggetti x, x′, indichiamo con hom(x, x′) l’insieme di tutte le
arrows di X che hanno come dominio x e codominio x′.
Dato allora T : C → B, indichiamo, per ogni coppia di oggetti c, c′ ∈ C,
con T(c,c′) : hom(c, c
′) → hom(Tc, T c′) che ad ogni f ∈ hom(c, c′) associa
Tf ∈ hom(Tc, T c′). Allora se T e` full le T(c,c′) sono suriettive per ogni cop-
pia di oggetti c, c′ ∈ C. Mentre se T e` faihful le T(c,c′) sono iniettive per ogni
coppia di oggetti c, c′ ∈ C. Dunque se un functor e` full e faithful stabilisce
una biiezione tra le arrows delle due categorie.
Siano A,X due categorie e F : X → A e G : A → X due functor. Un
adjunction e` una biiezione φ, che ad ogni arrow (di A) f : Fx → a as-
segna un’arrow (di X) φf : x → Ga in modo che per ogni coppia di arrows
h : x′ → x e k : a→ a′, e g : x→ Ga si ha
φ−1(gh) = φ−1g ◦ Fh, φ−1(Gk ◦ g) = k ◦ φ−1g.
In tal caso diremo che F e` left adjoint per G e G e` right adjoint per F .
Date due categorie C,B e due functor S, T : C → B, chiamiamo trasfor-
mazione naturale di S in T una funzione τ : S → T che ad ogni c ∈ C
assegna un’arrow di B, τc : Sc → Tc, in modo che per ogni arrow di C,
f : c → c′, il diagramma τc : Sc → Tc, Tf : Tc → Tc′, τc′ : Sc′ → Tc′ e
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Sf : Sc→ Sc′ sia commutativo.
Infine se ogni τc e` invertibile parliamo allora di isomorfismo naturale e
scriviamo S ∼= T .
Diciamo che un functor S : A → C e` un’ equivalenza di categorie se
esiste un functor T : C → A ed isomorfismi naturali S ◦ T ∼= 1 : C → C e
T ◦ S ∼= 1 : A→ A.
Sia PVS la categoria i cui oggetti sono pseudo spazi di Vitali e i morfismi
sono gli omomorfismi di pseudo spazi di Vitali.
Sia LG la categoria i cui oggetti sono le coppie (G,G0), dove G e` un `-gruppo
e G0 un suo un pseudo sottospazio di Vitali convesso che lo genera, e i mor-
fismi φ : (G,G0) −→ (G′, G′0) sono `-gruppi omomorfismi φ : G −→ G′ tali
che φ(G0) ⊆ G′0.
Teorema 4.2.1. Per ogni oggetto (G,G0) della categoria LG poniamo Γ(G,G0) =
G0 e per ogni morfismo φ : (G,G0) −→ (G′, G′0) poniamo Γ(φ) = φ|G0.
Allora Γ definisce un’equivalenza di categoria tra LG e PVS.
Dimostrazione. E` evidente che Γ e` un functor. Sia (G,G0) un oggetto del-
la categoria LG. G0 puo` ovviamente essere visto come un pseudo spazi di
Vitali, affermiamo allora che G con l’immersione iG0 : G0 → G e` un gruppo
universale di G0. Ovviamente G e` un gruppo rappresentativo per G0. Inoltre
se h : G0 → K e` un omomorfismo di gruppo di G0 in K `-gruppo, utilizzan-
do la proprieta` di decomposizione di Riesz, valida per gli `-gruppi, possiamo
estendere h a tutto G. Dunque G e` un gruppo universale per G0. Si vede
facilmente che Γ e` un faithful functor, poiche´ se Γ(h1) = Γ(h2) per i mor-
fismi h1, h2 : (G,G0) −→ (G′, G′0) allora h1 = h2. Per provare che Γ e` full,
supponiamo che f e` sia un omomorfismo di Γ(G,G0) in Γ(G
′, G′0). Poiche´
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vale la decomposizione di Riesz e G0 genera G, utilizzando una tecnica simile
a quella della dimostrazione del Teorema 2.1.2, possiamo estendere f a un
omomorfismo di `-gruppi f̂ : G→ G′.
Viceversa se E e` un pseudo spazio di Vitali, dal Teorema 2.1.4, segue che
esiste un unico `-gruppo universale G per E; chiamiamo φ : E → G l’immer-
sione di E in G e poniamo Σ(E) = (G, φ(E)). Per la costruzione del gruppo
universale Σ e` il left-adjoint del functor Γ. Da [34, Teorema IV 4.1] segue la
tesi.
Sia UPVS la categoria i cui oggetti sono pseudo spazi di Vitali con strong
unit ed i morfismi sono gli omomorfismi di pseudo spazi di Vitali.
Sia ULG la categoria i cui oggetti sono le triadi (G,G0, u), dove (G, u) e` un `-
gruppo con strong unit e G0 un suo un pseudo sottospazio di Vitali convesso
che lo genera e tale che u ∈ G0, e i morfismi φ : (G,G0, u) −→ (G′, G′0, u′)
sono `-gruppi omomorfismi φ : G −→ G′ preservanti gli strong unit e tali che
φ(G0) ⊆ G′0.
Possiamo definire il functor Γ1 : ULG → UPVS che assegna ad ogni triade
(G,G0, u) l’oggetto Γ(G,G0, u) = (G0, u) che e` uno pseudo spazio di Vitali
con strog unit. Allora, come nel Teorema 4.2.1, e` facile vedere che Γ definisce
una equivalenza tra le categorie degli `-gruppi con strong unit e quella degli
pseudo spazi di Vitali con strong unit.
Segue da quanto gia` detto in questo paragrafo
Teorema 4.2.2. Sia h : Γ(G,G0) → Γ(H,H0) un omomorfismo tra pseudo
spazi di Vitali. Allora h puo` essere esteso ad un unico isomorfismo ĥ :
(G,G0)→ (H,H0). Inoltre h e` iniettivo se esolo se lo e` ĥ; se h e` suriettivo
lo e` anche ĥ.
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Se h : Γ(G,G0, u)→ Γ(H,H0, v), allora ĥ e` suriettivo se e solo se h([0, u]) =
[0, v].
Dimostrazione. Per il Teorema 4.2.1, h puo` essere esteso ad un unico iso-
morfismo ĥ : (G,G0) → (H,H0). Assumiamo che h sia iniettiva. Se ĥ non
e` iniettiva esiste g ∈ G \ {0} tale che ĥ(g) = 0. In particolare possiamo
assumere g ∈ G0, cadendo cos`ı in contraddizione a causa della iniettivita`
della h.
Supponiamo ora che h sia suriettiva, allora ogni b ∈ H puo` essere espresso
nella forma b = c1 + · · · + cn − d1 − · · · − dm dove 0 ≤ ci, dj ∈ H0. Allora
esistono 0 ≤ ai, bj ∈ G0 tali che h(ai) = ci e h(bj) = dj. Questo implica
ĥ(g) = b dove g = a1 + · · ·+ an − b1 − · · · − bm ∈ G.
Sia ora ĥ : (G,G0, u) → (H,H0, v) suriettiva e sia h0 ∈ [0, v]. Allora esiste
g ∈ G+ tale che ĥ(g) = h0 e ĥ(g ∧ u) = h0 ∧ v = h0. Ma dalla convessita` di
G0 si ha g ∧ u ∈ G0, quindi segue h(g ∧ u) = h0.
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