This paper deals with using one method for transforming two parameters given distribution to another form with three parameters distribution, through using idea of reparameterization with powering the given cumulative distribution function by new parameter, where this work gives a new family through using new parameter which is necessary for generating values of the . from given CDF through smoothing the values of the given random variable to obtain new values of . using three sets of parameters rather than two. The new model Frechet . . is obtained and also its Cumulative distribution function is found then we apply three methods of estimation (Maximum likelihood, moments estimator and the third method( is nonlinear least square. Different set of initial values of parameters (  ,  ,  ) and different samples Size ( = 25,50,75,100) was used. The simulation procedure is done using matlabR2014b, and results are compared using integrated Mean square error.
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Introduction
Many research work on extending probability distribution through exponentiated or through using certain type of transformation on (CDF) or on reliability function Gupta et al (1998) apply extension to find a new probability density and then Gupta 
Materials and Methodologies

Theoretical Aspect
We know that the exponentiated distribution is used widely in analyzing failure time data, for situation with constant hazard failure rate. The exponentiated distributions are obtained by different methods [2] 
Then:
While the third approach is using transformation to use transformation of 
Estimation Methods
Three estimation methods are discussed in the following sections [1] [5]; 
Method of moment
Then the r th moment about origin is derived: represented by equation (6), then the likelihood function will be;
log = log + log + log − (
Then; represented by equation (5) and ordered increasingly, and the nonparametric estimator of C.D.F can be represented in the following formula;
Where n i ,..., 1  . Then C.D.F of the distribution can be represented as follow:
The above model can be transformed to nonlinear model as follow;
Where:
The parameters of the above nonlinear model can be estimated by using nonlinear least square method as follow; [6] .as follow; Table 1: Parameters Values   2  2  2  3  3  3  4  2  2  3  3  3  4  4  2  3  3  3  4  4  4 Where the parameters values were taken vertically.
The simulation program was written by using matlab-R2014b program to generate pseudo observations using the formula;
Where i u : represent uniform variant. After the Reliability function was estimated, integrated mean square error (IMSE) was calculated to compare the methods of estimation, Where; [7] 
Where, :is the number of times chosen to be (10) The summary of best estimator reliability for Table 2 is shown in Table 3 : 
Conclusion
For the initial values ( = 2, = 2, = 2), we find the best estimators of reliability function was (NLS) (non-linear least square) as shown in Table ( 3), also for another set of initial values ( = 2, = 3, = 3) the best estimator was (NLS), and from the simulation results at ( = 4, = 4, = 4 = 25) we found the best estimator of [R(t)] is (̂,̂, ̂ ℎ = 3.55).
