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Using the operational framework of completely positive, trace preserving operations and thermodynamic
fluctuation relations, we derive a lower bound for the heat exchange in a Landauer erasure process on a quantum
system. Our bound comes from a non-phenomenological derivation of the Landauer principle which holds for
generic non-equilibrium dynamics. Furthermore the bound depends on the non-unitality of dynamics, giving it
a physical significance that differs from other derivations. We apply our framework to the model of a spin-1/2
system coupled to an interacting spin chain at finite temperature.
Introduction.— The most convincing evidence that infor-
mation is indeed physical is provided by Landauer’s prin-
ciple [1]. It states that the logically-irreversible erasure of
information carried by a physical system comes at the ex-
pense of heat dissipation to the environment. Stated equiv-
alently, the principle provides a direct link between the do-
mains of information theory and thermodynamics. The deep
consequences of Landauer’s principle were instrumental for
Bennett to attach a minimum entropy production to the log-
ically irreversible procedure of erasure [2, 3], thus operating
an information-theoretical exorcism of Maxwell demon and
recognising that computation can be done reversibly, in prin-
ciple, requiring no heat production.
Turning to quantum systems, it is surprising that very few
papers have a clear operational framework which is suitable
to understand the emergence of Landauer’s principle from the
underlying microscopic equations. In a recent work [4], Reeb
and Wolf use techniques from quantum statistical mechanics
to prove that a finite-size environment can provide a tighter
bound to the quantity of heat generated in an erasure process.
The usual Landauer bound
β〈Q〉 ≥ ∆S (1)
is retrieved when the thermodynamic limit is taken in the envi-
ronment. In Eq. (1), 〈Q〉 is the average heat exchange with the
bath and ∆S is the information theoretic entropy change. The
finite size corrections to Eq. (1) proposed in Ref. [4] are, in
some sense, suggestive of intrinsic non-equilibrium dynamics
that we would expect away from the thermodynamic limit and
have been explored previously in the context of irreversible
entropy production [5].
One way to describe the thermodynamics of systems where
thermal and quantum fluctuations cannot be ignored is to con-
sider the so called quantum fluctuation relations [6–9]. The
fluctuation relations, extended to the quantum mechanical do-
main [10, 11] are a promising route to understand the ther-
modynamics of small quantum systems that are operating un-
der non-equilibrium conditions. Crucially, recent work has
demonstrated that this formalism is a tangible route for the ex-
perimental exploration of quantum thermodynamics [12–14].
In this Letter we bring together the tools of open quantum
systems, non-equilibrium statistical mechanics and quantum
information theory to derive a non-phenomenological lower
bound for heat generated in an erasure process. We begin
by recasting the erasure protocol given in Ref. [4] from the
point of view of fluctuation relations. Extension of the fluctu-
ation relation formalism to the open quantum-system frame-
work leads to difficulties unless fairly restrictive assumptions
are made [15, 16]. A series of papers have attempted to derive
fluctuation relations from the operational viewpoint, employ-
ing the full machinery of completely positive, trace preserving
operations [17–22], which are ubiquitous in quantum informa-
tion and it was found that fluctuation-like relations can hold if
the open system evolution is unital [23].
We construct a distribution of heat dissipated by an era-
sure protocol involving a finite size environment interacting
with a quantum system. We show that the non-unitality of
a given open-system dynamics can lead to a tighter bound
on the average heat exchanged during the process than pre-
viously known bounds. In addition, and more importantly, the
methodology developed here paves the way to the tantalising
possibility of analysing the thermodynamics of computation
under non-equilibrium conditions. Our work brings together
concepts from several disciplines of physics and constitutes a
promising route for the construction of a formal platform for
exploring the efficiency and limitations of small-scale thermo-
devices operating at and well within the quantum mechanical
domain [24].
Erasure protocol.— Starting from the analysis put forward
in Ref. [4], the starting point of our investigation is embodied
by a general erasure protocol that satisfies the following set of
pre-requisites:
1. A system S , whose information content we want to
erase, is subjected to an environment-aided erasure pro-
tocol. We call HˆS the free Hamiltonian of the system.
2. We label such environment as E and assume that the
initial total SE state is fully uncorrelated, i.e., ρˆSE =
ρˆS ⊗ ρˆE .
3. The environment is initially in the Gibbs state ρˆE =
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2e−βHˆE /ZE , with Hamiltonian HˆE =∑mEm|rm〉〈rm|, the
inverse temperature β, and the partition function ZE =
tr[e−βHˆE ].
4. The system and environment interact via a perfectly
unitary mechanism described by the time propagator
Uˆ generated by the total Hamiltonian Hˆ = HˆS + HˆE +
HˆSE .
These points constitute a non-restrictive set of rules for the
erasure protocol to be performed.
Thermodynamics of the environment.— We describe the
erasure process as the protocol that, starting from the joint
SE initial state, generates the following reduced state of the
environment only
ρˆ′E = trS [Uˆ(ρˆS ⊗ ρˆE )Uˆ†] =∑
l
Aˆl ρˆE Aˆ†l . (2)
Here, Aˆl= jk =
√
λ j〈sk|Uˆ |s j〉 where {λ j} and {|s j〉} are the
eigenvalues and eigenstates of ρˆS . It can be rigorously shown
that the operators Aˆl satisfy the trace-preserving condition
∑l Aˆ
†
l Aˆl = 1 E . It is worth stressing that Eq. (2) does not em-
body a map, but an operation. In fact, we can vary ρˆS , thus
changing the form of the Aˆl’s while keeping ρˆE fixed.
In analogy to the work distribution, we now define the heat
distribution for the environment [25] as
P(Q) = ∑
l,m,n
〈rn|Aˆl |rm〉(ρˆE )mm〈rm|Aˆ†l |rn〉δ(Q−Enm) (3)
with (ρˆE )nm = 〈rn|ρˆE |rm〉 the matrix element of the environ-
mental initial state in the basis of its eigenstates and Enm =
En−Em. The first moment of the heat distribution is the aver-
age heat, which can be written as
〈Q〉=
∫
QP(Q)dQ=∑
n
En(ρˆ′E )nn−∑
m
Em∑
l
tr[Aˆl ρˆE Aˆ†l ]
= tr[HˆE ρˆ′E ]− tr[HˆE ρˆE ]. (4)
The distribution of heat contains much more information than
just the first moment. For instance, Jarzynski has found an im-
portant equality using the work distribution [7], which relates
the average exponentiated work to the equilibrium free energy.
In the same spirit, we now evaluate the average exponentiated
heat to derive a heat fluctuation relation. We have
〈e−βQ〉=
∫
e−βQ dQP(Q)
= ∑
l,m,n
〈rn|Aˆl |rm〉〈rm|Aˆ†l |rn〉(ρˆE )mme−βEnm . (5)
Plugging in e−βEm/ZE for (ρˆE )mm and summing over n we
have
〈e−βQ〉=∑
l
tr[Aˆ†l ρˆE Aˆl ] = tr[Aˆ ρˆE ] (6)
with Aˆ=∑l AˆlAˆ
†
l . On the other hand if we expand the operator
Aˆ in terms of the initial states of both system and environment
under the action of the unitary process Uˆ and use the cyclicity
of trace we get
〈e−βQ〉= tr[ρˆS ⊗ 1 E Uˆ† 1 S ⊗ ρˆE Uˆ ] = tr[Mˆ ρˆS ], (7)
where Mˆ= trE [Uˆ† 1 S ⊗ ρˆE Uˆ ].
Eqs. (6) and (7) are the central results of this Letter. We will
discuss their significance below. However, let us first obtain a
lower bound on the average heat exchange. In order to formu-
late such a bound from the above equality, we use the Jensen
inequality 〈 f (x)〉 ≥ f (〈x〉), which holds for any convex func-
tion f (x). That is, using 〈e−βQ〉 ≥ e−β〈Q〉 we have the desired
bound
β〈Q〉 ≥ BQ, (8)
where BQ =− ln(tr[Aˆ ρˆE ]) =− ln(tr[Mˆ ρˆS ]).
Care should be used in order to interpret Eq. (6) as a fluctu-
ation relation. As discussed by Talkner et al. in Ref. [26], only
the joint probability distribution of the internal energy change
of the system and heat exchanged with the environment satisfy
proper fluctuation relations, i.e., equalities between quantities
that do not depend on the total process but only on its end
points. While in order to evaluate the left-hand side of Eq. (6)
we used the probability distribution for the heat exchanged
with the environment in Eq. (3). Nevertheless, it has been
shown that relations which bear mathematical resemblance to
fluctuation relations, can be derived for unital or bistochastic
processes [18–22]. A process is unital if and only if Aˆ= 1 E ,
and in general a quantum operation is not unital. In the case
considered here the process at hand is surely not unital, as the
erasure of S would inevitably perturb a hypothetically pre-
pared maximally mixed state of the environment (i.e., a Gibbs
state at infinite temperature), therefore violating the condition
that defines unitality of a process. The fluctuation-like relation
in Eq. (6) links the non-unital nature of the process being con-
sidered to the heat exchanged with the environment through
the average of the function e−βQ. We would also like to point
out that, although a suggestive similarity exists between the
form of Eq. (6) and fluctuation relations derived under the
explicit consideration of feedback mechanisms [27, 28], our
study is very far from any feedback-based formalism.
Operator Aˆ depends on the choice of states ρˆS . For prac-
tical applications one would be interested in computing the
heat generated in erasing a state of choice. This would require
computing Aˆ for each instance. On the other hand, given a
thermal state ρˆE and a unitary interaction Uˆ , we can deter-
mine Mˆ as defined below Eq. (7). This is easily achievable by
running a given circuit implementing Uˆ in reverse order, i.e.,
by taking the Hermitian conjugate of each elementary gates
into which Uˆ is decomposed. Once Mˆ is determined, a non-
trivial lower bound on heat generation is computed for any
state ρS using Eq. (8). In this Letter we are working with
the protocol used in Ref. [4] to derive a stronger version of
the Landauer bound. The structure of our bound in Eq. (8)
stems solely from the exponentiated average heat, which re-
lies on the information encoded in the full distribution rather
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FIG. 1. (a) Schematic representing the system under consideration. (b) Comparison between β〈Q〉, the bound BQ derived in Eq. (8), and the
one found in Ref. [4] for a spin-1/2 particle interacting for a dimensionless time Jt with a single-spin environment at inverse temperature β= 1.
We also plot the change in entropy ∆S. All the quantities are studied against the initial preparation α|1〉S +
√
1−α2|0〉S (α ∈R) of the system
state. (c) Analogous comparison as in panel (b), but performed for β= 10. In both panels we have used B0/J = B/J = 1 and J0/J = 0.1.
than just the average. In the next section we will show, using
specific physical models, that the bound derived in this Letter
can be tighter than previously discovered bounds.
Physical model.— We consider a spin-1/2 system, whose
logical states are labelled as |0〉S and |1〉S , interacting with a
environment embodied by an interacting spin chain of N ele-
ments that we assume in contact with a thermostat at inverse
temperature β. The system is sketched for illustrative pur-
poses in Fig. 1 (a). The Hamiltonian of the environment is
given by the isotropic XX model
HˆE = J
N−1
∑
j=1
(σˆ jxσˆ
j+1
x + σˆ
j
yσˆ
j+1
y )+B
N
∑
j=1
σˆ jz (9)
with J the inter-spin coupling strength, B the strength of the
coupling between each spin and a homogeneous external mag-
netic field and σˆ jk is the k-Pauli spin operator (k = x,y,z) for
particle j= 1, ..,N. The system spin is coupled to the environ-
ment through element 1 of the chain according to the model
HˆSE = J0 ∑
k=x,y
σˆSk σˆ
1
k . (10)
The Hamiltonian of the system spin in the absence of an en-
vironment is HˆS = B0σˆSz = B0(|1〉〈1|S − |0〉〈0|S ). In line
with the general requirements of the erasure protocol high-
lighted before, we will assume that the environmental system
is prepared in the equilibrium state ρE = e−βHˆE /ZE . For
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FIG. 2. Similarly to Fig. 1 (a) and (b), we plot the key quantities of
our study for J0/J = B0/J = B/J = 1, β= 1, α= 1 and an environ-
ment of N = 4 elements. The curve showing the behaviour of ∆S is
basically indistinguishable from the one for BRW .
B0 = B and J0 = J, the dynamics resulting from the model
Hˆ = HˆS + HˆE + HˆSE is then equivalent to that of a time-
dependent generalised amplitude damping channel described
by the Kraus operator
Aˆ0 =
√
p
(
φ 0
0 1
)
, Aˆ1 =
√
p
(
0 0√
1−φ2 0
)
, (11)
Aˆ2 =
√
1− p
(
1 0
0 φ
)
, Aˆ3 =
√
1− p
(
0
√
1−φ2
0 0
)
with φ= S 〈1|E 〈0 · · ·0|e−iHˆt |0 · · ·0〉E |1〉S [29] and p ∈ [0,1] a
probability whose value is linked to the equilibrium tempera-
ture of the environment. Needless to say, the explicit form of
φ depends on the size of the environmental subsystem, i.e. on
the number N of spins that compose it. Notice that the gen-
eralised amplitude damping channel addressed here is non-
unital, and is thus perfectly suited to illustrate our main result.
We allow us the freedom to prepare the system spin in any
pure state |ψi〉S = α|1〉S +
√
1−α2|0〉S with α ∈ R, for sim-
plicity (the generality of our results is not affected by such
assumptions, and the case of an arbitrarily mixed system state
can be equally considered). In this case, the process at hand
will make the entropy of the system increase. We start ad-
dressing the case of a single-spin environment, which pro-
vides a useful benchmark for our analysis, and then attack the
case of a larger-size E to investigate the scaling of our find-
ings with the dimension of the environmental Hilbert space. In
such simple, yet interesting case, we easily get φ = cos(2Jt)
and p = e−βB/ZE = [1+ tanh(βB)]/2, which in turn lead us
to
β〈Q〉= Bsin2(2Jt)(2α2+ tanh(βB)−1), (12)
BQ =− ln
[
2(1−φ2)(α2+ p−2pα2)+φ2] (13)
with ρˆ′S = trE [e
−iHˆt |ψi〉〈ψi|S ⊗ ρˆ′EeiHˆt ] being the reduced
state of the system S at time t. We now use the definition
∆S = S(ρˆS )− S(ρˆ′S ) with S(ρˆ) = −tr[ρˆ ln(ρˆ)] the von Neu-
mann entropy of a generic state ρˆ. As S[|ψi〉〈ψi|S ] = 0, we
have ∆S=−S[ρˆ′S ]. As this quantity turns out to be negative at
all times, the relevant bound from Ref. [4] takes the form
BRW = R −
√
R 2+2R S[ρˆ′S ] (14)
4with R = max
0<r<0.5
r(1− r) ln2[(1− r)(d−1)/r] and d = 2N−1.
Although S[ρˆ′S ] can be computed analytically, its expression
is too cumbersome to be reported here. A comparison among
such quantities is made in Fig. 1 (b) and (c). The first of such
plots shows that, at a set value of the environmental temper-
ature, BQ ≥ BRW when α ' 1, i.e. when the system prepa-
ration is close to the fully polarised state |1〉S . This persists
against temperature: in Fig. 1 (c) we present the behavior of
β〈Q〉, BQ, and BRW for β= 10. Needless to say, although we
have demonstrated that the non-unital nature of the process at
hand can indeed be advantageous, this feature is per se not
sufficient to guarantee that our bound to the amount of heat
exchanged with the environment is tighter than BRW for any
value of the parameters at hand. Indeed, there are regions in
the (Jt,α,β) space where the dimension-dependent quantity
proposed in Ref. [4] gives a tighter bound to β〈Q〉 than BQ.
Finally, it is worth addressing the case of larger environ-
mental systems to study the effects of dimensionality. To this
end, we have considered the fully isotropic model for N grow-
ing from 1 to 6, finding results that are in agreement with the
analysis presented above, albeit the interacting nature of the
environmental subsystem makes the dynamics much richer
than in the simple case of N = 1, as shown in Fig. 2 for the
case of N = 4. Evidently, as the size of the environment grows
∆S and BRW become basically indistinguishable. While this
study is sufficient to illustrate the key features of the model
at hand, a more extensive analysis of the implications of criti-
cality and the full assessment of size-scaling will be presented
elsewhere.
Conclusions.— Within the framework of the quantum dis-
tribution of heat we have proposed a framework for the ad-
dressing of Landauer’s erasure principle. Our approach pro-
vides a bound to the amount of heat exchanged with a finite-
size environment during the erasing process. Using the aver-
age of the exponential of the heat exchanged, our study links
explicitly the non-unitality of a map to the erasure process
and provides an example of how such feature might be ex-
ploited to provide a better bound to the amount of exchanged
heat. We have illustrated such possibility by addressing the
case of a generalised amplitude damping channel as the era-
sure mechanism for a single spin-1/2 system. Our study opens
up a number of interesting avenues linked, for instance, to
the study of the heat exchanges in microscopic models for
system-environment interaction, the link to the emergence of
non-Markovian features, design of quantum enhanced trans-
port networks and the performance of thermodynamical cy-
cles in quantum-inspired machines and motors [24, 30].
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