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Abstract The joint evaluated fission and fusion nuclear
data library 3.3 is described. New evaluations for neutron-
induced interactions with the major actinides 235U, 238U and
239Pu, on 241Am and 23Na, 59Ni, Cr, Cu, Zr, Cd, Hf, W,
Au, Pb and Bi are presented. It includes new fission yields,
prompt fission neutron spectra and average number of neu-
trons per fission. In addition, new data for radioactive decay,
thermal neutron scattering, gamma-ray emission, neutron
activation, delayed neutrons and displacement damage are
presented. JEFF-3.3 was complemented by files from the
TENDL project. The libraries for photon, proton, deuteron,
triton, helion and alpha-particle induced reactions are from
TENDL-2017. The demands for uncertainty quantification
in modeling led to many new covariance data for the evalua-
tions. A comparison between results from model calculations
using the JEFF-3.3 library and those from benchmark exper-
iments for criticality, delayed neutron yields, shielding and
decay heat, reveals that JEFF-3.3 performes very well for a
wide range of nuclear technology applications, in particular
nuclear energy.
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1 Introduction
Since the discovery of radioactivity, nuclear reactions, the
neutron and nuclear fission, a considerable knowledge-base
was developed in nuclear physics about these processes and
their characteristics. This evolved from many sophisticated
experiments and the development of advanced models based
on phenomenology and theoretical insight. Early on, applica-
tions of nuclear science developed that have had and will have
an important impact on society – nuclear energy, medicine,
security, material characterization, geological exploration,
radiation safety and protection, the promise of fusion energy.
Developments are increasingly facilitated and stimulated
by better quantitative modeling of physics processes through
improved engineering tools and computing power. This
allows a reduction in the requirement to use assumptions and
approximations in the interpretation, testing and validation
of data.
To profit from these advances, physics models have to
be coded better and the required input data, in particular
the nuclear data, have to be more accurate and complete.
In addition, they are required in forms that are compati-
ble with the software that is used for modeling. The input
should include full covariance information such that uncer-
tainties can be propagated to derive uncertainty margins of
design and operational parameters at a desired confidence
level.
In nuclear physics and engineering there is a long tradi-
tion to provide nuclear data libraries in response to evolving
needs in the field. In this paper the Joint Evaluated Fission
and Fusion nuclear data library version 3.3 (JEFF-3.3) is
described. It is the last of a series of libraries developed over
the past 35 years through a collaborative effort of nuclear
laboratories coordinated by the Databank of the OECD
Nuclear Energy Agency (NEA). JEFF-3.3 was released on
20 November 2017. The library consists of reaction data files
for incident neutrons, protons, deuterons, tritons, helions,
alphas and photons, a decay data file, a fission yields file,
a thermal neutron scattering file, an activation file, and a
displacements per atom (dpa) file. Although the JEFF-3.3
library builds on earlier releases (3.0 [1], 3.1 [2], 3.1.1 [3,4],
3.1.2 and 3.2), it includes substantial changes. For com-
pleteness, in particular for neutron activation applications
and decay heat estimations, many files were adopted from
TENDL [5]. This includes files for charged-particle and pho-
ton induced reactions which are of interest for accelerator
applications.
Purpose
JEFF-3.3 is a general purpose library serving a wide field
of nuclear technology applications, both nuclear energy
and non-energy applications. The main effort is directed at
improving the data for neutron transport calculations. This
part of the library, i.e. the neutron transport sublibrary, is
used for the design, performance and safety assessment of
industrial and experimental nuclear reactors, criticality safety
analyses of spent nuclear fuel, nuclear safeguards and secu-
rity and basic science.
JEFF-3.3 developments targeted the needs for the follow-
ing reactor development programmes: ASTRID, a French
fast reactor concept with enhanced sustainability and safety
and reduced production of high level nuclear waste [6],
MYRRHA, a research reactor developed in Belgium, advanc-
ing and promoting the development of accelerator driven sys-
tems and lead or lead-bismuth cooled fast reactors [7,8], and
the ITER and DEMO [9,10] reactors and the IFMIF-DONES
material irradiation facility [11] in support to nuclear fusion
technology. JEFF-3.3 also aims at maintaining or improv-
ing performance for present and prospective pressurised
water reactors (PWR) and boiling water reactors (BWR) for
which JEFF-3.1.1 and JEFF-3.2 demonstrated excellent per-
formance. Of particular interest are the concerns for safe,
economic and ecologic transport, intermediate storage and
final disposal of spent fuel. This requires accurate neutron
transport and depletion calculations for criticality safety anal-
yses and the prediction of decay heat and radiation source
terms.
MYRRHA
MYRRHA, a Multi-purpose Research Reactor for High-tech
Applications is being designed at SCK•CEN, Belgium [7,8].
It is envisaged to operate both in critical and sub-critical
mode. The reactor has a pool design with Lead-Bismuth
Eutectic (LBE) coolant ensuring a fast neutron spectrum.
This positions MYRRHA in the class of heavy liquid metal
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cooled fast reactors. In case the sub-critical operation mode
is chosen, the central sub-assembly hosts a spallation neu-
tron source. High energetic protons, with an energy of 600
MeV, are produced by a high-power linear accelerator with
a max. beam current of 4 mA. The protons produce neutrons
by interacting with the LBE coolant.
The two operation modes have their specific energy and
neutron fluence distributions that permit a wide range of
applications, from transmutation research to radionuclide
production for medical and industrial applications. A flex-
ible core design envisages many positions for experimental
rigs to test new types of fuel and materials for e.g. fusion
reactors. A sensitivity and uncertainty analysis revealed the
noticeable contribution of lead and bismuth cross sections to
the keff uncertainty [12]. In addition, neutron capture on 209Bi
leads through the decay of 210gBi to the formation of 210Po, a
highly radiotoxic nuclide determining the radioactive source
term of LBE coolant.
ASTRID
ASTRID, the Advanced Sodium Technological Reactor
for Industrial Demonstration, is a Generation-IV sodium-
cooled fast reactor project, proposed by the Commissariat à
l’Énergie Atomique (CEA) [6]. The main goals of ASTRID
are multiple recycling of plutonium for the sustainabil-
ity of natural uranium resources, minor actinide transmu-
tation to reduce nuclear waste, and an enhanced safety
compared to Generation-III reactors, such as the European
Pressurized-water Reactor – EPR. Based on the experience
with past Sodium-cooled Fast Reactors (SFR), ASTRID
has the objective to demonstrate at an industrial scale the
relevance and performance of innovations, in particular
in the fields of safety and operability. ASTRID, with the
related R&D facilities (hot labs, irradiation, technologi-
cal platform, severe accidents, etc.) is designed to allow
the:
• testing and qualification of innovative safety design
options towards a commercial reactor,
• qualification of different fuels (transmutation, plutonium
burner, etc.),
• collection of the necessary data to justify a useful lifetime
of 60 years for future SFR,
• confirmation of the performance of innovative compo-
nents and systems in order to optimise the design of
future commercial reactors from a technical and econom-
ical point of view,
• establishment of a reference for SFR cost assessment for
construction and operation.
PWR and BWR and Spent Nuclear Fuel
Previous JEFF-3.1.1, JEFF-3.1.2 and JEFF-3.2 releases were
tested broadly for pressurized and boiling water reactors.
JEFF-3.1.1 was proven to perform well for these reactors
in normal conditions [2]. JEFF-3.2 aimed at keeping this
good behavior and fixed some issues for applications based
on fast neutrons. For JEFF-3.3, the community chose to keep
as much as possible this good behaviour and including results
from recent studies carried out by WPEC1 subgroup 34 on the
Coordinated evaluation of Plutonium-239 in the resonance
region [13], subgroup 40, the Collaborative International
Evaluated Library Organisation (CIELO) Pilot Project for
major isotopes 235,238U, 239Pu, Iron, Oxygen and Hydro-
gen [14,15]. In addition, recommendations resulting from
the CHANDA (solving CHAllenges in Nuclear Data) project
[16], a project supported by the European Commission within
the 7th framework, were taken into account. For fission yields
and thermal scattering data, additional collaboration through
WPEC was co-ordinated under the WPEC subgroup 37 on
Improved fission product yield evaluation methodologies2
and subgroup 42 on Thermal Scattering Kernel S(α,β): Mea-
surement, Evaluation and Application2.
With the prospect of phasing out of PWR and BWR there
is an increasing emphasis on spent nuclear fuel intermedi-
ate storage and final disposal, long term disposal of high
level waste and the related encapsulation and transport prob-
lems. Therefore, considerable emphasis is placed on critical-
ity safety, decay heat and radiation source term estimates for
the proposed solutions and operations.
Fusion applications
The European strategy for the realisation of fusion energy,
as expressed in the recent fusion roadmap [9], is built on
three main pillars: the international ITER tokamak to demon-
strate the scientific and technological feasibility of fusion
as an energy source, an accelerator based neutron source,
called IFMIF-DONES [11], for the development and qualifi-
cation of fusion materials and a DEMOnstration power plant
(DEMO) [10], which shall deliver a substantial amount of
electricity to the grid and operate with a closed tritium fuel
cycle. Neutronics simulations play a fundamental role for the
design and optimisation of these facilities, including the eval-
uation and verification of their nuclear performance. Accu-
rate nuclear data are required to predict the tritium breed-
ing capability, assess the shielding efficiency, estimate the
nuclear power generated in the system and produce activation
1 Working Party on Evaluation Cooperation on nuclear data, an expert
group of the Nuclear Science Committee of the Nuclear Energy Agency
– Organisation for Economic Cooperation and Development.
2 www.oecd-nea.org/science/wpec.
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and radiation damage data for the irradiated materials and
components. This applies to the radiation dose fields after
shut-down or during maintenance periods [17]. The avail-
ability of high quality nuclear data is thus a pre-requisite
for reliable design calculations affecting the nuclear design
and performance of the facilities, as well as safety, licensing,
waste management and decommissioning issues.
A dedicated programme is conducted by the EUROfusion
consortium on the development and qualification of nuclear
data for fusion. This includes the evaluation of general pur-
pose neutron cross-section data as required for design cal-
culations using particle transport codes, the generation of
new activation and displacement damage cross-section data
libraries, and the evaluation of deuteron cross-sections as
required for the IFMIF-DONES d-Li accelerator. This work
is complemented by extensive benchmark, sensitivity and
uncertainty analyses to check the performance of the evalu-
ated cross-section data and libraries against integral exper-
iments. Nuclear data evaluations of specific importance to
fusion applications, such as those for Cr, Cu, W, and Zr stable
isotopes, were contributed to the JEFF-3.3 general purpose
neutron cross data library and benchmarked against fusion
relevant integral experiments. Specific nuclear data libraries
were provided as sub-libraries to JEFF-3.3 including a ded-
icated neutron activation data file (see Sect. 2.9) and a dis-
placement damage data library (see Sect. 2.6).
2 Components
In this section the components of JEFF-3.3 are presented. We
start with the neutron transport sublibrary consisting of data
for actinides (Sect. 2.1), structural materials, coolants and fis-
sion products (Sects. 2.2 and 2.3) and thermal neutron scat-
tering (Sect. 2.10). The neutron transport sublibrary includes
modifications for improved delayed neutron and gamma-ray
emission data. We then present covariances related with the
neutron transport sublibrary, fission yields, decay data, neu-
tron activation, and displacement damage data.
2.1 Actinide evaluations
2.1.1 235U in the resonance range
In the late 1980s and early 1990s a 235U Reich–Moore res-
onance evaluation was performed from thermal energy to
2.25 keV [18] using the SAMMY [19] code. This was the
first attempt to use a more rigorous resonance formalism to
account for interference effects in the fission channels. The
evaluation represented a substantial improvement compared
to previous 235U evaluations based on the Single-Level Breit-
Wigner (SLBW) formalism combined with background
cross-sections. Very little integral benchmark testing was car-
ried out to assess the quality prior to its adoption in an eval-
uated library. Subsequent benchmark testing demonstrated
shortcomings of this evaluation. In particular, these tests sug-
gested that the capture cross-section in the energy region from
22.6 to 454 eV was underestimated [20]. No issues with the
fission cross-section were found. It should be pointed out that
at the time of the evaluation of Ref. [18] no reliable capture
cross section data in the energy range above 100 eV were
available. In addition, reported capture cross-section data for
neutron energies above 100 eV suffered from bias effects due
to normalisation and background corrections. Therefore, in
the evaluation process no capture data were included.
The 235U evaluation of Ref. [18] was revised using results
of integral benchmark and extensive sensitivity analysis stud-
ies [21]. The results were included in the ENDF, JEFF and
JENDL libraries. The JENDL project adopted the evaluation
up to 500 eV and used an unresolved resonance represen-
tation above 500 eV to improve consistency with results of
a fast critical assembly benchmark (FCA) [22]. The revised
evaluation produced a higher capture cross-section that is not
supported by results of both the FCA and the ZEUS bench-
mark (hmi6 [23]).
The WPEC subgroup 29 [24] investigated this issue
and recommended new measurements of the capture cross-
section to be considered in future evaluations.
Therefore, capture cross-section measurements with the
time-of-flight technique were performed independently at
the Rensselaer Polytechnic Institute (RPI) [25] and at the
Los Alamos National Laboratory (LANL) [26]. The results
of these measurements were included in a resonance anal-
ysis to update the 235U resonance parameters in the energy
range from thermal energy to 2.25 keV. Using the new reso-
nance parameters the results of integral benchmarks could be
better reproduced. Unfortunately, fission cross section data
derived from these parameters showed marked differences
with those recommended by the standards evaluation [27].
Recently, fission cross-section data resulting from measure-
ments at the n_TOF facility provided strong support to the
recommendations in the standards evaluation. Indeed, nor-
malising the n_TOF fission data to the energy integral from
7.8 to 11.0 eV of Ref. [27] (Table 4) results in good agree-
ment between the n_TOF data and the cross-sections from the
standards evaluation in the low energy region, supporting the
averaged fission cross-sections of Ref. [27] in the resonance
region. Therefore, the 235U resonance parameter evaluation
for JEFF-3.3 was revised based on results of a new analysis
that included the n_TOF experimental fission data.
235U resolved resonance range Resonance parameters for
neutron energies between 10−5 eV and 2.25 keV were
derived from a resonance analysis using the experimental
data given in Table 1. These data include the high-resolution
transmission, fission cross-section, and eta measurements
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Table 1 Experimental data included in the SAMMY resonance analysis
of 235U for JEFF-3.3; The references (Refs.) column mentions the lead
author to identify the data set of the figures of this section. ER is the
energy range (eV). L is the nominal flight-path length (m) of the time-
of-flight measurement. n is the atom density times the sample thickness
(atoms per barn), T is sample temperature (K)
Refs. ER L n K
Transmission
Spencer [28] 0.01–8 18 0.001468 293
Harvey [29] 0.4–68 18 0.03269 77
Harvey [29] 4–2250 80 0.00233 77
Harvey [29] 4–2250 80 0.03269 77
Fission
Gwin [30] 0.1–20 26 293
Weston [31] 100–2250 86 293
Weston [32] 14–2250 19 293
Paradela [33] 0.7–2250 185 293
Danon [25] 0.01–2250 26 293
Wagemans [34] 0.001–0.4 18 293
Eta (η)
Wartena [35] 0.0018–1 8 293
Weigmann [36] 0.0015–0.15 293
Capture
Danon [25] 0.01–2250 26 293
Jandel [26] 100–2250 25 293
Perez [37] 0.01–200 40 293
Saussure [38] 0.01–2250 25 293
that were included in previous evaluations and the data of
LANL, n_TOF and RPI, which were not available before.
The results of the capture cross section measurements carried
out at LANL and RPI were important to unveil issues with the
capture cross section above 100 eV. The fission cross-section
measurements carried out at n_TOF supported the standard
cross section values, which were used as a reference in the
analysis.
The Reich–Moore approach implemented in SAMMY
was used for fitting the data. Before fitting the data shown
in Table 1, the experimental conditions were examined care-
fully. Experimental resolution, normalisation, background,
multiple-scattering and data alignment were inspected to
assure consistency between experimental input parameters
and the experimental conditions. The experimental data were
fitted with typical values for Chi-square between 0.94 and
1.8. An example of the associated residuals is given in Fig. 1
for the transmission data of Harvey et al. in a limited energy
range.
Previous evaluations of the 235U resonance parameters
made use of several external resonance energies: 14 bound
levels and 14 levels above 2.25 keV. This proved not nec-
essary to represent the interference effects in the resonance
Fig. 1 Top: comparison of the experimental and calculated η(E) for
235U in the thermal energy range. Middle: comparison of the SAMMY
fit of the experimental data for 235U. The bottom figure gives a flavor
of typical residuals and highlights an unaccounted Ta impurity in the
Harvey data. Chi-square varies between 0.94 and 1.8 over the range of
the fits (see also the next figure)
range from 10−5 eV to 2.25 keV. Actually, it was found that
the issue of fitting the standard fission cross-section was
directly related to the contribution of the external energy
levels. The long-range interference effects inherent in the
R-matrix methodology precluded finding a good fit of the
experimental fission data. It also had an impact on the elastic
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Table 2 External levels for the
235U resonance analysis for
JEFF-3.3
Er (eV) Γγ (MeV) Γn (MeV) Γf1 (MeV) Γf2 (MeV) Jπ
Bound levels
−75.405 47.781 507.274 − 487.090 − 443.345 3−
−5.253 36.797 12.170 195.681 − 160.038 4−
−0.481 39.228 0.088 129.661 − 80.535 3−
−0.432 38.024 0.033 167.072 − 8.283 4−
− 3.7 × 10−5 39.988 6.5 × 10−8 − 0.509 0.935 4−
Levels above 2.25 keV
2281.325 44.083 12.459 155.711 458.850 4−
2284.014 41.147 3802.461 1956.501 22.864 3−
3312.563 47.228 11457.53 474.421 571.292 3−
3819.129 38.494 1242.316 − 511.662 67.709 4−
4500.997 33.681 33.8548 286.623 364.141 3−
scattering cross section. The present evaluation contains five
bound energy levels and five energy levels above 2.25 keV.
The 10 external energy levels are listed in Table 2. For each
resonance the resonance energy Er, gamma width Γγ , neu-
tron width Γn, two fission widths Γf1 and Γf2 and the spin
and parity Jπ are reported. A negative sign for a partial width
reflects the sign of the reduced width. The bound level with
an energy close to zero (−3.657×10−5 eV) and a very small
neutron width is responsible for the curved energy depen-
dence of the η(E) at low energy [39]. Two experimental η(E)
measurements (Table 1) were included in the fit (Fig. 1).
An accurate representation of the external resonance con-
tribution provides the basis for the effective scattering radius.
The analysis of high-resolution transmission data led to an
effective scattering radius of 9.602 fm.
Having fixed the external levels, a sequential analysis of
the data was carried out to achieve a reasonable fit of the data
with an acceptable χ2. In the energy range a total of 3170 res-
onance levels were identified. Not only were the resonance
parameters allowed to vary in the fit but also normalisation,
resolution parameters, and others. The normalization correc-
tion ranges from −1.8% to + 3.1%. These corrections are
essential for the consistency of the fit and are achieved by
a sequential fitting of the experimental data. The normaliza-
tion of the fission data of Weston were 1.8% lower than that
of Paradela fission data. Likewise, Gwin fission data normal-
ization were about 1.4% lower compared to Paradela’s data.
This feature has precluded in the past to obtain the 7.8–11.0
eV standard fission integral value. The capture data of Danon
and Jandel were in agreement with a normalization correc-
tion of about 1.1%. Perez capture data below 200 eV were
also consistent with the Danon and Jandel experimental data.
However, the De Saussure capture data have a normalization
correction of about 3.1%.
The results of a fit to the Harvey [29] (transmission),
Spencer [28] (transmission), and the Paradela [33] (fission
cross-section) data are shown in Fig. 1. An examination of
Fig. 2 Top: SAMMY fitting of the 235U fission cross section in the
100–400 eV energy range for JEFF-3.3. Bottom: SAMMY fitting of
the 235U capture cross section in the 100–200 eV energy range for
JEFF-3.3
the transmission data of Harvey revealed an inconsistency
around the energy 4.25 eV. It was found that this is due
to an impurity of 181Ta present in the transmission sample.
Although the data reduction was suitably done it appears that
the effect of the 181Ta impurity was not completely removed.
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Table 3 JEFF-3.3 energy-averaged fission cross sections for 235U from
the SAMMY resonance analysis compared with the standards [27,40].
For the interval 7.8–11 eV the energy integrated cross section is given
En Standards evaluation JEFF-3.3
2009 [27] 2018 [40]
(eV) (b eV) (b eV) (b eV)
7.8–11 246.4(12) 247.5(30) 246.9
(eV) (b) (b) (b)
100–200 21.17(11) 21.3(3) 21.02
200–300 20.69(11) 20.8(3) 20.77
300–400 13.13(7) 13.2(2) 13.22
400–500 13.78(8) 13.9(2) 13.49
500–600 15.17(9) 15.2(2) 15.20
600–700 11.51(7) 11.57(15) 11.53
700–800 11.10(6) 11.15(14) 11.10
800–900 8.21(5) 8.25(11) 8.15
900–1000 7.50(4) 7.54(10) 7.37
1000–2000 7.30(4) 7.34(10) 7.29
In the analysis an adjustable normalisation factor was
included for each fission cross section data set. This normal-
isation factor was adjusted using the fission integral in the
energy range between 7.8 and 11 eV recommended in Ref.
[27]. Due to this procedure the Weston [31,32] and Gwin
[30] fission data were adjusted by about 2%. The results of
a fit to the Weston [32] and Paradela [33] data is shown in
Fig. 2 in the energy range 100–400 eV. The resolution of the
n_TOF data is excellent, displaying the details of the Porter–
Thomas like fluctuations not seen in the Weston data in this
energy range. The results in Table 3 confirm that the averaged
fission cross sections derived from the final resonance param-
eters are in very good agreement with those of the standards
evaluation [27].
The capture data of Perez et al. [37] were used below
200 eV together with the data of Danon et al. [25] obtained
at RPI, which were used up to 2250 eV. The data of Jandel et
al. obtained at LANL were used in the region above 100 eV.
The three data sets in the energy range 100–200 eV are dis-
played in Fig. 2 together with the results of a fit. As can be
seen, the resolution of the RPI data is excellent for resonance
analysis. Since the flight path lengths for the three measure-
ments are about the same, the main difference in resolution is
due to the neutron burst width. In the energy range from 100
to 200 eV the results are based on the capture data obtained
by Danon (RPI), Jandel (LANL) and Perez (ORNL).
As previously indicated, the main motivation for revising
the 235U resonance parameter was to address discrepancies
with the 235U(n,f) cross section in the standards file [27].
The revision of the external resonance values, bound energy
levels and energies above 2250 eV, allowed a quick conver-
Table 4 JEFF-3.3 fission σf, capture σγ and scattering σs cross sections
of 235U for the 0.0253 eV neutron energy compared with the standards
[27,40]. The JEFF-3.3 cross sections are obtained with the SAMMY
resonance analysis
[27] (b) [40] (b) JEFF-3.3(b)
σf 584.4(10) 587.3(14) 584.4
σγ 99.3(7) 99.5(13) 99.2
σs 14.09(22) 14.09(22) 14.09
gence to the standard values at thermal energy and the aver-
age values for the fission cross section recommended in the
2009 standards evaluation [27]. The values at thermal energy
calculated from the new resonance parameters are listed in
Table 4 and compared with those of the 2009 [27] and 2018
standards evaluation [40]. The JEFF-3.3 evaluation is seen
to be within one standard deviation of both evaluations for
all but two energy groups (400–500 and 900–1000 eV).
To summarize, for neutron energies below 2.25 keV, a
re-evaluation of the 235U resonance parameters was carried
out to address discrepancies with cross section standards at
thermal energy and average fission cross-section values and
to include new capture cross section data above 100 eV. A
new fission cross section measurement done at the n_TOF
facility of CERN was the primary factor in obtaining good
agreement between the results of the new evaluation and the
standards evaluation. The new set of resonance parameters
includes fewer external levels and provides a better way of
calculating the interference effects of the fission channels.
The values at thermal energy agree within uncertainties with
those recommended in the 2009 standards evaluation. A nor-
malization to the fission integral in the energy range from 7.8
to 11 eV resulted in good agreement with all average fission
cross sections of the 2009 standards evaluation below 2 keV.
Hence, the new set of resonance parameters presented in this
paper are improved compared to those presented in previous
JEFF versions.
235U unresolved resonance range In JEFF-3.3 cross sec-
tion data for neutron interactions with 235U in an URR
representation is provided for energies between 2.25 and
46.2 keV. Average resonance parameters were derived with
the model implemented in NJOY [41] to ensure full con-
sistency between the evaluation and the files produced with
NJOY for application codes (see Sect. 3.6). The Integral Data
Assimilation (IDA) procedure of the CONRAD code [42]
was used. This procedure allows to include in the analysis
both microscopic and integral data. The option within TALYS
[43] to run unresolved resonance calculation was used to cal-
culate average parameters. This option, which is consistent
with the model implemented in NJOY, allows an adjustment
of s-wave parameters to a set of experimental data. For the
fission cross section, the values recommended in the 2018
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Fig. 3 235U fission and capture cross sections calculated for JEFF-3.3
with TALYS (E < 100 keV), compared with fission cross sections
reported in Refs [40] (IAEA 2006) and [33] (nTOF 2015) and with cap-
ture data retrieved from the EXFOR data base: [45] (Andreev), [46,47]
(Corvi) [48] (Hopkins), [49] (Kononov) [50] (Muradyan), [51] (Spivak)
neutron standards file [40], were used. Capture cross sec-
tion data in the EXFOR data base are characterised by a
large spread. Therefore, it was preferred to use results of the
PROFIL integral experiments carried out in the fast reactor
PHENIX [44] to optimise the average parameters that are
sensitive to the capture reaction. A set of (
,J ) dependent
average parameters3 (mean level spacings, reduced neutron
widths and partial widths for the capture and fission reac-
tions) was derived in order to calculate self-shielding factors
between 2.25 and 46.2 keV. Results were tested on the inte-
gral benchmarks ZEUS and MASURCA-1B.
The PROFIL and PROFIL-2 sample irradiation exper-
iments were carried out in the PHENIX reactor of the
CEA/DEN Marcoule. These experiments use rods with a
3 
 is the orbital angular momentum quantum numer, J the total angular
momentum quantum number. Both are give in units of h̄.
large number of samples (130 samples) containing almost
pure separated actinides and fission products. The exper-
iments were designed to collect integral information to
improve neutron-induced cross sections of interest for fast
reactor applications. The PROFIL results were analysed
using the ERANOS-2.2 code with the JEFF-3.1.1 nuclear
data library. The analyses show that the capture-to-fission
ratio α for 235U can be derived from the (235U/238U) and
(236U/235U) isotopic ratios. They characterize the fission and
capture cross sections for 235U, respectively. In this work, the
IDA procedure was used to extract the α(235U) ratio in the
neutron energy range 500–150 keV.
Prior values and uncertainties for the s-wave average
radiation width 〈Γγ0〉, mean level spacing D0 and neutron
strength function S0 were determined from the statistical
analysis of the resolved resonance parameters yielding:
〈Γγ0〉 = 38(4) MeV,
D0 = 0.49(2) eV,
S0 = 0.98(7) × 10−4.
D0 and S0 were determined simultaneously by using the
ESTIMA method [52]. ESTIMA provides the most prob-
able neutron strength function and mean level spacing for
s-wave levels. We decided to fix the the mean level spac-
ing and to consider the neutron strength function as a free
parameter. The posterior value provided by the CONRAD
code is close to S0 = 1.02 × 10−4. Final fission and capture
cross sections are shown in Fig. 3. The theoretical curves are
in good agreement with the microscopic experimental data.
The calculated-to-experimental ratios for the (235U/238U)
and (236U/235U) isotopic ratios for the PROFIL results [44]
deviate by less than 3% from unity.
To understand if for applications the resolved resonance
range is best terminated at 0.5, 1 or 2 keV and whether the
alpha-ratio extracted with the assistance of the PROFIL data
is appropriate, calculations were made with the TRIPOLI-
4® [53] Monte Carlo code to simulate the MASURCA-1B
and ZEUS hmi6 experiments (See also Sect. 3.1). The ZEUS
critical benchmarks consist of four configurations, which are
characterised by increasing Energy of the Average Lethargy
causing Fission (EALF: 4.44 keV, 9.45 keV, 22.80 keV, and
80.80 keV). For the results in Fig. 4 only JEFF-3.1.1 data
were used besides the different options of 235U considered
for JEFF-3.3. All three options improve the agreement with
experiment, with discrepancies ranging between −300 and
+ 300 pcm. The observed trend for increase with EALF of
JEFF-3.1.1 between the three first ZEUS benchmarks van-
ishes. Contrary to the underprediction for the first three ZEUS
cases, the fourth ZEUS configuration and MASURCA-1B
show an overprediction. Although there is no clear optimum
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Fig. 4 Integral trends involving JEFF-3.3 235U obtained with the
ZEUS (hmi6) and MASURCA-1B (MAS1B) benchmarks. The brown
(grey) band corresponds to 1 (2) experimental standard uncertainty
for the upper limit of the resolved resonance range a choice
of 2.25 keV is very reasonable, as is the choice for α(235U).
2.1.2 238U in the resonance range
238U resolved resonance range The neutron transport subli-
brary in the resolved resonance region for 238U, which covers
neutron energies from 0 to 20 keV, was constructed by replac-
ing the JEFF-3.2 parameters for resonances below 1200 keV
with the parameters reported by Kim et al. [54]. The parame-
ters in JEFF-3.2 were primarily based on the work of Derrien
et al. [55]. The parameters reported by Kim et al. [54] were
obtained from a least squares fit to the experimental capture
yields derived by Kim et al. [54] and the transmission data
of Olsen et al. [56,57]. The fission widths were adjusted to
reproduce the fission areas of Difilippo et al. [58]. The reso-
nance shape analysis code REFIT [59], which is based on the
Reich–Moore [60] approximation of the R-matrix formal-
ism [61], was used. The latest version of the code accounts
for various experimental effects such as Doppler broaden-
ing, neutron self-shielding, multiple interaction events, the
response function of the TOF-spectrometer, properties of the
detection system, γ -ray attenuation in the sample and inho-
mogeneities of the sample [62].
The capture experiments of Kim et al. [54] were carried out
at a 12.5 and 60 m measurement station of the time-of-flight
facility GELINA [63]. The total energy detection principle
in combination with the pulse height weighting technique
was applied using C6D6 liquid scintillators as prompt γ -
ray detectors. The data were normalised to the isolated and
saturated 238U resonance at 6.67 eV. The procedures rec-
ommended in Ref. [62] were applied to reduce bias effects
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Fig. 5 Comparison of experimental and theoretical observables. The
experimental yield Yexp obtained at 60 m with a 9.55×10−4 at/b sample
is compared with the theoretical yield YM . The experimental transmis-
sion Texp from measurements with a 3.76 × 10−3 and 1.24 × 10−3 at/b
sample at ORELA is compared with the theoretical transmission TM .
The calculated observables were obtained from calculations with REFIT
after adjusting the parameters to the experimental data as described in
the text. The residuals are calculated considering only the uncorrelated
uncertainties due to counting statistics
background corrections, and corrections related to the sam-
ple properties. Therefore, the options in REFIT [62] to cor-
rect for neutron and γ -ray transport in the sample in case
of capture data were used. The total uncertainty due to the
weighting function, normalisation, neutron fluence and sam-
ple characteristics was ∼ 1.5%. The transmission data of
Olsen et al. [56,57] resulted from time-of-flight experiments
at a 42 m and 150 m station of ORELA using 7 samples
of different areal density (from 0.0002 at/b to 0.175 at/b).
Both the transmission and capture data were analysed with-
out applying any additional background or normalisation
correction.
The free gas model with an effective temperature of 295 K
was used to account for the Doppler effect. The initial res-
onance parameters, including parity and spin, and effective
scattering radius R′ = 9.48 fm were taken from Derrien et
al. [55]. Examples of the result of a simultaneous fit to the
capture and transmission data are shown in Fig. 5. To fit the
transmission data of Olsen et al. [56,57], without applying a
normalisation factor, the contribution of the two bound states
at −7 eV and −33 eV were adjusted maintaining the cap-
ture cross section at thermal energy σγ = 2.683 (12) b
recommended by Trkov et al. [64]. After this adjustment the
elastic scattering cross section at thermal energy was reduced
by about 0.5 % compared to the one in JEFF-3.2. The cor-
responding coherent scattering length bc = 8.57 (2) fm is
in agreement with the one bc = 8.63 (4) fm recommended
by Koester et al. [65]. The cross sections at thermal energy
and resonance integrals derived from the recommended res-
onance parameters are listed in Table 5.
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Table 5 238U total, elastic and capture cross sections σ at thermal
energy and resonance integrals (RI) between 0.5 eV and 100 keV cal-
culated from the resonance parameter file of JEFF-3.3
σ (b) RI (b)
(n, tot) 11.924 593.20
(n, n) 9.240 318.35
(n, γ ) 2.684 274.63
238U unresolved resonance range The unresolved reso-
nance range extends from 20 to 150 keV. The so-called
infinitely dilute cross sections for the unresolved resonance
range was obtained from the statistical model approach pre-
sented in Sect. 2.1.4. However, for the sole purpose of cal-
culating self-shielding factors the file retains the evaluation
present in the JEFF-3.2 library, which dates from JEFF-2.2.
The appropriate flags have been set in the evaluated file to
ensure its proper use.
As may be noted from Fig. 9, the JEFF-3.3 evaluation for
the neutron capture cross section of 238U is less than those of
JENDL-4.0 and ENDF/B-VIII.0 in the energy range around
40 keV and from 150 to 500 keV. In this respect, the JEFF-3.3
evaluation does not follow the result from the evaluation of
the standards [27,40].
2.1.3 239Pu in the resonance range
239Pu resolved resonance range Resonance parameters for
n + 239Pu in the RRR, which covers the energy region from
0 to 4 keV, were obtained from a resonance shape analysis
with SAMMY using the Reich–Moore approximation [19].
Long-range interference in the R-matrix formalism plays a
major role in modeling fissile isotopes. For the present eval-
uation the first step consisted of finding pseudo resonances,
resonances outside of the resolved resonance range of 0–4
keV, that mock-up the contribution and interference due to
Fig. 6 Comparison of the SAMMY fit for the resolved resonance range
of 239Pu JEFF-3.3 to the experimental data
all resonances not treated explicitly. Five negative levels and
three resonances above 4 keV were found that describe well
the interference effect. The parameters of these bound states,
i.e. resonance energy Er, gamma width Γγ , neutron width Γn,
two fission widths Γf1 and Γf2 and the spin and parity Jπ ,
are listed in Table 6. Negative signs associated with the fis-
sion partial widths Γf1 and Γf2 reflect the sign of the reduced
amplitude width γf1 and γf2. The ground state spin of the
239Pu is 1/2+ which leads, for an s-wave (
 = 0) to two
J-values 0+ and 1+. Higher angular momenta (
 > 0) show
negligible contribution to the cross section below 4 keV due
to the higher penetrability.
The experimental database used in the new evaluation is
essentially the same as the one used in Ref. [66]. The high-
resolution transmission data of Harvey et al. [29] allowed
extending the resonance range from 2.5 to 4 keV. The results
of the SAMMY fitting of the transmission data of Harvey et
al. [29] and the fission and capture data of Gwin et al. [30]
are shown in Fig. 6. The analysis of the high-resolution trans-
mission data led to an effective scattering radius of 9.41 fm.
The number of resonances used in the fit of the experimental
data from 0 to 4 keV is 1572.
Table 6 239Pu resonances
external to the resolved
resonance range of 0–4 keV
used for JEFF-3.3
Er (eV) Γγ (MeV) Γn (MeV) Γf1(MeV) Γf2(MeV) Jπ
Bound levels
−149.141 47.182 542.357 4226.10 0.0 1+
−8.068 49.725 0.141 − 1.499 0.0 1+
−7.019 70.066 17.548 − 117.345 223.288 0+
−0.514 24.005 0.118 15.237 1189.35 0+
−0.020 21.029 6.60 × 10−8 − 4.880 0.0 1+
Resonances above 4 keV
4006.71 39.000 19.901 48.847 0.0 1+
4022.48 39.000 4.96 × 10−6 835.807 121.703 0+
4035.40 39.000 2837.18 − 181.877 0.0 1+
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Table 7 239Pu thermal cross section values (0.0253 eV) calculated with
SAMMY and compared to the Atlas of Neutron Resonances (ANR) and
the standards evaluations [27,40]
ANR Standard JEFF
2009 2018 3.1.1 3.2 3.3
σf 748(2) 750(2) 752(2) 747 747 749
σγ 269(3) 272(2) 270(3) 273 270 271
σs 7.9(4) 7.8(10) 7.8(10) 8.0 8.1 7.8
The fission, capture and scattering cross sections at ther-
mal energy are displayed in Table 7, together with the values
of previous JEFF evaluations, the ones listed in the Atlas
of Neutron Resonances [67] and those recommended in the
2009 and 2018 standards [27,40]. The JEFF-3.3 values are
within one standard uncertainty in agreement with the 2009
standards evaluation and the Atlas. The fission cross section
of JEFF-3.3 differs by 1.5 standard uncertainty from the one
in the 2018 standards evaluation.
239Pu unresolved resonance range The URR for n +239 Pu
in JEFF-3.3 covers incident neutron energies from 4 to 30
keV. The n + 239Pu average cross sections in the URR were
adapted to match the new analysis in the resolved resonance
range and in the fast range (Sect. 2.1.4). To generate fluctu-
ations necessary for self-shielding calculations the average
resonance parameters for n + 239Pu in JEFF-3.3 are those of
JEFF-3.1.1 [3].
The average total cross sections and those for neutron
induced fission and capture in JEFF-3.3 and JEFF-3.1.1 are
compared in Fig. 7. Also shown are the ENDF/B-VIII.0 and
JENDL-4.0u evaluations and for the fission cross section the
result from the IAEA standards evaluation. JEFF-3.3 differs
from the standards evaluation by a small amount (few %)
that is well within the fluctuations in this region, as partly
evidenced by the ENDF/B-VIII.0 result. JENDL-4u shows
similar differences.
The average fission cross section in JEFF-3.3 and the one
recommended in IAEA 2009 and 2018 standard [27,40] are
listed in Table 8 for the range below 4 keV (resolved range).
The differences vary between less than 1 and up to 8 stan-
dard uncertainties. Deviations greater than two standard devi-
ations occur for the energy groups of 300–400, 600–700,
700–800, 800–900 and 1000–4000 eV.
2.1.4 Major actinides beyond a few keV
For incident neutron energies above the URR, that is, beyond
a few tens or hundreds of keV, the evaluation for the neutron
transport library of the major actinides is performed within
































































Fig. 7 Unresolved resonance range cross sections for 239Pu total (a),
fission (b) and capture (c), with comparisons between JEFF-3.3, JEFF-
3.1.1, ENDF/B-VIII.0, JENDL-4.0u and the IAEA 2018 Standards Ref-
erence Cross Section
Results of this evaluation are also used as input for the eval-
uation process in the URR.
For modeling nuclear reaction cross sections and light par-
ticle emission in the continuum region, the “Full Model”
approach is used, as described in detail in [68,69]. This
approach [69] relies on the use of the TALYS code [43] in
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Table 8 239Pu average fission cross section from the SAMMY reso-
nance fit for JEFF-3.3. The energy-range for the fit is given in column
En. The standard evaluations are from Refs. [27,40]
En (eV) Standard JEFF-3.3(b)
2009 (b) 2018 (b)
100–200 18.74(11) 18.71(9) 18.55
200–300 18.00(12) 17.86(9) 17.83
300–400 8.56(6) 8.56(5) 8.31
400–500 9.59(6) 9.57(5) 9.56
500–600 15.57(10) 15.49(8) 15.50
600–700 4.53(3) 4.52(3) 4.29
700–800 5.68(4) 5.65(3) 5.51
800–900 5.04(3) 5.04(3) 4.86
900–1000 8.39(6) 8.39(5) 8.50
1000–4000 4.51(3) 4.52(3) 4.37
which the main nuclear reaction models, the optical model for
direct interaction mechanisms, the statistical model for com-
pound nucleus decay and pre-equilibrium models are imple-
mented in combination with nuclear structure models and
databases. An important source of parameters for TALYS is
the IAEA Reference Input Parameter Library (RIPL) [70].
For prompt fission neutron multiplicities and spectra, a mod-
ified version of the Madland–Nix model [71] is employed
(Sect. 2.1.5).
The optical model is of major importance for the evalu-
ation in the continuum region. It provides the total, elastic
and reaction cross sections, as well as transmission coef-
ficients. Together with nuclear level densities, transmission
coefficients are the main ingredients of the statistical Hauser–
Feshbach model. They distribute the compound nucleus for-
mation cross section into the different open channels at a
given neutron incident energy. In the current approach an
actinides-specific optical model has been adjusted both for
proton and neutron induced reactions using all available
experimental data. Since actinides are deformed targets, the
coupled channel approach was used, selecting a large enough
number of coupled levels to saturate coupling. This saturation
is defined by the convergence of the reaction cross section.
In practice, levels of the ground state band and of vibrational
quadrupole and octupole rotational bands have been coupled.
A total of 7, 19 and 9 levels have been coupled for 235U,
238U and 239Pu respectively. As can be observed in Fig. 8,
total cross sections have slightly changed from JEFF-3.1.2
to JEFF-3.3, in particular for 235U and 239Pu. The difference
between JEFF-3.2 and JEFF-3.3 for 238U is almost negligi-
ble.
We note that for the present evaluation the effect of the
Engelbrecht–Weidenmüller transformation on the width fluc-
tuation factor in the case of coupled channels calculations
was not taken into account. This well-known effect was clar-
ified recently by Kawano et al. [73], but is not widely used,
yet. For instance, it leads to an increase of the inelastic scat-
tering cross section by several percent. This may lead to some
of the differences between evaluations (see total and inelastic
cross sections in Figs. 8 and 9), although these use different
optical potentials that already imply differences.
Once optical models are fixed, fission barrier heights and
widths, nuclear level densities and gamma ray strength func-
tions were adjusted by simultaneously fitting all available
experimental data. The most important data are the total
inelastic cross section, the capture cross section and the fis-
sion cross section. Evaluated total cross sections and cross
sections for some reaction channels that play a key role
in neutron transport simulations, i.e. (n,f), (n,γ ), (n,n’), are
compared with experimental data in Figs. 8 and 9.
An important feature of the “Full model” approach is the
coherent analysis of all available data for a given nuclide. This
means, for instance, that the set of parameters used to describe
photo-fission of 238U is also used for the second chance fis-
sion of neutron induced fission of 238U since, in both cases,
the same compound nucleus is involved. The price to pay is a
more tedious parameter adjustment. The added value of this
larger number of constraints is a much better consistency,
ensuring a better confidence in model calculations.
The calculated fission cross sections were substituted by
those taken from the 2009 IAEA neutron standards project
[27]. This choice can be observed in Fig. 8, which illus-
trates that below a few tens of keV, the evaluation shows
sharp oscillations which can hardly be described by a pure
model calculation. A comparison between different evalua-
tion libraries reveals that the JEFF-3.3 evaluation is globally
closer to the ENDF/B-VIII.0 than the JENDL-4.0 evaluation.
Often microscopic experimental data do not provide
enough constraints to obtain satisfactory evaluations from
the user point of view. This can be compensated by includ-
ing results of integral experiments in the evaluation pro-
cess, as long as the original differential constraints are also
respected, as illustrated by the data in Figs. 10 and 11.
Figure 10 shows the fission cross section σ f and aver-
age total number of prompt fission neutrons ν̄p as a func-
tion of incident neutron energy. Experimental data are com-
pared with the values recommended in JEFF-3.3 together
with a reduction of 0.15% in the recommended σ f and an
increase of 1% in the recommended ν̄p. Figure 10 shows
that such changes produce recommended data that are within
uncertainties in agreement with experimental microscopic
data. Combining the variations in σ f and ν̄p simultane-
ously provides results (blue dots in Fig. 11) that are again
very close to those obtained with the JEFF-3.3 evalua-
tion (red dots in Fig. 11). This confirms the study per-
formed in Ref. [74], where strong correlations between the
fission cross sections, prompt neutron multiplicities and
prompt fission neutron spectra are created when results
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Fig. 8 Comparison between experimental data and the last 3 versions of the JEFF library for 235U (top), 238U (middle) and 239Pu (bottom) total
(left) and fission (right) cross sections as function of the incident neutron energy
of integral benchmarks are used in the adjustment pro-
cess.
In the current evaluation, it is important to mention that
the use of standard fission cross sections has removed the
possibility of adjusting the fission cross section. Therefore,
the average prompt fission neutron multiplicity was adjusted
to account for integral benchmark data. The adjustement
involved an iterative procedure to achieve an overall good
agreement with various benchmarks sensitive both to low
and high energy multiplicities. Depending on the results
obtained with respect to the selected benchmarks, a small
re-normalisation was applied to the prompt neutron multi-
plicities with typical changes of the order of a few tenths of a
percent. The delayed neutron multiplicity was of course not
modified. This small adjustment is clearly not the same for
each incident neutron energy since each benchmark has its
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Fig. 9 Comparison between experimental data and the last three versions of the JEFF library (left) and with other evaluations (right) for the 235U
capture cross section (top), 238U capture (middle) and 238U inelastic (bottom) cross sections as function of the incident neutron energy
own neutron spectrum sensitivity, but the final multiplicity
remains compatible with the experimental uncertainties as
shown in Fig. 10.
2.1.5 Prompt fission neutrons
Actinide evaluations require mean prompt fission neutron
multiplicities ν̄p and prompt fission neutron spectra χν
(PFNS). While the most satisfactory approach would con-
sist in computing these spectra from each fission fragment
decay, we adopted a more pragmatic and simple approach,
the so-called “Los Alamos” or “Madland–Nix” model, which
is extensively described in [71,78]. With this model, the
PFNS are calculated from the decay of two average frag-
ments, a light and heavy one and ν̄ is then deduced from
an energy average involving the mean neutron energy of the
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Fig. 10 239Pu fission cross section (top) and prompt neutron multiplicit
ν̄ (bottom) as function of the incident neutron energy. The red curves
correspond to the JEFF-3.3 evaluation and the blue curves to a reduction
of 0.15% for the fission cross section (top) and an increase of 1% of ν̄
(bottom) of the JEFF-3.3 evaluation
modelled PFNS. The model parameters are those extracted
from the systematics of Tudora [79] with a slight modifica-
tion for some of them, in order to have a better agreement with
experimental data. With increasing incident neutron energy,
multiple fission channels open up and partial fission cross
sections corresponding to each fission channel must also be
accounted for to produce the final PFNS and ν̄. The latter
are taken from the modeling of the continuum cross sections
mentioned above. Moreover, whereas in the original work of
Madland and Nix, the evaporation spectrum due to neutron
emission prior to fission was obtained from a Weisskopf spec-


































































































































Fig. 11 Neutron multiplication factors (vertical) of ICSBEP Pu fast
metallic critical assemblies [23]. Comparisons between experiments
and simulations performed using MCNP5 [72] with several choices for
the 239Pu evaluations. The red dots correspond to the results obtained
with the JEFF-3.3 library. The green dots are obtained increasing by
1% the ν̄ of 239Pu in the JEFF-3.3 library. The pink dots are obtained
decreasing by 0.15% the 239Pu fission cross section in the JEFF-3.3
library. The blue dots are obtained by simultaneously increasing ν̄ by
1% and decreasing by 0.15% the fission cross section in the 239Pu
evaluation of the JEFF-3.3 library
from the aforementioned continuum cross section modeling,
as done by Maslov [80].
As one of the difficulties is to account for the strong fission
neutron energy dependence of the PFNS, an approach relying
only on experimental data is not possible and was therefor
not adopted JEFF-3.3. This is illustrated by the ratio of the
experimental data to a reference Maxwellian. In Fig. 12, the
ratio of the PFNS to a Maxwellian is shown for four differ-
ent incident neutron energies inducing fission on 235U. By
default, in the Los Alamos model, the light and heavy frag-
ment spectra (pink and blue curve) are averaged to produce
the total PFNS. As can be observed, the shape of the calcu-
lated curve is rather different from the experimental one. The
calculated spectrum is too hard and disagrees with the exper-
iments below 500 keV and above 1.5 MeV. A simple way to
get softer prompt fission neutron spectra is to assign a differ-
ent weight to the light and heavy fragments spectra. This has
been done for 239Pu(n,f) and 235U(n,f) in order to improve
the agreement with experimental data. These predictions are
shown in Fig. 12. More precisely, for the first chance fission
of n + 235U and n + 239Pu we weighted the light spectrum
with a 0.7 factor and the heavy spectrum with a factor of 1.3.
For second and higher chance fission, the weights are set to
0.75 and 1.25, respectively. Even if clear differences remain,
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the agreement with the data is much better than expected
when one sees the two component spectra of the light and
heavy fragments.
Using the aforementioned weighting factors, the mean
prompt fission neutron energy can be computed as a function
of the energy of the neutron inducing fission. The resulting
predictions are compared in Fig. 13 with experimental data
and with other libraries. It can be noticed that, for 235U and
239Pu neutron induced fission, the mean prompt fission neu-
tron energies are reduced compared to JEFF-3.2 and JEFF-
3.3. For 239Pu(n,f), differences between libraries are larger
than the differences for 235U(n,f) and 238U(n,f). However,
these differences are small compared to the scatter and uncer-
tainty of the experimental data (Fig. 14) so that all recom-
mended values for ν̄p are consistent with the experimental
microscopic data.
At the time the JEFF-3.3 prompt fission neutron spectra
and nu-bar evaluations were completed, the results of a new
campaign at the Los Alamos Chi–Nu setup carried out for
239Pu were not yet available. The preliminary results obtained
by a collaboration led by CEA show that the n + 239Pu are in
similarly good agreement with the JEFF-3.3 evaluation. Tests
were also made for the fast criticals of the Mosteller suite
replacing the JEFF-3.3 PFNS with that of this experimental
campaign above 1 MeV incident neutron energy. The result-
ing effective multiplication factor was in similar agreement
with the benchmarks as the JEFF-3.3 evaluation. As these
results are preliminary, details will be published elsewhere.
A second campaign at Chi–Nu by the same collaboration is
planned for n + 235U.
2.1.6 241Am in the resonance range
For n+241Am the JEFF-3.2 library with some minor changes
was adopted in JEFF-3.3. The RRR covers an energy region
between 0 to 150 eV and the URR a region from 150 eV
to 40 keV. For energies above 40 keV the evaluation pro-
duced for JEFF-3.2 was maintained applying the principles
described in Sect. 2.1.4. This resulted in an excellent descrip-
tion of the 241Am(n,2n) cross section [81].
The re-evaluation of the resolved and unresolved res-
onance ranges was triggered by an overestimation of the
keff values for MOX fuels identified with Monte-Carlo
(TRIPOLI-4® [53]) and deterministic (APOLLO2 [82]) cal-
culations based on JEFF-3.1.1. The overestimation becomes
sizeable with plutonium ageing, reaching a reactivity change
of Δρ  +700 pcm for integral measurements carried out
with MOX fuel containing a large amount of americium (see
also below).
The evaluation in the resolved and unresolved resonance
ranges for n+ 241Am is the result of a collaboration between
JRC-Geel and CEA Cadarache. A detailed explanation of
the evaluation work and the benchmark results can be found
in Refs. [83,84]. Resonance parameters for n + 241Am were
derived by adjusting them in a least squares fit to experimental
data that are reported in the EXFOR library together with the
transmission and capture data obtained by Lampoudis et al.
[85] at the GELINA facility. From a simultaneous analysis
of the data sets, listed in Table 9, energies and partial widths
of 211 resonances (l = 0) up to 150 eV were determined.
The REFIT code [59] was used for the analysis.
In the analysis, the transmission data of Lampoudis et
al. [85] were considered as a reference. They were obtained
from measurements at a 26.45 m station of GELINA with a
homogeneous sample prepared by the sol-gel method. The
sample, with an areal density of n = 2.068(10) × 10−4 at/b,
was especially designed to derive accurate parameters for the
strong s-wave resonances at 0.306, 0.574 and 1.270 eV.
The transmission data of Derrien and Lucas [88] were
obtained from measurements at 17.9 m and 53.4 m stations
using three AmO2 powder samples with different areal den-
sity, i.e. 0.18, 0.63 and 1.87 g/cm2. The results of the three
data sets were merged into one single experimental total cross
section from 0.8 eV to 1 keV so that the individual trans-
mission factors are not reported in EXFOR. As noted in Ref.
[62], parameters of strong resonances derived from measure-
ments with powder samples will be biased, unless their par-
ticle size distributions are taken into account in the analysis.
Unfortunately, not enough detail is provided to account for
the particle size distribution by the procedure that has been
implemented in REFIT [90,91]. To reduce bias effects due
to the sample properties an average areal density was deter-
mined from a fit to the data. In addition, transmission data
involving the strong resonances with energies below 8 eV
were not included in the fit.
Since the neutron widths for most of the low energy res-
onances are much smaller than their radiation widths, the
neutron widths derived from the transmission data of Lam-
poudis et al. were used to normalize the capture yields of
Refs. [85–87]. The capture data of Lampoudis et al. [85] were
obtained from experiments with a detection system consist-
ing of two C6D6 detectors using the same sample as the one
used for the transmission measurements. The energy depen-
dence of the neutron fluence was derived in parallel from
measurements with a detector placed one meter before the
sample. The detector consisted of two ionisation chambers
with a common cathode loaded with two layers of 10B. Fixed
background filters were used to reduce bias effects due to the
background corrections. Given the low amount of 241Am in
the sample the impact of the neutron flux attenuation in the
sample was negligible and no correction due to the attenua-
tion of the neutron beam was required.
Van Praet et al. [87] derived a capture yield from measure-
ments with C6D6 detectors at a 8.6 m station of GELINA.
The energy distribution of the neutron fluence was mea-
sured with a B4C disc at the place of the capture sample.
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Fig. 12 PFNS for n + 235U as function of the energy of the outgoing
neutron for 4 incident neutron energies (from 0.025eV up to 14.7 MeV).
The pink (blue) curve shows the neutron spectrum of the light (heavy)
fragment and the red curve shows the total PFNS. The data for 0.025
eV are from Ref. [75], those for 530 keV from Ref. [76] and those for
2.9 and 14.7 MeV from Ref. [77]. The two leftmost columns show the
total PFNS according to the Madland–Nix weighting of the light and
heavy fragment spectra, while the rightmost columns display the PFNS
with the weights of the JEFF-3.3 evaluation
Although a relatively thick metallic 241Am sample (areal
density of 1.063 × 10−3 at/b) was used, no special proce-
dure was applied to correct for the neutron attenuation and
related gamma-ray transport in the sample.
The capture yield of Jandel et al. [86] resulted from mea-
surements at LANSCE with a 4π total absorption detector
placed at 20.2 m from the neutron producing target. A thin
241Am sample, prepared by electroplating was used.
Figure 15 shows the result of an adjustment with REFIT.
The theoretical and experimental capture yield and transmis-
sion obtained at the JRC-Geel facility are compared. Com-
pared to JEFF-3.1.1 the new evaluation results in an increase
of the capture cross section at thermal energy and the capture
resonance integral by 15% and 20%, respectively, while the
fission resonance integral is decreased by 14% (Table 10).
The average resonance parameters of interest for a partial
wave breakdown of the neutron cross sections in the reso-
nance region are the mean level spacing, the neutron strength
function and the average radiation and fission widths. Param-
eters for s-wave levels were determined from a statistical
analysis of the resolved resonance parameters. For higher val-
ues of angular momentum 
 > 0, average resonance param-
eters are obtained from systematics and by means of optical
and statistical model calculations.
For 14 resonances, both the neutron and radiation width
were determined. From these data an average radiation width
was derived (Table 10).
This average value is in good agreement with the average
value reported by Derrien and Lucas [88] and Lampoudis et
al. [85]. The ESTIMA method [52] was used to determine
simultaneously the most probable neutron strength function
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Chatillon et al. (2014)
Fig. 13 Mean prompt fission neutron energy as a function of the energy
of the neutron inducing fission for n+235U (left), n+238U (middle) and
n + 239Pu (right). Comparisons are made with experimental data, with
JEFF-3.2 (top) and other libraries (bottom). For n+ 238U and n+ 239Pu
the mean energy is calculated over the range of prompt fission neutron
energies measured by the mentioned experiment (The values in brackets
following the label Ē)
S0 and mean level spacing D0 for s-wave levels from the
properties of the cumulative Porter–Thomas distribution of
reduced neutron widths [92]. Such a procedure also accounts
for the number of missing levels. In the present analysis, we
obtain for the neutron width
〈Γ 0n J 〉 = 6.03(70) × 10−5 eV.
The neutron strength function S0 is derived from the ratio of
the reduced neutron width 〈Γ 0n J 〉 to the mean level spacing
D0. The uncertainty of S0 is obtained from the quadratic sum
of the variances of D0 and 〈Γ 0n J 〉 (Table 10).
ECIS calculations were performed on the basis of the
rigid rotor model using the optical model established by
Soukhovitskii [95] and 241Am file of the JENDL neutron
library. As proposed in Ref. [96], five ground-state rotational
band levels (5/2−, 7/2−, 9/2−, 11/2− and 13/2−) were
included in the coupled-channel calculations. The deforma-
tion parameter β2 was slightly optimised to improve the
agreement with the S0 value established with the ESTIMA
method. Uncertainties and correlation matrix for the opti-
cal model parameters of interest for this work (geometrical
parameters, depth of the potentials and deformation parame-
ters) were determined by propagating the uncertainties of the
experimental total cross section of Philips and Howe [93] and
the s-wave neutron strength function provided by ESTIMA,
using the conventional uncertainty propagation applied in
least squares adjustments. In Fig. 16, the total cross section
calculated with ECIS is compared with the EXFOR data.
In the unresolved resonance range, the 241Am(n, γ ) reac-
tion was calculated with the TALYS code [43], in which the
partial cross sections are calculated by means of the Hauser–
Feshbach formula with width fluctuation correction factor
using Moldauer’s prescription. The 241Am capture cross sec-
tion calculated with the TALYS code by using the mean
level spacing D0 = 0.6 eV and the average radiation width
〈Γγ0〉 = 43.3 meV is compared in Fig. 16 with data available
in the EXFOR data base. The option within TALYS to run
unresolved resonance calculation was then used to automati-
cally generate the average resonance parameters in ENDF-6
format.
To account for the uncertainties of systematic effects the
Monte Carlo procedure proposed by De Saint Jean [97] was
applied. This procedure was used to propagate the uncer-
tainties of the equivalent distance (ΔL = 1 cm), time offset
(Δt0 = 1 ns), sample temperature (ΔT = 5 K), the nor-
malizaton factors and areal densities. The resulting relative
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Fig. 14 Prompt neutron multiplicity ν̄p as a function of the energy of the neutron inducing fission for n + 235U (left), n + 238U (middle) and
n + 239Pu (right). Comparisons are made with experimental data and with JEFF-3.2 (top) and other libraries (bottom)
Table 9 List of capture, fission and transmission data used in the eval-
uation for n + 241Am in the resolved resonance range
Author Year References Facility Data type
Jandel 2008 [86] DANCE Capture yield
Van Praet 1986 [87] GELINA Capture yield
Lampoudis 2013 [85] GELINA Capture yield
Transmission
Derrien 1975 [88] Saclay Transmission
LINAC Fission
Dabbs 1983 [89] ORELA Fission
uncertainties and correlations on the capture cross section
calculated over a broad energy mesh (15 groups) are shown
in Fig. 17.
To understand the impact of the new evaluation, the above
mentioned integral experiments performed at the zero power
reactor EOLE in Cadarache were revisited. Material buck-
ling B2m was analysed with APOLLO2 and keff measurements
with TRIPOLI-4® (Fig. 17). As the JEFF-3.2 and JEFF-3.3
evaluations for n + 241Am are the same the conclusions are
valid for both (see also Sect. 3.1.6). The results are shown
as a function of plutonium ageing from MH1.2 (no ageing)
to MISTRAL-2, -3 and -4 (20 years old Pu for MISTRAL-
4). The observed trend confirms the increasing discrepan-
cies with Pu ageing between calculation and experiment. The
worst result reaches a maximum close to Δρ ≈ +800 pcm
for the reference configuration of the MISTRAL-4 program
carried out in 1999. The Japanese code MVP confirms the keff
estimates. The increase of the 241Am(n, γ ) cross section in
the new evaluation (+20% compared to JEFF-3.1.1 and the
Atlas and 9% compared to ENDF/B-VIII and JENDL-4, see
Table 10) improves significantly the reactivity calculations
of the MOX configurations over a wide range of moderation
ratios. The mean value 〈Δρ〉 calculated over the five reference
configurations of the FUBILA, MH1.2 and MISTRAL-2-3-4
programs is now:
〈Δρ〉 = 50(180) pcm.
Resonance parameter uncertainties of 241Am were propa-
gated to keff [98] and contribute 131 pcm for MISTRAL-2
and 143 pcm for MISTRAL-3, a considerable fraction of the
total uncertainty.
2.1.7 Curium
Neutron cross sections for curium isotopes, i.e. 240−250Cm,
were evaluated at KAERI. A more detailed description of this
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Fig. 15 Comparison of the REFIT curves with experimental capture
yield and transmission measured at the JRC-Geel facility for 241Am up
to 3 eV
Table 10 241Am thermal capture cross section, capture (fission) res-
onance integral and average parameters of JEFF-3.3 compared to
ENDF/B-VIII, JENDL-4 and Atlas values
JEFF-3.3 ENDF/B-VIII.0 JENDL-4 Atlas
σγ (b) 748(35) 684 684 587
Iγ (b) 1826(55) 1590 1588 1425
I f (b) 15.2(5) 15.9 15.0 14.4
〈Γγ0 〉 (meV) 43.3(11) 45.0
104 S0 1.01(12) 1.0 0.9
D0 (eV) 0.60(10) 0.55
evaluation is given in Refs. [99,100]. The upper boundaries of
the RRR and URR, together with the half-lifes and the exper-
imental data that are available in the EXFOR data library,
are listed in Table 11. The data in the resonance region were
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TALYS
Fig. 16 Top: 241Am total cross section calculated with the ECIS code
and compared with EXFOR data [88,93]. Bottom: Comparison of the
theoretical 241Am capture cross section (TALYS) with data retrieved
from the EXFOR data base [86,87,94] multiplied by the square root of
the incident neutron energy



























Fig. 17 Top: relative uncertainties and correlation matrix for the
241Am(n, γ ) reaction up to 150 eV. Bottom: integral trends obtained
with the JEFF-3.1.1, JENDL-3.2 and JEFF-3.2 libraries for material
buckling B2m (APOLLO2 calculations) and critical keff measurements
(TRIPOLI-4® and MVP calculations)
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Table 11 Experimental data for 240−250Cm reported in the EXFOR
library, together with the half-lives (T1/2) and upper energy boundary
of the resolved (RRR) and unresolved resonance region (URR). Only
fission data (f) are available for 242−248Cm. The half-lives are from the
JEFF-3.3 radioactive decay data file (Sect. 2.8). 1 a(nnus) is 365.242198
d [4]
Isotopes Data T1/2 RRR (eV) URR (keV)
240Cm – 27 (1) d – –
241Cm – 32.8 (2) d – –
242Cm f 162.93 (7) d 275 100
243Cm f 28.9 (4) a 100 40
244Cm f 18.0 (1) a 1000 100
245Cm f 8250 (70) a 100 40
246Cm f 4730 (150) a 400 140
247Cm f 1.60(5) × 107 a 60 40
248Cm f 3.40(4) × 105 a 1500 200
249Cm – 64.15 (3) m – –
250Cm – 8(4) × 103 a 150 200
the resonance region, evaluated cross section and covari-
ance data were derived from model calculations using the
EMPIRE code [102]. Table 11 reveals that experimental data
that can be used to adjust the model parameters and to validate
the results are rather scarce. In addtion, for 240,241,249Cm,
which have a very short half-life, no resolved or average
resonance parameters are available. For these isotopes only
averaged cross sections derived by the EMPIRE code are
given. The lower energy boundaries for these cross sections
are at 3.0 eV, 1.1 eV and 3.1 eV for 240Cm, 241Cm and 249Cm,
respectively. Given the limited number of experimental data
a procedure similar to the one applied for Nd-isotopes was
followed [103]. This procedure relies on model parameters,
such as the parameters of the optical model potential and
the asymptotic value of the level density parameter, that vary
smoothly as a function of mass number.
The EMPIRE code calculates cross sections for all rel-
evant reaction channels, angular distributions, exclusive
and inclusive particle- and γ -ray emission spectra, double-
differential cross sections, and spectra of recoils. Nuclear
reaction models in the Empire code can be classified into
three major classes: (i) optical model and direct reactions
(Coupled-channels (CC) and Distorted-wave Born approx-
imation (DWBA)), (ii) preequilibrium emission, and (iii)
Hauser–Feshbach statistical decay. An isospin-dependent
coupled-channel optical model potential containing a disper-
sive term (DCCOMP) as suggested by Capote et al. [104] was
used. The model parameters were taken from the RIPL-2 data
base [70]. The Empire-specific level density formulas were
employed and their parameters adjusted by a fit to known
nuclear discrete levels and available experimental data. The
gamma strength function proposed by Plujko et al. [105] was
Fig. 18 Top: total, elastic, inelastic, fission and capture cross sections
for 244Cm compared to the Gianotti model calculations [106] and the
measurements [107–112]. Bottom: fission and capture cross sections for
244Cm compared to the JENDL-4.0 and ENDF/B-VII.1 evaluations, the
Gianotti model calculations [106] and the measurements [107–112]
used. Fission cross sections were derived in the WKB approx-
imation supposing a double-humped fission barrier with free
parameters that were adjusted to experimental cross section
data [99]. Results of the evaluation are illustrated in Figs. 18
and 19. Figure 18 compares the evaluated and experimen-
tal total cross section for 244Cm together with those for the
capture reaction and elasitic and inelasting scattering. A com-
parison of the evaluated fission cross section for 244Cm with
experimental data reported in the EXFOR library is shown
in Fig. 18. The results for the other isotopes are shown in
Fig. 19. The total cross section and the cross section for elas-
tic scattering are compared with an evaluation reported by
Fernandez Gianotti [106]. Figure 19 also compares the fis-
sion cross sections reported in this work with the results of
experiments of Refs. [107–112].
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Fig. 19 Total, elastic, and fission cross sections for all Cm isotopes
[106–112]
Fig. 20 The correlation of total and fission cross sections for 244Cm
and the uncertainties compared to the measurements [106–119]
Covariance data were generated by the Kalman code
implemented in the EMPIRE system supposing a 10% uncer-
tainty on the model parameters. These uncertainties were
complemented in a Bayesian updating procedure with the
experimental fission cross section data listed in Table 11.
Table 12 Some actinide evaluations in JEFF-3.3 adopted from other
evaluations
Nuclide Origin
232Th IAEA Th/U CRP [120]









Figure 20 shows the resulting uncertainties for total and fis-
sion cross sections together with their correlation matrix.
2.1.8 Other actinides
In the previous sections the three major actinides 235,238U and
239Pu and the minor actinides 241Am and 240−250Cm were
presented. Evidently, this does not cover all actinide nuclear
data of importance. For instance, the thorium-uranium fuel
cycle takes interest in 232Th, 233U and minor actinides such
as 231,233Pa and 232,234U. For use of MOX, high level waste
management, spent nuclear fuel transport, storage and fuel
disposal and in particular transmutation, data are needed for
237Np, 238,240−242,244Pu, 242m,243Am. For JEFF-3.3 these are
either taken from earlier JEFF releases or from other evalu-
ations. Table 12 shows the primary source of the evaluations
and the references providing further details.
2.1.9 Delayed neutrons
Delayed neutrons (DN) are of great importance for a safe
reactor operation. The uncertainty of DN production due to
the quality of nuclear data resulted in a strong conservatism
in the design and operation of reactor control systems. An
international effort has been made by the NEA/WPEC Sub-
group 6 to improve the nuclear data that is required to predict
the DN production. This resulted in the recommendations
for the major actinides that are specified in the Subgroup 6
report [123]. These recommendations, which are based on an
8-group structure with a fixed set of half-lifes, were already
adopted in JEFF-3.1.1 and are restored in the official release
of JEFF-3.3.
It is a common procedure to sort the approximately 300
delayed-neutron precursors into groups (typically 6 or 8) and
to represent their aggregate behavior through group parame-
ters [124]. The most important application of the group con-
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Fig. 21 Evolution of the JEFF library with respect to DN data
stants is the estimation of the reactivity (ρ) from the measure-
ment of the reactor period (T ), through the Inhour equation in
which the average delayed neutron precursor half-life (T1/2)
plays an important role [125].
The average precursor half-life can be computed by adding
up the individual contributions (second expression in Eq. 1)









j a j T1/2, j∑G
j a j
, (1)
where a j is the abundance of group j and T1/2, j its half-life
[124].
Delayed-neutron parameters can be found by either a
macroscopic approach, based on experiments carried out on
irradiated samples, or by a microscopic approach by inves-
tigating the properties (i.e. cumulative fission product yield,
half-life, neutron emission probability) of individual neutron
precursors. The data from the NEA/WPEC-6 report pub-
lished in 2002 [123] is based on an 8-group structure. The
abundances ai come from the expansion of a 6-groups data
set that Keepin obtained in 1957 through results of an inte-
gral measurement [126]. The uncertainties of the 8-group
abundances have been estimated to preserve the reactivity
uncertainty based on a 6-group estimation [125]. The main
feature of the new set is that the group decay-constants are
valid for any fissioning system at any incident neutron energy,
thus simplifying the modeling of multiple fissioning nuclides.
The data recommended by Subgroup 6 were extensively val-
idated for thermal and fast reactors (see Refs. [2,3])
The JEF-2.2 library, released in 1992, only contained
delayed-neutron data for the major nuclides, as shown in
Fig. 21. Reliable estimates of the βeff for fast reactor systems
or for end-of-cycle-conditions could not be made since DN
data for Am and Cm isotopes were missing. The time depen-
dence of the DN production was reproduced by the 6-group
parameters with a fitted set of decay constants (one set per
fissioning nuclide). The effect of the incident neutron energy
could not be represented.
The Subgroup 6 recommendations were adopted in JEFF-
3.1.1 for most of the U, Np, Pu, Am and Cm isotopes. The
data for minor isotopes were taken from other libraries. The
incredible effort of delayed neutron data compilation done by
the international community led to the marked improvement
reflected in JEFF-3.1.1, as seen in Fig. 21.
In JEFF-3.2, which was released in 2014, the neutron
transport sublibraries for 242−246,248Cm, 241Am, 232,233U
and 231Pa, including the DN data, were replaced by results
of other evaluations. Since no new experimental data was
produced or became available after the work of Subgroup 6
there was in principle no justification to replace the DN data.
In the process of developing JEFF-3.3, it was demonstrated
that for 235U the DN data taken from ENDF/B-VII.0 lead to
a wrong evaluation of the average DN precursor’s half-life
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[127]. In addition, IPEN and SPERT benchmarks both con-
cluded that JEFF-3.1.1 data provides the best C/E agreement
on the dynamic reactivity from the Inhour equation, due to
the better evaluation of the ai and λi data.
The United States library ENDF/B-VII.1, on the other
hand, is still relying on the 6-group ai and λi from the Brady
and England fit of the decay-curve computed by a summation
method [128].
All the considerations mentioned above motivated the
restoration of the 8-group data for 227,229,232Th, 231Pa,
232−235U, 237Np, 238,241Pu, 241,243Am, 242−246,248Cm and
249Cf. For nuclides without DN data in JEFF-3.1.1, i.e. 250Cf,
241Cm and 239−241U, data coming from other libraries were
adopted in JEFF-3.3. As the ENDF-6 format cannot handle
uncertainties on DN group constants, the information in the
Subgroup 6 report for 235,238U and 239,241Pu was summarised
in the header of their files.
2.2 Structural materials and coolants
An overview of the origin of evaluations for coolants, moder-
ators, structural and shielding materials is given in Table 13.
As indicated in the table, below we describe the evaluations
for JEFF-3.2 and JEFF-3.3.
2.2.1 Deuterium
In JEFF-3.2 a new evaluation for n+D reactions was intro-
duced [132]. The elastic and breakup cross sections are com-
puted by solving the three-body Faddeev equations with the
semi-realistic MTI-III [133] and the realistic INOY [134]
nucleon-nucleon potentials. The n-d reaction is considered
as a three particle problem for nucleons interacting via pair-
wise potentials. The solution has been obtained numerically
by means of standard methods used in few-body problems.
They are based on a spline expansion of the Faddeev ampli-
tudes which transform the set of partial differential equations
into a homogeneous linear system [135].
For JEFF-3.3 the evaluation modifies the JEFF-3.2 eval-
uation by correcting for masses and Q-values and adding
covariances for the total, elastic (n,2n) and (n,γ ) reactions.
The covariances were based on an analysis of the experimen-
tal data. Finally, decay data were added for tritium.
The cross sections calculated with the INOY potential
(JEFF-3.3) are compared to the existing experimental data
in Figs. 22, 23 and 24. Figure 22 shows the excellent agree-
ment with the very accurate low energy scattering cross
section. Similar agreement is obtained by ENDF/B-VIII.0
and JENDL-4u which is hidden by the other two evalu-
ations in the figure. The total cross section data are well
described by the three evaluations, as well. Slight differ-
ences are observed that are well within the experimental
uncerainties. Even if the three evaluations show some dis-




2H JEFF-3.2, this paper
6,7Li ENDF/B-VII.1 [121]
9Be JEFF-3.1, EFF-3.6 [2]




19F ENDF/B-VII, JEFF-3.1.2 [129]
23Na this paper
24,25,26Mg JENDL-3.3 [122]








54,57,58Fe JEFF-3.1 [2], JEFF-3.2
56Fe JEFF-3.2/1, EFF-3.1
59Co ENDF/B-VI.3 [131]












181Ta JEFF-3.2, this paper
180W TENDL-2015 [5]





206−208Pb JENDL-4, this paper
209Bi JENDL-4, this paper
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Fig. 22 Low energy cross section for n+D scattering. The weighted
average of the experimental data is 3.390(11) b in agreement with the
most accurate value obtained by Dilg et al. [136]. The remaining data
are from Rayburn et al. [137], Fermi and Marschall [138], Rainwater et
al. [139] and Hanstein [140]
tinct weak and different trends there is no conclusive answer
as to which is best. At low energy the behaviour of JEFF-3.3
and ENDF/B-VIII.0 are smooth whereas JENDL-4u shows
a stronger energy dependence. For the angular distributions
a comparison is only made with the data of Schwarz et
al. [151]. The comparison is similar to that of Ref. [132] but
here we include the calculation that led to JEFF-3.3 which
is based on the INOY potential. This calculation follows
very closely that of the AV-18 potential and shows overall
good agreement with the data that correspond to 20 neutron
energies between 2.5 and 30 MeV. A recent measurement
for n+d scattering by Pirovano et al. shows good agreement
with JEFF-3.2 (and therefore JEFF-3.3) for the backward–
forward scattering ratio for neutron energies between 0.2 and
2 MeV [152].
The multiplication factors keff of heavy water benchmarks
obtained by Monte Carlo simulations including this evalua-
tion can be found in [132]. Further comparisons may be found
below.
2.2.2 Sodium
The JEFF-3.1.1 [3] sodium evaluation shows large dis-
crepancies in the MeV range with the microscopic exper-
imental data that is available in EXFOR , even though it
behaves well in integral experiment benchmarking. Further-
more, cross section covariance matrices, which are of inter-
est for fast reactor applications in sensitivity and uncer-
tainty analysis, are not available. In the framework of the
ASTRID project (French sodium fast reactor), a new eval-
uation for sodium from 0 to 20 MeV [153] was carried out
using the CONRAD code [154]. The results are included
Fig. 23 Total cross section data for n+D scattering compared to JEFF-
3.3, ENDF/B-VIII.0 and JENDL-4u for 20 keV to 30 MeV (top), 20 keV
to 2 MeV (middle) and 2 MeV to 30 MeV (bottom). The data labels
refer to the following references: rpi73(b for filtered beam) [141,142],
lrl80 [143], rpi72 [144], wis71 [145], orl64 [146], lrl58-60 [147,148],
las01 [149], har65 [150]
in the JEFF-3.3 library. The file contains both re-evaluated
nuclear data and covariances and is divided in two energy
regions: the resolved resonance range and the continuum
part.
The resonance range, which had an upper limit of 350 keV
in previous versions, has been extended to 2 MeV. For the
continuum region, a simultaneous analysis of total, inelas-
tic, capture and charged particle cross section data was
performed with the ECIS [155] and TALYS [43] codes,
interfaced with CONRAD. An overall good agreement
between experimental and theoretical cross sections was
achieved. The covariance data were produced with a Monte
Carlo marginalisation procedure which consists in propa-
gating the uncertainties of the most important systematic
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Fig. 24 Differential scattering data by Schwarz et al. [151] compared
with model calculations using the AV-18 nucleon–nucleon potential (red
line) and the INOY potential (dashed green line – JEFF-3.3, [132])
effects to the uncertainties of the nuclear reaction model
parameters.
The resolved resonance range for sodium in JEFF-3.1.1
was described up to 350 keV using the Multilevel Breit-
Wigner approximation. With this R-Matrix approximation
in the ENDF-6 format, the upper energy value cannot exceed
the first inelastic threshold which is at 459.3 keV for 23Na.
To produce improved resolved resonance parameters for
JEFF-3.3, the high resolution experimental total cross sec-
tion data of Rahn [156] and Larson [157] and the inelastic
cross-section data of Rouki et al. [158] were used. These data
show large and detailed resonant structures up to 5 MeV. This
is the primary motivation to extend the resonance range up
to 2 MeV, just before the opening of the second inelastic
scattering channel. For a better representation of the elastic-
inelastic scattering interferences the Reich–Moore approx-
imation of the R-matrix formalism was used. An energy-
dependent effective scattering radius (Reff) was required in
order to obtain a good agreement with the experimental data
above 1 MeV. The energy dependence was derived from
results of optical model calculations.
For the resonance analysis the starting parameters were
mainly taken from the Atlas of Neutron Resonances [67]. The
neutron widths for resonances below 450 keV were adjusted
to the total cross section data of Rahn [156] and Larson [157].
Above this energy, the inelastic data of Rouki et al. [158],






















Larson Exp. Data (1976)
This Work
Fig. 25 Evaluated 23Na total cross-section (red) compared to Larson
experimental data (blue dots [157])























Rouki Exp. Data (2012)
This Work
Fig. 26 Evaluated 23Na inelastic cross-section (red) compared to
Rouki experimental data (blue dots [158])
obtained at the GELINA facility of the JRC Geel, were used
to derive the neutron elastic and inelastic scattering widths
and total angular momentum. The good agreement between
the results of the adjustment and experimental data is shown
in Figs. 25 and 26.
In the continuum region, i.e. for neutron energies larger
than 2 MeV, optical model and statistical model parameters
(level density, giant dipole resonance, pre-equilibrium…)
were derived with the ECIS [155] and TALYS [43] codes. We
used a spherical dispersive parameterisation derived from the
global optical model of Morillon and Romain [159] found in
the RIPL-3 database [70].
In this energy range, we use the data from Rouki et
al. [158] for the first six inelastic channels up to 3.5 MeV.
Above this energy, we derived our parameters set from the
Larson measurements and various experimental data avail-
able in EXFOR for the (n, γ ), (n, p), (n, α), (n, 2n) reac-
tions. The agreement with respect to Larson data is excel-
lent. Concerning the partial and total inelastic cross-sections,
an overall good agreement has been achieved with the data
obtained by Rouki et al.
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Experimental uncertainties, in particular a normalisation
uncertainty of 3% for the data of Larson and 6% for those of
Rouki et al. were propagated to the model parameters using a
Monte-Carlo marginalisation technique [97] for both energy
domains at the same time. This procedure creates correla-
tions between resonance and statistical parameters and also
between the resonance range and the continuum region.
2.2.3 Aluminum
The aluminum evaluation of ENDF/B-VI.8 was adopted in
JEFF-3.0. For JEFF-3.3, it was modified to include inelastic
scattering, in particular the emitted gamma rays (Sect. 2.4).
In addition, covariances were generated for the resonance
parameters and the cross sections using the TENDL method
[5].
2.2.4 Chromium
New evaluated data files were prepared for n + 50,52,53,54Cr
interactions for the JEFF-3.2 release [160]. With one modifi-
cation to the evaluation of n + 52Cr data these were adopted
for JEFF-3.3. The resonance range evaluations were per-
formed at Oak Ridge National Laboratory, USA. The data
were analysed using the SAMMY [19] resonance analysis
code. The experimental data that were included and the qual-
ity of the fit are comprehensively summarized in Ref. [161].
In the fast energy range the data for n + 52Cr were evaluated
up to 150 MeV using the GNASH code while the data for
n+50,53,54Cr were evaluated with TALYS-1.0 up to 200 MeV
using the geometry dependent hybrid pre-equilibrium model
[162]. Particular attention was paid to reproducing the avail-
able experimental data for the total cross section and the
(n,xn), (n,xp) and (n,xα) channels especially when these lead
to radioactive residual nuclei [160]. Figure 27 shows the eval-
uation compared with data for the 52C(n,2n) [163–172] and
52Cr(n,p) [164,169,170,172–176] reactions and for the pro-
duction of protons and alphas on natural chromium. The lat-
ter are important for the effect of gas production on material
damage.
For JEFF-3.3 this evaluation was modified to account for
a change of normalization of the data for neutron inelastic
scattering of Mihailescu et al. by 12.5% ([177,178], see also
Sects. 2.2.14, 2.2.15). The change implied replacing the data
for inelastic scattering to the first level up to 4.5 MeV, to
levels 2, 3, 4, 5 and 9 up to 4 MeV and to levels 6, 7 and 8
up to 3.9 MeV with the renormalized experimental data as
available in EXFOR [179]. The cross sections above these
energies were smoothly matched to the existing evaluated
cross sections at 20 MeV by a multiplicative factor depending
linearly on the energy (Fig. 27).
2.2.5 Iron
Recently, the CIELO project developed new evaluations for
the stable iron isotopes, that were adopted in the ENDF/B-
VIII.0 library [14,180]. The evaluations in JEFF-3.3 for
54,56,57,58Fe are unchanged from those in JEFF-3.2. The files
in JEFF-3.2 were modifications of those in JEFF-3.1. Besides
a few corrections, new capture gamma data were included
(Sect. 2.4). For 56Fe covariance data for the elastic, inelastic
and capture cross sections were obtained by an adjustment
to the PERLE experiment at the Eole zero power reactor
and the gas-benchmark at the Masurca zero power reactor.
These experiments were carried out in Cadarache, France,
and featured iron reflectors for a typical Generation-III PWR
configuration and a typical Generation-IV fast reactor (see
also Sect. 3.1.6). An iterative non-linear regression was per-
formed using the RDN code to arrive at the posterior covari-
ance matrix [181].
For 56Fe in JEFF-3.1 the original JEFF-3.0 (EFF-3.1) file
with an evaluation up to 20 MeV was extended up to 200
MeV using the TALYS code by Koning and Duijvestijn [1,
2,43]. The evaluations for 54,57,58Fe were newly introduced
by these authors in JEFF-3.1 and were left untouched, aside
from the inclusion of capture gamma-ray emission for JEFF-
3.2 (Sect. 2.4).
The decision to leave the iron files for JEFF-3.3 untouched
was due to the fact that these files are competitive in terms of
the description of available microscopic data, are perform-
ing well in criticality benchmarking and are better than the
CIELO files in shielding benchmarks (Sects. 3.1 and 3.3).
The choice has the unfortunate consequence that new insights
in inelastic scattering are not included in the evaluation [182–
186].
2.2.6 Nickel
From Table 13 it is clear that the stable isotopes for
nickel were taken from either TENDL-2015 (62,63Ni), from
ENDF/B-VII.1 (61,64Ni) or from EFF-3.1 (58,60Ni). For
JEFF-3.3 only the radioactive product data of the 58Ni(n,p)
channel were added. For the unstable nuclides, evaluations
were added for 56,57,59Ni. For 56,57Ni these were taken
wholesale from TENDL2015. For 59Ni a Talys based statis-
tical method was pioneered that is of interest to evaluations
for future libraries such as JEFF-4.
59Ni is interesting because of its non-threshold (n,α) and
(n,p) reactions. The isotope is unstable, but has a half-life
of 76,000 years and is produced in thermal neutron spec-
tra from neutron capture in 58Ni. For austenitic materials,
including a wide range of common stainless steels, nickel
may be sufficiently transmuted to reach as much as 3% of
the nickel content and 59Ni reactions have been shown to
contribute the vast majority of displacement damage in some
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Fig. 27 Left: The 52Cr(n,2n)51Cr and 52Cr(n,p)52V evaluations com-
pared with the experimental data. Middle: The production of protons
(left) and alphas (right) on natural chromium. Right: Examples of the
modifications to the neutron inelastic scattering channels of 52Cr from
JEFF-3.2 to JEFF-3.3. Left, inelastic scattering to the first excited level,
right, inelastic scattering to the second excited level. The data are labeled
by the first author of the reference
heavily thermalised environments [187]. Since nickel is one
of the constituents of many stainless steels, the (n,α) and
(n,p) reactions may also contribute a large fraction of the gas
production reactor components [187].
The previous JEFF evaluation [188] did not contain any
covariance data and only ranged up to 20 MeV. The new
evaluation work is focused towards covariances, and con-
tains, e.g., cross-channel correlations over the whole energy
range, up to 200 MeV. The evaluation contains several novel
features, e.g. a sampling of experimental errors merged with
the sampling of resonance and model parameters; sampling
from the latter two is similar to Total Monte Carlo [189]. A
summary of the evaluation is presented below and further
details are given in Ref. [190].
Since the thermal cross sections of 59Ni are judged to be
most important for applications, the evaluation is focused on
these. Also, most available experiments are for thermal cross
sections.
The publications (or, if not available, the EXFOR entries
[179]) of thermal cross section experiments are studied in
some detail, and the evaluators try to identify experimen-
tal uncertainty components which are not included in the
experimenters’ analyses. Seemingly missing uncertainties
are added using assumed default values, which are intended
to be somewhat conservative. Uncertainty components which
Table 14 Estimated expected values 〈σ 〉 and standard uncertainty u
in barns for the thermal cross sections of the current 59Ni evaluation,
compared to the values from Mughabghab [67] and the previous JEFF
evaluation. The uncertainties of the standard deviations are determined
using the method described in Ref. [191]
(n, α) (n, p) (n, γ ) (n, tot)
〈σ 〉 u 〈σ 〉 u 〈σ 〉 u 〈σ 〉 u
This work 12.7 0.7 1.5 .2 74 4 95 5
[67] 12.3 0.6 2.0 0.5 78 4 – –
JEFF-3.2 13.5 – 1.7 – 81 – 98 –
are in common for different experimental points are identi-
fied (even for different experiments, for example originating
from the use of the same target or monitor cross section).
After this analysis, the error components are sampled. In
this way, random realisations of the different experiments are
obtained. For each set of realisations, estimates for each of
the (n,α), (n,p), (n,γ ), and (n,tot) thermal cross sections are
obtained using generalized least squares. In this way, a sam-
ple from the full joint distribution of the thermal cross sec-
tions is obtained. Physical constraints (a non-negative (n,el)
cross section and the matching to other data) are included
by redrawing and thus discarding “unphysical” results. This
procedure impacts the distribution of the thermal cross sec-
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Fig. 28 The cross sections of (n,α)for the 59Ni JEFF-3.3 evaluation
(green with error bands) as functions of energy compared to JEFF-3.2
(blue, no error bands) and JENDL-4.0 (cyan no- error bands)
tions. The resulting mean values and uncertainties are pre-
sented and compared to the previous JEFF evaluation and the
Mughabghab Atlas of Neutron Resonances [67] in Table 14.
The values are generally different from, but compatible with,
both Mughabghab and JEF(F) 2.2–3.2.
The thermal cross sections are combined with resonance
parameters from experiment [192–194] and other data from
TALYS-1.8 [43] using the parameter distribution of TENDL
2015 [5]. Both these sets of data are also sampled. For each
realisation of data, the resonance parameters are matched
with the thermal cross sections by sampling bound res-
onances (E < 0) based on average level spacings and
widths from the corresponding TALYS run, and the reso-
nance widths of these bound resonances are adjusted such
that the thermal cross sections are reproduced. If the adjust-
ment fails, the combination of sampled thermal cross sections
and sampled resonance parameters is considered unphysical,
and both sets of data are redrawn, as can be motivated by
Bayes’ theorem. For further details see Ref. [190].
The procedure results in 300 sets of complete nuclear data,
which implicitly includes uncertainties of almost all the data.
Also, all subsets of the data are correlated, since the sampling
of bound resonances is based on TALYS results, and because
of the matching between resonance parameters and thermal
cross sections. For illustration, Figure 28 shows the (n,α)
cross sections for the 59Ni JEFF-3.3 evaluation compared to
JEFF-3.2 and JENDL-4.0. JEFF-3.2 is copied from previous
JEF(F) versions since JEF-2.2. ENDF/B-VIII.0 is also based
on this evaluation. More illustrations of the new JEFF-3.3
evaluation are found in Ref. [190].
The 300 sets of nuclear data are condensed into one sin-
gle ENDF file with covariances. Because of format limita-
tions, correlations between some subsets of data are lost,
e.g., between URR parameters and the cross sections. Higher
moments than covariances are also lost. The impact of cross
correlations can however be studied by the direct use of the
300 ENDF formatted files (the so-called random-files) which
also were produced.
Fig. 29 Left: evaluated 63Cu(n,2n)62Cu cross section. Right: evalu-
ated 65Cu(n,2n)64Cu cross section
Fig. 30 Left: evaluated 63Cu(n,p)63Ni cross section. Right: evaluated
65Cu(n,p)65Ni cross section
2.2.7 Copper
For the 63Cu and 65Cu isotopes the resonance region was set
from 10−5 eV to 300 keV. Resolved resonance parameters
for neutron interactions with 63Cu and 65Cu in the energy
region below 6 keV were taken from the work of Tsuchiya
et al. [195]. They result from a combination of the radia-
tion widths reported by Weigmann and Winter [196] and a
resonance shape analysis of transmission data obtained at
GELINA using REFIT [59]. To account for external contri-
butions the bound state parameters of JEFF-3.2 were adopted.
This contribution is not consistent with the one used in Ref.
[195]. This explains the inconsistencies observed in Ref.
[197] between experimental transmission data and the cal-
culated ones using the parameters in JEFF-3.3. The results
in Ref. [197] reveal also problems with the parameters rec-
ommended by Mughabghab [67], Sobes et al. [198] and
ENDF/B-VIII.0 [180].
The nuclear model simulations of the n + 63,65Cu reac-
tions were performed using the TALYS-1.8 code [43] for
neutron energies between 1 keV and 200 MeV [199]. In spite
of the general predictive power of TALYS, certain improve-
ments can be gained by inclusion of an extra model for pre-
equilibrium reactions, known as the Geometry Dependent
Hybrid model (GDH) [162]. With the GDH model added to
TALYS-1.8, the system provides more accurate results for
n+Cu reactions compared to the existing models within the
code. The nuclear level density was described with a back-
shifted Fermi-gas model [200].
All optical model calculations for neutrons and protons
were performed using TALYS built-in Optical Model Poten-
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Fig. 31 Left: evaluated 63Cu(n,n’) cross section for the first excited
level. Right: evaluated neutron emission spectra for n + natCu at 26
MeV
tials (OMPs). In the case of other charged particles, exter-
nal global OMPs were used for deuterons [201] and alphas
[202]. For tritons and helions, new OMPs were elaborated
using a large experimental database and available OMPs for
some target nuclides. The parameters of the global OMPs
for charged particles (except incident protons) were sepa-
rately prepared and used in TALYS calculations invoking
the cycling through the available options. For all OMPs, the
same incident energy range from keVs up to 200 MeV was
used to keep continuity and consistency of the evaluated data.
All changes arising in the evaluations due to the adjustment
procedure of the reaction cross sections are accounted for in
the elastic scattering cross section, keeping the total cross
section unchanged.
The procedure applied to these nuclear data evaluations is
based on an optimised fit to the experimental data [203]. The
nuclear model parameters were adjusted stepwise, resulting
in an optimal set that results in evaluated data that best fits
the experimental results. Shown in Fig. 29 are the newly
evaluated (n,2n) cross sections for 63,65Cu. The results for
63,65Cu(n,p) cross sections compared to the measured and
other evaluated data are presented in Fig. 30. Great attention
was paid to the evaluation of the inelastic scattering cross
sections for all excitated states of the 63,65Cu. The latest mea-
sured data of Takamiya et al. [204] cannot be reproduced by
any nuclear model simulations considered and they were not
used for the adjustment of the nuclear model parameters.
The results of the evaluation for 63Cu(n,n’) inelastic scat-
tering cross sections are given in the Fig. 31. The inclusion
of the new GDH option enabled significant improvements
in the calculated pre-equilibrium particle emission spectra
compared to the original TALYS-1.80 results (Fig. 31). The
JEFF-3.3 and JEFF-3.2 results are compared with ENDF/B-
VIII.0 [180], TENDL-2017 [5] and IRDFF-2 [205].
2.2.8 Zirconium
The evaluation n+Zr data was performed in the same way
as in the n+Cu case [199]. However, for zirconium the
n + 90,91,92,94,96Zr resonance data for the resolved and unre-
solved ranges were taken from the ENDF/B-VII.1 [121]. For
Fig. 32 Top left: evaluated total cross section for the n+90Zr. Top right:
the evaluated (n,n’) cross section for the 2nd excited level of the 91Zr.
Row 2 left: evaluated 90Zr(n,2n) cross section. Row 2 right: evaluated
96Zr(n,2n) cross section. Row 3 left: evaluated 92Zr(n,p) cross section.
Row 3 right: evaluated 94Zr(n,p) cross section. Row 4 left: neutron
emission spectrum for nat.Zr at 14 MeV. Row 4 right: neutron emission
spectrum for nat.Zr at 18 MeV. Comparisons are with experimental data,
JEFF-3.2, ENDF/B-VIII.0 and TENDL-2017 [5,180]
the fast range, the available experimental database was used
to apply a consistent procedure for the evaluation of the exclu-
sive reaction cross sections. Examples of evaluated cross sec-
tions compared with experimental data and other evaluations
are given in Fig. 32 for the evaluated total cross section of
n + 90Zr, where the resonance data are quite different in var-
ious libraries, for the evaluated neutron inelastic scattering
cross section (n,n’) for the 2nd excited state of 91Zr and for
evaluated exclusive (n,2n) and (n,p) cross sections are given.
The new evaluations account for the latest measured data and
show a good agreement with the available experimental data
below 20 MeV, as well as a significant improvement com-
pared with other evaluations. The neutron emission spectra
presented in Fig. 32 also demonstrate an improvement in the
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pre-equilibrium components due to the inclusion of the GDH
model. In the figure, the JEFF-3.3 and JEFF-3.2 results are
compared with ENDF/B-VIII.0 [180], TENDL-2017 [5] and
IRDFF-2 [205]. The JEFF-3.3 evaluation generally compares
well to its predecessor and these other evaluations.
For the ENDF-6 representation of the data, the following
structure of the data files was adopted: below 20 MeV the full
detailed information for all open reaction channels is given
and above 20 MeV total and elastic scattering cross sections
are provided alongside total particle emission spectra and
total cross sections for the production of the residual nuclides
with their recoil spectra.
2.2.9 Cadmium
An ENDF-6 compatible evaluation for neutron induced
reactions in the resonance region has been completed for
106,108,110,111,112,113,114,116Cd. The resonance parameters
were derived from an analysis of experimental data available
in the literature together with a parameter adjustment to trans-
mission and capture data obtained at the time-of-flight facility
GELINA. The REFIT code [59] was used for the resonance
shape analysis. A detailed description of the experimental
data and the analysis in the resolved resonance region was
reported by Volev et al. [206]. For neutron induced reactions
in the unresolved resonance region the JENDL-4.0 evalua-
tion for 111Cd and 113Cd was adopted. The evaluated files
have been processed with the latest updates of NJOY.99 to
test their format and application consistency as well as to
produce a continuous-energy data library in ACE format for
use in Monte Carlo codes. The ACE files have been utilised
to study the effect of the evaluated resonance parameters on
results of integral experiments. The production of the file
together with its validation is described by Sirakov et al.
[207].
2.2.10 Hafnium
Hafnium is a ductile metal which does not exist as a
free element in nature. The stable hafnium isotopes for
A = 174,176,177,178,179 and 180 are found combined in
zirconium compounds with a respective natural abundance
of 0.16%, 5.26%, 18.60%, 27.28%, 13.62% and 35.08%.
Hafnium is very corrosion resistant, has impressive mechan-
ical properties and shows good absorption for thermal and
epi-thermal neutrons. Due to these properties, it is commonly
selected in reactor engineering as a neutron absorbing mate-
rial in steel clad control rods to regulate the fission process.
In JEFF-3.3, hafnium evaluations are based on the TENDL
files produced in 2015 [5]. They were used as templates
for the six stable hafnium isotopes. The resolved resonance
parameters were replaced by those of Ref. [208]. The unre-






































































































































































Fig. 33 The solid line represents the natural hafnium capture cross
section calulated with the Reich–Moore formalism using the resonance
parameters compiled in the JEFF library. The dashed lines show the
contributions of the six hafnium isotopes
above the upper energy limit of the resolved resonance range
are from Ref. [209]. The covariance files for the neutron cross
sections are derived from the work reported in Ref. [210].
In contrast, the ENDF/B-VII.1 resonance region data is
taken from JEFF-3.1 for 174,176,178,180Hf and JENDL-3.3
for 177,179Hf, with some adjustments to bound levels, RRR
upper limits and URR average parameters. ENDF/B-VIII.0
[180] uses the ENDF/B-VII.1 resonance region data with
cross sections and energy spectra above the resonance region
produced by Kawano (LANL) using the CoH3 code in 2016.
The resolved resonance parameters established by Trbo-
vich from RPI data [211] were introduced in the JEFF-3.1
evaluations. They were replaced by the new parameters deter-
mined with time-of-flight data measured at the GELINA
facility of JRC-Geel [208]. The natural hafnium capture cross
section reconstructed with the parameters compiled in the
JEFF-3.3 (and JEFF-3.2) library is shown in Fig. 33. The
complex resonance structure is dominated by the 177Hf iso-
tope. The peak cross section values of the resonances at
1.1 eV and 2.4 eV reach respectively 5200 barns and 8800
barns (T = 300 K). For reactor applications, these two first
177Hf resonances represent the most important contribution
to the Hf reactivity worth. Near 7.8 eV, one can distinguish
the non-negligible contribution of the 178Hf isotope. Between
15 and 45 eV, the behavior of the natural Hf capture cross
section is characterized by several multiplets of 177Hf res-
onances overlapping resonant structures of the 179Hf(n, γ )
reaction.
In order to determine accurate resonance parameters, a
wide experimental program was carried out at the JRC-Geel
facility. Detailed explanations can be found in the PhD thesis
of Tim Ware [212]. Sixteen sets of capture data were collected
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Table 15 Upper energy limit of the resolved resonance range and num-
ber of resonances
Hf isotope Upper energy Nr. of resonances
JEFF-3.1.1 JEFF-3.3 JEFF-3.1.1 JEFF-3.3
174Hf 220 250 12 14
176Hf 700 3000 19 74
177Hf 250 1000 94 331
178Hf 1500 3000 23 55
179Hf 250 1000 50 219
180Hf 2500 3000 16 21
at different repetition rates (50 Hz, 800 Hz) and different
flight paths (12.89 m, 28.82 m, 58.586 m) with 4 natural
Hf samples (0.024 mm, 0.079 mm, 0.26 mm, 1 mm) and
additional samples enriched in 176Hf (65%), 177Hf (85.4%),
178Hf (92.4%) and 179Hf (72.1%). The transmission of a
thick natural Hf sample (16 mm) was also measured at the
49.34 m station. Resonance parameter were determined with
the REFIT code [59]. Previous capture and transmission data
were also included in the analysis such as those reported in
Refs. [211,213,214]. As shown in the Table 15, the upper
energy limits of the resolved resonance range and the number
of resonances were significantly increased.
The variances and covariances of the Hf resonance param-
eters were obtained with the CONRAD code [153]. A retroac-
tive analysis [215] was used in order to determine the res-
onance parameter covariance matrix without changing the
resonance parameters reported in Refs. [208,212]. System-
atic uncertainties related to experimental parameters (nor-
malisation, background, temperature ...) were propagated by
using a marginalisation procedure [97]. Uncertainties on the
thermal capture cross section and on the capture resonance
integral were used as constraints. For the thermal capture
cross sections and resonance integrals, we obtain:
σth(174) = 651 ± 110 (17%),
σth(174) = 651 ± 110 (17%),
σth(176) = 16.8 ± 2.0 (12%),
σth(177) = 371 ± 13 (3.5%),
σth(178) = 85 ± 5 (6%),
σth(179) = 40 ± 3 (7.5%),
σth(180) = 13.1 ± 1.1 (8.4%),
Iγ (174) = 453 ± 21 (4.7%),
Iγ (176) = 634 ± 21 (3.2%),
Iγ (177) = 7165 ± 218 (3.0%),
Iγ (178) = 1798 ± 64 (3.5%),
Iγ (179) = 530 ± 16 (3.0%),
Iγ (180) = 37.4 ± 1.8 (4.8%).
Above the upper energy limit of the resolved resonance
range up to 20 MeV was carried out as follows (for further
details see Ref. [209]). The strength and originality of this
work lie in the Reich–Moore interpretation of the resolved
resonance range in association with optical model calcu-
lations based on parameters established by Morillon et al.
[216,217] with deformation parameters initially proposed by
Avrigeanu et al. [218]. Links between the collision matrix
elements calculated by the optical model code ECIS [155]
and the average R-Matrix parameters (neutron strength func-
tion Sl and distant level parameters R∞l ) were established by
using the ESTIMA [52] and SPRT methods [219]. Inher-
ent difficulties in assessing unambiguous average resonance
parameters from neutron spectroscopy measurements are not
only the correct determination of the s-wave parameters but
also the generalisation of the obtained results to higher order
partial waves (l = 1, 2, 3 · · · ). These difficulties can be par-
tially solved with a sequential (and iterative) analysis of the
low and high neutron energy ranges. The accuracy of the final
results depends mainly of the quality of the experimental data
available in the unresolved resonance range, and of the choice
of the optical model parameters established for the nuclei
involved in the nuclear reactions of interest. The consistency
of the resulting neutron strength functions, mean level spac-
ing and average radiation width was tested by comparing
experimental total and capture cross sections with theoreti-
cal curves calculated with the nuclear data code CONRAD
[153]. Results are reported in Fig. 34 up to 1 MeV.
For JEFF-3.3, the neutron cross section files up to 20
MeV were produced with the TALYS code [5]. The option
for unresolved resonance calculation implemented in TALYS
allows users to simultaneously create a consistent set of unre-
solved resonance parameters. Covariances between the neu-
tron cross sections were generated with a two-step CONRAD
calculation, involving a standard least-square fit followed by
the marginalisation of the nuisance parameter uncertainties.
Results for the 177Hf(n, γ ) reaction is shown in Fig. 35.
Trends for the natural hafnium capture cross section have
been deduced from critical experiments performed in zero-
power reactors located at Cadarache [220–222]. Interpreta-
tions of these experiments with the APOLLO2 deterministic
lattice code [82] and with the Monte-Carlo code TRIPOLI-
4® [53] have demonstrated the good description of the low
energy natural hafnium capture cross section compiled in the
JEFF-3.1.1 and JEFF-3.2 libraries. Integral trends obtained
for the CAMELEON and AMMON programs are summa-
rized in Table 16. Discrepancies between the calculated and
experimental reactivity worth remain less than 3% on aver-
age. The slight increase of the reactivity worth (+0.5%)
indicates that the capture resonance integral in JEFF-3.1.1
[211] and JEFF-3.2 [208] are consistent. Similar trends
are expected with the hafnium evaluations of the JEFF-3.3
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Fig. 34 Top: CONRAD results (open circle) and uncertainties (gray
zones) compared with ECIS calculations based on the optical model
parameters of Morillon et al. [216,217] and Young (see Ref. [218])
using deformation parameters from Ref. [209]. Experimental data were
measured at the VdG facility of Karlsruhe with the time-of-flight tech-
nique. Bottom: CONRAD results (solid line) and uncertainties (gray
zones) obtained by using the average parameters and the uncertainties
reported in Ref. [209]. They are compared with calculations (dashed
line) based on the local approach and parameters given in Ref. [218]
with the average radiation widths of Ref. [209]. The experimental data
were retrieved from the EXFOR data base [179]
library, as JEFF-3.3 and JEFF-3.2 evaluations share the same
resolved resonance parameters.
Impact of the Hf nuclear data accuracy on integral calcula-
tions were investigated with the experimental data measured
in the frame of the CAMELEON program [210]. Final uncer-
tainties are reported in Table 17 for two CAMELEON con-
figurations (17 Hf pins, 25 Hf pins). Results obtained for each
configuration differ from a factor 1.5 which is consistent with
the ratio between the Hf reactivity worth of ∼ 10, 000 pcm
(25 Hf pins) and ∼ 7000 pcm (17 Hf pins). The global uncer-
tainty of ∼300 pcm (3%) is consistent with the integral trends
reported in Table 16.
2.2.11 Tantalum
Nuclear data for n + 181Ta were evaluated for JEFF-
3.2 and this evaluation was adopted for JEFF-3.3. The
GNASH Hauser–Feshbach code described in Ref. [236] was
used, which includes statistical, pre-equilibrium and direct-
reaction models. The global optical model potentials of Kon-
ing and Delaroche [237] were used in coupled-channels cal-
culations for incident neutrons and protons in the energy
region from 0 to 150 MeV. The Bojowald potential [238]
was used for deuterons. For tritons and 3He the simpli-
fied folding approach of Watanabe [239] was used with the
neutron and proton potentials of Ref. [237]. This approach
leads to underestimation of cross sections for all energies.
Below 20 MeV (n,t) and (n,3He) cross sections were calcu-
lated by folding with the Becchetti-Greenlees potential [240].
For alphas the Avrigeanu global potential was used [202].
The ECIS code [155] was used for the couple-channels and
Distorted Wave Born Approximation (DWBA) calculations.
The gamma transmission coefficients were calculated using
the Kopecky-Uhl model [241]. The parameters of Gurevich
[242] were used for the description of the giant dipole res-
onances. The model of collective excitations [243] included
for continuum inelastic scattering and the GNASH multi-
ple particle emission option improved the neutron emission
spectra.
The resonance range evaluation was taken from JENDL-
3.3 [122]. Elastic scattering cross sections and angular dis-
tribution in the range from 0.5-3 MeV are from JENDL-3.3,
as well. For the (n,2n) reaction JEFF-3.0 activation data are
taken below 12 MeV neutron energy. This gives an excellent
description of the data by Fréhaut et al. when renormalized
by a factor 1.1 [225]. Above 12 MeV the GNASH results
are taken. Below 4 MeV the neutron capture cross section is
from JENDL-3.3 and above the GNASH results normalized
to the JENDL data are used. The capture gamma-rays are
from JENDL-3.3. For the (n,p) channel the GNASH calcu-
lation is normalized to the data of Refs. [234,235]. GNASH
(n,t) channel estimates are normalized to the systematics of
Ref. [244].
Results for the 181Ta(n, 2n)180Ta, 181Ta(n, p)181Hf, 181Ta
(n, 3n)178Ta and 181Ta(n, α)178Lu cross sections and the
181Ta(n, xn) spectra for 6.7 MeV and 14 MeV incident neu-
trons are shown in Fig. 36. The evaluation agrees well with
the experimental data and clearly compares well with the
recent TENDL-2017 and ENDF/B-VIII.0 evaluations. Dif-
ferences between evaluations are noteworthy for the (n,p) and
(n,3n) cross sections and for the neutron emission spectra in
the energy region just below the incident neutron energy.
123
Eur. Phys. J. A (2020) 56 :181 Page 35 of 108 181
Fig. 35 Relative uncertainties
in % (top) and correlation matrix
for the 177Hf(n, γ ) reaction up
to 20 MeV. The ordinate scales
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Table 16 Integral trends on the Hf reactivity worth calculated with the
Monte-Carlo code TRIPOLI-4®[53] for the CAMELEON (17 and 25
Hf pins) and AMMON program carried out in the EOLE facility of
CEA Cadarache
JEFF CAMELEON AMMON
17 Hf 25 Hf
3.1.1 2.7 ± 0.3% 2.8 ± 0.2% 1.8 ± 1.8%
3.2 2.9 ± 0.3% 3.2 ± 0.2% 2.4 ± 1.8%
Diff. 0.2% 0.4% 0.6%
2.2.12 Tungsten
New evaluations of neutron induced cross-sections up to 150
MeV were performed for the stable 182,183,184,186W isotopes
[245]. A good description of the available total cross section
Table 17 Reactivity worth uncertainty (in pcm) due to the accuracy on
the Hf capture cross sections. The Hf reactivity worths calculated with
APOLLO2 are close to 7000 pcm and 10,000 pcm for the 17 Hf and 25
Hf pins configurations, respectively
Pins 176Hf 177Hf 178Hf 179Hf 180Hf Total
17 10 208 41 74 32 227
25 15 306 60 111 48 334
Uncer. > 0.2% 3.0% 0.6% 1.1% 0.5% 3.3%
and neutron elastic and inelastic (differential) cross section
data was obtained by adapting the optical potentials of Kon-
ing and Delaroche [237] and Young. The reaction data were
calculated with ECIS95 and GNASH using both global and
local potentials for neutrons, protons, deuterons, tritons and
alphas and taking into account collective excitations.
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Fig. 36 Experimental data for n + 181Ta cross sections and spectra compared with the JEFF-3.3 evaluation, TENDL-2017 and ENDF/B-VIII.0.
The JEFF-3.2 evaluation was adopted in JEFF-3.3. The data are from Refs. [223–235]
In Fig. 37 the JEFF-3.3 evaluation is compared with exper-
imental data, the TENDL-2017, JENDL-4 and ENDF/B-VIII
evaluations. The evaluated JEFF-3.3 total cross sections for
n + 182,184,186W follow the data well above 10 MeV and are
in reasonable agreement with the data below that energy,
although the evaluation is clearly on the low-side of the
data for n + 182,184W. The other evaluations are higher for
these nuclides but none is uniformly best. The 184,186W(n,2n)
cross section data are well described by the JEFF-3.3 evalu-
ation and the latter compares well with ENDF/BVIII.0 and
TENDL-2017. The data for inelastic scattering to the second
level (4+) of 182W and the first level (2+) in 186W compare
best with ENDF/B-VIII.0, while JEFF-3.3 is somewhat low
near the maximum and TENDL-2017 is respectively in the
middle and high. Angular distribution data for one particu-
lar energy above the maximum are shown for each of these
cases. The distributions are similarly described by the three
libraries and the normalization differences reflect the differ-
ence in cross section.
Good agreement is observed for JEFF-3.3 with the (n,xn)
neutron spectra at 14 and 26 MeV. Also the elastic scatter-
ing angular distribution of JEFF-3.3 at 14 MeV for natural
tungsten describes the available data reasonably well up to
a scattering angle of 100 degrees after which only JENDL-4
remains in reasonable agreement with the data.
The evaluations were further optimized to obtain good
agreement for the available data for the (n,p), (n,α) reaction
cross sections on 182,183,184,186W and the remaining experi-
mental data not shown in the figure.
Neutron resonance parameters for the 182,183,184,186W iso-
topes were obtained in the energy region below 2 keV from
a resonance shape analysis with REFIT of transmission and
capture data that were measured at GELINA [63]. Details
about the measurements and the analysis are given in Refer-
ence [246]. Starting parameters for the least squares adjust-
ment were obtained by combining the results of transmission
and capture measurements reported by Camarda et al. [247]
and Macklin et al. [248], respectively. The parameters of neg-
ative resonances have been adjusted to match the coherent
scattering lenghs of Ref. [249] and the capture cross sections
at thermal energy of Ref. [250]. General purpose data files for
transport calculations were prepared in ENDF-6 data format,
processed with NJOY [41] and tested with MCNP calcula-
tions of the output ACE files.
2.2.13 Gold
An evaluation for neutron induced interactions with 197Au in
the resolved and unresolved resonance region was produced
starting from the ENDF/B-VII.1 library file [121]. Despite
the importance of neutron capture reactions on gold in the
energy region between 5 keV and 150 keV for astrophysical
applications, no unresolved resonance region (URR) has pre-
viously been considered in the major general purpose nuclear
data libraries, in particular in ENDF/B-VII.1 [121]. This was
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Fig. 37 Comparisons of the JEFF-3.3 evaluation for n+182,184,186,nat W to experimental data and the TENDL-2017, JENDL-4 and ENDF/B-VIII.0
evaluations. Some cross sections, angular distributions and spectral are shown
a reason for the former unjustified extension of the resolved
resonance region (RRR) up to 5 keV. The only other eval-
uation for 197Au in terms of average resonance parameters
can be found in the TENDL nuclear data library [5]. Unfortu-
nately, this evaluation was performed with incorrect values of
the elastic degrees of freedom for five of the spin sequences.
In addition, the upper limit of the URR is restricted up to the
inelastic scattering threshold of 77.75 keV.
To evaluate the cross section data for 197Au in the RRR the
resolved resonance parameters in ENDF/B-VII.1 [121] were
inspected and partly revised based on a resonance shape anal-
ysis of transmission, capture and self-indication data using
the REFIT code [59]. The experimental data were obtained
at the time-of-flight facility GELINA [63] by Massimi et
al. [251]. The upper limit of 5 keV of the RRR, as adopted
in ENDF/B-VII.1, was reduced to 2 keV due to the lack
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Fig. 38 Left: Average total cross section for neutron induced reactions
in 197Au as a function of neutron energy in the URR. The cross sec-
tion in JEFF-3.3 is compared with the experimental data of Seth et al.
[255], Purtov et al. [256] and Sirakov et al. [253] and with the one rec-
ommended in ENDF/B-VII.1 [121]. Right: Average neutron induced
capture cross section for 197Au as a function of neutron energy in the
URR. The cross section in JEFF-3.3 is compared with the one recom-
mended by Carlson et al. [27] and the experimental data of Massimi et
al. [257]
of reliable capture data above 2 keV which are needed for
the analysis of weak resonances. This solution seems to
be a more justified alternative than generating unobserved
‘resolved’ resonances as in the IRDFF file of Ref. [252]. In
addition, it resulted in a better agreement between calculated
and experimental results of lead slowing-down experiments
(Ref. [253]). The sum of the p- and d-wave contribution to the
capture cross section at the 2-keV boundary of the RRR was
estimated to be 86 mb or about 2%. This estimation was based
on the average parameters resulting from the URR evaluation.
To match the capture cross section at the boundary between
the RRR and URR, a smoothly increasing background cross
section was introduced from thermal energy to 2 keV as com-
pensation for the missing p- and d-waves. This procedure is
similar to the one used in the IRDFF file [252]. Parameters
of the negative resonance with J = 2 were adjusted to repro-
duce both the thermal capture cross ection σγ = 98.67(10) b
by Holden and Holden [254] and the bound coherent scat-
tering length bc = 7.9 (7) fm by Koester et al. [65]. The
value of Holden and Holden [254] is also adopted in the 2009
standards file of Carlson et al. [27]. The corresponding cal-
culated cross sections at thermal energy together with some
resonance integrals are summarised in the file description.
The evaluation of the URR between 2 keV and 100 keV
is based on a generalised single-level representation compat-
ible with the energy-dependent option of the ENDF-6 for-
mat as described in Ref. [258]. The average partial cross
sections are expressed in terms of transmission coefficients
by applying the Hauser–Feshbach statistical reaction theory
including width fluctuations. The transmission coefficients
and the scattering radius were deduced from a combined
analysis of the capture cross section resulting from the stan-
dards evaluation project [27] and theoretical non-fluctuating
cross sections derived from a dispersive coupled channel
optical model [70]. The parameters at zero energy used to
describe the average total and partial cross sections were: a
hard-sphere scattering radius independent from the orbital
angular momentum 
; neutron strength functions for s-, p-
and d-wave (
 = 0, 1 and 2) and capture transmission coeffi-
cients for positive and negative parity. The neutron strength
functions and scattering radius were adjusted to reproduce
both the compound formation cross sections and the shape
elastic cross section of the dispersive coupled channel opti-
cal model (DCCOM) potential RIPL1483 derived by Capote
et al. [70]. The DCCOM smooth and weak energy depen-
dence at energies below 100 keV were approximated by
second order polynomials. The coupled-channel OPTMAN
code [95,259] incorporated into the EMPIRE system [102]
was used for the optical model calculations. The capture
transmission coefficients at zero energy were adjusted by
fitting to the capture cross section recommended by Carlson
et al. [27]. This cross section, which resulted from interna-
tional cooperative efforts of the IAEA, NEA, and CSEWG
to improve cross section standards for neutron induced reac-
tions, was based on a simultaneous analysis of data from 62
experiments that are specified in Refs. [27,260]. The eval-
uated average parameters together with their relative uncer-
tainty and correlation matrix are reported in the description
of the library file. The covariance matrix was calculated for
the present ENDF-6 convention supposing a zero uncertainty
for the scattering radius. A small background capture cross
section was introduced between 3.75 keV and 11.75 keV to
make the capture cross section in this energy region identical
to the one of Carslon et al. [27].
The total cross section from 5 to 20 keV in ENDF/B-
VII.1 is substantially (up to 15%) lower than the results of
the DCCOM and the present evaluation. This is mainly due
to the fact that the cross section in ENDF/B-VII.1 is largely
based on the data by Seth et al. [255] and disregard the data by
Purtov et al. [256]. Measures were taken in the URR to reduce
the non-Hauser–Feshbach processing for the Jπ -sequences
(1+, 2+) of double-orbital contribution. The flexibility of the
ENDF-6 format was used to achieve this goal. As known,
the above short-coming is due to the ENDF-6 simplifying
(but anti-Hauser–Feshbach) assumption for orbital momen-
tum conservation. The latter removes the competition e.g. of
the s-wave elastic channel for the above d-wave reactions.
The effect for gold at 100 keV reaches an increase of 10%
in the capture cross section. To solve the problem, a reduc-
tion and adjustment of the corresponding d-wave contribu-
tion was used. The total cross section remains intact in such
a procedure, so that the elastic cross sections is also cor-
rected. The results were compared making use of a URR
code that can process with and without the assumption for

-conservation.
The results of the present evaluation were validated by a
comparison with results of transmission [253] and capture
[257] experiments carried out at the time-of-flight facility
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GELINA. The results of these experiments were not included
in the present evaluation. The good agreement between the
experimental and evaluated data in the URR is shown in
Fig. 38, for the total and capture cross section. The cap-
ture cross section resulting from the latest neutron standards
evaluation reported by Carlson et al. [40], which included
the data of Massimi et alo. [257], is also shown in Fig. 38.
In addition, ACE files were produced to compare results of
Monte Carlo simulations using the MCNP-5 code [72] and
results of measurements with a lead slowing-down spectrom-
eter carried out by Perrot et al. [261]. Also this comparison
shows a good agreement between the cross section data in
JEFF-3.3 and the experimental results. A more detailed dis-
cussion on this validation exercise can be found in Reference
[253].
2.2.14 Lead
The neutron transport sublibraries for 204,206,207,208Pb of
JENDL-4 were adopted in JEFF-3.3. Above the resonance
region modifications were made to the inelastic cross sec-
tions due to experimental data reported in Refs. [178,262].
The choice of JENDL-4 is based on a study of nuclear data
relevant for MYRRHA as part of the CHANDA project. The
quality of the data recommended in independent versions of
the main data libraries, i.e. CENDL, ENDF, JENDL, JEFF
and TENDL, was verified using energy dependent micro-
scopic cross section data and results of integral measure-
ments including lead slowing down and integral benchmark
experiments.
The inelastic scattering cross sections in JENDL-4 were
modified for 206,207,208Pb on the basis of time-of-flight data
taken at the GELINA facility of the JRC Geel, i.e. data for
207,208Pb reported by Mihailescu et al. [262] and those for
206Pb reported by Negret et al. [178]. The data of Mihailescu
et al. [262] were renormalized according to the procedure
described in Ref. [178] and as detailed in the respective
EXFOR entries [179]. For 206Pb the cross sections of Refer-
ence [178] were adopted up to 3.1 MeV for levels 1,3-10. For
207Pb the cross sections from Mihailescu et al. [263] were
taken for levels 1-2,4-6 and 8 up to 3.2 MeV and for 208Pb the
levels 1-3 up to 4.1 MeV. From these maximum energies to
20 MeV a linear factor was used to multiply the JENDL-4.0
evaluation for each affected level to ensure continuity at the
transition energy and no correction above 20 MeV. The total
cross section of JENDL-4.0 was left unchanged by modify-
ing the elastic cross section to respect the sum rule.
2.2.15 Bismuth
A study of cross section data for neutron interactions with
Bi was part of the CHANDA project. Similar to the evalu-
ations for the Pb isotopes, the JEFF-3.3 file for 209Bi was
Fig. 39 Comparison of the branching ratio BR=σγ /σm of the cap-
ture cross section to the ground state 209Bi(n, γ )210gBi and to the iso-
meric state 209Bi(n, γ )210mBi as a function of incident neutron energy.
The ratios resulting from measurements of Refs. [265,266] are com-
pared with the ratios derived from the evaluated cross sections in the
JENDL-4.0, JEFF-3.2, BROND-3.1, JENDL/A-96 and ROSFOND-
2010 libraries
created using JENDL-4.0 as a basis and by including modi-
fications based on results of inelastic scattering cross section
measurements by Mihailescu et al. [264] at GELINA. The
time-of-flight data for level inelastic cross sections of [264]
were used to replace the cross sections for the levels 1-11 up
to 4 MeV. The data were renormalised following the same
procedure as the one applied for the Pb isotopes.
Neutron capture on 209Bi leads to the formation of 210Po
through the decay of 209Bi in its ground state. Since 210Po is
a highly radiotoxic nuclide, it is an important contribution of
the radioactive source term of a LBE coolant. To predict the
production of 210Po the branching ratio BR = σγ /σm), i.e.
the ratio of the cross section σγ for production of the ground
state 210gBi to the cross section σm for production of the
isomeric state 210mBi, is required. Unfortunately, the energy
dependence of this BR is difficult to measure. Experimen-
tal data that can be used to evaluate this ratio above thermal
energy are limited to the results of activation measurements
at 30 keV and 534 keV by Saito et al. [265], and measure-
ments by Borella et al. [267] at GELINA. The BR derived
from these experimental data together with the one derived
from measurements at the cold neutron beam of the research
reactor in Budapest [266] are plotted as a function of energy
in fig. 39. The BR obtained from 209Bi(n, γ ) cross sections
in the JENDL-4.0, JEFF-3.2, BROND-3.1, JENDL/A-96 and
ROSFOND-2010 files are also shown.
At low energies, the BR in JENDL-4.0, JEFF-3.2 and
BROND-3.1 are consistent with the experimental value
determined in Ref. [266]. The BR from the JENDL/A-96
and ROSFOND-2010 files are larger by a factor 6.7 and 1.8,
respectively. In general the best agreement between experi-
mental and evaluated BR is obtained with the BROND-3.1
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data. Therefore, this BR that has not been included in JEFF-
3.3 file for 209Bi is recommended for future JEFF-4.0 eval-
uation. Nevertheless, to reduce the uncertainty on the esti-
mated production of 210Po additional experimental data of
the energy dependent BR are required. In addition, results
obtained within the CHANDA project reveal that both the
total and capture cross sections of 209Bi can be improved by
new TOF cross section measurements.
2.3 Use of TALYS and TENDL
In its latest release, the JEFF library uses 312 TENDL-
2015 evaluations for the neutron sub-library. This is not
a unique step in the recent JEFF history, as the JEFF-3.2
library already used about 150 evaluations from TENDL-
2012. Additionally, the complete charged-particle and pho-
ton sub-libraries from TENDL-2017 are also adopted in
JEFF-3.3 and the JEFF-3.3 neutron activation sub-library
corresponds to TENDL-2017 neutron sub-library produced
in the European Activation File (EAF) format. Details about
these evaluations are given below.
2.3.1 The TENDL environment
A short description of the TENDL methodology will be pre-
sented here. For further details, see the different references
proposed in this section.
TENDL stands for the “Talys Evaluated Nuclear Data
Library” and it has been produced since 2008. In its early
versions, it was largely based on the TALYS nuclear reac-
tion code [43] and the TEFAL data parsing program. Over
the years, the TENDL production relied on additional codes,
such as TASMAN (for the production of random model
parameters), TARES (for the resonance range), TAFIS (for
the number of fission neutrons ν and fission yields) and
TANES (for the prompt fission spectra). These six programs
(all starting with a “T”) are simply named T6 and are driven
by the wrapping script “autotalys”, allowing to produce the
full TENDL library.
Additional databases are used within T6 by the differ-
ent programs. One such database contains all the necessary
model parameters to produce the adequate nuclear data quan-
tities. The adjustment of such model parameters, as for any
other evaluation work, represents the traditional evaluation
effort. All the other aspects, including the formatting, check-
ing and processing, are taken care of by the T6 system. In
some regards, TENDL can be seen as an output database of
the T6 system.
A special feature of the T6 system of particular help in
the evaluation process is referred to as “autonorming”. In
the TENDL evaluation process, the evaluator first adjusts
the different model parameters (as for TALYS), in order to
reproduce the desired experimental data. In some cases, the
Fig. 40 Example of the posterior parameter distribution obtained with
the TENDL Bayesian Monte Carlo method (BMC) for the optical model
parameter av of 30Si. The prior distribution, not shown here, is uniform
different models do not have the required flexibility, possi-
bly due to theoretical shortcomings. A solution is then to
calculate the ratio between the desired cross section and the
calculated cross sections, and to multiply all related quanti-
ties by this ratio. In this way, the desired cross sections are
obtained, together will the other quantities such as angular
or energy distributions.
The TASMAN code can generate sampled model param-
eters to provide varied inputs that simulate the space of pos-
sible evaluations based on our understanding of the input
parameters and their uncertainties. This code is used for the
generation of the covariance matrices using a Monte Carlo
approach. Before 2015, all model parameters were sampled
using un-correlated multi-variate Gaussian distributions. The
widths of such distributions were chosen so that selected
experimental data from the EXFOR database were covered
by the random cross sections obtained from the use of random
parameters (see Ref. [268] for details). From 2015 a different
method is used, known as the Bayesian Monte Carlo (BMC)
approach (see Refs. [269–271] for details). This is a two-step
approach where the model parameters are first sampled in an
independent and uniform manner, with a relatively large stan-
dard deviation – typically 5 times larger than the normally
adopted value. A comparison with selected experimental dif-
ferential cross sections is performed and each random reali-
sation is weighted according to its agreement with the exper-
imental values. A weighted distribution is then obtained for
each model parameter, reflecting the experimental data infor-
mation. An example is presented in Fig. 40 for the optical
model parameter av of 30Si.
In a second step, a sampling based on the posterior parame-
ter distributions is done to generate the TENDL random cross
sections. In this way covariance matrices can be obtained
from calculating the moments associated with these sam-
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ples. They are formatted with TEFAL in the MF33 format
and added to the nominal TENDL file.4
In the resonance range, a different approach is followed.
The cross sections are not represented in a pointwise format,
but rather with resonance parameters, following the MF2
format. The following steps are followed:
• resonance parameters are obtained from compilations or
experimental databases;
• uncertainties for the bound levels and the low energy
resonance are estimated to reproduce the thermal cross
section uncertainties;
• such parameters and their uncertainties are used by
SAMMY and the retroactive method to generate a com-
plete parameter covariance matrix, as well as a cross sec-
tion covariance matrix; and
• these matrices, in the MF32 or MF33 format are included
in the TENDL nominal file.
Up to (and including) the TENDL-2015 version, the MF32
data is calculated and stored in the resonance range. Starting
from the 2017 TENDL version, the MF33 format is used
in the resonance range, merged with the MF33 file coming
from the fast energy range, allowing to use cross section
covariances over the entire energy range. In general, TENDL
evaluations contain MF31-35 and MF40 for various types of
covariance data.
In the following, specific details for each sub-library
adopted in JEFF-3.3 are presented.
2.3.2 Neutron files
As mentioned, a total of 312 TENDL-2015 evaluations were
adopted in JEFF-3.3. The complete list is too long to be given
here, but some representative examples are presented in the
following.
Stable isotopes
The majority of the adopted TENDL files are not for stable
isotopes, although for 111 stables isotopes listed in Table 18
TENDL-2015 was adopted. These isotopes were either not
present in the previous JEFF releases, or were present in the
form of very incomplete evaluations (e.g. only cross sections
were given, without the so-called MF6, or gamma production
4 Nuclear data libraries are stored in files in the ENDF format. This
format is fully described in Ref. [272]. MF2 is the section where res-
onance range information is stored, the MF3 section stores tabulated
cross sections. MF32 and MF33 are the accompanying sections stor-
ing the covariance information for resonance parameters and tabulated
cross sections. MF4 and MF5 store angular distributions and double
diferential cross sections and yields and MF34 and MF35 are the corre-
sponding covariance sections. MF40 stores covariances for radionuclide
production data.
Table 18 The 111 stable nuclide evaluations from TENDL adopted in
the JEFF-3.3 neutron sub-library
Nuclides
17,18O, 20,21,22Ne, 31P, 32,33,34,36S, 36,38Ar, 39,41K,
40,42,43,44,46Ca, 45Sc, 46−50Ti, 51V, 64,66−68,70Zn
69,71Ga, 75As, 74,76−78,80Se, 79,81Br,
80,82−84,86Kr, 85Rb, 84,86−88Sr, 93Nb, 100,101Ru,
102,110Pd, 107Ag, 122,124Sn, 120,122,124,126Te,
124,126,131Xe,136,138,140Ce, 142,143,145Nd, 150,152Sm,
156,158,160,164Dy, 166−168,170Er, 169Tm,
168,170−174,176Yb, 175Lu, 180mTa, 185Re,
184,187−190,192Os, 192,194−196,198Pt,
198−202Hg and 203,205Tl
Fig. 41 Example of the new evaluated capture cross section for the
102Pd stable isotope from TENDL
data). These TENDL evaluations allow JEFF-3.3 to glob-
ally bring a uniform and complete format. An example of
improvements from JEFF-3.2 to JEFF-3.3 are presented in
Fig. 41 for a specific stable isotope.
Filling the gaps
Many TENDL-2015 isotopes adopted in JEFF-3.3 are
long-lived isotopes, allowing to provide a full isotopic chain
for specific elements, complemented with original JEFF eval-
uations or evaluations adopted from other libraries. This is
of importance for activation calculations, as demonstrated in
Ref. [273]. Due to the TENDL data, more complete chains
can be found for C, O, Si, P, S, Cl, Ar, Ca or Sc, amongst
others. Isotopes from TENDL have been adopted so that at
least all isotopes with a half life longer than 1 year are now
in JEFF. For many of these isotopes, experimental data are
relatively scarce, and the evaluations heavily rely on default
TALYS calculations in the fast neutron range and on sys-
tematics in the resonance range. In the resonance range, the
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so-called High Fidelity Resonance (HFR) method is applied,
producing statistically-generated resonances where no mea-
surement exists [274]. The HFR approach utilises average
resonance parameters from TALYS calculations extended to
the low energy region. Such parameters can either be for-
matted using the unresolved formalism, or used to generate
one set of resonances calculated from statistical sampling
of these parameters. Such resonances are then adjusted to
reproduce thermal cross sections from a systematics devel-
oped for the EAF library [275]. It also allows TENDL to
reach consistency between the low and high energy range,
as the TALYS parameters are used from 0 to 200 MeV.
The prediction of thermal cross sections is almost impos-
sible, due to the fact that only a very limited number of
resonances determines these values and thus no statistical
assumption can be applied. However, in spite of the expected
very large uncertainty in these predictions, they account
at least for the global trends. Starting from the expres-
sion for the average capture cross section in the statisti-
cal region, after several simplifications, the parameterised
formula
σth(n, γ ) = C × (a × U )x (2)
can be used to fit the constants C and x to the measured
data. U is the effective excitation energy defined as the
neutron separation energy minus the pairing energy, and
a is the level density parameter. The application of this
approach at 30 keV is generally justified, however, at ther-
mal energy the influence of the resonance region on the cross
section value is dominant and any dependence on a × U
is masked by large Porter-Thomas fluctuations. Neverthe-
less, a least square fit was applied to the thermal cross sec-
tion data. In the case of the fission cross section, we use
σth(n, f ) = σth(n, γ )/(A2/15930) for non-fissile nuclei,
and σth(n, f ) = σth(n, γ ) × (A2/1593) for the other ones.
An example for the capture cross section of 58Co is presented
in Fig. 42, showing the improvement in the resonance range
compared to the JEFF-3.2 library.
Meta-stable states
The final category for the isotopes coming from the
TENDL-2015 library concerns the evaluations for reactions
on the relatively long-lived isomeric states as targets. These
were relatively few in number in the JEFF-3.2 library (12,
from which 4 came from TENDL-2012), and are still lim-
ited in JEFF-3.3 with 16 evaluations. Among these 16, 12
evaluations come from TENDL-2015: 58mCo, 62mCo, 84mNb,
106mAg, 127m,129m,131mTe, 135mXe, 148mPm, 152mEu, 166mHo
and 180mTa. For these isotopes, a limited amount of measure-
ments are usually available, and the same approach as for the
previous category is applied. If the thermal capture cross sec-
tion is not known, a similar systematics as in Eq. (2) is used,
Fig. 42 Example of the new evaluated capture cross section for the
short-lived 58Co isotope (t1/2 = 70 days) from TENDL
multiplied by the ratio of the average radiation width of the
isomer over the one for the ground state.
2.3.3 Photon and charged particle sub-libraries
Following the same approach as for the neutron sub-library,
charged particle induced evaluations are produced with
TALYS. JEFF-3.3 takes advantage of the TENDL-2017 data
(not 2015) by adopting the entire sub-libraries for inci-
dent protons, deuterons, helions, tritons, alphas and gam-
mas. In total, there are 2804 proton evaluations, 2811
deuteron evaluations, 2805 triton evaluations, 2806 He3 eval-
uations, 2809 alpha evaluations and 2809 gamma evalua-
tions. To compensate for the weakness of the TALYS mod-
els for the light elements, a number of isotopic evalua-
tions are imported from the ENDF/B-VIII library and are
replacing the original TALYS files. These include all the
isotopes below 19F which are included in ENDF/B-VIII
[180].
Covariance matrices based on a simple Monte Carlo
approach are included for proton and gamma induced reac-
tions. The applied procedure is not the BMC method, but a




In 2011, a study was undertaken to provide gamma produc-
tion data for 89 major fission products. The optimal solu-
tion would be to automatically adopt all available data from
EGAF [276], but this feature has not yet been added to the
TENDL library. Instead, for all 89 nuclides capture gamma
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data from the TENDL-2011 evaluated library replaced the
existing capture gamma data, with cross-section data taken
from either JEFF-3.1.1 or ENDF/B-VII.0. This implies that
the capture gamma-rays are obtained from a TALYS cal-
culation combining continuum and discrete level decay as
described in Ref. [43]. These fission product files were
released in JEFF-3.1.2 and retained for JEFF-3.2.
For JEFF-3.3, new or updated evaluations have been
adopted for many of the 89 fission products and a significant
number of these did not include gamma production data. It
was necessary to reinstate the gamma production data for
these nuclides. This was done by following the methodol-
ogy of the earlier study by adopting gamma production data
from the TENDL library. For JEFF-3.3, the required data
were taken TENDL-2015.
There were two classes of nuclides for which the gamma
production data needed to be reinstated. The first included
those nuclides for which there were no capture gamma data
in the evaluations adopted for JEFF-3.3. The nuclides in this
class were Ru-102, Ru-103, Ru-104, Pd-107, I-131, I-135,
Xe-130, Xe-132, Xe-134, Xe-136, Ba-134, La-139, Ce-141,
Pr-143, Pm-148m, Eu-154 and Eu-155.
The second set were nuclides for which the evaluated files
contained capture gamma data but as continuum spectra only,
with no discrete gamma lines. For the majority of these, the
files were taken from ENDF/B-VII.1 and the gamma data
were unchanged from the ENDF/B-VII.0 data that were con-
sidered in the original study. Thus, the original decision, to
replace the gamma data for these files, was still valid. For
these nuclides, the existing MF6/MT102 data were replaced
by discrete data taken from TENDL-2015. The nuclides in
this class were; Y-89, Zr-93, Mo-95, Pd-104, Pd-105, Pd-106,
Pd-108, Cs-133, Cs-135, Pr-141, Nd-144, Nd-146, Nd-147,
Pm-149, Pm-151, Sm-144, Sm-148, Sm-149, Sm-153, Sm-
154, Eu-157, Dy-161, Dy-162 and Dy-163.
For the remainder of the 89 fission product nuclides,
gamma production data were already present in the evalu-
ated files adopted for JEFF-3.3 and no update was necessary.
These again fell into two sets. The first, covered nuclides
that were either unchanged from JEFF-3.2, adopted from
TENDL-2015 or were new evaluations that included discrete
capture gamma data. The nuclides in this set were; Zr-91, Zr-
95, Zr-96, Tc-99, Ru-105, Rh-103, Ag-109, I-127, I-129, Xe-
135, Pm-147, Pm-148, Gd-155, Gd-156, Gd-157, Gd-158,
Cd-110, Cd-111, Cd-113, Kr-83, Ru-100, Ru-101, Rh-105,
Xe-131, Cs-134, Cs-137, Nd-143, Nd-145, Nd-148, Nd-150,
Sm-147, Sm-150, Sm-151, Sm-152, Eu-153, Eu-156 and Tb-
159.
The final set were files that were adopted from JENDL-
4.0 evaluations that contained gamma data only for the total
non-elastic reaction and not for individual reactions. As the
capture component could not be isolated in these data, the
choice was either to retain the existing JENDL-4.0 gamma
data or replace all the gamma data with MF6 MT102 data
taken from TENDL-2015. The decision was taken to retain
the JENDL-4.0 gamma data as the alternative involved the
loss of some data. The nuclides in this set were; Nb-95, Mo-
96, Mo-97, Mo-98, Mo-100, In-113, In-115, Xe-128, Xe-
129, Xe-133, Ce-142 and Ce-144.
2.4.2 TALYS and EGAF
Gamma emission evaluations for neutron radiative cap-
ture by 54,56,56,58Fe, 107,109Ag, 113,115In, 113Cd, 155,157Gd,
174,177,178,179,180Hf were made combining TALYS calcula-
tions with the discrete gamma-rays from the EGAF database.
These were included in JEFF-3.2. They were taken over in
JEFF-3.3 except for 107Ag and 113,115In for which other eval-
uations were adopted (TENDL-2015 and JENDL-4). The
evaluations correct major deficiencies in total gamma-energy
release for predecessors of JEFF-3.2. Above 1 keV inci-
dent neutron energy the evaluated file sections were entirely
made with the TALYS code. The default composite Gilbert-
Cameron model was used for the level density model and
the default Kopecky-Uhl model for the gamma-ray strength
function [5,43]. Below a neutron energy of 1 keV use was
made of the Evaluated Gamma-ray Activation File (EGAF
[276]) to include an evaluated set of experimentally deter-
mined discrete gamma-rays. These were judiciously com-
bined with estimates for the continuum contribution made
with TALYS. For the iron nuclides the discrete data were so
complete that a continuum contribution was not needed (it
would be redundant). Even when the continuum contribu-
tion was dominant, such as for silver and hafnium, important
corrections result from including the discrete gamma-rays
from EGAF. The gamma emission data were stored in the
MF6/MT102 section.
2.4.3 Prompt fission gammas
Motivation for new evaluations
For several years and following the request from the High
Priority Request List (HPRL) [277], significant efforts have
been made by the community of experimenters to improve
our knowledge of the prompt fission gamma characteristics
(spectra, multiplicities and energies). These characteristics
are very important for the modeling of current and innovative
reactors. According to Rimpault et al. and Luthi et al. [278,
279], the γ -heating in the center of a typical fast reactor core
comes from several components:
• 20% from the γ produced in radiative capture;
• 10% from the inelastic scattering reactions;
• 30% from the delayed γ produced by fission products;
and
• 40% from the prompt γ emitted by fission fragments.
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Table 19 Survey of the experimental data for the four n-induced fis-
sion reactions investigated for JEFF-3.3: the average γ -ray multiplicity
(〈Mγ 〉), the mean photon energy (〈εγ 〉) and the average total γ -energy
released (〈Eγ 〉). N is the target nucleus and En the incident neutron
energy (T for thermal and F for 2.4 MeV). Tw corresponds to the coin-
cidence time used during the experiment
N En Tw (ns) 〈Mγ 〉 〈εγ 〉 (MeV) 〈Eγ 〉 (MeV)
235U [280] T 5 8.19(11) 0.85(2) 6.92(09)
238U [281,282] F 2 6.38(19) 0.81(4) 5.15(21)
239Pu [283] T 3 7.35(12) 0.85(2) 6.27(11)
241Pu [284] T 3 8.21(09) 0.78(1) 6.41(06)
The first three components are rather well known, while
the fourth is poorly known. In the previous JEFF evaluated
nuclear data files (JEF-2.2, JEFF-3.1.1, JEFF-3.1 and JEFF-
3.2), evaluations of both Prompt Fission Gamma Spectra
(PFGS) and Prompt Fission Gamma Multiplicities (PFGM)
were based on measurements from the 1970s. In addition,
PFGS was not given for the 241Pu(n,f) reaction. These may
explain the strong observed discrepancies (from 10 to 28%)
for C/E ratios in various benchmarks [278,279].
Recent measurements
After about 40 years since the first prompt fission
gamma observable measurements related to the reactions
235U(nth, f) [285–287], 252Cf(sf) [285], 233U(nth, f) [288]
and 239Pu(nth, f) [285,288], new experimental results are
now available thanks to the development of experimen-
tal techniques for the gamma detection (as explained in
Ref. [289]). In particular, reliable data (see Table 19)
obtained for 4 neutron induced fission reactions 235U(nth, f)
[280], 239Pu(nth, f) [283], 238U(n2.4MeV , f) [281,282] and
241Pu(nth, f) [284]) were used for a re-evaluation of the PFGS
and PFGM in JEFF-3.3.
Each measurement is characterised among others by a low
and high gamma detection thresholds ([El -Eh]) and by a time
window (Tw) corresponding to the coincidence time between
the fission fragment detection and the prompt gamma detec-
tion. In Table 19, El = 0.1 MeV and Eh = 6 MeV (7 MeV
for 239Pu). As discussed later on, these experimental condi-
tions are important for the simulation with the de-excitation
Monte Carlo codes.
Advanced modeling of prompt fission γ -ray emission
Parallel to improvement of experimental technique, new
computer codes were developed aiming at predicting charac-
teristics of both prompt neutrons and prompt gamma [290–
293]. In the context of a new evaluation of the PFGS and
PFGM for the JEFF-3.3 library, we have decided to use the
code FIFRELIN. In this code, the de-excitations of the fission
fragments are simulated from statistical Hauser–Feshbach
model [294], following Becvar’s procedure [295]. It accounts
for the competition between neutron and gamma emission as
well as for the conservation of energy, spin and parity of the
initial and final states. Note that conversion electrons emis-
sion is also taken into account. All the details related to the
Fig. 43 PFGS measured by Bilnert [298] for 252Cf(sf) (black line)
compared to FIFRELIN calculation (red line). The calculation is nor-
malised to the experimental γ -multiplicity in [140 keV–10 MeV] γ -
energy range. In order to see the whole spectra, a log-log scale is used
(top), while to enlighten structures below 1 MeV, a lin-lin scale is chosen
(bottom)
code can be found in Refs. [293,296,297]. The reference
case of 252Cf(sf) has been chosen to validate our calculation
scheme. The PFGS calculated with FIFRELIN is then com-
pared to the experimental data obtained by Bilnert et al. [298]
in Fig. 43.
The calculation is normalised to the average measured
γ -multiplicity (〈Mγ 〉 = 8.14) in the [140 keV–10 MeV]
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Fig. 44 Evaluations of the PFGS adopted in JEFF-3.3. In order to
see the whole spectra, a log-log scale is used (top), while to enlighten
structures below 1MeV, a lin-lin scale is chosen (bottom)
γ -energy range. It can be observed that the shape of the
PFGS is nicely reproduced as well as the structures of the
spectrum which are visible below 1 MeV. This nice result is
partly obtained thanks to the coupling between FIFRELIN
and RIPL3 reference input parameter library [70] which pro-
vides the nuclear level scheme at low energy (the scheme
being completed at higher energy by FIFRELIN).
Prompt fission gamma spectra/multiplicities
The strategy for the PFGS evaluations in JEFF-3.3 is to
adopt the experimental results and to complete them (below
El and above Eh) by a FIFRELIN calculation normalised to
the experimental average γ -multiplicity (Table 19). Results
obtained in this way for the 4 neutron-induced fission reac-
tions are shown in Fig. 44.
All spectra are defined on the same energy grid and are
re-normalised to 1 as requested in evaluated nuclear data
libraries. Lastly, due to the lack of data, PFGS in JEFF-3.3
Table 20 Survey of the average prompt fission gamma multiplicities
(PFGM) at thermal incident neutron energy (〈Mγ (Eth)〉) adopted in
JEFF-3.3 for the four investigated (n,f) reactions. Values from previous
JEFF evaluated nuclear data files are also given
JEF-2.2 JEFF-3.1.1 JEFF-3.2 JEFF-3.3
235U 7.04 7.17 7.04 8.74(12)
238U 8.18 8.18 8.18 7.49(22)
239Pu 7.78 Not given 7.78 7.89(13)
241Pu Not given Not given Not given 8.90(10)
Fig. 45 Comparison between JEFF-3.1.1 (black line) and JEFF-3.3
(red line) PFGS evaluations for 235U(n,f) (top) and 238U(n,f) (bottom)
reactions
are assumed to be independent of the incident neutron energy.
The average γ -multiplicity over the whole γ -energy range
can be deduced and are given in Table 20. A comparison
between the PFGS evaluations in JEFF-3.1.1 and JEFF-3.3
libraries for 235U and 238U can be seen in Fig. 45.
The dependence of the average PFGM (〈Mγ 〉) with the
incident neutron energy En is calculated from an empirical
law proposed by Oberstedt [299]:
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Fig. 46 Evaluations of the PFGM as a function of the incident neutron
energy (adopted in JEFF-3.3)
〈Mγ (En)〉 = 〈Mγ (Eth)〉
+(C0+C1 Z5/3 A−1/2)(〈νcorrP (En)〉
− 〈νcorrP (Eth)〉)
(3)
where 〈νcorrP (En)〉 is the average prompt fission neutron
multiplicity, Z and A are the nuclear charge and mass
of the compound nucleus. The C0 and C1 constants were
obtained from a fit of experimental data: C0 = 16.6 ± 0.5;
C1 = −(11.0 ± 0.4) × 10−2. The average PFGM at thermal
energy (〈Mγ (Eth)〉) is taken from Table 20. The corrected
average prompt fission neutron multiplicity 〈νcorrP (En)〉 is
calculated by removing from the total prompt neutron mul-
tiplicity 〈νP (En)〉 the contribution of neutrons emitted prior
to fission:
〈νcorrP 〉 =
〈νP 〉σn, f +(〈νP 〉−1)σn,n′ f +(〈νP 〉−2)σn,2n′ f
σn, f + σn,n′ f + σn,2n′ f
(4)
where σn, f , σn,n′ f and σn,2n′ f correspond to the first, second
and third fission chance cross-sections respectively. All the
quantities needed for the 〈νcorrP (En)〉 calculation are taken
from JEFF-3.1.1. Evaluations of the PFGM for the four
neutron-induced fission reactions are shown in Fig. 46.
Up to now, γ -heating calculations have not yet been per-
formed with the new PFGS and PFGM adopted in JEFF-
3.3. In view of their average γ -energies and multiplicities, it
seems that JEFF-3.3 will not be able to correct for the sig-
nificant underestimation of the total γ -heating observed in
various benchmarks. Nevertheless, since γ -spectrum shapes
are also very important, these calculations have to be done.
E (MeV)
















Fig. 47 Monte-Carlo simulations of gamma spectra from Al-27 inelas-
tic scattering with 4.5 MeV neutrons, with excited level energies of
Al-27 shown in blue
2.4.4 Inelastic scattering photon correlations
Discrete inelastic scattering produces a nucleus in an excited
state that typically returns to its ground state by emitting
one or more photons. The ENDF-6 format offers two main
options for storing these data. The first option is to use the
MF12 format for photon production multiplicities, allowing
us to define all the intermediate states of the decay. In this
case, it is easy to reconstruct the decay cascade. The sec-
ond is the use of the double differential format of MF6 for
which data on photon production are given in the form of
total photon multiplicity and probabilities for each photon
in the decay. In this case, the average statistical behavior is
respected but it is no longer possible to define the photon
decay chain of the excited state.
This offers the ability to generate more accurate gamma
spectra from inelastic scattering. This is demonstrated in
Fig. 47, where the total energy of the photons emitted event
by event for the interaction of 4.5 MeV neutrons in an Al-
27 sphere is shown. The results presented are obtained with
the libraries JENDL-4.0 (green), JEFF-3.2 (black) and JEFF-
3.3 (red). The JEFF-3.3 Al-27 evaluation corresponds to the
JEFF-3.2 evaluation corrected for the gamma production of
inelastic scatterings. The blue dashed lines indicate the ener-
gies of the excited levels of Al-27. We observe the good
agreement between JENDL-4.0 and JEFF-3.3. The peaks
observed correspond to the energies of the excited states of
Al-27. These results are obtained with the Monte-Carlo code
TRIPOLI-4®.
We have modified 31 evaluation files to restore these cor-
relations between decay photons, which are very important
in the case of analog Monte Carlo simulation.
The general methodology for this work was to:
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1. use the SIXPAK module [300] to generate neutron angu-
lar distributions (MF4 files) from MF6 Files;
2. use the ENSDF database [301] to define gamma cascade
for each excited state in agreement with data used in the
evaluated file, including all the excited states describe in
MF12; and
3. add new MF4, MF12 and MF14 (photon angular distri-
butions) for discrete inelastic scatterings in a modified
evaluation file.
The list of modified evaluation files includes: Al-27, Eu-
153, Eu-156, I-127, I-129, In-113, In-115, Mo-92, Mo-94,
Mo-96, Mo-97, Mo-98, Nd-148, Pb-206, Pb-207, Pb-208,
Pd-104, Pd-106, Pd-108, Rh-103, Sn-112, Sn-114, Sn-115,
Sn-116, Sn-117, Sn-118, Sn-119, Sn-120, Xe-128, Xe-129
and Xe-133.
2.5 Covariances
Nuclear data evaluated files are of major interest for fission
and fusion applications. Until recently, the performance of
existing nuclear data libraries is demonstrated by calculating
an exhaustive list of public integral experiment benchmarks
(ICSBEP/IRPHE) with complementary validation coming
from internal sets of experiments from different participat-
ing institutions. This benchmarking allows an estimation of
residual biases of nuclear data files. An extensive interna-
tional work is underway not only to properly quantify these
biases but also to evaluate the uncertainties associated with
these nuclear data files. These uncertainties express a certain
degree of confidence in the use of the nuclear data files for
various energy domains and various nuclear data types. A
modern general purpose nuclear data library is meant to pro-
vide these data for end-users with well estimated and realistic
uncertainties.
A covariance working group was proposed in 2013 in the
JEFF community with the objectives of defining a work plan
for next JEFF Mandates. The strategy is to increase the num-
ber of covariance estimations for next JEFF releases, identi-
fying missing data and performing evaluations.
2.5.1 Major isotope list
About 25-30 high priority nuclides were identified as being
the major tasks for JEFF releases. Of those, the nuclides in
Table 21 were addressed by dedicated efforts for either the
JEFF-3.2 or JEFF-3.3 release.
To allow the evaluation of proposed covariances, vari-
ous tools were provided: testing tools for simple verifica-
tion (such as for example positive definiteness of matrices),
treatment (from parameters or cross sections uncertainty to
multigroup cross sections), more elaborate tools quantifying
final uncertainty contributions to a limited set of applications
Table 21 List of isotopes with new covariance data in JEFF-3.3, which









(fission, fusion, integral experiments) and, finally, visualisa-
tion tools (figure/plots) to allow a simple representation of
this type of data.
2.5.2 JEFF-3.3 covariance data description
In principle, for each evaluated file we should have covari-
ances for all quantities possible. It is not always the case
for various reasons, including formatting issues, file size,
evaluator choices and technical capability. In JEFF-3.3, 50
files contain MF31 values, 442 files contain at least MF32
or MF33 and 34 files contains MF35 information. For cross
section covariances (MF33), various energy group structures
were proposed and all processed matrices are block diagonal
(blocks for the resonance range and the high energy range)
except for 23Na and 59Ni. No cross correlations between
different types of data are given, except for cross sections
where cross correlation of reactions for one isotope are avail-
able. Some formatting issues exist with the ENDF format
that do not permit cross correlations between, for example
prompt fission neutron spectra, neutron multiplicities and fis-
sion cross sections. A general international work is underway
to propose a new generic format that may solved this kind of
issue within WPEC Subgroup 44 [302].
For neutron induced cross sections covariances are avail-
able for the full energy range for 23Na, 235,238U, 239,240Pu,
Hf, Co and 58,59Ni. In addition, covariance data for the
prompt fission neutron spectrum PFNS and the mean prompt
neutron multiplicity from fission ν̄ are now available for
235,238U and 239Pu. The main missing covariance informa-
tion concerns 241Am neutron induced cross sections and
missing official releases of covariances for fission yields,
thermal scattering data, delayed neutrons and prompt gamma
fission spectra and multiplicities.
To obtain the evaluated covariances, various methods were
used by different evaluators, including Bayesian inference
based on Monte-Carlo or Generalised Least Square (GLS)
algorithms (for example for 239Pu and 23Na). These consist of
a comparison of nuclear reaction models to experiments with
a posteriori parameters and vectors of uncertainties. Other
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Fig. 48 239Pu fission multigroup cross section correlations. Energies
are in eV, uncertainties in % and cross-sections in barns
Monte-Carlo propagation methods use sampling of initial
model parameter distributions with parameter distribution
moments adjusted to reproduce experimental uncertainties
(example of TENDL covariances and 235U high energy range
for cross sections, PFNS and ν̄). The experimental informa-
tion could have been treated differently, taking into account
only microscopic data, or data from integral experiments, or
both.
Even if this first set of covariances may seem a patchwork
that might have benefitted from a stronger coherence, a large
effort was made that is a major step forward and that makes
JEFF-3.3 a competitive library with respect to the availability
of covariance data. Section 4.2 contains several examples
where JEFF-3.3 covariances have been used to propagate
uncertainties into integral benchmark or reactor concepts.
2.5.3 JEFF-3.3 covariance highlights
235,238U and 239,240Pu
In JEFF-3.3 a complete set of covariances for 235,238U and
239,240Pu in the resonance range and the high energy range
were provided. Not only are cross section covariances given
but also PFNS and nu-bar.
Figure 48 clearly shows that the 239Pu fission cross section
in the unresolved resonance range is much less known than
the thermal and high energy ranges. This is mainly due to
the lack of precise experimental data from both microscopic
and integral experiments. Table 22 presents classical integral
values for resonance analysis and the related uncertainties.
Covariances for the 235U resolved resonance parameters
were determined with the CONRAD code [153]. A retroac-
tive analysis [215] was used with the marginalisation proce-
Table 22 Integral values for 239Pu
Integrated observable Value (barn)
Thermal fission cross section 747 ± 7 (0.9%)
Thermal capture cross section 270 ± 12 (4.4%)
Fission resonance integral 309 ± 7 (2.3%)
Capture resonance integral 180 ± 10 (5.7%)
dure of CONRAD [97] to determine the resonance parameter
covariance matrix without changing the resonance parame-
ters that was established before. Constraints were applied to
the thermal cross sections and to the fission integral between
7.8 eV and 11 eV by using the latest values and uncertain-
ties recommended by the “neutron cross section standards”
group of IAEA [40]. According to an independent analysis
with the CONRAD code of the thermal constants reported
by Axton [303] and of the experimental review reported in
Ref. [179], relative uncertainties on the thermal fission and
capture cross sections were set to ±0.6% and ±2.2%, respec-
tively. Analysis of several time-of-flight data have provided a
7.8–11 eV integral uncertainty close to 2%. Results obtained
for JRC-Geel fission data are shown in Fig. 49. Final uncer-
tainties of the 235U resonance parameters were propagated
on the calculated multiplication factor kef f of the critical
Benchmark UH1.2 carried out in the EOLE reactor of CEA
Cadarache. A realistic uncertainty of 316 pcm was obtained.
This result provides an order of magnitude which is valid for
UOX configurations in a PWR-type neutron spectrum. Fig-
ure 50 shows the correlations and uncertainties evaluated for
the 238U neutron induced capture cross sections.
23Na
A new evaluation of sodium is proposed in JEFF-3.3 ([153],
Sect. 2.2.2). This work has been motivated mainly because
the earlier JEFF-3.1.1 sodium evaluation showed large differ-
ences with microscopic measurements and did not provide
covariance data. A new experiment performed at the JRC
Geel [158] was analyzed in conjunction with high-resolution
measurements from Larson [157] with the data assimilation
code CONRAD [153]. In addition, a proper covariance esti-
mation was done for the whole energy range. A previous
paper [304] pointed out effects of consistent uncertainties
treatment over a “large” energy range requiring two nuclear
reaction models for the analysis. It showed that, if only exper-
imental statistical uncertainties are considered, no cross cor-
relation appears for the cross section between the energy
ranges analyzed by the two models. On the contrary, when
systematic uncertainties (such as normalisation, background,
detector efficiency, ...) are considered, it is possible to propa-
gate cross correlations all the way, from experiment to evalu-
ated cross section. The result for the sodium neutron-induced
inelastic cross section is given in Fig. 51. Experimental sys-
tematic uncertainties have been propagated to nuclear reac-
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Fig. 49 Fission cross sections and correlation matrix obtained with
the CONRAD code between 7.8 and 11 eV. The theoretical curve is
compared with data retrieved from the EXFOR data base [179]. The
ordinates of the correlation matrix are neutron energy in eV
tion model parameters in order to produce a consistent set of
covariance data over a large energy range of 0 eV–20 MeV.
16O
During a sensitivity and uncertainty analysis an error was
detected in the JEFF-3.3 covariance matrix for 16O inelas-
tic scattering (standard deviations up to and above 10,000
%, probably an error of a factor of 100). This can lead to
severe overestimation of uncertainty. Prior to use the covari-
ance matrix should be corrected, e.g. by reducing the stan-
dard deviations to a maximum of 100% as was done in the
latest version of the XSUN-2017/SUSD3D package [305]
(Fig. 51).
2.5.4 JEFF-4 covariance data
Covariance add-ons to JEFF-3.3
A significant effort was devoted to propose uncertainties for
thermal scattering data (Sαβ ). Figure 52 gives the impact
of this work on the effective hydrogen elastic cross section
covariance matrix. A difficulty arises with the ENDF format
that cannot represent Sαβ uncertainties and covariance matrix
in a suitable format.
Furthermore, proposals for fission yields covariance data
were made for the JEFF-3.1.1 set of fission yields. These
data are availiable for the JEFF community and explanations
of these can be found in the literature [271,306,307]. These
contributions are not part of the official JEFF-3.3 release but
they will form the basis of ongoing and future activities in
the field.
Covariances data for JEFF-4
For the future JEFF-4 library the aim is to provide full covari-
ance data from evaluations considering the full energy range
and accounting for all microscopic data constraints in a con-
sistent way. Integral experiments should be included in a
second step through a systematic approach leading to a sep-
arate file. JEFF-4 must keep the momentum gained with
developing covariance data for JEFF-3.2 and JEFF-3.3 taking
advantage of international collaborations under the auspices
of OECD-NEA and IAEA. In particular, the JEFF working
group will try to assess the main difficulties related to the
evaluation of uncertainties
2.6 Displacement damage data
Atomic displacement cross sections were calculated using
the standard NRT [308] model and the recently proposed a-
thermal recombination-corrected dpa (arc-dpa) model [309,
310]. The arc-dpa model makes possible a more accurate
estimate of the damage production in irradiated materials.
According to the arc-dpa concept the number of stable






0 when Tdam < Ed
1 when Ed < Tdam < γ
(1/γ ) ξarc Tdam when γ < Tdam
(5)
where γ = 2Ed/0.8, Ed is the average displacement thresh-
old energy [311], and Tdam is the ‘damage energy’ or energy
available for atom displacements in elastic collisions calcu-
lated using the Robinson formula [312].
The defect generation efficiency ξarc in Eq. (5), equal to
the ratio of the calculated number of defects to one predicted
by the NRT model, is calculated as follows [309,310]
ξarc = 1 − carc
γ barc
T barcdam + carc (6)
where barc and carc are parameters obtained based on results
of molecular dynamics simulations or experimental data
[311,313].
For Fe, Ni, Cu, Pd, Ag, W, Pt, and Au the parameters
included in the arc-dpa formalism were taken from Refs.
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Fig. 50 238U capture
multigroup cross section
correlations. Energies are in eV,
uncertainties in % and
cross-sections in barns
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[309,310,314] and for other materials were estimated using
a semi-empirical systematic approach [315]. The approach
uses the correlations between minimum, averaged, and effec-
tive threshold displacement energies and a number of quan-
tities such as melting temperature, material density, cohesive
energy, and others.
As an illustration Fig. 53 shows the carc parameters evalu-
ated using experimental data and systematics [315]. Obtained
Ed , barc, and carc values [315] and data from References
[309,310,314] were employed for the calculation of atomic
displacement cross sections for elements from lithium to ura-
nium. The NJOY code with Eqs. (5) and (6) implemented was
used for calculations.
Figure 54 shows a typical example of atomic displace-
ment cross sections calculated using Eqs. (5), (6) and the
NRT model for Al. The plotted data represent the energy
group averaged values.
The data obtained on the basis of JEFF-3.3 were extended,
if necessary, up to 200 MeV incident neutron energy using
TENDL-2015. Figure 54 shows an example of such an exten-
sion for Ni. The displacement cross sections were recorded
in ENDF-6 and ACE formats.
Because results of arc-dpa calculations are absolute num-
bers of stable displacements, the final values were recorded
as cross sections in barns. This data representation is different
from the common recording of “damage energy production
cross sections” with MT = 444 by the NJOY processing. In
the latter case, the displacement cross section varies accord-
ing to the Ed value, which is not reasonable for the current
results. The resulting arc-dpa cross sections were recorded
in the file MF = 3 and the section MT = 900. Absolute val-
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Fig. 51 Covariances of neutron-induced inelastic cross section of
sodium (left). The results take full account of systematic uncertainty
over the wide energy range. The corrected JEFF-3.3 covariance matrix
for 16O inelastic scattering (right)
ues of displacement cross sections obtained using the NRT
model [308] were written in MF = 3, MT = 901 for better
comparison with arc-dpa cross sections.
2.7 Fission yields
A new fission yield library, UKFY-3.7 [316], has been cre-
ated as part of the JEFF collaboration and is included in the
JEFF-3.3 release. This includes 19 neutron-induced fission
Fig. 52 Propagation of thermal scattering uncertainties to the total
cross section of hydrogen in water
Fig. 53 The carc values evaluated for different materials with red
points for experimental data and yellow for systematics
yield files, with thermal, fast and/or high-energy evaluations,
as well as three spontaneous fission yield evaluations, for
252Cf, 242Cm and 244Cm. The neutron-induced isotopes have
been selected, as indicated in Table 23, based on their contri-
bution to the overall number of fissions in thorium, uranium
and MOX-fuelled thermal and fast reactors. This is comple-
mented by a small set of ‘high’-energy, 14 MeV fission yield
data sets and 236U.
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Fig. 54 Displacement cross section for aluminum calculated using
the arc-dpa and NRT models (top). Displacement cross sections for
nickel obtained using JEFF-3.3 and TENDL-2015 data using the arc-
dpa model (bottom)
2.7.1 Evaluation methodology
The JEFF-3.3 fission yield library was built using the same
general evaluation methodology that was employed for all
UKFY evaluations made in the past 20 years [317]. This
employs the following eleven sequential steps:
1. perform statistical analysis of a database of experimental
measurements to estimate a set of recommended chain,
independent and cumulative fission yields and their cor-
responding uncertainties;
2. for all required fissioning systems, use a suitable model
to predict the independent yields and their uncertainties
for all fission product nuclides- the uncertainities being
based upon the model parameters uncertainities;
3. calculate the chain yield distributions from a model and
adjust these to fit the recommended chain yields;
Table 23 Fission yield evaluations in the JEFF-3.3 sub-library, classi-
fied by the maximum fraction of fission rates in UOX- and MOX-fuelled
thermal or fast reactors. T, F, and H refer to thermal, fast and high energy
incident neutron spectra, respectively
Maximum fraction of fission rate
> 10% 1–10% 0.1–1%
U-233 T,F,H Pu-240 F Th-232 F,H
U-235 T,F,H Cm-245 T,F U-234 F
U-238 T,F,H U-236 F
Pu-239 T,F Np-237 T,F








4. use the modelled independent yields to derive fractional
independent yields and then combine these with the chain
yield distributions to produce a modified set of indepen-
dent yields;
5. adjust the modified independent yields to fit the physical
constraints, such as mass or charge conservation, as well
as detailed complementary element balances;
6. calculate isomeric branching ratios based on the Madland-
England model;
7. split the independent yields using the isomeric branching
ratios;
8. calculate cumulative fission yields using the isomeric
split adjusted independent yields and the most recent
decay data evaluation decay branching ratios;
9. increase the uncertainities on the recommended cumula-
tive yields by the difference between the recommended
and calculated cumulative yields;
10. from the cumulative yields with uncertainities (i.e. those
with measurements) use the independent yield uncer-
tainities to estimate the cumulative yield uncertainities
on their parent nuclides higher in the decay chain; and
11. parse all data into an ENDF-6 formatted data file.
2.7.2 New data considered in the evaluation
The previous JEFF-3.1.1 fission yield files [4] were based
on experimental data found in literature reviews performed
up to the year 2000. A new review was carried out between
2013-2016, identifying 1234 new data measurements that
have been used in the JEFF-3.3 evaluation. These are sum-
marised in Table 24 for all systems that had an updated experi-
mental database. Notably, this updated data set includes new
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Table 24 Number of
experimental measurements
used in the evaluation of all
fissioning systems with new
data in the JEFF-3.3 fission
yield sub-library
Neutron spectrum Fissioning nuclide JEFF-3.1.1 JEFF-3.3 New data
Thermal Th-229 337 409 72
Thermal U-233 757 945 188
Thermal U-235 2390 2541 151
Thermal Np-238 115 178 63
Thermal Pu-239 861 1086 225
Thermal Pu-241 334 397 63
Thermal Cm-245 161 380 219
Thermal Cf-249 305 544 239
Fast U-235 725 729 5
Fast Pu-239 390 395 5
Fast Pu-241 111 116 5
Total 6486 7720 1234
Table 25 Fast neutron spectrum 148Nd cumulative yields determined
from statistical analysis of experimental measurements
Fissioning nuclide JEFF-3.1.1 JEFF-3.3
U-235 1.696 ± 0.019 1.677 ± 0.020
Pu-239 1.699 ± 0.025 1.700 ± 0.029
Pu-241 1.946 ± 0.045 1.943 ± 0.041
fast neutron spectrum measurements for 148Nd, which are
summarised in Table 25.
The integration of these new data into the database pro-
vides two kinds of improvements. In some cases, the addi-
tion of more precise data improves the accuracy of the fission
yield evaluation or reduces their uncertainties. In other cases,
the measurements are first-of-a-kind and allow the evaluation
to rely directly upon experimental data, rather than model cal-
culations and/or the application of constraint equations in the
evaluation process. Examples of the latter include the ther-
mal fission of 238Np, where measurements are available for
masses between 74 and 85; thermal fission of 239Pu, where
masses 80, 82 and 130 have now been measured; and ther-
mal fission of 249Cf, where masses 69–82 have now been
measured.
2.7.3 New modelling methods
In the previous JEFF-3.1.1 evaluation, the 5-Gaussian and
Wahl Zp models were used to supplement experimentally-
measured yields with semi-empirical data [4]. The param-
eterisation of these models were fitted separately for each
fissioning system, where possible, or the parameters were
extrapolated where there was insufficient data to perform a
reliable fit.
The development of the ‘GEneral description of Fission
observables’ (GEF) code [290] since the previous JEFF fis-
sion yield evaluation has offered another model for the cal-
culation of fission yields. This uses a single set of physically-
inspired semi-empirical parameters for all fissioning systems
and offers impressive predictive capability for fissioning sys-
tems ranging from thorium to californium, and beyond. It has
been used for incident neutron energies ranging from thermal
to tens of MeV, and includes multi-chance fission.
Following several preliminary comparison studies, it was
decided to use the GEF code as the model to estimate inde-
pendent and chain yields required as an input to the evalu-
ation. Although GEF also possesses an isomeric branching
simulation feature, the Madland-England model was retained
in JEFF-3.3. The isomeric splitting has a significant effect on
short-term decay heat from fission products, and thus it was
decided to keep the existing Madland and England model
until any improvements from using the GEF code could be
quantified.
2.8 Decay data
The JEF-2.2 library included the reference decay data in
Europe since being released in the early 1990s. However, var-
ious shortcomings, both in content and evaluation methodol-
ogy, led to the establishment of a new decay data evaluation
system developed through the JEFF project. The initial con-
struction of the JEFF-3.0 decay data sub-library [4] used the
most recent versions of the NUBASE [318] and Evaluated
Nuclear Structure Data File (ENSDF) [301] databases, com-
plemented with specialised decay data evaluations from the
United Kingdom Activation Product Decay Data (UKPADD)
and Heavy Element and Actinide Decay Data (UKHEDD)
libraries [319], the Decay Data Evaluation Project (DDEP)
[320], the IAEA Actinide Decay Data Library [321] and the
International Reactor Dosimetry and Fusion File (IRDFF)
[252]. The different data sources are sequentially processed
with various quality checks, e.g. intensity and energy balance
verification, performed in each step. The result is a library
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Table 26 Source libraries and
the number of evaluations











that recognises and incorporates the most rigorous available
evaluation for each of the 3852 radionuclides, whether that
represents a bespoke evaluation or a translation of an ENSDF
file into the ENDF-6 format. For the JEFF-3.3 release the
source libraries are listed in Table 26, including updates to the
UKPADD and UKHEDD versions and several newly eval-
uated files from the DDEP, including 18F, 59Fe, 82Rb, 82Sr,
88Y, 89Zr, 94mTc, 109Cd, 133Ba, 140Ba, 140La, 151Sm and
169Er.
2.8.1 Inclusion of TAGS measurements
The well-known Pandemonium effect [322] results in mis-
allocation of beta and gamma decay intensities, and has
resulted in several experimental campaigns to provide new
non-spectroscopic data to improve the decay data evalua-
tions. The initial benchmarking of the JEFF-3.1 decay sub-
library [4], alongside work of the OECD-NEA Working Party
on International Evaluation Co-operation subgroup 25 [323]
highlighted inconsistent simulation results for decay heat cal-
culations. These were a direct result of the mean gamma
and beta decay energies calculated from the discrete decay
scheme data suffering from the Pandemonium effect, and it
was assumed these mean energies could be better determined
using Total Absorption Gamma-ray Spectroscopy (TAGS)
experiments. A set of 29 nuclei, shown in Table 27 had their
mean energies updated from the work of Greenwood et al.
[324] for JEFF-3.1.1 [4]. For the release of JEFF-3.3, nine
new nuclei were updated using data from the groups at Valen-
cia, Spain and SUBATECH, the University of Nantes, France,
working at the University of Jyväskylä, Finland, as shown in
Table 28. The differences are often substantial.
The JEFF-3.3 radioactive decay data library does not con-
tain beta or neutrino spectra. Estimates of these spectra are
of interest to various problems and require additional models
besides the data provided in the present and previous JEFF
radioactive decay data library. Examples of such estimates
may be found in Refs. [328,329] for the estimation of reac-
tor anti-neutrino spectra and in Ref. [330] for beta (β− and
β+) and (anti-)neutrino spectra.
Table 27 Nuclei updated in JEFF-3.1.1 using Greenwood et al.’s [324]
TAGS mean energy values (in MeV, [4]). (An uncertainty of 10% was
applied to the adopted mean energies.)
Nuclide JEFF-3.1 TAGS JEFF-3.1 TAGS
〈Eβ 〉 (MeV) 〈Eγ 〉 (MeV)
90Rb 2.049 1.916 1.982 2.270
90mRb 1.403 1.118 3.240 3.869
91Rb 1.612 1.368 2.269 2.706
95Sr 2.208 1.901 1.118 1.790
139Cs 1.640 1.671 0.345 0.305
141Cs 1.935 1.506 0.770 1.701
143Ba 1.417 1.195 1.417 1.341
144Ba 1.040 0.930 1.040 0.785
145Ba 1.860 1.285 1.860 1.833
142La 0.868 0.962 2.325 2.121
143La 1.237 1.235 0.252 0.439
144La 1.382 0.986 2.330 3.085
145La 1.499 0.762 0.624 2.144
148Ce 0.713 0.586 0.713 0.486
147Pr 0.899 0.669 0.899 0.929
148Pr 1.679 1.348 0.938 1.776
148mPr 1.701 1.239 0.937 2.050
149Pr 1.286 0.811 0.305 1.332
151Pr 1.394 1.114 1.394 1.363
153Nd 1.112 1.153 1.112 0.509
154Nd 0.937 0.856 0.937 0.551
155Nd 1.500 1.085 1.500 1.543
152Pm 1.326 1.304 0.285 0.345
153Pm 0.686 0.663 0.073 0.123
154Pm 1.321 0.849 1.321 1.876
156Pm 1.717 1.206 1.717 2.206
157Pm 1.453 1.540 1.453 0.849
157Sm 0.912 0.839 0.912 0.585
158Sm 0.667 0.512 0.667 0.590
2.9 Neutron activation
The JEFF-3.3 files are complemented by an activation library
that includes 2797 neutron-induced reaction files in the so-
called European Activation File (EAF) format. All previous
JEFF-3 libraries utilised the most recent version of the Euro-
pean Activation File, with the EAF-2010 library [331,332]
being the last release of that project. Since 2010, the develop-
ment of the TALYS-based TENDL [5] files has replaced this
activity within Europe and several verification and validation
exercises that had been performed for the EAF libraries (c.f.
[333]), have been redone using the TENDL files with supe-
rior results [273]. In order to maintain compatibility with
the activation simulation codes that have traditionally relied
upon EAF formatted data files, a special processed version
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Table 28 Nuclei updated in JEFF-3.3 using recently measured TAGS
mean energy values (in MeV) at the University of Jyväskylä by the
Valencia [325,326] and Nantes [327] groups (Uncertainties not shown)
Nuclide JEFF-3.1 TAGS JEFF-3.1 TAGS
〈Eβ 〉 (MeV) 〈Eγ 〉 (MeV)
Valencia
87Rb 1.577 1.170 3.089 3.938
88Rb 2.394 1.706 3.112 4.609
94Rb 3.102 2.450 2.747 4.063
105Mo 1.922 1.049 0.552 2.407
104Tc 1.595 0.931 1.890 3.229
105Tc 1.310 0.764 0.671 1.825
106Tc 1.906 1.457 2.191 3.132
107Tc 1.920 1.263 0.515 1.822
Nantes
92Rb 3.639 3.496 0.170 0.464
of TENDL-2017 was prepared and has been the subject of
validation activities under the EUROfusion nuclear data pro-
gramme [334]. As a result, the JEFF-3.3 library has adopted
this EAF formatted TENDL-2017 neutron library. Work is in
progress on the generation of a EAF-type 211 group cross-
section data library (up to 60 MeV) which can be used by
any activation code.
2.10 Thermal scattering
The thermal neutron scattering sublibrary contains 20 eval-
uations for 16 materials. The evaluation for heavy water was
updated and now has components for deuterium and oxy-
gen bound in heavy water. Nine new materials (sapphire-
Al2O3, silicon, mesitylene, toluene, ortho- and para- hydro-
gen, ortho- and para-deuterium, and light water ice) were
included, and the remaining evaluations were carried for-
ward from JEFF-3.2. The current status of the evaluations is
summarized in Table 29. Details of the evaluation and val-
idation methodologies are given below for each of the new
and updated materials.
2.10.1 Silicon and sapphire
Silicon and sapphire (Al2O3) are two materials used in sin-
gle crystal form as neutron filters at neutron beam facilities.
For this application, single crystals are aligned to the neu-
tron beam in a way that the incident neutrons do not satisfy
any Bragg condition. A precise representation of this system
requires the calculation of the interaction of neutron waves
with the single crystal and consider the extinction of reflec-
tions caused by destructive interference [335]. This cannot be
computed using neutron transport codes which assume non-
oriented, isotropic materials. Therefore, in order to introduce
Table 29 Thermal scattering libraries included in JEFF 3.3. Notation:
Al2O3 for sapphire, L for liquid, o- for ortho-, p- for para-, Mes. for
phase II Mesitylene, (CH2)n for polyethylene
Mat. Eval. T (K) Origin
L(o-H2) H 14, 15, 16, 17 New
18, 19, 20
L(p-H2) H 14, 15, 16, 17 New
18, 19, 20
(CH2)n H 293.6, 350 JEFF-3.2




H2O ice H 77, 115, 233, 243 New
253, 263, 273
Mes. H 20,120 New
Toluene H 20,120 New
CaH2 Ca, H 293, 400, 500, JEFF-3.2
600, 700, 800,
1000, 1200
ZrH H 293.6, 400, 500, JEFF-3.2
600.0, 700, 800,
1000, 1200






L(o-D2) D 19, 20, 21, 22, 23 New
L(p-D2) D 19, 20, 21, 22, 23 New
Be Be 293, 400, 500, JEFF-3.2
600, 700, 800 JEFF-3.2
1000, 1200
Al2O3 Al, O 293 New
Mg Mg 20, 100, 296, 773 JEFF-3.2
Si Si 296 New
filters into these codes a simplification was applied: we only
consider inelastic interactions. This approximation works for
simulating neutron filters [336], but also was found to be
satisfactory for the calculation of the neutron irradiation of
silicon single crystals for transmutation doping [337].
The models use a simple Debye spectrum with Debye
temperature TD = 485 K for silicon and TD = 1032 K for
sapphire. The models show a good agreement with measure-
ments of the total neutron cross section, as shown in Fig. 55.
Details of the evaluation can be found in Reference [338].
The libraries are evaluated at T = 293 K for sapphire and
T = 296 K for silicon. When the libraries are reconstructed
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Fig. 55 Inelastic scattering cross section of sapphire (top) and sili-
con (bottom) at room temperature. The calculations are compared with
experimental data by Cantargi [338], and Brugger [339]. The evaluation
for silicon is normalized to the free gas scattering cross section of Si-28,
whereas the measurements by Brugger correspond to natural silicon
using NJOY to produce ACE libraries, the parameter mte
should be set to 0 to create a library without the elastic com-
ponent.
2.10.2 Liquid hydrogen and deuterium
Liquid hydrogen and liquid deuterium are among the most
used materials for the production of cold neutrons in pulsed
neutron sources and nuclear research reactors. Hydrogen and
deuterium form diatomic molecules with two spin states:
symmetric (ortho) and antisymmetric (para). At low tem-
peratures, for which few rotational levels are excited, the
selection rules caused by the correlation between the total
nuclear spin I and total angular momentum J affect the neu-
tron interaction probability changing the cross section [340].
Compared with previous models by Keinert and Sax [341]
included in ENDF/B-VII.1, this evaluation improves the cal-
culation of interference effects by including a Sköld cor-

















































Fig. 56 Total scattering cross section of liquid para-hydrogen (top) and
liquid ortho-deuterium (bottom) at 19 K. The calculations are compared
with experimental data by Celli [344], Grammer [345], Kasprzak [346],
Atchison [347], and Seiffert [348]
from measurements performed by Zoppi [342]. The struc-
tural correction, as in a previous evaluation by Granada
and Gillette [343], is separated into an analytical compo-
nent that is applied to the internal dynamics of the molecule,
and a numerical component that is applied to the rigid-body
dynamics of the molecule.
Calculations for para-hydrogen show a better agreement
with experimental measurements of the total cross section
by Celli [344] and Grammer [345] (Fig. 56a), and calcula-
tions for ortho-deuterium show an improvement over previ-
ous models when compared with measurements performed at
Paul Scherrer Institut by Kasprzak [346] and Atchison [347]
(Fig. 56b).
The libraries are evaluated at T = 14, 15, 16, 17, 18, 19
and 20 K for ortho- and para-hydrogen, and T = 19, 20, 21,
22 and 23 K for ortho- and para-deuterium.
123
Eur. Phys. J. A (2020) 56 :181 Page 57 of 108 181
102
103



























Incident Neutron Energy (eV)
Cantargi (X4 31662)
JEFF 3.3
Fig. 57 Total cross section of toluene (top) and mesitylene (bottom)
computed at 120 K compared with experimental data measured at the
CAB LINAC [352]
2.10.3 Solid mesitylene and toluene
Toluene and mesitylene are aromatic hydrocarbons with
metyl groups replacing hydrogen positions in a benzene ring,
one in the case of toluene and three in the case of mesity-
lene. The presence of these metyl groups add low energy
rotational modes to the dynamics of benzene, reducing the
effective temperature of the material and improving the pro-
duction of cold neutrons. As other aromatic hydrocarbons,
toluene and mesitylene have a higher radiation resistance
compared to solid methane, with a significant neutron pro-
duction [349,350].
The models are based on inelastic neutron scattering mea-
surements at the IBR-II reactor [351] combined with syn-
thetic data [352]. The models show good agreement with
measured total neutron cross section data, as shown in Fig. 57.
The libraries are evaluated at T = 20 K and T = 120 K
for both H bound in solid mesitylene in phase II, and solid
toluene.
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Fig. 58 Total scattering cross section of light water ice at 115 K. The
calculations are compared with experimental data measured at the CAB
LINAC [357]
2.10.4 Light water ice
Although light water ice is not a very efficient cold mod-
erator due to its relatively high effective temperature, it has
been studied in the past in the context of advanced neutron
sources to take into account the effect of ice layers, and as
a component of methane clathrates [353,354]. Aside of this,
nuclear fuel material transportation conditions might include
the presence of ice [355] and would require thermal scatter-
ing data for the assessment of criticality safety.
The model is based on experimental data measured by
Kolesnikov [356] and shows a good agreement with mea-
surements performed at the Bariloche LINAC, as shown in
Fig. 58. The library for hydrogen bound in light water ice is
evaluated at T = 77, 115, 233, 243, 253, 263 and 273 K.
2.10.5 Heavy water (D2O)
The evaluations for deuterium and oxygen in D2O are based
on the CAB Model for Heavy Water [358] and were prepared
using NJOY99.396 with updates to extend the calculation
grids. Details of the model and its validation with experi-
mental data can be found in Ref. [358]. Compared with the
JEFF-3.2 D-D2O evaluation by Mattes and Keinert [359], the
following changes are introduced:
• Low energy interaction has been changed from a free
gas model to molecular diffusion using the Egelstaff-
Schofield diffusion model.
• The coherent inelastic component has been computed
in the Sköld approximation, using correction functions
computed from molecular dynamics and validated with
experimental data from Soper [360], instead of the ana-
lytical model used by Mattes.
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Fig. 59 Evaluated D2O(n,tot) cross section at 293.6 K, compared with
data retrieved from EXFOR
• A continuous spectrum derived from molecular dynamics
simulations [361] replaces the continuous spectra from
Haywood and Page.
• Alpha and beta grids have been refined to allow a better
representation of the low energy interaction.
• Scattering by oxygen bound in heavy water is now treated
explicitly in the O(D2O) evaluation. In heavy water
oxygen-16 contributes to approximately 1/3 of the total
cross section and a explicit model is needed to correctly
reproduce the features found in the experimental cross
section, whereas in light water oxygen-16 contributes less
than 8% to the total cross section and it can be modeled
as a free gas.
The changes introduced in the evaluation allowed for a
much better comparison with experimental neutron cross sec-
tion data. In Fig. 59 we compare the evaluated data with mea-
surements by Kropff and Granada retrieved from EXFOR.
The new evaluation represents better the reduction in the total
cross section at sub-thermal energies (0.3–3.0 MeV), which
was already found in the JEFF-3.2 evaluation, but also repro-
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Fig. 60 Temperature dependence of the evaluated D2O(n,tot) total
cross section in the JEFF 3.2 library (a), and JEFF 3.3 library (b) com-
pared with transmission measurements by Márquez Damián [362]
the thermal range (10–50 meV) which was not possible with
previous evaluations. This reduction in the total scattering
cross section can be traced to the effects of coherent scat-
tering in oxygen, which was not included in earlier JEFF
releases.
The new evaluation also solves an anomalous behavior
of the evaluation by Mattes, which predicts a reduction of
the total scattering cross section when the temperature is
increased from 293 to 350 K (Fig. 60a). The new evaluation
shows an increase of the total cross section with increasing
temperature (Fig. 60b), and compares well with new total
cross section data from transmission experiments at Indiana
University [362]. The evaluation was generated at the follow-
ing temperatures: 283.6, 293.6, 300.0, 323.6, 350.0, 373.6,
400.0, 423.6, 450.0, 473.6, 500.0, 523.6, 550.0, 573.6, 600.0,
623.6, and 650 K.
The effect of the new evaluation in critical systems is sig-
nificant, with changes of up to 1200 pcm in sensitive critical
experiments [363]. Benchmarking with experiments in the
ZED-2 reactor resulted in a reduction of 100–300 pcm in
the multiplication factor when the new thermal scattering
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libraries where introduced [364]. The uncertainty associated
to this library was studied for the OPAL reactor [365] using
the Total Monte Carlo method [366]. The results show a 41
pcm uncertainty caused by the thermal scattering library used
for the calculation of the heavy water reflector.
3 Benchmarking and testing
The performance of the JEFF-3.3 nuclear data library for
applications in nuclear fission and fusion was evaluated
by comparing experimental and derived data from integral
experiments with model estimates based on JEFF-3.3 data.
For brevity we refer to this performance evaluation as bench-
marking of the library. Benchmarking concerned estimates of
criticality, delayed neutron yields, neutron shielding, decay
heat and Maxwellian-averaged cross sections.
Data and models for integral experiments were obtained
from the International Criticality Safety Benchmark Eval-
uation Project (ICSBEP) Handbook [23] and the Shield-
ing Integral Benchmark Archive and Database (SINBAD
[367]). In addition, results from well-known experimental
campaigns were contributed by the co-authors. For delayed
neutron yields, decay heat and Maxwellian averaged cross-
sections dedicated compilations were used that are described
in the respective sections, below.
Moving from JEFF-3.2 to JEFF-3.3 four test releases
(JEFF-3.3T1 through JEFF-3.3T4) were issued that were
evaluated based on benchmarking results presented by the
co-authors following each test-release. The results for these
test releases were used to guide choices of evaluations and of
dedicated improvements. This implies that important feed-
back from integral experiments is already included in the
JEFF-3.3 library. For completeness we note that JEFF-3.3T4,
the final test library, was adopted as JEFF-3.3 without further
change. A summary of benchmarking and validation activ-
ities for the first test releases of JEFF-3.3 can be found in
Reference [368].
Below we present the benchmarking of the publicly
released JEFF-3.3 library and compare its performance with
earlier releases and recent releases from the United States
(ENDF) and the Japanese (JENDL) nuclear data libraries.
3.1 Criticality
Criticality benchmarking was carried out independently
by several co-authors providing complementary views on
library performance. Results were obtained for several selec-
tions (suites) from the ICSBEP Handbook and for addi-
tional well-known experiments and applications. The trans-
port codes MCNP, MORET 5 [369] and Tripoli were used
with the associated processing codes, including NJOY and
GAIA [370]. This variety adds confidence that the library
will perform for a wide range of processing routes and appli-
cation codes.
Results of benchmarking are commonly reported as C/E
ratios where C stands for the computed result with the nuclear
data library of choice and E stands for the result of the inte-
gral experiment. For good performance C/E should be close
to one, ideally within one standard uncertainty of the exper-
imental result. Results are often presented for larger sub-
sets of critical integral experiments to ensure that (1) the
library is tested broadly for all relevant features and that (2)
a statistical indication can be provided of its performance
outside the range of benchmarking. Besides straightforward
outlier analysis, such testing based on suites of benchmarks
is often summarized by a single number, the metric. Since
reliable uncertainty estimation is an important goal for mod-
ern nuclear data libraries, here we favor a metric (Chi-square)
that includes the uncertainty of the integral experiment.
C/E may deviate from one for several reasons. For physics
and hence nuclear data implications we need a reliable inte-
gral experiment result and a model that represents it, accu-
rately. Besides the experimental or derived effective multi-
plication factor keff this requires a reliable uncertainty of keff
based on a detailed, credible uncertainty budget. The inclu-
sion of correlations between integral experiments is ongoing
work that is not included in this paper.
Below we demonstrate that significant changes in Chi-
square occur for several suites when only the library is
changed. Those suites then indicate the way forward with
the library and provide a measure of confidence for applica-
bility. It is important to remember that remaining issues do
not necessarily reflect the nuclear data.
The primary set used for optimization of JEFF-3.3 during
its development is the NEA extended Mosteller-suite of 123
integral experiments from the ICSBEP Handbook [371,372].
This suite containing high-quality integral physics experi-
ments effectively tests the main nuclides of interest – major
actinides, structural materials, moderators – in a range of neu-
tron spectra from fast to thermal using fissile materials rang-
ing from pure metals to oxides and solutions and a range of
enrichments. Besides the common major actinides the suite
includes 233U. Additions to the 119 cases of Ref. [371] are 4
cases discussed in Ref. [372].5
5 The ICSBEP Handbook uses three qualifiers, a rank number and a
subrank number to uniquely identify a benchmark and categorize the
main features [23]. Here, the abbreviated notation abcn-m is used where
‘a’ specifies the main fissile component, ‘b’ the fuel composition, ‘c’
the spectrum, ‘m’ the rank number and ‘n’ the subrank number. ‘a’ is
either ‘h’ for highly (HEU - 235U ≥ 60%), ‘i’ for intermediate (IEU
- 10% <235 U < 60%), ‘l’ for low (LEU - 235U < 10%) enriched
uranium, ‘p’ for plutonium, ‘m’ for mixed, ‘u’ for U-233 or ‘s’ for
special. ‘b’ is ‘m’ for metal, ‘c’ for compound, ‘s’ for solution. ‘c’ is ‘f’
for fast, ‘t’ for thermal and ‘i’ for intermediate. Besides this systematic
name, a common name is often used in addition (Godiva, Jezebel, Big-
Ten, ...). A spectrum is fast if > 50% of fissions is above 100 keV,
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To test 237Np data smf8 was added, for Cu data in the fast
range hmf73, for deuterium data hsi1-1 and for enhanced
thermal testing of Pu pst9-1. The suite consists of a deck
of MCNP inputs and established benchmark results and is
referred to as the NEA benchmark suite.
A much larger subset of 2530 cases from ICSBEP was
compiled by Steven van der Marck (NRG suite). A second
large subset of the ICSBEP Handbook (about 1700 cases)
is the IAEA suite compiled by Andrej Trkov starting from
the suite of MCNP inputs developed and maintained by Skip
Kahler of Los Alamos National Laboratory. These two large
subsets of NRG and IAEA were not used for optimizing
the library and mainly serve for a statistical analysis. These
two sets were analyzed differently, providing complementary
indications about library performance and improvement over
earlier releases.
Several co-authors employ dedicated subsets of ICSBEP
benchmarks for qualifying their calculational schemes for
performance and safety assesments of advanced reactors
under development, operational reactors, spent fuel storage,
transport and fuel cycle processes. Below we mention the
IRSN and PSI suites that are used for criticality safety anal-
yses in support of studies performed for their respective
national safety authorities. Including these suites here there-
fore provides an important link with safety applications that
are context specific. These suites partly overlap with each
other and with the Mosteller suite.
The indications provided by these suites are comple-
mented by dedicated experimental campaigns supporting
Pressurized Water Reactors (PWR) and advanced reactor
(ASTRID, MYRRHA, ALFRED) development.
3.1.1 The NEA extended Mosteller suite
The results for the NEA extended Mosteller suite are shown






(kC,i − kE,i )2
Δk2E,i
, (7)
where N is the number of benchmarks, kC,i is the computed
neutron multiplication factor for benchmark i using a particu-
lar library and kE,i is the experimental neutron multiplication
factor with ΔkE,i its standard uncertainty.
The cumulative plot for the OECD-NEA-suite (Fig. 61)
clearly shows the improvement from JEFF-3.0 (24, not
shown) over JEFF-3.1.1 (6.9) to JEFF-3.2 (6.3) and finally
the latest release JEFF-3.3 with a rather good χ2/N = 2.2.
Clearly, for this metric and benchmark suite the JEFF-3.3
thermal if > 50% of fissions is below 0.625 eV, intermediate if > 50%
of fissions is between these energies and it is mixed otherwise.
Fig. 61 Cumulative χ2/N (top) and residuals (bottom) for the
Extended Mosteller suite of 123 benchmark cases from the ICSBEP
Handbook [23]. The horizontal axis shows the benchmark number
sorted first by fuel as in Table 30, then by material (metal, compound,
solution), then by spectrum (fast, intermediate, thermal). For brevity,
C = kC,i , E = kE,i , uE = |ΔkE,i |
library performs similarly to the ENDF/B-VIII.0 library
[180]. JENDL-4.0, not shown, has 11 [101].
From the figure it is clear that these improvements are
obtained through the elimination of significant outliers.
Larger steps are associated with an absolute residual greater
than 3 standard deviations. JEFF-3.2 has 13 such cases with
values as high as 18, while JEFF-3.3 has only 6 with highest
value 5.5. The number of cases with absolute residual less
than 1 is 61 for both libraries. This is less than the 84 cases
expected from a Gaussian distribution where the uncertainty
is determined by the benchmarks alone. The residual disper-
sion is due to imperfect agreement between calculation and
benchmark values. The large number of outliers (deviation
more than 3σ ) suggests the same: we should have between
none and one (0.2% × 123 = 0.25).
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Table 30 Comparison of χ2/N values for the NEA suite by fuel category and spectrum (Th. for thermal, Int. for intermediate)
Fuel N ENDF/B-VII.1 ENDF/B-VIII.0 JEFF-3.1.1 JEFF-3.2 JEFF-3.3
HEU 42 5.5 3.1 8.4 12.8 2.5
IEU 12 6.4 3.1 14.6 7.4 1.5
LEU 13 1.1 1.5 1.1 0.8 1.7
MIX 8 0.8 0.8 0.9 0.9 0.8
PU 29 3.1 2.3 2.9 3.3 2.8
U233 18 3.4 1.9 11.1 1.4 1.9
SPEC 1 4.9 3.8 14.3 11.6 6.9
Spect.
Fast 73 3.8 2.3 8.7 4.7 2.5
Th. 42 2.1 1.6 1.5 1.7 1.7
Int. 8 15.4 7.8 19.4 45.5 2.3
Total 123 3.9 2.4 6.9 6.3 2.2
The most important improvements in JEFF-3.3 over JEFF-
3.2 are for:
• hmf73 The unmoderated Zeus benchmark with a high
sensitivity to copper data. A small step remains in JEFF-
3.3 that is not in the ENDF/B-VIII.0 library, leaving room
for improvement for future JEFF releases,
• hmi6-4 and hmi6-3 The initial Zeus experiments with
graphite-HEU core and Cu reflector,
• imf1-3 JEMIMA unreflected cylindrical stacks of natural
and highly-enriched uranium,
• pst9-1 and pst9-3 plutonium solution benchmarks for
which smaller steps remain.
Had JEFF-3.2 had a better copper evaluation, avoiding the
hmf73 and hmi6 discrepancies, it would have been uni-
formly better than JEFF-3.1.x and similar in performance
to ENDF/B-VII.1. The JEFF-3.3 copper data play an impor-
tant role in the improvement, but it must be noted that all
steps occurring in JEFF-3.3 are smaller than in JEFF-3.2.
This must be attributed to significant improvements for the
major actinides.
Even if the χ2/N of JEFF-3.3 is rather good, it is still
substantially greater than 1, indicating the importance of the
remaining outliers. The following benchmarks differ more
than 3 standard deviations: hmf15-1 (unreflected HEU cylin-
der), hmf73 (see above), pmf8-1 (a thorium shell around a
plutonium sphere), pmf21-2 (a stack of cylindrical Pu disks
with BeO cylindrical reflectors), pst9-3 (see above), and
umf4-2 (a high purity 233U sphere reflected by W). Clearly,
significant progress can be made if these cases could be
resolved by a future evaluation. If the contribution of these
six cases were negligible Chi-square would drop to 1.4.
The remaining discrepancies due to systematic errors are
more difficult to trace. Other ways of examining the data are
warranted. One method would be to look at further outliers.
After all we should have only 5–6 cases outside 2σ , where
we have 15 with JEFF-3.3. The additional cases from worst
to best are smf8-1 (Np sphere in HEU shell), pst9-1 (see
above pst9-3), hmf13 (steel reflected HEU sphere), hmf9-
2 (BeO relected HEU sphere), imf6-1 (duralumin relected
HEU sphere), hmi6-3 (copper and graphite reflected HEU
sphere), lst7-3 (unreflected cylinder), hst13-3 (unreflected
sphere), hmf19-1 (graphite reflected HEU sphere). If these
were also negligible Chi-square would be one (but statistics
would be violated).
Table 30 shows average performance per category of
fuel and spectrum. JEFF-3.3 shows good improvement
over JEFF-3.2 and JEFF-3.1.1 for highly and intermediate
enriched uranium and a clear improvement for plutonium
over JEFF-3.2 making it slightly better than JEFF-3.1.1. For
low enriched uranium and 233U performance is somewhat
worse, although it is better than the overall average of JEFF-
3.3. Given that JEFF-3.1.1 and JEFF-3.2 were excellent for
low-enriched fuel, this change is unfortunate. On the other
hand the number of LEU cases is small and they are atypical
for power applications. Further validation is needed for an
unambiguous assessment of JEFF-3.3 for power reactors.
Looking at the spectrum there is a clear improvement for
fast systems and a very similar behaviour for thermal systems
compared to earlier versions of the library. This indicates that
the library has improved overall performance for advanced
reactor modeling. Pending further validation this indicates
that it would maintain good performance for present and
near term power (thermal) reactors. For intermediate spec-
tra the improvement is dramatic owing to the elimination of
the outlying hmi6 case (Zeus, see above). The SPEC case
smf8 (Np sphere with HEU shell) improved but not as much
as in ENDF/B-VIII.0. Since the HEU cases improved con-
siderably this points at a need to further improve the 237Np
evaluation.
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Table 31 Number of
benchmarks in the NRG-suite
per ICSBEP category
COMP MET SOL MISC
t i f m t i f m t i f m t i f m
LEU 462 – – – 31 – – – 67 – – – – – – –
IEU 33 4 2 – – – 28 60 – – – – – – –
HEU 156 6 6 8 51 5 294 6 402 – – – – – – –
MIX 100 – 9 – – – 33 – 53 – – – 60 – 11 –
PU – 1 – 34 – 5 100 6 385 – – – – – – –
233U 8 – – – 1 – 10 – 60 33 – – – – – –
Total 759 11 17 42 83 10 465 12 1027 33 – – 60 – 11 –
Table 32 Average C/E − 1 value in pcm (100 pcm = 0.1%) for the NRG-suite compound and metal cases for JEFF-3.3 (roman) and JEFF-3.1.1
(italics)
COMP MET
Therm Inter Fast Mixed Therm Inter Fast Mixed
LEU −21 ± 522 49 ± 255
−55 ± 534 323 ± 495
IEU −1 ± 437 −437 ± 1254 216 ± 140 136 ± 326
−240 ± 431 −468 ± 2548 189 ± 69 −176 ± 389
HEU 784 ± 1267 2283 ± 5008 −298 ± 138 −943 ± 522 −12 ± 857 181 ± 617 −34 ± 438 467 ± 553
472 ± 1395 −1912 ± 4569 −362 ± 172 −1221 ± 432 −43 ± 854 235 ± 971 −220 ± 511 422 ± 708
MIX −356 ± 1122 458 ± 184 317 ± 288
−264 ± 1108 306 ± 164 164 ± 370
PU −191 2245 ± 960 469 ± 585 197 ± 487 1170 ± 299
692 1798 ± 890 619 ± 1353 92 ± 497 478 ± 220
233U 415 ± 130 −3373 −13 ± 192
−312 ± 102 −3898 363 ± 199
The table further shows that ENDF/B-VIII.0 performs bet-
ter for Pu benchmarks and worse for HEU and IEU. Other-
wise the libraries show rather similar performance.
3.1.2 The NRG suite
The NRG suite contains 2530 benchmarks for a variety of
fuel types, physical forms of the fissile component and neu-
tron spectra (Table 31). It therefore allows a better statistical
analysis of performance of a library than the NEA-suite dis-
cussed above.
The results for the NRG suite6 using JEFF-3.3 and JEFF-
3.1.1 are summarized in Tables 32 and 33. The (C − E)
values in pcm (parts per 100,000) are averaged by ICSBEP
category as indicated and the standard deviation of the pop-
ulation is given. A second analysis is reported in Fig. 62
where results are lumped by spectrum. For each group the
distribution of (C/E − 1)/uE is displayed together with a
normal-distribution fit. If the nuclear data and the benchmark
6 The results for JEFF-3.1.1 differ from those in Ref. [373] because
many benchmark cases have been added since.
evaluations were not subject to biases, the (C/E −1)/uE dis-
tribution would converge to a normal distribution centered on
zero and with standard deviation equal to one.
The improvement of JEFF-3.3 with respect to JEFF-3.1.1
for the thermal cases is small and mainly signalled by the
slightly more peaked distribution. For the intermediate and
mixed spectrum cases the sample size is too small to draw any
statistically significant conclusion. However, for the inter-
mediate spectrum the bias in the calculated keff seems to be
roughly identical for the two libraries, with the mean lying
more than one standard deviation below the benchmark val-
ues. For the mixed spectrum the mean lies more than one stan-
dard deviation above the benchmark value and this bias seems
to have increased from JEFF-3.1.1 to JEFF-3.3. For fast spec-
trum cases the width of the distribution hardly changed, but
a slight bias in JEFF-3.1.1 seems gone with JEFF-3.3.
Despite the overall agreement between the two libraries
some differences stand out that may be correlated with the
changes itemized below:
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Table 33 Average C/E − 1
value in pcm (100 pcm = 0.1%)
for the NRG-suite for JEFF-3.3
(roman) and JEFF-3.1.1 (italic)
for solution and miscellaneous
systems
SOL MISC
Therm Inter Therm Fast
LEU 118 ± 305
179 ± 289
IEU 140 ± 534
87 ± 539
HEU 157 ± 947
40 ± 1102
MIX −482 ± 396 150 ± 536 −53 ± 285
−374 ± 381 57 ± 491 −863 ± 419
PU 114 ± 547
196 ± 557
233U 485 ± 680 −1591 ± 814
229 ± 684 −1638 ± 804
Fig. 62 The distribution of C/E − 1, in units of the combined bench-
mark and statistical uncertainty. The normal distribution (in black)
would be the perfect situation
• predictions for some well-known benchmarks such as
hmf-1 (Godiva) and imf7 (Big Ten) improved;
• the new thermal scattering data for heavy water yield
better results for lmt15 (lattices of 2% enriched uranium
in heavy water);
• results for hst49 (uranyl nitrate solution containing cad-
mium) improved, presumably thanks to the amelioration
of the 113Cd data.
• results for hmf67 (ZPR-9 assemblies with tungsten,
graphite and aluminum) are much better;
• results for lct60 improved because of the new carbon
evaluation.
From the tables and the figure, it stands out that the rather
obvious improvement in χ2/N for the NEA-suite is not
reflected by distributions significantly more normal for JEFF-
3.3 than for JEFF-3.1.1. This confirms the conclusion of the
previous section based on a small subset of ICSBEP that
systematic effects leading to biases and plain discrepancies
dominate the distributions. It is therefore of interest to fur-
ther investigate and categorize these discrepancies in order to
clearly identify where future development should be directed.
3.1.3 The IRSN suite for criticality safety
A total of 238 ICSBEP benchmark cases [374] were selected
by IRSN for the thermal, intermediate and fast energy range.
The diversity of media and configurations makes these bench-
marks representative of criticality safety considerations for
fuel cycle operations. The selection is wider than the NEA-
suite discussed above and provides further indications about
the performance of JEFF-3.3. Here a subset is presented that
highlights remaining deficiencies with the aim of identifying
the way forward. Experiments with unrealistic uncertainties
were systematically discarded (uncertainties less than Godiva
– hmf1).
The multiplication factor keff of the selected benchmarks
was calculated using the Monte Carlo code MORET 5.D.1.
The nuclear data libraries were processed with GAIA-1.1.1,
based on NJOY2016.35. The results for JEFF-3.3 are com-
pared with JEFF-3.2 and JEFF-3.1.1 (Fig. 63) and ENDF/B-
VIII.0 (Figs. 63, 64).
Figure 63 shows the residuals for 138 cases by ICSBEP
category. For many cases JEFF-3.3 performs better than
JEFF-3.1.1 and JEFF-3.2 and has comparable residuals with
ENDF/B-VIII.0. These conclusions are, however, not uni-
form as a detailed inspection of the figure shows. If we focus
on outliers of JEFF-3.3 Table 34 shows the 45 cases that devi-
ate more than 2 and more than 3 (19 cases) benchmark stan-
dard uncertainties in the combination of the NEA and IRSN
suites. Special materials for these benchmarks, i.e. materials
other than the major actinides, oxygen or water are listed in
Table 35. The table mentions only 35 benchmarks. Therefore
the number of outliers in which a particular material features
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Fig. 63 Comparison of JEFF-3.3, JEFF-3.2, JEFF-3.1.1 and ENDF/B-
VIII.0 for the IRSN selection of ICSBEP benchmarks for criticality
safety of the fuel cycle. Highly-enriched metallic uranium with fast
spectra (HMF), the same for plutonium (PMF), highly-enriched U-235
solutions (HST), mixed oxide fuel (MCT), and low-enriched U-235 in
lattices (LCT)
Fig. 64 Comparison of JEFF-3.3 and ENDF/B-VIII.0 for the IRSN
selection of ICSBEP benchmarks for criticality safety of the fuel cycle.
U-235 (U235), highly-enriched metallic uranium with fast spectra
(HMF), the same for plutonium (PMF), highly-enriched U-235 solu-
tions (HST) and low-enriched U-235 in lattices (LCT)
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Table 34 Summary of outliers for JEFF-3.3 in the NEA and IRSN
suites sorted by ICSBEP category. Cases shown are more than 3 exper-
imental standard uncertainties off (> 3s) or between 2 and 3 standard
uncertainties (2-3s). The geometry (geo) is either rectangular (Rec),
spherical (Sph), cylindrical (Cyl) or hexagonal (Hex). The main reflec-
tor material is given in Column (ref)
Case > 3s 2–3s Geo Ref Comment
hmf7-32 x Rec Bare Teflon mod.
hmf9-2 x Sph BeO
hmf13 x Sph Steel
hmf15-1 x Cyl Bare
hmf19-1 x Sph C
hmf32-1 x Sph U-nat 10 cm U-nat
hmf32-2 x Sph U-nat 9 cm U-nat
hmf38-1 x Cyl U-dep Be+BeO moderator
hmf57-2 x Sph Pb 16.5 cm lead
hmf70-1 x Cyl Al2O3 In-core W, Al
hmf73 x Cyl Cu Unmoderated
hmi1-1 x Cyl Steel
hmi6-3 x Sph Cu C moderated
hci4-1 x Cyl Be
hst6-1 x Cyl Bare
hst7-1 x Rec Concrete
hst13-3 x Sph Bare
hst20-5 x Cyl Bare D2O, fluoride
hst46-1 x Cyl BeO, C Sulfate
hst49-12 x Cyl Water Cd in fuel
imf6-1 x Sph Al Duralumin
lct7-3 x Rec Water 2.1 cm pitch
lct7-4 x Rec Water 2.52 cm pitch
lct7-7 x Hex Water 2.26 cm pitch
lct27-1 x Rec Pb 0 cm gap
lct27-2 x Rec Pb 0.5 cm gap
lct27-3 x Rec Pb 1.0 cm gap
lct27-4 x Rec Pb 1.5 cm gap
lct29-8 x Rec Water Hf plates
lct34-17 x Rec Water Cd in steel
lmt5-1 x Rec PE ErO, HEU-Al
lst7-3 x Cyl Bare
mct3-5 x Rec Water
pmf8-1 x Sph Th
pmf21-2 x Cyl BeO
pmf29-1 x Sph Bare
pmf31-1 x Sph PE
pst9-1 x Sph Bare
pst9-3 x Sph Bare
is small, i.e.it is at most 5 (for Pb and Be/BeO). The table
shows iron and aluminum with few cases (2 and 3, resp.) as it
ignores that iron and aluminum are almost always present as
container or support material. For lead 5 cases are mentioned,
Table 34 continued
Case > 3s 2–3s Geo Ref Comment
pst18-1 x Cyl Water
pst28-1 x Cyl Water
pst30-1 x Cyl Water
pst32-1 x Cyl Water
smf8-1 x Sph Bare Np in HEU
umf4-2 x Sph W
Table 35 Non-actinide materials (mat.) featuring in outliers of the NEA
and IRSN suites. N is the number of cases. Bold are cases off by more
than 3 experimental standard uncertainties
mat. N Cases
PE 2 lmt5-1, pmf31-1
D2O 1 hst20-5
Be&BeO 5 hmf9-2, hst46-1, pmf21-2, hmf38-1, hci4-1
C 3 hmf19-1, hmi6-3, hst46-1
F 2 hmf7-32, hst20-5
Al 3 hmf70-1, imf6-1, lmt5-1
concrete 1 hst7-1
S 1 hst46-1
Steel 4 hmf13, hmf7-1, lct34-17, hmi1-1
Cu 2 hmf73, hmi6-1
Er 1 lmt5-1
Hf 1 lct29-8
W 2 umf4-2, hmf70-1
Pb 5 hmf57-2, lct27-1 to -4,
Th 1 pmf8-1
Np 1 smf8-1
four of which are correlated (lct27-1 to lct27-4) as only the
water gap between the lead reflector and the fuel assembly
was varied. However, the indication is clear (see also Sects.
3.1.7, 3.3.2). A case like lmt5-1 is ambiguous as it involves
the three: Er, polyethylene and aluminum. Similarly, hst46-1
involves both BeO and sulfate and hmf70-1 involves W and
Al.
With all these considerations it seems that progress can
be made by working on improvements for the special mate-
rials involved in the main outliers polyethylene, beryllium or
beryllium-oxide, fluor, aluminum, concrete, sulphur, steel,
copper, erbium, tungsten, lead, and thorium and with a sec-
ond priority for deuterium or heavy water, graphite, hafnium,
and neptunium.
The 16 additional outliers do not concern any of these
materials implying they are strictly concerned with the major
actinides, oxygen and water. So, important work lies ahead
in improving these major constituents of nuclear systems
and some of the statements concerning the special materials
above are conditioned by the state of play for these materials.
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In more detail, Fig. 64 (top panel) presents the results
for benchmarks highly sensitive to the 235U cross sections,
in particular capture. The selection is ordered by Energy of
Average Lethargy causing Fission (EALF) from 0.2 eV to
850 keV.
• hci4-1, hmf7-32, hmf70-1 and hmi1-1 show the largest
discrepancies for JEFF-3.3;
• for hci4-1, hmf70-1 and hmi1-1 ENDF/B-VIII.0 per-
forms better. The reflectors vary from Be, to Al2O3 and
steel. These are among the materials mentioned as requir-
ing further scrutiny in future evaluations;
• as noted before significant improvement was brought by
the new evaluation of copper in JEFF-3.3;
• for the selected suite, JEFF-3.3 and ENDF/B-VIII.0 pro-
duce equal or better results than JEFF-3.2, with the excep-
tion of hci4.
For the study of performance of JEFF-3.3 in fast sys-
tems 24 plutonium and 64 highly-enriched metallic uranium
cases were inspected (Figs. 63, 64). These had reflectors,
ranging from none to water, depleted uranium, CH2, alu-
mina, tungsten and steel. Uranium-235 enrichments range
between 89.5 wt% and 97.7 wt%. Pu concentrations vary
from 1.8 wt% to 20.16 wt%. Specific tendencies due to the
reflectors can be observed:
• JEFF-3.3 and ENDF/B-VIII.0 238U cross sections reduce
the overestimation observed with JEFF-3.2 for hmf28
and hmf32 while JEFF-3.1.1 agrees better than JEFF-
3.3;
• hmf57-2 having a lead reflector is 2 standard uncertain-
ties off for JEFF-3.3 and is better described by ENDF/B-
VIII.0;
• pmf25, pmf26 and pmf32 having iron reflectors are
within 2 standard uncertainties for JEFF-3.3 but are better
described by ENDF/B-VIII.0;
• benchmarks with nickel and copper show a systematic
bias of several hundreds of pcm between JEFF-3.3 and
ENDF/B-VIII.0, which results in JEFF-3.3 performing
slightly better for the selected cases.
JEFF-3.3 was also tested on several thermal systems,
including experiments with high-enriched uranium (HEU)
in solution and low-enriched uranium (LEU) in fuel rod lat-
tices. Again, various reflectors were considered, including
light water, heavy water, beryllium oxide and unreflected
systems. Eleven HEU solution experiments with 235U enrich-
ment higher than 89.3 wt% and with concentrations ranging
from 13.24 g/l to 516.6 g/l were investigated to test the mod-
ification of the 235U cross sections in the resonance range.
• JEFF-3.3 shows a general agreement for benchmarks
with solutions in heavy water such as hst4 and hst20;
• the new oxygen evaluation (not included in JEFF-3.3) and
the new thermal scattering data for deuterium in D2O and
oxygen in D2O (both in JEFF-3.3) improve the results
when compared with the previous JEFF evaluations.
Finally, for UO2 lattices (LCT cases), Fig. 64 (bottom
panel), we find:
• Many of the observed discrepancies in the LCT cases may
originate from the structural materials of the absorbing
canisters or the reflectors surrounding the lattices;
• a significant deterioration of the results for benchmarks
with thick lead reflector (lct27) for JEFF-3.3 compared
with JEFF-3.2 with the keff being overestimated;
• for the whole series the oxygen evaluations adopted
by JEFF-3.3 and ENDF/B-VIII.0 shift the keff results
upward compared to the results of JEFF-3.2.
• the effect of the thermal scattering data of oxygen in UO2
appear to be negligible.
3.1.4 The PSI suite for criticality safety
The considered area for future criticality safety evaluation
(CSE) applications at PSI is currently restricted to light water
reactors (LWR) spent fuel storage pools and transport casks
with (possibly borated) steel as separator/absorber materi-
als. Therefore, the present validation calculations were per-
formed based on a suite of 15 low-enriched thermal com-
pound uranium (LCT) and 4 mixed plutonium uranium ther-
mal compound (MCT) benchmarks yielding a total of 149
critical experiments. All experiments were extracted from
ICSBEP [23] and the selection of benchmark configurations
was based on their similarity to designs found in today’s
LWR compact storage pools and transport casks. The ratios
between calculated (C) and experimental (E) values obtained
by applying MCNP-6.1.1 with JEFF-3.3 cross section library
are reported in the left part of Fig. 65, along with the exper-
imental values and results from previous versions of the
JEFF libraries. Error bars represent the benchmark and cal-
culated uncertainties at one standard uncertainty, the latter
with respect to the calculations (12–20 pcm statistical uncer-
tainty).
Results show that JEFF-3.3 predicts on average a higher
keff than JEFF-3.2 with an average difference of 78±69 pcm.
In particular, this overestimation appears mostly in the subset
of LCT benchmarks, where the average deviation increases
to 102 ± 43 pcm. Preliminary tests with MCNP correlate
such a trend to the changes in 16O and 238U cross sections. A
statistical analysis (for details see Ref. [375]) was performed
to determine the weighted average keff, the standard deviation
of the sample, and the biases given by bias = |1−〈keff〉| for all
123
Eur. Phys. J. A (2020) 56 :181 Page 67 of 108 181
Fig. 65 (Left) Benchmark and calculated C/E values separated by vertical lines and are ordered by increasing benchmark and case number; (Right)
Biases as function of cross section data library
cross section libraries. The obtained values for the biases are
reported in the right part of Fig. 65, showing that JEFF-3.3
has the lowest value; hence, it performs better than JEFF-3.2
and even JEFF-3.1.1 for the selected set of benchmark cases.
3.1.5 The IAEA suite
The analysis for the NRG suite showed the importance of
statistical validation with the main conclusion that system-
atic effects dominate the distributions of (C − E)/uE . Clear
improvements were made, but for further progress the impor-
tant issues must be identified and tackled. The IAEA suite
of about 1700 ICSBEP benchmarks [376] was studied by
analysing the cumulative Chi-square plot shown in Fig. 66.
On the whole the recent ENDF/B-VIII.0 and JEFF-3.3
libraries follow each other closely, with the latter coming out
somewhat lower at χ2/N = 7 and the former at χ2/N = 8.5.
Of interest are the major steps and what they could be caused
by. The largest contributions (here not included) come from
the ORNL bare cylinders of hmf51, some of which have
unrealistically low uncertainties of 10 pcm. Large steps, still
shown, are due to hmt11, the Valduc water-moderated highly-
enriched uranium benchmarks and hmf076 (ORCEF-PE)
which both have low uncertainties, as well. This is unfor-
tunate, since no conclusions about nuclear data are possible
for those steps. In fact, if we would eliminate all benchmarks
with an uncertainty below 100 pcm (256 cases) then χ2/N
with N = 1740 for JEFF-3.3 drops to 2.9 (or 3.4 if N = 1484).
So, more than half the score is due to benchmarks with a very
low uncertainty. Even when these are eliminated 398 cases
remain with absolute residuals between 3 and 100! (537 with
absolute residuals over 2). It is clear that so many outliers are
difficult to analyze on a case by case basis and that this is
even more difficult if the quality of the benchmark may be
the issue. For the time being we satisfy ourselves with the
more in-depth analysis of Ref. [376] providing additional
indications that Fe, Cu and W should be investigated further.
For Fe this is suggested by hmf88, hmt13, hmt15 in addi-
tion to the already mentioned hmi1 ICSBEP case. Besides
the materials already mentioned in Table 35, Ref. [376] indi-
cates improvements are warranted for chromium (hci5-4) and
gadolinium (lct5).
3.1.6 Masurca and Eole
The JEFF versions from JEFF-3.1.1 to JEFF-3.3 have been
tested on three types of core configurations: fast, UOX
and MOX. For the fast spectrum, two configurations, per-
formed at the Masurca facility have been considered. These
were ZONA2A and ZONA2B from the CIRANO program
[377]. The ZONA2A core has a fertile blanket whereas the
ZONA2B core is surrounded by a reflector made of a mix of
steel and sodium.
For the UOX cores three configurations are shown, all of
them representative of a PWR and performed at the EOLE
facility. The UH1.2 configuration from the EPICURE pro-
gram [378] and the MISTRAL1 [379] configuration both
have an enrichment of 3.7% but have different moderation
ratios (VH2O/VUO2): 1.2 for UH1.2 with a lattice pitch of
1.26 cm and 1.7 for MISTRAL1, so slightly over-moderated
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Fig. 66 Cumulative χ2/N for the full IAEA suite of 1740 benchmark
cases from the ICSBEP handbook
Fig. 67 Comparison of keff using different versions of JEFF libraries
on experimental reactor cores. Experimental uncertainty can be taken
to be ±200 pcm including technological uncertainty
with a lattice pitch of 1.32 cm. The PERLE core [380] is
different as it is surrounded by a 22 cm thick stainless steel
reflector representative of a GEN III core. The fuel com-
position of the PERLE core is also 3.7% 235U enriched
UO2 with a 1.32 cm lattice pitch. The PERLE core is a
27 x 27 square lattice, whereas UH1.2 and MISTRAL1
have cylindrical cores (radius 26.76 cm and 20.11 cm,
resp.).
The two MOX configurations (MISTRAL2 and MIS-
TRAL3) are also from the EOLE facility. The difference is
again the moderation ratio (1.7 and 2.1, resp.) [379] MIS-
TRAL2 has the same lattice pitch as MISTRAL1 but for
MISTRAL3 the lattice pitch is 1.39 cm. Both configurations
use the same fuel enrichment of 7% in Am-PuO2. Both con-
figurations are 100% MOX loaded. The cores are modeled
as cylinders with radii 28.48 cm for MISTRAL2 and 29.40
cm for MISTRAL3. In the MISTRAL3 case criticality is
Fig. 68 The CR0 configuration of the VENUS-F reactor. The vessel is
160 cm diameter. Violet: fuel assemblies, green: lead reflector, yellow
B4C control rod, red B4C safety rod, white air, black: stainless steel
reached by adjusting the boron concentration whereas for
MISTRAL2 clear water is used.
The performance of the JEFF evaluation versions on the
fast, UOX and MOX cores are shown in Fig. 67. The Monte
Carlo code, TRIPOLI-4® [381], was used to obtain these
results. Consistent trends can be observed in the sense of a
marked increase of keff moving from JEFF-3.2 to JEFF-3.3.
With the exception of the PERLE experiment this change is
away from agreement with the experiments. For the fast spec-
trum and the MOX cases agreement is still better than it was
for JEFF-3.1.1, but not for the UOX cases. For the PERLE
experiment, which exhibits the strongest change from JEFF-
3.2 to JEFF-3.3 reactivity was strongly underestimated in
the previous former release, but is now restored to a value
closer to experimental data. Given the common trend the
changes are most likely due to the changes in the major
actinides.
3.1.7 VENUS-F
For VENUS-F, a zero-power critical facility [382], keff and
βeff were calculated using various versions of the JEFF-3
library. MCNP5-1.60 was used to model the critical con-
figuration “CR0”, which includes 30 wt%-enriched metallic
uranium fuel rods and solid lead as coolant-simulator and
reflector (Fig. 68). This configuration exhibits an epither-
mal to fast neutron spectrum in the fuel region, with a peak
between 200 and 700 keV. The flux drops below 1% of the
maximum below 10 keV and above 10 MeV.
Table 36 shows a comparison of keff predictions calcu-
lated with different nuclear data libraries [383]. Significant
changes from JEFF-3.2 to JEFF-3.3 include the following
individual effects:
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Table 36 Calculated keff-values for the VENUS-F CR0 core. The sta-
tistical uncertainty of the calculated values is less than 5 pcm
Library keff Library keff
JEFF-3.1.2 1.0059 JENDL-4.0 1.0031
JEFF-3.2 1.0083 ENDF/B-VII.1 1.0069
JEFF-3.3 1.0073 ENDF/B-VIII.0 1.0054
• an increase in the 235U capture cross section in the URR
(22.5–160 keV) causing a drop in keff by 900 pcm;
• a decrease in the 238U capture cross section in the URR
(20 keV–1 MeV) causing a keff increase by 350 pcm;
• an increase of keff by 500 pcm due to 208Pb;
• intermediate impacts of 206Pb, 207Pb and 209Bi, quan-
tified respectively as a keff increase by 100 pcm, a keff
decrease by 80 pcm and a keff decrease by 70 pcm.
The net decrease is 100 pcm. The keff improvement for the
VENUS-F CR0 core is therefore small and the remaining
730 pcm discrepancy suggests taking a closer look at the
lead data of JEFF-3.3 in close combination with 235U and
238U. This indication for lead adds to the evidence found in
Table 35 (ICSBEP hmf57 and lct27, see also Sect. 4.2.4).
3.1.8 FRM II
FRM II is a 20 MWth research reactor of TU Munich that
operates on highly enriched uranium fuel (93% enrichment),
is heavy water moderated and cooled and has massive metal-
lic hafnium control and safety rods. The fuel element is a
compact hollow cylinder with dispersion fuel. The control
rod moves inside the cylinder and has a beryllium follower.
The fuel element with bent fuel plates is surrounded by five
massive safety rods (metallic Hf, diameter 10 cm), which
approach the core vertically in case of a shut down. In Fig. 69
they are shown in their closest neighborhood location to the
central channel tube (26 cm diameter).
Figure 69 shows keff calculations using different versions
of the ENDF/B and JEFF-3 libraries for a fresh fuel element
at first critical. This means the safety rods are moved out of
the way and the control rod is at the highest position consis-
tent with keff = 1 for beginning of cycle. The calculations use a
3d model and MCNP5. The model is detailed and more com-
plicated than shown, as a result of the experimental channels
surrounding the fuel element in the full 3d representation.
The calculations trace the history of FRM-II beginning-of-
cycle situations from its design, when ENDF/B-V was used,
to the present with JEFF-3.3 and visualize the impact of a new
evaluation introduced for hafnium in ENDF/B-VI. JEFF-3.3
does very well as it is only 50 pcm below critical. ENDF/B-
VI gave also a nearly perfect keff = 1, but this agreement is
destroyed when taking the new evaluation for hafnium. As a
conclusion, a general trend with ENDF/B-VI to higher keff
Fig. 69 Top: horizontal cross section view of the compact fuel element
(dark blue) in the central channel tube, that separates the primary coolant
circuit from the heavy water in the tank (D2O is light blue) at FRM II.
The Hf of the control and safety rods is given in grey. Aluminum is
shown in yellow. Bottom: effective multiplication factors calculated for
FRM-II using different versions of the ENDF/B and JEFF-3 libraries
with 235U data had been compensated with higher absorption
for the inserted Hf control rod at FRM-II. For JEFF a new
set of hafnium files was introduced in JEFF-3.2 along with
a new file for deuterium. This meant that JEFF moved from
+ 70 pcm with JEFF-3.1 to + 280 pcm with JEFF-3.2. The
change from JEFF-3.2 to JEFF-3.3 is most likely due to the
changes introduced for 235U with a possible impact of the
new scattering law for heavy water.
At FRM-II the main concern with the new data is the
confirmation that the reactivity grasp of the control and safety
rods is consistently described as large enough so that one or
even two of the safety rods are not needed for safe shutdown.
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Table 37 Differences between calculated and measured boron concen-
tration and axial offset versus burnup along an actual cycle operation
of a PWR (Westinghouse), three loops, 157 fuel assemblies and 2775
MWth. Calculations were performed with the original SEANAP system






Boron concentration Axial Offset
Meas. (ppm) SEANAP Meas. (%) SEANAP
Orig. (ppm) J-3.3 (ppm) Orig. (%) J-3.3 (%)
50 0.015 1200 1150 1165 7.7 5.6 5.9
75 0.031 1113 1071 1085 3.8 3.7 3.9
100 0.134 985 1000 1011 − 0.7 0.7 0.8
100 1.34 870 897 896 − 1.6 − 1.2 − 1.2
100 2.487 779 806 797 − 2.4 − 2.9 − 2.9
100 2.842 755 778 768 − 2.8 − 3 − 3.1
100 3.591 688 714 701 − 3.8 − 4.9 − 5
100 4.441 604 645 629 − 3.2 − 3.8 − 3.9
100 5.549 504 544 526 − 3.9 − 4.4 − 4.6
100 6.692 412 439 420 − 4.2 − 4.4 − 4.5
100 7.716 319 340 321 − 4.7 − 5.1 − 5.2
100 8.823 227 239 219 − 3.6 − 2.8 − 2.8
100 10.284 101 100 79 − 3.5 − 1.6 − 1.5
100 11.351 4 − 7 − 29 − 3.4 − 2.1 − 2.1
A clearly increased consistency of modeling with the newer
data sets is therefore an excellent support to this goal [384].
3.1.9 Pressurized water reactor
JEFF-3.3 has been processed into WIMSD5 format and used
to upgrade the SEANAP system, a computational system for
the 3D core analysis of the Spanish pressurized water reactors
[385]. The original version of the SEANAP system, which
uses WIMSD4 and its own adjusted nuclear database from
1981, has demonstrated a very good agreement with the broad
sets of parameters and cycles analyzed for the Spanish PWR
units. SEANAP showed excellent predicting capabilities for
the critical boron concentrations along many completed oper-
ating cycles. The calculations showed a general agreement
with the measurements within a factor of 20–50 ppm. Also,
the calculated axial asymmetry of incore power – incore axial
offset – is within 1–4% of the actual measurement, includ-
ing the cycle start-up and operation maneuvers at different
powers along the whole cycle.
Table 37 reports the results for a typical cycle operation of
one of the Spanish Units used for the SEANAP validation.
The upgraded SEANAP system with JEFF-3.3 shows the
following maximum deviations of calculated to measured
values:
• 35 ppm of boron concentration;
• 2% of axial offset.
These differences are within the range of validation for the
SEANAP system. It can be concluded that JEFF-3.3 inte-
grated in the SEANAP system gives equivalent or even better
results for PWR analyses than those produced with ad-hoc
nuclear data evaluations.
3.2 Delayed neutrons
In contrast with keff, there are only a handful of effec-
tive delayed neutron βeff measurements reported with suffi-
ciently detailed information. In Ref. [386] more than twenty
measurements are listed, including several measurements of
Rossi-α. The latter is closely related to βeff through the
prompt neutron generation life time. Earlier, these exper-
imental data7 were used by van der Marck for testing
ENDF/B-VII.0 [386] and JEFF-3.1.1 [373].
The fast spectrum cores considered include fuels of 235U
(Masurca, FCA, SNEAK, ZPR, Godiva), but also plutonium
(FCA, ZPR, Jezebel) and a mix of the two (Masurca, FCA,
SNEAK, ZPR) and finally 233U (Skidoo). Using these fast
spectrum cases, the 233,235,238U and 239Pu data were tested.
One should bear in mind that the tests performed here are
assumed to be only sensitive to the total delayed neutron
yields. The delayed neutron yields per group are not tested,
nor are the values for the decay constant per group.
7 We avoid the term “benchmark” for these cases because a good bench-
mark description, comparable to those given in the ICSBEP Handbook
[23], is not available.
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Table 38 C/E −1 in % for βeff.
The quoted uncertainty includes
only the statistical uncertainty of
the calculation. All the cases
have a fast spectrum, except for
TCA and IPEN/MB01. The
experimental βeff is given in
pcm with a relative uncertainty




TCA 771 (2.2%) 2.3 ± 0.8 3.9 ± 0.7
IPEN/MB01 742 (0.9%) 4.2 ± 0.9 4.6 ± 1.0
Masurca/R2 721 (1.5%) 2.1 ± 1.1 2.9 ± 1.1
Masurca/ZONA2 349 (1.7%) 2.6 ± 1.7 1.1 ± 1.7
FCA/XIX-1 742 (3.2%) 3.0 ± 1.2 3.6 ± 1.2
FCA/XIX-2 364 (2.5%) 3.3 ± 1.6 3.8 ± 1.6
FCA/XIX-3 251 (1.6%) 4.4 ± 1.9 −1.2 ± 2.0
SNEAK/9C1 758 (3.2%) −1.8 ± 1.1 −0.8 ± 1.1
SNEAK/7A 395 (5.1%) 1.0 ± 1.5 −1.0 ± 1.5
SNEAK/7B 429 (4.9%) 3.5 ± 1.4 3.7 ± 1.3
SNEAK/9C2 426 (4.5%) −4.9 ± 1.5 −5.4 ± 1.5
hmi1 ZPR-9/34 667 (2.2%) 0.7 ± 2.2 4.2 ± 2.2
ZPR-U9 725 (2.3%) 2.6 ± 1.9 0.8 ± 1.9
mmf11-1 ZPPR-21/B 381 (2.4%) −8.9 ± 2.3 −4.5 ± 2.2
pmi2 ZPR-6/10 222 (2.3%) 5.9 ± 3.8 3.9 ± 0.7
hmf1 Godiva 659 (1.5%) 0.3 ± 1.1 −1.7 ± 1.1
hmf28 Topsy 665 (2.0%) 4.1 ± 1.0 2.4 ± 1.0
pmf1 Jezebel 194 (5.2%) −3.1 ± 1.6 −1.0 ± 1.6
pmf6 Popsy 276 (2.5%) 7.6 ± 1.7 4.3 ± 1.4
umf1 Skidoo 290 (3.4%) 0.7 ± 1.4 1.7 ± 1.4
umf6 Flattop 360 (2.5%) 3.1 ± 1.3 4.2 ± 1.3
Table 39 The values for
C/E − 1 in % for the Rossi-α
calculations. The uncertainty
quoted for C/E − 1 includes
only the statistical uncertainty of
the calculation. C/E − 1 values
deviating more than three times
the relative experimental
uncertainty are underlined. All
the cases have a thermal
spectrum, except for Big Ten.
The Rossi-α is in s−1
Experiment JEFF-3.3 JEFF-3.1.1
Rossi−α
SHE/8 6.53 (5.2%) −1.5 ± 1.0 −3.5 ± 1.0
lst1-1 Sheba-II 200.3 (1.8%) −4.4 ± 1.4 4.7 ± 1.4
lst4-1 Stacy/29 122.7 (3.3%) −2.9 ± 1.2 3.5 ± 1.2
lst4-3 Stacy/33 116.7 (3.3%) −0.6 ± 1.2 0.2 ± 1.2
lst4-5 Stacy/46 106.2 (3.5%) −0.1 ± 1.1 0.7 ± 1.1
lst7-2 Stacy/30 126.8 (2.3%) −1.1 ± 1.2 0.9 ± 1.2
lst16-3 Stacy/125 152.8 (1.7%) −4.1 ± 1.2 3.2 ± 1.2
lst21-215 Stacy/215 109.2 (1.6%) −4.6 ± 1.1 0.0 ± 1.2
hst38 Winco 1109.3 (0.1%) −4.4 ± 1.0 0.7 ± 1.0
imf7 Big Ten 1.17 × 105 (0.9%) 0.1 ± 1.4 −0.3 ± 1.5
For Rossi-α most of the available experimental data are
from cores with a thermal spectrum with 235U fuel. Most
cores have low enrichment (Sheba-II, SHE-8, Stacy cores,
TCA cores and the IPEN/MB01 core) and only one has highly
enriched uranium (Winco slab tank). As a consequence, for
thermal spectra only the 235U delayed neutron data are tested.
The βeff and Rossi-α results based on JEFF-3.3 are given
in Tables 38 and 39, as well as the results based on other
libraries. The results for the Proteus experiment have been
omitted, because of concerns about the representativity of the
model that was used. The comparison is in favor of JEFF-
3.1.1. For the 31 experiments and taking account of the lim-
ited simulation statistics, JEFF-3.3 has 6 cases for which the
difference with experiment is more than 2 standard devia-
tions while JEFF-3.1.1 has only 2. JEFF-3.3 differs by 3 or
more standard deviations for the βeff of IPEN/MB01 (4.7s),
ZPPR-21/B (-3.7s) and POPSY (3.0s) and for the Rossi-α of
WINCO. JEFF-3.1.1 differs by 3 or more standard deviations
for the βeff of IPEN/MB01 (5.1s) and the Rossi-α of WINCO.
The WINCO Rossi-α has a very low uncertainty. Note, how-
ever (see below), that the data uncertainty is about 3%.
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Table 40 Calculated and experimental βeff-values for the VENUS-F
CR0 core. The statistical uncertainty of the calculated values is 2 pcm
Library βeff Library βeff
JEFF-3.1.2 730 JENDL-4.0 724
JEFF-3.2 733 ENDF/B-VII.1 727
JEFF-3.3 729 ENDF/B-VIII.0 727
Experiment 730(11)
For imf7 (Big Ten) the accurate Rossi-α value of Pax-
ton [387] is given in Table 39 which is very well repro-
duced by JEFF-3.3 and JEFF-3.1.1 certainly considering that
only a partial uncertainty is shown for the calculated val-
ues. The Big Ten βeff has been discussed before as well,
even if no direct experimental result is available. The ICS-
BEP Handbook quotes an “accepted value” that “appears to
be βeff = 720 ± 37 pcm”, a number less accurate than the
Rossi-α [23]. Calculations of βeff were made using several
evaluations with MCNP [388]. The delayed prompt k-ratio
method and the KOPTS method were used. For JEFF-3.2
βeff was overestimated by 3.3% (KOPTS method) and 4.5%
(prompt k-ratio). Both are within 1 standard uncertainty. For
JEFF-3.3 the overestimations are 1% and 1.1%, resp. JEFF-
3.3 therefore agrees even better with the “accepted” βeff than
JEFF-3.1.1 and the slight method bias disappeared.
Finally, the effective delayed neutron fraction βeff of the
VENUS-F CR0 core, mentioned earlier (Fig. 68, was mea-
sured to be 730 ± 11 pcm [389].
Table 40 shows that the calculated βeff-values are all in
excellent agreement with experiment. The calculations were
performed with MCNP using the KOPTS card.
In conclusion, JEFF-3.3 performs well for estimates of
βeff and Rossi-α with admittedly a slight deterioration over
JEFF-3.1.1. An uncertainty analysis could not be performed
because of the missing covariances for delayed neutron data
in JEFF-3.3. Previous studies using the covariances from
JENDL-4.0u indicate that the uncertainties due to nuclear
data are around 3%, and up to 7% for 233U reactor systems
[388].
3.3 Neutron Shielding and Transmission
Clean shielding and transmission experiments have a simple
geometry, one predominant material and a well characterized
irradiation source, i.e. either
• a well-characterized 252Cf spontaneous fission neutron
spectrum with a mean neutron energy of 2.1 MeV;
• a 2H+3 H neutron source with quasi monoenergetic neu-
trons peaked at 14 MeV; or
• a fission reactor fast neutron spectrum.
Table 41 List of ToF experiments employing a 14 MeV neutron source
used to test JEFF-3.3. The LLNL experiments are from MCNP-6 suite.
Mat. is Material, Okt. Oktavian
Mat. FNS LLNL Okt. Mat. FNS LLNL Okt.
Li X Be X X
Graphite X X N2 X X
O2 X Al X
Si X Ti X
Cr X Mn X
Fe X X Co X
Cu X As X
Se X Zr X
Nb X Mo X
W X Pb X X
235U, 238U X 239Pu X









Typical geometries involve spheres, slabs or rods. The mea-
sured quantities are the energy-differential neutron or γ -
leakage or transmission fluxes normalized per source neu-
tron. The relevant information about the experimental setups
is usually available in either the SINBAD [367] or the ICS-
BEP [23] database. Alternatively, one must resort to the orig-
inal publications. When important details are not available
an experiment cannot be used for testing and validating of
nuclear data.
Experimental data are confronted with MCNP6.1 [390]
calculations using ACE libraries prepared with NJOY-
2012.99 [41].
3.3.1 ToF shielding experiments
An overview of time-of-flight (TOF) shielding and transmis-
sion experiments that used a 14-MeV dT neutron source is
given in Table 41. They were performed at Oktavian or FNS
or are taken from the MCNP-6 shielding suite (MCNP-6_SS)
[391,392]. Here the performance of JEFF-3.3, FENDL-3.1b
and ENDF/B-VIII.0 is compared.
For OKTAVIAN, fifteen validation studies were carried
out for different materials. Figure 70 shows the simulations
for Cr, Mo and W. To highlight the differences C/E values
averaged over broad energy groups are calculated and shown
in Table 42.
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Fig. 70 Comparison of leakage spectra in OKTAVIAN/ToF spheres.
Top: neutrons from a 40 cm Cr sphere, middle: neutrons from a 61 cm
Mo sphere, bottom: leakage spectra from a 40 cm tungsten sphere;
bottom left: neutrons, bottom right: gammas [367]
For W neutron and gamma leakage spectra are shown for
the thickest sphere (40 cm diameter) along with C/E ratios
(Fig. 70). The total leakage and partial contributions from
the first neutron collisions or γ -rays created by the dT source
assembly are shown. The uncertainties given by the authors of
the experiments include only statistics, so we have added an
additional 10% as a rough approximation to the total uncer-
tainty. The uncertainties of the calculated neutron and gamma
leakage spectra were propagated by Monte Carlo sampling
using TENDL-2015 random files. The resulting uncertainties
are between 5 and 10%. Strong energy-energy correlations
below 1 MeV follow from this approach. Considering both
the experimental and nuclear data uncertainties, JEFF-3.3
performance is similar to ENDF/B-VIII.0 and TENDL-2017.
For all three libraries leakage spectra are overestimated up
to 30% and underestimated up to 50%. The overestimation
tends to occur at low energy and the overestimation at high
neutron energy (but below 14 MeV) or gamma energy. This
implies that the impact on reaction rates will strongly vary
with reaction threshold and more generally the reaction exci-
tation function.
As an example for FNS, Fig. 71 shows calculations com-
pared with data for leakage neutron spectra from Be and Pb at
an angle of 0◦ with the deuteron beam. Table 43 summarises
C/E for the energy-averaged angular flux for a cylindrical
slab of diameter 31.4 cm with a thickness of 5, 20 and 40 cm
of iron, 5.06, 20.24 and 40.48 cm of graphite and 5.06 and
15.24 cm of beryllium. Two different angles are reported
24.90◦ and 66.80◦.
For the MCNP-6 shielding suite, three experiments were
considered for iron and SS-304. These consisted of cylin-
drical slabs (configurations 1, 3 and 7). The MCNP-6 suite
also includes a set of eleven LLNL pulsed sphere bench-
marks for different target materials: Be, C, concrete, Fe, Pb,
Li, N2, 239Pu, 235U, 238U and water. Results for the LLNL
pulsed sphere experiments for 235U and 238U can be seen in
Fig. 72.
As mentioned above the comparison of the experimental
data for leakage neutron spectra measured by the time-of-
flight technique for dT neutrons has shown a good perfor-
mance for JEFF-3.3. In some cases, slightly better than the
other libraries. The main conclusions of this comparison can
be summarized as follows:
• Be: JEFF-3.3 showed much better agreement than
ENDF/B-VIII.0 and FENDL-3.1b for the LLNL pulsed
sphere included in the MCNP-6 suite. However, FNS-
TOF shows angle-dependent underestimation from 1 to
10 MeV.
• C: For FNS, there are large differences between FENDL-
3.1b and JEFF-3.3 at large angles for 50 mm and 200 mm
thick C shells below 1 MeV in FNS. In general, FENDL-
3.1b showed better agreement. This is also true for the
slabs in the above Table 43 except for the higher energies
at 66.8◦.
• Pb, Li2O, N2 and O2: The JEFF-3.3 library shows good
agreement for FNS.
• 238U: For the LLNL pulsed sphere, JEFF-3.3 shows over-
estimation from 18 to 26 ns (so, high neutron energy, see
Fig. 72).
• Fe: JEFF-3.3 shows a good agreement for FNS, as do
ENDF/B-VIII.0 and FENDL-3.1b (see Table 43) and the
LLNL pulsed sphere.
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Table 42 Results of
OKTAVIAN experiments with
spherical vessels. Values of C/E
averaged leakage neutron
spectra. The libraries are
ENDF/B-VIII.0 (E),
FENDL-3.1b (F) and JEFF-3.3
(J). The energy groups (En) are
given in MeV
En (MeV) Al (40 cm) As (40 cm) Co (40 cm)
E F J E F J E F J
10–16 1.01 1.01 1.01 0.82 – 0.83 0.81 0.83 0.83
5–10 0.91 0.90 0.90 0.88 – 0.92 0.89 0.55 0.55
1–5 0.91 0.91 0.91 1.22 – 1.14 0.69 0.64 0.64
0.5–0.1 0.93 0.93 0.94 1.12 – 1.08 0.58 0.61 0.62
0.1–0.5 1.41 1.38 1.41 1.23 – 1.27 0.64 0.77 0.78
En (MeV) Cr (40 cm) Cu (61 cm) LiF (61 cm)
E F J E F J E F J
10–16 0.92 0.93 0.93 0.91 1.02 1.15 1.05 1.05 1.05
5–10 1.18 1.06 1.07 1.58 1.31 1.28 0.87 0.88 0.87
1–5 1.17 1.12 1.14 1.01 1.12 1.07 0.88 0.88 0.88
0.5–0.1 1.15 1.25 1.23 0.99 1.01 0.93 0.67 0.65 0.67
0.1–0.5 1.16 1.07 1.05 1.15 1.11 1.16 0.85 0.82 0.85
En (MeV) Mn (61 cm) Mo (61 cm) Nb (61 cm)
E F J E F J E F J
10–16 0.98 0.98 0.92 0.85 0.83 0.83 0.85 0.83 0.83
5–10 1.02 1.02 1.00 0.86 1.04 0.97 0.86 1.04 0.97
1–5 0.95 0.96 1.13 0.96 1.05 1.04 0.96 1.05 1.04
0.5–0.1 0.87 0.87 1.00 0.84 0.90 0.90 0.84 0.90 0.90
0.1–0.5 1.25 1.24 1.16 0.98 0.92 0.95 0.98 0.92 0.95
En (MeV) Se (40 cm) Si (60 cm) Teflon (40 cm)
E F J E F J E F J
10–16 0.97 – 0.94 0.87 0.87 0.9 0.66 0.65 0.66
5–10 0.74 – 1.28 1.03 1.03 0.96 0.66 0.64 0.66
1–5 1.25 – 1.21 1.05 1.06 0.99 0.61 0.63 0.61
0.5–0.1 1.21 – 1.12 1.18 1.18 1.13 0.61 0.58 0.61
0.1–0.5 1.5 – 1.54 1.26 1.24 1.18 0.79 0.68 0.80
En (MeV) Ti (40 cm) W (40 cm) Zr (40 cm)
E F J E F J E F J
10–16 0.93 0.93 0.93 0.87 0.87 0.88 0.97 0.94 0.94
5–10 1.26 1.25 1.18 0.81 0.81 0.8 0.96 1.03 1.05
1–5 1.28 1.28 1.26 0.94 0.94 0.87 1.19 1.09 1.10
0.5–0.1 1.24 1.25 1.22 0.81 0.81 0.74 1.07 1.06 1.03
0.1–0.5 1.69 1.67 1.68 1.07 1.06 1.13 1.23 1.44 1.38
• In OKTAVIAN, JEFF-3.3 shows good results for Cu, Mn,
Nb, Mo and As, overestimation for Al (in the range 0.1–
0.5 MeV), Ti, Cr, Se and Zr and underestimation for Co
and W as well as LiF and teflon.
3.3.2 SINBAD for Pb, Bi, Fe and O
Several shielding benchmarks from the SINBAD databases
were used for the validation of lead, bismuth, iron and oxygen
cross sections.
The following was observed:
• For lead, good agreement for the Grenoble lead slow-
ing down experiment was observed [261] for both JEFF-
3.2 and JEFF-3.3. Differences between the libraries are,
however, substantial and given the importance of lead for
lead-cooled fast reactors or accelerator driven systems
they should be validated further.


































































Fig. 71 Comparison of leakage neutron spectra in FNS/ToF cylinder.
Top: 31.4 cm ∅ × 5.08 cm Be cylinder and fixed cone bias detector at
0 deg, Bottom: 31.4 cm ∅ × 5.06 cm Pb cylinder and fixed cone bias
detector at 0 deg
– ASPIS-IRON88: The 115In(n,n’) data are repro-
duced well suggesting that the lower part of the
fast neutron spectrum is well described with the
JEFF-3.3 iron data (Fig. 73). Significant discrepan-
cies and differing trends were found for JEFF-3.3 and
ENDF/B-VIII for 32S(n,p) reaction rates sensitive to
neutrons above 2 MeV. These differed up to a fac-
tor of 2 ([393], Fig. 73). However, using the covari-
ance data from JEFF-3.3 the calculated reaction rates
agree with experiment within one standard deviation.
This indicates that JEFF-3.3 (and also ENDF/B-VII.1
and JENDL-4.0u) covariance matrices are reasonably
realistic, with no clear trends of over or under esti-
mation.
– TIARA indicates good agreement up to 40 cm thick
iron and overestimation for the thicker spheres by as
much as a factor 2 near 10 MeV for the 1 m thick iron
sphere using JEFF-3.3 (Fig. 74).
• For oxygen: For the FNS Liquid Oxygen experiment,
relatively good agreement is observed between the mea-
sured and calculated spectra using JEFF-3.3 with no sig-
nificant trends with increasing angle (Fig. 74). However,
measurements cover only the energy range above 0.1
MeV, and the experiment may not be representative for
all applications.
3.3.3 The FNG experiment for Cu
Besides occasional use in critical fissioning systems for
which JEFF-3.2 and predecessors performed poorly, copper
is widely used in fusion tokamaks. Examples are components
of the heat sink, in particular the divertor and first wall, mag-
nets, diagnostics, mirrors, waveguides, etc. Remarkably, the
cross sections at the neutron energies relevant to fusion are
not well assessed.
A benchmark experiment on a 60 × 60 × 70 cm3 block
of pure copper was performed at the 14 MeV Frascati neu-
tron generator (FNG) in Italy. At 8 positions between 4 and
57 cm on the central axis of the block activation foils were
irradiated to study the neutron flux and its energy distribu-
tion from thermal energies up to 14 MeV. The reactions used
were 197Au(n, γ )198Au, 186W(n, γ )187W, 55Mn(n, γ )56Mn,
58Ni(n, p)58Co, 115In(n, n’)115mIn, 27Al(n, α)24Na, 93Nb(n,
2n)92Nb, and 197Au(n, 2n)196Au.
The experiment was simulated using MCNP-6. A detailed
geometrical model of the whole experimental set-up was
prepared. The neutron emission from the FNG target was
accurately simulated by an ad hoc routine developed by
ENEA and JSI [394]. Reaction rates and C/E values of
irradiated activation foils at different penetration depths,
and neutron and gamma-ray spectra, were determined. Fig-
ure 75 shows results for four threshold dosimetry reactions
115In(n, n′)115mIn, 27Al(n, α)24Na, 197Au(n, 2n)196Au and
93Nb(n, 2n)92mNb with increasing thresholds (0.34, 3.25,
8.11 and 8.93 MeV). The experimental data are compared
with estimates using the JEFF-3.2 and 3.3, as well as the
TENDL-2015 nuclear data libraries. The reaction rates high-
light an important feature shared with all shielding bench-
marks: the strong attenuation of the flux and therefore the
reaction rates with penetration depth over 4 to 5 orders of
magnitude. The overall trend and magnitude of this attenu-
ation with penetration depth is well reproduced by the cal-
culations. On the other hand the C/E values show that the
deviations may amount to 50% for the higher penetration
depths. The main conclusions are
• JEFF-3.3 and TENDL-2015 agree best with the indium
inelastic scattering dosimetry reaction showing a nearly
constant under estimation of about 20% of the experi-
ment. JEFF-3.2 (and JEFF-3.1.1) is nearly equal to JEFF-
3.3 at 4 cm penetration depth but decreases to underesti-
mate by about 50% and 30% at 57 cm.
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Table 43 FNS slabs measured in time-of-flight. Energy-averaged and angle-dependent leakage-neutron C/E values for slab thicknesses of 5, 20
and 40 cm. The energy group in column En is given in MeV. The libraries are ENDF/B-VIII.0 (E), FENDL-3.1b (F) and JEFF-3.3 (J)
Iron slabs of 31.4 cm ∅ Graphite slabs of 31.4 cm ∅ Beryllium slabs of 31.4 cm ∅
5.0 cm 5.06 cm 5.06 cm
Angle = 24.90◦ Angle = 66.80◦ Angle = 24.90◦ Angle = 66.80◦ Angle = 24.90◦ Angle = 66.80◦
En E F J E F J E F J E F J E F J E F J
10–16 1.20 1.26 1.27 0.62 0.59 0.58 1.30 1.18 1.30 1.05 0.94 1.05 0.96 0.95 0.95 0.65 0.61 0.62
5–10 0.95 0.98 1.00 0.74 0.74 0.75 1.16 1.11 1.16 1.08 1.01 1.08 1.02 0.97 0.81 1.00 0.90 0.85
1–5 0.92 0.95 0.95 0.87 0.90 0.89 0.82 1.13 0.82 0.83 1.13 0.83 0.92 0.96 0.93 0.90 0.88 0.84
0.5–1 1.03 0.99 1.00 0.95 0.91 0.91 0.95 1.12 0.95 0.86 0.99 0.86 0.85 0.92 0.95 0.79 0.84 0.88
0.1–0.5 1.23 1.09 1.12 1.00 0.90 0.91 – – – – – – 0.95 1.04 1.04 0.89 0.95 0.98
20.0 cm 20.24 cm 15.24 cm
Angle = 24.90◦ Angle = 66.80◦ Angle = 24.90◦ Angle = 66.80◦ Angle = 24.90◦ Angle = 66.80◦
En E F J E F J E F J E F J E F J E F J
10–16 0.99 1.04 1.04 0.82 0.77 0.76 1.11 0.98 1.11 1.00 0.85 1.00 0.96 0.95 0.95 0.71 0.67 0.67
5–10 0.81 0.91 0.92 0.81 0.89 0.89 1.06 0.96 1.06 1.05 0.92 1.05 1.07 1.00 0.86 0.98 0.90 0.83
1–5 0.88 0.98 0.97 0.85 0.96 0.94 0.88 1.04 0.88 0.88 1.01 0.88 0.97 0.95 0.90 0.94 0.89 0.84
0.5–1 0.99 1.01 0.99 0.96 0.98 0.96 0.84 1.07 0.84 0.80 1.03 0.80 0.89 0.90 0.90 0.85 0.86 0.86
0.1–0.5 1.08 1.00 1.04 1.02 0.95 0.97 – – – – – – 1.02 1.02 1.03 0.97 0.96 0.97
40.0 cm 40.48 cm
Angle = 24.90◦ Angle = 66.80◦ Angle = 24.90◦ Angle = 66.80◦
En E F J E F J E F J E F J
10–16 0.93 0.92 0.95 0.67 0.63 0.63 0.89 0.75 0.89 0.79 0.64 0.79
5–10 0.80 0.97 0.94 – – – 1.01 0.86 1.01 1.05 0.85 1.05
1–5 0.95 1.15 1.11 0.74 0.94 0.88 0.83 0.85 0.83 0.86 0.84 0.86
0.5–1 0.98 1.07 1.01 0.87 0.97 0.92 0.82 0.94 0.82 0.89 1.03 0.89
0.1–0.5 0.97 0.96 0.96 0.84 0.82 0.85 – – – – – –
• JEFF-3.3 (JEFF-3.1.2) and TENDL-2015 show overall
good agreement with the 27Al(n, α) data, with best agree-
ment for JEFF-3.3 as it stays within 20% of the data,
throughout and is well within 10% up to 30 cm penetra-
tion depth.
• For the 93Nb(n,2n) and 197Au(n,2n) dosimetry reactions
JEFF-3.3 is clearly best staying within 10% of the data
in both cases. The other libraries underestimate the rates
remaining within 25% of the data.
• Non-threshold reactions (not shown here) show even
larger underestimation (up to 60% for 186W(n,γ )187W),
than indium inelastic scattering with the C/E decreasing
as a function of the penetration depth. All libraries con-
sidered give similar results.
Clearly the new JEFF-3.3 evaluation for copper improves
agreement with the FNG benchmark compared with (JEFF-
3.1.2) JEFF-3.2 answering at least in part to the suggestions
in Refs. [395,396]. Even if covariance data could be further
improved it was concluded earlier that the uncertainties cal-
culated using the available nuclear data were realistic ([397],
Sect. 4.2.2). In combination with the results from critical-
ity benchmarking we may conclude that JEFF-3.3 contains
a substantially improved set of copper files compared with
earlier versions of the library.
3.3.4 IPPE Shielding experiments for Fe and U
Neutron leakage spectra from natural iron spheres of various
diameters with a 252Cf source in the center were measured
at IPPE [23,398]. The results of the comparison between
measurement and a Monte-Carlo simulations using JEFF-
3.2, JEFF-3.3 and ENDF/B-VIII.0 for the largest sphere
with diameter 70 cm are shown in Fig. 76. As the Fe files
are the same there is no difference between JEFF-3.2 and
JEFF-3.3 and both libraries agree with the measurement
within 1–2 times the experimental uncertainties (except at
0.3 MeV). Above 0.7 MeV ENDF/B-VIII.0 significantly
underestimates the data by as much as 35%. For JEFF-3.3
this was the main reason to leave the existing JEFF-3.2 eval-
uation unchanged and not adopt the outcome of the CIELO
project.
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Fig. 72 Comparison of leakage neutron spectra of the LLNL time-of-
flight pulsed spheres. Top: U-235, 0.7 mean free path (mfp), NE213-A
detector at 30◦, Bottom: U-238, 0.8 mean free path, Pilot-B detector at
30◦
Neutron leakage spectra from a depleted uranium sphere
of 24 cm diameter with a 252Cf source measured at IPPE [399]
are compared with the same libraries. As seen in Fig. 76, the
calculated spectra with JEFF-3.2 and JEFF-3.3 reproduce the
experiment practically within the uncertainties and ENDF/B-
VIII.0 agrees similarly. These experimental data confirm that
above 100 keV the JEFF-3.3 and ENDF/B-VIII.0 U-238 eval-
uations show similar good performance for shielding.
3.3.5 The Řež shielding experiments for Fe
Neutron shielding experiments were made at the Řež Research
Institute for iron shells of 20, 30, 50 and 100 cm diameter
using a 252Cf neutron source placed in the center (Fig. 77).
The detectors are based on detection of the hydrogen
recoil following np scattering in either a spherical propor-
tional counter or in a stilbene scintillator. The proportional
counter is used at three different pressures (100, 400, 1000
kPa) to cover the neutron energy range from 0.01 to 1.3 MeV.
The derivative method is used for spectrum unfolding. The
measured data are corrected for proton escape from the detec-
tor. The center of the sphere and the detector are placed 2 m
above the floor in a room without nearby objects that are not
needed as support. The ambient background and the back-
Fig. 73 Comparison of the C/E ratios calculated with MCNP for
JEFF-3.3, ENDF/B-VI.6, -VII.1 and -VIII.0 for the 32S(n,p) (top)
and 115In(n,n’) (bottom) reaction rates measured in the ASPIS-
IRON88 experiment. The error bars represent nuclear data uncertain-
ties calculated from JEFF-3.3 and ENDF/B-VII.1 covariance matrices
(Sect. 4.2.2)
ground due to room return neutrons is measured with a shield-
ing cone between the sphere and the detector (Fig. 77). The
proportional counter has a low sensitivity to gamma-rays.
Electron-escape from the detector sensitive volume leads to
a so-called physical threshold for gamma-rays. For a detec-
tor of 400 kPa hydrogen in a 4 cm diameter volume this
threshold is 120 keV. By accepting only pulses with a pulse
height above this threshold only recoil protons (neutrons) are
detected. Pulse-shape discrimination is used with the stilbene
detector to remove the gamma-ray contribution.
The data for the stilbene detector is in fact an average spec-
trum from 4 measurements made by different lead scientists:
L.A. Trykov (Obninsk, 1–17 MeV, Řež experiment), F. Cva-
chovec, (Brno, 0.8–10 MeV, Řež experiment), M. Kostal,
(Řež, 1–10 MeV, Řež experiment), A.M. Adams, (NIST,
0.57–4.5 MeV, NIST experiments with a large ROSPEC pro-
portional counter). The NIST experiment used a sphere of
50.7 cm diameter. The NIST spectra were rescaled to repre-
sent a sphere of 50 cm by using the ratio of two simulations,
one for a sphere of 50.7 cm and the other with 50 cm. The cor-
rection factor varied from 0.99 at 0.1 MeV to 1.02 at 1 MeV
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Fig. 74 Comparison of measured and calculated neutron spectra for 5
different iron shield thicknesses of the TIARA benchmark (top). The 10
cm results are multiplied by 10 for clarity. Comparison of measured and
calculated neutron spectra for the FNS-O benchmark at an angle of 66◦
(bottom). The JEFF-3.3 evaluation was used for the calculations. Here,
let. means lethargy or, equivalently, ln(E) (dΦ/d(ln(E)) = E dΦ/dE,
where Φ is flux)
and 1.06 at 4 MeV. The data were averaged after representing
them on a group structure with 100 keV bins.
Results for the two detectors using different spheres
and distances are given in Fig. 78. For both detectors
4πR2φ(E)/Q is shown (in units of 1/MeV) where R is the
distance between the center of the sphere and the center of
the detector, E is the energy of the detected neutron, φ is
neutron flux per unit energy of the detected neutron and Q
is the number of neutrons emitted by the source per second.
The calculated results are obtained using the neutron source
spectrum from the standards [40] and an MCNP simulation.
The calculated results are broadened but still have a higher
resolution than the data leading to obvious differences. For
the stilbene detector 4πR2φ(E)/Q is shown in units of 1/MeV.
The differences seem less significant but are masked by the
many decades on the vertical axis.
Fig. 75 Comparison of measured and calculated reaction rates for
the FNG copper shielding experiment. From top to bottom reaction
rates (C/E) are shown on left (right) for the 115In(n,n’), 27Al(n, α),
93Nb(n,2n)92mNb and 197Au(n,2n) reactions, respectively



































































Fig. 76 Neutron leakage spectra (top) from spheres with a 252Cf neu-
tron source and C/E ratios (bottom). Left: a 70 cm ∅ Fe sphere; circles:
experiment of L. Trykov [23,398], curves: calculations with JEFF-3.3
(blue curves), JEFF-3.2 (dashed blue) and ENDF/B-VIII.0 (red). Right:
a 24 cm ∅depU sphere; circles experiment of S. Simakov [399], curves
calculations with JEFF-3.3 (blue curve), JEFF-3.2, (dashed blue) and
ENDF/B-VIII.0 (red)
123
Eur. Phys. J. A (2020) 56 :181 Page 79 of 108 181
Fig. 77 Řež shielding experiments with iron spheres of varying diame-
ter, a 252Cf neutron source and proton-recoil based detectors. The shield-
ing cone consisting of iron and borated polyethylene is placed between
the sphere and the detector to determine the background
Fig. 78 Fe shielding experiment with 252Cf at Řež. Data (black) versus
JEFF-3.3 (green) and data (grey, divided by 20) versus ENDF/B-VIII.0
(red, divided by 20). The top figure shows the data for the energy range
0.01–1.3 MeV obtained with proportional counters. The iron sphere
has a diameter of 100 cm and the center of the detector is at 3 cm from
the surface of the sphere. The bottom figure (0.9–10 MeV) shows the
data obtained with the stilbene scintillator. The sphere has a diameter
of 50 cm and the center of the detector is at 100 cm from the center of
the sphere
Tables 44 and 45 show C/E on a coarse group structure
to highlight the energy averaged difference in the leakage
Table 44 Coarse energy group C/E values for the Řež 100 cm diam-
eter iron sphere measured with proportional counters at 3 cm from the
surface
Table 45 Coarse energy group C/E values for the Řež 50 cm diameter
iron sphere measured with stilbene scintillator at 100 cm. Coloring as
in Table 44
spectra. Calculated results are shown for JEFF-3.3, -3.2 and -
3.1.1 and ENDF/B-VIII.0. Differences for the JEFF libraries
cannot be due to changes in the file for n+Fe since there
weren’t any.
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Fig. 79 Total and gamma decay heat for fission pulses of 235U (top)
and 239Pu (bottom) induced by thermal (left) or fast (right) neutrons
The JEFF libraries are within 5% of the data up to
0.29 MeV. All four libraries overpredict the data from 0.29 to
0.4 MeV by 20–30%. From 0.4 to 1.3 MeV this overpredic-
tion gradually changes to an underprediction by more than
10%. The change is more pronounced for ENDF/B-VIII.0.
Above 1.2 MeV ENDF/B-VIII.0 remains below the data by
more than 10% (C/E-1 from −7 to −38%). The JEFF files
stay closer to the data varying in C/E-1 between −23 and
19%, except for the final group of 14–16 MeV where the
deviation is −44%.
As the results were deemed to agree better with the JEFF
libraries than the iron evaluations developed by the CIELO
collaboration and adopted in ENDF/B-VIII.0, the decision
was taken to leave the JEFF evaluation for 56Fe untouched.
However, clear data deficiencies remain near 300 keV and
between 3 to 5 MeV as shown in Tables 44 and 45.
3.4 Fission and fusion decay heat
At the UK Atomic Energy Authority the FISPACT-II inven-
tory code [401] was used to simulate a suite of fission-pulse
decay heat measurements [402] and for a benchmark against
fusion decay heat measurements [403] obtained at the JAEA
Fusion Neutron Source (FNS) [404,405].
Figure 79 shows the decay heat following a pulse of fis-
sion of 235U and 239Pu induced by thermal and fast neutrons.
The evaluated experimental data are from Tobias [406,407],
Dickens [408,409], the University of Massachusetts at Low-
ell [410–412] and Akiyama and An [413]. The more recent
libraries benefited from a re-evaluation of the decay data cor-
recting the partitioning of the decay energy between gamma
and beta radiation. This effect is commonly known as the
pandemonium effect [322].
For thermal fission of 235U the estimated total decay heat
agrees well with the data. From 10 to 100 s all evaluations
favor the Dickens data over the higher data by Tobias. The
gamma decay heat from 5 to 30 s reduces compared with
JEFF-3.1.1 on account of new decay data. From 500 to 5000
s the evaluations follow the Tobias gamma heat data instead
of the lower data by Dickens and the different trend of the
Lowell data.
For thermal fission of 239Pu there is again good agree-
ment for the total heat but there is a slight underestimation
of the data (one standard deviation) for the total decay heat
between 400 and 2000 s. Here JEFF-3.1.1 is clearly low
by about 5% indicating an effective improvement of fission
yields and/or decay data in JEFF-3.3. For the gamma heat
component JEFF-3.1.1 is clearly low by 5–10% between 8
and 4000 s, while JEFF-3.3, ENDF/B-VIII.0 and JENDL-
4.0 as modified in 2015 show excellent agreement with the
data. The pandemonium effect is therefore remedied for this
system.
For fast fission of 235U there is overall good agreement
with a tendency for underestimation of the data below 100 s
for both the total and the gamma decay heat. There is a clear
improvement in both total and gamma heat between 100 and
3000 s. Also for 239Pu agreement is excellent with the gamma
decay heat being somewhat low (1–2 standard deviations)
between 300 and 2000 s indicating that a further repartition-
ing of beta and gamma decay heat will be beneficial. The
improvement in gamma decay heat over JEFF-3.1.1 is excel-
lent from 20 to 8000 s and noticeable from 400 to 3000 s for
the total decay heat.
Fusion decay heat measurements were made at FNS with
a dT neutron source. Here results are shown for Cr, Fe, Ni,
Cu, W and Pb (Fig. 80) during 1-h of cooling after a 5 min
irradiation and for between 50 and 450 days of cooling fol-
lowing 7 h irradiations (Fig. 81) [400,403]. These elements
were chosen as examples here, as they are important con-
stituents of steel (Cr, Fe, Ni), of a fusion device’s divertor
and inner wall (W), and of the electric and power, and cool-
ing infrastructure (Cu) of fusion reactors. Lead features as the
neutron moderator in several of the tritium-breeding blanket
concepts in fusion power plant designs [414].
In the simulations of the 5-min irradiations, there is an
important difference for nickel where all libraries under-
estimate decay heat significantly, except JEFF-3.3 and
FENDL/A-3.0, which are within one standard uncertainty
from the data. These two libraries correctly predict the pro-
duction of two metastable cobalt nuclides, which the others
all miss [403]. For tungsten, JEFF-3.3 and JEFF-3.2 improve
agreement compared with JEFF-3.1.2 but both underestimate
decay heat significantly for the first 15 min and overesti-
mate it by about a factor 2 after 20 min. The latter fea-
ture is shared with all other libraries except JEFF-3.1.2,
but ENDF/B-VIII.0 and FENDL/A-3.0 are much closer to
the data during the first 15 min due to the correct predic-
tion of production of the 185mW metastable radionuclide via
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Fig. 80 Decay heat simulations and measurements from the JAEA
fusion neutron source, considering chromium, iron, nickel, copper,
tungsten and lead following irradiation for 5 min and 1 h cooling time.
JEFF-3.3 is compared with JEFF-3.2, JEFF-3.1.2, ENDF/B-VIII.0,
FENDL/A-3.0, JENDL-4.0 and the experimental data
(n,2n) reactions on 186W. For lead, JENDL-4 differs signif-
icantly from the data while the other libraries are a good
match except during the first 10 min of cooling (controlled
by 208Pb(n,p)208Tl). Agreement between the simulations and
the experiments for iron and chromium is less good due to
experimental uncertainties, particularly beyond 40’ min of
cooling in Cr, where sample impurities (of aluminium and
iron) are thought to play a role [400,404]. For copper the
agreement with all libraries is excellent.
In the simulations of the 7-h experiments, all libraries are
in good agreement with each other, reflecting the fact that
important long-lived radionuclides dominate and have been
well characterised for many years. However, there are sig-
nificant differences between the simulations and experiment
during the first week of cooling in the chromium experiment
due to the same aluminium and iron impurities that caused
the disagreement in the 5-min experiments above. For iron,
copper and nickel there is excellent agreement between the
library predictions with FISPACT-II and the experimental
measurements, although for iron FENDL/A-3.0 is a slightly
better match than the rest. In tungsten, the simulations over-
estimate the decay heat during 400 days of cooling. As noted
in [400], this overestimate could be caused by incorrect (n,2n)
cross sections on W isotopes. In lead, there is excellent agree-
ment between simulation and experiment during the first 20












































































































































Fig. 81 Decay heat simulations and measurements from the JAEA
Fusion Neutron Source, considering chromium, iron, nickel, copper,
tungsten and lead following irradiation for 7 h and cooling of 50 (lead),
200 (chromium) and 450 (iron, nickel, copper, tungsten) days. JEFF-3.3
is compared with JEFF-3.2, JEFF-3.1.2, ENDF/B-VIII.0, FENDL/A-
3.0, JENDL-4.0 and the experimental data
nificant underestimation with all libraries at experimental
cooling times of 24 and 50 days [403]. This latter result could
point to an need to improve the (n,α) cross section on 206Pb,
which leads to 203Hg (T1/2 = 46.6 days).
The JEFF-3.3 library adopted several additional activa-
tion channels not present in earlier versions from the TENDL
project. The overall picture from the decay-heat benchmark
is that the inclusion of several activation channels, particu-
larly isomeric production, gives JEFF-3.3 an advantage over
other libraries, such as ENDF/B-VIII.0 and JENDL-4.0u. In
many cases, these are taken from TENDL evaluations, which
explains the agreement with the JEFF-3.3/A activation files,
which are special-purpose formatted TENDL.
Figure 82 highlights the recent improvements in JEFF-
3.3/A in comparison to earlier JEFF versions. Decay heat
calculations divided by experimental measurements (C/E)
values are shown as a function of mass number of the daugh-
ter nucleus producing the decay heat. Integral values of decay
heat are taken from the experiments where there is one dom-
inating activation product produced by a single dominant
reaction during some of the cooling period in a particular
experiment (in practice this means that each FNS experi-
ment may contribute multiple values to Fig. 82). The C/E
value shown corresponds to the time at which the reaction
first becomes dominant (see [403] for more details). If there
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Fig. 82 Comparison between calculated and experimental cross sec-
tions for three versions of the JEFF library as well as JENDL-4.0 and
ENDF/B-VIII.0, taken from the FNS integral decay-heat benchmark
[400]. Calculation/experiment (C/E) ratios for reactions are plotted
against the baryon number of the daughter nuclide. C/E values were
taken from the simulation versus experiment comparison at the cool-
ing time where the reaction first becomes dominant (according to the
simulations). Error bars shown (for the JEFF-3.3 data points only) cor-
respond to the experimental uncertainty
are multiple contributing activation products or competing
pathways to the same product during a particular cooling
phase of an experiment, then it is not possible to attribute C/E
values to a single reaction. Improvements due to new input
parameter evaluations and elimination of erroneous database
entries has resulted in improved C/E values for several reac-
tions with JEFF-3.3/A compared to earlier versions, although
there are a few cases where ENDF/B-VIII.0 and more rarely
JENDL-4.0 are still outperforming JEFF, particularly at high
mass number.
3.5 Maxwellian-averaged cross-sections
Maxwellian-averaged cross sections (MACS) in the 10 s of
keV energy range have a particular interest for astrophysics
and in particular for nucleosynthesis by the s-process. In view
of this interest a considerable amount of work was directed
at establishing a reliable database of cross sections, reac-
tion rates and so-called s-factors [415]. Recommendations
for these cross sections based on the combined use of exper-
iment and modeling were compiled by Bao et al. [416] and,
more recently, the online KADoNiS database [417].8 A large
subset of the KaDoNis database is based on experimental data
obtained with the activation technique or the neutron time-
of-flight technique and many of the measurements provide
at least the 30 keV MACS [415]. The results for 30 keV are
then extended to cover the range of temperatures of interest in
nucleosynthesis either directly from the data or by modeling.






















































Fig. 83 Top: temperature dependent MACS for 56Fe. The uncertainty
band is from TENDL-2017 (JEFF-3.3/A). Bottom: histogram of C/E
values for the 30 keV MACS. Absent cross sections are omitted in the
comparison
Taking advantage of this work by the astrophysics com-
munity the KaDoNiS database was used as a comprehen-
sive test [273]. Figure 83 shows an example of the temper-
ature dependence of the MACS for 56Fe. Covariances from
TENDL-2017 are used to calculate the one-group cross sec-
tion uncertainties. We recall that the JEFF-3.3 transport file
and the JEFF-3.3 activation file differ. JEFF-3.3/A is a file
produced from TENDL-2017 by processing the latter into
an activation file. This implies that (1) cross sections are not
the same between JEFF-3.3 and JEFF-3.3/A and (2) the pro-
cessing eliminates data from the TENDL-2017 file such as
resonance parameters and covariances. Despite these differ-
ences the figure shows no impact on the energy dependence
and magnitude of the MACS for 56Fe and excellent agree-
ment with KaDoNiS except at 90 keV and higher. In contrast
there is an important difference with ENDF/B-VIII.0, which
does not agree with KaDoNiS.
The overall agreement between KaDoNiS and several
evaluations is shown in Fig. 83 for the 30 keV MACS by a C/E
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histogram comparing KaDoNiS with JEFF-3.3, JEFF-3.3/A,
ENDF/B-VIII.0 and JENDL-4.0. Note that several reaction
channels are missing in the non-JEFF evaluations, with only
the activation file containing all cross sections and JEFF-3.3
missing only 11 cases of 357. The overall distributions are
very similar with TENDL peaking higher than the others indi-
cating a somewhat smaller distribution. It appears that most
values lie within a factor 2 from those in KaDoNiS with some
notable exceptions that should be inspected more closely.
3.6 Data processing
As any nuclear data file JEFF-3.3 is stored in the ENDF for-
mat that requires ’processing’ in order to prepare the data
in a format used by transport or other application codes. An
example is the ACE format used by the MCNP Monte Carlo
transport and criticality code. Besides allowing for the test-
ing described in the previous and next section, processing
codes verify completeness, correctness and fit-for-purpose of
the components of the evaluated nuclear data file or perform
transformations such as pointswise cross section reconstruc-
tion and Doppler broadening. To guarantee proper function-
ing of the evaluated data file and avoid misuse processing
must be standardized for reliability of use of the library. In
the framework of verification and validation of the JEFF-3.3
library, the evaluated files were processed using the following
codes:
NJOY: a LANL comprehensive computer package for the
processing of nuclear data evaluations,
PREPRO: a modular set of computer codes [300] owned
and maintained by the IAEA,
ENDF-6 Checking & Utility Codes: a suite of computer
codes to evaluate the consistency of the evaluated files
with the underlying nuclear physics and with the ENDF-
6 format.
To allow broad application of the JEFF-3.3 libraries, the
evaluated files were processed into several application for-
mats, including ACE, G4NDL [418] and WIMSD, which can
be used in several application codes. Some details are given
below.
3.6.1 Processing neutron-induced data
Codes used for neutron transport or criticality estimation
require either pointwise linear continuous energy data or
energy group data for which the effect of the temperature
of the material is accounted for – the data are Doppler broad-
ened. This implies that processing needs to decide on an
energy grid for piecewise linear interpolation or an energy
group structure, reconstruct the cross sections on that grid
or group structure from the (resonance) parameters provided
by the evaluation. For group cross sections and or in the
unresolved energy range resonance self-shielding must be
accounted for. Important response functions are provided,
for instance for heating and damage estimates. Finally a file
structure must be delivered that is read by the application
code. Testing that the existing processing codes are capable
of processing a submitted evaluated file, in particular cor-
rectly treating the resolved and unresolved resonance region,
is a fundamental task in the sequence of nuclear data verifi-
cation and validation.
This highlights the potential need for corrections to the
evaluations and that reference input parameters for standard
processing codes should be provided alongside the evaluated
files.
Many Monte Carlo transport and reactor physics codes
use nuclear data files in ‘A Compact ENDF’ (ACE) format,
a derived format that contains most of the information avail-
able in ENDF-6 files. These are mostly prepared by the NJOY
code, although recently there are other options. NJOY con-
sists of a set of codes that read and write ENDF files in
sequence producing the required ACE file at the end.
As an outcome of the dedicated JEFF group for processing
and verification [368], the following standard sequence of
NJOY modules was set up and optimal input parameters were
identified to process the JEFF-3.3 incident-neutron data into
ACE format:
RECONR: the ENDF-6 file is converted into pointwise-
ENDF (PENDF) format, where sufficient energy grid
points are introduced to ensure that linear-linear interpo-
lation reproduces the original evaluations within an accu-
racy of 0.1%. When resolved resonance parameters are
provided, RECONR evaluates the corresponding cross
sections on the energy-grid.
BROADR: cross sections are Doppler-broadened at
293.6 K9 up to the end of the resolved resonance region
maintaining the accuracy requirement of 0.1%.
THERMR: the thermal scattering law accounting for
atomic motion is applied below 10 eV on a scattering
grid of 20 equi-probable angles. The free-gas model is
used unless a material relevant thermal scattering law is
available such as for H in liquid light water or O in liquid
heavy water.
UNRESR: effective self-shielded cross sections in the
unresolved resonance region are calculated using the
Bondarenko method and six levels of background cross
sections: infinite, 104 b, 103 b, 102 b, 10 b and 1 b.
PURR: probability tables are generated using 20 proba-
bility bins and 64 resonance ladders.
9 This is the standard temperature for testing. ACE files at other tem-
peratures are provided for reactor applications.
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Table 46 Number of covariance
files present in JEFF-3.3,
JEFF-3.2 and ENDF/B-VIII.0
Covariance type JEFF-3.3 JEFF-3.2 ENDF/B-VIII.0
MF31 – fission multiplicities 50 17 73
MF32 – resonance parameters 352 181 118
MF33 – cross sections 442 218 220
MF34 – angular distributions 359 158 108
MF35 – energy distributions 36 3 65
MF40 – activation cross sections 286 137 32
HEATR: partial kerma and damage energy production
cross sections are calculated. Redundant cross sections
for gas production are calculated.
ACER: the ACE file is created.
3.6.2 Processing covariance data
One of the remarkable efforts made by JEFF for its new
release was to enlarge the number of files that contained
covariance sections. Several new evaluations were made and
covariances were extensively imported from the TENDL
library. Table 46 shows the progress in covariance evalua-
tion during the development of JEFF-3.3.
The covariances were converted with NJOY into the
BOXER format, a format recognised by the well-known NEA
visualization tool JANIS and by sensitivity codes such as
NDaST [419].
4 Impact studies
Here we report on the impact of JEFF-3.3 on criticality and
uncertainty estimation for a number of applications and we
show how the new evaluations with their covariance infor-
mation can be used for adjustment of the library to critical
experiments.
4.1 Criticality
4.1.1 Spent fuel cask
A reactivity benchmark (BUC/Phase-VII) for computational
transport packages was organized by the OECD NEA Expert
Group on Burn-up Credit Criticality Safety. Figure 84 shows
the keff values calculated with several codes and nuclear
data libraries considering fresh fuel and room temperature
(20 ◦C). JEFF-3.3 and ENDF/B-VIII values are compared
with those in Ref. [420]. JEFF-3.3 is in excellent agreement
with the mean-value in Ref. [420] from the 13 participat-
ing codes and libraries showing a small negative bias that is
perhaps 10% of the 260 pcm standard deviation.
Fig. 84 Comparison of keff results for fresh fuel for the 13 organiza-
tions participating in the benchmark Phase VII exercise with the criti-
cality codes and nuclear data used. JEFF-3.3T3 and ENDF/B-VIII are
shown. The mean value of the participants’ keff results for the represen-
tative fuel cask is 1.1485. Lower and upper bands represent the standard
deviation values (±260 pcm) of the participants’ keff results
4.1.2 Gen-IV reactor concepts
The impact of JEFF-3.3 on new GEN IV reactor concepts
with large development programmes was investigated for
ASTRID: the Advanced Sodium Technological Reactor
for Industrial Demonstration [421];
MYRRHA: the Multi-purpose hYbrid Research Reactor
for High-tech Applications [422];
ALFRED: the Advanced Lead Fast Reactor European
Demonstrator [423].
Since these MOX-fuelled reactors are cooled with different
materials (i.e. lead, bismuth, sodium) a larger range of eval-
uations impacts keff estimates of the designs.
From a sensitivity analysis, the following nuclear data
evaluations were identified as of major importance for these
reactor concepts:
• plutonium, 239Np and 23Na for ASTRID;
• plutonium, lead and bismuth for MYRRHA;
• plutonium and lead for ALFRED.
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Table 47 keff of GEN IV concepts with different versions of the JEFF
library. The Monte Carlo statistical uncertainty is 1 pcm
JEFF-3.2 JEFF-3.3 Difference (pcm)
MYRRHA 1.00475 1.00722 247
ASTRID 0.99838 1.00252 414
ALFRED 0.9922 0.99937 717
Table 48 Differences in fission rates, capture rates and fission neutron
multiplicities calculated with MCNP6.1.1b for ASTRID, MYRRHA
and ALFRED using JEFF-3.3 and JEFF-3.2
ASTRID MYRRHA (%) ALFRED (%)
Δ fission rate 1.1 1.0 1.5
Δ capture rate −0.6 −0.5 −0.4
Δ ν −0.7 −0.8 −0.8
The impact of the new JEFF-3.3 evaluations on keff was
assessed using MCNP6.1.1b [390]. Table 47 shows that
JEFF-3.3 produces an increase in keff for the three mod-
els when compared to JEFF-3.2. The increase is least for
MYRRHA (about 250 pcm) and most for ALFRED (about
700 pcm). Given that these are design estimates with only
limited validation of some of the important data, in particular
lead for MYRRHA and ALFRED, the changes are what may
be expected from the nuclear data uncertainties (see below).
For the system for which the data should be best established
(ASTRID) the estimates of both JEFF-3.2 and JEFF-3.3 are
within 300 pcm of 1. The same is true for ALFRED and JEFF-
3.3, but the result is not consistent with that for MYRRHA.
The deviation of the JEFF-3.3 calculation from the VENUS-
F experimental result seems consistent with the estimate for
MYRRHA.
For the same systems, Table 48 reports the variations of fis-
sion rate, capture rate and fission neutron muliplicities calcu-
lated using JEFF-3.2 and JEFF-3.3. For ASTRID, JEFF-3.3
produced an increase in fission rate together with a decrease
of the capture rate and fission neutron multiplicity of the sys-
tem. The difference in the total fission rate mainly comes
from the 239Pu, with a 2.4% fission rate increase calculated
with the JEFF-3.3 the library, which is only partially com-
pensated by 2.7% and 0.6% fission rate reductions for 238U
and 241Pu. The differences in the capture rate come from
238U (decrease of 1.2%), which is partially compensated by
other isotopes. The three systems behave rather similarly.
No significant differences were generated by the different
evaluations for sodium, lead and bismuth. The table clearly
shows that an uncertainty smaller than 0.5% is only achiev-
able through a careful balancing of effects of very similar
magnitude. Designs will have to allow for the inherent uncer-
tainty of modeling also with the new library.
4.2 Uncertainty estimation
This section describes testing and verification of JEFF-3.3
covariance data. We have propagated the nuclear data uncer-
tainties and their correlations for some of the calculations
discussed above in the benchmarking and testing section.
The comparison of benchmark/experimental uncertainties
and uncertainties inferred from propagating the nuclear data
covariances allows an assessment of the reliability of uncer-
tainty estimates based on the JEFF-3.3 library and it allows an
assessment which benchmarks may be used. Here we must
pay attention to the role of the discrepancies between, for
instance, calculated and benchmark keff values as already
summarized above.
4.2.1 Criticality
Here we consider the propagation of uncertainties and covari-
ance data to estimates of keff for benchmarks given in the ICS-
BEP Handbook [23]. A small study is presented for which a
complete propagation was carried out and two large studies
are presented that use the NDaST tool [424] developed at
OECD-NEA which propagates uncertainties based on pre-
compiled sensitivity profiles available in DICE [425].
Full covariance propagation The uncertainty of keff (ukeff )
due to nuclear data uncertainties was evaluated at NRG for
seven benchmarks taken from the NEA extended Mosteller
suite (Sect. 3.1.1). Uranium and plutonium systems were
considered covering the fast, intermediate and thermal
energy ranges. Covariance data were considered for 235,238U,
239,240,241Pu and the (n,el), (n,inl), (n,2n), (n,f) and (n,γ )
reaction cross sections as well as ν. Of the non-actinides 1H,
16O, natC, 27Al, 10B were considered with the (n,el), (n,inl)
and (n,γ ) reaction cross sections. JEFF-3.3, ENDF/B-VII.1
and JENDL-4 data covariances were propagated using lin-
ear perturbation theory with sensitivity vectors calculated by
the Iterated Fission Probability (IFP) method implemented
in MCNP6. NJOY was used to produce ACE files and covari-
ance matrices, MCNP6 KSEN provided the sensitivity pro-
files and SUSD3D was used to combine sensitivity profiles
with nuclear data covariances to produce the system uncer-
tainties. It was found that ν uncertainties play an important
role, especially in the uranium systems, and are therefore
essential for a full description of the uncertainty associated
with fissionable nuclides [426].
The results are presented in Table 49 showing the bench-
mark uncertainty, the absolute deviation between calculated
and benchmark keff and the overall keff uncertainty ukeff for
JEFF-3.3, ENDF/B-VII.1 and JENDL-4. For most cases,
there is good agreement between the uncertainties calcu-
lated using JEFF-3.3 and ENDF/B-VII.1. The exception is
the intermediate energy range for which there are also larger
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Table 49 Uncertainties ukeff for the effective neutron multiplication
factor keff of selected critical benchmarks. Uncertainties represent one
standard deviation and are given in pcm (parts per 100,000). Calcu-
lated values (C) are for the JEFF-3.3, ENDF/B-VII.1 and JENDL-4.0
libraries. The experimental keff value is E and its uncertainty uE. The
absolute deviation between experiment and calculations is |C-E|. Cal-
culations have ∼20 pcm statistical uncertainty
JEFF-3.3 ENDF/B-VII.1 JENDL-4
Case uE |C-E| ukeff |C-E| ukeff |C-E| ukeff
hmf1 100 39 1331 49 1201 249 861
hmi6-1 80 77 1241 483 2123 162 596
hst32-1 260 475 1390 204 1422 272 410
lct8-1 120 212 692 19 748 112 445
pmf1 110 14 501 21 612 185 599
pci1-1 380 168 2112 1119 538 1376 512
pst11-18-6 520 948 945 556 912 448 671
differences in the keff estimates. JENDL-4 does not have
covariance matrices for 1H yielding lower overall uncertainty
estimates for thermal systems and this is the main difference
with other libraries.
It is found that:
• the experimental uncertainty uE is between 80 and
520 pcm,
• the calculated keff uncertainties are between 500 and
2100 pcm for JEFF-3.3 and similar for ENDF/B-VII.1
and 400 and 900 pcm for JENDL-4,
• |C-E| for JEFF-3.3 are less than 2uE reflecting the choices
made in the evaluation process to achieve good perfor-
mance for the extended Mosteller suite (hmf1, hmi6-1,
pmf1 and pci1-1 deviate less than uE),
• all calculated uncertainties for JEFF-3.3 cover the obser-
ved deviation between benchmark and calculated keff,
while for ENDF/B-VII.1 and JENDL-4 this is not true
for pci1-1,
• Besides the generally lower uncertainty in JENDL-4,
there are significant differences in uncertainty between
JEFF-3.3 and ENDF/B-VII.1 for hmi6-1 and pci1-1.
The small deviation and rather small uncertainty for pmf1
in the case of JEFF-3.3 is the result of a Bayesian adjust-
ment performed during the evaluation process making use of
exactly that benchmark and no others.
Even if the total calculated uncertainty compares well
between the different libraries, the constituents contributing
to the total uncertainty differ. For example, when compar-
ing the calculated total uncertainty on keff of the pst11-18-6
benchmark with 239Pu as fissile constituent Table 50 shows
the resulting total uncertainty for all three libraries are com-
parable. Here the total uncertainty contribution of 239Pu was
Table 50 Total uncertainties of keff in pcm for the pst11-18-6 bench-
mark as a result of the covariances on nuclear data for 239Pu. The last
line shows keff -1 in pcm with a statistical uncertainty of the simulation
of 18 pcm
Isotope JEFF-3.3 ENDF/B-VII.1 JENDL-4.0
239Pu 512 637 639
239Pu ν̄ 473 171 80
Total unc. 697 660 644
keff − 1 − 386 15 − 1
obtained by adding the uncertainties due to ν̄ and the cross
sections in quadrature, so assuming no correlations. How-
ever, the variance of keff due to the 239Pu(n,f) and 239Pu(n, γ )
reactions (Table 51) shows significant differences between
the JEFF-3.3 library and the ENDF/B-VII.1 and JENDL-4.0
libraries: (1) the uncertainty related to the (n, γ ) reaction
channel of 239Pu in the JEFF-3.3 library is much larger than
those of the other two libraries, and (2) the cross-correlation
between the (n, f) and (n, γ ) reactions differs in both sign and
magnitude. These differences ultimately reflect the evalua-
tion method and the associated method for fixing the covari-
ance data for each library. Changes of a similar nature may
be expected in the future as each library project continues
to develop its own evaluation methods with its associated
assessments of uncertainties and their correlations.
Finally, it was found that the group structure of covariance
data is also important, as can be seen from the results of the
intermediate spectrum benchmarks, where a coarse group
structure used to represent the covariance data of 239Pu in
the JEFF-3.3 library leads to higher uncertainty estimates.
Uncertainties by precompiled sensitivities
Table 52 gives the average uncertainty contributions in
pcm in keff calculated with the NDaST [419,424] tool for
4519 cases from the ICSBEP Handbook [23] with the pre-
calculated sensitivities available in DICE [425]. Results are
averaged by fissile material and spectrum and compared with
the average experimental uncertainty. Only the covariances
for the four major actinides (233,235,238U and 239Pu) are prop-
agated and the contributions due to cross section σ , mean
neutron multiplicity ν and the prompt fission neutron spec-
trum χν are separated. For the prompt fission neutron spec-
trum the covariances at 1 MeV incident neutron energy are
used. JEFF-3.3 is compared with results from the SCALE-
6.2rev8 [427] system. The latter is based on the ENDF/B-
VII.1 covariance library and is a well-known reference for
the criticality safety community.
It is clear that the JEFF-3.3 uncertainty in ν and there-
fore its impact on keff is larger than that for ENDF/B-VII.1
and therefore SCALE. Also the uncertainty for the prompt
fission neutron spectrum for plutonium is clearly larger for
JEFF-3.3 than for ENDF/B-VII.1, while for 235U it is com-
parable. Except for a few cases the uncertainty due to the
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Table 51 Variance and
covariance for keff of the
pst11-18-6 benchmark due to
the 239Pu(n,f) and 239Pu(n, γ )
reactions
JEFF-3.3 ENDF-B/VII.1 JENDL-4
239Pu (n, f) (n, γ ) (n, f) (n, γ ) (n, f) (n, γ )
(n, f) 2.5E−05 −1.4E−05 2.1E−05 5.7E−06 2.1E−05 5.6E−06
(n,γ ) −1.4E−05 3.0E−05 5.7E−06 8.4E−06 5.6E−06 8.2E−06
Table 52 Uncertainty
contributions to keff due to cross
sections σ , mean neutron
multiplicity ν and prompt
fission neutron spectrum χν
from the covariances data for
233,235,238U and 239Pu. JEFF-3.3
is compared with the
SCALE-6.2rev8 system. 4519
benchmark cases from ICSBEP
are considered and averages per
fissile material (mat.) and
spectrum (sp.) category are
given (notation as in footnote 5;
a is all, # is the number of
cases). Uncertainties are given
in pcm, uE is the average
experimental uncertainty
SCALE-6.2rev8 JEFF-3.3
mat. sp. # uE σ ν χν σ ν χν
HEU f 463 227 1157 92 201 1062 515 259
i 21 310 1534 161 374 1060 543 326
m 78 416 1046 171 346 674 539 360
t 807 477 234 366 623 332 560 903
a 1369 375 602 262 465 619 543 617
IEU f 57 201 1649 205 512 1369 477 685
i 8 220 1614 193 324 1287 501 402
m 8 360 745 244 379 588 533 456
t 142 512 298 361 773 356 555 945
a 215 398 722 309 673 717 528 826
LEU f 1 274 1126 90 216 932 506 323
m 5 353 878 140 200 751 505 290
t 1494 255 411 361 265 412 537 328
a 1500 255 413 360 264 413 537 328
MIX f 44 305 629 90 155 547 356 254
i 2 253 635 106 116 815 426 203
m 1 270 395 151 99 777 404 177
t 364 462 549 198 229 511 431 514
a 411 435 558 159 221 519 419 470
PU f 152 355 305 76 110 259 414 308
i 4 612 568 85 96 1283 460 238
m 9 587 357 118 274 741 447 570
t 607 400 506 176 285 526 463 885
a 772 395 467 156 250 477 453 735
SPEC f 6 333 346 22 96 672 388 399
U233 f 8 174 779 216 107 861 217 114
i 29 670 341 323 981 352 315 997
m 8 601 283 368 996 287 363 1018
t 194 600 203 447 842 203 446 866
a 239 591 242 422 839 260 412 857
cross section is very similar. For 233U there are few differ-
ences. The average experimental uncertainty per category is
between 200 and 650 pcm and these are clearly exceeded by
the uncertainty of JEFF-3.3 (577–1603 pcm, 2-8 × uE) and
that of SCALE (333-1739 pcm, 1-9×uE. As is clear from the
discussion above SCALE has smaller combined uncertain-
ties for plutonium holding systems than JEFF-3.3 while for
uranium systems combined uncertainties are very similar.
Uncertainties for the NRG suite
In the above analysis uncertainties were stated for any case
in ICSBEP for which sensitivity profiles are available regard-
less of whether there was an evaluation of keff for JEFF-3.3.
For the 2172 cases of the NRG suite for which keff predictions
were discussed in Sect. 3.1.2, Table 53 shows an analysis of
keff uncertainties obtained with NDaST using nuclear data
covariances for 233,235,238U, 239,240,241Pu, 232Th, 237Np, 1,2H,
16O, Al, Fe, Cu, Zr and W. The average keff C/E-1 has a bias
of 68 pcm so it is very close to 0. By fuel category it varies
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Table 53 Deviations and uncertainties for the NRG suite of 2172 cases
from ICSBEP (Sect. 3.1.2, [373]): mean relative deviation (col. C/E-
1) and its standard spread (col. sC/E), average standard benchmark
uncertainty uE, average standard uncertainty due to JEFF-3.3 covari-
ances uND, number of cases #E with C/E-1 within uE and within uN D
(#ND). The comparison is split by fuel category (mat) and the number
of cases per category is in column #
mat # CE -1 sC/E uE uND #E #ND
HEU 800 104 754 361 1446 35 89
IEU 98 154 412 465 1423 69 100
LEU 497 − 1 513 258 959 53 88
PU 483 223 727 408 1650 57 91
MIX 198 − 240 903 418 913 29 65
U233 96 − 267 1184 583 800 34 51
All 2172 68 744 369 1316 45 87
between −267 and + 223 pcm so on average the bias per fuel
is within 300 pcm (see Sect. 3.1 for a further discussion). Con-
cerning the distribution 45% of the benchmarks lie within 1
experimental standard deviation, a fact also noted in Sect. 3.1.
In contrast nearly 90% of the NRG-suite cases lie within the
estimated standard uncertainty using the JEFF-3.3 covari-
ance data. Both these percentages are contrary to expectation
in the case of a normal distribution. As mentioned earlier the
first percentage highlights the role of outliers/discrepancies,
while the second shows that uncertainties for keff propagated
from (JEFF-3.3) nuclear data uncertainties that are primarily
based on input from microscopic data alone are very con-
servative, while nothing was done to account for benchmark
discrepancies. The average uncertainty per category due to
JEFF-3.3 covariance data is consistent with that found for
the full study in Table 52 and the limited study with full
covariance propagation (Table 49).
Summary of keff uncertainty prediction Both the evalu-
ation of covariance matrices for nuclear data from models
and microscopic experimental data and the inclusion of inte-
gral experiments in evaluations with its implied impact on
covariance data, are active fields of research and develop-
ment. Here, we can only reflect the present state of the art. The
estimated uncertainties clearly exceed experimental uncer-
tainties for keff. It is therefore obvious that an inclusion of
benchmark keff data in the nuclear data and covariance eval-
uation process will lead to smaller a posteriori uncertainties
for an adjusted evaluation. The discussion of outliers and
the residuals distribution presented above in the criticality
benchmarking of Sect. 3.1 provided clear evidence of a con-
siderable number of discrepancies between benchmark and
calculation. It should be quite clear that reduced uncertainties
from an adjustment to benchmarks will only lead to reliable
a posteriori covariances if these discrepancies are removed
by the adjustment process and consistency with the much
Table 54 Computed versus experimental uncertainties (uE) in % for
the ASPIS IRON-88 benchmark. The penetration depth is d (in cm)
Reaction d Uncertainty uE
JEFF-3.3 ENDF/B-VII.1 JENDL4
32S(n,p) 26 13 12 17 7
52 25 21 35 7
62 29 25 43 9
115In(n,n’) 26 7 11 15 5
46 11 15 18 5
103Rh(n,n’) 26 6 8 9 5
62 12 19 15 5
27Al(n, α) 26 19 32 30 5
197Au(n, γ ) 26 5 10 9 4
46 4 9 9 4
62 4 8 9 4
larger database of microscopic experimental nuclear data is
maintained. In cases where such a satisfactory outcome is
not achieved dedicated work should address these discrep-
ancies and NDaST is a valuable tool for identifying issues by
nuclide or by benchmark [419,424]. The program sketched
above is a major challenge for the next generation of nuclear
data evaluations.
4.2.2 Shielding
Cross-section sensitivity and uncertainty analyses of several
SINBAD [367,393,428] shielding benchmarks, such as the
ASPIS-Iron88 and the FNG experiments were performed
using the SUSD3D [305] perturbation code, based on the
direct and adjoint neutron flux moments calculated by the
DORT/TORT code system [429].
The uncertainties for the ASPIS-Iron88 reaction rates due
to 56Fe cross sections were assessed for several penetration
depths in the experimental block using covariance matrices
from JEFF-3.3, ENDF/B-VII.1 and JENDL-4.0u. The largest
contributions to the uncertainties are due to the uncertainty
in the 56Fe inelastic, elastic and capture cross-sections [428]
(Tables 54, 55 and Fig. 73). Reasonable agreement can be
observed between different evaluations. The |C/E-1| results
are mostly within the 1σ for all evaluations, even for the very
discrepant results such as those of 32S(n,p) (Fig. 73). A sim-
ilar situation, where large C/E discrepancies are within the
uncertainties predicted due to the cross section covariances,
was observed for the FNG Copper benchmark [393,396] (see
Table 56). This suggests that for the above cases the covari-
ance matrices seem to be, on the average, relatively realistic,
with no clear trends of over- or under-estimation. This is in
contradiction to the observed overestimations of the nuclear
data uncertainties when compared to the C/E values of the
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Table 55 56Fe secondary angular distribution uncertainties (SAD; in
%) for the ASPIS IRON-88 benchmark. The penetration depth is d (in
cm)
Reaction d SAD Uncertainty
JEFF-3.3 ENDF/B-VII.1 JENDL-4
32S(n,p) 26 1.3 1.3 2.9
52 2.1 2.1 6.0
62 2.3 2.3 7.2
115In(n,n’) 26 0.6 0.6 2.3
46 1.0 1.0 3.2
103Rh(n,n’) 26 0.3 0.3 1.0
62 0.3 0.3 1.1
27Al(n,α) 26 3.4 3.4 1.4
197Au(n,γ ) 26 0.03 0.1 0.3
46 0.1 0.1 0.3
62 0.1 0.1 0.3
Fig. 85 Evolution of the kin f relative standard deviation of a typical
PWR assembly. Various covariance matrices are considered from JEFF-
3.3 and other well-known libraries
critical benchmarks. This may therefore be an artefact of the
use of certain critical benchmarks both in the nuclear data
evaluation process.
The contribution of the uncertainty of the secondary angu-
lar distribution (SAD) of elastic scattering was also stud-
ied using the MF34 covariance data available in JEFF-3.3
for several isotopes. For 56Fe the JEFF-3.3 ENDF/B-VII.1
and JENDL-4.0u evaluations only have the covariance data
for P1. For the ASPIS-Iron88 benchmark, significant con-
tributions of SAD uncertainties were found for the 32S and
27Al reaction rates. As shown in Table 55 the JEFF-3.3 data
predict reasonable uncertainties, consistent with most other
evaluations (ENDF/B-VII.1, JENDL-4.0) as well as with the
observed C/E ratios (Fig. 73).
The same is not true for some other isotopes such as
238U. As shown in Table 57, MF34 covariances predict an
Table 56 Uncertainty due to transport cross-sections of different origin
compared to the C/E values for the FNG-Cu benchmark. The penetration
depth is d
Reaction d Uncertainty (%)
(cm) JEFF-3.3 ENDF/B-VI.8 TENDL-2013
58Ni(n,p) 35 5 14 23
57 9 27 42
115In(n,n’) 35 8 9 12
57 13 19 24
27Al(n,α) 57 13 33 52
93Nb(n,2n) 57 13 35 53
197Au(n,γ ) 57 15 20 19
186W(n,γ ) 57 23 29 27
Table 57 Uncertainty in keff in pcm for the FLATTOP-Pu (pmf6) and
SNEAK-7A critical benchmarks due to secondary angular distribution
uncertainties taken from the JEFF-3.3, JENDL-4.0 and ENDF/B-VII.1
libraries
FLATTOP-Pu JEFF-3.2 JENDL-4.0 ENDF/B-VII.1
MF31–MF33 891 701 548
MF34 (238U P1) 1340 312 –
SNEAK-7A
MF31–MF33 766 616 763
MF34 (238U P1) 590 144 –
excessively large uncertainty of 1.33% in keff for the pmf6
(FLATTOP-Pu) benchmark, much larger than JENDL-4.0
nuclear data evaluation, and largely exceeding the uncer-
tainty contributions of all other nuclear data uncertainty terms
together.
4.2.3 Burnup
An example of application for the covariance information
in the JEFF-3.3 library is given in Fig. 85: a 4.1% enriched
PWR assembly is irradiated during two cycles in a Swiss
nuclear power plant. The evolution of its kinf uncertainty
due to nuclear data uncertainty is depicted. The uncertainty
propagation calculation has been carried out with CASMO-5
[430] and the SHARK-X [431–433] platform. For the sake
of comparison, the results of JEFF-3.3 are shown together
with other covariance libraries from ENDF/B-VII.1 [121]
and Scale-6.1 [427]. All possible nuclide reaction pairs (cross
sections, fission spectrum and averaged number of neutron
per fission) have been perturbed, i.e.all isotopes available
in both covariance libraries and the CASMO-5 library. A
19 energy group representation of the covariance libraries is
used to be consistent with the group structure of CASMO-5.
The representation was produced with the NJOY code [41].
235U (MT = 452 – total number of neutrons per fission) uncer-
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tainties are not available in the JEFF-3.3 library, only uncer-
tainties for the average number of prompt neutrons produced
by fission is provided (MT = 456). Due to limitations in the
SHARK-X methodology, such information cannot be han-
dled and as such, MT452 is perturbed using the covariances
of MT = 456.
At Beginning of Life (BOL), the major contributors to
the uncertainties are the same between the various sources
of covariance matrices: average number of neutron produced
by fission, fission cross section and spectrum of 235U, cap-
ture cross sections of 235U and 238U. Their contribution to
the total uncertainty is however different. Both ENDF/B-
VII.1 and JEFF-3.3 have 235U as the largest contributor to
kinf uncertainty. The consumption of 235U during irradiation
explains the global decrease of kinf uncertainty with expo-
sure. The lower kinf uncertainty at BOL in Scale 6.1 is due to
the relatively low uncertainty in 235U. Moreover, the increase
of the kinf uncertainty with exposure in Scale 6.1 is due to
239Pu whose uncertainty is overestimated. Both input uncer-
tainties have been changed in Scale 6.2 [434]. The evolution
of the kinf uncertainties with exposure obtained the JEFF-3.3
covariances appear reasonable. A more in-depth analysis of
the JEFF-3.3 covariance matrices will be given elsewhere.
4.2.4 GEN-IV reactor concepts
JEFF-3.3 neutron reaction covariances were used for the
uncertainty quantification of the GEN-IV reactor concepts
MYRRHA, ALFRED and ASTRID with the SUMMON
methodology [435]. These uncertainties were compared
against results obtained using the new ENDF/B-VIII.0
nuclear data library covariances [180]. Results for the uncer-
tainty quantification of MYRRHA shows that the total keff
uncertainty is very similar: 814 pcm and 769 pcm for JEFF-
3.3 and ENDF/B-VIII.0 respectively, The main contributions
to this uncertainty differ a lot which denotes noteworthy dif-
ferences between covariance evaluations. 238U, 239Pu, 240Pu
and 241Pu are the main contributors to the uncertainty using
both nuclear data library covariances. 238U inelastic scatter-
ing and fission reactions, including its cross-correlations with
other reactions are of special importance.
Moreover, 209Bi elastic scattering is one of the main con-
tributors to the uncertainty. The uncertainty analysis for
ALFRED shows 905 pcm and 760 pcm for JEFF-3.3 and
ENDF/B-VIII.0 respectively. Analogous conclusions to the
analysis performed with MYRRHA can be extracted for
ALFRED. For ASTRID, the total keff uncertainty predicted
by both covariance evaluations is also very similar: 994 pcm
and 832 pcm for JEFF-3.3 and ENDF/B-VIII.0, respectively.
The uncertainties for MYRRHA and ALFRED approxi-
mately account for the difference between experimental and
predicted keff values for VENUS-F (Sect. 3.1.7).
4.3 Adjustment to benchmarks
Uncertainties estimated on the basis of evaluations account-
ing only for microscopic data are substantially larger than
those of criticality benchmarks (Sect. 4.2.1). Developing
proper methods for adjusting evaluations to benchmarks is
an active field of research [436–438] and without presenting
final conclusions on what may be achieved, we show here
two recent examples based on JEFF-3.3.
The JAEA adjustment In support of the development of
advanced fast reactors of Generation-IV type the JAEA
adjustment methodology was applied to JEFF-3.3 using the
methods, benchmarks and experimental quantities estab-
lished by recent OECD-NEA WPEC expert groups [436,437,
439–442]. Important aspects of the methods proposed are to
maintain agreement with the unadjusted data within one stan-
dard deviation (before adjustment) and to avoid adjustment
to integral data that are initially more than two benchmark
standard uncertainties discrepant. These constraints avoid
unphysical modifications of the nuclear data.
The quantities10 considered are given in Table 58. The
reaction rates are taken at the center of the critical assembly.
The cross sections and covariances from JEFF-3.3 that
were used are those for neutron-induced reactions on 10B,
16O, 23Na, 52Cr, 56Fe, 58Ni, 235,238U, 239,240,241Pu. Data
and covariances for 242Pu were also needed and taken from
JENDL-4. These uncertainty data in the fast energy range are
based only on microscopic experimental data.
The results before and after the adjustment with the JAEA
method are compared with those for JENDL-4 in Fig. 86
which presents the ratio of calculated to experimental data.
C/E values for both JEFF-3.3 and JENDL-4 look good in gen-
eral and with few exceptions are very similar after adjustment
regardless of initial differences. For both libraries the keff esti-
mates which were already quite good improve by the adjust-
ment. This is particularly noteworthy for the initial larger
deviations for SNEAK and Proteus and to a lesser extent
ZPR6/7-st. These six case were well outside one benchmark
standard uncertainty and after adjustment either agree within
one standard uncertainty (ZPR6/7-st, ZPR6/7 240Pu, Proteus
core 8) or within 2 standard uncertainties. Jezebel (pmf1)
reaction rates are similarly off for JENDL-4 and JEFF-3.3
before the adjustment, but JEFF-3.3 is closer to experiment
after the adjustment. In contrast the two SVR values for
ZPPR-9, which were more than 10% off before the adjust-
ment in the case of JEFF-3.3, remain between 5 and 7% after
10 Xnm denotes a reaction rate. X = F for fission and C for capture. The
charge number is Z = 90+n. The mass number is A = 230+m. F28 is
therefore the rate of the 238U(n,f) reaction, F25 for 235U(n,f), F49 for
239Pu(n,f), F37 for 237Np(n,f), C28 for 238U(n, γ ). F28/F25 denotes the
reaction rate for 238U(n,f) divided by that of 235U(n,f). Such a ratio is
called a spectral index.
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Table 58 Integral quantities10 used in the JAEA adjustment of JEFF-3.3. SVR is the sodium void reactivity swing, CVR the coolant void reactivity
swing
Benchmark Quantities
Jezebel 239Pu, pmf1 keff, F28/F25, F49/F25, F37/F25
Jezebel 240Pu, pmf2 keff
Flattop-Pu, pmf6 keff, F28/F25, F37/F25
ZPR6-7 st, mcf1 keff, F28/F25, F49/F25, C28/F25
ZPR6-7 240Pu, mcf2-1 keff
ZPPR-9 keff, F28/F25, F49/F25, C28/F25, SVR-central, SVR-leakage dominated
Joyo keff
Proteus core-7 (water) kinf, C28/F49, F28/F49, F25/F49, F41/F49, C42/F49, CVR
Proteus core-8 (unmod) kinf, C28/F49, F28/F49, F25/F49, F41/F49, C42/F49
SNEAK-7A MOX keff
SNEAK-7B MOX,natUO2 keff
the adjustment, while for JENDL-4 they improve to 2–4%
overestimation. An adjustment may also worsen agreement
with experiment, as is evident for the ratio of the 238U(n,f) to
235U(n,f) reaction rates for ZPR6/7-st. Further analysis of the
effect for the SVR of ZPPR-9 suggests a further investigation
of 239Pu neutron capture and ν, and 23Na elastic scattering
are warranted.
The PSI adjustment To complement criticality benchmark-
ing a comparative study between JEFF-3.3 and TENDL-2017
was conducted at Paul Scherrer Institut (PSI) for reaction
rates measured for a number of fast critical experiments.
Mean values and uncertainties were analysed in a consis-
tent manner. The necessary specifications were taken from
the ICSBEP [23] and IRPhE [443] databases.
The TENDL data and covariances were generated on
the basis of random files available on the web [189]. For
JEFF-3.3 covariances are taken from the evaluation or were
delivered in the appropriate formats by the NEA. The latter
were produced with NJOY [41] from the ENDF formatted
files.
The deterministic code system ERANOS (Edition 2.2-N)
[444] was used to compute the integral parameters along
with the uncertainties due to nuclear data uncertainties,
by using the P1S16 approximation in the required forward
and adjoint transport calculations. For both JEFF-3.3 and
TENDL only the ten most important nuclides with respect
to the chosen benchmarks were used. These nuclides are
16O, 23Na, 52Cr, 56Fe, 58Ni, 235U, 238U, 239Pu, 240Pu and
241Pu. We also note that for these the fission spectra, sec-
ondary energy/angular distributions and background cross
sections, as well as the data for all other nuclides, are stem-
ming from the original JEFF-3.1 based ERANOS library.
The quantities10 which are considered are similar to that
of Table 58 but reaction rates for the Flattop-235U (hmf28)
and BigTen experiments (imf7) were included as well. The
Fig. 86 Calculated over experimental (C/E) values of the quantities
given in Table 58 before and after adjustment. JEFF-3.3 and JENDL-
4. The label ‘based on SG33+S+P’ is the adjusted result and refers
to the benchmark quantities defined by WPEC Subgroup-33 with the
SNEAK and PROTEUS keff added on recommendation of Subgroup-39
[436,437]
reaction rates were measured in the center of the core rel-
ative to the fission of 235U. For the adjustment the so-
called APIA method was used – asymptotic Progressing
Incremental nuclear data Adjustment – [445,446]. Of the
34 available quantities only 6 were used in the adjustment:
The Godiva reaction rate ratios for 238U(n,f), 239Pu(n,f) and
238Np(n,f) relative to 235U(n,f) and the ZPPR-9 reaction
rates for 238U(n,f), 239Pu(n,f) and 238U(n, γ ) also relative
to 235U(n,f). This leaves 28 quantities to compare with that
were not included.
Figure 87 shows the absolute residual χ before and after
adjustment for the experiments considered. For clarity χ
is χ =
∣∣∣C−EuE
∣∣∣, with, as usual, C for the calculated value,
E for the experimental one and uE its standard uncer-
tainty.
On average, before and after adjustment JEFF-3.3 agrees
better with the benchmark data than TENDL. Exceptions are
238U capture (C28/F25) and keff for ZPPR-9, ZPR-6/7 and
SNEAK 7B for which the prior values are better for TENDL.
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Fig. 87 Results of the PSI adjustment of JEFF-3.3 and TENDL-2017
to Godiva and ZPPR-9 reaction rates using the APIA method [438]
Table 59 Results of the PSI calculations with uncertainties for Big Ten
(imf7). JEFF-3.3 is in column JEFF, TENDL-2017 in column TENDL
[438]
Quantity C and uC
E prior posterior
uE JEFF TENDL JEFF TENDL
F28/F25 0.0374 0.0348 0.0334 0.0368 0.0363
0.0003 0.0017 0.0007 0.0012 0.0006
F49/F25 1.194 1.178 1.161 1.219 1.177
0.008 0.049 0.022 0.020 0.014
F37/F25 0.322 0.315 0.310 0.331 0.322
0.003 0.017 0.004 0.011 0.004
C28/F25 0.110 0.101 0.106 0.106 0.106
0.003 0.005 0.002 0.003 0.001
After adjustment JEFF-3.3 and TENDL both improve signif-
icantly and only SNEAK-7B keff is still better with TENDL.
The initial number of deviations greater than 2 standard
uncertainties of the experimental data is very large for both
libraries. Even if the number of data used for the adjust-
ment is small the overall improvement is very good for both
libraries: 4-5 cases remain deviating 2 standard uncertainties
or more.
As for the estimated standard uncertainties uC due to
nuclear data uncertainties, clear trends are observed, namely
that (1) in most cases the computed prior uncertainties are
larger than the benchmark uncertainties i.e.uC > uE, and
(2) the JEFF-3.3 prior uncertainty is even more conservative
than TENDL. Table 59 for the BigTen (imf7) benchmark
serves as an illustrative example. It further shows that also
the posterior uncertainty for JEFF-3.3 is larger than that of
TENDL and remains larger than for the benchmark. It may
however be noted that the JEFF-3.3 uncertainties are such
that the deviations between C and E are within at most 2uE
both for the prior and the posterior, giving some credit to the
applicability of the larger JEFF-3.3 uncertainties.
5 Conclusions
A comprehensive description of the JEFF-3.3 – joint eval-
uated nuclear data library for fission and fusion, version
3.3 – was presented with a focus on evaluations for neutron
induced reactions. Important differences with earlier releases
of the library include
• the new major actinide evaluations,
• a number of new evaluations for structural and shielding
materials, coolants and fission products,
• considerable improvements for photon emission,
• a consistent approach for delayed neutrons,
• a new decay data library,
• a new fission yields library and
• new thermal scattering evaluations.
JEFF-3.3 has a much larger set of covariance files associated
with the evaluations. Of particular importance are covari-
ances for the major actinides, but also many other new evalu-
ations have covariance data. A considerable number of com-
plete and partial evaluations for neutron-induced reactions
were taken from the TENDL library, making the JEFF-3.3
library more complete and consistent and furnishing a con-
siderable number of nuclide evaluations with covariances.
JEFF-3.3 adopted the TENDL-2017 libraries for photon, pro-
ton, deuteron, triton, helion and alpha induced reactions.
These replace the proton library of JEFF-3.1 and previous
activation libraries. For light elements a selection of files
were taken from ENDF/B-VIII.0.
The present paper summarizes the developments since
JEFF-3.1.1, for which the last comprehensive report was
made. The paper includes descriptions for (partial) evalu-
ations already in JEFF-3.1.2 or JEFF-3.2 if these were kept
for JEFF-3.3. We also clearly indicate the origin of evaluated
files in case these were not developed by the JEFF commu-
nity.
Evaluations Focusing on the neutron transport sublibrary,
the foremost changes were the major actinides 235U, 238U
and 239Pu. These were re-evaluated in the resonance and in
the fast energy range with a close adherence to the cross
sections obtained by the neutron standards working group
in 2009. For the fast range, the evaluation was performed
with the TALYS code. For uranium and plutonium, the fis-
sion channel was consistently evaluated using all available
data for the respective isotopic chain, substituting only the
standard cross sections of 235U and 238U for the model theo-
retical one. This ensures a consistent physics approach for the
remaining reaction channels with the exception of the elastic
channel, which accommodates the difference in the fission
channel between theory and the standard. The major actinide
evaluations include new evaluations of the prompt neutron
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multiplicity as a function of energy and of the fission neutron
spectrum. The latter is based on a new fit with the Madland
and Nix model. A new feature is the inclusion of prompt fis-
sion gamma evaluations based on recent experimental data
obtained by Oberstedt et al.
For the minor actinides and the actinides of the Th-U
fuel-cycle, files were adopted from earlier evaluations. Spe-
cial mention is made here of 241Am and the curium iso-
topes (A = 240–250), which were evaluated for JEFF-3.2
and adopted in JEFF-3.3.
For the time dependence of the emission of delayed neu-
trons, the 8 group structure was adopted as consistently as
possible. It was imposed on all evaluations taken from other
libraries whenever the relevant recommendation was pro-
vided by WPEC Subgroup 6.
Discussions of evaluations for neutron-induced reac-
tions were also presented for deuterium, sodium, alu-
minum, chromium, iron, nickel, copper, zirconium, cad-
mium, hafnium, tantalum, tungsten, gold, lead and bismuth.
These evaluations were performed for JEFF-3.2 or JEFF-3.3.
For aluminum, lead and bismuth, these include only minor
modifications. Iron was not changed.
From TENDL-2015, 312 evaluations are adopted in the
JEFF-3.3 neutron sublibrary. Of these, 111 are stable nuclides
ranging from 17,18O to 203,205Tl. This implies that many of
the fission product evaluations that were left untouched since
JEFF-3.0 are now from TENDL. The same holds for certain
(structural) materials not mentioned above.
Special attention was given to the inclusion of gamma-ray
emission data for the neutron sublibrary. For fission prod-
ucts these are based on TALYS calculations. For iron, silver,
indium, 113Cd, 155,157Gd and hafnium, these are obtained
from a combination of the EGAF database and TALYS calcu-
lations. For the actinides, the available prompt fission gamma
data were included. For a number of nuclides (in particular
fission products), the correlated emissions of gamma-rays
from inelastic scattering were included.
The new fission yields library includes 19 neutron induced
fission yield files with thermal, fast (En = 0.5 MeV)
and high-energy (14 MeV) evaluations. Spontaneous fission
yields files are given for 252Cf, 242Cm and 244Cm. The choice
of evaluations is based on the contribution of these nuclides
to the number of fissions in thermal and fast thorium, uranium
and MOX-fuelled reactors. The methodology of the evalu-
ation and the new data included in addition to those of the
previous evaluation are summarized. Of particular interest
for burnup analysis is the cumulative yield of 148Nd.
The new decay data evaluation contains 3852 radionu-
clides recognizing and incorporating the most rigorous avail-
able evaluation for each of these nuclides. The source
libraries for the evaluations are NUBASE (2295), ENSDF
(849), DDEP (140), UKPADD-6.12 (441), UKHEDD-2.6
(59), IAEA (66) and IRDFF (2). The TAGS data of Green-
wood et al. and the TAGS data of the Valencia and Nantes
groups obtained at Jyväskylä were included. This leads to
an improved partitioning of the total decay energy over the
energy carried away by gamma-rays and by beta-rays.
The neutron activation sublibrary is a specially processed
version of the TENDL-2017 library which replaces EAF-
2010. This accommodates users needing activation data in
the well-known EAF-format.
The thermal scattering library was expanded with 9 new
evaluations: hydrogen in liquid ortho and para hydrogen,
polyethylene, ice, mesytylene, toluene; deuterium in liquid
ortho and para deuterium; deuterium and oxygen in heavy
water, Al and O in sapphire/alumina, Si in silicon metal. The
evaluations are based on scattering data analysed with mod-
els developed and adjusted at Bariloche.
Testing As an application library in the field of nuclear
energy, JEFF-3.3 was tested and benchmarked for fission and
fusion. It was demonstrated to process with common tools
such as NJOY and PREPRO and certain dedicated tools of
interest to the co-authors. Benchmarking concerned critical-
ity estimation, shielding, delayed neutron yields, decay heat
and Maxwellian averaged cross sections. The impact on crit-
icality estimation of the new extended set of covariances was
surveyed and highlighted by examples. A first demonstration
of using these covariances for data adjustment was presented.
The 123 criticality benchmarking cases of the NEA
Mosteller suite were inspected after each of four beta-releases
to monitor progress in performance and guide choices of eval-
uations. For these benchmarks, the library has an excellent
Chi-square that is substantially better than that of previous
releases. It also compares well with the recently released
ENDF/B-VIII.0 library. However, inspection of larger suites
(van der Marck; IAEA) with more than 2000 benchmarks
from ICSBEP, analysed statistically, shows an important
warning. On average, criticality is predicted well but the
distributions of deviations between calculation and experi-
ment do not correspond to stated experimental uncertainties.
As discussed in the text, this general conclusion is reflected
in each of the smaller suites that are analysed, including
the NEA Mosteller suite. Significant discrepancies exist that
prevent meaningful statistical inference. This is highlighted
also by cumulative Chi-square plots showing large steps. For
future progress, these discrepancies need to be understood
and dealt with.
For criticality safety, IRSN and PSI analysed suites of
benchmarks that are used to validate the reliability of their
calculational methods. On the whole JEFF-3.3 performs bet-
ter than earlier releases, but the conclusion is not uniform:
benchmarks may be found for which an earlier release per-
forms better. Typically, JEFF-3.3 predicts a somewhat higher
criticality, in particular for light-water uranium-oxide-fueled
thermal systems. The same conclusion follows from exper-
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iments performed at the Cadarache EOLE and MASURCA
critical facilities that are representative for pressurized water
reactors and sodium-cooled fast reactors.
An analysis of outliers in criticality benchmarking gives
a number of materials that warrant attention of nuclear
data evaluators: polyethylene, heavy water, beryllium and
beryllium-oxide, carbon, fluor, aluminum, concrete, sulphur,
steel, copper, erbium, hafnium, tungsten, lead, thorium and
neptunium. For heavy water, considerable improvement was
achieved with JEFF-3.3 as confirmed also by the FRM-II
criticality estimates, however hst20-5 is still discrepant. The
recent VENUS-F critical experiments testing lead and bis-
muth data for the MYRRHA project confirm the interest
in improvement of those data by a substantial overpredic-
tion of criticality. A considerable number of outliers have
no special materials, emphasizing the continued interest in
searching for improvements of the major actinides (235U,
238U 239Pu), water, oxygen and iron. Independently and
importantly, the validity and specifications of benchmarks
should be re-evaluated to ensure their importance for qualifi-
cation of nuclear data. This concerns in particular the quality
and credibility of uncertainty statements.
Uncertainty estimates for keff with JEFF-3.3 were given
for a wide range of benchmarks comparing with other
libraries and analyzing the origin by cross section, mean
prompt neutron multiplicity and spectrum. Predicted uncer-
tainties for JEFF-3.3 range from 0.5 to 2% depending on the
critical benchmark. These uncertainties are typically larger
than the differences between calculation and experiment.
These small differences are due to choices in the evalua-
tion process that are guided by comparisons with integral
data. For the major actinides, evaluations were also affected
by explicit fitting of a few integral data. However, no large
scale fitting of integral data was performed, so that the poten-
tial reduction of the uncertainties that would have resulted is
not effected in the present library. A systematic approach for
inclusion of integral data was explored but a more complete
use of integral data is deferred to JEFF-4 for which it is a
major objective.
Concerning delayed neutron yields, JEFF-3.3 performs
well for estimates of βeff and Rossi-α for the 31 benchmarks
identified by van der Marck and for VENUS-F. The estimates
are slightly worse than those using JEFF-3.1.1 but no devia-
tion is greater than 3 standard deviations. An earlier analysis
shows that uncertainties of estimates are of the order of 3%
for 235U and 239Pu fueled systems and about 7% for 233U.
For shielding, JEFF-3.3 performs better than earlier
releases and is competitive with other libraries. The user must
however be aware that in deep penetration experiments the
neutron flux drops significantly and differences with exper-
imental dosimeter reaction rates of 20–50% may be found
especially at the greater penetration depths. This reflects the
state of the art. The improved covariance data lead to one
standard deviation intervals around the calculated value that
overlap the experimental data. A highlight illustrating these
general conclusions is the Frascati 14 MeV copper bench-
mark. The iron file was not changed due to its good perfor-
mance for leakage spectra, in particular those from the Řež
iron spheres with a 252Cf neutron source.
A first assessment of the new fission yields and decay
data is given by the fission pulses for thermal and fast fis-
sion of 235U and 239Pu. For cooling periods from several
hours to 1 day a comparison with the thermal aggregate data
of Tobias, Dickens and the University of Massachussets at
Lowell and the fast fission data of Akiyama and An shows a
clear improvement of the partitioning of the total decay heat
over gamma decay heat and beta decay heat. This change is
primarily due to the inclusion of total absorption gamma-ray
spectrometry data. Changes to the total decay heat reflect the
new fission yields and further modifications of the decay data.
Comparisons with the decay heat data obtained at the
JAEA 14 MeV Fast Neutron Source also show significant
improvements of the new library. Here this is demonstrated
for important elements for fusion reactors: chromium, iron,
nickel, copper, tungsten and lead. The decay heat is followed
for decay times of 1 h after a 5 min irradiation and decay
times of about 1 year after a 7 h irradiation. Here, JEFF-3.3
benefits from the added TENDL evaluations providing iso-
mer production cross sections which are crucial for this type
of activation data. Although JEFF-3.3. is a rather good evalu-
ation for this type of calculation, not all deficiencies are reme-
died and a summary is presented of the nuclide cross sections
warranting closer scrutiny in future evaluated libraries.
Outlook. The JEFF development community has agreed to
a major change in evaluation methodology for JEFF-4, fore-
seen for release in 2024. This change aims at a general pur-
pose library produced by state-of-the-art methods leading to
evaluations that feature best physics, highly performant in
applications, well documented and reproducible. A general
purpose library must be applicable in many domains such as
• reactor core design for present, next generation and
advanced reactors fostering nuclear power as key com-
ponent of a sustainable energy supply,
• analysis and prediction of parameters determining reactor
operation,
• end of cycle and end of fuel life time inventory and
response analyses,
• analysis and prediction of inventories and key responses
for intermediate storage, reprocessing, transport and final
repositories of spent fuel to meet the environmental chal-
lenges of nuclear power,
• detection techniques in security and nuclear safeguards,
• accelerator applications such as MYRRHA,
• medical applications, i.e. production of nuclides,
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• applications of neutrinos,
• interests in basic science such as stellar nucleosynthesis.
This will require the inclusion of state of the art experimen-
tal data from microscopic nuclear physics measurements,
such as cross sections, resonance parameters, spectra, decay
data, but also from high quality integral experiments allow-
ing meaningful testing and adjustment of the evaluated data
files. Best physics requires besides best experimental data
also best modeling. So the best possible support from theoret-
ical insights and codes available among the nuclear physics
community should be accessible to and used by the eval-
uation community. These insights will be critical to make
progress with the modeling of the fission, capture and inelas-
tic scattering processes for actinides in particular and for the
modeling of non-fissile nuclides such as the important struc-
tural materials. In view of these challenges the JEFF project
is reaching out to scientists and engineers capable and com-
mitted to provide best knowledge for key developments of
our society. They will find in the present paper not only the
merits of the JEFF-3.3 library, but also the challenges that it
has left to tackle.
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