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Kurzfassung
Diese Arbeit wird von der Frage geleitet, wie die Authentizita¨t, Reihenfolge und
Vollsta¨ndigkeit der Eintra¨ge einer Log-Datei sichergestellt werden kann, wobei
die Log-Datei um weitere Eintra¨ge erweiterbar sein muß.
Dazu wird zuna¨chst eine allgemeine Theorie fu¨r kryptographische Verket-
tungen erarbeitet, bei der die Ecken eines beliebigen Graphen, entsprechend den
zwischen ihnen existierenden Kanten, mittels kryptographischer Verfahren mit-
einander verkettet werden. Dadurch soll kein Unberechtigter Ecken unbemerkt
manipulieren oder Ecken bzw. Kanten unbemerkt aus dem Graphen entfer-
nen ko¨nnen. Die Konstruktionsvorschrift fu¨r die kryptographische Verkettung
des Graphen kann dabei so angelegt werden, daß der Graph und entsprechend
dessen kryptographische Verkettung um weitere Ecken und Kanten erweitert
werden ko¨nnen.
Auf Grundlage der Theorie wird schließlich ein spezielles Schema zur kryp-
tographischen Verkettung eines gerichteten Hamiltonschen Weges vorgestellt.
Mit Hilfe dieses Schemas kann die Authentizita¨t und Reihenfolge der Eintra¨ge
einer Log-Datei u¨berpru¨ft und das Fehlen von Eintra¨gen erkannt werden. Da
sich das Schema in Kombination mit verschiedenen kryptographischen Hilfs-
funktionen sowohl mittels symmetrischer Kryptosysteme als auch mittels Pub-
lic-Key-Kryptosystemen realisieren la¨ßt, werden dadurch verschiedene Wege fu¨r
die kryptographische Verkettung der Eintra¨ge von Log-Dateien aufgezeigt.
Abstract
This work is conduced by the question of how authenticity, order and comple-
teness of the entries of a log file can be guaranteed, concerning the fact that an
enlargement of the log file must be possible.
First of all a theory of cryptographic chaining is worked out for responding
this question. Therefore the vertices of a graph, corresponding to the edges
between them, are chained by cryptographic methods in such a way that without
being noticed, no attacker can manipulate vertices or remove vertices or edges
out of the graph. The construction scheme of the cryptographic chaining of the
graph can be realized in such a way that the graph and correspondingly its
cryptographic chaining are enlargable by other vertices and edges.
By the foundation of this theory a special pattern for cryptographic chai-
ning of a directed Hamiltonian way is presented. By means of this pattern, the
authenticity and the order of the entries of a log file can be checked and mis-
sing entries can be recognized. Since the pattern is realizable in combination
with various cryptographic support functions by symmetric-key cryptosystems
and public key cryptosystems, various ways for a cryptographic chaining of the
entries of log files are shown.
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Einleitung
Viele automatisierte Prozesse legen Statusmeldungen oder bestimmte Zwischen-
ergebnisse, die wa¨hrend der Abla¨ufe der Prozesse entstehen, in Log-Dateien
ab. Die Motivation dafu¨r besteht darin, diese Informationen zu einem spa¨teren
Zeitpunkt auswerten zu ko¨nnen, weil etwa Probleme aufgetreten sind, die den
Rechnerbetrieb sto¨ren.
Zum Beispiel ko¨nnen in einem vernetzten Rechner die Namen der Benutzer,
die sich dort anmelden, in einer Log-Datei gespeichert werden und ebenso die
Namen und Optionen der Befehle, die sie aufrufen. Treten nun wa¨hrend des
Betriebs Sto¨rungen oder Unstimmigkeiten auf, kann man versuchen, die Ursache
mit Hilfe der Log-Dateien zu ergru¨nden. Beispielsweise ko¨nnte man feststellen,
daß sich jemand unter dem Namen eines Benutzers angemeldet hat, von dem
man annimmt, daß dieser zu diesem Zeitpunkt nicht dazu in der Lage sein
sollte. Dies wa¨re ein erster Hinweis darauf, daß eventuell jemand in den Rechner
eingedrungen ist und die Sto¨rungen oder Unstimmigkeiten verursacht hat. Stellt
sich heraus, daß es sich tatsa¨chlich um einen Eindringling handelt, kann man
mit entsprechenden Gegenmaßnahmen reagieren.
Fu¨r die Log-Datei muß allerdings die Frage gestellt werden, die auch die
grundlegende Fragestellung fu¨r diese Arbeit darstellt:
Wie kann die Authentizita¨t, Reihenfolge und Vollsta¨ndigkeit der
Eintra¨ge einer Log-Datei sichergestellt werden?
Denn wenn es jemand geschafft hat, in einen Rechner einzudringen, so ko¨nnte er
auch in der Lage und von dem Willen beseelt sein, seine Spuren zu verwischen,
indem er einfach die Log-Dateien des Rechners entsprechend manipuliert.
Ziel Im folgenden werden von mir Verfahren erarbeitet, mit deren Hilfe
die Authentizita¨t und Reihenfolge der Eintra¨ge einer Log-Datei sichergestellt
werden kann. Ein weiteres Ziel ist, das Fehlen von Eintra¨gen erkennbar zu
machen, da die Vollsta¨ndigkeit letztendlich nicht garantiert werden kann. Die
Verfahren werden unter verschiedenen Gesichtspunkten miteinander verglichen,
wobei der Schwerpunkt auf der kryptographischen Verkettung der Eintra¨ge liegt.
Um die Praxistauglichkeit testen und demonstrieren zu ko¨nnen, werden aus-
gewa¨hlte Verfahren in einem Beispielprogramm fu¨r sichere Log-Dateien imple-
mentiert.
Kryptographische Verkettung Im allgemeinen Sinne soll unter einer
kryptographischen Verkettung verstanden werden, daß die Ecken eines beliebi-
gen Graphen, entsprechend den zwischen ihnen existierenden Kanten, mittels
1
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kryptographischer Verfahren miteinander verkettet werden. Dadurch kann bei-
spielsweise verhindert werden, daß ein Angreifer Ecken oder Kanten unerkannt
entfernen oder hinzufu¨gen kann. Die eigentliche Idee der kryptographischen Ver-
kettung besteht dabei darin, daß die Ecken als eigensta¨ndige Objekte erhalten
bleiben und der Graph nicht in Form eines monolithischen Gebildes gesichert
wird.
Eine Log-Datei kann nun, wie in Abbildung 1 zu sehen ist, durch einen ge-
richteten Graphen dargestellt werden. Die Ecken des Graphen repra¨sentieren
dabei jeweils einen Eintrag der Log-Datei, wa¨hrend die Kanten jeweils auf die
Ecke des na¨chsten Eintrags zeigen. Dieser Graph hat einen gerichteten Hamil-
tonschen Weg, der mit Eintrag 1 beginnt. Dadurch kann die Aufgabenstellung
an die kryptographischen Verkettung fu¨r die oben genannten Ziele weiter ver-
feinert werden:
1. Kein Unberechtigter soll Ecken unbemerkt manipulieren ko¨nnen, um die
Authentizita¨t der Eintra¨ge sicherzustellen.
2. Kein Unberechtigter soll Ecken oder Kanten unbemerkt aus dem Weg ent-
fernen oder in den Weg einfu¨gen ko¨nnen, um die Reihenfolge der Eintra¨ge
sicherzustellen und das Fehlen von Eintra¨gen erkennbar zu machen.
3. Ein Berechtigter soll die Einhaltung der Bedingungen 1 und 2 u¨berpru¨fen
ko¨nnen.
4. Neue Ecken und Kanten sollen an das Ende des Weges angefu¨gt werden
ko¨nnen, wobei danach wieder die Bedingungen 1 und 2 gelten mu¨ssen. Da-
mit ko¨nnen neue Informationen in der Log-Datei abgelegt und gleichfalls
geschu¨tzt werden.
Eintrag 1 Eintrag 2 Eintrag 3
Abbildung 1: Darstellung einer Log-Datei als gerichteter Graph
U¨bertragen auf die Datenstrukturen der Informatik bedeutet dies, eine ein-
fach verkettete Liste zu schu¨tzen, wobei die Elemente der Liste die Ecken des
Weges darstellen und die Zeiger auf das jeweils na¨chste Element die entspre-
chenden Kanten des Weges.
Grenzen und Einordnung Eine Grenze der Verwendbarkeit besteht
darin, daß die kryptographische Verkettung nicht den Erhalt aller Eintra¨ge
sicherstellen kann (s. a. [SK98]). Es geht also prima¨r nicht darum, daß alle Ein-
tra¨ge erhalten bleiben. Vielmehr soll gerade die Manipulation oder das Fehlen
einiger oder aller Eintra¨ge mittels der kryptographischen Verkettung erkennbar
werden. Daher kann das Ganze auch fu¨r den Bereich der Intrusion Detection1
eingesetzt werden (s. a. [SK99]). Ob und in welchem Umfang Eintra¨ge nach ei-
nem Einbruch erhalten bleiben, ha¨ngt zumeist einzig und allein vom Willen des
1Erkennen von Einbru¨chen in einen Rechner.
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Eindringlings ab, wenn einmal davon abgesehen wird, daß dieser eine Log-Datei
u¨bersieht. Die Existenz aller korrekten Eintra¨ge wa¨re nur eine zusa¨tzliche Hilfe,
mit der der Umfang des Schadens eines Einbruchs analysiert und eingegrenzt
werden ko¨nnte.
Außerdem kann die kryptographische Verkettung nicht verhindern, daß ma-
nipulierte Eintra¨ge an das Ende der Log-Datei angefu¨gt werden (s. a. [SK98]).
Das heißt, daß die Authentizita¨t nur fu¨r die Eintra¨ge sichergestellt werden kann,
die vor einem Einbruch in die Log-Datei aufgenommen wurden. Im Idealfall
stellt der letzte authentische Eintrag denjenigen Befehl dar, der die weitere au-
thentische Protokollierung der Befehle beendet. Auch wenn es nicht gelingt, in
den Rechner einzubrechen, kann durch das ungehemmte Anfu¨gen neuer Ein-
tra¨ge ein Denial-of-Service-Angriff2 gegen die Log-Datei gefu¨hrt werden. So
ko¨nnte zum einen der Speicherplatz fu¨r die Log-Datei aufgebraucht werden
oder zum anderen die Auswertung aller Eintra¨ge verlangsamt/erschwert wer-
den. Beide Fa¨lle sind allerdings relativ leicht bemerkbar und sollen hier nicht
weiter behandelt werden.
Gliederung Nach dieser Einleitung wird in Kapitel 1 der Begriff Log-
Datei formalisiert und auf weitere beno¨tigte Grundlagen eingegangen. Kapitel
2 stellt die Begriffe Sicherheit und Authentizita¨t zusammenfassend dar. In Ka-
pitel 3 wird von mir eine allgemeine Theorie fu¨r kryptographische Verkettungen
vorgestellt, aus der von mir in Kapitel 4 verschiedene Mo¨glichkeiten fu¨r siche-
re Log-Dateien abgeleitet werden. Danach bildet Kapitel 5 mit einer Zusam-
menfassung und einem Ausblick auf mo¨gliche Erga¨nzungen den Abschluß des
theoretischen Teils, wa¨hrend in Anhang A noch das bereits erwa¨hnte Beispiel-
programm beschriebenen wird.
Voraussetzungen Alle wichtigen Begriffe werden im Verlauf der weite-
ren Ausfu¨hrungen dargestellt. Trotzdem wird es sicherlich vorteilhaft sein, sich
bereits mit kryptographischen Verfahren und den verschiedenen Blickwinkeln
ihrer Anwendung bescha¨ftigt zu haben.
Von besonderem Vorteil du¨rfte die Kenntnis der Arbeiten von Haber und
Stornetta [HS91, BHS93, HS97], Anderson [And96] sowie Schneier und Kelsey
[KS96, KS99, SK97a, SK97b, SK98, SK99] sein, wobei vor allem [HS91] und
[SK98] fu¨r Zeitstempel und Log-Dateien hervorzuheben sind. Dabei ist die in
Kapitel 3 von mir erarbeitete Theorie dazu geeignet, diese Arbeiten in einen
allgemeinen Zusammenhang einzuordnen, der so nicht aus diesen Arbeiten her-
vorgeht.
Erwa¨hnt werden muß sicherlich auch die Arbeit von Merkle [Mer89], die
eigentlich aus dem Jahre 1979 stammt. In ihr wird, zur Sicherung der Authen-
tizita¨t von o¨ffentlichen Schlu¨sseln fu¨r Public-Key-Kryptosysteme, mittels einer
Einwegfunktion ein Authentication Tree3 aufgebaut.
Fu¨r die Beschreibung des Beispielprogramms wird auf die in [Str98] einge-
setzte Terminologie zuru¨ckgegriffen.
2U¨berlastung eines Dienstes durch einen Angreifer mit dem Ziel, daß eine normale Nutzung
des Dienstes nicht mehr mo¨glich ist.
3S. [MOV97] auf den Seiten 556–559.
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Kapitel 1
Grundlagen
In diesem Kapitel werden die allgemeinen Grundlagen dargestellt, auf die im
weiteren Verlauf Bezug genommen wird. Dazu wird in Abschnitt 1.1 zuna¨chst
an den Unterschied zwischen Listen und Mengen erinnert und danach in Ab-
schnitt 1.2 der Begriff Log-Datei formalisiert. Es folgt Abschnitt 1.3 u¨ber die
Transformation eines Wortes in eine Zahl und wieder zuru¨ck, die fu¨r die Imple-
mentierung des in der Einleitung erwa¨hnten Beispielprogramms fu¨r eine sichere
Log-Datei (s. S. 1 und Anhang A) verwendet wird. Anschließend folgen in den
Abschnitten 1.4, 1.5 und 1.6 Definitionen und Sa¨tze aus den Bereichen der Gra-
phentheorie, die fu¨r die Einordnung der kryptographischen Verkettung beno¨tigt
werden, sowie der Codierungstheorie und der Kryptologie, die fu¨r die Formali-
sierungen der Begriffe Sicherheit und Authentizita¨t gebraucht werden.
1.1 Listen und Mengen
Wie in [AU96] beschrieben, ist eine Liste eine endliche Folge von null oder mehr
Elementen eines gegebenen Typs. Im Gegensatz zu einer Menge ist die Reihen-
folge der Elemente bei einer Liste von Bedeutung. So unterscheiden sich die
Listen (1, 2, 3) und (3, 2, 1), wa¨hrend {1, 2, 3} und {3, 2, 1} die gleiche Menge
auf zwei verschiedene Arten darstellen. Weiterhin kann sich in einer Liste ein
Element beliebig oft wiederholen, wa¨hrend es in einer Menge nur einmal vor-
kommen kann. Kommt ein Element mehrfach in einer Menge vor, spricht man
von einer Multimenge. Wird eine Liste als Menge verwendet, werden die Ele-
mente der Menge anhand ihrer Positionen innerhalb der Liste unterschieden.
Eigens fu¨r die Menge der natu¨rlichen Zahlen wird das Symbol N verwendet,
und es sei N0 = N ∪ {0}.
1.2 Log-Datei
Die folgende Definition 1.2.1 liefert eine Formalisierung des Begriffs Log-Datei.
In den nachfolgenden Absa¨tzen werden dann auf Grundlage dieser Definition
verschiedene Aspekte einer Log-Datei diskutiert.
4
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Definition 1.2.1. Ein Eintrag e sei ein Paar (te, de), bestehend aus einem Zeit-
punkt te und beliebigen Daten de. Eine Log-Datei L sei eine nach der Zeit t ge-
ordnete Liste (e1, ..., en) von Eintra¨gen ei, i = 1, ..., n, n ∈ N0, mit tei < tei+1 .
L hat die La¨nge |L| = n, und speziell fu¨r n = 0 erha¨lt man die leere Log-Datei
εL = () mit |εL| = 0.
Zeitpunkt und Daten In te wird der Zeitpunkt festgehalten, zu wel-
chem der Eintrag an das Ende der Log-Datei angeha¨ngt wird. de entha¨lt die
eigentlichen (Nutz-)Daten, wie eine Statusmeldung oder ein Zwischenergebnis.
In dieser Definition wurden die Datentypen von te und de bewußt nicht na¨her
spezifiziert, da sie fu¨r die hier vorgestellten Verfahren nicht von Bedeutung
sind. Entscheidend ist vielmehr, daß die in te und de gespeicherten Informa-
tionen erkenn- bzw. auswertbar sind und sie von vo¨llig willku¨rlich (zufa¨llig)
gewa¨hltem Rauschen unterscheidbar sind. Sind die Datentypen einer konkreten
Implementierung der zu speichernden Informationen inkompatibel zu denen
von te und de, mu¨ßten sie, wie zum Beispiel im nachfolgenden Abschnitt 1.3
beschrieben, konvertiert werden.
Logische und physische Repra¨sentation Weiterhin muß zwischen lo-
gischer und physischer Repra¨sentation einer Log-Datei unterschieden werden.
Logisch gesehen sind Log-Dateien wegen tei < tei+1 immer aufsteigend nach
der Zeit geordnet, wa¨hrend sich die einzelnen Eintra¨ge an physisch vo¨llig un-
geordneten Positionen im Speicher befinden ko¨nnen. Die Verbindung zwischen
logischer und physischer Repra¨sentation ist dabei vo¨llig von der Implementie-
rung abha¨ngig. Fu¨r den Rest der Arbeit soll daher davon ausgegangen werden,
daß die logische Repra¨sentation der Log-Datei gemeint ist, wenn nur von ”Log-
Datei“ die Rede ist. Sollte die physische Repra¨sentation gemeint sein, so wird
diese explizit erwa¨hnt. Außerdem ist bei dieser Unterscheidung zu beachten, daß
eine Log-Datei logisch gesehen unendlich viele Eintra¨ge ei, i = 1, ...,∞, aufneh-
men kann, die selbst wieder unendlich groß sein ko¨nnen. Physisch gesehen wird
die Anzahl der Eintra¨ge und deren Gro¨ße allerdings durch die Speicherkapazita¨t
des Rechners begrenzt, auf der sich die Log-Datei befindet.
Unterscheidung der Eintra¨ge Alle Eintra¨ge unterscheiden sich da-
durch, daß es laut Definition (tei < tei+1) keine Eintra¨ge mit gleichem Zeitpunkt
te gibt:
tei 6= tej ⇐⇒ i 6= j, i, j = 1, ..., n.
Fu¨r eine Identifizierung der einzelnen Eintra¨ge ist es deshalb unerheblich, welche
Nutzdaten de die Eintra¨ge enthalten. So ko¨nnen die Nutzdaten auch u¨berall
gleich sein (dei = dej ), und trotzdem sind die einzelnen Eintra¨ge unterscheidbar.
Auf der anderen Seite reicht fu¨r die Kennzeichnung des Zeitpunkts ein ein-
facher ganzzahliger Za¨hler, der fu¨r jeden neuen Eintrag um eins erho¨ht wird,
da sich dadurch bereits die Anordnung tei < tei+1 festlegen la¨ßt. Wenn die
unvera¨nderliche Reihenfolge der Elemente in der Log-Datei garantiert werden
kann, kann soweit gegangen werden, daß auf die explizite Speicherung des Zei-
punkts verzichtet wird und dafu¨r die Position i des Eintrags innerhalb der
Log-Datei als Zeitpunkt verwendet wird. Die Wahl des richtigen Typs fu¨r den
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Zeitpunkt ha¨ngt demnach vor allem von den Anforderungen an den Informati-
onsgehalt des Zeitpunkts ab.
Funktionen fu¨r eine Log-Datei Fu¨r die Arbeit mit einer Log-Datei L
werden zumindest drei Funktionen beno¨tigt:
Definition 1.2.2. Es sei:
• INIT () eine Initialisierungsfunktion, die eine leere Log-Datei εL anlegt,
• APPEND(en+1) eine Anfu¨gefunktion, die einen neuen Eintrag en+1 an
das Ende n von L anha¨ngt, und
• ei = READ(i) eine Lesefunktion, die den Eintrag ei von der Position i
aus L zuru¨ckliefert.
Zu APPEND sei zu bemerken, daß sich die Position des Endes n nach dem
Anfu¨gen um eins erho¨ht (kurz: n(neu) = n(alt) + 1).
1.3 Wort- und Zahltransformation
Dieser Abschnitt definiert den Datentyp Wort auf Grundlage des Datentyps
Buchstabe und beschreibt, wie der Datentyp Wort in den Datentyp Zahl trans-
formiert werden kann. Eine Transformation ist notwendig, da diese beiden Da-
tentypen inkompatibel zueinander sind. Nebenbei wird auf eine typische Ver-
wendung dieser Transformation fu¨r eine Log-Datei eingegangen.
Definition 1.3.1. Eine endliche nichtleere Menge V von Buchstaben sei ein
Alphabet, V ∗ = {b1...bn | bi ∈ V, i = 1, ..., n, n ∈ N0} die Menge der Wo¨rter
u¨ber V und w = b1...bn ein Wort u¨ber V (eine Folge von Buchstaben, ein
Vektor). w hat die La¨nge |w| = n und fu¨r n = 0 erha¨lt man das leere Wort εw
mit |εw| = 0 (s. a. [Wa¨t94, Wa¨t99a]).
Transformation Fu¨r eine konkrete Implementierung der im vorherge-
henden Abschnitt 1.2 definierten Log-Datei L seien te, de ∈ N0 fu¨r alle e ∈ L.
Soll nun statt einer Zahl x ∈ N0 ein Wort w ∈ V ∗ in de gespeichert werden,
kann dies mittels einer zweistufigen Transformation
t = t2 ◦ t1 : V ∗ −→ N0
erfolgen:
1. Zuna¨chst wird w mittels einer bijektiven Abbildung
t1 : V ∗ −→
∞⋃
n=0
Xn mit w 7−→ f = (x1, ..., xn),
wobei X ⊂ N0, xi ∈ X, i = 1, ..., n, n ∈ N0 gilt, in eine Folge von Zahlen
f transformiert. Fu¨r εw mit n = 0 ist dies eine leere Folge von Zahlen
εf = (). Ansonsten wird V bijektiv auf X abgebildet, wobei jedem bi
bijektiv ein xi zugeordnet wird. Daher ist t1 ein Monoidhomomorphismus
(s. a. [Bos96]).
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2. Danach wird die Folge von Zahlen f mittels einer weiteren bijektiven
Abbildung
t2 :
∞⋃
n=0
Xn −→ N0 mit (x1, ..., xn) 7−→ de = t2(x1, ..., xn)
in die Zahl de u¨berfu¨hrt.
Die Vorbereitung fu¨r t1 kann zum Beispiel so aussehen, daß die Elemente (Buch-
staben) von V von 0 bis m− 1 mit m = |V | und m ∈ N numeriert werden. Die
eigentliche Transformation t1 besteht dann darin, daß die Elemente durch ihre
jeweilige Nummer (eine Zahl) ersetzt werden. Darauf aufbauend kann die Trans-
formation t2 auf Grundlage der g-adischen Entwicklung (s. a. [Bun96, Lei89])
erfolgen. Hierfu¨r wird angenommen, daß f eine Zahl eines Zahlensystems zur
Basis m darstellt, wobei xk, ..., xn = 0 mit k = 1, ..., n und εf besonders beru¨ck-
sichtigt werden mu¨ssen. Daraus folgt:
de =

(
n∑
i=1
xim
i−1
)
+
(
n∑
i=1
mi−1
)
=
n∑
i=1
(xi + 1)mi−1 falls n > 0,
0 falls n = 0.
Umkehrtransformation Entsprechend muß bei einer Auswertung die
Zahl de wieder in eine Folge von Buchstaben w mit
t−1 = t−11 ◦ t−12 : N0 −→ V ∗
zuru¨cktransformiert werden:
1. Zuna¨chst wird de mittels der Umkehrabbildung
t−12 : N0 −→
∞⋃
n=0
Xn mit de 7−→ (x1, ..., xn) = (t−12 (de)1, ..., t−12 (de)n)
wieder in eine Folge von Zahlen f zuru¨cktransformiert.
2. Danach wird die Folge von Zahlen f mittels der Umkehrabbildung
t−11 :
∞⋃
n=0
Xn −→ V ∗
wieder in w u¨berfu¨hrt, wobei fu¨r εf wieder εw eingesetzt wird und fu¨r
jedes xi das entsprechende bi.
In diesem Fall folgt daraus:
f =
{
(x1, ..., xn) falls de > 0,
εf falls de = 0,
mit xi = t−12 (de)i =
(
de −
∑i
j=1m
j−1
mi−1
)
mod m fu¨r i = 1, ..., n.
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Bei der obigen in Klammern stehenden Division fu¨r xi muß beachtet werden,
daß es sich wegen de,m ∈ N0 um eine Division mit Rest handelt, wobei der
Rest nicht weiter beru¨cksichtigt wird. t−11 besteht dann nur noch darin, die
jeweiligen Nummern (die Zahlen) wieder durch ihre entsprechenden Elemente
zu ersetzen.
Abschluß Abschließend demonstrieren Beispiel 1.3.1 und Beispiel 1.3.2
anhand konkret durchgerechneter Werte die einzelnen Schritte der Transforma-
tion eines Wortes w in die Zahl de und der anschließenden Umkehrtransforma-
tion von de nach w.
Beispiel 1.3.1. Es sei V = {a, b} und daher m = 2, woraus X = {0, 1} ⊂ N0
folgt. s ∈ N0 sei eine tempora¨re Variable. Daraus ergibt sich:
w n f (xi + 1) · 2i−1 de s =
i∑
j=1
2j−1
de − s
2i−1
εw 0 () 0
a 1 (0) 1 1 1 0
b 1 (1) 2 2 1 1
aa 2 (0, 0) 1, 2 3 1 + 2 2, 0
ba 2 (1, 0) 2, 2 4 1 + 2 3, 0
ab 2 (0, 1) 1, 4 5 1 + 2 4, 1
bb 2 (1, 1) 2, 4 6 1 + 2 5, 1
aaa 3 (0, 0, 0) 1, 2, 4 7 1 + 2 + 4 6, 2, 0
Beispiel 1.3.2. Es sei V = {a, b, c} und daher m = 3, woraus X = {0, 1, 2} ⊂
N0 folgt. s ∈ N0 sei eine tempora¨re Variable. Daraus ergibt sich:
w n f (xi + 1) · 3i−1 de s =
i∑
j=1
3j−1
de − s
3i−1
εw 0 () 0
a 1 (0) 1 1 1 0
b 1 (1) 2 2 1 1
c 1 (2) 3 3 1 2
aa 2 (0, 0) 1, 3 4 1 + 3 3, 0
cc 2 (2, 2) 3, 9 12 1 + 3 11, 2
aaa 3 (0, 0, 0) 1, 3, 9 13 1 + 3 + 9 12, 3, 0
1.4 Graphentheorie
In der Literatur zur Graphentheorie sind Definitionen zu finden, die sich in
Teilen unterscheiden. Daher werden als na¨chstes einige grundlegende Definitio-
nen aufgefu¨hrt um festzulegen, wie sie hier zu verstehen sind. Sie werden fu¨r
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die Einordnung der Aufgaben und Prinzipien der kryptographischen Verket-
tung beno¨tigt. Fu¨r die Erstellung dieses Abschnitts wurden die Bu¨cher [Aig93,
Jun94, SS89] verwendet, die allgemein in die Graphentheorie einfu¨hren.
1.4.1 Graphen
Definition 1.4.1. Ein Graph G sei ein Paar (E,KG), bestehend aus einer (end-
lichen) Menge E 6= ∅ von Ecken und einer Menge KG ⊆
(
E
2
)
= {{u, v} | u, v ∈
E} von Kanten k = {u, v} (kurz: k = uv).
Wo¨rtlich kann
(
E
2
)
als Menge aller 2-elementigen Teilmengen der Menge E
beschrieben werden. Daraus folgt u 6= v. Die Ecken werden zum Beispiel durch
einen Punkt oder einen Kreis dargestellt und die Kanten k = {u, v} durch
eine Linie, die die entsprechenden Punkte oder Kreise von u und v miteinander
verbindet.
Definition 1.4.2. Eine Folge von Kanten (k1, ..., kn) heißt Kantenzug, wenn
v0, ..., vn ∈ E existieren mit ki = vi−1vi fu¨r i = 1, ..., n. Ein Kantenzug heißt
Weg, wenn ki 6= kj gilt fu¨r i 6= j, i, j = 1, ..., n. Ein Weg heißt einfacher Weg,
wenn vi 6= vj ist fu¨r i 6= j, i, j = 0, ..., n.
Anders ausgedru¨ckt sind bei einem Weg die Kanten ki paarweise verschieden
und bei einem einfachen Weg zusa¨tzlich die Ecken vi.
Definition 1.4.3. Die La¨nge eines Kantenzugs, eines Wegs oder eines einfa-
chen Wegs ist die Anzahl n der Kanten. v0 heißt Startpunkt und vn heißt End-
punkt.
Definition 1.4.4. Ein Hamiltonscher Weg ist ein einfacher Weg, der alle Ecken
des Graphen genau einmal entha¨lt.
Definition 1.4.5. Ein Kantenzug ist geschlossen, wenn v0 = vn gilt. Ein ge-
schlossener Weg ist ein Kreis, und ein einfacher Kreis ist ein einfacher Weg mit
der Ausnahme v0 = vn.
Definition 1.4.6. Eine Ecke v ∈ E ist von einer Ecke u ∈ E aus erreichbar,
wenn es (v0v1, ..., vn−1vn) gibt mit v0 = u, vn = v, v0, ..., vn ∈ E und vi−1vi ∈
KG fu¨r i = 1, ..., n.
Das heißt, v ist von u aus erreichbar, wenn es einen Kantenzug mit Start-
punkt u und Endpunkt v gibt.
Definition 1.4.7. Ein Graph G = (E,KG) ist zusammenha¨ngend, wenn fu¨r
alle u 6= v, u, v ∈ E ein Kantenzug (v0v1, ..., vn−1vn) existiert mit v0 = u,
vn = v, v0, ..., vn ∈ E und vi−1vi ∈ KG fu¨r i = 1, ..., n.
Intuitiv formuliert ist G zusammenha¨ngend, wenn von jeder Ecke u zu je-
der anderen Ecke v ein Kantenzug existiert bzw., wenn jede Ecke v von jeder
anderen Ecke u aus erreichbar ist.
Definition 1.4.8. Ein zusammenha¨ngender Graph ist ein Baum, wenn er keine
Kreise entha¨lt.
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1.4.2 Gerichtete Graphen
Definition 1.4.9. Ein gerichteter Graph ~G sei ein Paar (E,K ~G), bestehend
aus einer (endlichen) Menge E 6= ∅ von Ecken und einer Menge K ~G ⊆ E2 =
{(u, v) | u, v ∈ E} von Paaren, den gerichteten Kanten k = (u, v) (kurz: k = uv)
mit u 6= v. u heißt Startpunkt und v heißt Endpunkt von k.
Eine gerichtete Kante k = (u, v) wird durch einen Pfeil dargestellt, der von
u nach v zeigt.
Jeder gerichtete Graph ~G = (E,K ~G) hat einen zugrundeliegenden (ungerich-
teten) Graphen G = (E,KG), der in KG fu¨r alle gerichteten Kanten (u, v) ∈ K ~G
und (v, u) ∈ K ~G, zwischen zwei Ecken u ∈ E und v ∈ E, genau eine Kante {u, v}
entha¨lt. Fu¨r G und ~G ist die Menge der Ecken E gleich. Abbildung 1.1 veran-
schaulicht dies in einem kleinen Beispiel. Außerdem wird vereinbart, daß der
zugrundliegende Graph G gemeint ist, wenn die Definitionen 1.4.2 bis 1.4.8 im
Zusammenhang mit einem gerichteten Graphen ~G gebraucht werden.
Abbildung 1.1: Gerichteter Graph mit zugrundeliegendem Graphen
Die Definitionen 1.4.2 bis 1.4.6 ko¨nnen allerdings auch auf gerichtete Gra-
phen erweitert werden. Dabei wird eine Kante {u, v} durch eine gerichtete Kante
(u, v) ersetzt und jeweils entsprechend das Wort ”gerichtet“ vorangestellt. Ana-
log zu Definition 1.4.7 ist die na¨chste Definition zu sehen:
Definition 1.4.10. Ein gerichteter Graph ~G heißt zusammenha¨ngend, wenn
der zugrundeliegende Graph G zusammenha¨ngend ist. ~G = (E,K ~G) ist stark
zusammenha¨ngend, wenn von jeder Ecke u ∈ E zu jeder anderen Ecke v ∈ E
ein gerichteter Kantenzug existiert.
Jeder (ungerichtete) Graph G = (E,KG) kann in einen gerichteten Graphen
~G = (E,K ~G) u¨berfu¨hrt werden, indem fu¨r jede Kante {u, v} ∈ KG die beiden
gerichteten Kanten (u, v) und (v, u) in K ~G eingesetzt werden. Dies wird in
Abbildung 1.2 als Beispiel dargestellt. Die Menge der Ecken E ist auch hier
wieder fu¨r G und ~G gleich.
Abbildung 1.2: (Ungerichteter) Graph als gerichteter Graph
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Definition 1.4.11. Eine Ecke r ∈ E heißt Wurzel, wenn von r zu jeder anderen
Ecke w ∈ E \ {r} ein gerichteter Kantenzug (v0v1, ..., vn−1vn) existiert mit
v0 = r, vn = w, v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n.
Die Ecke r ist also eine Wurzel, wenn jede andere Ecke w von r aus u¨ber
einen gerichteten Kantenzug erreichbar ist.
Definition 1.4.12. Pv = {u | (u, v) ∈ K ~G} ist die Menge der Vorga¨nger von v
(engl. predecessors), und Sv = {w | (v, w) ∈ K ~G} ist die Menge der Nachfolger
von v (engl. successors).
Definition 1.4.13. Eine Ecke s ∈ E heißt Quelle, wenn Ps = ∅ gilt, und eine
Ecke t ∈ E heißt Senke, wenn St = ∅ ist.
Das bedeutet, daß fu¨r eine Quelle s in K ~G keine Kante mit dem Endpunkt
s existiert und fu¨r eine Senke t keine Kante mit dem Startpunkt t. Desweiteren
kann eine Quelle eine Wurzel sein, muß sie aber nicht. Eine Senke kann dagegen
keine Wurzel sein.
1.5 Codierungstheorie
Die Codierungstheorie wird fu¨r die Formalisierungen der Begriffe Sicherheit
und Authentizita¨t beno¨tigt, wobei sie allerdings kein Schwerpunktthema dieser
Arbeit darstellt. Dieser Abschnitt beschra¨nkt sich daher auf einen sehr kurzen
U¨berblick, der auf [Roh95] beruht.
Zusammengefaßt sind die Hauptaufgaben der Codierungstheorie die Feh-
lererkennung und die Fehlerkorrektur in einer Nachricht. In Abgrenzung zur
Kryptographie geht es dabei nicht darum, die Fa¨lschung einer Nachricht zu
verhindern.
Um in einer Nachricht einen Fehler erkennen oder korrigieren zu ko¨nnen,
wird ihr Redundanz hinzugefu¨gt. Von Redundanz wird dann gesprochen, wenn
eine Nachricht aus einer bestimmten Menge von Buchstaben vorhersagbar ist
und die Betrachtung weiterer (redundanter) Buchstaben nichts an der Vor-
hersage a¨ndert. Ein Fehler kann dann dadurch erkannt werden, daß sich die
Vorhersage a¨ndert, obwohl sie das nicht du¨rfte.
Beim Hinzufu¨gen von Redundanz zu einer Nachricht ist zwischen Block-
codes und Faltungscodes zu unterscheiden. Dafu¨r wird angenommen, daß eine
Nachricht durch Bits aus {0, 1} dargestellt wird.
Bei einem Blockcode werden einem n Bit langem Nachrichtenblock k Kon-
trollstellen hinzugefu¨gt, so daß ein Codewort mit der La¨nge N = n+k Bina¨rstel-
len entsteht.
Beispiel 1.5.1. Bei einer Parita¨tskontrolle wird den n Nachrichtenbits jeweils
ein Kontrollbit hinzugefu¨gt, so daß k = 1 und N = n+1 ist. Danach ko¨nnen die
Kontrollbits xn+1 durch eine Modulo-2-Addition der Nachrichtenbits x1, ..., xn
berechnet werden, so daß x1⊕x2⊕x3⊕...⊕xn = xn+1 ist. Diese Bedingung muß
dann auch bei der U¨berpru¨fung des Codewortes gelten. Dabei kann allerdings
nur eine ungerade Anzahl von Fehlern erkannt werden, da die Bedingung bei
einer geraden Anzahl von Fehlern trotzdem erfu¨llt wird.
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Im Gegensatz zu Blockcodes wird bei Faltungscodes eine Nachricht nicht in
einzelne Blo¨cke zerlegt, sondern kontinuierlich als Bitfolge verarbeitet, worauf
hier aber nicht weiter eingegangen wird.
1.6 Kryptographie
Neben der Codierungstheorie (s. Abschnitt 1.5) ist die Kryptographie fu¨r die
Formalisierungen der Begriffe Sicherheit und Authentizita¨t von zentraler Bedeu-
tung. Daher wird hier die Kryptographie u¨berblicksartig beschrieben. Fu¨r um-
fassendere Einfu¨hrungen in die Kryptographie ko¨nnen beispielsweise die Bu¨cher
[Bau93, MOV97, Schn96] oder das Vorlesungsskript [Wa¨t99b] herangezogen
werden.
Zuna¨chst einmal dient der Begriff Kryptologie, wie in Abbildung 1.3 ver-
anschaulicht, dem Zusammenfassen der Bereiche Kryptographie, Kryptanalyse
und Steganographie unter einem Dach. Verku¨rzt gesagt ist die Kryptographie
die Wissenschaft vom geheimen Schreiben, die Kryptanalyse die Wissenschaft
von der unberufenen Entzifferung und die Steganographie die Wissenschaft vom
verdeckten Schreiben. Der Unterschied zwischen Kryptographie und Stegano-
graphie besteht darin, daß die Kryptographie Informationen sichern soll, die
im gesicherten Zustand fu¨r einen Angreifer zuga¨nglich sind, wa¨hrend die Ste-
ganographie Informationen gegenu¨ber einem Angreifer verbergen soll, so daß
er nicht bemerkt, daß u¨berhaupt Informationen existieren. Eine Kombination
beider Bereiche kann zum Beispiel dadurch erfolgen, daß kryptographisch gesi-
cherte Informationen mittels der Steganographie versteckt werden.
Kryptographie Kryptanalyse Steganographie
Kryptologie
Abbildung 1.3: Bereiche der Kryptologie
In Abbildung 1.4 wird die Kryptographie in vier Bereiche unterteilt, die auf
verschiedenste Arten voneinander abha¨ngen. In den nachfolgenden Unterab-
schnitten werden diese Bereiche zusammenfassend beschrieben. Natu¨rlich sind
auch andere Einteilungen mo¨glich, wobei die Motivation fu¨r diese Einteilung
darin besteht, Protokolle von Verkettungen zu unterscheiden und Verkettungen
als eigensta¨ndigen Teilbereich zu betrachten.
1.6.1 Grundaufgaben
Die Formalisierung der Grundaufgaben der Kryptographie basiert auf folgender
grundlegender Definition:
http://publikationsserver.tu-braunschweig.de/get/64933
1.6. KRYPTOGRAPHIE 13
Hash-
funktionen
Einweg-
funktionen
Zufallsfolgen-
generatoren
Authentizita¨t
Geheimhaltung
Grundaufgaben
Hilfsfunktionen
Kryptographie
Protokolle
Techniken Verkettungen
Abbildung 1.4: Bereiche der Kryptographie
Definition 1.6.1. (M, C,K, EK1 , DK2) sei ein kryptographisches System (kurz:
Kryptosystem) mit
• einer Menge von Klartexten M,
• einer Menge von Chiffretexten C,
• einer Menge von Schlu¨sseln K,
• einer Familie von Chiffriertransformationen EK1 : M−→ C mit K1 ∈ K
und
• einer Familie von Dechiffriertransformationen DK2 : C −→M mit K2 ∈
K.
Jede Chiffriertransformation EK1 besteht aus einem Chiffrieralgorithmus E
und einem Schlu¨ssel K1. Analog dazu besteht jede Dechiffriertransformation
DK2 aus einem Dechiffrieralgorithmus D und einem Schlu¨ssel K2. Dabei sind
E und D fu¨r jede Transformation der jeweiligen Familie gleich. Mit EK1 kann
ein Klartext M ∈ M in einen Chiffretext C ∈ C u¨berfu¨hrt bzw. verschlu¨sselt
werden:
EK1(M) = C.
Ein Chiffretext C kann dann wieder mit DK2 in einen Klartext M u¨berfu¨hrt
bzw. entschlu¨sselt werden:
DK2(C) = M.
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Zusammengefaßt gilt fu¨r alle M ∈M:
DK2(EK1(M)) = M.
An ein Kryptosystem werden mindestens folgende Anforderungen gestellt
(s. [Wa¨t99b]):
1. Zur Begrenzung des Zeit- und Speicherplatzbedarfs mu¨ssen EK1 und DK2
fu¨r alle K1,K2 ∈ K effizient berechnet werden ko¨nnen.
2. Es muß leicht sein, K1,K2 ∈ K sowie die zugeho¨rigen EK1 und DK2 zu
finden.
3. Um die Sicherheit eines Kryptosystems untersuchen zu ko¨nnen, sollte die-
se nicht auf der Geheimhaltung von E und/oder D beruhen, sondern auf
der Geheimhaltung des jeweils verwendeten K1 und/oder K2. Das heißt,
es sollte berechnungsma¨ßig praktisch nicht mo¨glich sein, aus C und der
Kenntnis von E und/oder D wieder M zu bestimmen.
Auf dieser Grundlage kann die Menge aller Kryptosysteme in zwei Klassen
aufgeteilt werden, die der symmetrischen Kryptosysteme und die der asymme-
trischen Kryptosysteme. Ein Kryptosystem geho¨rt zur Klasse der symmetri-
schen Kryptosysteme, wenn die Schlu¨ssel K1 der Chiffriertransformation EK1
und K2 der Dechiffriertransformation DK2 gleich sind (K1 = K2) oder sich
berechnungsma¨ßig einfach auseinander bestimmen lassen. Man kann dann auf
die Indizes 1 und 2 verzichten. Gilt dagegen K1 6= K2 oder genauer gesagt,
daß sie sich berechnungsma¨ßig praktisch nicht auseinander ableiten lassen, so
geho¨rt das Kryptosystem zur Klasse der asymmetrischen Kryptosysteme, die
auch Public-Key-Kryptosysteme genannt werden. ”Public-Key“ deshalb, weil
entweder EK1 oder DK2 o¨ffentlich bekannt sein darf, ohne daß dies negative
Auswirkungen auf die jeweils andere Transformation hat.
Die Grundaufgaben der Kryptographie bestehen nun darin, die Authentizita¨t
oder die Geheimhaltung von Informationen zu sichern (s. a. Kapitel 2). Diese
Aufgaben werden u¨ber folgende Anforderungen an die Kryptosysteme definiert
(s. [Wa¨t99b]):
• Authentizita¨tsanforderungen:
Es sollte berechnungsma¨ßig praktisch unmo¨glich sein,
1. systematisch EK1 aus einem Chiffretext C zu bestimmen, selbst
dann, wenn der Klartext M mit EK1(M) = C bekannt ist, oder
2. unerkannt einen Chiffretext C ′ fu¨r C einsetzen zu ko¨nnen, das heißt,
einen Chiffretext C ′ zu finden, so daß DK2(C ′) ein gu¨ltiger Klartext
aus M ist.
• Geheimhaltungsanforderungen:
Es sollte berechnungsma¨ßig praktisch unmo¨glich sein,
1. systematisch DK2 aus einem Chiffretext C zu bestimmen, selbst
dann, wenn der Klartext M mit EK1(M) = C bekannt ist, und
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2. den Klartext M aus C zu bestimmen.
Aus den Authentizita¨tsanforderungen la¨ßt sich ableiten, daß DK2 o¨ffentlich be-
kannt sein darf, solange DK2 nicht EK1 verra¨t, und aus den Geheimhaltungs-
anforderungen geht hervor, daß EK1 fu¨r jederman zuga¨nglich sein darf, wenn
sich aus EK1 nicht DK2 ableiten la¨ßt. Daraus folgt, daß mittels Public-Key-
Kryptosystemen die Sicherung der Authentizita¨t und der Geheimhaltung von
Informationen voneinander getrennt werden kann, wa¨hrend dies bei symmetri-
schen Kryptosystemen nicht mo¨glich ist.
1.6.2 Hilfsfunktionen
Einen weiteren Bereich stellen die kryptographischen Hilfsfunktionen dar. Dies
sind Funktionen, die auch außerhalb der Kryptologie Verwendung finden, an die
aber in der Kryptographie teilweise besondere Anforderungen gestellt werden.
In der Kryptographie stellen diese fu¨r sich allein genommen nicht unbedingt
einen besonderen Wert dar, sondern entfalten diesen erst unter Beachtung der
Grundaufgaben, wodurch beispielsweise kryptographische Protokolle oder Ver-
kettungen entstehen. Die drei ha¨ufigsten/wichtigsten Arten der kryptographi-
schen Hilfsfunktionen sind die Hashfunktionen, die Einwegfunktionen und die
Zufallsfolgengeneratoren.
Definition 1.6.2. Eine Hashfunktion ist eine surjektive Funktion h : X∗ −→
Xm mit m ∈ N und Xm ⊆ X∗.
Anders ausgedru¨ckt bildet h eine beliebig lange Folge von Objekten x =
x1...xn auf eine Folge von Objekten y = x1...xm fester La¨nge m ab. y wird auch
Hashwert oder Fingerabdruck genannt.
Fu¨r gegebene x und h wird zumeist gefordert, daß y = h(x) effizient be-
rechnet werden kann. Dadurch soll zum Beispiel erreicht werden, daß die Be-
rechnung und Weiterverarbeitung von y sehr viel einfacher und schneller ist
als wenn durchgehend mit x gearbeitet wu¨rde. Da h surjektiv ist, muß dabei
beachtet werden, daß der Fingerabdruck y nur mit einer gewissen Wahrschein-
lichkeit fu¨r ein Original x steht. Diese Wahrscheinlichkeit ist abha¨ngig von h
und von der La¨nge von y. So ko¨nnen theoretisch unendlich viele und unendlich
lange Folgen x auf genau eine Folge y abgebildet werden. Fu¨r praktische U¨ber-
legungen ist allerdings meistens die maximal mo¨gliche La¨nge von x limitiert,
wodurch gleichzeitig x nur aus einer endlichen Teilmenge der unendlich großen
Menge X∗ stammen kann.
U¨blicherweise wird in der Kryptographie fu¨r X die Menge der Bits {0, 1}
verwendet, wobei dann x fu¨r einen Klartext aus M steht. Außerdem werden
an h gewisse Mindestanforderungen gestellt, die sich aus den folgenden drei
Definitionen (s. [Wa¨t99b]) ergeben:
Definition 1.6.3. h heißt schwach kollisionsfrei fu¨r x, wenn es berechnungs-
ma¨ßig praktisch unmo¨glich ist, x′ 6= x mit h(x) = h(x′) zu finden.
Definition 1.6.4. h heißt stark kollisionsfrei, wenn es berechnungsma¨ßig prak-
tisch unmo¨glich ist, x und x′ mit x′ 6= x und h(x′) = h(x) zu finden.
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Definition 1.6.5. Eine Hashfunktion he heißt Einweg-Hashfunktion, wenn es
fu¨r einen gegebenen Fingerabdruck y berechnungsma¨ßig praktisch unmo¨glich
ist, ein Original x mit he(x) = y zu finden.
Die Einweg-Hashfunktionen bilden den U¨bergang zu den Einwegfunktionen.
Allgemein ist unter einer Einwegfunktion folgendes zu verstehen:
Definition 1.6.6. Eine injektive Funktion fe : X −→ Y heißt Einwegfunktion
(one-way function), wenn
1. fe(x) fu¨r alle x ∈ X effizient berechnet werden kann und
2. es berechnungsma¨ßig praktisch unmo¨glich ist, fu¨r alle y ∈ Im(fe) ⊆ Y die
x ∈ X mit fe(x) = y zu finden.
Der Unterschied zu den Einweg-Hashfunktionen besteht vor allem darin,
daß Einwegfunktionen injektiv sind und nicht surjektiv. Desweiteren la¨ßt sich
die Definition der Einwegfunktionen folgendermaßen erweitern:
Definition 1.6.7. Eine Einwegfunktion fh : X −→ Y heißt Einwegfunktion
mit Hintertu¨r (trapdoor one-way function), wenn f−1h : Im(fh) −→ X mittels
einer geheim zu haltenden Zusatzinformation (Hintertu¨r, trapdoor information)
effizient berechnet werden kann.
Das heißt, daß es mittels der Zusatzinformation berechnungsma¨ßig einfach
wird, fu¨r alle y ∈ Im(fh) ⊆ Y die x ∈ X mit fh(x) = y zu finden.
Die Definitionen fu¨r Einwegfunktionen und solche mit Hintertu¨ren stellen
Ideale dar, deren Existenz in der Realita¨t nicht ohne weiteres bewiesen werden
kann. Genauso verha¨lt es sich mit den abschließenden Zufallsfolgengeneratoren.
Ausfu¨hrlich diskutiert wird dieses Problem beispielsweise in [MOV97] und in
[Schn96].
Definition 1.6.8. Ein Zufallsfolgengenerator RND : N −→ Xm liefert nicht
reproduzierbar fu¨r ein m ∈ N eine zufa¨llige Folge von Objekten x = x1...xm
mit xi ∈ X, i = 1, ...,m.
Die Formulierung ”nicht reproduzierbar“ bedeutet, daß es auch fu¨r die wie-
derholte Eingabe von m vo¨llig ungewiß ist, welche Folge von Objekten x ∈ Xm
zuru¨ckgeliefert wird.
1.6.3 Techniken und Protokolle
Die Unterscheidung der Begriffe in kryptographische Techniken und kryptogra-
phische Protokolle orientiert sich an [Schn96].
Der Bereich der kryptographischen Techniken kann dabei als Sammellager
fu¨r all jene Techniken angesehen werden, die zur Realisierung der Grundauf-
gaben der Kryptographie beno¨tigt werden oder aus denen sich bestimmte Pro-
tokolle ableiten lassen. In diesem Zusammenhang bilden die kryptographischen
Verkettungen einen eigensta¨ndigen Teilbereich der kryptographischen Techni-
ken. Obwohl kryptographische Verkettungen in [Schn96] nicht als allgemeine
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graphentheoretische Probleme aufgefaßt werden, stellen die im dortigen Kapi-
tel 9 vorgestellten Blockchiffriermodi bestimmte kryptographische Verkettungen
dar. Diese werden aber im Rahmen dieser Arbeit nicht weiter analysiert.
Nach [Schn96] dient ein Protokoll der Durchfu¨hrung einer bestimmten Auf-
gabe und besteht aus einer Folge von Aktionen, an denen zwei oder mehr Par-
teien beteiligt sind. Im Vergleich dazu ist nach [Schn96] ein kryptographisches
Protokoll ein Protokoll, das kryptographische Mittel einsetzt. In [Schn96] und
[Wa¨t99b] werden eine Vielzahl von kryptographischen Protokollen vorgestellt,
die verschiedensten Zwecken dienlich sind.
Eine Unterscheidung der Begriffe in kryptographische Verkettungen und
kryptographische Protokolle ist erforderlich, weil nicht alle, sondern nur be-
stimmte kryptographische Protokolle, wie beispielsweise fu¨r Zeitstempel und
fu¨r Log-Dateien, von kryptographischen Verkettungen Gebrauch machen. Des-
weiteren ko¨nnen die Eigenschaften von kryptographischen Verkettungen unter-
sucht werden, ohne daß sie ein Protokoll darstellen mu¨ssen.
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Kapitel 2
Sicherheit
Der Begriff Sicherheit hat in verschiedenen Zusammenha¨ngen verschiedene Be-
deutungen. Daher soll in diesem Kapitel die Frage gekla¨rt werden:
Was bedeutet Sicherheit im Bereich der Informationen?
Dazu wird zuna¨chst in Abschnitt 2.1 auf die allgemeine Problematik bei der For-
malisierung des Begriffs Sicherheit eingegangen, wobei sich herausstellen wird,
daß der Begriff Sicherheit eng mit dem Begriff Gefahr zusammenha¨ngt. Danach
wird in Abschnitt 2.2 aus den resultierenden Schlußfolgerungen ein System einer
Innen- und Außenwelt erstellt. Mit Hilfe dieses Systems ko¨nnen verschiedene
Maßnahmen zur Wahrung der Authentizita¨t der Eintra¨ge von Log-Dateien in
einen gro¨ßeren Zusammenhang eingeordnet werden.
2.1 Problematik
Der fu¨r diese Arbeit relevante Bereich des Begriffs Sicherheit ergibt sich aus
der in der Einleitung gestellten Frage (s. S. 1) nach der Authentizita¨t der Ein-
tra¨ge einer Log-Datei. Diese Eintra¨ge stellen gewisse Informationen dar, die,
wie in Abbildung 2.1 dargestellt, Gefahren unterliegen und daher Sicherheit
beno¨tigen. Je gro¨ßer dabei die Gefahren sind, desto mehr Aufwand muß fu¨r die
Sicherheit betrieben werden und umgekehrt. Daraus folgt, daß die Frage nach
der Sicherheit von Informationen (Abb. 2.3) nicht fu¨r sich allein behandelt wer-
den kann, sondern gleichzeitig unter dem Aspekt der tatsa¨chlichen Gefahren fu¨r
die Informationen (Abb. 2.2) betrachtet werden muß. Ansonsten ko¨nnten die
Maßnahmen fu¨r die Sicherheit nicht alle Gefahren abdecken, was Unsicherheit
bedeuten wu¨rde, oder es ko¨nnten mehr Sicherungsmaßnahmen ergriffen werden
als erforderlich, was zwar Sicherheit bedeuten wu¨rde, aber mit unno¨tigen Ko-
sten verbunden wa¨re. Außerdem ist zu beachten, daß sich die Gefahren sowohl
auf den Informationstra¨ger als auch nur auf die eigentlichen Informationen auf
dem Tra¨ger beziehen ko¨nnen.
Gefahren fu¨r Informationen Abbildung 2.2 stellt die verschiedenen
Gesichtspunkte der Gefahren fu¨r Informationen dar. Die erste Zeile dieser Gra-
fik ist so zu verstehen, daß die Gefahr eine Wahrscheinlichkeit p(Ereignis) fu¨r
das Eintreten eines Ereignis ist, das zu einem Schaden fu¨hrt. Ein Ereignis kann
18
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Gefahr Sicherheit
Information
proportional
beno¨tigtunterliegt
Abbildung 2.1: Zusammenha¨nge zwischen Information, Gefahr und Sicherheit
aber ohne Eintritts-Wahrscheinlichkeit (die Gefahr) nicht eintreten und folglich
zu keinem Schaden fu¨hren. Ebensowenig kann eine Eintritts-Wahrscheinlichkeit
ohne ein Ereignis schaden. Daher werden hier die Begriffe Gefahr und Ereig-
nis nur noch zusammenfassend unter dem Oberbegriff ”Gefahr“ verwendet (s.
[Schr96]). Ein mo¨glicher Schaden an Informationen bezieht sich im wesentlichen
auf deren Verfu¨gbarkeit, Authentizita¨t oder Geheimhaltung. Er kann zum Bei-
spiel dadurch entstehen, das Informationen vernichtet, verzo¨gert, wiederholt,
verfa¨lscht, verleugnet oder bekannt gemacht werden.
Die zweite Zeile stellt die Unterscheidung in zufa¨llige und bewußt herbei-
gefu¨hrte Gefahren, den Angriffen, dar. Zufa¨llige Gefahren fu¨r Informationen
sind zum Beispiel (s. a. [Schr96]):
• Ho¨here Gewalt: Feuer, Wasser, Krieg, ...
• Menschliches Versagen: Unwissenheit, Fahrla¨ssigkeit, ...
• Technisches Versagen: Abnutzung, Fehlfunktion, ...
Sie ko¨nnen zu jeder Art von Schaden an Informationen fu¨hren.
Ein Angriff auf Informationen muß, wie in Zeile drei, in aktiv und passiv
unterschieden werden. Bei einem aktiven Angriff geht es vor allem darum, In-
formationen zu vernichten, zu verzo¨gern, zu wiederholen, zu fa¨lschen oder zu
leugnen, was auf die Verfu¨gbarkeit und Authentizita¨t der Informationen zielt.
Unter einem passiven Angriff ist dagegen das (unerwu¨nschte) Erlangen von
Informationen zu verstehen, was gegen die Geheimhaltung der Informationen
gerichtet ist.
Der wesentliche Unterschied zwischen zufa¨lligen Gefahren und Angriffen be-
steht in der Motivation des potentiellen Verursachers. Diese ist bei einer zufa¨lli-
gen Gefahr vo¨llig ungerichtet bzw. nicht vorhanden, wa¨hrend sie bei einem
Angriff darauf abzielt, fu¨r den Angreifer einen Vorteil zu erlangen bzw. dem
Gescha¨digten einen Nachteil zuzufu¨gen. Desweiteren kann ein Angriff durch ei-
ne zufa¨llige Gefahr begu¨nstigt werden, was umgekehrt nicht unbedingt gelten
muß. So kann zum Beispiel eine Naturkatastrophe einem Angreifer den Zugang
zu Informationen ermo¨glichen, die eigentlich geheim bleiben sollten. Der Um-
kehrschluß ist hier aber nicht mo¨glich, da der Zugang zu Informationen keine
Naturkatastrophe auslo¨sen kann, sondern ho¨chstens eine durch Menschenhand
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erzeugte Katastrophe. Fu¨r weitere Details kann die Zuordnung der Gefahren
zum Begriff Sicherheit bei der nachfolgenden Erla¨uterung von Abbildung 2.3
herangezogen werden.
Gefahr Ereignis Schaden
bewußt Angriff
passivaktiv
zufa¨llig
Abbildung 2.2: Gefahren fu¨r Informationen [Schr96]
Anforderungen an die Sicherheit von Informationen Abbildung
2.3 stellt die Anforderungen an die Sicherheit von Informationen dar. Informa-
tionen mu¨ssen demnach verfu¨gbar, pru¨fbar und auswertbar sein. Die Verfu¨gbar-
keit ist dabei Voraussetzung fu¨r die Pru¨fbarkeit und nur gepru¨fte Informationen
sollten ausgewertet werden. Zu beachten ist, daß die Verfu¨gbarkeit durch jede
Art der zufa¨lligen Gefahren und durch aktive Angriffe, die auf die Vernich-
tung oder zumindest die Verzo¨gerung von Informationen zielen, beeintra¨chtigt
werden kann.
Die Pru¨fbarkeit ist so zu verstehen, daß nicht die Bedeutung oder der Wahr-
heitsgehalt der Informationen u¨berpru¨ft wird, sondern daß u¨berpru¨ft wird, ob
die urspru¨nglichen Informationen vorliegen und welchen Ursprung sie haben.
Die urspru¨nglichen Informationen ko¨nnen zum Beispiel durch einen zufa¨lligen
Fehler verlorengehen oder dadurch, daß sie bewußt verfa¨lscht werden. Der Un-
terschied zu vollsta¨ndig gefa¨lschten Informationen besteht darin, daß diese nicht
wirklich falsch sind, sondern einen anderen Ursprung haben als angenommen. In
diesem Sinne kann auch angenommen werden, daß bei einem Fehler oder einer
Verfa¨lschung die alten Informationen vernichtet werden und an dieser Stelle der
Ursprung von neuen Informationen liegt, die mit den alten mehr oder weniger
u¨bereinstimmen.
Die Auswertbarkeit bezieht sich vor allem auf passive Angriffe und ist umge-
kehrt proportional zur Wichtigkeit der Informationen. Das heißt, daß unwichti-
ge Informationen fu¨r alle auswertbar (nicht geheim) sein ko¨nnen und wichtige
Informationen fu¨r Unbefugte nicht auswertbar (geheim) sein mu¨ssen. Bei der
Definition der Wichtigkeit einer Information kann es durchaus vorkommen, daß
eine Information fu¨r eine Gruppe unwichtig ist, sie aber indirekt dadurch wich-
tig wird, daß eine andere Gruppe keine Kenntnis von ihr erlangen darf. Diese
zuna¨chst unwichtige Information ist daher letztendlich eine wichtige Informati-
on.
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Verfu¨gbarkeit
Sicherheit
Auswertbarkeit
(Geheimhaltung)
Pru¨fbarkeit
(Authentizita¨t)
Fa¨lschungssicherheitFehlersicherheit
Abbildung 2.3: Anforderungen an die Sicherheit von Informationen
Zusammenha¨nge Vergleichbar zur Gefahr kann man sagen, daß die Si-
cherheit eine Wahrscheinlichkeit p(¬Ereignis) fu¨r das Nichteintreten eines Er-
eignis ist, das zu einem Schaden fu¨hrt. Die Wahrscheinlichkeiten fu¨r Gefahr
und Sicherheit stehen dabei mittels p(Ereignis) + p(¬Ereignis) = 1 in einem
direktem Zusammenhang, denn ein Ereignis kann nur entweder eintreten oder
nicht eintreten. So liegt das eigentliche Problem darin begru¨ndet, daß man sich
letztendlich1 nie wirklich sicher sein kann, alle Ereignisse zu kennen, die zu ei-
nem Schaden fu¨hren ko¨nnen. Die Abwa¨gung der Maßnahmen fu¨r die Sicherheit
auf Seite 18 muß daher dahingehend konkretisiert werden, daß die Maßnahmen
immer nur gegen bekannte Gefahren gerichtet sind. Eine Aussage daru¨ber, ob
und zu welchem Grad die Maßnahmen gegen unbekannte Gefahren schu¨tzen,
ist nicht mo¨glich.
Abbildung 2.4 ordnet noch einmal u¨berblicksartig die verschiedenen Arten
von Gefahren den verschiedenen Anforderungen an die Sicherheit zu. Zu be-
achten ist hierbei, daß verschiedene Arten von Gefahren, zwar auf die gleiche
Anforderung an die Sicherheit zeigen, aber trotzdem getrennt gelo¨st werden
ko¨nnen und mu¨ssen. So steht fu¨r die Pru¨fbarkeit bei zufa¨lligen Gefahren die
Fehlersicherheit im Vordergrund und bei aktiven Angriffen die Fa¨lschungssi-
cherheit.
Weitergehende Einfu¨hrungen in die allgemeine Problematik der Sicherheit
von Informationen sind beispielsweise in [BSI, Gri94, Pom91, Schr96] zu finden.
2.2 Lo¨sungsansa¨tze
In Abschnitt 2.1 wurde beschrieben, wie verschiedene Arten von Gefahren fu¨r
Informationen auf verschiedene Anforderungen an die Sicherheit von Informa-
tionen zeigen. Allgemeines Ziel des folgenden Abschnitts ist es Maßnahmen
aufzuzeigen, die die Eintritts-Wahrscheinlichkeiten der Gefahren reduzieren und
somit die Wahrscheinlichkeiten fu¨r die Sicherheit erho¨hen. Das heißt, daß durch
1Man kann sich nie wirklich sicher sein, daß die Welt so ist, wie man sie wahrnimmt (s.
z. B. [Rus12, Vol88]).
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passiver
Angriff
aktiver
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zufa¨llige
Gefahr
Verfu¨gbarkeit
Fehlersicherheit
Fa¨lschungssicherheit
Auswertbarkeit
Pru¨fbarkeit
Abbildung 2.4: Zuordnung der Gefahren zur Sicherheit
die Maßnahmen p(Ereignis) gegen 0 und p(¬Ereignis) gegen 1 gehen soll. Ein
weiteres Ziel ist die genauere Einordnung der kryptographischen Verkettung,
bevor diese in Kapitel 3 dargelegt wird.
Maßnahmen Bestimmte Informationen unterliegen in der Regel mehre-
ren voneinander unabha¨ngigen Gefahren gleichzeitig. Daher mu¨ssen fu¨r diese
Informationen auch mehrere Maßnahmen gleichzeitig ergriffen werden, um die
Wahrscheinlichkeiten fu¨r die Sicherheit zu erho¨hen. Die Menge dieser Maßnah-
men stellt ein sogenanntes Sicherheitssystem dar, daß die Welt in eine ”sichere“
Innenwelt und eine ”unsichere“ Außenwelt aufspaltet. Die einzelnen Maßnah-
men dieses Sicherheitssystems ko¨nnen wiederum in drei Teilmengen aufgeteilt
werden, die der physischen, organisatorischen und logischen Sicherheit der In-
formationen dienen (s. a. [Pom91, Schr96]). Abbildung 2.5 soll diese Zusam-
menha¨nge verdeutlichen. Weiter dienen passive Maßnahmen dem Ausgrenzen
von Gefahren und aktive Maßnahmen dem Eingrenzen von Gefahren.
Die physische Sicherheit von Informationen bezieht sich in erster Linie auf
den Informationstra¨ger, zum Beispiel die Festplatte in einem Computer oder ein
Stu¨ck Papier, und daher nur indirekt auf die eigentlichen Informationen. Bau-
liche Maßnahmen, wie beispielsweise ein Bunker oder ein Tresor, sollen dabei
passiv mo¨gliche Gefahren ausgrenzen, wogegen zum Beispiel eine Feuerlo¨schein-
richtung aktiv mo¨gliche Gefahren eingrenzen soll.
Die organisatorische Sicherheit ist vor allem auf den Menschen und seinen
Umgang mit den Informationen gerichtet. Zum einen wird durch Benutzerbe-
rechtigungen die Menschheit in vertrauenswu¨rdige und nicht vertrauenswu¨rdige
Menschen gespalten, die mit bestimmten Informationen umgehen du¨rfen bzw.
nicht umgehen du¨rfen. Zum anderen soll die Verwendung mo¨glichst sicherer Ar-
beitsabla¨ufe Gefahren ausgrenzen bzw. sollen Notfallpla¨ne Gefahren eingrenzen.
Die logische Sicherheit bezieht sich auf die Informationen selbst, wogegen
die physische und die organisatorische Sicherheit nur indirekt auf die Informa-
tionen gerichtet sind. Die Maßnahmen fu¨r die logische Sicherheit sollen direkt
die in Abschnitt 2.1 beschriebenen Anforderungen an die Sicherheit von Infor-
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mationen erfu¨llen. Die Verfu¨gbarkeit kann dabei durch redundante Informatio-
nen (Backups), die sich physisch an mo¨glichst verschiedenen Orten befinden
mu¨ssen, erho¨ht werden. Bei der Pru¨fbarkeit ko¨nnen zufa¨llige Fehler dadurch
erkennbar werden, daß die Informationen in einer bestimmten Art und Weise
codiert werden (s. Codierungstheorie). Bewußte Fa¨lschungen ko¨nnen durch das
Signieren der Informationen erschwert werden (s. Kryptologie). Die Auswert-
barkeit kann fu¨r Unbefugte dadurch behindert werden, daß die Informationen
auf eine geheime Art und Weise verschlu¨sselt werden (s. Kryptologie).
Innenwelt
logisch
physisch
organisatorisch
Außenwelt
Abbildung 2.5: Sicherheitssystem fu¨r Informationen (s. a. [Schr96])
Zusammenha¨nge Die Pru¨fbarkeit und die Auswertbarkeit ha¨ngen bei
mo¨glichen Maßnahmen in mehreren Stufen miteinander zusammen. So kann das
Verschlu¨sseln der Informationen auch dazu dienen, ihre Fa¨lschung zu erschwe-
ren, und das Signieren der Informationen kann gleichfalls dazu genutzt werden,
Fehler zu erkennen. Allerdings ko¨nnte bei letzterem nicht entschieden werden,
ob es sich nur um einen Fehler oder um eine Fa¨lschung handelt.
Maßnahmenhierarchie Die Zusammenha¨nge zwischen den auf Seite
20 beschriebenen Anforderungen an die Sicherheit von Informationen und den
Maßnahmen fu¨r die Erfu¨llung der Anforderungen lassen eine gewisse hierar-
chische Ordnung erkennen. Daher sollten die Maßnahmen fu¨r die logische Si-
cherheit in einem Sicherheitssystem ebenfalls hierarchisch geordnet werden, wo-
bei die Maßnahmen der na¨chsten Stufe alle Maßnahmen der vorherigen Stufen
mo¨glichst sinnvoll einkapseln.
Ohne die Details zu vertiefen, stellt Abbildung 2.6 einen Vorschlag fu¨r die
hierarchische Anordnung von Maßnahmen dar, die der logischen Sicherheit von
Informationen dienen. Dabei wurde neben den Maßnahmen fu¨r die Sicherheit
auch die Komprimierung von Informationen aufgenommen, weil sie sehr ha¨ufig
angewendet wird und ihr Einsparpotential maßgeblich von ihrer Positionierung
innerhalb der Hierarchie abha¨ngig ist (s. dazu [Schn96]). Weiterhin enthalten
die ersten vier Stufen mit der Codierung jeweils eine Maßnahme zur Fehlerer-
kennung. Dadurch kann entschieden werden, ob die Umkehrung der Maßnahme
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der na¨chsten Stufe ohne Fehler funktioniert hat oder nicht. Die Codierung selbst
muß dabei so gewa¨hlt werden, daß sie auf die Maßnahme der na¨chsten Stufe
mo¨glichst wenig negative Auswirkungen hat.
In Beispiel 1.5.1 stellt die Modulo-2-Addition der Nachrichtenbits eine Hash-
funktion dar. Allgemein kann daher zur Codierung der Informationen x =
x1...xn zum Beispiel mittels einer Hashfunktion h der Hashwert y = h(x) be-
rechnet werden, der zusammen mit den Informationen komprimiert wird. Nach
einer Dekomprimierung von x und y mu¨ßte dann ein neuerlich berechneter
Hashwert y′ = h(x) mit y u¨bereinstimmen, um mit einer gewissen Wahrschein-
lichkeit feststellen zu ko¨nnen, daß die urspru¨nglichen Informationen wiederher-
gestellt wurden. Entsprechendes gilt fu¨r die u¨brigen Stufen der Maßnahmenhier-
archie. Die Positionen der Signierung und der Verschlu¨sselung ko¨nnen eventuell
auch miteinander vertauscht werden, wa¨hrend letztendlich all diese Maßnah-
men vor einer Vervielfa¨ltigung stattgefunden haben sollten, damit sie nicht fu¨r
jede einzelne Kopie wiederholt werden mu¨ssen.
Informationen
Komprimierung
Signierung
Verschlu¨sselung
Vervielfa¨ltigung
Codierung
Codierung
Codierung
Codierung
Abbildung 2.6: Maßnahmen fu¨r die logische Sicherheit von Informationen
Kryptographische Verkettung Die kryptographische Verkettung dient
der logischen Sicherheit von Informationen und soll als Maßnahme zur Siche-
rung der Authentizita¨t in erster Linie bewußte Fa¨lschungen verhindern. Unter
bestimmten Voraussetzungen kann dadurch gleichzeitig die Auswertbarkeit der
Informationen eingeschra¨nkt werden.
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Kapitel 3
Kryptographische Verkettung
In diesem Kapitel beschreibe ich die grundlegenden Prinzipien von kryptogra-
phischen Verkettungen. Anders als beispielsweise in den Arbeiten von Haber
und Stornetta [HS91, BHS93, HS97] oder den Arbeiten von Schneier und Kelsey
[KS96, KS99, SK97a, SK97b, SK98, SK99], in denen bestimmte kryptographi-
sche Verkettungen zur Realisierung konkreter Ziele (Zeitstempel, Log-Dateien)
eingesetzt wurden, fasse ich hier erstmals die kryptographische Verkettung all-
gemeiner als ein graphentheoretisches Problem auf.
Dazu legt der erste Abschnitt 3.1 die eigentliche Motivation und die in der
Einleitung bereits angeschnittenen Ziele der kryptographischen Verkettung ei-
nes Graphen dar und listet die wichtigsten Nebenbedingungen auf. Der darauf
folgende Abschnitt 3.2 stellt eine spezielle Repra¨sentationsform fu¨r Graphen
vor. Basierend auf dieser Repra¨sentation wird in Abschnitt 3.3 erla¨utert, wie
die Ziele der kryptographischen Verkettung prinzipiell erreicht werden ko¨nnen,
wa¨hrend abschließend in Abschnitt 3.4 die Nebenbedingungen thematisiert wer-
den. Dadurch bildet dieses Kapitel die theoretische Grundlage fu¨r das na¨chste
Kapitel 4, in dem verschiedene praktische Lo¨sungen von kryptographischen Ver-
kettungen fu¨r sichere Log-Dateien vorgestellt werden.
3.1 Motivation und Ziele
Ein Graph stellt die Beziehungen zwischen ansonsten eigensta¨ndigen Objek-
ten dar. Die Ecken des Graphen stehen dabei fu¨r die Objekte und die Kanten
des Graphen fu¨r die Beziehungen. Die Objekte und Beziehungen sollen nun
mittels kryptographischer Verfahren gesichert werden, wobei die Objekte ihre
Eigensta¨ndigkeit behalten sollen.
Log-Datei Wie in der Einleitung auf Seite 2 beschrieben, kann bei-
spielsweise eine Log-Datei L durch einen gerichteten Graphen ~G = (E,K ~G)
dargestellt werden. Dabei wird jedem eigensta¨ndigen Eintrag ei ∈ L mit i =
1, ..., n, n = |L|, n ∈ N0, bijektiv eine Ecke vi ∈ E zugeordnet und jede der Be-
ziehungen tei < tei+1 zwischen den Eintra¨gen ei und ei+1 durch die gerichteten
Kanten (vi, vi+1) ∈ K ~G beschrieben:
E = {vi | vi = ei, ei ∈ L, i = 1, ..., n, n = |L|}
25
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und
K ~G = {(vi, vi+1) | vi, vi+1 ∈ E, i = 1, ..., n− 1, n = |E|}.
Fu¨r L wurde nun die Frage gestellt, wie die Authentizita¨t, Reihenfolge und
Vollsta¨ndigkeit der Eintra¨ge ei sichergestellt werden kann. Dabei bezieht sich
1. die Authentizita¨t der Eintra¨ge ei auf deren Inhalt tei und dei ,
2. die Reihenfolge auf die gerichteten Kanten (vi, vi+1) ∈ K ~G, und
3. die Vollsta¨ndigkeit auf den Zusammenhang von ~G.
Es scheint zuna¨chst, als ko¨nnte die Frage dadurch beantwortet werden, daß L
als Ganzes signiert und/oder verschlu¨sselt wird. Das Besondere bei der Beant-
wortung dieser Frage ist allerdings, daß L nicht als ein monolithisches Gebil-
de angesehen werden kann. Vielmehr muß beru¨cksichtigt werden, daß sta¨ndig
neue Eintra¨ge en+1 an das Ende n von L angeha¨ngt werden, der Graph ~G also
besta¨ndig wa¨chst:
E 7−→ E ∪ {vn+1} und K ~G 7−→ K ~G ∪ {(vn, vn+1)}.
Als Lo¨sung bietet sich daher an, jeden neuen Eintrag en+1 fu¨r sich zu signie-
ren und/oder zu verschlu¨sseln und ihn mit dem Eintrag en entsprechend der
gerichteten Kante (vn, vn+1) in geeigneter Weise zu verketten, die es im weiteren
Verlauf zu beschreiben gilt. Offenbar handelt es sich hierbei um zwei Teillo¨sun-
gen, die auf der einen Seite Punkt 1 beru¨cksichtigen und auf der anderen Seite
die Punkte 2 und 3 zu einem Punkt zusammenfassen. Die erste Teillo¨sung be-
zieht sich dabei auf die Sicherung der Eintra¨ge ei ∈ L und die zweite Teillo¨sung
auf die Sicherung der Kanten (vi, vi+1) ∈ K ~G von ~G. Die Eigensta¨ndigkeit der
Eintra¨ge ei bleibt dabei erhalten.
Allgemein Allgemeiner betrachtet fu¨hrt diese Lo¨sung zur sogenannten
kryptographischen Verkettung. Wie schon in der Einleitung auf Seite 1 erwa¨hnt,
ist unter einer kryptographischen Verkettung zu verstehen, daß die Ecken eines
Graphen, entsprechend den zwischen ihnen existierenden Kanten, mittels kryp-
tographischer Verfahren miteinander verkettet werden. Die Ziele der kryptogra-
phischen Verkettung eines Graphen werden dabei folgendermaßen formuliert:
1. Kein Unberechtigter soll Ecken unbemerkt manipulieren ko¨nnen.
2. Kein Unberechtigter soll Ecken oder Kanten unbemerkt aus dem Graphen
entfernen ko¨nnen.
3. Ein Berechtigter soll die Einhaltung der Bedingungen 1 und 2 u¨berpru¨fen
ko¨nnen.
Entsprechend dem oben genannten Beispiel wird unter 1. angenommen, daß
Ecken einen Inhalt haben, den es zu sichern gilt. Dieser besteht hier aus tei
und dei eines Eintrags ei ∈ L. Die Sicherung muß dabei nicht notwendigerweise
durch die kryptographische Verkettung erfolgen. Die Sicherung der Kanten wird
unter 2. genauer formuliert. Bezogen auf das Beispiel sind das die gerichteten
Kanten (vi, vi+1) ∈ K ~G. Wichtige Nebenbedingungen der kryptographischen
Verkettung eines Graphen sind:
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1. Soll die Pru¨fbarkeit einer Ecke von der vorhergehenden Pru¨fung einer
anderen Ecke abha¨ngig sein?
2. Soll der Graph nur pru¨fbar oder auch auswertbar sein?
3. Soll der Graph abgeschlossen oder a¨nderbar sein?
4. Sollen Berechtigungen nur fu¨r einen Teil des Graphen oder fu¨r den ge-
samten Graphen gelten?
5. Sollen sich die Bezeichnungen ”Unberechtigter“ und ”Berechtigter“ jeweils
auf einen einzelnen, eine Gruppe oder alle Individuen beziehen?
Berechtigter und Unberechtigter Um mit den Begriffen Berechtig-
ter und Unberechtigter besser umgehen zu ko¨nnen, werden die beiden etwas
intuitiven nachfolgenden Definitionen angegeben. Die erste Definition teilt die
Menge aller Individuen I in zwei Teilmengen auf:
Definition 3.1.1. B ⊆ I sei die Menge aller Berechtigten und U ⊆ I sei die
Menge aller Unberechtigten, wobei B = I \ U bzw. U = I \ B gilt.
Das heißt, B und U sind paarweise disjunkt. Bezugnehmend auf die Ziele
der kryptographischen Verkettung wird definiert:
Definition 3.1.2. Bm, Be und Bp seien die Mengen aller Berechtigten, die je-
weils
• eine Ecke unbemerkt manipulieren du¨rfen,
• eine Ecke oder Kante unbemerkt aus dem Graphen entfernen du¨rfen bzw.
• die Einhaltung der Bedingungen u¨berpru¨fen du¨rfen.
Entsprechend sind Um = I \ Bm, Ue = I \ Be und Up = I \ Bp die Mengen aller
Unberechtigten, die das jeweils nicht du¨rfen.
Der Begriff unbemerkt soll in diesem Zusammenhang bedeuten, daß ein In-
dividuum aus I, das den vorhergehenden Zustand nicht kennt, nicht erkennen
kann, daß sich etwas gea¨ndert hat.
3.2 Repra¨sentation der Graphen
Als na¨chstes wird fu¨r die weitere Behandlung der kryptographischen Verkettung
eine spezielle Repra¨sentation der Graphen gewa¨hlt. Dadurch wird die Erla¨ute-
rung der Prinzipien der kryptographischen Verkettung in Abschnitt 3.3 erleich-
tert. Ein Graph kann beispielsweise folgendermaßen repra¨sentiert werden:
1. Bildlich,
2. durch Angabe der Menge der Ecken und der Menge der Kanten,
3. durch Adjazenz- und/oder Inzidenzmatrizen oder
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4. durch eine Menge von Ecken mit Zeigern, die auf diejenigen Ecken zeigen,
die eine gemeinsame Kante mit der jeweiligen Ecke haben.
Diese Repra¨sentationen werden in den folgenden Absa¨tzen ein wenig genauer
erla¨utert, wobei dann die 4. Repra¨sentation gewa¨hlt wird.
Repra¨sentation 1 In Abschnitt 1.4 u¨ber die Graphentheorie wurde be-
reits beschrieben, wie sich ein Graph bildlich darstellen la¨ßt. Auf den ersten
Blick erscheint es relativ trivial, das entsprechende Bild zu sichern, da es nur
in einer Datei abgelegt werden muß, die entsprechend signiert und/oder ver-
schlu¨sselt werden kann. Die Umsetzung wird allerdings schon aufwendiger, da
das Bild entweder eingescannt oder im Rechner gezeichnet werden muß. Dabei
tritt das Problem auf, wie komplexe Graphen mo¨glichst u¨bersichtlich gezeich-
net werden ko¨nnen. Die Frage nach der Erweiterbarkeit wird dadurch beein-
tra¨chtigt, daß dafu¨r entweder die Signatur erneuert oder das Bild entschlu¨sselt
und wieder verschlu¨sselt werden muß und ohne weitere Maßnahmen nichts dar-
auf hindeutet, was sich im Vergleich zu vorher gea¨ndert hat. Außerdem kann
die Frage, wie ein Graph repra¨sentiert wird, der automatisch im Rechner ge-
zeichnet werden soll, einen logischen Zirkel oder unendlichen Regreß bewirken,
wenn ”bildlich“ als Antwort genannt wird. Sollte als Antwort eine der u¨brigen
Repra¨sentationen genannt werden, ko¨nnte diese auch gleich als grundlegende
Repra¨sentation gewa¨hlt werden.
Repra¨sentation 2 und 3 Die Repra¨sentationen 2 und 3 eignen sich
gut, die Ecken und Kanten getrennt voneinander zu sichern, was auf der an-
deren Seite ungu¨nstig sein kann, wenn sie gemeinsam gesichert werden sollen.
Die 2. Repra¨sentation wurde bereits in Abschnitt 1.4 fu¨r die Definitionen zur
Graphentheorie eingesetzt.
Unter 3. werden zwei Mo¨glichkeiten zur Repra¨sentation eines Graphen ein-
geordnet, die hier nur fu¨r gerichtete Graphen ~G = (E,K ~G) mit E = {v1, ..., vn}
und K ~G = {k1, ..., km} definiert werden. Fu¨r diese Arbeit sind sie nicht wei-
ter von Bedeutung und werden nur des besseren U¨berblicks wegen erwa¨hnt,
weil sie an vielen anderen Stellen in der Graphentheorie eingesetzt werden (s.
[Aig93, Jun94, SS89]). Eine Adjazenzmatrix ist eine n× n-Matrix (aij) mit
aij =
{
1 falls vivj ∈ K ~G,
0 sonst.
Eine Inzidenzmatrix ist eine n×m-Matrix (bij) mit
bij =

−1 falls vi der Startpunkt von kj ist,
1 falls vi der Endpunkt von kj ist,
0 sonst.
Werden bei der 2. Repra¨sentation die Mengen als verkettete Listen realisiert,
wu¨rde dies wiederum der 4. nahe kommen. Deshalb wird die 4. Repra¨sentation
fu¨r die Behandlung der kryptographischen Verkettung gewa¨hlt und als na¨chstes
genauer definiert.
Repra¨sentation 4 Die 4. Repra¨sentation kann sowohl (ungerichtete)
Graphen G = (E,KG) als auch gerichtete Graphen ~G = (E,K ~G) mittels ei-
ner Menge von Gliedern G repra¨sentieren, die nachfolgend spezifiziert wird.
http://publikationsserver.tu-braunschweig.de/get/64933
3.2. REPRA¨SENTATION DER GRAPHEN 29
Definition 3.2.1. Z ist eine Menge von Kennungen und die injektive (evtl.
bijektive) Funktion
EZ : E −→ Z
weist jeder Ecke v ∈ E genau eine Kennung k ∈ Z zu.
Die Menge von Kennungen Z kann zum Beispiel gleich N0 oder gleich der
Menge von Schlu¨sseln K eines Kryptosystems (M, C,K, EK1 , DK2) sein.
Definition 3.2.2. Ein Glied g ∈ G ist ein Tripel (kg, Zg, v), bestehend aus
• einer Kennung kg ∈ Z,
• einer Menge Zg ⊆ Z von Kennungen (auch Zeiger genannt) und
• einer Ecke v ∈ E
mit kg = EZ(v).
Wegen der Injektivita¨t von EZ und wegen kg = EZ(v) gilt fu¨r die Kennun-
gen kgi und kgj der Glieder gi, gj ∈ G mit i 6= j, daß sie paarweise verschieden
sind. Daraus folgt, daß jedes Glied g ∈ G anhand seiner Kennung kg innerhalb
dieser Repra¨sentation eines Graphen eindeutig identifiziert werden kann. Jeder
Ecke v ∈ E wird demnach bijektiv ein Glied g ∈ G zugeordnet.
Fu¨r (ungerichtete) Graphen G = (E,KG) entha¨lt die Menge Zg eines Glie-
des g ∈ G die Kennungen kgi derjenigen Glieder gi ∈ G, deren Ecken vi ∈ E
eine gemeinsame Kante {v, vi} ∈ KG mit der Ecke v ∈ E des Gliedes g haben
und jedes Glied gi entha¨lt in Zgi die Kennung kg des Gliedes g. Kurz: kgi ∈ Zg
und kg ∈ Zgi fu¨r {v, vi}. Daraus folgt:
G = {g | g = (kg, Zg, v),
kg = EZ(v),
Zg = {kgi | kgi = EZ(vi)⇐⇒ {v, vi} ∈ KG},
v ∈ E}.
Fu¨r gerichtete Graphen ~G = (E,K ~G) gilt dagegen die Einschra¨nkung, daß fu¨r
eine gerichtete Kante (v, vi) ∈ K ~G nur in der Menge Zg des Gliedes g, das zum
Startpunkt v geho¨rt, die Kennung kgi des Gliedes gi, das fu¨r den Endpunkt vi
steht, eingetragen wird. Kurz: kgi ∈ Zg fu¨r (v, vi). Daraus folgt:
G = {g | g = (kg, Zg, v),
kg = EZ(v),
Zg = {kgi | kgi = EZ(vi)⇐⇒ (v, vi) ∈ K ~G},
v ∈ E}.
Aus diesen U¨berlegungen ergeben sich die beiden folgenden Definitionen, fu¨r
die gi und gj Glieder seien:
Definition 3.2.3. (gi, gj) ist eine einfache (gerichtete) Verkettung des Gliedes
gj mit dem Glied gi, wenn kgj ∈ Zgi und kgi /∈ Zgj gilt.
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Definition 3.2.4. {gi, gj} ist eine doppelte (ungerichtete) Verkettung der Glie-
der gi und gj , wenn kgj ∈ Zgi und kgi ∈ Zgj gilt.
Man kann erkennen, daß durch diese Repra¨sentation, analog zu der Beschrei-
bung auf Seite 10, ein (ungerichteter) Graph G = (E,KG) in einen gerichteten
Graphen ~G = (E,K ~G) u¨berfu¨hrt wird. Daher gehen alle weiteren U¨berlegun-
gen nur von G bzw. gerichteten Graphen ~G = (E,K ~G) aus. Abschließend soll
ein kleines Beispiel den Zusammenhang zwischen einem gerichteten Graphen
~G = (E,K ~G) und seiner Repra¨sentation G demonstrieren:
Beispiel 3.2.1. ~G = (E,K ~G) sei ein gerichteter Graph mit E = {v0, v1, v2}
und K ~G = {v0v1, v1v0, v1v2}, wie er in Abbildung 3.1 dargestellt wird.
Wird jeder Ecke vi ∈ E mit i = 0, 1, 2 bijektiv ein Glied gi ∈ G zugeordnet,
ergibt sich G = {g0, g1, g2}. Anhand der Kanten aus K ~G folgt fu¨r die Mengen
der Kennungen Zgi der Glieder gi ∈ G:
• Zg0 = {kg1},
• Zg1 = {kg0 , kg2} und
• Zg2 = {} = ∅.
v1 v2
v0
Abbildung 3.1: Gerichteter Graph ~G aus Beispiel 3.2.1
3.3 Prinzipien
Im vorhergehenden Abschnitt 3.2 wurde fu¨r ungerichtete und gerichtete Gra-
phen die Repra¨sentation durch eine Menge von Gliedern G eingefu¨hrt. Auf
Grundlage von G werden hier in den Abschnitten 3.3.2 und 3.3.3 zwei fun-
damentale Prinzipien zur kryptographischen Verkettung der Glieder g ∈ G und
somit des dazugeho¨rigen gerichteten Graphen ~G = (E,K ~G) vorgestellt. Beide
Prinzipien haben gemeinsam, daß sie die auf Seite 26 formulierten Ziele er-
reichen. Ihre Unterschiede werden dagegen bei den im na¨chsten Abschnitt 3.4
thematisierten Nebenbedingungen deutlich. Um Schwierigkeiten zu vermeiden
wird daher vorausgesetzt, daß die kryptographische Verkettung fu¨r alle g ∈ G
jeweils auf einem einheitlichen Prinzip beruht.
Authentizita¨t und Geheimhaltung In Abschnitt 1.6 wurde dargelegt,
daß die Grundaufgaben der Kryptographie in der Sicherung der Authentizita¨t
und der Geheimhaltung von Informationen bestehen. Die Sicherung der Au-
thentizita¨t zielt dabei darauf ab, den Ursprung einer Nachricht M ∈ M zu
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beweisen, wa¨hrend die Sicherung der Geheimhaltung darauf abzielt, eine Nach-
richt M ∈ M geheimzuhalten. Bezogen auf das Erreichen der Ziele der kryp-
tographischen Verkettung ist es notwendig, die Authentizita¨t der Ecken und
Kanten zu sichern. Die Geheimhaltung von Ecken oder Kanten ist lediglich von
den Nebenbedingungen abha¨ngig.
Vereinbarungen Fu¨r die weiteren U¨berlegungen sei
KS = (M, C,K, EK1 , DK2)
ein Kryptosystem, daß die Authentizita¨tsanforderungen von Seite 14 erfu¨llt. Es
soll zuna¨chst offen bleiben, ob es sich dabei um ein Public-Key-Kryptosystem,
mit EK1 privat und DK2 o¨ffentlich, oder ein symmetrisches Kryptosystem, mit
EK1 und DK2 privat, handelt.
Es wird davon ausgegangen, daß ein Berechtigter aus Bm oder Be die Chif-
friertransformation EK1 kennt und ein Berechtigter aus Bp die Dechiffriertrans-
formation DK2 . Ob EK1 ein Unberechtigter aus Um oder Ue kennen darf und
DK2 ein Unberechtigter aus Up, ha¨ngt von den zu erfu¨llenden Nebenbedingun-
gen ab. Im allgemeinen wird davon ausgegangen, daß sie die jeweilige Transfor-
mation nicht kennen.
3.3.1 Einfache kryptographische Verkettung
Die folgende Definition bildet die Grundlage fu¨r die kryptographische Verket-
tung der Glieder g ∈ G.
Definition 3.3.1. g, gi ∈ G ⊆M seien Glieder mit i = 0, ..., n, n ∈ N0.
EK1(g) = Cg ∈ C
ist eine einfache kryptographische Verkettung des Gliedes gi mit dem Glied g,
wenn kgi ∈ Zg gilt.
Je nachdem, ob KS ein Public-Key-Kryptosystem oder ein symmetrisches
Kryptosystem ist, handelt es sich hierbei nur um die Signierung oder Ver-
schlu¨sselung von g. Fu¨r den Fall, daß KS ein Public-Key-Kryptosystem ist
und DK2 im Gegensatz zur oben getroffenen Vereinbarung privat ist, kann KS
auch zur Verschlu¨sselung von g eingesetzt werden.
Fu¨r die Ziele der kryptographischen Verkettung von ~G bedeutet dies, daß
kein Unberechtigter aus Um das Glied g und somit die Ecke v ∈ E unbemerkt
manipulieren kann (1. Ziel). Außerdem kann kein Unberechtigter aus Ue un-
bemerkt die Ecke v aus E entfernen (E 7−→ E \ {v}) oder eine gerichtete
Kante (v, vi) aus K ~G entfernen (K ~G 7−→ K ~G \ {(v, vi)}), solange Cg verfu¨gbar
ist (2. Ziel). In bezug auf ~G wird also die Ecke v gleichzeitig mit den gerich-
teten Kanten (v, vi) gesichert. Allerdings bleiben die Glieder aus G \ {g} und
die entsprechenden Ecken und gerichteten Kanten ungesichert. Schließlich kann
ein Berechtigter aus Bp mittels DK2 die Einhaltung der Bedingungen 1 und 2
u¨berpru¨fen (3. Ziel).
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Anwendung auf alle Glieder Es stellt sich nun die Frage, ob die Ziele
der kryptographischen Verkettung erreicht werden, wenn diese einfache krypto-
graphische Verkettung auf alle g ∈ G angewendet wird. Dafu¨r sei
CG = {Cg | Cg = EK1(g), g ∈ G} ⊆ C.
Unter der Voraussetzung, daß CG vollsta¨ndig verfu¨gbar ist, kann ein Be-
rechtigter aus Bp fu¨r alle Cg ∈ CG u¨berpru¨fen, ob DK2(Cg) mit dem entspre-
chendem g ∈ G u¨bereinstimmt. Wenn er Cg als authentisch ansieht, kann er auf
diese Weise feststellen, ob g manipuliert wurde.
Allerdings muß jetzt beachtet werden, daß die Authentizita¨t aller Cg ∈ CG
und die Vollsta¨ndigkeit von CG nicht vorauszusetzen, sondern zu beweisen sind.
Dafu¨r wird auf die Authentizita¨t in den na¨chsten Absa¨tzen na¨her eingegangen
und auf die Vollsta¨ndigkeit in den Abschnitten 3.3.2 und 3.3.3.
Authentizita¨t Speziell zum Feststellen der Authentizita¨t aller Cg ∈ CG
muß unterschieden werden, ob EK1 einem Unberechtigtem aus Um oder Ue
1. nicht bekannt oder
2. bekannt
ist.
Im ersten Fall kann ein Berechtigter aus Bp soweit gehen zu sagen, daß
g = DK2(Cg)
ist, wenn DK2(Cg) einen ”plausiblen“ Klartext ergibt. Dadurch kann auf die
Speicherung von G und ~G verzichtet werden, weil sie sich aus CG rekonstruieren
lassen. Somit wird das 1. Ziel erreicht und entsprechend das 3. Ziel zur ersten
Ha¨lfte.
Fu¨r den zweiten Fall wird angenommen, daß ein Unberechtigter aus Um
oder Ue ein plausibles Glied g′ erzeugen und daher ein Cg′ = EK1(g′) fu¨r ein
Cg ∈ CG einsetzen kann. Das bedeutet, daß die U¨berpru¨fung der Plausibi-
lita¨t von DK2(Cg) nicht ausreicht, um die Authentizita¨t von Cg feststellen zu
ko¨nnen. Zum Feststellen der Authentizita¨t von Cg ist daher die U¨berpru¨fung
einer weiteren Zusatzinformation no¨tig, die kein Unberechtigter aus Um oder Ue
aba¨ndern kann.
Zusatzinformation Eine unaba¨nderbare Zusatzinformation kann vom
Typ her entweder
1. o¨ffentlich oder
2. privat
sein. Zum einem muß sie einem Berechtigtem aus Bp bekannt sein und zum
anderem muß sie sich fu¨r ihn berechnungsma¨ßig einfach u¨ber ein festgelegtes
Verfahren aus einem zu u¨berpru¨fendem Cg ∈ CG ableiten lassen. Dadurch kann
er im oben geschilderten zweiten Fall ein Cg ∈ CG als authentisch ansehen,
wenn DK2(Cg) plausibel ist und sich die ihm bekannte unaba¨nderbare Zusatz-
information auch aus Cg ableiten la¨ßt.
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Unter einer o¨ffentlichen Zusatzinformation ist zu verstehen, daß sie prinzipi-
ell allen Individuen aus I bekannt ist. Zum Beispiel kann das der Hashwert he(g)
des urspru¨nglichen Gliedes g ∈ G oder der Hashwert he(Cg) des urspru¨nglichen
Elements Cg ∈ CG sein, wobei he eine Einweg-Hashfunktion ist. Im u¨bertra-
genen Sinne wird von diesem Prinzip beispielsweise in [HS91] fu¨r Zeitstempel
Gebrauch gemacht.
Eine private Zusatzinformation darf einem Unberechtigtem aus Um oder Ue
weder bekannt noch fu¨r ihn berechnungsma¨ßig einfach zu bestimmen sein. All-
gemein gesehen wird dafu¨r beispielsweise in [SK98] fu¨r Log-Dateien ebenfalls
eine Einweg-Hashfunktion eingesetzt. Als Alternative dazu kann zum Beispiel
davon ausgegangen werden, daß DK2 keinem Unberechtigtem aus Um oder Ue
bekannt ist und die Kennungen kg der Glieder g ∈ G jeweils die private Zu-
satzinformation darstellen. Fu¨r einen Unberechtigten aus Um oder Ue ist es
dann nicht mo¨glich, ein plausibles Glied g′ mit der geforderten Kennung kg zu
erzeugen, um unerkannt Cg′ = EK1(g
′) fu¨r Cg ∈ CG einsetzen zu ko¨nnen.
Plausibilita¨t Zur Pru¨fung der Plausibilita¨t kann g zum Beispiel vor der
Transformation durch EK1 mit einem Code zur Fehlererkennung codiert werden
(s. Abschnitt 1.5 und Abbildung 2.6). Nach der Transformation durch DK2
wa¨re dann DK2(Cg) plausibel, wenn bei der Pru¨fung der Codierung kein Fehler
auftritt. Eine andere Methode wa¨re, daß kg als Bedingung den Fingerabdruck
der Einweg-Hashfunktion he((Zg, v)) darstellt. DK2(Cg) wa¨re dann plausibel,
wenn die Bedingung erfu¨llt ist.
3.3.2 Unabha¨ngige kryptographische Verkettung
Zuna¨chst einmal soll die Formulierung ”unabha¨ngig“ ausdru¨cken, daß die De-
chiffriertransformation DK2 im Gegensatz zum na¨chsten Abschnitt 3.3.3 nicht
von einem Cg ∈ CG abha¨ngig ist.
Desweiteren wird im Gegensatz zu oben nicht vorausgesetzt, daß CG voll-
sta¨ndig verfu¨gbar ist. Vielmehr lautet die Frage nun:
Wie kann die Vollsta¨ndigkeit von CG festgestellt werden?
Offenbar wird hier das Problem des Feststellens der Vollsta¨ndigkeit, daß durch
das 2. Ziel beschrieben wird, von ~G nach CG verschoben. Das Problem kann auf
mindestens zwei verschiedene Arten gelo¨st werden:
1. Mittels eines externen Za¨hlers oder
2. mittels bestimmter Anforderungen an ~G.
Za¨hler Der einfachste Weg, die Vollsta¨ndigkeit festzustellen und somit
das 2. Ziel und die zweite Ha¨lfte des 3. Zieles zu erreichen, ist sicherlich der, die
Anzahl
aG = |G| mit aG ∈ N0
der Glieder g ∈ G extern zu speichern. CG wa¨re dann vollsta¨ndig, wenn
1. alle DK2(Cg) plausibel sind,
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2. alle Cg ∈ CG paarweise verschieden sind und
3. |CG | gleich aG ist.
Der Nachteil dieses Weges ist, daß durch die Einfu¨hrung von aG eine mo¨gli-
che Fehlerquelle und ein Angriffsziel hinzukommen. Vor Angriffen mu¨ßte aG
also zum Beispiel mittels CaG = EK1(aG) genauso gesichert werden wie jedes
einzelne g ∈ G, wobei dann eine Pru¨fung von CG einen Fehler melden wu¨rde,
wenn CaG fehlt. Bevor dieser Weg weiter unten im Hinblick auf die Nebenbedin-
gungen der kryptographischen Verkettung diskutiert wird, stellen die na¨chsten
Absa¨tze den zweiten mo¨glichen Weg vor.
Anforderungen Die Vollsta¨ndigkeit von CG kann dadurch festgestellt
werden, daß im Vorfeld an G bzw. ~G bestimmte zu erfu¨llende Anforderungen
gestellt werden, wovon eine nachfolgend in zwei Teilen beschrieben wird. Der
Einfachheit in den Formulierungen halber wird angenommen, daß alle vorhan-
denen Cg ∈ CG authentisch sind, was ja wegen der Geheimhaltung von EK1
anhand der Plausibilita¨t u¨berpru¨ft werden kann. Desweiteren sei daran erin-
nert, daß die gerichteten Kanten (v, vi) ∈ K ~G gemeinsam mit der Ecke v ∈ E
im Glied g durch Cg = EK1(g) gesichert werden. Aufgrund dieser Tatsache ist es
nicht mo¨glich, unbemerkt eine einzelne gerichtete Kante (v, vj) mit vj ∈ E dem
gerichteten Graphen ~G in K ~G hinzuzufu¨gen (K ~G 7−→ K ~G ∪ {(v, vj)}) oder eine
einzelne gerichtete Kante (v, vj) ∈ K ~G zu entfernen (K ~G 7−→ K ~G \ {(v, vj)}),
ohne daß auch v ∈ E und alle anderen (v, vi) ∈ K ~G entfernt wu¨rden. Letzteres
wird durch das folgende erste Beispiel 3.3.1 veranschaulicht:
Beispiel 3.3.1. Es sei G = {g0, g1, g2} eine Menge von Gliedern, und es gilt
kg1 ∈ Zg0 und kg2 ∈ Zg1 . Das heißt, daß die entsprechenden Ecken v0, v1,
v2 ∈ E des gerichteten Graphen ~G = (E,K ~G) mit K ~G = {v0v1, v1v2} u¨ber
den gerichteten einfachen Weg (v0v1, v1v2) zusammenha¨ngen (s. a. Abb. 3.2).
Weiter sei statt der vollsta¨ndigen Menge CG nur die (unvollsta¨ndige) Menge
C ′G′ = {Cg1} = CG \ {Cg0 , Cg2} vorhanden, die es zu pru¨fen gilt.
Die Pru¨fung beginnt damit, daß durch DK2 die (unvollsta¨ndige) Menge der
Glieder G′ = {g1} = G \ {g0, g2} erstellt wird. Danach la¨ßt sich aus G′ der
(unvollsta¨ndige) gerichtete Graph ~G′ = (E′,K ′~G′) mit E
′ = {v1} = E \ {v0, v2}
und K ′~G′ = {v1v2} = K ~G \ {v0v1} ableiten (s. a. Abb. 3.2).
Bei ~G′ fa¨llt nun auf, daß v1v2 ∈ K ′~G′ auf eine Ecke v2 zeigt, die nicht Element
von E′ ist. Wegen der Authentizita¨t von Cg1 folgt daraus, daß C ′G′ gegenu¨ber
CG unvollsta¨ndig ist.
Am Ergebnis von Beispiel 3.3.1 sind zweierlei Punkte hervorzuheben, wovon
vor allem der zweite fu¨r die weitere Diskussion von Bedeutung ist:
1. Die Ursache der Unvollsta¨ndigkeit ist nicht feststellbar, da sie entweder
auf einem Fehler bei der Erstellung von C ′G′ beruhen kann oder auf dem
nachtra¨glichen Entfernen von Cg0 und Cg2 aus CG , so daß nur noch C ′G′
u¨brig blieb.
2. Zwar kann anhand der gerichteten Kante v1v2 festgestellt werden, daß
die Ecke v2 fehlt, es ist aber nicht erkennbar, daß die Ecke v0 und die
gerichtete Kante v0v1 existiert haben.
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v1 v2
v0
v1 v2
Abbildung 3.2: ~G und ~G′ aus Beispiel 3.3.1
Der erste Punkt ist nicht weiter von Bedeutung, da fu¨r das 2. Ziel der krypto-
graphischen Verkettung ja nur die Unvollsta¨ndigkeit feststellbar sein soll und
nicht deren Ursache. Daher wird dieser Punkt nicht weiter ausgefu¨hrt.
Aus dem zweiten Punkt folgt anhand der Ecke v2, daß es in einem gerich-
teten Graphen ~G = (E,K ~G) nicht mo¨glich ist, eine Ecke v ∈ E unerkannt aus
E zu entfernen (E 7−→ E \ {v}), solange ein Zeuge der Existenz von v in Form
einer gerichteten Kante (u, v) ∈ K ~G mit u ∈ E existiert bzw. Pv 6= ∅ ist. Fu¨r
einen gerichteten Kantenzug (v0v1, ..., vn−1vn) mit v0, ..., vn ∈ E und n ∈ N
bedeutet dies, daß die gerichtete Kante vi−1vi ∈ K ~G fu¨r i = 1, ..., n Zeuge der
Existenz der Ecke vi ist, weshalb vi nicht unerkannt aus E entfernt werden
kann. Das gleiche gilt fu¨r einen geschlossenen gerichteten Kantenzug mit der
Besonderheit, daß v0 = vn ist, wodurch vn−1vn ∈ K ~G Zeuge der Existenz von
v0 ist und somit auch v0 nicht unerkannt aus E entfernt werden kann.
Wie an der Ecke v0 aus Beispiel 3.3.1 zu sehen ist, kann andersherum in
einem gerichteten Graphen ~G = (E,K ~G) eine Ecke v ∈ E unerkannt aus E
entfernt werden (E 7−→ E \ {v}), wenn kein Zeuge der Existenz von v existiert.
Soll in diesem Sinne der Zeuge der Existenz von v eine gerichtete Kante (u, v)
sein, so muß (u, v) /∈ K ~G fu¨r alle u ∈ E gelten, um v unerkannt entfernen zu
ko¨nnen.
Vor der Zusammenfassung der in den letzten beiden Abschnitten aufgefu¨hr-
ten Folgerungen muß noch das zweite Beispiel 3.3.2 gekla¨rt werden:
Beispiel 3.3.2. ~G = (E,K ~G) sei ein gerichteter Graph mit E = {v0, v1, v2, v3}
und K ~G = {v0v1, v1v0, v2v3, v3v2} (s. a. Abb. 3.3), der durch eine entspre-
chende Menge G repra¨sentiert wird, aus der CG folgt. Desweiteren ist C ′G′ =
{Cg0 , Cg1} = CG \ {Cg2 , Cg3} woraus sich ~G′ = (E′,K ′~G′) mit E
′ = E \ {v2, v3}
und K ′~G′ = K ~G \ {v2v3, v3v2} ableiten la¨ßt (s. a. Abb. 3.3).
Entgegen Beispiel 3.3.1 zeigt diesmal keine Kante aus K ′~G′ auf eine Ecke aus
E, die nicht in E′ vorhanden ist. Daher scheint die Menge C ′G′ vollsta¨ndig zu
sein, also gleich CG zu sein, was sie aber tatsa¨chlich nicht ist.
Im obigen Beispiel 3.3.2 entha¨lt ~G zwei gerichtete geschlossene Kantenzu¨ge
W1 = (v0v1, v1v0) und W2 = (v2v3, v3v2) und ist offenbar nicht zusammenha¨n-
gend. Außerdem ist v0v1 Zeuge der Existenz von v1, v1v0 von v0, v2v3 von v3
und v3v2 von v2. Das heißt, es ist keine Kante des einen Kantenzuges Zeuge
der Existenz einer Ecke des anderen Kantenzuges. Unter der Annahme, daß
nur ~G′ vorhanden ist, also von W2 alle Ecken und Kanten fehlen, kann nicht
festgestellt werden, daß v2 und v3 fehlen (v2, v3 /∈ E′), da fu¨r sie kein Zeuge der
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Abbildung 3.3: ~G und ~G′ aus Beispiel 3.3.2
Existenz in K ′~G′ vorhanden ist (v2v3, v3v2 /∈ K
′
~G′
), obwohl in K ~G fu¨r alle Ecken
aus E ein Zeuge der Existenz vorhanden ist. Diesem Umstand kann dadurch
Abhilfe geleistet werden, daß fu¨r eine der Ecken v2 oder v3 von W2 ein Zeuge
der Existenz in Form einer gerichteten Kante k1 ∈ {v0v2, v0v3, v1v2, v1v3} in K ~G
eingefu¨gt wird (K ~G 7−→ K ~G∪{k1}). Das heißt, es wird eine Kante k1 eingefu¨gt,
die von W1 nach W2 zeigt. Entsprechend muß eine Kante k2 eingefu¨gt werden,
die von W2 nach W1 zeigt, um ein Fehlen von W1 erkennbar zu machen. Fu¨r
den resultierenden gerichteten Graphen (E,K ~G ∪ {k1, k2}) ergibt sich, daß er
stark zusammenha¨ngend ist.
Folgerung Zusammenfassend la¨ßt sich daraus schließen, daß das 2. Ziel
der kryptographischen Verkettung und die zweite Ha¨lfte vom 3. Ziel erreicht
werden, wenn fu¨r alle Glieder g ∈ G eine einfache kryptographische Verkettung
vorgenommen wird (G −→ CG) und der dazugeho¨rige gerichtete Graph ~G =
(E,K ~G) stark zusammenha¨ngend ist. Es muß also nicht nur fu¨r alle v ∈ E
einen Zeugen der Existenz in Form einer gerichteten Kante (u, v) ∈ K ~G mit
u ∈ E geben, sondern auch fu¨r alle gerichteten geschlossenen Kantenzu¨ge aus
K ~G, wenn ihre Anzahl gro¨ßer als 1 ist. Unter Beru¨cksichtigung des 1. Ziels folgt
daraus:
Definition 3.3.2. (M, C,K, EK1 , DK2) sei ein Kryptosystem, und ein gerich-
teter Graph ~G = (E,K ~G) sei durch eine Menge von Gliedern G ⊆M repra¨sen-
tiert.
CG = {Cg | Cg = EK1(g), g ∈ G} ⊆ C
ist eine geschlossene unabha¨ngige kryptographische Verkettung (gukV) der Glie-
der g ∈ G, wenn fu¨r alle v0 6= vn ein gerichteter Kantenzug (v0v1, ..., vn−1vn)
mit v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert.
Der Begriff ”geschlossen“ soll symbolisieren, daß
~G stark zusammenha¨ngend
ist und deshalb ”in sich geschlossen“ ist (vgl. Def. 3.3.3). Sollte es fu¨r eine Ecke v
oder einen gerichteten geschlossenen Kantenzug W keinen Zeugen der Existenz
in Form einer gerichteten Kante (u, v) geben, was fu¨r v bedeutet, daß Pv = ∅
ist, dann muß fu¨r v bzw. W ein geeigneter Zeuge ”außerhalb“ von
~G existieren,
um ein Fehlen von v bzw. W erkennen zu ko¨nnen. In diesem Sinne ist der Za¨hler
aG ein solcher Zeuge.
Wurzeln, Quellen und Senken Die Nichtexistenz eines Zeugen der
Existenz fu¨r v in Form einer gerichteten Kante (u, v) bedeutet zugleich, daß v
wegen Pv = ∅ eine Quelle ist. Wenn nun fu¨r v ein Zeuge der Existenz außerhalb
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von ~G existiert, reicht es aus, daß fu¨r alle w ∈ E \{v} ein gerichteter Kantenzug
(v0v1, ..., vn−1vn) mit Startpunkt v0 = v, Endpunkt vn = w, v0, ..., vn ∈ E und
vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert, um die Vollsta¨ndigkeit von CG feststellen
zu ko¨nnen (s. ”Zeuge der Existenz“ auf Seite 35). Im Gegensatz zu Definition
3.3.2 braucht ~G′ = (E′,K ′~G′) mit E
′ = E \ {v} und K ′~G′ = K ~G \ ({k | k ∈
K ~G, k = (u, v), u ∈ Pv} ∪ {k | k ∈ K ~G, k = (v, w), w ∈ Sv}) dabei nicht
stark zusammenha¨ngend zu sein. Allgemeiner betrachtet sollte v eine Wurzel
sein, womit sich folgende Definition ergibt:
Definition 3.3.3. Die Voraussetzungen seien wie in Definition 3.3.2 gegeben.
(CG , kgr) mit Cgr ∈ CG
ist eine unabha¨ngige kryptographische Verkettung mit Wurzel r ∈ E (ukVmW),
wenn fu¨r alle w ∈ E\{r} ein gerichteter Kantenzug (v0v1, ..., vn−1vn) mit v0 = r,
vn = w, v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert.
Die Kennung kgr ist dabei außerhalb von ~G Zeuge der Existenz des Gliedes
DK2(Cgr) = gr ∈ G und somit der Wurzel r. Außerdem kann eine gukV fu¨r
alle Ecken r ∈ E als eine ukVmW r angesehen werden, weil bei einer gukV
von jeder Ecke r zu allen anderen Ecken w ∈ E \ {r} ein gerichteter Kantenzug
v0v1, ..., vn−1vn mit v0 = r und vn = w existiert.
Fu¨r eine Senke t ∈ E bleibt nur anzumerken, daß die von der Menge ihrer
Vorga¨nger Pt ausgehenden gerichteten Kanten (u, t) ∈ K ~G mit u ∈ Pt Zeugen
der Existenz von t sind. Von t geht aber, weil die Menge ihrer Nachfolger St = ∅
ist, keine Kante (t, w) als Zeuge der Existenz einer Ecke w ∈ E aus.
Sonderfall Einen Sonderfall stellt die Situation CG = ∅ dar, weil sie
zum einen dadurch hervorgerufen werden kann, daß alle Cg ∈ CG aus CG ent-
fernt werden (CG 7−→ ∅), oder weil sie zum anderen fu¨r den leeren gerichteten
Graphen ~G = (E,K ~G) mit E = ∅ und somit K ~G = ∅ steht (~G = (∅, ∅) −→
G = ∅ −→ CG = ∅). Daraus folgt, daß ein geeigneter Zeuge außerhalb von ~G
existieren muß, der bezeugt, ob E gleich ∅ ist oder nicht.
3.3.3 Abha¨ngige kryptographische Verkettung
Im Gegensatz zum vorhergenden Abschnitt 3.3.2 soll nun die Dechiffriertrans-
formation DK2 fu¨r alle Cgv ∈ CG jeweils von Cgv ”abha¨ngig“ sein. Dafu¨r ist der
Schlu¨ssel K2 ∈ K gleich der Kennung kgv des zu Cgv geho¨rigen Gliedes gv ∈ G,
weshalb wiederum Z = K fu¨r kgv = EZ(v) gilt (s. a. Def. 3.2.1 und Def. 3.2.2).
Aus der Injektivita¨t von EZ folgt dabei, daß fu¨r alle Cgv ∈ CG jeweils eine
eigene Dechiffriertransformation DK2=kgv beno¨tigt wird.
Allgemein Die U¨berpru¨fung von CG durch einen Berechtigten aus Bp
soll mit einem Cgv ∈ CG beginnen. Dafu¨r wird angenommen, daß auf die zu Cgv
geho¨rige Ecke v ∈ E mindestens eine gerichtete Kante (u, v) ∈ K ~G zeigt, also
Pv 6= ∅ ist. Daraus folgt wiederum, daß kgv ∈ Zgu in den zu Cgu ∈ CG geho¨rigen
Gliedern gu ∈ G der Ecken u ∈ Pv ist. Es muß nun unterschieden werden, ob
der Berechtigte die Kennung kgv zum Entschlu¨sseln von Cgv mittels DK2=kgv
kennt oder nicht:
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• Kennt er sie, kann er Cgv entschlu¨sseln.
• Kennt er sie nicht, kann er Cgv trotzdem entschlu¨sseln, wenn er zuna¨chst
ein Cgu mittels DK2=kgu entschlu¨sselt, um kgv ∈ Zgu zu erhalten. Das
bedeutet wiederum, daß nun fu¨r jede Kennung kgu rekursiv die gleiche
Unterscheidung gemacht werden muß, wie zuvor fu¨r kgv (s. dazu breadth
first search in [Aig93, Jun94]).
Daraus la¨ßt sich allgemein ableiten, daß ein Berechtigter aus Bp ein Cgv ∈ CG
• direkt entschlu¨sseln kann, wenn er die Kennung kgv kennt, oder
• indirekt u¨ber ein Cgu ∈ CG entschlu¨sseln kann, wenn er die Kennung kgu
kennt und ein gerichteter Kantenzug (v0v1, ..., vn−1vn) mit v0 = u, vn = v,
v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert.
Gerichteter einfacher Weg und gerichteter einfacher Kreis Fu¨r
einen gerichteten einfachen Weg (v0v1, ..., vn−1vn) mit gi = (kgi , Zgi , vi) ∈ G fu¨r
i = 0, ..., n sowie kgj ∈ Zgj−1 fu¨r j = 1, ..., n und der entsprechenden Menge
CG bedeutet dies, daß mittels der Kennung kgi fu¨r i = 0, ..., n das Element
Cgi ∈ CG direkt entschlu¨sselt werden kann und alle Cgj ∈ CG mit j > i bzw.
j = i+ 1, ..., n indirekt entschlu¨sselt werden ko¨nnen:
gj = DK2(Cgj ) mit K2 = kgj ∈ Zgj−1 .
Alle Cgj ∈ CG mit j < i bzw. j = 0, ..., i − 1 ko¨nnen nicht auf diese Weise
entschlu¨sselt werden. Das bedeutet, daß ein Berechtigter aus Bp das Element Cgj
nicht entschlu¨sseln kann, wenn er nur kgi kennt und kein gerichteter Kantenzug
mit Startpunkt vi und Endpunkt vj existiert.
Unter dieser Voraussetzung kann mittels eines gerichteten einfachen Weges
zum Beispiel eine Hierarchie von Berechtigungen realisiert werden. Dafu¨r erha¨lt
ein Berechtigter aus Bp, der die Elemente Cgi , ..., Cgn ∈ CG fu¨r i = 0, ..., n der
letzten n− i+ 1 Ecken entschlu¨sseln darf, die Kennung kgi .
Fu¨r einen gerichteten einfachen Kreis gilt die Besonderheit v0 = vn, wes-
halb von jeder Ecke vi zu jeder anderen Ecke vj fu¨r i 6= j, i, j = 0, ..., n
ein gerichteter Kantenzug mit Startpunkt vi und Endpunkt vj existiert. Da-
her kann hier anhand jeder Kennung kgi fu¨r i = 0, ..., n jedes Cgj ∈ CG mit
j = 0, ..., i − 1, i + 1, ..., n indirekt entschlu¨sselt werden (s. a. ”Zeuge der Exi-
stenz“ auf Seite 35).
Folgerung Die U¨berlegungen zur Vollsta¨ndigkeit von CG aus dem vorher-
gehenden Abschnitt 3.3.2 gelten hier weiterhin. Daher ergibt sich aus Definition
3.3.2 und den obigen U¨berlegungen zur Abha¨ngigkeit die folgende Definition:
Definition 3.3.4. (M, C,K, EK1 , DK2) sei ein Kryptosystem, und ein gerich-
teter Graph ~G = (E,K ~G) sei durch eine Menge von Gliedern G ⊆M repra¨sen-
tiert.
CG = {Cg | Cg = EK1(g), kg = K2 ∈ K, g ∈ G} ⊆ C
ist eine geschlossene abha¨ngige kryptographische Verkettung (gakV) der Glieder
g ∈ G, wenn fu¨r alle v0 6= vn ein gerichteter Kantenzug (v0v1, ..., vn−1vn) mit
v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert.
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Wurzeln, Quellen und Senken Da auch die U¨berlegungen zu Wurzeln,
Quellen und Senken aus dem vorhergehenden Abschnitt 3.3.2 hier weiterhin
gelten, muß Definition 3.3.3 nur um kg = K2 ∈ K erweitert werden, woraus
folgt:
Definition 3.3.5. Die Voraussetzungen seien wie in Definition 3.3.4 gegeben.
(CG , kgr) mit Cgr ∈ CG
ist eine abha¨ngige kryptographische Verkettung mit Wurzel r ∈ E (akVmW),
wenn fu¨r alle w ∈ E \ {r} ein gerichteter Kantenzug (v0v1, ..., vn−1vn) mit
v0 = r, vn = w, v0, ..., vn ∈ E und vi−1vi ∈ K ~G fu¨r i = 1, ..., n existiert.
Mehrfach abha¨ngig Es ist zum Beispiel auch denkbar, daß die Dechif-
friertransformation DK2 fu¨r alle Cgv ∈ CG nicht jeweils von Cgv abha¨ngig ist,
sondern jeweils von allen Cgu ∈ CG mit u ∈ Pv. Diese Mo¨glichkeit wird hier
allerdings nicht weiter ausgefu¨hrt und wurde nur der Vollsta¨ndigkeit halber
erwa¨hnt.
3.3.4 Vergleich
Von den Zielen der kryptographischen Verkettung eines Graphen (s. Seite 26)
kann eine einfache kryptographische Verkettung (s. Abschnitt 3.3.1)
CG = {Cg | Cg = EK1(g), g ∈ G} ⊆ C
aller Glieder g ∈ G ⊆ M des gerichteten Graphen ~G = (E,K ~G) zwar das 1.
Ziel ganz und das 3. Ziel zur ersten Ha¨lfte erreichen, nicht aber das 2. Ziel oder
das 3. Ziel zur zweiten Ha¨lfte. Zum Erreichen aller Ziele kann zum Beispiel wie
bei den Definitionen zur unabha¨ngigen und zur abha¨ngigen kryptographischen
Verkettung zusa¨tzlich gefordert werden, daß ~G stark zusammenha¨ngend ist (s.
Def. 3.3.2 und Def. 3.3.4).
Die unabha¨ngige und die abha¨ngige kryptographische Verkettung unter-
scheiden sich in der Zeitkomplexita¨t beim Entschlu¨sseln eines Cgv ∈ CG , wenn
nur eine Dechiffriertransformation DK2 zum Entschlu¨sseln aller Cg ∈ CG be-
kannt ist. Die Zeitkomplexita¨t betra¨gt
• bei einer unabha¨ngigen kryptographischen Verkettung O(1), da alle Cg ∈
CG direkt entschlu¨sselt werden ko¨nnen, und
• bei einer abha¨ngigen kryptographischen Verkettung
– O(1) fu¨r kgv = K2, wenn Cgv direkt entschlu¨sselt werden kann, und
– O(n + 1) fu¨r kgv 6= K2, wenn Cgv nur indirekt u¨ber Cgu ∈ CG mit
kgu = K2 entschlu¨sselt werden kann und der gerichtete Kantenzug
von u nach v die La¨nge n hat.
Fu¨r den gerichteten Kantenzug kann dabei gefordert werden, daß er mo¨glichst
kurz bzw. n mo¨glichst klein sein muß. Die Aufgabe besteht dann darin, einen
ku¨rzesten gerichteten einfachen Weg von u nach v zu finden. Dieses Suchproblem
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kann mit dem Algorithmus von Dijkstra (s. z. B. [Aig93, Jun94]) gelo¨st werden,
wenn ~G bekannt ist und soll hier ansonsten nicht weiter ausgefu¨hrt werden.
Im Vorgriff auf den nachfolgenden Abschnitt 3.4 bleibt noch zu erwa¨hnen,
daß sich bei einer abha¨ngigen kryptographischen Verkettung mittels einer ge-
schickten Plazierung von Quellen und Senken oder einer entsprechenden Hand-
habung der Schlu¨ssel einige Nebenbedingungen realisieren lassen, fu¨r die bei
einer unabha¨ngigen kryptographischen Verkettung zusa¨tzliche Maßnahmen not-
wendig sind.
Außerdem kann es durchaus vorkommen, daß zum Verschlu¨sseln eines Glie-
des g ∈ G selbst wieder eine bestimmte kryptographische Verkettung eingesetzt
werden muß, wenn EK1 auf einer Blockchiffrierung beruht und fu¨r g mehrere
Blo¨cke beno¨tigt werden (s. a. Kapitel 9 in [Schn96]).
3.4 Nebenbedingungen
Es soll nun untersucht werden, welche Einflu¨sse die auf Seite 26 aufgefu¨hrten
Nebenbedingungen auf eine kryptographische Verkettung CG des gerichteten
Graphen ~G haben, der durch G repra¨sentiert wird. Dafu¨r werden die Nebenbe-
dingungen jeweils einleitend genauer spezifiziert.
3.4.1 Pru¨fbarkeit
Die erste zu kla¨rende Nebenbedingung bezieht sich darauf, ob die Pru¨fbarkeit ei-
ner Ecke v ∈ E von der vorhergehenden Pru¨fung einer anderen Ecke u ∈ E\{v}
abha¨ngig sein soll oder nicht. Diese Nebenbedingung wird hier von ~G auf CG
u¨bertragen. Es ist daher die Frage, ob die Pru¨fbarkeit des zu v geho¨rigen Ele-
ments Cgv ∈ CG von der vorhergehenden Pru¨fung des zu u geho¨rigen Elements
Cgu ∈ CG \ {Cgv} abha¨ngig sein soll oder nicht. Dadurch betrifft diese Neben-
bedingung nicht nur v, sondern auch die gerichteten Kanten (v, vi) ∈ K ~G mit
vi ∈ E, die im zu v geho¨rigen Glied gv ∈ G durch Zgv repra¨sentiert werden.
Pru¨fbarkeit In bezug auf die Mo¨glichkeiten zur Pru¨fung ab Seite 32 sind
fu¨r die Pru¨fbarkeit von Cgv zwei Fa¨lle zu unterscheiden:
1. Unter der Pru¨fbarkeit von Cgv ist zu verstehen, daß ein Berechtigter aus
Bp die Dechiffriertransformation DK2 , das Element Cgv und das Glied gv
kennt, wodurch er DK2(Cgv) mit gv vergleichen kann.
2. Die Pru¨fbarkeit von Cgv besteht darin, daß ein Berechtigter aus Bp die
Dechiffriertransformation DK2 , das Element Cgv und eine Funktion zur
Pru¨fung der Authentizita¨t kennt, wodurch er DK2(Cgv) als gv ansehen
kann, wenn DK2(Cgv) authentisch ist.
Kennt der Berechtigte aus Bp eine der aufgefu¨hrten Voraussetzungen nicht, kann
er Cgv nicht pru¨fen.
Einfach abha¨ngig Allgemein ist unter der einfachen Abha¨ngigkeit der
Pru¨fbarkeit zu verstehen, daß die Pru¨fung von Cgv nur mittels eines einzel-
nen Ergebnisses der Pru¨fung von Cgu erfolgen kann. Zur Vereinfachung wird
vereinbart, daß eine einfache Abha¨ngigkeit der Pru¨fbarkeit entsprechend einer
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gerichteten Kante (u, v) ∈ K ~G beschrieben wird. Das heißt, die Pru¨fbarkeit
von v bzw. Cgv ist von der vorhergehenden Pru¨fung von u bzw. Cgu abha¨ngig,
wenn eine gerichtete Kante (u, v) ∈ K ~G existiert. Entsprechend den beiden
oben genannten Fa¨llen zur Pru¨fbarkeit gibt es fu¨r die einfache Abha¨ngigkeit
der Pru¨fbarkeit zwei u¨bergeordnete Mo¨glichkeiten:
1. DK2 ist nicht wie bei allen Cg ∈ CG gleich, sondern DK2 fu¨r Cgv geht aus
gu hervor, und
2. gu entha¨lt das Gegenstu¨ck der Bedingung zur Pru¨fung der Authentizita¨t
von DK2(Cgv).
Die erste Mo¨glichkeit beruht auf abha¨ngigen kryptographischen Verkettun-
gen, deren Prinzipien in Abschnitt 3.3.3 dargelegt wurden. Daher wird hier
nicht weiter auf diese Mo¨glichkeit eingegangen.
Die zweite Mo¨glichkeit kann dagegen sowohl auf einer abha¨ngigen als auch
auf einer unabha¨ngigen kryptographischen Verkettung aufbauen. Dafu¨r wird an-
genommen, daß das Gegenstu¨ck der Bedingung aus der Kennung kgv besteht,
welches wegen der gerichteten Kante (u, v) in Zgu und somit in gu enthalten
ist. DK2(Cgv) wa¨re dann authentisch, wenn DK2(Cgv) plausibel ist und eine
Kennung aus Zgu mit der Kennung aus DK2(Cgv) u¨bereinstimmt. Unter be-
stimmten Umsta¨nden kann dabei kgv auch als die auf Seite 32 beschriebene
Zusatzinformation eingesetzt werden.
Fu¨r die zweite Mo¨glichkeit ist bei einer abha¨ngigen kryptographischen Ver-
kettung die Kennung kgv gleich dem Schlu¨ssel K2, der zum Entschlu¨sseln von
Cgv mittels DK2 beno¨tigt wird. Dies ist wiederum auch fu¨r die erste Mo¨glich-
keit der Fall. Der Unterschied zwischen beiden Mo¨glichkeiten besteht darin,
daß bei der zweiten Mo¨glichkeit die Kennung kgv ∈ Zgu mit der Kennung aus
DK2=kgv (Cgv) verglichen wird und nicht DK2=kgv (Cgv) mit gv.
Mehrfach abha¨ngig Analog zur einfachen Abha¨ngigkeit der Pru¨fbarkeit
kann unter einer mehrfachen Abha¨ngigkeit der Pru¨fbarkeit verstanden werden,
daß die Pru¨fung von Cgv von den Ergebnissen der vorhergehenden Pru¨fung aller
Cgu mit u ∈ Pv abha¨ngig ist.
Unabha¨ngig Unter der Unabha¨ngigkeit der Pru¨fbarkeit ist zu verste-
hen, daß die Pru¨fbarkeit von Cgv nicht von der vorhergehenden Pru¨fung ei-
nes anderen Elements Cgu abha¨ngig ist. Im Vergleich zur oben beschriebenen
Abha¨ngigkeit setzt die Unabha¨ngigkeit voraus, daß CG auf einer unabha¨ngi-
gen kryptographischen Verkettung beruht. Das heißt, Cgv kann beliebig aus CG
gewa¨hlt werden und danach mittels DK2(Cgv) mit gv verglichen oder auf Au-
thentizita¨t u¨berpru¨ft werden, ohne daß zuvor ein anderes Element Cgu ha¨tte
u¨berpru¨ft werden mu¨ssen. Erst fu¨r die Pru¨fung der Vollsta¨ndigkeit mu¨ßten alle
Cg ∈ CG u¨berpru¨ft werden.
Vergleich Die Abha¨ngigkeit bzw. Unabha¨ngigkeit der Pru¨fbarkeit be-
stimmt in erster Linie die Mo¨glichkeiten zum Zugriff auf CG . Eine Abha¨ngig-
keit der Pru¨fbarkeit ist nicht fu¨r wahlfreien Zugriff auf CG geeignet. Vielmehr
kann hier die Pru¨fung und somit der Zugriff nur sequentiell erfolgen. Dagegen
erlaubt die Unabha¨ngigkeit der Pru¨fbarkeit sowohl wahlfreien als auch sequen-
tiellen Zugriff auf CG .
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Schließlich kann eine Abha¨ngigkeit der Pru¨fbarkeit sowohl mittels einer
abha¨ngigen als auch mit einer unabha¨ngigen kryptographischen Verkettung
erreicht werden, wa¨hrend eine Unabha¨ngigkeit der Pru¨fbarkeit auf einer un-
abha¨ngigen kryptographischen Verkettung beruhen muß.
3.4.2 Auswertbarkeit
Die na¨chste Nebenbedingung geht der Frage nach, ob CG nur pru¨fbar oder auch
auswertbar sein soll.
Nur pru¨fbar Unter der Formulierung ”nur pru¨fbar“ ist in diesem Zu-
sammenhang zu verstehen, daß ein Berechtigter aus Bp zwar die Einhaltung
der Bedingungen 1 und 2 u¨berpru¨fen darf, er aber nicht in der Lage sein darf,
aus CG wieder ~G abzuleiten. Dadurch soll es ihm verwehrt sein zu erkennen,
welchen Inhalt die Ecken aus E haben und/oder wie sie u¨ber welche Kanten
aus K ~G zusammenha¨ngen.
Es wurde allerdings vereinbart (s. Seite 31), daß ein Berechtigter aus Bp die
Dechiffriertransformation DK2 kennt, wodurch er G mittels
G = {g | g = DK2(Cg), Cg ∈ CG} ⊆ M
wiederherstellen kann (s. ”Anwendung auf alle Glieder“ auf Seite 32). Da sich
aus G problemlos wieder ~G ableiten la¨ßt, folgt daraus, daß die Geheimhaltung
des Inhalts der Ecken aus E und/oder der Kanten aus K ~G bei dieser Nebenbe-
dingung nicht von der kryptographischen Verkettung abha¨ngen darf (s. Erla¨ute-
rung zu den Zielen der kryptographischen Verkettung auf Seite 26). Vielmehr
muß eine weitere Ebene zur Geheimhaltung eingefu¨gt werden.
Die zusa¨tzliche Ebene zur Geheimhaltung wird hier beispielsweise zwischen
G und CG eingfu¨gt. Dafu¨r seien
KSv = (Mv, Cv,Kv, EvK1 , DvK2 )
und
KSZ = (MZ , CZ ,KZ , EZK1 , DZK2 )
mit
Mv = Cv =MZ = CZ =M
zwei Kryptosysteme, die die Geheimhaltungsanforderungen von Seite 14 erfu¨l-
len. Aus der Menge von Gliedern G wird nun zuna¨chst eine Menge von Gliedern
GvZ = {gvZ | gvZ = (kg, EZK1 (Zg), EvK1 (v)), (kg, Zg, v) = g ∈ G} ⊆M
abgeleitet und dann daraus
CGvZ = {CgvZ | CgvZ = EK1(gvZ), gvZ ∈ GvZ} ⊆ C
erstellt. Durch die getrennte Verschlu¨sselung von Zg und v kann die Geheim-
haltung flexibel gehandhabt werden:
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1. Ecken geheim und Kanten nicht geheim ⇐⇒ Berechtigte aus Bp kennen
DvK2 nicht, aber sie kennen DZK2 ,
2. Ecken nicht geheim und Kanten geheim ⇐⇒ Berechtigte aus Bp kennen
DvK2 , aber sie kennen DZK2 nicht,
3. Ecken und Kanten getrennt geheim⇐⇒ Berechtigte aus Bp kennen weder
DvK2 noch DZK2 mit DvK2 6= DZK2 und
4. Ecken und Kanten gemeinsam geheim ⇐⇒ Berechtigte aus Bp kennen
weder DvK2 noch DZK2 mit DvK2 = DZK2 .
Im 1. Fall kann ein Berechtigter aus Bp demnach erkennen, welche Ecken u¨ber
welche Kanten miteinander verbunden sind. Er kann aber nicht den Inhalt der
Ecken lesen. Im 2. Fall ist es genau anders herum. Ein Berechtigter aus Bp kann
zwar den Inhalt der Ecken lesen, er weiß aber nicht, u¨ber welche Kanten die
Ecken miteinander verbunden sind.
Die Pru¨fung von CGvZ muß nun allerdings auch die Ebene zur Geheimhal-
tung beru¨cksichtigen. Dafu¨r wird als erstes CGvZ mittels
GvZ = {gvZ | gvZ = DK2(CgvZ ), CgvZ ∈ CGvZ} ⊆ M
wieder in GvZ u¨berfu¨hrt. Die Pru¨fung der Plausibilita¨t aller gvZ ∈ GvZ kann
genauso erfolgen wie bei den g ∈ G auf Seite 33. Die Pru¨fung der Vollsta¨ndigkeit
anhand der Anforderung, daß ~G stark zusammenha¨ngend ist (s. Def. 3.3.2), ist
in den oben genannten Fa¨llen 2, 3 und 4 nicht mo¨glich, weil die Kanten aus K ~G
gegenu¨ber den Berechtigten aus Bp geheim sind. Dafu¨r wu¨rde sich zum Beispiel
ein Za¨hler anbieten (s. Seite 33). Fu¨r den 1. Fall ko¨nnte allerdings die Definition
3.3.2 herangezogen werden, weil die Pru¨fung, ob ~G stark zusammenha¨ngend ist
oder nicht, nicht vom Inhalt der Ecken aus E abha¨ngig ist.
Auch auswertbar Ist CG dagegen ”auch auswertbar“, darf ein Berech-
tigter aus Bp zur Pru¨fung der Einhaltung der Bedingungen 1 und 2 aus CG
wieder ~G ableiten. Das heißt, daß die Auswertbarkeit des Inhalts der Ecken aus
E und der Kanten aus K ~G von der kryptographischen Verkettung abha¨ngig ist.
3.4.3 Abgeschlossenheit und A¨nderbarkeit
Eine weitere Nebenbedingung besteht darin, ob CG abgeschlossen oder a¨nderbar
sein soll.
Abgeschlossenheit Die Abgeschlossenheit von CG soll bedeuten, daß es
fu¨r alle Individuen aus I berechnungsma¨ßig praktisch unmo¨glich ist, unbemerkt
(s. Seite 27) eine A¨nderung an CG vorzunehmen. Das heißt, in diesem Fall sind
Bm = ∅ und Be = ∅ und entsprechend Um = I und Ue = I. Die Einhaltung
dieser Abgeschlossenheitsbedingung kann zum Beispiel auf
1. der Geheimhaltung von EK1 oder
2. Zeugen der Abgeschlossenheit
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beruhen.
Aus der Annahme, daß die Einhaltung der Abgeschlossenheitsbedingung
von CG auf der Geheimhaltung von EK1 beruhen soll, folgt, daß kein Unberech-
tigter aus Um oder Ue die Chiffriertransformation EK1 kennen darf. Da Um = I
und Ue = I gelten, folgt weiter, daß kein Individuum aus I die Chiffriertrans-
formation EK1 kennen darf, obwohl sie fu¨r die Erstellung von CG beno¨tigt wird.
Dieses Problem kann zum Beispiel dadurch gelo¨st werden, daß ein Rechner
1. zufa¨llig den Schlu¨ssel K1 bestimmt,
2. CG erstellt und
3. K1 unwiederbringlich lo¨scht,
ohne daß ein Individuum aus I wa¨hrend dieses Vorgangs von K1 Kenntnis er-
langt. Die Anforderungen ”zufa¨llig“, ”unwiderbringlich“ und ”ohne Kenntnis zu
erlangen“ sind allerdings recht intuitiv. Die Einhaltung der Abgeschlossenheits-
bedingung auf der Geheimhaltung von EK1 beruhen zu lassen, scheint daher
weniger fu¨r die Praxis geeignet zu sein, als die na¨chste Vorgehensweise.
Die Einhaltung der Abgeschlossenheitsbedingung von CG kann zum Beispiel
auch auf Zeugen der Abgeschlossenheit beruhen, wobei es nicht erforderlich sein
muß, daß EK1 geheim ist. Dafu¨r kann als erstes unterschieden werden, ob CG
1. von vornherein abgeschlossen sein soll oder
2. erst nach beliebig vielen Erweiterungen (CG 7−→ CG∪{Cg}) abgeschlossen
wird.
Hierbei ist wiederum bemerkenswert, daß ein Verfahren, das in der Lage ist,
CG erst nach beliebig vielen Erweiterungen abzuschließen, auch dafu¨r genutzt
werden kann, CG von vornherein abzuschließen. Daher wird an dieser Stelle
kein Beispiel fu¨r ein Verfahren angegeben, das CG von vornherein abschließt.
Bei einem Verfahren, das CG nach beliebig vielen Erweiterungen abschließt,
steht allerdings vor allem die Erweiterbarkeit von CG im Vordergrund, weshalb
in den na¨chsten Abschnitten unter anderem auf diese eingegangen wird. Ein
Zeuge der Abgeschlossenheit ko¨nnte dann der Hashwert he(CG) einer Einweg-
Hashfunktion he sein, der an alle Individuen aus I u¨bermittelt wird oder zum
Beispiel zumindest in einer Zeitung vero¨ffentlicht wird. Eine andere Mo¨glichkeit
bestu¨nde darin, he(CG) mit einem Zeitstempel zu versehen, der selbst wieder
auf einer kryptographischen Verkettung beruht (s. a. [HS91]).
A¨nderbarkeit Die A¨nderbarkeit von CG hat vielerlei Bedeutungen. Da-
bei gibt es zwei Hauptrichtungen zu verfolgen:
1. Zum einen Cg ∈ CG zu a¨ndern und
2. zum anderen neue Cg ∈ C an CG \ {Cg} anzufu¨gen (CG 7−→ CG ∪ {Cg})
oder Cg ∈ CG aus CG zu entfernen (CG 7−→ CG \ {Cg}).
Ein Cg ∈ CG zu a¨ndern, kann dadurch motiviert werden, daß im zugeho¨rigen
gerichteten Graphen ~G
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1. eine gerichtete Kante (u, v) mit u, v ∈ E und (u, v) /∈ K ~G in K ~G eingefu¨gt
werden soll (K ~G 7−→ K ~G ∪ {(u, v)}),
2. eine gerichtete Kante (u, v) ∈ K ~G aus K ~G entfernt werden soll (K ~G 7−→
K ~G \ {(u, v)}) oder
3. eine Ecke v ∈ E gea¨ndert werden soll.
Das Einfu¨gen oder Entfernen von (u, v) wu¨rde dabei jeweils nur Zgu des Gliedes
gu ∈ G der Ecke u und somit nur Cgu ∈ CG betreffen. Beim Entfernen von
(u, v) muß beru¨cksichtigt werden, daß dadurch eventuell der einzige Zeuge der
Existenz von v entfernt wird, wenn Pv = {u} ist. Das A¨ndern von v wu¨rde auf
das Glied gv ∈ G und somit auf Cgv ∈ CG beschra¨nkt sein.
Durch das Anfu¨gen eines Cgv an CG kann eine neue Ecke v /∈ E in E
eingefu¨gt werden (E 7−→ E∪{v}). Dementsprechend kann durch das Entfernen
eines Cgv aus CG eine Ecke v ∈ E aus E entfernt werden (E 7−→ E \ {v}). In
beiden Fa¨llen mu¨ssen die Zeugen der Existenz von v entsprechend beru¨cksichtigt
werden. Fu¨r den Za¨hler aG (s. Seite 33) bedeutet das, daß er um eins erho¨ht
werden muß (aG = aG + 1) oder um eins reduziert werden muß (aG = aG − 1).
Komplexer erscheint die Situation, wenn die Zeugen der Existenz von v auf
gerichteten Kanten (ui, v) mit ui ∈ Pv beruhen:
1. Anfu¨gen von Cgv an CG :
Unter der Annahme (ui, v) /∈ K ~G muß in allen Zgui die Kennung kgv
eingetragen werden (Zgui 7−→ Zgui∪{kgv}), wodurch Cgui gea¨ndert werden
muß.
Die A¨nderung von Cgui kann aber vermieden werden, wenn (ui, v) bereits
bei der Erstellung von gui in K ~G vorhanden ist ((ui, v) ∈ K ~G). In diesem
Fall wird nicht angenommen, daß (ui, v) fehlerhaft ist, weil (ui, v) auf
eine nicht vorhandene Ecke v zeigt, sondern es wird angenommen, daß
(ui, v) auf eine Ecke v zeigt, die in der Zukunft in E vorhanden sein wird.
Dementsprechend braucht bei der Erstellung von gui fu¨r v zuna¨chst nur
die Kennung kgv zu existieren, weil ja kgv das einzige des Gliedes gv der
Ecke v ist, das in Zgui eingetragen wird. gv und v brauchen deshalb zu
diesem Zeitpunkt noch nicht zu existieren.
Zu einem spa¨teren Zeitpunkt kann dann eine Ecke v in E eingefu¨gt wer-
den, indem ihr die Kennung kgv zugeordnet wird und gv sowie Cgv erstellt
werden. Dabei gilt laut Definition 3.3.1, daß gv bereits bei der Erstellung
mit gui einfach kryptographisch verkettet ist.
In bezug auf Definition 3.3.2 und Definition 3.3.4 muß in beiden Fa¨llen
beachtet werden, daß ~G auch nach dem Einfu¨gen von v stark zusam-
menha¨ngend ist. Dies kann zum Beispiel durch die gerichteten Kanten
(v, ui) erreicht werden.
2. Entfernen von Cgv aus CG :
Dadurch wird nicht nur v entfernt, sondern auch alle gerichteten Kanten
(v, wj) ∈ K ~G mit wj ∈ Sv, da sie in gv durch Zgv repra¨sentiert werden.
Fu¨r alle (ui, v) ∈ K ~G gilt dann, daß sie auf eine Ecke v /∈ E zeigen.
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Unter der Annahme, daß auch ohne (ui, v) ∈ K ~G und ohne (v, wj) ∈ K ~G
von allen ui jeweils ein gerichteter Kantenzug zu allen wj existiert, reicht
es aus, wenn kgv aus allen Zgui entfernt wird (Zgui 7−→ Zgui \ {kgv}),
wodurch entsprechend die Cgui ∈ CG gea¨ndert werden mu¨ssen.
Gilt die Annahme nicht, ko¨nnen beispielsweise alle kgwj ∈ Zgv \ {kgui}
jeweils in allen Zgui eingetragen werden, falls kgwj /∈ Zgui gilt:
Zgui 7−→ Zgui ∪ {kgwj | kgwj ∈ Zgv \ {kgui} ∧ kgwj /∈ Zgui}.
3.4.4 Reichweite von Berechtigungen
Auf die Reichweite von Berechtigungen wird bereits in Abschnitt 3.3.3 einge-
gangen. Allgemein kann die Nebenbedingung, ob Berechtigungen nur fu¨r einen
Teil des Graphen oder fu¨r den gesamten Graphen gelten sollen, als Erreichbar-
keitsproblem aufgefaßt werden. Das heißt, daß sich Berechtigungen auf all die
Teile des Graphen erstrecken, die von einem Teil des Graphen aus erreichbar
sind, fu¨r den eine bestimmte Berechtigung gilt.
3.4.5 Berechtigte und Unberechtigte
Die letzte aufgefu¨hrte Nebenbedingung bezieht sich auf die Frage, ob die Be-
zeichnungen ”Unberechtigter“ und ”Berechtigter“ jeweils fu¨r einen einzelnen,
eine Gruppe oder alle Individuen gelten sollen. Diese Nebenbedingung wird im
Prinzip durch die Definitionen 3.1.1 und 3.1.2 gekla¨rt, indem immer von ei-
ner bestimmten Menge von Individuen ausgegangen wird, die eine bestimmte
Ma¨chtigkeit hat.
http://publikationsserver.tu-braunschweig.de/get/64933
Kapitel 4
Sichere Log-Datei
Auf Grundlage der Theorie aus dem vorhergehenden Kapitel 3 stelle ich hier
ein spezielles Schema zur kryptographischen Verkettung eines gerichteten Ha-
miltonschen Weges vor, das in bezug auf die kryptographische Verkettung ge-
genu¨ber [SK98] weiter verallgemeinert ist. Aus diesem Schema leite ich dann
verschiedene Mo¨glichkeiten zur Lo¨sung der in der Einleitung auf Seite 2 be-
schriebene Aufgabenstellung fu¨r eine sichere Log-Datei ab. Die einzelnen Mo¨g-
lichkeiten werden entsprechend den Darstellungen u¨ber Kryptographie in Ab-
schnitt 1.6 nach
• symmetrischen Kryptosystemen und
• Public-Key-Kryptosystemen
und der Kombination mit
• einer Einweg-Hashfunktion,
• einer Einwegfunktion und
• einem Zufallsfolgengenerator
geordnet, wobei fu¨r Public-Key-Kryptosysteme zusa¨tzlich ein einhu¨llendes Prin-
zip vorgestellt wird.
Als erstes beschreibt Abschnitt 4.1 noch einmal genauer das Szenario, das
zu der Aufgabenstellung gefu¨hrt hat. Danach wird unter Beru¨cksichtigung des
Szenarios in Abschnitt 4.2 das Schema zur Lo¨sung der Aufgabenstellung im
Hinblick auf eine Implementierung vorgestellt, wa¨hrend in den Abschnitten 4.3
und 4.4 die Realisierung des Schemas mittels symmetrischen Kryptosystemen
und Public-Key-Kryptosystemen behandelt wird. Abschließend listet Abschnitt
4.5 Alternativen zur Sicherung der Eintra¨ge von Log-Dateien auf, die nicht auf
kryptographischen Verkettungen beruhen.
4.1 Szenario
Die folgenden Ausfu¨hrungen beziehen sich auf das in der Einleitung auf Seite 1
beschriebene Szenario fu¨r eine Log-Datei L. Dafu¨r sei R der Rechner, in dem L
47
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erstellt wird und mittels einer kryptographischen Verkettung gesichert werden
soll.
Weiter sei tE der Zeitpunkt eines Einbruchs in R durch einen Eindringling
aus U . Dadurch kann unterschieden werden, daß R
1. fu¨r t ≤ tE vertrauenswu¨rdig sein soll und
2. fu¨r t > tE nicht vertrauenswu¨rdig sein kann.
Das heißt, daß es nur an Zeitpunkten t ≤ tE u¨berhaupt mo¨glich ist, einen
authentischen Eintrag en+1 an L anzuha¨ngen und mittels einer kryptographi-
schen Verkettung zu sichern. Alle Eintra¨ge en+1, die an Zeitpunkten t > tE an
L angeha¨ngt werden, ko¨nnen trotz einer kryptographischen Verkettung nicht
als authentisch angesehen werden (s. a. [SK98]).
Fu¨r Eintra¨ge en+1, die an Zeitpunkten t ≤ tE an L angeha¨ngt wurden, gilt
daher
Um = Ue = U und Bm = Be = B.
Außerdem ist bis auf eine Ausnahme in Abschnitt 4.4.3
Up = U und Bp = B.
4.2 Schema
Wie schon in der Einleitung auf Seite 2 angedeutet, hat der fu¨r L auf Seite 25
definierte gerichtete Graph ~G = (E,K ~G) einen gerichteten Hamiltonschen Weg
W = (v1v2, ..., vn−1vn),
der mit v1 = e1 beginnt. Das heißt,
E =
n⋃
i=1
vi mit vi 6= vj fu¨r i 6= j, i, j = 1, ..., n
und
K ~G =
n−1⋃
i=1
vivi+1 mit vivi+1 6= vjvj+1 fu¨r i 6= j, i, j = 1, ..., n− 1.
Die hier vorgestellten Mo¨glichkeiten zur kryptographischen Verkettung von
~G beruhen auf dem Prinzip, daß die gerichtete Kante vi−1vi mit i = 1, ..., n
Zeuge der Existenz der Ecke vi ist. Speziell v0v1 /∈ K ~G ist dabei außerhalb von ~G
ein Zeuge der Existenz von v1 und wird zur U¨berpru¨fung der kryptographischen
Verkettung von ~G beno¨tigt (s. a. ”Wurzeln, Quellen und Senken“ auf Seite 36
und Abschnitt 3.4.1).
Menge von Gliedern Desweiteren wird ~G durch eine Menge von Glie-
dern
G =
n⋃
i=1
gi mit gi = (kgi , Zgi , vi) und Zgi = {kgi+1}
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repra¨sentiert. Das heißt, daß in Zgn die Kennung kgn+1 eines Gliedes gn+1 steht,
das nicht Element von G ist. Dadurch la¨ßt sich die kryptographische Verkettung
von ~G erweitern (s. a. Abschnitt 3.4.3), was durch die Nebenbedingung motiviert
wird (s. Seite 2), daß jeweils eine neue Ecke vn+1 mittels der gerichteten Kante
vnvn+1 an W angeha¨ngt werden kann.
Zeitleiste Die Zusta¨nde von ~G lassen sich auf einer diskreten Zeitleiste
auftragen, wobei ~G
1. zum Zeitpunkt t0 aus E = ∅ und K ~G = ∅ besteht und v0v1 außerhalb von
~G als Zeuge der Existenz von v1 existiert,
2. zum Zeitpunkt t1 aus E = {v1} und K ~G = ∅ besteht und W die La¨nge 0
hat und
3. zu einem Zeitpunkt tn>1 wie oben beschrieben ist und W die La¨nge n− 1
hat.
Implementierung Die Implementierung der Erzeugung und Pru¨fung
der kryptographischen Verkettung von ~G beno¨tigt bei den im weiteren Verlauf
vorgestellten Mo¨glichkeiten drei Funktionen. Diese Funktionen werden nachfol-
gend beschrieben und in den Abbildungen 4.1, 4.2 und 4.3 schematisch darge-
stellt. Bei der dadurch erzeugten kryptographischen Verkettung
(CG , kg1)
von ~G handelt es sich um eine kryptographische Verkettung mit Wurzel v1,
die sowohl unabha¨ngig als auch abha¨ngig sein kann (s. Definition 3.3.3 und
Definition 3.3.5).
Initialisierungsfunktion Vor dem Zeitpunkt t0 erzeugt eine Initialisie-
rungsfunktion mittels EZ die Kennung kg1 fu¨r die spa¨ter zu sichernde Wurzel v1
(s. a. Abb. 4.1). Die Kennung kg1 muß sowohl tempora¨r in R als auch außerhalb
von R gespeichert werden. In R selbst wird kg1 fu¨r den Zeitpunkt t1 von der
nachfolgend beschriebenen Verkettungsfunktion die Wurzel v1 zugeordnet und
nach der Erstellung von
g1 = (kg1 , {kg2}, v1)
und
Cg1 = EK1(g1)
unwiederbringlich von der Kennung kg2 u¨berschrieben. Außerhalb von R steht
kg1 fu¨r die gerichtete Kante v0v1 /∈ K ~G, die der Zeuge der Existenz von v1 ist,
und wird ab dem Zeitpunkt t1 erst wieder fu¨r die weiter unten beschriebene
Pru¨ffunktion beno¨tigt.
Außerdem gilt fu¨r die kryptographische Verkettung von ~G zum Zeitpunkt
t0 wegen ~G = (∅, ∅), daß
CG = ∅
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EZ
erzeugt
kg1
kg1
1.
fu¨r Pru¨fung außerhalb von R speichern2.
Abbildung 4.1: Initialisierung der kryptographischen Verkettung
ist.
Verkettungsfunktion Nach einem Zeitpunkt tn≥0 kann fu¨r einen Zeit-
punkt tn+1 mittels einer Verkettungsfunktion eine neue Ecke vn+1 anhand der
gerichteten Kante vnvn+1 an W angeha¨ngt werden (mit dem Sonderfall, daß
v0v1 /∈ K ~G ist) bzw. CG um ein neues Element Cgn+1 erweitert werden (s. a.
Abb. 4.2 und Abschnitt 3.4.3):
CG 7−→ CG ∪ {Cgn+1}.
Dafu¨r erzeugt die Verkettungsfunktion mittels EZ als erstes die Kennung kgn+2
fu¨r ein nachfolgendes Glied gn+2. Damit ist
gn+1 = (kgn+1 , {kgn+2}, vn+1)
und
Cgn+1 = EK1(gn+1),
wobei noch nicht genauer spezifiziert werden soll, wie die Chiffriertransforma-
tion EK1 zustande kommt. Danach erweitert die Verkettungsfunktion CG um
Cgn+1 und u¨berschreibt kgn+1 unwiederbringlich mit kgn+2 fu¨r die na¨chste Ver-
kettung. Um eine Geheimhaltung von vn+1 sicherzustellen, muß dafu¨r Sorge
getragen werden, daß vn+1 nach dem Erstellen von Cgn+1 unwiederbringlich
gelo¨scht wird.
Pru¨ffunktion Die U¨berpru¨fung von (CG , kg1) beruht auf einer einfachen
Abha¨ngigkeit der Pru¨fbarkeit (s. a. Abb. 4.3 sowie ”Wurzeln, Quellen und Sen-
ken“ auf Seite 36 und Abschnitt 3.4.1). Genauer formuliert, kann ein Berechtig-
ter aus Bp die Einhaltung der Bedingungen 1 und 2 ab der Ecke vi fu¨r i = 1, ..., n
u¨berpru¨fen, wenn er die Kennung kgi (typischerweise kg1) und die zum Ent-
schlu¨sseln von Cgi ∈ CG beno¨tigte Dechiffriertransformation DK2 kennt. Dafu¨r
wird angenommen, daß DK2(Cgi) authentisch ist, wenn DK2(Cgi) plausibel ist
und die Kennung kgi mit der Kennung aus DK2(Cgi) u¨bereinstimmt. Entspre-
chend ist DK2(Cgi) nicht authentisch, wenn kgi und die Kennung aus DK2(Cgi)
nicht u¨bereinstimmen.
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EZ
kgn+1 kgn+2 vn+1 EK1 Cgn+1
Cgn
fu¨r
1.
2.
3. u¨berschreibt
erzeugt
erzeugt
bei Pru¨fung
Cg1CG ∪ Cgn+1
gn+1
Abbildung 4.2: Erzeugung der kryptographischen Verkettung
Sollte nun DK2(Cgi) authentisch sein, kann rekursiv das na¨chste Element
Cgi+1 ∈ CG bis einschließlich i + 1 = n mittels der Kennung kgi+1 ∈ Zgi und
der entsprechenden Dechiffriertransformation DK2 u¨berpru¨ft werden. Die U¨ber-
pru¨fung entdeckt weder einen Fehler noch einen Einbruch, wenn alle DK2(Cgj )
fu¨r j = i, ..., n authentisch sind und kgn+1 ∈ Zgn aus DK2(Cgn) mit der Kennung
kgn+1 fu¨r die na¨chste Verkettung u¨bereinstimmt.
Sollte dagegen DK2(Cgi) nicht authentisch sein, wird die U¨berpru¨fung von
CG abgebrochen. Das bedeutet, daß dadurch entweder ein Fehler oder ein Ein-
bruch entdeckt wird. Zur genaueren Eingrenzung der Ursache mu¨ssen dann
weitergehende Maßnahmen ergriffen werden (s. a. ”Grenzen und Einordnung“
auf Seite 2 und Beispiel 3.3.1).
Anders formuliert u¨berpru¨ft die Pru¨ffunktion fu¨r jeweils zwei Elemente
Cgi , Cgi+1 ∈ CG mit i = 1, ..., n−1 und vi, vi+1 aus DK2(Cgi) sowie DK2(Cgi+1),
ob vi ∈ Pvi+1 und vi+1 ∈ Svi ist (s. a. Def. 1.4.13). Allgemein wird daher ein
Fehler oder ein Einbruch entdeckt, wenn vn nicht von v0 aus erreichbar ist.
Sicherheit Es muß angenommen werden, daß ein Eindringling aus U die
Chiffriertransformation EK1 zum Verschlu¨sseln von gn+1 kennt, da sie fu¨r die
Verkettungsfunktion inR vorhanden sein muß. Dadurch kann er an Zeitpunkten
t > tE > tn mittels der Verkettungsfunktion beliebige Ecken vn+1 an W bzw.
beliebige Eintra¨ge en+1 an L anha¨ngen (s. a. Abschnitt 4.1 und [SK98]).
Das U¨berschreiben von kgi fu¨r i = 1, ..., n ist ein erster Schritt, einem Ein-
dringling aus U zu verwehren, zu einem Zeitpunkt t > tE > tn unbemerkt ein
Element Cg′i fu¨r Cgi ∈ CG einzusetzen (s. a. [SK98]). Denn dafu¨r muß er die
Kennungen kgi und kgi+1 kennen, damit bei einer U¨berpru¨fung von Cg′i und
Cgi+1 ∈ CG die Kennung kgi ∈ Zgi−1 mit der Kennung aus DK2(Cg′i) u¨ber-
einstimmt bzw. die Kennung kg′i+1 ∈ Zg′i aus DK2(Cg′i) mit der Kennung aus
DK2(Cgi+1). Daher muß gelten, daß
1. er keine Cgi ∈ CG entschlu¨sselen kann und
2. es fu¨r ihn auch sonst berechnungsma¨ßig praktisch unmo¨glich ist, eine Ken-
nung kgi zu bestimmen.
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kgi kgi+1 vi
kgi
erzeugt
DK2
fu¨r
Cg1
Cgi
Cgn
fu¨r
fu¨r u¨berschreibt
gleich?
gleich?
1.
2.
3.
CG
gi
aus Abb. 4.1, Initialisierung mit kg1
aus Abb. 4.2, kgn+1 Abschlußpru¨fung bei kgn+1
Abbildung 4.3: Pru¨fung der kryptographischen Verkettung
Das heißt, daß kgi unter diesen Umsta¨nden eine private Zusatzinformation sein
muß (s. Seite 32).
Um sicherzustellen, daß die Pru¨ffunktion und der Pfad der Daten von der
Eingabe (z. B. Festplatte, Tastatur) zur Ausgabe (z. B. Festplatte, Bildschirm,
Drucker) nicht manipuliert sind, sollte die U¨berpru¨fung von (CG , kg1) nur in
einem vertrauenswu¨rdigen Rechner stattfinden und nicht in R.
Blockchiffrierung An dieser Stelle wird noch kurz auf den zu wa¨hlenden
Blockchiffriermodus eingegangen, wenn EK1 auf einer Blockchiffrierung beruht
(s. a. Kapitel 9 in [Schn96]).
Dafu¨r wird angenommen, daß EK1 das Glied gn+1 in m Blo¨cke b1, ..., bm
zerlegt und jeden Block bi fu¨r i = 1, ...,m einzeln verschlu¨sselt:
Cgn+1 = EK1(gn+1) = EK1(b1...bm) = Cb1 ...Cbm .
Wird weiter angenommen, daß die private Zusatzinformation kgn+1 die Blo¨cke
b1, ..., bj mit 1 ≤ j < m belegt, dann soll bi fu¨r i = 2, ...,m, anders als beim Ci-
pher Block Chaining1, vor der Verschlu¨sselung mit bi−1 XOR-verknu¨pft werden,
um ein Austauschen der Blo¨cke Cbj+1 , ..., Cbm zu verhindern.
Diese A¨nderung ist wichtig, weil sonst ein Eindringling aus U die ver-
schlu¨sselten Blo¨cke Cb1 , ..., Cbj unangetastet lassen und Cbj+1 , ..., Cbm ersetzen
ko¨nnte, da er EK1 und Cbj zum Verschlu¨sseln von bj+1 kennen wu¨rde. Dies
wird ihm durch die A¨nderung verwehrt, da kgn+1 und somit bj u¨berschrieben
werden, und er Cbj nicht entschlu¨sseln ko¨nnen darf.
1Ein zu verschlu¨sselnder Block bi wird vor dessen Verschlu¨sselung mit dem Ergebnis der
Verschlu¨sselung von bi−1 XOR-verknu¨pft.
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Um dann aus Cgn+1 wieder gn+1 zu erhalten, muß das Ergebnis der Ent-
schlu¨sselung von Cbi fu¨r i = 2, ...,m wieder mit dem Ergebnis der Entschlu¨sse-
lung von Cbi−1 XOR-verknu¨pft werden.
4.3 Symmetrische Kryptosysteme
Dieser Abschnitt beschreibt die Realisierung des Schemas aus dem vorherge-
henden Abschnitt 4.2 auf Grundlage eines symmetrischen Kryptosystems
KS = (M, C,K, EKi , DKi).
Es wird angenommen, daß die Sicherheit von KS einzig auf der Geheimhaltung
von Ki beruht und die Algorithmen E und D einem potentiellen Eindringling
aus U bekannt sind. Daraus folgt wiederum, daß ein Eindringling aus U bei
einem Einbruch in R die Transformation EKn+1 zum Verschlu¨sseln von gn+1
erfa¨hrt und daraus DKn+1 zum Entschlu¨sseln von Cgn+1 ableiten kann. Um die
Sicherheit des Schemas gewa¨hrleisten zu ko¨nnen, darf es deshalb nicht mo¨glich
sein, mit DKn+1 ein Element Cgi ∈ CG fu¨r i = 1, ..., n entschlu¨sseln zu ko¨nnen.
Das heißt, daß bei der Chiffriertransformation EK1 der Verkettungsfunktion
auf Seite 50 fu¨r jedes gn+1 ein anderer Schlu¨ssel Kn+1 verwendet werden muß.
Genauer gesagt muß es berechnungsma¨ßig praktisch unmo¨glich sein, fu¨r i =
1, ..., n + 1 aus einem Schlu¨ssel Ki einen Schlu¨ssel Kj fu¨r j = 1, ..., i − 1 zu
bestimmen. In den folgenden Ausfu¨hrungen wird daher das Hauptaugenmerk
auf die Auswahl eines neuen Schlu¨ssels Kn+1 aus K gerichtet.
4.3.1 Einweg-Hashfunktion
Als Voraussetzung wird angenommen, daß eine Einweg-Hashfunktion
he : X∗ −→ Xm mit m ∈ N und Xm ⊆ X∗ = K
existiert (s. a. Def. 1.6.5). Eine Mo¨glichkeit zur Auswahl vonKn+1 aus K besteht
dann darin, Kn+1 mittels
Kn+1 = he(Kn)
fu¨r n > 0 aus Kn ∈ K abzuleiten, wobei K1 vorgegeben werden muß.
Der Schlu¨ssel Kn+1 kann gleichzeitig auch als Kennung kgn+1 genutzt wer-
den, wobei EZ mit Z = K fu¨r n > 0 aus he besteht. Dadurch kann bei dieser
Realisierung (CG , kg1) sowohl eine unabha¨ngige kryptographische Verkettung
mit Wurzel v1 sein, wenn bei einer U¨berpru¨fung der Berechtigte aus Bp die
Einweg-Hashfunktion he kennt, als auch eine abha¨ngige kryptographische Ver-
kettung mit Wurzel v1, wenn er sie nicht kennt.
In dem Fall, daß alle Berechtigten aus Bp auch he kennen, kann darauf
verzichtet werden, kgn+1 und Zgn+1 zusammen mit vn+1 zu verschlu¨sseln, so
daß
Cgn+1 = EKn+1(vn+1)
http://publikationsserver.tu-braunschweig.de/get/64933
54 KAPITEL 4. SICHERE LOG-DATEI
ist. Fu¨r die Pru¨ffunktion ist dann DK2(Cgi) authentisch, wenn DK2(Cgi) plau-
sibel ist, weshalb hier im Gegensatz zum Schema eine Unabha¨ngigkeit der
Pru¨fbarkeit vorliegt (s. a Abschnitt 3.4.1).
Vom Prinzip her ist diese Art der Realisierung des Schemas mit der in
[KS99, SK98, SK99] beschriebenen Vorgehensweise fu¨r eine sichere Log-Datei
vergleichbar. Ansonsten ist die dort beschriebene Vorgehensweise allerdings we-
gen einer Vielzahl von Nebenbedingungen sehr viel komplexer.
4.3.2 Einwegfunktion
Unter der Annahme, daß eine Einwegfunktion
fe : K −→ K
existiert (s. a. Def. 1.6.6), besteht eine weitere Mo¨glichkeit zur Auswahl von
Kn+1 aus K zum Beispiel darin, Kn+1 mittels
Kn+1 = fe(Kn)
aus Kn ∈ K abzuleiten.
Fu¨r fe gelten im Prinzip die gleichen Folgerungen wie oben fu¨r he beschrie-
ben, wobei allerdings die La¨ngen der Schlu¨ssel von Kn und Kn+1 besonders
beru¨cksichtigt werden mu¨ssen:
1. Wenn Kn+1 stets ku¨rzer ist als Kn, dann wird die unberufene Entzifferung
der Cgn+x fu¨r x↗∞ und x ∈ N immer leichter.
2. Wenn Kn+1 stets genauso lang ist wie Kn, dann sollte von fe her keine
Gefahr fu¨r die Sicherheit von Cgn+x auftreten.
3. Wenn Kn+1 stets la¨nger ist als Kn, dann wa¨chst die fu¨r EKn+x(gn+x) und
DKn+x(Cgn+x) beno¨tigte Zeit und der fu¨r Kn+x beno¨tigte Speicherplatz.
Um diesen Problemen aus dem Weg zu gehen und die La¨ngen der Schlu¨ssel
Kn+x zu garantieren, sollte daher eher eine Einweg-Hashfunktion eingesetzt
werden.
4.3.3 Zufallsfolgengenerator
Fu¨r die letzte aufgefu¨hrte Mo¨glichkeit wird angenommen, daß ein Zufallsfolgen-
generator
RND : N −→ Xm mit m ∈ N und Xm ⊆ X∗ = K
existiert (s. a. Def. 1.6.8). Dadurch kann Kn+1, im Vergleich zu he und fe
unabha¨ngig von Kn, mittels
Kn+1 = RND(m)
fu¨r n ≥ 0 zufa¨llig aus K ausgewa¨hlt werden, wobei fu¨r Kn+1 jeweils eine be-
stimmte La¨nge m vorgegeben wird.
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Die eigentliche Idee besteht nun darin, RND als EZ mit Z = K zu nut-
zen, weshalb kgn+1 = Kn+1 ist. Das bedeutet, daß (CG , kg1) eine abha¨ngige
kryptographische Verkettung mit Wurzel v1 ist.
Im Vergleich zur Verwendung von he oder fe kann bei der Verwendung von
RND keine unabha¨ngige kryptographische Verkettung erreicht werden, wenn
einem Berechtigtem aus Bp nur kg1 bekannt sein soll.
4.4 Public-Key-Kryptosysteme
Im Gegensatz zum vorhergehenden Abschnitt 4.3 wird hier die Realisierung des
Schemas aus Abschnitt 4.2 auf Grundlage eines Public-Key-Kryptosystems
KS = (M, C,K, EK1 , DK2)
beschrieben. Das heißt, daß
K1 6= K2
ist. Fu¨r einen Eindringling aus U bedeutet das, daß er aus der Kenntnis von EK1
zum Verschlu¨sseln von gn+1 nicht DK2 zum Entschlu¨sseln von Cgn+1 ableiten
kann. Fu¨r die Sicherheit des Schemas muß daher nur gewa¨hrleistet werden, daß
ein Eindringling aus U nicht auf einem anderen Wege Kenntnis von DK2 bzw.
von K2 zum Entschlu¨sseln von Cgi ∈ CG fu¨r i = 1, ..., n erlangen kann. Dies
wa¨re zum Beispiel der Fall, wenn DK2 bzw. K2 bei einem Einbruch in R dort
vorhanden sind. Im Vergleich zu Abschnitt 4.3 geht es daher jetzt im wesentli-
chen um die Auswahl der privaten Zusatzinformation aus Z (s. a. ”Sicherheit“
auf Seite 51).
4.4.1 Einweg-Hashfunktion
In Kombination mit einem Public-Key-Kryptosystem sei
he : X∗ −→ Xm mit m ∈ N und Xm ⊆ X∗ = Z
eine Einweg-Hashfunktion, bei der X∗ nicht gleich K sein muß.
In der Initialisierungsfunktion wird kg1 mit einer Zufallsfolge zum Beispiel
von RND : N −→ Xm vorbelegt. Danach wird fu¨r n > 0 jede neue Kennung
kgn+1 mittels kgn+1 = he(kgn) aus kgn abgeleitet. Das heißt,
kgn+1 = EZ(vn+1) =
{
RND(m) falls n = 0,
he(kgn) falls n > 0.
Bei (CG , kg1) handelt es sich um eine unabha¨ngige kryptographische Ver-
kettung mit Wurzel v1. A¨hnlich wie in Abschnitt 4.3.1 kann hier auf die Ver-
schlu¨sselung von Zgn+1 verzichtet werden, wenn he allen Berechtigten aus Bp
bekannt ist, so daß
Cgn+1 = EK1((kgn+1 , vn+1))
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ist. Außerdem ist in diesem Fall die Pru¨fbarkeit unabha¨ngig, da die Pru¨ffunktion
kgi aus kg1 ableiten kann, ohne zuvor Cgi−1 u¨berpru¨fen zu mu¨ssen (s. a Abschnitt
3.4.1).
Alternativ kann mittels kgn+1 = he((kgn , vn)) auch noch vn mit einbezogen
werden. Dadurch kann die Pru¨ffunktion kgi nur aus kg1 ableiten, wenn sie zuvor
Cgi−1 u¨berpru¨ft hat, weshalb die Pru¨fbarkeit jetzt abha¨ngig ist.
Sicherheit Abgesehen von der Sicherheit von KS und he ist ein beson-
deres Augenmerk auf die Gro¨ße von m bzw. die La¨nge der kgi aus DK2(Cgi)
mit Cgi ∈ CG und i = 1, ..., n zu legen.
Bei einem Eindringling aus U muß angenommen werden, daß er Zgn und
vn fu¨r Cgn kennt bzw. leicht erraten kann. Diese Annahmen werden dadurch
gerechtfertigt, daß kgn+1 mit Zgn = {kgn+1} beim Einbruch in R dort vorhanden
ist und vn aus dem Programm ersichtlich werden sollte, das jeweils vi fu¨r Cgi
erstellt hat.
Daraus folgt, daß er kgn in |X|m Schritten mittels eines Brute-Force-Angriffs,
das heißt durch das Ausprobieren aller Mo¨glichkeiten (s. a. [Schn96]), bestim-
men kann. Dafu¨r vergleicht er Cgj = EK1((kgj , {kgn+1}, vn)) fu¨r kgj ∈ Xm und
j = 1, ..., |X|m mit Cgn , bis er ein Cgj = Cgn gefunden hat, fu¨r das dann
kgj = kgn gilt.
Mit dem gleichen Algorithmus kann er nun kgn−1 bis kg1 bestimmen, wo-
durch er (CG , kg1) bis auf kg1 beliebig a¨ndern kann. Daher muß m je nach Bedarf
ausreichend groß gewa¨hlt werden, wobei m = 512 nach heutigem Kenntnisstand
ausreichend sein sollte (s. a. [Schn96]), wenn einmal von der Sicherheit von KS
und he abgesehen wird.
4.4.2 Einwegfunktion
Bei Verwendung einer Einwegfunktion
fe : Z −→ Z fu¨r kgn+1 = fe(kgn)
sind analog zu Abschnitt 4.3.2 vor allem die La¨ngen der Kennungen kgn und
kgn+1 zu beachten.
Im Unterschied zu Abschnitt 4.3.2 wird dabei nicht die Sicherheit von KS
schwa¨cher, wenn kgn+1 stets ku¨rzer ist als kgn . Vielmehr kann der oben in Ab-
schnitt 4.4.1 beschriebene Brute-Force-Angriff fu¨r Cgn+x mit x↗∞ und x ∈ N
immer schneller durchgefu¨hrt werden.
4.4.3 Zufallsfolgengenerator
Ein Zufallsfolgengenerator la¨ßt sich in diesem Zusammenhang auf mindestens
zwei verschiedene Arten einsetzen, wobei er entweder
1. eine Zusatzinformation kgn+1 oder
2. ein Schlu¨sselpaar (K1n+1 ,K2n+1)
erzeugt.
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Zusatzinformation Die erste Einsatzart erinnert an Abschnitt 4.4.1.
Dabei besteht ein Unterschied darin, daß diesmal
RND : N −→ Xm mit m ∈ N und Xm ⊆ X∗ = Z
sta¨ndig fu¨r EZ genutzt wird, so daß
kgn+1 = EZ(vn+1) = RND(m) fu¨r n ≥ 0
ist.
Bei (CG , kg1) handelt es sich auch diesmal um eine unabha¨ngige krypto-
graphische Verkettung mit Wurzel v1. Ein weiterer Unterschied ist allerdings,
daß nicht auf die Verschlu¨sselung von Zgn+1 verzichtet werden kann, da keine
Mo¨glichkeit besteht, eine Kennung kgi aus kg1 abzuleiten. Ansonsten gelten fu¨r
die Gro¨ße von m die gleichen U¨berlegungen, wie in Abschnitt 4.4.1, weshalb
diese hier nicht wiederholt werden.
Schlu¨sselpaar Aus der folgenden Einsatzart geht meine erste grundle-
gende Idee fu¨r diese Arbeit hervor.
Dafu¨r sei RND ein Zufallsfolgengenerator, der fu¨r KS zufa¨llig ein Schlu¨ssel-
paar (K1,K2) mit K1,K2 ∈ K liefert, das gewissen Mindestanforderungen
genu¨gt. Auf die Mindestanforderungen wird an dieser Stelle nicht weiter ein-
gegangen, sondern unter dem Stichwort ”Schlu¨sselerzeugung“ auf [MOV97,
Schn96, Wa¨t99b] verwiesen. In Anlehnung an Abschnitt 4.3.3 kann dann mittels
(K1n+1 ,K2n+1) = RND(Mindestanforderungen)
unabha¨ngig von (K1n ,K2n) zufa¨llig fu¨r jedes Cgn+1 ein neues Schlu¨sselpaar er-
zeugt werden, wobei
kgn+1 = K2n+1 = EZ(vn+1) mit Z = K und n ≥ 0
ist.
Unter der Annahme, daß K1n+1 nicht bekannt wird und nach der Erstellung
von
Cgn+1 = EK1n+1 ((kgn+1 , {kgn+2}, vn+1)) = EK1n+1 ((K2n+1 , {K2n+2}, vn+1))
stets von K1n+2 u¨berschrieben wird, kann (CG , kg1) selbst ein Berechtigter aus
B nicht a¨ndern, wenn kg1 allen Individuen aus I bekannt ist. Besser gesagt ist
in diesem Fall B = ∅ und U = I bzw. Bp = I und Up = ∅ (s. a. ”Beispiel
fu¨r Abgeschlossenheit“ auf Seite 44). Außerdem folgt daraus, daß (CG , kg1) eine
abha¨ngige kryptographische Verkettung mit Wurzel v1 ist.
4.4.4 Einhu¨llend
Das auf Seite 47 angeku¨ndigte einhu¨llende Prinzip bei Public-Key-Kryptosyste-
men ist in mancherlei Hinsicht anders, als die bisher vorgestellten Prinzipien. Es
kommt bei der Verkettung und U¨berpru¨fung ohne weitere Hilfsfunktionen aus,
wobei allerdings fu¨r die Initialisierung ein Zufallsfolgengenerator RND : N −→
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Xm mit m ∈ N beno¨tigt wird. Desweiteren bleiben EK1 und DK2 unvera¨ndert,
sind also fu¨r alle Cg ∈ CG gleich, wobei DK2 nicht in R vorhanden sein darf.
Im Unterschied zum Schema kann auf die Zuordnung von kgn+1 zu vn+1
verzichtet werden, weshalb auch Zgn+1 entfa¨llt. Vielmehr ist nun
Cgn+1 =
{
EK1(v1) mit v1 = RND(m) falls n = 0,
EK1((Cgn , vn+1)) falls n > 0,
wobei Cgn mit n > 0 stets von Cgn+1 unwiederbringlich u¨berschrieben wird, so
daß
CG = {Cgn+1}
ist. Dabei wird Cg1 von der Initialisierungsfunktion erzeugt, die v1 mit RND(m)
vorbelegt und v1 anstelle von kg1 außerhalb von R fu¨r die Pru¨fung speichert.
Die Pru¨fbarkeit von Cgi ist abha¨ngig von der vorhergehenden Pru¨fung von
Cgi+1 fu¨r i = n − 1, ..., 1, da erst durch das Entschlu¨sseln von Cgi+1 ein Zu-
griff auf Cgi mo¨glich ist. Dabei ist DK2(Cgi+1) authentisch, wenn DK2(Cgi+1)
plausibel ist und DK2(Cg1) mit der außerhalb von R gespeicherten Ecke v1
u¨bereinstimmt.
Das bedeutet, daß die Erzeugung und die Pru¨fung von (CG , v1) anders als
bisher in entgegengesetzten Richtungen verlaufen. Dabei ist v1 keine Wurzel,
sondern eine Senke.
Ein gravierender Nachteil dieses Prinzips ist, daß fu¨r jede weitere Ecke auch
alle vorhergehenden Ecken noch einmal verschlu¨sselt werden mu¨ssen. Zur Ver-
schlu¨sselung von n Ecken betra¨gt daher die Zeitkomplexita¨t
O(1 + 2 + 3 + ...+ n) = O
(n
2
· (n+ 1)
)
≤ O (n2) ,
wa¨hrend sie fu¨r die anderen Realisierungen O(n) betra¨gt. Als Lo¨sung ko¨nnte
sich anbieten, nur eine Ha¨lfte des Elements Cgn in Cgn+1 zu verschlu¨sseln und
nur diese Ha¨lfte von Cgn zu u¨berschreiben, wodurch die Zeitkomplexita¨t O(1.5 ·
n) betragen wu¨rde. Diese Lo¨sung soll hier aber nicht weiter verfolgt werden.
4.5 Alternativen
Abschließend werden Alternativen zur Sicherung der Eintra¨ge von Log-Dateien
aufgelistet, die nicht auf einer kryptographischen Verkettung beruhen.
Vorherige Schlu¨sselerzeugung Die erste Alternative beruht auf der
Idee des One-Time-Pads2. Sie erinnert noch sehr stark an kryptographische Ver-
kettungen, da bei ihr jede neue Ecke vn+1 jeweils mit einem eigenem Schlu¨ssel
K1n+1 mittels
Cgn+1 = EK1n+1 (vn+1)
signiert oder verschlu¨sselt wird. Dafu¨r wird der Schlu¨ssel K1n+1 allerdings nicht
wa¨hrend der Laufzeit neu erzeugt, sondern im voraus in einer Datei abge-
legt. Aus dieser wird er dann wa¨hrend der Laufzeit ausgelesen und gelo¨scht.
2S. [Schn96] auf den Seiten 17–20.
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Das bedeutet, daß die Datei bei einem symmetrischem Kryptosystem auch au-
ßerhalb von R gespeichert werden muß, wa¨hrend dies bei einem Public-Key-
Kryptosystem entsprechend fu¨r K2n+1 gilt. Als Alternative zur Datei ko¨nnte
ein mit R verbundener vertrauenswu¨rdiger zweiter Rechner K1n+1 zur Laufzeit
erzeugen und K2n+1 bei sich lokal speichern.
XOR-Verknu¨pfung Die zweite Alternative basiert auf der Idee, jede
neue Ecke vn+1 mit einem One-Time-Pad XOR zu verknu¨pfen. Dazu muß das
One-Time-Pad im voraus erzeugt und sowohl in R als auch außerhalb von R
gespeichert werden. Bedingung dabei ist, daß die Ecken vi fu¨r i = 1, ..., n nicht
erratbar sein du¨rfen, da ansonsten die XOR-Verknu¨pfung umgekehrt werden
ko¨nnte und danach eine manipulierte Ecke v′i fu¨r vi eingesetzt werden ko¨nn-
te. Zur Pru¨fung kann dann die XOR-Verknu¨pfung mit dem außerhalb von R
gespeichertem One-Time-Pad umgekehrt werden, so daß die Ecken vi sichtbar
werden. Dabei ist eine Ecke vi authentisch, wenn sie plausibel ist.
Hashkette Die dritte Alternative basiert auf einer Kette von Hashwer-
ten, fu¨r die he eine Einweg-Hashfunktion sei. Dabei wird die Variable y0 mit
RND(m) vorbelegt und sowohl in R als auch außerhalb von R gespeichert. Fu¨r
n ≥ 0 ist dann
yn+1 = he(yn, vn+1),
wobei yn unwiederbringlich von yn+1 u¨berschrieben wird. Zur Pru¨fung muß
dann der Hashwert yn mittels der außerhalb von R gespeicherten Variable y0
nachgerechnet werden.
Druckausgabe Die vierte Alternative ist die klassische Methode von
Clifford Stoll (s. [Sto89]), die jede neue Ecke vn+1 auf einem Drucker ausgibt.
Als Optimierung ko¨nnte es ausreichend sein, nur he(vn+1) auf dem Drucker
auszugeben.
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Kapitel 5
Zusammenfassung und
Ausblick
Diese Arbeit wurde von der Frage geleitet, wie die Authentizita¨t, Reihenfolge
und Vollsta¨ndigkeit der Eintra¨ge einer Log-Datei sichergestellt werden kann,
wobei die Log-Datei um weitere Eintra¨ge erweiterbar sein muß.
Dazu wurde im ersten Kapitel der Begriff Log-Datei formalisiert und auf die
beno¨tigten Grundlagen fu¨r kryptographische Verkettungen eingegangen, wobei
der Schwerpunkt auf der Graphentheorie und der Kryptographie lag. Danach
wurde im zweiten Kapitel die Problematik bei der Formalisierung des Begriffs
Sicherheit dargestellt, wobei die kryptographische Verkettung als Maßnahme
zur logischen Sicherheit von Informationen eingeordnet wurde.
Als Basis fu¨r das vierte Kapitel, wurde im dritten Kapitel eine allgemeine
Theorie fu¨r kryptographische Verkettungen erarbeitet, bei der die Ecken eines
beliebigen Graphen, entsprechend den zwischen ihnen existierenden Kanten,
mittels kryptographischer Verfahren miteinander verkettet werden. Dadurch
soll kein Unberechtigter Ecken unbemerkt manipulieren oder Ecken bzw. Kan-
ten unbemerkt aus dem Graphen entfernen ko¨nnen. Die Konstruktionsvorschrift
fu¨r die kryptographische Verkettung des Graphen kann dabei so angelegt wer-
den, daß der Graph und entsprechend dessen kryptographische Verkettung um
weitere Ecken und Kanten erweitert werden ko¨nnen.
Anschließend wurde auf Grundlage der Theorie im vierten Kapitel ein spezi-
elles Schema zur kryptographischen Verkettung eines gerichteten Hamiltonschen
Weges vorgestellt. Mit Hilfe dieses Schemas kann die Authentizita¨t und Rei-
henfolge der Eintra¨ge einer Log-Datei u¨berpru¨ft und das Fehlen von Eintra¨gen
erkannt werden. Da sich das Schema in Kombination mit verschiedenen kryp-
tographischen Hilfsfunktionen sowohl mittels symmetrischer Kryptosysteme als
auch mittels Public-Key-Kryptosystemen realisieren ließ, wurden dadurch im
Vergleich zu der in [KS99, SK98, SK99] vorgestellten Idee weitere Wege fu¨r die
kryptographische Verkettung der Eintra¨ge von Log-Dateien aufgezeigt.
Andere Arbeiten Die durch die Theorie ermo¨glichte Einordnung ver-
schiedener anderer Arbeiten in einen gro¨ßeren Zusammenhang erfolgte nur an-
satzweise, da sie kein prima¨res Ziel dieser Arbeit war.
Offene Fragen Nach dieser Zusammenfassung werden als na¨chstes einige
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Fragen aufgelistet, die es in zuku¨nftigen Arbeiten zu kla¨ren gilt:
1. Die Theorie mu¨ßte sta¨rker beru¨cksichtigen, daß nicht immer kg und Zg
eines Gliedes g ∈ G beno¨tigt werden, wie dies zum Beispiel in den Ab-
schnitten 4.3.1, 4.4.1 und 4.4.4 gezeigt wurde.
2. Die kryptographische Verkettung mu¨ßte mit Hashketten verglichen wer-
den.
3. Der Einfluß der Blockchiffriermodi auf die kryptographische Verkettung
mu¨ßte untersucht werden (s. a. Seite 40 und Seite 52).
4. Die Einordnung der Arbeiten von Haber und Stornetta [HS91, BHS93,
HS97], Anderson [And96], Schneier und Kelsey [KS96, KS99, SK97a,
SK97b, SK98, SK99] sowie Merkle [Mer89] erfolgte nur ansatzweise und
ko¨nnte weiter pra¨zisiert werden, wenn die Fragen 1 bis 3 gekla¨rt sind.
5. Die angedeutete schnellere Version des einhu¨llenden Prinzips mu¨ßte aus-
fu¨hrlicher behandelt werden (s. a. Abschnitt 4.4.4).
6. Die Verwendung der kryptographischen Verkettung fu¨r andere Einsatzbe-
reiche mu¨ßte umfassend untersucht werden.
Warnung Zum Schluß sei davor gewarnt, sich bei der Verwendung von
kryptographischen Verkettungen in falscher Sicherheit zu wiegen, da auch die
pyhsische und die organisatorische Sicherheit von Informationen beachtet wer-
den mu¨ssen und nicht vernachla¨ssigt werden du¨rfen. Denn was nutzt die kryp-
tographische Verkettung einer Log-Datei, wenn ein Angreifer zuna¨chst die pri-
vaten Zusatzinformationen vom Monitor des Rechners ablesen kann, bevor er in
den Rechner eindringt? Eine anstandslose U¨berpru¨fung der Log-Datei bedeutet
daher nicht zwangsla¨ufig, daß kein Einbruch stattgefunden hat.
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Anhang A
Beispielprogramm
Die Motivation fu¨r dieses Beispielprogramm besteht darin, die Praxistauglich-
keit der in Kapitel 4 erarbeiteten Realisierungsmo¨glichkeiten fu¨r sichere Log-
Dateien testen und demonstrieren zu ko¨nnen.
Aufgrund des beschra¨nkten Zeitrahmens werden nur die auf Public-Key-
Kryptosystemen beruhenden Realisierungen mittels einer Einweg-Hashfunk-
tion, eines Zufallsfolgengenerators und des einhu¨llenden Prinzips implementiert,
die in den Abschnitten 4.4.1, 4.4.3 und 4.4.4 beschrieben wurden. Eine spa¨tere
Implementierung der auf symmetrischen Kryptosystemen beruhenden Realisie-
rungsmo¨glichkeiten wird allerdings vorbereitet.
Die weitere Beschreibung des Beispielprogramms stellt in den Abschnitten
A.1 und A.2 dessen Implementierung und Anwendung dar.
A.1 Implementierung
Die Implementierung beruht auf der Programmiersprache C++ (s. a. [Str98]).
Dadurch konnte das Programm nach objektorientierten Kriterien aus verschie-
denen Klassen aufgebaut werden. Fu¨r das Zusammenspiel der Klassen wur-
den verschiedene Entwurfsmuster aus [GHJV96] eingesetzt, wobei der Kern des
Programms aus dem Abstrakte-Fabrik-Erzeugungsmuster und dem Strategie-
Verhaltensmuster aufgebaut wurde (s. a. Abb. A.1).
Fabrik Nach [GHJV96] bietet das Abstrakte-Fabrik-Erzeugungsmuster
eine Schnittstelle zum Erzeugen von Familien verwandter Objekte, ohne auf
deren konkreten Klassen einzugehen. Bezogen auf das Programm bedeutet das,
daß die Klasse CSecLog eine Schnittstelle zum Erzeugen von sicheren Log-
Dateien darstellt.
Dadurch muß in main nur an genau einer Stelle festgelegt werden, welcher
Typ von sicheren Log-Dateien im folgenden Programmlauf erzeugt werden soll,
wobei jeder Typ fu¨r genau eine Realisierungsmo¨glichkeit steht. Das hat den
Vorteil, daß in main nur noch u¨ber CSecLog auf die entsprechende Klasse zu-
gegriffen wird und nicht jedesmal, zum Beipiel beim Anfu¨gen eines neuen Ein-
trags, unterschieden werden muß, welche Funktion fu¨r einen bestimmten Typ
aufgerufen werden muß. Hinzukommt, daß dadurch das Programm auf einfache
Art und Weise um eine weitere Realisierungsmo¨glichkeit erweitert werden kann,
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CSecLog
CPKCPKRandomCPKHash CPKWrap
CAsymChiffre
CRSA
CHash
CMD5
CRandom
Fabrik
nutzt
Strategien
Abbildung A.1: Klassenu¨bersicht
indem fu¨r sie zuna¨chst die entsprechende Klasse erstellt wird und danach fu¨r
diese in main an der Stelle zur Festlegung des Typs eine weitere Unterscheidung
aufgenommen wird.
In den nachfolgend aufgefu¨hrten Klassen, die von CSecLog abgeleitet wer-
den, wird jeweils eine bestimmte auf Public-Key-Kryptosystemen beruhende
Realisierung implementiert:
• CPKHash — Einweg-Hashfunktion aus 4.4.1,
• CPKRandom — Zufallsfolgengenerator fu¨r Zusatzinformation aus 4.4.3,
• CPK — Zufallsfolgengenerator fu¨r Schlu¨sselpaar aus 4.4.3 und
• CPKWrap — einhu¨llendes Prinzip aus 4.4.4.
Dabei werden in jeder abgeleiteten Klasse die folgenden Funktionen implemen-
tiert:
• InitKeys und InitLog zum Initialisieren der Schlu¨ssel und der krypto-
graphischen Verkettung,
• AddEntry zum Anha¨ngen eines neuen Eintrags an die kryptographische
Verkettung und
• Check zum U¨berpru¨fen der kryptographischen Verkettung.
Alle weiteren beno¨tigten Funktionen zur Handhabung von sicheren Log-Da-
teien, die nicht von einer bestimmten Realisierungsmo¨glichkeit abha¨ngig sind,
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werden in CSecLog zusammengefaßt und implementiert. Dadurch wird Redun-
danz vermieden.
Fu¨r die Nachru¨stung der auf symmetrischen Kryptosystemen beruhenden
Realisierungsmo¨glichkeiten mu¨ssen zumindest zwei Schritte vollzogen werden.
Als erstes sind die Klassen
• CSymHash fu¨r Abschnitt 4.3.1 und
• CSym fu¨r Abschnitt 4.3.3
von CSecLog abzuleiten und jeweils die oben aufgefu¨hrten Funktionen zu imple-
mentieren. Als zweites muß in main jeweils eine Option zum Auswa¨hlen dieser
Realisierungsmo¨glichkeiten eingebaut werden. Dafu¨r muß außerdem die Klasse
CSymChiffre fu¨r Symmetrische Kryptosysteme analog zu CAsymChiffre ein-
malig implementiert werden.
Strategien Das Strategie-Verhaltensmuster dient nach [GHJV96] dazu,
bei einer Familie von Algorithmen jeden einzelnen zu kapseln und alle ge-
geneinander austauschbar zu machen. Der Unterschied zum Abstrakte-Fabrik-
Erzeugungsmuster besteht hier darin, daß jenes Objekte unterschiedlichen Typs
zuru¨ckliefert, wa¨hrend das Strategie-Verhaltensmuster stets Objekte gleichen
Typs zuru¨ckliefert, die aber unterschiedliche Werte haben ko¨nnen. Die Imple-
mentierung wird wieder so gestaltet, daß eine Basisklasse als Schnittstelle zum
Zugriff auf die unterschiedlichen Strategien dient, wobei deren konkrete Klassen
von der Basisklasse abgeleitet werden.
Als Schnittstellen sind hierbei hervorzuheben die Basisklassen
• CAsymChiffre fu¨r Public-Key-Kryptosysteme,
• CHash fu¨r Hashfunktionen und
• CRandom fu¨r Zufallsfolgengeneratoren.
Dafu¨r wurden bisher nur das RSA-Public-Key-Kryptosystem in CRSA und die
MD5-Einweg-Hashfunktion in CMD5 implementiert, die jeweils in [Schn96] be-
schrieben werden. Fu¨r ernsthafte Anwendungen mu¨ßte in CRSA noch der auf
Seite 52 beschriebene Blockchiffriermodus implementiert und in CRandom der
Zufallsfolgengenerator u¨berarbeitet werden, da dieser auf eine Systemfunktion
zuru¨ckgreift.
A¨hnlich wie bei der Fabrik ist es mo¨glich, das Programm um weitere Stra-
tegien zu erweitern, indem die konkrete Klasse fu¨r eine Strategie von der ent-
sprechenden Basisklasse abgeleitet wird und in main eine Option zur Auswahl
dieser Strategie eingebaut wird.
Verzeichnisbaum Wie in dem Verzeichnisbaum in Abbildung A.2 zu
sehen ist, entha¨lt das Hauptverzeichnis die beiden Unterverzeichnisse doc und
src, in denen zum einen diese Ausarbeitung und zum anderen die Quelltexte
des Beispielprogramms zu finden sind. Das Unterverzeichnis src entha¨lt dabei
weitere Unterverzeichnisse fu¨r die oben erwa¨hnten Klassen und die Unterver-
zeichnisse Misc und Test. In Misc befinden sich diverse Hilfsfunktionen, wobei
in convert.{cc|h} Funktionen zur Wort- und Zahltransformation enthalten
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sind, die sich an Abschnit 1.3 orientieren. Die anderen Hilfsfunktionen werden
nicht weiter beschrieben, da sie hier nur nebensa¨chliche Details darstellen. Auf
Test wird im na¨chsten Abschnitt A.2 eingegangen.
doc SecLog.ps
src SecLog CSecLog.{cc|h},
CPKHash.{cc|h}, CPKRandom.{cc|h},
CPK.{cc|h}, CPKWrap.{cc|h}
SymChiffre
AsymChiffre CAsymChiffre.{cc|h},
CRSA.{cc|h}
Hash CHash.{cc|h},
CMD5.{cc|h}
Misc CBytes.{cc|h}, CDebug.{cc|h},
CObject.{cc|h}, CRandom.{cc|h},
Easy.h, IO.{cc|h},
convert.{cc|h}, math.{cc|h}
Test ../seclog, su
Makefile,
main.cc,
seclog
Abbildung A.2: Verzeichnisbaum
Compilieren Zum Compilieren des Programms wird fu¨r Langzahl-Arith-
metik ein Datentyp Integer beno¨tigt. Dieser wird zum Beispiel vom libg++-
2.8.1.1a-Zusatz zur libstdc++ des GNU-Projekts bereitgestellt. Das Com-
pilieren selbst wird mit Hilfe eines Makefiles gesteuert, das fu¨r GNU Make
version 3.76.1 angelegt wurde. Der dabei aufgerufene C++-Compiler g++
des GNU-Projekts sollte mindestens in version 2.95.1 vorliegen.
Nach dem Wechsel in das Unterverzeichnis src kann dort durch Aufruf von
make
das Programm compiliert werden, das dabei in der ausfu¨hrbaren Datei seclog
abgelegt wird. Die Anwendung des Programms wird im na¨chsten Abschnitt A.2
beschrieben.
A.2 Anwendung
Nach der Beschreibung der Implementierung des Beispielprogramms im vorhe-
rigen Abschnitt A.1 folgt nun eine kurze Beschreibung seiner Anwendung.
Die Benutzerschnittstelle des Programms beschra¨nkt sich auf das Notwen-
digste und sollte vor allem schnell zu implementieren sein. Sie hat dabei folgende
Syntax:
seclog [option] <pMin> <qMin> <tMax> <logfile> <entries>
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Bei den weiteren Erla¨uterungen dieser Syntax muß zwischen
• dem Anfu¨gen von Eintra¨gen an eine Log-Datei und
• dem U¨berpru¨fen der Eintra¨ge in einer Log-Datei
unterschieden werden.
Anfu¨gen Die Initialisierung einer neuen Log-Datei <logfile> erfolgt
automatisch, wenn <logfile> beim Anfu¨gen der Eintra¨ge <entries> noch
nicht existiert. Außerdem wird in diesem Fall fu¨r die Klasse CRSA ein neues
Schlu¨sselpaar aus o¨ffentlichem und privatem Schlu¨ssel erzeugt. Dieses wird in
<logfile>.pub und <logfile>.pri getrennt abgelegt. Dabei ist darauf zu ach-
ten, daß der private Schlu¨ssel in <logfile>.pri vom Rechner zu entfernen ist
und fu¨r eine spa¨tere U¨berpru¨fung von <logfile> extern aufgehoben werden
muß.
Die Erzeugung von Schlu¨sseln fu¨r das RSA-Public-Key-Kryptosystem ori-
entiert sich an dem in [Wa¨t99b] auf Seite 76 beschriebenen Algorithmus 5.2.3.
Dafu¨r muß mittels der Parameter <pMin> und <qMin> die minimale Anzahl der
Dezimalstellen (La¨nge, Gro¨ße) der Primzahlen p und q angegeben werden und
mittels des Parameters <tMax> die maximale La¨nge von ggT (p− 1, q − 1). Au-
ßer zum Erzeugen neuer Schlu¨sselpaare sollten diese Parameter auf 0 gesetzt
werden.
Mittels option muß eine der implementierten Realisierungsmo¨glichkeiten
fu¨r <logfile> ausgewa¨hlt werden:
• -h — Einweg-Hashfunktion aus 4.4.1,
• -r — Zufallsfolgengenerator fu¨r Zusatzinformation aus 4.4.3,
• -p — Zufallsfolgengenerator fu¨r Schlu¨sselpaar aus 4.4.3 und
• -w — einhu¨llendes Prinzip aus 4.4.4.
Diese darf beim Anfu¨gen neuer <entries> an <logfile> nicht gea¨ndert werden,
da es sonst zu undefinierten Zusta¨nden kommen kann.
Beim Initialisieren einer neuen Log-Datei, die mittels einer Einweg-Hash-
funktion gesichert werden soll (option: -h), wird ein zufa¨lliger Initialisierungs-
Hashwert erzeugt und ausgegeben. Dieser muß außerhalb des Rechners notiert
werden, da er bei einer spa¨teren U¨berpru¨fung mit dem ersten Wert in der Liste
der ausgegebenen Hashwerte u¨bereinstimmen muß. Analog dazu gilt dies auch
fu¨r die Werte, die bei der Sicherung mittels einem Zufallsfolgengenerator fu¨r
Zusatzinformation (option: -r) und bei der Sicherung mittels des einhu¨llenden
Prinzips (option: -w) ausgegeben werden.
U¨berpru¨fung Fu¨r die U¨berpru¨fung der Eintra¨ge einer Log-Datei muß
seclog diesmal ohne <entries> aber sonst wie beim Anfu¨gen aufgerufen wer-
den. Dabei ist darauf zu achten, daß die U¨berpru¨fung auf einem vertrauens-
wu¨rdigen Rechner stattfindet. Desweiteren muß sich <logfile>.pri im glei-
chen Verzeichnis befinden, wie <logfile>, da <logfile> sonst zum U¨berpru¨fen
nicht entschlu¨sselt werden kann.
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Die U¨berpru¨fung wird mit 0 abgeschlossen, wenn kein Fehler gefunden wur-
de, und mit 1, wenn ein Fehler erkannt wurde. Es ist dabei darauf zu achten, daß
die erste ausgegebene private Zusatzinformation mit der bei der Initialisierung
ausgegebenen privaten Zusatzinformation u¨bereinstimmen muß.
Befehle einhu¨llen Im Unterverzeichnis Test zeigt die Batch-Datei su,
wie ein existierender Befehl eingehu¨llt werden kann, um dessen Aufruf zu pro-
tokollieren, ohne daß der Befehl selbst gea¨ndert werden muß. Es muß dabei
nur dafu¨r Sorge getragen werden, daß die Batch-Datei nicht umgangen werden
kann.
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