Abstract-In this paper, the controllability problem is addressed for temporally switching networks and the associated temporally switching systems. The state controllability criterion of temporally switching systems is firstly obtained, which stands for structural controllability of temporally switching networks with the same structure. With a new temporal interpretation of the dilation and intersection concepts, some algebraic and graphic criteria are precisely derived. Specifically, it reveals that the essence for the structural controllability is the existence of n temporally independent walks (the n-walk theory), which generalizes the classical concept of cactus in graph theory to temporal networks. Furthermore, from the perspective of the new n-walk theory, its uniqueness makes the notion of strong structural controllability more precise and clearer for temporal networks. This comprehension of the (strong) structural controllability concept not only is of particular advantage for more in-depth studies of network control problems, but also provides useful guidance for constructing controllable temporal networks.
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I. INTRODUCTION

U
NDERSTANDING the interplay between the topology and dynamics of complex networks has received extensive attention and gained flourishing advances [1] - [3] , particularly in biology, engineering and economics. To uncover the impact of the network topology on its performance such as synchronization, pinning control has been widely studied, which has many practical applications [4] - [8] . Before discussing pinning control of a network, the first question would be whether or not the network is controllable. And it is well known that an answer to this question depends on the topology of the network. Therefore, the classical notion of system controllability for a complex network has attracted a renewal of interest in recent years, as further reviewed below.
With the mathematical notion of "state controllability" of dynamical systems in control theory [9] , network controllability is of particular relevance today, which determines if the network state could be steered to any desired final state from any initial state. To avoid the influence of numerical errors and to highlight the importance of system structures, the concept of "structural controllability" was introduced by Lin [10] , where an underlying assumption is that each entry in the system controllability matrix is identified as either a fixed zero or a free parameter. Whenever the state controllability can be ensured by one admissible numerical realization of those free parameters, the system is structurally controllable. It is important to note that the concepts of "state controllability" and "structural controllability" are intrinsically closely-related but non-equivalent, and one is not a special case of the other [11] , [12] . The present paper mainly studies structural controllability of temporally switching networks, and shows the important role of the characteristics of the network structure in network controllability.
It is possible that a system or a network is not state controllable even if it is structurally controllable [12] . In an attempt to prevent the occurrence of such cases, Mayeda and Yamada [13] introduced the concept of strong structural controllability, showing that a strongly structurally controllable system is always state controllable. In the pursuit of higher reliability for engineering applications, some efforts have been devoted to guaranteeing the strong structural controllability. For this purpose, Jarczyk et al. [14] suggested a spanning cycle family as a graphic criterion, and Chapman et al. [15] developed a constrained matching scheme for bipartite graphs. In addition, zero forcing sets received much attention in the study of strong structural controllability [16] , [17] .
Applications of network controllability include human brain networks (e.g., [18] ), multi-agent networks (e.g., [19] ) and biomolecular networks (e.g., [20] ). In the real world, complex networks are mostly varying with time. In communication networks, contact patterns among individuals such as emailing and telephoning are typically temporal [21] . As such, temporal networks become an important yet challenging research topic for further investigations, since conclusions on static networks may not be applicable to temporal networks. The control of networks with time information [22] - [25] attracts more and more attention recently (a latest survey refers to [25] ). In previous studies on temporal structural controllability, the concept of controlling centrality was defined and used to determine whether a node is worth being controlled. It had been applied to analyze real-world dynamic contact network data [22] .
Considering the irreversibility of time, it should be emphasized that the deterministic chronological order in a temporally switching network is the essential distinction from the familiar switched systems [26] .
The main contribution of this paper is the new n-walk theory, which reveals the essence of structural controllability. In terms of topological characteristics of a temporal network, the concept of temporal walk is introduced to study the structural controllability of a network with time information. It also explains the underlying mechanism of the cactus structure [10] and matching method [11] , [15] for static networks. The uniqueness of the n-walk links structural controllability and strong structural controllability together. It is important to note that this n-walk theory characterizes n temporal walks under some constraint conditions, which is completely different from the notion of a static walk with length k [27] . Furthermore, comparing with previous works on structural controllability [22] (and references therein), the study of this work is not restricted to the scenario with only one controller.
The remainder of this paper is structured as follows. In Section II, matrix exponentials, graph theory and temporally switching networks are briefly introduced as preliminaries. The problem to be studied is then formulated, also in Section II. In Section III, Theorem 1 for state controllability of a linear temporally switching system is established, which provides the cornerstone for the following discussions. In Section IV, based on the exact expression of the proposed controllability matrix, structural controllability of temporally switching networks is studied. In Section V, numerical examples are given to illustrate and verify previous theoretical results. Section VI extends the above studies to the setting of strong structural controllability, and highlights the relationship between structural controllability and strong structural controllability. Finally, Section VII concludes the paper.
II. PRELIMINARIES AND PROBLEM FORMULATION
Let · be the Euclidean norm on R n , | · | be the cardinality of a finite set, and mod(x 1 , x 2 ) be the modulus after division of integer x 1 by integer x 2 . A ⊗ B is the Kronecker product of matrices A and B.
A. Matrix Exponentials
Let e X be the exponential of matrix X ∈ R n×n , which can be expressed as
The matrix exponential satisfies the following properties:
where I n is the identity matrix, det(e X ) is the determinant of e X , and tr(X) is the trace of X.
B. Graph Theory and Temporally Switching Networks
A directed temporal network is represented by a set of triplets edge (i, j, δ ij ), where i, j belong to the node set {1, 2, . . . , n} connected by edge (i, j) from i to j, and δ ij ⊆ R 2 denotes the duration of the temporal edge. Let T = [min( δ ij ), max( δ ij )] denote the duration of the entire temporal network. By ordering the time windows, one can recast T into
Definition 1 (Temporally Switching Network): A temporally switching network G is characterized by a node set {1, 2, . . ., n}, a static network topology set composing of G 1 , G 2 , . . . , G m in a specified order in time, where G k (and G m ) exists only during
The adjacency matrix of G k is an n × n matrix with entries
Thus, a ji (k) represents the directed edge from node i to node j on the time interval
In the graphic representation of a temporally switching network, a temporal walk is defined as a sequence of altering nodes and edges in a certain manner [28] .
Definition 2 (Temporal Walk): In a temporally switching network, a temporal walk from node i to node j is defined as a sequence of edges
with n 0 ≡ i, n L ≡ j, and an increasing sequence of numbers
Positive integer L is the length of this walk.
As a simple example, in Fig. 1 
is a temporal walk "1 4", which starts from node 1 and ends at node 4, and will be simply called a walk hereinafter. It is clear that a walk has already involved a strict chronological order of edges.
For the temporally switching network shown in Fig. 1(c) , the temporal network in Fig. 1(b) changes its structure from G 1 to G 4 determinately. These four static network topologies are determined by all edges and their temporal durations shown in Fig. 1(a) . Take the temporal network in Fig. 1(b) for instance. Control signal will never be received by node 3 during [t 0 , t 4 ], if the control signal is added to node 4. But in a conventional linear switched system, a switching path can be designed as G 2 → G 1 → G 2 , or some other combination, such that there is a walk form node 4 to node 3. It indicates that the accessibility in a temporally switching network is determined by the connectivity nature of the given network. This may eliminate certain sub-structures of some static topologies, needed to guarantee the accessibility in switched systems, but they are unaccessible in temporally switching networks due to the time irreversibility.
Moreover, in a temporal network, edges appear and disappear, instead of their weights, in a temporal manner. For this reason, the S-dilation [26] may lose its function. An intuitional explanation for a temporally switching network with three topologies is shown in Fig. 1(d) . The colored union graph [26] of G 1 , G 2 , G 3 has no S-dilation at all. Because the weights of edge (i, j, δ ij ) are constant, node 3 and node 4 always receive proportional signals in the temporal network. As a result, and as well known today, linear switched systems cannot be used to study temporally switching networks directly.
C. Controllable Linear Temporally Switching Systems
Consider a linear temporally switching system of the forṁ
where x(t) ∈ R n is the state vector, u(t) ∈ R r is the input vector, B ∈ R n×r is the input matrix, and the entries of the state matrix A(t) : R → R n×n are piecewise constant functions
Definition 3: The linear temporally switching system (4) is (completely) state controllable on the time interval [t 0 , t m ] if, for any given initial state x 0 at t 0 , there exists an input signal
This definition is derived from the linear time-varying setting in [29] . A temporally switching system with fixed external inputs will be simply represented by a pair (A(t), B) hereafter. In fact, (A(t), B) will be described by matrix pair (A i , B) (and (A m , B)) when t belongs to
III. STATE CONTROLLABILITY OF LINEAR TEMPORALLY SWITCHING SYSTEMS
Some criteria for the state controllability of linear temporally switching systems are firstly established in this section.
For the linear temporally switching system (4), the Gramian matrix is defined by
where
and
and the controllability matrix C is obtained as
where C i is the controllability matrix (A n−1 i
B, . . . , A i B, B) of the static network on the ith time intervals
Theorem 1: The linear temporally switching system (4) is state controllable on time interval [t 0 , t m ] if and only if its Gramian matrix is nonsingular, or equivalently its controllability matrix has full rank.
Proof: The proof is given into two parts. The first part is to address the Gramian matrix; the second part is to address the controllability matrix.
For the Gramian matrix: As the entries of the state matrix A(t) are piecewise constant functions of t, the state vector function is obtained as
Thus
where the input signals on various intervals have been consolidated intô
The sufficiency follows immediately by setting:
using the nonsingular matrix W [t 0 , t m ], with initial state x(t 0 ) and final state x(t m ) = 0.
To show the necessity, assume that the system is state controllable but W [t 0 , t m ] is singular. Then, there exists a nonzero α ∈ R n such that
which implies that
Since · is the Euclidean norm, one has
In the meantime, since the system is state controllable, by letting x(t m ) = 0 and
one has
Thus, solving the above equation yields
It then follows that:
Thus, (12) implies β = 0. Based on the properties of the matrix exponential (2), from (15) one has α = 0, which is a contradiction. For the controllability matrix: Sufficiency: For a proof by contradiction, suppose that rank(C) = n but the system (4) is not state controllable. By the proof for the Gramian matrix, W [t 0 , t m ] is singular. Thus, (14) implies that one can choose a nonzero γ ∈ R n such that
From the νth
Since
It means that, for all i = 1, 2, . . . , m
Therefore, γ T C = 0, which contradicts the condition of rank(C) = n.
Necessity: Assume rank(C) < n. Then, there exists a nonzero ξ ∈ R n such that ξ T C = 0. It follows from the properties of matrix exponential (1) that:
Because ξ = 0, W [t 0 , t m ] must be singular. It contradicts the nonsingularity of the Gramian matrix.
It is noted that the nonsingular Gramian matrix is positive definite. Theorem 1 establishes a necessary and sufficient condition for systems (4) with a piecewise constant matrix A. The exact expression of the controllability matrix obtained from Theorem 1 is important and easy to use.
IV. STRUCTURAL CONTROLLABILITY OF TEMPORALLY SWITCHING NETWORKS
In this section, the concept of "same structure" of two systems mentioned in [10] will be extended from systems to temporally switching networks. To that end, some conditions will be established for the structural controllability of temporally switching networks.
For notational simplicity, from now on, a temporally switching network with fixed external inputs will be simply represented by a pair (A, B) hereafter. With the Definition 1, (A, B) could be described by matrix pair
(A, B) also represents a parametric network in the sense that each a ji (k) has either fixed zero or free parameter. The corresponding input matrix B ∈ R n×r describes the connection relation between the external input nodes and the other network nodes. A network node is temporally accessible if and only if there exists a walk starting from some node with an external controller and ending at this node; otherwise, this node is unaccessible. An external controller will be called an external input node hereafter.
Definition 4: Temporally switching network (A, B) and temporally switching system (A o (t), B) have the same structure, if they have the same number of adjacency matrices, i.e., A 1 , A 2 , . . . , A m and A o1 , A o2 , . . . , A om , and moreover each adjacency matrix A i has the same structure as A oi , for all i = 1, 2, . . . , m.
Remark 1: As stated in [10] , matrix A has the same structure as A o , of the same dimensions, if for every fixed (zero) entry of the matrix A, the corresponding entry of the matrix A o is fixed (zero) and, likewise, for every fixed (zero) entry of A o , the corresponding entry of A is also fixed (zero). For the same structure of temporally switching network (A, B) and temporally switching system (A o (t), B) defined in Definition 4, it means that matrix A i has the same structure as A oi (i = 1, 2, . . . , m) as defined in [10] .
Due to the properties of the matrix exponential (2), the rank of the nonsingular C in (18) is unaffected by future changes of the network structure. Thus, without loss of generality, assume that if the structural controllability holds at some time, then it holds until time t m . Later, the duration [t 0 , t m ] is omitted for brevity if it is not necessary to show.
Definition 5: A temporally switching network G represented by (A, B) with fixed external inputs is structurally controllable, if there exists a state controllable linear temporally switching system in the form of (4) with the same structure as (A, B) .
In other words, the structural controllability of the network G can be guaranteed if the nonsingularity of the controllability matrix could be ensured by an admissible parameter realization of (A, B) .
Using equations (1) and (18), one can rewrite the controllability matrix C as follows: 1  1   B, . . . , A 1 B, B , . . . ,
To interpret (25) from the graph-theoretic perspective, the accessibility of each network node, starting from an external input node in every moment, is described by the corresponding row of the controllability matrix C. Thus, the structural controllability guarantees that the linear dependence in accessibility can be avoided. It also means that the controllability matrix C is not always singular.
To facilitate the subsequent analysis, rewrite (25) as
where R ∈ R n m r×mnr is the combination coefficient matrix corresponding to those block matrices in C 0 in the decomposition of C. It is obvious that rank(C) ≤ rank(C 0 ).
For any node subset S ⊂ N (G), where N (G) is the node set of G, denote its upstream node set by T (S); that is,
Definition 6 (Temporal Dilation): A pattern is a column vector in R n that describes the connections among some nodes in S and one of their upstream node in T (S). A reachable pattern is a column vector in R n that describes the connections among all nodes in S and one of their upstream nodes in T (S). Two reachable patterns are linearly independent if their column vectors are linearly independent. The graph of (A, B) contains a temporal dilation, if there is a subset S such that it has less than |S| linearly independent reachable patterns in all static network topologies for all possible admissible numerical realizations.
One example is shown in Fig. 2(a) rank
where column vectors (0, a 2,1 , a 3,1 , 0) T , (0, a 2,1 , 0, a 4,1 ) T and (0, 0, a 3,1 , a 4,1 ) T are three reachable patterns of the node set {2, 3, 4}, and they are linearly independent for any nonzero admissible numerical realization. Note that external input nodes are not allowed to belong to S but may belong to T (S). It should also be emphasized that for a specific edge(i, j, δ ij ), its weight can maintain the same value through the whole process. This is a distinguished characteristic between the temporal dilation defined here and the S-dilation defined in [26] . If there are three reachable patterns (0, a 2,1 , a 3,1 , a 4,1 ) T , ( Theorem 2: If a temporally switching network G with fixed external inputs is structurally controllable, then the graph of (A, B) contains neither temporal dilation nor unaccessible nodes.
Proof: According to Definition 5, the controllability matrix C could have a full rank by giving suitable values to a group of matrix parameters. Thus, it follows from (27) that:
If the graph of (A, B) contains a temporal dilation, then one can assume without loss of generality that the node set {1, 2, . . . , |S|} has less than |S| linearly independent reachable patterns. Hence, the first |S| rows of C 0 are linearly dependent since one can never find |S| linearly independent columns therein. This contradicts equation (28) .
If the graph of (A, B) contains unaccessible nodes, then one can assume without loss of generality that node 1 is an unaccessible node. Thus, the first row of C will be all zero, which also contradicts equation (28) .
The description of Theorem 2 is no longer a necessary and sufficient condition as it is for linear time-invariant systems (or static networks). In the controllability matrix C, each column stands for a group of walks (with the same length) starting from the same external input node. However, what one is now confronting is an integration of all feasible temporal walks on a temporally switching network, rather than remaining within a static network. The following discussion will reveal the underlying reason.
Definition 7 (Intersection): In the graph of (A, B) , there exists an intersection between two temporal walks, which start from some external input node(s) and end at different network nodes, if they meet at a certain common intermediate node on their paths. Fig. 2(b) depicts a simple example of intersection. As stated in Theorem 2, there are n linearly independent column vectors in C 0 since the graph of (A, B) has neither temporal dilation nor unaccessible nodes. But this may not guarantee the structural controllability for a temporally switching network, because those linearly independent column vectors of C 0 are likely to be combined by R into linearly dependent columns in C, as can be seen from equation (26) .
Note that each column vector of C is in a compact form of all feasible walks, which describes accessible walks starting from the same external input node at the same moment while ending at different accessible network nodes. Moreover, the associated linear combination coefficients in R in (26) are dependent on the instants t 0 < t 1 
Without loss of generality, assume that two walks "u v" and "p q" meet at a common node "o" (o = q = v). Then, both "u o q" and "p o v" exist as well. Moreover, "u o accessible node w" will share exactly the same common part "o accessible node w" with "p o accessible node w". Thus, one can sort "o accessible node w" with starting node u (and p) and their instant-dependent coefficients into a column vector, denoted as η (u)o (and η (p)o ). It is obvious that η (u)o = η (p)o . Meanwhile, η (u)o and η (p)o are constructed in the same way as the column vectors of C. Thus, one should concern about the coefficients of those walks in R in equation (26) . Actually, these coefficients are determined by all e (t i −t i−1 )A i . For example, the instant-dependent coefficient of a temporal walk a 4,3 (4)a 3,2 (3)a 2,3 (2)a 3,2 (2)a 2,1 (1), which is
has already been involved in the column vector. Corollary 1: With no temporal dilation, two walks "u v" and "p q" contain an intersection at a common node "o" if and only if there exist η (u) 
Proof: Sufficiency: It follows directly from Definition 7. Necessity: Assume that two walks contain no intersection. Based on Definition 7, "u o" and "p o" cannot meet at node "o" at a same instant. Thus, it suffices to consider the case that all walks in η (u)o have different instant-dependent coefficients from all walks in η (p)o . Further, these coefficients are determined by a series expansion with all e (t i −t i−1 )A i . For any realization at t 0 < t 1 < t 2 < · · · < t m−1 < t m , η (u)o = η (p)o = 0 cannot be guaranteed; therefore, the existence of an intersection is necessary.
Definition 8 (Temporally Independent Walks):
Two walks are temporally independent if they contain neither temporal dilation nor intersection. If there exist n temporally independent walks starting from r (1 < r ≤ n) external input nodes and ending at n different network nodes, then they together are called an n-walk.
With the above definitions and the corollary, one of the main results of this paper is now summarized as follows.
Theorem 3: A temporally switching network G of size n with fixed r (1 < r ≤ n) external inputs is structurally controllable if and only if there exists an n-walk in the graph of (A, B) .
Proof: Necessity: By Definition 5 and Theorem 2, the graph of (A, B) contains neither temporal dilation nor unaccessible node. With any admissible parameter realization, the controllability matrix C is nonsingular. Thus, a full-rank matrix D ∈ R n×n can be constructed by choosing n columns from C. Moreover, one can split det(D) into several nonzero determinants as follows:
where D i has exactly one nonzero entry in each row and in each column, but zeros elsewhere. Any nonzero determinant can be interpreted as an n-walk, starting from external input nodes and ending at n different network nodes, corresponding to their instant-dependent coefficients. There must exist at least one determinant satisfying
By Corollary 1, if there is an intersection between any two walks in D i , then det(D i ) will be eliminated by another determinant associated with this intersection. Therefore, it follows from (30) that there must be n temporally independent walks starting from external input nodes and ending at n different network nodes. Sufficiency: Conversely, assume that the condition is not sufficient. Then, there exists an n-walk but the network (A, B) is not structurally controllable. Thus, no admissible parameter realization could guarantee the controllability matrix C be nonsingular. Consequently, any D constructed by using any n column vectors from C is always singular. In other words, any two column vectors of D are linearly dependent Thus, any det(D i ) = 0, split from det(D), can always be eliminated by another determinant. These two determinants are opposite in sign to each other because of the reversed sequences in their two corresponding columns. According to Corollary 1, any pair of n temporal walks will contain at least one intersection. In other words, there exists no n-walk. This is a contradiction.
To have a better intuitive understanding of Theorem 3, a simple example is shown in Fig. 3 to illustrate the n-walk. In temporally switching network G, nodes 1, 2, 6 are controlled directly by three independent external control inputs (i.e., only
7×3 are nonzero), and the network topology switches temporally along with G 1 → G 2 → G 3 . The related n-walk, which consists of " a 5,4 a 4,1 b 1,1 , b 1,1 , a 3,2 b 2,2 ,  a 7,2 b 2,2 , b 2,2 , a 4,6 b 6,3 , b 6,3 ", is highlighted by blue orbits. The nonsingularity of the controllability matrix could be verified with all unity parameters. It reveals that each network node has its own channel to receive external control input.
Corollary 2: A temporally switching network G with fixed external inputs is structurally controllable if there exists a fullrank matrix
associated with an admissible parameter realization. Proof: Because the matrix C has a full rank, there exist n temporally independent walks, starting from external input nodes and ending at n different network nodes. The conclusion follows from Theorem 3.
Actually, these n temporally independent walks do not have multiple crossing structures. That is the reason why Corollary 2 provides only a sufficient condition. By the essence of Theorems 3 and Corollary 2, the maximum matching algorithm for static networks [11] is a walk searching process.
Finally, one more sufficient condition is given. Corollary 3: A temporally switching network G with fixed external inputs is structurally controllable if there exists an i ∈ {1, 2, . . . , m} such that
with an admissible parameter realization. Proof: It follows directly from Corollary 2. Finally, two remarks are in order. Remark 2: It can be deduced as a particular case from Theorem 3 that, to guarantee the structural controllability of a temporally switching network G, the minimum number of external input node should satisfy the following relationship:
where r i is the minimum number of external input node that can ensure the structural controllability of G i , i = 1, 2, . . . , m, and r 0 is the number of zero in-degree nodes in network G. Remark 3: It is worth noting that the existence of temporal dilation, unaccessible node and intersection depends not only on the network structure but also on the nodes to which the external inputs are placed.
V. A COMPUTATIONAL EXAMPLE
Here, symbolic computations are employed to show that the structural controllability by using Definition 5 is equivalent to that by using Theorem 3.
Consider two temporally switching networks with external inputs, as shown in Fig. 4 where D I and D II are constructed by appropriately choosing n = 10 columns from their corresponding controllability matrices, respectively. This indicates that adding more edges might improve the structural controllability, but never weaken it. For the former network (A I , B) , the controllability matrix C I is singular when parameters are chosen as
= a 6,5 = a 7,3 = a 7,8 = a 8,7 = a 9,3 = a 10,2 = 1 which yields rank(C I ) = 9 < 10.
In other words, the network (A I , B) will not be state controllable in this setting, although it is structurally controllable.
However, for the latter network (A II , B), it is always state controllable with any choice of nonzero parameters for realization.
To avoid possible degenerate cases, even with a small probability, the concept of strong structural controllability was proposed in [13] , which is further discussed next.
VI. EXTENSION TO STRONG STRUCTURAL CONTROLLABILITY
First, recall that for linear time-invariant systems, the strong structural controllability is a strengthened version of the structural controllability that holds for arbitrary nonzero admissible parameter realizations. Recall also the graphic distinction between "spanned by cactus" [10] and "spanned by the unique serial buds cactus with no special paths" [13] .
Lemma 1 ([10]):
A system (A, B) is structurally controllable if and only if the graph G of (A, B) satisfies one of the following properties:
• G is accessible and contains no dilation.
• G is spanned by a cactus.
Lemma 2 ([13]):
A system (A, B) is strongly structurally controllable if and only if the graph G of (A, B) satisfies simultaneously the following properties:
• G is spanned by a unique serial buds cactus (s.b.c.).
• G contains no set of cycles that are reached from the external input nodes by more than one path.
Here, by C cactus and C s.b.c. the controllability matrix of (A cactus , B) and (A s.b.c. , B) , respectively. For better understanding, examples of cactus and s.b.c. are shown in Fig. 4 . The form of the controllability matrix describes all walks starting from external input nodes and ending at n network nodes. As special cases of temporally switching networks, the structural controllability of (A cactus , B) and of (A s.b.c. , B) both satisfy Theorem 3 as well.
To understand the essential distinctions between the structural controllability and the strong structural controllability, the examples in Fig. 4 Obviously, all ill-conditioned numerical realizations are caused by the weights of the circular edges. In view of Theorem 3, this happens if and only if there exist more than one realization of n temporally independent walks (n-walk).
Theorem 4: A system (A, B) is strongly structurally controllable if and only if there exist n columns in the controllability matrix of (A, B) which could compose a full-rank matrix D ∈ R n×n , and the n-walk formed by D in a corresponding network is unique. Necessity: First, consider how to choose n columns from the controllability matrix C s.b.c. to obtain the desired D. To count walks for reaching every node, the node labels are set as shown in Fig. 5(a) , and one external input node (the upstream node of node 1) is chosen as the starting node.
Consider the following sequence:
All walks with length i, i ≤ d w ≤ n, are described by the ith column of the controllability matrix of (A, e 1 ), where e 1 is the 1th column of the identity matrix I n . They are sorted to be the first d w columns of D. Similarly, one obtains other columns of D. Now, perform elementary transformation by columns, from left to right, so as to transform det(D) into a lower triangular form which has only one nonzero entry (walk of step length i) on its diagonal. Thus, it is clear that the n-walk is unique.
Initially, det(D) has only one nonzero term. Compared with the graph spanned by s.b.c., one can assume without loss of generality that only one edge z is added to the initial graph. In so doing, det(D) still has only one nonzero term while edge z is not part of the n-walk. Thus, the strong structural controllability remains valid. Otherwise, det(D) has at least one additional n-walk which contains edge z. Two walks with the same starting node and the same ending node, which are the one with edge z and the one without edge z respectively, cannot be chosen at the same time. On the aforementioned unique n-walk, which contains no edge z but contains edge a, each addition of edge z will result in a removal of edge a as shown in Fig. 5(b) .
For all nonzero determinants that are split from det(D), denote by det(D 1 ) the one that contains the largest number of edges z. The next discussion will focus on edges a and z in det(D 1 ).
If det(D 1 ) contains no a, it means that the graph of (A, B) can be spanned by another structure.
If det(D 1 ) contains a, it means that a has been passed at least twice by one walk which belongs to the aforementioned unique n-walk. Even if a is contained by a walk without z, the ending node of this walk will be shared by some walk with z. Therefore, a is located nowhere but in a cycle. Based on the structure of s.b.c, it is obvious that the ending node of a belongs to this cycle. Hence, the existence of z provides a second path for reaching a node which is located in a cycle.
Thus, according to Lemma 2, the strong structural controllability cannot hold.
Next, one example is given, as shown in Fig. 5(c) , to illustrate the vital role of a unique n-walk.
It can be verified that Obviously, det(D 1 ) shows the unique n-walk. And there is one more n-walk shown by det(D 2 ). This degenerate case can be explained as a superposition of two different n-walks. Adding more edges might lead a system to lose its state controllability despite the fact that it was (strongly) structurally controllable.
With Lemmas 1, 2, and Theorem 4, it is now readily to consider the strong structural controllability of temporally switching networks.
Definition 9: A given temporally switching network G, represented by network (A, B) with fixed external inputs, is strongly structurally controllable if (A, B) has no singular controllability with any nonzero admissible parameter realization.
Consequently, the nonsingular state controllability of a strongly structurally controllable network (A, B) can be guaranteed by a nonzero admissible parameter realization.
Corollary 4: A temporally switching network (A, B) is strongly structurally controllable if there exist n columns in the controllability matrix C (defined by (18) ) which could compose a full-rank matrix D ∈ R n×n , and the expression of det(D) has only one term.
Proof: Matrix D consists of n columns of the controllability matrix C (defined by (18) ). If the expression of det(D) has only one term, then det(D) = 0 for any nonzero numerical realization.
Because of equations (2) and (18), once the strong structural controllability holds, it will be preserved forever, so will the structural controllability.
Regarding temporally switching networks, it is worth mentioning that the single term in the expression of det(D) may not be associated with a unique n-walk. Fig. 2(a) can be seen as an example. Besides, the following example shows the latent inhomogeneity included by this single term: From the perspective of series expansions, the exponential entries of matrix D represents a combination of all possible walks. However, they cannot be evaluated through the examination of the single term a 
VII. CONCLUSION
In this paper, the controllability matrix is obtained firstly from the state controllability of temporally switching systems, which offers a criterion of state controllability of piecewise constant linear time-varying systems (4) . Based on the analyses of the controllability matrix and the notion of same structure, some necessary and/or sufficient conditions have been derived for the (strong) structural controllability of temporally switching networks. Temporal dilation and unaccessible nodes are investigated, revealing the reason why such sub-structures are not allowed. Intersection, existing due to the switching structure, is proved to play a negative role in the structural controllability, and the existence of n temporally independent walks is the nature of the structural controllability. Moreover, the graph of structurally controllable (A, B) is always spanned by such n-walks, and vice versa. The strong structural controllability for static networks (or systems) is equivalent to the uniqueness of n-walk, but this uniqueness is only sufficient condition to ensure the strong structural controllability of temporally switching networks (or systems). The uniqueness of the n-walk explains that a network with a more complicated structure is more difficult to be controlled, because different n-walks may cancel each other out and even give rise to a singular controllability matrix.
