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Abstract
Analytic approximations of functions of Cayley-Dickson variables
are investigated. The case of functions of complexified Cayley-Dickson
variables is also encompassed. Moreover, extensions of functions of
Cayley-Dickson variables are studied. 1
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1 Introduction.
The theory of approximations and extensions of differentiable functions of
real or complex variables is important for studies of real or complex manifolds
and boundary value problems of PDEs (see, for example, [8]-[11, 13, 14, 25,
27, 31] and references therein).
On the other hand, since the years 2000-th hypercomplex analysis over
Cayley-Dickson algebras began to be developed. In particular, it includes
analysis over octonions. It has found many applications in mathematical
analysis, partial differential equations, mathematical physics, noncommu-
tative geometry and natural sciences (see [1, 2], [4, 6]-[7, 12, 17, 20]-[24]
and references therein). Founders of quantum field theory such as Yang
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and Mills formulated a problem of developing analysis over octonions and
Cayley-Dickson algebras for studying physical problems. As it was shown in
[16, 20]-[21] a differentiability of functions in terms of the word algebra [3, 26]
provides abundant families of functions of octonion and Cayley-Dickson vari-
ables in comparison with the classical differentiability.
Extensions of differentiable functions of real variables were described in
the paper [30].
In this article analytic approximations of functions of Cayley-Dickson
variables are investigated. The case of functions of complexified Cayley-
Dickson variables is also encompassed. Moreover, extensions of functions of
Cayley-Dickson variables are studied. The main results are Theorems 6-8
about analytic extensions.
The main results of this paper are obtained for the first time.
2 Analytic approximations and extensions.
For avoiding misunderstandings we first remind definitions and notations. A
reader familiar with octonions and Cayley-Dickson algebras may skip Notes
0 and 1.
0. Note. The algebra O of octonions (octaves, the Cayley algebra) is
defined as an eight-dimensional nonassociative algebra over R with a basis,
for example,
(1) b3 := b := {1, i, j, k, l, il, jl, kl} such that
(2) i2 = j2 = k2 = l2 = −1, ij = k, ji = −k, jk = i, kj = −i, ki = j,
ik = −j, li = −il, jl = −lj, kl = −lk;
(3) (α + βl)(γ + δl) = (αγ − δ˜β) + (δα + βγ˜)l
is the multiplication law in the octonion algebra O for each α, β, γ, δ ∈ H,
where H denotes the quaternion skew field, ξ := α+βl ∈ O, η := γ+δl ∈ O,
z˜ := v − wi− xj − yk for z = v + wi+ xj + yk ∈ H with v, w, x, y ∈ R.
The octonion algebra is neither commutative, nor associative, since (ij)l =
kl, i(jl) = −kl, but it is distributive and R1 is its center. If ξ := α+βl ∈ O,
then
(4) ξ˜ := α˜− βl is called the adjoint element of ξ, where α, β ∈ H. Then
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(5) (ξη).˜ = η˜ξ˜, ξ˜ + η˜ = (ξ + η).˜ and ξξ˜ = |α|2 + |β|2,
where |α|2 = αα˜ such that
(6) ξξ˜ =: |ξ|2 and |ξ| is the norm in O. Therefore,
(7) |ξη| = |ξ||η|,
consequently, O does not contain divisors of zero (see also [12, 15, 28, 29]).
The multiplication of octonions satisfies equations (8, 9) below:
(8) (ξη)η = ξ(ηη),
(9) ξ(ξη) = (ξξ)η,
that forms the alternative system. In particular, (ξξ)ξ = ξ(ξξ). Put ξ˜ = 2a−
ξ, where a = Re(ξ) := (ξ + ξ˜)/2 ∈ R. Since R1 is the center of the octonion
algebraO and ξ˜ξ = ξξ˜ = |ξ|2, then from (8, 9) by induction it follows, that for
each ξ ∈ O and each n-tuplet (product), n ∈ N, ξ(ξ(...ξξ)...) = (...(ξξ)ξ...)ξ
the result does not depend on an order of brackets (order of multiplications),
hence the definition of ξn := ξ(ξ(...ξξ)...) does not depend on the order of
brackets. This also shows that ξmξn = ξnξm, ξmξ˜m = ξ˜mξn for each n,m ∈ N
and ξ ∈ O.
Apart from the quaternions, the octonion algebra can not be realized
as the subalgebra of the algebra M8(R) of all 8 × 8-matrices over R, since
O is not associative, but the matrix algebra M8(R) is associative (see, for
example, [1, 15, 28, 29]). There are the natural embeddings C →֒ O and
H →֒ O, but neither O over C, nor O over H, nor H over C are algebras,
since the centers of them are Z(H) = Z(O) = R equal to the real field.
We consider also the Cayley-Dickson algebras An over R, where 2
n is its
dimension over R. They are constructed by induction starting from R such
that An+1 is obtained from An with the help of the doubling procedure, in
particular, A0 := R, A1 = C, A2 = H, A3 = O and A4 is known as the
sedenion algebra [1]. The Cayley-Dickson algebras are ∗-algebras, that is,
there is a real-linear mapping An ∋ a 7→ a
∗ ∈ An such that
(10) a∗∗ = a,
(11) (ab)∗ = b∗a∗ for each a, b ∈ An. Then they are nicely normed, that
is,
(12) a+ a∗ =: 2Re(a) ∈ R and
(13) aa∗ = a∗a > 0 for each 0 6= a ∈ An. The norm in it is defined by the
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equation:
(14) |a|2 := aa∗.
We also denote a∗ by a˜. Each non-zero Cayley-Dickson number 0 6= a ∈
An has a multiplicative inverse given by a
−1 = a∗/|a|2.
The doubling procedure is as follows. Each z ∈ An+1 is written in the
form z = a + bl, where l2 = −1, l /∈ An, a, b ∈ An. The addition is
componentwise. The conjugate of a Cayley-Dickson number z is prescribed
by the formula:
(15) z∗ := a∗ − bl.
The multiplication is given by:
(16) (a+ bl)(c + dl) = (ac− d˜b) + (da+ bc˜)l
for each a, b, c, d in An.
1. Note. By {i0, i1, ..., i2r−1} is denoted the standard basis of the Cayley-
Dickson algebra Ar = Ar,R over the real fieldR such that i0 = 1, i
2
l = −1 and
ilik = −ikil for each l 6= k with 1 ≤ l and 1 ≤ k. For r ≥ 3 the multiplication
of them is generally nonassociative (see also Note 0). In particular A3 is
the octonion algebra. Henceforth the complexified Cayley-Dickson algebra
Ar,C = Ar ⊕ (Ari) also is considered, where i
2 = −1, ib = bi for each
b ∈ Ar, 2 ≤ r < ∞. This means that each complexified Cayley-Dickson
number z ∈ Ar,C can be written in the form z = x + iy with x and y in
Ar, x = x0i0 + x1i1 + ... + x2r−1i2r−1, while x0, ..., x2r−1 are in R. The real
part of z is Re(z) = x0 = (z + z
∗)/2, the imaginary part of z is defined as
Im(z) = z−Re(z), where the conjugate of z is z∗ = z˜ = Re(z)−Im(z). Thus
z∗ = x∗ − iy with x∗ = x0i0 − x1i1 − ...− x2r−1i2r−1. Then |z|
2 = |x|2 + |y|2,
where |x|2 = xx∗ = x20 + ... + x
2
2r−1.
If U is a domain in Fl2
r
, then to to each vector u = (u0, ..., u2r−1) ∈ U
a unique Cayley-Dickson number z = zˆ(u) = u0i0 + u1i1 + ... + u2r−1i2r−1 is
posed, where either F = R or F = C, uj ∈ F
l for each j = 0, ..., 2r − 1;
l ∈ N. This gives a domain V = {z : z = zˆ(u), u ∈ U} in Alr,F. Vise versa
to each Cayley-Dickson number z ∈ V a unique vector π(z) = uˆ(z) = u ∈ U
corresponds:
(1.1) uj = πj(z) for each j, where πj : A
l
r,F → F
l is a F-linear operator
given by the formulas:
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(1.2) πj(z) = (−zij + ij(2
r − 2)−1{−z +
∑2r−1
k=1 ik(zi
∗
k)})/2 for each j =
1, 2, ..., 2r − 1,
(1.3) π0(z) = (z + (2
r − 2)−1{−z +
∑2r−1
k=1 ik(zi
∗
k)})/2,
where 2 ≤ r ∈ N, z is a Cayley-Dickson vector (or a number for l = 1)
presented as
(1.4) z = z0i0 + z1i1 + ... + z2r−1i2r−1 ∈ Ar,F, zj ∈ F
l for each j =
0, ..., 2r − 1; z∗ = z0i0− z1i1− ...− z2r−1i2r−1 (see Formulas II(1.1)− (1.3) in
[23]).
In the case F = R by an Ar-analytic function f : V → Ar on a domain
V open in Alr is meant a locally analytic function f in a z-representation.
That is for each marked point ξ ∈ V an open neighborhood Vξ exists with
a phrase µ = µξ on Vξ such that f = ev(µ) on Vξ and Dz∗f(z) = 0 on V ,
where ev denotes an evaluation map of the phrase µ of a word algebra over
Alr (see Subsection 2.4 in [16] or [20]).
If F = C we consider f(z) : W → Ar,C as a function g(x, y) = f(z) with
z = x+iy, where z ∈ W ⊂ Alr,C, x and y belong to A
l
r, g =
fg, g = 0g+i 1g
with vg ∈ Ar for v = 0 and v = 1. To an open set W in A
l
r,C an open set
V in A2lr is posed. If g(x, y) is analytic in (x, y) on V , that is vg ∈ Ar is
Ar-analytic on V for v = 0 and v = 1, then f(z) will be called Ar-analytic
on W .
Therefore, functions f on domains V in Alr will be below considered with
values in Ar,F if something another will not be specified.
By a Cm function f : V → Ar,F on an open domain or a canonically closed
domain V in Alr is meant a m times continuously differentiable function in
the corresponding real variables u on U = π(V ), where 0 ≤ m ≤ ∞. A family
of all Cm functions on V with values in Ar,F is denoted by C
m(V,Ar,F). For
a function G ∈ Cm(V,Ar,F) and each |k| ≤ m the shortened notation ∂
k
zG(z)
of partial derivatives ∂
|k|G(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
0
will be used, where
k = (k(1, 0), ..., k(1, 2r − 1), ..., k(l, 0), ..., k(l, 2r − 1));
|k| = k(1, 0)+ ...+ k(l, 2r− 1); k(p, j) ∈ N0 = {0, 1, 2, ...} for each p and
j; where ∂0zG(z) = G(z) for a unification of the notation.
The prefix ”super” for superdifferentiable functions f of Ar variables will
be omitted for brevity as in [16]. If D is a differentiation operator, by df(z)
dz
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or Dzf(z) is denoted a derivative operator in the z-variable on V of an Ar-
differentiable function f : V → Ar,F;
df(z)
dz
.v or (Dzf(z)).v denote a derivative
of f along v ∈ Alr.
2. Definition. Let V be a set contained in Alr. Suppose that on V
functions fk(z) : V → Ar,F are defined for each |k| ≤ m, where
k = (k(1, 0), ..., k(1, 2r − 1), ..., k(l, 0), ..., k(l, 2r − 1)),
0 ≤ kp,j ∈ Z for each p and j, where
|k| = k(1, 0) + ...+ k(1, 2r − 1) + ...+ k(l, 0) + ... + k(l, 2r − 1).
Let also these functions satisfy the conditions:
(2.1) fk(y) =
∑
s; |s|≤m−|k|
fk+s(z)
s!
(π(y − z))s + Yk(y; z)
for each |k| ≤ m and each y and z in V , where y = (1y, ..., ly) ∈ A
l
r, py ∈ Ar
for each p = 1, ..., l; π(y) = (π(1y), .., π(ly)); π(py) = (π0(py), ..., π2r−1(py));
uk =
∏
p,j
u
k(p,j)
p,j ; s! =
∏
p,j
sp,j!
u = (u1,0, ..., u1,2r−1, ..., ul,0, ..., ul,2r−1) ∈ R
l2r ; (up,0, ..., up,2r−1) = π(py) (see
also Formulas (1.1)-(1.3)). Functions Yk are supposed to be satisfying the
conditions: for each z ∈ V and ǫ > 0 a positive number δ > 0 exists such
that for every x and y in V with |x− z| < δ and |y − z| < δ and |k| ≤ m
(2.2) |Yk(x; y)| ≤ |x− y|
m−|k|ǫ.
If conditions (2.1) and (2.2) are fulfilled, then it will be said that the
function f(z) = f0(z) is of class C
m on V in terms of the functions
{fk(z) : k ∈ N
n
0 , |k| ≤ m}, where N0 = {0, 1, 2, ...}, n = l2
r.
If this is satisfied for each m ∈ N = {1, 2, 3, ...}, then f is of class C∞ on
V in terms of the functions {fk(z) : k ∈ N
n
0}.
By C−1(V,Ar,F) is denoted a family of all functions from V into Ar,F.
3. Lemma. Let g : V → Ar,F be of class C
m on a bounded closed subset
V in Alr in terms of functions {gk(z) : k ∈ N
l2r
0 , |k| ≤ m}, where m ∈ N0,
3 ≤ r < ∞, l ∈ N. Then for each ǫ > 0 an Ar-analytic function G on A
l
r
exists so that for each |k| ≤ m
(3.1) |∂kz [G(z)− g(z)]| < ǫ on V.
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Proof. Using formulas (1.2) and (1.3) for each z = (1z, ..., lz) ∈ A
l
r we
write |pz|
2 and |z|2 =
∑l
p=1 |pz|
2 in the z-representation, where pz ∈ Ar
for each p. Hence to a function f(z) = exp(
∑l
p=1 bp| pz|
2) a phrase in the
z-representation is posed
(3.2) µ = exp(−(2r − 2)−1
l∑
p=1
bp[pz
2r−1∑
k=0
ik(pzik)]),
where bp is a real constant for each p. Thus f(z − w) = evw(µ)(z) for each
z ∈ Alr and w ∈ A
l
r, where evw means a valuation map for a marked w. In
particular for every marked Cayley-Dickson number w ∈ Alr and a negative
constant bp for each p = 1, ..., l the function f(z−w) = evw(µ)(z) is positive,
Ar-differentiable bounded on A
l
r and tends to zero when |z| tends to the
infinity.
To a differential form d1z0 ∧ ... ∧ d1z2r−1 ∧ ... ∧ dlz0 ∧ ... ∧ dlz2r−1 on the
Euclidean space Rl2
r
a differential form
(3.3) dπ0(1z) ∧ ... ∧ dπ2r−1(1z) ∧ ... ∧ dπ0(lz) ∧ ... ∧ dπ2r−1(lz) =: ω(dz)
on Alr corresponds, where dπj(kz) = πj(d kz) and d kz = (d kz0)i0 + ... +
(d kz2r−1)i2r−1 for each j and k. By B(A
l
r, w, ρ) a closed ball in A
l
r with
center at w and of radius ρ > 0 will be denoted,
B(Alr, w, ρ) = {z ∈ A
l
r : |z − w| ≤ ρ}. Then we put
(3.4) Φ(ρ) = T
∫
B(Alr ,0,ρ)
exp(
l∑
p=1
[pz
2r−1∑
k=0
ik(pzik)])ω(dz)
for each 0 ≤ ρ <∞ and choose a positive constant T > 0 so that
limρ→∞Φ(ρ) = 1.
Let 0 < δ0 < ∞ and let V1 be a neighborhood of V such that V1 ⊂ V
δ0 ,
where V δ0 is a δ0 enlargement of V ,
V δ0 = {z ∈ Alr : dist(z, V ) ≤ δ0}, dist(z, V ) = infy∈V |z − y|.
By virtue of Lemma 2 in [30] and Formulas (1.1), (1.4) a function ξ exists
such that ξ ∈ C∞(Alr,R), ξ(z) = 1 for each z ∈ V , ∂
k
z ξ(z) = 0 for each
z ∈ V and k ∈ Nl2
r
0 , ξ(z) = 0 for each z ∈ A
l
r \ V1. We consider a function
h(z) = ξ(z)g(z) and define also a map
(3.5) G(z) = Tκl2
r
∫
Alr
h(y) exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy),
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where κ > 0 is a positive constants, z ∈ Alr.
The function f(z − y) = evy(µ)(z) is Ar-differentiable in z. This follows
from the chain rule in the sense of phrases µ and ν and λ of the word algebra
(see 2.2.1 in [20] or 2.3.2 in [22]) and Formula (3.2) with µ being a composition
of suitable ν and λ. In the considered particular case
ν =
∞∑
n=0
(n!)−1Xn and λ =
l∑
p=1
bp[Yp
2r−1∑
k=0
ik(Ypik)]
over the alphabet X = {Ar, X, Y1, ..., Yl, E0, ..., El} (see also Subsections 2.1-
2.5 in [16]). The integral on the right side of Formula (3.5) and the following
integral
Ψ(z).v = Tκl2
r
∫
Alr
h(y)(Dz exp(κ
2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])).vω(dy)
converge uniformly in z on each compact subset W in Alr and on W × {v ∈
Alr : |v| ≤ 1} correspondingly. From Formulas (3.3) and (3.5) it follows that
DzG(z).v = Ψ(z).v for each z and v in A
l
r. By virtue of Theorems 2.11, 2.15
and 3.10 in [20] the function G(z) is Ar analytic on A
l
r.
In view of the theorem about differentiation of an improper integral de-
pending on parameters (see Theorem 520.3 in [5] or Subsection XVII.2.3 in
[32])
(3.6)
∂|k|G(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
= (−1)|k|Tκl2
r
·
∫
Alr
h(y)
∂|k| exp(κ2
∑l
p=1[(pz − py)
∑2r−1
k=0 ik((pz − py)ik)])
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
ω(dy),
where k = (k(1, 0), ..., k(1, 2r − 1), ..., k(l, 0), ..., k(l, 2r − 1));
|k| = k(1, 0)+ ...+k(l, 2r−1); k(p, j) ∈ N0 for each p and j. The integration
by parts transforms the right part of Formula (3.6) into
(3.7)
∂|k|G(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
= Tκl2
r
·
∫
Alr
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy).
From the choice of the function h(z) it follows that
sup
y∈Alr ; |k|≤m
|
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
| =: Kh <∞
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and for each ǫ > 0 a positive number δ exists so that
sup
|z−y|<δ; y∈Alr ; z∈A
l
r ; |k|≤m
|
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
−
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
| ≤ ǫ/2.
A positive number κ0 > 0 exists such that 1 − Φ(κδ) < ǫ/(4Kh) for each
κ ≥ κ0. Therefore for any z ∈ A
l
r we get that
(3.8) Tκl2
r
|
∫
B(Alr ,z,δ)
[
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
−
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
]·
exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy)| ≤ 2
−1ǫΦ(κδ) < ǫ/2
and
(3.9) Tκl2
r
· |
∫
Alr\B(A
l
r ,z,δ)
[
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
−
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
]·
exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy)| ≤ 2Kh[1− Φ(κδ)] < ǫ/2.
Hence
|
∂|k|G(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
−
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
| < ǫ
for each z ∈ Alr and |k| ≤ m, since
∂|k|G(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
−
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
= Tκl2
r
·
∫
Alr
[
∂|k|h(y)
∂1y
k(1,0)
0 ...∂ly
k(l,2r−1)
2r−1
−
∂|k|h(z)
∂1z
k(1,0)
0 ...∂lz
k(l,2r−1)
2r−1
]·
exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy).
From the choice of the function h(z) the assertion of this lemma follows.
4. Lemma. Assume that V is an open subset in Alr such that V =⋃∞
a=1 Va, where cl(Va) ⊂ Va+1 and Va is bounded and open in A
l
r for each
a ∈ N, some Va may be void. Let also g ∈ C
m(V,Amr,F), ǫa ≥ ǫa+1 > 0 for
each a, where 0 ≤ m ≤ ∞, 3 ≤ r <∞. Then an Ar-analytic function G on
V exists such that for each |k| ≤ αa and a ∈ N
(4.1) |∂kz [G(z)− g(z)]| < ǫa on (V \ Va),
where αa = m if m is finite, αa = a if m =∞.
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Proof. Note that in the case V1 = ∅,...,Vs = ∅ the assertion (4.1) means
(4.2) |∂k[G(z)− g(z)]| < ǫs
on V for each |k| ≤ αs. Next we put Wˆa = cl(Va−1), Wa = (cl(Va+1)) \ Va,
Wˇa = A
l
r \ Va+2 and take the closed set Wˆa ∪Wa ∪ Wˇa. In view of Lemma 2
in [30] and Formulas (1.1), (1.4) for each a ∈ N a function fa ∈ C
∞(Alr,R)
exists such that fa(z) = 1 for each z ∈ Wa, also fa(z) = 0 for each z ∈
Wˆa ∪ Wˇa; ∂
k
z fa(z) = 0 for each z ∈ Wˆa ∪Wa ∪ Wˇa and 0 < |k|. Therefore
(4.3) Na := max(1, supz∈Alr; |k|≤αa |∂
k
z fa(z)|) <∞
for each a ∈ N. Then by induction in a = 1, 2, ... analytic functions are
defined similarly to the proof of Lemma 3
(4.4) Ga(z) = Tκ
l2r
a
∫
Alr
fa(y)[g(y)−
a−1∑
s=0
Gs(y)]·
exp(κ2
l∑
p=1
[(pz − py)
2r−1∑
k=0
ik((pz − py)ik)])ω(dy),
since f(y) ∈ R and the real fieldR is the center of the Cayley-Dickson algebra
Ar, where 3 ≤ r < ∞, G0 = 0. For each a ∈ N a constant 0 < κa < ∞
exists such that
(4.5) |∂kz (Ga(z)−Ha(z))| < νa
on cl(Va+1) for each k ∈ N
n
0 with |k| ≤ αa+1, where Ha(z) = fa(z)[g(z) −
G1(z) − ... − Ga−1(z)] for all z, νa = ǫa+12
−a−2[(αa+1 + 1)!]
−nNa+1, where
n = l2r. From Lemma 3 it follows that
(4.6) |∂kz [g(z)−G1(z)− ...−Ga−1(z)]| < ǫa2
−a−2
on Wa for each |k| ≤ αa+1, since νa < ǫa2
−a−2. From (4.3) and (4.6) we
deduce that |∂kzHa(z)| < ǫa2
−a−1 on Wa−1∪Va−1 for each |k| ≤ αa. From the
latter inequality and (4.5) it follows that
(4.7) |∂kzGa(z)| < ǫa2
−a
on cl(Va) for each |k| ≤ αa, since fa(z) = 1 for all z ∈ Va.
Put G(z) =
∑∞
j=1Gj(z). Then the series
∑∞
j=1 ∂
k
zGj(z) converges uni-
formly on any compact subset of V , hence ∂kzG(z) =
∑∞
j=1 ∂
k
zGj(z) on V
for each |k| ≤ m if m is finite or |k| < ∞ if m = ∞. Moreover, together
with (4.7) this implies that |
∑∞
j=1 ∂
k
zGa+j(z)| < ǫa/2 on cl(Va+1) for each
|k| ≤ αa+1. Therefore, from (4.6) it follows that |∂
k
z (G(z)− g(z))| < ǫa on Va
for each a ∈ N and |k| ≤ αa. Thus (4.1) is proven.
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It remains to verify that the function G(z) is analytic on V . Take an
arbitrary point ξ in V and choose a0 ∈ N sufficiently large such that 2
−a0/2 <
ρ <∞ and B(Alr, ξ, ρ) ⊂ Va0 , since cl(Va) ⊂ Va+1 for each a and
⋃∞
a=1 Va = V .
Put ma = maxz |Ha(z)|. Then from (4.4) we infer that
(4.8) |(DzGa(z)).u| < Tκ
l2r
a ma
∫
Va+2\Va−1
2κ2aρ · exp(−κ
2
aρ
2)|u|ω(dz)
< 2Tρκ2+l2
r
a ma exp(−κ
2
aρ
2)va+2|u| and
(4.9) |Ga(z))| < Tκ
l2r
a ma
∫
Va+2\Va−1
exp(−κ2aρ
2)ω(dz)
< Tκl2
r
a ma exp(−κ
2
aρ
2)va+2
for each z ∈ V and a > a0 and u ∈ A
l
r, since |bc| ≤ |b||c| for each b and c in
Ar, where va =
∫
Va ω(dz). Let by induction in a ∈ N a constant 0 < κa <∞
be chosen such that |Ga(z)| < 2
−a on B(Alr, ξ, ρ) and |(DzGa(z)).u| < 2
−a|u|
on B(Alr, ξ, ρ) × A
l
r and (4.5) be valid on cl(Va+1) for each k ∈ N
n
0 with
|k| ≤ αa, where z ∈ B(A
l
r, ξ, ρ), u ∈ A
l
r. Hence the series
∑∞
j=1Gj(z)
and
∑∞
j=1DzGj(z).u uniformly converge on B(A
l
r, ξ, ρ) and on B(A
l
r, ξ, ρ)×
B(Alr, 0, 1) respectively, where z ∈ B(A
l
r, ξ, ρ) and u ∈ B(A
l
r, 0, 1). By virtue
of theorems 2.11, 2.15 and 3.10 in [20] the function G(z) is Ar-analytic on
V .
5. Lemma. Assume that V , m, fa, Wa and ǫa are provided as in Lemma
4, also a monotonously non-decreasing sequence ηa of positive continuous
functions ηa : (0,∞) → (0,∞) is defined having the limit limt↓0 ηa(t) = 0
for each a ∈ N, w ∈ V is a marked point, M > 0 is a positive constant.
Then a sequence {κa : a ∈ N} of positive numbers exists such that from the
conditions (5.1)− (5.4):
(5.1) g ∈ Cm(V,Ar,F) and
(5.2) |g(w)| ≤M and
(5.3) |∂kz g(z)−∂
k
yg(y)| < ηa(|z−y|) on cl(Va) for each |k| ≤ αa and a ∈ N
and
(5.4) G(z) is defined through g as in Lemma 4,
it follows that G is Ar-analytic on V and Formula (4.1) is accomplished.
Proof. For each a ∈ N a continuous function µa : [0,∞)→ [0,∞) exists
possessing properties (5.5)− (5.7):
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(5.5) |∂kz fa(z)−∂
k
yfa(y)| < µa(|z−y|) for every y and z in A
l
r and |k| ≤ αa
and a ∈ N,
(5.6) µa(t) ≤ µa+1(t) for each a ∈ N and t ∈ [0,∞),
(5.7) limt↓0 µa(t) = 0 for each a ∈ N,
since fa(z) and ∂
k
z fa(z) are uniformly continuous on A
l
r for every a ∈ N
and k ∈ Nl2
r
0 . From the conditions imposed on g it follows that a constant
0 < β1 < ∞ exists such that for each z ∈ cl(V3) and |k| ≤ α2 the inequality
is valid |∂kz g(z)| < β1. Moreover supz∈Alr: |k|≤αa+1 |∂
k
z fa(z)| =: γa < ∞ for
each a ∈ N. On the other hand, f1|V \V3 = 0, consequently,
|∂kz f1(z)∂
s
zg(z)− ∂
k
yf1(y)∂
s
yg(y)| ≤ β1µ1(|z − y|) + γ1η3(|z − y|)
for each |k| ≤ α2 and |s| ≤ α2. Therefore for a = 1
(5.8) |∂kzHa(z)− ∂
k
yHa(y)| ≤ ζa(|z − y|)
for every y and z inAlr and |k| ≤ αa+1, where ζa(t) := [(αa+1+1)!]
l2r [βaµa(t)+
γaηa+2(t) for each 0 ≤ t, where H1 = f1g. Moreover, for a = 1 we get
|∂kzHa(z)| ≤ [(αa+1 + 1)!]
l2rβaγa for every z ∈ cl(Va+2) and |k| ≤ αa+1, also
∂kzHa(z)|Alr\Va+2 = 0 for each |k| ≤ αa+1.
Hence for a = 1 there exists 0 < δa < ∞ so that ζa(t) < νa2
−a for
each 0 ≤ t < δa. Then for a = 1 we choose 0 < κa,0 < ∞ in such a way
that 1 − Φ(κaδa) < νa[4[(αa+1 + 1)!]
l2rβaγa]
−1 for each ∞ > κa ≥ κa,0 (see
Formula (3.4)). For an admissible function g a function G1 is prescribed by
Formula (4.4). Hence Formula (4.5) is satisfied with a = 1. Then for a = 1
and an arbitrary fixed point ξ ∈ V we take κa,0 < κa < ∞ so that for each
z ∈ B(Alr, ξ, ρa)
(5.9) |(DzGa(z)).u| < 2Tρκ
2+l2r
a ma exp(−κ
2
aρ
2)va+2|u| < |u|2
−a and
(5.10) |Ga(z)| < Tκ
l2r
a ma exp(−κ
2
aρ
2)va+2 < 2
−a
for each u ∈ Alr, where a radius 0 < ρa = ρ <∞ is such that B(A
l
r, ξ, ρa) ⊂
Va (see also Formulas (4.8) and (4.9)). Then from (4.4) we deduce for a = 1
that
(5.11) ∂kGa(z)− ∂
k
xGa(x) = Tκ
l2r
a ·
∫
Alr
[∂ksHa(s)|s=y+z−x−∂
k
yHa(y)] exp(κ
2
a
l∑
p=1
[(px−py)
2r−1∑
k=0
ik((px−py)ik)])ω(dy).
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Then from Formulas (5.8), (5.11), (3.4) and limt→∞Φ(t) = 1 it follows for
a = 1 that
(5.12) |∂kzGa(z)− ∂
k
xGa(x)| ≤ ζa(|x− z|)
for every x and z in Alr and |k| ≤ αa+1. Then by induction in a = 1, 2, 3, ...
functions ζa are defined and constants κa are chosen such that the estimate
(5.12) is valid and Formulas (4.5), (4.8), (4.9), (5.9) and (5.10) take place for
each a < ̟. Then we putH̟(z) = f̟(z)[g(z)−G1(z)−...−G̟−1(z)] and find
a function ζ̟ such that Formula (5.8) is fulfilled for a = ̟. Then as above
we choose κ̟ and get (4.5), (5.9), (5.10) and (5.12) for a = ̟. As a result
due to Lemma 4 there exists an Ar-analytic function G(z) =
∑∞
a=1Ga(z) on
V having the property (4.1).
6. Theorem. Suppose that V is a closed subset in Alr and a function
f : V → Ar,F is of class C
m in terms of functions fk, k ∈ N
l2r
0 with |k| <
m + 1, where 0 ≤ m ≤ ∞, l ∈ N, 3 ≤ r < ∞ (see Definition 2). Then a
function F exists satisfying the following conditions (6.1)− (6.3):
(6.1) F ∈ Cm(Alr,Ar,F) and
(6.2) ∂kzF (z) = fk(z) for each z ∈ V and each either |k| ≤ m if m < ∞
or |k| <∞ if m =∞;
(6.3) F (z) is Ar-analytic on A
l
r \ V .
Proof. The function f possesses the decomposition
(6.4) f = π0(f)i0 + ...+ π2r−1(f)i2r−1,
where πj(f) : V → F, where either F = R or F = C = R ⊕Ri. Evidently,
f is of class Cm in terms of fk if and only if πj(f) is of class C
m in terms
of πj(fk) for each j. In view of Lemma 2 in [30] applied to A = π(V ) and
Formulas (1.1) − (1.4) using z = zˆ(x) ∈ V with x ∈ A an extension g of f
exists such that it fulfills the conditions (6.1) and (6.2) (with g instead of F )
and g ∈ C∞(Alr,Ar,F).
We consider the complement Vˆ = Alr \ V of V . Then similarly to the
proof of Lemma 4 Wa, αa and ǫa are defined. Let F (z) = G(z) for each z in
Vˆ , where G is provided by Lemma 4. Let also F (z) = f(z) for each z ∈ V .
Therefore, F ∈ Cm(Alr,Ar,F) and the condition (6.2) is satisfied due to (4.1).
From the Ar-analyticity of G on Vˆ the property (6.3) follows.
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7. Theorem. Assume that A is a closed subset in Alr and A2 = {cp : p ∈
Λ} is a subset of isolated points in A, cl(A2) = A2, and A1 = A \ A2, where
3 ≤ r <∞, l ∈ N, Λ ⊂ N. Assume also that either −1 ≤ m ∈ Z or m =∞,
mp ∈ N0 for each p ∈ Λ such that
(7.1) limp→∞mp ≥ m
if Λ is infinite. Suppose that for each k ∈ Nl2
r
0 with |k| < m + 1 a function
fk(z) is defined on A1 and for each |k| ≤ mp at cp, and f is Ar,F valued and
of class Cm on A in terms of functions fk, where fk(cp) = 0 for for each
mp < |k| if mp < m. Then a function F ∈ C
m(Alr,Ar,F) exists satisfying the
following conditions (7.2)− (7.4):
(7.2) F (z) = f(z) on A;
(7.3) ∂kzF (z) = fk(z) on A1 for each k ∈ N
l2r
0 with |k| ≤ m and at each
cp for |k| ≤ mp;
(7.4) F (z) is Ar-analytic on A
l
r \ A1.
Proof. For a family of vectors (j; k) with k ∈ Nl2
r
0 and |k| ≤ mj for
each j ∈ N one can choose their enumeration ϑ(j; k) such that {ϑ(j; k) : j ∈
N, |k| ≤ mj} = N and ϑ(j; k) < ϑ(j+1; k
′) for each j and k and k′; ϑ(j; k) <
ϑ(j; k′) for each j and |k| < |k′|; also ϑ(j; k) 6= ϑ(j′; k′) if (j; k) 6= (j′; k′).
Put θ(j; k) = 1 + max(m1, ..., mj , ϑ(j; k)) for each j ∈ N and |k| ≤ mj . For
each j ∈ N we put
(7.5) Wj = {z ∈ W : |z| < j, d(z, A1) > 1/j},
where d(z, A1) = inf{|z − y| : y ∈ A1}, W = A
l
r \ A1. Therefore Wj is open
in Alr and cl(Wj) ⊂Wj+1 for each j ∈ N. Then
⋃∞
j=1Wj =W .
For each j and p in N a radius 0 < ρ(j, p) < (j + 2)−2 exists such that
B(Alr, cp, ρ(j, p))∩B(A
l
r, cs, ρ(j, s)) = ∅ for each s 6= p andB(A
l
r, cp, ρ(j, p)) ⊂
W \Wθ(p;k) for each k ∈ N
l2r
0 with |k| ≤ mp, since 0 ≤ mp < ∞ and A2 is
the closed set of isolated points in A. By virtue of Lemma 2 in [30] and For-
mulas (1.1)− (1.3) and (6.4) a function ωp,k ∈ C
∞(Alr,Ar,F) exists for each
p ∈ N and |k| ≤ mp such that ∂
k
zωp,k(z)|z=cp = 1 and ∂
n
z ωp,k(z)|z=cp = 0 for
each n 6= k and with the restriction ωp,k|Alr\B(Alr ,cp,ρ(j,p)) = 0, where j is such
that θ(j, k) ≥ p and hence θ(j1, u) ≥ p for each either j1 > j or |u| > |k|.
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Therefore a sequence βp exists such that 0 < βp+1 ≤ βp < p
−1 and
(7.6) βp sup
z∈Alr
|∂nz ωp,k(z)| < (p[(mp + 1)!]
l2r)−1
for each p ∈ N and n ∈ Nl2
r
0 and k ∈ N
l2r
0 with |n| ≤ mp and |k| ≤ mp.
From Lemma 4 above with αa = a for each a ∈ N it follows that an
Ar-analytic function H on W exists such that
|∂kz (H(z) − h(z))| < βa for every a ∈ N and z ∈ W \Wa and |k| ≤ a,
where h ∈ Cm(Alr,Ar,F) is an extension of f with h|W ∈ C
∞(W,Ar,F) and
∂kzh(z) = fk(z) for every z ∈ A1 and k ∈ N
l2r
0 with |k| < m+1 and each z = cp
and |k| ≤ mp. Put H(z) = f(z) for each z ∈ A1. Hence H ∈ C
m(Alr,Ar,F)
and ∂kzH(z) = fk(z) for every z ∈ A1 and k ∈ N
l2r
0 with |k| < m+1 according
to Theorem 6.
Then the choices of βp and Wp imply that |bp,k| < βθ(p,k) < βp for each
|k| ≤ mp, where bp,k = ∂
k
z (h(z)−H(z))|z=cp, since cp ∈ W \Wθ(p,k). Therefore,
similarly to Lemma 9 in [30] and Lemma 5 above a function G : Alr → Ar,F
exists possessing the properties: its restriction G|W is Ar-analytic, G|A1 = 0,
G ∈ Cm(Alr,Ar,F) and ∂
kG(z)|z=cp = bp,k for every p ∈ N and |k| ≤ mp and
∂kzG(z) = 0 for each z ∈ A
l
r \W . Thus F = H +G is the required function.
8. Theorem. Suppose that A and As and Ωs+1 are closed subsets in A
l
r
such that As ⊂ As+1 ⊂ A and Ωs+1 ⊂ As+1 \ As and Ωs+1 = {cˆs+1,p : p ∈
Λs+1}, Ω =
⋃
sΩs consists of isolated points cˆs+1,p, cl(Ω) = Ω, and Λs+1 ⊂ N
for each −1 ≤ s ∈ Z, where 3 ≤ r < ∞ and l ∈ N. Suppose also that
V ⊂ Alr\A with V =
⋃∞
s=0 Vs and Vs ⊂ Vs+1 and cl(Vs\Vs−1) ⊂ (V ∪As)\Vs−1
and (A∪V )\Vs is closed for each −1 ≤ s ∈ Z, where V−1 = ∅. Assume that a
function f = f0 is Ar,F valued and of class C
s on Υs = (A∪V )\(As−1∪Vs−1)
in terms of functions fk with |k| ≤ s for each s ∈ N0, also that σ(z) is a
continuous function on Alr with σ(z) > 0 for each z ∈ A
l
r \ J and σ(z) = 0
for each z ∈ J , where J = A \ Ω. Then a function F : Alr \ A−1 → Ar,F
exists satisfying the following conditions:
(8.1) F is of class Cs on Alr \ As−1 for each s ∈ N0;
(8.2) ∂kzF (z) = fk(z) for every z ∈ A \ As−1 and |k| ≤ s and s ∈ N0,
(8.3) |∂kzF (z)− fk(z)| < σ(z) on V \ Vs−1 for each |k| ≤ s and s ∈ N0,
(8.4) F is Ar-analytic on A
l
r \ J .
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Proof. At first relative to its norm Alr is divided into canonically closed
cubes Qp,0,a having a length of ribs t0 = 1. Consider the set Kp,0 of all such
cubes with d(Qp,0,a, A∪Rp) ≥ 6l
1/22r−1, where d(Q, S) := infy∈Q,z∈S |y−z| for
subsets Q and S inAlr, where R0 = V , Rp = Υp for each p ∈ N = {1, 2, 3, ...}.
Then by induction in s if sets Kp,0, ...,Kp,s−1 of cubes are constructed each
cube Q which is not in Kp,0∪ ...∪Kp,s−1 is divided into cubes Qp,s,a having a
length of ribs 2−s. Then Kp,s is defined as the set of all cubes Qp,s,a satisfying
the following condition d(Qp,s,a, A ∪ Rp) ≥ 6l
1/22r−12−s. Denote by vp,ι the
vertices of cubes belonging to Kp =
⋃∞
s=0Kp,s and arranged into a sequence
with ι ∈ N. Choose points xp,j in Υp such that |xp,ι − vp,ι| ≤ 2d(vp,ι,Υp) for
each ι ∈ N.
Next let Q˙1 := {z ∈ A
l
r : ∀n = 1, ..., l, ∀j = 0, ..., 2
r − 1 |nzj | < 1} be
the interior of the unit cube, where nz ∈ Ar, nz = nz0i0 + ... + nz2r−1i2r−1,
nzj ∈ R for each n and j. We consider the following functions at first for
p = 0:
(8.5) ∀z ∈ Q˙1 \ {0} θ(z) = −1 + 2
l∏
p=1
2r−1∏
j=0
(1− (πj(pz))
2);
(8.6) ∀z ∈ Q˙1 \ {0} θ1(z) = θ(z)[1 − (θ(z))
2]−1;
(8.7) ∀z ∈ Q˙1 \ {0} Θ(z) = exp(θ1(z)); Θ|Alr\Q1 = 0;
(8.8) ∀z ∈ Alr \ {vp,ι} ηp,ι(z) = Θ(t
−1
p,ι (z − vp,ι));
∀z ∈ Sp,ι \ ∂Sp,ι ηp,ι,1(z) = Θ1(t
−1
p,ι (z − vp,ι));
(8.9) ∀z ∈ Alr \ (A ∪ V ∪ Y ) φp,ι = ηp,ι(z)[
∑
j
ηp,j(z)]
−1;
∀ι φp,ι(vp,ι) = 1; ∀j 6= ι ηp,ι(vp,j) = 0;
where tp,ι denotes the rib length of the largest cube in Kp having a vertex
vp,ι, Sp,ι := {z ∈ A
l
r : ∀n = 1, ..., l |nz − nvp,ι| ≤ tp,ι}, ∂Sp,ι denotes the
boundary of Sp,ι, Y = {vp,ι : ι ∈ N}; Θ1(z) = 1/Θ(z) for each z ∈ Q˙1 \ {0}
and Θ1(0) = 0. Put
(8.10) ψp;k(z; y) =
∑
s∈Nl2
r
0 ; |s|≤p−|k|
fk+s(y)
s!
(π(z − y))s
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for each p ∈ N0 (see Definition 2). Then a continuous extension gp,1 : A
l
r \
A−1 → Ar,F of f for p = 0 exists:
(8.11) ∀z ∈ Alr\(A∪V ) gp,1(z) =
∑
ι
φp,ι(z)ψp;0(z; vp,ι); ∀z ∈ Υp gp,1(z) = f(z).
Notice that the function Θ is Ar-analytic on Q˙1 \{0}. In view of Theorem 7,
Lemma 5 and Formulas (8.9), (8.11) a function g0 : A
l
r \ A−1 → Ar,F exists
such that it is Ar-analytic on A
l
r \ (A ∪Υ1) and
g0|(A∪Υ1)\A−1 = g0,1|(A∪Υ1)\A−1 and
(8.12) ∀z ∈ Alr \ (A ∪Υ1) |g0(z)− g0,1(z)| < ̺1(z)/4,
where ̺s(z) = min(σ(z); d(z, (A ∪Υs)) for each s ∈ N.
Then by induction in p ∈ N functions gp are constructed such that
(8.13) gp : (A
l
r \ A−1) → Ar,F; gp is of class C
s on Alr \ As−1 for each
s = 0, ..., p and gp is Ar-analytic on A
l
r \ (A ∪Υp+1);
(8.14) ∂kz gp(z) = fk(z) for every z ∈ (A ∪ Υp+1) \ As−1 and |k| ≤ s and
s = 0, ..., p;
(8.15) |∂kz (gp(z) − gp−1(z))| < σ(z)2
−p−2 for every z ∈ (Vp−1 \ Vs−1) and
|k| ≤ s and s = 0, ..., p− 1;
(8.16) |∂kz gp(z)− fk(z)| < σ(z)2
−p−2 for every z ∈ (Vp \Vp−1) and |k| ≤ p.
Let functions g0, ...gp−1 with the properties (8.13) − (8.16) be already
constructed, where p ∈ N. For Alr \ (A∪Υp) a subdivision by cubes is taken
and their vertices vp,ι are enumerated. Then points xp,ι are chosen in Υp
so that |xp,ι − v0,ι| ≤ 2d(vp,ι,Υp) (see above). Then functions ηp,ι and φp,ι
are defined on Alr \ (A ∪Υp) according to Formulas (8.8) and (8.9). Then a
function gp,1 is defined on Xp\Υp by (8.11) and put gp,1(z) = gp−1(z) for each
z ∈ Υp, where Xp is an open neighborhood of Υp such that Xp ∩ Ap−1 = ∅
and cl(Xp) ∩ Ap−1 ⊂ cl(Υp) ∩ Ap−1. Hence gp,1 is a C
p extension of f |Υp.
Therefore a function ζp(z) = gp,1(z) − gp−1(z) for each z ∈ Xp belongs to
Cp−1(Xp,Ar,F) and ∂
k
z ζp(z) = 0 for each z ∈ Υp and |k| ≤ p− 1.
Each cube in Kp for each p ∈ N0 is compact and of finite dimension over
R. Therefore a natural number χ exists such that for each p ∈ N0 each cube
Qp,s,a in Kp has a covering consisting at most of χ cubes Sp,ι. Consider a set
Tp := {z ∈ Vp : ∃k ∈ N
l2r
0 |k| ≤ p |∂
k
z ζp+1(z)| ≥ κpσ(z)[δ(z)]
p−|k|},
where δ(z) = max(1; d(z,Υp+1)),
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κp := 2
−p−4χ−1[(p+ 1)!]−l2
r
(36l1/22r−1)−pn−1p
for each p ∈ N0, np = max|k|≤pNk, where Nk is a positive constant such that
|∂kzφp,ι(z)| < 2
s|k|Nk on any cube of Kp,s for each ι. From the construction
above it follows that for each p ∈ N an open neighborhood Lp of Υp exists
such that Lp ⊂ Xp and Lp ∩ Tp−1 = ∅ and such that
(8.17) |∂kz ζp(z)| < κp−1σp,1(z)[δ(z)]
p−1−|k| on Xp,
where σp,1(z) = σ(z) for each z ∈ Vp−1∩Lp, and σp,1(z) = d(z, Ap−1) for each
z ∈ Lp \ Vp−1.
Consider a subsequence {ι(n) : ∀n ∈ N ι(n) < ι(n+1) Sp,ι(n) ⊂ Lp} and
put bp(z) = gp−1(z)+ ζp(z)
∑
n φp,ι(n)(z) on A
l
r \ (A∪Υp) and bp(z) = f(z) on
(A∪Υp)\A−1, consequently, this function bp belongs to C
p(Alr \Ap−1,Ar,F).
The Formula (8.17) implies that
(8.18) |∂kz (bp(z)− gp−1(z))| < σp,1(z)2
−p−3
for each z ∈ (Alr \ A) ∪ Vp−1 and |k| ≤ p − 1, consequently, bp ∈ C
s(Alr \
As−1,Ar,F) for each s = 0, ..., p. By virtue of Theorem 7 a function gp exists
such that it is Ar-analytic on A
l
r \ (A ∪Υp+1) and
(8.19) |∂kz (gp(z)− bp(z))| < ̺p+1(z)2
−p−3
for each z ∈ Alr \ (A∪Υp+1) and |k| ≤ p. Defining additionally gp(z) = f(z)
for each z ∈ (Alr\A−1)∪Υp+1 provides a desired function fulfilling conditions
(8.13)− (8.16).
From the estimates (8.18) and (8.19) it follows that a limit function g(z) =
limp gp(z) belongs to C
∞(Alr \ A,Ar,F). Then the condition (8.14) implies
that ∂kz g(z) = fk(z) for every z ∈ A \ As−1 and |k| ≤ s and s ∈ N0. Note
that |∂kz g(z)−fk(z)| < σ(z)2
−1 for every z ∈ V \Vs−1 and |k| ≤ s and s ∈ N0
according to (8.11), (8.12), (8.15) and (8.16).
The elements cˆs,p of the two-sided Ar module A
l
r can be ordered in a
sequence cι. Take mι = s if cι ∈ As \ As−1 and consider the set W = A
l
r \ J
and put Ws = {z ∈ W : |z| < s; d(z, (A ∪ V ) \ Vs−1) > s
−1} for each
s ∈ N. We choose 0 < ρ(s, p) < (s + 2)−2 a sufficiently small radius for
each s and p so that B(Alr, cp, ρ(s, p)) ∩ B(A
l
r, cp1, ρ(s, p1)) = ∅ for every
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p 6= p1 and s, since Ω is the closed set of isolated points. Therefore, for θ
defined as in the proof of Theorem 7 ∀p ∃ k ∈ Nl2
r
0 , |k| ≤ ms, ∃θ(p, k) ≥
s, B(Alr, cp, ρ(s, p)) ⊂ W \Wθ(p,k). In view of Theorem 7 an extension F of
f exists such that it is Ar-analytic on A
l
r \ J , since 0 < βp can be chosen
sufficiently small by Formula (7.6) so that |∂kz (F (z) − g(z))| < σ(z)/2 for
each z ∈ V \ Vs−1 and |k| ≤ s and s ∈ N0.
9. Conclusion. The results of this paper can be used for further studies
of functions of octonion and Cayley-Dickson variables, for investigations of
noncommutative geometry and manifolds over them, for analysis and solu-
tions of PDE which may be with boundary conditions.
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