Analyse de modèles épidémiologiques à plusieurs classes d'infectés : stabilité et observabilité by Lamine Diouf, Mamadou
HAL Id: tel-01425907
https://hal.inria.fr/tel-01425907
Submitted on 4 Jan 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Analyse de modèles épidémiologiques à plusieurs classes
d’infectés : stabilité et observabilité
Mamadou Lamine Diouf
To cite this version:
Mamadou Lamine Diouf. Analyse de modèles épidémiologiques à plusieurs classes d’infectés : stabilité
et observabilité. Mathématiques [math]. Université Gaston BERGER de Saint-Louis du Sénégal,
2016. Français. ￿tel-01425907￿
T
H
È
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Co-Directeur de thèse : Mamadou SY, Professeur, Université Gaston Berger
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Mouhamadou DIABY, mon compagnon de route. Je remercie Lamine DIOP pour ses précieuses
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Je saisis cette oportunité pour remercier du fond du coeur tous mes amis qui m’ont tou-
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Toute ma reconnaissance à mes familles adoptives de Metz, je parle de la famille BIE : Mahawa
et Paul, et de, Samba Bocoum et sa femme. Tous mes remerciements à mes amis de Metz, plus
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2. Points d’équilibre et stabilité locale du point d’équilibre endémique . . . . . . . 59
3. Stabilité globale du point d’équilibre sans maladie . . . . . . . . . . . . . . . . 63
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Résumé
Le but de cette thèse est de faire une analyse de la stabilté globale et de l’observabilité de
quelques modèles épidémiologiques à plusieurs classes d’inféctés. Nous avons étudié succéssive-
ment la stabilté globale de modèles SI, SIS et d’un autre SI avec deux classes d’inféctés. Dans
les deux derniers modèles, nous avons repris une étude déjà menée, car ces derniers ont été analy-
sés par des auteurs qui ont donné une analyse érronée au niveau de la question fondamentale de
la stabilité globale du point d’équilibre endémique. En effet, la même erreur a été reproduite dans
ces deux travaux. Ainsi, nous avons mis en lumière la supposition erronée dont ils se sont basée
pour mener leur étude et puis nous avons tenté de refaire l’analyse de stabilité globale de ces
modèles. Après l’étude de stabilité globale de ces trois modèles, nous avons terminé par l’étude
d’observabilité d’un modèle SI avec n classes d’infectés. Nous avons déterminé l’observateur
grand gain pour ce dernier modèle.
Mots clés : Systèmes dynamiques non linéaire, modèles épidémiologiques, stabilité globale,
méthodes de Lyapunov, théorème de Poincarré-Bendixson, méthode de Li-Muldowney, méthode
de Jacquez et al., observateur grand gain.
Abstract
The aim of this thesis is to give an analysis of the global stability and the observability of some
epidemiological models with several stages of infected. We have made successively the study of
the global stability for some SI, SIS and an another SI models with two classes of infected.
At the two last models, we have made again the study, for the authors who studied them gave
an erronous analysis to the fondamental question of the global study of the endemic equilibrium.
Indeed, the same mistake has been done on the two works. Thus, we have propose to make light
on erronous supposition on which they based their study, then we have tried to make another
analysis of the global stability of those models. After that, we have end by the observaibility study
of a SI model with n classes of infected. We have determined the high gain observer for that
model.
Keywords : Nonlinear dynamical systems, epidemic models, global stability, Lyapunov’s me-
thods, Poincarré-Bendixson’s theorem, Li-Muldowney’s method, Jacquez and al. method, high
gain observer.

Introduction générale
Les modèles mathématiques occupent de plus en plus une place fondamentale dans l’analyse
de la propagation et du contrôle de certaines infections. Un simple modèle joue un rôle significatif
pour une meilleure compréhension de l’expension d’une épidémie. Dans ce travail nous abordons
spécifiquement les modèles compartimentaux. Les fondements de l’approche de l’épidémiologie
basée sur les modèles compartimentaux ont été établis par des médecins de santé publique comme
Sir Ronald Ross, W. H Hamer, Anderson Gray Mckendrick et William Ogilvy Kermack entre les
années 1900 et 1935. La paternité de ces types de modèles peut-être attribuée à Ronald Ross,
qui a obtenu le prix Nobel de physiologie ou médecine en 1902 pour la preuve que le paludisme
est transmis par des anophèles.
Un modèle épidémiologique est formé de deux parties : compartiments et règles. Les comparti-
ments divisent la population dans les différents états possibles par rapport à la maladie. Les règles
spécifient la proportion des individus passant d’une classe à une autre. Ainsi, dans un cas à deux
compartiments, il existe une proportion d’individus sains devenant infectés et, selon les maladies,
il peut aussi exister une proportion d’individus infectieux étant guéris. L’acronyme utilisé pour
un modèle est généralement fondé sur l’ordre de ses règles. Dans le modèle SIS, un individu
est initialement sain (S), il peut devenir infecté (I) puis être guéri (S) ; si la guérison n’est pas
possible, alors il s’agit d’un modèle SI. Par rapport aux caractéristiques de l’infection, il existe
plusieurs types de compartiments dont on peut citer entre autres le compartiment des latents, qui
existe dans le cas où l’infection met un temps important pour rendre l’individu infectieux. Ce com-
partiment est d’habitude noté E du fait de l’abréviation de l’anglais « exposed compartment ».
Le compartiment des vaccinés (V ), des rétablis (R) peuvent aussi être cités, entre autres. Par
ailleurs, si la maladie est transmise par un vecteur, les compartiments des vecteurs vont s’ajouter
aux compartiments d’humains. Toutefois, dans ce travail nous allons considérer des infections à
transmissions directes et comportant uniquement les compartiments susceptibles et infectés. Par
1
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conséquent, nous allons porter notre étude sur des modèles SI et SIS.
Les modèles SI et SIS modélisent plusieurs types d’infections. Parmis ces infections nous pou-
vons citer le VIH-SIDA, qui n’admet pas d’immunité et sévit dans le monde entier, et qui peut
être modélisé par un modèle SI. Nous pouvons citer aussi le choléra, qui est fréquent en Afrique
subsaharienne, et peut être modélisé par un modèle SIS. En dehors de ces deux infections citées,
l’Afrique subsaharienne est soumise régulièrement à une pléthore d’infections. La plupart peuvent
être modélisées par des systèmes SI ou SIS. C’est le cas de l’infection à virus EBOLA qui a
semé la panique, récemment en 2014, dans toute la sous région ouest africaine. A ce sujet, nous
citons le modèle « Be-CoDis : Between-Countries Disease spread » élaboré par le Dr D. Ngom
et coauteurs, pour endiguer l’évolution de l’infection. Compte-tenu de toutes ces considérations,
il s’avère important d’étudier ces types de modèles. Le travail mené dans ce manuscrit de thèse
concerne l’étude de la stabilité et d’observabilité de modèles épidémiologiques.
Ce travail est organisé de la manière suivante :
Dans le premier chapitre nous donnons les outils mathématiques nécessaires à l’étude des
systèmes d’équations différentielles ordinaires issus des modéles obtenus.
Dans le second chapitre, nous exposons quelques modèles épidémiologiques importants pour
la compréhension de certains outils pour l’analyse mathématique. C’est ainsi que nous présentons
le modèle de Bernouilli, qui est l’un des modèles épidémiologiques les plus anciens, ainsi que le
modèle de Kermack et Mckendrick. Ces modèles démontrent clairement l’apport de l’épidémio-
logie mathématique dans la conduite des politiques de santé publique. En effet, après avoir mené
une étude rigoureuse de la petite variole, qui était très redoutée à l’époque, Bernouilli tire des
résultats importants, qui au début ont eu du mal à être acceptés, mais qui ont fini par s’imposer.
Après son étude, Bernouilli préconise l’inoculation d’une forme moins virulente du virus, ce qui
était une pratique très contestée des médecins. En fait, les résultats qu’il a obtenus montre que
l’espérance de vie d’une population vaccinée est supérieure à celle d’une population non vaccinée.
Fort de ce résultat, Bernouilli dit que : « l’intérêt public demandera toujours, non seulement
que l’on emploie l’inoculation, mais encore qu’on se hâte de l’employer » (paragraphe 14 de son
article [3]).
Par ailleurs, le modèle de Kermack et Mckendrik exposé dans ce chapitre intoduit la notion de R0
appelé le taux de reproduction de base. Il représente le nombre de nouveaux cas engendrés par
un seul individu infecté introduit dans une population constituée entièrement de susceptibles. Ce
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taux joue un rôle fondamental dans l’épidémiologie mathématique, car sa valeur nous renseigne
s’il y a possibilité d’épidémie ou pas. Après l’exposé de ce modèle de Kermack et Mckendrik, nous
présentons le modèle de Vargas, qui est un modèle de type SIS, dont l’étude date de 2011 (voir
[69]). Il s’agit d’un modèle avec une incidence définie par la loi de l’action de masse
βSI
S + I
. La
méthode directe de Lyapunov est utilisée pour prouver la stabilité autour des points d’équilibre.
Sachant qu’un point d’équilibre épidémiologique est un point d’équilibre tel que s’il est atteint,
le nombre d’infectés ne varie plus. Les systèmes épidémiologiques admettent un point d’équilibre
sans maladie (extinction de la maladie : I = 0), et un ou plusieurs points d’équilibre endémique
(persistence endémique de la maladie : I 6= 0).
Dans le troisième chapitre, nous effectuons l’étude de la stabilité globale du modèle épidémique
avec deux classes d’infectés et une fonction d’incidence masse action suivant :
Ṡ = bN − (β1I1 + β2I2)
S
N
− µS,
İ1 = (β1I1 + β2I2)
S
N
− (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(0.1)
Les détails sur les paramètres sont donnés au niveau du chapitre. Plusieurs travaux ont été faits
sur ce type de système, dont les plus remarquables sont [67, 64, 51, 59, 37]. Les auteurs dans [67]
ont travaillé sur un système similaire à (0.1), et ils ont même travaillé sur n classes d’infectés.
Cependant, ils ont utilisé un recrutement constant, ils ont pris Λ à la place de bN, ce choix a
rendu l’étude de points d’équilibre endémique difficile pour notre système. Mais aussi, ils ont pris
γ = d . Mais le plus important, ils ont utilisé une supposition lourde reliant tous les paramètres
pour conclure sur la stabilité globale du point d’équilibre endémique, là où nous avons supposé
que le taux de natalité est plus important que la surmortalité induite par l’infection (b > d). De
même, dans la démonstration établie dans la preuve de la stabilité globale du point d’équilibre
endémique, les auteurs de [64] font une supposition très lourde et très difficile à réaliser. Dans
[51], les auteurs travaillent avec un seul taux de contact. Dans les travaux [59, 37], des modèles
similaires au nôtre ont été considérés, mais les auteurs de [37] ne traitent pas la question de la
stabilité globale du point d’équilibre endémique, mais aussi l’auteur de [59] suppose que β1 = β2
et γ = d .
Nous avons effectué l’étude de (0.1) en déterminant le système des proportions. Nous avons prouvé
l’existence et l’unicité du point d’équilibre endémique sous une condition. Puis, nous avons utilisé
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la théorie directe de Lyapunov pour conclure sur la stabilité globale du point d’équilibre sans
maladie. Ensuite, en utilisant la théorie de Poincaré-Bendixson, nous avons prouvé la stabilité
globale du point d’équilibre endémique. Enfin, nous avons effectué des simulations numériques
pour illustrer les résultats de stabilité.
Nous abordons dans le quatrième chapitre l’étude de la stabilité globale d’un modèle épidé-
miologique avec une incidence non linéaire. L’incidence utilisée dans ce chapitre comporte une
fonction puissance. Ce type d’incidence a été utilisé dans les travaux [56, 57]. Il s’agit d’un mo-
dèle revu. En effet, nous avons découvert une erreur dans l’article [10] qui invalide les résultats
dominants du travail, à savoir les résultats de stabilité globale du point d’équilibre endémique. Le
système est le suivant : 
Ṡ = Λ− (β1I + β2J)Sp − µS + αJ,
İ = (β1I + β2J)S
p − (µ+ γ)I,
J̇ = γI − (µ+ d + α)J.
(0.2)
C’est un modèle de type SIS. Les auteurs ont prouvé la stabilité globale du point d’équilibre
sans maladie du système général, et pour le cas endémique, ils ont travaillé sur (0.2) pour les
cas particuliers p = 1 ou d = 0, cependant ils affirment que l’ensemble : Γ ∗ = {(S, I, J) ∈ Γ :
S + I +
µ+ d
µ
J =
Λ
µ
} est invariant, avec Γ = {(S, I, J) ∈ R3+ : S + I + J ≤
Λ
µ
}. Or, comme
nous allons le montrer, cet ensemble n’est pas invariant pour le système (1.1). Ainsi,nous avons
determiné les points d’équilibre du système, puis, montré la stabilité locale du point d’équilibre
endémique. Nous avons prouvé la stabilité globale du point d’équilibre sans maladie. Puis, nous
avons prouvé la stabilité globale du point d’équilibre endémique sous la condition α = 0 ou
β1 = 0. Le cas où α et β1 sont à la fois nuls est traité par Korobeinikov et Maini dans [44].
Enfin, en utilisant la technique de J. Jacquez et C. Simon exposée dans [67], nous prouvons, avec
une condition sur les paramètres, la stabilité globale du point d’équilibre endémique dans le cas
où tous les paramètres sont non nuls.
Nous effectuons dans le cinquième chapitre l’étude de la stabilité globale d’un modèle épi-
démiologique avec une incidence non linéaire dépendant d’une fonction. C’est aussi un travail
de révision. Comme dans l’article [10], l’erreur touche au résultat de stabilité globale du point
d’équilibre endémique. Nous tentons dans ce chapitre d’apporter une solution au problème posé
par les auteurs de [63]. L’erreur commise est la même dans les deux articles, d’ailleurs elle a été
d’abord soulignée dans l’article [63] qui est antérieure à l’article [10], d’où la nécessité et l’urgence
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de souligner et de corriger ces importants travaux. Le système utilisé dans ce travail est assez
original, du fait qu’il utilise une incidence non-linéaire dépendant d’une fonction qui n’est pas
définie explicitement, ce qui le différencie de [10, 67, 43, 42, 51, 37, 57, 30]. Le système étudié
est le suivant : 
Ṡ = Π− (cβ1f (I1) + cβ2f (I2))S − µS,
İ1 = (cβ1f (I1) + cβ2f (I2))S − (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(0.3)
Nous avons dans un premier temps établi la stabilité globale du point d’équilibre sans maladie par
une fonction de Lyapunov, puis la stabilité locale du point d’équilibre endémique par le critère
de Routh-Hurwitz, enfin nous avons établi la stabilité globale du point d’équilibre endémique
sous une condition, par la méthode de Li-Muldowney qui est une approche nouvelle et puissante
d’analyse de stabilité globale. Avant de donner les résultats de stabilité, nous avons rappelé les
différents points d’équilibre et le taux de reproduction de base.
Enfin, le sixième chapitre concerne l’étude de l’observabilité du système SI avec n classes
suivant : 
Ṡ = Λ−∑ni=1 βi Iiϕ(S)− µS,
İ1 =
∑n
i=1 βi Iiϕ(S)− (µ+ γ1)I1,
İ2 = γ1I1 − (µ+ γ2)I2,
...
İn = γn−1In−1 − (µ+ d)In.
(0.4)
En posant x = (S, I1, . . . , In)
T et y = In, nous montrons que notre étude d’observabilité du
système (0.4) se résume au système suivant :{
ẋ = f (x)
y = h(x).
(0.5)
où f représente la dynamique de l’infection et h(x) = (0, . . . , 1).x .
Nous étudions l’observabilité du système, construisons un observateur grand gain pour le système,
et effectuons des simulations pour un cas particulier du système (n = 2 et ϕ = Id).
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Quelques rappels : notions de Stabilité et
d’observabilité
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1. Préambule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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1. Préambule
Considérons le système autonome suivant :
ẋ = f (x) (1.1)
où f : D → Rn est localement lipschitzienne de D ⊂ Rn dans Rn.
Définition 1.1.
x̄ ∈ D est dit point d’équilibre de (1.1) si f (x̄) = 0. Un point d’équilibre x̄ est :
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– stable : si, pour tout ε > 0, il existe δ > 0 tel que
||x(0)− x̄ || < δ ⇒ ||x(t)− x̄ || < ε, ∀t ≥ 0,
– instable : s’il n’est pas stable,
– attractif : s’il existe δ > 0 tel que
||x(0)− x̄ || < δ ⇒ lim
t→∞
x(t) = x̄ ,
– globalement attractif : si pour tout x(0) ∈ D, limt→∞ x(t) = x̄ ,
– asymptotiquement stable : s’il est stable et attractif.
Remarque 1.1.
L’attractivité n’implique pas la stabilité sauf dans le cas linéaire ẋ = Ax .
2. Stabilité locale
2.1. Première méthode de Lyapunov
Définition 1.2.
On appelle système linéarisé du système (1.1) en x̄ , le système
ẋ = Df (x̄)x,
où Df (x̄) est la dérivée de f en x̄ .
Théorème 1.1 (Poincarré-Lyapunov).
1. Si Df (x̄) a toutes ses valeurs propres à partie réelle strictement négative, alors x̄ est
asyptotiquement stable.
2. Si Df (x̄) a au moins une valeur à partie réelle strictement positive, alors x̄ est instable.
Remarque 1.2.
Dans beaucoup de cas, la détermination des valeurs propres n’est pas évidente. Ainsi, nous allons
donner quelques méthodes qui ne nécessitent pas la connaissance exacte des valeurs propres. Il
s’agit du critère de Routh-Hurwitz, du critère de Li-Muldowney pour la stabilité locale, et en
fin, au niveau de l’appendix, nous allons donner la règle des signes de Descartes, qui permet de
connâıtre le signe (la forme) des racines du polynôme caractéristique sans les déterminer.
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2.2. Critère de Routh-Hurwitz et règle de Descartes des signes
Critère de Routh-Hurwitz
Le critère de Routh-Hurwitz permet de déterminer une condition nécessaire et suffisante pour
qu’un polynôme admette toutes ses racines dans le demi-plan gauche ouvert.
Définition 1.3.
On appelle polynôme de Hurwitz, un polynôme réel qui a toutes ses racines dans le demi-plan
gauche.
Considérons le polynôme caractéristique P (λ) de Df (x̄) :
P (λ) = anλ
n + an−1λ
n−1 + · · ·+ a0.
λn
λn−1
λn−2
λn−3
...
λ1
λ0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an−2 an−4 · · · a2 a0 · · · a3 a1
an−1 an−3 an−5 · · · a1 · · · a2 a0
bn−2 bn−4 bn−6 · · · n pair n impair
cn−3 · · · · · ·
...
· · · · · ·
· · · · · ·
(2.1)
La première colonne du tableau est appelée colonne des pivots. Elle contient les coefficients des
termes en pn−2k , dans l’ordre des puissantes décroissantes.
La deuxième ligne contient les coefficients des termes en pn−1−2k , et se termine suivant la parité
de n. Les lignes suivantes sont remplies en suivant les lois de formation suivantes :
bn−2 =
−1
an−1
∣∣∣∣∣ an an−2an−1 an−3
∣∣∣∣∣ , bn−i = −1an−1
∣∣∣∣∣ an an−ian−1 an−i−1
∣∣∣∣∣
cn−3 =
−1
bn−2
∣∣∣∣∣ an−1 an−3bn−2 bn−4
∣∣∣∣∣ , cn−j = −1bn−2
∣∣∣∣∣ an−1 an−jbn−2 bn−j−1
∣∣∣∣∣ .
Si nécessaire une case vide est prise égale à zéro.
Le calcul des lignes est poursuivi jusqu’à ce que la première colonne soit remplie.
Critère 1.1 (Routh-Hurwitz).
Le système est stable si et seulement si tous les termes de la première colonne sont strictement
positifs.
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Propriété 1.1 (de la méthode). – Il y a autant de racines à partie réelle positive que de
changements de signe dans la première colonne.
– L’apparition de lignes de zéros indique l’existence de racines imaginaires pures (par paires).
Dans ce cas, correspondant à un système oscillant, on continue le tableau en remplaçant
la ligne nulle par les coefficients obtenus en dérivant le polynôme reconstitué à partir de la
ligne supérieure, les racines imaginaires pures étant les racines imaginaires de ce polynôme
bicarré reconstitué.
Règle de Descartes des signes
Considérons un polynôme de degré n à coefficients réels :
P (x) = a0 + a1x + a2x
2 + . . .+ anx
n, an 6= 0. (2.2)
Le critère de Descartes s’applique lorsque le polynôme P (x) est ordonné par puissances crois-
santes ou décroissantes comme en (2.2). Deux coefficients ak non nuls successifs forment une
permanence s’ils sont de même signe, et une variation s’ils sont de signes opposés. Le critère de
Descartes spécifie alors :
Critère 1.2. Le nombre np des racines réelles positives du polynôme P (x) = 0 est inférieur ou
égal au nombre V des variations des coefficients du polynôme ordonné, et ces deux nombres ont
la même parité.
Ainsi pour
P1(x) = 8x
6 − 7x2 − 5x − 6, on obtient V = 1, donc np = 1,
P2(x) = 4x
7 − 6x6 + 9x5 + 3x4 + 2x3 − 7x2 + 4x − 3 donne V = 5, donc np = 1 ; 3 ou 5.
Bien entendu le même critère peut s’appliquer à «l’équation aux opposés» pour laquelle
y = −x et donner ainsi des indications sur le nombre nn des racines réelles négatives de l’équation
(1) à partir du nombre Vn des variations du polynôme Q(y) correspondant :
P (x) = Q(y) = a0 + a1y + a2y
2 − a3y 3 + . . .+ (−1)nany n.
ce qui conduit à Vn = 3 et donc nn = 1 ou 3 pour le polynôme P1(x), et à Vn = 2, donc
nn = 0 ou 2 pour le polynôme P1(x). On remarquera que V + Vn = n dans le cas général où
les coefficients ak sont tous non nuls (on dit qu’il n’y a aucune lacune). Comme il y a au total
n racines pour une équation de degré n, le critère de Descartes ne donne alors aucune indication
sur les racines complexes.
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Proposition 1.1.
Si tous les coefficients de P sont strictement positifs alors P n’admet pas de racine positive.
Corollaire 1.1.
Si tous les coefficients de P sont non nuls et de signe alterné alors P n’admet pas de racine
négative.
Proposition 1.2.
Si il y a une variation des coefficients de P alors P admet au moins une racine positive.
2.3. Utilisation de la deuxième composée additive de matrice
Cette méthode est très utile quand le point d’équilibre x̄ n’est pas connu explicitement. Et
à l’image du critère de Routh-Hurwitz, elle ne nécessite pas la connaissance exacte des valeurs
propres du Jacobien pour conclure sur la stabilité.
Lemme 1.1 (Li and al., [51]).
Soit A une matrice réelle n × n. Pour que A soit stable, il faut et il suffit que :
1. la deuxième composée de matrice A[2](en anglais : second additive compound matrix) soit
stable,
2. (−1)n det(A) > 0.
Généralement, pour éviter les calculs de valeurs propre de A[2], ce résultat est combiné avec
le théorème de Gershgorin, que nous avons rappelé en Annexe (A.3), avec une application.
3. Stabilité globale
3.1. Méthode directe de Lyapunov
Définition 1.4 (Bassin d’attraction).
L’ensemble B est appelé bassin d’attraction de x̄ si
x(0) ∈ B ⇒ lim
t→∞
x(t) = x̄ .
x̄ est globalement attractif si B = D.
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classes d’infectés : stabilité et observabilité
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Définition 1.5 (Stabilité asymptotique globale).
Un point d’équilibre x̄ de (1.1) est dit globalement asymptotiquement stable s’il est stable et
globalement attractif.
Définition 1.6 (Fonction de Lyapunov).
Soit x̄ un point d’équilibre pour (1.1). On appelle fonction de Lyapunov pour x̄ , une fonction V
telle que :
(i) V (x) ≥ 0 ∀x ∈ D,
(ii) V (x) = 0 si et seulement si x = x̄ ,
(iii) V̇ (x) ≤ 0 ∀x ∈ D, où
V̇ (x) = 〈∇V (x), f (x)〉.
V est une fonction de Lyapunov au sens strict pour x̄ si V est une fonction de Lyapunov et de
plus :
(iv) pour tout x ∈ D \ {x̄} : V̇ < 0.
Théorème 1.2 (Lyapunov 1892).
Soit x̄ un point d’équilibre de (1.1). S’il existe une fonction de Lyapunov pour x̄ , alors x̄ est
stable. S’il existe une fonction de Lyapunov au sens strict pour x̄ , alors x̄ est asymptotiquement
stable.
Remarque 1.3.
– x̄ est globalement asymptotiquement stable si V (fonction de Lyapunov au sens strict) est
définie dans le domaine tout entier, c’est-à-dire ici D.
– La détermination de fonction de Lyapunov est toujours un problème difficile, et se fait au
cas par cas. Raison pour laquelle, d’autres méthodes sont souvent utilisées. L’une d’elle
est basée sur le théorème de Poincaré-Bendixson que nous allons étudier au niveau des
propriétés dynamiques.
Dans ce qui suit, nous allons donner un résultat très important : le principe d’invariance de
LaSalle. En effet, le principe d’invariance de LaSalle permet d’affiner la théorie de Lyapunov. Il
donne la stabilité asymptotique même si la dérivée de la fonction de Lyapunov n’est pas strictement
négative en dehors du point d’équilibre. Avant d’énoncer le théorème, nous avons besoin de la
définition suivante :
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Définition 1.7 (Ensemble positivement invariant).
Un ensemble Ω est positivement invariant si toute solution x(t) telle que x(0) ∈ Ω reste dans
Ω pour t ≥ 0.
Théorème 1.3 (LaSalle-Lyapunov).
Soit V : D → Rn une fonction de Lyapunov telle que V̇ (x) ≤ 0 pour tout x ∈ D. Soit
L = {x ∈ D : V̇ (x) = 0} et M le plus grand ensemble positivement invariant inclus dans L.
Alors toutes les solutions tendent vers M quand t → ∞. En particulier, si M est réduit à {x̄},
alors x̄ est asymptotiquement stable.
3.2. Propriétés dynamiques & Bendixson dans le plan
On sait que toute solution de (1.1) est entièrement déterminée par la donnée de la condition
initiale (t0 = 0, x0).
Définition 1.8 (semi-orbite, orbite).
(i) On appelle semi-orbite positive γ+(x0) issue d’un point x0 :
{x(t, x0), t ≥ 0}.
(ii) On appelle semi-orbite négative γ−(x0) issue d’un point x0 :
{x(t, x0), t ≤ 0}.
(iii) L’orbite γ(x0) est définie par :
{x(t, x0), t ∈ R}.
Définition 1.9 (ensemble invariant).
(i) Un sous-ensemble Ω de D est dit invariant si pour tout x0 ∈ Ω : γ(x0) ⊂ Ω.
(ii) Un sous-ensemble Ω de D est dit positivement invariant si pour tout x0 ∈ Ω : γ+(x0) ⊂ Ω.
(iii) Un sous-ensemble Ω de D est dit négativement invariant si pour tout x0 ∈ Ω : γ−(x0) ⊂ Ω.
Remarque 1.4.
1. Un ensemble invariant est à la fois positivement invariant et négativement invariant.
2. L’ensemble D est invariant.
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3. Un point d’équilibre est un ensemble invariant.
4. Une orbite est un ensemble invariant.
5. Une semi-orbite positive est un ensemble positivement invariant.
Définition 1.10 (ensemble invariant minimal).
Un ensemble Ω ⊂ D est un ensemble invariant minimal si c’est un ensemble non vide, fermé et
invariant qui ne possédent pas de sous ensemble propre ayant ces propriétés.
Proposition 1.3.
Soit E, un ensemble non vide, compact et invariant. Alors, E contient un ensemble invariant
minimal.
Définition 1.11 (attraction).
(i) Un point x0 est attiré par un ensemble E ⊂ D si
limt→+∞ dist(x(t, x0), E) = 0, où dist(x, E) = inf{||x − y ||, y ∈ E} est la distance de x à
l’ensemble E.
(ii) L’ensemble
B(E) = {x0 ∈ D, lim
t→+∞
dist(x(t, x0), E) = 0}
est le bassin d’attraction de E.
(iii) Un ensemble E est un attracteur si B(E) contient un voisinage de E. Si B(E) = D alors E
est un attracteur global.
Remarque 1.5.
Il est clair que E est un sous-ensemble de B(E) et que B(E) est positivement invariant.
Définition 1.12 (Oméga limite).
(i) Un point p est dit point ω-limite de l’orbite γ(x0), s’il existe une suite strictement croissante
(tk), tk → +∞, telle que
lim
k→+∞
x(tk , x0) = p.
(ii) L’ensemble de tous les points ω-limite de γ est l’ensemble ω-limite, noté ω(γ).
(iii) Un point p est dit point α-limite de l’orbite γ(x0), s’il existe une suite strictement décroissante
(tk), tk → −∞, telle que
lim
k→+∞
x(tk , x0) = p.
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(iv) L’ensemble de tous les points α-limite de γ est l’ensemble α-limite, noté α(γ).
(v) Un point est limite s’il est α ou ω-limite.
Remarque 1.6.
1. p ne dépend que de γ et non de x0.
2. ω peut être vide, c’est le cas, par exemple si γ+ est une demi-droite.
Proposition 1.4.
Supposons qu’il existe un compact K tel que γ+ ⊂ K ⊂ D. Alors, ω(γ+) est non vide, compact,
connexe et invariant. De plus,
lim
t→+∞
dist(x(t, x0), ω(γ
+(x0))) = 0.
Remarque 1.7.
1. Si x(t, x0)→ x̄ lorsque t tend vers l’infini, alors x̄ est un point d’équilibre et ω(γ+) = {x̄}.
Réproquement, si ω(γ+) = {x̄} alors x̄ est un point d’équilibre et limt→+∞ x(t, x0) = x̄ .
2. Un résultat analogue à la proposition précédente reste vrai pour l’ensemble α-limite.
Théorème de Poincaré-Bendixson
Considérons le système autonome suivant :
ẋ = g(x) (3.1)
où g ∈ C1(R2,R2).
Théorème 1.4 (Poincaré-Bendixson).
Si γ+ est une semi-orbite positive bornée (i.e, il existe un compact K tel que γ+ ⊂ K) et si
ω(γ+) ne contient pas de points d’équilibre, alors ω(γ+) est l’orbite d’une solution périodique,
non stationnaire. De plus
ou bien γ = ω(γ+),
ou bien ω(γ+) = γ+ \ γ+ (i.e ω(γ+) ∩ γ+ = ∅).
Supposons que ω(γ+) et α(γ−) soient des orbites périodiques, non stationnaire. Si de plus
ω(γ+) = γ+ \ γ+, alors ω(γ+) est appelé cycle ω-limte,
α(γ−) = γ− \ γ−, alors α(γ−) est appelé cycle α-limite.
Un cycle limte est un cycle α-limite ou ω-limite.
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Théorème 1.5.
Tout ensemble K fermé et borné, non vide, positivement invariant, son ensemble ω-limite contient
soit :
(i) un point d’équilibre attractif,
(ii) une trajectoire périodique (un cycle limite),
(iii) une reunion de points d’équilibre reliés par des trajectoires regulières.
Théorème 1.6.
Soit γ(x0) une orbite fermée(orbite définie par une solution périodique non stationnaire). Alors,
l’intérieur de γ(x0) contient au moins un point d’équilibre de g ; donc, le système (3.1) a un point
d’équilibre.
Remarque 1.8 (Absence de cycle limite).
Dans la majeure partie de l’utilisation du théorème de Poincaré-Bendixson en épidémiologie, nous
aurons besoin de montrer que le système n’admet pas de cycle limite, afin de pouvoir prouver la
stabilité d’un point d’équilibre. D’où l’intérêt du paragraphe suivant.
Critère de Bendixson dans le plan
Considérons le système (3.1) :
ẋ = g(x) = g(x1, x2) = (g1(x), g2(x))
avec g ∈ C1(R2,R2).
Théorème 1.7 (Critère de Bendixson).
Soit D un domaine simplement connexe de R2. Si la quantité
∂g1
∂x1
+
∂g2
∂x2
est non nulle et de signe
constant sur D, alors le système (3.1) n’admet pas de cycle limite entièrement contenu dans D.
Théorème 1.8 (Critère de Dulac-Bendixson).
Soit B une fonction de classe C1 sur D, un domaine simplement connexe de R2. Si la quantité
∂(B(x)g1(x))
∂x1
+
∂(B(x)g2(x))
∂x2
est non nulle et de signe constant sur D, alors le système (3.1)
n’admet pas de cycle limite entièrement contenu dans D.
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classes d’infectés : stabilité et observabilité
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3.3. Théorie de Li-Muldowney ou théorie de Bendixson généralisée
Problème de stabilité globale dans Rn
Considérons une EDO dans Rn définie par :
x ′ = f (x), f ∈ C1(D,Rn), avec D un ouvert de Rn.
Soit x̄ ∈ D un point d’équilibre de l’EDO (i.e f (x̄) = 0).
Définition 1.13.
x̄ est globalement stable dans D si :
1. x̄ est localement asymptotiquement stable, et
2. x̄ est attractif dans D, i.e
x(t, x0)→ x̄ quand t →∞ pour tout x0 ∈ D.
Soit ε > 0, x1 ∈ D, et V un petit voisinage de x1,
Définition 1.14.
Un champ de vecteur g ∈ C1(D,Rn) est une ε-perturbation locale de f au point x1 si :
1. supp(f − g) ⊂⊂ V
2. ||f − g||C1 < ε avec
||f − g||C1 = sup
x∈D
{||f (x)− g(x)||+ ||
∂f (x)
∂x
−
∂g(x)
∂x
||}.
Définition 1.15.
Un critère de Bendixson est une condition satisfaite par f , qui exclut des solutions périodiques
non constantes de l’équation x ′ = f (x).
Définition 1.16.
Un critère de Bendixson est dit C1 robuste, s’il est satisfait par C1 ε-perturbations locale g pour
tout ε > 0.
Exemple 1.1. Le critère de Bendixson classic : div f (x) < 0 pour n = 2 est C1 robuste.
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Lemme 1.2 (Pough).
Si x1 ∈ D est un point limite tel que f (x1) 6= 0 alors pour tout ε > 0 et tout petit voisinage V
de x1, il existe g une ε-perturbation locale de x1 tel que
x ′ = g(x)
qui admet une orbite périodique non constante passant par x1.
Corollaire 1.2.
Si f satisfait à une condition de Bendixson C1 robuste sous de petites perturbations locales, alors
tous les points limites de x ′ = f (x) sont des points d’équilibre.
Théorème 1.9 (Li-Muldowney).
Si les conditions suivantes sont satisfaites :
1. D est positivement invariant.
2. x̄ est l’unique point d’équilibre dans D.
3. x̄ est localement asymptotiquement stable.
4. x ′ = f (x) satisfait à un critère de Bendixson C1 robuste.
Alors x̄ est globalement asymptotiquement stable dans D.
Critère de Bendixson général
Définition 1.17 (Ensemble absorbant).
Un ensemble K ⊂ D est absorbant si pour tout compact D1 de D, il existe T > 0, tel que
x(t,D1) ⊂ K, t ≥ T.
Soit K ⊂ D un ensemble compact absorbant. Soit P (x) une matrice N × N, N =
(
n
2
)
, tel
que : P (x) et P−1(x) sont C1 pour tout x ∈ K. Soit |z | une norme de Rn et µ la mesure de
Lozinskĭı. Soit
B(x) = Pf (x)P
−1(x) + P (x)
∂f [2]
∂x
P−1(x),
q̄2 = lim sup
t→∞
sup
x0∈K
1
t
∫ t
0
µ(B(x(s, x0)))ds.
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Théorème 1.10 (Li-Muldowney).
Soit D un ensemble simplement connexe tel qu’il existe un sous ensemble compact absorbant
K ⊂ D. Alors
q̄2 < 0
est un critère de Bendixson et, il est C1 robuste.
De plus, si x̄ est un unique point d’équilibre dans D, alors q̄2 < 0 implique que x̄ est globalement
stable dans D.
4. La notion d’observateur
Un observateur est un moyen de mesure qui permet de retrouver tous les états d’un système
industriel en disposant du minimum d’informations sur ces états. Ce minimum d’information est
obtenue à l’aide d’un capteur. Un observateur permet donc d’optimiser le nombre de capteurs dans
une application industrielle ; d’où son intérêt économique dans l’industrie. Durant les dernières
décennies beaucoup de travaux en automatique ont été menés sur la conception d’observateurs.
Particulièrement notre but est de construire un observateur grand gain. Ainsi donc, considérons
le système général suivant :
ẋ(t) = f (x(t), u(t)),
y(t) = h(x(t)),
(4.1)
où
– x ∈ X représente le vecteur d’état, et X un ensemble connexe de dimension n,
– u ∈ U est l’entrée, et U est un ensemble mesurable de Rm,
– y ∈ Y est la sortie, avec Y un ouvert de Rp,
– f : Rn × Rm → Rn de classe C∞,
– h : Rn → Rp de classe C∞.
Notons que x est l’inconnue, et est fonction du temps ; les fonctions u et y sont des fonctions
connues du temps.
4.1. Observabilité
Définition 1.18 (Distinguabilité-Indistinguabilité).
Deux états initiaux x , x̃ de X tel que x 6= x̃ sont dits distinguables dans X si il existe t ≥ 0 et
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u : [0, t]→ U une entrée admissible telle que les trajectoires des sorties issues respectivement de
x et x̃ restent dans X pendant la durée [0, t] et verifient y(t, x, u(t)) 6= y(t, x̃ , u(t)).
Réciproquement, Deux états initiaux x , x̃ de X tel que x 6= x̃ sont indistinguables (notés
xIx̃) si pour tout t ≥ 0 et pour tout u : [0, t] → U pour lesquels les trajectoires issues de x , x̃
restent dans X, on a : y(t, x, u(t)) = y(t, x̃ , u(t)).
Remarque 1.9.
L’indistinguabilité est une relation d’équivalence. Notons par I(x) la classe d’équivalence de x .
Définition 1.19 (observabilité).
Le système (4.1) est
1. observable en x ∈ X si I(x) = {x},
2. observable si I(x) = {x}, pour tout x ∈ X.
Définition 1.20 (Observabilité faible).
Le système (4.1) est faiblement observable [resp. en x0] si il existe un voisinage V de tout x [resp.
en x0] tel qu’il n’existe pas d’état indistinguable de x [resp. x0] dans V .
Définition 1.21 (Observabilité locale en temps et en espace).
L’état x est localement observable, si pour tout ε > 0 et pour tout voisinage V de x , il existe
η > 0 plus petit que ε et un voisinage W de x contenu dans V , tel que pour tout x̃ ∈ W , il
existe une entrée [0, η] 3 t → u(t) qui distingue x et x̃ , c’est-à-dire telle que y(η) 6= ỹ(η). Le
système (4.1) est localement observable s’il l’est pour tout x .
Remarque 1.10.
y(t) (resp. ˜y(t)) correspond à la sortie de (4.1) avec l’entrée u(t) et la condition initiale x (resp.
x̃).
Définition 1.22 (Observabilité locale faible).
Le système est localement faiblement observable en x0 ∈ V , s’il existe un voisinage ouvert
V ′(x0) ⊂ V contenant x0, tel que pour tout voisinage V ′′ ⊂ V ′(x0) de x0, pour tout point x1 ∈
V ′′(x0), les couples (x0, x1) sont distinguables et les trajectoires x(t, x0, u(t)) et x(t, x1, u(t))
évoluent à l’intérieur de V ′′(x0).
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4.2. Critère d’observabilité
La seule façon effective de tester l’observabilité d’un système est de considérer l’application
qui à x associe y et ses dérivées en temps. Nous supposons dans cette section que y et u sont
C∞.
Définition 1.23 (Espace d’Observation).
L’espace d’observation du système (4.1) est le plus petit espace vectoriel, noté O(h), contenant
les composantes de h : h1, . . . , hp, et tel que pour toute entrée u ∈ U et pour tout τ ∈ O(h),
Lfuτ ∈ O(h), avec fu(x) = f (x, u) et Lfuτ(x) =
∂τ
∂x
f (x, u).
Définition 1.24 (Observabilité au sens du rang).
Le système (4.1) est observable au sens du rang en x0 ∈ X ⊂ Rn si la dimension de l’espace
vectoriel engendré dO(h)|x0 = {dτ |x0, τ ∈ O(h)} est égal à n.
Le système (4.1) est observable au sens du rang s’il est observable pour tout x ∈ X.
Remarque 1.11.
L’observabilité exprime le fait que si l’on connâıt à l’instant t0 la sortie y(t) et toutes ses dérivées,
alors x(t0) est défini de manière biunivoque.
Théorème 1.11 (Condition du rang).
– Si le système (4.1) satisfait en x0 la condition d’observabilité au sens du rang, alors le
système (4.1) est observable en x0.
– Si (4.1) satisfait la condition d’observabilité au sens du rang, alors il est localement faible-
ment observable.
– Réciproquement, si le système est localement faiblement observable, alors il satisfait la
condition du rang dans un ouvert dense de X.
Définition 1.25 (Entrée universelle).
Une entrée u : [0, T ] → U admissible est dite universelle pour le système (4.1) sur [0, T ] si,
pour tout couple d’états initiaux distincts x0 et x1, il existe au moins un temps t ∈ [0, T ] tel que
y(t, x0, u(t)) 6= y(t, x1, u(t)) . Une entrée non universelle est dite singulière.
Définition 1.26 (Uniforme observabilité).
Un système dont toutes les entrées admissibles à valeur dans U sont universelles est dit U -uniforme
observable.
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4.3. Observateur à grand gain
Un observateur ou reconstructeur d’état est un système dynamique qui permet d’obtenir une
estimation de la valeur courante de l’état non mesuré d’un système à partir des informations
antérieures sur les entrées et la sortie de ce dernier.
Considérons le système suivant :
˙̂x(t) = f̂ (x̂(t), u(t), y(t)),
ŷ(t) = ĥ(x̂(t)),
(4.2)
où x̂ ∈ M variété différentiable telle que h : M → V une submersion (application différentiable
surjective de rang n), X ouvert de Rn espace d’état de (4.1) ; u et y sont les entrées et sorties
de (4.1).
La reconstruction de l’état peut être schématisé ainsi :
Figure 1.1 – Schéma observateur
Définition 1.27 (Observateur).
(i) On appelle observateur de (4.1), tout système auxiliaire sous la forme de (4.2) dont la sortie
de l’état estimé x̂(t) est tel que :
||e(t)|| = ||x̂(t)− x(t)|| → 0 quand t →∞,
e(t) s’appele l’erreur de l’observation.
(ii) Le système (4.2) est un observateur asymptotique local de (4.1), s’il existe x0 ∈ X et un
voisinage Vx0 de x0 tel que :
lim
t→∞
e(t) = 0.
(iii) Le système (4.2) est un observateur global de (4.1) si
lim
t→∞
e(t) = 0
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pour toute condition initiale x(0) ∈ X et x̂(0) ∈ M.
(iv) Le système (4.2) est un observateur exponentiel de (4.1) si
∃λ, µ > 0 tel que ||e(t)|| ≤ µe−λt ||e(0)||.
Pour la suite, nous nous placerons dans le cas où (4.1) est un système autonome affine par
rapport à la commande. Nous avons :{
ẋ(t) = f (x) + g(x)u,
y(t) = h(x).
(4.3)
Considérons l’application
φ : Rn −→ φ(Rn)
ξ 7→

h(ξ)
Lf (h)ξ
...
Ln−1f (h)ξ
 ,
où Lf (h) représente la dérivée de Lie à l’ordre 1 de h, et a pour expression :
Lf (h) =
n∑
i=1
fi(x)
∂h(x)
∂xi
et les dérivées successives sont données par
Lpf h = Lf (L
p−1
f (h)) avec L
1
f h = Lf h et L
0
f h = h.
Nous supposons que (4.3) est observable pour toutes les entrées et que φ : Rn → φ(Rn) est un
difféomorphisme et effectuons le changement de variable suivant :
z1 = h, z2 = Lf (h), · · · , zn = Ln−1f (h).
Proposition 1.5.
Le système (4.3) est observable si et seulement si par φ (4.3) devient :
ż =

ż1
ż2
...
żn
 =

z2
z3
...
ϕ(z)
 +

g1(z)
g2(z)
...
gn(z)
 u
y = Cz.
(4.4)
où C = [1, 0, · · · , 0].
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Remarque 1.12.
Nous demandons que ϕ et gi soient globalement Lipschitzienne pour que les trajectoires de (4.4)
ne partent pas à l’infini.
Le second membre de (4.4) est égal F (z) + G(z), avec :
F (z) = Az +

0
...
ϕ(z)
 et G(z) =

g1(z)
...
gn(z)
 ,
où
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

Théorème 1.12. Supposons que (4.4) est uniformément observable et que ϕ et gi Lipschitzienne
alors :
˙̂z = F (ẑ) + G(ẑ)− S−1θ Ct(Cẑ − y)
est un observateur pour (4.4). De plus pour θ assez grand ||ẑ − z || ≤ Ke −θt3 ||ẑ0 − z0||. Avec Sθ
vérifie θSθ + A
tSθ + SθA = CC
t c’est-à-dire Sθ solution stationnaire de
−Ṡθ = θSθ + AtSθ + SθA− CCt .
Lemme 1.3.
−Ṡθ = θSθ +AtSθ +SθA−CCt admet une unique solution stationnaire Sθ dont les coefficients
sont donnés par Sθ(i , j) = limt→∞ Sθ(i , j) = S1(i , j)
1
θi+j−1
où S1 est obtenue pour θ = 1.
Théorème 1.13.
L’observateur grand gain du système initial est donné par :
˙̂x = F (x̂) + G(x̂)−
[
∂φ
∂x
]
x=x̂
S−1θ C
t(Cx̂ − y)
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Quelques modèles épidémiologiques
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Ethymologiquement, le mot épidémiologie signifie : études sur les populations. Force est de
noter que le mot épidémiopathologie est le plus appropié car, signifiant : études sur les maladies
des populations. Pourtant, la définition pratique du mot est : une science s’intéressant à la
distribution et aux déterminants des maladies dans la population, dans le but :
– de contribuer à la connaissance de leurs causes,
– de les prévenir et de les contrôler dans la population,
– de guider la politique de santé,
– d’aider à maintenir les individus en bonne santé et à traiter les maladies.
Le champ d’étude de l’épidémiologie reste les maladies infectieuses. Ces dernières représentent
des maladies provoquées par transmissions de micro-organismes tels que : les virus, les bactéries,
les parasites, les champignons, les lévures. Nous pouvons citer quelques maladies infectieuses : la
tuberculose, la maladie de Lyme, la dengue, le chikungunya, l’hépatite B, le paludisme, le VIH
SIDA, etc.
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1.. MODÈLE DE BERNOUILLI
Avec les données recueillies sur les infections, les mathématiciens élaborent des modèles mathé-
matiques, afin de pouvoir étudier les infections avec les outils mathématiques. Cette approche de
l’épidémiologie n’est pas très ancienne, et s’impose de plus en plus grâce à son apport, que nous
allons présenter dans la suite. Elle constitue l’épidémiologie mathématique.
L’épidémiologie mathématique a connu beaucoup d’essort au cours des dernières décennies. His-
toriquement, le travail de Bernouilli sur la variole fait parti des plus anciens, et occupe une place
importante. Il a permis de mettre en lumière très tôt l’importante contribution des mathématiciens
dans l’épidémiologie.
1. Modèle de Bernouilli
Certains le considèrent comme étant le premier modèle mathématique en épidémiologie. Le
modèle de Daniel Bernouilli 1760 est basée sur l’étude de la variole.
Pour combattre la variole, les médecins inoculent une certaine forme, que l’on espère peu
virulente de la maladie, par scarification avec le contenu de la substance suppurant des vésicules
d’un malade, ce qui est sans doute très risqué.
Le but du travail de Bernouilli était de donner une estimation quantitative des avantages et
inconvénients de l’inoculation antivariolique. Nous allons exposer de façon résumé le modèle de
Bernouilli, pour les détails il faut se réferer à son travail [3]. Les données disposées par Bernouilli
sont :
– β : taux d’attaque de la variole par an et par susceptible,
– ν proportion de variolés qui meurent de la variole,
– 1/N proportion de personnes qui meurent de l’inoculation.
Les estimations numérique de son temps sont : β ' 1/8, ν ' 1/8 et N ' 200. Par ailleurs,
Bernouilli disposait de la table de cohorte de Halley. Il s’agit d’une table composée de deux
colonnes : une pour le temps t en unité d’années et la seconde pour le nombre de survivants ξ(t),
à l’époque t, issus d’une cohorte (personnes nées la même année) de taille initiale ξ(0).
Bernouilli désigne par S(t) le nombre de susceptibles vivant en t dans la cohorte de Halley et
commence par construire une fonction à l’aide de ses données. Son idée consiste à ramener la
variation totale d’une population à un seul individu en imaginant bien sûr un comportement
homogène de ses membres. Il considère par ζ(t) le nombre de survivants en t d’une cohorte de
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taille initiale ζ(0) = ξ(0) qui ne subit pas la variole. Il élabore le modèle suivant :
S(t) = −βS(t) + (ξ̇(t) + νβS(t))
S(t)
ξ(t)
,
ζ̇(t) = −µ(t)ζ(t) =
ξ̇(t) + νβS(t)
ξ(t)
.
Avec µ(t) étant le taux instantané de mortalité per capita pour toutes les causes autres que la
variole. ξ(t) est connu grâce à la table de Halley. Comme, il est admis que les nouveau-nés sont
susceptibles d’attrapés la maladie, donc S(0) = ξ(0). On montre que :
d
dt
(
ξ(t)
S(t)
)
= β
ξ(t)
S(t)
− νβ.
Cette relation est une équation différentielle du premier ordre linéaire et inhomogène pour
ξ(t)
S(t)
,
avec la condition initiale
ξ(0)
S(0)
= 1. Sa résolution donne :
ξ(t)
S(t)
= (1− ν)eβt + ν,
d’où
S(t) =
ξ(t)
(1− ν)eβt + ν .
Donc S(t) peut être calculée grâce à ξ(t), qui est connu.
D’autre part, nous avons :
ζ̇(t)
ζ(t)
−
˙ξ(t)
ξ(t)
= νβ
S(t)
ξ(t)
=
νβ
(1− ν)eβt ,
en intégrant l’équation et tenant compte de la condition initiale prise dans le tableau de cohorte
ζ(0) = 1300, il obtient :
ln
ζ(t)
ξ(t)
=
∫ t
0
νβds
(1− ν)eβs + ν = ln
eβt
(1− ν)eβt + ν ,
on en déduit que :
ζ(t) =
ξ(t)
1− ν + νe−βt .
De même la connaissance de ξ(t) permet la détermination de ζ(t).
Conclusion de Bernouilli Notons que Bernoulli calcule d’abord l’espérance de vie d’une popu-
lation inoculée sans aucun risque, 29 ans et 9 mois, avant d’arriver à 29 ans et 7 mois « tout
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tribu payé », ce qui est son expression pour signifier qu’il a tenu compte de ce que l’inoculation
elle-même est mortelle une fois sur 200. Il a donc beau jeu d’insister : « l’intérêt public demandera
toujours, non seulement que l’on emploie l’inoculation, mais encore qu’on se hâte de l’employer
» (paragraphe 14 de son article ([3])).
2. Modèle Kermack et Mckendrick
2.1. Présentation du modèle
Dans ce paragraphe, nous allons étudier le modèle de Kermack et Mckendrick. C’est un
modèle compartimental simple. En effet, les individus sont compartimentés selon l’état clinique
en individus sains (S), infectieux (I) et guéris (R).
Ṡ = −β SI
N
,
İ = β SI
N
− γI,
Ṙ = γI.
(2.1)
L’élément crucial dans ce modèle en compartiment est indibutablement le processus de contagion :
comment un individu susceptible devient infecté. Comme ce processus de contagion rend compte
du passage du parasite d’un individu infecté à un individu susceptible, on comprend que le nombre
de nouveaux malades dépend non seulement du nombre d’individus susceptibles, mais également
du nombre d’individus déjà infectés présents dans la population. On pourrait ainsi näıvement
penser que la force d’infection est proportionnelle au nombre I d’individus infectieux dans la
maladie :
λ = βI (2.2)
où le paramètre β rend compte du taux de contact infectieux. Il est important de noter ici que ce
paramètre dépend à la fois de propriétés intrinsèques à la population hôte, des caractéristiques du
parasite et de la maladie étudiée (Keeling et Rohani 2007). Une expression de β souvent proposée
est :
β = −c ln(1− p) (2.3)
où c est le taux de contact entre individus (propriéte intrinsèque à la population hôte) et p,
la probabilité qu’il y ait infection sachant que le contact a eu lieu avec un individu infecté
(caractéristique du parasite et de la maladie). Ici le terme “contact” est pris dans son sens le
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classes d’infectés : stabilité et observabilité
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plus large. Il peut s’agir de conctact direct pour les maladies à transmission direct ou de contact
indirect pour les maladies à transmission indirecte.
2.2. Étude du modèle
Existence d’épidémie
La première question qu’on se pose est de savoir s’il y a possibilité de voir apparâıtre une épidémie
d’une infection modélisée par ce modèle, dans une population de sains. La réponse à cette question
peut se faire en examinant (2.1)2. Cette équation informe que le nombre de malades augmente
dès que İ > 0, ce qui revient à r = βS/N − γ > 0, ou encore R > 1, avec
R = βS/(γN) (2.4)
où R est le taux de reproduction de la maladie. Pour savoir si une épidémie de l’infection peut
apparâıtre, il suffit d’examiner la valeur de R lorsque tous les individus sont sains, S = N. Dans
ce cas, le taux est égal à :
R0 = β/γ (2.5)
et R0 est appelé le taux de reproduction de base. Il représente le nombre de nouveaux cas
engendrés par un seul individu infecté dans une population constituée entièrement de susceptibles.
Ce taux joue un rôle fondamentale dans l’épidémiologie, car sa valeur nous renseigne s’il y a
possibilité d’épidémie. Et en général, une épidémie peut avoir lieu dès que R0 > 1 et impossible
pour R0 < 1.
Détermination du nombre maximal d’infectés
Il serait utile du point de vue de la santé publique de connâıtre le nombre maximal atteint par les
infectés (Imax) lors d’une épidémie. Toujours, considérons l’équation (2.1)2, que l’on réécrit sous
la forme :
dI/dt = (βS/N − γ)I = (βS/N − γ)(−
dS
dt
N/βS) = −dS/dt(1− γN/(βS)), (2.6)
donc
dI = (γN/(βS)− 1)dS.
En intégrant cette dernière équation, on obtient :
I(t) = I0 − S(t) + S0 +
γN
β
ln
S(t)
S0
= N − S(t) +
γN
β
ln
S(t)
S0
,
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et l’étude de cette équation montre que I admet un maximum si S = γN/β, il est égal à
Imax = N(1− γ/β + γβ ln
γN
βS0
).
Points d’équilibre Un point d’équilibre épidémiologique est un point d’équilibre tel que s’il est
atteint, le nombre d’infectés ne varie plus. Il existe deux équilibres pour ce système :
– extinction de la maladie : I = 0 (point d’équilibre sans maladie),
– persistence endémique de la maladie : S/N = γ/β = 1/R0.
Cette dernière condition nous offre une méthode simple d’estimation duR0.R0 est égal à l’inverse
de la proportion de susceptibles à l’équilibre endémique (S/N).
3. Modèle SIS de Vargas
Dans ce paragrahe, nous présentons un modèle épidémiologique simple de Vargas ([69]), nous
allons effectuer l’étude de stabilité. Il s’agit d’un modèle SIS, avec une incidence définie par la
loi de l’action de masse
βSI
S + I
. La méthode de Lyapunov sera utilisée pour prouver la stabilité.
3.1. Présentation du modèle
Certaines infections ne confèrent pas d’immunité permanente. Les individus guéris rede-
viennent immédiatement susceptibles. Ces types d’infections sont modélisées par des modèles
SIS. La population totale représentée par N est divisée en deux compartiments : le comparti-
ments des susceptibles, noté S, et le compartiment des infectés, noté I. Le modèle est représenté
par le diagramme suivant :
Figure 2.1 – diagramme de transfert pour le SIS
Le recrutement est égal à Λ, le taux de contact est β, le taux de mortailité est égal à µ, la
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surmortalité causée par l’infection est égal à α, le taux de guérison est φ.
Le diagramme indique alors que le système est donnée par :
Ṡ = Λ−
βSI
S + I
− µS + φI,
İ =
βSI
S + I
− (µ+ φ+ α)I.
(3.1)
L’équation différentiel de la population totale est donnée par :
d(S + I)
dt
= Λ− µ(S + I)− αI. (3.2)
Nous tirons de la relation précédente, que l’ensemble
Ω = {(S, I) ∈ R2+, S + I ≤ Λ/µ}, (3.3)
est invariant pour (3.1). Par ailleurs, il existe deux points d’équilibre, qui sont obtenus grâce à la
résolution de (3.1), pour Ṡ = İ = 0. Notamment le point d’équilibre sans maladie E0 est obtenu
en ajoutant la condition I = 0, la résolution de (3.1) donne E0 = (Λ/µ, 0). Et le point d’équilibre
endémique E∗ est obtenu avec la condition I 6= 0. Le calcul donne :(
Λ(µ+ φ+ α)
µ(µ+ φ+ α) + (α+ µ)(β − (µ+ φ+ α)) ,
Λ(β − (µ+ φ+ α))
µ(µ+ φ+ α) + (α+ µ)(β − (µ+ φ+ α))
)
.
De plus, le taux de reproduction de base, qu’on peut calculer en prenons l’inverse de la proportion
de susceptibles à l’équilibre, est donnée par :
R0 =
β
µ+ φ+ α
.
Nous allons examiner la stabilité autour des points d’équilibre.
3.2. Stabilité globale du point d’équilibre sans maladie
Théorème 2.1.
Si R0 ≤ 1, le point d’équilibre sans maladie est globalement asymptotiquement stable.
Considérons la fonction de Lyapunov suivante :
V (S, I) =
1
2
I2.
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La dérivée de V est donnée par :
V ′(S, I) =
I2
S + I
(βS − (α+ µ+ φ)(S + I)),
= −(α+ µ+ φ)
I2
S + I
((1−R0)S + I).
V ′(S, I) < 0 si I 6= 0, et V (S, I) = 0 uniquement au point d’équilibre sans maladie. D’où, d’après
le théorème de Lyapunov : le point d’équilibre sans maladie est globalement asymptotiquement
stable.
3.3. Stabilité globale du point d’équilibre endémique
Théorème 2.2.
Si R0 > 1, le point d’équilibre endémique est globalement asymptotiquement stable.
Considérons la fonction de Lyapunov suivante :
L =
[
(S − S∗) + (I − I∗)− (S∗ + I∗) ln
S + I
S∗ + I∗
]
+
(α+ 2µ)(S∗ + I∗)
βI∗
(I − I∗ − I∗ ln
I
I∗
).
La fonction L est strictement positive pour (S > 0, I > 0), et est égale au point d’équilibre
endémique. La dérivée de L est :
L′ =
[(S − S∗) + (I − I∗)]
S + I
d(S + I)
dt
+
(α+ 2µ)(S∗ + I∗)
βI∗
(I − I∗)
I
dI
dt
,
=
[(S − S∗) + (I − I∗)]
S + I
(Λ− µ(S + I)− αI)
+
(α+ 2µ)(S∗ + I∗)
βI∗
(I − I∗)
I
(
βSI
S + I
− (µ+ φ+ α)I).
Or, nous avons les égalités suivantes à l’équilibre :
Λ = µ(S∗ + I∗) + αI∗,
α+ µ+ φ =
βS∗
S∗ + I∗
.
(3.4)
En utilisation (3.4), l’expression de L′ devient :
L′ =
[(S − S∗) + (I − I∗)]
S + I
(−µ(S − S∗)− (α+ µ)(I − I∗))
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+
(α+ 2µ)(S∗ + I∗)
I∗
(I − I∗)
(
S
S + I
−
S∗
S∗ + I∗
)
.
Notons que :
S
S + I
−
S∗
S∗ + I∗
=
I∗(S − S∗)− S∗(I − I∗)
(S + I)(S∗ + I∗)
.
Donc
L′ =
[(S − S∗) + (I − I∗)]
S + I
(−µ(S − S∗)− (α+ µ)(I − I∗))
+
(α+ 2µ)(S∗ + I∗)
I∗
(I − I∗)
(
I∗(S − S∗)− S∗(I − I∗)
(S + I)(S∗ + I∗)
)
,
= −µ
(S − S∗)2
S + I
−
(
αµ+ (α+ 2µ)
S∗
I∗
)
(I − I∗)2
S + I
.
V (S, I) < 0 si S, I > 0 et V (S, I) = 0 uniquement au point d’équilibre endémique, donc d’après
le théorème de Lyapunov : le point d’équilibre endémique est asymptotiquement stable.
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d’infectés et une incidence masse action
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1. Présentation du modèle
Le but de ce paragraphe consiste à présenter notre modèle d’étude. En effet, il s’agit d’un
modèle de type SI. Ce type de modèle est déjà bien connu dans la littérature et présente plusieurs
variantes. C’est un modèle épidémiologique dont le phénomène modélisé est une infection sans
rétablissement ; en d’autres termes si un individu est infecté, il le reste durant toute sa vie. Lors
d’une épidémie la population est scindée en deux compartiments : les individus sains susceptibles
d’attraper la maladie et les infectés, notés respectivement par S et I. La population totale est
représentée par N. Dans le cas particulier que nous abordons, le compartimant I est constitué
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de deux compartiments, à savoir : les infectés au premier stade de la maladie et les infectés en
phase terminale de l’infection, notés respectivement par I1 et I2. Si β1 et β2 sont les taux de
contacts respectifs des compartiments I1 et I2, alors il y a β1I1 + β2I2 contacts des infectés. Si
tout contact avec un susceptible engendre un nouveau infecté, alors il y a (β1I1 + β2I2)P (S)
nouveaux infectés, où P (S) est la probabilité pour qu’un infecté rencontre un susceptible. La
quantité (β1I1 + β2I2)P (S) est connue dans la littérature par l’incidence masse action. Notons
que la plupart des modèles utilise l’incidence bilinéaire (β1I1 + β2I2)S.
Le but de ce travail est d’analyser la stabilité globale du modèle SI1I2. Ce système peut modéliser
plusieurs infections n’admettant pas d’immunité, particulièrement le VIH. Pour ce modèle, nous
supposons P (S) =
S
N
. Ainsi l’incidence est donnée par (β1I1 + β2I2)
S
N
, où N est la population
totale (N = S + I1 + I2). La stabilité globale des systèmes utilisant ce type d’incidence est un
sujet intéressant et plusieurs travaux y ont été effectués. Les travaux les plus remarquables ont
été les œuvres de C. Simon et J. Jacquez dans [67], Melesse et Gumel dans [64], M. Li, J. Graef,
L. Wang et J. Karsai dans [51], C. C. Cluskey dans [59], J. M. Hyman et J. Li [37]. Les auteurs de
[67] ont étudié un système similaire au notre avec n classes d’infectés et ont utilisé une méthode
géométrique pour leur analyse. Toutefois, ils ont pris un recrutement constant et ils supposent
que la surmortalité causée par l’infection est égale au temps mis pour qu’un infecté passe d’un
compartiment à un autre. Remarquons que le recrutement variable rend la détermination du point
d’équilibre endémique difficile, et dans notre cas nous avons établi uniquement son existence et son
unicité. Nous relevons surtout le fait qu’ils ont pris une condition forte reliant tous les paramètres
pour prouver la stabilité globale du point d’équilibre endémique. Cependant, dans notre travail
nous avons juste supposé que le taux de natalité est supérieure à la surmortalité causée par
l’infection. De même, dans la démonstration établie dans la preuve de la stabilité globale du
point d’équilibre endémique, les auteurs de [64], font une supposition très lourde et très difficile à
réaliser. Dans le travail fait dans [51], les auteurs travaillent avec un seul taux de contact. Dans les
travaux [59, 37], des systèmes similaires au nôtre ont été considérés, mais les auteurs de [37] ne
traitent pas la question de la stabilité globale du point d’équilibre endémique, mais aussi l’auteur
de [59] suppose que β1 = β2 et γ = d . Par ailleurs, nous pouvons encore citer d’autres travaux,
comme le travail de H. Guo et M. Y. Li [30], où les auteurs établissent la stabilité du point
d’équilibre sans maladie, et le point d’équilibre endémique, en utilisant une incidence bilinéaire.
Nous mentionnons également le travail de A. Iggidr, J. Mbang, G. Sallet et J. J. Tewa dans [40]
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où les auteurs travaillent sur un système similaire mais avec une incidence bilinéaire.
Le système étudié dans ce chapitre est le suivant :
Ṡ = bN − (β1I1 + β2I2)
S
N
− µS,
İ1 = (β1I1 + β2I2)
S
N
− (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(1.1)
Avec :
– b est le taux de natalité de la population considérée,
– µ est le taux de mortalité de la population,
– β1 et β2 les taux de contacts respectifs des compartiments I1 et I2,
– 1/γ est la durée moyenne pour passer d’infecté de première phase en phase terminale,
– d est la surmortalité occasionnée par l’infection,
– N = S + I1 + I2.
Figure 3.1 – Diagramme de transfert pour le modèle SI1I2
L’expression de la dérivée de la population totale est déduite des celles de S, I1 et I2 et s’écrit :
Ṅ = (b − µ)N − dI2.
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Le point d’équilibre sans maladie est donné par S = N, I1 = I2 = 0. Tout point d’équilibre vérifie
le système d’équation : 
bN∗ − (β1I∗1 + β2I∗2)
S∗
N∗
− µS∗ = 0,
(β1I
∗
1 + β2I
∗
2)
S∗
N∗
− (µ+ γ)I∗1 = 0,
γI∗1 − (µ+ d)I∗2 = 0.
(1.2)
La résolution du système donne :
I∗1 =
µ+ d
γ
I∗2 ,
S∗ =
(µ+ d)2(µ+ γ)2
γ(b(β1(µ+ d) + β2γ)− µ(µ+ γ)(µ+ d))
I∗2 ,
et I∗2 libre. Donc (1.1) admet une infinité de points d’équilibre endémique. De plus, la determi-
nation d’une fonction de Lyapunov de notre système autour d’un point d’équilibre endémique
n’est pas aisée. Ainsi, pour l’étude de (1.1), nous allons passer au système des proportions (pré-
valences).
Posons
s =
S
N
, i1 =
I1
N
et i2 =
I2
N
,
la dérivée de s par rapport au temps est donnée par :
ṡ =
ṠN − SṄ
N2
=
Ṡ
N
−
S
N
Ṅ
N
=
Ṡ
N
− s
Ṅ
N
.
Nous avons :
Ṡ
N
= b − (β1i1 + β2i2)s − µs et
Ṅ
N
= b − µ− di2.
On obtient alors :
ṡ = b − bs − (β1i1 + β2i2)s + dsi2.
De manière similaire, nous déterminons les expressions de i1 et i2. Le modèle de proportions s’écrit
alors : 
ṡ = b − bs − (β1i1 + β2i2)s + dsi2,
i̇1 = (β1i1 + β2i2)s − (b + γ)i1 + di1i2,
i̇2 = γi1 − (b + d)i2 + di22 .
(1.3)
Les systèmes (1.3) et (1.1) représentent le même phénomène, d’où l’étude de (1.1) se ramène à
l’étude de (1.3). Toutefois, nous soulignons que notre étude a été faite sous la condition b ≥ d .
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Nous débutons l’étude de notre modèle par la détermination du taux de reproduction de base
dans le paragraphe suivant.
2. Calcul de R0
Dans ce paragraphe, il est question de la determination du taux de reproduction de base.
Nous rappelons que ce taux représente le nombre de nouveaux cas engendrés par un seul individu
infecté dans une population constituée uniquement de susceptibles.
Nous notons par :
– Fj(s, i1, i2) le taux de nouveaux infectés dans le compartiment j ,
– Vj(s, i1, i2) le taux de transfert d’individus d’un compartiment à un autre par tout autre
moyen.
Les matrices F et V sont représentées par :
F =
 0(β1i1 + β2i2)s
0

et
V =
 b − bs − (β1i1 + β2i2)s + dsi2−(b + γ)i1 + di1i2
γi1 − (b + d)i2 + di22
 .
Le calcul de leur jacobienne respective au point d’équilibre sans maladie ((1, 0, 0)) donne :
DF =
 0 0 00 β1 β2
0 0 0

et
DV =
 −b −β1 −β2 + d0 −(b + γ) 0
0 γ −(b + d)
 .
Considérons F et V les matrices données par :
F =
(
β1 β2
0 0
)
et
V =
(
−(b + γ) 0
γ −(b + d)
)
.
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Le taux de reproduction de base est le rayon spectral de la matrice −FV −1. Le calcul donne :
R0 =
β1
b + γ
+
β2γ
(b + γ)(b + d)
.
Après avoir établi le taux de reproduction nous passons à la détermination d’éventuelles points
d’équilibre.
3. Points d’équilibre du système
Nous notons d’abord le point d’équilibre sans maladie que l’on note souvent par DFE (Disease
Free Equilibrium) et DFE = (1, 0, 0).
Nous cherchons maintenant d’éventuels points d’équilibre endémique c’est-à-dire des points
d’équilibre dont (i1, i2) 6= (0, 0). Nous avons le résultat suivant :
Proposition 3.1.
Si R0 > 1, il existe un unique point d’équilibre endémique.
Démonstration. Il est important de signaler que dans notre cas, nous n’allons pas déterminer
explicitement le point d’équilibre, mais nous allons prouver son existence et son unicité.
Existence
A l’équilibre, nous avons :
b − bs∗ − (β1i∗1 + β2i∗2 )s∗ + ds∗i∗2 = 0,
(β1i
∗
1 + β2i
∗
2 )s
∗ − (b + γ)i∗1 + di∗1 i∗2 = 0,
γi∗1 − (b + d)i∗2 + d(i∗2 )2 = 0.
(3.1)
L’équation (3.1)3 donne :
i∗1 =
b + d
γ
i∗2 −
d
γ
i∗22 . (3.2)
En remplaçant i∗1 par son expression dans (3.1)2, nous obtenons après simplification :
(β1(b+ d)− β1di∗2 + β2γ)s∗− (b+ γ)(b+ d) + d(b+ d)i∗2 + d(b+ d)i∗2 − d2 i∗22 = 0. (3.3)
Du fait que s∗ + i∗1 + i
∗
2 = 1, nous avons :
s∗ = 1− i∗1 − i∗2 = 1−
b + d
γ
i∗2 −
d
γ
i∗22 − i∗2 .
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En substituant s∗ par son expression dans (3.3), il apparait que i∗2 est solution du polynôme :
P (i∗2 ) = a3(i
∗
2 )
3 + a2 i
∗2
2 + a1i
∗
2 + a0 = 0,
avec
a3 = −β1
d2
γ
,
a2 = 2β1d
b + d
γ
+ β1d + β2d − d2,
a1 = −β1
(b + d)2
γ
− β1(b + d)− β1d − β2(b + d)− β2γ + d(b + γ) + d(b + d)
= −R0 (b + d)(b + γ)
(
1 +
b + d
γ
)
− β1d + d(2b + d + γ),
et
a0 = β1(b + d) + β2γ − (b + d)(b + γ) = (b + d)(b + γ) (R0 − 1).
Nous avons a3 < 0, et comme R0 > 1 donc nous avons aussi : a2 > 0, a1 < 0, et a0 > 0.
Vu la difficulté qui se rapporte à la détermination des racines du polynôme P , nous transformons
ce problème en un problème d’intersection équivalent : P (i∗2 ) = 0⇔ Q(i∗2 ) = R0 avec
Q(i∗2 ) = −
a3
k
(i∗2 )
3 −
a2
k
i∗22 −
a1
k
i∗2 + 1, où k = (b + d)(b + γ).
Aux points 0 et 1 Q admet comme valeurs :
Q(0) = 1, et
Q(1) =
β1(b
2 + bγ + dγ) + γ(b(b − d + γ) + β2(b + γ))
k
.
De plus, nous avons :
Q(1)−R0 = b
β1b + β2γ + bγ + γ
2 − dγ
kγ
> 0.
D’où
Q(0) < R0 < Q(1).
Essayons maintenant de mieux localiser i∗2 dans [0, 1]. Partant de l’inégalité
i∗1 + i
∗
2 < 1, (3.4)
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et de relation entre i∗1 et i
∗
2 suivante :
i∗1 =
b + d
γ
i∗2 −
d
γ
i∗22 ,
nous déduisons que i∗2 vérifie :
R(i∗2 ) = −d i∗22 + (b + d + γ)i∗2 − γ < 0.
Le discrimant de ce polynôme donne :
∆R = (b + d + γ)
2 − 4dγ = b2 + 2b(d + γ) + (d − γ)2 > 0.
Et les racines sont :
r1 = (b + d + γ −
√
∆R)/2d et r2 = (b + d + γ +
√
∆R)/2d.
Nous remarquons, d’après les expressions des racines que :
1. r1 < γ/2d < r2
2. r2 > 1.
Ainsi, d’après l’étude de signe du polynôme R, nous obtenons :
0 < i∗2 < min{r1, 1} ≤ min{γ/2d, 1}, i.e
i∗2 ∈ I = (0, min{r1, 1}) ⊂ (0, min{γ/2d, 1}).
Par ailleurs, la différence entre Q(r1) et R0 est :
Q(r1)−R0 = (1/(2k))[b(b + d + γ +
√
∆R)] > 0.
D’où le graphe de Q rencontre la droite y = R0 en au moins un point dans I.
Unicité
Montrons que le graphe de Q et la droite y = R0 se rencontre en un seul de I. Comme Q(0) =
1 < R0, Q(r1) > R0, et Q(1) > R0, il suffit de montrer que Q admet au plus une seule tangente
verticale dans I.
La dérivée de Q est :
Q′(i∗2 ) = −(1/k)(3a3 i∗22 + 2a2i∗2 + a1).
Il faut noter que d’après la régle de descartes des signes qu’il n’y a pas de racines négatives. Pour
déterminer les racines de Q′, nous calculons son discrimant :
∆ = a22 − 3a3a1.
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– soit ∆ ≤ 0, dans ce cas le résultat est établi,
– soit ∆ > 0, dans ce cas nous avons deux racines x1 et x2, tels que x1 + x2 = −(2a2/3a3).
Or
−2a2/3a3 =
4
3
b + d
d
+
2
3
{
γ
d
+
β2γ
β1d
−
γ
β1
}
=
2
3
b + d
d
+
2
3
{
b + d
d
+
γ
d
+
β2γ
β1d
−
γ
β1
}
=
2
3
b + d
d
+
2
3β1d
{β1(b + d) + β2γ + β1γ − dγ}
=
2
3
b + d
d
+
2
3β1d
{(b + d)(b + γ)R0 + β1γ − dγ},
donc
−2a2/3a3 =
2
3
b + d
d
+
2
3β1d
{b(b + γ)R0 + bdR0 + β1γ + dγ(R0 − 1)}.
Nous savons que :
b(b + γ)R0 = β1b +
β2bγ
b + d
,
et
b + d
d
> 2,
ce qui donne −2a2/3a3 > 2, et nous concluons qu’au moins l’une des racines de Q′ est à
l’extérieur de I.
Par conséquent, le graphe de Q et la droite y = R0 se coupe en un seul point. Nous illustrons le
résultat par la simulation suivante :
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Figure 3.2 – β1 = 0.4, β2 = 0.5, γ = 0.5, µ = 0.01, b = 0.3, d = 0.2, R0 = 1.125000
Nous tirons les valeurs de i∗1 et s
∗ grâce aux relations : i∗1 =
b + d
γ
i∗2 −
d
γ
i∗22 , et s
∗ =
1 −
b + d + γ
γ
i∗2 +
d
γ
i∗22 . D’où l’existence et l’unicité du point d’équilibre endémique pour le
système (1.3).
Nous allons poursuivre l’étude du modèle en examinant la stabilité autour des points d’équi-
libre. Ainsi, le paragraphe suivant a pour but l’étude de la stabilité globale du point d’équilibre
sans maladie.
4. Stabilité globale du point d’équilibre sans maladie
Théorème 3.1.
Si R0 ≤ 1, le point d’équilibre sans maladie est globalement asymptotiquement stable.
Démonstration. La preuve de ce théorème s’appuie sur la notion de fonction de Lyapunov, et elle
se fait en deux cas : β2 ≥ d et β2 < d .
Cas 1 : β2 ≥ d
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Considérons la fonction de Lyapunov suivante :
V = i1 +
β2
b + d
i2.
Sa dérivée donne :
V̇ = (β1i1 + β2i2)s − (b + γ)i1 + di1i2 +
β2γ
b + d
i1 − β2i2 + β2
d
b + d
i22 .
Comme β1i1s ≤ β1i1 donc nous avons :
V̇ ≤ β1i1 + β2i2s − (b + γ)i1 + di1i2 +
β2γ
b + d
i1 − β2i2 + β2
d
b + d
i22
≤ (b + γ)[
β1
b + γ
+
β2γ
(b + γ)(b + d)
− 1]i1 + β2i2(s − 1) + di1i2 + β2
d
b + d
i22 ,
≤ (b + γ)(R0 − 1)i1 + β2i2(s − 1) + di1i2 + β2
d
b + d
i22 .
Sachant que β2i2(s − 1) = −β2i2(i1 + i2), alors nous obtenons :
V̇ ≤ (b + γ)(R0 − 1)i1 + (d − β2)i1i2 + (
d
b + d
− 1)β2i22 ,
i.e
V̇ ≤ (b + γ)(R0 − 1)i1 + (d − β2)i1i2 −
β2b
b + d
i22 ≤ 0.
Si R0 < 1 la forme est définie négative.
Si R0 = 1 alors V̇ ≤ 0, nous appliquons le principe d’invariance de LaSalle pour conclure. En
effet, dans ce cas, nous avons :
V̇ ≤ i2((d − β2)i1 −
β2b
b + d
i2) ≤ 0.
et si i2 = 0 alors d’après (1.3)3, i1 = 0. D’où le DFE est globalement asymptotiquement stable.
Cas 2 : β2 < d
Considérons la fonction de Lyapunov suivante définie sur {0 < s ≤ 1, 0 ≤ i1 ≤ 1, 0 ≤ i2 ≤ 1}
par :
V = s − ln s + i1 + (
b + γ
γ
−
β1
γ
)i2.
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Sa dérivée est égale à :
V̇ = ṡ(1−
1
s
) + i̇1 + (
b + γ
γ
−
β1
γ
)i̇2
= (b − bs)(1−
1
s
)− (β1i1 + β2i2)s + (β1i1 + β2i2) + dsi2 − di2
+(β1i1 + β2i2)s − (b + γ)i1 + di1i2 + (b + γ)i1 −
(b + γ)(b + d)
γ
i2
+
d(b + γ)
γ
i22 − β1i1 + β1
b + d
γ
i2 − β1
d
γ
i22 .
Après simplification, nous avons :
V̇ = −
b
s
(1− s)2 +β2i2 +di2(s+ i1−1)−
(b + γ)(b + d)
γ
i2 +
bd
γ
i22 +di
2
2 +β1
b + d
γ
i2−β1
d
γ
i22 .
D’après les égalités
b
s
(1− s)2 =
b
s
(i1 + i2)
2 et di2(s + i1 − 1) = −di22 ,
V̇ devient :
V̇ = −
b
s
(i1 + i2)
2 + β2i2 −
(b + γ)(b + d)
γ
i2 +
bd
γ
i22 + β1
b + d
γ
i2 − β1
d
γ
i22
= −
b
s
(i1 + i2)
2 +
(b + γ)(b + d)
γ
(R0 − 1)i2 +
bd
γ
i22 − β1
d
γ
i22
= −
b
s
(i1 + i2)
2 −
(b + γ)(b + d)
γ
(1−R0)i2 − β1
d
γ
i22 +
bd
γ
i22 .
Comme 1/s ≥ 1 et i2 ≥ i22 , nous obtenons l’inégalité suivante :
V̇ ≤ −b(i1 + i2)2 −
(b + γ)(b + d)
γ
(1−R0)i22 − β1
d
γ
i22 +
bd
γ
i22
= −bi21 − 2bi1i2 − bi22 −
(b + γ)(b + d)
γ
(1−R0)i22 − β1
d
γ
i22 +
bd
γ
i22
= −bi21 − 2bi1i2 −
i22
γ
(
bγ + (b + γ)(b + d)(1−R0) + β1d − b d
)
.
Notons par
D = bγ + (b + γ)(b + d)(1−R0) + β1d − bd,
et on obtient
V̇ ≤ −b i21 − 2b i1 i2 −D
i22
γ
.
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Donc si D ≥ 0 est vérifié alors V̇ ≤ 0.
Et si bd < bγ + β1d alors D ≥ 0.
Sinon, réécrivons l’expression de D :
D = bγ + (b + γ)(b + d)− β1(b + d)− β2γ + β1d − bd
= bγ + b2 + bd + bγ + dγ − β1(b + d)− β2γ + β1d − bd
= b2 + 2bγ + dγ − β1b − β2γ
= b(b − β1) + γ(2b + d − β2).
Du fait que bd ≥ bγ + β1d nous obtenons b > β1, et compte-tenu de la supposition du cas 2,
nous concluons que D ≥ 0.
D’où V̇ ≤ 0. Nous concluons comme précédemment par le principe d’invariance de LaSalle. Ainsi,
le point d’équilibre sans maladie est globalement asymptotiquement stable dans les deux cas.
Nous passont maintenant à l’étude de la stabilité du point d’équilibre endémique.
5. Stabilité globale du point d’équilibre endémique
5.1. Stabilité locale du point d’équilibre endémique
Théorème 3.2.
Si R0 > 1, le point d’équilibre endémique est localement stable.
Démonstration. Vu que la somme de nos trois variables est constante, c’est-à-dire s+ i1 + i2 = 1,
nous pouvons éliminer l’une des variables et travailler en dimension 2. Dans ce paragraphe, nous
exprimons s en fonction de i1 et i2. Nous obtenons le système suivant :{
i̇1 = (β1i1 + β2i2)(1− i1 − i2)− (b + γ)i1 + di1i2,
i̇2 = γi1 − (b + d)i2 + di22 .
(5.1)
Calculons la valeur de la jacobienne au point (i∗1 , i
∗
2 ) :
J(EE) =
(
β1 − 2β1i∗1 − β1i∗2 − β2i∗2 − (b + γ) + di∗2 β2 − 2β2i∗2 − β2i∗1 − β1i∗1 + di∗1
γ −b − d + 2di∗2
)
.
Au point d’équilibre, (5.1)1 donne :
β1 − β1i∗1 − β1i∗2 − β2i∗2 − (b + γ) + di∗2 = −β2i∗2
1− i∗2
i∗1
.
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Ajoutons de part et d’autre −β1i∗1 :
β1 − 2β1i∗1 − β1i∗2 − β2i∗2 − (b + γ) + di∗2 = −β2i∗2
1− i∗2
i∗1
− β1i∗1 .
La jacobienne devient :
J(EE) =
 β2i∗2 1− i
∗
2
i∗1
− β1i∗1 β2 − 2β2i∗2 − β2i∗1 − β1i∗1 + di∗1
γ −b − d + 2di∗2
 .
Le déterminant de J(EE) est :
det(J(EE)) = β2(b + d)i
∗
2
1− i∗2
i∗1
+ β1(b + d)i
∗
1 − 2β2d i∗22
1− i∗2
i∗1
− 2β1di∗1 i∗2
−β2γ + 2β2γi∗2 + β2γi∗1 + β1γi∗1 − dγi∗1
= β2(b + d)i
∗
2
1− i∗2
i∗1
+
(
β1(b + d) + β2γ
)
i∗1 + 2β2i
∗
2
(
γ − d i∗2
1− i∗2
i∗1
)
−2β1 d i∗1 i∗2 − β2γ + β1 γ i∗1 − d γ i∗1 .
D’après (5.1)2, on a à l’équilibre :
(b + d)i∗2 = γi
∗
1 + d i
∗2
2 .
Remplaçons (b+d)i∗2 par γi
∗
1 +d i
∗2
2 au niveau du premier terme du déterminant et réorganisons
l’expression :
det(J(EE)) = β2
(
γi∗1 + d i
∗2
2
) 1− i∗2
i∗1
+ (b + d)(b + γ)R0i∗1 + 2β2
i∗2
i∗1
(
γi∗1 − di∗2 + d i∗22
)
−2β1di∗1 i∗2 − β2γ + β1γi∗1 − dγi∗1 .
Remplaçons γi∗1 − di∗2 + d i∗22 par bi∗2 :
det(J(EE)) = β2γ − β2γi∗2 + β2d i∗22
1− i∗2
i∗1
+ (b + d)(b + γ)R0i∗1 + 2β2b
i∗22
i∗1
−2β1di∗1 i∗2 − β2γ + β1γi∗1 − dγi∗1
= β2i
∗
2
(
−γ + di∗2
1− i∗2
i∗1
+ b
i∗2
i∗1
)
+ (b + d)(b + γ)R0i∗1 + β2b
i∗22
i∗1
−2β1di∗1 i∗2 + β1γi∗1 − dγi∗1
= β2
i∗2
i∗1
(
−γi∗1 + (b + d)i∗2 − d i∗22
)
+ (b + d)(b + γ)R0i∗1 + β2b
i∗22
i∗1
−2β1di∗1 i∗2 + β1γi∗1 − dγi∗1 .
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classes d’infectés : stabilité et observabilité
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Nous savons que −γi∗1 + (b + d)i∗2 − d i∗22 = 0, donc :
det(J(EE)) = b(b + d + γ)R0i∗1 + β2b
i∗2
i∗1
+ dγi∗1 (R0 − 1) + β1i∗1 (γ − 2di∗2 ).
Comme R0 > 1 et i∗2 ∈ I donc le déterminant est positif.
Par ailleurs, la trace est :
trJ(EE) = −β2i∗2
1− i∗2
i∗1
− β1i∗1 − b − d + 2di∗2 ≤ 0.
Ce qui permet de conclure que le point d’équilibre endémique est localement stable.
5.2. Stabilité globale du point d’équilibre endémique
Pour l’étude de la stabilité globale du point d’équilibre endémique, nous allons, grâce à l’égalité
s + i1 + i2 = 1, réduire le système (1.3) à un système de dimension 2 avec comme variable s et
i1, puis utiliser la théorie de Poincarré-Bendixson pour conclure. Considérons le système suivant :{
ṡ = b(1− s)− (β1i1 + β2(1− i1 − s))s + ds(1− i1 − s),
i̇1 = (β1i1 + β2(1− i1 − s))s − (b + γ)i1 + di1(1− i1 − s),
(5.2)
définie sur Ω = {0 ≤ s ≤ 1, 0 ≤ i1 ≤ 1, s + i1 ≤ 1}. Nous allons montrer par le critère de
Dulac-Bendixson que (5.2) n’admet pas d’orbite périodique.
Théorème 3.3.
Le système (5.2) n’admet pas d’orbite périodique.
Démonstration. Considérons la fonction B(x, y) =
1
xy
, nous avons :
B ṡ(s, i1) =
b
si1
−
b
i1
− β1 −
β2
i1
+ β2 +
β2s
i1
+
d
i1
− d −
ds
i1
,
donc
∂
∂s
B ṡ(s, i1) = −
b
s2i1
+
β2
i1
−
d
i1
.
Et
B i̇1(s, i1) = β1 +
β2
i1
− β2 −
β2s
i1
−
b + γ
s
+
d
s
−
di1
s
− d,
ainsi
∂
∂i1
B i̇1(s, i1) = −
β2
i21
+
β2s
i21
−
d
s
.
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Ce qui conduit à
∂B ṡ(s, i1)
∂s
+
∂Bi̇1(s, i1)
∂i1
= −
b
s2i1
+
β2
i21
(s + i1 − 1)−
d
i1
−
d
s
∂B ṡ(s, i1)
∂s
+
∂Bi̇1(s, i1)
∂i1
< 0 ∀s, i1 ∈ (0, 1].
D’après le théorème de Dulac-Bendixson, (5.2) n’admet d’orbite périodique.
Nous allons utiliser maintenant les théorèmes 3.2 & 3.3 et le théorème de Poincaré-Bendixson
pour conclure sur la stabilité du point d’équilibre endémique.
Théorème 3.4.
Si R0 > 1, le point d’équilibre endémique est globalement asymptotiquement stable sur Ω− Γ ,
où Γ est une variété stable.
Démonstration. La jacobienne de (5.2) au point (1, 0) est :
J(EE) =
(
−(b + d) + β2 −β1 + β2 − d
−β2 β1 − β2 − (b + γ)
)
.
Son déterminant est :
det(J((1, 0))) = −β1(b + d)− β2γ + (b + d)(b + γ) = (b + d)(b + γ)(1−R0) < 0.
Par suite, le point d’équilibre sans maladie est instable. Cependant, les valeurs propres de la
matrice jacobienne sont :
λ1,2 = β1 − (b + γ)− (b + d)±
√
(β1 − (b + γ)− (b + d))2 − 4(b + γ)(b + d)(1−R0).
L’une des valeurs propres est négative, donc le point d’équilibre sans maladie admet une variété
de dimension 1 stable. L’ensemble ω− l imite de (5.2) est réduit au point d’équilibre endémique
sur l’ensemble Ω − Γ . D’où, d’après le théorème de Poincaré-Bendixson et le théorème 3.3 le
point d’équilibre endémique est globalement asymptotiquement stable sur Ω− Γ .
Nous allons illustrer les résultats par des simulations numérique au niveau du paragraphe
suivant.
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6. Simulations
Nous allons illustrer numériquement les résultats théoriques de stabilité. Nous allons simuler
les variables i1 et i2 pour R0 < 1 puis pour R0 > 1.
Prenons les valeurs suivantes pour les paramètres :
β1 = 0.3, β2 = 0.8, γ = 0.1, b = 0.7, d = 0.04.
Cela correspond à R0 sensiblement égal à 0.51013512. Dans ce cas, la théorie prouve que le
point d’équilibre sans maladie est globalement asymptotiquement stable. Les simulations corres-
pondantes sont représentées par les figures 3.3 et 3.4.
Figure 3.3 – i1, R0 < 1
Les figures 3.3 et 3.4 montrent que les courbes tendent vers 0. Ce qui illustre que le point
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Figure 3.4 – i2, R0 < 1
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Figure 3.5 – i1, R0 > 1
d’équilibre sans maladie et globalement asymptotiquement stable.
Prenons d’autres valeurs pour les paramètres :
β1 = 0.3, β2 = 0.8, γ = 0.5, b = 0.4, d = 0.1.
Ce qui correspond à R0 sensiblement égal à 1.2222222. Dans ce cas, nous avons prouvé que le
point d’équilibre endémique est globalement asymptotiquement stable. Les simulations pour ce
cas sont représentées par les figures 3.5 et 3.6.
Dans ce cas également, les courbes de i1 et i2 tendent respectivement vers i
∗
1 et i
∗
2 , qui sont
numériquement sensiblement égales à 0.1005986226 et 0.1027084268 respectivement. Illustrant
ainsi que le point d’équilibre endémique est globalement aymptotiquement stable.
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Figure 3.6 – i2, R0 > 1
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classes d’infectés : stabilité et observabilité
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7. Conclusion
Les modèles SI font partie des modèles épidémiologiques les plus importants. Dans notre
travail nous avons analysé la stabilité globale d’un modèle SI avec deux classes d’infectés et une
incidence masse action. Pour effectuer cette analyse de stabilité, nous avons utilisé le système
des proportions. Pour la stabilité globale du point d’équilibre sans maladie, nous avons utilisé la
technique directe de Lyapunov. Quant au point d’équilibre endémique, nous avons utilisé la théorie
de Poincaré-Bendixson. Enfin, nous avons effectué des simulations numériques pour illustrer les
résultats de stabilité.
Il serait intéressant d’analyser le système avec n classes d’infectés.
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Stabilité globale d’un modèle
épidémiologique avec une incidence non
linéaire
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1. Présentation du modèle
A l’instar du chapitre précédent, nous allons nous consacrer dans ce chapitre à l’étude d’un
modèle épidémiologique comportant deux classes d’infectés et une incidence non linéaire. Ce
présent modèle fut l’objet d’étude de la part des auteurs Li-Min Cai, Xue-Zhi Li et Mini Ghosh.
Ces derniers avaient publié leur travail dans le journal “Applied Mathematics et Computation”.
Cependant, nous avons décelé une erreur dans le travail. Ils se sont appuyés sur une supposition
érronée pour montrer la stabilité du point d’équilibre endémique. L’incidence utilisée dans ce
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1.. PRÉSENTATION DU MODÈLE
chapitre comporte une fonction puissance. Ce type d’incidence a été utilisé dans [56, 57]. Nous
allons, dans ce travail essayer d’apporter une solution au problème posé par les auteurs de [10].
Toutefois, il est important de souligner aussi que dans leur papier, les auteurs ont étudié la stabilité
globale du point d’équilibre endémique du modèle pour des cas particuliers, à savoir p = 1 ou
d = 0. Le modèle en question est un modèle de type SIS, avec deux classes d’infectés. Rappelons
qu’un modèle SIS modélise une infection avec possibilité de guérison. Il est représenté par :
Ṡ = Λ− (β1I + β2J)Sp − µS + αJ,
İ = (β1I + β2J)S
p − (µ+ γ)I,
J̇ = γI − (µ+ d + α)J.
(1.1)
Où
– S, I, J représentent respectivement les compartiments de susceptibles, d’infectés au premier
stade de la maladie et d’infectés au second stade de la maladie.
– Λ, µ, 1/γ, d , α sont respectivement, le recrutement, le taux de mortalité, le temps mis
pour qu’un infecté au premier stade devienne infecté en phase terminale, et le taux de
guérison,
– β1 and β2 représentent le taux de contact d’un infecté au premier stade et d’un infecté au
second stade respectivement,
– le terme β1IS
p + β2JS
p représente l’incidence et p est une constante positive.
Figure 4.1 – Diagramme de transfert pour le modèle SIJS
Les auteurs du travail [10] ont prouvé la stabilité globale du point d’équilibre sans maladie du
système général, et pour le cas endémique, ils ont travaillé sur (1.1) pour les cas particuliers p = 1
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ou d = 0. Cependant ils affirment que l’ensemble : Γ ∗ = {(S, I, J) ∈ Γ : S+ I +
µ+ d
µ
J =
Λ
µ
}
est invariant. Or, comme nous allons le montrer dans le paragraphe suivant, cet ensemble n’est
pas invariant pour le système (1.1). Ainsi, dans le même paragraphe, nous allons déterminer les
points d’équilibre du système, puis, montrer la stabilité locale du point d’équilibre endémique.
Dans le paragraphe 3 nous allons prouver la stabilité globale du point d’équilibre sans maladie.
Puis, nous prouvons au paragraphe 4 la stabilité globale du point d’équilibre endémique sous
la condition α = 0 ou β1 = 0. Notons que dans le cas où α = β1 = 0 la stabilité du point
d’équilibre endémique a été prouvé par Korobeinikov et Maini dans [44]. Ensuite, en utilisant la
technique de J. Jacquez et C. Simon exposée dans [67], nous prouvons, avec une condition, le cas
où tous les paramètres sont non nuls. En retournant au cas α = 0, nous allons finir le travail par
le paragraphe 5, par l’étude du modèle avec n classes d’infectés et une incidence plus générale
qui s’écrit :
∑n
i=1 βi Iiϕ(S), où ϕ est une fonction croissante.
2. Points d’équilibre et stabilité locale du point d’équilibre
endémique
Avant de determiner les points d’équilibre, nous allons d’abord signaler l’erreur commise par
les auteurs de [10].
Remarque 4.1.
Γ = {(S, I, J) ∈ R3+ : S + I + J ≤
Λ
µ
} est un ensemble invariant pour le système (1.1).
Par contre, l’ensemble Γ ∗ = {(S, I, J) ∈ Γ : S + I +
µ+ d
µ
J =
Λ
µ
} n’est pas invariant pour
(1.1), car, si tel est le cas alors :
Ṡ + İ +
µ+ d
µ
J̇ = 0, ∀(S, I, J) ∈ Γ ∗. (2.1)
Mais si nous remplaçons Ṡ, İ et J̇ par leurs expressions respectives au niveau du membre de
gauche de (2.1) alors, nous avons :
Ṡ + İ +
µ+ d
µ
J̇ = Λ− µS + αJ − µI +
dγ
µ
I −
(µ+ d)(µ+ d + α)
µ
J,
= µ(
Λ
µ
− S − I −
µ+ d
µ
J) + αJ +
dγ
µ
I −
(µ+ d)(d + α)
µ
J. (2.2)
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Du fait que (S, I, J) ∈ Γ ∗ alors
Λ
µ
− S − I −
µ+ d
µ
J = 0, (2.2) devient
Ṡ + İ +
µ+ d
µ
J̇ =
dγ
µ
I −
d(µ+ d) + µd
µ
J, (2.3)
qui n’est pas nul sur tout Γ ∗. D’où Γ ∗ n’est pas un ensemble invariant pour le système (1.1).
Le point d’équilibre sans maladie est donné par (
Λ
µ
, 0, 0). Pour déterminer d’éventuels points
d’équilibre endémique, nous résolvons le système :
Λ− (β1I∗β2J∗)(S∗)p − µS∗ + αJ∗ = 0,
(β1I
∗ + β2J
∗)(S∗)p − (µ+ γ)I∗ = 0,
γI∗ − (µ+ d + α)J∗ = 0.
(2.4)
Le calcul donne un unique point d’équilibre endémique, qui s’exprime comme suit :
S∗ =
(
(µ+ d + α)(µ+ γ)
β1(µ+ d + α) + β2γ
) 1
p
, I∗ =
Λ(1− 1R0 )(µ+ d + α)
(µ+ d + α)(µ+ γ)− αγ , J
∗ =
γ
µ+ d + α
I∗,
(2.5)
avec
R0 =
(
Λ
µ
)p
β1(µ+ d + α) + β2γ
(µ+ d + α)(µ+ γ)
,
où R0 représente le taux de reproduction de base du système.
Après avoir déterminé le point d’équilibre endémique, nous montrons dans le lemme suivant, qu’il
est localement stable.
Lemme 4.1.
Si R0 > 1, le point d’équilibre endémique existe et il est localement stable.
Démonstration. Nous allons établir la preuve par le critère de Routh-Hurwitz.
Considérons la matrice jacobienne du système (1.1) au point d’équilibre endémique :
A =
 −p(β1I
∗ + β2J
∗)S∗p−1 − µ −β1S∗p −β2S∗p + α
p(β1I
∗ + β2J
∗)S∗p−1 β1S
∗p − d1 β2S∗p
0 γ −d2
 ,
avec d1 = µ+ γ et d2 = µ+ d + α. Nous avons :
A− λI =
 −p(β1I
∗ + β2J
∗)S∗p−1 − µ− λ −β1S∗p −β2S∗p + α
p(β1I
∗ + β2J
∗)S∗p−1 β1S
∗p − d1 − λ β2S∗p
0 γ −d2 − λ
 ,
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Le polynôme caractéristique est :
P (λ) = (−p(β1I∗ + β2J∗)S∗p−1 − µ− λ)[(β1S∗p − d1 − λ)(−d2 − λ)− β2γS∗p]
+β1S
∗p[p(β1I
∗ + β2J
∗)S∗p−1(−d2 − λ)] + (−β2S∗p + α)[p(β1I∗ + β2J∗)S∗p−1γ].
Notons par : a = p(β1I
∗ + β2J
∗)S∗p−1, P s’écrit :
P (λ) = (−a − µ− λ)[λ2 − (β1S∗p − d1 − d2)λ− (β1S∗p − d1)d2 − β2γS∗p]
+β1S
∗p[−λa − d2a] + (−β2S∗p + α)γa.
En développant l’expression, nous avons :
P (λ) = −λ3 + (β1S∗p − d1 − d2)λ2 + ((β1S∗p − d1)d2 + β2γS∗p)λ
−(a + µ)λ2 + (a + µ)(β1S∗p − d1 − d2)λ+ (a + µ)((β1S∗p − d1)d2 + β2γS∗p)
−β1S∗paλ− β1S∗pd2a + (−β2S∗p + α)γa.
Après réduction, nous obtenons :
P (λ) = −λ3 + (β1S∗p − d1 − d2 − a − µ)λ2
+((β1S
∗p − d1)d2 + β2γS∗p + (a + µ)(β1S∗p − d1 − d2)− β1S∗pa)λ
+(a + µ)((β1S
∗p − d1)d2 + β2γS∗p)− β1S∗pd2a + (−β2S∗p + α)γa.
Multiplions P (λ) par −1 et on obtient :
Q(λ) = a3λ
3 + a2λ
2 + a1λ+ a0,
où
a3 = 1,
a2 = −β1S∗p + d1 + d2 + a + µ,
a1 = −(β1S∗p − d1)d2 − β2γS∗p − (a + µ)(β1S∗p − d1 − d2) + β1S∗pa,
a0 = −(a + µ)((β1S∗p − d1)d2 − β2γS∗p) + β1S∗pd2a − (−β2S∗p + α)γa.
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A l’équilibre nous avons les égalités : −β1S∗p + d1 = β2 J
∗
I∗ S
∗p = β2
γ
d2
S∗p, ce qui conduit à :
a2 = β2
γ
d2
S∗p + d2 + a + µ > 0. (2.6)
De plus
−(β1S∗p − d1)d2 − β2γS∗p = β2
J∗
I∗
S∗pd2 − β2γS∗p =
β2S
∗p
I∗
(d2J
∗ − γI∗) = 0.
Alors a1 et a0 deviennent :
a1 = −(a + µ)(β1S∗p − d1 − d2) + β1S∗pa
et
a0 = β1S
∗pd2a − (−β2S∗p + α)γa.
Ce qui donne :
a1 = (a + µ)(β2
γ
d2
S∗p + d2) + β1S
∗pa, (2.7)
et
a0 = a(β1S
∗pd2 + β2γS
∗p − αγ). (2.8)
Remplaçons d2 par son expression, donc :
a0 = a(β1
γI∗
J∗
S∗p + β2γS
∗p − αγ) = a
γ
J∗
(β1I
∗S∗p + β2J
∗S∗p − αJ∗) = a
γ
J∗
(Λ− µS∗).
Or d’après l’expression de Ṅ à l’équilibre : Λ− µS∗ = µI∗ + µJ∗ + dJ∗, ce qui permet d’avoir :
a0 = a
γ
J∗
(µ(I∗ + J∗) + dJ∗) > 0.
Il reste à montrer que a2a1 > a0.
Examinons le produit a2a1 :
a2a1 = d2(a + µ)(β2
γ
d2
S∗p + d2) + β1S
∗pd2a+
(β2
γ
d2
S∗p + a + µ)((a + µ)(β2
γ
d2
S∗p + d2) + β1S
∗pa).
En se basant sur (2.8), nous avons :
a2a1 = a0 + aαγ + d
2
2a + d2µ(β2
γ
d2
S∗p + d2)
+(β2
γ
d2
S∗p + a + µ)((a + µ)(β2
γ
d2
S∗p + d2) + β1S
∗pa),
donc a2a1 > a0. Ainsi le critère de Routh est vérifié, d’où le point d’équilibre endémique est
localement stable.
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3. Stabilité globale du point d’équilibre sans maladie
Théorème 4.1.
Si R0 ≤ 1, le point d’équilibre sans maladie est globalement asymptotiquement stable.
Démonstration. Considérons la fonction de Lyapunov :
V = (
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)I +
β2
µ+ d + α
J.
La dérivée de V est :
V̇ = (
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)İ +
β2
µ+ d + α
J̇,
V̇ = (
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)(β1I + β2J)S
p − β1I −
β2γ
µ+ d + α
I +
β2γ
µ+ d + α
I − β2J,
ce qui donne après simplification :
V̇ = (
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)(β1I + β2J)S
p − β1I − β2J,
donc
V̇ = (β1I + β2J)[(
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)Sp − 1]. (3.1)
Sachant que la fonction S 7−→ (
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
)Sp est strictement croissante et
admet son maximum au point
Λ
µ
, et a à ce point R0 comme valeur, donc :
V̇ ≤ (β1I + β2J)[R0 − 1].
SiR0 < 1, l’application du principe d’invariance de LaSalle est immédiate. SiR0 = 1, remplaçons
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
par
R0
(Λ/µ)p
au niveau de (3.1), nous obtenons :
V̇ = (β1I + β2J)[
Sp
(Λ/µ)p
− 1],
et l’application du principe d’invariance de LaSalle donne le résultat. D’où le point d’équilibre
sans maladie est globalement asymptotiquement stable pour R0 ≤ 1.
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4.. STABILTÉ GLOBALE DU POINT D’ÉQUILIBRE ENDÉMIQUE
4. Stabilté globale du point d’équilibre endémique
Théorème 4.2.
Si R0 > 1, le point d’équilibre endémique existe et il est globalement asymptotiquement stable
pour α = 0 ou β1 = 0.
Démonstration. Considérons la fonction de Lyapunov suivante :
V = (S +
S∗
p − 1(
S∗
S
)p−1) + (I − I∗ ln I) +
µ+ γ − β1S∗p
γ
(J − J∗ ln J).
La dérivée de V est donnée par :
V̇ = (1−
S∗p
Sp
)Ṡ + (1−
I∗
I
)İ +
µ+ γ − β1S∗p
γ
(1−
J∗
J
)J̇.
Remplacons Ṡ, İ et J̇ par leurs expressions dans (1.1), nous obtenons :
V̇ = (Λ− µS)(1−
S∗p
Sp
)− (β1I + β2J)Sp + (β1I + β2J)S∗p + αJ(1−
S∗p
Sp
)
+(β1I + β2J)S
p − (µ+ γ)I − (β1I + β2J)Sp
I∗
I
+ (µ+ γ)I∗
+(µ+ γ)I −
(µ+ γ)(µ+ d + α)
γ
J − (µ+ γ)
IJ∗
J
+
(µ+ γ)(µ+ d + α)
γ
J∗
−
β1S
∗p
γ
(γI − (µ+ d + α)J)(1−
J∗
J
).
Après simplification, nous avons :
V̇ = (Λ− µS)(1−
S∗p
Sp
) + (β1I + β2J)S
∗p + αJ(1−
S∗p
Sp
)− (β1I + β2J)Sp
I∗
I
+ (µ+ γ)I∗
−
(µ+ γ)(µ+ d + α)
γ
J − (µ+ γ)
IJ∗
J
+
(µ+ γ)(µ+ d + α)
γ
J∗ − β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
Compte-tenu des égalités suivantes :
(µ+ γ)I∗ =
(µ+ γ)(µ+ d + α)
γ
J∗ = (β1I
∗ + β2J
∗)S∗p, (4.1)
et
(µ+ γ)(µ+ d + α)
γ
= (β1I
∗ + β2J
∗)S∗p
1
J∗
, (4.2)
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INCIDENCE NON LINÉAIRE
nous obtenons :
V̇ = (Λ−µS)(1−
S∗p
Sp
)+(β1I+β2J)S
∗p+αJ(1−
S∗p
Sp
)−(β1I+β2J)Sp
I∗
I
+2(β1I
∗+β2J
∗)S∗p
−(β1I∗ + β2J∗)S∗p
J
J∗
− (µ+ γ)
IJ∗
J
− β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
Remplaçons Λ par µS∗ + (β1I
∗ + β2J
∗)S∗p − αJ∗, nous trouvons :
V̇ = µ(S∗−S)(1−
S∗p
Sp
) + (β1I
∗+β2J
∗)S∗p(1−
S∗p
Sp
) +α(J−J∗)(1−
S∗p
Sp
) + (β1I+β2J)S
∗p
−(β1I + β2J)Sp
I∗
I
+ 2(β1I
∗ + β2J
∗)S∗p − (β1I∗ + β2J∗)S∗p
J
J∗
− (µ+ γ)
IJ∗
J
−β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
Donc
V̇ = µ(S∗−S)(1−
S∗p
Sp
) + (β1I
∗+β2J
∗)S∗p(3−
S∗p
Sp
) +α(J−J∗)(1−
S∗p
Sp
) + (β1I+β2J)S
∗p
−(β1I + β2J)Sp
I∗
I
− (β1I∗ + β2J∗)S∗p
J
J∗
− (µ+ γ)
IJ∗
J
− β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
En réarrangeant l’expression, nous obtenons :
V̇ = µ(S∗ − S)(1−
S∗p
Sp
) + (β1I
∗ + β2J
∗)S∗p(3−
S∗p
Sp
) + α(J − J∗)(1−
S∗p
Sp
) + β1IS
∗p
−(β1I + β2J)Sp
I∗
I
− β1I∗S∗p
J
J∗
− (µ+ γ)
IJ∗
J
− β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
En se servant de l’égalité µ+ γ = (β1I
∗ + β2J
∗)S∗p
1
I∗
, nous obtenons :
V̇ = µ(S∗ − S)(1−
S∗p
Sp
) + (β1I
∗ + β2J
∗)S∗p(3−
S∗p
Sp
) + α(J − J∗)(1−
S∗p
Sp
) + β1IS
∗p
−(β1I + β2J)Sp
I∗
I
− β1I∗S∗p
J
J∗
− (β1I∗ + β2J∗)S∗p
IJ∗
I∗J
− β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
Ce qui est équivalent à :
V̇ = µ(S∗−S)(1−
S∗p
Sp
) +β2J
∗S∗p(3−
S∗p
Sp
−
IJ∗
I∗J
−
I∗JSp
IJ∗S∗p
) +α(J− J∗)(1−
S∗p
Sp
) +β1IS
∗p
+β1I
∗S∗p(2−
S∗p
Sp
−
Sp
S∗p
) + β1I
∗S∗p − β1I∗S∗p
J
J∗
− β1
IJ∗
J
S∗p − β1S∗p(I −
I∗
J∗
J)(1−
J∗
J
).
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Enfin, l’expression de V̇ est donnée par :
V̇ = µ(S∗ − S)(1−
S∗p
Sp
) + β2J
∗S∗p(3−
S∗p
Sp
−
IJ∗
I∗J
−
I∗JSp
IJ∗S∗p
) + β1I
∗S∗p(2−
S∗p
Sp
−
Sp
S∗p
)
+α(J − J∗)(1−
S∗p
Sp
).
Si α = 0 alors, nous avons immédiatement, V̇ ≤ 0, car :
– la fonction f : x 7−→ xp est croissante sur R+, donc (x1 − x0)(f (x0)− f (x1)) ≤ 0,
– du fait que la moyenne arithmétique est supérieure ou égale à la moyenne géométrique alors
1
x
+
1
y
+ xy − 3 ≥ 0 et x − 2 +
1
x
≥ 0, pour tout x, y ≥ 0.
Sinon, si β1 = 0, V̇ est donnée par :
V̇ = µ(S∗ − S)(1−
S∗p
Sp
) + β2J
∗S∗p(3−
S∗p
Sp
−
IJ∗
I∗J
−
I∗JSp
IJ∗S∗p
) + α(J − J∗)(1−
S∗p
Sp
).
Réécrivons l’expression de Ṡ :
Ṡ = µ(S∗ − S)− β2J(Sp − S∗p)− (J − J∗)(β2S∗p − α).
Considérons :
L = V +
α
β2S∗
p − α(S +
S∗
p − 1(
S∗
S
)p−1).
Le calcul de sa dérivée donne :
L̇ = µ(1 +
α
β2S∗
p − α)(S
∗ − S)(1−
S∗p
Sp
) + β2J
∗S∗p(3−
S∗p
Sp
−
IJ∗
I∗J
−
I∗JSp
IJ∗S∗p
)
−β2J
α
β2S∗
p − α
(Sp − S∗p)2
Sp
.
Donc L̇ ≤ 0.
D’où le point d’équilibre endémique est globalement asymptotiquement stable si α = 0 ou
β1 = 0.
Maintenant, nous allons établir un résultat de stabilité globale du point d’équilibre pour tous
les paramètres pris non nuls. Commençons par des notations :
Notation 4.1. Notons a et b par :
a =
β1
µ+ γ
+
β2γ
(µ+ γ)(µ+ d + α)
et b =
β2
µ+ d + α
.
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Nous avons le résultat suivant :
Théorème 4.3.
Si a ≤ b (i.e β1(µ + d + α) ≤ β2µ) et
d
µ
−
µ+ d + α
γ
− 1 ≤ 0 alors le point d’équilibre
endémique est globalement asymptotiquement stable.
De même, si a > b (i.e β1(µ+ d + α) > β2µ) et
d
µ
+ 1−
µ+ d + α
γ
− 2
b
a
≤ 0, alors le point
d’équilibre endémique est globalement asymptotiquement stable.
Démonstration. La preuve suivante est inspirée de la méthode de Jacquez et coauteur dans [67].
Premièrement, supposons que a ≤ b et
d
µ
−
µ+ d + α
γ
− 1 ≤ 0.
Nous allons écrire le système (1.1) avec les variables N, V et J, où V est la fonction de Lyapunov
du système au point d’équilibre sans maladie. Rappelons que V = aI + bJ, et sa dérivée est
donnée par V̇ = (β1I + β2J)(aS
p − 1). Nous obtenons le système suivant :
Ṅ = Λ− µN − dJ,
V̇ = (β1
1
a
V + (β2 − β1
b
a
)J)(a(N −
1
a
V +
b − a
a
J)p − 1),
J̇ = γ(
1
a
V −
b
a
J)− (µ+ d + α)J.
(4.3)
Pour tout ε > 0, considérons le pavé Bε définie par les inégalités suivantes :
N∗ −
d
µ
ε ≤ N ≤ N∗ +
d
µ
ε,
V ∗ −
a(µ+ d + α) + bγ
γ
ε ≤ V ≤ V ∗ +
a(µ+ d + α) + bγ
γ
ε,
J∗ − ε ≤ J ≤ J∗ + ε.
(4.4)
Vérifions que les champs de vecteurs du système (1.1), (4.3) pointent à l’intérieur du pavé Bε.
Au point N = N∗ −
d
µ
ε, nous avons :
Ṅ = Λ− µN∗ + dε− dJ
≥ Λ− µN∗ + dε− dJ∗ − dε
= 0.
De même, si N = N∗ +
d
µ
ε, nous avons :
Ṅ = Λ− µN∗ − dε− dJ
≤ Λ− µN∗ − dε− dJ∗ + dε
= 0.
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Vérifions le cas de la variable V . Comme (β1
1
a
V + (β2−β1
b
a
)J) = (β1I+β2J) donc le signe de
V̇ va dépendre de L = a(N−
1
a
V +
b − a
a
J)p−1. De ce fait, si V = V ∗+
a(µ+ d + α) + bγ
γ
ε
alors, nous avons :
L = a(N −
1
a
V ∗ −
a(µ+ d + α) + bγ
aγ
ε+
b − a
a
J)p − 1
≤ a(N∗ +
d
µ
ε−
1
a
V ∗ −
a(µ+ d + α) + bγ
aγ
ε+
b − a
a
J∗ +
b − a
a
ε)p − 1
= a(S∗ + (
d
µ
−
µ+ d + α
γ
− 1)ε)p − 1.
Pour examiner le signe de L, nous comparons a1/p(S∗ + (
d
µ
−
µ+ d + α
γ
− 1)ε) à 1. Sachant
que a1/pS∗ = 1, et
d
µ
−
µ+ d + α
γ
− 1 < 0 par supposition, donc L < 0. Par conséquent :
V̇ ≤ 0 si V = V ∗ +
a(µ+ d + α) + bγ
γ
ε.
Examinons le signe de V̇ si V = V ∗ −
a(µ+ d + α) + bγ
γ
ε. Donc
L = a(N −
1
a
V ∗ +
a(µ+ d + α) + bγ
aγ
ε+
b − a
a
J)p − 1
≥ a(N∗ −
d
µ
ε−
1
a
V ∗ +
a(µ+ d + α) + bγ
aγ
ε+
b − a
a
J∗ −
b − a
a
ε)p − 1
= a(S∗ + (−
d
µ
+
µ+ d + α
γ
+ 1)ε)p − 1.
Par supposition, nous avons −
d
µ
+
µ+ d + α
γ
+ 1 > 0. Et comme a1/pS∗ = 1, donc L > 0.
Ainsi :
V̇ ≥ 0 si V = V ∗ −
a(µ+ d + α) + bγ
γ
ε.
Il reste à vérifier au niveau de la variable J. Au point J = J∗ − ε, nous avons :
J̇ =
γ
a
V − (
bγ
a
+ (µ+ d + α))(J∗ − ε)
≥
γ
a
(V ∗ −
a(µ+ d + α) + bγ
γ
ε)− (
bγ
a
+ (µ+ d + α))(J∗ − ε)
= 0.
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Et si J = J∗ + ε, nous avons :
J̇ =
γ
a
V − (
bγ
a
+ (µ+ d + α))(J∗ + ε)
≤
γ
a
(V ∗ +
a(µ+ d + α) + bγ
γ
ε)− (
bγ
a
+ (µ+ d + α))(J∗ + ε)
= 0.
Dès lors, les champs de vecteurs du système (4.3) pointent à l’intérieur de Bε. D’autre part, nous
allons considérer la fonction de Lyapunov suivante :
F (N, V, J) = max{
µ
d
|N − N∗|,
γ
a(µ+ d + α) + bγ
|V − V ∗|, |J − J∗|}.
Pour tout ε > 0, l’ensemble {(N, V, J) : F (N, V, J) ≤ ε} est l’ensemble Bε. De surcrôıt, Ḟ < 0
si F = ε. Car, en supposons que F = ε correspond à F = µ
d
|N − N∗| alors, nous avons :
F =
µ
d
{
N − N∗, si N ≥ N∗
−N + N∗, sinon.
Et la dérivée est donnée par :
Ḟ =
µ
d
{
Ṅ = Λ− µN − dJ, si N ≥ N∗
−Ṅ = −Λ + µN + dJ, sinon.
Or, si F = ε =
µ
d
|N − N∗| alors N = N∗ +
d
µ
ε ou N = N∗ −
d
µ
ε et |J − J∗| < ε c’est-à-dire
J∗ − ε < J < J∗ + ε. Donc,
Ḟ =
µ
d

Ṅ = Λ− µ(N∗ +
d
µ
ε)− dJ < Λ− µN∗ − dε− dJ∗ + dε = 0
−Ṅ = −Λ + µ(N −
d
µ
ε) + dJ < Λ + µN − dε+ dJ∗ + dε = 0.
De manière analogue, nous montrons que Ḟ < 0 si F = ε =
γ
a(µ+ d + α) + bγ
|V − V ∗| ou si
F = ε = |J − J∗|. Puisque (S∗, I∗, J∗) est un minimum global strict de F , il s’en suit que F est
une fonction de Lyapunov, ce qui prouve la stabilité globale de (S∗, I∗, J∗).
La preuve du second cas c’est-à-dire : a > b et
d
µ
+ 1−
µ+ d + α
γ
− 2
b
a
≤ 0 est identique à la
précédente.
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5. Généralisation du système dans le cas où α = 0
Dans ce paragraphe, nous allons donner une pseudo généralisation du système (1.1). Dans le
cas où il y absence de rétablissement, nous allons étudier le système pour n classes d’infectés au
lieu de deux, et nous allons utiliser une incidence plus générale.
Ṡ = Λ−∑ni=1 βi Iiϕ(S)− µS,
İ1 =
∑n
i=1 βi Iiϕ(S)− (µ+ γ1)I1,
İ2 = γ1I1 − (µ+ γ2)I2,
...
İn = γn−1In−1 − (µ+ d)In.
(5.1)
Avec :
– Λ est le recruitement,
– βi est le taux de contact du compartiment Ii ,
– ϕ est une fonction continue, positive et strictement croissante en S, on voit que la fonction
S :7−→ Sp est un cas particulier,
– µ est le taux de mortalité,
– 1/γi est la durée qu’un individu infecté effectue dans le compartiment Ii avant de devenir
infecté de classe Ii+1, i ∈ {1, ..., n − 1}.
– d est la surmortalité induite par l’infection au niveau de la classe n.
5.1. Points d’équilibre
Le point d’équilibre trivial ou point d’équilibre sans maladie est donnée par : DFE =
(
Λ
µ
, 0, . . . , 0).
Tout point d’équilibre endémique est une solution qui vérifie (I1, · · · , In) 6= (0, · · · , 0) du système
suivant : 
Λ−∑ni=1 βi I∗i ϕ(S∗)− µS∗ = 0,∑n
i=1 βi I
∗
i ϕ(S
∗)− (µ+ γ1)I∗1 = 0,
γ1I
∗
1 − (µ+ γ2)I∗2 = 0,
...
γn−1I
∗
n−1 − (µ+ d)I∗n = 0.
(5.2)
La résolution donne :
I∗n =
γn−1I
∗
n−1
µ+ d
, (5.3)
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et pour i allant de
n-1 à 2 nous avons I∗i =
γi−1I
∗
i−1
µ+ γi
. (5.4)
En remplaçant les Ii dans (5.2)2, nous avons :
(
n−1∑
i=1
βi
∏i−1
j=1 γj∏i
j=2(µ+ γj)
+ βn
∏n−1
j=1 γj∏i
j=2(µ+ γj)× (µ+ d)
)ϕ(S∗) = µ+ γ1,
donc
ϕ(S∗) = (µ+ γ1)(
n−1∑
i=1
βi
∏i−1
j=1 γj∏i
j=2(µ+ γj)
+ βn
∏n−1
j=1 γj∏i
j=2(µ+ γj)× (µ+ d)
)−1.
Notons par K la partie à droite de la dernière inégalité. De plus, ϕ continue et strictement
croissante, donc réalise une bijection de Ω dans R+. Ainsi, S∗ est déterminé de manière unique et
est égal à S∗ = ϕ−1(K). En outre, en remplaçant S∗, ϕ(S∗) et I∗i (donné dans (5.4)) pour i = 2
à n dans (5.2)1, nous obtenons l’expression de I
∗
1 . Par conséquent, (5.3) et (5.4) donnent les
expressions de Ii , i = 2 à n. D’où le système (5.2) admet un unique point d’équilibre endémique.
5.2. Calcul de R0
Nous allons définir par Fi(S, I) le taux de nouveaux cas d’inféctés dans le compartiment i , et
par Vi(S, I) le taux de transfert d’un compartiment à un autre par tout autre moyen. Les matrices
F et V sont données par :
F =

∑n
i=1 βi Iiϕ(S)
0
· · ·
0

et
V =

−(µ+ γ1)I1
γ1I1 − (µ+ γ2)I2
· · ·
γn−1In−1 − (µ+ d)In
 .
Les matrices Jacobiennes au point d’équilibre sans maladie :
DF =

β1ϕ(Λ/µ) β2ϕ(Λ/µ) · · · βnϕ(Λ/µ)
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

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et
DV =

−(µ+ γ1) 0 0 0 · · · 0 0
γ1 −(µ+ γ2) 0 0 · · · 0 0
0 γ2 −(µ+ γ3) 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · γn−1 −(µ+ d)

.
Notons par F = DF et V = DV . Le taux de reproduction est donnée par R0 = ρ(−FV −1), est
égal à
R0 =
n−1∑
i=1
βiϕ(Λ/µ)
∏i−1
j=1 γj∏i
j=1(µ+ γj)
+
βnϕ(Λ/µ)
µ+ d
n−1∏
j=1
γj
µ+ γj
.
5.3. Stabilité globale du point d’équilibre sans maladie
Théorème 4.4.
Si R0 ≤ 1, le point d’équilibre sans maladie est globalement asymptotiquement stable.
Démonstration. Considérons la fonction de Lyapunov suivante :
V =
∫ S
Λ/µ
(1−
ϕ(Λ/µ)
ϕ(u)
)du + cnI,
où
I = (I1, . . . , In)
T
et
cn = (1,
µ+ γ1
γ1
−
β1ϕ(
Λ
µ
)
γ1
, . . . ,
n−1∏
i=1
(µ+ γi)
γi
−
n−1∑
i=1
βiϕ(Λ/µ)
∏n−1
j=i+1(µ+ γj)∏n−1
j=i γj
).
Or
R0 =
β1ϕ(Λ/µ)
µ+ γ1
+
β2ϕ(Λ/µ)γ1
(µ+ γ1)(µ+ γ2)
+
β3ϕ(µ)γ1γ2
(µ+ γ1)(µ+ γ2)(µ+ γ3)
+ . . .
+
βnϕ(Λ/µ)γ1 . . . γn−1
(µ+ γ1) . . . (µ+ γn−1)(µ+ d)
.
Sachant que R0 ≤ 1 alors µ+ γ1 − β1ϕ(Λ/µ) > 0, ainsi
(µ+ γ1)(µ+ γ2)− β1ϕ(Λ/µ)(µ+ γ2)− β2ϕ(Λ/µ)γ1 > 0,
ainsi de suite, jusqu’au dernier terme de V ,
n−1∏
i=1
(µ+ γi)
γi
−
n−1∑
i=1
βiϕ(Λ/µ)
∏n−1
j=i+1(µ+ γj)∏n−1
j=i γj
> 0.
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Donc V est positive dans Ω, sa dérivée est donnée par :
V̇ = (1−
ϕ(Λ/µ)
ϕ(S)
)Ṡ + cn İ.
Le calcul montre que tous les termes en Ii , i ∈ {1, . . . , n − 1} et βnInϕ(S) se suppriment. La
dérivée devient :
V̇ = (Λ− µS)(1−
ϕ(Λ/µ)
ϕ(S)
) + (
n∑
i=1
βiϕ(Λ/µ)
∏n−1
j=i+1(µ+ γj)∏n−1
j=i γj
−
n−1∏
i=1
(µ+ γi)
γi
)In.
Ce qui est équivalent à :
V̇ = Λ(1−
S
Λ/µ
)(1−
ϕ(Λ/µ)
ϕ(S)
) +
n−1∏
i=1
(µ+ γi)(µ+ d)
γi
(R0 − 1)In.
Étant donné que ϕ est croissante et R0 ≤ 1 donc V̇ ≤ 0. Et d’après le principe d’invariance de
LaSalle, le point d’équilibre sans maladie est globalement asymptotiquement stable.
5.4. Stabilité globale du point d’équilibre endémique
Théorème 4.5.
Si R0 > 1 alors le point d’équilibre sans maladie est globalement asymptotiquement stable.
Démonstration. Considérons la fonction de Lyapunov suivante :
V̇ =
∫ S
S∗
(1−
ϕ(S∗)
ϕ(u)
)du + c(I1 − I∗1 ln I1, . . . , In − I∗n ln In),
où
c = (1,
µ+ γ1
γ1
−
β1ϕ(S
∗)
γ1
,
(µ+ γ1)(µ+ γ2)
γ1γ2
−
β1I
∗
1ϕ(S
∗)
γ2I
∗
2
, . . . ,
n−1∏
i=1
µ+ γi
γ1
+
n−1∑
i=1
βi I
∗
i ϕ(S
∗)
γn−1I
∗
n−1
)T .
La dérivée de V est :
V̇ = (1−
ϕ(S∗)
ϕ(u)
)Ṡ +
n∑
i=1
ci(1−
I∗i
Ii
)İi ,
l’expression de V̇ se réduit à :
V̇ = µ(S∗ − S)(1−
ϕ(S∗)
ϕ(S)
) + β1I
∗
1ϕ(S
∗)[2−
ϕ(S∗)
ϕ(S)
−
ϕ(S)
ϕ(S∗)
]
+β2I
∗
2ϕ(S
∗)[3−
ϕ(S∗)
ϕ(S)
−
I1I
∗
2
I∗1I2
−
I∗1I2ϕ(S)
I1I
∗
2ϕ(S
∗)
] +β3I
∗
3ϕ(S
∗)[4−
ϕ(S∗)
ϕ(S)
−
I∗1I3ϕ(S)
I1I
∗
3ϕ(S
∗)
−
I1I
∗
2
I∗1I2
−
I2I
∗
3
I∗2I3
]
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+ . . .+ βnI
∗
nϕ(S
∗)[n + 1−
ϕ(S∗)
ϕ(S)
−
I∗1Inϕ(S)
I1I∗nϕ(S
∗)
−
I1I
∗
2
I∗1I2
−
I2I
∗
3
I∗2I3
− . . .−
In−1I
∗
n
I∗n−1In
].
Du fait que la moyenne arithmétique est supérieure à la moyenne géométrique, les termes entre
crochets sont négatifs.
D’où le résultat.
6. Conclusion
Le système soumis à l’étude dans ce chapitre est un système SIS utilisant une incidence assez
particulière et deux classes d’infectés. Nous avons établi la stabilité globale du point d’équilibre
sans maladie pour R0 ≤ 1. Dans le cas où R0 > 1, nous avons établi la stabilité globale du
point d’équilibre endémique pour les cas α = 0 et β1 = 0 par la méthode directe de Lyapunov,
et le cas où tous les paramètres sont non nuls, nous avons utilisé la technique de J. Jacquez et
C. Simon exposée dans [67]. De surcrôıt, nous terminons le travail par une pseudo-généralisation
du système.
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1. Présentation du modèle
Le modèle soumis à notre analyse est un modèle SI1I2 qui a déjà fait l’objet d’étude de la
part des auteurs S. M. Moghadas et A. B. Gumel, et ces derniers ont publié leur travail [63]
dans le journal : Mathematics and Computers and Simulation. Par contre, il faut bien noter que
l’étude faite par ces derniers auteurs comporte une erreur fondamentale, qui affecte les résultats
de stabilité globale des points d’équilibre. De surcrôıt, ils ont établi que le système n’admet pas
de cycles fermés, entaché de la dite erreur, pour conclure sur la stabilité, ce qui est insuffisant.
L’erreur en tant que telle consiste à prendre un ensemble comme invariant pour leur système,
sans qu’il en soit ainsi. Donc, il s’agit de la même erreur que dans le travail repris dans le chapitre
4. D’ailleurs, les auteurs de [10], c’est-à-dire du travail repris dans le chapitre 4, ont cité le papier
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[63]. D’où la nécessité de corriger cette erreur. Ce présent système utilse une incidence non-linéaire
comme [10, 67, 43, 42, 51, 37, 57, 30], mais ce qui fait son originalité est que l’incidence dépend
d’une fonction qui n’est pas définie de manière explicite. Dans notre travail, nous avons repris
l’étude de leur système, qui est le suivant :
Ṡ = Π− (cβ1f (I1) + cβ2f (I2))S − µS,
İ1 = (cβ1f (I1) + cβ2f (I2))S − (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(1.1)
où
– S, I1, I2 représentent respectivement les compartiments de susceptibles, d’infectés au pre-
mier stade de la maladie et d’infectés au second stade de la maladie.
– Π, µ, 1/γ, d sont respectivement, le recrutement, le taux de mortalité, le temps mis pour
qu’un infecté au premier stade devienne infecté en phase terminale,
– β1 and β2 représentent le taux de contact d’un infecté au premier stade et d’un infecté au
second stade respectivement,
– le terme cβ1f (I1)S + cβ2f (I2)S représente l’incidence et c est une constante positive.
Avec la fonction f qui est définie de la manière suivante :
(A1) : f (0) = 0,
(A2) : f ′(I) > 0,
(A3) : f ′′(I) < 0,
(A4) : lim
I→+∞
f (I) = C < +∞
Figure 5.1 – Diagramme de transfert pour le modèle SI1I2
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Notons d’abord que Ω = {0 ≤ S, I1, I2 ≤ Πµ , S + I1 + I2 ≤
Π
µ
} est un ensemble invariant pour
le système (1.1). Pour mettre en exergue l’erreur commise par les auteurs, nous allons donner le
changement de variable qu’ils ont effectué afin de travailler avec un système équivalent. Posons :
X =
µ
Π
S, Y1 =
µ
Π
I1, Y2 =
µ
Π
I2, t̃ = µt, β̃1 =
β1
µ
, β̃2 =
β2
µ
, γ̃ =
γ
µ
, d̃ =
d
µ
.
Avec ces notations, (1.1) devient :
Ẋ = dX
dt̃
= 1−
[
β̃1f
(
Π
µ
Y1
)
+ β̃2f
(
Π
µ
Y2
)]
X −X,
Ẏ1 =
dY1
dt̃
=
[
β̃1f
(
Π
µ
Y1
)
+ β̃2f
(
Π
µ
Y2
)]
X − γ̃Y1 − Y1,
Ẏ2 =
dY2
dt̃
= γ̃Y1 − (1 + d̃)Y2.
(1.2)
La nouvelle taille de la population est Ñ = X + Y1 + Y2, et satisfait :
˙̃N = 1− Ñ − d̃Y2.
L’ensemble D = {X, Y1, Y2 ≥ 0, X+Y1 +Y2 ≤ 1} est invariant pour le système pour le nouveau
système. Cependant, ils ont aussi considéré D∗ = {(X, Y1, Y2) ∈ D, X + Y1 + (1 + d̃)Y2 = 1}
comme ensemble invariant pour le nouveau système, ce qui est faux. En effet,
d
dt̃
(X + Y1 + (1 + d̃)Y2) = 1−X − Y1 + γ̃d̃Y1 − (1 + d̃)2Y2 = d̃(γ̃Y1 − (1 + d̃)Y2) 6= 0.
C’est pourquoi nous allons reprendre l’étude du système (1.1). Nous avons dans un premier temps
établi la stabilité globale du point d’équilibre sans maladie par une fonction de Lyapunov, puis la
stabilité locale du point d’équilibre endémique par le critère de Routh-Hurwitz. Enfin nous avons
établi sous condition, par la méthode de Li-Muldowney, la stabilité globale du point d’équilibre
endémique. Avant de donner les résultats de stabilité, nous commençons par rappeler les différents
points d’équilibre et du taux de reproduction de base.
2. Points d’équilibre et Taux de reproduction de base
Le point d’équilibre sans maladie est DFE = (
Π
µ
, 0, 0). Avant de déterminer le point d’équi-
libre endémique, nous allons d’abord calculer le taux de reproduction de base. Nous notons par :
– Fj(S, I1, I2) le taux de nouveaux infectés dans le compartiment j ,
– Vj(S, I1, I2) le taux de transfert d’individus d’un compartiment à un autre par tout autre
moyen.
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Les matrices F et V sont représentées par :
F =
 0(cβ1f (I1) + cβ2f (I2))S
0

et
V =
 Π− (cβ1f (I1) + cβ2f (I2))S − µS−(µ+ γ)I1
γI1 − (µ+ d)I2
 .
Le calcul de leur jacobienne respective au point d’équilibre sans maladie ( Π
µ
, 0, 0) donne :
DF =
 0 0 00 cβ1f ′(0) Πµ cβ2f ′(0) Πµ
0 0 0

et
DV =
 −µ −cβ1f
′(0) Π
µ
−cβ2 + df ′(0) Πµ
0 −(µ+ γ) 0
0 γ −(µ+ d)
 .
Considérons F et V les matrices données par :
F =
(
cβ1f
′(0) Π
µ
cβ2f
′(0) Π
µ
0 0
)
et
V =
(
−(µ+ γ) 0
γ −(µ+ d)
)
.
Le taux de reproduction de base est le rayon spectral de la matrice −FV . Le calcul donne :
R0 =
cβ1f
′(0)Π
µ(µ+ γ)
+
cβ2γf
′(0)Π
µ(µ+ γ)(µ+ d)
.
Nous avons le résultat suivant, qui a été établi dans [63], que nous rappelons pour la clarté de
l’exposé :
Proposition 5.1.
Si les hypothèses (A1), (A2), (A3) et (A4) sont vérifiées et R0 > 1 alors il existe un unique
point d’équilibre endémique.
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Démonstration. Tout point d’équilibre endémique est un point d’équilibre tel que (I1, I2) 6= (0, 0),
qui est solution de : 
Π− (cβ1f (I∗1) + cβ2f (I∗2))S − µS∗ = 0,
(cβ1f (I
∗
1) + cβ2f (I
∗
2))S
∗ − (µ+ γ)I∗1 = 0,
γI∗1 − (µ+ d)I∗2 = 0.
(2.1)
(2.1)3 donne :
I∗2 =
γI∗1
(µ+ d)
, (2.2)
et (2.1)2 donne
S∗ =
(µ+ γ)I∗1
cβ1f (I
∗
1) + cβ2f (I
∗
2)
. (2.3)
En remplaçant I∗2 et S
∗ par leurs expressions respectifs aux (2.2) et (2.3) dans (2.1)1, et en
remplaçant aussi (cβ1f (I
∗
1) + cβ2f (I
∗
2))S
∗ par (µ+ γ)I∗1 , nous avons :
Π− (µ+ γ)I∗1 − µ
(µ+ γ)I∗1
cβ1f (I
∗
1) + cβ2f (γI
∗
1/(µ+ d))
= 0.
Ce qui entraine
Π(cβ1f (I
∗
1) + cβ2f (γI
∗
1/(µ+ d))) = (µ+ γ)[cβ1f (I
∗
1) + cβ2f (γI
∗
1/(µ+ d)) + µ]I
∗
1 .
Ce qui revient à l’étude du point fixe de H définie par :
H(I) =
Π(cβ1f (I) + cβ2f (γI/(µ+ d))
(µ+ γ)[cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]
, I ≥ 0.
Nous avons : H(0)=0. Par ailleurs,
H′(I) = Πµ
cβ1f
′(I) + cβ2γ/(µ+ d)f
′(γI/(µ+ d))
(µ+ γ)[cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]2
> 0,
et
H′(0) =
cβ1f
′(0)Π
µ(µ+ γ)
+
cβ2γf
′(0)Π
µ(µ+ γ)(µ+ d)
= R0.
D’autre part, d’après la définition de la fonction H et celle de f , nous avons H(I) <
Π
µ+ γ
,
ce qui entraine H(
Π
µ+ γ
) <
Π
µ+ γ
. En définitive, nous avons : H(0) = 0 et H′(0) > 1, et
de plus H(
Π
µ+ γ
) <
Π
µ+ γ
. Donc H admet au moins un point fixe compris entre 0 et
Π
µ+ γ
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strictement. Et l’expression de la dérivée montre que H est strictement croissante. De surcrôıt,
la dérivée seconde de H est :
H′′(I) =
Πµ
µ+ γ
× {
[cβ1f
′′(I) + cβ2γ
2/(µ+ d)2f ′′(γI/(µ+ d))][cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]
2
[cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]4
−
2[cβ1f
′(I) + cβ2γ/(µ+ d)f
′(γI/(µ+ d))]2[cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]
[cβ1f (I) + cβ2f (γI/(µ+ d)) + µ]4
}.
La concavité de H montre l’unicité du point fixe. Nous avons prouvé qu’il existe un unique I∗1 > 0.
Nous déduisons les expressions de S∗, I∗2 aux niveaux de (2.3) et (2.2), respectivement. D’où il
existe un unique point d’équilibre endémique, noté par EE, qui vérifie :
EE = (
(µ+ γ)I∗1
cβ1f (I
∗
1) + cβ2f (γI
∗
1/(µ+ d))
, I∗1 ,
γI∗1
µ+ d
).
3. Stabilité globale du point d’équilibre sans maladie
Théorème 5.1.
Si R0 ≤ 1, le point d’équilibre sans maladie est globalement asymptotiquement stable et instable
pour R0 > 1.
Démonstration. Considérons la fonction de Lyapunov suivante :
V = (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)I1 +
cβ2f
′(0)
µ+ d
I2.
La dérivée est donnée par :
V̇ = (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)İ1 +
cβ2f
′(0)
µ+ d
İ2
V̇ = (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)(cβ1f (I1) + cβ2f (I2))S − cβ1f ′(0)I1
−
cβ2γf
′(0)
µ+ d
I1 +
cβ2γf
′(0)
µ+ d
I1 − cβ2f ′(0)I2.
Après simplification, nous avons
V̇ = (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)(cβ1f (I1) + cβ2f (I2))S − cβ1f ′(0)I1 − cβ2f ′(0)I2.
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Du fait de la définition de f , nous avons f (I) ≤ f ′(0)I, ce qui entraine :
V̇ ≤ (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)(cβ1f (I1) + cβ2f (I2))S − cβ1f (I1)− cβ2f ′(I2)
= (cβ1f (I1) + cβ2f (I2))[(
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)S − 1]. (3.1)
La fonction S :7−→ (
cβ1f
′(0)
µ+ γ
+
cβ2γf
′(0)
(µ+ γ)(µ+ d)
)S est strictement croissante est atteint son
maximum en
Π
µ
. Ce maximum est égal à R0. Donc
V̇ ≤ (cβ1f (I1) + cβ2f (I2))(R0 − 1).
Si R0 < 1, l’application du principe de LaSalle est immédiate. Supposons que R0 = 1, d’après
(3.1), nous avons :
V̇ ≤ (cβ1f (I1) + cβ2f (I2))(
S
Π/µ
− 1).
Nous appliquons aussi le principe d’invariance de LaSalle. D’où le point d’équilibre sans maladie
est globalement asymptotiquement stable pour R0 ≤ 1.
Maintenant supposons que R0 > 1.
Etudions la stabilité locale du point d’équilibre sans maladie.
Considérons la matrice jacobienne au point d’équilibre sans maladie :
J(DFE) =

−µ −cβ1f ′(0)
Π
µ
−cβ2f ′(0)
Π
µ
0 cβ1f
′(0)
Π
µ
− (µ+ γ) cβ2f ′(0)
Π
µ
0 γ −(µ+ d)
 .
Le calcul du déterminant donne :
det(J(DFE)− λI) =
(−µ− λ)
(
λ2 + (2µ+ d + γ − cβ1f ′(0)
Π
µ
)λ+ (µ+ γ)(µ+ d)(1−R0)
)
det(J(DFE)) > 0 a des valeurs propres positives quand R0 > 1. Donc l’équilibre sans maladie
est instable.
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4. Stabilité globale du point d’équilibre endémique
4.1. Stabilité locale du point d’équilibre endémique
Théorème 5.2.
Si R0 > 1, le point d’équilibre endémique existe et il est localement stable.
Démonstration. Dans cette preuve, nous utilisons le critère de Routh-Hurwitz.
Considérons la matrice Jacobienne du système au point d’équilibre endémique (EE) :
J(EE) =
 −(cβ1f (I
∗
1) + cβ2f (I
∗
2))− µ −cβ1f ′(I∗1)S∗ −cβ2f ′(I∗2)S∗
cβ1f (I
∗
1) + cβ2f (I
∗
2) cβ1f
′(I∗1)S
∗ − (µ+ γ) cβ2f ′(I∗2)S∗
0 γ −(µ+ d)
 .
Le polynôme caractéristique de J(EE) est donné par :
P (λ) = det(J(EE)− λI),
P (λ) =
−(cβ1f (I∗1) + cβ2f (I∗2) +µ+λ){(cβ1f ′(I∗1)S∗− (µ+γ)−λ)(−(µ+d)−λ)− cβ2γf ′(I∗2)S∗}
+cβ1f
′(I∗1)S
∗(cβ1f (I
∗
1) + cβ2f (I
∗
2))(−(µ+ d)− λ)− cβ2f ′(I∗2)S∗(cβ1γf (I∗1) + cβ2γf (I∗2)).
Après réduction de l’expression de P , nous obtenons :
P (λ) = −λ3 + [−(cβ1f (I∗1) + cβ2f (I∗2) + µ) + cβ1f ′(I∗1)S∗ − (µ+ γ)− (µ+ d)]λ2
+[−(cβ1f (I∗1) + cβ2f (I∗2) + µ)(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d)) + cβ1f ′(I∗1)S∗(µ+ d)
+cβ2γf
′(I∗2)S
∗ − (µ+ d)(µ+ γ)− cβ1f ′(I∗1)S∗(cβ1γf (I∗1) + cβ2γf (I∗2))]λ
−(cβ1f (I∗1) + cβ2f (I∗2))(µ+ d)(µ+ γ)
−µ(−cβ1f ′(I∗1)S∗(µ+ d) + (µ+ d)(µ+ γ)) + µcβ2γf ′(I∗2)S∗.
Le polynôme P peut se réécrire de la manière suivante :
−P (λ) = −a3λ3 − a2λ2 − a1λ− a0.
Alors −a3 = 1 est positif, et
a2 = −(cβ1f (I∗1) + cβ2f (I∗2) + µ) + cβ1f ′(I∗1)S∗ − (µ+ γ)− (µ+ d).
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Au point d’équilibre, (1.1)2 donne :
µ+ γ = (cβ1f (I
∗
1) + cβ2f (I
∗
2))
S∗
I∗1
.
Alors
cβ1f
′(I∗1)S
∗ − (µ+ γ) = cβ1
S∗
I∗1
(f ′(I∗1)I
∗
1 − f (I∗1))− cβ2f (I∗2)
S∗
I∗1
. (4.1)
La concavité de f donne f ′(I∗1)I
∗
1 − f (I∗1) < 0, ce qui entrâıne a2 < 0.
Maintenant, examinons le signe de a1 :
a1 = −(cβ1f (I∗1) + cβ2f (I∗2) + µ)(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d)) + cβ1f ′(I∗1)S∗(µ+ d)
+cβ2γf
′(I∗2)S
∗ − (µ+ d)(µ+ γ)− cβ1f ′(I∗1)S∗(cβ1γf (I∗1) + cβ2γf (I∗2)).
Donc
a1 = −(cβ1f (I∗1) + cβ2f (I∗2))((µ+ γ) + (µ+ d))− µ(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d))
+cβ1f
′(I∗1)S
∗(µ+ d) + cβ2γf
′(I∗2)S
∗ − (µ+ d)(µ+ γ).
A l’équilibre, nous avons :
cβ1f
′(I∗1)S
∗(µ+ d) + cβ2γf
′(I∗2)S
∗ − (µ+ d)(µ+ γ) = cβ1(f ′(I∗1)I∗1 − f (I∗1))
S∗
I∗1
(µ+ d)
+ cβ2γ(f
′(I∗2)I
∗
2 − f (I∗2))
S∗
I∗2
< 0.
(4.2)
Donc a1 < 0. Nous examinons aussi le signe de a0 :
a0 = −(cβ1f (I∗1) + cβ2f (I∗2))(µ+ d)(µ+ γ)− µ(−cβ1f ′(I∗1)S∗(µ+ d) + (µ+ d)(µ+ γ))
+µcβ2γf
′(I∗2)S
∗.
Grâce à (4.2) a0 est négatif.
Il reste à avoir (−a2)(−a1)− (−a0) > 0.
Examinons a2a1 :
a2a1 = [−(cβ1f (I∗1) + cβ2f (I∗2) + µ) + cβ1f ′(I∗1)S∗ − (µ+ γ)− (µ+ d)][−(µ+ d)(µ+ γ)
+cβ2γf
′(I∗2)S
∗ + cβ1f
′(I∗1)S
∗(µ+ d)− (cβ1f (I∗1) + cβ2f (I∗2))((µ+ γ) + (µ+ d))
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−µ(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d))].
Donc, en developpant par le dernier terme du premier facteur c’est-à-dire µ + d par rapport au
second facteur, nous avons :
a2a1 = [−(cβ1f (I∗1) + cβ2f (I∗2) + µ) + cβ1f ′(I∗1)S∗ − (µ+ γ)][−(µ+ d)(µ+ γ)
+cβ2γf
′(I∗2)S
∗ + cβ1f
′(I∗1)S
∗(µ+ d)− (cβ1f (I∗1) + cβ2f (I∗2))((µ+ γ) + (µ+ d))
−µ(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d))]
−a0 +d [(µ+d)(µ+γ)−cβ2γf ′(I∗2)S∗−cβ1f ′(I∗1)S∗(µ+d)]+(cβ1f (I∗1)+cβ2f (I∗2))(µ+d)2
+µ(µ+ d)(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d)).
En réduisant l’expression, nous obtenons :
a2a1 = −a0 + [a2 + µ+ d ]× a1 + d [(µ+ d)(µ+ γ)− cβ2γf ′(I∗2)S∗ − cβ1f ′(I∗1)S∗(µ+ d)]
+(cβ1f (I
∗
1) + cβ2f (I
∗
2))(µ+ d)
2 + µ(µ+ d)(−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d)).
D’après (4.1) et (4.2) :
(µ+ d)(µ+ γ)− cβ2γf ′(I∗2)S∗ − cβ1f ′(I∗1)S∗(µ+ d)
et
−cβ1f ′(I∗1)S∗ + (µ+ γ) + (µ+ d)
sont positifs. De plus a2 + µ+ d < 0 et a1 < 0.
Par suite (−a2)(−a1) − (−a0) > 0. D’où, le critère de Routh-Hurwitz montre que le point
d’équilibre endémique est stable.
4.2. Stabilité globale du point d’équilibre endémique
Hypothèse 5.1.
γ > 2cβ1f
′(0)
Π
µ
.
Théorème 5.3.
Si R0 > 1 et l’hypothèse 5.1 vérifiée alors le point d’équilibre endémique est globalement asymp-
totiquement stable dans Ω̊.
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LINÉAIRE DÉPENDANT D’UNE FONCTION
Démonstration. Dans cette preuve, nous utilisons la méthode de Li-Muldowney.
La matrice Jacobienne du système est donnée par :
J =
 −(cβ1f (I1) + cβ2f (I2))− µ −cβ1f
′(I1)S −cβ2f ′(I2)S
cβ1f (I1) + cβ2f (I2) cβ1f
′(I1)S − (µ+ γ) cβ2f ′(I2)S
0 γ −(µ+ d)
 ,
La matrice deuxième matrice composée J [2] est :
J [2] =
 −(cβ1f (I1) + cβ2f (I2))− µ+ cβ1f
′(I1)S − (µ+ γ)
γ
0
cβ2f
′(I2)S cβ2f
′(I2)S
−(cβ1f (I1) + cβ2f (I2))− µ− (µ+ d) −cβ1f ′(I1)S
cβ1f (I1) + cβ2f (I2) cβ1f
′(I1)S − (µ+ γ)− (µ+ d)

Considérons :
P =

1 0 0
0
I
J
0
0 0
I
J
 donc Pf =

0 0 0
0
İJ − IJ̇
J2
0
0 0
İJ − IJ̇
J2
 .
Alors
B = Pf P
−1 + PJ [2]P−1 =
−(cβ1f (I1) + cβ2f (I2))− µ+ cβ1f ′(I1)S − (µ+ γ)
γ
I1
I2
0
cβ2
I2
I1
f ′(I2)S cβ2
I2
I1
f ′(I2)S
−(cβ1f (I1) + cβ2f (I2))− 2µ− d +
İ1
I1
−
İ2
I2
−cβ1f ′(I1)S
cβ1f (I1) + cβ2f (I2) cβ1f
′(I1)S − 2µ− γ − d +
İ
I
−
J̇
J

La matrice B peut être écrite en matrice bloc :
B =
(
B1,1 B1,2
B2,1 B2,2
)
,
où
B1,1 = −(cβ1f (I1) + cβ2f (I2))− µ+ cβ1f ′(I1)S − (µ+ γ),
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B1,2 = [cβ2
I2
I1
f ′(I2)S, cβ2
I2
I1
f ′(I2)S],
B2,1 =
 γ I1I2
0
 ,
B2,2 est égale à : −(cβ1f (I1) + cβ2f (I2))− 2µ− d +
İ1
I1
−
İ2
I2
−cβ1f ′(I1)S
cβ1f (I1) + cβ2f (I2) cβ1f
′(I1)S − 2µ− γ − d +
İ
I
−
J̇
J
 .
Considérons (u, v , w) qui représente un vecteur R3, considérons la norme suivante sur R3
|(u, v , w)| = max{|u|, |v |+ |w |},
et la mesure de Lozinskĭı de B peut être estimée comme :
µ̄(B) ≤ max{µ̄1(B1,1) + |B1,2|, |B2,1|+ µ̄1(B2,2)}.
Nous avons
µ̄(B) ≤ {g1, g2},
où
g1 = µ̄1(B1,1) + |B1,2|,
= −(cβ1f (I1) + cβ2f (I2))− µ+ cβ1f ′(I1)S − (µ+ γ)
+ max{cβ2
I2
I1
f ′(I2)S, cβ2
I2
I1
f ′(I2)S},
= −(cβ1f (I1) + cβ2f (I2))− µ+ cβ1f ′(I1)S − (µ+ γ) + cβ2
I2
I1
f ′(I2)S.
Du fait de la concavité de f , nous avons :
f (I2) ≥ I2f ′(I2),
donc
cβ2
I2
I1
f ′(I2)S ≤ cβ2f (I2)
S
I1
,
et grâce à (1.1)2, nous avons :
cβ2f (I2)
S
I1
=
İ1
I1
− cβ1f (I1)
S
I1
+ (µ+ γ).
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De plus f (I1) ≥ I1f ′(I1) alors −cβ1f (I1)
S
I1
≤ −cβ1f ′(I1)S. Donc
cβ2
I2
I1
f ′(I2)S ≤ cβ2f (I2)
S
I1
≤
İ1
I1
− cβ1f ′(I1)S + (µ+ γ).
D’où
g1 ≤ −(cβ1f (I1) + cβ2f (I2))− µ+
İ1
I1
.
D’autres part :
g2 = γ
I1
I2
+ max{−µ− (µ+ d) +
İ1
I1
−
İ2
I2
, 2cβ1f
′(I1)S − (µ+ γ)− (µ+ d) +
İ1
I1
−
İ2
I2
}
D’après la supposition (5.1), nous avons
g2 = γ
I1
I2
− µ− (µ+ d) +
İ1
I1
−
İ2
I2
,
Selon (1.1)3 nous avons :
−
İ2
I2
= −γ
I1
I2
+ (µ+ d),
alors
g2 = −µ+
İ1
I1
,
donc
µ̄(B) ≤ max{g1, g2} ≤ max{−(cβ1f (I1) + cβ2f (I2))− µ+
İ1
I1
,−µ+
İ1
I1
},
d’où
µ̄(B) ≤ −µ+
İ1
I1
.
Par conséquent
1
t
∫ t
0
µ̄(B) ≤
1
t
∫ t
0
(−µ+
İ1
I1
)ds =
ln I(t)− ln I(0)
t
− µ < −
µ
2
.
Ce qui conduit à
q̄2 ≤ −
µ
2
< 0.
D’où, d’après le théorème de Li-Muldowney (1.10), le point d’équilibre endémique est globalement
asymptotiquement stable dans Ω̊.
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5. Conclusion
Dans ce chapitre nous avons mené un travail de rectification de l’article [63]. Après avoir
souligner l’erreur commise par les auteurs, nous avons établi la stabilité globale du point d’équilibre
sans maladie dans le cas où R0 ≤ 1 par la méthode directe de Lyapunov. Puis, pour R0 > 1,
nous avons établi la stabilité globale du point d’équilibre endémique, avec une condition, par
la méthode de Li-Muldowney, qui est une approche nouvelle et puissante d’analyse de stabilité
globale.
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Chapitre 6
Étude de l’observabilité d’un système SI
avec n classes d’inféctés
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1. Introduction
Dans le modèle (5.1), les infectés en phase terminale de la maladie peuvent être connus.
Connaissant le nombre d’individus présentant les caractéristiques les plus sévères de l’infection,
nous allons essayé de reconstruire tous les états antérieurs des différentes classes, afin de mieux
mâıtriser la propagation de l’infection. Nous rappelons le modèle (5.1) :
Ṡ = Λ−∑ni=1 βi Iiϕ(S)− µS,
İ1 =
∑n
i=1 βi Iiϕ(S)− (µ+ γ1)I1,
İ2 = γ1I1 − (µ+ γ2)I2,
...
İn = γn−1In−1 − (µ+ d)In.
(1.1)
Avec :
– Λ est le recruitement,
– βi est le taux de contact du compartiment Ii ,
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– ϕ est une fonction continue, positive et strictement croissante en S, on voit que la fonction
S :7−→ Sp est un cas particulier,
– µ est le taux de mortalité,
– 1/γi est la durée qu’un individu infécté effectue dans le compartiment Ii avant de devenir
infécté de classe Ii+1, i ∈ {1, ..., n − 1}.
– d est la surmortalité induite par l’infection au niveau de la classe n.
Posons x = (S, I1, . . . , In)
T et y = In. Nous allons étudier le problème d’observation suivant :{
ẋ = f (x),
y = h(x).
(1.2)
où f représente la dynamique de l’infection et h(x) = (0, . . . , 1).x .
Nous allons étudier l’observabilité du système (1.2), construire un observateur grand gain pour le
système, et effectuer des simulations pour un cas particulier du système (n = 2 et ϕ = Id).
2. Observabilité et Observateur grand gain du système
Considérons la fonction suivante :
ψ : x 7−→

y
ẏ
...
y (n)
 .
Lemme 6.1.
(1.2) est observable et ψ est un difféomorphisme de Ω dans ψ(Ω).
Démonstration. La fonction ψ est composée des k dérivées de y , qui sont données pour k ∈
{1, . . . , n − 1} par l’expression suivante :
y (k) = (−1)k(µ+ d)k In + (−1)k−1γn−1
k−1∑
i=0
(µ+ γn−1)
k−1−i(µ+ d)i In−1
+(−1)k−2γn−1γn−2
[
k−2∑
i=0
(µ+ γn−2+i)
k−2−i((µ+ γn−1+i)
i + (µ+ d)i)
+
∑
i ,j,l 6=0,i+j+l=k−2
(µ+ γn−2)
i(µ+ γn−1)
j(µ+ d)l
 In−2 + . . .+
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...
+(−1)k−p
k−p∏
i=1
γn−i
k−p∑
i=0
(µ+ γn−p+i)
k−p−i((µ+ γn−p+1+i)
i + . . .+ (µ+ γn−1)
i + (µ+ d)i)
∑
il 6=0,i1+...+ip+1=k−p
(µ+ γn−p)
i1 . . . (µ+ γn−1)
ip(µ+ d)ip+1
 In−p
...
−
k−1∏
i=1
γn−i((µ+ γn−k+1) + (µ+ γn−k+2) + . . .+ (µ+ γn−1) + (µ+ d))In−k+1
+
k∏
i=1
γn−i In−k .
Notons par ckIn−p le coefficient correspondant à la variable In−k . y
(k) peut être réécrit :
y (k) =
k∑
p=0
ckIn−p In−p, k ∈ {1, . . . , n − 1}.
D’autre part, l’expression de y (n) se déduit facilement de celle de y (n−1).
La matrice Jacobienne en x0 est :
∂ψ
∂x
=

0 · · · 0 0 1
0 · · · 0 c1In−1 c
1
In
0 · · · c2In−2 c
2
In−1
c2In
... . .
. ...
...
...
cnS · · · · · · cnIn−1 c
n
In

Le calcul par induction montre que chaque ckxi , pour k = 1 à n, est déterminé de manière unique,
et est différent de zero et indépendant de x , excepté du dernier coefficient qui est donnée par :
cnS = c
n−1
In−1
n∑
i=1
βi Iiϕ
′(S).
La Jacobienne est diagonale inférieure. Le rang de A est n + 1 si et seulement si (I1, . . . , In) 6=
(0, . . . , 0).
Par ailleurs, Considérons x et x ′ tels que ψ(x) = ψ(x ′). L’égalité des deux vecteurs donne à
la première composante In = I
′
n, et par suite la deuxième composante de l’égalité de ψ(x) et
ψ(x ′) donne In−1 = I
′
n−1. En appliquant ce principe tour à tour pour les n − 1 composantes,
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nous obtenons Ik = I
′
k , pour k ∈ {1, . . . , n}. Et à la dernière composante nous avons, du fait
de la bijectivité de ϕ que S = S′. Donc x = x ′, ce qui prouve l’injectivité de ψ. L’injectivité de
(1.2) et le rang de A montre que ψ est un difféomorphisme de Ω dans ψ(Ω).
Le système étant observable, nous allons déterminer son observateur grand gain.
Effectuons le changement de variable suivant z = ψ(x). Nous allons déterminer ψ−1. Par iden-
tification zi = ψi(x), nous avons :
In = z1, In−1 =
1
γn−1
z2 +
µ+ d
γn−1
z1,
In−2 =
1
γn−1γn−2
z3 +
(µ+ γn−1) + (µ+ d)
γn−1γn−2
z2 −
(µ+ γn−1)(µ+ d) + 2(µ+ d)
2
γn−1γn−2
z1.
Répétant ce procédé jusqu’à la composante (n − 1)-ième, nous montrons que :
In−k = (d
k
1 , . . . , d
k
k+1)(z1, . . . , zk+1),
et la composante n + 1 donne :
S = ϕ−1(
zn+1 + (d
n+1
1 , . . . , d
n+1
n )(z1, . . . , zn)
(d1, . . . , dn)(z1, . . . , zn)
).
D’autre part, nous avons :
ż =

0 1 0 · · · 0
0 0 1 · · · 0
. . . · · · 0
0 0 0 · · · 1
0 0 0 · · · 0
 z +

0
0
.
0
Ψ(z(t))
 ,
h = z1 = (1, . . . , 0)z.
(2.1)
Notons la matrice dans (2.1) par A et C = (1, . . . , 0). Ψ(z(t)) = y (n+1) est k-lipschitzienne sur
Ω. L’observateur de (2.1) est donné par :
˙̂z = Aẑ + (0, . . . ,Ψ(ẑ(t)))T + S−1θ C
T (y − Cẑ),
où Sθ est la solution de l’équation :
θSθ + A
TSθ + SθA− CTC = 0.
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La résolution de l’équation conduit à :
Sθ(i , j) = (−1)i+j
(i + j − 2)!
(i − 1)!(j − 1)!
1
θi+j−1
.
Le système
˙̂x = f (x̂) +
[
∂ψ
∂x
]−1
x̂
× S−1θ CT (h(x̂)− y)
est un observateur pour (1.2).
Par ailleurs, comme les observateurs en z et x ne sont pas invariants dans le domaine, il faut les
prolonger dans Rn.
3. Application et Simulations
Nous allons donner une application de l’observateur grand gain construit dans le paragraphe
précédant. Pour ce faire, nous allons prendre n = 2 pour le système (1.1), et ϕ = Id . (1.1)
devient : 
Ṡ = Λ− (β1I1 + β2I2)S − µS,
İ1 = (β1I1 + β2I2)S − (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(3.1)
La sortie est y = I2 et
ψ(S, I1, I2) =
 yẏ
ÿ
 =
 I2γI1 − (µ+ d)I2
γ(β1I1 + β2I2)S − γ((µ+ γ) + (µ+ d))I1 + (µ+ d)2I2
.
Sa jacobienne est :
∂ψ
∂x
=
 0 0 10 γ −(µ+ d)
γ(β1I1 + β2I2) γβ1S − γ((µ+ γ) + (µ+ d)) γβ2S + (µ+ d)2
 .
Le déterminant de la jacobienne est égal à det
(
∂ψ
∂x
)
= γ2(β1I1 + β2I2), qui est positif dans
Ωε = {S ≥ 0, I1 ≥ ε2, I2 ≥ ε3, S + I1 + I2 ≤
Λ
µ
}, avec ε = min(ε2, ε3). Pour montrer que Ωε
est positivement invariant, nous observons l’expression du champ de vecteurs pour S = 0 à la
composante Ṡ, pour ce choix de S, Ṡ est positif. Par ailleurs, le champ de vecteurs est positif
aux composantes İ1 and İ2, pour I1 = ε2 et I2 = ε3, ε2 et ε3 suffisamment petits. Nous concluons
que Ωε est positivement invariant.
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Nous donnons l’expression de Sθ :
Sθ =
 θ −θ
−2 θ−3
−θ−2 2θ−3 −3θ−4
θ−3 −3θ−4 6θ−5
 .
Le changement de variable z = ψ(S, I1, I2), conduit à :
z1 = I2, z2 = γI1 − (µ+ d)I2, I1 =
µ+ d
γ
z1 +
1
γ
z2,
z3 = γ(β1I1 + β2I2)S − γ[(µ+ γ) + (µ+ d)]I1 + (µ+ d)2I2,
S =
z3 + γ[(µ+ γ) + (µ+ d)]I1 − (µ+ d)2I2
γ(β1I1 + β2I2)
,
et quand nous remplaçons I1 and I2 par leurs expressions, nous obtenons :
S =
(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
.
L’expression de ψ−1 est :
ψ−1 : z →

(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
,
µ+ d
γ
z1 +
1
γ
z2,
z1.
Selon l’expression de ψ−1 nous déduisons Ψ(z) :
Ψ(z) = ((β1(µ+ d) + β2γ)z2 + β1z3)
(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
+((β1(µ+ d) + β2γ)z1 + β1z2)
(
Λ−
(µ+ γ)(µ+ d)
γ
z1 −
2µ+ γ + d
γ
z2 −
z3
γ
−µ
(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
)
− (µ+ γ)z2 − (2µ+ γ + d)z3.
Le système en z est donné par : 
ż1 = z2,
ż2 = z3,
ż3 = Ψ(z).
(3.2)
L’ensemble invariant pour le système (3.2) est :
Ωz,ε = {(z1, z2, z3) : zi ∈ [ai , bi ] et (EQ) ≤ 0},
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où
a1 = ε, b1 =
Λ
µ
,
a2 = γε− (µ+ d)
Λ
µ
, b2 = γ
Λ
µ
− (µ+ d)ε
a3 = −γ(2µ+ d + γ)
Λ
µ
+ (µ+ d)2ε, b3 = γβ1β2(
Λ
µ
)2 − γε(2µ+ d + γ) + (µ+ d)2
Λ
µ
et
(EQ) : γ(µ+ d)(µ+ γ)z1 + γ(2µ+ d + γ)z2 + γz1 + (β1(µ+ d) + β2γ)z1z2 + β1z
2
2
+(β1(µ+ d) + β2γ)(µ+ d)z
2
1 + β1z1z2 + γ(β1(µ+ d) + β2γ)z
2
1 + β1γz1z2
−
Λ
µ
[(β1(µ+ d) + β2γ)z1 + β1z2].
Et son observateur est donnée par :
˙̂z1 = ẑ2 + 3θ(z1 − ẑ1),
˙̂z2 = ẑ3 + 3θ
2(z1 − ẑ1),
˙̂z3 = Ψ(ẑ) + θ
3(z1 − ẑ1).
(3.3)
Comme l’observateur n’est pas forcément invariant dans Ωz,ε, nous devons effectuer le prolonge-
ment de Ψ et ψ. Nous l’avons fait dans l’annexe B.. Finalement, nous déduisons l’observateur
grand gain du système (3.1) :
˙̂S = Λ− (β1Î1 + β2Î2)Ŝ +
(
−
3(β1Ŝ − 2µ− γ − d)θ2
γ(β1Î1 + β2Î2)
+
θ3
γ(β1Î1 + β2Î2)
)
(Î2 − I2)
−µŜ −
3θ
γ(β1Î1 + β2Î2)
(β1dŜ + β1µŜ + β2γŜ − µd − γd − µ2 − γµ)(Î2 − I2),
˙̂I1 = (β1Î1 + β2Î2)Ŝ − (µ+ γ)Î1 + 3
(µ+ d)θ + θ2
γ
(Î2 − I2),
˙̂I2 = γÎ1 − (µ+ d)Î2 + 3θ(Î2 − I2).
Nous avons effectué les simulations avec les valeurs suivantes pour les paramètres :
Λ = 4; β1 = 0.01; β2 = 0.15;
γ = 0.02; µ = 0.01; d = 0.015;
ε = 0.01; θ = 1.5.
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Figure 6.1 – Estimateur de S avec prolongement de Ψ et de ψ
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Figure 6.2 – Estimateur de I1 avec prolongement de Ψ et de ψ
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Figure 6.3 – Estimateur de I2 avec prolongement de Ψ et de ψ
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classes d’infectés : stabilité et observabilité
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Figure 6.4 – Estimateur de S sans prolongement
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Figure 6.5 – Estimateur de I1 sans prolongement
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Figure 6.6 – Estimateur de I2 sans prolongement
4. Conclusion
Dans ce chapitre, nous avons effectué l’étude de l’observabilité d’un système SI à n classes
d’infectés. Nous avons montré que le système est observable, puis nous avons déterminé son
observateur grand gain. Pour les simulations, nous avons appliqué les résultats théoriques sur le
système avec n = 2.
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Conclusion générale
Dans ce mémoire de thèse, nous avons porté notre réflexion sur l’étude de la stabilité et de
l’observabilité de certaines maladies infectieuses qui sévissent un peu partout dans le monde et
singulièrement en Afrique subsaharienne qui est notre domaine d’étude. L’étude s’est faite sur
des modèles généraux, en effet, nous avons travaillé sur des modèles SI et SIS et non sur des
infections spécifiques.
Nous avons fait un rappel des outils fondamentaux de mathématiques nécessaires pour l’ana-
lyse des systèmes soumis à notre étude dans le premier chapitre. Puis, dans le deuxième chapitre
nous avons fait la présentation de quelques modèles épidémiologiques nécessaires pour la com-
préhension de nos travaux. Ainsi, nous avons évoqué deux modèles célèbres et faisant partie des
premiers modèles en épidémiologie mathématique. Nous avons aussi donné un modèle SI traité
par V argas dans l’article [69].
Notre contribution débute à partir du troisième chapitre par l’étude de la stabilité d’un système
SI. Le sytème en question utilise une incidence masse action et est composé de deux classes
d’infectés. Nous avons effectué l’étude du système en déterminant le système des proportions,
nous avons prouvé l’existence et l’unicité du point d’équilibre endémique sous la condition b > d .
Puis, nous avons utilisé la théorie directe de Lyapunov pour conclure sur la stabilité globale du
point d’équilibre sans maladie. Ensuite, par le biais de la théorie de Poincaré-Bendixson, nous
avons prouvé la stabilité globale du point d’équilibre endémique. Enfin, nous avons effectué des
simulations numériques pour illustrer les résultats de stabilité.
Au niveau du quatrième et du cinquième chapitre, nous avons répondu à des problèmes posés
au niveau de deux articles parus avec des erreurs majeures. En effet, nous avons décelé une erreur
dans [63] publié en 2002 et la même erreur a été reprise au niveau de [10] en 2009, d’où la
necessité et l’urgence de souligner cette erreur et de donner une nouvelle analyse de ces modèles
forts intéressants.
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Dans le quatrième chapitre, il s’agit d’un modèle SIS. Nous avons determiné les points d’équilibre
du système, puis, montré la stabilité locale du point d’équilibre endémique. Nous avons prouvé
la stabilité globale du point d’équilibre sans maladie par la méthode directe de Lyapunov. Puis,
nous avons prouvé la stabilité globale du point d’équilibre endémique sous la condition α = 0
ou β1 = 0. Enfin, en utilisant la technique de J. Jacquez et C. Simon exposée dans [67], nous
prouvons, avec une certaine condition, la stabilité globale du point d’équilibre endémique dans
le cas où tous les paramètres sont non nuls. En ce qui concerne le cinquième chapitre, nous
avons dans un premier temps établi la stabilité globale du point d’équilibre sans maladie par
une fonction de Lyapunov, puis la stabilité locale du point d’équilibre endémique par le critère
de Routh-Hurwitz, enfin nous avons établi la stabilité globale du point d’équilibre endémique
sous une condition, par la méthode de Li-Muldowney qui est une nouvelle approche d’analyse
de stabilité globale. Avant de donner les résultats de stabilité, nous avons rappelé les différents
points d’équilibre et le taux de reproduction de base.
Finalement, nous terminons le travail au niveau du sixième chapitre par une étude d’obser-
vabilité d’un modèle SI constitué de n classes d’infectés. Nous avons prouvé l’observabilité du
système et nous avons construit un observateur grand gain pour du système, et effectué des simu-
lations pour un cas particulier du système, c’est-à-dire pour deux classes d’infectés. En partant,
tout simplement du nombre d’infectés en phase critique de l’infection, qui est dans la majeure
partie des cas cliniquement connu, l’observateur permet de reconstruire tous les états.
Perspectives
Les modèles que nous avons étudié sont assez généraux, il serait intéressant de modéliser une
infection spécifique pour pouvoir tenir compte de tous les details de l’infection afin d’obtenir des
modèles plus réalistes.
Il serait intéressant d’envisager de travailler sur des modèles comportant n classes d’infectés.
Il serait aussi intéressant d’établir la stabilité du point d’équilibre endémique sans aucune
condition des systèmes contenus dans le premier, deuxième et troisième chapitres.
Il serait également intéressant de travailler avec des systèmes structurés en temps, en âge et
en espace.
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A. Quelques outils nécessaires
A.1 k-ième composée additive de matrice
Définition A.1 (k-ième composée additive de matrice).
Soit A une matrice de Mn(R), on appelle k-ième composée additive de A, la A[k] matrice de
MN(R) où N = Ckn définie par
A[k] = D+
(
(I + hA)k
)
|h=0
,
avec D+ la dérivée à droite.
La deuxième composée additive de A est donnée :
pour n = 2 par a11 + a22,
pour n = 3 par
 a11 + a22 a23 −a13a32 a11 + a33 a12
−a31 a21 a22 + a33
 ,
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pour n = 4 par

a11 + a22 a23 a24 −a13 −a14 0
a32 a11 + a33 a34 a12 0 −a14
a42 a43 a11 + a44 0 a12 a13
−a31 a21 0 a22 + a33 a34 −a24
−a41 0 a21 a43 a22 + a44 a23
0 −a41 a31 −a42 a32 a33 + a44

.
Exemple A.1. Considérons le système suivant :
Ṡ = Λ− βSI − µS,
Ė = βSI − (µ+ γ)E,
İ = γE − (µ+ d)I.
(A.1)
La Jacobienne du système J =
∂f
∂x
le long des trajectoires (S(t), E(t), I(t)) est donnée par :
J =
 −βI − µ 0 −βSβI −µ− γ βS
0 γ −µ− d
 .
La deuxième composée additive matrice est donnée par :
J [2] =
 −βI − 2µ− γ βS βSγ −βI − 2µ− d 0
0 βI −2µ− γ − d
 .
A.2 Calcul du taux de reproduction de base R0
Nous présentons la méthode de détermination deR0 que nous avons utilisée dans notre travail.
Il s’agit de la méthode de Van den Driessche et Watmough exposée dans [25].
Considérons une épidémie modélisée par un système d’équations différentielles ordinaires de la
forme :
dxi/dt = fi(x), xi(0) ≥ 0, i = 1, . . . , n, x = (x1, . . . xn)T . (A.2)
Supposons qu’il existe n compartiments dans lesquels les m premiers compartiments sont infectés.
Soit
Xs = {x ≥ 0 : xi = 0, i = 1, ..., m},
l’ensemble de tous les états sans maladie. Soient Fi(x) le taux d’apparition de nouveaux cas
d’infections dans le compartiment i , V+i (x) le taux de transfert (entrant) des individus dans le
compartiment i et V−i (x) le taux de transfert (sortant) des individus hors du compartiment i.
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Chaque fonction est supposée être au moins deux fois différentiable par rapport à la variable x.
En posant Vi(x) = V−i (x)− V+i (x), le système (A.2) se met sous la forme suivante : dx/dt =
F(x) − V(x). Les fonctions Fi , V+i ,V−i sont supposées vérifier les hypothèses (A1), . . . , (A5)
décrites ci-dessous : (A1) : si x ≥ 0, alors Fi(x), V+i (x), V−i (x) ≥ 0 pour i = 1, . . . , m. (A2) :
si xi = 0, alors V−i = 0. En particulier, si x ∈ Xs alors V−i = 0 pour i = 1, . . . , m. (A3) :
Fi(0) = 0 pour i > m. (A4) : si x ∈ Xs , alors Fi(x) = V+i (x) = 0 pour i = 1, ..., m. (A5) : si
F(x) = 0 alors toutes les valeurs propres de la matrice jacobienne Df (x0) ont des parties réelles
négatives à un point x0 ∈ Xs . Sous les conditions précédentes, pour un x0 ∈ Xs , les matrices F
et V définies par :
F =
[
∂Fi
∂xj
]
V =
[
∂Vi
∂xj
]
1 ≤ i , j ≤ m
sont telles que : F est non négative et V est inversible.
La matrice FV −1 est appelée opérateur de la prochaine génération. L’élément (i , k) de FV −1
est interprété comme le nombre de nouvelles infections attendues dans le compartiment i produit
par l’individu infecté présenté originellement dans le compartiment k . Dans cette méthode, R0
est défini par le rayon spectral de l’opérateur de la prochaine génération (ie. R0 = ρ(FV −1)).
A.3 Théorème de Gershgorin
Le théorème de Gershgorin est aussi appelé critère du disque de Gershgorin. Il permet égale-
ment de conclure sur la stabilité d’une matrice sans avoir recours au calcul explicite des valeurs
propres.
Définition A.2.
Soit A = (ai j) ∈Mn(K). Pour tout i ∈ [1, n] on nomme
Di = Bf
ai i , n∑
j=1,j 6=i
|ai j |
 =
x ∈ K : |ai i − x | 6=
n∑
j=1,j 6=i
|ai j |

le ième disque de Gershgorin de A, avec Bf est une boule fermée.
Théorème A.1 (Théorème de Gershgorin).
Soit A = (ai j) ∈ Mn(K). L’ensemble des valeurs propres est inclus dans la réunion des disques
de Gerschgorin, c’est à dire : λ est une valeur propre de A⇒ λ ∈ ⋃ni=1Di .
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Exemple A.2. Considérons le système (2.2) dans le cas où f = Id :
Ṡ = Π− (β1I1 + β2I2)S − µS,
İ1 = (β1I1 + β2I2)S − (µ+ γ)I1,
İ2 = γI1 − (µ+ d)I2.
(A.3)
Nous avons, grâce au théorème de Gershgorin, le résultat suivant :
Lemme A.2.
Si β2 > β1 le point d’équilibre endémique est asymptotiquement stable.
Démonstration. La Jacobienne au point d’équilibre endémique E∗ est :
J(E∗) =
 −β1 I
∗
1 − β2 I∗2 − µ −β1 S∗ −β2 S∗
β1 I
∗
1 + β2 I
∗
2 β1 S
∗ − γ − µ β2 S∗
0 γ −d − µ

La deuxième matrice composée J [2](E∗) est : −β1 I
∗
1 − β2 I∗2 + β1 S∗ − γ − 2µ β2 S∗ β2 S∗
γ −β1 I∗1 − β2 I∗2 − 2µ− d −β1 S∗
0 β1 I
∗
1 + β2 I
∗
2 β1 S
∗ − d − γ − 2µ

Soit P = diag(I∗2 , I
∗
1 , S
∗).
La matrice J [2](E∗) est similaire à A = PJ [2](E∗)P−1 égale à :
−β1 I∗1 − β2 I∗2 + β1 S∗ − γ − 2µ
β2 I
∗
2 S
∗
I∗1
β2 I
∗
2
I∗1 γ
I∗2
−d − β1 I∗1 − β2 I∗2 − 2µ −β1 I∗1
0
(β1 I
∗
1 + β2 I
∗
2) S
∗
I∗1
β1 S
∗ − d − γ − 2µ

Les éléments diagonaux de A sont négatifs car :
β1S
∗ − (µ+ γ) = β1
Π
µR0
−
Π
µR0
(
β1 +
γβ2
µ+ d
)
< 0.
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La matrice A est à diagonale dominante en ligne, car :
A11 + |A12|+ |A13| = −β1 I∗1 − β2 I∗2 + β1 S∗ − γ − 2µ+
β2 I
∗
2 S
∗
I∗1
+ β2 I
∗
2
= −β1 I∗1 + S∗
(
β1 + β2
γ
µ+ d
)
− γ − 2µ
= −β1 I∗1 + S∗
(
µ+ γ
S∗
)
− γ − 2µ
= −β1 I∗1 − µ < 0
A22 + |A21|+ |A23| = −d − β1 I∗1 − β2 I∗2 − 2µ+
I∗1 γ
I∗2
+ β1 I
∗
1
= −β2 I∗2 − µ < 0
A33 + |A31|+ |A32| = β1 S∗ − d − γ − 2µ+
(β1 I
∗
1 + β2 I
∗
2) S
∗
I∗1
= β1 S
∗ − d − γ − 2µ+ µ+ γ = β1 S∗ − (µ+ d)
= β1
(µ+ d)(µ+ γ)
β1(µ+ d) + β2γ
− (µ+ d)
= −(µ+ d)
(
1−
β1(µ+ γ)
β1(µ+ d) + β2γ
)
< 0 since β2 > β1.
Par suite, la matrice A est stable d’après le théorème Gershgorin. Ce qui implique que J [2](E∗)
est stable. Donc la première condition de (1.1) est vérifiée.
Par ailleurs :
det(J(E∗)) = −
β2 Π (−2 + R0) γ + β1 Π (−2 + R0) (d + µ) + R0 µ (d + µ) (γ + µ)
R0
= −
(−2 + R0) R0 Πµ (d + µ) (γ + µ) + R0 µ (d + µ) (γ + µ)
R0
= −µ (d + µ) (γ + µ) (R0 − 1) < 0.
La seconde condition de (1.1) est aussi vérifiée. D’où le résultat.
B. Prolongements de fonctions du chapitre 6
B.1 Prolongement de la fonction lipschitzienne
Au niveau du chapitre 6, le système initiale en z est invariant dans Ωz,ε, mais ceci n’est pas
forcément le cas de l’observateur. Donc, nous devons prolonger la fonction lipschitzienne Ψ(z)
de Ωz,ε dans R3 tout entier. L’ensemble invariant Ωz,ε (l’ensemble invariant du système initiale
en z) n’est pas un pavé, mais la moitié d’un pavé, obtenu en divisant le pavé en deux par un
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plan diagonal. Donc, deux des sommets du pavé ne se trouve pas dans l’ensemble invariant. Il est
donné par
Ωz,ε = {(z1, z2, z3) : zi ∈ [ai , bi ] et (EQ) ≤ 0},
où
(EQ) : γ(µ+ d)(µ+ γ)z1 + γ(2µ+ d + γ)z2 + γz1 + (β1(µ+ d) + β2γ)z1z2 + β1z
2
2
+(β1(µ+ d) + β2γ)(µ+ d)z
2
1 + β1z1z2 + γ(β1(µ+ d) + β2γ)z
2
1 + β1γz1z2
−
Λ
µ
[(β1(µ+ d) + β2γ)z1 + β1z2].
En prenant trois points du plan diagonal, nous déterminons l’équation de ce plan : P : c1x +
c2y + c3z + c4 = 0
Nous commençons par prolonger Ψ dans l’ensemble Ωz,ε tout entier. Nous prolongeons Ψ dans
le demi pavé complémentaire à Ωz,ε, en attribuant à chaque point la valeur de son symétrique
orthogonal par rapport au plan diagonal. Puis, nous attribuons à chaque point extérieur au pavé
la valeur de son projeté orthogonal sur le pavé.
if (a1 ≤ x ≤ b1) and (a2 ≤ y ≤ b2) and (a3 ≤ z ≤ b3) and ((EQ) > 0) then
Ψ̃(x, y , z) = Ψ
(
2x − 2c1
c1x + c2y + c3z + c4
c21 + c
2
2 + c
2
3
, 2y − 2c2
c1x + c2y + c3z + c4
c21 + c
2
2 + c
2
3
,
2z − 2c3
c1x + c2y + c3z + c4
c21 + c
2
2 + c
2
3
)
else
if x ≤ a1 then
if y ≤ a2 then
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(a1, a2, a3)
else
if z ≤ b3 then
Ψ̃(x, y , z) = Ψ(a1, a2, z)
else
Ψ̃(x, y , z) = Ψ(a1, a2, b3)
end if
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end if
else
if y ≤ b2 then
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(a1, y , a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(a1, y , z)
else
Ψ̃(x, y , z) = Ψ(a1, y , b3)
end if
end if
else
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(a1, b2, a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(a1, b2, z)
else
Ψ̃(x, y , z) = Ψ(a1, b2, b3)
end if
end if
end if
end if
else
if x ≤ b1 then
if y ≤ a2 then
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(x, a2, a3)
else
if z ≤ b3 then
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Ψ̃(x, y , z) = Ψ(x, a2, z)
else
Ψ̃(x, y , z) = Ψ(x, a2, b3)
end if
end if
else
if y ≤ b2 then
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(x, y , a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(x, y , z)
else
Ψ̃(x, y , z) = Ψ(x, y , b3)
end if
end if
else
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(x, b2, a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(x, b2, z)
else
Ψ̃(x, y , z) = Ψ(x, b2, b3)
end if
end if
end if
end if
else
if y ≤ a2 then
if z ≤ a3 then
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classes d’infectés : stabilité et observabilité
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Ψ̃(x, y , z) = Ψ(b1, a2, a3)
else
if z ≤ b3 then
Ψ̃(x, y , z) = Ψ(b1, a2, z)
else
Ψ̃(x, y , z) = Ψ(b1, a2, b3)
end if
end if
else
if y ≤ b2 then
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(b1, y , a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(b1, y , z)
else
Ψ̃(x, y , z) = Ψ(b1, y , b3)
end if
end if
else
if z ≤ a3 then
Ψ̃(x, y , z) = Ψ(b1, b2, a3)
else
if z ≤ b1 then
Ψ̃(x, y , z) = Ψ(b1, b2, z)
else
Ψ̃(x, y , z) = Ψ(b1, b2, b3)
end if
end if
end if
end if
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end if
end if
end if.
B.2 Prolongement du difféomorphisme
Pour les mêmes raisons qu’au paragraphe précédent, il faut prolonger le difféomorphisme ψ.
L’expression de ψ−1 est :
ψ−1 : z →

(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
,
µ+ d
γ
z1 +
1
γ
z2,
z1.
Les deux dernières composantes étant affines, les prolongements gardent les mêmes expressions.
Il s’agit des expressions de I1 et I2. La première composante représente l’expression de S. Etant
donné que l’observateur n’est pas forcément invariant dans l’ensemble Ωz,ε, pour une valeur
initiale t0 fixé, au bout d’un certain temps, la solution S(ẑ(t)) sort du domaine.
En notant par a = (a1, a2, a3)
T et b̄ = (b1, b2, b3)
T les extrémités du domaines, nous allons
effectuer le prolongement de S en déterminant les temps correspondant à S(a), S(b̄), S(a)± δ
et S(b̄) ± δ, δ > 0 suffisamment petit. Puis nous prolonger la fonction par les demi-droites
[S(a) ± δ, S(a)) et [S(b̄) ± δ, S(b̄)), avec δ suffisament petit pour que [S(a) ± δ, S(a)] et
[S(b̄)± δ, S(b̄)] soient des segments droits et non des arcs. Nous notons les équations [S(a)±
δ, S(a)) et [S(b̄)± δ, S(b̄)) par k1 ∗ t + c1 et k2 ∗ t + c2. Nous avons le prolongement :
S(t) ≡ S(z) =

(µ+ d)(µ+ γ)z1 + ((µ+ γ) + (µ+ d))z2 + z3
(β1(µ+ d) + β2γ)z1 + β1z2
, if z(t) ∈ Ωz,ε,
k1 ∗ t + c1, si z(t) /∈ Ωz,ε et d(z(t), a) ≤ d(z(t), b̄),
k2 ∗ t + c2, si z(t) /∈ Ωz,ε et d(z(t), a) > d(z(t), b̄).
Pour deux solutions z1 et z2 différentes, nous avons ψ−1(z1) = (S1, I11 , I
1
2 ) différent de
ψ−1(z2) = (S2, I21 , I
2
2 ). Et les prolongements conservent l’injectivité. La différentiabilité découle
de la construction des prolongements.
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