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Segenap	 puji	 dan	 syukur	 kami	 panjatkan	 kehadirat	 illahi	 robbi,	 yang	
telah	 memberikan	 kekuatan	 dan	 limpahan	 karunia	 yang	 sangat	 besar.	
Sholawat	 serta	 salam	 semoga	 senantiasa	 tercurah	 bagi	 Nabi	 Muhammad	
SAW,	panutan	dan	rohmat	bagi	semesta	alam.	
Panitia	 seminar	 nasional	 merasa	 sangat	 berbahagia	 dan	 bersyukur,	
karena	 dapat	 mengadakan	 acara	 akbar	 Seminar	 Nasional	 Statistika	 yang	
diadakan	 setiap	 tahun	dan	 pada	 tahun	 ini	 merupakan	 tahun	 keempat.	 Pada	




Nasional	 Statistika	 2014,	 karena	 berisi	 kumpulan	 makalah	 yang	
dipresentasikan	 pada	 sesi	 paralel	 dari	 para	 pemakalah	 yang	 diperoleh	 dari	
hasil	 penelitian,	 pemikiran,	 ataupun	 kajian	 yang	 mendalam	 mengenai	 suatu	
topik	tertentu	dalam	ruang	lingkup	statistika	dan	aplikasinya.	
Ucapan	 terima	 kasih	 kami	 sampaikan	 kepada	 seluruh	 peserta	
pemakalah	 yang	 telah	 berkontribusi	 pada	 acara	 seminar	 ini,	 selain	 itu	 juga	
tim	 editor	dan	redaksi	 yang	 telah	bekerja	keras	 menyunting	 dan	menyusun	
prosiding	ini	sehingga	siap	disajikan	untuk	pembaca.	
Akhir	 kata,	 semoga	 prosiding	 ini	 dapat	 bermanfaat	 bagi	 para	
pemakalah,	 maupun	peserta	 seminar	nasional,	dan	pembaca	 yang	budiman,	
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Gas	 bumi	 sebagai	 salah	 satu	 sumber	 energi	 memiliki	 peranan	 yang	 sangat	 penting	 bagi	
pertumbuhan	 pembangunan	 nasional.	 Selama	 dekade	 terakhir,	 peranan	 gas	 bumi	 mulai	
menggeser	 peranan	 BBM	 sebagai	 sumber	 energi	 karena	 selain	 lebih	 murah	 juga	 ramah	
lingkungan.	 Pemanfaatan	 gas	 bumi	 di	 Indonesia	 meliputi	 sektor	 pembangkit	 listrik	 52%,	
sektor	industri	pupuk	12%	serta	sektor	industri	dan	sektro	lainnya	36%.	
Neural Network	 (GRNN)	merupakan	salah	satu	model	 jaringan	radial	basis	yang	digunakan	
untuk	pendekatan	suatu	fungsi.	Model	GRNN	termasuk	model	jaringan	syaraf	tiruan	dengan	
solusi	yang	cepat,	karena	tidak	diperlukan	iterasi	yang	besar	pada	estimasi	bobot
Model	 ini	 memiliki	 arsitektur	 jaringan	 yang	 baku,	 dimana	 jumlah	 unit	 pada	
sesuai	 dengan	 jumlah	 data	 input.	 Analisis	 dilakukan	 simulasi	 jaringan	 dengan	 menguji	 17	
data	 tersisa	 didapat	 nilai	 mse	 training	 sebesar	 553,9764	 dan	 nilai	 mse	 testing	 gas	 bumi	
sebesar	 645,870.	 Kalau	 saat	 ini	 industri	 meminta	 pasokan	 gas	 hingga	 lebih	 dari	 2000	
mmscfd	 maka	 konsekwensinya	 belum	 dapat	 memenuhi	 kebutuhan	 industri	 karena	
berdasarkan	peramalan	produksi	gas	bumi	baru	dapat	menyumbang	sebesar	1500	mmscfd	
(Million Metric Standard Cubic Feet Per Day
Sehingga	untuk	memenuhi	kebutuhan	industri	pemerintah	harus	mengoptimalkan	produksi	
atau	mencari	sumber	energi	gas	alternatif.
Kata Kunci :	 Gas Bumi, General Regression Neural Network 
(Forecasting), Simulasi
	
1. PENDAHULUAN  
Dalam	 membangun	 ketahanan	 energi








perlu	 dikelola	 dengan	 optimal	 untuk	 meningkatkan	 kinerja	 dan	 produktivitasnya.	
Berdasarkan	data	Kementerian	ESDM,	pada	periode	2012
gas	 diproyeksikan	 sebesar	 5.118	 mmscfd	 (
Day)	.	Saat	ini	industri	mendapat	suplai	gas	sekitar	50%	dari	perusahaan	gas	negara	
dan	kontrak	pasokan	juga	tidak	bersifat	jangka	panjang,	tapi	tahunan,	
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M.5 
S BUMI DENGAN GENERAL REGRESSION
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	 nasional	 pemerintah	 harus	
suppply
)	 untuk	 menyerap	 energi,	 dimana	 faktor	 utama	
ing	dalam	peradaban	kehidupan	manusia	dalam	
‐2020,	tambahan	produksi	
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ada	 jaminan	 pasokan	 gas,	 Data	 statistik	 gas	 bumi	 sumber	 Ditjen	 MIGAS	
menunjukkan	 bahwa	 jumlah	 minyak	 dan	 gas	 bumi	 yang	 diperkirakan	 dapat	
diproduksi	 dari	 suatu	 reservoir	 yang	 ukurannya	 sudah	 ditentutkan	 dengan	
meyakinkan	 adalah	 sebesar	 103.35	 TSCF	 (Trillion Square Cubic Feet),	 sedangkan	
potensial	 jumlah	 dan	 gas	 bumi	 yang	 diperkirakan	 terdapat	 dalam	 suatu	 reservoar	
adalah	sebesar	47.35	TSCF	(Trillion Square Cubic Feet).	Sehingga	total	cadangan	gas	
bumi	sebesar	150.70	TSCF	(Trillion Square Cubic Feet).	Data	pertumbuhan	produksi	
kilang	 gas	 dari	 2004‐2012	 sebesar	 11.8%.	 pemanfaatan	 gas	 bumi	 tahun	 2012	
digunakan	oleh	domestic	antara	 lain	pupuk,	kilang,	pet.kimia,	kondensasi,	 lpg,	pgn,	




Bumi,	 bahwa	 Minyak	 dan	 Gas	 Bumi	 sebagai	 sumber	 daya	 alam	 strategis	 tak	
terbarukanyang	 terkandung	 di	 dalam	 Wilayah	 Hukum	 Pertambangan	 Indonesia	
merupakan	 kekayaan	 nasional	 yang	 dikuasai	 olehnegara.	 Penguasaan	 oleh	 negara	
sebagaimana	 dimaksud	 dalam	 ayat	 (1)	 diselenggarakan	 oleh	 Pemerintah	 sebagai	
pemegang	 Kuasa	 Pertambangan.	 Pemerintah	 sebagai	 pemegang	 Kuasa	
Pertambangan	 membentuk	 Badan	 Pelaksana	 (ayat	 3).	 Kebijakan	 pemerintah	
berkenaan	 dengan	 pemenuhan	 kebutuhan	 energi	 nasional	 dituangkan	 dalam	
Peraturan	Presiden	Nomor	5	 tahun	2006	tentang	Kebijakan	Energi	 Nasinal.	Dalam	
peraturan	 tersebut,	 pada	 tahun	 2025	 konsumsi	 gas	 alam	 naik	 menjadi	 30%,	 Gas	
sebagai	 energi	 alternatig	 yang	 menjanjikan	 harus	 benar=brnar	 diutamakan	
untukkepentingan	 domestik	 dan	 mendorong	 ekspansi	 industri	 dan	 perekonomian	
Indonesia.	 Berdasarkan	 data	 kementerian	 ESDM,	 pada	 periode	 2012‐2020	
tambahan	 profuksi	 gas	 diproyeksikan	 sebesar	 5,118	 mmscfd	 (Million Metric 
Standard Cubic Feet Per Day)	dari	17	lapangan.	
	
2. METODOLOGI 
Penilitian	 ini	 menggunakan	 data	 sekunder,	 yaitu	 data	 produksi	 gas	 bumi	




2.4. Artificial Neural Network 
ANN	 adalah	 suatu	 sistem	 pemrosesan	 informasi	 yang	 mempunyai	
karakteristik‐karakteristik	 kinerja	 tertentu	 dengan	 mengadaptasi	 dari	 jaringan	
syaraf	 biologi.	 ANN	 telah	 digeneraliasi	 sebagai	 model	 matematik	 dari	 kognisi	
manusia	 dengan	 didasarkan	 pada	 pemrosesan	 informasi	 terjadi	 pada	 banyak	
elemen	 yang	 disebut	 neurons.	 Sinyal‐sinyal	 dikirim	 antar	 neurons	 melalui	
connection-links (sinapsis),	 Setiap	 sinapsis	 mempunyai	 bobot	 tertentu.	 Neuron	
                                                          
4 Refleksi semangat perjuangan dan idealism pendiri bangsa dalam pengelolaan sumber daya alam 
startegis Indonesia – Gas Bumi www.pgn.co.id 
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neuron	 dalam	 satu	 lapisan




Input	 merupakan	 bagian	 dari	 sistem	
masukan	 pada	 sistem	 yang	 digunakan	 untuk	 proses	 pembelajaran	 dan	 proses	
pengenalan	objek.	
2. Bobot	
Bobot	 merupakan	 beban	 yang	 diberikan	 pada	 penghubung	 yang	 berfungsi	
untuk	meningkatkan	serta	menurunkan	pengaruh	pada	suatu	neur
input	 yang	 masuk	 agar	 nantinya	 dihasilkan	 output	 yang	 sesuai	 dengan	 target	
pembelajaran.	
3. Processing unit	




Output	 merupakan	 bagian	 yang	 memberikan	 hasil	 keluaran	 atau	 solusi	
pemecahan	 masalah	 dari	 proses	 pembelajaran	 yang	 berlangsung	 terhadap	
input.	
	
2.5. General Regression Neural Network (Grnn)
General	 Regression	 Neural	 Network	 (GRNN)	 merupakan	 salah	 satu	 model	
jaringan	 radial	 basis	 yang	 sering	 digunakan	 untuk	 pendekatan	 suatu	 fungsi.	 Dasar	
dari	 operasi	 GRNN	 secara	 esensial	 didasarkan	 pada	 regresi	 nonlinear	 (kernel)	
dimana	 estimasi	 dari	 nilai	 harapan	 ou
inputnya	(	Leung,et.al,2000).	Walaupun	GRNN	menghasilkan	output	berupa	vektor	









Dalam	 hal	 ini	 	 y	 adalah	 output	 yang	 diprediksi	 oleh	 GRNN,	 sedangkan	 X	
adalah	 vektor	 input	 (x1,x
 [ | ] adalah	 harga	 harapan	 dari	
adalah	fungsi	densitas	probabilitas	bersama	dari	X	dan	y.
Teori	 General	 Regression	 Neural	 Network	 diperoleh	 dari	 estimasi	 densitas	
kernel	 multivariate.	 Tujuan	 dari	 estimasi	 multivariate	 nonparametrik	 ini	 yaitu	
mengestimasi	 fungsi	 densitas	 probabilitas	
  = (  ,… ,   )
 	 dengan	 menggunakan	 n	 ukuran	 dari	 tiap	 variabel.	 Estimator	
densitas	kernel	multivariate	pada	kasus	m	dimensi	didefinisikan	sebagai












tput	 ditentukan	 oleh	 himpunan	 input
saja	
	 												 	 	 	 	 	
2,	 ….	 ,	 xp)	 yang	 terdiir	 dari	 p	 variabel	 prediktor.		
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    )																									 	 	 									(2)	
Dimana	K	adalah	fungsi	kernel	multivariate	dan	panjang	bidang	(parameter	
penghalusan)	 vektor	   = (ℎ  ,..ℎ   )
 .Data	 asli	 Z(Xi,Yi);	 i=1,..n	 akan	 dibagi	 menjadi	
himpunan	 data	 pelatihan	 digunakan	 untuk	 pengembangkan	 model,	 sedangkan	
himpunan	data	Pelatihan	berasan	dari	suatu	proses	sampling	yang	mengukur	nilai	
ouput	dengan	additive random noise:	
   =  [ | , ]+   	 	 						 	 	 	 	 									(3)	
Dimana	    ~      ( 0, 
 )	










	 	 	 	 	 	 									(4)	












 exp  [− (  −
  ) 
    




  = (  −   )  + (  −   ) 	 	 	 	 	 	 									(6)	
Dengan	 mensubsitusi	 estimasi	 probabilitas	 bersama	 (2)	 kedalam	 mean	 (4)	
bersyarat	diperoleh	estimator	kernel	Nadaraya‐Watson	sebagai	berikut:	
   ( , ) =










	 	 	 	 	 	 									(7)
	 	
2.6. Struktur Dan Arsitektur Grnn 
Konstruksi	 GRNN	 terdiri	 dari	 empat	 layer	 pemrosesan	 yaitu	 neuron	
input,pattern,summation	 dan	 output.	 Input	 layer	 menerima	 vector	 input	 X	 dan	
mendistribusikan	 data	 ke	 pattern	 layer.	 Tiap‐tiap	 neuron	 dalam	 pattern	 layer	
kemudian	 membangun	 output	  	 dan	 mengirimkan	 hasilnya	 ke	 summation	 layer.	
Neuron‐neuron	 numerator	 dan	 denominator	 summation	 layer	 menghitung	
jumlahan	 aritmatik	 sederhana	 dan	 terboboti	 yang	 didasarkan	 pada	 nilai   	 dan	 wij	
yang	 diperoleh	 berdasarkan	 pembelajaran	 melalui	 training	 dengan	 supervise.	
Neuron	 –neuron	 pada	 output	 layer	 kemudian	 melakukan	 pembagian	 terhadap	
jumlahan	yang	telah	dihitung	oleh	neuron‐neuron	pada	summation	layer.	
Tiap‐tiap	 layer	 unit	 pemrosesan	 ditandai	 dengan	 suatu	 fungsi	
komputasional	 yang	 spesifik.	 Layer	 pertama	 disebut	 neuro	 input	 (input neurons),	
bertanggung	jawab	untuk	menerima	informasi.	Terdapat	suatu	neuron	input	tunggal	
untuk	 setiap	 variabel	 predictor	 dalam	 vector	 input	 X.	 tidak	 ada	 pemrosesan	 data	
yang	 dilakukan	 pada	 neuron‐neuron	 input	 tersebut.	 Neuron	 input	 kemudian	
mengirimkan	 data	 ke	 layer	 kedua	 dari	 unit	 pemrosesan	 yang	 disebut	 neuron	 pola	
(pattern neurons).	 Dalam	 hal	 ini,	 jumlah	 neuron	 pola	 sama	 dengan	 jumlah	 kasus	
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Output	 dari	 neuron	 pola	 kemudian	 diteruskan	 ke	 layer	 ketiga	 dari	 unit	
pemrosesan	 yang	 disebut	 neuron	 jumlahan	 (
dari	 semua	 neuron	 pola	 ditambahkan.	 Secara	 teknis	 ada	 dua	 tipe	 penjumlahan	
terboboti.	Dalam	topologi	GRNN	terdapat	unit	pemrosesan	terpisah	yang	melakukan	
penjumlahan	aritmatik	sederhana	dan	penjumlahan	terboboti.	Persamaan	(9.a)	dan	
(9.b)	 masing‐masing	 menyatakan	 operasi	 matematis	 yang	 dibentuk	 oleh	
penjumlahan	terboboti	
   = ∑     	 	
   = ∑       	 	
Jumlahan	 yang	 dihasilkan	 oleh	
dikirimkan	 ke	 layer	 ke	 empat	 dari	 unit






Periode	 yang	 paling	 menentukan	 dimulai	 setelah	 pelatihan	 jaringan.	
Jaringan	 dilatih	 menggunakan	 kas
estimasi	 nilai	 dari	 hasil	 jaringan	 dibandingkan	 dengan	 sampel	 nyata	 yang	 diamati	
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.	1	Konstruksi	GRNN	Secara	Umum		
 
summation neurons)	 dimana	 output	
	 	 	 	 	 	
	 	 	 	 	 	
summation neurons secara	 berturut
	 pemrosesan	 yaitu	 neuron	 output.	 Neuron	
	 	 	 	 	 	
us	 didalam	 himpunan	 data	 pelatihan	 dihitung	
	
untuk	 langkah	 lebih	 lanjut	 akan	 digunakan	 untuk	
nivariat	dihitung	rumus	dibawah	ini:
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3. HASIL DAN PEMBAHASAN 
Data	dibagi	dua	dimana	35	data	digunakan	sebagai	training	dan	17	sebagai	
testing	 hasil	 identifikasi	 terhadap	 data	 gas	 bumi	 diperoleh	 lag	 1,2,13.	 Setelah	
dilakukan	 preprocessing	 menggunakan	 bentuk	 normal,	 dibangun	 jaringan	 GRNN	
dengan	perintah	newgrnn(pn,tn,i) dimana	pn	adalah	input	untuk	training	yang	telah	
dinormalisasikan	dan	tn	adalah	data	target	yang	telah	dinormalisasikan	sedangkan	
I	 adalah	 spread	 yang	 digunakan.	 	 Perintah	 newgrnn	 akan	 menghasilkan	 sebuah	
jaringan	 dengan	 dua	 lapisan.	 Lapisan	 pertama	 memuat	 neuron	 dengan	 fungsi	
aktivasi	 radbas,	 yang	 akan	 menghitung	 input	 terboboti	 dengan	 perintah	 dist	 dan	
input	jaringan	dengan	perintah	netprod.	Lapisan	kedua	merupakan	neuron	dengan	




3.1. Simulasi Jaringan 
Hasil	 simulasi	 jaringan	 yang	 telah	 mendapatkan	 mse	 minimal	 berdasarkan	
nilai	 spread	 yang	 terpilih	 digunakan	 untuk	 menguji	 17	 data	 tersisa,	 sehingga	
diperoleh	 nilai	 mse	 testing.	 Kemudian	 dibuat	 plot	 hasil	 simulasi	 dengan	 data	






	Untuk	 melakukan	 simulasi	 GRNN	 dengan	 menguji	 17	 data	 tersisa	 didapat	
nilai	mse	training	gas	bumi	sebesar	553,9764	dan	nilai	mse	testing	gas	bumi	sebesar	
645,870		




















Pada	 gambar	 3	 dapat	 dilihat	 bahwa	 secara	 visual	 model	 telah	 dapat	
mendekati	nilai	aslinya,	terlihat	dari	pola	data	prediksi	yang	relatif	berimpit	dengan	




Untuk	 membuat	 peramalan	 (
disusun	fungsi	forecastgrnn_gas.	Pada	fungsi	ini	dibuat	plot	hasil	permalan	ke	depan	
dalam	 bentuk	 stem	 dapat	 dilihat	 pada	 gambar	 4.	 Setelah	 dilakukan	 peramalan	
(forecasting)	untuk	selengkapnya	dapat	dilihat	pada	tabel	1.
Gambar.4
Berdasarkan	 peramalan	 gas	 bumi	 masih	 memiliki	 potensi	 besar	 untuk	
dikembangkan,	untuk	itu	maka	pem
pasokan	 gas	 untuk	 pemenuhan	 kebutuhan	 dalam	 negeri	 melakukan	 kajian	 dan	
menetapkan	kebijakan	yang	mendukung		dan	menetapkan	Rencana	Induk	Jaringan	
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*Dalam Satuan mmscfd	(Million Metric Standard Cubic Feet Per Day)	
	
4. KESIMPULAN 
Model	 GRNN	 termasuk	 model	 jaringan	 syaraf	 dengan	 solusi	 yang	 cepat,	
karena	 tidak	 diperlukan	 iterasi	 yang	 besar	 pada	 proses	 estimasi	 bobot‐bobotnya.	
Model	 ini	 juga	 sudah	 mempunyai	 arsitektur	 yang	 baku,	 dimana	 jumlah	 unit	 pada	
pattern	 layer	 sesuai	 dengan	 jumlah	 data	 input.	 	 Berdasarkan	 analisis	 dapat	
disimpulkan	 bahwa	 produksi	 gas	 bumi	 masih	 belum	 optimal,	 dalam	 setiap	
peramalan	 dasarian	 didapat	 gas	 bumi	 hanya	 mampu	 di	 produksi	 1500	 mmscfd 
(Million metric standard cubic feet per day).  Kalau	saat	ini	industri	meminta	pasokan	
gas	hingga	 lebih	dari	2000	mmscfd	maka	konsekwensinya	belum	dapat	memenuhi	
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