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Die Bedeutung der Mehrsprachigkeit nimmt im Kontext von Informationssystemen deutlich 
zu. An mehreren Stellen innerhalb des informationellen Prozesses tritt dieses Phänomen auf. 
Die semantische Heterogenität zwischen den Sprachen stellt dabei eine besondere 
Herausforderung dar. Der Beitrag zeigt exemplarisch auf, welche Werkzeuge für die Analyse 
sprachlicher und semantischer Heterogenität eingesetzt werden können. Ebenfalls diskutiert 
werden die Benutzersicht und die Anforderungen an die Benutzungsoberflächen. Lösungen 





Mehrsprachigkeit ist heute ein weit verbreitetes Phänomen im Kontext von 
Informationssystemen. Gerade Suchmaschinen führen Internet-Benutzern die Möglichkeiten 
und Grenzen des Zugriffs auf mehrsprachige Information vor Augen. Die Mehrsprachigkeit 
kann sowohl die Datengrundlage als auch Wissenssystematiken oder die Benutzungs-
oberflächen betreffen. Dokumentenkollektionen in unterschiedlichen Sprachen treten in 
zahlreichen Kontexten auf (z.B. Berghaus et al. 2008) auf und teilweise kommen sogar 
mehrere Sprachen in einem Dokument vor. Benutzungsoberflächen mit sprachlich heteroge-
nen Benutzergruppen sollten für die jeweiligen Anwender übersetzt bzw. lokalisiert werden. 
Basiswerkzeuge für die adäquate Verarbeitung sind Systeme zur maschinellen Übersetzung 
und linguistische Analyseverfahren.  
Die Analyse der Mehrsprachigkeit und des Benutzerverhaltens angesichts mehrsprachiger 
Angebote muss der Systementwicklung vorausgehen. Besondere Herausforderungen durch die 
Mehrsprachigkeit ergeben sich bei sprachlichen Inhalten wie etwa Information Retrieval 
Systemen und Wissensmanagement-Systemen.  
Dieser Artikel gibt einen Überblick über Problemstellungen bei der Analyse und der 
Verarbeitung der Mehrsprachigkeit. Der zweite Abschnitt stellt dar, wie die Sprache einer 
Webseite erkannt werden kann und präsentiert ein Werkzeug, das dies für mehrere Sprachen 
innerhalb eines Textes leistet. Am Beispiel von Wikipedia lässt sich ein Vergleich von 
mehrsprachigen Kategoriensystemen und freier mehrsprachiger Verschlagwortung 
durchführen. Im dritten Abschnitt wird ein entsprechendes System vorgestellt, das die 
Heterogenität der Kategoriensysteme innerhalb von Wikipedia in verschiedenen Sprachen 
analysiert und so semantische Differenzen aufzeigen kann. Auch die Benutzungsoberflächen 
bedürfen in internationalen Kontexten einer sprachlich-kulturellen Anpassung. Diese wird als 
Lokalisierung bezeichnet, greift jedoch in der Praxis häufig zu kurz. Auch kulturelle 
Eigenschaften der Zielbenutzer sollten berücksichtigt werden. Abschnitt 4 greift diese 
Thematik auf. Die beiden Abschnitte 5 und 6 stellen Lösungen für den Umgang mit 
Mehrsprachigkeit in Information Retrieval Systemen dar. Während Abschnitt 5 die 
sprachübergreifende Suche in Zeitungstexten zum Thema hat und diese durch eine 
tiefgehende computerlinguistische Analyse löst, geht Abschnitt 6 auf Fachtexte ein und weist 
Wege, wie Fachterminologie aus Thesauri gewinnbringend in den Prozess des 
mehrsprachigen Information Retrieval eingebunden werden kann. Abschnitt 7 zieht ein Fazit.  
 
2 Sprachbestimmung für Internet-Dokumente 
 
Gerade das Internet mit seiner Vielsprachigkeit stellt Informationssysteme vor große 
Herausforderungen. Jedoch ist unklar, was Mehrsprachigkeit im Web tatsächlich bedeutet. 
Gibt es Dokumente in mehreren Sprachen oder existieren lediglich zahlreiche parallele 
monolinguale Webs, welche kaum untereinander verlinkt sind? Und falls es Links zwischen 
Seiten in unterschiedlichen Sprachen gibt, werden diese überhaupt genutzt (Kralisch & Mandl 
2006, Thelwall 2004)?  
Die Analyse dieser Fragen ist manuell nicht durchführbar und erfordert den Einsatz 
technischer Hilfsmittel. Sogenannte Crawler stellen dafür wichtige Werkzeuge dar. Sie 
analysieren Internet-Seiten und extrahieren die Verweise auf andere Internet-Seiten. 
Anschließend bearbeiten sie die referenzierten Seiten und erfassen auf diese Weise eine große 
Anzahl von Dokumenten aus dem Web.  
Dieser Abschnitt stellt einen Crawler vor, der mit einem System zur automatischen 
Sprachidentifikation verbunden wurde und so die Links in Beziehung zu den Sprachen der 
verbundenen Seiten setzen kann. Die verwendete Sprachidentifikations-Software zielt vor 
allem auf die Erkennung von mehreren Sprachen in einem Dokument ab, wofür sie mehrere 
Standard-Algorithmen zur Sprachidentifikation einsetzt (Artemenko et al. 2006).  
Mit dem Crawler LangIdent++ kann nun auch ein Korpus von mehrsprachigen Seiten aus dem 
Internet generiert werden. Dadurch kann die Häufigkeit derartiger Seiten abgeschätzt werden. 
Auch die wichtigsten Gründe für die Mehrsprachigkeit lassen sich so aufdecken. Denkbar sind 
Zitate oder Parallel-Versionen von Texten in mehreren Sprachen.  
Das System LangIdent++ unterstützt also bei der Auswertung von großen Datenmengen, wie 
sie im Internet typisch sind. Wie Abbildung 1 zeigt, werden die einzelnen Sprachen im 
Dokument unterschiedlich ausgezeichnet, so dass der Benutzer die Anzahl und die Grenzen 










Abb.1 Die Benutzungsoberfläche des Systems LangIdent++ 
 
Die automatische Erkennung der Position des Sprachwechsels stellt eine besondere 
Herausforderung dar und gelingt selten punktgenau (Artemenko et al. 2006). LangIdent++ 
bezieht daher das Layout mit ein. Da bei einem Wechsel der Formatierung auch ein 
Sprachwechsel wahrscheinlicher ist als mitten im Text, wird der HTML Quellcode 
ausgewertet. Da auch verschiedene Parameter-Einstellungen zu möglicherweise anderen 
Ergebnisse führen, integriert das System mehrere Evidenzen für jede Entscheidung.  
Die Benutzungsoberfläche von LangIdent++ eignet sich lediglich zur genauen und manuellen 
Auswertung von kleineren Ergebnismengen. Für umfangreichere Analysen von Ergebnissen 
bietet es einen Export in das XML Format an. In den exportierten Dateien können mit 
Standard-XML Werkzeugen sehr komplexe Abfragen realisiert werden.  
Die Erkennung der Sprache stellt jedoch nur einen ersten Schritt im Rahmen mehrsprachiger 
Informationssysteme dar. Die Analyse der semantischen Verwendung von Begriffen bildet 
den Mittelpunkt des folgenden Abschnitts.  
 
3 Mehrsprachige Verschlagwortung und die Kategoriensysteme der Wikipedia 
 
Die Klassifikation und Verschlagwortung von Dokumentationseinheiten in Informations-
systemen soll den leichteren Zugang sowie die bessere Wiederauffindbarkeit von Dokumenten 
ermöglichen und unterstützen. In multilingualen Informationssystemen ist eine konsistente 
Bezeichnung und Strukturierung von Klassen und Schlagwörtern schwer zu gewährleisten. 
Dies lässt sich besonders deutlich an einem der größten multilingualen Informationssysteme 
überhaupt zeigen: der Wikipedia. 
Das Konzept der Online-Enzyklopädie setzt auf die Mitarbeit von Millionen Nutzern 
weltweit. Derzeit gibt es circa 250 verschiedene Sprachversionen von unterschiedlichem 
Umfang. Von A, wie Afar mit 15 Artikeln bis Z, wie Zulu mit 125 Artikeln, von der 
momentan kleinsten Wikipedia in Oshivambo mit 6 Artikeln bis hin zur größten, der 
englischen Wikipedia mit derzeit knapp 2,3 Mio. Artikeln. (Wikipedia:Sprachen 2008) 
 
Der Prozess der Verschlagwortung in der Wikipedia unterscheidet sich ganz grundsätzlich 
vom klassischen Prozess der Klassifikations- bzw. Thesauruserarbeitung. In der Wikipedia 
kommt ein offenes strukturiertes Vokabular zum Einsatz, welches lediglich Oberklasse–
Unterklasse-Beziehungen erlaubt. 
Beim Anlegen eines neuen Wikipedia-Artikels oder zu jedem späteren Zeitpunkt können dem 
Artikel von seinen Autoren oder anderen Nutzern Schlagwörter (in der Wikipedia als 
Kategorien bezeichnet) zugewiesen werden. Sie werden damit automatisch in das Vokabular 
aufgenommen und können anschließend einem oder mehreren Oberbegriff(en) zugeordnet 
werden. Darüber hinaus können - ebenso wie zwischen den Wikipedia-Artikeln verschiedener 
Sprachversionen - auch zwischen bedeutungsgleichen Schlagwörtern unterschiedlicher 
Sprachen interlinguale Verbindungen über sog. Interlanguage-Links hergestellt werden. 
Es entsteht so ein strukturierter, multilingualer, polyhierarchischer Wortschatz (innerhalb der 
Wikipedia wird dieser als Kategoriensystem bezeichnet), der jedoch Zyklen enthalten darf und 
vor allem in der englischen Wikipedia häufig auch enthält. Bei genauerer Betrachtung der 
tatsächlichen Verwendung der Oberklasse-Unterklasse-Relation zwischen den 
Schlagworttermen stellt man fest, dass die Nutzer diese Beziehung auch dafür verwenden um 
Meronymie- bzw. Holonymie- oder auch einfach Ähnlichkeit zwischen Bedeutungen zweier 
Terme auszudrücken. Es handelt sich also eher um ein Assoziationsnetzwerk als um einen 
echten Thesaurus (Hammwöhner 2007a). 
In mehreren, über einen längeren Zeitraum wiederholten, vergleichenden Studien zu den 
Kategoriensystemen der vier größten Wikipedia-Systeme (Englisch, Deutsch, Französisch, 
Italienisch; Stand: Juni 2007) konnten die folgenden Ergebnisse ermittelt bzw. bestätigt 
werden: Die Kategoriensysteme der deutschen und italienischen Wikipedia enthalten im 
Vergleich zu denjenigen der englischen und französischen weniger Kategorien je Artikel und 
weniger nicht verschlagwortete Artikel. Die Hierarchien der Kategoriensysteme sind flacher 
und weniger oft zyklisch. Insgesamt ist eine interlinguale Konsistenz der Kategoriensysteme 
nicht gegeben und die Benutzbarkeit leidet unter dem Umfang des Vokabulars sowie an der 




Abb. 2: Benutzungsoberfläche des Wikimetrie-Werkzeugs mit Anzahl der 
Kategorien je Artikel in der deutschen (jeweils linker Balken) bzw. englischen 
(jeweils rechter Balken) Wikipedia. 
 
Aktuelle vergleichende Analysen aller Wikipedias mit über 25.000 Artikeln, deuten darauf 
hin, dass die Mehrsprachigkeit vieler Autoren und deren Mitarbeit an anderen Wikipedias als 
der muttersprachlichen, zu interlingualen Inkonsistenzen der Kategoriensysteme beitragen, 
aber auch Lösungsansätze für diese bieten könnte. 
Die Analysen der Wikipedia erfolgen mit einem eigens zur Wikimetrie entwickelten 
Werkzeug (siehe Abb. 2), mit welchem jederzeit aktuell mono- und multilinguale Artikel-
Stichproben aus verschiedenen Sprachversionen der Wikipedia gezogen und mit gängigen 
deskriptiven und analytischen statistischen Verfahren ausgewertet werden können.  
 
4 Mehrsprachigkeit in der Mensch-Maschine-Interaktion 
 
Die informationswissenschaftliche Perspektive auf Informationsprozesse schreibt der 
benutzerfreundlichen Interaktion zwischen Mensch und Maschine eine wichtige Bedeutung 
zu. In diesem Kontext spielt die Sprache eine elementare Rolle und zwar nicht nur in einem 
rein natürlich-sprachlichen Ansatz, sondern auch im Bereich des weit verbreiteten graphisch-
direktmanipulativen Paradigmas. Als Regelinventar gibt die Softwareergonomie neben den 
Normen weitere Richtlinien und Design-Empfehlungen vor, welche eine am Benutzer 
orientierte Gestaltung der Mensch-Maschine-Interaktion (MMI) ermöglichen. Grundlegendes 
Prinzip ist, dass Menschen in einer für sie natürlichen Form mit komplexen Artefakten 
interagieren können, d.h. z.B. dass keine „Übersetzungen“ in formale Maschinensprachen, 
aber auch nicht in Fremdsprachen erfolgen müssen und somit der kognitive Aufwand für die 
Interaktion der Erledigung der inhaltlichen Aufgabe nachgeordnet ist (Herczeg 1994). In der 
MMI spricht man von Lokalisierung und meint damit die Anpassung eines Systems an die 
kulturellen und sprachlichen Besonderheiten seiner Benutzer. Die Lokalisierung setzt auf die 
Internationalisierung auf, die die technischen Voraussetzungen (z.B. die Integration 
verschiedener Zeichensätze und Formate, die Änderung der Leserichtung etc.) eröffnet, um 
Benutzungsoberflächen jeder Art von Software an die sprachlichen und kulturellen 
Eigenschaften ihrer Benutzer zu adaptieren (Sturm 2005). Der Mensch erlernt beispielsweise 
die kulturelle Bedeutung von Werten, Metaphern, Symbolen sowie deren Umsetzung in 
Farbleitlinien, Arbeits- und Organisationsabläufen etc. Evtl. kann ein indischer Arzt die 
Warnung, die eine rote Lampe auf einem medizinischen Gerät in westlichen Kulturen 
ausdrücken will, überhaupt nicht als wichtiges Warnsignal erkennen. Zwei Tendenzen laufen 
in diesem Bereich parallel: einerseits lassen sich Bestrebungen erkennen, eine „globale“ 
Sprache als lingua franca (meist Englisch) für alle verschiedenen Benutzer anzubieten, was 
kostengünstig ist, aber Benutzer nur zu einem kleinen Teil zufrieden stellt1. Auf der anderen 
Seite werden verschiedene Benutzungsoberflächen realisiert, je nach Sprache und Kultur der 
Benutzer. Dieses Verfahren führt zu hoher Benutzerzufriedenheit, aber auch zu hohen Kosten. 
Neben den enthaltenen Texten werden auch graphische Elemente wie Piktogramme, Ikonen, 
Symbole etc. in die verschiedenen Kulturen „übersetzt“.  
Für eine umfassende Anpassung wurden meist sog. Kulturmodelle zugrunde gelegt, wie sie 
z.B. von Hofstede, Hall und Trompenaars vorgeschlagen wurden. Hofstede versteht Kultur als 
Muster für das Denken, Fühlen und Handeln, als eine sog. software of the mind (Hofstede & 
Hofstede 2005). Verschiedene Autoren griffen auf seine Kulturdimensionen power distance, 
individualism vs. collectivism, masculinity vs. femininity, uncertainty avoidance und long-
term vs. short-term orientation zurück, um sie auf das Web Design und die Gestaltung der 
MMI zu übertragen. Marcus & Gould (2000) schlugen z.B. eine Modifikation der Navigation 
in interaktiven Systemen analog zu einer starken bzw. schwachen Machtdistanz vor. Kulturen, 
in welchen die Machtdistanz nur schwach ausgeprägt ist, weisen häufiger einen offenen 
Informationszugang auf; verschiedene Optionen bestehen nebeneinander und es finden sich 
nur wenige Symbole der Ordnung und Autorität. Auch wird auf restriktive Vorgabe von 
strengen hierarchischen Anordnungen verzichtet. Die Dimension der uncertainty avoidance 
korrespondiert in ihrer starken Ausprägung mit der Vermeidung von Mehrdeutigkeiten und 
Mehrfachoptionen, wobei die Informationsmenge überschaubar gehalten wird und viele 
Hilfestellungen angeboten werden. Diese exemplarische Operationalisierung kultureller 
Dimensionen war aus verschiedenen Gründen intensiver Kritik ausgesetzt (Mandl 2005). 
Insbesondere wurde moniert, dass nur die Vertreter der extremen Pole (z.B. Japan und 
Skandinavien) in die Untersuchung eingingen und andere Persönlichkeitsfaktoren 
vernachlässigt wurden. Wie sich ähnliche Kulturen verhielten, war auf dieser Grundlage nicht 
zu ermitteln. Häufiger zu finden sind auch Ansätze, die einen analytischen Weg einschlugen 
und Webseiten bzgl. sog. cultural marker untersuchten. So weisen z.B. chinesische Seiten 
mehr sich bewegende Elemente und ein anderes Verhältnis zwischen textuellen und 
graphischen Bereichen auf (cf. Röse 2005, He et al. 2007, Rau & Chen 2003). 
  
5 Multilinguales Information Retrieval  
 
Die zunehmende Globalisierung führt aber nicht nur dazu, dass mehr Benutzer auf Systeme 
zugreifen, sondern auch dazu, dass Dokumentbestände in mehreren Sprachen für einzelne 
Benutzer zugänglich sein müssen, um eine angemessene Informationsversorgung sicherzu-
stellen. Beispiele sind Produktkataloge oder Dokumentationen in internationalen Konzernen 
                                                           
1  Wenn man Benutzerstatistiken der Internetnutzung vergleicht, stellt man fest, dass das 
Internet nur noch zu einem Drittel englischsprachig ist. Bei sog. Weblogs wurde die englische Sprache 
bereits im Jahr 2006 von der japanischen überholt (cf. Sifry 2007).  
 
oder Patente aus nationalen Ämtern. Die typische Nutzungssituation sprachübergreifender 
Suchsysteme stellt sich so dar, dass ein Benutzer zwar passive Sprachkompetenz in einer 
Zielsprache besitzt, es jedoch an der aktiven Kompetenz zur Formulierung einer guten 
Anfrage mangelt. Die Überwindung der Sprachbarriere erhöht die Anforderungen an das 
System und eine mögliche Reaktion stellt die tiefergehende linguistische Analyse dar.  
In der traditionellen Informationssuche werden häufig Heuristiken wie Stoppwortelimination 
(Elimination von Artikeln und Präpositionen als Indexterme) und Stemming (Grundformre-
duktion) eingesetzt. Der Erfolg dieser Techniken ist – obwohl zu einem gewissen Grad 
sichtbar – begrenzt, weil die Bedeutung von Artikeln und Präpositionen vernachlässigt wird 
bzw. nicht in jedem Fall eine korrekte Grundform erzeugt wird. Die Disambiguierung 
verschiedener Lesarten eines Wortes wird gar nicht berücksichtigt, ist aber eine 
Voraussetzung für die Übersetzung und somit für die mehrsprachige Informationssuche.  
In diesem Abschnitt wird ein Ansatz für mehrsprachige Informationssuche (Information Re-
trieval, IR) und Fragebeantwortung (Question Answering, QA) vorgeschlagen, der über die 
Standard-Retrieval Verfahren hinausgeht und auf der tiefen semantischen Analyse von 
textueller Information in Kombination mit der Übersetzung lexikalisierter Konzepte beruht. 
Damit eignet sich dieser Ansatz besonders gut für cross-linguales Retrieval. Die verwendete 
semantische Repräsentation basiert auf MultiNet, einem Formalismus für semantische Netze 
zur Repräsentation der Bedeutung natürlicher Sprache (Helbig 2006). Ein semantisches Netz 
enthält Knoten (Konzepte) und Kanten (semantische Relationen); zudem sind jedem Konzept 
semantische Merkmale wie eine semantische Sorte oder eine Faktizität zugeordnet. 
Das Vorgehen besteht in der automatischen Generierung der MultiNet-Repräsentation für 
Anfragen und Dokumente durch einen syntaktisch-semantischen Parser (Hartrumpf 2003) und 
der Informationssuche auf der Basis der semantischen Repräsentationen unter Anwendung 
von Inferenztechniken, die durch lexikalisches Wissen gestützt werden. Für die monolinguale 
Informationssuche und Fragebeantwortung hat sich dieses Vorgehen in verschiedenen 
Anwendungsszenarien und Evaluationen bewährt (s. etwa Hartrumpf & Leveling 2007). Die 
MultiNet-Repräsentation basiert auf Konzepten, was eine korrekte Lemmatisierung und 
Lesartenunterscheidung impliziert. Zudem können durch eine konzeptbasierten 
Repräsentation, die stark durch Lexika unterstützt wird, Probleme wie Synonymie, 
idiomatische Wendungen oder Funktionsverbgefüge behandelt werden. MultiNet zielt auf 
eine weitgehend sprachunabhängige Repräsentation der Bedeutung, d.h. die semantischen 
Relationen entstammen einem festen Repertoire; die Anpassung an weitere Sprachen erfordert 
nur die Anpassung morphologisch-syntaktischer Information im Lexikon. 
Der Aufbau eines syntaktisch-semantischen Parsers und entsprechender lexikalischer 
Ressourcen mit umfangreicher morphosyntaktischer und semantischer Information ist 
zugleich zeitaufwendig und sprachabhängig. Die Realisierung in einer Sprache (in diesem Fall 
Deutsch) erlaubt aber die schrittweise Erweiterung für multilinguale Systeme.  
Im ersten Schritt werden typischerweise statistische Methoden und Web Services für die 
Übersetzung von Fragen eingesetzt (wie etwa von Promt oder Systran). Typischerweise sind 
diese Systeme allerdings nicht auf die Übersetzung von Fragen, sondern auf Aussagesätze 
trainiert und verfügen nur über kleinere Eigennamenlexika. Deshalb werden etwa 
Imperativformen falsch übersetzt (etwa 'Find documents ...' übersetzt als 'Fund Dokumente') 
und Eigennamen nur unzuverlässig erkannt und übersetzt ('Neuengland' übersetzt als 'new 
narrow country').  
Beim Einsatz dieser Methoden für die Fragebeantwortung konnte ein Leistungsverlust von 
etwa 50% gegenüber monolingualen Verfahren beobachtet werden (Ligozat et al. 2006). Für 
Experimente im Bereich des geographischen bzw. domänenspezifischen IR wurden 
Experimente durchgeführt, in denen Web Services zur Übersetzung von Fragen eingesetzt 
wurden (Leveling & Veiel 2006). 
Ein zweiter Schritt besteht in der Übersetzung lexikalisierter Konzepte auf der Ebene der 
semantischen Netze. In einem IR Szenario wird die Suchanfrage analysiert und in ihre 
semantische Repräsentation transformiert. Die Konzepte des semantischen Netzes werden 
durch Konzepte in der Zielsprache ersetzt. Die resultierende semantische Repräsentation 
enthält somit unveränderte semantische Primitive und übersetzte Konzepte und dient als 
Eingabe für die Suchtechniken für Dokumente in der Zielsprache. In unserem System wird die 
Übersetzung von Konzepten durch eine Parallelisierung von etwa 60% der 26.000 
Lexikoneinträge mit Konzepten aus GermaNet unterstützt.  
Im NLI-Z39.50, einem natürlichsprachlichen Interface für Bibliotheksdatenbanken, wurden 
die terminalen Knoten in der Darstellung der Nutzerfrage als semantisches Netz übersetzt und 
Übersetzungsalternativen für eine Frageerweiterung herangezogen (Leveling 2006b). In 
weiteren Retrievalexperimenten wurde die Übersetzung von Wörtern und Konzepten 
kombiniert (Leveling 2004).  
Bei der konzeptbasierten Übersetzung für die Informationssuche werden linguistische 
Phänomene sichtbar, die kurz vorgestellt werden sollen.  
Komposita treten im Deutschen im Vergleich zum Englischen sehr häufig auf und sind somit 
nicht direkt übersetzbar. Dabei sind Komposita mit regulärer Semantik 
(„Kinderernährung“/'nutrition of children') von solchen mit nicht-regulärer Semantik 
(„Frauenzimmer“/'dame' oder 'ladies' room') zu unterscheiden. Durch Dekomposition und 
Einbeziehung der semantischen Relationen zwischen Konstituenten wird aber eine 
kompositalose Repräsentation und eine Übersetzung der Konstituenten möglich.  
Bei der Übersetzung müssen Idiome mit einer direkten idiomatischen Entsprechung in der 
Zielsprache („in den Sinn kommen“/'to come into mind') und Idiome ohne wörtliche 
Entsprechung ('to be someone's cup of tea') betrachtet werden. Die semantische 
Repräsentation erlaubt auch in diesem Fall unter Einbeziehung lexikalischen Wissens die 
Normalisierung auf eine idiomlose Darstellung. 
Im Gegensatz dazu konnten bei Metonymien bisher keine Probleme für die Übersetzung 
zwischen Deutsch und Englisch beobachtet werden. Beispielsweise treten metonymische 
Referenzen einer Lokation auf die Regierung („Das weiße Haus stimmte zu, dass ...“/ 'The 
White House agreed that ...') in beiden Sprachen auf und sind direkt übertragbar. 
Eigennamen bilden bei der Informationssuche eine eigene Problemklasse. Insbesondere für 
die multilinguale Informationssuche sind häufig Namensvarianten zu behandeln, die durch 
Transkription, Transliteration oder historische Namensgebung entstanden sind (z.B. 'Böll', 
'Boell'; 'Gorbatschow', 'Gorbatchev', 'Gorbatchov'). Eine Namensübersetzung wird aber durch 
parallelisierte Ressourcen (z.B. Wikipedia) gestützt. Namensvarianten können wie Elemente 
einer Synonymmenge zur Frageerweiterung herangezogen werden. 
Schließlich existieren semantische und lexikalische Lücken in einer Sprache, die meist nur 
unter Einbeziehung des Kontextes und durch weitere semantische Information gefüllt werden 
können. So muss z.B. „Fohlen“ je nach Geschlecht als 'filly' (weibliches Fohlen) oder 'colt' 
(männliches Fohlen) übersetzt werden. Dagegen werden die Bedeutungen der Verben „essen“ 
und „fressen“ im Englischen 'eat' gar nicht mehr unterschieden. Typischerweise sind nur 
morpho-syntaktische und syntaktische Merkmale von Konzepten sprachabhängig, 
semantische Merkmale aber nicht. 
Eine dritte, fortgeschrittene Vorgehensweise für multilinguale Informationssuche besteht in 
der Realisierung eines Parsers und Lexikons für weitere Sprachen (z.B. für Englisch). Dieser 
Schritt wird wiederum durch das existierende deutsche System unterstützt: die semantischen 
Beschreibungen (semantische Klassifikationen und semantischen Rollen) bleiben bei der 
Übertragung lexikalischer Information unverändert. Momentan existieren volle semantische 
Beschreibungen von englischen Lexikoneinträgen für etwa 25% der deutschen Einträge. Der 
Aufbau eines syntaktisch-semantischen Parsers wird ebenfalls durch den existierenden Parser 
für das Deutsche erheblich vereinfacht. Mit einer automatischen semantischen Analyse für 
Anfrage- und Zielsprache werden die Verfahren des monolingualen IR und QA für die 
mehrsprachige Suche anwendbar.  
Für die Fragebeantwortung wurden schließlich erste Experimente durchgeführt, die einerseits 
auf dem Einsatz von Web Services für die maschinelle Übersetzung von Fragen beruhen, 
andererseits Fragen mit Hilfe eines Parsers analysieren und aus dem Englischen ins Deutsche 
übersetzen.  
Durch die Schaffung eines Verzeichnisses von Interlingua-Konzepten wird auch die 
Realisierung einer konzeptbasierten maschinellen Übersetzung von Texten (bei Einbeziehung 
einer natürlichsprachlichen Generierung) möglich. 
 
 
6 Multilinguale und heterogene Fachinformation 
 
Die semantische Heterogenität zwischen Kategoriensystemen, wie sie in Abschnitt 3 
beispielhaft für Wikipedia erläutert wurde, stellt für die Fachinformation eine besondere 
Herausforderung dar. Ein kritisches Problem gerade bei der Suche von Experten nach 
qualitativ hochwertigen Informationen ist die Wahl des Fachvokabulars. Für die meisten 
Fachgebiete liegen mehrere Terminologien vor, so dass die Begriffe in einer Datenbank und 
die Suchbegriffen nicht immer semantisch deckungsgleich sind (Krause 2007). Die 
Mehrsprachigkeit verschärft diese Problematik noch zusätzlich.  
Information Retrieval kann in diesem Sinne als ein Problem der Zuordnung oder des 
Abgleichs von Anfragetermen und Dokumenten (eigentlich Dokumenttermen), die den 
Anfragetermen entsprechen, angesehen werden. Stimmen die Terme der Anfrage mit den 
Termen eines Dokuments überein, wird das entsprechende Dokument vom Informations-
system als relevant angesehen und dem Sucher präsentiert2. Dies ist allerdings nicht das 
einzige Abgleichproblem, das in einem Information Retrieval Prozess auftritt. Vor der 
Anfragestellung an das System muss der Benutzer aus seiner Frage oder Idee eine 
Formulierung entwickeln, die in wenigen Termen sein Informationsbedürfnis ausdrückt 
(Anfrageformulierung = Abgleich zwischen konzeptueller Sprache des Suchers und 
Anfragesprache), während das Information Retrieval System vor dem Suchprozess die 
Dokumente so vorbereiten muss, dass sie mit der Anfragesprache gefunden werden können 
(Indexierung = Abgleich zwischen Autortermen und Systemsprache). 
Wenn Anfrageterme und Dokumentterme sich nicht entsprechen (z. B. der Benutzer einen 
nicht-technischen Begriff verwendet, während relevante Dokumente den entsprechenden 
Fachbegriff benutzen), dann kann auch das technisch versierteste Suchsystem keine 
erfolgreichen (also relevanten) Resultate liefern. Dieses „Zuordnungsproblem“ im Retrieval 
resultiert aus der partiellen Unbestimmtheit (d.h. Vagheit) der natürlichen Sprache. Es gibt 
theoretisch unendlich viele Möglichkeiten, ein beliebiges Konzept oder Informationsbedürfnis 
                                                           
2  Vor der Präsentation der relevanten Dokumente für den Sucher werden diese meist noch gerankt, also ihre 
Gewichtigkeit entsprechend der Anfrage ermittelt. Dies geschieht auf unterschiedliche Weise (z.B. Google’s 
Pagerank oder klassisch anhand von Termfrequenzen in Dokumenten) und soll hier aber nicht Gegenstand sein.  
auszudrücken (Blair 1990), so dass die Wahrscheinlichkeit, dass sich Anfrage- und 
Dokumentterme zufällig entsprechen, immer klein sein wird.  
Im Internet wird eine Suche mit beliebigen Wörtern auch bei einer einfachen, nur 
zeichenorientierten Suche fast immer auch einige relevante Dokumente finden – ein Vorteil 
der sehr großen Dokumentmenge und Variabilität der verwendeten Sprache. In kleineren 
Dokumentmengen (wie z. B. wissenschaftlichen Volltextdatenbanken) ist dies schon 
unwahrscheinlicher. Auch aus diesem Grund entwickelte sich hier die Tradition, 
Inhaltserschließung durch kontrolliertes Vokabular zu homogenisieren und damit die 
Treffsicherheit bei der Recherche zu steigern.  
Andererseits verschärft sich das Sprachproblem auch, wenn der Inhalt eines Dokumentes nicht 
durch den Volltext selbst, sondern durch inhaltsbeschreibende Metadaten (z. B. Titel, 
Abstract, Schlagwörter, Deskriptoren aus einem Thesaurus, Klassifikationsnummern) 
repräsentiert wird. Es stehen weniger Terme für die Anfrage und damit für die Zuordnung zu 
relevanten Dokumenten in der Suche zur Verfügung. Hinzu kommt, dass selbst in 
Fachdatenbanken einer wissenschaftlichen Disziplin unterschiedliche Fachterminologien 
angewandt werden, um Dokumente inhaltlich zu beschreiben.  
Obwohl hier schon verschiedene „Sprachen“ unterschieden werden (Nutzersprachen, 
Anfragesprachen, Fachsprachen), stellt das eigentliche multilinguale Retrieval noch eine 
weitere Schwierigkeit dar. Die prinzipielle Herausforderung im multilingualen Retrieval ist 
es, Anfragen in einer natürlichen Sprache (z.B. in Deutsch) mit Dokumenten in einer oder 
mehreren anderen natürlichen Sprachen (z.B. in Englisch und Französisch) zu beantworten. 
Zu den schon vorhandenen Zuordnungsaufgaben kommt nun die Übersetzung der natürlichen 
Sprachen hinzu.  
Abbildung 4 zeigt die grundsätzlichen Sprachabgleich-Probleme im multilingualen 
Information Retrieval. Mindestens drei Bedingungen müssen erfüllt sein, um eine Suche 
erfolgreich beenden zu können: die Anfrage muss dem Informationsbedarf des Suchers 
entsprechen; die Anfrageübersetzung in die Dokumentsprache muss der ursprünglichen 
Anfrage entsprechen; und die Anfrageübersetzung muss diejenigen Dokumentterme enthalten, 
die in den relevanten Dokumenten vorkommen. 
 
 
Abb. 4: Das Matching Problem im multilingualen Retrieval 
 
Eine logische Konsequenz für die Lösung des Sprachabgleichproblems ist es, den vorhanden 
Sprachraum, der diese vielen Ambiguitäten erlaubt, so einzugrenzen, dass nur wenige 
Varianten zur Verfügung stehen, um ein Konzept auszudrücken (sowohl im Dokument als 
auch in der Anfrage). Dies war einer der Gründe, warum kontrollierte Vokabulare (Thesauri, 
Klassifikationen, Schlagwortlisten) zur inhaltlichen Beschreibung von Dokumenten 
eingeführt wurden. Die Aufgabe von kontrollierten Vokabularen ist es, eine eindeutige 
Bezeichnung für jedes Konzept, dass in einer Dokumentkollektion repräsentiert ist, 
festzulegen.  
Für die Informationsaufbereitung einer Kollektion hat das zur Folge, dass nicht nur jedes 
Dokument eine präzise inhaltliche Beschreibung erfährt, sondern dass auch der Umfang und 
die technische(n) Sprache(n) der in der Kollektion repräsentierten Fachbereiche abgebildet 
werden. Für die Suche resultiert die Kontrolle der verwendeten Terme in einer Reduzierung 
des abzusuchenden Sprachraums sowie einem Clustering der relevanten Dokumente für ein 
Konzept unter derselben Bezeichnung. Die These lautet, dass der Einsatz von Termen aus 
einem kontrollierten Vokabular zu kürzeren, präziseren und vollständigeren Suchen führen 
sollte.  
Ein Problem ist es, wenn der Suchende - z.B. aufgrund des erhöhten Lern- und Zeitaufwandes 
für den Einsatz des Vokabulars - die kontrollierten Terme nicht benutzt. Um diese 
Zugangswerkzeuge effektiv im Retrieval einsetzen zu können, sollte das Ziel sein, die 
kontrollierten Vokabulare ohne einen Mehraufwand für den Sucher für die Termauswahl und 
Anfrageformulierung einzusetzen. Eine mögliche Lösung ist die automatische 
Anfrageerweiterung oder Anfrageübersetzung der natürlichsprachigen Anfrage in das 
kontrollierte Vokabular der Kollektion. Einige Ansätze dazu sollen hier kurz vorgestellt 
werden.  
Fuzzy Thesaurus Matching (Petras, Perelman et al. 2003) ist eine Sucherweiterungsstrategie, 
die zunächst die gesamte Anfrage auf die längsten zusammenhängenden Phrasen analysiert, 
diese mit einer fuzzy Matchingmethode im kontrollierten Vokabular sucht, und dann, falls 
gefunden, mit den Termen des kontrollierten Vokabulars ersetzt, wie beispielsweise in der 
folgenden Anfrage.  
Anfrage  Insolvent Companies  
Thesaurus  Insolvent companies – kein Treffer 
 companies – fuzzy match: 
                  Company policy 
 
Dieser Ansatz kann nur so erfolgreich sein, wie es die Qualität der ursprünglichen Anfrage 
erlaubt. Wenn die Phrasenerkennung inkorrekte Phrasen identifiziert oder keiner der 
ursprünglichen Anfrageterme lexikalisch einem Term aus dem kontrollierten Vokabular 
gleicht, kann die Anfrage nicht effektiv erweitert werden. 
Ein weiterer Ansatz zur Erweiterung mit Thesaurustermen wurde von Hackl & Mandl (2006) 
vorgeschlagen. Diese Methode versucht auch, die Anfrageterme im kontrollierten Vokabular 
zu finden, benutzt aber zusätzlich die syntaktische Struktur des Thesaurus (Synomyme, 
Oberbegriffe etc.), um die Anfrage mit weiteren Termen anzureichern. Dies veranschaulicht 
das folgende Beispiel: 
 
Anfrage  Insolvent Companies  
Thesaurus  Insolvent companies – kein Treffer 
 companies –  match: 
                  benutze: firm 
                  UB: industrial enterprise 
Auch dieser Ansatz ist meist abhängig von der Menge und lexikalischen Ähnlichkeit der 
Inputterme mit dem kontrollierten Vokabular. Zusätzlich kann der Einsatz weiter entfernter 
Thesaurusterme (Oberbegriffe oder Unterbegriffe) den Inhalt der Suchanfrage verzerren.  
Der Ansatz des Search Term Recommenders (Petras 2005) ist nicht mehr abhängig von der 
lexikalischen Gleichheit der ursprünglichen Anfrageterme zu den kontrollierten Termen. 
Terme aus dem kontrollierten Vokabular werden anhand einer Kookkurrenzanalyse von 
natürlichsprachigen und kontrollierten Termen im Dokumentenkorpus vorgeschlagen. Sind 
ein Anfrageterm und ein kontrollierter Term im Korpus oft zusammen aufgetreten, wird dieser 
kontrollierte Term für die Sucherweiterung vorgeschlagen.  
 
Anfrage  Insolvent Companies  
Thesaurus  Liquidity / Indebtedness 
 Enterprise / Firm 
 
Die Kookkurrenzanalyse findet auch Verwandtschaftsbeziehungen im Korpus, die durch die 
syntaktische Struktur des Thesaurus nicht vorgegeben sind. Allerdings können Verzerrungen 
in den vorliegenden Daten, Ausreißer und statistisch insignifikante Erscheinungen die 
Termvorschläge verschlechtern.  
Mehrere positive Ergebnisse wurden mit Relevance Feedback mit kontrollierten Termen 
berichtet (Meij & de Rijke 2007; Kamps 2004; Srinivasan 1996). Die Grundidee des 
Relevance Feedbacks ist es, mit der ursprünglichen Anfrage Dokumentkandidaten zu 
gewinnen, aus denen man kontrollierte Terme extrahiert, die die Anfrage erweitern oder 
ersetzen. Das Endresultat wird erst nach einer zweiten Suche mit den zusätzlichen Termen 
ausgegeben. 
Auch das multilinguale Retrieval kann durch den Einsatz von mehrsprachigen kontrollierten 
Vokabularen verbessert werden. Man kann z.B. eine der oben vorgestellten Methoden 
benutzen, um kontrollierte Terme für die Sucherweiterung in einer Sprache zu finden und 
dann mit Hilfe der qualitativ hochwertigen Übersetzungen im Vokabular (auch Fachbegriffe, 
die in allgemeinen Wörterbüchern oft nicht erscheinen) diese in die Dokumentensprache 
übersetzen. In Petras (2005) wurde die Search Term Recommender Methode erfolgreich mit 
dem mehrsprachigen Thesaurus für die Übersetzung eingesetzt: 
 
Anfrage  Insolvent Companies  
Maschinelle 
Übersetzung  
 Zahlungsunfähige Firmen 
 
Thesaurus  Liquidität / Verschuldung 
 Unternehmen / Firma 
 Besonders effektiv wirkt diese Methode im Zusammenspiel mit maschineller Übersetzung, da 
unterschiedliche Suchterme für die Übersetzung bereitgestellt werden. Es stellt sich die Frage, 
ob der Einsatz von zwar kleinen, aber fachspezifischen mehrsprachigen kontrollierten 
Vokabularen für bestimmte Anwendungen ausreicht, für die keine maschinellen Überset-
zungssysteme existieren (z.B. seltene Sprachen).  
Viele der vorgestellten Anwendungen könnten noch effektiver sein, wenn der Suchende 
entsprechende Sprachkenntnisse besitzt und in einem interaktiven Prozess einbezogen wird. 
Unsinnige Termvorschläge und Abweichungen in der Anfragestellung vom ursprünglichen 
Konzept kann das System so vermeiden. Allerdings gilt es, die richtige Balance zwischen 
Verbesserung und Mehraufwand für die Suche zu finden.  
 
7 Zusammenfassung und Ausblick 
 
Die Problematik der Mehrsprachigkeit in Informationssystemen stellt die Systementwickler 
vor neue Aufgaben. Diese Thematik wird mit der zunehmenden Globalisierung noch stärkere 
Beachtung finden. Die Ausbildung von Spezialisten mit Kompetenzen sowohl in der 
Linguistik als auch in der Systementwicklung unter den Bedingungen der Mehrsprachigkeit 
fordert auch den Universitäten neue Konzepte ab. Linguistische Kompetenzen müssen in 
zukünftigen Curricula stärker mit informationswissenschaftlichen Fähigkeiten zur 
Systemrealisierung und Evaluierung verbunden werden um Experten für die 
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