This paper proposes the use of Markov Chain Monte-Carlo (MCMC) simulation methods for equalizing a satellite communication system. The main difficulties encountered are the nonlinear distorsions caused by the amplifier stage in the satellite. Several processing methods manage to take into account the nonlinearity of the system but they require the knowledge of a training/learning input sequence for updating the parameters of the equalizer. Blind equalization methods also exist but they require a Volterra modelization of the system. The aim of the paper is also to blindly restore the emitted message. To reach the goal, we adopt a Bayesian point of view. We jointly use the prior knowledge on the emitted symbols, and the information available from the received signal. This is done by considering the posterior distribution of the input sequence and the parameters of the model. Such a distribution is very difficult to study and thus motivates the implementation of MCMC methods. The presentation of the method is cut into two parts. The first part solves the problem for a simplified model; the second part deals with the complete model, and a part of the solution uses the algorithm developed for the simplified model. The algorithms are illustrated and their performance is evaluated using Bit Error Rate versus Signal-to-Noise Ratio curves.
Introduction
The importance of telecommunication since the last decades leads to use satellites for transmitting the information. The main drawback of this transmission method is the attenuation of the signal due to its trip through the atmosphere. Therefore, one of the aim of the satellite is to "re-amplify" the signal before sending it back to the Earth. The lack of space and energy available on the satellite leads to use TWT (Traveling Wave Tube) amplifiers for realising this stage of transmission [15] . Unfortunately, these kinds of amplifiers are intrinsically non-linear and thus imply complex processing methods for realizing the equalization.
Neural-Networks inspired methods for modeling and equalizing these communication systems have been successfully implemented [4, 6, 2] . A Volterra identification coupled with a Viterbi receiver has also been studied in [5] . However, these methods need a learning (or training) input sequence for setting the parameters of the equalization algorithm. Some of the recently proposed methods perform successfully the equalization of nonlinear communication channels without the help of such a known input sequence. However, some of these blind methods require special assumptions on the emitted signals, Gaussian and circular complex random noise in [11] for instance. Many recent blind methods perform the identification [12] or the equalization [7, 3, 13] of non-linear communication channels under very general assumptions: they just require that the system can be approached by a finite Volterra filter. Such a modelization is possible for the identification of the model considered here but it does not lead to efficient results for the equalization: it seems that the channel is not reversible by a Volterra filter. Moreover, all these methods do not take fully into account the prior knowledge available on the emitted signal and on the parametric form of the TWT amplifier [15] .
This motivates the approach proposed here where a Bayesian framework is considered leading to the estimation of the posterior distribution of the transmitted sequence. This distribution is hardly computable due to the nonlinearity of the model; but Markov chain simulation methods and Monte-Carlo estimation methods enable to build a formal blind equalization algorithm for the considered system. Our aim in this paper is thus to present such an algorithm and its performances on simulated data.
The paper is organised as follows: a brief description of the model is given in §2. Considering a simpler model leads to a first Monte-Carlo estimation method of the input sequence. This is described in §3. In §4, the complete model is considered, and we show how to restore the emitted symbols using a Gibbs sampler. This algorithm uses the algorithm specifically designed for the simpler model. Paragraph §5 is devoted to simulations and to the study of the performance of the approach. We conclude the paper by discussing some advantages and drawbacks of the algorithm, and some perspectives of the method.
Modeling the system
The model used in the paper is a common model in communication using a satellite [2] . This model is depicted in figure (1) . The emitted message is a sequence (s k ) 1≤k≤n of n symbols generated at a rate T that passes through an emission filter. For simplicity, we assume that the amplitude of the sequence is constant. The symbols are coded using a known constellation with a known number of states. In this paper, we work with a 4-QAM coding scheme. Thus, the emitted sequence can be written s k = A exp(iφ k ) where the phase samples (φ k ) 1≤k≤n are independently and identically distributed (i.i.d.) from the distribution where U Ω denotes the uniform distribution on set Ω. Note already that the method developed here could easily be adapted to PSK modulations. However, some modification should be done to handle general QAM modulations to take into account that the amplitude A is explicitly dependent on φ k . The emitted signal is distorted by the trip through the atmosphere; this is modeled by an additive i.i.d. complex, circular Gaussian noise signal N up (t)
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with variance σ 2 u which practically provides a signal to noise ratio (SNR) around 15dB (the amplitude A is set at the transmitter stage on the Earth to reach at least such an SNR).
The signal is then amplified by the satellite and sent back to the Earth. This stage is mainly performed by a Traveling-Wave Tube Amplifier (TWTA) which can be modeled by the following amplitude gain and phase wrapping [15] :
Φ(r) = α p r 2 1 + β p r 2 (4) where r denotes the input signal amplitude and α a , β a , α p and β p are the coefficients of the TWTA model. The functions A(r) and Φ(r) are drawn in figures (2) and (3) for two different couples of (α, β) found in [15] , Table I . It is clear that this system may not be reversible but only the "amplificative" part of the amplitude gain (located over the dotted line in figure (2)) will be considered. It means that for a given output amplitude, the corresponding input amplitude is the smallest one, from which the input phase is also deduced from (4) . Note that the TWT amplifier lies between two IIR linear filters performing the task of multiplexing. The emission filter and the multiplexing filters are modeled by 4-pole Chebychev filters.
The transmission of the signal back to earth is much less powerful than the previous one because of straight technical constraints of the satellite. Thus, the influence of the atmospheric propagation medium is usually modeled by a linear multipath fading channel [9] . Finally, the signal is additively corrupted by a complex, circular white Gaussian noise N down (t)
The signal received is denoted as z(t), and the goal is to recover the emitted symbol sequence based on the only knowledge of signal z(t) and the type of constellation. Since the problem is difficult, we begin by studying the simpler model depicted in figure (4) . In this model, we focus on the nonlinearity, and we thus omit the linear filters and the multipath fading channel (downlink transmission). The only perturbations considered are the uplink and downlink noises, and of course the effect of the TWTA. The equalization of this simple model is the aim of the following section. Given a sequence of samples (z(jT s )) 1≤j≤m of the received signal, T s standing for the sampling period at the receiver stage, the aim is to estimate the emitted symbol sequence (φ k ) 1≤k≤n . This problem is not trivial even for known parameters of the TWT amplifier. The effect of the nonlinear TWTA on a constellation of a 4-QAM distributed symbol sequence corrupted by additive noise (SNR=10dB) is depicted in figure (5). It appears that the TWTA tends to render the "squared" 4-QAM dis- tributions more circular. A kind of rotating phase effect is also noticeable implying thus a complex processing for taking into account its influence.
The first estimation to address is the recovering of the symbol duration T . This can be achieved by usual processing methods such as the study of the autocorrelation function of the received signal z(t) for instance, assuming that the sampling period T s is short enough and a relatively low inter-symbol interference. For instance, the autocorrelation function of a received sequence (z(jT s )) 1≤j≤m is depicted on figure (6) for an uplink SNR equal to 10dB and a downlink SNR equal to 5dB. This enables us to recover the correct number of observation samples per symbol denoted as p. Given the symbol period T , or the number p = assuming a perfect sampling at the receiver system (i.e. that p is an integer), a first estimation can be performed by a Bayesian approach using the posterior distribution of (φ k ) 1≤k≤n . From Bayes formula and the instantaneous characteristic of the system, this distribution for a single symbol φ k is given by
The prior distribution p(φ k ) is known and given by (1) ; the main problem is in the calculation of the likelihood
By marginalizing with respect to y(jT s ) (denoted as y from now on, for simplifying notations), expression (8) can be written
where we have used Bayes formula. From (5), the first probability density function in the integral in (9) reduces to
The second density in the integral in (9) is obtained by marginalizing with respect to x(jT s ) (denoted as x); this yields
As y is entirely determined by x from the formal identity y = T W T (x) (see relations (3) and (4)), the first distribution in the integral in (10) is given by
where δ(.) stands for the usual Dirac distribution. From (2), the second distribution in (10) reduces to
Finally, the likelihood (8) is proportional to
This integral can not be evaluated analytically. Therefore, in order to proceed, we must use some numerical approximations. This leads to the use of Monte-Carlo methods for performing a numerical estimation. The expression (11) can be viewed as
where
Thus, considering a sequence (x ) 1≤ ≤N i.i.d. drawn from distribution (13), the computation of 1 N
gives a good approximation of (12) for sufficiently large N [14] . In practice, few dozens of samples x i enable us to get a good estimation of (12) and thus of (8) . The estimated emitted symbol is thus chosen as the one maximazing the estimated posterior distribution. Thus, a maximum a posteriori estimation method can be (14) versus the number of samples N .
implemented for realizing the equalization in the case of known TWTA parameters.
We have performed simulations of this method in order to quantify its performances. Figure (8) shows the bit-error-rate (BER) between the emitted symbol sequence (φ k ) 1≤k≤n and its estimated (φ k ) 1≤k≤n computed from the method described above for various downlink SNR and number of samples per symbol. Given these parameters, the BER of the proposed estimation method appear not to be strongly dependent on the input amplitude A and on the TWTA parameters. Thus, the simulations are runned for sequences of a fixed amplitude A = 0.3 processed by a TWT amplifier whose parameters are set to α a = 2, β a = 1, α p = 4 and β p = 9.1 and the Monte-Carlo estimations are computed from sequences (13) of 200 samples. The uplink noise variance is also fixed such as SN R up =10dB because in practical communication contexts, the emitting station on the Earth manages to reach such an SNR. The BER curves are computed by averaging the results upon 50 realizations of the algorithm, runned for the estimation of sequences of 1,000 4-QAM symbols.
It appears that the BER strongly decreases as the parameter p increases, for a fixed downlink SNR. The computation of the probability density function of the posterior distribution is highly dependent on the number of samples at disposal for computing the product (7) . Sampling at a rate of one sample per symbol would drastically increase the BER as it would render the estimation of (6) more sensitive to corrupting noise signals. On the contrary, a large number of samples per symbol enables us to reduce considerably this influence and thus to get a robust estimation of (6).
The study of the performances of this Monte-Carlo simulation method has shown its ability to give good estimations of the emitted symbol sequence in the case of a simple TWTA model. This motivates the choice of the Bayesian approach and the estimation of the posterior distribution for processing the equalization of the system in the case of unknown TWTA parameters and noise levels. 
Equalization with MCMC simulation methods

Introduction
If the parameters of the TWTA model described in §2 are unknown, the equalization of the communication system described in figure (1) is quite a non-trivial task. Several approaches, taking into account the non-linearity of the system, already exist (cf. §1).
The method described hereinafter is devoted to the blind equalization of the channel described in §2 by using all the prior knowledge available on the emitted signal and on the parametric form of the non-linearity. The aim is to estimate jointly the emitted symbol sequence and the parameters of the model. This estimation comes from the posterior distribution of interest as exposed previously for the simple system considered in §3. For unknown TWTA parameters, the following posterior distribution is considered
which is very difficult to compute or simulate. A way for studying it is to use Markov chain simulation methods [14, 8] . Their main principle is to draw iteratively a sequence of samples
such that there exists an asymptotic invariant distribution which is precisely the desired posterior distribution (15).
General algorithm
From the previous success of the Monte-Carlo estimation method for the symbols described in §3 and due to the discrete nature of the variables (φ k ) 1≤k≤n and the multi-dimensionality of the variable to simulate, the Gibbs sampling algorithm [14, 8] is chosen for the implementation and leads to the following simulation scheme
according to prior distributions
The simulation steps given above are described hereinafter.
Practical implementation
TWTA parameters, noise levels and amplitude of the emitted signal
From Bayes formula, the posterior distribution (15) is proportional to the product of the likelihood
and the prior distribution
Therefore, the simulation steps of the Gibbs sampling algorithm will require the setting of proper prior distributions for the variables (A, σ u , α a , β a , α p , β p , σ d ). Unfortunately, the likelihood (24) depends on these variables in an implicit way thus rendering impossible the direct simulation of distributions (16),. . . ,(22) with a "simple" approach.
The solution proposed here is to use another stochastic simulation method inside the Gibbs sampler for performing these simulation steps. Hastings-Metropolis [14, 8] algorithms are thus implemented for the simulation from step (16) to (22). Let us express more precisely the simulation scheme of the Hastings-Metropolis algorithm for sampling a random variable denoted as θ which is distributed from p(θ|(z(jT s )) 1≤j≤m ) for instance.
At iteration + 1, a candidate θ c is chosen for θ +1 , drawn from a candidate distribution p c (.|θ ). This distribution is usually of one of the two following types
The distribution (25) enables to scan the variable space "little by little". One of the drawback of this type of candidate distribution is that it is more sensitive to the "stuck" phenomena arising at the local maxima areas of the probability density function. On the contrary, the type of distribution (26) enables to scan theoretically the variable space in its globality even if practically only the candidates drawn in the neighborhood of the local maxima areas of the probability density function are accepted. However, these two types of candidate distribution have the advantage of reducing the complexity of the computation of the acceptance rate (see hereinafter). Then, given a candidate, an acceptation/rejection processing is implemented with the following scheme
The acceptance rate is defined by α = min{1, AC} where
If a candidate distribution of type (25) has been chosen, a symetrical relation p c (θ |θ c ) = p c (θ c |θ ) holds. If a candidate distribution of type (26) has been chosen, the following holds
Thus the ratio above can be simplified. The distribution p p (.) denotes the prior distribution of the variable θ. Without any other assumptions on parameter θ, this prior distribution will be assumed of the form (26) and thus simplifies also the expression of AC. Finally, the acceptance rate reduces to the formula
and thus can be computed by Monte-Carlo estimations of likelihood quantities (8) described in §3. The same simulation schemes hold for the simulation steps (16) to (22).
Practically, upper and lower estimations of the parameter θ are roughly computed at the beginning of the algorithm, leading to the consideration of prior and candidate distributions of type (26). For instance, the variable σ u is supposed to be valued in an interval such that the uplink SNR lies between 10dB and 15dB, σ d is also supposed to be valued in an interval such that the downlink SNR lies between 0dB and 10dB and the prior distribution for the amplitude of the emitted symbols is given by
The uniforms priors for (α a , β a , α p , β p ) are settled according to [15] , Table I .
Emitted symbol sequence
The simulation step (23) for the symbol sequence ((φ k ) 1≤k≤n ) +1 is performed by a similar Monte-Carlo method as the one described in §3. The main difference is that it is adapted here to the simulation of
as the emission and multiplexing stages have to be taken into account for a more realistic modeling. These processing stages are modeled by linear IIR filters (see §2 and §5 for further details) and therefore imply the appearance of memory in the channel. The simulation step (23) is thus modified from the method exposed in §3 in order to estimate the full posterior distribution of the symbol φ k conditionally to the whole sequence of the observation samples (z(jT s )) 1≤j≤m . However, taking fully into consideration the memory of the system in this simulation step is not compulsory as the filters do not dramatically affect the posterior distribution with strong inter-symbol interference.
For instance, the frequency gain of the emission filter (which has the lowest cut-off frequency of the three IIR filters, see §5) is represented in figure (9) with power spectrum estimations of a 4-QAM sequence and of its associated filtered sequence. It shows that the emitted signal has mostly a narrow band in the fre- quency domain and that the emission filter does not affect drastically the symbol sequence as we can observe in the time domain in figure (10) , where samples of the real part of this 4-QAM sequence and of its associated filtered sequence are represented. Therefore, the computation of (27) does not seem to require all the observation samples for estimating the value of the probability density function of the posterior distribution for the emitted symbols. Thus, Monte-Carlo estimations of (29) have been computed by considering the linear filters for a 4-QAM emission sequence of 100 symbols with 10 samples per symbol and parameters of the system set to A = 0.5, SN R up =10dB, SN R down =5dB with the same TWTA parameters as for the numerical experiments in §3. These quantities are studied as a function of a single symbol and are represented in figures (11) and (12) smaller for exact symbols φ k =50 but in both cases, only the observation samples roughly located between the 490-th and the 510-th samples appear to be relevant for computing the posterior distribution of φ 50 . In the simple instantaneous model decribed in §3, the 491-th to the 500-th samples had been considered, the delay of the relevant samples attended here comes from the lag indebted by the linear filters.
As a conclusion, the estimation of the posterior distribution of the symbol se- for the k-th symbol with a given delay lag q. The setting of this lag will be explained in more details in the next section §5. The simulation of the step (23) thus follows the scheme given hereinafter
for j = (k − 1)p + 1 + q to kp + q with the Monte-Carlo approximation (14) * estimate (27) for φ k = rπ 4 with the formula
and the previous numerical estimations -compute the values of the cumulative probability density function of the distribution (27)
• find r 0 as the smallest integer in {1, 3, 5, 7} such as u ≤p r0
• end do for k
Numerical experiments
The communication model considered for the numerical experiments is described in §2 and depicted in figure (1) . It is completed from the simple model used in §3 described in figure (4) by adding emission and multiplexing IIR filters. These ones are modeled by 4-pole Chebychev filters with specific 3dB bandwidths: respectively . The downlink transmission model is also completed by a multipath fading channel (cf. [2, 9] ) considering one reflected path of 10dB attenuation.
The equalization method presented in §4 was runned on simulated data. 50 realizations of 1,000 4-QAM symbols were processed for each given downlink SNR. The parameters of the system were set to A = 0.5, SN R up =10dB, α a = 2, β a = 1, α p = 4 and β p = 9.1. For each realization, 100 iterations of the Gibbs sampling algorithm were runned and the estimations from the posterior distribution were taken from the last 50 iterations. Of course, the convergence of the global Markov chain for all the variables to simulate may not be completely reached after 50 iterations of the Gibbs sampling algorithm but the simulation of the symbol sequence gives always the same results after the first dozen iterations. This is mainly due to the robustness of the Monte-Carlo estimation method for the posterior distribution of the symbol sequence described in §3. It appeared that these estimated posterior probabilities do not depend too strongly on the emitted signal amplitude and the TWTA parameters. This point is discussed in the Appendix. Thus, the computation of the BER curves require then such a few iterations. As a counterpart, this robustness affects the simulation of the emitted signal amplitude and the TWTA parameters by slowing the mixing of the Gibbs sampling algorithm as their acceptance rates for the Metropolis-Hastings algorithm depends on the likelihood quantities (8) computed also with the Monte-Carlo estimation method described in §3. Each Monte-Carlo estimation (12) required in the Gibbs sampling algorithm is computed from a sequence of 20 samples.
The performances of the MCMC equalization method are studied in term of bit error rates for various downlink SNR. A first task to address is the setting of the delay lag q in the simulation step (23). Given a sampling rate of p = 8 samples per symbol period, the BER curves for various delay lags q are depicted in figure (13) . It appears that the lag performing the best error rates for this particular number of samples per symbol is q = 3. BER performances for q = 4 are also similar to the ones for q = 3, but the performances are corrupted if a lag greater than q = 4 is chosen. If we consider a larger number of samples per symbol, for instance p = 12, the delay lag minimizing the BER is q = 6 (cf figures (14) and (15)).
Experimenting various even numbers of samples per symbol p, we have observed that q = p 2 usually gives the best BER performances. Thus, the memory of the channel induced by the linear filters is compensated in the processing method by a proper delay lag of the observation samples q = p 2 for known symbol period. For this delay lag, we have runned 100 simulations of 500 Gibbs sampling iterations each on 1,000 symbols sequences. The BER performances (averaged from samples increases drastically the computing time as for each iteration of the Gibbs sampling algorithm, the computation of an acceptance rate of a Hastings-Metropolis algorithm requires the estimation of likelihood quantities (8) by Monte-Carlo simulation methods many times, in the order of twice the size of the observation sequence. Moreover, the estimation of the parameters (A, σ u , α a , β a , α p , β p , σ d ) requires a large number of Gibbs sampling iterations in practice due to the robustness of the MonteCarlo estimation method of the likelihood quantities (8) .
Therefore, if we are not interested by the "identification" aspect of the processing method but more by the recovering of the symbol sequence, a formal blind estimation method can be built from the Monte-Carlo simulation method in §3. A natural way for processing the blind case without estimating the parameters is to use the posterior distribution of the emitted symbols by integrating out the parameters (A, σ u , α a , β a , α p , β p , σ d ), considered here as nuisance parameters. This approach is developed in the Appendix.
Conclusion and perspectives
The blind equalization method presented here showed significant success when it was applied to a common TWTA satellite communication system. Provided good synchronization and estimation of the symbol rate, the MCMC simulation method manages to reach appreciable bit-error-rates when appropriate delay-lag have been settled for the estimation of the emitted symbol sequence. This lag depends directly on the number of samples per symbol and thus on the estimation of the symbol period.
One of the drawbacks encountered is of course the high demand in time-computing for the processing, especially for the simulation steps of the Gibbs sampling algorithm concerning the amplitude of the emitted signal, the noise levels and the TWTA parameters. Indeed, for each of these steps and at every iteration of the Gibbs sampler, the number of Monte-Carlo estimations of (12) is of the order of the length of the observation sequence.
Another drawback, but which can be also viewed as an advantage, is the robustness of the Monte-Carlo estimation method of the likelihood (8) for variable parameters (amplitude of the emitted signal, the noise levels and the TWTA parameters). This tends to slow the mixing property of the Gibbs sampling algorithm. It is then difficult to get precise estimations of the amplitude of the emitted signal, the noise levels and the TWTA parameters with the MCMC equalization described previously but the uniform prior distributions set for these parameters are sufficient for running the Gibbs sampling algorithm for a few dozens iterations and for reaching an appreciable BER with the estimated symbol sequence from the posterior distribution.
The algorithm will have to be runned on real data for comparing its performances to other equalization methods. The method proposed in this paper could also be extended for solving the equalization problem without knowing the symbol period T by including parameter p as a component of the variable of the posterior distribution (15) . Then, the MCMC implementation would require the use of model selection simulation methods (cf. [1] for a review) for drawing samples from a random variable whose dimension has also to be estimated. These kinds of general approaches could also be applied to the estimation of the modulation type and of the transmission system from sets of different classes of parametric models.
Appendix: Building a Monte-Carlo simulation method for the blind case Let us consider the simplified model depicted in figure (4) and try to estimate the emitted symbol sequence considering that the parameters of the transmission channel (A, σ u , α a , β a , α p , β p , σ d ) are unknown.
Although the estimation method proposed in §3 is robust for these parameters (for some parameters fixed in a neighborhood of the real values, the estimation (14) remains efficient), it could be very inefficient for some values fixed arbitrary. For instance, if we consider the same computation of the likelihood quantities for a fixed observation sample as in §3 (figure (7)) but using the parameters set to A = 0.1, α a = β a = α p = β p = 1 and σ u = σ d = 0.5, then the Monte-Carlo estimation method would lead to inexploitable results. The estimation of the expectation (12) is depicted in figure (17) 
