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up to 40 Gy resulted in calibration curves. Due to the fact 
that the films were irradiated by the uniform field it was 
possible to estimate local inhomogeneity. The obtained 
calibration curve allowed to calculate dose from the net 
optical density of the irradiated films. Using standard error 
propagation techniques it was possible to estimate calculated 
dose uncertainty. 
 
Results: The experimentally obtained dependences of 
reference dose on the film net optical density were fitted by 
the expression D=a NetOD +b NetOD^n (a,b,n are the free fit 
parameters). The comparison of calibration curves for 
different sources showed that the ones for 10 MeV electron 
beam and 10 MV photon beam coincide in the range (0.86-
1.06) for the red channel and in the range (0.94-1.04) for the 
green channel depending on the value of net optical density. 
In the case of electron beams of different energies the 
coincidence is better for both channels. The values of 
obtained dose uncertainties lay within 5.5% for 6 MeV 
electron beam, 5% for 10 MeV electron beam and 7% for 10 
MV photon beam (0.95 confidence interval). 
 
Conclusion: The present work shows that homogeneity of the 
new generation of Gafchromic EBT3 film is better than 
previous generation one according to the measured dose 
uncertainty. 
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Purpose or Objective: A new p-type unshielded silicon 
diode, the Razor, has been introduced by IBA as a 
replacement for the IBA SFD diode. Both diodes are 
customised for measurements in small radiation fields, having 
a silicon chip of only 0.6 mm in diameter. The aim of this 
work is to characterize the response of the Razor in small 
fields and to evaluate small field correction factors if 
required (Alfonso et al 2008). 
 
Material and Methods: Relative output ratios were measured 
in 6 MV and 10 MV X-ray beams, with and without a flattening 
filter, generated by three Varian linacs: the TrueBeam STX, 
the EDGE and the Novalis, . The output ratio was measured 
with the IBA Razor and the air core scintillation dosimeter 
(Lambert et al 2009) at a depth of 50 mm in water. The air 
core scintillation dosimeter, previously shown to provide 
accurate relative output ratios in small fields (Ralston et al 
2012), consists of a cylindrical BC-400 plastic scintillator 1 
mm in length and diameter (volume 0.8mm3). Correction 
factors for the Razor were calculated for MLC fields (5 and 10 
mm in width) and stereotactic cones (4, 7.5 and 10 mm in 
diameter) using the air core scintillation dosimeter as a 
reference. 
 
Results: The relative output factors measured for MLC fields 
on the Varian Truebeam STX are shown in Figure 1. The Razor 
exhibited an over-response that increases as the field size 
decreases, consistent with the reported behaviour of 
unshielded silicon diodes. For MLC fields, the over-response 
ranged from 2.9% to 5.2% for 5 mm fields and from 0.1% to 
2.5% for 10 mm fields. For stereotactic cones, the average 
over-response was 8.3% for the 4 mm cone, 2.9% for the 7.5 
mm cone and 1.4% for the 10 mm cone. Correction factors for 
specific field sizes were within 1% across the three different 
linac types. The beam energy and the presence of a 
flattening filter had a substantial effect. 
 
 
Conclusion: The new IBA Razor exhibits an over-response at 
small fields, which is consistent with the behaviour of other 
silicon diodes. Alfonso small field correction factors were 
experimentally determined using the air core scintillation 
dosimeter. The presence of a flattening filter was found to 
be an important feature of the beam that influenced the 
correction factor. 
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Purpose or Objective: To characterize the 2D 
implementation of a new ionization chamber technology with 
high spatial resolution and charge collection efficiency for 
quality assurance in complex MV X-ray radiotherapy 
techniques such as VMAT and stereotactic treatments. 
 
Material and Methods: The prototype device (Figure 1) 
consists of an array of air vented ionization chambers, with 
1024 detector elements regularly arranged in a 32 x 32 
matrix. The chamber center to center spacing is 4 mm, 
resulting in an active area of 12.4 cm x 12.4 cm. Dosimetric 
characterization as well as a comparative evaluation of 
treatment plans for a variety of clinical localizations and 
techniques has been performed in a plastic phantom. A CT 
scan of the device within the phantom was acquired and 
imported in the Varian Eclipse treatment planning system 
(TPS) in order to compare the planned and measured dose 
distributions. Irradiation was performed on two different 
accelerators: a Varian True Beam and a Cyberknife G4 
equipped with an iris collimator (both at UPENN, Dept. of 
Radiation Oncology, Philadelphia). The characterization has 
been performed for VMAT, IMRT and stereotactic treatment 
plans with different beam qualities and dose rates. Other 
reference detectors used for comparison included 
radiochromic film (RCF) and a commercial array based on 
diode technology. 
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Figure 1. The array prototype inserted in a RW3 phantom 
adapter. 
 
Results: Response reproducibility, short term stability and 
linearity with dose are those typical of ionization chamber 
based detectors. Maximum deviation of approximately 1.5% 
in sensitivity was observed in the range 0.1 – 2.5 mGy/pulse. 
For all different clinical evaluations, the array was found to 
be in very good agreement with the reference detectors. 
Dose distributions with steep gradients are very well defined 
due to the 4 mm spatial resolution and to the limited effect 
of volume averaging. Additionally, good agreement was 
observed between the expected dose from TPS and the 
measurements. Moreover, the detector insensitivity on dose 
per pulse in conjunction with the low energy dependence 
typical of ionization chambers lead to high performance even 
when therapy beams feature extremely modulated dose 
rates. 
 
Conclusion: After an extensive clinical investigation the ion 
chamber array technology under investigation has been 
proven to be valuable for patient plan quality assurance, 
especially when highly modulated fields are used, including 
unflattened beams. 
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Purpose or Objective: This work describes investigations 
that were carried out to assess the effect of the linear energy 
transfer (LET) on the response of a new synthetic single 
crystal diamond detector. The investigations were performed 
comparing the response of a PTW-60019 microDiamond 
detector (μD) to the response of ionization chambers (IC). 
 
Material and Methods: Two experimental sessions were 
performed in mono-energetic particle beams. Using a μD with 
its axis parallel to the beam axis, its response was compared 
to the response of a Roos type IC in a 60 MeV proton beam 
and a Markus IC in a 62 MeV/n carbon ion beam. For both 
experimental sessions, the beam was monitored using an IC 
placed in front of the detector under investigation. As 
recommended by IAEA TRS-398, the response of the IC was 
corrected for temperature, pressure, polarity and ion 
recombination effects. The latter was studied during 
experimental sessions, using two IC positioned face to face, 
under the same experimental conditions as for the 
comparison with the μD. The experimental procedure for the 
determination of the recombination effects consisted of 
changing the voltage applied to the IC under investigations 
and studying the saturation curve. The determination of the 
recombination effect was performed at different depths. No 
correction was applied to the response of the μD. 
 
Results: In the proton beam, two different values for the ion 
recombination correction factor (ks) were used to correct the 
response of the Roos IC: ks = 1.0035 in the plateau region, 
and ks = 1.004 in the Bragg Peak region. In carbon ion beam, 
ks varies from 1.01 at the entrance of the plateau and it 
increases slightly in the plateau region and strongly in the 
Bragg Peak region due to the increase of the LET, to reach 
1.06 in the distal edge region.  
For both beams, comparison between the responses of both 
detectors shows a good agreement in the plateau region. In 
proton beam, considering the uncertainties, no significant 
difference between both detectors is observed in the Bragg 
Peak region. The combined relative standard uncertainty of 
the results is estimated to 0.28% in the plateau region and 
14% in the distal edge region. These values are dominated by 
the uncertainty of range determination. In the carbon ion 
beam, an under response of the μD of 20% is observed in the 
Bragg Peak region. The combined relative standard 
uncertainty of the results is estimated to 2.3% in the plateau 
region and 12% in the distal edge region. These values are 
dominated by the uncertainty of alignment in the non-
uniform beam and the uncertainty of range determination. 
 
Conclusion: Results were obtained for one particular 
detector only. However, confirmed by other publications, we 
can conclude that the LET-independent response in clinical 
proton beams is a characteristic of the PTW-60019 μD. This 
conclusion has to be investigated in more details for the 
carbon ion beams, for which our study show that the detector 
should not be assumed to be LET independent. 
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Purpose or Objective: In an indirect radiation detector 
modeling using Monte-carlo methods, a scintillator modeling 
that has same luminescence properties with a measured data 
is firstly performed. Therefore, in this study, we compared 
the measured and calculated properties of scintillator and we 
tried to verify an effectiveness of GEANT4 code for the 
scintillator modeling. 
 
Material and Methods:  
1) synthesis of scintillator 
In this study, to measure the luminescence properties, we 
synthesized Gd2O3:Eu used as a radiation conversion material 
using low-temperature solution combusition method. The 
properties of the synthesized scintillator were obtained by 
measuring photoluminescence spectrum and the decay time 
using a PL spectrometer. For the measurement of 
photoluminescence spectrum, 254nm UV light generated from 
a xenon(optical photon) lamp was used to excite the 
phosphor; then, the emitted light was obtained through a 
monochromator and PMT. 
2) Monte-carlo simulations 
In this study, GEANT4 code was used for the scintillator 
modeling. To reduce error rate, we use 70kVp energy 
spectrum and an optical and scintillator physics process were 
used. An energy range of the scintillator were defined based 
on measured data. For an effective simulation, we only 
