Abstract-In this paper, a hierarchical deep multi-task learning (HD-MTL) algorithm is developed to support large-scale visual recognition (e.g., recognizing thousands or even tens of thousands of atomic object classes automatically). To achieve more effective accomplishment of the coarse-to-fine tasks for hierarchical visual recognition, multiple sets of deep features are first extracted from the different layers of deep convolutional neural networks (deep CNNs). A visual tree is then learned by assigning the visually-similar atomic object classes with similar learning complexities into the same group, and it can provide a good environment for identifying the inter-related learning tasks automatically. By leveraging the inter-task relatedness (interclass similarities) to learn more discriminative group-specific deep representations, our deep multi-task learning algorithm can achieve the global optimum easily and obtain more discriminative node classifiers for distinguishing the visually-similar atomic object classes (in the same group) effectively. Our HD-MTL algorithm can control the inter-level error propagation effectively by using an end-to-end approach for jointly learning more representative deep CNNs (for image representation) and more discriminative tree classifier (for large-scale visual recognition) and updating them simultaneously. Our incremental deep learning algorithms can effectively adapt both the deep CNNs and the tree classifier to the new training images and the new object classes. Our experimental results have demonstrated that our Y. Zheng is with the School of Electronic Engineering, Xidian University, Xi'an 710071, China (e-mail: zhengyu3156@126.com).
I. INTRODUCTION

W
ITH the exponential growth of digital images on the Internet, it is very attractive to develop scalable learning algorithms to train large numbers of classifiers for supporting large-scale visual recognition (e.g., recognizing thousands or even tens of thousands of atomic object classes automatically). Unfortunately, large-scale visual recognition is still a challenging issue even the state-of-the-art methods have achieved impressive progresses [1] - [7] . To support large-scale visual recognition, we need to train large numbers of classifiers to recognize thousands or even tens of thousands of atomic object classes (which are mutual exclusive or even overlap but not subsumption in the semantic space [13] ), so that our systems can automatically interpret rich and diverse semantics of massive images like knowledgeable human beings. Before we can accomplish such ambitious task for the communities of multimedia computing, computer vision and machine learning, we first need to tackle the following issues effectively.
The first issue is how to extract more discriminative features for image representation and classifier training. It is wellaccepted that the performance of the systems for large-scale visual recognition crucially depends on the discrimination abilities of the visual features that are used for image representation and classifier training. Many hand-crafted visual features have been proposed in the last decades and they have achieved reasonable successes on large-scale visual recognition. Recently, data-driven approaches become more attractive by learning more discriminative features from largescale training images, and deep learning [49] - [54] has demonstrated its outstanding performance on significantly boosting the accuracy rates for large-scale visual recognition. However, most existing schemes extract only one single set of deep features from the last fully-connected layer of the deep CNNs [50] , [51] , and using one single set of deep features may not be able to achieve effective accomplishment of the coarse-to-fine tasks for hierarchical visual recognition [46] - [48] , [69] - [71] . Based on this understanding, it is very attractive to extract multiple sets of deep features from different convolutional layers of the deep CNNs [69] - [77] , so that the coarse-to-fine tasks for hierarchical visual recognition can be accomplished more effectively.
The second issue is how to handle multiple inter-related learning tasks jointly for boosting the discrimination power of the inter-related classifiers. For large-scale visual recognition, some of the object classes may have strong inter-class similarities, thus it is unreasonable to ignore such inter-class similarities completely and learn their inter-related classifiers independently. In most existing deep learning schemes [49] - [54] , a N-way flat softmax classifier is used and the intertask correlations are completely ignored [55] - [62] , [83] - [88] , as a result, the process for learning the deep CNNs may be pushed away from the global optimum because the gradients of the objective function are not uniform for all the atomic object classes and such learning process may distract on discerning some of the atomic object classes that are typically hard to be discriminated [67] , [68] . One potential solution for eliminating such distraction is to assign the visually-similar (fine-grained [79] - [82] ) atomic object classes into the same group, e.g., such visually-similar atomic object classes in the same group may share similar learning complexities, by learning their interrelated classifiers jointly, the gradients of their joint objective function will be more uniform and the back-propagation operations can easily stick on reaching the global optimum. Thus it is very attractive to invest whether the inter-task correlations (inter-class similarities) can be leveraged to learn more discriminative group-specific deep representations for large-scale visual recognition application.
Based on these observations, in this paper, multiple sets of deep features are first extracted from different convolutional layers of the deep CNNs [50] , [51] . Secondly, a visual tree is learned to organize large numbers of atomic object classes hierarchically, where different sets of deep features are automatically selected for the nodes at different levels of the visual tree to achieve effective accomplishment of the coarse-to-fine tasks for hierarchical visual recognition. Finally, a hierarchical deep multi-task learning (HD-MTL) algorithm is developed to leverage the inter-task relatedness (inter-class similarities) for jointly learning more representative deep CNNs and more discriminative tree classifier, where a joint objective function is used to update both the tree classifier and the deep CNNs simultaneously in an end-to-end approach.
The rest of the paper is organized as: Section 2 briefly reviews the related work; Section 3 introduces our algorithm for extracting multiple sets of deep features from different layers of the deep CNNs; Section 4 presents our hierarchical deep multi-task learning (HD-MTL) algorithm; Section 5 reports our experimental results; and we conclude this paper at Section 6.
II. RELATED WORK
In this section, we briefly review the most relevant researches on: (1) tree structure learning [9] - [23] ; (2) multitask learning [24] - [35] ; (3) hierarchical classifier training [36] - [43] ; and (4) deep learning [49] - [54] , [69] - [77] .
By learning high-level features and a N-way flat softmax classifier in an end-to-end multi-layer fashion, the deep learning schemes [49] - [54] , [69] - [77] have demonstrated their outstanding performance on large-scale visual recognition, but they may still have room to improve: (a) only one single set of deep features (i.e., the outputs of the last fully-connected layer of the deep CNNs) is used for classifier training and visual recognition, but using one single set of deep features may not be able to achieve effective accomplishment of the coarse-to-fine tasks for hierarchical visual recognition [46] - [48] , [67] - [71] ; (b) a N-way flat softmax classifier is used and the inter-task correlations (inter-class similarities) are completely ignored, and some attempts have recently been made to exploit the tree structures in the deep learning models [55] - [62] , [69] - [71] , [83] - [88] . Based on these observations, it is very attractive to: (1) extract multiple sets of multilevel (low/mid/high-level) deep features from different layers of the deep CNNs, and some pioneers have combined multilevel deep features for some computer vision tasks [69] - [74] ; (2) leverage multiple sets of deep features to achieve more effective accomplishment of the coarse-to-fine tasks for hierarchical visual recognition; and (3) exploit the inter-task relatedness (inter-class similarities) to jointly learn more representative deep CNNs and more discriminative tree classifier for large-scale visual recognition.
By considering multiple inter-related learning tasks jointly, multi-task learning [24] - [30] , which can compare and contrast the visually-similar atomic object classes simultaneously to enhance their separability, has demonstrated its strong ability on learning more discriminative classifiers for visual recognition application. Even multi-task learning has demonstrated many advantages in theory, there are at least three obstacles for applying multi-task learning to support large-scale visual recognition. The first obstacle is how to identify the interrelated learning tasks automatically, and traditional multitask learning algorithms usually assume that all the tasks are equally related [24] . However, such assumption may not hold in the scenario of large-scale visual recognition because it is unnecessary for each atomic object class to be related with all the others, e.g., there could have significant differences on the inter-class similarities among large numbers of atomic object classes [79] - [82] . To address this issue, some researches assume that such inter-related tasks are already known, but the knowledge of such inter-related tasks is usually unavailable for many real-world applications and it should be learned from large amounts of training images.
The second obstacle is how to leverage the inter-task relationships for enhancing multi-task learning [83] - [88] . In order to share information appropriately, multi-task learning usually needs to assume how the tasks are correlated. By considering the differences of the inter-task relationships among multiple learning tasks, some researches learn the intertask relationships and the multi-task classifiers simultaneously [26] , [27] . For large-scale visual recognition application, such joint learning approach may seriously suffer from the problem of huge computational cost: Given a large set of learning tasks (i.e., training the classifiers for large numbers of atomic object classes), if their inter-task relationships are unavailable (unknown), the joint learning approach has to evaluate all the task pairs, and an exhaustive searching process should be performed for identifying the groups of such inter-related learning tasks.
The third obstacle is how to deal with the changes of the inter-task relationships when new images are added for incremental classifier training. Most existing multi-task learning algorithms are static, but collecting training images for large-scale visual recognition application is open-ended and dynamic: new (unknown) object classes may appear over time and new training images are continuously added to the existing (known) atomic object classes. When new training images just result in the change of the inter-task relationships without inducing the appearances of new object classes, it is very important to develop new solutions for adopting new training images for incremental multi-task learning. When the new training images result in the appearances of new object classes, it is very attractive to transfer the available knowledge (the information shared among the related tasks) to learn the classifiers for the new object classes incrementally.
Multi-task learning is typically studied under a flat scenario, hierarchical multi-task learning over a tree structure has recently been studied by using a regularization term to couple the inter-related learning tasks at different levels of the tree structure and enable inter-level sharing of the model parameters, e.g., the task of training the classifier for the parent node is strongly inter-related with the learning tasks for its sibling child nodes and an inter-level regularization term is used to make their model parameters to be close [31] - [35] . However, such inter-level smoothness regularization term may not be sufficient to achieve the essential goal for hierarchical classifier training: learning more discriminative classifiers for high-level non-leaf nodes and controlling the inter-level error propagation effectively.
The hierarchical approach is very attractive for supporting large-scale visual recognition, and the problem of hierarchical classifier training has extensively been investigated in the past decades [36] - [43] . Most existing approaches leverage handcrafted features for hierarchical classifier training, thus it is very attractive to invest how deep features [49] - [54] can be leveraged to improve hierarchical classifier training.
One way to reduce the computational cost for largescale visual recognition is to organize large numbers of atomic object classes hierarchically in a tree structure. Such tree structures can be categorized into three types [9] - [23] : (a) hierarchical tree of binary classifiers [9] ; (b) semantic ontology [10] - [13] ; and (c) label tree or visual hierarchy [14] - [23] . It is worth noting that the feature space is the common space for classifier training and visual recognition [8] , e.g., both classifier training and visual recognition are performed in the feature space rather than in the semantic label space. Thus it is more attractive to organize large numbers of atomic object classes hierarchically in the feature space according to their inter-class visual correlations.
III. EXTRACTING MULTI-LEVEL DEEP FEATURES
FOR VISUAL TREE LEARNING Given N atomic object classes and their training images, we are interested in learning a visual tree T = (V, F, E) that comprises a set of nodes V, a set of feature sets F, and a set of edges E. Each non-leaf node (group or superclass) c ∈ V is associated with a set of atomic object classes L(c) and one particular feature set F c ∈ F for node partitioning (i.e., partitioning its associated atomic object classes L(c) into a set of sub-groups). For a given non-leaf node c, it contains only a subset of the atomic object classes that are associated with its parent node, e.g., if c j ∈ c h , then L(c j ) ∈ L(c h ).
Our algorithm for visual tree learning contains four key components: (1) extracting 5 sets of multi-level deep features from 5 convolutional layers of the deep CNNs [67] , F = {F 1 , F 2 , F 3 , F 4 , F 5 }; (2) estimating the inter-class similarities under all these 5 feature sets and generating their similarity matrices S = {S 1 , S 2 , S 3 , S 4 , S 5 }; (3) selecting the most discriminative feature set F c for each non-leaf node (superclass) c; and (4) partitioning each non-leaf node c (i.e., its associated atomic object classes L(c)) under the selected feature set F c .
As illustrated in Fig. 1 , we follow the idea of GoogleNet [53] , the fully-connected layers are added to the outputs of all 5 convolutional layers (C1, C2, C3, C4, C5) to extract 5 sets of multi-level deep features
The inter-class similarities under these 5 feature sets are calculated to generate their similarity matrices S = {S 1 , S 2 , S 3 , S 4 , S 5 }. For a given set of deep features F t , the corresponding inter-class similarity matrix S t is calculated and its component S t i j is defined as the inter-class similarity between the i th atomic object class c i and the j th atomic object class c j under the given feature set F t :
where R is the number of training images, κ(·, ·) is the Gaussian kernel function for similarity characterization, x t k and x t m are the deep features for the lth training image from the atomic object class c i and the mth training image from the atomic object class c j (under the given feature set F t ).
The visual tree learning technique, as introduced in [23] , is applied recursively to select the most discriminative feature sets for node partitioning until a complete visual tree is generated, e.g., each leaf node contains only one particular atomic object class. The visually-similar atomic object classes, which share some common visual properties significantly but still contain subtle appearance differences, are finally assigned into the sibling leaf nodes under the same parent node (group). Such visually-similar atomic object classes in the same group also share similar learning complexities and the tasks for training their node classifiers are strongly inter-related. One of our experimental results on visual tree construction for the ILSVRC2012 image set is shown in Fig. 2 for one specific configuration T B,H , where H is the maximum length of the paths from the root node to the leaf nodes and B is the number of child nodes under the same parent node.
When large numbers of image categories come from different semantic levels of the concept ontology (such as ImageNet10K with 10, 184 image categories), e.g., not all of these 10, 184 image categories are semantically atomic (mutually exclusive) because some of them are from the highlevel non-leaf nodes of the concept ontology and they are not semantically atomic with others [13] . Thus the concept ontology is incorporated to decompose such high-level image categories (from the non-leaf nodes of the concept ontology) into multiple atomic object classes (at the leaf nodes of the concept ontology), and we have finally identified 7, 756 atomic object classes for ImageNet10K image set. As shown in Fig. 3 , we can also generate the visual tree to organize 7, 756 atomic object classes hierarchically.
Our visual tree can provide a good environment to: (a) determine the inter-related learning tasks automatically, e.g., the tasks for training the classifiers for the visually-similar atomic object classes in the same group are strongly inter-related; (b) allow our deep multi-task learning algorithm to achieve the global optimum easily because the visually-similar atomic object classes in the same group share similar learning complexities and the gradients of their joint objective function are more uniform and homogeneous; (c) identify the number of group-specific deep representations and the sizes of their outputs to be learned for distinguishing the coarse-grained groups and the fine-grained (visually-similar) atomic object classes at different levels of the visual tree.
IV. HD-MTL: HIERARCHICAL DEEP MULTI-TASK LEARNING OVER VISUAL TREE
For hierarchical visual recognition application, the deep CNNs are partitioned into three parts as illustrated in Fig. 4 : (a) 3 commonly-shared convolutional layers (i.e., C1, C2, and C3) to learn the common deep representations for all the atomic object classes; (b) 2 group-specific convolutional layers (i.e., C4 and C5) and 2 group-specific fully-connected layers (i.e., FC6 and FC7) to learn the group-specific deep representations for the visually-similar atomic object classes in the same group; and (c) the last layer of the tree classifier to replace the traditional softmax-layer (i.e., FC8) for leveraging the inter-task correlations to learn more representative deep CNNs and more discriminative tree classifier jointly. Because each group (superclass) may contain only a small number of visually-similar atomic object classes (i.e., each parent node contains at most B sibling leaf nodes on the visual tree), we scale down the number of kernel mappings for the 2 groupspecific convolutional layers (i.e., C4 and C5) and the 2 groupspecific fully-connected layers (i.e., FC6 and FC7) into 10% of that for the deep CNNs in Caffe [50] , and Dropout [64] is applied to 2 group-specific fully-connected layers with a value of 0.5 to prevent over-fitting.
There are two significant differences between our deep CNNs and traditional one used in Caffe [50] : (1) the common convolutional layers (that are used to learn the common deep representations for all the atomic object classes) are explicitly separated from the group-specific convolutional layers (that are used to learn the group-specific deep representations); (2) the tree classifier is used to replace the N-way flat softmax classifier and the inter-task correlations (inter-class similarities) are leveraged to jointly learn more representative deep CNNs and more discriminative tree classifier in an endto-end fashion.
A bottom-up approach is further developed to achieve joint learning of the deep CNNs and the tree classifier: (a) To distinguish the visually-similar atomic object classes at the sibling leaf nodes under the same parent node on the visual tree, a deep multi-task learning algorithm is developed to leverage the inter-task relatedness (inter-class similarities) to train their inter-related node classifiers jointly for enhancing their discrimination power, and a joint objective function is used to simultaneously refine both the inter-related node classifiers and the group-specific deep CNNs; (b) An incremental deep multi-task learning algorithm is further developed to reduce the computational cost by adapting both the available node classifiers and the deep CNNs to the new training images; (c) A hierarchical deep multi-task learning (HD-MTL) algorithm is developed to train more discriminative node classifiers for high-level nodes and control the inter-level error propagation effectively, where a joint objective function is used to update both the tree classifier and the deep CNNs simultaneously in an end-to-end fashion.
A. Deep Multi-Task Learning Over Sibling Leaf Nodes
It is worth noting that the visual tree has provided a good environment to identify the inter-related learning tasks automatically, e.g., the tasks of training the classifiers for the visually-similar atomic object classes at the sibling leaf nodes under the same parent node are strongly inter-related. A deep multi-task learning algorithm is developed to train such inter-related classifiers jointly to enhance their discrimination power, where the inter-task relationships are leveraged to regularize the manifold model structures and learn more representative group-specific deep CNNs and more discriminative node classifiers jointly. The complexity for joint classifier training can be controlled effectively by focusing on at most B visually-similar atomic object classes under the same parent node (group or superclass), and the negative images can be selected locally from other sibling atomic object classes under the same parent node.
For a given parent node c h at the second level of the visual tree, the inter-related node classifiers for its visually-similar atomic object classes (its sibling leaf nodes at the first level of the visual tree) are trained simultaneously by optimizing a joint objective function:
where R is the number of training images, T r(·) is used to represent the trace of matrix, ξ l j indicates the training error rate, δ 1 and δ 2 are the regularization parameters, θ is the penalty term,
is the set of the model parameters for all B inter-related node classifiers, L is the Laplacian matrix of the relevant inter-class similarity matrix S. The inter-class similarities are used to approximate the inter-task relationships, the manifold regularization term T r W LW T is used to enforce that: if two atomic object classes c i and c j have larger inter-class similarity, the model parameters W i and W j for their inter-related node classifiers may share some common components significantly and their inter-related node classifiers may have stronger correlations.
By embedding the inter-class similarities (i.e., inter-task relationships) into a manifold structure regularization term, our deep multi-task learning algorithm can: (a) learn more discriminative group-specific deep representations and result in inter-related node classifiers with high discrimination power; (b) explicitly consider the differences of the inter-task relationships and their effects on multi-task learning. By focusing on the visually-similar atomic object classes under the same parent node (group), our deep multi-task learning algorithm can effectively control the complexity for joint classifier training and achieve good sample balance by selecting the negative images locally from other visually-similar atomic object classes under the same parent node. By comparing and contrasting the visually-similar atomic object classes simultaneously for enhancing their separability, our deep multi-task learning algorithm is able to establish two separable decision functions: (1) the common prediction function shared among the visually-similar atomic object classes under the same parent node; and (2) the class-specific prediction function for each atomic object class.
By explicitly separating the common prediction function from the class-specific prediction function, such inter-related node classifiers can have higher discrimination power on distinguishing the visually-similar atomic object classes which are usually hard to be separated, e.g., learning such interrelated tasks jointly can reduce the risk of over-fitting to one specific task and boost the performance of all these inter-related tasks. Because the visually-similar atomic object classes under the same parent node share similar learning complexities, the gradients of their joint objective function could be more uniform and the back-propagation operations can easily stick on reaching the global optimum effectively and resulting in more discriminative node classifiers for such inter-related recognition tasks.
We jointly learn the inter-related node classifiers and the group-specific deep CNNs according to the joint objective function as defined in Eqs. (2) (3) . The errors of these interrelated learning tasks (i.e., B visually-similar atomic object classes under the same parent node) are back-propagated to update the weights for the deep CNNs [63] . Given a training image, the predictions of the inter-related tasks are calculated. We formulate the training error rate ξ l j in the form of softmax regression:
where 
The joint objective function $(W, X, Y ) as defined in Eq. (5) is optimized by using the stochastic Alternating Direction Method of Multipliers (ADMM) algorithm [65] , [66] , which is able to handle non-smooth regularization term. The iteration complexity for the stochastic ADMM algorithm is , and they are backpropagated [63] through the deep CNNs (both the groupspecific part and the commonly-shared part) to fine-tune the weights. Because the inter-task relationships (inter-class similarities) are explicitly considered in the manifold regularization term T r W LW T and in the joint objective function $(W, X, Y ), back-propagating the gradients of the joint objective function
to fine-tune the weights of the deep CNNs can allow us to leverage the inter-task relationships to learn more representative group-specific deep CNNs and more discriminative node classifiers for distinguishing the visuallysimilar atomic object classes more effectively.
B. Incremental Deep Multi-Task Learning
For the visually-similar atomic object classes under the same parent node, when new training images are added, their overall deep representations could be changed and their interclass similarities may also be changed along the time, as a result, the underlying Laplacian matrix and the model parameters for the inter-related node classifiers may be changed. The new Laplacian matrix L and the new set of model parameters W for the inter-related node classifiers are defined
where L is the change of Laplacian matrix and W is the change of the model parameters for the inter-related node classifiers because new training images are added. Thus it is very attractive to develop an incremental deep multi-task learning algorithm for adapting both the available node classifiers and the available deep CNNs to the new training images.
When m new training images are added for each atomic object class, for a given parent node c h at the second level of the visual tree, the inter-related node classifiers for its B visually-similar atomic object classes (its sibling leaf nodes at the first level of the visual tree) are trained simultaneously by optimizing a joint objective function:
where W j is the change of the model parameter of the node classifier for the atomic object class c j ,
is the original set of the model parameters for B inter-related node classifiers,
is the set of the changes of the model parameters for B inter-related node classifiers.
By learning the change of Laplacian matrix L and the change of the model parameters for the inter-related node classifiers W incrementally, our algorithm can achieve incremental learning of the inter-related node classifiers and the deep CNNs effectively when new training images are added along the time. Given a new training image, the corresponding gradients of the joint objective function are back-propagated [63] through the deep CNNs to fine-tune the weights. Thus our incremental deep multi-task learning algorithm can significantly reduce the computational cost by adapting both the node classifiers and the deep CNNs to the new training images.
C. Hierarchical Deep Multi-Task Learning Over Sibling Non-Leaf Nodes
One salient principle of our hierarchical approach for largescale visual recognition is that: an image or an object proposal from the image should first be assigned into the parent node (i.e., y l+1 
where are the feature sets selected for the parent node c h at the (l + 1)th level and the related child node c j at the lth level, c j ∈ c h . Such inter-level relationship constraint (discriminative regularization term) can fully capture the correlation of inter-level predictions and its effects on hierarchical learning, e.g., it can force our hierarchical deep multi-task learning (HD-MTL) algorithm to train more discriminative classifiers for the high-level nodes, so that the tree classifier can control the inter-level error propagation effectively. It is worth noting that distinguishing the coarse-grained groups of atomic object classes on the high-level nodes is much easier than distinguishing the visually-similar atomic object classes on the sibling leaf nodes, thus it is possible for us to learn more discriminative classifiers for the high-level nodes on the visual tree.
Another salient principle of our hierarchical approach for large-scale visual recognition is that: all the images or all the object proposals, which can be assigned into the same parent node correctly, should further be able to be assigned into the relevant child nodes, thus an inter-level complementarity constraint (discriminative regularization term) is defined as:
where η j is defined as:
Thus training the inter-related node classifiers for the sibling non-leaf nodes under the same parent node c k is achieved by:
where R is the number of training images, ξ m h is the error rate,
is the set of model parameters of the inter-related node classifiers for B sibling non-leaf nodes under the same parent c k , is the Laplacian matrix of their inter-group (inter-node) similarity matrix, ν > θ because the prediction errors from the high-level non-leaf nodes are more critical and higher penalty is assigned for the prediction errors from such high-level non-leaf nodes.
The joint objective function in Eqs. (11) (12) (13) (14) is then reformulated as:
The joint objective function (W, X, Y ) as defined in Eq. (15) is optimized by using the bundle method [44] , [45] . The iteration complexity for the bundle algorithm is is the optimal function value of the classifier ∀ B h=1 : f c h (x). By leveraging the visual tree to generate subtrees (each subtree contains one parent node and at most B sibling child nodes) and determine the inter-related learning tasks automatically, our hierarchical deep multi-task learning (HD-MTL) algorithm can provide an iterative solution for large-scale machine learning, so that training large numbers of inter-related node classifiers over the visual tree becomes computationally tractable. Such tree classifier can effectively rule out unlikely coarse-grained groups of atomic object classes (i.e., irrelevant high-level non-leaf nodes on the visual tree) at an early stage, which can significantly reduce the computational cost for large-scale visual recognition. By leveraging two inter-level constraints (discriminative regularization terms) to force our HD-MTL algorithm on training more discriminative classifiers for the high-level non-leaf nodes, our tree classifier can control the inter-level error propagation effectively and obtain high accuracy rates for large-scale visual recognition.
For the sibling high-level non-leaf nodes on the visual tree, we jointly train their inter-related node classifiers and the deep CNNs according to the joint objective function (W, X, Y ) as defined in Eq. (15) . We use back-propagation to update: (1) the inter-related node classifiers for the sibling high-level non-leaf nodes under the same parent node; (2) the inter-related node classifiers for their child nodes at the lower levels of the visual tree until the leaf nodes (because the prediction errors from the high-level nodes will affect the lower-level nodes which treat such high-level nodes as their ancestors on the visual tree); and (3) the weights for the deep CNNs.
Given a training image or an object proposal from the training image, the predictions from the inter-related tasks (i.e., the sibling high-level non-leaf nodes under the same parent node) are calculated, and the corresponding gradients to finetune the weights of the deep CNNs and the tree classifier can allow us to leverage the inter-task relationships to learn more representative deep CNNs and more discriminative tree classifier for large-scale visual recognition application.
Our HD-MTL algorithm can control the inter-level error propagation effectively: (a) For a given group (high-level non-leaf node) on the visual tree, the gradients of its node classifier are used to update both the classifier parameters for itself and the classifier parameters for the lower-level nodes until the most relevant leaf nodes on the visual tree (which treat the given group as their ancestor on the visual tree); (b) For a given object class at the leaf node on the visual tree, the gradients of its node classifier are used to update only the classifier parameters for itself; (c) The gradients for all these node classifiers at different levels of the visual tree are leveraged to fine-tune the weights of the deep CNNs (i.e., both the common convolutional layers and the group-specific convolutional layers).
D. Soft Prediction for Large-Scale Visual Recognition
After the tree classifier and the deep CNNs are learned jointly, for a given test image or an object proposal from the given test image, it first goes through the deep CNNs to obtain its multi-level representations (i.e., multiple sets of multi-level deep features), then the prediction of its label (the best-matching atomic object class) starts from the root node of the visual tree and ends up at the leaf node by selecting the best-matching child node (which has the largest prediction score) at next level of the visual tree. Finally the test image or the object proposal from the given test image is assigned into the atomic object class for the best-matching leaf node.
For a given test image x or an object proposal x from the given test image, its confidence score ρ(c j , x), with the node classifier f l
for the non-leaf node c j at the lth level of the visual tree, is simply defined as: (16) where F l c j is the feature set selected for the non-leaf node c j at the lth level of the visual tree. For the given test image or object proposal x, the margin δ(c j , c i , x), between its confidence scores from two sibling non-leaf nodes c j and c i (at the lth level of the visual tree) under the same parent node c h (at the (l + 1)th level of the visual tree), is defined as:
For the given test image x or the object proposal x from the given test image, it hierarchically goes through the tree classifier and sequentially reaches one best-matching non-leaf node c at the second level of the visual tree.
The inter-related node classifiers for the visually-similar atomic object classes (i.e., sibling leaf nodes) under the selected parent node c are used to decide: (1) The given test image x or the object proposal x is assigned into one of these sibling atomic object classes under the selected parent node c if the corresponding confidence score ρ(·, x) is above a given threshold T 1 or the margin δ(·, ·, x) is above a given threshold T 2 ; (2) Otherwise, it is detected as a new (unknown) object class.
1, other wise (18) If the appearance of new object class is detected, a new leaf node is inserted under the selected parent node c (at the second level of the visual tree) because of the atomicity of the new object class. Because the new object class shares the same parent node with other sibling atomic object classes, our tree classifier can always identify one best-matching parent node c (non-leaf node at the second level of the visual tree) for the new object class. Even the new object class and its classifier are unavailable at the detection time, its parent node c and its sibling atomic object classes (i.e., its visually-similar atomic object classes) and their node classifiers already exist. Thus our hierarchical approach can provide an effective solution for identifying the new object class.
Since only the most confident (best-matching) child node is chosen at each step, we call such approach as hard prediction. One problem for hard prediction is that only one single child node is selected at each step, even the difference between the prediction scores for all the sibling child nodes does not exceed a considerable margin. It is more likely that a wrong child node would be chosen early and such mistake will be propagated along the path until the leaf nodes. This inevitably degrade the performance of hierarchical visual recognition.
To alleviate the performance degradation, a soft prediction approach is used, where top 2 child nodes (which are ordered according to their prediction scores) are simultaneously chosen if the difference between their prediction scores does not exceed a considerable margin. In such soft prediction approach, multiple leaf nodes can be reached by different prediction paths (i.e., the test image can be assigned into multiple atomic object classes). However, in the context of visual recognition, each test image or object proposal should be assigned into the best-matching atomic object class rather than assigning it into many atomic object classes without orders. Based on this understanding, we sort the chosen leaf nodes (selected atomic object classes) according to their prediction scores, and each test image or each object proposal will be assigned into top 5 atomic object classes (which are ranked according to their prediction scores) in our soft prediction approach.
It is worth noting that we do not need to re-train the deep CNNs and the tree classifier to support soft prediction. By evaluating multiple prediction paths simultaneously at the test side, our soft prediction approach can provide an effective solution for alleviating the inter-level error propagation, and it can also achieve a good balance between the computation cost and the accuracy rates for large-scale visual recognition, e.g., we can spend little computation cost (at test side) to gain a significant improvement on the accuracy rates.
E. Incremental HD-MTL for New Object Class
When a new object class is identified, the inter-related node classifiers for other sibling atomic object classes (which shares the same parent node with the new object class) are already known, we can borrow their commonly-shared prediction function and an incremental HD-MTL algorithm is developed to learn the node classifier for the new object class c new incrementally. Thus the node classifier for the new object class c new is defined as:
where F 2 c is the most discriminative feature set for the selected parent node c at the second level of the visual tree, W c 0 is already known as the common prediction function shared among the sibling atomic object classes under the selected parent node c.
By borrowing the commonly-shared prediction function W c 0 from the inter-related node classifiers for other sibling atomic object classes under the selected parent node c, the objective function for training the node classifier for the new object class c new is defined as:
subject to:
where W c 0 is the commonly-shared prediction function, (x l , y l ), l = 1, · · · , m are the training images collected for the new object class c new , η is the penalty term. We simultaneously train the node classifier for the new object class and refine the deep CNNs according to the joint objective function as defined in Eqs. (20) (21) . The corresponding gradients are back-propagated through the deep CNNs to refine the weights.
V. EXPERIMENTAL RESULTS FOR ALGORITHM EVALUATION
We have evaluated our HD-MTL algorithm on two large-scale image sets: (1) ILSVRC2012 image set with 1,000 atomic object classes; and (2) ImageNet10K image set with 10,184 image categories, which come from different semantic levels of the concept ontology [11] .
We have compared our HD-MTL algorithm with multiple baseline methods and our comparison experiments focus on evaluating multiple factors: (a) whether our HD-MTL algorithm can control the inter-level error propagation more effectively as compared with other baseline methods and achieve better accuracy rates on large-scale visual recognition; (b) whether our HD-MTL algorithm can leverage the inter-task correlations (inter-class similarities) to learn more representative deep CNNs and more discriminative tree classifier jointly; (c) whether our HD-MTL algorithm can support more effective solution for multi-task learning; and (d) whether our HD-MTL algorithm can support incremental learning effectively.
Our experiments are done on an Intel(R) Xeon(R) CPU E5420@2.5GHz*4 with 4GB memory and GeForce GTX 980 Ti GPU. In our experiments, the learning rate is set as 0.0001.
A. Effectiveness on Controlling Inter-Level Error Propagation
To evaluate the effectiveness of our HD-MTL algorithm on controlling the inter-level error propagation, we have compared our HD-MTL algorithm (which uses two discriminative regularization terms to control the inter-level error propagation) with two baseline methods: (a) Traditional hierarchical multitask learning (H-MTL) approach [34] , [35] , where traditional inter-level regularization term is used for hierarchical classifier training by enabling inter-level sharing of the model parameters between the parent node and its child nodes and our visual tree is used as the tree structure; and (b) Label tree [17] , where softmax classifier from Caffe [49] , [50] is used to obtain the confusion matrix for label tree learning. To make both the traditional H-MTL approach and the label tree approach to be comparable, their tree classifiers and the deep CNNs are also learned jointly as we have done for our HD-MTL algorithm. We have also evaluated the performance of our HD-MTL algorithm when only one single set of deep features (i.e., the outputs of the last fully-connected layer in deep CNNs) is extracted. To illustrate our experimental results, the atomic object classes are sorted according to their accuracy rates that are obtained by our HD-MTL algorithm when multiple sets of multi-level deep features are extracted and used.
As shown in Fig. 5 , for most of 1000 atomic object classes, the accuracy rates for our HD-MTL algorithm are higher than that for other two baseline methods. The reasons are: (1) Selecting the most discriminative feature sets for the nodes at different levels of the visual tree can significantly enhance inter-node separability and allow our HD-MTL algorithm to learn more discriminative tree classifier; (2) Our discriminative regularization terms can force our HD-MTL algorithm to learn more discriminative classifiers for high-level non-leaf nodes and control inter-level error propagation effectively; (3) Leveraging inter-task relationships to regularize the manifold model structures can allow our HD-MTL algorithm to jointly learn more representative deep CNNs and more discriminative tree classifier, which may significantly improve the accuracy rates for large-scale visual recognition. By explicitly exploiting the inter-task relationships on learning more representative group-specific deep CNNs, our HD-MTL algorithm can result in more discriminative node classifiers to distinguish the visually-similar atomic object classes more effectively. It is worth noting that such visually-similar atomic object classes are usually fine-grained and typically hard to be distinguished.
As shown in Fig. 6 , when our soft prediction approach is used for hierarchical visual recognition (i.e., top 2 paths are explored simultaneously to achieve good balance between the accuracy rates and the computational efficiency), our HD-MTL algorithm can achieve higher accuracy rates on large-scale visual recognition. In our experiments, top 5 recognition results are selected for assessing both hard and soft prediction approaches.
For large-scale visual recognition, there are large numbers of atomic object classes to be recognized, one algorithm may achieve very high accuracy rates for only a small part of atomic object classes which contain large numbers of test images, but it may have very low accuracy rates for a large part of atomic object classes which contain small numbers of test images. This algorithm may still have acceptable accuracy rate in average, but it is not convincing to use such algorithm to support large-scale visual recognition. Thus the number of the misclassified object classes (which their accuracy rates are below 25%) can be treated as a measurement for classifier [34] , [35] ; and (d) label tree approach [17] . evaluation. Based on this understanding, three hierarchical learning methods (i.e., our HD-MTL algorithm, traditional hierarchical multi-task learning algorithm [34] , [35] , label tree method [17] ) are compared in terms of the number of misclassified object classes. As illustrated in Fig. 7 , one can observe that the number of misclassified object classes for our HD-MTL algorithm is smaller than that for other two baseline methods, this phenomenon has indicated that our HD-MTL algorithm can achieve better performance on large-scale visual recognition.
In Fig. 7 , the horizontal axis stands for the total number of atomic object classes to be recognized, and the vertical axis stands for the number of misclassified object classes. One can observe that: (a) our HD-MTL algorithm can achieve the smallest number of misclassified object classes among three methods; (b) when the total number of atomic object classes to be recognized becomes larger, the complexity for visual recognition is higher and the number of misclassified object classes may increase dramatically. The reason for this phenomenon is: when the total number of atomic object classes to be recognized becomes larger, many of these atomic object classes may have strong inter-class visual similarities and become fine-grained object classes, thus they are typically harder to be distinguished (i.e., fine-grained visual recognition could be more challenging [79] , [82] ). Even our deep multitask learning algorithm can leverage the inter-class similarities (inter-task relatedness) for joint classifier training, it could still be insufficient to distinguish such visually-similar atomic object classes (fine-grained object classes) effectively, especially when their inter-class similarities are too strong and they may become inseparable on their visual properties.
B. Effectiveness on Leveraging Inter-Task Relationships for Joint Learning of Deep CNNs and Tree Classifier
To evaluate the effectiveness of our HD-MTL algorithm on leveraging the inter-task relationships for joint learning of the deep CNNs and the tree classifier, we have compared our HD-MTL algorithm with two baseline approaches: (a) HD-CNN approach over two-layer visual tree [60] , which has considered the inter-related learning tasks and their effects on joint learning of the deep CNNs and the tree classifier; (b) Caffe with N-way flat softmax classifier [49] , [50] , which completely ignores the inter-task correlations; (c) our HD-MTL algorithm over two-layer visual tree; and (d) our HD-MTL algorithm over multi-layer visual tree. The atomic object classes are sorted according to their accuracy rates that are obtained by our HD-MTL algorithm over multi-layer visual tree.
For ILSVRC2012 image set, as shown in Fig. 8 , our HD-MTL algorithm (over both multi-layer visual tree and twolayer visual tree) can obtain higher accuracy rates than other two baseline methods (HD-CNN [60] and Caffe [49] , [50] ). By grouping large numbers of atomic object classes into many groups according to their inter-class similarities, our visual tree can provide a good environment for determining the inter-related learning tasks automatically. Because each group (each parent node at the second level of the visual tree) contains a small number of visually-similar atomic object classes with similar learning complexities, the gradients of their joint objective function are more uniform and thus our HD-MTL algorithm can obtain the global optimum effectively and result in more discriminative node classifiers. By explicitly leveraging the inter-class similarities to approximate the intertask relationships, our HD-MTL algorithm can jointly learn [49] , [50] . Fig. 9 . The comparison on the accuracy rates over ImageNet10K image set: (a) our HD-MTL algorithm over visual tree; (b) HD-CNN approach over two-layer label tree [60] ; (c) our HD-MTL algorithm over multi-level label tree. more representative deep CNNs and more discriminative tree classifier to distinguish the visually-similar atomic object classes more effectively.
As shown in Fig. 8 , for 60% atomic object classes (around 600 atomic object classes), our HD-MTL approach over twolayer visual tree can achieve higher accuracy rates than our HD-MTL approach over multi-layer visual tree. The reason for this phenomenon is that using the visual tree with less layers could be able to alleviate inter-level error propagation, e.g., the visual tree with more layers could have more opportunities to suffer from the problem of inter-level error propagation. As shown in Fig. 8 , for 40% atomic object classes (around 400 atomic object classes), our HD-MTL approach over multilayer visual tree can achieve higher accuracy rates. The reasons for this phenomenon are: (a) each group on our multi-layer visual tree contains a smaller number of visually-similar atomic object classes as compared with our two-layer visual tree, e.g., on our multi-layer visual tree, the visually-similar atomic object classes in the same group have stronger intertask relationships (stronger inter-class similarities), as a result, our HD-MTL algorithm can learn more representative groupspecific deep CNNs and result in more discriminative node classifiers; (b) the task space (i.e., distinguishing a smaller number of visually-similar atomic object classes) is smaller and more homogeneous, thus it is reasonable for us to expect that our HD-MTL algorithm can achieve better performance on these groups with smaller sizes.
For ImageNet10K image set, we first integrate the concept ontology to separate the atomic object classes (from the leaf nodes of the concept ontology) from the high-level image categories (from the non-leaf nodes of the concept ontology). In ImageNet10K image set, 7,756 atomic object classes are identified from 10,184 image categories and other 2,428 highlevel image categories are further decomposed into multiple atomic object classes according to the concept ontology. Finally, all these 7,756 atomic object classes are used to generate the visual tree as shown in Fig. 3 . Three types of tree classifiers are learned: (a) our HD-MTL tree classifier over the visual tree; (b) HD-CNN tree classifier over two-layer label tree; and (c) our HD-MTL tree classifier over multi-level label tree. We have compared these three types for tree classifiers, as shown in Fig. 9 , our HD-MTL algorithm can obtain better performance for most of 7,756 atomic object classes.
To evaluate the effectiveness of joint learning (of deep CNNs and tree classifier) on large-scale visual recognition, we have compared two approaches: (a) our HD-MTL approach, which explicitly consider the inter-task relatedness and their effectiveness on multi-task learning and a tree classifier is used to replace traditional N-way flat softmax classifier; (b) traditional deep CNNs with a N-way flat softmax classifier [49] , [50] , which completely ignores the inter-task relatedness. As illustrated in Figs. 10-12 , one can observe that our HD-MTL algorithm can achieve more accurate object recognition. By grouping the visually-similar atomic object classes with similar learning complexities into the same group, the gradients of their objective function are more uniform, our HD-MTL algorithm can effectively achieve global optimum and result in more discriminative classifiers to distinguish such visually-similar object classes more effectively. On the other hand, Caffe [50] distinguishes all these 1,000 atomic object classes simultaneously by using a N-way flat softmax classifier, thus its task space (i.e., distinguishing 1,000 atomic object classes) is much bigger and heterogeneous than the task space for our HD-MTL algorithm (i.e., distinguishing only a small number of visually-similar atomic object classes in the same group). Thus it is reasonable for us to expect that our HD-MTL algorithm can outperform Caffe on large-scale visual recognition.
The average accuracy rates on ILSVRC2012 image set and ImageNet 10K image set are illustrated in Table I and II, and the following average accuracy rates are compared: (1) the flat accuracy (FA) for recognizing all the atomic object classes; (2) the group accuracy (GA) for distinguishing the groups of atomic object classes (high-level non-leaf nodes) on the visual tree; (3) the inner-group accuracy (IA) for distinguishing the visually-similar atomic object classes in the same group; (4) the path-based accuracy (PA) which depends on both the group accuracy (GA) and the inner-group accuracy (IA). From these experimental results, by explicitly leveraging the intertask relationships for joint learning of deep CNNs and tree classifier, one can observe that our HD-MTL algorithm can have higher average accuracy rates than Caffe on large-scale visual recognition.
Even our visual tree is able to identify the inter-related learning task automatically and assign the visually-similar atomic object classes with similar learning complexities into the same group, it may also bring other side effects such as inter-level error propagation especially when some atomic object classes are assigned into irrelevant groups (at the time for visual tree learning). Thus it is very attractive to evaluate the correspondences between the accuracy rates for recognizing such visually-similar atomic object classes in the same group and their inter-level (class-group) correlations with their parent node (group) on the visual tree (i.e., the correctness of our class-group assignments for visual tree learning). As shown in Figs. 13-14 , one can observe: (a) there have good correspondences between the accuracy rates for object recognition and the inter-level (class-group) correlations, i.e., if the visual tree has provided good tree structure or if such visually-similar atomic object classes with similar learning complexities can be assigned into their best-matching group correctly, higher accuracy rates for object recognition can be achieved; (b) smaller group (with smaller number of visuallysimilar atomic object classes) can achieve higher accuracy rates because of two reasons: (1) the inter-level (class-group) correlations could be stronger for such smaller group; (2) the task space is smaller and more homogeneous. By limiting the number of visually-similar atomic object classes in the same Fig. 13 . The correspondences between the accuracy rates for recognizing the visually-similar atomic object classes within the same group and their inter-level (class-group) correlations on visual tree. group, as shown in Fig. 15 [68] - [78] , our HD-MTL algorithm can significantly enhance their inter-class separability by focusing on learning more discriminative deep representations and node classifiers to enlarge their inter-class margins.
C. Effectiveness on Multi-Task Learning
Traditional multi-task learning algorithms usually assume that all the tasks are equally related, i.e., the inter-task relationships are same for all the tasks [24] . To evaluate the effectiveness of considering the differences of the intertask relationships on multi-task learning, we have compared three methods in our experiments: (a) traditional multi-task learning without considering the differences of the inter-task relationships (i.e., all the tasks have equal inter-task relationships) [24] ; (b) joint learning of the inter-task relationships and the classifier models, which learns the inter-task relationships and the classifier models jointly [26] , [27] ; (c) our deep multitask learning algorithm, which uses the inter-class similarities to approximate the inter-task relationships and regularize the manifold model structures.
As shown in Figs. 16-17, our deep multi-task learning algorithm can significantly improve the accuracy rates by: (1) leveraging the inter-task relationships to regularize the Fig. 15 . The comparison on the separability (inter-class margins) of the visually-similar atomic object classes in the same group. Fig. 16 .
The comparison on the accuracy rates for different groups of inter-related learning tasks in ILSVRC2012 image set when three multi-task learning approaches are used: (a) traditional MTL algorithm [24] ; (b) joint MTL algorithm [26] , [27] ; (c) our HD-MTL algorithm. Fig. 17 .
The comparison on the accuracy rates for different groups of inter-related learning tasks in ImageNet10K image set when three multi-task learning approaches are used: (a) traditional MTL algorithm [24] ; (b) joint MTL algorithm [26] , [27] ; (c) our HD-MTL algorithm. Fig. 18 . The correspondences between the accuracy rates for recognizing the visually-similar atomic object classes in the same group and the strength of their cumulative visual similarities with others. manifold model structures effectively and considering the differences of the inter-task relationships explicitly; and (2) using the inter-class similarities to approximate the inter-task relationships. Because the inter-task relationships and the classifier models are learned simultaneously, the joint learning approach [26] , [27] may seriously suffer from the problem of huge computational cost: it has to explore all the task pairs because the inter-task relationships are unknown. Due to its huge cost, such joint approach is impractical for large-scale visual recognition application.
For large-scale visual recognition, many object classes may have strong inter-class visual similarities and become finegrained and inseparable on their visual properties, thus it is very attractive to evaluate the correspondences between the accuracy rates for recognizing the visually-similar atomic object classes (fine-grained object classes) in the same group and their inter-class similarities, e.g., whether the inter-class similarities (inter-task relationships) may seriously affect their Fig. 19 . The correspondences between the accuracy rates for recognizing the visually-similar atomic object classes in the same group and the strength of their cumulative visual similarities with others. Fig. 20 . The correspondences between the accuracy rates for recognizing the visually-similar atomic object classes in the same group and the strength of their cumulative visual similarities with others. Fig. 21 .
The ratios of the computational costs between joint training and incremental learning approaches when the number of new training images increases, where different lines correspond to different tree configurations T B,H . separability (higher recognition accuracy rates correspond to good inter-class separability or good inter-class separability results in higher recognition accuracy rates). As shown in Figs. 18-20, one can observe that there have good correspondences between the accuracy rates for recognizing the visually-similar atomic object classes in the same group and their cumulative visual similarities with others, e.g., if one atomic object class has larger cumulative visual similarity with other visually-similar atomic object classes in the same group, its recognition accuracy rate could be lower because it is harder to separate such atomic object class from others. It is worth noting that: if one atomic object class has larger cumulative visual similarity with other visually-similar atomic object classes in the same group, all these visually-similar atomic object classes in the same group will have larger cumulative visual similarities (i.e., this is the reason why such atomic object classes are assigned into the same group), thus the inner-group recognition accuracy rate (i.e., the accuracy rates for recognizing the visually-similar atomic object classes in the same group) will be low.
D. Effectiveness on Incremental Deep Multi-Task Learning
When new images are added for incremental classifier training, we have evaluated the benefits of our incremental multi-task learning algorithm on computational cost reduction. To leverage new training images for multi-task learning, we have compared two approaches: (1) our deep multi-task learning algorithm is applied on the joint training set (i.e., both the original training images and the new training images); (2) our incremental deep multi-task learning algorithm is used to adapt the available multi-task classifiers (learned from the original training images) to the new training images incrementally. In Fig. 21 , we have demonstrated the cost ratio between joint training and incremental learning approaches, one can observe that our incremental deep multi-task learning algorithm can significantly reduce the computational cost.
VI. CONCLUSIONS
By incorporating a joint objective function to fine-tune the deep CNNs and the tree classifier simultaneously, a hierarchical deep multi-task learning (HD-MTL) algorithm is developed to explicitly leverage the inter-task relatedness (inter-class similarities) for jointly learning more representative deep CNNs and more discriminative tree classifier. Our HD-MTL algorithm can provide an end-to-end approach for jointly learning the deep CNNs (for image representation) and the tree classifier (for large-scale visual recognition), thus it can control inter-level error propagation effectively and achieve higher accuracy rates for hierarchical visual recognition. Our experimental results on two large-scale image sets have shown that our HD-MTL algorithm can achieve very competitive results on both the accuracy rates and the computational efficiency.
