ABSTRACT
INTRODUCTION
Detection of geometrical changes in the satellite imagery is a challenging issue as it is natural phenomenon connected to naturally occurring disasters in the environment. The geographically located objects are represented by spatial data which needs to be monitored for the analysis, classification and study of various features of spatial objects. Spatial data mining is an intellectual study of analyzing the different kinds of relationship such as topological information, spatial indexing and distances etc..The data of collected objects are processed and there by information of features that are distinct will be the outcome of spatial data mining.
An intensive study has been conducted on data mining, such as those are reported in [1, 2, 3, 4] the spatial data has been analyzed using clustering algorithms [5, 6] with the main objective of structuring data while considering similar features and attributes among the data objects. Previous work in spatial data mining established many algorithms such as DBSCAN, GRID etc., DBSCAN cannot cluster data sets well with large differences in densities since the Min Ptscombination cannot then be chosen appropriately for all clusters. Similarly, the GRID clustering depends on the granularity of lowest level of grid structure. If the granularity is very fine, the cost of processing will increase substantially. However, if the bottom level of grid structure is too coarse, it may reduce the quality of cluster analysis. Hence, a new clustering method is proposed ,which associate with the features of GRID and DBSCAN at the same time their limitations have been taken care.
The performance of proposed technique has been compared with existing methods using the same data set. The innovative finding during investigation is observed as the kappa coefficient is extremely high of our proposed hybrid algorithm [95%] when compared to the best GRID approach [81%]. The ability of the clustering performance is carefully analyzed in both accuracy and processing time. The innovative finding achieved in the proposed investigation is that detection mechanism of geometrical changes in satellite image has been established with high degree of accuracy in terms two parameters i) the number of clusters generated and ii) deviation of spectral distribution of colors .
Paper organization: Section 2 concerns with literature survey associated with spatial data analysis. The proposed method explained in detail in section 3..Implementation. Results and discussions are made in section 4 and 5. Section 6 deals with conclusion and scope of the work.
LITERATURE SURVEY
Spatial data analysis is the process by which raw data generates useful information. In simple words spatial analysis includes the formal methods which, study entities or objects using their topological and geographic properties. Topology deals with the most basic properties of space such as connectedness, geometric features, relative position of figures etc. Geographic details that delivers in the study of science comprising of lands, features, inhabitants etc. Spatial analysis is a set of methods whose results change when the objects location which is being analyzed, is changed. Its results also change when the frame used to analyze them, changes. The most basic methodology of approach in spatial data processes is modeling the spatial location of the attributes and objects that are to be analyzed.
Significance of Spatial Data Analysis
In modern technological and scientific society, the spatio-temporal data analysis and spatial data mining became an essential research area in solving the land cover mapping problems for urban planning and land -usage [7] for a continuous processing and analysis of repositories of remote sensing images to generate thematic usage of land maps and land usage [8, 9] virtual globes. Applications of the data mining covers the study of various fields such as Environment, Climate, and Mobile-commerce etc.
Traditional techniques in data mining often exhibit poor performance when spatial and spatiotemporal data sets are applied due to the various reasons [10, 11] . First, these spatial datasets are continuous and other kind of information is in discrete database. Second, patterns are confined to local patterns but global patterns are most emphasized in traditional data mining techniques. A general observed factor found in statistical treatment of analysis in the field of classical data set is generation of data samples in an independent way. The concept of independency is the required approach in analysis of spatial and spatio-temporal data as these data points are at high degree of correlation [12, 13] . In spatial statistical analysis mechanism of gathering the data of same features or characteristics is called autocorrelation. Autocorrelation in analysis of data of spatial and spatio-temporal characteristics may lead to hypothetical models that may not be at high degree of accuracy or consistency with the collected data set.
Thus, there seems to be a need of introducing new innovative methods to attempt the analysis of spatial and spatio-temporal data treated and modeled in a useful and non-trivial patterns. The review of earlier attempts in [14, 15, 16] data processing suggests some of the new methods which include the facilitation of interactions such as co-locations, co-occurrences, and tele-connections in the process of detecting spatial outliers and prediction of locations in spite of innovative ideas that emerges in the mining of spatio-temporal pattern.
Role of Clustering
Clustering is an important task in data mining to cluster data into significant sub groups to obtain useful information. Clustering spatial data is a vital significant issue in detecting the hidden patterns involved in useful sub groups. It has several applications like medical image analysis, satellite data analysis, GIS issues etc. Clustering can be treated as data segmentation as large data sets are made into groups in accordance with similarity in the features and characteristics.
Clustering can also be implemented for analysis of the outliers. Entities and attributes with similar characteristics are assigned in one cluster. Outlier detection with the help of existence of dissimilarities in the clusters is the most common application in data mining process.
PROPOSED METHODOLOGY AND APPROACH
In this section we present our selection of techniques and analyze them according to the proposed criteria.
Rational behind the selection of Clustering techniques:
We carefully selected clustering techniques after going through evaluation and non evaluations data needs. The rational behind these categories is that the algorithms have to share several properties such as spatial ,temporal and fuzzy based to improve the performance of the techniques. The spatial evaluation concerns about mobile / immobile ,point ,line and region features. Majority of clustering features makes use of these features. The , interval behavior of temporal data can also guide efficient clustering. By conceding all these needs we have selected GRID based approach to address spatial needs and DBSCAN to deal with localized temporal features. The fusion of these techniques has become handy while arriving our new approach "GRID-DBSCAN". The number of clusters put the constraints on computational requirements and accuracy of the approach. More clusters provide the finer details but require more computational power. Less clusters limit the accuracy of approach. In our hybrid approach the number of clusters are increase without effecting computational needs the scalability of the approach i.e segmented images processing confined to local region there by reducing computational needs. The approach is suitable even for parallel computing environment.
Proposed Approach.
Our new Algorithm is aimed to improve the accuracy of the clustering technique . In this method the hybrid approach is used to combine the DBSCAN and GRID clustering algorithm to create a new clustering algorithm GRID-DBSCAN. The cell hierarchical structure is formed by rectangular cells, representing different resolutions, which are obtained by partitioning the spatial image. These higher level rectangular cells are recursively partitioned to the corresponding lower levels.
After construction of the GRID structure clustering on the GRID is done in the following way: Top-down grid based method is used to perform clustering on earlier described data structure with the help of density parameter supplied by the user. Detailed procedure is described below:
First a layer within the hierarchical structure is determined; in this work the root layer is selected. For each cell in the current layer, compute the confidence interval that the cell which is relevant to the clustering. Cells which do not meet the confident level are deemed as irrelevant. After finishing the examination of the current layer, the next lower levels of the cells are examined. The same process are repeated for the other levels .The difference is that instead of going through all cells, only those cells that are children of the relevant cells of the previous layer are processed. This procedure continues until it reaches the lowest level layer (bottom layer). At this time, regions of relevant cells are processed. In GRID-DBSCAN algorithm the DBSCAN algorithm is used for processing of the relevant bottom cells. In this process all the 6 regions (Agriculture, water, greenery, urban, sea and other) are displayed on the clustering output. So the user need not give any input parameter. The thresholds are calculated from the pixel information.
3.3.Image Histogram
An image histogram is a graphical representation of the tonal distribution in an image. An image histogram plots each tonal value in terms of the respective pixels. On the visual base distribution of colors for a specific image can be understood at glance in spectral plotting of color values. The horizontal axis or the x-axis of the graph represents the tonal distribution and the vertical axis or the y-axis represents the number of pixels in that particular tone. The black and dark areas are indicated by left side of the horizontal axis. Medium grey is indicated by the middle of the horizontal axis and light and pure white areas are shown by right side. The size of the areas captured in the zones is shown by the vertical axis. From histogram of every dark image, it is found that majority of data points exist in left side and center of the represented graph. In the opposite way, bright image is found with majority of data points in the dark locations at the center and right of the graph.
The distributions of colors are represented with a color histogram for an image. For digital images, it represents the number of pixels that have colors in each of a fixed list of color range, that span an image's color space.
A color histogram is plotted for any kind of color space, although it is in general used for 3-dimensional spaces like HSV or RGB. For images, like the monochromatic images, the term intensity histogram is generally used. For images where each pixel is denoted by an arbitrary number of numerical estimations, i.e., the multi-spectral images, the color histogram is ndimensional, where n is the number of estimations carried out. Every specified pixel has identity of certain spectrum range and limitation of wavelength, some of the pixels in the image can also exist out of the limitations of the visible spectrum. For a small set of possible values assigned to the colors, a range as shown in figure 1. has to be defined to establish a histogram for counting the color values. A space is automatically set to one of the ranges defined in the histogram and therefore can be treated as a regular grid of similar colors.
Fig.1. Color range
Thus the color histogram may be represented and displayed as a function defined over the color space that can be used to approximate the pixel counts. Further it is a static, like other spectral representations can be an approximation of distribution of color's values in continuous manner. In our approach 6-8 colors are used while representing visual clusters.
IMPLEMENTATION OF THE PROPOSED WORK
An image is taken as input and converted into pixels. Then these pixel values can be used to cluster the image. The principle used is, the pixels having similar values should be grouped into a cluster. Thus, clusters can be formed for a given image. Similarly the clusters can be formed for the second image. If the number of clusters for both the images is same, then the images are similar. But, if the images have different number of clusters, then the second image represents the first image with changes. The algorithm proposed for this task is: Flow chart for the proposed algorithm is shown below. 
Algorithm for GRID-DBSCAN GRID-DBSCAN(

RESULTS AND ANALYSIS
Proposed technique is implemented on two pairs of the geometrical images before and after natural disturbances. World Trade Center (WTC) towers before and after the 09/11 attacks and geometrical location of a forest before and after the fire are considered. The changes in satellite images collected after occurrence of natural tragedy can be depicted in terms of the number of clusters generated. The number of clusters are scene dependent. In the first pair of satellite image of WTC towers, the number of generated clusters is found to be 3135 and 2717 respectively before and after the natural disturbance. In the second pair of images with forest, the numbers of clusters generated by the proposed algorithm are 1301 and 1849 before and after the fire respectively. The observation shows that grid or segmentation of the image fluctuates due to the natural tragedy and it seems to be automatic alignment of the ranges of the colors as directed by the proposed technique. And therefore corresponding changes in the number of clusters are clearly displayed in the screen shots of the simulation of proposed algorithm in fig.(4,7) .
A considerable statistical deviation of the distribution of colors that has been found in both the pair of collected satellite images, as shown in fig 5. The spatial data gained attention from the researchers after observing these deviations during the natural calamities and disasters. We considered two spatial images i.e figures 3 and 6 represent the images before and after 09/11 attack on World Trade Center.
A statistical evaluation of the algorithms (GRID, DBSCAN) in clustering task is also carried out. The study shows that GRID-DBSCAN is found to be a potential method for clustering task as its performance of accuracy is maximal. The spatial data in figure 3 is processed with the proposed method and spectral information and number of clusters is estimated in the present investigation. The figure 5 shows the distribution of colors in the clusters of satellite data. The point noted in the figure is that spread of colors is found to be statistical uniform in the clusters. The figure 6 is a collected satellite mage of WTC towers after 09/11 attacks. The image is taken as input data in the process of mining with proposed algorithm in the present work. The figure 7 gives the details of the number of generated clusters in the simulation of proposed technique. The total number of clusters in the satellite data is 2717. It is noted that this number is less than that in the spatial data of figure 4. The figure 8 shows the pattern of spectral distribution of the colors given by the proposed method. The pattern is found to be a slight dispersion in distribution when compared with the satellite image1 on the visual basis. The figure 9 is a satellite image 3 of a forest before the fire and is considered for the analysis with proposed system. The analysis is aimed at finding the geometrical features after the forest is influenced by the fire effect. The number of clusters formed is: 1301. The generated number of clusters produced in the proposed technique is found to 1301 as depicted by the figure 10. This classification is important in the analysis of geometrical forest location features. The figure 10 depicts that the high degree of correlation in the distribution of colors on the visual basis is found in the satellite image of forest before it undergoes the fire effect. The satellite image given in the above figure shows the fire affected forest area considered in the analysis of proposed mining technique. The number of clusters formed is: 1849 ,the figure 12 is the forest with fire and this image is considered for execution of the proposed method in the paper. The figure is the screenshot generated with the simulation of proposed algorithm. The information displayed in screenshot belongs to the forest area after effect of the fire. The figure 14 shows the variation of colors with the pixel taken on the y-axis. This graph is for the image of forest under fire influence, it gives the distribution of colors. A statistical comparison has been made for the performance analysis of algorithms as shown in the table1.0. It is found from the study that high degree of accuracy is noted for the GRID-DBSCAN in terms of Kappa Coefficient. Even though a considerable computational time is observed in the performance, the algorithm achieves an ultimate objective of acquiring more precision and accuracy in the task of clustering assignment for the satellite imagery. From the figure 15 it is revealed that among three algorithms, GRID-DBSCAN has exhibited an ultimate performance in terms of maximum statistical accuracy on comparison with the other two earlier established techniques in clustering process.
CONCLUSIONS & FUTURE WORK
In this paper, the proposed algorithm called GRID-DBSCAN is found to be a potential technique in detecting the geometrical changes of the spatial data and having better performance. The simulations are performed on dual core machine with 1GB graphic card using MatLab10.0 The simulation of proposed algorithm indicates the realignment of geometrical locations in terms of the number of clusters. The proposed methodology in the present paper also reveals the corresponding variation of color distribution in the spectral figures. The performance of the proposed GRID-DBSCAN technique is found to be more accurate than the already established algorithms of DBSCAN and GRID. The spatial disturbances over a time and location can easily be detected with two coined parameters the number of clusters and the variation distribution of colors with and without the natural disturbances in geometrical locations. The research findings achieved in the paper establish a powerful detecting system of dynamic changes in geometrical locations in satellite imagery.
In future scope, this clustering technique can be extended to hexagonal grids, Circular grids which may be suitable for the respective target domain. Some of the potential areas where our work can be complementing the heuristic approaches are GIS, Spatial, Agriculture and climate analysis.
