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ABSTRACT 
 
Optical grids have been thought as an answer to support large-scale data intensive 
applications. Data centers and Optical grids are largest and fastest growing 
consumers of electricity. Energy efficient routing schemes and traffic models can 
answer the problem of energy consumption. In Optical Grids, it is possible to 
select destination node from the set of possible destinations which is known as 
anycasting. We propose ILP formulations for flexible sliding scheduled traffic 
model, where setup and tear down times may vary within larger window frame. 
The problem of energy consumption is addressed by switching off ideal network 
components in low utilization periods. Our proposed novel formulation that 
exploits knowledge of demand holding times to optimally schedule demands 
achieved 7-13% reduction in energy consumption compared to previously best 
known model.  
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CHAPTER 1 
INTRODUCTION 
1.1. Overview 
Internet is growing rapidly because of today’s technological advancement. The numbers 
show that over 3 billion people in the world are using Internet nowadays which is over 
40% of the total population [1]. Many applications such as weather modeling 
applications, e-science applications like LHC computing grid [15], search engines and 
social networking sites require tremendous amount of data. A large amount of power 
supply is needed to satisfy the processing requirements of these data intensive 
applications, which generally supports speed in Tbps [17]. Optical networks are attractive 
candidates for meeting the needs of such high speed applications with low power 
consumption.   
1.1.1. Optical Network and Optical Grid Computing 
An optical network is a communications network which supports transmission of data 
through optical fibers in the form of optical signals. At the early stage of Internet, copper 
cables were used for the transmission of data between nodes, which led to many 
problems like low speed, high cost, distance, etc. With the introduction of optical fibers, 
it started new era of high speed computing with low cost. In optical networks the 
electrical signals at the node are converted to optical signals and then they are transmitted 
over optical fibers, using the principle of total internal reflection [14]. At the receiving 
end, the optical signal is converted back to an electrical signal. In optical networks, it is 
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not necessarily required that all the network components work in optical domain. 
Typically, the transmission components work in optical domain and switching 
components work in either electrical domain or optical domain.  
There is a large amount of heterogeneous computing and storage resources available 
around the world, much of which remain under utilized [19]. Grid computing refers to 
high performance computing resource sharing using optical backbone networks to 
support data-intensive applications. Grid computing provides a solution to better utilize 
these resources, for applications where the physical location of the resource is not 
important. Grids provide a form of distributed computing [22] whereby a super virtual 
computer [16] is composed of many networked ‘loosely coupled’ computers, acting 
together to perform large tasks [16].  
Optical grid computing is a high performance computing architecture which consists of 
optical backbone network to support the data intensive applications with the capability of 
resource sharing. The grid computing can be heterogeneous or homogeneous and also 
geographically dispersed. The computing grid can support data transmission up to 
hundreds of Gbps [17] and some large grid applications process data in Peta Bytes per 
year [15]. Some examples of the grid are Bitcoin Network [16], SETI@Home project 
[16], MilkyWay@Home project [16] and LHC computing grid [15].  
For the grid computing the basic requirement is high speed with low delay time. Optical 
communications technology with WDM networks fulfills the requirements for optical 
grid computing as it can carry large amount of data with reliability. Thus optical 
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networks will be very much important for the future of grid computing. In the Figure 1.1 
the example of optical grid or photonic grid is shown. 
 
 Some fundamental concepts of optical networking, which are integral to the remainder of 
thesis, are introduced in the following sections.  
The concept of wavelength division multiplexing (WDM) [17] was introduced in order to 
effectively utilize the tremendous bandwidth available in a single optical fiber. The 
technology of using multiple optical signals on the same fiber is called wavelength 
division multiplexing (WDM) [3]. The routing and wavelength assignment or RWA 
solves the problem of assigning lightpaths in WDM networks. The RWA problems are 
considered as the NP-complete problems [3]. In many applications the physical location 
of the server or other network resources remains hidden from the user as it is not 
important. In this scenario, it is possible to select the best destination from the set of 
Figure 1.1: Optical Grid Computing [11] 
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possible destinations to execute a job. This phenomenon is known as anycasting. 
Intelligent resource allocation strategies can be used to exploit inherent possibilities of 
anycast principle.  
There are mainly three different demand allocations models exist for WDM optical 
networks. In static traffic model, the set of demands are fixed and known in advance. For 
dynamic traffic, the set up time and the duration of the demands are not known in 
advance, they are generated based on certain distributions. Scheduled traffic model is 
predictable and periodic in nature. In scheduled traffic demands the set up time and the 
tear down time for the demand is known in advance. The scheduled traffic model is 
further divided into two different models, known as fixed window traffic model and 
sliding scheduled traffic model. 
1.2. Motivation 
Due to increase in Internet traffic, the power consumption by Internet is also increasing at 
the rate of 9% per year, which is not directly proportional to the rate of growing traffic 
increasing at 40% per year according to a study presented by Mario Pickavet of iMinds 
[5]. However the resources like power stations and power grids which provide electricity 
for that are increasing at the rate of 3% per year, which shows the 6% gap between 
requirement and supply for the electricity [5]. The Internet consumes 5% of world’s total 
electricity generation at present time and this is expected to rise to 8% by the year 2020 
[5].  
These Figures show that the energy consumption can become the bottleneck for the high 
speed data communication. The development of energy efficient schemes is very 
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important at all levels of network infrastructure to address this problem. Efficient routing 
schemes and resource allocation both in optical and electrical domain can provide the 
answer to the problem of energy consumption. A transparent IP-over-WDM network can 
be utilized to allow traffic to optically bypass the electronic components, which 
consumes more power like IP routers and switches [6]. In recent years, various research 
works have been published in the field of energy efficient WDM networks. A number of 
different approaches have been proposed, including switching off or slowing down 
unused network elements [19], [23], [24], reducing electrical-optical-electrical (E-O-E) 
conversions [22], putting selected network components in sleep mode [21], and using 
intelligent traffic grooming techniques [6]. Although energy aware routing for WDM 
networks has received significant attention in recent years, the idea of utilizing the 
anycast concept for energy minimization [19], [23] has been less well studied.       
1.3. Problem statement & Solution outline 
The Internet and specially data center networks consume a large amount of electrical 
power throughout the world. In this research work, we are trying to minimize the energy 
consumption of a network by switching off ideal network elements using anycast routing 
scheme. 
Several researches show that routing schemes can affect the overall energy consumption 
of a network [19] - [24]. In this thesis, we address the problem of energy efficient routing 
of scheduled traffic demands. Rather than using the traditional unicast routing, our 
proposed approach uses the anycast principle to select the most suitable destination for a 
given demand. Furthermore, we present a novel approach that jointly routes and 
schedules demands in time. We have developed a new integer linear program (ILP) 
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formulation to solve this integrated routing and scheduling problem. We consider power 
consumption at both network nodes (e.g. in IP routers, optical switches) and along fiber 
links. 
In order to evaluate the performance of our ILP, we compare the solutions generated by 
the ILP with the solutions obtained using the unicast principle, as well as anycast routing 
with fixed start and end times for each demand. We have performed simulations on 
different network topologies and with different demand sets. The results demonstrate that 
our proposed approach can lead to significant reductions in energy consumption, 
compared to traditional routing schemes. 
1.4. Thesis organization 
The rest of the thesis is organized as follows: Chapter 2 describes literature review of 
previous works including most important papers. It also delivers the definitions and 
overview about research area in optical networks. In chapter 3, we describe our proposed 
approach which uses anycasting scheme for sliding scheduled traffic model in WDM 
network. Chapter 4 discusses the simulation results of our experimentation and analysis 
of our obtained results. Finally chapter 5 concludes the research work and gives 
directions about the future work.   
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CHAPTER 2 
BACKGROUND 
2.1. Optical Networks 
Optical networking is a means of communication that uses signals encoded onto light to 
transmit information among various nodes of a telecommunications network [7]. It 
utilizes optical fiber cables for communicating between nodes. Optical fibers are thin 
cylinders made up from glass or silica, which are able to carry information in the form of 
light. Optical network can be operated over wide variety of networks like LAN (Local 
Area Network), MAN (Metropolitan Area Network) and WAN (Wide Area Network). In 
the following sections we will review the basic concepts of the optical networks. 
2.1.1. Optical Fibers 
In the past decade, the number of Internet users has increased significantly [1]. 
Furthermore, the emergence of web applications including video streaming is requiring 
high speed data transmission, which is placing greater demands on the bandwidth 
resources of the network infrastructure. Optical fibers provide the best answer to this 
problem by supporting speed up to hundreds of Gbps [17]. Optical fibers have low signal 
attenuation and low signal distortion compared to traditional copper cables; optical fibers 
consume less energy and require less space. Also, they provide protection from 
electromagnetic interference, which means more secure data transmission compared to 
copper cables.  
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Optical fibers can be of two types: single mode and multi-mode fibers. In single mode 
fibers generally the inner core has small size and it transmits the signal using infrared 
lasers [13]. Multi-mode fibers have a larger core and they transmit the signal using 
infrared LED lights [13].  
 
Optical fibers consist of two layers of thin glass like material which are called core and 
cladding. Information is transmitted through the core, which is made up from glass or 
silica. The core is surrounded by another layer called cladding also made up from silica 
but having lower refractive index compared to inner layer. The outer most layer is called 
buffer, which provides protection to fibers from physical damages as shown in Figure 
2.2. 
 
Figure 2.1: Cross-section of Optical Fiber [8] 
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Optical fibers basically work on the principle of total internal reflection [13]. Total 
internal reflection is a phenomenon in which the light strikes the surface at an angle 
larger than critical angle with respect to the normal of the surface, and is reflected back 
entirely into the first medium [14]. Critical angle is the angle of incidence above which 
the total internal reflection occurs [14]. The signal must be sent at the angle greater than 
critical angle defined as sin  
  
    , where   	   	   are the refractive indexes of the 
mediums. As shown in Figure 2.3, there are two mediums water and air with refractive 
indexes	η
 
	   	η
 
, θ1 and θ2 are angle of incident and angle of refraction. The Figure 2.3 
shows three different cases of reflection for different angle of incident. In the first case 
when the angle of incident is smaller than critical angle it penetrates to second medium 
with a different angle of refraction. It gets reflected on the edge of two mediums in 
second case, when it is exactly same as critical angle θc. In third case the signal gets 
Figure 2.2: Total Internal Reflection inside Optical Fiber 
  
reflected to the same medium, when angle of incident becomes larger compared critical 
angle.  
Optical signal propagates inside the optical fiber through the series of total internal 
reflections. In data transmission, generally the input carrier signal 
to 1650 nm. At the source end
transmitted through one or more optical fiber. At the receiving end
extracts the data from carrier signal.  
“A multiplexer (MUX) is a device allowing one or more low
input signals to be selected, combined and transmitted at a higher speed on a single 
shared medium or within a single shared device. Thus, several signals may share a single 
device or transmission conductor such as a copper wire or fiber
functions as a multiple-input, single
Figure 
10 
is in the band of 1450 
, the data is modulated with the career signal 
, 
 
-speed analog or digital 
 optic cable. A MUX 
-output switch [25]”. “Demultiplexer is the reverse of 
2.3: Principle of Total Internal Reflection [9] 
and 
the demodulator 
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multiplex process- combining multiple unrelated analog or digital streams in to one signal 
over a single shared medium, such as single conductor of copper wire or fiber optic cable 
[25]”. Demultiplexer or DEMUX is a device which accepts a combined input from the 
fiber and separates it into its constituent channels. Optical add-drop multiplexer or 
OADM is a pair of multiplexer and demultiplexer, which allows to add or drop traffic 
with having some of the outputs of demultiplexer not connected to the inputs of 
multiplexer. Each output of demultiplexer, which is not connected to multiplexer is 
connected to the receiver. Also each input not coming from demultiplexer, is directly 
connected to transmitter as explained in Figure 2.4.  
 
“In optical networks optical cross-connect switches or OXC play an important role for 
routing the optical signals throughout the network. An m×n optical cross-connect switch 
has m number of inputs and n number of outputs. If the ith input to optical cross-connect 
switch is carrying signal sij using channel cj, then the signal sij may be routed to the pth 
output provided that no other signal using channel cj is routed to the pth output, for all i, j, 
1 ≤ i ≤ m, 1 ≤ j ≤ N, where N is the maximum number of channels allowed on a fiber [3]”. 
Figure 2.4: Add-drop multiplexer 
  
The connections inside the optical switch determine how the routing of optical signals 
will be done. There are mainly two types of the optical cross
OXC and dynamic OXC.
In Figure 2.5, the internal working of the optical cross
static and dynamic case. In static OXC the routing is always fixed between switches like 
the outputs   
 	   	  
  of DEMUX1 are always connected to the inputs of the MUX2. On 
the other hand in dynamic OXC 
requirements. 
Apart from optical cross
transponders consume a sufficient amount of energy during data transmission. An 
Figure  2.5: Static Optical Cross Connect and Dynamic Optical Cross Connect
12 
-connect switches static 
 
-connect switch i
the connections can be modified based on current traffic 
-connect switches, the devices like amplifiers, transceivers and 
 
s shown for both 
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amplifier is a device which is used in optical networks to amplify the signal, when the 
signal power falls below a specific threshold [4]. There are mainly three types of 
amplifiers used in optical networks: inline amplifiers, pre and post amplifiers. Some of 
the amplifiers are capable of amplifying the signal directly in optical domain without 
converting them in to electrical domain first. The transceivers are used to terminate the 
lightpaths at the end [26]. Transponders are devices used to send and receive signals from 
the optical fibers and have the capability of converting one wavelength to another. 
2.1.2. Lightpath & Topologies 
A lightpath refers to an end to end optical channel from source to destination, which may 
traverse through multiple fibers [3]. A lightpath may or may not have multiple 
wavelengths from source to destination, which depends on the wavelength conversion 
capability of the network.  
The Figure 2.6 shows the example of physical topology with lightpaths. There are 6 
nodes in the network and each node is connected to one or more nodes in the network by 
bidirectional links called edges. The lightpaths in the following examples are: 
Lightpath 1: node 0 node 3 
Lightpath 2: node 2 node 4 
Lightpath 3: node 5 node 4 
Lightpath 4: node 0 node 5 
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A physical topology refers to the actual connectivity, using optical fibers, between the 
nodes in the network. In the graphical representation, the physical topology is represented 
by a graph G (N, E), where N is the set of nodes in the network and E is the set of edges 
in the network. Each bi-directional link in the physical topology is actually implemented 
using two unidirectional optical fiber links, as shown in Figure 2.7. 
Figure  2.6: Lightpath set-up in Optical Network 
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A logical topology or virtual topology is the graphical representation of connectivity 
between nodes using lightpaths. There may be many different logical topologies 
corresponding to a given physical topology. The set of nodes for the logical topology is 
the same as the nodes of the physical topology. However, the links in the logical topology 
correspond to lightpaths established over the network, rather than physical links. So, it is 
possible for two nodes to be directly connected in the logical topology, even to there is no 
physical link between them. Conversely, two nodes that are directly connected in the 
physical topology may not be connected in the logical topology. The logical topology 
corresponding to the network and set of lightpaths in Figure 2.6 is shown in Figure 2.8.  
Figure 2.7: Physical Topology 
 16 
 
 
 
2.2. Wavelength Division Multiplexing 
The concept of wavelength division multiplexing (WDM) [18] was introduced in order to 
effectively utilize the tremendous bandwidth available in a single optical fiber. WDM 
allows multiple optical signals to be carried on a single optical fiber at the same time [3]. 
In WDM networks a fiber transmits the signal on the bandwidth which is already in use 
instead of providing a new bandwidth to each signal. The entire bandwidth of the optical 
fiber is divided in to the number of channels, and each channel is assigned a specific 
wavelength. Each channel can be routed independently of each other, and can carry many 
low speed demands, which leads to better utilization of the bandwidth. Figure 2.9 
illustrates the concept of WDM. There are four different optical signals having different 
Figure  2.8: Logical Topology 
  
wavelengths λ1 to λ4 and they are 
single fiber. 
 
2.3. Routing and Wavelength Assignment
Routing and wavelength assignment 
physical topology and available channel on each edge
lightpath [7]. The objective of routing and wavelength is 
amount of resources required to accommodate a given set of lightpaths
assign using which link, using which fiber and using which wavelength the source and 
destination node will be connected
There are two main constraints 
Figure 
17 
combined using multiplexer and transmitted over a 
 
(RWA) problem is to determine a route over 
 of the selected route
typically to minimize
. So in RWA we 
 as shown in Figure 2.10. 
that should be satisfied for a valid RWA: 
 2.9: Wavelength Division Muliplexing (WDM) [17] 
 
 for each 
 the 
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i. Wavelength continuity constraint 
ii. Wavelength clash constraint 
 
Wavelength continuity constraint states that a given lightpath must be assigned the same 
wavelength on each link it traverses [3]. This is necessary when there are no ‘wavelength 
converters’ available at the network nodes, which is typically the case. The wavelength 
clash constraint ensures that the same wavelength cannot be assigned to more than one 
lightpath on same link, at the same time. 
2.4. Anycast Routing 
In grid computing the main goal is the completion of a task efficiently without 
necessarily considering the location where the job executes. The idea of anycast routing 
can be illustrated by the example of a power grid [18]. In a power or electrical grid the 
users do not care about the location of the power station from where they get electricity, 
0 
1 
2 
3 
λ1 
λ2 
λ3 
Figure  2.10: Routing and Wavelength Assignment (RWA) 
  
similarly, for the computing grid the users 
place as long as their job is being executed.
destination node for each demand is fixed. In 
from the set of possible destinations. 
Figure 2.11 shows an example of
executed at one of three possible destinations, which are colored yellow
possible destinations one destination is selected, which is circled on the top. Our 
approach is to minimize the energy consumption of a n
destination node through anycasting.
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often may not where the computation takes 
 In unicast routing the source node and the 
anycast routing the destination gets selected 
 
 anycast routing. The user has a task that can be 
. And out of these 
etwork by efficiently selecting the 
 
Figure 2.11: Anycast Routing 
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2.5. Traffic Demand Allocation Models 
In optical communication technology, there are three types of traffic demand allocation 
models: 
i) Static traffic demand 
ii) Dynamic traffic demand and  
iii) Scheduled traffic demand 
The scheduled traffic demand model is further divided to fixed window traffic model and 
sliding scheduled traffic model. In static traffic demands the set up time and tear down 
time of a demand is known in advance and it is fixed for long time generally in months or 
years compared to other demand allocation models [23]. On the other hand, for dynamic 
lightpath demands the setup and tear down times are not known in advance. Connection 
requests (for lightpaths) arrive randomly and are serviced on demand, as they arrive [24]. 
The duration of dynamic lightpath is generally shorter than static lightpath demands. 
When a connection (lightpath) is no longer needed, the resources allocated to that 
lightpath are released and can be used for other lightpaths. In scheduled demand 
allocation the setup and tear down times are known in advance. 
The scheduled lightpath demands are not permanent like static demand allocation but 
they are periodic in nature and also known in advance. Many of the real time applications 
such as e-science or banking applications use scheduled traffic demand allocation which 
requires scheduled and dedicated connections at predetermined times. The scheduled 
traffic model [24] further divides in to two categories: fixed window demand allocation 
[24] and sliding window demand allocation [24].  
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In the Figure 2.12 the fixed window demand allocation model is explained. In fixed 
window traffic model each traffic demand is represented by a tuple (s, d, n, ts, te), where s 
and d are source and destination nodes for demand. n represents the bandwidth 
requirement in terms of the number of lightpaths needed, and ts and te are the setup and 
tear down times for the demand. 
In sliding scheduled traffic demand model instead of starting and end time for demand, a 
larger window is specified for each demand, during which the demand must be serviced. 
The lightpath request for sliding scheduled demand can be represented by a tuple (s, d, n, 
α,ω, τ); where s(d) is the source (destination)node, n is the number of required lightpaths, 
(α, ω) specifies the larger window andτdenotes the holding time for each demand, where 
  ≤ 	  −  . The sliding window demand allocation model is explained in the Figure 
2.13. In Figure 2.13, there are two different demands scheduled for larger window (α1, 
ω1) and (α2, ω2). They are active during the holding times τ1 and τ2. These demands can 
Figure 2.12: Fixed Window Demand Allocation 
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slide inside their larger window size, so if we assign a lightpath to these demands when 
they are overlapping maximum with each other while sliding inside their specified 
window, it will be efficient utilization of resources. 
 
 
2.6. Literature Review  
The tremendous growth in high-bandwidth applications in the past decade has led to a 
corresponding increase in power consumption in today's core/transport networks. It has 
been predicted that “energy consumption rather than the cost of the component 
equipment may eventually become the barrier to continued growth” [28] for such 
networks. Consequently, energy efficiency of core wavelength division multiplexing 
(WDM) networks has received significant research attention in the last few years [20, 
21]. Energy aware unicast routing in WDM networks has received considerable research 
Figure 2.13: Sliding Scheduled Demand Allocation 
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attention in the last ten years [23]. More recently, energy aware approaches (both 
heuristics and optimal formulations) using anycast routing has been considered in [20, 
23, and 24]. The goal is to reduce both the static and dynamic (load dependent) portions 
of power consumption as much as possible, although static power consumption typically 
dominates for most network components [24].In this section we will review in detail the 
most relevant papers for this thesis, which directly address the problem of energy aware 
anycast routing .in optical networks. 
In [19] the authors propose exploiting anycast principle to reduce energy in optical 
networks and server systems. Their proposed approach evaluates power consumption on 
networks with wavelength conversion and without conversion. The approach they used to 
solve the problem was to intelligently select the destination through anycast routing from 
the set of possible destinations by switching off unused network elements. The authors 
evaluate possible energy saving for optical network through allowing full wavelength 
conversion capability. 
The inputs of the problem formulation are the network topology with optical cross 
connects and fiber links, which are used to connect them, along with source sites and 
candidate destinations. The goal is to find routes in the topology in such a way that it 
reduces the overall power consumption. The authors compare their proposed anycast 
routing scheme with unicast routing; further they compare the results for wavelength 
conversion and wavelength continuous networks. The authors conducted experimentation 
on COST-239 European networks with having 11 nodes and 26 links [19]. The numbers 
of candidate server destination sites are 3 and each fiber supports 16 wavelengths. The 
authors claim that the power consumption in fiber links accounts for 30%, while OXC 
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and other network node consumes 70% of total power consumption. The results obtained 
by authors depicts 23% less power consumption for anycast and 28% less power 
consumption for unicast with energy aware routing compared to shortest path routing. 
The authors also claim to have 20% energy consumption reduction and 29% reduction of 
wavelength resource usage with anycasting compared to traditional unicasting approach.  
In “Reducing power consumption in wavelength routed networks by selective switch off 
of optical links” [20], the authors state that the growth of internet users and higher 
bandwidth services increased the requirement for more transmission and switching 
equipment with more capacity.  
The authors propose ILP formulations and heuristic for their proposed scheme to reduce 
power consumption by selective switching off of optical links. The authors used network 
model of a transparent circuit switched optical network with WDM transmissions with no 
wavelength conversion. The client signals are assumed to be at the speed of 10 Gbps and 
transponders perform forward error correction operations. A lightpath can traverse 
through a number of OXC from source site to destination; the path also includes 
multiplexers, demultiplexers and amplifiers. The authors propose ILP formulations and 
heuristic for selective switching off of optical links. The authors claim that their proposed 
scheme saves between 28% to 33% energy on an average by mediating the results on 
daily traffic variability and also the power consumption reduces with the increase in 
number of wavelengths. Their model reduces power consumption by switching off 
unused fiber links through routing them on alternative links. 
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In [21], the authors state that the power consumption through Information and 
Communications Technology will increase tremendously in the next decade, so it is very 
much important to solve the energy consumption issue for the internet. They also talk 
about the schemes proposed like green routing, energy efficient packet forwarding, 
energy efficient design and selective turn off for access, metro and backbone networks in 
internet. 
In this paper the authors consider a transport network topology defined as graph G (V, E), 
where V is the set of nodes and E is the set of links. The connection requests follow the 
anycast paradigm and energy saving is done by switching off network nodes. In this 
paper the authors count the energy consumption on the basis of erbium doped fiber 
amplifiers, energy consumption due to wavelength utilization and energy consumption 
due to ON state of a node. In the proposed energy efficient distributed framework a node 
can go to sleep mode and refuse to accept transient traffic, but is still required to handle 
the traffic associated with already established lightpaths. The simulation results are 
obtained using the standard NSFNET topology, consisting of 14 network nodes and 21 
links each comprising 16 number of wavelength channels. The authors claim that their 
proposed model reduces energy consumption of a network by 6% at all traffic loads. The 
results obtained by authors also depict that the average end to end network delay is 
maximum for sleep mode scheme compared to energy unaware and adaptive sleep mode 
scheme. In their proposed model each node stores two predetermined thresholds that 
trigger the node switching between sleep and active modes, depending on traffic load. 
The drawback of this model is it can drop lightpath requests due to isolated nodes.  
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In [22], the authors state that grid computing with resource sharing capacity is the future 
for large scale, data intensive applications using geographically distributed resources. 
They state that optical networks are ideal candidates for to fulfill the requirements of grid 
computing, since they have much lower per bit energy cost compared to electrical 
processing. The authors propose a new approach to energy aware resource allocation for 
optical grids with using anycast principle. They also propose ILP formulations for 
minimizing the energy consumption of a set of lightpath demands using anycasting model 
and a fast two stage ILP capable of generating near optimal results for larger networks.  
In this paper the authors consider an IP-over –WDM network architecture [22], where 
each node consists of OXC connected to an IP router. In proposed model the traffic can 
be switched directly in optical domain if routing is not required in electrical domain, 
otherwise it is sent to associated router via transponders. The model considers traffic 
granularity at lightpath level and does not consider sub wavelength demands grooming. 
The authors consider power consumption at IP routers and optical switches. The authors 
consider various topologies ranging from 6 nodes to 14 nodes, including NSFNET and 
COST-239 topologies, with the number of demands ranging from 15 to 150. The authors 
compared their results with energy aware unicast algorithm and energy unaware anycast 
algorithm. The authors claim that their proposed scheme performs 35% better with 40 
lightpath demands and 15% better with 120 demands. The energy savings decrease with 
increase in number of demands because of less availability of nodes to switch off with 
higher number of demands. They also claim that the optical switch requires less energy 
compared to IP routers and optical amplifiers in NSFNET and COST-239 topology. 
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In [23] the authors state that WDM optical networks can fulfill the requirements for the 
growing speed demands with reliability of internet, and propose an ILP formulation for 
energy efficient routing under the fixed window scheduled traffic model, using anycast 
principle. Each scheduled lightpath demand has a specified source node, bandwidth 
requirement (number of required lightpaths), starting time and ending time. In this paper 
the destination node is selected from the set of possible destinations. The authors consider 
power consumption at IP routers, optical switches and pre, post and inline amplifiers. The 
authors conducted experiments on standard 14-node NSFNET and 11-node COST-239 
topology. The authors compared their results with energy aware unicast, energy unaware 
anycast and energy aware but holding time unaware anycast routing approaches. The 
authors claim that their proposed approach reduces energy 21% to 27% compared to next 
best technique, which was energy aware unicast routing. Their approach considers 
applications with periodic bandwidth demands and demand holding time to reduce 
energy consumption. 
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 Summary of related work 
The following table summarizes the most related papers to this work.  
Table 2.1: Literature review summary 
Reference Traffic 
Model 
Traffic 
Granularity 
Routing 
Scheme 
 
Solution 
Approach 
 
Buysee et al. 
2011 
Static traffic 
model 
Sub- wavelength Anycasting ILP 
Coiro et al. 
2011 
Static traffic 
model 
Sub- wavelength Unicasting ILP/ Heuristic 
Tafani et al. 
2012 
Dynamic 
traffic model 
Lightpath Manycasting ILP 
Chen et al. 
2013 
Static traffic 
model 
Lightpath Anycasting ILP 
Chen et al. 
2014 
Fixed Window 
traffic model 
Lightpath Anycasting ILP 
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CHAPTER 3 
Energy Efficient Anycast Routing for Sliding 
Scheduled Lightpath Demands 
3.1. Introduction 
This chapter introduces the proposed ILP using anycast principle for sliding scheduled 
lightpath demands allocation. The objective here is to minimize the network’s energy 
consumption to accommodate the demand set. The global power consumption of 
electricity for Internet is growing at the rate of 9% per year; however the resources like 
power stations or power grids which supply electricity to this are increasing at the rate of 
3% per year [2]. This shows there is a 6% gap between demand and supply for electricity 
[2]. Energy requirements become bottleneck for designing many high speed data 
communication applications. 
3.2. Network Energy Model 
We consider a transparent IP-over-WDM network, which consists of optical cross 
connect switches connected to IP router. We consider power consumption both at 
network nodes and fiber links. The total power consumption by IP router, optical switch 
and fiber links can be calculated using following equations. 
PIP = PIP_low + PIP_ON + PIP_dyn * tIP                                                                             (3.1) 
PSW = PSW_low + PSW_ON + Pλ * tλ                                                                                    (3.2) 
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Pelink= Ppre + Ppost + Pinline                                                                                                  (3.3) 
In both cases PIP and PSW, the first term PIP_low and PSW_low define the power consumption 
of a device at a low power state or inactive state when no traffic passing through it. The 
second terms denotes the static power consumption for turning the device on, so that it 
can carry some traffic. The third term is the dynamic component of the power 
consumption, which increases with the amount of traffic passing through the node. The 
last equation Pelink represents the power consumption of an active fiber link. It is the 
addition of power consumption of all active pre, post and inline active amplifiers. Each 
fiber link e has one pre and one post amplifier and one or more inline amplifiers, 
depending on the length of the link. Table 3.1 shows the power consumption of different 
network devices considered in this thesis. 
Table 3.1: power consumption of network devices [22] 
Device Symbol Power Consumption 
IP router (static) PIP_on 150W 
IP router (dynamic) PIP_dyn 17.6W per λ 
Electronic control system PSW_ON 100W 
Optical switch P λ 1.5W per λ 
Pre-amplifier Ppre 10W 
Post-amplifier Ppost 20W 
In-line amplifier PILA 15W 
Transponder PTR 34.5W 
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3.3. Solution Approach 
To solve the energy consumption problem, there are mainly two schemes: hardware 
improvement schemes and efficient routing schemes [25]. For the hardware 
improvement, the solution can be introduction of the photonic routers or improvement of 
laser energy efficiency [25]. Lasers are used in optical networks to transmit the 
information through fiber. The introduction of energy efficient lasers can be a useful 
solution towards reducing the energy consumption in optical networks. The introduction 
of photonic routers allows routing of lightpaths directly in optical domain without need of 
optical-electrical couplers.  
Our approach to addresses the energy minimization problem by developing energy 
efficient routing schemes. We consider a set of sliding scheduled lightpath demands 
originating from different sources, and select the route and destination for each demand 
in such a way that the overall energy consumption is minimized.  
The main idea is to select a destination node and routing path for each demand, such that 
the components required establishing the lightpath can be shared by other lightpaths as 
much as possible. For example in Figure 3.1, suppose the circled destination node and 
highlighted path is already ‘active’. If a new demand is to be established and we select a 
different destination and path, this will require turning ‘on’ additional network 
components. On the other hand, if we select the destination which is circled, then all the 
network components connecting the source to the destination is already turned on, and 
the additional traffic load on these components will only increase the energy consumption 
incrementally. The notable thing here is that the power requirement of adding extra traffic 
on a node or link is significantly lower compared to turning on additional network 
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components [22]. Existing work on energy efficient RWA focused on static, dynamic or 
fixed window demand allocation [23, 24]. Unlike the previous work, we address the 
problem of sliding scheduled demand allocation based on anycast principle for WDM 
optical networks. 
 
 
 
 
The ILP performs EA-RWA (Energy aware routing and wavelength assignment) for 
sliding scheduled traffic model. The objective of the ILP is to find the total energy 
consumption of the network by reducing it through energy efficient routing. The 
constraints find route to destination based on anycast/ unicast and try to minimize the 
number of active network components. 
 
Figure  3.1: Energy Efficient Solution Approach 
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3.4. Proposed Integer Linear Program 
In this section we present our ILP formulation for energy aware RWA of scheduled 
lightpath demands under the sliding window traffic model. The following parameters are 
given as input to the ILP. 
Inputs 
 Physical topology G[N,E] 
 N: Set of nodes in the network 
 E: Set of edges in the network 
 P: Set of scheduled lightpath demands to be routed over the physical topology. 
 (i, j): edge in the network from node i to node j 
 Dp = set of candidate destination nodes for lightpath demand p 
 Set of lightpath demand requests (sp, Dp, np, αp, ωp, τp), where s(d) is the source 
(destination)node, n is the number of required lightpaths, (α, ω) specifies the larger 
window andτdenotes the holding time for each demand, where   ≤ 	  −  .  
 K = Set of channels available on each fiber link 
 m = 1, 2, 3..mmax, m is the number of intervals (0≤   ≤ 23) 
 M = a large constant, M is the large constant that represents the entire time interval 
from the beginning of the earliest window to the end of the final window. 
    
  = static component of IP router power consumption 
    
  = dynamic component of IP router power consumption 
    
  = static component of optical switch power consumption 
    
  =dynamic component of optical switch power consumption 
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      
  = power consumption of link e 
There are following three types of variables are defined as binary variables. 
a) Channel assignment variables:   ,  for wavelength continuous network 
b) Route assignment variables:   , ,   ,  and   ,  ,  ,  
c) Scheduling variables:    ,  and   ,  
It is well known that the computational complexity of an ILP increases exponentially 
with the number of integer variables [23]. Therefore, all remaining variables are defined 
as continuous variables; however some of them are restricted to take only integer values, 
by careful use of constraints.  
Binary variables 
   , = 1, if IP router at node i is being used during interval m. 
   ,  = 1, if optical switch at node i is being used during interval m. 
   ,  = 1, if link e is being used during interval m. 
   , (  , ,   , ) = 1, if LP uses node i (link e, channel k). 
   ,  = 1, if node i is selected as destination node for LP p. 
   ,  = 1, if LP p is active during interval m. 
    ,  = 1, if m is the starting interval for LP p. 
 
Continuous variables 
   , 
  = 1, if LP uses IP router at node i during interval m. 
   , 
 
= 1, if LP uses optical switch at node i during interval m. 
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   , 
 
= 1, if LP p uses channel k on link e. 
   , 
   = 1, if link e is being used during interval m. 
 
ILP formulation 
Minimize∑  ∑     
  ∙   ,  +		∑    
  ∙   , 
 
 ∈    + ∈  ∑     
  ∙   ,  + ∑    
  ∙ ∈  ∈  
  , 
 
  +∑      
  ∙   , 
	
 ∈    
                                                                                                                                          (1) 
Subject to: 
Destination node selection constraints:  
    ,  = 1	
	
 ∈  
, ∀  ∈  																																																																																																																		(2 ) 
  ,  =0, ∀  ∉   , ∀  ∈  																																																																																																												(2 ) 
Route selection constraints:  
    , 
	
 : → ∈ 
−     , 
	
 : → ∈ 
	= 	 {	 
1														  	  =   
−  , 					  ℎ      
, ∀  ∈  ,   ∈  																													(3) 
  ,  = 	    , 
	
 :( : → ∈ )
, ∀  ∈  ,   ∈  																																																																																					(4) 
IP router usage contraints:  
  ,  +   ,  −   , 
  ≤ 1, ∀  ∈  , ∀  ∈   ,∀ ,    ≤   ≤   																																														(5 ) 
  ,  ≥   , 
  , ∀  ∈  , ∀  ∈   ,∀ ,    ≤   ≤   																																																																				(5 ) 
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  ,  ≥   , 
 
, ∀  ∈  , ∀  ∈   ,∀ ,    ≤   ≤   																																																																		(5 ) 
∑   , 
 
 
 
≤   , , ∀  ∈  , ∀  ∈   ,∀ 																																																																																									(5 ) 
  ,  ≤   , 
  ,
 
∀  ∈  , ∀  ∈   ,∀ 																																																																																									(5 ) 
Optical switch usage constraints: 
  ,  + (  ,  +   , ) −   , 
 
≤ 1, ∀  ∈  , ∀  ∈   ,		∀ ,    ≤   ≤   																												(6 ) 
  ,  ≥   , 
 
, ∀  ∈  , ∀  ∈   ,		∀ ,    ≤   ≤   																																																															(6 ) 
(  ,  +   , ) ≥   , 
 
, ∀  ∈  , ∀  ∈   ,		∀ ,    ≤   ≤   																																																		(6 ) 
∑   , 
 
 
 
≤   , , ∀  ∈  , ∀  ∈   ,∀ 																																																																																								(6 ) 
  ,  ≤   , 
 
 
, ∀  ∈  , ∀  ∈   ,∀ 																																																																																							(6 ) 
Fiber link usage constraints: 
  ,  +   ,  −   , 
 
≤ 1, ∀  ∈  , ∀  ∈  	,∀ ,    ≤   ≤   																																												(7 ) 
  ,  ≥   , 
  , ∀  ∈  , ∀  ∈  	,∀ ,    ≤   ≤   																																																																	(7 ) 
  ,  ≥   , 
  , ∀  ∈  , ∀  ∈  	,∀ ,    ≤   ≤   																																																																			(7 ) 
∑   , 
 
 
 
≤   , , ∀  ∈  , ∀  ∈  	,∀ 																																																																																								(7 ) 
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  ,  ≤   , 
 
 
, ∀  ∈  , ∀  ∈  	,∀ 																																																																																							(7 ) 
RWA constraints: 
   ,  = 1, ∀  ∈  
 ∈ 
																																																																																																																					(8) 
  ,  +   ,  −   , 
  ≤ 1, ∀  ∈  , ∀  ∈  , ∀  ∈  																																																																				(9) 
  ,  ≥   , 
 
, ∀  ∈  , ∀  ∈  , ∀  ∈  																																																																																						(10) 
  ,  ≥   , 
 
, ∀  ∈  , ∀  ∈  , ∀  ∈  																																																																																							(11) 
  , 
 
+   ,  +   , 
 
+   ,  ≤ 3, ∀  ∈  , ∀  ∈  , ∀ ,   ∈  , ∀ ,    ≤   ≤   										(12)	 
Demand scheduling constraints: 
∑    ,  = 1, ∀  ∈  , ∀ ,    ≤   ≤                              									(13) 
∑   ,  =   , ∀  ∈  	, ∀ ,    ≤   ≤           				(14) 
  ,    ≥    , , ∀  ∈  , 0 ≤   <   , ∀ ,    ≤   ≤   																																																				(15) 
3.4.1. Justification of the ILP  
The objective function in (1) tries to minimize the total number of active network 
components.    
   and    
   are the static components of power consumption in IP routers 
and optical switches respectively. The variables which   , (  , ) will be set 1 if the IP 
router (optical switch) at node i is being used during interval m.    
   and    
   represent the 
dynamic component of power consumption of an IP router and optical switch 
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respectively. In other words    
  (   
  ) represents the incremental power consumption for 
each lightpath routed through the router (optical switch). Therefore, ∑    
  ∙   , 
 
 ∈    
(∑    
  ∙   , 
 
 ∈  ) represents the total dynamic power consumption for all lightpaths p that 
are using the router (optical switch) at node i during interval m.      
  is the power 
consumption of an active link e, i.e. a link which has at least one lightpath using the link. 
This value does not depend on the number of lightpaths using the link. The variable 
  , is set to 1 if link e is active during interval m. So, ∑      
  ∙   , 
	
 ∈   represents the total 
power consumption for all links, during interval m. Similarly, ∑     
  ∙   ,  + ∈ 
		∑    
  ∙   , 
 
 ∈    , ( ∑     
  ∙   ,  + ∑    
  ∙   , 
 
 ∈    ∈  ) represents the total power 
consumption for all IP routers (optical switches) during interval m. Finally, the outer 
summation (∑ 	  ) in the objective function gives the total power consumption over all 
intervals.  
Constraint (2a) selects exactly one destination for demand p. Constraint (2b) sets the 
value of   ,  = 0, if   ∉   . This ensures that destination nodes are selected only from the 
set of candidate destinations for each demand p. Constraint (3) is the standard flow 
conservation constraint, which is used to find a feasible path from source node sp to the 
selected destination dp,i for each demand p.  
Constraint (4) identifies the nodes that are used along the selected path of a demand p. 
The optical switches at all these nodes will be used by demand p, during the intervals in 
which it is active.  
Constraint (5a)-(5c) are used to set the value of    , 
  = 1, if router at node i is being used 
by demand p during interval m. Constraint (5a) states that if   ,  = 1, (i.e. node i is the 
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selected destination node for demand p) and   ,  = 1, (i.e. node demand p is active 
during interval m) then   , 
  = 1. Constraints (5b) and (5c) state that if either   ,  = 0 or 
  ,  = 0, then   , 
  must be set to 0. In constraint (5d) if there is at least one demand p 
which uses the IP router at node i during interval m (i.e.   , 
  = 1), then the left hand side 
of the constraint will be greater than 0.  This forces   , 
	 = 1, since it is a binary variable. 
On the other hand constraint (5e) states that if∑   , 
 
  = 0 , (i.e.   , 
 
= 0, ∀  ∈  ), then 
  , 
	 = 0. In other words, constraints (5d) and (5e) together set the value of   , 
	 = 1, if 
the IP router at node i is being used by at least one demand (possibly more than 1) during 
interval m, and set   , 
	 = 0 otherwise. 
Constraints (6a) - (6e) are very similar to constraints (5a) – (5e) and are used to determine 
if the optical switch at node i is being used by at least one lightpath demand during 
interval m. These constraints together set the value of   , 
	 = 1, if the optical switch at 
node i is being used by at least one demand (possibly more than 1) during interval m, and 
set   , 
	 = 0 otherwise. Similarly, constraints (7a) - (7d) together set the value of   , 
	 =
1, if fiber link e is being used by at least one demand (possibly more than 1) during 
interval m, and set   , 
	 = 0 otherwise. 
Constraint (8) enforces the wavelength continuity constraint, which states that a lightpath 
demand p can be allocated exactly 1 wavelength in along its entire route. Constraints (9)-
(11) ensures that   , 
   is restricted to take on values of 0 or 1. This lowers the number of 
integer variables in the ILP, which leads to less complexity of the ILP. Constraints (9)-
(11) set the value of   , 
   to 1, if the lightpath p uses channel k on link e, and set it to 0, 
otherwise. 
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Constraint (12) enforces the wavelength clash constraint, which states that two lightpaths 
demands p and q cannot use same channel k on the same link e during the same interval 
m. If two demands p and q both use the same channel k on a link e, then we will 
have  , 
 
= 1 and   , 
 
= 1. This will be a valid assignment if and only if demands p and 
q are time disjoint, i.e. they are never active during the same time interval. If there is at 
least one time interval l, during which both p and q are active, then we will have   ,  = 1 
and   ,  = 1, during interval l. In this case, the left hand side of constraint (12) will have 
a value of 4, which would violate constraint (12). Hence, such an assignment will not be 
allowed. 
In the fixed window traffic model, it is trivial to determine the start and end times of 
demands because they are specified in inputs. In sliding window model the ILP itself 
determines the most suitable start time for each demand, based on other demands’ start 
times and durations. Constraints (13)- (15) find best starting interval for each lightpath 
demand and consequently determines the value of   , for each time interval, i.e. they 
determine the intervals during which a demand p will be active. Constraint (13) sets the 
actual starting time for demand p during interval m, and states that there can be exactly 
one starting interval for each demand. Constraint (14) sets the number of active intervals 
for each demand p to its demand holding time    .Finally, constraint (15) states that 
demand p will be active for   consecutive time intervals, beginning with the selected 
starting interval of    ,  for demand p.  
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3.4.2. Modification for fixed window model 
For fixed window model, the actual start time for the demand is same as the starting time 
of its window. This means    =    −    + 1 and     =   , ∀  ∈  . So in fixed window 
model, the starting time is known in advance. This can be easily handled by the proposed 
ILP, by simply adding an extra constraint as follows: 
   ,   = 1, ∀  ∈  																																																																																																																							(16) 
Constraint (16) states that    will be automatically selected as the starting interval for 
demand p, i.e. the ILP do not have the option of selecting any other time interval as the 
starting interval for p. Once the starting interval is set, all other constraints function in a 
similar manner as for sliding window model. 
3.5. An Illustrative Example 
In order to illustrate the effectiveness of the proposed approach, we consider a simple 
four node topology with three lightpath demands. As shown in the Figures 3.2 and 3.3, 
the topology has four nodes and five bi-directional links. There are three lightpath 
demands, the first demand p1 is specified as p1 = (2, {1}, 2, 4, 2). This demand has source 
node s1=2, the set of possible destinations D1 = {1}, the demand must be scheduled 
within intervals    = 2,    = 4 and the demand holding time   =2 intervals. The second 
demand p2 is specified as p2 = (1, {3}, 1, 4, 3) and third demand is p3 = (2, {3, 4}, 3, 5, 2). 
Based on this demand set the ILP routes the lightpaths as shown in the Figure 3.3(a, b, c) 
and schedules demands as shown in Figure 3.2(a, b).  
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As shown in Figure 3.3 there are three possible alternative routes for demand p3. Also 
demand p3 is active during either m=3 and m=4 or m=4 and m=5 with its holding time 2 
as shown in Figure 3.2. So demand p3 can have two possible starting times m=3 and m=4, 
as m=5 is not possible as starting time. 
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ω1 
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Figure 3.2: Illustrative Example for possible start time for P3 
Figure 3.3: Possible destination and routes for P3 
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For the given possibilities we have six different cases to route the lightpath p3 from node 
2  node 3 with scheduling it in to two possible intervals, which are given below: 
Case 1: node 2 node 1node 3 with start time m=3 
Case 2: node 2 node 1node 3 with start time m=4 
Case 3: node 2  node 1  node 4 node 3 with start time m=3 
Case 4: node 2  node 1  node 4  node 3 with start time m=4 
Case 5: node 2 node 3 with start time m=3 
Case 6: node 2 node 3 with start time m=4 
Now for the given cases we can count number of active nodes and number of active links 
as shown in the table 3.2 and 3.3. 
Table 3.2: Illustrative Example 
Intervals m=1 m=2 m=3 m=4 m=5 
Case # Active 
nodes 
Active 
Links 
Active 
nodes 
Active 
Links 
Active 
nodes 
Active 
Links 
Active 
nodes 
Active 
Links 
Active 
nodes 
Active 
Links 
Case 1 0 0 2 1 3 2 3 2 0 0 
Case 2 0 0 2 1 3 2 3 2 3 2 
Case 3 0 0 2 1 4 4 4 4 0 0 
Case 4 0 0 2 1 3 2 4 4 4 3 
Case 5 0 0 2 1 3 3 3 3 0 0 
Case 6 0 0 2 1 3 2 3 3 2 1 
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Table 3.3: Number of active nodes and links for each case 
 Number of Active Nodes Number of active Links 
Case 1 8 5 
Case 2 11 7 
Case 3 10 9 
Case 4 13 10 
Case 5 8 7 
Case 6 10 7 
 
For an example, in demand p3 two possible destinations are node 3 and node 4. Now for 
demand p3, if we select the node 3 as destination other than node 4 then it allows node 4 
to remain in low power state. Node 3 is already in use by other two demands p1 and p2. 
Also the route 213 is selected for demand p2, rather than shorter route 23. The 
reason behind this is links 21 and 13 are already in use by other demands p1 and p2. 
This means that optical amplifiers on link 23 can remain in low power state. In 
scheduling p1 and p2 start during interval m=3 and m=2 rather than intervals m=1 and 
m=2. This allows p1 andp2 to remain active for the entire duration of demand p3. This 
shows that the network components will be active for minimum amount of time which 
leads to less energy consumption. As shown in table 3.3 the number of active links and 
number of active nodes are minimum for case 1, which uses our proposed routing scheme 
for RWA. 
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Chapter 4 
EXPERIMENTATION AND RESULTS 
In this chapter we present experimental results, obtained using our proposed ILP 
formulations. The ILP is able to generate optimal results for practical sized problems. 
Our ILP formulation considers all possible paths between source node and destination 
node in order to give optimal results.  
4.1. Simulation Parameters 
To perform experiments for our proposed ILP formulations, we considered three well 
known topologies ranging in size from 11 nodes to 24 nodes. This includes the standard 
NSFNET [24] and COST-239 [24] topologies as shown in Figure 4.1 – 4.3. In our 
experimentation we have considered the network size ranging from 11-24 nodes as we 
are addressing the network which supports large volume of data transmission with 
relatively high speed like data-center networks and grid applications. We have performed 
experiments considering 10, 20, 40 and 80 lightpaths. The simulation was run 5 times for 
each specified demand size and specified network topology. We have considered number 
of factors for demand set such as length of the links, the number of available destination 
nodes and the distribution of demands. The results obtained from the simulations, 
correspond to average values (rounded to the nearest integer) over different experiment 
runs. The simulation was carried out with IBM ILOG CPLEX 12.6.2 [30]. 
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For each given network topology, we have tested our proposed approach with different 
sized demand sets and different demand time correlations    as defined in [29]. 
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Figure 4.1: Topology 11-node network: 24 links (COST-239) 
Figure 4.3: Topology 24-node network: 43 links 
Figure 4.2: Topology 14-node network: 21 links (NSFNET) 
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 The demand time correlation   determines the overlapping between different demands. 
If  =0, it means that the demands do not overlap in time, so RWA can be done for each 
demand separately.  
4.2. Comparison of energy consumption for ILP formulations 
It has been already shown that energy aware anycast routing under the fixed window 
traffic demand allocation, where demand start time and end times are specified 
beforehand, can lead to energy savings compared to both energy- unaware anycast and 
energy aware unicast approaches [24]. In this thesis, we investigate how much additional 
improvements can be achieved using sliding scheduled lightpath demand allocation, even 
over previous best performing model. 
In this section we present the simulation results for joint scheduling and routing of 
scheduled lighpath demands in optical grid networks. The results reported in this section 
are average results based on at least five simulation runs.  
For the simulations we have considered four distinct scenarios: 
a) Energy aware anycast sliding scheduled traffic model (EA-anycast-SSLD): This is our 
proposed approach, where the ILP selects the best possible destination node and start 
time for each demand, and then performs RWA. 
b) Energy aware anycast fixed window traffic model (EA-anycast-FW): In this case the 
ILP is free to choose a suitable destination node, but the start time of each demand is 
fixed.  
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c) Energy aware unicast sliding scheduled traffic model (EA-unicast-SSLD): In this case 
the destination node is specified beforehand, but the ILP can select suitable start time 
for each demand. 
d) Energy aware unicast fixed window traffic model (EA-unicast-FW): In this case both 
the destination node and start time of demand are fixed and the ILP only performs the 
RWA for each demand. 
Figure 4.4 shows the results for 11-node topology (COST-239), with 16 channels per 
fiber and demand set sizes of 10, 20 and 40. The Y-axis shows the normalized energy 
minimization for each case with respect to worst case scenario and X-axis shows the 
number of demands. In 11-node topology we have normalized the energy consumption 
values with respect to the energy consumption for EA-unicast-FW for 40 number of 
lightpath demands. It is clearly seen from the graph that the proposed approach (EA-
anycast-SSLD) performs best irrespective of the number of demands. The EA-unicast-
SSLD performs better compared to EA-unicast-FW, and EA_unicast_FW has the worst 
performance. The EA-anycast-SSLD shows improvement about 13% over EA-anycast-
FW, 24% over EA-unicast-SSLD, 32% over EA-unicast-FW for the 10 lightpath case. For 
20 lightpath demands EA-anycast-SSLD shows improvement about 11% over EA-
anycast-FW, 38% over EA-unicast-SSLD, 46% over EA-unicast-FW. The EA-anycast-
SSLD shows improvement about 7% over EA-anycast-FW, 40% over EA-unicast-SSLD, 
46% over EA-unicast-FW for the 40 lightpath case. It is also notable from the graph that 
as the number of demands increase the energy consumption also increases.  
 50 
 
As we see in Figure 4.4, the gap between anycast approach and unicast approach is large 
compared to the gap between fixed window models and sliding scheduled models, which 
indicates that selection of the destination node is a more important factor in determining 
overall energy consumption compared to the start time. As expected, the overall trend 
shows an increase in energy consumption with increase in number of demands, since 
more network components such as switches, routers and amplifiers will be required to 
turn on. 
 
Figure 4.4: Comparison of Energy Consumption for 11-node Topology 
  
 
Figure 4.6: Comparison of Energy 
Figure 4.5: Comparison of Energy 
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Consumption for 24-node Topology 
Consumption for 14-node Topology 
 
 
  
In Figures 4.5 and 4.6, the comparison of energy 
21 links (NSFNET) and 24
have performed experiments with 10, 20, 40 and 80 lightpath demands. For 24 node 
topology, the experiments were performed on 10, 20 and 40 light
For both networks, the proposed sliding scheduled traffic demands allocation model 
outperforms other approaches. The energy consumption also increases as the number of 
demands increase for both the topologies. The average improvement over the
approach (EA_anycast_FW
respectively. 
We next consider results for different networks with the same number of dema
illustrated in Figure 4.7. The graph illustrates that the energy consumption is more in the 
case of 14-node topology compared to 11
energy consumption for 24
Figure 4.7: Compariso
52 
consumption for 14-node topology with 
-node with 43 links is illustrated. For 14-node topology, we 
path demands.
) is 13%, 11% and 7% for with 10, 20 and 40 demands 
-node topology for all the approaches, but the 
-node topology is less compared to 14-node topology although 
n of Energy Consumption for different networks 
 
 next best 
 
nds as 
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24-node topology includes more nodes and links compared to 14-node topology. This can 
be due to a number of factors, such as the length of the links, the number of available 
destination nodes, and .the distribution of the demands.  
In Figure 4.8 we show the relative improvement obtained using the EA-anycast-SSLD 
over other schemes. EA-anycast-SSLD shows 12% improvement on 11-node topology, 
11% improvement on 14-node topology and 7% improvement on 24-node topology 
comparing to next best technique EA-anycast-FW.  
 
The simulation results show a big improvement by EA-anycast-SSLD over EA-unicast-
SSLD and EA-unicast-FW. EA-anycast-SSLD performs 30% better on 11-node 
topology, 38% better on 14-node topology and 40% better on 24-node topology 
compared to EA-unicast-SSLD. EA-anycast-SSLD performs 38% better on 11-node 
Figure 4.8: Improvement by EA_anycast_SSLD in % 
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topology and 46% better on 14-node and 24-node topologies compared to EA-unicast-
FW. 
4.3. Comparison of solution times 
We next consider the comparison of execution times of our proposed approach with the 
other approaches. The simulation results show that fixed window traffic allocation 
requires significantly less time compared to sliding scheduled demand allocation. The 
reason is that the additional flexibility in demand start time leads to an increase in the 
number of integer variables, which results in a much larger search space. 
 
The graph in Figure 4.9 shows that the execution time increases with number of nodes, 
increases as expected.  
Figure 4.9: Comparison of Execution time 
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The EA-anycast-SSLD shows linear steady growth in execution time with increase in 
number of nodes. EA-unicast-SSLD performs slightly faster compared to EA-anycast-
SSLD. The two fixed window approaches, EA_anycast_FW and EA_unicast_FW perform 
the best and are significantly faster than the other approaches. 
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Chapter 5 
CONCLUSION AND FUTURE WORK 
 
5.1. Conclusion 
In this thesis, we have presented a new approach for energy aware RWA, which jointly 
schedules demands (in time) and performs routing of sliding scheduled lightpath 
demands in optical grid networks with exploiting the flexibility of anycast principle. We 
propose an approach which implements comprehensive energy-aware resource allocation 
for optical grid networks which is able to consider power consumption over a wide 
variety of network components [24].  We have considered both anycast principle and 
sliding scheduled demand allocation model in order to minimize the overall energy 
consumption of the network. To the best of our knowledge no optimal ILP formulation 
exists for sliding scheduled lightpath demands with the objective of energy minimization 
for optical grid networks. The objective of this thesis was to minimize the overall energy 
consumption through minimizing number of active network components. Our approach 
minimizes the number of active network components by routing the lightpath to already 
active nodes and links instead of turning on new network elements. 
We have compared our results with previous best technique using fixed window demand 
allocation model. We have performed experimentation on different standard topologies 
like NSFNET and COST-239. The simulation results demonstrate that the proposed 
approach can significantly lower energy consumption, even compared to previous 
energy-aware routing for lightpaths with pre-specified start and end times.  
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5.2. Future Work 
In sliding scheduled lightpath demand allocation and fixed window demand allocation, 
once the transmission of a demand is started, it does not terminates until the entire data 
has been transported. In practical applications it may not be the case that the continuous 
data transmission is compulsory. Instead it may be possible to divide the total data into 
small chunks, which are sent separately. The full amount of data transfer should still be 
completed within the specified time range. This type of traffic model is known as non-
continuous sliding scheduled traffic model, in which a demand can be decomposed in to 
more than one component. 
The non-continuous sliding scheduled model adds more flexibility to our proposed 
sliding scheduled approach. One possible direction for future work is to develop an 
energy-aware RWA for the non-continuous sliding scheduled traffic model.  
Our simulation results show that the execution time of the proposed approach increases 
significantly as the number of nodes and links increase and also with the increase of 
number of demands. Therefore, it would be useful to develop fast heuristic algorithms to 
solve the same problem. The possibility of several meta-heuristics such as genetic 
algorithm, tabu search or simulated annealing can be explored in order to get faster 
results. The optimal solutions obtained from our approach can be used as a benchmark 
for evaluating heuristic solutions for small networks. 
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