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Abstract
The spreading behavior of new or invasive species is a central topic in ecology. The
modelings of free boundary problems are widely studied to better understand the
nature of spreading behavior of new species. From mathematical modeling point of
view, it is a challenge to perform numerical simulations of free boundary problems,
due to the moving boundary, the stiffness of the system and topological changes.
In this work, we design numerical methods to investigate the spreading behavior
of new species for a diffusive logistic model with a free boundary and a diffusive
competition system with free boundaries. We develop a front-tracking method, which
explicitly tracks the location of the moving boundary, in one dimension and higher
dimensions with spherical symmetry. In higher dimensional cases, we introduce level
set method to handle topological bifurcations. Various numerical simulations in one
and two dimensional spaces are presented to validate the accuracy, and stability of the
proposed numerical methods. To efficiently solve stiff reaction-diffusion equations, we
also develop implicit integration factor (IIF) method combining Krylov subspace to
solve the diffusive logistic model with a free boundary in one dimension. Compared
with different numerical schemes, it can be observed that Krylov IIF is advantageous
to other approaches in terms of stability and efficiency by direct comparison through
numerical examples.
iv
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Chapter 1
Introduction
The spreading behavior of new or invasive species is a central topic in ecology, and
considerable research has been devoted to the better understanding of the nature
of such spreading. The modeling of biological invasions has been widely studied in
[1, 2, 19, 33, 37, 54, 61, 62] under the crucial restriction that the spatial domain is
not constrained by the population behavior. The first diffusive logistic model related
to biological invasions was initiated in 1937, of course without boundary restrictions,
independently by Fisher [19] and Kolmogorov-Petrovsky-Piskunov (KPP)[33]. To
our knowledge the seminal paper [14] by Du and Lin is the first contribution in the
field of spreading of populations where a Stefan condition is used and managing a
moving boundary problem of parabolic type. Further developments of this problem
have been treated in [13, 15, 16]. The diffusive logistic model with a free boundary
of [14] for the density of population of the invasive species U(t,x) depending on time
t and spatial variable x states as follows:
∂U
∂t
−D∆U = f(U) for x ∈ Ω(t), t > 0; U = 0 for x ∈ ∂Ω(t), t > 0. (1.1)
The nonlinear function f(U) is assumed to be a C1 function satisfying f(0) = 0,
and in the literature it is often taken to be the logistic function f(U) = U(a − bU)
with a, b positive constants. In our work, we take the logistic function as f(U) to
demonstrate the numerical methods.
The evolution of the moving domain Ω(t) ⊂ RN , or rather its moving boundary
∂Ω(t) is determined by the one phase Stefan condition, which, in the case ∂Ω(t) is a
C1 manifold in RN , can be described as follows:
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Any point x ∈ ∂Ω(t) moves with velocity µ|∇xU(t,x)|n(x), where n(x)
is the unit outward normal of Ω(t) at x, and µ is a given positive constant.
The moving boundary ∂Ω(t) is generally called the “free boundary”. The spreading
behavior in the diffusive logistic model with a free boundary has been extensively stud-
ies theoretically. Specially, the authors in [14] establish the spreading-vanishing di-
chotomy in one dimension: Suppose (u(t, x), h(t)) is the solution of the free boundary
problem in one dimension, either new species spreads successfully so that h∞ = +∞
and
lim
t→+∞(u(t, x)) =
a
b
uniformly for x in any bounded set of [0,∞)
or new species vanishes as
h∞ ≤ pi2
√
D
a
and lim
t→+∞ ‖u(t, ·)‖C([0,h(t)]) = 0.
Theoretical results in [14] also state that for h0 ≥ pi2
√
D
a
spreading of the species
is guaranteed. Even if h0 < pi2
√
D
a
, spreading occurs under condition µ > µ∗ where
µ∗ is an unknown threshold depending on u(0, x), see Theorem 3.9 of [14]. In the
spreading case the population density tends to the habitat carrying capacity limit a
b
as time tends to infinity, see Lemma 3.2 of [14]. For h0 < pi2
√
D
a
and µ ≤ µ∗ vanishing
happens, satisfying that pi2
√
D
a
is an upper bound of h(t).
In [16], the regularity and long-time behavior of ∂Ω(t) and u(t,x) in high di-
mension are studied. It is shown that a spreading-vanishing dichotomy holds: either
Ω(t) stays bounded (i.e., is contained in some fixed ball in RN) for all t > 0, and
u(t,x) → 0 as t → ∞ uniformly in x ∈ Ω(t), or Ω(t) converges to RN , with ∂Ω(t)
approximating a moving sphere enlarging to infinity as t → ∞. Moreover, in the
latter case, for all large t, ∂Ω(t) is a smooth closed manifold without boundary.
In contrast, very few papers have treated numerically these nonlinear models
focusing on the stability and the preservation of the qualitative properties of the
theoretical solution [14, 16]. On one hand, extremely small time steps generally are
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required due to the stiffness of the system. On the other hand, it is always difficult
to efficiently and accurately handle the moving boundaries.
To efficiently handle the moving boundaries, level set method [18, 45, 51, 52, 65, 66]
and front tracking method [35, 47, 63, 67] are two popular numerical approaches. One
distinct feature of front tracking [11, 22, 27, 30, 36, 58] is using a pure Lagrangian
approach to explicitly track locations of interfaces, but it is difficult to handle topo-
logical bifurcations in high dimensions, while the level set method can efficiently
overcome such difficulties.
In this work, we are devoted to designing efficient numerical methods to solve the
diffusive logistic model with a free boundary. Combining the implicit solver, front
tracking method, which explicitly tracks the location of interfaces, is adopted to
develop numerical schemes for the one dimensional case and higher dimensional case
in a spherically symmetric setting. This approach enjoys the following advantages:
(1) overcome the stiffness of the system caused by diffusion term and reaction term,
so large scale time steps are allowed; (2) capture the locations of the moving front
explicitly. A front-fixing approach is also introduced and applied to develop numerical
schemes for the one dimensional case and higher dimensional case in a spherically
symmetric setting to verify the accuracy of front-tracking method. The main idea
of front-fixing approach is to transform the original moving boundary problem into
a problem with a fixed computational domain. Then a new but equivalent system
is obtained. Comparison for front-tracking method and front-fixing method are hold
in numerical experiments to show accuracy and consistency of both methods. In
higher dimensional case, we introduce level set method to handle moving boundaries
instead. As front-tracking method tracks locations of interfaces explicitly, it is difficult
to handle topological bifurcations in high dimensions, while level set method can
efficiently overcome such difficulties. The idea behind level set method is to construct
a level set function φ and move φ with the correct speed at the front and followed by
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updating u(t,x). The new position of the front is stored implicitly in φ. With this
approach, we avoid difficulties that arise from explicitly tracking the moving front and
thus increase the efficiency to deal with complex interfacial geometries. Numerical
experiments are designed to illustrate and verify the theoretical solution [14, 16].
We then extend our numerical methods to the diffusive competition system with
two free boundaries to investigate the spreading behavior of two computing species.
The rest of this dissertation is organized as follows. In Chapter 2, we briefly
review the diffusive logistic model with a free boundary. A front-tracking approach
is introduced for one-dimensional model and for a two-dimensional case with radial
symmetry, and the method is also compared to front-fixing method. After that, a
level set method is discussed for a more general two-dimensional case for one-species
reaction-diffusion system with a free boundary. Finally we present numerical simu-
lations to validate the accuracy, efficiency, stability and consistency of the proposed
numerical methods for the diffusive logistic model with a free boundary. In Chapter
3, we develop front tracking and front fixing method for the diffusive competition
system with two free boundaries in one dimension, and we also introduce the level
set method for the diffusive competition system with two free boundaries in the
general two-dimensional case. The accuracy, efficiency, stability and consistency of
the proposed numerical methods for the diffusive competition system with two free
boundaries are tested. In Chapter 4, we first transform the one-dimensional diffusive
logistic model with a free boundary into a system with a fixed computational domain,
and then introduce four different temporal schemes: Runge-Kutta, Crank-Nicolson,
implicit integration factor (IIF) and Krylov IIF for handling such stiff systems. Nu-
merical examples are examined to illustrate the efficiency, accuracy and consistency
for different approaches, and it can be shown that Krylov IIF is superior to other
three approaches in terms of stability and efficiency by direct comparison. Finally
some concluding remarks and future work are given in Chapter 5.
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Chapter 2
Numerical Methods for A Diffusive Logistic
Model with a Free Boundary1
1S. Liu, Y. Du and X. Liu. Accepted by International Journal of Computer Mathematics.
Reprinted here with permission of publisher, 11/13/2019.
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2.1 Abstract
The spatial-temporal spreading of invasive species in a habitat is a central topic in
ecology. It is described by a diffusive logistic model with a free boundary, where the
free boundary represents the unknown expending front of the species. We propose
front-tracking method and level set method focusing on the preservation of the quali-
tative properties of theoretical solutions. Illustration with numerical examples of the
spreading-vanishing dichotomic behavior are given. The stability, accuracy and con-
sistency of proposed numerical methods are established with numerical experiments.
2.2 Introduction
The spreading behavior of new species of the diffusive logistic model with a free
boundary is extensively studied in recent years theoretically [13, 14, 15, 16]. In one
dimension, the spreading-vanishing dichotomy in the diffusive logistic model with a
free boundary establish that (see Theorem 3.3 in [14]):
Let (u(t, x), h(t)) be the solution of the free boundary problem in one dimension.
Then the following alternative holds:
Either
• spreading: h∞ = +∞ and limt→+∞(u(t, x)) = ab uniformly for x in any bounded
set of [0,∞);
• vanishing: h∞ ≤ pi2
√
D
a
and limt→+∞‖u(t, ·)‖C([0,h(t)]) = 0.
Theoretical results in [14] establish that for h0 ≥ pi2
√
D
a
spreading of the species is
guaranteed. Even if h0 < pi2
√
D
a
, spreading occurs under condition µ > µ∗ where
µ∗ is an unknown threshold depending on u(0, x), see Theorem 3.9 of [14]. In the
spreading case the population density tends to the habitat carrying capacity limit a
b
as time tends to infinity, see Lemma 3.2 of [14].
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In [16], the regularity and long-time behavior of ∂Ω(t) and u(t,x) in high dimen-
sion are studied, and it is shown that a spreading-vanishing dichotomy holds: either
Ω(t) stays bounded (i.e., is contained in some fixed ball in RN) for all t > 0, and
u(t,x) → 0 as t → ∞ uniformly in x ∈ Ω(t), or Ω(t) converges to RN , with ∂Ω(t)
approximating a moving sphere enlarging to infinity as t → ∞. Moreover, in the
latter case, for all large t, ∂Ω(t) is a smooth closed manifold without boundary.
We aim to treat the diffusive logistic model with a free boundary in one dimen-
sion and higher dimensions numerically, which can be a continuation and numerical
complement of [13, 14, 15, 16]. We propose front-tracking method in one dimension
and higher dimension with radially symmetry, we also introduce level set method
for general two dimension case. The dichotomic behaviors of new species from the
diffusive logistic model with a free boundary are illustrated by numerical examples.
We also test the stability, accuracy and consistency of proposed numerical methods
with numerical experiments.
2.3 Numerical methods for 1D model
The diffusive logistic model with a free boundary in one dimension of [14] for the
density of population of the invasive species U(t, x) depending on time t and spatial
variable x states as follows:
∂U
∂t
−D∂
2U
∂x2
= U(a− bU), t > 0, 0 < x < H(t), (2.1)
together with the boundary conditions
∂U
∂x
(t, 0) = 0, U(t,H(t)) = 0, t > 0, (2.2)
the Stefan condition
H ′(t) = −µ∂U
∂x
(t,H(t)), t > 0, (2.3)
and the initial conditions
H(0) = H0, U(0, x) = U0(x), 0 ≤ x ≤ H0. (2.4)
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The initial function U0(x) satisfies the following properties:
U0(x) ∈ C2([0, H0]), U ′0(0) = U0(H0) = 0, U0(x) > 0, 0 ≤ x < H0. (2.5)
Here H(t) is the unknown moving boundary such that the population is distributed
in the interval [0, H(t)]. D > 0 is the dispersal rate and the positive parameters a and
b are the intrinsic growth rate and the intraspecific competition, respectively. The
parameter µ > 0 involved in the Stefan condition (2.3) is the proportionality constant
between the population gradient at the front and the speed of the moving boundary.
2.3.1 A front tracking method for 1D model
In this approach, we combine the Lagrange method to track the interface with an
implicit scheme to solve the parabolic equation to update U on all the grid points.
Let us consider the moving front problem (2.1)-(2.4) in a fixed computational domain
[0, T ]×[0, L], i.e., we want to learn about the distribution of population of the invasive
species U(t, x) in the region [0, L] at time T . Set the spatial step size discretization
h = 4x = L/M , and the time step size discretization k = 4t = 0.14x. The mesh
points (tn, xi), with tn = nk, n ≥ 0, xi = ih, 0 ≤ i ≤ M , where M are the total
number of subintervals of [0, L]. Let us denote the approximate value of U(tn, xi) at
the mesh point (tn, xi) as
uni ≈ U(tn, xi), (2.6)
and let Hn be the approximation of H(tn).
Step 1. Track the position of the moving front.
According to the Stefan condition (2.3)
H ′(t) = −µ∂U
∂x
(t,H(t)), t > 0,
Here we consider using the central approximation of the spatial derivatives to ap-
proximate ∂U
∂x
(t,H(t)), which can be divided into the following four cases:
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1. When xi ≤ Hn < xi+1, i = 2, 3...M − 1, we denote d = Hn−xih . Let us first
consider the symmetric point of xi−1 respect to the position Hn, which is denoted by
x˜i−1. Especially when Hn = xi, x˜i−1 = xi+1. We use the Lagrange extrapolation to
construct polynomial PL from the value of d, h, uni−2, uni−1, uni and Hn, thus at x˜i−1,
we use the value of PL at x˜i−1 instead of u(tn, x˜i−1), therefore
∂U
∂x
(tn, Hn) ≈ P
L(x˜i−1)− uni−1
2(1 + d)h , i = 2, 3, . . . ,M − 1. (2.7)
x0
0
xi−2 xi−1 xi Hn x˜i−1 xM
L
(1 + d)h (1 + d)h
Figure 2.1: Illustration of how to evaluate ∂U
∂x
(t,H(t)) at tn when xi ≤ Hn < xi+1,
i = 2, 3...M − 1.
Remark: The most challenging part of front tracking method is the evaluation of
∂U
∂x
(t,H(t)), where H(t) is moving along time. It causes the difficulty of finding a uni-
form finite difference approximation to evaluate ∂U
∂x
(t,H(t)) with high order accuracy
because the distances among the points xi−1, xi and Hn are disunion. The numerical
methods of evaluating ∂U
∂x
(t,H(t)) on nonuniform points have some backwards, they
usually cause singularity when the distances among Hn and grid points xi, xi+1 are
quite small. The methods of evaluating ∂U
∂x
(t,H(t)) by combining the evaluation of
∂U
∂x
(t, xi) and ∂U∂x (t, xi+1) can avoid the singularity, however, it disturbs the accuracy
of the front tracking method when combined with the process of updating U(t, x). In
our method, we choose the classical central approximation of the spatial derivatives
combining the Lagrange extrapolation to evaluate ∂U
∂x
(t,H(t)) on uniform points in-
stead on nonuniform points to keep second order accuracy in space. And also, when
xi < H
n < xi+1, we evaluate ∂U∂x (t,H(t)) on xi−1 and x˜i−1 instead of xi and x˜i to
avoid singularity when Hn is very close to xi. Actually, when Hn = xi, Equation
(2.7) turns into
∂U
∂x
(tn, Hn) ≈ P
L(xi+1)− uni−1
2h , i = 2, 3, . . . ,M − 1.
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which shows that our method has a good consistency.
2. When 0 = x0 < Hn ≤ x1, the central scheme approximation of the spatial
derivatives to approximate ∂U
∂x
(t,H(t)) involves the fictitious value un−1 at the point
(tn,−h). The value un−1 can be estimated from the second-order discretization of the
boundary condition (2.2),
un1 − un−1
2h = 0,
which implies that un−1 = un1 = 0. It is obvious that all the values of uni on the
grid points are equal to 0 except un0 . Numerically, we take H ′(t) = 0, and it can
be explained that the species is only located inside one grid mesh. The simulation
should stop here indicating that a more refined mesh is needed.
3. When x1 < Hn < x2, we denote d = H
n−x1
h
. Let us first consider the symmetric
point of x0 respect to the position Hn, which is denoted by x˜0. Then we consider the
value of un−1 = un1 , and use the Lagrange extrapolation to construct polynomial PL
from the value of h, d, un−1, un0 , un1 and Hn. Then at x˜0, we use the value of PL at x˜0
instead of u(tn, x˜0).
x−1
0
x0 x1 x2Hn x˜0 xM
L
(1 + d)h (1 + d)h
Figure 2.2: Illustration of how to evaluate ∂U
∂x
(t,H(t)) at tn when x1 ≤ Hn < x2.
4. When Hn = xM , it implies that the spreading of the populations already
goes out of the computational domain [0, L], and the simulation should stop here
indicating a larger computational domain is needed.
Remark: In the system (2.1)-(2.4), case 2 and case 3 will never happen, since
µ > 0, the front H(t) is increasing along time t. Actually, the front tracking method
possesses preferable adaptability to track diversified conditions of front.
Step 2. Update the value of U(tn+1, xi).
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1. When xi = Hn+1, we know that xi is the location of the boundary at tn+1.
As the density of the population of new species at the boundary and beyond the
boundary is 0, we set un+1i = 0 and un+1j = 0, for j = i+1, i+2, ...M . Let us consider
the central approximation of the spatial derivatives at xj, for j = 0, 1, 2, ..., i − 1,
where U is updated by the backward Euler
un+10 − un0
k
= D2u
n+1
1 − 2un+10
h2
+ aun+10 − b(un+10 )2.
un+1j − unj
k
= D
un+1j−1 − 2un+1j + un+1j+1
h2
+ aun+1j − b(un+1j )2, j = 1, ...i− 1.
(2.8)
Then we use Picard Iteration (or Newton Iteration) to solve nonlinear system (2.8).
2. When xi < Hn+1 < xi+1, denoting R = H
n+1−xi
h
, we use the Lagrange extrapolation
to construct polynomial PL from the value of h, R, un+1i−2 , un+1i−1 , un+1i and Hn+1. Then
at xi+1, we use the value of PL at xi+1 instead of un+1i+1 , where U is updated by the
backward Euler in time
un+10 − un0
k
= D2u
n+1
1 − 2un+10
h2
+ aun+10 − b(un+10 )2.
un+1j − unj
k
= D
un+1j−1 − 2un+1j + un+1j+1
h2
+ aun+1j − b(un+1j )2, j = 1, ...i− 1.
un+1i − uni
k
= Du
n+1
i−1 − 2un+1i + PL(xi+1)
h2
+ aun+1i − b(un+1i )2.
(2.9)
Picard Iteration (or Newton Iteration) will be applied to solve nonlinear system (2.9).
Remark: Front-fixing method by transformation [48]
As discussed in [48], front-fixing method has been introduced to solve 1D diffusive
logistic model (2.1)-(2.5) by transforming it into a problem with a fixed domain [0, 1].
Let us consider using the Landau transformation [12, 34],
z(t, x) = x
H(t) , W (t, z) = U(t, x). (2.10)
Then the 1D diffusive logistic model (2.1)-(2.4) turns into the form:
G(t)∂W
∂t
−G′(t)z2
∂W
∂z
−D∂
2W
∂z2
= G(t)W (a− bW ), t > 0, 0 < z < 1, (2.11)
where G(t) = H2(t).
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Boundary conditions (2.2) and Stefan condition (2.3) take the forms
∂W
∂z
(t, 0) = 0, W (t, 1) = 0, t > 0, (2.12)
and
G′(t) = −2µ∂W
∂z
(t, 1), t > 0, (2.13)
respectively, while the initial conditions (2.4) become:
G(0) = H20 , W (0, z) = W0(z) = U0(zH0), 0 ≤ z ≤ 1. (2.14)
Conditions (2.5) for the initial function U0(x) are translated to W0(z) as follows:
W0(z) ∈ C2([0, 1]), W ′0(0) = W0(1) = 0, W0(z) > 0, 0 ≤ z < 1. (2.15)
After the transformation, the new problem lies in solving the nonlinear parabolic
partial differential equations (2.1) in the fixed domain [0, T ]× [0, 1] for the variables
(t, z). Let us consider the step size discretization k = 4t, h = 4z = 1/M , and the
mesh points (tn, zj), with tn = kn, n ≥ 0, zj = jh, 0 ≤ j ≤M and M is the number
of intervals in [0, 1]. Let us denote the approximate value of W (tn, zj) at the mesh
point (tn, zj),
wnj ≈ W (tn, zj), (2.16)
and let gn be the approximation of G(tn).
Considering the forward approximation of the time derivatives
wn+1j − wnj
k
≈ ∂W
∂t
(tn, zj),
gn+1 − gn
k
≈ G′(tn), (2.17)
and the central approximation of the spatial derivatives,
wnj+1 − wnj−1
2h ≈
∂W
∂z
(tn, zj),
wnj−1 − 2wnj + wnj+1
h2
≈ ∂
2W
∂z2
(tn, zj). (2.18)
Equation (2.11) is approximated based on Equations (2.17) and (2.18),
gn
wn+1j − wnj
k
− zj2
wnj+1 − wnj−1
2h (
gn+1 − gn
k
)−Dw
n
j−1 − 2wnj + wnj+1
h2
(2.19)
12
= gnwnj (a− bwnj ), n ≥ 0, 0 ≤ j ≤M − 1.
Transformed Stefan condition (2.13) is discretized using first order forward approxi-
mation for G′(t) and three points backward spatial approximation of ∂W
∂z
(t, 1)
gn+1 − gn
k
= −µ
h
(3wnM − 4wnM−1 + wnM−2), n ≥ 0. (2.20)
to preserve accuracy of order O(k) +O(h2).
2.4 Numerical methods for 2D model with radial symmetry
To solve the 2D diffusive logistic model in polar coordinates, the system can be written
as
∂U
∂t
−D(∂
2U
∂r2
+ 1
r
∂U
∂r
+ 1
r2
∂2U
∂2θ
) = U(a− bU), t > 0, 0 ≤ θ ≤ 2pi, r > 0,
where (r cos θ, r sin θ) ∈ Ω(t).
We assume that the environment and the solution are radially symmetric, i.e. we
set the initial domain Ω0 is a disk, the initial function U0(x) is radially symmetric,
the moving boundary ∂Ω(t) is thus a circle whose radius we denote by H(t) and the
solution U(t, r, θ) = U(t, r), the 2D diffusive logistic model with radial symmetry can
be written as a 1D diffusive logistic model
∂U
∂t
−D(∂
2U
∂r2
+ 1
r
∂U
∂r
) = U(a− bU), t > 0, 0 < r < H(t). (2.21)
together with the boundary conditions
∂U
∂r
(t, 0) = 0, U(t,H(t)) = 0, t > 0, (2.22)
the Stefan condition
H ′(t) = −µ∂U
∂r
(t,H(t)), t > 0, (2.23)
and the initial conditions
H(0) = H0, U(0, r) = U0(r), 0 ≤ r ≤ H(0). (2.24)
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2.4.1 Front-tracking method for the 2D model with radial symmetry
We solve the 2D diffusive logistic model with radial symmetry (2.21)-(2.24) similarly
to the 1D case. As the process shown above, we use an implicit scheme to solve the
parabolic equation to update U on all the grid points.
Let us consider the moving front problem (2.21)-(2.24) in a fixed computational
domain [0, T ] × [0, L], i.e., we want to find the distribution of the population in the
region [0, L] up to time T . Set the step size discretization h = 4r = L/M , k = 4t =
0.14r, and the mesh points (tn, ri), with tn = kn, n ≥ 0, ri = ih, 0 ≤ i ≤ M and
M is the total number of subintervals of [0, L]. Let us denote the approximate value
of U(tn, ri) at the mesh point (tn, ri) by
uni ≈ U(tn, ri), (2.25)
and let Hn be the approximation of H(tn).
Step 1. Track the position of the moving front.
According to the Stefan condition (2.23), we use central approximation of the
spatial derivatives to approximate ∂U
∂r
(t,H(t)):
1. When ri ≤ Hn < ri+1, i = 2, 3, ...,M − 1, denoting d = Hn−rih , firstly, we
consider the symmetric point of ri−1 with respect to the position Hn, which is denoted
by r˜i−1. Specifically when Hn = ri, r˜i−1 = ri+1. We use the Lagrange extrapolation
method to construct a polynomial PL from the value of d, h, uni−2, uni−1, uni and
Hn, and at r˜i−1, we use the value of PL at r˜i−1 instead of u(tn, r˜i−1),
r0
0
ri−2 ri−1 ri Hn r˜i−1 rM
L
(1 + d)h (1 + d)h
Figure 2.3: Illustration of how to evaluate ∂U
∂r
(t,H(t)) at tn when ri ≤ Hn < ri+1,
i = 2, 3...M − 1.
∂U
∂r
(tn, Hn) ≈ P
L(r˜i−1)− uni−1
2(1 + d)h , i = 2, 3, . . . ,M − 1. (2.26)
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Remark: The most challenging part of the front tracking method is the evaluation
of ∂U
∂r
(t,H(t)), where H(t) is the moving boundary. It is difficult to find a uniform
finite difference approximation of ∂U
∂r
(t,H(t)) with high order accuracy because the
distance of the moving point Hn to the set of grid points {ri} does not have a uni-
form positive lower bound. The numerical methods of evaluating ∂U
∂r
(t,H(t)) in such
a case need to be carefully designed to avoid singularity caused by Hn being very
close to some grid point ri. Evaluating ∂U∂r (t,H(t)) by combining the evaluation of
∂U
∂r
(t, ri) and ∂U∂r (t, ri+1) can avoid such singularity, however, it destroys the accuracy
when combined with the process of updating U(t, r). In (2.26), we combine the clas-
sical central approximation of the spatial derivatives and the Lagrange extrapolation
method to evaluate ∂U
∂r
(t,H(t)) to ensure second order accuracy in space. For exam-
ple, when ri < Hn < ri+1, we evaluate ∂U∂r (t,H(t)) on ri−1 and r˜i−1 instead of ri and
r˜i to avoid singularity when Hn is very close to ri, and when Hn = ri, (2.26) becomes
∂U
∂r
(tn, Hn) ≈ P
L(ri+1)− uni−1
2h , i = 2, 3, . . . ,M − 1.
2. When r0 < Hn ≤ r1, the central approximation of the spatial derivatives to
approximate ∂U
∂r
(t,H(t)) involves the fictitious value un−1 at the point (tn,−h). The
value un−1 is eliminated from the discretization of the boundary condition (2.22),
un1 − un−1
2h = 0
which means that un−1 = un1 = 0, we can see that all the values of uni on the grid
points are equal to 0 except un0 . The simulation should stop here indicating that a
more refined mesh is needed.
3. When r1 < Hn < r2, denoting d = H
n−r1
h
, we consider the symmetric point of r0
with respect to the position Hn, which is denoted by r˜0. Then we consider the value
of un−1 = un1 , and use the Lagrange extrapolation method to construct polynomial PL
from the value of h, d, un−1, un0 , un1 and Hn, and at r˜0, we use the value of PL at r˜0
instead of u(tn, r˜0),
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r−1
0
r0 r1 r2Hn r˜0 rM
L
(1 + d)h (1 + d)h
Figure 2.4: Illustration of how to evaluate ∂U
∂r
(t,H(t)) at tn when r1 ≤ Hn < r2.
4. When Hn = rM , it means that the spreading of the populations goes out of
the computational domain [0, L], and the simulation should stop here indicating for
a larger computational domain.
Remark: In the system (2.21)-(2.24), case 2 and case 3 will not happen, since
the front H(t) is increasing in time t. However, front tracking method possesses
preferable adaptability to track various moving front conditions, such as those used
in [3], where the front need not be increasing in time, and therefore case 2 and case
3 indeed occur.
Step 2. Update the value of U(tn+1, ri).
1. When ri = Hn+1, we know that the boundary locates at ri at tn+1. Setting
un+1i = 0 and un+1j = 0, for j = i+1, i+2, ...,M , we consider the central approximation
of the spatial derivatives at xj, for j = 0, 1, 2, ..., i − 1, where U is updated by the
backward Euler method in time
un+10 − un0
k
= D2u
n+1
1 − 2un+10
h2
+ aun+10 − b(un+10 )2.
un+1j − unj
k
= D(
un+1j−1 − 2un+1j + un+1j+1
h2
+
un+1j+1 − un+1j−1
2jh2 ) + au
n+1
j − b(un+1j )2.
where j = 1, 2, ..., i− 1. We use Picard Iteration (or Newton Iteration) to solve the
nonlinear system.
2. When ri < Hn+1 < ri+1, denoting R = H
n+1−ri
h
, we use the lagrange extrap-
olation to construct polynomial PL from the value of h, R, un+1i−2 , un+1i−1 , un+1i and
Hn+1, and thus at ri+1, we use the value of PL at ri+1 instead of un+1i+1 , where U is
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updated by the backward Euler method in time
un+10 − un0
k
= D2u
n+1
1 − 2un+10
h2
+ aun+10 − b(un+10 )2.
un+1j − unj
k
= D(
un+1j−1 − 2un+1j + un+1j+1
h2
+
un+1j+1 − un+1j−1
2jh2 ) + au
n+1
j − b(un+1j )2.
un+1i − uni
k
= D(u
n+1
i−1 − 2un+1i + PL(xi+1)
h2
+ P
L(xi+1)− un+1i−1
2ih2 ) + au
n+1
i − b(un+1i )2.
Where j = 1, 2, ..., i − 1. Picard Iteration (or Newton Iteration) can be applied to
solve the nonlinear system.
2.4.2 Front-fixing method for the 2D diffusive logistic model with radial
symmetry
Let us transform the 2D diffusive logistic model with radial symmetry (2.21)-(2.24)
into a problem with a fixed domain [0, 1]. Under the Landau transformation [12, 34]
z(t, r) = r
H(t) , W (t, z) = U(t, r), (2.27)
the moving front problem (2.21)-(2.24) turns into
G(t)∂W
∂t
−D∂
2W
∂z2
− (D
z
+ zG
′(t)
2 )
∂W
∂z
= G(t)W (a− bW ), (2.28)
where t > 0, 0 < z < 1 and G(t) = H2(t).
The boundary conditions (2.22) and Stefan condition (2.23) take the forms
∂W
∂z
(t, 0) = 0, W (t, 1) = 0, t > 0, (2.29)
and
G′(t) = −2µ∂W
∂z
(t, 1), t > 0, (2.30)
respectively, while the initial conditions (2.24) become:
G(0) = H20 , W (0, z) = W0(z) = U0(zH0), 0 ≤ z ≤ 1. (2.31)
Conditions (2.24) for the initial function U0(r) are translated to W0(z) as follows:
W0(z) ∈ C2([0, 1]), W ′0(0) = W0(1) = 0, W0(z) > 0, 0 ≤ z < 1. (2.32)
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After the transformation, the new problem is to solve the nonlinear parabolic
partial differential equations (2.28)-(4.22) in a fixed domain [0, T ] × [0, 1] for the
variables (t, z). Let us consider the step size discretization k = 4t, h = 4z = 1/M ,
and the mesh points (tn, zj), with tn = kn, n ≥ 0, zj = jh, 0 ≤ j ≤ M and M is
the total number of the subintervals of [0, 1]. Let us denote the approximate value of
W (tn, zj) at the mesh point (tn, zj),
wnj ≈ W (tn, zj), (2.33)
and let gn be the approximation of G(tn). Then we consider the forward approxima-
tion of the time derivatives,
wn+1j − wnj
k
≈ ∂W
∂t
(tn, zj),
gn+1 − gn
k
≈ G′(tn), (2.34)
and the central approximation of the spatial derivatives,
wnj+1 − wnj−1
2h ≈
∂W
∂z
(tn, zj),
wnj−1 − 2wnj + wnj+1
h2
≈ ∂
2W
∂z2
(tn, zj). (2.35)
From (2.34) and (4.25), Equation (2.28) is approximated by:
gn
wn+1j − wnj
k
−Dw
n
j−1 − 2wnj + wnj+1
h2
− (D
zj
+ zj2
gn+1 − gn
k
)
wnj+1 − wnj−1
2h
= gnwnj (a− bwnj ), n ≥ 0, 0 < j ≤M − 1. (2.36)
For the point at j = 0, the value wn−1 is eliminated from the second order discretization
of the boundary condition (2.29) and (4.22),
wn1 − wn−1
2h = 0, w
n
M = 0, n ≥ 0. (2.37)
Transformed Stefan condition (4.20) is discretized using first order forward approxi-
mation for G′(t) and three points backward spatial approximation of ∂W
∂z
(t, 1):
gn+1 − gn
k
= −µ
h
(3wnM − 4wnM−1 + wnM−2), n ≥ 0. (2.38)
18
to preserve accuracy of order O(k) +O(h2).
Finally, we have
wn+10 = (1−
2Dk
gnh2
+ k(a− bwn0 ))wn0 + 2
Dk
gnh2
wn1 ,
wn+1j = anjwnj−1 + bnjwnj + cnjwnj+1, n ≥ 0, 0 < j ≤M − 1.
wn+1M = 0.
where the coefficients are given by:
anj =
Dk
gnh2
− Dk2hzjgn −
zjµk(4wnM−1 − wnM−2)
4h2gn ,
bnj = 1−
2Dk
gnh2
+ k(a− bwnj ),
cnj =
Dk
gnh2
+ Dk2hzjgn
+ zjµk(4w
n
M−1 − wnM−2)
4h2gn .
2.5 Level set method for the general 2D model
The general 2D diffusive logistic model for the density of population of the invasive
species U(t, x, y) depending on time t and spatial variables (x, y) has the form
∂U
∂t
−D(∂
2U
∂x2
+ ∂
2U
∂y2
) = U(a− bU), t > 0, (x, y) ∈ Ω(t), (2.39)
together with the boundary condition
U(t, ∂Ω(t)) = 0, t > 0, (2.40)
and the Stefan condition
v(t, x, y) = µ|∇U(t, x, y)|n(t, x, y) = −µ∇U(t, x, y), t > 0, (x, y) ∈ ∂Ω(t), (2.41)
where v(t, x, y) and n(t, x, y) are, respectively, the velocity vector of the boundary
point (x, y) ∈ ∂Ω(t), and the unit outward normal of Ω(t) at (x, y) ∈ ∂Ω(t).
The initial conditions are
Ω(0) = Ω0, U(0, x, y) = U0(x, y), (x, y) ∈ Ω0. (2.42)
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The initial function U0(x, y) is assumed to have the following properties:
U0 ∈ C2(Ω0), U0 > 0 in Ω0, U0 = 0 on ∂Ω0. (2.43)
In what follows, to simplify notations, we will use τ(t) to denote the unknown moving
boundary ∂Ω(t). Let us recall that the population is distributed in the domain
Ω(t), D > 0 is the dispersal rate and the positive parameters a and b are the intrinsic
growth rate and the intranspecific competition rate, respectively. The parameter
µ > 0 involved in the Stefan condition (2.41) is the proportionality constant between
the population gradient at the front and the speed of the moving boundary.
Following the ideas of [18], here we use a level set approach to effectively capture
the front at each new time step and a finite difference scheme to solve the parabolic
equation (2.39) everywhere away from the front.
Step 1. Initialize level set function φ(t, x, y).
We construct a level set function φ, such that at any time t, the front is equal to
the zero level set of φ, i.e.,
τ(t) = {(x, y) ∈ Ω(t) : φ(t, x, y) = 0}
Initially, U(0, x, y) = U0(x, y) and φ is set to equal to the signed distance function
from the front such that φ is negative in Ω0 and positive in Ωc0,
φ(0, x, y) =

+d, x ∈ Ωc0,
0, x ∈ τ0,
−d x ∈ Ω0.
(2.44)
where d is the distance from (x, y) to the front.
The idea behind the level set method is to move φ with the correct speed v at
the front and followed by updating U(t, x, y). The new position of the front is stored
implicitly in φ. With this approach, we avoid the difficulties that arise from explicitly
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tracking the front and thus increase the efficiency to deal with complex interfacial
geometries.
Given the velocity field v, at which the front moves, we would construct a speed
function, V (t, x, y), which is a continuous extension of |v(t, x, y)| from the front τ(t)
over the whole computational domain. The governing equation of φ is then given by
φt + V |∇φ| = 0. (2.45)
This equation will move φ with the correct speed at the front by assuring that τ(t)
will always coincide with the zero level set of φ at time t.
To see why this is the case, we need to show that with V chosen this way, the set
τ1(t) := {(x, y) : φ(t, x, y) = 0} coincides with τ(t) for all t > 0, or equivalently (2.45)
yields the same equation for the velocity vector v1(t, x, y) at (x, y) ∈ τ1(t) whenever
τ1(t) coincides with τ(t) at some t ≥ 0 (note that they coincide at time t = 0 by
assumption).
Indeed, if τ1(t) = τ(t), from φ(t, τ1(t)) = 0 and φ(t, x, y) < 0 for (x, y) lying inside
τ1(t), we deduce
φt +∇φ · v1 = 0, n = ∇φ/|∇φ| for (x, y) ∈ τ1(t) = τ(t),
and v1 has the same direction as n, the unit outward normal of τ1(t) = τ(t), i.e.,
v1 = V1 n for some V1 = V1(t, x, y) > 0, (x, y) ∈ τ1(t) = τ(t).
These relations yield
φt + V1 |∇φ| = 0 on τ(t).
Combining this with (2.45), we obtain
V1 = V for (x, y) ∈ τ(t).
Therefore
v1 = V n for (x, y) ∈ τ(t).
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By (2.41), we have
v = V n for (x, y) ∈ τ(t),
and thus we have proved
v1 = v for (x, y) ∈ τ(t),
as wanted.
Step 2. Compute the velocity function V (t, x, y).
In the algorithm, we compute V (t, x, y) at every grid point. One issue in com-
puting ∇U arises from the fact that its approximation is usually in the order O(1)
at points close to or on the front. By introducing V defined as an extension of
|v(t, x, y)| = µ|∇U(t, x, y)| from (x, y) ∈ τ(t), we can avoid unnecessary numerical
difficulties when we solve Equation (2.45).
The approximation to ∇U at τ(t) is based upon approximations to the derivatives
of U in four coordinate directions to cut down on grid orientation effects.
|∇U(t, x, y)| = 12

√√√√(∂U
∂x
)2
+
(
∂U
∂y
)2
+
√√√√(∂U
∂η
)2
+
(
∂U
∂ζ
)2 (2.46)
Each approximation to a derivative of U can be continuously extended away from the
front by the advection equations
y
x
η
ζ
Figure 2.5: Four coordinate directions.
u1t + S(φφx)u1x = 0, (2.47)
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u2t + S(φφy)u2y = 0, (2.48)
u3t + S(φφη)u3η = 0, (2.49)
u4t + S(φφζ)u4ζ = 0, (2.50)
where u1 = ∂U/∂x, u2 = ∂U/∂y, u3 = ∂U/∂η and u4 = ∂U/∂ζ on τ(t). Here S is
the sign function.
Equation (2.47) through Equation (2.50) have the effect of continuously extending
u1, u2, u3, u4 away from the front by advecting these fields in the proper upwind
direction, and they are used to define V away from τ(t). Note that these equations
will not degrade the value of V on the front because φ is zero on τ(t), hence, so are
S(φφx), S(φφy), S(φφη) and S(φφζ).
Step 3. Update φ to be a signed distance function for one time step.
The computation of the velocity vector at the front is dependent upon the level
set function φ. However, by Equation (2.45), the level set function will cease to be
an exact distance function even after one time step. In order to keep the accuracy of
n and V , we need to avoid having steep or flat gradients developed in φ. One way to
avoid these numerical difficulties is to reinitialize φ to be an exact distance function
from the evolving front τ(t) at each time step.
Firstly, we update φ by solving (2.45) with V given in Step 2 and initial value
φ obtained in Step 1. We then follow the same ideas as in [56] to reinitialize φ. In
that paper, an algorithm was presented for reinitializing the level set function φ to be
an exact signed distance function from the front. The basic idea behind this method
is that given a function φ0 that is not a distance function, one can evolve it into a
function φ that is an exact signed distance function from the zero level set of φ0. This
can be accomplished by iterating the following equation to a steady state
φt = S(φ0)(1− |∇φ|), (2.51)
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where φ(0, x, y) = φ0(x, y) and S again denotes the sign function. As in [56], the sign
function S is smoothed by the equation
Sε(φ0) =
φ0√
φ0
2 + ε2
(2.52)
to avoid numerical difficulties while implemented.
By using this approach, we do not need to explicitly find the contour φ0 = 0, and
update the values of the front φ0 at grid points instead. From Equation (2.51), it is
clear that the original position of the front will not change, but at points away from
τ(t), φ will be evolved into a distance function.
Step 4. Update U(t, x, y).
After moving φ by the correct velocity at the front and then reinitializing φ to
be very close to an exact signed distance function from τ(t) in Step 3, next we
update U(t, x, y). Updating U(t, x, y) essentially boils down to solving the nonlinear
parabolic partial difference equation (2.39) over the whole computational domain in
the following four cases:
i+1,j i+2,j
i+1,j+1
i+1,j-1i,j-1
yf
i-1,j i,j
i,j+1
φ = 0
φ < 0
φ > 0
Figure 2.6: Illustration of updating U at four kinds of points.
• At points away from the front, which means the nearby four grid points are
all inside the domain Ω(t), we solve the nonlinear parabolic partial difference
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equation (2.39) using a standard five-point stencil. For example, the grid point
(i+ 1, j) in Figure 2.6.
• For points near the front τ(t), some special care should be taken. We effectively
capture the front using the level set function φ. We can use one-sided different
sign of φ to incorporate the distances between a point on the front and grid
points neighboring it in either the vertical or horizontal direction. For example,
yf ∈ τ(t), yf = ((i − 1)h, yF ) ∈ τ(t)we consider two grid points (i, j + 1) and
(i, j) which border yf . In y-direction, we have yj ≤ yF ≤ yj+1. We introduce
yF − yj = rh = − φij
φi,j+1 − φi,j h
and use Ui,j, Ui,j−1, Ui,j−2, r and U(yf ) = 0 to construct extrapolating poly-
nomial P (y). When we update Ui,j, we use a standard five-point stencil by
employing P (jh) instead of Ui,j+1. For the case when front interacts with x-
axis, we use the same process in x-direction.
• For the extreme configuration, where we cannot find enough grid points inside
the domain to construct interpolating polynomial P , we employ the nearby grid
points in the domain, and also the intersect points of the front and x and y-axis
instead, to do Taylor expansion at that grid point to update U .
• If a grid point lies on the front, we set the value U = 0 at that point (in view
of (2.40)). For example, we set Ui−1,j=0 for the grid point (i− 1, j).
Step 5. Repeat Step 2 through Step 5 to update φ and U for the next time step.
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2.6 Numerical experiments
2.6.1 Numerical tests for front-tracking method and front-fixing method
of 1D model
Convergence test for front-tracking method of 1D model
In the logistic diffusion model (2.1)-(2.5) with parameters values (D,µ, a, b,H0)=
(0.4, 10, 1, 1, 1) and U0 = cos(pix2 ). Here we vary the temporal size with fine spatial
size. In Table 2.1, the error (both L2 and L∞) and the convergence to the solution of
front-tracking method is examined, with final time tend = 1. The error is computed by
the difference of the numerical solution with the exact solution. For all the examples
below when the exact solution is not given, the solution with a fine resolution will be
considered as reference or "exact" solution. Second-order convergence in the spatial
dimension can be observed.
Table 2.1: Accuracy results for front-tracking method of 1D model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U of front-tracking method
61×2e06 4.10e-03 4.4e-03
121×2e06 9.40e-04 2.25 9.35e-04 2.14
241×2e06 2.20e-04 2.16 2.10e-04 2.10
481×2e06 4.36e-05 2.36 4.08e-05 2.33
961×2e06 Reference
Accuracy test of H of front-tracking method
61×2e06 1.68e-01 4.28e-02
121×2e06 2.72e-02 2.63 9.40e-03 2.19
241×2e06 4.4e-03 2.62 2.1e-03 2.15
481×2e06 6.20e-04 2.84 4.09e-04 2.36
961×2e06 Reference
Convergence test of front-fixing method for 1D model
In the logistic diffusion model (2.1)-(2.5) with parameters values (D,µ, a, b,H0)=
(0.4, 10, 1, 1, 1) and U0 = cos(pix2 ). Here we vary the temporal size with fine spatial
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size. In Table 2.2, the error (both L2 and L∞) and the convergence to the solution of
front-fixing method is examined, with final time tend = 1. As expected, a second-order
convergence in space can be observed.
Table 2.2: Accuracy results for front-fixing method of 1D model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U of front-fixing method
21×1.6384e6 1.40e-03 1.92e-03
41×1.6384e6 3.48e-04 1.96 4.83e-04 1.92
81×1.6384e6 8.56e-05 2.00 1.19e-04 2.02
161×1.6384e6 2.03e-05 2.07 2.84e-05 2.07
321×1.6384e6 Reference
Accuracy test of H of front-fixing method
21×1.6384e6 3.89e-02 7.56e-03
41×1.6384e6 7.36e-03 2.17 2.00e-03 1.71
81×1.6384e6 1.32e-03 2.40 5.07e-04 1.92
161×1.6384e6 2.26e-04 2.48 1.22e-04 1.98
321×1.6384e6 Reference
Comparison between front-tracking method and front-fixing method of 1D model
In Figure 2.7, we use the front-tracking method and front-fixing method to sim-
ulate the logistic diffusion model (2.1)-(2.5) with parameters values (D,µ, a, b,H0)=
(0.4, 10, 1, 1, 1), U0 = cos(pix2 ) and spatial size h = 0.0125. Figure 2.7 shows that the
results of front-tracking method and the results of front-fixing method are consistent
with each other.
2.6.2 Numerical tests for front-tracking method and front-fixing method
of 2D model with radial symmetry
Convergence test for front-tracking method of 2D model with radial symmetry
We consider the 2D logistic diffusion model with radial symmetry (2.21)-(2.24)
with parameters (D,µ, a, b,H0)=(0.4, 10, 1, 1, 0.5) and U0 = cos(pir2 ). The system is
used to test front-tracking method. In Table 2.3, the error (both L2 and L∞) and the
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Figure 2.7: A comparison between front-tracking method and front-fixing method of
1D diffusive logistic model
order of convergence in space to the solution of front-tracking method is examined,
with final time T = 0.01. Again second-order convergence in space can be observed.
Convergence test for front-fixing method of 2D model with radial symmetry
Table 2.3: Accuracy results for front-tracking method of 2D model with radial sym-
metry
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U of front-tracking method
71×2e04 6.50e-04 2.71e-03
141×2e04 1.42e-04 2.19 5.96e-04 2.19
281×2e04 3.24e-05 2.14 1.35e-04 2.14
561×2e04 6.27e-06 2.37 2.61e-05 2.37
1121×2e04 Reference
Accuracy test of H of front-tracking method
71×2e04 3.02e-02 5.01e-03
141×2e04 6.75e-03 2.16 1.07e-03 2.23
281×2e04 1.54e-03 2.14 2.42e-04 2.14
561×2e04 3.01e-04 2.35 4.67e-05 2.37
1121×2e04 Reference
We test front-fixing method for solving the 2D logistic diffusion model with ra-
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dial symmetry (2.21)-(2.24) with parameters (D,µ, a, b,H0)=(0.4, 1, 1, 1, 1) and U0 =
cos(pir2 ). In Table 2.4, the error (both L2 and L∞) and the order of accuracy in
space of front-fixing method is examined, with final time T = 0.5. As expected, a
second-order convergence in space can be observed.
Table 2.4: Accuracy results for front-fixing method of 2D model with radial symmetry
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U of front-fixing method
21×5e4 6.20e-03 8.70e-03
41×5e4 1.50e-03 2.01 2.20e-03 2.00
81×5e4 4.00e-04 2.07 5.00e-04 2.07
161×5e4 1.01e-04 2.32 1.00e-04 2.32
321×5e4 Reference
Accuracy test of H of front-fixing method
21×5e4 1.10e-03 1.90e-03
41×5e4 3.00e-04 2.00 5e-05 1.98
81×5e4 1.00e-04 2.05 1e-05 2.05
161×5e4 2.01e-05 2.31 2.02e-06 2.31
321×5e4 Reference
Comparison between front-tracking and front-fixing of 2D radially symmetric model
In this section, we use front-tracking method and front-fixing method to simulate
the 2D logistic diffusion model with radial symmetry (2.21)-(2.24) with parameters
(D,µ, a, b,H0)=(0.4, 10, 1, 1, 1), U0 = cos(pir2 ) and spatial size h = 0.00625. Figure
2.8 reveals that front-tracking method matches well with front-fixing method for the
2D logistic diffusion model with radial symmetry (2.21)-(2.24).
2.6.3 Numerical tests for level set method of 2D model
Convergence test for level set method of 2D model with radial symmetry
Here we study the 2D logistic diffusion model (2.39)-(2.43) by using level set
approach with parameter (D,µ, a, b)=(0.4, 10, 1, 1), τ0 is a circle with radius 1 and
U0 = 4cos(pi
√
x2+y2
2 ).
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Figure 2.8: A comparison between front-tracking method and front-fixing method for
2D diffusive logistic model with radial symmetry
For the boundaries of the species, we use the red dotted curve to show the simu-
lated boundary of the species, the blue circle is introduced to describe to what degree
the boundary evolves like a circle. The radius of the blue circle is the average distance
between the intersect points of τ(t) with x-axis and y-axis on the boundary and the
origin, i.e.
r =
∑√
x2 + y2
#of(x, y)
where (x, y) ∈ τ(t) are all the intersect points of τ(t) with x-axis and y-axis.
According to [13], the solution of Equation (2.21)-(2.24) is unique and radially
symmetric. Figure 2.9 shows the evolution of U(t, x, y) and τ(t), where we can see
that the blue circle matches exactly with the red dotted curve, which means that the
boundary τ(t) keeps the geometry. And it can be easily observed that U(t, x, y) has
radial symmetry as U0.
We focus on the radius of the boundary τ(t), which we denote by H(t). U(t, r) =
U(t, x, y) is used to learn about the order of accuracy in space of the level set method.
The convergence test for the solution of u(r) at T = 0.1 and the front H(t) can
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Figure 2.9: Numerical simulation of the density of population u(t, x, y) and moving
boundary τ(t) with initial domain Ω0 a disk in 2D using level set method.
be observed from Figure 2.10 with different space sizes h = 0.025, h = 0.0125, h =
0.00625, h = 0.003125, and the results are compared to the results of front tracking
method with the same initial setup and step size h = 0.003125. Figure 2.10 shows
that the results of level set method agree very nicely with the results of front tracking
method, which means the three methods are consistent with each other.
In Table 2.5, the error (both L2 and L∞) and the order of convergence to the
solution of level set method is examined, with final time T = 0.1. It reveals that the
convergence orders for both the solution u and the front H(t) are between 1 and 2.
2.6.4 Numerical dichotomy: spreading versus vanishing
Example 1. In the diffusion logistic model with a free boundary (2.1)-(2.5), we take
the parameters values (D,µ, a, b,H0)=(0.5, 5, 2, 1, 1) and U0 = cos( pix2h0 ). Figure 2.11
shows the spreading behavior under the condition H0 = 1 > L = 0.785.
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Figure 2.10: Convergence test for level set method of 2D model with radial symmetry.
Table 2.5: Accuracy results for level set method of 2D model with radial symmetry
Nx ×Ny ×Nt L2Error Order L∞Error Order
Accuracy test of U of level set method
29×29×160 5.58e-03 9.29e-03
57×57×640 3.06e-03 0.86 5.01e-03 0.89
113×113×2560 1.40e-03 1.13 2.26e-03 1.15
225×225×10240 4.84e-04 1.54 7.79e-04 1.54
449×449×40960 Reference
Accuracy test of H of level set method
29×29×160 4.19e-02 5.84e-02
57×57×640 2.01e-02 1.06 2.76e-02 1.08
113×113×2560 8.70e-03 1.20 1.19e-02 1.22
225×225×10240 2.91e-03 1.57 3.92e-03 1.60
449×449×40960 Reference
Example 2. In the diffusion logistic model with a free boundary (2.1)-(2.5) with
the parameters values (D,µ, a, b,H0)=(1, 5, 1, 1, 0.496) and U0 = cos( pix2h0 ). Figure
2.12 shows the spreading behavior occurs even if H0 = 0.496 < L = 1.571.
Example 3. In the diffusion logistic model with a free boundary (2.1)-(2.5),
parameters values are set as (D,µ, a, b,H0)=(1, 5, 1, 1, 0.496) and U0 = 12cos(
pix
2h0 ).
As in this example, we keep all the parameters values same with Example 2 except
that we decrease the initial value U0, then the vanishing behavior occurs under the
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Figure 2.11: Numerical simulation of spreading under condition H0 > L.
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Figure 2.12: Numerical simulation of spreading under condition H0 < L.
condition H0 = 0.496 < L = 1.571. Figure 2.13 shows the vanishing behavior under
the condition H0 = 0.496 < L = 1.571.
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Figure 2.13: Numerical simulation of vanishing under condition H0 < L.
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2.6.5 Numerical experiments for level set method of 2D model with
different initial configuration
Example 4. In the 2D logistic diffusion model (2.39)-(2.43) with parameters
(D,µ, a, b) = (4, 10, 1, 1), the initial boundary τ0 is set to be an equilateral triangle
which centers at the origin point (0, 0) with side-length 1. The initial value u0(x, y)
and the initial level set function φ0(x, y) are set as following
u0(x, y) =

400(
√
3
2 − 1√3 + y)(
√
3x− y + 1√3)(−
√
3x− y + 1√3), (x, y) ∈ Ω0,
0 (x, y) ∈ Ωc0.
φ0(x, y) =

−min(
√
3
2 − 1√3 + y,
(
√
3x−y+ 1√3 )
2 ,
(−√3x−y+ 1√3 )
2 , (x, y) ∈ Ω0,
0 (x, y) ∈ τ0,
min(|
√
3
2 − 1√3 + y|,
|√3x−y+ 1√3 |
2 ,
|−√3x−y+ 1√3 |
2 ), (x, y) ∈ Ω
c
0.
For the boundaries of the species, we use the red dotted curve to show the sim-
ulated boundary of the species, the green triangle represents the initial boundary.
Figure 2.14 shows the simulation of the evolvement of the species and moving bound-
aries along time with an equilateral triangle as the initial boundary. From Figure
2.14, we can see that the red dotted curve evolves into a circle, and then propagate
as a circle, which also agrees with the theoretical results [16].
Example 5. In the 2D logistic diffusion model (2.39)-(2.43) with parameters
(D,µ, a, b) = (5, 10, 1, 1), the initial boundary of the species τ0 is a rectangle with
length=0.6 and width=0.5, centered at (0,0). And the initial function u0(x, y) and
the initial level set function φ0(x, y) are set as following
u0(x, y) =

200(0.5− x)(0.5 + x)(0.6− y)(0.6 + y), (x, y) ∈ Ω0,
0 (x, y) ∈ Ωc0.
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Figure 2.14: Numerical simulation of the density of population u(t, x, y) and moving
boundary τ(t) with initial domain Ω0 an equilateral triangle in 2D using level set
method.
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φ0(x, y) =

−min(0.5− |x|, 0.6− |y|), (x, y) ∈ Ω0,
0 (x, y) ∈ τ0,
min(|0.5− |x||, |0.6− |y||), (x, y) ∈ Ωc0.
For the boundaries of the species, we use the red dotted curve to show the sim-
ulated boundary of the species, the green rectangle represents the initial boundary.
Figure 2.15 shows the spreading of u and moving boundary along time with a rectan-
gle as the initial boundary. It indicates that the boundary evolves into a circle, and
then propagates like a circle.
Example 6. Here we test the level set method for solving (2.39)-(2.43) with two
other different initial domain setup: annulus (Figure 2.16) and annulus with a cut
(Figure 2.17). For the boundaries of the species, we use the red dotted curve to show
the simulated boundary of the species, the green dotted curve represents the initial
boundary. For all two different cases, the front will asymptotically evolve into circles
that correlates exactly with theoretical results [16].
2.6.6 Numerical test for level set method of 2D
Advection-Reaction-Diffusion model
We consider a 2D Advection-Reaction-Diffusion (ARD) model with free boundary of
the form
∂U
∂t
−D(∂
2U
∂x2
+ ∂
2U
∂y2
) + β(∂U
∂x
+ ∂U
∂y
) = U(a− bU), t > 0, (x, y) ∈ Ω(t), (2.53)
together with the boundary condition
U(t, ∂Ω(t)) = 0, t > 0, (2.54)
the Stefan condition
v(t, x, y) = µ|∇U(t, x, y)|n(t, x, y) = −µ∇U(t, x, y), t > 0, (x, y) ∈ ∂Ω(t), (2.55)
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Figure 2.15: Numerical simulation of the density of population u(t, x, y) and moving
boundary τ(t) with initial domain Ω0 a rectangle in 2D using level set method.
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Figure 2.16: Numerical simulation of the density of population u(t, x, y) and moving
boundary τ(t) with initial domain Ω0 an annulus in 2D using level set method.
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Figure 2.17: Numerical simulation of the density of population u(t, x, y) and moving
boundary τ(t) with initial domain Ω0 an annulus with a cut in 2D using level set
method.
where v(t, x, y) and n(t, x, y) are, respectively, the velocity vector of the boundary
point (x, y) ∈ ∂Ω(t), and the unit outward normal of Ω(t) at (x, y) ∈ ∂Ω(t).
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The initial conditions are
Ω(0) = Ω0, U(0, x, y) = U0(x, y), (x, y) ∈ Ω0. (2.56)
The initial function U0(x, y) is assumed to satisfy (2.43).
In (2.53), the advection term β(∂U
∂x
+ ∂U
∂y
) is in the north-east direction. We may
think of (2.53) as describing the spreading of a flying insect species U affected by
wind blowing to the north-east direction during the spreading process.
In the 2D ARDmodel (2.53)-(2.56) with parameters (D,µ, a, b, β) = (10, 10, 1, 1, 50),
the initial boundary of the species τ0 is a circle with radius equals 1.5, centered at
(0,0). And the initial value u0(x, y) and the initial level set function φ0(x, y) are set
as follows
u0(x, y) =

6cos(
√
x2 + y2pi), (x, y) ∈ Ω0,
0, (x, y) ∈ Ωc0;
φ0(x, y) = −(0.5−
√
x2 + y2).
Figure 2.18 shows the spreading of U and the moving boundary of this ARD model
as time increases, where the red dotted curve represents the simulated boundary of
the species. In order to clearly reveal the effect of the advection in the model, the
initial boundary is indicated in the graph by the green circle; the free boundary clearly
expands faster in the north-east direction and slower in the south-west direction, due
to the advection in the north-east direction.
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Figure 2.18: Numerical simulation of u(t, x, y) and τ(t) for initial boundary a circle
in 2D with an advection term using level set method.
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3.1 Abstract
Numerical methods of the spreading behaviors of two invasive species modeled by
a Lotka-Volterra diffusive competition system with two free boundaries, which are
natural extensions of the corresponding free boundary problems of reaction-diffusion
system, are studies in this chapter. We extent front-tracking method, front-fixing
method and level set method to the two-species competition system with free bound-
aries. Results will show these methods are extremely successful.
3.2 Introduction
In [17], Dr. Du and Dr. Wu investigate the spreading behavior of two invasive species
modeled by a Lotka-Volterra diffusive competition system with two free boundaries
in RN (N ≥ 1) with spherical symmetry. This system models the invasion of an
empty favorable habitat, by two competing species U and V , each obeying a logistic
growth equation and invading the environment through their own free boundaries:
the species U has a spreading front at r = S1(t), while the species V ’s spreading
front is at r = S2(t). The competition-diffusion model for the density of population
of the competing species U(t, r) and V (t, r) depending on time t and spatial location
r states as follows:
(P)

Ut −D14U = γ1U(1− U −K1V ), t > 0, 0 < r < S1(t),
Vt −D24V = γ2V (1− V −K2U), t > 0, 0 < r < S2(t),
Ur(t, 0) = Vr(t, 0) = 0, t ≥ 0,
S ′1(t) = −µ1Ur(t, S1(t)), S ′2(t) = −µ2Vr(t, S2(t)), t ≥ 0,
U(t, r) = 0 for r ≥ S1(t), V (t, r) = 0 for r ≥ S2(t), t ≥ 0,
U(0, r) = U0(r), V (0, r) = V0(r), for r ∈ [0,∞),
S1(0) = S01 > 0, S2(0) = S02 > 0.
They show that, for the weak-strong competition case (0 < k < 1 < h), under
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suitable assumptions, both species in the system can successfully spread into the
available environment, but their spreading speeds are different, and their population
masses tend to segregate, with the slower spreading competitor having its population
concentrating on an expanding ball, say Bt, and the faster spreading competitor
concentrating on a spherical shell outside Bt that disappears to infinity as time goes
to infinity.
We aim to treat two invasive species modeled by a Lotka-Volterra diffusive com-
petition system with two free boundaries in one dimension and higher dimensions
numerically, which can be a continuation and numerical complement of [17, 60]. We
propose front-tracking method and front-fixing method in one dimension, we also
introduce level set method for general two-dimensional case. Illustration with numer-
ical examples of the spreading behavior of numerical solutions of two invasive species
modeled by a Lotka-Volterra diffusive competition system with two free boundaries
are given.
3.3 Numerical methods for 1D two-species competition-diffusion
model
Here we study the spreading behavior of two competing species in 1 dimension de-
scribed by the following free boundary problem:
Ut −D1Uxx = γ1U(1− U −K1V ), t > 0, 0 < x < S1(t), (3.1)
Vt −D2Vxx = γ2V (1− V −K2U), t > 0, 0 < x < S2(t), (3.2)
Ux(t, 0) = Vx(t, 0) = 0, t ≥ 0, (3.3)
S ′1(t) = −µ1Ux(t, S1(t)), S ′2(t) = −µ2Vx(t, S2(t)), t ≥ 0, (3.4)
U(t, x) = 0 for x ≥ S1(t), V (t, x) = 0 for x ≥ S2(t), t ≥ 0, (3.5)
U(0, x) = U0(x), V (0, x) = V0(x), for x ∈ [0,∞), (3.6)
S1(0) = S01 > 0, S2(0) = S02 > 0. (3.7)
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where U(t, x) and V (t, x) represent the problem densities of the two competing species
at location x and time t. γ1 and γ2 are the intrinsic rate of increase of species U and
V separately. K1 represents the competition effect of species V on species U , and
K2 represents the competition effect of species U on species V . We are interested in
investigating the long-term behavior of the free boundary problem numerically.
3.3.1 Front-tracking method for 1D two-species competition-diffusion
model
The problem lies in solving the nonlinear parabolic partial differential equations (3.1)-
(3.7) in the fixed computational domain [0, T ]× [0, L] for the variables (t, x). Let us
consider the step size discretization k = 4t, h = 4x = L/M , and the mesh points
(tn, xj), with tn = kn, n ≥ 0, xj = jh, 0 ≤ j ≤M andM is the number of subintervals
in [0, L]. Let us denote the approximate value of U(tn, xj) and the approximate value
of V (tn, xj) at the mesh point (tn, xj)
unj ≈ U(tn, xj), vnj ≈ V (tn, xj).
Step 1. Track the position of the moving front S1(t) of Species U .
According to the Stefan condition
S ′1(t) = −µ1Ux(t, S1(t)), t ≥ 0,
we consider using the central approximation of the spatial derivatives to approximate
∂U
∂x
(t, S1(t)), which can be divided into the following four cases:
1. When xi ≤ Sn1 < xi+1, i = 2, 3, ...,M − 1, denoting d = S
n
1−xi
h
, we consider the
symmetric point of xi−1 respect to the position Sn1 , which is denoted by x˜i−1. Espe-
cially when Sn1 = xi, x˜i−1 = xi+1. We use the Lagrange extrapolation to construct
polynomial PL from the value of d, h, uni−2, uni−1, uni and Sn1 , thus at x˜i−1, we use the
value of PL at x˜i−1 instead of u(tn, x˜i−1),
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∂U
∂x
(tn, Sn1 ) ≈
PL(x˜i−1)− uni−1
2(1 + d)h , i = 2, 3, . . . ,M − 1.
x0
0
xi−2 xi−1 xi Sn1 x˜i−1 xM
L
(1 + d)h (1 + d)h
Figure 3.1: Illustration of how to evaluate ∂U
∂x
(t, S1(t)) at tn when xi ≤ Sn1 < xi+1,
i = 2, 3...M − 1.
2. When 0 = x0 < Sn1 ≤ x1, the central scheme approximation of the spatial
derivatives to approximate ∂U
∂x
(t, S1(t)) involves the fictitious value un−1 at the point
(tn,−h). The value un−1 can be estimated from the second-order discretization of the
boundary condition (3.3),
un1 − un−1
2h = 0 (3.8)
which implies that un−1 = un1 = 0. It is obvious that all the values of uni on the
grid points are equal to 0 except un0 . Numerically, we take S ′1(t) = 0, and it can
be explained that the species is only located inside one grid mesh. The simulation
should stop here indicating that a more refined mesh is needed.
3. When x1 < Sn1 < x2, denoting d =
Sn1−x1
h
. Let us first consider the symmetric
point of x0 respect to the position Sn1 , which is denoted by x˜0. Then we consider the
value of un−1 = un1 , and use the Lagrange interpolation to construct polynomial PL
from the value of h, d, un−1, un0 , un1 and Sn1 . Then at x˜0, we use the value of PL at x˜0
instead of u(tn, x˜0).
x−1
0
x0 x1 x2Sn1 x˜0 xM
L
(1 + d)h (1 + d)h
Figure 3.2: Illustration of how to evaluate ∂U
∂x
(t, S1(t)) at tn when x1 ≤ Sn1 < x2.
4. When Sn1 = xM , it implies that the spreading of the populations already goes
out of the computational domain [0, L], and the simulation should stop here.
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Step 2. Repeat Step1 to S2(t) to track the position of S2(t) of species V .
Step 3. Update the value of U(tn+1, xi) and V (tn+1, xi).
1. When xi = Sn+11 and xj = Sn+12 , we know that the moving front of species
U and the moving front of species V are located on grid points. Setting un+1i = 0,
un+1l = 0, for l = i+ 1, i+ 2, ...,M and vn+1j = 0, vn+1m = 0, for m = j+ 1, j+ 2, ...,M .
We consider the central approximation of the spatial derivatives Uxx at xl, for l =
0, 1, 2, ..., i−1, and the central approximation of the spatial derivatives Vxx at xm, for
m = 0, 1, 2, ..., j − 1, where U and V are updated by the backward Euler in time
un+ll − unl
k
= D1
un+1l−1 − 2un+1l + un+1l+1
h2
+ γ1un+1l (1− un+1l −K1vn+1l ).
vn+lm − vnm
k
= D2
vn+1m−1 − 2vn+1m + vn+1m+1
h2
+ γ2vn+1m (1− vn+1m −K2un+1m ).
where l = 0, 1, ...i − 1 and m = 0, 1, ...j − 1. Then we use the Picard Iteration (or
Newton Iteration) to solve the nonlinear system.
2. When xi < Sn+11 < xi+1 and xj < Sn+12 < xj+1, denoting R1 =
Sn+11 −xi
h
and
R2 = S
n+1
2 −xi
h
, we use the Lagrange extrapolation to construct polynomial PL1 from
the value of h, R1, un+1i−2 , un+1i−1 , un+1i and Sn+11 and polynomial PL2 from the value of
h, R2, vn+1j−2 , vn+1j−1 , vn+1j and Sn+12 . Then at xi+1 and xj+1, we use the value of PL1 at
xi+1 instead of un+1i+1 and the value of PL2 at xj+1 instead of vn+1j+1 . For the solution u at
xl, for l = 0, 1, 2, ..., i− 1, a standard central approximation in space with backward
Euler in time will be employed. un+1l = 0, for l = i + 1, ...M . For the solution v at
xl, for l = 0, 1, 2, ..., j − 1, a standard central approximation in space with backward
Euler in time will be employed. vn+1l = 0, for l = j + 1, ...M . U and V are updated
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by the backward Euler in time
un+ll − unl
k
= D1
un+1l−1 − 2un+1l + un+1l+1
h2
+ γ1un+1l (1− un+1l −K1vn+1l ).
un+1i − uni
k
= D1
un+1i−1 − 2un+1i + PL1 (xi+1)
h2
+ γ1un+1i (1− un+1i −K1vn+1i ).
vn+lm − vnm
k
= D2
vn+1m−1 − 2vn+1m + vn+1m+1
h2
+ γ2vn+1m (1− vn+1m −K2un+1m ).
vn+1j − vnj
k
= D2
vn+1j−1 − 2vn+1j + PL2 (xj+1)
h2
+ γ2vn+1j (1− vn+1j −K2un+1j ).
where l = 0, 1, ...i− 1 and m = 0, 1, ...j − 1. Picard Iteration (or Newton Iteration)
will be applied to solve the nonlinear system.
3. When xi = Sn+11 and xj < Sn+12 < xj+1, then we know that U(tn+1, xi) = 0. Let
un+1i = 0, un+1l = 0, for l = i+ 1, i+ 2, ...,M . We consider the central approximation
of the spatial derivatives Uxx at xl, for l = 0, 1, ..., i− 1. Denoting R2 = S
n+1
2 −xi
h
, we
use the Lagrange extrapolation to construct polynomial PL2 from the value of h, R2,
vn+1j−2 , vn+1j−1 , vn+1j and Sn+12 . Then at xj+1, we use the value of PL2 at xj+1 instead of
vn+1j+1 , where U and V is updated by the backward Euler in time
un+ll − unl
k
= D1
un+1l−1 − 2un+1l + un+1l+1
h2
+ γ1un+1l (1− un+1l −K1vn+1l ).
vn+lm − vnm
k
= D2
vn+1m−1 − 2vn+1m + vn+1m+1
h2
+ γ2vn+1m (1− vn+1m −K2un+1m ).
vn+1j − vnj
k
= D2
vn+1j−1 − 2vn+1j + PL2 (xj+1)
h2
+ γ2vn+1j (1− vn+1j −K2un+1j ).
where l = 0, 1, ...i − 1 and m = 0, 1, ...j − 1. Then we use the Picard Iteration (or
Newton Iteration) to solve the nonlinear system.
4. When xi < Sn+11 < xi+1 and xj = Sn+12 , denoting R1 =
Sn+11 −xi
h
, we use the
Lagrange extrapolation to construct polynomial PL1 from the value of h, R1, un+1i−2 ,
un+1i−1 , un+1i . Then at xi+1, we use the value of PL1 at xi+1 instead of un+1i+1 . For the
solution u at xl, for l = 0, 1, ..., i− 1, a standard central approximation in space with
backward Euler in time will be employed. un+1l = 0, for l = i+ 1, i+ 2, ...,M . For the
solution v at xl, for l = 0, 1, ..., j− 1, a standard central approximation in space with
backward Euler in time will be employed. vn+1l = 0, for l = j + 1, j + 2, ...,M , where
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U and V are updated by the backward Euler in time
un+ll − unl
k
= D1
un+1l−1 − 2un+1l + un+1l+1
h2
+ γ1un+1l (1− un+1l −K1vn+1l ).
un+1i − uni
k
= D1
un+1i−1 − 2un+1i + PL1 (xi+1)
h2
+ γ1un+1i (1− un+1i −K1vn+1i ).
vn+lm − vnm
k
= D2
vn+1m−1 − 2vn+1m + vn+1m+1
h2
+ γ2vn+1m (1− vn+1m −K2un+1m ).
where l = 0, 1, ...i− 1 and m = 0, 1, ...j − 1. Picard Iteration (or Newton Iteration)
will be applied to solve the nonlinear system.
3.3.2 Front-fixing method for 1D two-species competition-diffusion model
Here we consider transforming Equation (3.1) and Equation (3.2) into problems with
a fixed domain [0, 1] separately.
Step 1. Update the front of S1(t) and the value of U by front fixing method.
Let us transform Equation (3.1) into a problem with a fixed domain [0, 1] using
the Landau transformation [12, 34]
y(t, x) = x
S1(t)
, M(t, y) = U(t, x), WtoM(t, y) = V (t, x).
Then Equation (3.1) turns into the form:
H(t)∂M
∂t
−H ′(t)y2
∂M
∂y
−D1∂
2M
∂y2
= H(t)γ1M(1−M −K1WtoM), (3.9)
where t > 0, 0 < y < 1 and H(t) = S21(t).
Boundary conditions (3.3) take the forms:
∂M
∂y
(t, 0) = 0, M(t, 1) = 0, t > 0,
and Stefan condition (3.4) is transformed into
H ′(t) = −2µ1∂M
∂y
(t, 1), t > 0, (3.10)
respectively, while the initial conditions (3.7) become:
H(0) = (S01)2, M(0, y) = M0(y) = U0(yS01), 0 ≤ y ≤ 1. (3.11)
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Conditions (3.6) for the initial function U0(x) are translated to M0(y) as follows:
M0(y) ∈ C2([0, 1]), M ′0(0) = M0(1) = 0, M0(y) > 0, 0 ≤ y < 1. (3.12)
After the transformation, the new problem has been changed to solve the nonlinear
parabolic partial differential equations (3.9) in the fixed domain [0, T ]× [0, 1] for the
variables (t, y). Let us consider the step size discretization k = 4t, h = 4y = 1/L,
and the mesh points (tn, yj), with tn = kn, n ≥ 0, yj = jh, 0 ≤ j ≤ L and L is the
number of subintervals of [0, 1]. We denote the approximate value of M(tn, yj) at the
mesh point (tn, yj),
mnj ≈M(tn, yj), wtoMnj ≈ WtoM(tn, yj).
and let Hn be the approximation of H(tn). Considering the forward approximation
of the time derivatives,
mn+1j −mnj
k
≈ ∂M
∂t
(tn, yj),
Hn+1 −Hn
k
≈ H ′(tn), (3.13)
and the central approximation of the spatial derivatives,
mnj+1 −mnj−1
2h ≈
∂M
∂y
(tn, yj),
mnj−1 − 2mnj +mnj+1
h2
≈ ∂
2M
∂y2
(tn, yj). (3.14)
Equation (3.9) is then approximated by
Hn
mn+1j −mnj
k
− yj2
mnj+1 −mnj−1
2h (
Hn+1 −Hn
k
)−D1
mnj−1 − 2mnj +mnj+1
h2
(3.15)
= Hnγ1mnj (1−mnj − wtoMnj ), n ≥ 0, 0 ≤ j ≤M − 1.
As usual, we assume that the Equation (3.15) can also be approximated at j = 0.
Equation (3.15) written for j = 0 involves the fictitious value mn−1 at the point
(tn,−h). The value mn−1 is eliminated from the discretization of the boundary and
initial condition (3.11) and (3.12),
mn1 −mn−1
2h = 0, m
n
M = 0, n ≥ 0.
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Transformed Stefan condition (3.10) is discretized using first order forward approxi-
mation for H ′(t) and three points backward spatial approximation of ∂M
∂y
(t, 1):
Hn+1 = Hn − µ1k
h
(3mnM − 4mnM−1 +mnM−2), n ≥ 0
to preserve accuracy of order O(k) +O(h2).
Finally, we have
mn+10 = (1−
2D1k
Hnh2
+ kγ1(1−mn0 −K1wn0 ))mn0 + 2
D1k
Hnh2
mn1 .
mn+1j = anjmnj−1 + bnjmnj + cnjmnj+1, n ≥ 0, 0 < j ≤M − 1.
mn+1M = 0.
where the coefficients are given by
anj =
D1k
Hnh2
− yjµ1k(4m
n
M−1 −mnM−2)
4h2Hn ,
bnj = 1−
2D1k
Hnh2
+ kγ1(1−mnj −K1wtoMnj ),
cnj =
D1k
Hnh2
+ yjµ1k(4m
n
M−1 −mnM−2)
4h2Hn .
Step 2. Update the front S2(t) and the value of V by front fixing method.
Let us transform Equation (3.2) into a problem with a fixed domain [0, 1] using
the Landau transformation [12],[34]
z(t, x) = x
S2(t)
, W (t, z) = V (t, x), MtoW (t, z) = U(t, x).
Then the Equation (3.2) turns into the form:
G(t)∂W
∂t
−G′(t)z2
∂W
∂z
−D2∂
2W
∂z2
= G(t)γ2W (1−W −K2MtoW ), (3.16)
where t > 0, 0 < z < 1 and G(t) = S22(t).
Boundary conditions (3.3) take the forms
∂W
∂z
(t, 0) = 0, W (t, 1) = 0, t > 0,
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and Stefan condition (3.4) turns into
G′(t) = −2µ2∂W
∂z
(t, 1), t > 0, (3.17)
respectively, while the initial conditions (3.7) become
G(0) = (S02)2, W (0, z) = W0(z) = V0(zS02), 0 ≤ z ≤ 1. (3.18)
Conditions (3.6) for the initial function U0(x) are translated to W0(z) as follows:
W0(z) ∈ C2([0, 1]), W ′0(0) = W0(1) = 0, W0(z) > 0, 0 ≤ z < 1. (3.19)
After the transformation, the new problem lies in solving the nonlinear parabolic
partial differential equations (3.16) in the fixed domain [0, T ]× [0, 1] for the variables
(t, z). Let us consider the step size discretization k = 4t, h = 4z = 1/L, and the
mesh points (tn, zj), with tn = kn, n ≥ 0, zj = jh, 0 ≤ j ≤ L and L is the number
of subinterval of [0, 1]. We denote the approximate value of W (tn, zj) at the mesh
point (tn, zj),
wnj ≈ W (tn, zj), mtoW nj ≈MtoW (tn, zj).
and let Gn be the approximation of G(tn). Let us consider the forward approximation
of the time derivatives,
wn+1j − wnj
k
≈ ∂W
∂t
(tn, zj),
Gn+1 −Gn
k
≈ G′(tn), (3.20)
and the central approximation of the spatial derivatives,
wnj+1 − wnj−1
2h ≈
∂W
∂z
(tn, zj),
wnj−1 − 2wnj + wnj+1
h2
≈ ∂
2W
∂z2
(tn, zj). (3.21)
From (3.20) and (3.21), Equation (3.16) is approximated by:
Gn
wn+1j − wnj
k
− zj2
wnj+1 − wnj−1
2h (
Gn+1 −Gn
k
)−D2
wnj−1 − 2wnj + wnj+1
h2
(3.22)
= Gnγ2wnj (1− wnj −K2mtoW nj ), n ≥ 0, 0 ≤ j ≤M − 1.
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As usual, we again assume that the Equation (3.22) can be also approximated at
j = 0. Equation (3.22) written for j = 0 involves the fictitious value wn−1 at the point
(tn,−h). The value wn−1 is eliminated from the discretization of the boundary and
initial condition (3.18) and (3.19),
wn1 − wn−1
2h = 0, w
n
M = 0, n ≥ 0.
Transformed Stefan condition (3.17) is discretized using first order forward approxi-
mation for G′(t) and three points backward spatial approximation of ∂W
∂z
(t, 1):
Gn+1 = Gn − µ2k
h
(3wnM − 4wnM−1 + wnM−2), n ≥ 0
to preserve accuracy of order O(k) +O(h2).
Finally, we have
wn+10 = (1−
2D2k
Gnh2
+ kγ2(1− wn0 −K2mtoW n0 ))wn0 + 2
D2k
Gnh2
wn1 .
wn+1j = Anjwnj−1 +Bnj wnj + Cnj wnj+1, n ≥ 0, 0 < j ≤M − 1.
wn+1M = 0.
where the coefficients are given by
Anj =
D2k
Gnh2
− zjµ2k(4w
n
M−1 − wnM−2)
4h2Gn ,
Bnj = 1−
2D2k
Gnh2
+ kγ2(1− wnj −K2wtoMnj ),
Cnj =
D2k
Gnh2
+ zjµ2k(4w
n
M−1 − wnM−2)
4h2Gn .
Step 3. Update WtoM(tn, yi) with the front information Gn+1 and Hn+1.
1. When yi =
√
Gn+1
Hn+1 , we know that WtoM(t
n+1, yi) = 0. Setting wtoMn+1i = 0,
wtoMn+1l = 0, for l = i+ 1, i+ 2, ...,M , we consider the central approximation of the
spatial derivatives ∂2WtoM
∂y2 at yj, for j = 0, 1, ..., i− 1, where WtoM is updated by the
backward Euler in time
wtoMn+10 = (1−
2D1k
Hnh2
+ kγ1(1− wtoMn0 −K1mn0 ))wtoMn0 + 2
D1k
Hnh2
wtoMn1 .
wtoMn+1j = anjwtoMnj−1 + bnjwtoMnj + cnjwtoMnj+1, n ≥ 0, 0 < j ≤ i− 1.
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2. When yi <
√
Gn+1
Hn+1 < yi+1, denoting R =
√
Gn+1/Hn+1−yi
h
, we use the Lagrange
extrapolation to construct polynomial PL from the value of h, R, wtoMn+1i−2 , wtoMn+1i−1 ,
wtoMn+1i and
√
Gn+1
Hn+1 , then we use the value of P
L at yi+1 instead of wtoMn+1i+1 .
wtoMn+10 = (1−
2D1k
Hnh2
+ kγ1(1− wtoMn0 −K1mn0 ))wtoMn0 + 2
D1k
Hnh2
wtoMn1 .
wtoMn+1j = anjwtoMnj−1 + bnjwtoMnj + cnjwtoMnj+1, n ≥ 0, 0 < j ≤ i− 1.
wtoMn+1i = ani wtoMni−1 + bni wtoMni + cni PL(yi+1).
3. When
√
Gn+1
Hn+1 ≥ 1, we consider the central approximation of the spatial derivatives
∂2WtoM
∂y2 at yj, for j = 0, 1, ...,M − 1. When updating WtoM(tn+1, yM), we know
thatW (tn+1,
√
Hn+1
Gn+1 ) = WtoM(t
n+1, yM), we approximateW (tn+1,
√
Hn+1
Gn+1 ) instead of
approximating WtoM(tn+1, yM). Suppose zi <
√
Hn+1
Gn+1 ≤ zi+1, we use the Lagrange
extrapolation to construct polynomial P from the value of zi, zi−1, zi+1, W ni−1, W ni ,
and W ni+1, thus WtoM(tn+1, yM) = W (tn+1,
√
Hn+1
Gn+1 ) ≈ P (
√
Hn+1
Gn+1 ).
y0
0
y1 yi−1 yi yi+1 yM
1
√
Gn+1
Hn+1
z0
0
z1 zi−1 zi zi+1
√
Hn+1
Gn+1 zM
1
Figure 3.3: Updating WtoM(tn+1, yM) in U -system by evaluating W (tn+1,
√
Hn+1
Gn+1 ) in
V -system instead when
√
Gn+1
Hn+1 ≥ 1.
Step 4. Update MtoW (tn, zi) with the front information Gn+1 and Hn+1.
1. When zi =
√
Hn+1
Gn+1 , we know that MtoW (t
n+1, zi) = 0. Setting mtoW n+1i =
0, mtoW n+1l = 0, for l = i+ 1, i+ 2, ...,M , we consider the central approximation of
the spatial derivatives ∂2MtoW
∂z2 at zj, for j = 0, 1, ..., i− 1, where M is updated by the
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backward Euler
mtoW n+10 = (1−
2D2k
Gnh2
+ kγ2(1−mtoW n0 −K2wn0 ))mtoW n0 + 2
D2k
Gnh2
mtoW n1 .
mtoW n+1j = AnjmtoW nj−1 +BnjmtoW nj + CnjmtoW nj+1, n ≥ 0, 0 < j ≤ i− 1.
2. When zi <
√
Hn+1
Gn+1 < zi+1, denoting R =
√
Hn+1/Gn+1−xi
h
, we use the Lagrange ex-
trapolation to construct polynomial PL from the value of h, R, mtoW n+1i−2 , mtoW n+1i−1 ,
mtoW n+1i and
√
Hn+1
Gn+1 . Using the value of P
L at zi+1 instead of mtoW n+1i+1 , then we
get
mtoW n+10 = (1−
2D2k
Gnh2
+ kγ2(1−mtoW n0 −K2wn0 ))mtoW n0 + 2
D2k
Gnh2
mtoW n1 .
mtoW n+1j = AnjmtoW nj−1 +BnjmtoW nj + CnjmtoW nj+1, n ≥ 0, 0 < j ≤ i− 1.
mtoW n+1i = AnimtoW ni−1 +Bni mtoW ni + Cni PL(zi+1).
3. When
√
Hn+1
Gn+1 ≥ 1, we consider the central approximation of the spatial derivatives
∂2MtoW
∂z2 at zj, for j = 0, 1, 2, ...,M − 1. When updating MtoW (tn+1, zM), we know
that M(tn+1,
√
Gn+1
Hn+1 ) = MtoW (t
n+1, zM), let’s approximate M(tn+1,
√
Gn+1
Hn+1 ) instead
of approximatingMtoW (tn+1, zM). Suppose yi <
√
Gn+1
Hn+1 ≤ yi+1, we use the Lagrange
extrapolation to construct polynomial P from the value of yi, yi−1, yi+1, Mni−1, Mni ,
and Mni+1, then MtoW (tn+1, zM) = M(tn+1,
√
Gn+1
Hn+1 ) ≈ P (
√
Gn+1
Hn+1 ).
y0
0
y1 yi−1 yi
√
Gn+1
Hn+1yi+1 yM
1
z0
0
z1 zi−1 zi zi+1 zM
1
√
Hn+1
Gn+1
Figure 3.4: Updating MtoW (tn+1, zM) in V -system by evaluating M(tn+1,
√
Gn+1
Hn+1 ) in
U -system instead when
√
Hn+1
Gn+1 ≥ 1.
54
3.4 Level set method for 2D two-species competition-diffusion
model
A general 2D two-species competition-diffusive model for the densities of population
of the species U(t, x, y) and V (t, x, y) depending on time t and spatial variable (x, y)
states as follows:
∂U
∂t
−D1(∂
2U
∂x2
+ ∂
2U
∂y2
) = γ1U(1− U −K1V ), t > 0, (x, y) ∈ Ω1(t), (3.23)
∂V
∂t
−D2(∂
2V
∂x2
+ ∂
2V
∂y2
) = γ2V (1− V −K2U), t > 0, (x, y) ∈ Ω2(t), (3.24)
together with the boundary conditions
U(t, τ1(t)) = 0, V (t, τ2(t)) = 0, t > 0, (3.25)
and the Stefan conditions
v1(t, x, y) = µ1|∇U(t, x, y)|n1(t, x, y) = −µ∇U(t, x, y), t > 0, (3.26)
v2(t, x, y) = µ2|∇V (t, x, y)|n2(t, x, y) = −µ∇V (t, x, y), t > 0, (3.27)
where v1(t, x, y) and n1(t, x, y) are, respectively, the velocity vector of the boundary
point (x, y) ∈ ∂Ω1(t), and the unit outward normal of Ω1(t) at (x, y) ∈ ∂Ω1(t),
v2(t, x, y) and n2(t, x, y) are, respectively, the velocity vector of the boundary point
(x, y) ∈ ∂Ω2(t), and the unit outward normal of Ω2(t) at (x, y) ∈ ∂Ω2(t).
The initial conditions are
U(0, x, y) = U0(x, y), (x, y) ∈ Ω1(0), (3.28)
V (0, x, y) = V0(x, y), (x, y) ∈ Ω2(0). (3.29)
The initial functions U0(x, y) and V0(x, y) satisfy the following properties:
U0(x, y) ∈ C2(Ω1(0)), U ′0(0) = U0(τ1(0)) = 0, U0(x, y) > 0, (x, y) ∈ Ω1(0).
V0(x, y) ∈ C2(Ω2(0)), V ′0(0) = V0(τ2(0)) = 0, V0(x, y) > 0, (x, y) ∈ Ω2(0).
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Here τ1(t) and τ2(t) are the unknown moving boundaries of two species U(t, x, y) and
V (t, x, y) such that the population are distributed in the domain Ω1(t) and Ω2(t)
separately. D1 > 0 and D2 > 0 are the dispersal rates. The parameters µ1 > 0 and
µ2 > 0 involved in the Stefan conditions (3.26) and (3.27) are the proportionality
constant between the population gradient at the front and the speed of the moving
boundary of two species U(t, x, y) and V (t, x, y) respectively. Following the ideas of
[18], here we use a level set approach to effectively capture the front at each new time
step and a finite difference scheme to solve the parabolic equation everywhere away
from the front.
Step 1. Initialize level set function φ1(t, x, y) for species U .
We construct a level set function φ1, such that at any time t, the front τ1(t) is
equal to the zero level set of φ1, i.e.,
τ1(t) = {(x, y) ∈ Ω1(t) : φ1(t, x, y) = 0}
Initially, U(0, x, y) = U0(x, y) and φ1 is set equal to the signed distance function from
the front of species U such that φ1 is negative in Ω1(0) and positive in Ωc1(0),
φ1(0, x, y) =

+d, x ∈ Ωc1(0),
0, x ∈ τ1(0),
−d x ∈ Ω1(0).
where d is the distance from (x, y) to the front τ1(t).
The idea behind the level set method is to move φ1 with the correct speed v1 at
the front τ1(t) and followed by updating U(t, x, y). The new position of the front is
stored implicitly in φ1. With this approach, we avoid the difficulties that arise from
explicitly tracking the front and thus increase the efficiency to deal with complex
interfacial geometries.
Given the normal speed, v1, at which the front τ1(t) moves, we would construct
a speed function, V1(t, x, y), which is a continuous extension of |v1(t, x, y)| from the
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front τ1(t) over the whole computational domain. The governing equation of φ1 is
then given by
∂φ1
∂t
+ V1|∇φ1| = 0. (3.30)
This equation will move φ1 with the correct speed at the front by assuring that τ1(t)
will always coincide with the zero level set of φ1 at time t.
We use φ1 to define the outward normal vector n1 corresponding to τ1 by
n1 = ∇φ1/|∇φ1|. (3.31)
From Equation (3.26) and (3.31), we can rewrite the expression for the speed of τ1(t)
as
v1(t) = −µ1|∇U |n1 = −µ1|∇U | ∇φ1|∇φ1| . (3.32)
Since V1 is equal to |v1(t)| along the interface, we can combine Equation (3.30) and
Equation (3.32) to get the following equation, which of course is only valid on the
zero level set of φ1:
∂φ1
∂t
= µ1|∇U ||∇φ1|, (x, y) ∈ τ1(t). (3.33)
Next, we need to extend the velocity function V1 to a neighborhood of τ1(t).
Step 2. Compute the velocity filed V1(t, x, y) of U .
In the algorithm, we compute approximations to V1(t, x, y) at every grid point.
One issue in computing ∇U arises from the fact that its approximation is usually in
the order O(1) at points close to or on the front. By introducing V1 defined as an
extension of |v1(t, x, y)| = µ|∇U(t, x, y)| from (x, y) ∈ τ1(t), we can avoid unnecessary
numerical difficulties when we solve Equation (3.32) and (3.33).
The approximation to∇U at τ1(t) is based upon approximations to the derivatives
of U in four coordinate directions to cut down on grid orientation effects.
|∇U(t, x, y)| = 12

√√√√(∂U
∂x
)2
+
(
∂U
∂y
)2
+
√√√√(∂U
∂η
)2
+
(
∂U
∂ζ
)2
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Each approximation to a derivative of U can be continuously extended away from
the front by the advection equations
y
x
η
ζ
Figure 3.5: Four coordinate directions used to compute the normal velocity.
u1t + S(φ1
∂φ1
∂x
)u1x = 0, (3.34)
u2t + S(φ1
∂φ1
∂y
)u2y = 0, (3.35)
u3t + S(φ1
∂φ1
∂η
)u3η = 0, (3.36)
u4t + S(φ1
∂φ1
∂ζ
)u4ζ = 0, (3.37)
where u1 = ∂U/∂x, u2 = ∂U/∂y, u3 = ∂U/∂η and u4 = ∂U/∂ζ on τ1(t). Here S is
equal to the sign function. Equation (3.34) through Equation (3.37) have the effect of
continuously extending u1, u2, u3, u4 away from the front by advecting these fields in
the proper upwind direction. These equations will not degrade the value of V1 on the
front because φ1 is zero on τ1(t), so are S(φ1 ∂φ1∂x ), S(φ1
∂φ1
∂y
), S(φ1 ∂φ1∂η ) and S(φ1
∂φ1
∂ζ
).
Step 3. Update φ1 to be a signed distance function for one time step.
From Equation (3.30) and (3.31), it is clear that the computation of the normal
velocity, and normal vector at the front are all dependent upon the level set function
φ1. However, by Equation (3.30), level set function will cease to be an exact distance
function even after one time step. In order to keep the accuracy of n1, and V1, we
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need to avoid having steep or flat gradients developed in φ1. One way to avoid these
numerical difficulties is to reinitialize φ1 to be an exact distance function from the
evolving front τ1(t) at each time step.
Firstly, we update φ1 by solving (3.30) with V1 given in Step 2 and initial value
φ1 obtained in Step 1. We then follow the same ideas as in [56] to reinitialize φ1.
In that paper, an algorithm was presented for reinitializing the level set function φ1
to be an exact signed distance function from the front. The basic idea behind this
method is that given a function φ01 that is not a distance function, one can evolve it
into a function φ1 that is an exact signed distance function from the zero level set of
φ01. This can be accomplished by iterating the following equation to a steady state
∂φ1
∂t
= S(φ01)(1− |∇φ1|), (3.38)
where φ1(0, x, y) = φ01 and S again denotes the sign function. As in [56], the sign
function S is smoothed by the equation
Sε(φ01) =
φ01√
(φ01)2 + ε2
(3.39)
to avoid numerical difficulties while implemented.
By using this approach, we avoid having to explicitly find the contour φ01 = 0 and
then resetting values of the front φ01 at grid points. From Equation (3.38), it is clear
that the original position of the front will not change, but at points away from τ1(t),
φ1 will be evolved into a distance function.
Step 4. Update U(t, x, y).
After moving φ1 by the correct velocity at the front and then reinitializing φ1 to
be an exact signed distance function from τ1(t) in Step 3, next we update U(t, x, y).
Updating U(t, x, y) essentially boils down to solving the nonlinear parabolic partial
difference equation (3.23) over the whole computational domain in the following four
cases:
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i+1,j i+2,j
i+1,j+1
i+1,j-1i,j-1
yf
i-1,j i,j
i,j+1
φ1 = 0
φ1 < 0
φ1 > 0
Figure 3.6: Illustration of updating U and V .
• At points away from the front, which means the nearby four grid points are
all inside the domain Ω1(t), we solve the nonlinear parabolic partial difference
equation (3.28) using a standard five-point stencil. For example, the grid point
(i+ 1, j) in Figure 3.6.
• For points near the front τ1(t), some special care should be taken. We effectively
capture the front using the level set function φ1. We can use one-sided different
sign of φ1 to incorporate the distances between a point on the front and grid
points neighboring it in either the vertical or horizontal direction. For example,
yf ∈ τ1(t), yf = ((i− 1)h, yF ) ∈ τ1(t), we consider two grid points (i, j + 1) and
(i, j) which border yf . In y-direction, we have yj ≤ yf ≤ yj+1. We introduce
yF − yj = rh = − φ1(i, j)
φ1(i, j + 1)− φ1(i, j)h
and use Ui,j, Ui,j−1, Ui,j−2, r and U(yf ) = 0 to construct interpolating polyno-
mial P . When we update Ui,j, we use a standard five-point stencil by employing
P (jh) instead of Ui,j+1. For the case when front interacts with x-axis, we use
the same process in x-direction.
• For the extreme configuration, where we cannot find enough grid points inside
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the domain to construct interpolating polynomial P , we employ the nearby grid
points in the domain, and also the intersect points of the front and x and y-axis
instead, to do Taylor expansion at that grid point to update U .
• If a grid point lies on the front, we set the value U = 0 at that point (in view
of (3.28)). For example, we set Ui−1,j=0 for the grid point (i− 1, j).
Step 5. Repeat Step 2 through Step 4 to φ2 and V .
Step 6. Repeat Step 2 through Step 6 to update φ1, φ2, U and V for next time
step.
3.5 Numerical experiments
3.5.1 Numerical tests for front-tracking method and front-fixing method
of 1D two-species competition-diffusion model
Convergence test for front-tracking method of 1D competition-diffusion model
In the 1D two-species competition-diffusion model (3.1)-(3.7) with parameters
values (D1, µ1, γ1, K1, S01) =(0.4, 5, 2, 1, 0.4), (D2, µ2, γ2, K2, S02)=(0.4, 10, 1, 2, 1), L =
1.2, U0 = 2cos(pix2 ) and V0 = 4cos(
pix
2 ). Here we test the order of convergence in space
with very refined temporal step size.
In Tables 3.1-3.2, the error (both L2 and L∞) and the convergence to the solution
of front-tracking method is examined, with final time tend = 0.01. The error is
computed by the difference of the numerical solution with the exact solution. For
all the examples below when the exact solution is not given, the solution with a
fine resolution will be considered as reference or "exact" solution. As expected, a
second-order convergence in space for both u and v can be observed.
Convergence test for front-fixing method of 1D competition-diffusion model
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Table 3.1: Accuracy results of species U for front-tracking method of 1D two-species
model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U for front-tracking method
61×1e5 5.637e-04 1.699e-03
121×1e5 1.035e-04 2.45 3.260e-04 2.38
241×1e5 1.850e-05 2.48 6.019e-05 2.44
481×1e5 2.987e-06 2.63 9.833e-06 2.61
961×1e5 Reference
Accuracy test of the front of U for front-tracking method
61×1e5 1.222e-04 2.233e-03
121×1e5 2.280e-05 2.42 5.672e-04 1.98
241×1e5 4.300e-06 2.39 1.296e-04 2.13
481×1e5 8.000e-07 2.50 2.494e-05 2.38
961×1e5 Reference
Table 3.2: Accuracy results of species V for front-tracking method of 1D two-species
model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of V for front-tracking method
61×1e5 4.443e-04 1.373e-03
121×1e5 7.882e-05 2.49 2.493e-04 2.46
241×1e5 1.396e-05 2.50 4.254e-05 2.55
481×1e5 2.378e-06 2.55 9.871e-06 2.11
961×1e5 Reference
Accuracy test of the front of V for front-tracking method
61×1e5 1.385e-04 3.268e-03
121×1e5 2.721e-05 2.35 8.504e-04 1.94
241×1e5 6.000e-06 2.19 1.922e-04 2.15
481×1e5 1.200e-06 2.30 3.788e-05 2.34
961×1e5 Reference
In the 1D two-species competition-diffusion model (3.1)-(3.7) with parameters val-
ues (D1, µ1, γ1, K1, S01) =(0.4, 5, 2, 1, 0.4), (D2, µ2, γ2, K2, S02)=(0.4, 10, 1, 2, 1), U0 =
2cos(pix2 ) and V0 = 4cos(
pix
2 ). Here we test the order of convergence in space with very
refined temporal step size.
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In Tables 3.3-3.4, the error (both L2 and L∞) and the convergence to the solution
of front-fixing method is examined, with final time tend = 0.01. As expected, a
second-order convergence in space for both u and v can be observed.
Table 3.3: Accuracy results of species U for front-fixing method of 1D two-species
model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of U for front-fixing method
101×1e6 1.195e-04 2.119e-04
201×1e6 3.142e-05 1.93 5.424e-05 1.97
401×1e6 8.233e-06 1.93 1.314e-05 2.05
801×1e6 1.956e-06 2.07 3.983e-06 1.72
1601×1e6 Reference
Accuracy test of the front of U for front-fixing method
101×1e6 3.178e-06 9.366e-05
201×1e6 7.880e-07 2.01 2.424e-05 1.95
401×1e6 1.880e-07 2.07 5.927e-06 2.03
801×1e6 3.800e-08 2.32 1.202e-06 2.30
1601×1e6 Reference
Table 3.4: Accuracy results of species V for front-fixing method of 1D two-species
model
Nx ×Nt L2Error Order L∞Error Order
Accuracy test of V for front-fixing method
101×1e6 1.038e-03 2.115e-03
201×1e6 2.776e-04 1.90 5.609e-04 1.91
401×1e6 6.861e-05 2.02 1.381e-04 2.02
801×1e6 1.398e-05 2.30 2.807e-05 2.30
1601×1e6 Reference
Accuracy test of the front of V for front-fixing method
101×1e6 2.890e-05 7.595e-04
201×1e6 7.700e-06 1.91 2.123e-04 1.84
401×1e6 1.910e-06 2.01 5.454e-05 1.96
801×1e6 3.900e-07 2.29 1.141e-05 2.26
1601×1e6 Reference
Comparison between front-fixing and front-tracking for 1D competition-diffusion model
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In Figures 3.7-3.8, we use front-fixing method and front-tracking method to simu-
late the 1D two-species competition-diffusion model (3.1)-(3.7) with parameters val-
ues (D1, µ1, γ1, K1, S01) =(0.4, 5, 2, 1, 0.4) , (D2, µ2, γ2, K2, S02)= (0.4, 10, 1, 2, 1), U0 =
2cos(pix2 ), and V0 = 4cos(
pix
2 ) and spatial size h = 0.00125. It shows that the results
of front-tracking method and the results of front-fixing method are consistent with
each other.
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Figure 3.7: Comparison numerical results of density of population and moving bound-
ary of species U between front-tracking method and front-fixing method for 1D model
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Figure 3.8: Comparison numerical results of density of population and moving bound-
ary of species V between front-tracking method and front-fixing method for 1D model
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3.5.2 Numerical dichotomy: spreading versus vanishing
Example 1. In 1D two-species competition-diffusion model (3.1)-(3.7) with pa-
rameters values (D1, µ1, γ1, K1, S01)=(2, 10, 2, 0.5, 4), (D2, µ2, γ2, K2, S02)=(1, 1, 1, 2, 1),
U0 = cos( pix2S01 ) and V0 = 2cos(
pix
2S02
).
Figure 3.9 shows the case where the species U spreads successfully and V vanishes
eventually.
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Figure 3.9: Numerical simulation: species U spreads successfully and V vanishes
eventually.
Example 2. In this example, we take parameters values (D1, µ1, γ1, K1, S01)=
(4, 2, 2, 0.5, 1), (D2, µ2, γ2, K2, S02)= (2, 1, 1, 2, 0.6), U0 = cos( pix2S01 ) and V0 =
1
2cos(
pix
2S02
).
Figure 3.10 shows the case where both species U and V vanish eventually.
Example 3. In 1D two-species competition-diffusion model (3.1)-(3.7), parame-
ters values are set as (D1, µ1, γ1, K1, S01)=(0.5, 0.5, 1, 0.25, 2), (D2, µ2, γ2, K2, S02)=
(1, 10, 1, 4, 133 ), U0 =
1
2cos(
pix
2S01
) and V0 = 2cos( pix2S02 ). Figure 3.11 shows the case where
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Figure 3.10: Numerical simulation: both species U and V vanish eventually.
both species U and V spread eventually.
3.5.3 Numerical tests for level set method for 2D model with different
initial configuration
Example 4. In the 2D two species competition-diffusion model (3.23)-(3.29) with
parameters values(D1, µ1, γ1, K1)=(4, 10, 1, 0.6), (D2, µ2, γ2, K2)= (0.4, 5, 3, 0.5), the
initial boundary of species U is set to be an equilateral triangle which centers at the
origin point (0, 0) with side length 1, while the initial boundary of species V is set
to be a circle which centers at the origin point (0, 0) with radius=1.5. The initial
values U0(x, y), V0(x, y) and the initial level set functions φ01(x, y), φ02(x, y) are set as
following
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Figure 3.11: Numerical simulation: both species U and V spread successfully.
U0(x, y) =

40(
√
3
2 − 1√3 + y)(
√
3x− y + 1√3)(−
√
3x− y + 1√3), (x, y) ∈ Ω1(0),
0 (x, y) ∈ Ωc1(0).
V0(x, y) =

45cos(
√
x2+y2pi
2 ), (x, y) ∈ Ω2(0),
0 (x, y) ∈ Ωc2(0).
φ01(x, y) =

−min(
√
3
2 − 1√3 + y,
(
√
3x−y+ 1√3 )
2 ,
(−√3x−y+ 1√3 )
2 , (x, y) ∈ Ω1(0),
0 (x, y) ∈ ∂Ω1(0),
min(|
√
3
2 − 1√3 + y|,
|√3x−y+ 1√3 |
2 ,
|−√3x−y+ 1√3 |
2 , (x, y) ∈ Ω
c
1(0).
φ02(x, y) = −(1.5−
√
x2 + y2).
Figure 3.12 shows the simulation of the evolvement of two species and their moving
boundaries along time with an equilateral triangle as the initial boundary of U and
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a circle as the initial boundary of V . In the figure of boundary line, the red curves
represent the initial boundaries, and the blue curves simulate the evolvement of free
boundaries. From Figure 3.12, we can see that the triangle evolves into a circle during
the simulation.
Example 5. In the 2D two species competition-diffusion model (3.23)-(3.29) with
parameters values(D1, µ1, γ1, K1)=(4, 20, 1, 0.6), (D2, µ2, γ2, K2)=(1, 5, 2, 0.5), the ini-
tial boundary of species U is set to be is a square with side length=1, centered at
(0,0), while the initial boundary of species V is set to be a circle which centers at the
origin point (0, 0) with radius=2. The initial values U0(x, y), V0(x, y) and the initial
level set functions φ01(x, y), φ02(x, y) are set as following
U0(x, y) =

10(1− x)(1 + x)(1− y)(1 + y), (x, y) ∈ Ω1(0),
0 (x, y) ∈ Ωc1(0).
V0(x, y) =

50cos(
√
x2+y2pi
4 ), (x, y) ∈ Ω2(0),
0 (x, y) ∈ Ωc2(0).
φ01(x, y) =

−min(1− |x|, 1− |y|), (x, y) ∈ Ω1(0),
0 (x, y) ∈ ∂Ω1(0),
min(|1− |x||, |1− |y||) (x, y) ∈ Ωc1(0),
φ02(x, y) = −(2−
√
x2 + y2).
Figure 3.13 shows the simulation of the evolvement of two species and their mov-
ing boundaries along time with a square as the initial boundary of U and a circle as
the initial boundary of V . In the figure of boundary line, the red curves represent
the initial boundaries, and the blue curves simulate the evolvement of free bound-
aries. From Figure 3.13, we can see that the square evolves into a circle during the
simulation.
Example 6. In the 2D two species competition-diffusion model (3.23)-(3.29)
with parameters values (D1, µ1, γ1, K1)=(1, 15, 1, 0.4), (D2, µ2, γ2, K2)=(2, 5, 1, 0.5),
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the initial boundary of species U is set to be is a circle which centers at (0, 0) with
radius=2.5, while the initial boundary of species V is set to be a circle which centers
at the origin point (0, 0) with radius=3.2. The initial values U0(x, y), V0(x, y) and
the initial level set functions φ01(x, y), φ02(x, y) are set as following
U0(x, y) =

40cos(
√
x2+y2pi
5 ), (x, y) ∈ Ω1(0),
0 (x, y) ∈ Ωc1(0).
V0(x, y) =

20cos(
√
x2+y2pi
6.4 ), (x, y) ∈ Ω2(0),
0 (x, y) ∈ Ωc2(0).
φ01(x, y) = −(2.5−
√
x2 + y2).
φ02(x, y) = −(3.2−
√
x2 + y2).
Figure 3.14 shows the simulation of the evolvement of two species and their moving
boundaries along time with circles as the initial boundary of U and V . In the figure
of boundary line, the red curves represent the initial boundaries, and the blue curves
simulate the evolvement of free boundaries. From Figure 3.14, we can see that the
circles propagate as circles during the simulation.
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Figure 3.12: The simulated dynamics where initial boundary of U is an equilateral
triangle and initial boundary of V is a circle. The snapshots are taken at the times
t = 0, 0.01, 0.04, respectively.
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Figure 3.13: The simulated dynamics where initial boundary of U is a square and
initial boundary of V is a circle. The snapshots are taken at the times t = 0, 0.05, 0.1,
respectively.
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Figure 3.14: The simulated dynamics where initial boundaries of U and V are circles.
The snapshots are taken at the times t = 0, 0.01, 0.05, respectively.
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4.1 Abstract
In this chapter, we introduce Krylov implicit integration method to deal with the
stiffness of the diffusive logistic model with a free boundary. We first transform
the stiff reaction-diffusion system into a system with a fixed computational domain,
and then introduce four different temporal schemes: Runge-Kutta, Crank-Nicolson,
implicit integration factor (IIF) and Krylov IIF for handling such stiff systems. Nu-
merical examples are examined to illustrate the efficiency, accuracy and consistency
for different approaches, and it can be shown that Krylov IIF is superior to other
three approaches in terms of stability and efficiency by direct comparison.
4.2 Introduction
According to the seminal paper by Du and Lin [14], the diffusive logistic model with a
free boundary for the density of population of the invasive species U(t, x) depending
on time t and spatial variable x in one dimension can be described as follows:
∂U
∂t
−D∂
2U
∂x2
= f(U), t > 0, 0 < x < H(t), (4.1)
together with the boundary conditions
∂U
∂x
(t, 0) = 0, U(t,H(t)) = 0, t > 0, (4.2)
where the Stefan condition
H ′(t) = −µ∂U
∂x
(t,H(t)), t > 0, (4.3)
and the initial conditions
H(0) = H0, U(0, x) = U0(x), 0 ≤ x ≤ H0. (4.4)
The initial function U0(x) satisfies the following properties:
U0(x) ∈ C2([0, H0]), U ′0(0) = U0(H0) = 0, U0(x) > 0, 0 ≤ x < H0. (4.5)
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Here H(t) is the unknown moving boundary such that the population is distributed in
the interval [0, H(t)], and D > 0 is the dispersal rate. The parameter µ > 0 involved
in the Stefan condition (4.3) is the proportionally constant between the population
gradient at the front and the speed of the moving boundary.
Few efficient numerical methods are proposed to solve the diffusive logistic model
with a free boundary when the system is severely stiff. The difficulty is that extremely
small time steps are required due to the stiffness of the system. When the explicit
schemes are applied to solve such a system, due to stability constraints, an extremely
small time step should be used and it might take a long time to finish one single
simulation. However, while applying an implicit scheme [5, 25, 40] may be able to
remove the stability constraints on the time step ∆t, it usually requires solving a large
global system of nonlinear equations for each time step, and the computational cost
could be significant. To efficiently solve stiff reaction-diffusion equations, the authors
in [43] have developed a class of implicit integration factor (IIF) methods that are
computationally much cheaper than fully implicit schemes and can be unconditionally
stable or have generous stability conditions. The flexibility of representation of IIF
method allows either direct calculation of the exponentials of matrices, or the use of
Krylov subspace [10, 29, 31, 32, 39, 50] for non-constant diffusion coefficients or/with
moving boundaries to compute their exponential matrix-vector multiplications for
further saving in storage and computational cost.
While very little existing work accounts for solving a stiff system with a free
boundary, this chapter aims to develop and compare different numerical schemes to
solve the system (4.1)-(4.5) in one dimension. We first use the Landau transforma-
tion [12, 34] to convert the problem (4.1)-(4.5) into a system with fixed computational
domain, in which the moving domain is included as a new separate variable coupled
in the system. The Crank-Nicolson scheme and the Runge-Kutta method are applied
to preserve second order accuracy both in time and space for better stability. We
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extend the implicit integration factor (IIF) method to a system with a free boundary,
which successfully removes the stability constraint associated with the diffusion and
the stiff reaction terms thus allowing for large time step size. In order to calculate
the matrix exponentials more efficiently, Krylov subspace incorporated with IIF is
employed to speed up the simulation while maintaining the similar accuracy and sta-
bility conditions. Numerical examples are performed to show the accuracy, stability
and efficiency of four different proposed approaches.
4.3 Numerical schemes for stiff systems with a free boundary
As discussed in [48], the system (4.1)-(4.5) in one dimension can be transforming
into a problem with a fixed computational domain [0, 1]. Let us consider using the
Landau transformation [12, 34],
z(t, x) = x
H(t) , W (t, z) = U(t, x). (4.6)
Then the 1D diffusive logistic model (4.1) turns into the form,
G(t)∂W
∂t
−G′(t)z2
∂W
∂z
−D∂
2W
∂z2
= G(t)W (a− bW ), t > 0, 0 < z < 1, (4.7)
where
G(t) = H2(t), t ≥ 0. (4.8)
The boundary conditions (4.2) together with Stefan condition (4.3) take the following
forms
∂W
∂z
(t, 0) = 0, W (t, 1) = 0, t > 0, (4.9)
and
G′(t) = −2µ∂W
∂z
(t, 1), t > 0, (4.10)
respectively, while the initial conditions of (4.4) become
G(0) = H20 , W (0, z) = W0(z) = U0(zH0), 0 ≤ z ≤ 1. (4.11)
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The smoothness of conditions of (4.5) for the initial function U0(x) are translated to
W0(z) as follows,
W0(z) ∈ C2([0, 1]), W ′0(0) = W0(1) = 0, W0(z) > 0, 0 ≤ z < 1. (4.12)
After the transformation, the new problem lies in solving the nonlinear system
(4.7) in the fixed domain [0, 1] for the new variable z and unknown functions W,G.
To numerically solve the system, let us consider the time step size k = 4t, and spatial
mesh size h = 4z = 1/M , where M is a positive integer denoting the total number
of intervals in [0,1]. The mesh points (tn, zj) are denoted with tn = kn, n ≥ 0, zj =
jh, 0 ≤ j ≤M . Let us denote wnj as the numerical approximation of W (tn, zj) at the
mesh point (tn, zj), i.e., wnj ≈ W (tn, zj), and let gn be the numerical value of G(tn).
4.3.1 Crank-Nicolson scheme for implicit temporal discretization
In this section, Crank-Nicolson scheme is applied to update G and W for each time
step with the transformed system (4.7)-(4.10), which includes the following three
steps:
Step 1. Evaluate G(t) at tn+1.
The new transformed Stefan condition (4.10) is discretized using first order for-
ward approximation for G′(t), and second order approximation of ∂W
∂z
(t, 1) with three
points backward,
g′n = −µ
h
(3wnM − 4wnM−1 + wnM−2), n > 0. (4.13)
So G(tn+1) can be evaluated by the following,
gn+1 = gn + kg′n, n > 0. (4.14)
Specially, we use g1 = g0 + kg′(0) to evaluate the starting value g1.
Step 2. Update W (t, z) at tn+1 by using Crank-Nicolson scheme.
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Let us consider the forward approximation of the time derivative of W ,
wn+1j − wnj
k
≈ ∂W
∂t
(tn, zj), (4.15)
and the second-order central approximation of each spatial derivative of W ,
wnj+1 − wnj−1
2h ≈
∂W
∂z
(tn, zj),
wnj−1 − 2wnj + wnj+1
h2
≈ ∂
2W
∂z2
(tn, zj). (4.16)
Based on the transformed Stefan condition (4.10) and from (4.13)-(4.14), G′(t) can
be evaluated by the following,
g′n+1 ≈ −µ
h
(3wn+1M − 4wn+1M−1 + wn+1M−2), , (4.17)
Putting (4.15)-(4.17) all together into equation (4.7), we obtain
wn+1j − wnj
k
= 12(
zj
2
wnj+1 − wnj−1
2h
g′n
gn
+D
wnj−1 − 2wnj + wnj+1
gnh2
)
+ 12(
zj
2
wn+1j+1 − wn+1j−1
2h
g′n+1
gn + kg′n +D
wn+1j−1 − 2wn+1j + wn+1j+1
gn+1h2
)
+ 12(w
n
j (a− bwnj ) + wn+1j (a− bwn+1j )). (4.18)
where n ≥ 0, 0 ≤ j ≤M − 1.
For j = 0, Equation (4.18) involves the fictitious value wn−1 at the ghost point
(tn,−h). The value wn−1 can be evaluated from the discretization of the boundary
condition (4.9),
wn1 − wn−1
2h = 0.
Such a nonlinear system can be solved by Newton iteration or other solvers.
Step 3. Reevaluate G(t) at tn+1 using BDF2.
gn+1 = 43g
n − 13g
n−1 − 2µk3h (3w
n+1
M − 4wn+1M−1 + wn+1M−2), n ≥ 1. (4.19)
We use BDF2 scheme to reevaluate G(t) at tn+1 for n = 1, 2, 3... in order to preserve
the second order accuracy with O(k2) +O(h2). When n = 0, we use g1 as a starting
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value. The same process follows to select starting values. Remark Consistency and
error analysis Let us consider the problems (4.6)-(4.12), and denote the Equations
(4.7), (4.9) and (4.10) in the following form,
L1(W,G) = ∂W
∂t
− G
′(t)
G(t)
z
2
∂W
∂z
− D
G(t)
∂2W
∂z2
−W (a− bW ) = 0,
t > 0, 0 < z < 1,
L2(W,G) = ∂W
∂z
(t, 0) = 0, t > 0,
L3(W,G) = G′(t) + 2µ∂W
∂z
(t, 1) = 0, t > 0,
and after discretization, the equations are approximated by
L1(w, g) =
wn+1j − wnj
k
− 12(
zj
2
wnj+1 − wnj−1
2h
g′n
gn
+D
wnj−1 − 2wnj + wnj+1
gnh2
)
− 12(
zj
2
wn+1j+1 − wn+1j−1
2h
g′n+1
gn+1
+D
wn+1j−1 − 2wn+1j + wn+1j+1
gn+1h2
)
− 12(w
n
j (a− bwnj ) + wn+1j (a− bwn+1j )) = 0, n > 0, 0 < j ≤M − 1,
L2(w, g) =
wn1 − wn−1
2h = 0, n > 0,
L3(w, g) =
gn+1 − gn
k
+ µ
h
(3wnM − 4wnM−1 + wnM−2) = 0, n > 0.
Denoting the local truncation error T nj (W,G) as
T (1)nj (W,G) = L1(W nj , Gn)− L1(W nj , Gn),
T (2)nj (W,G) = L2(W nj , Gn)− L2(W nj , Gn),
T (3)nj (W,G) = L3(W nj , Gn)− L3(W nj , Gn),
Suppose we are given exact solutions W and G of problems (4.6)-(4.12) at tn, here
W nj = W (tn, zj) and Gn = G(tn). According to [55], if the local truncation error
T nj (W,G) = (T (1)nj , T (2)nj , T (3)nj ) tend to zero as k → 0, h → 0, we say that the
scheme L(w, g) = (L1(w, g), L2(w, g), L3(w, g)) is consistent with problem L(W,G) =
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(L1(W,G),L2(W,G),L3(W,G)). With some calculation, we can get
T (1)nj (W,G) =
k
2
∂2W
∂t2
(tn, zj) +
k2
6
∂3W
∂t3
(τ1, zj)
+ 12
∂W
∂t
(tn, zj) + J1 − 12
∂W
∂t
(tn+1, zj) + J2,
= k2
∂2W
∂t2
(tn, zj) +
k2
6
∂3W
∂t3
(τ1, zj) +
1
2
∂W
∂t
(tn, zj) + J1
− 12(
∂W
∂t
(tn, zj) + k
∂2W
∂t2
(tn, zj) +
k2
2
∂3W
∂t3
(τ2, zj)) + J2,
= k
2
6
∂3W
∂t3
(τ1, zj)− k
2
4
∂3W
∂t3
(τ2, zj) + J1 + J2.
J1 and J2 are defined as
J1 =− zj4
h2
6
∂3W
∂z3
(tn, δ1)
G′(tn)
Gn
− D2Gn
h2
12
∂4W
∂z4
(tn, δ2)
− zj4
∂W
∂z
(tn, zj)
2µh2
3Gn
∂3W
∂z3
(tn, δ1) +O(h4).
J2 =− zj4
∂W
∂z
(tn+1, zj)
G′(tn+1)
G(tn+1)
k2G′′(τ3)
2G(tn+1)
− zj4
∂W
∂z
(tn+1, zj)
2µh2
3G(tn+1)
∂3W
∂z3
(tn+1, δ4)
− zj4
∂W
∂z
(tn+1, zj)
2µh2
3G(tn+1)
∂3W
∂z3
(tn+1, δ4)
k2G′′(τ3)
2G(tn+1)
− zj4
h2
6
∂3W
∂z3
(tn+1, δ3)
G′(tn+1)
G(tn+1)
− zj4
h2
6
∂3W
∂z3
(tn+1, δ3)
G′(tn+1)
G(tn+1)
k2G′′(τ3)
2G(tn+1)
− D2
∂2W
∂z2
(tn+1, zj)
k2G′′(τ3)
2G(tn+1) −
D
2
h2
12G(tn+1)
∂4W
∂z4
(tn+1, δ5)
− D2
h2
12G(tn+1)
∂4W
∂z4
(tn+1, δ5)
k2G′′(τ3)
2G(tn+1) +O(h
4) +O(k4).
T (2)nj (W,G) =
h2
2
∂3W
∂z3
(tn, δ6).
T (3)nj (W,G) =−
k2
3
d3G
dt3
(τ4, 1)− 2µh
2
3
∂3W
∂z3
(tn, δ7).
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where the introduced parameters are given by
tn ≤ τ1, τ2, τ3 ≤ tn+1,
tn−1 ≤ τ4 ≤ tn+1,
zj−1 ≤ δ1, δ2, δ3, δ5 ≤ zj+1,
zM−2 ≤ δ4, δ7 ≤ 1.
z−1 ≤ δ6 ≤ z1.
By assuming that W (t, z) is fourth-order partial differentiable with respect to z and
third-order differentiable with respect to t, and that G(t) is third-order differentiable,
we can find that the local truncation error satisfies
T (i)nj (W,G) = O(k2) +O(h2), i = 1, 2, 3.
4.3.2 Runge-Kutta method for explicit temporal discretization
In this section, we introduce the Runge-Kutta scheme to solve the transformed system
(4.7)-(4.12). For this approach, the evaluation of W,G from tn to tn+1 consists of the
following five steps:
Step 1. Evaluate G(tn+1/2).
The transformed Stefan condition (4.10) is discretized by using forward approxi-
mation in time forG′(t) and three points backward approximation in space of ∂W
∂z
(t, 1),
i.e.,
g′n = −µ
h
(3wnM − 4wnM−1 + wnM−2), n > 0. (4.20)
Thus G(tn+1/2) can be evaluated by the following,
gn+1/2 = gn + k2g
′n, n > 0. (4.21)
Step 2. Update W (t, z) at tn+1/2.
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Let us consider the forward approximation of all time derivatives,
w
n+1/2
j − wnj
k/2 ≈
∂W
∂t
(tn, zj),
gn+1/2 − gn
k/2 ≈ G
′(tn), (4.22)
and the second-order central approximation in space,
wnj+1 − wnj−1
2h ≈
∂W
∂z
(tn, zj),
wnj−1 − 2wnj + wnj+1
h2
≈ ∂
2W
∂z2
(tn, zj). (4.23)
Combining (4.20)-(4.23) together, the equation (4.7) can be discretized by
w
n+1/2
j − wnj
k/2 −
zj
2
wnj+1 − wnj−1
2h
g′n
gn
−Dw
n
j−1 − 2wnj + wnj+1
gnh2
= wnj (a− bwnj ).
where n ≥ 0, 0 ≤ j ≤M − 1.
Step 3. Repeat Step 1 to evaluate G(t) at tn+1 using the updated W and G at
tn+1/2. Step 4. Evaluate W (t, z) at tn+1 using the Midpoint Method.
g′n+1/2 = −µ
h
(3wn+1/2M − 4wn+1/2M−1 + wn+1/2M−2 ), n > 0.
wn+1j − wnj
k
− zj2
w
n+1/2
j+1 − wn+1/2j−1
2gn+1/2h g
′n+1/2 −Dw
n+1/2
j−1 − 2wn+1/2j + wn+1/2j+1
gn+1/2h2
=wn+1/2j (a− bwn+1/2j ), n ≥ 0, 0 ≤ j ≤M − 1. (4.24)
i.e.,
wn+1j =wnj +
k
gn+1/2
(zj2
w
n+1/2
j+1 − wn+1/2j−1
2h g
′n+1/2)
+ kD
w
n+1/2
j−1 − 2wn+1/2j + wn+1/2j+1
gn+1/2h2
+ kwn+1/2j (a− bwn+1/2j ).
Step 5. Reevaluate G(t) at tn+1 using backward differentiation formula (BDF2).
gn+1 = 43g
n − 13g
n−1 − 2µk3h (3w
n+1
M − 4wn+1M−1 + wn+1M−2), n ≥ 1. (4.25)
remark Similar to Crank-Nicolson scheme, we have also performed consistency and
error analysis to the Runge-Kutta scheme, which exhibits the second order accuracy
in both space and time O(k2) +O(h2). We omit the details of derivation here to keep
the paper more focused and concise. remark
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4.3.3 Implicit integration factor (IIF) method
In this section, the implicit integration factor (IIF) scheme is extended to solve the
transformed Stefan problem (4.7)-(4.10). According to the equation (4.7),
∂W
∂t
(t, z) = G
′(t)
G(t)
z
2
∂W
∂z
(t, z) + D
G(t)
∂2W
∂z2
(t, z) +W (t, z)(a− bW (t, z)), 0 ≤ z < 1,
(4.26)
and notice that W (t, 1) ≡ 0 from the boundary condition.
First let us consider the central approximation of the spatial derivatives,
W (t, zj+1)−W (t, zj−1)
2h ≈
∂W
∂z
(t, zj), 0 ≤ j ≤M − 1,
W (t, zj−1)− 2W (t, zj) +W (t, zj+1)
h2
≈ ∂
2W
∂z2
(t, zj), 0 ≤ j ≤M − 1.
Putting this into the right hand side (RHS) of (4.26), and we obtain a semi-discretized
ODE system
d
−→
W
dt
= C(t)−→W +R(−→W ). (4.27)
Here −→W = (W (t, z0);W (t, z1);W (t, z2); ...W (t, zM−1)), and C(t) is the approximation
matrix for the spatial derivatives, R(−→W ) is the nonlinear reaction term. For instance,
C(t) at t = tn denoted by Cn with size M ×M is given by
−2D
gnh2
2D
gnh2 0 · · · 0 0
D
gnh2 − z1g
′n
4hgn
−2D
gnh2
D
gnh2 +
z1g′n
4hgn · · · · · · 0
0 D
gnh2 − z2g
′n
4hgn
−2D
gnh2
D
gnh2 +
z2g′n
4hgn · · · 0
0 · · · · · · · · · · · · 0
0 · · · · · · · · · · · · 0
0 · · · · · · 0 D
gnh2 − zM−1g
′n
4hgn
−2D
gnh2

Again based on the transformed Stefan condition (4.10), g′n in the matrix Cn can be
evaluated by the second order approximation of ∂W
∂z
(tn, 1) with three points,
−µ
h
(3wnM − 4wnM−1 + wnM−2) ≈ g′n, (4.28)
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Since C(t) is nonlinear, we can rewrite C(t) as
C(t) = C(tn) + E(t), (4.29)
where E(t) is the correction term [31]. Thus we obtain
d
−→
W
dt
= Cn−→W + E(t)−→W +R(−→W ). (4.30)
Multiplying by the integration factor e−Cnt on both sides, we get
e−Cnt
d
−→
W
dt
= e−Cnt(Cn−→W + E(t)−→W +R(−→W )). (4.31)
Let −→W n+i denote as the numerical approximation for −→W (tn+i). After integrating it
over one time step from tn to tn+1 ≡ tn +4t, we have
−→
W n+1 = eCn4t
−→
W n + eCn4t
∫ 4t
0
e−Cnτ (E(tn + τ)−→W (tn + τ) +R(−→W (tn + τ)))dτ. (4.32)
Following the same ideas as proposed in [43], to evaluate the integral, we approx-
imate the nonlinear term e−Cnτ (E(tn + τ)−→W (tn + τ) +R(−→W (tn + τ))) by an (r− 1)th
order Lagrange polynomial p(τ) with interpolation points at tn+1, tn, ... tn+2−r for
r-th order scheme. If we denote F(−→W (tn + τ)) = E(tn + τ)−→W (tn + τ) +R(−→W (tn + τ)),
we obtain
p(τ) =
r−2∑
i=−1
eiCn4tF(−→W n−i)
r−2∏
j=−1, j 6=i
τ + j4t
(j − i)4t , 0 ≤ τ ≤ 4t. (4.33)
Then we can get
∫ 4t
0
e−CnτF(−→W (tn + τ))dτ ≈
r−2∑
i=−1
eiCn4tF(−→W n−i)
∫ 4t
0
r−2∏
j=−1, j 6=i
τ + j4t
(j − i)4tdτ.
Putting all these together, and finally the r-th order IIF scheme is given by
−→
W n+1 = eCn4t
−→
W n +4t(αn+1F(−→W n+1) +
r−2∑
i=0
αn−iF(−→W n−i)) (4.34)
with the coefficients
αn−i =
e(i+1)Cn4t
4t
∫ 4tn
0
r−2∏
j=−1, j 6=i
τ + j4t
(j − i)4tdτ, −1 ≤ i ≤ r − 2. (4.35)
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More specially, the second order scheme (IIF2) is of the following form
−→
W n+1 = eCn4t
−→
Wn +4t(αn+1F(−→W n+1) + αnF(−→W n)), (4.36)
where
αn =
1
2e
Cn4t, αn+1 =
1
2 .
After evaluating −→W at tn+1, we reevaluate G(t) at tn+1 using BDF2 to preserve the
second order accuracy for the front G,
gn+1 = 43g
n − 13g
n−1 − 2µk3h (3w
n+1
M − 4wn+1M−1 + wn+1M−2), n ≥ 1. (4.37)
remark The major computational cost of IIF arises from the evaluation of exponential
matrices and multiplication of matrix with vectors. Since Cn is not a constant matrix,
its exponential eCn4t needs to be computed at every time step that is extremely
expensive thus will significantly slow down the simulation. Hence computation of
exponential matrices at each time step should be avoided. Otherwise, it will become
a bottleneck of regular IIF method for solving such system. remark
4.3.4 Krylov subspace with IIF
As discussed before [10], it is extremely expensive to construct matrix Cn and evaluate
eCn4t
−→
W n for each time step. Although the matrix Cn is sparse for most cases, the
exponential matrix eCn4t is dense in general. To overcome this difficulty, applying
Krylov subspace for evaluation of the type of eA4tv is an excellent option. For
example, in [20, 50], the Krylov subspace methods were used for the approximation of
eA4tv, where A is a large sparse matrix and v is a given vector. Furthermore, Krylov
subspace has been successfully incorporated with IIF and sparse grid structure for
solving systems of PDEs with non-constant coefficient and unstructured grid meshes
among many other systems [10, 31, 32, 39].
Following the literature (e.g. [20, 41]), we next illustrate how to apply the Krylov
subspace to evaluate eA4tv in general. First the large sparse matrix A can be pro-
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jected to the Krylov subspace
KQ = span{v,Av,A2v, ...,AQ−1v}. (4.38)
The dimension Q of the Krylov subspace is usually much smaller than the dimension
of the large sparse matrix A. For instance, we take Q = 25 for most of our test
simulations in the next section. An orthonormal basis VQ = [v1, v2, v3, ..., vQ] of the
Krylov subspace KQ is generated by the well-known Arnoldi algorithm [57] as the
following,
1. Compute the initial vector: v1 = v/||v||2.
2. Perform iterations: Do j = 1, 2, ..., Q :
a) Compute the vector w = Avj.
b) Do i = 1, 2, ..., j :
i. Compute the inner product hi,j = (w, vi).
ii. Compute the vector w = w − hi,jvi.
c) Compute hj+1,j = ||w||2.
d) If hj+1,j ≡ 0, then
stop the iteration;
else
compute the next basis vector vj+1 = w/hj+1,j.
In the Arnoldi algorithm, if hj+1,j ≡ 0 for some j < Q, it means that the conver-
gence has already occurred and the Krylov subspace is equal to span{v1, v2, ..., vj}.
Hence the iteration can be stopped at this step j, and we assign the value of this j
to Q. This algorithm will produce an orthonormal basis VQ of the Krylov subspace
KQ. Denote the Q×Q upper Hessenberg matrix consisting of the coefficients hi,j by
HQ. Since the columns of VQ are orthogonal, we have
HQ = V TQAVQ (4.39)
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This means that the very small Hessenberg matrix HQ represents the projection of
the large sparse matrix A to the Krylov subspace KQ, with respect to the basis VQ.
Also since VQ is orthonormal, the vector VQV TQ eA4tv is the orthogonal projection of
eA4tv on the Krylov subspace KQ, namely, it is the closest approximation to eA4tv
from KQ. Therefore
eA4tv ≈ VQV TQ eA4tv = βVQV TQ eA4tv1 = βVQV TQ eA4tVQe1 (4.40)
where β = ||v||2, and e1 denotes the first column of the Q × Q identity matrix IQ.
Noting from (4.39), we have the following approximation
eA4tv ≈ βVQeHQ4te1 (4.41)
Thus eA4tv for the matrix exponential with multiplication of a vector problem can
be solved by a problem with much smaller size. The small matrix exponential eHQ4t
will be computed using a scaling and squaring algorithm with a Pade´ approximation
with computational cost in the order of O(Q2), see [20, 26, 41].
Such ideas of Krylov subspace approximation can be easily applied to IIF scheme.
For instance, the second order Krylov IIF scheme gives
−→
W n+1 =
1
24tF(
−→
W n+1) + βn
−→
WQ,ne
HQ,n4te1 (4.42)
where βn = ||−→W n + 124tF(
−→
W n)||2, −→WQ,n and HQ,n are orthonormal basis and upper
Hessenberg matrix generated by the Arnoldi algorithm with the initial vector −→W n +
1
24tF(
−→
W n).
4.4 Numerical experiments
In this section, we will investigate the accuracy, stability and efficiency of the proposed
four approaches: Runge-Kutta, Crank-Nicolson, IIF2 and Krylov IIF2, through a
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number of test examples with the following form,
∂U
∂t
−D ∂2U
∂x2 = U(a− bU), t > 0, 0 < x < H(t),
∂U
∂x
(t, 0) = 0, U(t,H(t)) = 0, t > 0,
H ′(t) = −µ∂U
∂x
(t,H(t)), t > 0,
H(0) = H0, U(0, x) = U0(x), 0 ≤ x ≤ H0.
(4.43)
First we test the convergence order for all four methods in both space and time,
in which the second order is observed for all cases. Next we show that the three
schemes: Crank-Nicolson, IIF2 and Krylov IIF2 are much more stable than Runge-
Kutta method. Finally Krylov IIF2 is shown to be able to dramatically reduce com-
putational cost with comparison to Crank-Nicolson and IIF2.
4.4.1 Accuracy test
Here we test the accuracy of the proposed Runge-Kutta scheme, Crank-Nicolson
scheme, IIF2 scheme and Krylov IIF2 scheme in space and time by a simple case
with D = a = b = µ = 1, H0 = 0.2, U0(x) = cos( xpi2H0 ) in the system (4.43).
Since the exact solution is not known for this problem (4.43), for all our simu-
lations, the numerical solution by using a very fine resolution will be considered as
reference or "exact" solution. The differences between the numerical solutions and
the "exact" solutions at the final time T are measured by both L2 and L∞ errors.
Here we set the final time T = 0.1. We also compare all the "exact solution" from
four different schemes to make sure that they are consistent with each other.
In Tables (4.1-4.4), we run the numerical experiments at six different spatial and
temporal resolutions. As expected, we can clearly see the second-order convergence
rate in both space and time for all four schemes: Runge-Kutta, Crank-Nicolson, IIF2
and Krylov IIF2.
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Table 4.1: Accuracy results for Runge-Kutta method
Nz ×Nt L∞Error Order L2Error Order
Accuracy test of W
26×5e4 1.85e-04 1.32e-04
51×1e5 4.62e-05 2.00 3.28e-05 2.01
101×2e5 1.16e-05 1.99 8.22e-06 2.00
201×4e5 2.89e-06 2.01 2.04e-06 2.01
401×8e5 6.39e-07 2.18 4.50e-07 2.18
801×16e5 Reference
Accuracy test of G
26×5e4 2.66e-04 6.09e-06
51×1e5 6.65e-05 2.00 1.52e-06 2.00
101×2e5 1.68e-05 1.99 3.85e-07 1.98
201×4e5 4.20e-06 2.00 9.65e-08 2.00
401×8e5 9.38e-07 2.16 2.17e-08 2.15
801×16e5 Reference
Table 4.2: Accuracy results for Crank-Nicolson method
Nz ×Nt L∞Error Order L2Error Order
Accuracy test of W
26×5e4 1.85e-04 2.68e-04
51×1e5 4.65e-05 2.00 3.30e-05 1.99
101×2e5 1.18e-05 1.98 8.30e-06 1.99
201×4e5 2.92e-06 2.01 2.06e-06 2.01
401×8e5 6.30e-07 2.21 4.38e-07 2.23
801×16e5 Reference
Accuracy test of G
26×5e4 1.33e-04 6.13e-05
51×1e5 6.72e-05 2.01 1.54e-05 1.99
101×2e5 1.71e-05 1.98 3.92e-06 1.97
201×4e5 4.30e-06 1.99 9.90e-07 1.99
401×8e5 9.30e-07 2.21 2.15e-07 2.20
801×16e5 Reference
4.4.2 Stability test
In this section, we test the stability of the proposed four methods: Runge-Kutta
scheme, Crank-Nicolson scheme, IIF2 scheme and Krylov IIF2 scheme by the system
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Table 4.3: Accuracy results for IIF2 method
Nz ×Nt L∞Error Order L2Error Order
Accuracy test of W
26×5e4 1.82e-04 1.31e-04
51×1e5 4.51e-05 2.02 3.20e-05 2.03
101×2e5 1.11e-05 2.02 7.84e-06 2.03
201×4e5 2.65e-06 2.07 1.86e-06 2.07
401×8e5 5.34e-07 2.31 3.73e-07 2.32
801×16e5 Reference
Accuracy test of G
26×5e4 2.65e-04 6.07e-06
51×1e5 6.58e-05 2.01 1.51e-06 2.01
101×2e5 1.64e-05 2.00 3.78e-07 2.00
201×4e5 4.00e-06 2.04 9.26e-08 2.03
401×8e5 8.35e-07 2.26 1.94e-08 2.26
801×16e5 Reference
Table 4.4: Accuracy results for Krylov IIF2 method
Nz ×Nt L∞Error Order L2Error Order
Accuracy test of W
26×5e4 1.82e-04 1.31e-04
51×1e5 4.51e-05 2.02 3.20e-05 2.03
101×2e5 1.11e-05 2.02 7.84e-06 2.03
201×4e5 2.65e-06 2.07 1.86e-06 2.07
401×8e5 5.30e-07 2.32 3.72e-07 2.32
801×16e5 Reference
Accuracy test of G
26×5e4 2.65e-04 6.07e-06
51×1e5 6.58e-05 2.01 1.51e-06 2.01
101×2e5 1.64e-05 2.00 3.78e-07 2.00
201×4e5 4.00e-06 2.04 9.26e-08 2.03
401×8e5 8.40e-07 2.25 1.94e-08 2.26
801×16e5 Reference
(4.43) with parameters D = 1, µ = 0.5, a = 2, b = 1, H0 = 1.2, U0(x) = cos( xpi2H0 ). For
all simulations here, we set the final simulation time to Tend = 0.2, and the spatial
grid Nz = 801 while varying time step size. The reference solution is calculated by
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choosing Nz = 801 and ∆t = 10−8, and the maximum error is measured between the
numerical solution and reference solution.
In Figures (4.1) and (4.2), we can see that Runge-Kutta only converges for very
small time step size, it quickly blows up as ∆t increases, while all other three schemes:
Crank-Nicolson, IIF and Krylov IIF allow for moderate large time step size, which
exhibit extremely nice stability conditions.
In Table 4.5, we also further test the order of accuracy for Crank-Nicolson, IIF2
and Krylov IIF2 with fixed spatial resolutionNz=801 and six different time resolution.
The spatial resolution Nz=801 is chosen fine enough such that the error is dominated
by the time step. We list the maximum error between the numerical solution and the
reference solution, and the order of accuracy. Clearly, the orders of accuracy in time
for Crank-Nicolson, IIF2 and Krylov IIF2 are two.
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Figure 4.1: Error of U as a function of time step size.
4.4.3 Efficiency test for stable schemes
Since Crank-Nicolson, IIF2 and Krylov IIF2 exhibit similar stability conditions, we
test the efficiency for these three schemes in this section. To do this, here we consider
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Figure 4.2: Error of H as a function of time step size.
Table 4.5: Error and order of accuracy in time for three stable schemes: Crank-
Nicolson, IIF2 and Krylov IIF2
4t Crank-Nicolson IIF2 Krylov IIF2
Accuracy test of W
L∞ error Order L∞ error Order L∞ error Order
8.0× 10−5 1.54e-8 - 6.50e-8 - 6.50e-8 -
4.0× 10−5 4.09e-9 1.91 2.23e-8 1.55 2.23e-8 1.55
2.0× 10−5 1.05e-9 1.97 6.28e-9 1.83 6.28e-9 1.83
1.0× 10−5 3.22e-10 1.70 1.30e-9 2.27 1.30e-9 2.27
5.0× 10−6 8.14e-11 1.98 2.85e-10 2.20 2.85e-10 2.20
2.5× 10−6 Reference Reference Reference
Accuracy test of G
L∞ error Order L∞ error Order L∞ error Order
8.0× 10−5 4.16e-7 - 8.49e-7 - 8.49e-7 -
4.0× 10−5 1.44e-7 1.53 2.81e-7 1.59 2.81e-7 1.59
2.0× 10−5 4.86e-8 1.57 9.22e-8 1.61 9.22e-8 1.61
1.0× 10−5 1.54e-8 1.66 2.88e-8 1.68 2.88e-8 1.68
5.0× 10−6 3.92e-9 1.97 7.27e-9 1.99 7.27e-9 1.99
2.5× 10−6 Reference Reference Reference
two cases: case 1: large diffusion system with D = 100, a = b = 1; case 2: stiff system
with D = 1, a = b = 100. For both cases, we set µ = 1, H0 = 2, the final simulation
time Tend = 0.1, and the initial condition U0 = cos( xpi2H0 ). For all the simulations here,
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we select three different spatial resolutions Nz = 1001, Nz = 2001 and Nz = 4001
with fixed time step size ∆t = 10−4.
Table 4.6: CPU time for three stable schemes: Crank-Nicolson, IIF2 and Krylov IIF2
of large diffusion system. The unit of CPU time is second.
4t = 10−4 Nz = 1001 Nz = 2001 Nz = 4001
Crank-Nicolson 16.576 75.092 395.512
Krylov IIF2 14.595 59.566 295.958
IIF2 211.227 1099.695 9694.277
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Figure 4.3: Numerical simulation: U and H for the large diffusion system.
From Figures 4.3 and 4.4, first we show that the solutions agree with each other
for three different schemes. We can also see that when compared to the stiff system,
the front H for the large diffusion system moves much faster initially and quickly
reaches the steady state afterwards.
From Table (4.6), for the large diffusion system, it is clear that the regular IIF2
is more than 20 times slower for the refined grid than the other two due to the very
expensive evaluation of exponential matrices at every time step, while Krylov IIF2 is
slightly faster than Crank-Nicolson for all different grid resolution.
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Table 4.7: CPU time for three stable schemes: Crank-Nicolson, IIF2 and Krylov IIF2
of stiff system. The unit of CPU time is second.
4t = 10−4 Nz = 1001 Nz = 2001 Nz = 4001
Crank-Nicolson 30.149 141.601 760.832
Krylov IIF2 16.706 71.501 346.278
IIF2 389.514 1877.676 22626.109
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Figure 4.4: Numerical simulation: U and H for the stiff system.
From Table (4.7), we can show that all the simulations for the stiff system are
much slower than those of large diffusion system with the same grid size. Once again,
the regular IIF2 is extremely slower than the other two, while Krylov IIF2 is more
than 2 times faster than Crank-Nicolson and such trend is more obvious when the
grid becomes finer. To our understanding, for the Crank-Nicolson scheme, it requires
solving nonlinear system for each time step, thus demanding more CPU time for the
stiff systems. However, Krylov IIF2 avoids solving the nonlinear system, instead it
only handles nonlinear equation for each grid point. Thus Krylov IIF can reduce
computational cost for the system with very stiff reaction terms. In brief, applying
Krylov subspace method incorporated with IIF is able to dramatically further improve
the efficiency for solving very stiff systems with moving boundaries.
94
Chapter 5
Conclusions
In this dissertation, we are devoted to designing efficient numerical methods to in-
vestigate the spreading-vanishing dichotomy of the diffusive logistic model with a
free boundary and the spreading behavior of two invasive species modeled by a diffu-
sive competition system with free boundaries. Combining the implicit solver, front-
tracking method, which explicitly tracks the locations of interfaces, is adopted to
develop numerical schemes for one dimension and higher dimensions with spherical
symmetry. In particular, a front-fixing approach is also introduced to verify the accu-
racy and stability of front-tracking method. In higher dimensional cases, we introduce
level set method to handle topological bifurcations. It is demonstrated that level set
method is able to robustly and efficiently capture different complicated geometries.
Illustration with numerical examples of the spreading-vanishing dichotomic behavior
and the spreading behavior of two invasive species are given. Numerical experiments
in 1D and 2D spaces are also performed to demonstrate the accuracy, consistency
and stability of the proposed numerical methods.
We also derive four different numerical schemes: Runge-Kutta, Crank-Nicolson,
IIF2 and Krylov IIF2, to systematically solve stiff reaction-diffusion system with
a free boundary. Through numerical experiments, we show that the three schemes:
Crank-Nicolson, IIF and Krylov IIF exhibit very nice stability property, while Runge-
Kutta only admits for very small time steps with the fine mesh size. Finally through
efficiency test, it reveals that the regular IIF is too expensive for solving such systems
due to the evaluation of exponential matrices at every time step, while Krylov IIF is
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the most efficient approach, especially for the system with very stiff reaction terms.
Currently we are incorporating level set method with explicit exponential time
differencing method for solving reaction-diffusion systems with moving boundaries in
two dimensions, and some nice preliminary results have been obtained that further
demonstrates the great promise of the proposed approach. Compared to 1D prob-
lems, there are quite a few new numerical challenges when explicit exponential time
differencing method is coupled with level set method for solving 2D problems. Firstly,
due to the moving boundaries, the associated exponential matrices for discretized dif-
fusion operator need to be assembled with caution by an ordered vector for each time
step. Secondly, level set function should be carefully incorporated into explicit ex-
ponential time differencing method solver for reaction-diffusion equations with some
special numerical treatment, especially for the points near moving boundaries. Fi-
nally, new ideas for extrapolation on the boundary points with different boundary
conditions need to be explored to keep the higher order accuracy.
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