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Let B(H) be the algebra of all bounded linear operators on a com-
plex Hilbert space H. In 1978, Drazin introduced a partial order,
∗
, on B(H). For A, B ∈ B(H), A ∗ B if and only if A∗A = A∗B and
AA∗ = BA∗. Given A, B ∈ B(H), let A ∗∨ B be the least upper bound
(supremum) forAandBwith respect to the∗-order. In thispaper,we
present some necessary and sufﬁcient conditions for which A
∗∨
B
exists, and give an explicit representation of A
∗∨
B (if A
∗∨
B exists).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper, letH and K be complex Hilbert spaces, B(H,K) the algebra of all bounded
linear operators fromH intoK, and abbreviateB(H,H) toB(H). For an operator T ∈ B(H,K), T∗,N (T)
and R(T) denote the adjoint, the null space and the range of T , respectively. An operator T is said to
be self-adjoint if T = T∗. Denote by S(H) the set of all self-adjoint operators in B(H).
In Ref. [5], Drazin introduced a partial order on B(H) which is called the ∗-order and deﬁned by

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Deﬁnition 1.1 [5]. Let A, B ∈ B(H). Then we write A ∗ B if
A∗A = A∗B and AA∗ = BA∗.
In this case, A is called a lower bound of B associated with the ∗-order, and interchangeably, B is called
an upper bound of A associated with the ∗-order.
It is easy to see that the restriction of the ∗-order to S(H) is the Gudder order (see [6]). The lattice
properties of S(H) with respect to the Gudder order have been studied extensively by many authors
(see [6,9–11]). In Ref. [10], for A, B ∈ S(H), Pulmannová and Vincenková showed that the inﬁmum
of A and B associated with the Gudder order always exists, and the supremum of A and B associated
with the Gudder order exists if and only if A and B have an upper bound. In Ref. [9], Liu and Wu got a
representation theoremof the inﬁmumofAandB associatedwith theGudderorder. InRef. [11], authors
presented some necessary and sufﬁcient conditions for which the supremum of A and B associated
with the Gudder order exists, and obtained an explicit representation of it.
However, how about the lattice properties of (B(H),
∗
)? This leads to consider the natural problem
of giving a characterization for A, B ∈ B(H) such that the least upper bound (supremum) A ∗∨ B or
the greatest lower bound (inﬁmum) A
∗∧
B, for A and B with respect to the ∗-order, exists in B(H).
Moreover, if A
∗∨
B (resp. A
∗∧
B) exists, can we give the structure of A
∗∨
B (resp. A
∗∧
B)?
In Ref. [8], Hartwig and Drazin proved that the set of all m × m complex matrices endowed with
the ∗-order forms a lower semi-lattice, namely, if A, B ∈ Cm×m, then A
∗∧
B = max{C ∈ Cm×m : C ∗ A
and C
∗
 B} always exists in Cm×m, where the “max” refers to the ∗-order. In Ref. [1], Antezana et al.
introduced some interesting techniques to extend the results in Ref. [8]. It was showed that (B(H),
∗
)
is a lower semi-lattice.
In this paper, forA, B ∈ B(H),using the technique of operator block,wepresent somenecessary and
sufﬁcient conditions forwhichA
∗∨
B exists.Moreover, an explicit representation ofA
∗∨
B is established
if A
∗∨
B exists.
2. Main results and proofs
In this section,we shall present somenecessary and sufﬁcient conditions forwhichA
∗∨
B exists and
in this case, an explicit representationofA
∗∨
B is established. LetA, B ∈ B(H).ThenA andB as operators
from the space decompositionH = R(A∗) ⊕ N (A) into the space decompositionH = R(A) ⊕ N (A∗)
have operator matrices
A =
(
A1 0
0 0
)
(1)
and
B =
(
B11 B12
B21 B22
)
, (2)
respectively, where A1 ∈ B(R(A∗),R(A)) is injective with dense range, B11 ∈ B(R(A∗),R(A)), B12 ∈
B(N (A),R(A)), B21 ∈ B(R(A∗),N (A∗)), and B22 ∈ B(N (A),N (A∗)).
For a closed subspaceM ofH, denote by PM the orthogonal projection ontoM.
Lemma 2.1. Let A and B be as (1) and (2), respectively, then the following statements are equivalent
(a) A
∗
 B;
(b) A∗(B − A) = 0 and (B − A)A∗ = 0;
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(c) PR(A)(B − A) = 0 and (B − A)PR(A∗) = 0;
(d) B as an operator from the space decomposition H = R(A∗) ⊕ N (A) into the space decomposition
H = R(A) ⊕ N (A∗) has the operator matrix
B =
(
A1 0
0 B22
)
.
Proof. (a) ⇒ (b). Suppose that A ∗ B. Then by Deﬁnition 1.1, we have A∗A = A∗B and AA∗ = BA∗. It
follows that A∗(B − A) = 0 and (B − A)A∗ = 0.
(b) ⇒ (c). Suppose that A∗(B − A) = 0 and (B − A)A∗ = 0. Then it follows from (B − A)A∗ = 0
that (B − A)PR(A∗) = 0. On the other hand, it follows from A∗(B − A) = 0 that R(B − A) ⊆ N (A∗),
and so PR(A)(B − A) = 0.
(c)⇒ (d). Suppose that PR(A)(B − A) = 0 and (B − A)PR(A∗) = 0. Then it follows from PR(A)(B −
A) = 0 that PR(A)BPR(A∗) = PR(A)APR(A∗) and PR(A)BPN (A) = PR(A)APN (A) = 0. Namely, B11 = A1
and B12 = 0. In a similar way, it follows from (B − A)PR(A∗) = 0 that PN (A∗)BPR(A∗) =
PN (A∗)APR(A∗) = 0. Namely, B21 = 0.
Thus B as an operator from the space decompositionH = R(A∗) ⊕ N (A) into the space decompo-
sitionH = R(A) ⊕ N (A∗) has the operator matrix
B =
(
A1 0
0 B22
)
.
(d) ⇒ (a). Suppose that the statement (d) holds. Then a direct calculation shows that A∗A = A∗B
and AA∗ = BA∗. Thus by Deﬁnition 1.1, we have A ∗ B. 
Remark 2.2. The equivalence of (a) and (d) in Lemma 2.1 is a generalization of the result in Ref. [2]
which is obtained by Baksalary et al. in the ﬁnite dimensional case.
By Lemma 2.1, if A, B ∈ B(H) and A ∗∨ B exists, then PR(A)∩R(B)APR(A∗)∩R(B∗) = PR(A)∩R(B)
BPR(A∗)∩R(B∗). Now, we give an example to show that the converse statement is not true, even in
the ﬁnite dimensional case.
Example 1. Let
A =
(
2 0
0 0
)
and
B =
(
1
√
3√
3 3
)
.
Then it is easy to check thatR(A∗) ∩ R(B∗) = {0} and so PR(A)∩R(B)APR(A∗)∩R(B∗) = PR(A)∩R(B)
BPR(A∗)∩R(B∗). But A
∗∨
B does not exist. Indeed, suppose that A
∗∨
B exists. Then A
∗
 A
∗∨
B and
B
∗
 A
∗∨
B. By Lemma 2.1, it follows from A
∗
 A
∗∨
B that
A
∗∨
B =
(
2 0
0 x
)
,
for some x ∈ C. On the other hand, it is easy to see that((
2 0
0 x
)
−
(
1
√
3√
3 3
))(
1
√
3√
3 3
)
/= 0.
By Lemma 2.1, it contradicts with B
∗
 A
∗∨
B.
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Thus, to present some necessary and sufﬁcient conditions for which A
∗∨
B exists and get an explicit
representation of A
∗∨
B,we shall make a deeper investigation into the structure of A and B.
Given A, B ∈ B(H), denote H1 = R(A∗) ∩ R(B∗), H2 = R(A∗) ∩ N (B), H3 = R(A∗) 	 (H1
⊕ H2),H4 = N (A) ∩ R(B∗),H5 = N (A) ∩ N (B),H6= N (A) 	 (H4 ⊕ H5),H′1=R(A) ∩ R(B),H′2
= R(A) ∩ N (B∗),H′3 = R(A) 	 (H′1 ⊕ H′2),H′4 = N (A∗) ∩ R(B),H′5 = N (A∗) ∩ N (B∗), andH′6 =
N (A∗) 	 (H′4 ⊕ H′5). Note that R(A∗) = H1 ⊕ H2 ⊕ H3,R(A) = H′1 ⊕ H′2 ⊕ H′3,R(B∗) ⊆ H1 ⊕
H3 ⊕ H4 ⊕ H6 and R(B) ⊆ H′1 ⊕ H′3 ⊕ H′4 ⊕ H′6. Then A and B as operators from the space de-
composition H = H1 ⊕ H2 ⊕ H3 ⊕ H4 ⊕ H5 ⊕ H6 into the space decomposition H = H′1 ⊕ H′2 ⊕
H′3 ⊕ H′4 ⊕ H′5 ⊕ H′6 have operator matrices
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 A12 A13 0 0 0
A21 A22 A23 0 0 0
A31 A32 A33 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
(3)
and
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
B11 0 B13 B14 0 B16
0 0 0 0 0 0
B31 0 B33 B34 0 B36
B41 0 B43 B44 0 B46
0 0 0 0 0 0
B61 0 B63 B64 0 B66
⎞
⎟⎟⎟⎟⎟⎟⎠
, (4)
respectively. Note that the entries, Bij, i, j ∈ {1, 3, 4, 6}, of the matrix (4) are not independent of each
other. We shall clarify some relations among them in Lemma 2.4.
Lemma 2.3 ([4,7]). Let A, B ∈ B(H). Then PR(B) as an operator on H = H′1 ⊕ H′2 ⊕ H′3 ⊕ H′4 ⊕ H′5 ⊕
H′6 has the operator matrix
PR(B) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 0 0
0 0 0 0 0 0
0 0 Q 0 0 Q
1
2 (I − Q) 12D
0 0 0 I 0 0
0 0 0 0 0 0
0 0 D∗Q 12 (I − Q) 12 0 0 D∗(I − Q)D
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (5)
where I is the identity operator on the corresponding space, Q is a positive contraction on H′3 with 0, 1
/∈ σP(Q) and D is a unitary operator fromH′6 ontoH′3, where σP(Q) denotes the point spectrum of Q .
Similarly, PR(B∗) as an operator onH = H1 ⊕ H2 ⊕ H3 ⊕ H4 ⊕ H5 ⊕ H6 has the operator matrix
PR(B∗) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 0 0
0 0 0 0 0 0
0 0 Q ′ 0 0 Q ′ 12 (I − Q ′) 12D′
0 0 0 I 0 0
0 0 0 0 0 0
0 0 D′∗Q ′ 12 (I − Q ′) 12 0 0 D′∗(I − Q ′)D′
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (6)
where Q ′ is a positive contraction onH3 with 0, 1 /∈ σP(Q ′) and D′ is a unitary operator fromH6 ontoH3.
Lemma 2.4. Let A, B, PR(B) and PR(B∗) be as (3)–(6), respectively. Then (I − Q)
1
2 B3i = Q 12DB6i and (I −
Q ′) 12 B∗i3 = Q ′
1
2D′B∗i6, i ∈ {1, 3, 4, 6}.
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Proof. Since PR(B)B = B,we have⎛
⎜⎜⎜⎜⎜⎜⎝
B11 0 B13 B14 0 B16
0 0 0 0 0 0
E1 0 E3 E4 0 E6
B41 0 B43 B44 0 B46
0 0 0 0 0 0
F1 0 F3 F4 0 F6
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
B11 0 B13 B14 0 B16
0 0 0 0 0 0
B31 0 B33 B34 0 B36
B41 0 B43 B44 0 B46
0 0 0 0 0 0
B61 0 B63 B64 0 B66
⎞
⎟⎟⎟⎟⎟⎟⎠
, (7)
where Ei = QB3i + Q 12 (I − Q) 12DB6i and Fi = D∗Q 12 (I − Q) 12 B3i + D∗(I − Q)DB6i, i ∈ {1, 3, 4, 6}.
Comparing two sides of Eq. (7), we have QB3i + Q 12 (I − Q) 12DB6i = Ei = B3i, i ∈ {1, 3, 4, 6}. That is,
(I − Q)B3i = Q 12 (I − Q) 12DB6i, i ∈ {1, 3, 4, 6}. Noting that Q 12 (I − Q) 12 = (I − Q) 12Q 12 (see [3]) and
1 /∈ σP(Q), it follows that (I − Q) 12 B3i = Q 12DB6i, i ∈ {1, 3, 4, 6}.
Similarly, it follows from PR(B∗)B
∗ = B∗ that (I − Q ′) 12 B∗i3 = Q ′
1
2D′B∗i6, i ∈ {1, 3, 4, 6}. 
Remark 2.5. Lemma 2.4 shows that there exist some relations among the entries Bij, i, j ∈ {1, 3, 4, 6},
of the operator matrix (4). Especially, by Lemma 2.4, if B16 = 0 (resp. B43 = 0, B61 = 0 and B34 = 0),
then we get B13 = 0 (resp. B46 = 0, B31 = 0 and B64 = 0).
Theorem 2.6. Let A and B be as (3) and (4), respectively. Then there exists an operator C ∈ B(H) such
that A
∗
 C and B
∗
 C if and only if the following conditions hold
(i) A and B have the operator matrices
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
(8)
and
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 0 0 0 0 0
0 0 B33 0 0 B36
0 0 0 B44 0 0
0 0 0 0 0 0
0 0 B63 0 0 B66
⎞
⎟⎟⎟⎟⎟⎟⎠
, (9)
respectively, where B∗33(A33 − B33) = B∗63B63 and (A33 − B33)B∗33 = B36B∗36,
(ii) there exists an operator W ∈ B(H6,H′6) such that B∗33B36 = B∗63W and B63B∗33 = WB∗36.
Proof. Necessity. Firstly, we assume that PR(B) and PR(B∗) have operator matrices (5) and (6), respec-
tively. Suppose that A
∗
 C and B
∗
 C for some operator C in B(H). Then by the hypothesis A
∗
 C and
Lemma2.1, C as an operator fromH = H1 ⊕ H2 ⊕ H3 ⊕ H4 ⊕ H5 ⊕ H6 intoH = H′1 ⊕ H′2 ⊕ H′3 ⊕
H′4 ⊕ H′5 ⊕ H′6 has the operator matrix
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 A12 A13 0 0 0
A21 A22 A23 0 0 0
A31 A32 A33 0 0 0
0 0 0 C44 C45 C46
0 0 0 C54 C55 C56
0 0 0 C64 C65 C66
⎞
⎟⎟⎟⎟⎟⎟⎠
.
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And, by thehypothesisB
∗
 C andLemma2.1,weget thatPR(B)(C − B) = 0, (C − B)PR(B∗) = 0, B∗(C −
B) = 0 and (C − B)B∗ = 0.
It follows from PR(B)(C − B) = 0 that⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 − B11 A12 A13 − B13 −B14 0 −B16
0 0 0 0 0 0
E1 QA32 E3 E4 Q
1
2 (I − Q) 12 DC65 E6
−B41 0 −B43 C44 − B44 C45 C46 − B46
0 0 0 0 0 0
F1 D
∗Q 12 (I − Q) 12 A32 F3 F4 D∗(I − Q)DC65 F6
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0,
where Ei = Q(A3i − B3i) − Q 12 (I − Q) 12DB6i and Fi = D∗Q 12 (I − Q) 12 (A3i − B3i) − D∗(1 − Q)DB6i,
i ∈ {1, 3}, and, Ej = −QB3j + Q 12 (I − Q) 12D(C6j − B6j) and Fj = −D∗Q 12 (I − Q) 12 B3j + D∗(1 − Q)
D(C6j − B6j), j ∈ {4, 6}. So{
A11 = B11, A12 = 0, A13 = B13, B14 = 0, Q 12 (I − Q) 12DC65 = 0, B16 = 0,
B41 = 0, QA32 = 0, B43 = 0, C44 = B44, C45 = 0, C46 = B46.
Observe that 0, 1 /∈ σP(Q) and D is a unitary operator from H′6 onto H′3. Since QA32 = 0 and Q
1
2 (I −
Q)
1
2DC65 = 0, we have A32 = 0 and C65 = 0. Moreover, by Remark 2.5, B16 = 0 and B43 = 0 imply
B13 = 0 and B46 = 0, respectively.
Thus A, B and C have operator matrices
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
A21 A22 A23 0 0 0
A31 0 A33 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 0 0 0 0 0
B31 0 B33 B34 0 B36
0 0 0 B44 0 0
0 0 0 0 0 0
B61 0 B63 B64 0 B66
⎞
⎟⎟⎟⎟⎟⎟⎠
and
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
A21 A22 A23 0 0 0
A31 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 C54 C55 C56
0 0 0 C64 0 C66
⎞
⎟⎟⎟⎟⎟⎟⎠
,
respectively.
Furthermore, it follows from (C − B)PR(B∗) = 0 that⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
A21 0 A23Q
′ 0 0 A23U′
A31 − B31 0 (A33 − B33)Q ′ − B36U′∗ −B34 0 (A33 − B33)U′ − B36V ′
0 0 0 0 0 0
0 0 C56U
′∗ C54 0 C56V ′
−B61 0 −B63Q ′ + (C66 − B66)U′∗ C64 − B64 0 −B63U′ + (C66 − B66)V ′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0,
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where U′ = Q ′ 12 (I − Q ′) 12D′ and V ′ = D′∗(1 − Q ′)D′. So{
A21 = 0, A31 = B31, C56U′∗ = 0, B61 = 0,
A23Q
′ = 0, B34 = 0, C54 = 0, C64 = B64.
Note that 0, 1 /∈ σP(Q ′) and D′ is a unitary operator from H6 onto H3. Since A23Q ′ = 0 and
C56D
′∗Q ′ 12 (I − Q ′) 12 = C56U′∗ = 0,we have A23 = 0 and C56 = 0. And by Remark 2.5 again, B61 = 0
and B34 = 0 imply B31 = 0 and B64 = 0, respectively.
Thus A and B have operator matrices (8) and (9), respectively, and C has the operator matrix
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Now, by formulas B∗(C − B) = 0 and (C − B)B∗ = 0,we have⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 B∗33(A33 − B33) − B∗63B63 0 0 −B∗33B36 + B∗63(C66 − B66)
0 0 0 0 0 0
0 0 0 0 0 0
0 0 B∗36(A33 − B33) − B∗66B63 0 0 −B∗36B36 + B∗66(C66 − B66)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0
and ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 (A33 − B33)B∗33 − B36B∗36 0 0 (A33 − B33)B∗63 − B36B∗66
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −B63B∗33 + (C66 − B66)B∗36 0 0 −B63B∗63 + (C66 − B66)B∗66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0.
So B∗33(A33 − B33) = B∗63B63, (A33 − B33)B∗33 = B36B∗36, B∗33B36 = B∗63(C66 − B66) and B63B∗33 =
(C66 − B66)B∗36. Thus the condition (i) holds and the condition (ii) holds by takingW = C66 − B66.
Sufﬁciency. Suppose conditions (i) and (ii) hold. From the hypothesis B∗33(A33 − B33) = B∗63B63,we
get (I − Q ′) 12 B∗33(A33 − B33) = (I − Q ′)
1
2 B∗63B63. Moreover, by Lemma 2.4, we have (I − Q ′)
1
2 B∗33 =
Q ′ 12D′B∗36 and (I − Q ′)
1
2 B∗63 = Q ′
1
2D′B∗66. So Q ′
1
2D′B∗36(A33 − B33) = Q ′
1
2D′B∗66B63. Then B∗36(A33 −
B33) = B∗66B63 because 0/∈ σP(Q ′) and D′ is unitary.
In a similar way, from hypotheses (A33 − B33)B∗33 = B36B∗36, B∗33B36 = B∗63W and B63B∗33 = WB∗36,
we have (A33 − B33)B∗63 = B36B∗66, B∗36B36 = B∗66W and B63B∗63 = WB∗66.
Take
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 0 0
0 0 0 0 0 W + B66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then by Lemma 2.1, it is s clear that A
∗
 C.
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Furthermore, by Lemma 2.1 again, since
B∗(C − B)
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 B∗33(A33 − B33) − B∗63B63 0 0 −B∗33B36 + B∗63W
0 0 0 0 0 0
0 0 0 0 0 0
0 0 B∗36(A33 − B33) − B∗66B63 0 0 −B∗36B36 + B∗66W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0
and
(C − B)B∗
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 (A33 − B33)B∗33 − B36B∗36 0 0 (A33 − B33)B∗63 − B36B∗66
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −B63B∗33 + WB∗36 0 0 −B63B∗63 + WB∗66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0,
we have B
∗
 C. 
Remark 2.7. Let A and B be as (8) and (9), respectively. If there exists an operator W ∈ B(H6,H′6)
such that B∗33B36 = B∗63W, then W is unique. Indeed, suppose that there exists an operator Y(∈
B(H6,H′6)) /= W such that B∗33B36 = B∗63Y . Then B∗63(Y − W) = 0 and by Lemma 2.4, it follows that
B∗66(Y − W) = 0. Thus⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A∗11 0 0 0 0 0
0 0 0 0 0 0
0 0 B∗33 0 0 B∗63
0 0 0 B∗44 0 0
0 0 0 0 0 0
0 0 B∗36 0 0 B∗66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 Y − W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0.
So R(Y − W) ⊆ N (B∗). Moreover, since R(Y − W) ⊆ H′6 and H′6 ∩ N (B∗) = {0}, we have R(Y −
W) = {0}. This is a contradiction with Y /= W .
Corollary 2.8. Let A and B be as (3) and (4), respectively. If conditions (i) and (ii) in Theorem 2.6 hold,
then {
C ∈ B(H) : A ∗ C and B ∗ C
}
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 X55 0
0 0 0 0 0 B66 + W
⎞
⎟⎟⎟⎟⎟⎟⎠
: X55 ∈ B(H5,H′5)
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
Proof. If C ∈ B(H) such that A ∗ C and B ∗ C, then, by the proof of the necessity of Theorem 2.6, C as
anoperator fromH = H1 ⊕ H2 ⊕ H3 ⊕ H4 ⊕ H5 ⊕ H6 intoH = H′1 ⊕ H′2 ⊕ H′3 ⊕ H′4 ⊕ H′5 ⊕ H′6
has the operator matrix
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C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
for some C55 ∈ B(H5,H′5) and C66 ∈ B(H6,H′6) with B∗33B36 = B∗63(C66 − B66). Since the operator
W ∈ B(H6,H′6)with B∗33B36 = B∗63W is unique by Remark 2.7, C66 − B66 = W and so C66 = B66 + W .
Thus {
C ∈ B(H) : A ∗ C and B ∗ C
}
⊆
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 X55 0
0 0 0 0 0 B66 + W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
: X55 ∈ B(H5,H′5)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Conversely, let
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 X55 0
0 0 0 0 0 B66 + W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
for some X55 ∈ B(H5,H′5). Then arguing as in the proof of the sufﬁciency of Theorem 2.6, we see that
A
∗
 C and B
∗
 C. Thus C ∈ {C ∈ B(H) : A ∗ C and B ∗ C}, and so{
C ∈ B(H) : A ∗ C and B ∗ C
}
⊇
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 X55 0
0 0 0 0 0 B66 + W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
: X55 ∈ B(H5,H′5)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
.

In the positive direction, we have the following.
Theorem 2.9. Let A and B be as (3) and (4), respectively. Then A
∗∨
B exists if and only if conditions (i)
and (ii) in Theorem 2.6 hold.
In this case,
A
∗∨
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 0 0
0 0 0 0 0 W + B66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Proof. Sufﬁciency. If conditions (i) and (ii) in Theorem 2.6 hold, then, by Corollary 2.8, we have
A
∗∨
B = min
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 X55 0
0 0 0 0 0 W + B66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
: X55 ∈ B(H5,H′5)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A11 0 0 0 0 0
0 A22 0 0 0 0
0 0 A33 0 0 0
0 0 0 B44 0 0
0 0 0 0 0 0
0 0 0 0 0 W + B66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Necessity. If A
∗∨
B exists, then A
∗∨
B is an upper bound for A and Bwith respect to the ∗-order. Thus
it’s clear by the necessity of Theorem 2.6. 
By Theorems 2.6 and 2.9, we can safely get the following.
Corollary 2.10. Let A, B ∈ B(H). Then A ∗∨ B exists if and only if A and B have an upper bound for the
∗-order.
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