Abstract-Clustering has received a lot of focus globally in recent years to determine representative feeders for validating smart grid technologies; however, clear reasoning on why a particular technique was used to accomplish a clustering step and whether similar results can be obtained from different techniques has not been reported. Further, and most importantly, validating final representative feeders and clusters when a sizeable feeder data set is used has not been completed. This paper addresses these issues. This paper also highlights the parameters that were determined to be critical for photovoltaic hosting capacity based on this analysis.
I. INTRODUCTION
In the wake of increasing integration of distributed resources, especially solar photovoltaic (PV), it is essential to find ways to minimize their impacts on the grid. Much research has been done and techniques have been developed to accomplish this goal. However evaluation of these smart grid technologies at a utility service area scale can be difficult due to the need for a complete set of accurate feeder models and often the application of considerable computational capability. Thus such evaluation often requires selecting a reasonably small set of representative feeders that can capture these differences in feeder construction present in a given service territory. Cluster analysis, also called clustering, is a well-recognized technique for grouping a set of objects based on their similarities such that they are more similar to objects within the group and distinct from others. Thus, grouping distribution feeders using clustering methods can provide a statistically valid and reasonably small set of feeders that can then be modeled and used for validation of these technologies.
Willis et al. first attempted to cluster feeders [1] . They also modeled the feeders and presented results based on electrical analysis, not only statistical measures. Research by the Pacific Northwest National Laboratory used feeder data from the entire United States [2] . This led to including feeder parameters such as climatic region while also using graph theory concepts to help narrow the number of metrics needed without eliminating feeder characteristics.
Although most research on clustering feeders has focused on primary distribution systems, research in Germany has focused on low-voltage or secondary distribution systems. This is because significant amounts of distributed generation are being interconnected on the low-voltage side. In Germany, clustering was used to develop "benchmark" grids to represent lowvoltage networks [3] . Nationwide data-based clustering has also been done in Australia [4] . This detailed report includes a valuable discussion on the initial data review, which is critical for optimal clustering.
Representative feeders have also been used to test smart grid technologies. The best approach to conducting PV hosting capacity studies was determined in [5] using the benchmark grids developed in [3] . The benefits of clustering are not limited to technologies for enhancing PV integration alone. Clustering was used to increase the 6.5% voltage band available to medium-voltage grids by freeing up the unused part of the 13.5% voltage band of the low-voltage grids [6] . The authors also compared the representative models to detailed models to validate their effectiveness; however the data used were from a single medium-voltage grid, making them less representative, although it was sufficient for the objectives of the particular project.
So as a starting point for this research, a thorough review of the clustering practices used internationally was completed to determine an exhaustive sequence of steps that might be used to develop representative feeders and is presented in [7] . It was found that one step or another was missing in most of the research discussed above. Further, the techniques used at each step varied considerably.
To address these issues, this paper presents an analysis of these techniques and suggests which one may be most suitable at each step. The most significant contribution of this paper, however, is the validation of clustering results, which is absent from any research considering a sizeable data set. This paper validates the final results by comparing the PV hosting capacities within and among clusters of feeders and the parameter values of representative feeders to the average values of the feeders in the clusters. Furthermore the improvement achievable in clustering results by removal of correlated parameters has been shown as was suggested in [8] . All of the methods used in this paper have been tested on a data set of more than 3,000 distribution feeders with more than 30 parameters from a utility in North America.
II. STEPS FOR CLUSTERING
Several important activities must be completed before the cluster analysis can be used. These are related to data quality. The clustering process is highly susceptible to outliers, missing data, or bad data. This is simply because clustering uses the distance between the data points, so any incorrect data will greatly affect optimal clustering. A more detailed discussion and an exhaustive list can be found in [7] . Here, the focus is on presenting the actual results and a critical review of the better approach for each step.
The gist of these initial steps is to use an unbiased selection so that the feeder data set is representative of the entire region and to use a similar methodology to determine the parameter values. For example, the feeder kVA rating might have been calculated from actual advanced metering infrastructure (AMI) and Supervisory Control and Data Acquisition (SCADA) system data or estimated simply by using the transformer nameplate rating. The latter tends to overestimate, potentially requiring the introduction of a scaling factor. Also, the initial data set should include all parameters that are considered important to determining PV hosting capacity. A simple box plot of the parameters can help detect bad data. This is evident in Fig.  1 , which shows negative values of summer and winter kW demand. These were rejected from the cluster analysis as obvious bad data.
A. Data Scaling
As shown in Fig. 1 , the range of parameters can vary widely. The number of regulators would be several orders of magnitude less than the feeder kW rating. Thus, if the data in the original form are used for clustering, they will be highly skewed in favor of the parameter with the largest range. The data are arranged such that the rows represent the feeders and the columns show the parameters. Then, any one of the following three techniques might be used for data scaling:
Probability integral transformation: The minimum value of a column is subtracted from every entry of the column and then divided by the range of the column [2] . It ensures that every parameter lies in a range from [0,1]:
Natural log: This is selectively applied to parameters that might differ greatly, such as the feeder kVA rating or number of customers [4] . Unit variance scaling and mean centering transformation (SDM): In this technique, each column entry ci is divided by the column standard deviation, followed by subtracting the mean [8] , [9] . This ensures that all parameters have unit variance and zero mean or is centered:
For optimal clustering it is suggested that highly correlated parameters should be removed (this will be discussed later). It is important to note here that of these three techniques only SDM ensures unit or equal variance for each parameter and thus provides a common ground for comparison. Thus, all results mentioned in this paper are from the data scaled using this technique.
B. Outlier Rejection
As suggested, clustering is susceptible to outliers because it uses the distance between feeders as a metric for grouping. So, the outliers were rejected prior to clustering by using the multivariate Euclidean distance from the 12 closest feeders, as shown in Fig. 2 and used in [9] . Based on observation, feeders with an average distance of 8 or more were eliminated.
The distance function used for subsequent clustering steps is the 'Cityblock' function rather than Euclidean function because it results in better clustering. For example, it led to a better cophenetic correlation coefficient when hierarchical clustering was used. It is also suggested to be more robust to outliers when used in conjunction with clustering algorithms in [8] . The generalized distance function is:
Substituting p=1 gives the 'Cityblock' function, and p=2 gives the commonly used Euclidean distance function.
C. Variable Reduction
Optimal clustering can be obtained if dependent parameters are removed. This was used in [9] and suggested in [8] . Three different approaches have been used for the same, as follows: Figure 1 . Box-plot of parameters after removal of correlated parameters Covariance heat map: This is a plot of the covariance matrix of the normalized data, as shown in Fig. 3 . Kendall rank correlation coefficients: This method uses concordant and discordant sets of pairs. Considering a set of observations (x1,y1),……,(xn,yn), any pair of observations (xi,yi) and (xj,yj), such that i≠j, is said to be concordant (or their ranks agree) if both xi>xj and yi>yj or if both xi<xj and yi<yj. Otherwise, the pair is said to be discordant [10] , [11] . The maximum number of pairs which might differ is ( )( − 1). . The Kendall rank correlation coefficient is defined as:
The denominator has the maximum possible number of pairs. Thus, if all pairs are concordant, then = 1. = 1/−1 represents perfect agreement/disagreement, and = 0 implies that the variables are mutually independent. Thus, a value close to 1 should indicate a higher correlation and can serve as a metric for elimination. Principal component analysis: This technique transforms the data into a new set of axes based on the variation that exists among the parameters, as shown in Fig. 4 , and it can be used to accomplish a number of clustering steps; however, its efficacy depends on the amount of variation contained in the first two or three principal components, especially if it is being used for parameter or outlier rejection. The variation is determined based on the magnitude of eigenvalues of the covariance matrix of the normalized data. Outlier elimination might be accomplished using ellipsoids based on a 95% confidence interval [8] ; however, this method was not used because the first three principal components did not represent more than two-thirds of the overall variance in the data set examined.
This research used all three approaches and found similar results among them. The green circle in Fig. 3 shows the high covariance among the 'total 1 and 2 phase miles' and 'overhead 1 and 2 phase miles'. The same can be said for the winter and summer kVA capability, as shown in the blue circle. These parameters were also found to have higher values and overlap in Fig. 4 as well. Thus, based on similar results from these methods, 11 correlated or dependent variables were removed.
D. Optimal Number of Clusters
Determining the optimal number of clusters is perhaps the most important step. A good starting point for choosing the method is the research in [12] . Their research showed the Calinski-Harbasz criterion to be the best method. Also, average silhouette width is the standard method when k-medoids is used for clustering as suggested in [4] . Thus, these two methods are used in this paper: Average silhouette width s(e):
= intra_cluster_performance(e) − inter_cluster_performance(e) max(inter_cluster_performance(e), intra_cluster_performance(e))
Inter-cluster performance is simply the average distance from e to all other examples in the same cluster. Intra-cluster performance is the maximum average distance from example e to all examples in another cluster.
Calinski-Harbasz criterion: This value is calculated using:
Where, n is number of feeders; k is the number of clusters which has to be varied; trace is the matrix trace function and B and W are the between and within clubbed sum of squares and crossproduct matrices, respectively [12] . The optimal value was chosen after 7 clusters. This is because the data set had 7 different voltage classes, so each class had at least a chance of forming a separate cluster. Fig. 5 shows the average silhouette width plot, which clearly shows 9 to be the optimal number of clusters. The Calinski-Harabasz criterion did not yield a clear result; however, using elbow criterion, it was observed that after 9 clusters the change in values was less gradual. This was further validated using the best possible sum of distances for varying cluster numbers, which again showed a similar trend. Thus, 9 was chosen to be the optimal number of clusters for the case with independent parameters. A similar analysis was done when all parameters were considered, and that resulted in 11 as the optimal number of clusters. Further, because 10 replicates were used for each cluster number to avoid local minima, parallel computation was used to significantly reduce the computation time.
E. Cluster Formation
There are two basic types of clustering methods: hierarchical and nonhierarchical. Nonhierarchical methods such as k-means and k-medoids are known to be advantageous while working with larger data sets. In this paper, we use the k-medoids using the Partitioning Around Medoids (PAM) algorithm. Although this method is more computationally intensive than k-means, it is robust to noise and outliers [13] . Also, the cluster medoids can be directly chosen to be the representative feeders, whereas in kmeans the feeder closest to the centroid needs to be determined.
III. CLUSTER VALIDATION
Modeling a feeder in detail using SCADA measurements, topology, voltage control equipment control scheme, etc., is time consuming and perhaps the reason for the general nonavailability of cluster validation. However, a set of 7 feeder models from this very data set modeled for a different project provided a great validation opportunity. Thus, as far as this cluster analysis is considered, the selection was totally random. Table 1 includes a column called 'nearness rank', which shows the number of feeders closer to the medoid compared with the modelled feeder, based on the Euclidean distance using all parameters. This shows that modelled feeders are significantly distant from their respective medoids, and signifies a fair selection. It was found that two of the clusters (3 and 9) contained 2 each of these modeled feeders. If the detailed PV hosting capacity results of the feeders in the same cluster matched and were distinct from those in the other cluster, it would be an indication of correctly developed feeder clusters. Thus, PV hosting capacity results for utility-scale (500-kW) and residential/commercial-scale PV (limited to maximum customer load) were compared using plots similar to those in [14] . Fig. 6 shows the comparison of utility-scale hosting capacity results of these 7 feeders in these 5 clusters.
The 6 feeder issues are primary node over-voltages (V1) and voltage deviations (V2), voltage regulation node voltage deviation (V3), element fault current (P1), sympathetic breaker tripping (P2), and breaker reduction of reach (P3). The dotted lines represent 15% of the peak load to give an idea of the PV penetration level.
Clearly, feeders in the same cluster have almost the exact same PV hosting capacities for all feeder issues, whereas there is a marked difference among the clusters. A similar result was also observed for residential/commercial-scale PV deployments. All the parameters for these feeders were compared to determine the factors for these differences in hosting capacities. A higher primary voltage level (Cluster 3), smaller feeder length (Cluster 2), and fewer existing regulators (indicative of fewer existing voltage-related issues, clusters 2 and 3), as shown in Table 1 , were found to lead to higher PV hosting capacity. Further, the effect of dependency of parameters and the ability of the medoids to represent the clusters was validated.
The medoid values for all the parameters were compared to the average value of all the feeders within the cluster for the corresponding parameters. Fig. 7 shows the former as a blue asterisk and the latter as a red circle for these three critical parameters. The top row of the figure shows clustering results when correlated variables have been removed. The medoids are much closer to the means in this top row compared to the bottom row, where all variables were considered for clustering. A similar trend was seen in other parameters as well.
Also, Fig. 7 shows that the medoids of the clusters of the modelled feeders have values that are very similar for these three critical parameters (shown in small boxes) as those of the modeled feeders, and similarities were observed for other parameters as well. Thus, the medoids can be expected to have similar PV hosting capacities as these modeled feeders and thus serve as good representatives of their respective clusters. Another validation of the overall capability of the clustering methodology followed in this paper to achieve better clustering is the grouping of feeders 1140 and 2093 (having similar parameters and hosting capacities) in the same cluster against different clusters in [9] , which used the same data set.
IV. CONCLUSIONS
This paper described the steps that can give optimal clusters. Based on the results obtained on a large data set of more than 3,000 feeders, recommendations have been made on the best technique for each step; however, the most significant contribution is the validation of clustering results. Based on a random selection of feeders it was shown that feeders in the same cluster had very similar PV hosting capacities, whereas the hosting capacities among clusters were significantly different. The parameters considered critical for PV hosting capacity were also mentioned. Finally, the ability of the medoids to represent the clusters and the formation of better clusters after removing correlated parameters was demonstrated. More concrete results can be obtained only by modeling and comparing more feeders; nevertheless, the results in this paper are highly supportive of the effectiveness of the discussed steps.
