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Abstract 
Nowadays, digital images play an important role in our society. The presence of mobile 
devices with integrated cameras is growing at an unrelenting pace, resulting in the majority 
of digital images coming from this kind of device. Technological development not only 
facilitates the generation of these images, but also the malicious manipulation of them. 
Therefore, it is of interest to have tools that allow the device that has generated a certain 
digital image to be identiﬁed. The digital image source can be identiﬁed through the 
features that the generating device permeates it with during the creation process. In 
recent years most research on techniques for identifying the source has focused solely on 
traditional cameras. The forensic analysis techniques of digital images generated by mobile 
devices are therefore of particular importance since they have speciﬁc characteristics which 
allow for better results, and forensic techniques for digital images generated by another 
kind of device are often not valid. 
This thesis provides various contributions in two of the main research lines of forensic 
analysis, the ﬁeld of identiﬁcation techniques and the counter-forensics or attacks on these 
techniques. In the ﬁeld of digital image source acquisition identiﬁcation techniques, both 
closed and open scenarios are addressed. 
In closed scenarios, the images whose acquisition source are to be determined belong to 
a group of devices known a priori. Meanwhile, an open scenario is one in which the images 
under analysis belong to a set of devices that is not known a priori by the forensic analyst. 
In this case, the objective is not the concrete image acquisition source identiﬁcation, but 
their classiﬁcation into groups whose images all belong to the same mobile device. The 
image clustering techniques are of particular interest in real situations since in many cases 
the forensic analyst does not know a priori which devices have generated certain images. 
Firstly, techniques for identifying the device type (computer, scanner or digital camera 
of the mobile device) or class (make and model) of the image acquisition source in mobile 
devices are proposed, which are two relevant branches of forensic analysis of mobile device 
images. An approach based on diﬀerent types of image features and Support Vector 
Machine as a classiﬁer is presented. 
Secondly, a technique for the identiﬁcation in open scenarios that consists of grouping 
digital images of mobile devices according to the acquisition source is developed, that is 
to say, a class-grouping of all input images is performed. The proposal is based on the 
combination of hierarchical grouping and ﬂat grouping using the Sensor Pattern Noise. 
Lastly, in the area of attacks on forensic techniques, topics related to the robustness 
of the image source identiﬁcation forensic techniques are addressed. For this, two new 
algorithms based on the sensor noise and the wavelet transform are designed, one for the 
destruction of the image identity and another for its forgery. Results obtained by the two 
algorithms were compared with other tools designed for the same purpose. It is worth 
mentioning that the solution presented in this work requires less amount and complexity 
of input data than the tools to which it was compared. 
Finally, these identiﬁcation techniques have been included in a tool for the forensic 
analysis of digital images of mobile devices called Theia. Among the diﬀerent branches 
xxxvi 
of forensic analysis, Theia focuses mainly on the trustworthy identiﬁcation of make and 
model of the mobile camera that generated a given image. All proposed algorithms have 
been implemented and integrated in Theia thus strengthening its functionality. 
Keywords: Acquisition Source Identiﬁcation, Classiﬁcation, Digital Image, Forensics 
Analysis, Image Anonymity, Clustering, Image Features, Image Forgery, Mobile Device, 
Photo Response Non Uniformity, Source, Sensor Noise, Support Vector Machine, Theia, 
Wavelet Transform. 
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Resumen 
Actualmente las ima´genes digitales desempen˜an un papel importante en nuestra sociedad. 
La presencia de dispositivos mo´viles con ca´maras fotogra´ﬁcas integradas crece a un ritmo 
imparable, provocando que la mayor´ıa de las ima´genes digitales procedan de este tipo de 
dispositivos. El desarrollo tecnolo´gico no so´lo facilita la generacio´n de estas ima´genes, sino 
tambie´n la manipulacio´n malintencionada de e´stas. Es de intere´s, por tanto, contar con 
herramientas que permitan identiﬁcar al dispositivo que ha generado una cierta imagen 
digital. La fuente de una imagen digital se puede identiﬁcar a trave´s de los rasgos que 
el dispositivo que la genera impregna en ella durante su proceso de creacio´n. La mayor´ıa 
de las investigaciones realizadas en los ´ nos sobre t´ on de la ultimos a˜ ecnicas de identiﬁcaci´
fuente se han enfocado ´ amaras tradicionales. Las t´ alisisunicamente en las c´ ecnicas de an´
forense de ima´genes generadas por dispositivos mo´viles cobran, pues, especial importancia, 
ya que e´stos presentan caracter´ısticas espec´ıﬁcas que permiten obtener mejores resultados, 
no siendo va´lidas muchas veces adema´s las te´cnicas forenses para ima´genes digitales 
generadas por otros tipos de dispositivos. 
La presente Tesis aporta diversas contribuciones en dos de las principales l´ıneas del 
ana´lisis forense: el campo de las te´cnicas de identiﬁcacio´n de la fuente de adquisicio´n de 
ima´genes digitales y las contramedidas o ataques a estas te´cnicas. En el primer campo 
se abordan tanto los escenarios cerrados como los abiertos. En el escenario denominado 
cerrado las ima´genes cuya fuente de adquisicio´n hay que determinar pertenecen a un grupo 
de dispositivos conocidos a priori. Por su parte, un escenario abierto es aquel en el que 
las ima´genes pertenecen a un conjunto de dispositivos que no es conocido a priori por 
el analista forense. En este caso el objetivo no es la identiﬁcacio´n concreta de la fuente 
de adquisicio´n de las ima´genes, sino su clasiﬁcacio´n en grupos cuyas ima´genes pertenecen 
todas al mismo dispositivo mo´vil. Las te´cnicas de agrupamiento de ima´genes son de gran 
intere´s en situaciones reales, ya que en muchos casos el analista forense desconoce a priori 
cua´les son los dispositivos que generaron las ima´genes. 
En primer lugar se presenta una te´cnica para la identiﬁcacio´n en escenarios cerrados 
del tipo de dispositivo (computador, esca´ner o ca´mara digital de dispositivo mo´vil) o la 
marca y modelo de la fuente en dispositivos mo´viles, que son dos problema´ticas relevantes 
del ana´lisis forense de ima´genes digitales. La propuesta muestra un enfoque basado en 
distintos tipos de caracter´ısticas de la imagen y en una clasiﬁcacio´n mediante ma´quinas 
de soporte vectorial. 
En segundo lugar se disen˜a una te´cnica para la identiﬁcacio´n en escenarios abiertos 
que consiste en el agrupamiento de ima´genes digitales de dispositivos mo´viles segu´n la 
fuente de adquisicio´n, es decir, se realiza un agrupamiento en clases de todas las ima´genes 
de entrada. La propuesta combina agrupamiento jera´rquico y agrupamiento plano con el 
uso del patro´n de ruido del sensor. 
Por u´ltimo, en el a´rea de los ataques a las te´cnicas forenses se tratan temas relacionados 
con la robustez de las te´cnicas forenses de identiﬁcacio´n de la fuente de adquisicio´n 
de ima´genes. Se especiﬁcan dos algoritmos basados en el ruido del sensor y en la 
transformada wavelet; el primero destruye la identidad de una imagen y el segundo 
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falsiﬁca la misma. Los resultados obtenidos por estos dos algoritmos se comparan 
con otras herramientas disen˜adas para el mismo ﬁn, observa´ndose que la solucio´n aqu´ı 
presentada requiere de menor cantidad y complejidad de datos de entrada. Finalmente, 
estas te´cnicas de identiﬁcacio´n han sido incluidas en una herramienta para el ana´lisis 
forense de ima´genes digitales de dispositivos mo´viles llamada Theia. Entre las diferentes 
ramas del ana´lisis forense, Theia se centra principalmente en la identiﬁcacio´n conﬁable 
de la marca y el modelo de la ca´mara mo´vil que genero´ una imagen dada. Todos los 
algoritmos desarrollados han sido implementados e integrados en Theia, reforzando as´ı su 
funcionalidad. 
Palabras clave: Agrupamiento, Ana´lisis Forense, Anonimizacio´n de Ima´genes, 
Caracter´ısticas de la Imagen, Clasiﬁcacio´n, Dispositivo Mo´vil, Falsiﬁcacio´n, Fuente, 
Identiﬁcacio´n de la Fuente de Adquisicio´n, Imagen Digital, Ma´quinas de Soporte Vectorial, 
Respuesta Foto´nica No Uniforme, Ruido del Sensor, Theia, Transformada Wavelet. 
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Description of the Research
 
xxxix
 

Chapter 1 
Introduction 
Frequently photographs are considered valuable evidence of the truth as they are real 
facts captured by electronic devices (cameras). However, with the development of powerful 
technology and sophisticated tools, it is easier to modify digital images, even for those who 
do not have technical or specialized knowledge in the area [GKWB07]. The development of 
digital technologies continues progressing at an unstoppable pace. Every day the number 
of digital cameras is increasing, as well as the ease of access to them. Since the year 2000 
when the ﬁrst camera phone was introduced in the market, the number of mobile users has 
increased ﬁvefold. For the year 2020, there will be 5.5 billion mobile users, representing 
70% of the estimated global population for that year (see Figure 1.1). The proliferation 
of mobile phones, including tablets is growing so fast that more people will own mobile 
phones (5.4 billion) than those with electricity (5.3 billion), drinking water (3.5 billion) 
and cars (2.8 billion) in 2020 as it can be appreciated in the following graph [CIS16]. 
Figure 1.1: Growth of the number of mobile devices until 2020 
More than 90% of the mobile devices have an integrated digital camera, which in 
contrast to conventional digital cameras are carried by their owners all the time to most 
places they attend and, in many cases, these devices have an Internet connection [AM14]. 
There are even predictions that DSCs will disappear in favour of the new digital cameras 
integrated into mobile devices [Bae10], as the quality of these devices increases at an 
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unstoppable rate. Because of the increase in their storage, processing, usability and 
portability capacities as well as their low cost, mobile devices are present in diverse 
activities, places, and events of daily life. 
More than 90% of people who have ever taken a picture have done it only with mobile 
device cameras, a large number of people have and use more than one mobile device, and 
global statistics show that a typical user on average looks at their mobile 150 times per 
day, 8 of which is to make use of camera functionality [AM12]. 
The wide use of mobile device digital cameras is a reality in everyday life. Images and 
videos generated by mobile devices are seen daily on TV news, diverse applications, email 
or social networks. Websites like YouTube, Facebook, Instagram or Twitter among others, 
are placed in the top positions on the list of most visited websites, being a considerable 
part of its content captured by digital cameras of mobile devices [ALE16]. For these 
reasons controversies, discussions and rules have been generated about banning the use of 
mobile devices with digital cameras in places such as schools, government oﬃces, business 
events, concerts, companies, etc. 
Currently, digital images are used as silent witnesses in judicial proceedings, as a crucial 
piece of crime evidence [AZ06]. In an analogous way in which ballistics tries to relate a gun 
with its bullets, the forensic analysis of digital images tries to relate a certain image with 
the digital camera that generated it [WGKM09]. That is why forensic analysis of digital 
images becomes important, as it could aid in various areas such as the ﬁght against child 
pornography, prevention of credit card theft, combating piracy, prevention of kidnapping, 
industrial espionage, etc. 
In particular, the study should be focused on mobile devices, since in addition to 
their extensive use, have intrinsic features that allow better results, not being valid these 
forensic techniques for digital images generated by other types of devices. In [TNC10] it 
is described clearly and in detail the need of speciﬁc forensic analysis techniques to mobile 
devices. 
1.1 Research Problem 
Digital images generated by mobile devices are digital ﬁles encoded in a certain format 
and stored on a media; In most cases, these ﬁles contain additional information to the 
visual content of the image itself, this information is called metadata. 
Metadata can be easily removed or modiﬁed, whether or not maliciously. Therefore, 
it may be the case of easily losing track of the device that generated the image, the 
parameters of geo location, creation date, capture conditions, etc. 
Due to the vulnerability metadata, it is necessary to go beyond designing techniques 
and algorithms that use the image content. In a similar way to metadata, the images 
can be modiﬁed maliciously or not, preventing forensic techniques from being applied. 
Nonetheless, the techniques and algorithms based on image content are more robust since 
they require a greater level of knowledge to prevent an analysis perform. These situations 
could cause problems or uncertainties when images are used as evidence in some process, 
whether judicial or not, since it is not possible to guarantee image acquisition source 
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identiﬁcation or the integrity of the image without performing a forensic analysis. 
Regarding to the techniques of acquisition source identiﬁcation, most of them are 
based on closed scenarios, these techniques assume that the analyst has a priori knowledge 
about devices make and model to which the images under analysis may belong. However, 
there is a need to migrate to open scenarios such as clustering techniques in order to 
get closer to the reality where any digital image could belong to any mobile device. The 
counter-forensics techniques study gains value by allowing us to go one step further, and 
thus to have the possibility of generating new forensic techniques or improving existing 
ones. Once the problems are described, diﬀerent counter-forensics and forensics analysis 
solutions are proposed in this study. 
A solution to the image acquisition source identiﬁcation is proposed; the proposal is 
based on the use of speciﬁc image features. Also, a clustering technique is presented to 
accomplish the identiﬁcation in open scenarios; this proposal is based on the combination 
of hierarchical and ﬂat clustering, and the use of the sensor pattern noise. In the 
counter-forensics area, a pair of techniques are proposed, the ﬁrst one to eliminate the 
possibility of identifying the image source and the second to allow image identity forgery; 
both techniques are based on wavelet transform and sensor noise. 
In the presented solutions development a practical orientation has been considered, 
in addition, the experiments have been performed with a wide variety of scenarios and 
mobile devices. 
1.2 Motivation 
To perform the analysis of a digital image generated by a camera, the features 
impregnated by the device during image generation are used. 
A particular motivation for this work is that most of the research done in recent years 
about digital image forensics has been focused solely on images generated by traditional 
cameras DSC. 
Considering that today mobile device cameras have practically replaced the DSCs, the 
need to focus the forensic technique analysis on mobile device images arises. In addition, 
the need to generate experiments in image source identiﬁcation and grouping with a greater 
number of cameras, to represent more realistic scenarios is detected. 
In the counter-forensics area, most proposals to eliminate or to forge the acquisition 
source of an image assume they have access to the victim’s camera. Hence the motivation 
emerged to generate techniques that only require the attacking camera, getting closer to 
the reality. 
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1.3 Objectives 
This research has ﬁve main objectives: 
1. Develop a technique to identify digital image acquisition source based on the 
image features; this technique must be able to identify between diﬀerent types 
of devices such as computers, scanners or mobile device digital cameras, as well 
as between diﬀerent make and model for the case of the latter; 
2. Create a source identiﬁcation technique for open scenarios based on clustering 
techniques, focused on mobile devices and without priori known classes or 
training phase; 
3. Design a technique to anonymize the identity of a digital image generated by a 
mobile device, avoiding being victims of possible attacks; 
4. Design a technique to forge the identity of a digital image generated by a mobile 
device in which is not assumed the access to the victim’s digital camera; 
5. Integration of the above techniques in the tool for the forensic analysis of mobile 
devices Theia. 
Objectives 1 and 2 are involved in the area of image source identiﬁcation, objectives 
3 and 4 belong to the forensic countermeasures area, and objective 5 is related to these 
two areas of forensic analysis implementing and integrating the proposed techniques in a 
software application. 
1.4 Summary of the Contributions 
The research results achieved in this thesis comprise diverse contributions that have 
been published in diﬀerent high impact magazines / conferences. As it is shown in 
Figure 1.2, these contributions are framed in the area of forensic analysis of mobile devices 
images. 
For the ﬁrst branch of forensic analysis to be addressed, image source acquisition 
identiﬁcation: First, a solution is proposed to the problem of identifying the mobile devices 
images acquisition source in closed scenarios based on the image features. Secondly, 
a clustering technique is proposed, based on the combination of hierarchical and ﬂat 
clustering along with the use of the sensor noise pattern, to accomplish the identiﬁcation 
in open scenarios. These two forensic techniques for identifying the mobile devices images 
acquisition source are organized in two chapters: The algorithm based on image features is 
presented in Chapter 4 [SOAGRC+13] [RCSOGV15a] [SORCGVHC16] [RCAVSOGV16] 
and the digital image clustering algorithm is described in Chapter 5 
[RCAGSO+13] [RCAGSOGV14] [GVSORC15] [RCSOGV15b] [SOGVAG+15]. These 
identiﬁcation techniques have been included in a tool for the forensic analysis of digital 
images of mobile devices called Theia [RCEKSOGV16] [SORCGVAG16]. 
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Figure 1.2: Schema of the contributions of this thesis 
Finally, in the area of attacks on analysis or anti-forensic techniques, two 
algorithms for digital images identity destruction and forgery are proposed in 
Chapter 6 [RCAGSO+13] [RCAGSOGV14] [RCEKSOGV15] [GVSORCHC]. 
1.5 Outline of the Thesis 
This thesis is organized as follows: 
Chapter 2 shows some basic aspects concerning mobile device digital images by 
presenting the image acquisition and creation processes in diﬀerent types of devices in 
order to facilitate understanding the next chapters. 
In Chapter 3 there is a description of main features that make mobile devices been 
potential sources of forensic analysis, exposing the diﬀerent branches of forensic analysis 
focusing on digital images. Thereafter, the main forensic analysis techniques are explained. 
The most relevant works on diﬀerent types of digital images forensic techniques are 
discussed: acquisition source identiﬁcation, image clustering [SOAGRC+13]. Then, a 
study of several attacks that can occur to the digital images forensic analysis is carried 
out. Finally, a comparative table is presented summarizing the related works shown with 
in this chapter, highlighting special relevance topics. 
The Chapter 4 presents an algorithm based on color features and 
image quality metrics for the digital image acquisition source identiﬁcation 
[SOAGRC+13] [RCSOGV15a] [SORCGVHC16] [RCAVSOGV16]. Initially, the general 
concepts for understanding the algorithm are presented. Besides, the Support Vector 
Machine (SVM) machines characteristics and conﬁguration used for classiﬁcation are 
indicated. The chapter ends with the presentation of the diﬀerent experiments performed 
on mobile image banks. The experiments carried out in this chapter have been clearly 
divided into two distinct groups: acquisition source identiﬁcation (make and model) and 
source device type identiﬁcation (scanner, mobile device or computer). 
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Chapter 5 develops a mobile device digital image clustering algorithm. Previous 
concepts are presented to facilitate the algorithm understanding. Next, the proposed 
algorithm is speciﬁed in detail and the results of the diﬀerent experiments performed 
are shown [RCAGSO+13] [RCAGSOGV14] [AGRCSO+14] [GVSORC15] [RCSOGV15b] 
[SOGVAG+15]. 
Chapter 6 exposes a pair of algorithms based on sensor noise, the 
ﬁrst for digital image identity destruction and the second for image 
identity forgery. The study of these algorithms allows to avoid being 
victims of possible attacks, as well as to strengthen the techniques of 
identiﬁcation [RCAGSO+13] [RCAGSOGV14] [RCEKSOGV15] [GVSORCHC]. 
Chapter 7 presents the main conclusions of this work, as well as some possible future 
research lines. 
1.6 Audience of this Thesis 
The prerequisites for accessing the material in this thesis are not high. Several 
deﬁnitions and concepts are available in the literature, but for the purpose of doing this 
work independent several deﬁnitions and concepts are repeated. Nevertheless, the reader 
should keep in mind that it is important to have basic theoretical and practical knowledge 
about digital image forensics, statistics, wavelet transform and computational algorithms. 
Some of the problems involved are herein discussed, while it is considered that the 
reader already has grounds to understand the discussed concepts of some others. The 
revised bibliography provides the reader with additional information where more details 
concerning the study conducted by thesis can be found. 
Chapter 2 
Digital Images 
The overall objective of this chapter is to simplify the understanding of the forensic 
techniques described in the following chapters. The basics of digital image acquisition 
process in diﬀerent types of devices, as well as the components involved in this process, 
are shown. First, the image acquisition process in digital cameras is presented, with 
particular reference to the Color Filter Array (CFA) matrix and to the diﬀerent sensor 
types. Subsequently, the image acquisition process in scanners is exposed. The chapter 
ends with a brief summary of what is presented in it. 
2.1 Acquisition Process in Digital Cameras 
To get involved in the area of digital images forensic analysis the ﬁrst step is to know how 
the devices that generate the image and which one is the creating images process, also 
known as pipeline. Generally the pipeline presents notable diﬀerences between the diﬀerent 
types of devices. Within the same device type the pipeline structure is similar and diﬀers 
in some aspects because of the manufacturer, the quality of camera components or the 
functionality they oﬀer. Below is the general structure of digital image generating process 
in cameras and scanners. In the digital cameras section, emphasis is placed on the relevant 
aspects related to digital cameras from mobile devices. In broad terms a digital camera 
consists of a system lens, a group of ﬁlters, a CFA, an image sensor and a Digital Image 
Processor (DIP) [BSM08]. Many details of the digital camera pipeline belong to each 
manufacturer and device type and they are considered conﬁdential information, however 
there is a general structure which is similar for each device type. 
In order to generate a digital image, ﬁrst the lens system collects light from the 
scene controlling exposure, focus, and image stabilization. Then the light goes through 
a combination of ﬁlters which included at least the infra-red and anti-aliasing ﬁlters to 
ensure maximum image quality. The infrared ﬁlter absorbs or reﬂects light allowing only 
the visible part of the spectrum passes to the next phase, preventing infrared radiation 
causes loss of image sharpness. The anti-aliasing ﬁlter is responsible for cleaning the signal 
producing images with smoother contours. 
Next, light is focused onto the imaging sensor. There may be mechanisms interacting 
with the sensor to determine the exposure (aperture size, shutter speed, automatic gain 
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control) and the lens focal length. The image sensor is an array of light-sensing elements 
called pixels, which are monochromatic. After light impacts against pixels they generate 
an analog signal proportional to the intensity of light received, which is converted into a 
digital signal to be processed by the DIP. 
Because the image sensor is monochrome, to capture a color image diﬀerent sensors are 
required. Ideally, a sensor for each color. However, due to the cost involved, in practice 
cameras typically use a single image sensor with a CFA matrix which is placed before the 
sensor to produce colors. Note that the choice of the CFA can inﬂuence the sharpness and 
the ﬁnal appearance of the image since there are diﬀerent CFA patterns. 
Once the image processor receives the digital signal generated by the sensor, the noise 
and other anomalies introduced into the digital signals (artifacts) are eliminated in order 
to obtain a more visually pleasing image. The most prominent of these processes is 
the called chromatic interpolation (demosaicing or demosaicking). The purpose of the 
demosaicing algorithm is to calculate the missing color values because the sensor only 
provides information on a certain amount of colors (those which the CFA matrix allows 
passing), this is one of the most complex processes from the computational point of view 
and the techniques used are usually owned by the camera manufacturer. 
Finally, the complete ﬁnal image is formed and compressed by the DIP. In mobile 
device cameras usually the algorithm Joint Photographic Experts Group (JPEG) is used 
[Ham92] to save space, storing the image in the device’s permanent memory together with 
the image metadata in Exchangeable Image File Format (Exif) [RSYD05]. The digital 
camera pipeline general structure is shown and summarized in Figure 2.1. 
Figure 2.1: Image acquisition process in digital cameras 
2.2 Acquisition Process in Digital Scanners 
The scanner pipeline has notable diﬀerences from the cameras pipeline. Initially a lamp is 
used to illuminate the document to be digitized. This can be a Cold Cathode Fluorescent 
Lamp (CCFL) which is a xenon lamp, or in the old models of scanners were used normal 
ﬂuorescent lamps. There is a stabilization bar, which together with an electric motor 
can move the reading head linearly without having deviations of any kind. The scanner 
maximum resolution is deﬁned by the number of elements in the linear sensor (horizontal 
resolution) and the step size of the motor that moves the reading head (vertical resolution). 
The light reﬂected by the document when the lamp light hits is transmitted through a set 
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of mirrors until it reaches the lens. 
The lenses are responsible for focusing light to a set of color ﬁlters. Each color ﬁlter 
allows light of a single color to pass to a line of sensors, as these sensors like in digital 
cameras are monochrome. Each element of this line of sensors is generally formed of three 
individual sensors each with its corresponding color ﬁlter. Each sensor therefore captures 
each of the colors of the additive model (red, green, blue). Most desktop scanners use 
sensors Charge Coupled Device (CCD), although there are also scanners with sensors 
Complementary Metal Oxide Semiconductor (CMOS), Contact Image Sensors (CIS) or 
Photomultiplier Tubes (PMT). From the sensors, an analog signal is obtained which is 
converted into digital in the Analog Digital Converter (ADC) module. Once the image 
has been digitized, the image is then interpolated. The interpolation process basic idea 
is analogous to digital cameras, but with the peculiarities of the ﬁlters and sensors from 
scanner. That is, by software processing for each pixel a color is formed from the three 
basic colors captured by each sensor and in certain cases with the adjacent pixels colors. 
Each manufacturer usually has its own interpolation algorithm. In certain cases, this 
interpolation process in scanners is also used to increase the perception of the resolution 
of the image. In other words, new pixels not captured by the sensor are created by 
processing software, this is known as interpolated resolution. Lastly, as ﬁnal steps before 
ﬁnal digital image creation, software processing is performed to correct possible image 
defects such as white balance and gamma correction. In Figure 2.2 the general scanner 
pipeline structure is showed graphically. 
Figure 2.2: Image acquisition pipeline in scanners 
2.3 Global Image Structure 
2.3.1 Color Filter Array 
The CFA matrix is a mosaic of tiny color ﬁlters placed on the pixels of the image sensors 
to capture the color information, is one of the most important parts in the camera pipeline 
[APS98]. The CFA is located on the monochrome sensor and its function is to acquire 
the color information of the scene. Each color ﬁlter cell passes light according to a range 
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of wavelengths, so that separate ﬁltered intensities include information about light color. 
As illustrated in an example in Figure 2.3, the intensity of light passing through each of 
the cells forms a grayscale image and, depending on the conﬁguration of the CFA ﬁlter, 
is interpreted as a color image (considering that each pixel corresponds to an intensity 
value). 
Figure 2.3: CFA matrix 
There are values not measured for each of the colors of the ﬁlter CFA according 
to its conﬁguration. The algorithm responsible for calculating these missing values by 
interpolating the values of neighboring pixels is called demosaicing, it is the most complex 
process in terms of computation. 
The color ﬁlters design and the algorithm for performing color interpolation can vary 
between manufacturers, the latter even when using the same type of CFA matrix. The 
CFA matrix design used inﬂuences the resulting image, both in sharpness, and the edges 
appearance and small details. 
The chromatic interpolation process can generate image anomalies such as aliasing 
(an eﬀect that produces the unpleasant appearance of staggered lines in the contours of 
the images), noise and distortions in color. The use of another ﬁlter can eliminate the 
presence of these imperfections in certain image areas at the cost of degrading quality in 
other [LP05]. 
There are diﬀerent CFA patterns as the Bayer model Green-Red-Green-Blue (GRGB) 
shown in Figure 2.3. Other CFA pattern models are the ﬁlter Red-Green-Blue-Emerald 
(RGBE), Cyan-Yellow-Yellow-Magenta (CYYM), Cyan-Yellow-Green-Magenta (CYGM) 
or the Red-Green-Blue-White (RGBW). Figure 2.4 illustrates the color ﬁlters mentioned 
above [Nak05]. 
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Figure 2.4: Types of color ﬁlter arrays
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Normally, the cameras use the Bayer pattern model GRGB and the ﬁnal image 
generation by the demosaicing. This ﬁlter captures for red channel the 25% of pixels, 
for green 50% and for blue the remaining 25%. This means that for the ﬁnal image 
construction 75% of pixels from red channel, 50% from green channel and 75% from blue 
channel have to be recovered. In Figure 2.5 it can be seen a color capture under this 
scheme. 
Figure 2.5: Bayer GRGB ﬁlter application example on a real image 
2.3.2 Image Sensor 
The image sensor is the most important part of digital cameras. Generally, it is considered 
the camera heart. The sensor is an array of light sensitive elements called pixels. Pixels 
are made of silicon and they capture light converting the photons into electrons using the 
photoelectric eﬀect. Each pixel is responsible for accumulating the charge induced by the 
light during a certain time of exposure and then being read and processed. The sensor 
output signal is proportional to the accumulated charge, depending on the amount of light 
incident on the pixel and the time of exposure to it. 
There are currently two types of sensor technologies used for camera sensors 
manufacturing: CCD and CMOS. Both types of sensors essentially consist of metal-oxide 
semiconductors Metal Oxide Semiconductor (MOS) distributed in matrix form. They work 
in a similar way, although the key diﬀerence is in the way in which pixels are scanned and 
the way in which the reading of the charges is carried out. 
2.3.2.1 Charge Coupled Device Sensor 
In CCD sensors each of the matrix cell loads are transformed into voltages and an analog 
signal is delivered as output in order to later digitized it by the camera. The structure 
of this type of sensors is very simple, but has the disadvantage of having an additional 
chip to process the sensor’s output information; this causes the manufacture of devices 
to be more costly and the sensors to be bigger. The pixels in a CCD array capture light 
simultaneously, which promotes a more uniform output. 
Unlike CMOS sensors that support reading the pixel array in a random way, in CCD 
sensors all pixels begin and end load integration at the same time. This leads to a more 
uniform output (a expected result from a pixel subjected to the same level of excitation of 
the others without any noticeable changes in the signal obtained). This type of exposure 
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is known as global shutter. It is possible to add circuits to CMOS sensors making them 
obtain a similar result, however CCD sensors still being over them. 
2.3.2.2 Metal Oxide Semiconductor Sensor 
CMOS sensors have an independent and active pixels design. They are called active 
pixels because the digitization is done internally by themselves in some transistors that 
oﬀer better processing speed, eliminating the need for an external chip that performs 
this function, which reduces the cost and size of the equipment. The independence 
characteristic refers to the ﬂexibility that this type of sensors oﬀers for reading the pixel 
array, since it is possible to access each cell by its row and column position. Generally, 
the reading of the matrix is performed as a progressive scan. This scheme is known as 
rolling shutter (It is not necessary to read the entire matrix in a single time as in the case 
of sensors CCD). In addition, since the CMOS are made up of independent cells, they do 
not have the blooming eﬀect. This eﬀect occurs when a pixel is saturated by the light that 
hits it and then begins to saturate those around it. 
A further advantage is that CMOS sensors are more sensitive to light and behave 
better in low light conditions. Additionally, because the signal ampliﬁers are within the 
same cell, no extra power consumption is generated unlike the sensors CCD. 
Signals stored by the CCD/CMOS sensor are then converted into a digital signal and 
transmitted to the image processor, once the image processor receives the digital signal 
it eliminates noise and other introduced anomalies. Some other processes applied to the 
signal are color interpolation, gamma correction, and color correction. 
In their beginning CMOS sensors were not considered as good as the CCD sensors. 
Nevertheless, the CCD technology has reached its limit and it is now when CMOS is being 
developed and its weaknesses are being overcome; so much so that there are sensors called 
Smart CMOS sensors for the purpose of improving the deﬁciencies of conventional CCD 
sensors and CMOS sensors. Most of the Digital Still Cameras (DSCs) use CCD sensors 
and on mobile devices the use of sensors CMOS is more common. 
2.3.2.3 Sensor Imperfections and Noise 
Imperfections are artifacts that remain constant from image to image, while noise 
is considered a random artifact, much like the static on a television set. Sensor noise 
will not survive frame averaging, while sensor imperfections will. However generally in 
the algorithms described below sometimes the sensor imperfections are referred as sensor 
noise, pointing to the characteristics that remain constant. 
Image acquisition for any given imaging device is complex and varies depending on the 
equipment and manufacturer. However, there are similar types of noises that are inherent 
in each device, both random and systematic. Shot and quantization noises are erratic and 
do not have consistent or predictable patterns. Shot noise is a result of the non-continuous 
ﬂow of electrical current and is the sum of discrete pulses in time for each pixel. 
The longer a sensor is active, i.e. longer shutter speeds, or the more sensitive the 
sensor is, i.e. low light conditions, a higher number of random electron noise will be 
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recorded by the image sensor and recorded along with the scene. This type of noise is 
temperature dependent, meaning that higher temperature conditions will cause higher 
electron movement in the circuitry than lower temperatures. Quantization noise is caused 
by the process of converting light from an inﬁnite amount of intensity values into a digital 
medium that has a ﬁnite amount of intensity levels. While this process introduces small 
distortions into the image, ﬁner detail with larger bit depth can minimize this error. 
Most research on image forensic analysis source acquisition identiﬁcation focuses on 
traditional digital cameras or DSCs; most of these techniques are not valid for mobile 
device images. The main reason is that most of the techniques are based on directly or 
indirectly use of sensor features or in the lens of the digital camera. Regarding the sensor, 
it is the component that is responsible for capturing the light and generate a digital signal 
according to its intensity. 
The CCD sensors are by far better than the CMOS ones in regard to the dynamic 
range (coeﬃcient between the pixels saturation and the threshold below which they do not 
capture signal), being as they are less sensitive they tolerate the ends of light better. Also, 
CCD sensors are superior to CMOS in terms of image noise, since the signal processing is 
performed on an external chip that can be optimized for the performance of this function. 
In contrast, CMOS sensors perform signal processing within the same sensor leaving less 
space to place light-collecting photo-diodes. 
Early CMOS sensors were somewhat worse than CCDs, but nowadays this has been 
practically corrected. The CCD technology has reached its limit and nowadays the CMOS 
technology is developing and gradually overcoming their shortcomings. Most of DSCs use 
CCD sensors, in mobile devices is more common to use sensors CMOS. Even day by day, 
reducing the quality diﬀerences between CCD and CMOS sensors, in the great majority of 
cases DSCs sensors notably exceed in quality to sensors in mobile devices digital cameras, 
and this is a strong reason to require speciﬁc techniques for image source acquisition 
source. Likewise to the case of sensor, mobile devices digital camera lenses, in general, are 
lower of quality than DSCs lenses. 
The main components of image noise are the Fixed Pattern Noise (FPN) and the Photo 
Response Non-Uniformity (PRNU). There are several sources of imperfections and noise 
introduced at diﬀerent stages of the creating pipeline of an image in a digital camera. 
Even if a uniform and fully lighted picture is taken it is possible to see small changes in 
the intensity between pixels. This is due to the shot noise is random and, in large part, 
the pattern noise is deterministic and is kept approximately equal if several pictures of 
the same scene are taken. 
The noise pattern of an image refers to any spatial pattern that does not change from 
one image to another. It is composed of the spatial noise which is independent of the 
signal (FPN) and of the spatial noise due to the diﬀerence in the response of each pixel to 
the incident signal (PRNU). 
Noise FPN is generated by the dark current and it also depends on exposure and 
temperature. Since the FPN is an independent additive noise, some cameras automatically 
removed by subtracting a dark frame to generated images. The noise pattern structure is 
shown in Figure 2.6. 
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Figure 2.6: Sensor pattern noise 
2.3.3 Photo Response Non-Uniformity 
Noise PRNU is the dominant part of the sensor pattern noise of an image and 
it is a multiplicative noise dependent. Noise PRNU is mainly formed by noise Pixel 
Non-Uniformity (PNU) and by the low frequency defects as zoom settings and light 
refraction in the dust particles and lenses. Noise PNU is the light sensitivity diﬀerence 
between pixels of the sensor array. It is generated by the lack of homogeneity of the 
silicon wafers and by the imperfections during the sensor manufacturing process. Due 
to the nature and origin, it is very unlikely that even the sensors from the same wafer 
have PNU correlated patterns. This noise is not aﬀected by ambient temperature nor by 
humidity. Noise PNU is usually more common, complex and signiﬁcant in CMOS sensors, 
due to the complexity of pixel array circuitry. 
2.4 Summary 
The aim of this chapter has been to introduce the digital images acquiring process. It has 
begun with the explanation of image pipeline in digital cameras. Special emphasis has 
been made on the pipeline elements that could be studied for future forensics techniques 
of acquisition source identiﬁcation. An explanation of the matrix CFAs, is done as it is 
considered that the speciﬁcation of this along with the color interpolation algorithm used 
to produce the most signiﬁcant diﬀerences between diﬀerent camera models. In the same 
way, a description of the diﬀerent sensors types has been made, in order to clarify the 
diﬀerences in this element between DSCs and digital cameras on mobile devices. Finally, 
we have shown the scanners pipeline, which, despite having common elements of a digital 
camera, diﬀers markedly. 

Chapter 3 
Forensics in Digital Images 
This chapter presents the state of the art by classifying the related works in the 
following groups: techniques for identifying the image acquisition source, image clustering 
techniques and attacks on digital image forensics. It begins with the classiﬁcation of image 
forensic analysis and continues with the exposition of related works concerning the digital 
image acquisition source identiﬁcation. Subsequently, the work related to image clustering 
is presented. Afterwards, a section shows the counter-forensics classiﬁcation and the works 
regarding the attacks on digital image forensics. The chapter ends with a brief summary 
of what is presented in it. It should be noted that although this work is focused on mobile 
devices, there are also references to techniques on images from all types of devices since 
their knowledge can be valid for the application or adaptation to images on mobile devices. 
3.1 Image Source Acquisition Identiﬁcation Techniques 
In this section we describe the main techniques of digital image forensics for identifying 
the source of image acquisition and the main work of the analysis. Other compendiums 
of techniques may be shown in [SWL09] [RSBG11] [SOAGRC+13]. 
As stated in [CFGL08], the tasks of digital forensics can be broadly divided into the 
following categories: 
•	 Source Classiﬁcation: Its objective is to classify images according to their origin, 
such as scanners or digital cameras. 
•	 Device Identiﬁcation: It aims to prove that a given image was obtained by a 
speciﬁc device (make and model). 
•	 Device Clustering: Given a set of images, it tries to ﬁnd out which images were 
obtained using the same camera. 
•	 Processing History Recovery: Its purpose is to recover the processing chain 
applied to the image. Here, we are interested in non-malicious processing, e.g., 
cutouts, ﬁltering, contrast adjustments, etc. 
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•	 Integrity Veriﬁcation or Forgery Detection: It is a procedure aimed at 
discovering malicious processing, examples of which include the removal or adding 
of objects. 
The graphical representation of this classiﬁcation is summarized in Figure 3.1. 
Figure 3.1: Classiﬁcation of digital image forensic analysis 
The success of these techniques depends on the assumption that all the images acquired 
by the same device have intrinsic features. The features which are used to identify the 
make and model of a digital camera are derived from the diﬀerences between the techniques 
of image processing technologies and the components which are used. The biggest problem 
with this approach is that diﬀerent models of digital cameras use components of a small 
number of manufacturers, and the algorithms used are also very similar between models 
of the same brand. According to Van Lanh et al. [VLCEK07] for this purpose four groups 
of techniques can be established depending on their base: lens system aberrations, CFA 
interpolation, image characteristics, and sensor imperfections. In addition to the above 
there is another group of techniques based on metadata. 
3.1.1 Techniques Based on Metadata 
Techniques based on the image metadata use the information stored in the camera 
about the conditions of image capture in order to ﬁnd information and image classiﬁcation. 
Digital cameras have a powerful source of information which is the embedded metadata 
in digital images ﬁles. Metadata, or “data about data” store information related to the 
conditions of image capture, as the date and time of acquisition, ﬂash presence or absence, 
object distance, exposure time, shutter opening and Global Positioning System (GPS) 
information among others. In other words, it provides relevant information to supplement 
the main content of a digital document. 
The Exif speciﬁcation [Sta10] is the most common container of metadata in digital 
cameras [Bae10]. The Exif speciﬁcation includes hundreds of labels, among which are 
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make and model, although it should be noted that the speciﬁcation does not make their 
existence in the image ﬁles compulsory. 
These techniques are the simplest. There are plenty of studies focused on the diﬀerent 
types of metadata, both for ﬁnding information and for image classiﬁcation [Pla00] [BL05] 
[Tes05] [RCC+08]. Metadata can also be used as input or aid for other forensic techniques. 
For instance, in the application of content-based image techniques, Exif metadata can 
provide a large number and variety of technical information, which may allow an increase 
in the success rates or improve the results of the application of certain forensic algorithms 
[BL04] [JLLC07] [FKCS11]. 
However, these techniques depend largely in the metadata inserted by manufacturers 
when the image is created and the correction. Sandoval Orozco et al. [SOAGGVHC14] 
make an in depth study on this topic. Moreover, this method is the most vulnerable to 
malicious alterations. 
3.1.2 Techniques Based on Lens Aberration 
Techniques based on lens aberration study several types of aberrations introduced by 
the lens system during the image generation process. 
During the image generation process the lens system can introduce some aberrations. 
There are several types of aberrations: spherical, coma or comatic aberration, astigmatism, 
ﬁeld curvature, radial distortion and chromatic aberration. The radial distortion is the one 
with the most impact over pictures, especially in cameras with cheap wide angle lenses. 
Most digital cameras use this type of lens for economic reasons. 
Choi et al. [Cho06] propose the lens radial distortion as the best technique for source 
identiﬁcation. The authors conclude that each camera model expresses a unique pattern 
of radial distortion which helps to uniquely identify it. They experimented with three 
diﬀerent cameras and obtained accuracy between 87% and 91% in identifying the source 
camera. 
Lanh Tran Van et al. [VEK07] propose lateral chromatic aberration as a technique 
for identifying source camera. The authors performed experiments using little sets of 
cameras with non-modiﬁed images or modiﬁed images with random crops regions. In 
the experiment in which three cameras of diﬀerent brands were used 86.67% accuracy in 
identifying the source was obtained. It was concluded that this technique is not suitable 
for identifying the source of diﬀerent camera models from the same brand. 
3.1.3 Techniques Based on CFA Interpolation 
Some authors consider that the choice of the CFA matrix and the speciﬁcation of color 
interpolation algorithms produce some of the most signiﬁcant diﬀerences between diﬀerent 
camera models [BSM06] [CAS+06] [LH06] [BSM08]. 
Commercial cameras have a single sensor instead of multiple sensors for each 
component color. In essence, the color interpolation introduces a speciﬁc type of 
correlation between the color values of image pixels. The speciﬁc form of these 
20 Chapter 3. Forensics in Digital Images 
dependencies can be extracted from the images to diﬀerentiate the color interpolation 
algorithms and determine make and model of the camera that generated an image. 
Long et al. [LH06] use correlations between pixels for the source identiﬁcation. 
Neuronal networks are used for classiﬁcation. The method was tested with cartoon images 
from four cameras and the success rate obtained was between 95% and 100%, with an 
average accuracy of 98.25%. Tests for modiﬁed images were also made with 80% success 
rate for a 80% JPEG compression. Since the cameras from the same manufacturer use the 
same color interpolation algorithm, this approach is not eﬃcient at diﬀerentiating between 
diﬀerent models from the same maker. Also, as shown in the experiments, good results 
are not obtained when the images have been modiﬁed or when they have high compression 
level. 
Celiktutan et al. [CAS+06] use a set of binary similarity measures as metrics to 
estimate the similarity between image bit planes. This work uses a set of 108 binary 
similarity measures. The success rate of their experiments was between 81% and 98% to 
classify three cameras and decreased to 62% to identify between nine cameras. The results 
of the method depends on the number of cameras used in the experiments. 
Bayram et al. [BSM08] present an algorithm for identifying and classifying color 
interpolation operations. This proposal is based on two methods to perform the 
classiﬁcation process: ﬁrst using an algorithm to analyze the correlation of each pixel 
value with its neighbors’ values, and secondly an analysis of the diﬀerences between pixels 
independently. Diﬀerent experiments with diﬀerent numbers of cameras and image types 
were performed. The accuracy for the source camera identiﬁcation had between 84.8% 
and 92.56% of average success rate. 
Cao and Kot [CK10] present a technique for source identiﬁcation based on the 
information of the CFA matrix interpolation process and a comparison with other 
techniques. This technique has three new sets of demosaicing features: weights, Error 
Cumulants (EC) and Normalized Group Sizes (NGS). Since the number of features is very 
high a process (Eigenfeature Regularization (ERE)) is performed to decrease the number 
of it. Diﬀerent experiments were performed using classiﬁers First Nearest Neighbor (1NN) 
and Probabilistic Support Vector Machine (PSVM). The results using 15 cameras from 
four diﬀerent manufacturers and 11 diﬀerent models (there are cameras of the same brand 
and model), with a reduction to 20 features and PSVM classiﬁer, obtained an average 
success rate of 99.4% for the brand identiﬁcation and 94.8% for model identiﬁcation. 
Ho et al. [HAZG10] propose four algorithms which are based on aspects of inter-channel 
correlation. These algorithms calculate variance maps (v-maps) and classify using 
1NN. The experiments image source identiﬁcation uses four cameras for three diﬀerent 
manufacturers and 50 images of each camera (25 for training and 25 test). The results show 
an average accuracy of 94.5% and The authors conclude that the inter-channel correlation 
provides a complementary approach to previous studies which dealing with correlations 
between pixels introduced in the demosaicing process. 
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3.1.4 Techniques Based on Image Features 
Techniques based on image features use a set of features extracted from the content 
of the image to identify the source. These features are divided into three groups: color 
features, Image Quality Metrics (IQM) and wavelet domain statistics. 
Tsai et al. [TLL07] propose a method to identify the source using the following 
features: color features, image quality metrics and frequency domain. The study adopted 
the wavelet transforms as a method to calculate the wavelet domain statistics and use 
a SVM for classiﬁcation. In experiments digital cameras and mobile devices were used. 
The results obtained in diﬀerent experiments show results between 61.7% and 99.72% 
accuracy. Tsai et al. [MSGW08] extend the source identiﬁcation to diﬀerent devices such 
as mobiles, phones, digital cameras, scanners and computers. In this proposal they base 
it on the diﬀerences in the image acquisition process to create two features groups: color 
interpolation coeﬃcients and noise features. In the experiments they use ﬁve smartphone 
models, ﬁve digital camera models and four scanner models to identify the source type. 
Their experiments showed an overall result of 93.75% accuracy. Identifying the maker and 
model of ﬁve mobile phone models resulted in an accuracy of 97.7%. 
Wang et al. [WGKM09] propose a method for source camera identiﬁcation based on the 
extraction and classiﬁcation of wavelet statistical features. Finally 216 ﬁrst-order wavelet 
features and 135 second order co-occurrence features is obtained. The most representative 
features are selected using an Sequential Floating Forward Selection (SFFS) algorithm and 
they are classiﬁed using a SVM. Identiﬁcation success average of 98% the set of all cameras 
and an average success rate of 96.9% for the three cameras of the same model is achieved. 
Hu et al. [HLZ10] perform experiments with common imaging features to identify 
the source: wavelet, color, IQM, statistical features of diﬀerence images and statistical 
features of prediction errors. In the experiments, diﬀerent combinations of diﬀerent types 
of features are used and a SVM for classiﬁcation of diﬀerent devices. Ten diﬀerent cameras 
from four diﬀerent makers with 300 images from each camera (150 for training and 150 for 
testing) and a resolution of 1024×1024 is used. Using all the features a score of 92% success 
rate is obtained. Moreover experiments were performed to check the robustness against 
three of the most common alterations in digital images: JPEG compression, cropping and 
scaling. The ﬁnal conclusions of this work are that some of the feature sets provide good 
success rates for intact images, but not for images with modiﬁcations. It also shows that 
diﬀerent types of manipulations have diﬀerent eﬀects on success rates of diﬀerent feature 
sets. 
Ozparlak et al. [OA11] propose a technique for image source identiﬁcation using 
ridgelets and contourlets subbands statistical models. After the feature extraction a SFFS 
algorithm is used for feature election and a SVM for classiﬁcation. The method based 
on 216 wavelet features is considered useful only for the representation of a dimension, 
the approach based on ridgelets uses 48 features, and the approach based on contourlets 
includes a total of 768 features. In experiments with three cameras from diﬀerent makers 
success rates are between 99.5% and 99.8%. The contourlets and ridgelets are not only 
eﬀective in diﬀerentiating between camera models, but also to diﬀerentiate between natural 
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images or those produced by computer, or to diﬀerentiate between images from scanners 
of the same maker. However the authors believe that improvements could be implemented 
experimenting with diﬀerent selection algorithms. 
Liu et al. [LLC+12] propose a method using the marginal density Discrete Cosine 
Transform (DCT) coeﬃcients in low-frequency coordinates and neighboring joint density 
features from the DCT domain. Furthermore, hierarchical clustering and SVM is used 
to detect the source of acquisition of the images. In experiments with images from 
ﬁve smartphone models of four makers an accuracy of between 86.36% and 99.91% was 
obtained, achieving the best results with a linear SVM kernel. 
Sandoval et al. [SOAGRC+14] propose the mixture of two techniques (Sensor 
Imperfections and Wavelet Transforms) to get the source identiﬁcation of images generated 
with mobile devices. This method extracts the sensor noise patterns of images, and then, 
a set of 25 features are obtained (16 ﬁrst-order and higher-order features and 9 features 
by applying Quadrature Mirror Filters (QMFs)). In the experiments in which 10 cameras 
of 6 diﬀerent brands were used, an accuracy of between 89.46% and 94.22% in identifying 
the source was obtained. 
3.1.5 Techniques Based on Sensor Imperfections 
Techniques based on Sensor imperfections study the ﬁngerprints which can leave sensor 
defects on pictures. These techniques are divided into two branches: pixel defects and 
Sensor Pattern Noise (SPN). In the ﬁrst pixel defects, hot pixels, dead pixels, row or 
column defects and group defects are studied. In the second pattern noise by averaging 
multiple noise residuals obtained by any noise removal ﬁlter is constructed. The presence 
of the pattern is determined using a classiﬁcation method as correlation or SVM. 
Geradts et al. [GBK+01] study pixel defects of CCD, sensors, focusing on diﬀerent 
features to analyze images and then identify their source: CCD sensor defects, the ﬁle 
format used, noise introduced in the image and watermarking introduced by makers. 
Among the CCD sensor defects are considered hot spots, dead pixels, group defects, and 
row or column defects. Results indicate that each camera has a diﬀerent defect pattern. 
Nevertheless, it is also noted that the number of pixel defects for images from the same 
camera is diﬀerent and varies greatly depending in the image content. Likewise, it was 
revealed that the number of defects varies with temperature. Finally, the study found 
that high quality CCD cameras do not have this kind of problem. When considering only 
defective CCD sensors this study is not applicable to the analysis of images generated by 
mobile devices. 
Lukas et al. [LFG06] analyze the sensor pattern noise from a set of cameras, 
which functions as a ﬁngerprint allowing the unique identiﬁcation of each camera. This 
pattern noise is obtained averaging the sensor noise extracted from diﬀerent images 
with a noise removal ﬁlter. To identify the camera from a given image, the reference 
pattern is considered as a watermark in the image and its presence is established by a 
correlation detector. The study was done with approximately 320 images from 9 cameras 
(2 are exactly the same model) and good results were obtained. It is noted that this 
success rate is because in the experiments the authors used the same set of images to 
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calculate the reference pattern and correlations. It is also shown that This method is 
aﬀected by processing algorithms such as image JPEG compression and gamma correction. 
According to Van Lanh et al. [VLCEK07] the results for pictures with diﬀerent sizes were 
unsatisfactory. Also in this technique, images whose reference pattern is extracted must 
have the same size as the test images. 
Costa et al. [CESR12] propose an approach to source camera identiﬁcation in open 
set scenarios, where unlike closed scenarios it is not assumed to have access to all the 
possible image source cameras. This proposal includes three phases: deﬁnition of regions of 
interest, determining the characteristics and source camera identiﬁcation. Diﬀerent regions 
of the images can contain diﬀerent information about the ﬁngerprint of the source camera. 
Besides, this approach in contrast to others considers 9 diﬀerent Region of Interests (ROIs), 
not only the central region of the image. Using these ROIs it is possible to work with 
diﬀerent resolution. For determining the features the SPN for each of the R, G, B and 
Y (luminance) channels is calculated, generating a total of 36 representative features for 
each image. 
Then, the features of images taken by the camera under investigation are labeled as 
positive class and features from images made by other cameras as negative classes. After 
the SVM training phase in which the hyper-plane that separates the positive and negative 
classes is estimated. Later, the unknown classes of open stage are taking into account, 
moving the generated hyper-plane toward the positive classes or to the negative classes. 
By moving the hyper-plane the margin can change to determine if an image belongs to one 
class or another. This process is called modeling decision boundaries. In the experiments 
a set of 25 digital cameras of 9 manufacturers, 150 images of each camera in JPEG format 
with diﬀerent light conﬁguration, zoom and ﬂash are used. The results of the experiments 
showed a success rate of 94.49%, of 96.77% and 98.10%, using open sets with 2/25, 5/25 
and 15/25 cameras, respectively, deﬁning open x/y as the set of y cameras where x cameras 
are known and used for training and y − x are unknown cameras, whose images and the 
images of the known cameras are used in test stage. 
Costa et al. [dOCSE+14] extended this approach, where in addition to presenting 
other techniques and algorithms, new experiments are performed. In experiments 13210 
images of 400 cameras were used (they only have physical access to 25 cameras, the rest 
are images downloaded from Flickr) and they obtained better success rates of 96.56%, 
97.34%, 96.80% and 97.18%, using open sets with 2/25, 5/25, 10 /25 and 15/25 cameras 
respectively. 
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3.1.6 Summary Table of Image Source Identiﬁcation Techniques 
Table 3.1 shows a summary of the ﬁndings described above. The no detailed 
information in articles has been ﬁlled with Non Detailed (ND). We must take into account 
that in most of the above articles various experiments with diﬀerent numbers of cameras 
and images are performed. In the column “Number of models/makers” the total models 
and manufacturers used for all experiments are accounted, which does not imply that 
in all experiments all models from all manufacturers are used. The “Applied to mobile 
devices” column indicates that at least one of the models used in the experiments is a 
mobile device. The column “Applied to diﬀerent models of the same brand” indicates 
that at least in one experiment cameras from the same manufacturer were used. In each 
experiment an average success rate is obtained in the source identiﬁcation, the “Minimum 
and maximum success rate” column shows the minimum and maximum values for the 
diﬀerent experiments (in the case that there is only one value is because this article only 
has one experiment). 
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Table 3.1: Evaluation of camera identiﬁcation techniques
 
Classiﬁcation Number of Image Applied to Applied to Diﬀerent Minimum and 
Technique Proposal Method Models / Formats Resolution Mobile Models of the maximum 
Makers Device Same Brand success rate 
Lens 
Aberration 
[Cho06] SVM 3/3 JPEG Diﬀerent ND No 87.38% - 91.53% 
[VEK07] SVM 3/3 JPEG Diﬀerent No Yes 72.75% - 92.22% 
CFA 
Interpolation 
[LH06] 
Neuronal 
Network 
4/4 Uncompressed ND No No 98.25% 
[CAS+06] 
SVM Linear and 
Non-linear RBF 
9/3 ND Diﬀerent Yes Yes 62.3% - 98.7% 
[BSM08] 
SVM Linear and 
Non-linear RBF 
5/5 JPEG Diﬀerent No Yes 84.8% - 88% 
[CK10] PSVM and 1NN 4/11 JPEG Diﬀerent Yes Yes 94.8%-99.4% 
[HAZG10] 1NN 4/3 JPEG ND No Yes 94.5% 
Image 
Features 
[TLL07] SVM Linear 2/7 JPEG 1600×1200 Yes Yes 61.7% - 99.72% 
[MSGW08] SVM Linear 5/5 JPEG ND Yes No 97.7% 
[WGKM09] 
SVM Non-linear 
RBF 
6/4 JPEG ND No Yes 98% 
[HLZ10] 
SVM Non-linear 
RBF 
10/4 JPEG 1024×1024 No Yes 47% - 92% 
[OA11] 
SVM Non-linear 
RBF 
3/3 ND ND No No 93.33 - 99.7% 
[LLC+12] 
SVM Linear and 
Non-linear RBF 
5/4 JPEG Diﬀerent Yes Yes 86.36% - 99.91% 
[SOAGRC+14] SVM 10/6 JPEG ND Yes Yes 89.45% 
Sensor 
Imperfections 
[GBK+01] ND 2/2 ND 640×480 No No ND 
[LFG06] ND 5/9 Diﬀerent Diﬀerent No Yes ND 
[CESR12] 
SVM Non-linear 
RBF 
25/9 JPEG Diﬀerent Yes Yes 94.49% - 98.10% 
[dOCSE+14] 
SVM Non-linear 
RBF 
25/9 JPEG Diﬀerent Yes Yes 96.56% - 97.34% 
� � � �
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3.2 Clustering Techniques of Digital Images 
Once you have the features to be used for classiﬁcation of images we will focus on 
issues relating to the classiﬁcation by clustering. The analysis of clusters, or clustering, 
aims to group a collection of objects into representative classes called clusters, without a 
priori information, in such a way that the objects belonging to each cluster keep a greater 
similarity to objects from other clusters. 
Image grouping can be performed using supervised or unsupervised learning 
techniques. In the ﬁrst case it is essential to know the device information a priori, i.e., it is 
clearly identiﬁed with the classiﬁcation in closed scenarios which requires a training stage 
with the features extracted from the images and a second classiﬁcation stage in accordance 
with the previous result. However, in a real case it may be diﬃcult to have the camera 
in question or a set of photographs taken by it to carry out training, hence the need for 
unsupervised learning techniques, which directly correspond to open scenarios. 
Traditional clustering has been known to be an unsupervised learning technique; 
however, there are some cases of supervised clustering where it is possible to apply an 
anterior or posterior approach to improve the grouping itself. This is to prevent that 
elements of diﬀerent classes are in the same cluster, which requires having a priori 
knowledge of the data set. This issue is addressed in [EZZ04], although it is worth 
mentioning that this article is focused on the use of unsupervised techniques. In order to 
determine the similarity between objects belonging to the same cluster, there are distance 
measures such as Euclidean distance, Manhattan distance, and Chebychev distance, among 
others. Alternatively, it is possible to use similarity functions S(Xi, Xj ) which compare 
two vectors Xi and Xj symmetrically, i.e., S(Xi, Xj ) = S(Xj , Xi). These functions reach 
their highest values as Xi and Xj are more similar. 
One of the most commonly used measures in image source identiﬁcation is normalized 
correlation [Blo08, Fri09, Li10b, CAPI10] deﬁned as: 
corr (Xi, Xj ) =   Xi − Xi Xi − Xi 8
   
   
   Xj − Xj
 Xj − Xj
 (3.1)
 ·

where Xi and Xj represent the mean vector, Xi 8 Xj is the scalar product of two vectors 
and lXil is the L2 norm of Xi. 
According to the clustering algorithms classiﬁcation proposed in [Rok10], we ﬁnd 
the hierarchical methods whose purpose is to achieve a structure called dendogram (See 
Figure 3.2) which represents the grouping of objects according to their levels of similarity. 
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Figure 3.2: Example of dendogram 
This grouping can be done in diﬀerent ways: agglomerative or decisive. Agglomerative 
grouping initially considers each object as a separate class until iteratively grouping all 
the objects in a single class. Divisive clustering is based on the idea of starting from 
a single class until managing to separate all objects into individual classes. There are 
also partitioning algorithms, wherein starting a partition, the algorithm takes care of 
moving objects from one cluster to another to minimize certain error criterion. Within 
this category, the most famous method is k-means; however, most of these methods require 
knowing in advance the number of clusters, which is why they are not widely used in 
forensic image analysis. 
Finally, there are other clustering algorithms such as: [Zah71] which produces clusters 
by means of graphs, [BR93] based on the density where the points within a cluster are given 
by a certain probability function, clusters based on models such as decision trees [Fis87] 
or neural networks [VA00] and clustering with soft-computing methods such as fuzzy 
clustering [HKKR99], evolutionary clustering methods and simulated annealing clustering 
[SA91]. 
[XW05] shows a comprehensive review of the diﬀerent types of clustering algorithms, 
as well as an extensive review of approaches used on this subject in the state of the art. 
Among other aspects, it is concluded that there is not a universal clustering algorithm to 
solve any kind of problem and therefore approaches to clustering for each ﬁeld or situation 
may be completely diﬀerent. It also highlights the importance of the stage of selection 
and extraction of the characteristics of the elements to be classiﬁed. 
There are previous works on image grouping by unsupervised methods; all of them 
consider SPN as the most reliable criterion for representing a device’s digital footprint, 
hence the SPN is used speciﬁcally as a footprint and normalized correlation as a similarity 
measure to achieve image grouping by device. 
Once seeing an overview of the diﬀerent types of clustering algorithms, then will present 
some of the related works that deal with the clustering of images using the SPN. 
[LLHC10] uses a classiﬁcation technique with unsupervised learning where grouping is 
achieved by graph maximization. Clustering is performed from not-oriented graph with 
weights, starting with an aﬃnity matrix where the connection weights between vertices is 
the correlation value between each SPN, starting with a random node. In each iteration, 
the remaining nodes are connected and the nodes closest to the central one are chosen, 
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obtaining a new aﬃnity matrix in each step; the algorithm stops when the number of 
closest nodes is less than a k parameter. Subsequently, the graph is partitioned to the 
point where similarity in a set is maximum and minimum with respect to other sets. 
In [Li10b] clusters are performed using Markov random ﬁelds. A clustering algorithm 
based on matrix containing all the correlations between the SPN of several cameras is 
proposed. In each iteration the algorithm groups within classes the most similar SPNs 
making use of the local features of Markov random ﬁelds and assigns a new class label to 
each SPN maximizing a probability function, the criterion to stop the algorithm is satisﬁed 
when there are no label changes after a certain number of iterations. 
The algorithm proposed in [CAPI10] and on which this research is based uses 
hierarchical clustering to group images. Prior to the clustering algorithm, the authors 
apply a function for sensor noise improvement, which strengthens the lower components 
and attenuates the high components in the wavelet domain in order to remove the scene 
details in it. With a similarity matrix containing all the correlations between diﬀerent 
SPNs and taking as a starting point each image as a single cluster, the clustering algorithm 
groups the two clusters with the highest correlation value forming a single cluster and 
updates the matrix with a new row and column that replace the rows and columns of the 
grouped clusters. The link criterion chosen to mix two clusters was average linkage. In 
each iteration of the algorithm, cluster status at that time is stored on a partition and 
the global silhouette coeﬃcient is calculated. At the end of the algorithm the partition 
whose silhouette coeﬃcient value is the lowest is chosen, the number of clusters at that 
point should correspond to the number of devices that exist initially, as well as the content 
of each cluster to the SPN for each device. The authors carry out a training stage with 
the described algorithm and a classiﬁcation stage for the remaining images, for this it is 
suﬃcient to obtain the average of the SPNs for each cluster and compare them against 
the remaining images, the image will be classiﬁed within the cluster whose correlation is 
highest. 
3.3 Attacks on Digital Image Forensics 
In contrast to the prominent role of digital images in our society today, research in the 
ﬁeld of image authenticity is still in a very preliminary stage. Most publications in this 
emerging ﬁeld still lack rigorous and robust discussions against strategic counterfeiters, 
who anticipate and try to fool the use of forensic techniques [GKWB07]. 
The area in charge of studying attacks on imaging forensic techniques is known as 
counter-forensics. Attacks on digital image forensic algorithms are aimed at systematically 
confusing or misleading the procedures for identifying the source of an image or 
detecting malicious image manipulations. These attacks could have one of the following 
goals: camouﬂage malicious post-processing of images or manipulating the image source 
identiﬁcation. 
With respect to the aim of manipulating the image source identiﬁcation, as well as for 
the process of source identiﬁcation, the sensor noise extracted from images is generally 
used. A logic counter for this technique consists in removing all the sensor noise. Taking 
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a step further, one could also think of the possibility of removing the sensor noise and 
replacing it with the sensor noise belonging to another camera. Therefore this goal can 
be divided into two branches: destruction of image identity or forgery of image identity 
(destruction or forgery). An outline of this classiﬁcation is shown in Figure 3.3. 
Figure 3.3: Classiﬁcation of counter-forensics 
Below, some of the general concepts of each of these three goals of counter-forensics 
will be treated, as well as some proposed solutions. 
3.3.1 The Post-Processing Camouﬂage 
These techniques are designed to hide that diﬀerent processes have been applied to an 
image. This is achieved by analyzing the traits left by processes on the image during their 
application, in order to counter them. 
In [PF05] the dependencies introduced during the resizing or rotating process of digital 
images are examined in detail. 
In [LF03] authors study the statistical coeﬃcients of JPEG to detect recompression. 
In [CSS07] the phase congruence is analyzed to detect image composition done by 
cutting and pasting parts of diﬀerent images. 
In [GKWB07] a proposal to hide resampling, which is the process of resizing images 
with interpolation, and extremely common in operations like scaling and rotating images. 
Resampling detector algorithms are based on the search for periodic and systematic 
dependencies between neighboring pixels, as these are inserted when applying the 
resampling operation. To hide resampling it is necessary to break the periodic equidistance 
introducing geometric distortions, also known as watermark attacks. In this case, a random 
distortion vector is overlapped in each pixel position where a parameter determines the 
distortion degree introduced. To avoid creating visible noise features in the image, the 
distortion strength should be modulated using two edge detectors, one vertically and the 
other horizontally. 
In [VTT13] the features introduced in the JPEG compression process are studied and 
a method for detecting JPEG traces is proposed, even when anti-forensics aspects are 
taken into account in the compression. 
In [LWLD13] a method to detect image splicing is proposed. Finally, in [BM13] a 
complete and detailed survey about passive image forgery detection techniques can be 
found. 
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3.3.2 Destruction of Image Identity 
In [GKWB07] it was shown that the simple subtraction of wavelet domain 
characteristics of the images is not suﬃcient to eliminate noise in an image, and also that 
this procedure leaves visible traces on the resulting image. There is another well-known 
method for removing noise from an image called ﬂatﬁelding, and this method is typically 
used in astronomy or planes scanning, to improve image quality. 
The ﬂatﬁelding is based on the main components of image noise: the FPN and the 
PRNU. There are several sources of imperfections and noise introduced at diﬀerent stages 
of the creation pipeline of an image. Even if an uniform and fully lighted picture is taken, 
it is still possible to see small changes in the intensity between pixels. This is due to 
the shot noise being random and, in large part, the pattern noise being deterministic and 
being approximately equal if several pictures of the same scene are taken. 
The FPN noise is calculated in terms of a dark frame d (Equation 3.2) averaging N 
images xdark taken in a completely dark environment that can be emulated by completely 
covering the camera lens. That is to say, the Equation 3.2 computes the dark frame d. 
1 
d = xdark	 (3.2)
N 
The PRNU noise is calculated in terms of a ﬂatﬁeld f (Equation 3.3) averaging L 
images xlighted from homogeneously lighted scenes. It is necessary to eliminate the noise 
FPN from the L images by subtracting the dark frame d before computing the average. 
1 
f = 
L 
(xlighted − d) (3.3) 
L 
As described in [LFG06] [GKWB07], attackers may try to avoid the correct source 
identiﬁcation since it is possible to delete and to remove image ﬁngerprints. The ﬁngerprint 
subtraction from an image x taken with a speciﬁc camera is computed with the Equation 
3.4 subtracting a dark current d to the original image x and then dividing the result by 
the ﬂat frame f . x˜ is the image with its ﬁngerprint subtracted. 
x − d 
x˜ =	 (3.4)
f 
Despite the fact that the results obtained with this technique are good, it has some 
drawbacks: 
•	 Performing a perfect ﬂatﬁelding with a large number of photos is diﬃcult because 
the parameters to compute the PRNU and FPN must match the parameters from 
the victim picture. 
•	 The proposal assumes that the attacker can access the source camera of the image 
x to generate the dark and the ﬂat frames, this scenario is not close to reality. 
There are other less robust possibilities to destroy image identity which in some cases 
may be eﬀective because they do not need extra images from the source camera. However, 
31 3.3. Attacks on Digital Image Forensics 
instead of this facility the image quality could be reduced and some visual features could 
be introduced into images. Examples of this kind of technique are: rotating the image a 
few degrees, scaling the image or applying a Gaussian ﬁlter that blurs the image. 
In [BK13] PRNU noise is used to pinpoint the camera device which could be undesirable 
for some users who want to protect their privacy and preserve their anonymity while 
sharing or spreading images. 
In [DSM14] the authors provide an analysis of the seam-carving-based source camera 
anonymization method by determining the limits of its performance introducing two 
adversarial models. The results of the analysis shows that the eﬀectiveness of the 
deanonymization attacks depend on various factors that include the parameters of the 
seam-carving method, strength of the PRNU noise pattern of the camera, and an 
adversary’s ability to identify uncarved image blocks in a seam-carved image. 
In [KDSM15] a technique for circumventing the PRNU based source attribution 
by mainly focusing on adaptive PRNU denoising method and seam-carving based 
anonymization is evaluated. Moreover, a panoramic-image-stitching as a means to impede 
source attribution is introduced. 
In [KD15] an improvement on the existing adaptive PRNU denoising method against 
source camera identiﬁcation is introduced and anonymization benchmarks with other 
source anonymization techniques are provided. 
3.3.3 Forgery of Image Identity 
In the same way that image noise can be removed using the ﬂatﬁelding technique, it 
is possible to inject the sensor noise from a diﬀerent camera using the inverse ﬂatﬁelding 
with Equation 3.5 [GKWB07]. 
y˜ = x˜ · fforged + dforged (3.5) 
where fforged and dforged correspond to the camera that is intended to attack and x˜ is the 
original image without noise. 
In [SLFK10] the Algorithm 1 is proposed to forge the identity of a camera, where C1 
is the attacker camera, C2 is the victim camera and P is a picture taken by C2. 
Algorithm 1: Forgery of image identity
 
1 
2 
3 
Compute attacker camera C1 ﬁngerprint average F (C1);
 
Take a picture P with the victim camera C2;
 
Add F (C1) to the picture P ;
 
In case the dimensions of F (C1) and P do not match, a cut or a reconstruction must be 
applied to match the image sizes. An improvement to the previous falsiﬁcation algorithm 
is also proposed by [SLFK10] to mask the features of the camera C2. This technique is 
presented in Algorithm 2. 
The subtraction of F (C2) tries to eliminate the correlation between picture P and 
the camera C2, that is to say the existing ﬁngerprint is subtracted before applying the 
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Algorithm 2: Forgery of image identity with concealed camera
 
1 
2 
3 
4 
5 
Compute attacker camera C1 ﬁngerprint average F (C1);
 
Compute victim camera C2 ﬁngerprint average F (C2);
 
Take a picture P with the victim camera C2;
 
Subtract F (C2) to P ;
 
Add F (C1) to the picture P ;
 
attacker camera ﬁngerprint. 
[JB14] proposes a technique based on the study of second-order statistics derived from 
the co-occurrence matrix for detect the presence of counter-forensic attacks. 
[HCHY15] proposes an image forgery detection scheme that identiﬁes a tampered 
foreground or background image using image watermarking and alpha mattes, the 
proposed method uses (a) component hue diﬀerence based spectral matting, (b) image 
watermarking based on the discrete wavelet transform, discrete cosine transform, and 
singular value decomposition and (c) the diﬀerence between the obtained singular values 
are used to detect tampering of foreground or background image. 
3.4 Summary 
In this chapter, the work related to the two main research lines of this thesis has been 
reviewed: digital image acquisition source identiﬁcation in both open and closed scenarios, 
as well as possible attacks that source identiﬁcation techniques may suﬀer. 
Chapter 4 
Image Source Acquisition 
Identiﬁcation of Mobile Devices 
Based on the Use of Features 
The identiﬁcation of the device type or the make and model of image source are two 
important branches of forensic analysis of digital images. In this chapter, both of these 
are addressed, with an approach based on feature extraction from image content and the 
classiﬁcation using support vector machines. 
This chapter is structured into 3 sections. Section 4.1 presents the speciﬁcation of the 
proposed technique for image acquisition source identiﬁcation (source type or the source 
make and model) based on feature extraction from image content and the diﬀerent sets of 
features (Noise, Color, IQM and Wavelets) used by the technique. In Section 4.2, a set of 
experiments for the identiﬁcation of device type and the acquisition source identiﬁcation 
of the image are performed, and their results are shown. Finally, the chapter ends in 
Section 4.3 with a brief summary of the above. 
4.1 Technique Description 
As it has been observed in the chapter of related works there is a wide variety of image 
features classiﬁed into types according to their obtaining base. A feature-based source 
identiﬁcation algorithm does not get better results only for the reason of using more 
features. In fact, it may be the case that using a greater number of features the results 
tend to worsen. The basis of an algorithm that obtains good results in a conjunction 
of many factors among which stand out: the choice of features that really determine 
the image identity, the choice of a suitable number of features and the choice of a good 
classiﬁcation method. Unfortunately, often only the experimentation with real images can 
oﬀer us data about the results of a features based algorithm. 
Large numbers of digital images are circulating daily on the Internet or are used as 
evidence or proof in judicial proceedings. As a consequence, forensic analysis of digital 
images generated by devices as digital camera, mobile devices, scanner or computer 
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becomes important in many real-life situations. It is noteworthy that forensics speciﬁc 
images techniques are required for mobile devices, not to be valid in most cases because 
there are signiﬁcant intrinsic features which diﬀerentiate these types of devices. An 
example of this is presented in a situation where a forensic analyst needs to identify 
the type (camera, scanner, computer) or class (make and model) of the image acquisition 
source. 
The technique proposed for image source acquisition identiﬁcation (source type or 
source make and model) is based on feature extraction from image content. 
There will be a set of images from known sources to be used for training an SVM 
classiﬁer [HCL03] and another set of images from unknown sources that will be used in 
the test stage to ﬁnd out their acquisition source. 
The technique can be used to analyze images with diﬀerent acquisition situations and 
resolutions, with successful identiﬁcations results. In addition, the source identiﬁcation 
method proposed is more general because it is useful in a larger set of classiﬁcation 
problems. 
The main contribution to this technique is a new features generation approach in which 
the following can be found: sensor pattern noise, color features, image quality metrics and 
wavelets features. The combination of these features allow the image source identiﬁcation 
of images from diﬀerent types of devices between (images from mobile phones, images 
obtained from a scanner, and a computer-generated images) and mobile devices of the 
same brand and diﬀerent model. 
Regarding classiﬁcation, Michie et al. [MST94] perform a study of diﬀerent 
classiﬁcation methods such as distance-based classiﬁers, Bayesian classiﬁers, neural 
networks, clustering algorithms and SVM classiﬁers. As can be observed in the review, 
the use of SVM classiﬁers is widely used for these purposes. The kernel choice depends, 
among other factors, on the nature of the data to be classiﬁed. This technique will use an 
SVM classiﬁer with Non-linear RBF kernel, as it is recommended for use when there is no 
a priori information about the data. The parameters for the SVM are the same as those 
used in [RCAGSO+13]. Likewise, the option chosen is the most widely used one by the 
most recent precise works and they present good results. There are many implementations 
of SVM classiﬁers; particularly in this work we opted to use the LibSVM library [CL13]. 
The set of features to be used can be classiﬁed into four major groups, depending on 
the nature of their obtaining: 
• Noise features (16 features). 
• Color features (12 features). 
• IQM (40 features). 
• Wavelets (81 features). 
A detailed analysis on each of the aforementioned feature sets will be performed below. 
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4.1.1 Noise Features 
The image generation process tends to introduce various defects in them, which will create 
noise that will be shown in the ﬁnal image. One type of noise is caused by defects in the 
CFA matrix, which include hot point defects, dead pixels, pixel traps, column defects and 
cluster defects. Such defects cause said pixels to diﬀer largely from the rest in the original 
image; in many cases it makes no diﬀerence to have one image or another, since this pixel 
will always show the same value. For example, dead pixels will appear in the image as 
black pixels, or hot point pixels will appear as very bright pixels. 
The noise pattern in an image refers to any spatial pattern that does not change from 
one image to another and is caused by a “dark current” and a PRNU [KMC+07]. There 
are several ﬁlters to soften the eﬀect of this noise. The Gaussian ﬁlter will be used for 
several reasons. Its kernel is separable, which allows for fast computation; Gaussian ﬁlter 
removes “high-frequency” components from the image as it is a low-pass ﬁlter which helps 
to reduce noise whilst reducing edge blurring; This ﬁlter guarantees a non-negative result 
(always another valid image); The degree of smoothing is controlled by the parameter 
σ (larger σ for more intensive smoothing); and also the Gaussian ﬁlter produces more 
uniform smoothing than other ﬁlters such as median ﬁlter. For these reasons, this ﬁlter 
will be used to eliminate noise in images and then obtain diﬀerent features. 
One of the objectives is to get a set of features that allow us to diﬀerentiate between 
the diﬀerent types of devices. To do this we ﬁrstly take into account that digital cameras 
use a two-dimensional array sensor whereas most scanners use a linear array sensor. In the 
case of scanners, the linear arrangement of the sensor moves to generate the entire image, 
so it is expected to ﬁnd the periodicity of the sensor noise within the rows of the scanned 
image. On the other hand, there is no reason to ﬁnd sensor noise periodicity within the 
columns of the scanned image. In the case of digital cameras this type of noise periodicity 
does not exist. This diﬀerence can be used as a basis to discriminate between diﬀerent 
types of devices. Noise features extraction is based on [KMD09]. 
Let I an image of M×N pixels, M as the rows and N as the columns. We denote 
Inoise the noise of the original image and Idenoised is the image without noise. Therefore, 
the noise is obtained using the Equation 4.1. 
Inoise = I − Idenoised (4.1) 
Then, each color component of the image without noise is subtracted to each color 
component of the original image, with which we obtain noise components of each pixel 
disaggregated for each color component. 
The image original noise Inoise can be modeled as the sum of two components, the 
constant noise Inoiseconstant and random noise Inoiserandom. 
For scanners constant noise only depends of the column index, because the same sensor 
is moved vertically to generate the complete image. The average noise of all columns can 
be used as a pattern reference Iˆnoiseconstant (1, j) because the random noise components 
were cancelled (see Equation 4.2). 
� � � �        
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M
Inoise (i, j) 
i=1Iˆnoiseconstant (1, j) = , 1 ≤ j ≤ N	 (4.2)
M 
As the normalized correlation one of the most commonly used measures in image 
source identiﬁcation [Blo08] [Fri09] [Li10a] [CAPI10], for detecting the similarity between 
diﬀerent rows with the pattern reference, we use the correlation of these rows with the 
pattern, as is showed in Equation 4.3. 
X − X · Y − Y 
correlation (X, Y ) =	 (4.3)
X − X · Y − Y 
Then the same process is performed to detect the similarity of the columns with the 
pattern reference. After obtaining the correlation between rows and between columns 
we will go to obtain the feature set. It should be noted at the time of obtaining the 
features, that in the case of scanners the orientation of the image is critical, because 
features obtained will be completely diﬀerent. 
For each type of correlation ﬁrst order statistical values are obtained, which are: mean, 
median, maximum and minimum. Mode feature was discarded, since after several analysis 
and experiments was observed it was a useless feature, because when we are dealing with 
ﬂoating values, they did not exist in the majority of the cases repeated values. Tests were 
performed truncating ﬂoat values, but the results were not good, decreasing the success 
rate. Other high order features are variance, kurtosis and skewness. All of them measure 
statistical values more speciﬁcally than previous ones. Also, the ratio features between 
rows and columns correlations are added. Finally the average noise per pixel feature was 
included. This feature does not depend on rows or columns correlations with the reference 
pattern, but is independent and it can distinguish between diﬀerent types of devices, such 
as computer generated images. 
In total a set of 16 features are obtained: 7 rows features, 7 columns features, the ratio 
between rows and columns correlations and the average noise per pixel. 
4.1.2 Color Features 
The conﬁguration of the CFA ﬁlters, the demosaicing algorithm and color processing 
techniques mean that signals in the color bands may contain treatments and speciﬁc 
patterns. In order to determine the diﬀerences in color features for diﬀerent camera 
models, it is necessary to examine the ﬁrst and second order statistics of the pictures 
taken with them. Then, a set of 12 color features based [HLZ10] are proposed. 
•	 Pixels average value. For this measure it is assumed that the average values of the 
RGB channels of an image should be the gray color, as long as the image has enough 
color variations. This measure is performed for each RGB channels (3 features). 
•	 Correlation pair between RGB bands. This measure expresses the fact that 
depending on the structure of the camera, the correlation between the diﬀerent 
� �
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color bands can change. In the implementation of this feature it uses the Pearson 
correlation coeﬃcient to determine the correlation values between the bands. As a 
result we obtain three features which come from measuring the correlation between 
the RG, RB and GB bands. 
•	 Neighbor distribution center of mass for each color band: This measure is 
calculated for each band separately (3 features). Firstly, the total number of pixels 
for each color value is calculated, obtaining a vector with 256 components. Then, 
with these calculated values the sum of neighboring values are obtained, that is, 
for each i value of the vector previously calculated the component i − 1 and i + 1 
is added. Finally, the center of mass of the latter vector is calculated, which will 
return a value between 0 and 255. 
•	 Energy ratios between pairs RGB. This feature depends on the white dots 
correction process of the camera. They are 3 features which are deﬁned in Equations 
4.4. 
|G|2 |G|2 |B|2 
E1 = E2 = E3 =	 (4.4)|B|2 |R|2 |R|2 
4.1.3 Image Quality Metrics 
Diﬀerent camera models produce images of diﬀerent quality. There may be diﬀerences 
in image brightness, sharpness or quality color. These diﬀerences propose a set of quality 
metrics features that help to distinguish the image source. Image Quality Metrics are 
of utmost importance in providing quantitative data on the quality of a rendered image 
[ASS02] [AMS03]. 
In order to get more detailed diﬀerence of images, there are diﬀerent IQM categories: 
measures based on the pixels diﬀerences, measures based on correlation and measures 
based on spectral distance. 
For obtaining this set of metrics, a ﬁltered image in which the noise of the original 
image is reduced to perform diﬀerent calculations is needed in addition to the original 
image. For the reasons mentioned in Section 4.1.1, a Gaussian ﬁlter that allows us to 
perform image smoothing is used. For obtaining two-dimensional Gaussian kernel we used 
the Equation 4.5. 
−(i2+j2)−1 
2πσ2 ∗ e 2σ2	 (4.5) 
where i is the distance from the origin in the horizontal axis, j is the distance from the 
origin in the vertical axis (for example, in the matrix center i and j are equal to 0), and 
σ is the standard deviation of the Gaussian distribution which represents a threshold or 
factor value speciﬁed by the user. 
After the core is obtained, it is normalized, so that the sum of all its components is 1. 
This is necessary to obtain a smooth image but with the same colors as the original. The 
normalization is performed dividing each component by the sum of the values of all the 
components. For obtaining the metrics a ﬁlter with a 3×3 kernel with σ = 0.5 is used. In 
Equation 4.6 the resulting ﬁlter is shown. 
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h =

          

0.026625868 0.196748265 0.026625868
 
0.196748265 1.453735842 0.196748265
 
0.026625868 0.196748265 0.026625868

          

(4.6)
 
Each pixel of the new image is calculated by performing the neighborhood 
transformation, applying the Equation 4.7 on original image pixel using the resulting 
kernel of ﬁlter 4.6. 
I ' (x, y) =	 h (0, 0) ∗ I (x − 1, y − 1) + h (0, 1) ∗ I (x, y − 1) + h (0, 2) ∗ I (x + 1, y − 1) + 
h (1, 0) ∗ I (x − 1, y) + h (1, 1) ∗ I (x, y) + h (1, 2) ∗ I (x + 1, y) + (4.7) 
h (2, 0) ∗ I (x − 1, y + 1) + h (2, 1) ∗ I (x, y + 1) + h (2, 2) ∗ I (x + 1, y + 1) 
It is necessary to consider the edges of the image to make the transformation. In our 
case we consider an outer edge with pixel value 0. 
The measures based on pixel diﬀerences calculate the distortion between two images on 
the basis of their pixel-wise diﬀerences. Among these measures are the Minkowski Metrics, 
Mean Square Error, and Mean Absolute Error (see Equations 4.9 to 4.11, respectively). 
The correlation-based measures estimate the similarity between two digital images in 
terms of the correlation function, and they are complementary to the measures based on 
pixel diﬀerences. In this measure category are Czekonowski Distance, Normalized Cross 
Correlation, and Structural Content (Equations 4.8, 4.14 and 4.15, respectively). 
The spectral distance measures consider the distortion penalty functions obtained from 
the complex Fourier spectrum of images. The measures grouped in this category are: 
Spectral Phase, Spectral Magnitude, Weighted Spectral Distance, Median Block Spectral 
Magnitude, Median Block Spectral Phase, and Median Block Weighted Spectral Distance 
(Equations 4.20 to 4.22 and 4.26 to 4.28, respectively). 
Following the speciﬁcation of the 40 IQM features based on [HLZ10]. 
•	 Czekonowsky distance: The Czekonowsky distance is a useful metric for 
comparing vectors with no negative components as in the case of color images and 
it is calculated using the Equation 4.8. ⎞⎛  3
ˆ2 min Ck (i, j) , Ck (i, j)
  ⎜⎜⎜⎜⎜⎝
 1 −
 
⎟⎟⎟⎟⎟⎠
 (4.8)
 
  M N
MN 
i=1 j=1 
1
 k=1M
 =
  3
Ck (i, j) + Cˆk (i, j)
k=1
Cˆ(i, j) refer to the pixels in the 
  
In this equation and the subsequent Ck(i, j) and 
(m, n) position of the original image and the smoothed image (ﬁltered image with 
noise reduction) respectively. Furthermore, M and N are the horizontal and vertical 
size of the image respectively. 
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•	 Minkowsky metrics: Minkowsky metrics for γ = 1 and γ = 2 are based on 
Equation 4.9. 
⎧	 ⎫ 1 
K	 ⎨ N ⎬ γ γ 
Mγ =
1 1 
Ck (i, j) − Cˆk (i, j)	 (4.9)
K ⎩N2	 ⎭ 
k=1 i,j=1 
This equation calculates the norm Lγ of dissimilarity between two images, where N
2 
is the total number of pixels. In this formula and ongoing, k will refer to each of 
the image channels. It must be taken into account that this formula performs the 
average of Minkowski metric for all channels of the image. 
γ = 1 is corresponding with the Mean Absolute Error (MAE) and γ = 2 with the 
Mean Square Error (MSE) (estimated by Equations 4.10 y 4.11, respectively). In 
both cases, high values of MAE or MSE correspond with low quality images. 
–	 Mean Absolute Error : 
M N 
MAE =
1 
Ck (i, j) − Cˆk(i, j) (4.10)
MN 
m=1 n=1 
–	 Mean Square Error : 
M N 
2 
MSE =
1 
Ck (i, j) − Cˆk (i, j) (4.11)
MN 
m=1 n=1 
These metrics are applied to each of the bands separately, so that three features for 
the MAE and others three for the MSE are obtained 
•	 Laplacian Mean Square Error (LMSE): This metric is based on the importance 
of measuring the edges and is deﬁned by Equation 4.12. A LMSE high value indicates 
that image quality is poor. It is deﬁned as follows: 
M N �	  �2 
(m,n)L (x (m, n)) − L	 x
m=1 n=1LMSE =	 (4.12)
M N 
[L (x (m, n))]2 
m=1 n=1 
where L (x (m, n)) is the Laplacian operator estimated by Equation 4.13. 
L (x (m, n)) =	 x (m + 1, n) + x (m − 1, n) + 
x (m, n + 1) + x (m, n − 1) − 4x (m, n) (4.13) 
•	 Normalized Cross Correlation: The closeness between two digital images can 
also be quantiﬁed in terms of a correlation function. The quality metric of the 
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normalized cross-correlation measurement for each image band k is deﬁned as the 
Equation 4.14: 
N−1 
ˆCk (i, j) ∗ Ck (i, j) 
i,j=0 
NCC =	 (4.14)
N−1 
Ck (i, j)
2 
i,j=0 
•	 Structural Content: The structural content of an image quality metric is deﬁned 
for each band k with the Equation 4.15. 
N−1 
Ck (i, j)
2 
i,j=0 
SC =	 (4.15)
N−1 
Cˆk (i, j)
2 
i,j=0 
•	 Spectral Measures: To determine these measures the Discrete Fourier Transform 
(DFT) of the original image and the smoothed image, denoted as τk(u, v) and τˆk(u, v) 
for a band k, are deﬁned by Equations 4.16 and 4.17, respectively. 
N−1 
τk (u, v) = Ck (m, n) ∗ e[−2πim
u 
N [−2πin] ∗ e v N ]
 (4.16)
 
τˆk (u, v) = 
m,n=0 
N−1 
ˆ [−2πimCk (m, n) ∗ e
u 
N [−2πin] ∗ e v N ]
 (4.17)
 
m,n=0 
where u = 0, . . . ,M − 1, v = 0, . . . , N − 1 and (u, v) are the coordinates of an image 
pixel in transform domain. Equations 4.18 and 4.19 respectively deﬁne the phase 
and magnitude of the DFT spectrum. 
ϕ(u, v) = arctan(τk(u, v))	 (4.18) 
M(u, v) = |τk(u, v)|	 (4.19) 
With the above concepts the following image quality metrics can be deﬁned for each 
image band: Spectral Phase, Spectral Magnitude and Weighted Spectral Distance 
(Equations 4.20 to 4.22). 
–	 Spectral Phase: 
M N
1 
SM = |ϕ (u, v) − ϕˆ (u, v)|2 (4.20)
MN 
u=1 v=1 
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–	 Spectral Magnitude: 
M N 
21 ˆSP = M (u, v) − M (u, v) (4.21)
MN 
u=1 v=1 
–	 Weighted Spectral Distance: Performs a weighted average of the phase and 
magnitude spectrum. 
WSD = ρ ∗ SM + (1 − ρ) ∗ SP	 (4.22) 
where for this case ρ = 2.5 ∗ 10−5 . 
These characteristics can also be obtained for each image block. For this we consider 
that the image is divided in L blocks with bxb size, and then the above features are 
calculated. In this way the following l-th block features for each band of the block 
can be deﬁned by Equations 4.23 to 4.25: 
⎛	 ⎞ 1 
γb−1 
γ 
J lϕ = ⎝ ϕl (u, v) − ϕˆl (u, v) ⎠ (4.23) 
u,v=0 
⎛	 ⎞ 1 
γb−1 
γ 
J lM = ⎝ M l (u, v) − Mˆ l (u, v) ⎠ (4.24) 
u,v=0 
J l = ρ ∗ J lM + (1 − ρ) ∗ J lϕ	 (4.25) 
For calculating these features we have used γ = 2 and a 32×32 block size. After 
calculating these measures for each block we can get the following features: Median 
Block Spectral Magnitude, Median Block Spectral Phase, Median Block Weighted 
Spectral Distance (Equations 4.26 to 4.28). 
–	 Median Block Spectral Magnitude: 
MBSM = median J lM , l = 1, ..., L (4.26) 
–	 Median Block Spectral Phase: 
MBSP = median J lϕ, l = 1, ..., L (4.27) 
–	 Median Block Weighted Spectral Distance: 
MBWSM = median J l , l = 1, ..., L (4.28) 
•	 Measures based on the human visual system: Images can be processed by 
ﬁlters which simulate the Human Visual System (HVS). One of the models used for 
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this is a band-pass ﬁlter with a transference function in polar coordinates deﬁned by 
Equation 4.29.
 ⎧ ⎪⎨
 ⎫ ⎪⎬
ρ0.554 0.05e ρ < 7 
H(ρ) =
 (4.29)
⎪⎩
 ⎪⎭
−9[|log10ρ−log109|]2.3 e ρ ≥ 7 
 

where ρ = (u2 + v2). Equation 4.30 deﬁnes the operator U . 
   
2 + v2U {C (i, j)} = DCT −1 H u ω (u, v) (4.30) 
where ω (u, v) denotes the two-dimensional DCT of the image and DCT−1 is the 
inverse two-dimensional DCT. 
Finally the image quality metrics that we obtain for each band of the image based 
on these measures are Normalized Absolute Error and HVS based L2 (Equations 
4.31 and 4.32, respectively). 
– Normalized absolute error : 
N−1   
ˆU {Ck (i, j)} − U Ck (i, j)
i,j=0 
NAE = (4.31)
N−1 
|U {Ck (i, j)}|
i,j=0 
– HVS based L2 : 
⎧⎨
 ⎫⎬
 1 2N−11  
  2 ˆU {Ck (i, j)} − U Ck (i, j)L2 =
 (4.32)
⎩
N2 
i,j=0 
⎭
 
The HVS is too complex, however, the incorporation of a simpliﬁed HVS model 
into objective measures has been reported to lead to better correlations [Wat93] [NB92] 
[FBA97] [Nil85]. So the measures based on HVS gain importance. 
4.1.4 Wavelet Features 
Due to the deterministic property of the sensor pattern noise which is present in an 
image, this pattern can be used as a footprint to identify the device that generated the 
image under investigation. It can be said that the sensor pattern noise is to a digital 
camera as a ﬁngerprint is to a human being. 
In contrast to the Fourier Transform which represents the signals as a sum of sinusoidal 
waves that are not localized in time and space, the Wavelet Transform is more convenient 
in the analysis of signals with abrupt changes as images since their functions are located 
in time and space. There are a large number of alternatives of wavelet functions (Haar, 
Daubechies, Coiﬂet, Symlet, Meyer, etc.) for analyzing the signals, allowing the choice 
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of the base of functions whose form is better approximated to the characteristics of the 
signal to be analyzed. Based on the results of previous work [RCAGSO+13] [SOGVAG+15] 
Daubechies functions are the ones that have obtained better results in the extraction of 
sensor noise. 
The Wavelet Transform allows the information to be separated in the manner of 
frequencies. In this way, it is possible to analyze and / or modify only the information 
of the frequencies that are of some particular interest, such as sensor noise in order to 
extract its characteristics. 
To identify the acquisition source we require an algorithm that allows us to extract the 
sensor noise and another that allows us to obtain the features of the ﬁngerprints obtained 
in order to classify and identify them. 
To extract sensor noise the algorithm presented in [AG15] is used. 
Finally, a total of 81 features (3 channels × 3 wavelet components × 9 central moments) 
are calculated using algorithm 3. 
Algorithm 3: Extracting features
 
Input: Sensor ﬁngerprint Inoise 
Result: 81 features 
1 
2 
3 
procedure ExtractFeatures(I) 
Separate R, G and B color channels of Inoise; 
foreach color channel do 
4 
5 
6 
Apply a wavelet decomposition in 1 level; 
foreach component c ∈ {H, V, D} do 
n 
1Compute k central moments with mk = |ci − c|k;n 
i=1 
7 end procedure
 
4.2 Experiments and Results 
This section shows the results of the experiments conducted to identify the type of 
source device and for source acquisition identiﬁcation. 
It should be noted that the classiﬁcation of images to be performed in this work be 
done on what can be called a closed set of elements, i.e., the classes of the elements used 
in training are the same classes as those used in the test. The images used in the training 
stage are not used in the testing stage. 
4.2.1 Source Device Type Identiﬁcation 
In this experiment we will use an image set composed of: images from mobile phones, 
images obtained from a scanner, and a computer-generated images. 200 images are used 
from each set, 100 for the SVM training and 100 for testing. All images have a resolution 
higher than 1024×768. There is no restriction on the content of the image or the camera 
conﬁguration parameters at the time of the acquisition. 
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Images from mobile phones have been obtained from known phones, so the origin of 
the source can be ensured. Images from 12 smartphones, some of them from the same 
manufacturer, were selected. 
For images from scanners and computer-generated images, our own sources and the 
Flickr website were used. The set of images downloaded from the web had a set of ﬁlters 
applied to them in order to obtain a set with higher reliability that would introduce the 
least possible noise into the experiments. All images downloaded from Flickr are originals 
with no resizing. As a second ﬁlter for scanned images, those which had the tag “scanned 
images” and made reference to a retail scanner model were used. For computer-generated 
images, we discarded the images that had a “camera model” tag with a value from a retail 
scanner or camera. 15 scanned images were selected, some of which were chosen from the 
same manufacturer. With respect to computer-generated images, precise information on 
the number of applications or type of computers used cannot be indicated. 
As can be seen, there is a high number of diﬀerent kinds of devices (makes and models) 
of the three types, which greatly hampers the classiﬁcation. 
For the experiments we have taken into account the following conﬁguration parameters: 
size of crop applied to the image, crop position (centered or upper-left corner) and 
application of diﬀerent feature sets (Noise Features, Color Features, IQM Features and 
Wavelet Features). 
Table 4.1 shows the results of success rates and the conﬁguration parameters used in 
the 10 experiments. 
Table 4.1: Source device identiﬁcation between mobile camera, scanner and computer 
generated images 
Features 
Device 
Crop Size Crop Align 
Camera Computer Scanner 
Average 
Noise Full Size - 70 54 57 59.95% 
Noise 1024×768 Center 66 80 46 62.39% 
Noise 800×600 Center 76 60 49 60.68% 
Noise 640×480 Center 62 61 48 56.62% 
Noise 1024×768 Upper-left corner 76 59 40 56.40% 
Noise 800×600 Upper-left corner 65 38 44 47.72% 
Noise 640×480 Upper-left corner 74 54 37 52.88% 
All Features 1024×768 Center 66 73 72 70.26% 
All Features 800×600 Center 69 74 71 71.30% 
All Features 640×480 Center 77 73 63 70.75% 
Average 69.91% 61.35% 51.42% 60.42% 
From the analysis of the results, general and speciﬁc conclusions about the various 
conﬁgurations used in each experiment can be obtained. Encompassing all the 
experiments, it is observed that success rates are not excessively high (60.42% on average 
and 71.30% in the best case); it can be concluded that this technique is not particularly 
suitable for this purpose. It is important to emphasize, as noted above, that the number 
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of diﬀerent makes and models used for this experiment is high, which predictably causes 
success rates to drop. That being said, it should be noted that this study does provide 
interesting results on the conﬁguration parameters used, since between the best and the 
worst result there is a diﬀerence in the average success rate of 23.48%. 
In general it can be concluded that the only use of the noise features do not perform 
well for identifying the source type when the number of devices to be classiﬁed is high, 
since the average success rate of all experiments is 56.65%. Since the results are not good 
then a set of experiments reducing the number and types of devices will be made to observe 
their results. 
The results improve signiﬁcantly when all the features to identify the source type are 
used. Given the high number of classes, the results can be qualiﬁed as acceptable, since 
the average success rate for all experiments carried out using these features is 70.77%. 
Also, as can be observed in the results, we conclude that the crop size aﬀects the results: 
the smaller the crop, the lower the success rate, even if the diﬀerences are not extremely 
signiﬁcant. It is also noteworthy that with a 1024×768 crop size better results are obtained 
than when using the full-sized image, i.e., from a given crop size, the results get worse. 
A series of experiments will be performed reducing the number of types to be classiﬁed, 
in order to test the behavior of the results when we only use noise features, since these are 
the ones that obtained the worst results previously. The results are shown in Table 4.2. 
Table 4.2: Source type identiﬁcation with noise features 
Device Type 1 Device Type 2 Features Crop Size Crop Align Average 
Scanner Smartphone Noise 1024×768 Center 95.79 
Scanner Smartphone Noise 640×480 Center 96.16 
Scanner Smartphone Noise 400×300 Center 96.73 
Computer Smartphone Noise 1024×768 Center 79.96 
Computer Smartphone Noise 640×480 Center 79.76 
Computer Smartphone Noise 400×300 Center 78.55 
Computer Scanner Noise 1024×768 Center 82.87 
Computer Scanner Noise 640×480 Center 81.10 
Computer Scanner Noise 400×300 Center 80.91 
As can be seen, the success rate goes up considerably as it was expected, reaching 
85.44% on average. When the number of types of devices is reduced to two and as a result 
the number of classes is reduced the results are acceptable. 
The ﬁrst general conclusion obtained corroborates an earlier conclusion, since it is 
observed that the crop size does not signiﬁcantly aﬀect the results. The best results 
are those that distinguish between smartphone and scanned images, with 96.23% average 
success rate. The second best result appears with the distinction between scanned and 
computer-generated images, with 81.62% average success rate. The worst result was 
obtained in the distinction between computer-generated and smartphone images, with 
79.42% average success rate. Still, any of the results of these experiments are signiﬁcantly 
Chapter 4. Image Source Acquisition Identification of Mobile Devices 
46 Based on the Use of Features 
better than the results in Table 4.1. Therefore, it can be concluded that in general, the 
use of noise features for type of source distinction only obtains acceptable results when 
the number of classes is not high. 
4.2.2 Image Source Identiﬁcation for Mobile Devices 
Given the importance of mobile images today, below we will show the experiments 
performed to identify the acquisition source of images from mobile devices, i.e., the 
classiﬁcation of an image set according to the make and model of the camera that generated 
them. 
In these experiments a set of 200 images will be used, 100 for the SVM training and 100 
for testing. 12 smartphone models were used: IPhone 4s (I1), IPhone 5s (I2), Blackberry 
8520 (BB), Huawei U8815 (HU), LG E400 (LG1), LG P760 (LG2), Nokia 800 (N1), 
Samsung GT-I9001 (S1), Samsung GT-I9100 (S2), Samsung GT-I8160P (S3), Samsung 
GT-5830M (S4) and Sony C2105 (SE1). The images comply with the same restrictions 
as the cameras in the previous section. The mobile device digital cameras used and their 
conﬁgurations are showed in Table 4.3. 
Table 4.3: Conﬁgurations used in mobile device digital cameras 
Brand Model Resolution Taking Conditions 
Apple 
IPhone 4s (I1) 2 MP (2048×1536) 
Scene type: Any 
Orientation: Vertical 
Flash: Disabled 
Light: Natural 
White balance: Auto 
Digital zoom ratio: 0 
Exposure time: 0 seg 
ISO speed: Auto 
IPhone 5s (I2) 3.15 MP (2048×1536) 
Black Berry 8520 (BB) 2 MP (1600×1200) 
Huawei U8815 (HU) 2 MP (1600×1200) 
LG 
E400 (LG1) 2 MP (1600×1200) 
P760 (LG2) 3.15 MP (2048×1536) 
Nokia 800 (N1) 2 MP (1600×1200) 
Samsung 
GT-I9001 (S1) 2 MP (1600×1200) 
GT-I9100 (S2) 2 MP (1600×1200) 
GT-I8160P (S3) 5 MP (2592×1944) 
GT-5830M (S4) 5 MP (2592×1944) 
Sony Ericsson C2105 (SE1) 2 MP (1600×1200) 
The experiments have been grouped into 3 groups with the aim of obtaining conclusions 
on: the use of diﬀerent feature sets, crop size, the number of devices used for the 
classiﬁcation, and the use of devices from the same manufacturer. The experiments 
where all devices are from the same manufacturer put the techniques presented to the 
test. Hardware and software components of the cameras from the same manufacturer are 
generally very similar or even the same, which obviously presents serious diﬃculties or 
impossibility of distinction among the diﬀerent smartphone models. 
Table 4.4 shows the ﬁrst set of experiments in which 7 models of mobile devices from 
diﬀerent manufacturers are used. Diﬀerent types of combinations of features sets were 
tested. Most experiments were performed with a crop size of 1024×768, since as this is 
considered a large enough size to obtain good results, as shown in the previous experiments. 
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Table 4.4: Image source acquisition identiﬁcation for 7 smartphones
 
Features Crop Size Crop Align I1 HU LG2 N1 BB S1 SE1 Average 
All Features 
(Daubechies 8-tap) 
1024×768 Center 93 96 80 94 91 70 85 86.54% 
Noise 1024×768 Center 41 42 35 18 40 40 62 37.67% 
Color 1024×768 Center 24 37 20 40 31 19 44 29.27% 
IQM 1024×768 Center 13 88 46 89 7 34 2 21.65% 
Wavelet 
Daubechies 8-tap 
1024×768 Center 95 96 96 94 92 76 93 91.46% 
Wavelet Haar 1024×768 Center 95 87 97 70 86 56 91 81.84% 
Color + IQM + 
Wavelet Daubechies 8-tap 
1024×768 Center 93 94 90 90 90 53 85 83.67% 
All Features 
(Daubechies 8-tap) 
800×600 Center 91 96 84 92 95 56 85 84.41% 
All Features 
(Daubechies 8-tap) 
640×480 Center 90 95 84 89 88 51 88 82.15% 
The experiment reveals that noise, color and IQM feature sets are individually 
completely invalid, since the best result obtains an 37.67% average success rate, which 
is unacceptable. With the remaining set of features (wavelets), two experiments were 
conducted using diﬀerent types of wavelet: Daubechies 8-tap and Haar. The results 
show that Daubechies 8-tap obtains better results than Haar and the best results of all 
experiments (91.46%). 
With respect to the diﬀerent feature combinations, it is observed that when we use all 
the features good results are obtained (86.54% in the best case), since, although they are 
slightly worse than the best result, the diﬀerence is not very signiﬁcant (4.92%). Also, the 
success rate when all the features are used subtly drops the smaller the crop size gets. 
The combination of all the features except noise features, which are mainly focused 
on identifying the source type, yields an average success rate of 83.67%. These results, 
even if not bad, are far from those obtained with the wavelets and worse than when the 
combination of all features is used. 
In order to further evaluate the results of using all feature sets, in the next set of 
experiments 10 models of mobile devices, some of them from the same manufacturer are 
used. The results of the experiments are shown in Table 4.5. 
As previously stated, the fact that there are devices from the same manufacturer and 
similar features greatly hampers the classiﬁcation task, since cameras can be identical 
or virtually identical. As expected, we ﬁnd that the larger the number of devices, some 
of them having the same manufacturer, lowered success rates in all cases (6.56% in the 
best case). However, it is considered that the decrease is not extremely pronounced, 
considering that there are 3 more devices and particularly 3 pairs of devices from the 
same manufacturer. It is important to note that the LG E400 device has in all cases the 
lowest success rates by far compared to the other devices (43.71% average success rate). 
31%, 38%, 38% and 32% of the images from the LG E400 (Optimus L3) were classiﬁed as 
images from the LG P760 (Optimus L9) in the ﬁrst, second, third and fourth experiments 
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in this set respectively. This clearly indicates a great level of confusion between the LG 
E400 and LG P760 images, which signiﬁcantly lowers the overall success rate of each 
experiment. From the results it can be deduced that the technology and hardware and 
software components of both cameras could be similar (even if there are two intermediate 
models, the Optimus L5 and L7), or the deﬁned feature set does not allow us to properly 
discern between the two cameras. It is also found, as in the previous experiment, that the 
Haar wavelet is not suitable for classifying images from mobile devices. 
Table 4.5: Image source acquisition identiﬁcation for 10 smartphones 
Features 
Crop Crop 
I1 I2 HU LG1 LG2 N1 BB S1 S4 SE1 
Avg 
Size Align (%) 
All Features 
(Daubechies 8-tap) 
1024×768 Center 91 87 96 47 89 92 95 61 79 80 79.98 
All Features 
(Haar) 
1024×768 Center 84 76 81 43 78 64 64 41 82 89 68.04 
All Features 
(Daubechies 8-tap) 
800×600 Center 91 85 95 43 80 88 97 52 72 82 76.23 
All Features 
(Daubechies 8-tap) 
640×480 Center 92 77 99 42 84 90 90 45 73 84 74.86 
For investigating deeper on the results of distinction between cameras from the same 
manufacturer the next set of experiments was made, in which we use 4 mobile device 
models of Samsung manufacturer. The results of the experiments are shown in Table 4.6. 
Firstly we observe that the results using all features except noise are worse than those 
obtained when using all the features, as we could see in the experiments of Table 4.4. 
Having said this, it is observed that the results are quite good, because in the best case we 
obtain a 80.69% average success rate. The results obtained for the Samsung GT-I8160P 
are worse compared with the results of the other devices, in particular a 59.90% average 
success rate, when the average success rate in the worst case for the rest of the devices is 
81.71%. The 20%, 33%, 24% and 23% of the images of the Samsung GT-I8160P (Galaxy 
Ace 2) were classiﬁed as images of the Samsung GT-S5830M (Galaxy Ace) for the ﬁrst, 
second, third and fourth experiment of this set, respectively. In fact, this concrete result, 
reduce a 5.16% the best success rate obtained. Similarly to the previous case, can be 
supposed the same conclusions, although in this case the similarity of the cameras in all 
levels has more sense, since there are not intermediate models between the two devices in 
Ace Samsung series, that is, one succeeds the other. 
49 4.3. Summary 
Table 4.6: Image source acquisition identiﬁcation for 4 mobile devices of the same 
manufacturer 
Features Crop Size Crop Align S1 S2 S3 S4 Average 
All Features (Daubechies 8-tap) 1024×768 Center 93 84 67 81 80.69% 
IQM + Color + Wavelet Daubechies 8-tap 1024×768 Center 88 84 50 84 74.65% 
All Features (Daubechies 8-tap) 800×600 Center 89 81 61 86 78.42% 
All Features (Daubechies 8-tap) 640×480 Center 88 78 63 77 75.96% 
The information from these experiments can be a starting point for further works to 
optimize the success rate for the diﬀerent cases presented with mobile device images. The 
choice of feature sets that oﬀer better results and the remaining conﬁguration parameters 
of the technique must be taken into account. 
4.3 Summary 
The main objective of this chapter has been to present a technique with the aim of 
identifying the device type (scanner, computer, mobile camera) or class (make and model) 
of the image acquisition source, the last speciﬁcally for mobile devices. First, the features 
of Noise, Color, IQM and Wavelets used by the proposal were shown. After, a total 
of 36 experiments classiﬁed into 5 sets, in order to test diﬀerent conﬁgurations of the 
techniques were described. In the conﬁguration of the experiments, the future use of 
the technique by the forensic analyst in real situations to create experiments with high 
technical requirements was taken into account, amongst other things. Finally, we have 
shown the main results of the identiﬁcation technique proposed. 

Chapter 5 
Smartphone Image Clustering 
In this chapter a clustering algorithm is proposed. As elements for classiﬁcation we use a 
set of features obtained from SPN noise. Broadly speaking, the main diﬀerence compared 
to other techniques is that this proposal takes into account the evolutionary process of 
cluster formation when calculating the coeﬃcient that determines the cohesion between 
the elements of the same cluster and separation between diﬀerent clusters that are being 
generated. This chapter is divided into four sections. Section 5.1 brieﬂy presents an 
overview of the types of scenarios in which the techniques for identifying the acquisition 
source are applied. The proposed algorithm is then speciﬁed in detail in Section 5.2. The 
experiments with image banks and their results are presented in Section 5.3. Finally, the 
chapter ends in Section 5.4 with a brief summary of what is presented in it. 
5.1 Overview 
There are two major approaches regarding source acquisition identiﬁcation: closed 
scenarios and open scenarios. 
A closed scenario is one in which the image source identiﬁcation is performed on a 
speciﬁc and known beforehand set of cameras. For this approach a set of images from each 
camera is normally used to train a classiﬁer and later the image source acquisition under 
investigation is predicted. The most commonly used technique for the digital imaging 
classiﬁcation task is SVM, although there are other options, such as the use of neural 
networks. 
This algorithm focuses on image source acquisition identiﬁcation in open scenarios, 
i.e., the forensic analyst does not know a priori the camera set to which images whose 
source identiﬁcation will be identiﬁed belong. Obviously, in this type of classiﬁcation in 
which data from cameras are not known beforehand, the objective is not to identify the 
make and model of the images, but to be able to group the diﬀerent images into disjoint 
sets in which all their images belong to the same device. 
This approach is very close to real-life situations, since in many cases the set of cameras 
to which a set of images may belong is completely unknown to the analyst. In addition, 
it is virtually impossible to have a set of images to train a classiﬁer with all mobile device 
cameras existing in the world. In this case, being able to group images into sets that 
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belong to the same device is very useful, as this can provide very valuable and in some 
cases conclusive information to judicial investigators. 
5.2 Technique Description 
The proposed unsupervised clustering algorithm is based on the one proposed in 
[CAPI10]. It is a combination of a hierarchical clustering, and a ﬂat clustering. That 
is, despite forming a dendogram structure with each iteration of the algorithm, at the end 
the clusters are taken as unrelated entities since each of them must correspond to a speciﬁc 
device. The general structure of the proposed clustering algorithm is shown in Figure 5.1 
(N is de number of images and q is the number of iteration and it begins in 0). 
Figure 5.1: Clustering algorithm structure 
Prior to performing the clustering, it is necessary to obtain SPNs of the image set I 
using the extraction algorithm and the parameter of noise suppression s0 = 5 proposed in 
[AG15]: 
(i)n = I(i) − F I(i) (5.1) 
where i = 1, ..., N , N is the number of images, n(i) is the noise pattern of each image 
i, I(i) is the image with sensor noise of each image i, F is the noise removal ﬁlter based 
on wavelet transform. For this, the algorithm developed in [GFF09] was used. No noise 
improvement algorithm, such as those proposed by [CAPI10] and [Li10b], has been used 
in our proposal. The Wiener ﬁlter in the frequency domain is suﬃcient to remove most of 
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the scene details that are present when extracting the SPN. 
For each of the N noises (n1, ..., nN ) the correlation value is obtained using Equation 
3.1 and this generates a similarity matrix H of N × N . This matrix is symmetric and 
consists of ones in its main diagonal (since the correlation of noise with itself is 1). Once 
the matrix has been generated it will not be necessary to recalculate the correlations 
between noises along the clustering algorithm, saving time and processing power. 
The selected hierarchical clustering algorithm involves ﬁnding within the H matrix 
the noise pair k and l with a highest correlation value. It is worth mentioning that the 
correlation values in the main diagonal are not taken into account. Then the rows and 
columns k and l are deleted and both a new row and a new column are added to the 
matrix. These new row and column values are the result of a linkage criterion. The 
function chosen for this work was the average linkage method since its results are more 
satisfactory than with other linkage methods such as single linkage or complete linkage, as 
is suggested in [CAPI10]. Equation 5.2 shows the function of the average linkage method 
between two clusters A and B. 
1 
H (A, B) = corr (ni, nj ) (5.2)lAl lBl 
ni∈A,nj ∈B 
where the corr(ni, nj ) value is calculated with Equation 3.1 and can be taken from the 
matrix H to simplify the computational processing. lAl and lBl is the cardinality of the 
A and B clusters respectively. 
Each iteration of the algorithm takes the two clusters with the highest correlation 
value in the matrix and mixes the objects contained in them to create a new cluster, while 
storing the state of the diﬀerent clusters in partition P0, ..., PN −1 with the aim of knowing 
the contents of the cluster at any time. In the hierarchical clustering, the ﬁnal result of 
the algorithm is a cluster containing all objects. However, in this work each cluster should 
represent a device at the end of the execution. For this reason, the silhouette coeﬃcient 
as a measure of validation of clusters was used. The silhouette coeﬃcient measures the 
similarity index between the elements of a single cluster (cohesion) and the similarity 
between the elements of a cluster with respect to the others (separation). Unlike Caldelli 
et al. [CAPI10], in our proposal the calculation of the silhouette coeﬃcient is performed 
for each cluster contained in the Pi partition and not for each pattern noise, as noted in 
Equation 5.3. 
sj = max(bj ) − aj (5.3) 
where aj (cohesion) is the average correlation between all noise patterns within the cj 
cluster and bj (separation) is the average correlation of noise patterns contained in the cj 
cluster with respect to noise patterns in the remaining clusters. The nearest neighboring 
cluster is taken, namely the one with the highest correlation. 
As can be seen the method of calculating the silhouette coeﬃcient varies signiﬁcantly 
regarding to the proposal of [CAPI10]. In our proposal for each algorithm iteration as 
many silhouettes coeﬃcients as exist formed clusters in that iteration are calculated and 
not as many silhouette coeﬃcients as total images there are. According to the algorithm 
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progresses and the clusters are increasing their number of images, in our proposal fewer 
silhouettes coeﬃcients are calculated. Furthermore and the most important thing is that 
while clusters are formed in each algorithm iteration, each cluster is taken as a single entity 
for the calculation of silhouette coeﬃcient. Therefore do not take into account each of the 
independent noises that form each cluster, since what it wants to measure is the cohesion 
and separation between clusters and not between independent images. Once it has the 
idea of a cluster as a unitary entity to calculate the silhouette coeﬃcient, it is calculated 
for each cluster taking into account the obtaining of the maximum separation from other 
clusters and a high cohesion of all the elements of the formed cluster, as it can see in the 
Equation 5.3. 
For each iteration q of the algorithm a global measure of all the silhouette coeﬃcients 
calculated from the K clusters is obtained, this is equivalent to averaging the sj values in 
q. Equation 5.4 shows this calculation. 
K
1 
SCq = sj (5.4)
K 
j=1 
Upon completion of the hierarchical clustering, the SCq with the lowest value is searched 
for, which indicates that the partition P ∗ clusters are at a greater correlation level. The q 
number of clusters at that moment should correspond to the actual number of devices. 
The aim of storing the partition at each time of the algorithm is to avoid rerunning the 
clustering because information of all the clusters in each iteration q is known. Algorithm 
4 shows the proposal’s pseudocode. 
Algorithm 4: Clustering algorithm
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Calculate n(i) of each image where i ∈ 1, ..., N ; 
Generate the similarity matrix H ∈ RN×N ; 
foreach q ∈ 1, ..., N − 1 do 
Find cluster H(k, l) with the highest similarity;
 
Remove the pair of rows and columns corresponding to clusters k and l;
 
Calculate the values of the new cluster using average link criteria and add
 
the row and its corresponding column;
 
Determine the overall silhouette coeﬃcient SCq;
 
Store the partition Pq;
 
Find the partition where minq(SCq); 
As mentioned above, the goal of clustering is to group objects in an unsupervised 
environment (closed scenario); however, in the chosen methodology it is possible to carry 
out a training stage and a classiﬁcation stage to reduce computational complexity and 
therefore to reduce the execution time of the algorithm. For this it is necessary to divide 
the image set into two subsets: one of Ie training and one of Ic, classiﬁcation, the training 
subset is processed by the algorithm previously described to get to the ﬁnal K clusters 
that represent each device. A cj centroid is then calculated for each cluster by averaging 
all m noise patterns contained in it. Next the correlation value between each SPN from 
� 
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the Ic subset and each cj , centroid is obtained, the image is then classiﬁed into the cluster 
where there has been the highest correlation value. The proposed classiﬁcation can be 
observed in Algorithm 5. 
Algorithm 5: Clustering algorithm with training stage 
1 mCalculate the centroid cj of each cluster where j ∈ 1, ..., K and cj = m 1 n;
 
Calculate the pattern noise ni of the classiﬁcation subset Ic ⊂ I;
 
foreach ni ∈ ic do
 
1 
2 
3 
4 Classify ni in the cluster with the highest correlation with 
fj = arg maxj corr(ni, cj ); 
5.3 Experiments and Results 
The experiments were performed with a total set of 1350 photographs from 9 diﬀerent 
mobile device camera models. The total set contains 150 photographs from each model. 
6 devices are from diﬀerent manufacturers (Apple iPhone 5, Huawei U8815, LG E400, 
Samsung GTS5830M, Zopo ZP980 and Nokia 800 Lumia) and the 3 remaining devices 
were manufactured by Sony (Sony ST25a, Sony ST25i and Sony C2105). 
All the images were cropped to 1024×1024 pixels because the images have diﬀerent 
dimensions and working with these at full size it would be computationally more complex. 
To reduce the degree of error in the grouping all images have a horizontal orientation; 
it was necessary a 90◦ rotation images captured in vertical position. The scenes of the 
photographs were chosen randomly, both indoors and outdoors, and they were also taken 
at diﬀerent times and places in order to simulate a more realistic scenario. In the extraction 
of the noise pattern from all images, the zero-mean of rows and columns was used, 3 RGB 
color channels were converted to a single matrix in grayscale. Additionally, all experiments 
were conducted using the Wiener ﬁlter in the frequency domain. In Figure 5.2 a diagram 
of the preprocessing performed on the images is shown. 
Figure 5.2: Image preprocessing scheme 
To measure the degree of certainty in the results, the true positive rate TPR was 
used. The mean TPR for each of the following experiments is calculated, computing for 
each cluster the number of photos that have been well classiﬁed (TPR of each cluster) and 
averaging the TPRs of all the resulting clusters (if there are fewer clusters than devices the 
average takes into account the number of devices). To calculate the TPR of each cluster, 
56 Chapter 5. Smartphone Image Clustering 
the device that has the largest number of images with respect to the total of images by 
device needs to be identiﬁed within the cluster, that being the predominant device cluster, 
then calculate the percentage of photos that have been well classiﬁed for that device in the 
cluster. Actually, in the vast majority of cases it can be seen that a cluster is associated 
with one or more devices, as it can observed in matrices such as the ones in Tables 5.1, 
5.2 and 5.3. 
Table 5.1: TPR with equal number of devices than cluster 
Brand - Model Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Average TPR 
Apple - Iphone 5 49 0 0 1 0 
Huawei - U8815 0 50 0 0 0 
LG - E400 0 1 49 0 0 
Nokia - 800 Lumia 0 0 0 50 0 
Samsung - GT5830m 0 0 0 0 50 
TPR by cluster 98% 100% 98% 100% 100% 99.2% 
Table 5.2: TPR with less number of devices than clusters
 
Brand - Model Cluster 1 Cluster 2 Cluster 3 Cluster 4 Average TPR 
Apple - Iphone 5 100 0 0 0 
Huawei - U8815 0 100 0 0 
LG - E400 0 0 97 3 
TPR by cluster 100% 100% 97% 0% 99% 
Table 5.3: TPR with more number of devices than clusters
 
Brand - Model Cluster 1 Cluster 2 Cluster 3 Cluster 4 Average TPR 
Apple - Iphone 5 100 0 0 0 
Huawei - U8815 0 100 0 0 
LG - E400 0 0 100 0 
Nokia 800 Lumia 100 0 0 0 
Samsung - GT 5830M 0 0 0 100 
TPR by cluster 100% 100% 100% 100% 80% 
If there are multiple clusters with the same number of photos from a device or a 
cluster with the same number of photos from several devices and in turn these being the 
highest, the cluster that is taken as predominant for the device is one chosen among the 
diﬀerent options. It may be the case that if there is an extra cluster, a cluster may not 
be predominant for any device (see Table 5.2) and its TPR for this cluster is 0. Or there 
might be one less cluster (see Table 5.3). In this case the cluster where there are pictures of 
several devices, it will be associated with the device with more images have in this cluster, 
so this cluster will be the predominant for this device. In the case that the maximum 
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number of images of various devices in one cluster are equal, it will take any of them. 
The TPR calculation of each cluster will take into account in each cluster the number of 
photos of their predominant device. To calculate the ﬁnal TPR in this case we must make 
the sum of all TPRs of each cluster and dividing by the total number of devices initially 
used for classifying (in the case of Table 5.3 it will be divide by 5). In Tables 5.1, 5.2 and 
5.3 there are examples that illustrate the calculation of the TPR for the three cases that 
may occur. 
In the results of the experiments 3 possible cases are considered: a) The number of 
identiﬁed clusters is equal to the number of devices, b) the number of identiﬁed clusters is 
higher than the number of devices, and c) the number of identiﬁed clusters is lower than 
the number of devices. Although the ﬁrst case is ideal, in the second case classiﬁcations 
that do not mix diﬀerent types of devices in a same cluster can be obtained. 
We can divide the experiments according to diﬀerent criteria: 
Comparison between taking the 1024 × 1024 region from the corner or from the 
center of the photograph. 
Symmetrical or asymmetrical distribution of photographs (same or diﬀerent number 
of pictures per device). 
Comparison of grouping among devices from the same manufacturer but diﬀerent 
model. 
Train and then carry out a classiﬁcation. 
5.3.1 Comparison Between Crop Corner and Crop Center 
Several experiments were conducted to compare the results between cropping the image 
from the center or from the upper left corner, this last criterion having a TPR higher 
(except in the case of 7 devices with 100 images whose diﬀerence is minimal). Table 5.4 
shows the TPR according to the diﬀerent number of devices used and the number of photos 
used by device. All devices have the same number of photos. 
Table 5.4: Symmetric clustering TPR by device and number of photos per device 
Number of Crop Corner Crop Center 
Photos 3 Devices 5 Devices 7 Devices 3 Devices 5 Devices 7 Devices 
50 99.33% 99.20% 99.71% 66.67% 80% 99.71% 
100 74.25% 100% 87.13% 66.67% 80% 87.13% 
In addition, Table 5.4 shows that TPR increases in the case of the crop in the center 
as more devices are grouped, whereas the crop from the corner maintains the good results 
for the case of 50 images per device and the results are diﬀerent in the case of 100 images 
per device. Although [Li10a] mentions that the areas in the corners are more likely to be 
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saturated and therefore the noise pattern may be aﬀected, the proposed algorithm shows 
the opposite in the grouping of images. 
5.3.2 Symmetrical Clustering 
Following is additional information about three of the symmetrical clustering 
experiments previously conducted whose results generate equal, lower and higher number 
of clusters than there are devices respectively for their classiﬁcation. For each experiment, 
once the algorithm of clustering proposed in this work has been applied, graph will be 
shown for each generated cluster. This chart shows the degree of correlation of the noise 
pattern of all the images used in each experiment with respect to the centroid (average of 
all noise patterns contained in the cluster) of each cluster generated by the algorithm. 
The ﬁrst experiment conducts a symmetrical clustering of 3 devices, 50 images and 
crop corner. As shown in Table 5.5 its TPR is 99.33%. Table 5.5 shows the confusion 
matrix detailing generated clusters and the images included in each of them. 
As can be observed, an equal number of clusters to devices is generated, which in 
principle is indicative of possibly obtaining a good result. The classiﬁcation in this case 
is nearly perfect, with the exception that in cluster 2 there is an image from the E400 LG 
which should have been classiﬁed into cluster 3. 
Table 5.5: Confusion matrix of clustering of 3 devices 
Brand - Model Cluster 1 Cluster 2 Cluster 3 Average TPR 
Apple - Iphone 5 50 0 0 
Huawei - U8815 0 50 0 
LG - E400 0 1 49 
TPR by cluster 100% 100% 98% 99.33% 
For this experiment Figure 5.3 to 5.5 show the 3 correlation graphs described above 
for each of the generated clusters. 
In Figure 5.3 we can see that the correlations of a device with respect to the remaining 
correlations are distant, therefore a cluster with images from a single device is properly 
generated. In Figure 5.4 we can observe that there is an image from the E400 LG whose 
degree of correlation is not in line with the rest from the same device and those from the 
Huawei U8815. This speciﬁc image is the one which was classiﬁed incorrectly, obtaining 
a lower correlation degree with respect to the centroid than the remaining images of its 
own cluster, but diﬀerent from zero and notably higher (on the order of 20 to 400 times 
higher correlation) to the correlation of the remaining images. Figure 5.5 shows that the 
pictures of the LG E400 have a similar correlation except for one which practically has a 
value of 0 correlation with respect to the centroid of cluster 3 and which corresponds to 
the erroneously classiﬁed image. 
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Figure 5.3: Cluster 1 correlation graphic respect to the clusters centroid
 
Figure 5.4: Cluster 2 correlation graphic respect to the clusters centroid
 
Figure 5.5: Cluster 3 correlation graphic respect to the clusters centroid
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The second experiment conducts a symmetrical clustering of 5 devices, 50 images and 
crop center. As can be seen in Table 5.6 the TPR is 80%. Table 5.6 shows a confusion 
matrix detailing generated clusters and the images included in each of them. 
Table 5.6: Confusion matrix of clustering of 5 devices 
Brand - Model Cluster 1 Cluster 2 Cluster 3 Cluster 4 Average TPR 
Apple - Iphone 5 50 0 0 0 
Huawei - U8815 0 50 0 0 
LG - E400 0 0 50 0 
Nokia - 800 Lumia 50 0 0 0 
Samsung - GT 5830m 0 0 0 50 
TPR by cluster 100% 100% 100% 100% 80% 
As can be observed, a lower number of clusters than of devices is generated, which 
implies that at least one of the clusters is not pure, i.e. it contains pictures of at least two 
devices. The classiﬁcation in this case is completely correct for three of the four generated 
clusters. In contrast, all the pictures from the Apple iPhone 5 and Nokia 800 Lumia 
devices are in cluster 1. For this experiment Figures 5.6 to 5.9 shows the 4 correlation 
graphs described above for each of the generated clusters. 
As shown in Figures 5.7, 5.8 and 5.9, which correspond to clusters with all images 
from a single device, the correlation of the images from the correctly classiﬁed device with 
respect to the other is distant. For these cases the correlation with respect to the centroid 
of the image outside the cluster is approximately zero in all cases. 
Figure 5.6 shows that the correlation of images from the Apple iPhone 5 and the Huawei 
U8815 is similar forming cluster 1 and there is a big diﬀerence with the correlation of the 
rest of the images, which is close to zero. 
Figure 5.6: Cluster 1 correlation graphic respect to the clusters centroid
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Figure 5.7: Cluster 2 correlation graphic respect to the clusters centroid
 
Figure 5.8: Cluster 3 correlation graphic respect to the clusters centroid
 
Figure 5.9: Cluster 4 correlation graphic respect to the clusters centroid
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The third experiment conducts a symmetrical clustering of 7 devices, 100 images, and 
crop corner. As can be seen in Table 5.4, its TPR is 87.13%. Table 5.7 shows a confusion 
matrix detailing generated clusters and the images included in each of them. 
Table 5.7: Confusion matrix of clustering of 7 devices 
Brand -
Clusters 
Model 
1 2 3 4 5 6 7 8 
Average TPR 
Apple - Iphone 5 100 0 0 0 0 0 0 0 
Huawei - U8815 0 100 0 0 0 0 0 0 
LG - E400 0 0 97 0 0 0 0 3 
Nokia - 800 Lumia 0 0 0 100 0 0 0 0 
Samsung - GT 5830m 0 0 0 0 100 0 0 0 
Sony - ST25A 0 0 0 0 0 100 0 0 
Zopo - ZP980 0 0 0 0 0 0 100 0 
TPR by Cluster 100% 100% 97% 100% 100% 100% 100% 0% 87.13% 
As can be observed, a higher number of clusters than of devices is generated. The 
classiﬁcation in this case is completely correct for six of the eight generated clusters. 
However, clusters 3 and 8 contain images from the LG E400. While the LG E400 images 
were divided into two clusters, these only have images from a single device, which is a 
positive aspect to take into account. 
For this experiment Figures 5.10 to 5.17 shows the 8 correlation graphs described above 
for each of the generated clusters. 
As it can be seen in Figures 5.10, 5.11, 5.13, 5.14, 5.15 and 5.16, which correspond to 
clusters that were generated correctly, the correlation of the classiﬁed device with respect 
to the others is distant. For these cases the correlation with respect to the centroid of the 
image outside the cluster approaches zero, as in previous experiments. 
In Figure 5.12 there are 97 images from the LG E400 with a correlation that is 
signiﬁcantly higher than those of the rest of the images. There are 3 images of the LG 
E440 whose correlation is practically 0 and very distant from the rest of the photographs 
from the same device in this cluster, cluster 8 being formed by these. 
In Figure 5.17, the result of the grouping of these three images on a separate cluster 
can be observed. The correlation of these three images is signiﬁcantly higher than that of 
the rest of the images, which have near-zero correlations. 
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Figure 5.10: Cluster 1 correlation graphic respect to the clusters centroid
 
Figure 5.11: Cluster 2 correlation graphic respect to the clusters centroid
 
Figure 5.12: Cluster 3 correlation graphic respect to the clusters centroid
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Figure 5.13: Cluster 4 correlation graphic respect to the clusters centroid
 
Figure 5.14: Cluster 5 correlation graphic respect to the clusters centroid
 
Figure 5.15: Cluster 6 correlation graphic respect to the clusters centroid
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Figure 5.16: Cluster 7 correlation graphic respect to the clusters centroid
 
Figure 5.17: Cluster 8 correlation graphic respect to the clusters centroid 
5.3.3 Asymmetrical Clustering 
In a closed scenario, it is not very likely to have the same number of images from each 
device to identify, for that reason experiments were conducted where the sets of images 
for each device do not possess the algorithm proposed in a real scenario. The results of 
grouping images from 5 and 7 devices respectively are presented in Tables 5.8 and 5.9. 
The number of images per device is varied and we can still observe a high degree of success 
(97.28% average TPR of the experiments in Tables 5.8 and 5.9). 
As can be seen, in the cases of an asymmetrical number of images there have been 
experiments with groups with signiﬁcant numerical disparity and in some cases with small 
groups (5 images from a type of device), yet there have been successful grouping results. 
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Table 5.8: Asymmetric clustering TPR for 5 devices
 
Group 
Apple Huawei LG Nokia Samsung 
TPR 
Iphone 5 U8815 E400 800 Lumia GT 5830m 
A 50 50 50 50 50 99.20% 
B 100 100 100 100 100 100% 
C 100 95 90 85 80 99.78% 
D 50 45 40 35 30 99.1% 
E 100 75 50 25 10 99.6% 
F 100 30 20 10 5 99% 
Table 5.9: Asymmetric clustering TPR for 7 devices
 
Group 
Apple Huawei LG Nokia Samsung Sony Zopo 
TPR 
Iphone 5 U8815 E400 800 Lumia GT 5830m ST25a Zp980 
A 50 50 50 50 50 50 50 99.71% 
B 100 100 100 100 100 100 100 87.13% 
C 100 95 90 85 80 75 70 99.84% 
D 50 45 40 35 30 25 20 99.36% 
E 100 75 50 25 10 5 1 85.43% 
F 100 50 40 30 20 10 5 99.21% 
5.3.4 Same Manufacturer Diﬀerent Models Clustering 
Also, experiments were conducted to test the proposal in a scenario where all devices 
are from the same manufacturer but diﬀerent models. Camera phones from the same 
manufacturer should be very similar for many of their products and therefore the sensor 
noise extracted from diﬀerent models should be similar. However, Table 5.10 shows the 
classiﬁcation TPR, concluding that for this experiment the correlation value between 
several SPNs varies enough among diﬀerent models to identify each one separately, even 
when the models are very similar as is the case of the ST25a and ST25i models. 
Table 5.10: Asymmetric clustering TPR for 3 devices of the same brand 
Models of Sony Ericsson TPR for 50 TPR for 100 
C2105 
99.33% 74.50%ST25a 
ST25i 
5.3.5 Clustering with Training Stage 
Although clustering methods do not possess information about the data sets to group, 
some classiﬁcation experiments were conducted on a set of 5 diﬀerent devices with diﬀerent 
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sets of training both with symmetrical and asymmetrical distributions. In what refers 
strictly to the training stage the proposal [CAPI10] is used. This way computational 
complexity is widely reduced at the time of calculating the similarity matrix, this being 
what takes more time in the execution of the algorithm. Table 5.11, shows the number of 
images used for the training stage. In all experiments the remaining images were classiﬁed 
to 150, which the total set of images from each device possesses, no image in the training 
set is in the classiﬁcation set and vice versa. Good results are maintained even with 
asymmetric image sets (98.3% of TPR for the 4 experiments). 
Table 5.11: Clustering for 5 devices with training stage 
Apple Huawei LG Nokia Samsung 
TPRGroup 
Iphone 5 U8815 E400 800 Lumia GT 5830m 
A 50 50 50 50 50 98.67% 
B 100 100 100 100 100 99.33% 
C 100 75 50 25 10 96.67% 
D 50 45 40 35 30 98.53% 
5.3.6 Clustering Algorithm Execution Times 
Table 5.12 shows the clustering algorithm execution times, regardless of the features 
extraction, of some of the concrete experiments. Only in cases where it has made 
the training stage, Table 5.12 shows the total number of images used for each device 
detailing how many images are used for training stage and how many images are used 
for classiﬁcation. These experiments sample times can oﬀer a general idea of the order in 
runtime of the algorithm. All images were cropped to 1024 × 1024. The crew where the 
experiments were conducted is an Intel Core i7-2670QM 2.2 GHz with 6 Gb RAM and 
Linux operating system. 
Table 5.12: Execution times 
Number of Number of Photos 
Clustering 
Devices (Train-Classiﬁcation) 
Train stage Time (sec) 
Symmetric 
3 
50 No 445 
100 No 1698 
5 
50 No 1207 
150 (100-50) Yes 516 
100 No 4789 
150 (50-100) Yes 1222 
Asymmetric 
5 
50, 45, 40, 35, 30 No 742 
100, 95, 90, 85, 80 No 4299 
7 
50, 45, 40, 35, 30, 25, 20 No 1484 
100, 95, 90, 85, 80, 75, 70 No 8992 
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5.4 Summary 
This chapter has analyzed the main unsupervised image grouping techniques, which are 
of utmost importance in the digital image forensic analysis. 
The algorithm of this proposal is based on the combination of a hierarchical clustering 
and a ﬂat clustering for the separation between clusters. The use of the silhouette 
coeﬃcient for cluster validation proved to report good results when obtaining high TPRs; 
also, the number of clusters corresponded to the number of actual devices in most cases. 
The percentage of correct hits when using image cropping from the left corner obtains 
better results than when the clipping is centered in the image, despite ﬁnding diﬀerent 
observations in the literature arguing the saturation and lack of lighting found in those 
regions. 
It was also important to have experimented with diﬀerent device models from the 
same manufacturer, because along with the high rate of correct hits by using symmetric 
and asymmetric distributions of images by the device, it checks the adaptability of the 
algorithm to be applied in a real case. 
Experiments conducted in this chapter have revealed a great diversity of situations 
with regard to the symmetry or not of the photo sets, their size, the number of devices 
used and the use of devices of the same brand. After all the experiments, it is concluded 
that the results of the application of the technique are good (92.98% TPR on average for 
all the experiments). 
Chapter 6 
A PRNU-based Counter-Forensic 
Method to Manipulate 
Smartphone Image Source 
Identiﬁcation Techniques 
Digital image forensics has become a topic of interest in recent years. Image forensic 
analysis arises with the idea of restoring the reliability of digital images which otherwise 
could be considered very easily modiﬁable. Just as most ﬁelds of study have a 
countercurrent, in this case, people like spies, criminals or scammers make eﬀorts to 
manipulate images for their own beneﬁt. They use the knowledge of digital image forensics 
with the aim of deleting or even supplanting the ﬁngerprints or traces that are used to 
determine the image source. Many of the forensic algorithms in the literature were not 
designed to be robust against such behavior, and as a result, they are easy to fool. In the 
same way, image forensic methods may beneﬁt from studies like us on attack techniques, 
with the purpose of strengthening next generation algorithms. 
This chapter presents two algorithms for the destruction and falsiﬁcation of digital 
image identity. Initially, there is a brief presentation of various attacks that can occur 
in the forensic analysis. The algorithm for image destruction is shown in detail below. 
Subsequently, the algorithm of image identity forgery is presented. Subsequently, in order 
to evaluate the validity of the presented algorithms, a set of experiments and the results 
are exposed. The chapter ends with a brief synthesis of what is presented in it. 
6.1 Overview 
In this section two algorithms are presented, one to destroy the image identity and 
another to forge a given image identity. 
The aim of the ﬁrst algorithm is anonymize an image, or in other words, remove as 
much as possible any trace that allows the source image acquisition identiﬁcation by a 
forensic analyst. The aim of the second algorithm is forgery the source of acquisition of 
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an image, or in other words, doing unsuccessful a forensic analysis which has the aim of 
identify the image source acquisition and make its result the falsiﬁed source acquisition. 
In [RCAGSO+13] it is determined that the use of the sensor pattern noise (PRNU) 
together with the wavelet transform is an eﬀective method for source identiﬁcation, 
reaching an average success rate of 87.21%. An estimated counter-forensic technique 
against this type of identiﬁcation may be based on these elements. Therefore, the presented 
algorithms base their working on PRNU noise handling and wavelet transform. 
6.2 Algorithm of Destruction of Image Identity 
In this section an algorithm based on [GFH06] to extract and to remove the sensor 
ﬁngerprint from an image P1 is proposed. The algorithm proposed obtains a features 
vector for classiﬁcation purposes. The proposed algorithm, on the other hand, has the 
aim of obtaining an image with its identity destroyed removing the PRNU noise. 
Among diﬀerent ﬁlters that exist for eliminating noise from images those using the 
wavelet transform work better because the residual noise obtained with this kind of ﬁlter 
contains the fewest features from the scene. Generally, the areas around the edges are 
misinterpreted when a less robust noise removal ﬁlter is only used, such as the Wiener 
ﬁlter or median ﬁlter. For this reason we selected the noise removal ﬁlter based on wavelet 
transform in combination with Wiener ﬁlter. For each wavelet decomposition level we 
obtain the high-frequency components H (horizontal), V (vertical) and D (diagonal). The 
Algorithm 6 describes the steps to remove the sensor ﬁngerprint. 
Where Iclean is obtained by applying some elimination ﬁlter as described in Section 
3.3.2. Particularly in this work the noise elimination is performed by applying the 
Algorithm 6. Note that the Iclean obtained is not exactly a picture without any noise 
since the sensor noise pattern is formed by the PRNU and PNU as shown in Section 3.3.2. 
The Algorithm 6 only removes the PRNU noise of the Iclean and FPN does not. However 
for ease in the naming and nomenclature will be used Iclean, to name the image without 
PRNU noise. 
6.3 Algorithm of Forgery of Image Identity 
In this section we propose an algorithm to forge the sensor pattern noise from a camera 
C1 to an image P2 belonging to a camera C2 without requiring access to camera C2. This 
algorithm uses Algorithm 6 previously presented in Section 6.2. 
Source identiﬁcation Techniques based on PRNU estimate the sensor ﬁngerprint of 
images using the equation: 
Inoise= I − Iclean (6.1) 
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Algorithm 6: Removing the PRNU
 
Input: I the victim image 
procedure RemovePRNU(I)
 
Apply a wavelet decomposition in 4 levels to I;
 
foreach wavelet decomposition level do
 
foreach wavelet component c ∈ {H, V, D} do
 
Compute the local variance; 
if adaptive variance then 
Compute 4 variances with windows 
of size: 3, 5, 7 and 9 respectively; 
Select the minimum variance; 
else 
Compute the variance with a window 
of size 3; 
Compute noiseless wavelet components
 
applying the Wiener ﬁlter to the variance;
 
Obtain Iclean by applying the inverse wavelet transform with clean components 
calculated; 
end procedure 12 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
The pattern noise PNU is computed by averaging the residual noise of several images 
with the following equation: 
1 
N 
Pnoise = 
N 
Inoise (6.2) 
i=1 
Once it is possible to remove sensor noise and to extract the sensor pattern noise, the 
image identity falsiﬁcation could be envisaged. The algorithm 7 shows the steps to follow 
to fake the image identity. 
Algorithm 7: Forging the PRNU
 
Input: I the victim image
 
N the number of ﬂat images from forger camera 
1 procedure ForgeImg(I, N) 
2 Iclean ← RemovePRNU(I); 
3 Pnoise ← ExtractPRNU(N); 
4 Apply a wavelet decomposition in 1 levels to 
Iclean obtaining components LI , HI , VI and DI ; 
5 Apply a wavelet decomposition in 1 levels to 
Pnoise obtaining components HP , VP and DP ; 
6 Compute the forged wavelet components 
7 
with cF =cI +cP where c∈{H,V,D}; 
Obtain Iforged applying the inverse wavelet 
transform with LI ,HF ,VF y DF ; 
8 end procedure 
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In order to have a better quality pattern and to obtain better results in forgery a 
number of images N bigger than 50, are recommended according to experiments, also 
the images have been acquired from non-textured uniformly lighted ﬂat surfaces, as ﬂat 
surfaces could be considered pictures of clear sky or white paper. 
6.4 Experiments 
This section describes the experiments performed with the algorithms for removing the 
sensor ﬁngerprint (Algorithm 6) and for forging the source camera ﬁngerprint (algorithm 
7). 
The experiments on elimination and falsiﬁcation of sensor ﬁngerprints were performed 
using the proposed implementations and the tool “PRNU Decompare” [Net13b], which 
uses the ﬂatﬁelding technique described in Section 3.3.2 and allows the elimination and 
falsiﬁcation of sensor pattern noise. This tool requires a picture of a dark frame as input 
and a number N of images of ﬂat surfaces uniformly lighted (a minimum of 30 frames is 
recommended). We compared the results of our proposal algorithms with the obtained 
results in the experiments. For this purpose we used the tool “NFI PRNU Compare” 
[Net13a], this tool allows us to compare images and sensor pattern noises from various 
images. “NFI PRNU Compare” uses as a measure to compare the correlation, which is 
employed in many other works such as [GFC11], [CESR12] and [UH12] among others, to 
compare images and noise patterns. It is important to note that our proposal does not 
need a set of images from the camera with the identity we want to destroy from the picture, 
we only need the image itself. Also, we do not need any set of photos or have access to the 
victim camera in the case of forgery of the identity, we only need a set of pictures of the 
attacker camera. That is, our proposed algorithm requires less input images than “PRNU 
Decompare” to do the same function. 
6.4.1 Destruction of Image Identity 
For this experiment photos from 6 digital cameras (LG E510f, LG 400, Nokia 800 
Lumia, Sony ST25i (Xperia U), Apple iPhone5, Samsung GTI-9000) were used. From 
each device 50 photos of uniformly lighted ﬂat images were taken, and one totally dark 
picture was generated by completely covering the camera lens. One picture was randomly 
selected from the photo database of each camera to be used for the removal of the image 
identiﬁable data. All photos were cropped to a size of 1024×1024 pixels. 
Initially, a ﬁrst set of images without ﬁngerprint was generated using the Algorithm 
6. It should be noted that the noise elimination only required the picture which sought 
to eliminate the sensor noise and not additional ones. Then, a second group of images 
without ﬁngerprint was generated using the tool “PRNU Decompare”, using 50 ﬂat images 
and a dark frame image as input to this program. Therefore we have two images without 
sensor camera ﬁngerprint for each camera, one generated with the Algorithm 6 and one 
with “PRNU Decompare”. 
For evaluating the eﬀectiveness of the algorithm for elimination of sensor ﬁngerprint 
six sets of images were compared using the tool “NFI PRNU Compare”. With 40 images 
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chosen randomly from the 50 of each camera, “NFI PRNU Compare” gets the noise pattern 
of each camera, as it is indicated in the recommendations of the tool documentation. 
Table 6.1 shows the results of comparing each sensor pattern noise generated by “NFI 
PRNU Compare” of each camera with the noiseless images generated by the two tools, and 
also against the original photograph. “NFI PRNU Compare” allows us to measure how 
far the patterns compared are similar to each other, the rows closer to the pattern that is 
being compared are the most similar to it. Also, Table 6.1 shows the correlation coeﬃcients 
for each color channel. The closer the value to 1 is considered a high correlation with a 
high degree of similarity between two linear patterns, a value of 0.5 represents a weak 
correlation and a negative value indicates a negative correlation in which the increase 
of a value involves decrease the other. In all tests the noiseless images generated with 
“PRNU Decompare” resulted to be least similar to the pattern, this was expected as 
they considered much more information to remove the ﬁngerprint. In all the cases, the 
comparison of the noiseless images had very similar results, indicating that in this case 
the proposed algorithm had a good performance getting close to the result of “PRNU 
Decompare” without the need to use a dark frame nor the 50 ﬂat images. 
Table 6.1: Comparison between patterns and noiseless images 
Pattern Image Red Green Blue Sum 
LG E510f 
Original -0.014645672 -0.0017777978 -0.007864626 -0.024288096 
Proposal -0.015506644 -0.003044259 -0.008411303 -0.026962206 
Decompare -0.018929206 -0.0023383496 -0.012027217 -0.033294775 
LG E400 
Original 0.011481647 0.010190065 0.01825918 0.039930895 
Proposal 0.010315191 0.008225861 0.017940063 0.036481116 
Decompare 0.010638827 0.009045472 0.016430777 0.036115076 
Nokia 800 Lumia 
Original 0.011352311 0.011754888 0.019119238 0.042226437 
Proposal 0.009912337 0.009113852 0.016991276 0.036017465 
Decompare 0.010812875 0.009995133 0.014978331 0.035786339 
Apple iPhone 5 
Original -0.015712192 -0.002311284 -0.007307031 -0.025330507 
Proposal -0.016984729 -0.003462913 -0.009599754 -0.030047396 
Decompare -0.019395503 -0.003140395 -0.009915681 -0.032451579 
Sony ST25i 
Original -0.012013772 -0.002127295 -0.006817536 -0.020958603 
Proposal -0.014839721 -0.003142763 -0.009114359 -0.027096843 
Decompare -0.016545112 -0.002611324 -0.011200112 -0.030356548 
Samsung GTI-9000 
Original 0.017310016 0.010754888 0.016119238 0.044184142 
Proposal 0.014015311 0.007826601 0.014491394 0.036333306 
Decompare 0.014979864 0.007992510 0.012984029 0.035956403 
An important issue to address is whether the image whose identity has been destroyed 
reduces its image quality or if eﬀects visible to the human eye exist on the image scene. 
For it, in Figure 6.1 two examples of images of Nokia 800 Lumia and Sony ST25i (Xperia 
U) devices are shown with their respective destroyed identity images. 
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(a) Nokia 800 Lumia: Original Image (b) Nokia 800 Lumia: Destructed identity image 
(c) Sony ST25i: Original Image (d) Sony ST25i: Destructed identity image 
Figure 6.1: Images and destructed identity images 
As it can be seen image scenes whose identity has been destroyed do not reveal visual 
changes. 
Even so, it was decided to use IQM to objectively assess the loss of image quality 
whose identity has been destroyed with respect to the original. 
For this, it was decided to use the Minkowski metrics [HLZ10]. In particular we use 
the Minkowsky metric for γ = 1 which corresponds to MAE and γ = 2 with the MSE. 
In both cases, high values of MAE or MSE correspond with low quality images. These 
metrics are applied to each of the RGB bands separately, so that three metrics for the 
MAE and another three for the MSE are obtained. The values of the quality metrics 
for each of the bands of the 4 pictures are shown in Table 6.2, as it can be seen the 
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destruction of image identiﬁable attributes changes very little in the image quality indexes 
thus presented. Although a very small reduction is perceived nearly everywhere, it is 
important to note that in reality the original images will likely be not available, and the 
changes are so minimal that will not allow to distinguish original or forged images solely 
based on them. 
Table 6.2: MAE and MSE of the images and destructed identity images 
MAE MSE 
Image 
Red Green Blue Red Green Blue 
Nokia 800 Lumia original 0.8410 0.8183 0.8428 2.6498 2.1777 2.3869 
Nokia 800 Lumia destructed identity 0.8368 0.8135 0.8388 2.6245 2.1531 2.3617 
Sony ST25i original 0.8976 0.8705 0.8916 4.0664 3.3754 3.7108 
Sony ST25i destructed identity 0.8924 0.8656 0.8869 4.0324 3.3465 3.6783 
6.4.2 Forgery of Image Identity 
For this experiment the same picture set of the experiment 6.4.1 was used. In a 
similar way to the previous experiment, a camera sensor ﬁngerprint was extracted, then 
this ﬁngerprint was injected into pictures from another two cameras using the proposed 
algorithm and “PRNU Decompare”, and ﬁnally the results were compared with “NFI 
PRNU Compare”. The roles played by each camera are shown in Table 6.3. 
Table 6.3: Devices used for identity forgery 
Forger Camera Victim 1 Victim 2 
LG E510f LG-400 Samsung GT-I8160P 
Forger Camera Victim 3 Victim 4 
Nokia 800 Lumia Sony ST25i Samsung GTI-9000 
To forge the sensor pattern noise with the proposed algorithm only 50 images from the 
forger camera were required. For the falsiﬁcation with “PRNU Decompare” 50 pictures 
were required as well as one dark frame belonging to the forger and to the victim camera, 
respectively. After performing forgery in 4 victim cameras the results were compared as 
summarized in Table 6.4. Also, this Table shows correlation coeﬃcients for each color 
channel with respect to the pattern of the forger camera as in the last experiment. 
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Table 6.4: Comparison of patterns, original images and victims 
Image Red Green Blue Sum 
Victim 1 
Decompare 0.009219962 0.0054620425 0.009098741 0.023780745 
Proposal 0.007900867 0.0046529872 0.0083521 0.020905953 
Original 0.0073570074 0.004183661 0.0075896666 0.019130334 
Victim 2 
Decompare 0.01418404 0.013986045 0.013574668 0.041744754 
Original 0.011300047 0.013949845 0.0125216115 0.0377715 
Proposal 0.008964902 0.0066337977 0.004440412 0.020039111 
Victim 3 
Decompare 0.00811001 0.004442147 0.009333811 0.021885968 
Proposal 0.007201833 0.00419231 0.009112659 0.020506802 
Original 0.006232409 0.003880702 0.007871138 0.017984249 
Victim 4 
Decompare 0.009913582 0.007213382 0.008788015 0.025914979 
Proposal 0.008271773 0.007621801 0.008141919 0.024035493 
Original 0.008137003 0.005338104 0.00790911 0.021384217 
For victims 1, 3 and 4 it can be observed that the three forgeries have a greater 
similarity with the pattern of the forger camera and that the result of “PRNU Decompare” 
is closer than the proposal, even though this diﬀerence is not signiﬁcant considering that 
they use a far greater number of images as a source of information. In the case of victim 
2 the result with the proposed algorithm has the least similarity to the forged camera 
pattern. 
The results obtained so far were as expected, because the algorithm proposed does 
not assume having access to the victim camera as the tool “PRNU Decompare” does. 
However, in all the cases the results of our proposal are close to the results of “PRNU 
Decompare”. It is important to notice that in real scenarios, it is not normally possible to 
access the victim camera. We just need a set of photos of the attacker camera, as “PRNU 
Decompare” needs. However we do not need any special type of content scenery of the set 
of images and “PRNU Decompare” needs it, as we discussed above. 
As in the case of destruction of image identity, the same image quality loss study for 
the forgery example of victims 3 and 4 is performed. The results can be seen visually in 
Figure 6.2, observing that changes are imperceptible to the human eye. 
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(a) Victim 3 original (b) Victim 3 forged identity 
(c) Victim 4 original (d) Victim 4 forged identity 
Figure 6.2: Images and forged identity images 
In Table 6.5 image quality indexes of MAE and MSE of the original images and their 
respective forged ones are shown. 
As can be seen in Table 6.5 the forgery of an image identiﬁable data does not change 
signiﬁcantly any of the image quality indexes presented, and this diﬀerence will be almost 
impossible to notice if the original images where not provided. 
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Table 6.5: MAE and MSE of the images and forged identity images 
MAE MSE 
Image 
Red Green Blue Red Green Blue 
Victim 3 original 0.8976 0.8705 0.8916 4.0664 3.3754 3.7108 
Victim 3 forged 0.8926 0.8656 0.8872 4.0323 3.3445 3.6787 
Victim 4 original 0.7836 0.7800 0.7820 2.3412 2.2525 2.2724 
Victim 4 forged 0.7685 0.7639 0.7661 2.2940 2.2062 2.2207 
6.5 Summary 
In this chapter, two new algorithms were proposed, one capable of removing all identiﬁable 
data from an image, and another that allows its forgery. The two algorithms are based 
on the use of diﬀerent types of sensor noise and wavelet transform. Both algorithms, in 
addition, have the great advantage over existing ones that they need a much smaller and 
easier to obtain data input, which make them more applicable and closer real-life scenarios. 
Both algorithms can be viewed as research contributions to the future strengthening of 
forensic techniques for detecting intentional manipulation. For example, our ﬁrst algorithm 
can be very useful in web applications that upload and display images on the Internet 
(social networks, directories, etc.), as they allow for complete anonymity when uploading 
an image. 
The eﬀectiveness of the proposed algorithms is overall quite good, even though in 
some cases they do not get results comparable with those of other algorithms, but they 
generally achieve close and quite acceptable results, with the beneﬁt of drastically reducing 
the required input data and being more practical and realistic. These algorithms can be 
useful as a starting point for future improvements that allow similar results to be obtained 
by other algorithms or tools, emphasizing and taking into account the limited input data 
needed and that they can work even when not having access to the victim’s camera in the 
case of identity image forgery. Also, the application of both algorithms does not cause 
noticeable visual changes, or degradation in the pictures and does not signiﬁcantly reduce 
the image quality. 
Chapter 7 
Conclusions and Future Work 
Large numbers of digital images are circulating daily on the Internet or are used as evidence 
or proof in judicial proceedings. As a consequence, forensic analysis of digital images 
generated by devices such as digital camera, mobile device, scanner or computer becomes 
important in many real-life situations. It is noteworthy that speciﬁc image forensic 
techniques are required for mobile devices, and aren’t valid in most cases because there 
are signiﬁcant intrinsic features that diﬀerentiate these types of devices. An example of 
this is presented in a situation where a forensic analyst needs to identify the type (camera, 
scanner, computer) or class (make and model) of the image acquisition source. 
In this study, various techniques for identifying mobile device images with respect to 
scanned and computer-generated images are presented. Besides, other techniques that 
allow us to distinguish the acquisition source of smartphone images are presented. The 
techniques are based on the use of four feature sets (Noise, Color, IQM and Wavelets), on 
which adjustments have been made in order to improve the results for this speciﬁc type of 
devices. There have been experiments with the combination of the diﬀerent feature sets, 
diﬀerent crop sizes and positions, and wavelet functions. The classiﬁcation is done with 
SVMs. 
With regard to source type identiﬁcation, the ﬁrst general conclusion is that noise 
features are discarded as invalid when the number of types of devices is greater than 2. 
This is because in the experiments unacceptable results were obtained while identifying 
among three device types (scanner, mobile, and computer). In the experiments that used 
whole images and diﬀerent crop sizes and positions, unacceptable results were obtained 
for identifying three types of devices (scanner, mobile, and computer). As discussed in the 
experiments, for these three types of devices there are dozens of diﬀerent manufacturers 
and models, hampering classiﬁcation. 
As a counterpart, forensic analysts may consider the application of the technique with 
noise features for identifying the source type of images from mobile devices with respect 
to images from scanners and computers. The results are quite good at identifying the 
type when discerning between scanners and mobile devices. The use of all the features 
signiﬁcantly improves results, but as a general conclusion, they are not good enough to be 
used in a compromising situation. 
When identifying the acquisition source of mobile device images, the results are much 
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more encouraging. In all sets of experiments performed, there is at least one conﬁguration 
that yields better results, always putting them in the context of the level of demand on 
this technique (a large number of devices or many devices from the same manufacturer). 
The use of all feature sets or wavelets from Daubechies 8-tap family, both are the ones 
yielding better results. Regarding crop size, there is an optimal size for obtaining optimal 
results, which does not necessarily have to be the largest or the whole image, since the 
latter produces worse results than when using a crop. When taking a suﬃciently large 
crop size, for example, 1024×768, reducing the crop lowers the success rate. Regarding the 
number of devices used, as expected, the larger number of devices the lower the success 
rate. The same holds true when devices from the same manufacturer, whose cameras are 
similar or identical in some cases, are used. 
Therefore, the forensic analyst, knowing a priori information in some cases, and taking 
these conclusions into account, must decide on setting the various parameters of the 
technique and the validity of the results, taking into account the percentages obtained 
in the experiments presented in this work. That is to say, a single application of the 
technique can yield good results in some cases and bad results in others, depending on 
factors such as whether or not we want to decide the type or make and model of the 
devices, the number of devices used or the number of devices by the same manufacturer, 
amongst other things. 
The source identiﬁcation techniques using SVMs as classiﬁers where it is necessary to 
know a priori the classes to which the images belong in some scenarios are not applicable, 
for example situations where the analyst does not know the set of cameras to which a set 
of images may belong. In this way, other techniques based on clustering arise, in which 
there are no a priori camera data and the objective is not to identify camera make and 
model, but to be able to group diﬀerent images in disjoint groups in which all their images 
belong to the same device. 
This study has made an analysis of the main unsupervised image grouping techniques, 
which are of utmost importance in digital image forensic analysis. Despite the rise of 
mobile device cameras these days, there are still few references to unsupervised mobile 
device image grouping. Most of the works refer to the supervised classiﬁcation and in 
many cases; they do not focus on mobile device images, which have unique characteristics. 
The results from this work cannot be accurately compared to other results as they do 
not refer to the ﬁnal number of clusters generated, which is a fundamental issue. Moreover, 
in these works there are no details given on how the success rates were calculated nor is 
there any reference made to them when the clusters generated by the classiﬁcation are 
diﬀerent in number to the number of devices used, making the comparison of their rates 
with respect to our interpretation of the True Positive Rate (TPR) meaningless. 
The noise added to each image by the camera sensor due to faults in the manufacturing 
process or defects by daily use has proved to be a trustworthy source of source 
identiﬁcation. Likewise, the normalized correlation calculation between sensor noises 
extracted from two or more images is a quite used similarity measure in image unsupervised 
learning techniques, being the clustering techniques those with better results. 
The algorithm of this proposal is based on the combination of a hierarchical clustering 
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and a ﬂat clustering for the separation between clusters. The use of the silhouette 
coeﬃcient for cluster validation proved to report good results when obtaining high TPRs; 
also, the number of clusters corresponded to the number of actual devices in most cases. 
The percentage of correct hits when using image cropping from the left corner obtains 
better results than when the clipping is centered in the image, despite ﬁnding diﬀerent 
observations in the literature arguing the saturation and lack of lighting found in those 
regions. 
It was also important to have experimented with diﬀerent device models from the same 
manufacturer, because along with the high rate of correct hits by using symmetric and 
asymmetric distributions of images by device, it checks the adaptability of the algorithm 
to be applied in a real case. 
Experiments conducted in this work have revealed a great diversity of situations with 
regard to the symmetry or not of the photo sets, their size, the number of devices used 
and the use of devices of the same brand. After all the experiments, it is concluded that 
the results of the application of the technique are good (92.98% TPR on average for all 
the experiments). 
It is important to take into account the diﬀerent attacks that proposed techniques 
could suﬀer in order to improve them. Accordingly, two algorithms have been presented, 
one capable of removing all identiﬁable data from an image, and another that allows its 
forgery. The two algorithms are based on the use of diﬀerent types of sensor noise and 
wavelet transform. 
Both algorithms, in addition, have the great advantage over existing ones that they 
need a much smaller and easier to obtain data input, which make them more applicable 
and closer real-life scenarios. In particular, the removal algorithm requires only the image 
from which to wipe the ﬁngerprint, not a set of planar images and a dark frame from the 
camera as in others approaches. 
The algorithms that require a large set of photos with speciﬁc characteristics for its 
proper functioning are unrealistic in most cases, since the victim’s camera can hardly be 
accessed. In the case of the proposed image forgery algorithm, it does not need to access 
the victim’s camera. 
Both algorithms can be viewed as research contributions to the future strengthening 
of forensic techniques for detecting intentional manipulation. For example, the ﬁrst 
algorithm can be very useful in web applications that upload and display images on the 
Internet (social networks, directories, etc.), as they allow for completely anonymous image 
uploading from the standpoint of acquisition source identiﬁcation. 
The eﬀectiveness of the proposed algorithms is overall quite good, even though in 
some cases they do not get results comparable with those of other algorithms, but they 
generally achieve close and quite acceptable results, with the beneﬁt of drastically reducing 
the required input data and being more practical and realistic. 
These algorithms can be useful as a starting point for future improvements that allow 
similar results to be obtained by other algorithms or tools, emphasizing and taking into 
account the limited input data needed and that they can work even when not having 
access to the victim’s camera in the case of identity image forgery. Also, the application of 
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both algorithms does not cause noticeable visual changes, or degradation in the pictures, 
and does not signiﬁcantly reduce the image quality. 
7.1 Future Work 
The information from these conclusions can be a starting point for future work, among 
which the following can be pointed out: 
Search for new sets of characteristics for image acquisition source 
identiﬁcation: Research on new features and conﬁgurations, either to improve 
on their own or in conjunction with those presented in this work the success rates 
or to present new alternatives for diﬀerent applications. Particularly in cases where 
a success rate very close to 100% is needed as in applications related to court cases. 
In the same way when the number of devices is very large, in order to be able to 
apply the algorithms to extensive forensic analysis databases. 
Improve clustering techniques results: The main objective of this improvement 
is to maximize the number of classes generated by the technique, that is, in all or 
in the vast majority of cases, the number of devices to be classiﬁed matches to the 
number of sets created by the clustering algorithm. Once this goal has been met, 
the second order would be to optimize the group’s homogeneity, avoiding generated 
classes by the technique, which contain objects from diﬀerent devices. 
Clustering based on image features: The use of other image features diﬀerent 
from those of SPN for classifying images, but continuing using the same clustering 
algorithm could improve or give new applications to clustering. For this purpose, 
we will study wavelets, color and IQM features. 
Clustering for videos: This aim will be to apply these clustering techniques to 
digital videos generated by mobile devices. 
Improve forensic analysis techniques robustness: Improve presented and 
future techniques to be stronger with respect to diﬀerent possible attacks. This 
aspect has not been considered during the creation of diﬀerent techniques, as the 
main objective is to have techniques with good results for images that have not been 
manipulated. Once this goal is achieved, the techniques should be strengthened to 
make them more robust against attacks. 
Image identity destruction optimization: The image identity destruction 
should not be considered merely as an attack. Images uploaded on the web in 
many cases may require this function. Consequently, it’s important to study how 
to eliminate all or most of any trace type that allows image identiﬁcation, ensuring 
that image quality is not lost. 
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Cap´ıtulo 8 
Introduccio´n 
Con frecuencia las fotograf´ıas son consideradas como una parte de la verdad al ser hechos 
reales capturados por dispositivos electro´nicos (ca´maras). Sin embargo, con el desarrollo 
de la tecnolog´ıa han surgido herramientas potentes y soﬁsticadas que facilitan de una 
manera impresionante la alteracio´n de las ima´genes digitales, incluso para quienes no 
tienen conocimientos te´cnicos o especializados en el a´rea [GKWB07]. 
El desarrollo de las tecnolog´ıas digitales ha estado y continu´a avanzando a un ritmo 
imparable. Cada d´ıa el nu´mero de ca´maras digitales va creciendo, as´ı como la facilidad 
de acceso a ellas. Desde el an˜o 2000, cuando el primer tele´fono mo´vil con ca´mara fue 
introducido en el mercado, el nu´mero de usuarios de mo´viles se ha quintuplicado. Para 
el an˜o 2020 habra´ 5.500 millones de usuarios de mo´viles, representando el 70 % de la 
poblacio´n mundial estimada para ese an˜o (Figura 8.1). La proliferacio´n de tele´fonos 
mo´viles, incluyendo tabletas, esta´ creciendo tan aceleradamente que sera´ mayor el nu´mero 
de personas que poseera´n mo´viles (5.400 millones) que las que tendra´n electricidad (5.300 
millones), agua potable (3.500 millones) o automo´viles (2.800 millones) en 2020 [CIS16]. 
Figura 8.1: Crecimiento del nu´mero de dispositivos mo´viles hasta el 2020 
Actualmente, ma´s del 90 % de los dispositivos mo´viles cuentan con ca´maras digitales 
integradas, los cuales, a diferencia de las ca´maras digitales convencionales, abreviadamente 
DSCs, son llevadas por sus duen˜os todo el tiempo a la mayor´ıa de lugares que asisten 
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y, en muchos casos, estos dispositivos tienen conexio´n a Internet [AM14]. Incluso existen 
predicciones que indican que las DSCs desaparecera´n en pro de las nuevas ca´maras digitales 
integradas en dispositivos mo´viles [Bae10], ya que el aumento de calidad de e´stas crece a 
un ritmo imparable. 
Debido al incremento en sus capacidades de almacenamiento, de procesamiento, de 
usabilidad y de portabilidad as´ı como a su bajo coste, los dispositivos mo´viles esta´n 
presentes en diversidad de actividades, lugares y eventos de la vida diaria. Algunos datos 
que permiten hacerse una idea de la magnitud de la presencia de este tipo de dispositivos 
son los siguientes [AM12]: 
Ma´s del 90 % de las personas que han tomado una fotograf´ıa alguna vez lo han hecho 
unicamente con c´´ amaras de dispositivos mo´viles. 
Un gran nu´mero de personas tienen y usan ma´s de un dispositivo mo´vil. 
Las estad´ısticas globales arrojan que un usuario t´ıpico en promedio mira su mo´vil 
150 veces al d´ıa y 8 de ellas es para hacer uso de la funcionalidad de la ca´mara. 
El amplio uso de ca´maras digitales de dispositivos mo´viles es una realidad en la vida 
cotidiana. Diariamente pueden verse ima´genes y v´ıdeos generados por dispositivos mo´viles 
en telenoticias, distintas aplicaciones, correo electro´nico o en redes sociales. Webs como 
Youtube, Facebook, Instagram o Twitter, entre otras, se situ´an en los puestos ma´s altos 
de la lista de webs ma´s visitadas, siendo una parte considerable de su contenido capturado 
con ca´maras digitales de dispositivos mo´viles [ALE16]. Es por esto que se han generado 
pole´micas, discusiones y normas sobre la prohibicio´n del uso de dispositivos mo´viles con 
ca´mara digital en lugares como escuelas, oﬁcinas de gobierno, eventos empresariales, 
conciertos, empresas, etc. 
Las ima´genes digitales en la actualidad son utilizadas como testigos silenciosos en 
procesos judiciales, siendo una pieza crucial de la evidencia del crimen [AZ06]. De manera 
ana´loga a la bal´ıstica que trata de relacionar una pistola con sus balas, el ana´lisis forense 
de ima´genes digitales trata de relacionar una imagen con la ca´mara digital con la que 
fue generada [WGKM09]. Es por ello que el ana´lisis forense de ima´genes digitales cobra 
importancia ya que podr´ıa ayudar a combatir la pornograf´ıa infantil, el robo de tarjetas 
de cre´dito, la pirater´ıa, los secuestros, el espionaje industrial, etc. 
En particular, este trabajo se enfoca en los dispositivos mo´viles, ya que adema´s de 
su extenso uso, e´stos poseen caracter´ısticas espec´ıﬁcas que permiten obtener mejores 
resultados, no siendo va´lidas muchas veces las te´cnicas forenses para ima´genes digitales 
generadas por otros tipos de dispositivos. En [TNC10] se describe detalladamente y de 
forma clara la necesidad de te´cnicas de ana´lisis forense espec´ıﬁcas para dispositivos mo´viles. 
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8.1 Identiﬁcacio´n del Problema 
Las ima´genes digitales generadas con dispositivos mo´viles son archivos digitales 
almacenados en un soporte y codiﬁcados en un determinado formato. En la mayor´ıa de 
los casos estos archivos contienen una informacio´n adicional al propio contenido visual de 
la imagen denominada “metadatos”. 
Los metadatos pueden ser eliminados o modiﬁcados con gran facilidad, ya sea o no 
de forma malintencionada. Por tanto, puede perderse fa´cilmente la pista del dispositivo 
que genero´ la imagen, los para´metros de geolocalizacio´n, la fecha, las condiciones de la 
captura, etc. 
Debido a la vulnerabilidad de los metadatos es necesario ir ma´s alla´ disen˜ando te´cnicas 
y algoritmos que utilicen el contenido de la imagen. Al igual que ocurre con los metadatos, 
las ima´genes pueden ser modiﬁcadas, malintencionadamente o no, evitando que las te´cnicas 
forenses se puedan aplicar. Sin embargo, las te´cnicas basadas en el contenido de la imagen 
son ma´s robustas, requirie´ndose de un mayor nivel de conocimientos para contrarrestar el 
ana´lisis que se les realiza. 
Estas situaciones pueden generar problemas o indeﬁniciones cuando las ima´genes son 
utilizadas como evidencias en algu´n proceso, ya sea judicial o no, dado que no se puede 
garantizar la identiﬁcacio´n de la fuente de adquisicio´n de la imagen o la integridad de la 
misma sin realizar un ana´lisis forense previo. 
La mayor´ıa de las te´cnicas de identiﬁcacio´n de la fuente de adquisicio´n esta´n orientadas 
a escenarios cerrados. Estas te´cnicas asumen que se tiene conocimiento a priori de la marca 
y modelo de los dispositivos mo´viles a los que podr´ıan pertenecer las ima´genes bajo ana´lisis. 
No obstante, existe la necesidad de migrar a escenarios abiertos para acercarse ma´s a la 
realidad, como sucede con las te´cnicas de agrupamiento, donde cualquier imagen puede 
pertenecer a cualquier dispositivo mo´vil. 
El estudio de las te´cnicas anti-forenses gana valor al permitir ir un paso ma´s adelante, 
y as´ı tener la posibilidad de generar nuevas te´cnicas forenses o mejorar las existentes. 
8.2 Motivacio´n 
Para realizar el ana´lisis de una imagen digital generada por una ca´mara se utilizan los 
rasgos que se impregnan en ella durante su proceso de generacio´n en el dispositivo que la 
crea. 
Una motivacio´n para este trabajo es que la mayor´ıa de las investigaciones realizadas en 
los ´ nos sobre t´ alisis forense de ima´genes digitales se han enfocado ultimos a˜ ecnicas de an´
unicamente en las im´´ agenes generadas por ca´maras tradicionales DSCs. Considerando que 
hoy en d´ıa las ca´maras de los dispositivos mo´viles pra´cticamente han sustituido a las 
DSCs, surge la necesidad de enfocar las te´cnicas de ana´lisis forenses de ima´genes hacia los 
dispositivos mo´viles. 
Adema´s, en la literatura se detecta la necesidad de generar experimentos de 
identiﬁcacio´n y agrupamiento de la fuente con un mayor nu´mero de ca´maras, representando 
as´ı escenarios ma´s realistas. 
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En el ´ de las t´ ´	 oarea ecnicas anti-forenses la mayorıa de propuestas para eliminar 
falsiﬁcar la fuente de una imagen asumen que tienen acceso a la ca´mara v´ıctima. Surge, 
pues, la motivacio´n para generar te´cnicas que u´nicamente requieran de la ca´mara atacante, 
acerca´ndose as´ı ma´s a la realidad. 
8.3 Objetivos 
Esta investigacio´n tiene cinco objetivos principales: 
1. Desarrollar una te´cnica de identiﬁcacio´n de la fuente de una imagen digital basada en 
las caracter´ısticas propias de la imagen. La te´cnica debe ser capaz de identiﬁcar entre 
distintos tipos de dispositivos como computadores, esca´neres o ca´maras digitales de 
dispositivos mo´viles, as´ı como entre diferentes marcas y modelos para el caso de los 
dispositivos mo´viles. 
2. Crear	 una te´cnica de identiﬁcacio´n de la fuente de ima´genes digitales generadas 
por dispositivos mo´viles para escenarios abiertos, esto es, que permita realizar 
agrupamiento de las mismas en clases, sin entrenamiento o clases conocidas a priori. 
3. Disen˜ar una te´cnica de anonimizacio´n de la identidad de una imagen digital generada 
por un dispositivo mo´vil, permitiendo de esta forma evitar ser v´ıctima de posibles 
ataques. 
4. Disen˜ar una te´cnica de falsiﬁcacio´n de la identidad de una imagen digital generada 
por un dispositivo mo´vil en la que no se asuma que se tiene acceso a la ca´mara digital 
v´ıctima. 
5. Integracio´n de las te´cnicas anteriores en Theia, la herramienta de ana´lisis forense de 
ima´genes desarrollada en el Grupo GASS. 
Los objetivos 1 y 2 se enmarcan en el a´rea de la identiﬁcacio´n de la fuente de adquisicio´n 
de ima´genes, los objetivos 3 y 4 pertenecen al area de las contramedidas forenses y el ´
objetivo 5 esta´ relacionado con estas dos a´reas del ana´lisis forense al implementar e integrar 
las te´cnicas propuestas en una aplicacio´n de software. 
8.4 Resumen de las Contribuciones 
Los resultados de la investigacio´n realizada en esta tesis comprenden diversas 
contribuciones que han sido publicadas en revistas internacionales indexadas en el JCR y en 
congresos especializados del a´rea. Como se representa en la Figura 8.2, estas contribuciones 
se enmarcan en el a´rea del ana´lisis forense de ima´genes digitales de dispositivos mo´viles. 
Respecto a la identiﬁcacio´n de la fuente de adquisicio´n de ima´genes digitales, 
que es la primer rama del ana´lisis forense que se aborda en esta tesis, se propone 
una solucio´n al problema de la identiﬁcacio´n en escenarios cerrados basada en las 
caracter´ısticas propias de la imagen y se presenta una te´cnica de agrupamiento, 
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basada en la combinacio´n de agrupamiento jera´rquico y plano y en el uso del 
patro´n de ruido del sensor, para llevar a cabo la identiﬁcacio´n en escenarios 
abiertos. Estas dos te´cnicas forenses de identiﬁcacio´n de la fuente de adquisicio´n 
de ima´genes generadas por dispositivos mo´viles se encuentran organizadas en dos 
cap´ıtulos: el algoritmo basado en las caracter´ısticas de la imagen se especiﬁca 
en el Cap´ıtulo 11 [SOAGRC+13] [RCSOGV15a] [SORCGVHC16] [RCAVSOGV16] 
y el algoritmo de agrupamiento de ima´genes digitales se describe en el Cap´ıtulo 
12 [RCAGSO+13] [GVSORC15] [RCAGSOGV14] [RCSOGV15b] [SOGVAG+15]. Estas 
te´cnicas de identiﬁcacio´n se han incluido en una herramienta para el ana´lisis 
forense de ima´genes digitales de dispositivos mo´viles llamada Theia [RCEKSOGV16] 
[SORCGVAG16]. 
En el area´ de ataques al ana´lisis se proponen dos te´cnicas anti-forenses: la 
primera elimina la posibilidad de identiﬁcar la fuente de la imagen y la segunda 
permite falsiﬁcar la identidad de una imagen haciendo uso de la Transformada 
Wavelet y del ruido del sensor. Estos dos algoritmos para la destruccio´n y la 
falsiﬁcacio´n de la identidad de ima´genes digitales se detallan en el Cap´ıtulo 
13 [RCAGSO+13] [RCAGSOGV14] [RCEKSOGV15] [GVSORCHC]. 
Para el desarrollo de las contribuciones presentadas se ha considerado siempre una 
orientacio´n pra´ctica, habie´ndose realizado adema´s los experimentos con una amplia 
variedad de escenarios y dispositivos mo´viles. 
Figura 8.2: Contribuciones de la tesis 
8.5 Estructura del Trabajo 
Esta tesis se estructura como sigue: 
El Cap´ıtulo 9 muestra algunos aspectos ba´sicos de ima´genes digitales de dispositivos 
mo´viles, presentando el proceso de adquisicio´n y creacio´n de ima´genes en diferentes tipos 
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de dispositivos. 
El Cap´ıtulo 10 realiza una descripcio´n de las principales caracter´ısticas que hacen 
a los dispositivos mo´viles fuentes potenciales de ana´lisis forense. Se exponen asimismo 
las distintas ramas del ana´lisis forense centra´ndose en las ima´genes digitales. A 
continuacio´n, se describen las principales te´cnicas del ana´lisis forense mostrando los 
trabajos ma´s relevantes sobre los distintos tipos de te´cnicas forenses de ima´genes digitales 
[SOAGRC+13]. Seguidamente, se realiza un estudio de diversos ataques al ana´lisis forense 
de ima´genes digitales. Finalmente, se presenta un cuadro comparativo que resume los 
principales trabajos relacionados, destacando los temas de especial relevancia. 
El Cap´ıtulo 11 presenta un algoritmo basado en las caracter´ısticas del color y en 
las me´tricas de calidad de la imagen para la identiﬁcacio´n de la fuente de adquisicio´n 
de ima´genes digitales [SOAGRC+13] [RCSOGV15a] [SORCGVHC16] [RCAVSOGV16]. 
Inicialmente se presentan los conceptos generales para la comprensio´n del algoritmo. 
Asimismo, se sen˜alan las caracter´ısticas y conﬁguracio´n de las ma´quinas SVM utilizadas 
para la clasiﬁcacio´n. El cap´ıtulo ﬁnaliza con la presentacio´n de los distintos experimentos 
realizados sobre bancos de ima´genes de dispositivos mo´viles. Los experimentos realizados 
en este cap´ıtulo se han dividido en dos grupos claramente diferenciados: identiﬁcacio´n de 
la fuente de adquisicio´n (marca y modelo) e identiﬁcacio´n del tipo de dispositivo fuente 
(esca´ner, dispositivo mo´vil o computador). 
El Cap´ıtulo 12 desarrolla un algoritmo de agrupamiento de ima´genes 
digitales de dispositivos mo´viles. Se presentan conceptos previos que facilitan la 
comprensio´n del algoritmo. Seguidamente se especiﬁca con detalle el algoritmo 
propuesto y se muestran los resultados de los distintos experimentos realizados 
[RCAGSO+13] [RCAGSOGV14] [GVSORC15] [RCSOGV15b] [SOGVAG+15]. 
El Cap´ıtulo 13 expone un par de algoritmos basados en el ruido del sensor, el 
primero para la destruccio´n de la identidad de ima´genes digitales y el segundo para 
la falsiﬁcacio´n de la misma. El estudio de estos algoritmos permite evitar ser v´ıctima 
de posibles ataques, as´ı como fortalecer las te´cnicas de identiﬁcacio´n [RCAGSO+13] 
[RCAGSOGV14] [RCEKSOGV15] [GVSORCHC]. 
El Cap´ıtulo 14 expone las principales conclusiones de este trabajo, as´ı como algunas 
posibles l´ıneas futuras de investigacio´n. 
8.6 Audiencia del Trabajo 
Los requisitos previos para acceder al material de esta tesis no son elevados. Se repiten 
varias deﬁniciones y conceptos disponibles en la literatura con la ﬁnalidad de hacer este 
trabajo independiente. Sin embargo, el lector debe tener presente que es importante tener 
conocimientos ba´sicos teo´ricos y pra´cticos sobre ana´lisis forense de ima´genes digitales, 
ca´lculos estad´ısticos, transformada wavelet y algoritmos computacionales. 
Algunos de los problemas involucrados se discuten aqu´ı, mientras que de otros se 
considera que el lector ya tiene fundamentos para entender los conceptos discutidos. La 
bibliograf´ıa proporciona al lector informacio´n adicional para encontrar ma´s detalles del 
estudio realizado en esta tesis. 
Cap´ıtulo 9 
Ana´lisis Forense de Ima´genes 
Digitales 
El objetivo general de este cap´ıtulo es facilitar la compresio´n de las te´cnicas forenses que se 
describira´n en los siguientes cap´ıtulos. Se muestran los conceptos ba´sicos sobre el proceso 
de adquisicio´n y creacio´n de ima´genes digitales en diferentes tipos de dispositivos, as´ı como 
los componentes que participan en este proceso. En primer lugar se presenta el proceso 
de adquisicio´n de ima´genes en ca´maras digitales, haciendo especial referencia a la matriz 
CFA y a los distintos tipos de sensores. Posteriormente, se expone el proceso de adquisicio´n 
de ima´genes en esca´neres. El cap´ıtulo ﬁnaliza con una breve s´ıntesis de lo expuesto en el 
mismo. 
9.1 Introduccio´n 
Para introducirse al ana´lisis forense de ima´genes digitales el primer paso es conocer co´mo 
se componen los dispositivos que generan la imagen y cua´l es el proceso de creacio´n de 
las ima´genes digitales, tambie´n conocido como pipeline. Generalmente el pipeline presenta 
notables diferencias entre los distintos tipos de dispositivos. Dentro del mismo tipo de 
dispositivo la estructura del pipeline es semejante y var´ıa en algunos aspectos debido al 
fabricante, la calidad de los componentes de la ca´mara o las funcionalidades que e´stas 
ofrecen. 
A continuacio´n se muestra la estructura general del proceso de generacio´n de una 
imagen en ca´maras digitales y esca´neres. Dentro del apartado de ca´maras digitales se hace 
hincapie´ en los aspectos relevantes relacionados con las ca´maras digitales de dispositivos 
mo´viles. 
9.2 Proceso de Adquisicio´n en Ca´maras Digitales 
En general, las ca´maras fotogra´ﬁcas digitales se componen de un sistema de lentes, un 
grupo de ﬁltros, una matriz de ﬁltro de colores o CFA, un sensor de imagen y un procesador 
de imagen o DIP [BSM08]. Muchos de los detalles del proceso de generacio´n de una 
imagen en una ca´mara digital pertenecen a cada fabricante y a cada tipo de dispositivo 
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considera´ndose informacio´n conﬁdencial; sin embargo, existe una estructura general del 
mismo para cada tipo de dispositivo. La estructura general del pipeline de una ca´mara 
digital se resume en la Figura 9.1. 
Figura 9.1: Proceso de adquisicio´n de ima´genes en ca´maras digitales 
Para generar una imagen en primer lugar un sistema de lentes capta la luz de la escena 
controlando la exposicio´n, el foco y la estabilizacio´n de la misma. Despue´s, la luz pasa 
por un grupo de ﬁltros que mejoran su calidad. Este grupo incluye al menos un ﬁltro 
infrarrojo y un ﬁltro anti efecto de diente de sierra. El ﬁltro infrarrojo absorbe o reﬂeja 
la luz permitiendo que so´lo la parte visible del espectro pase a la siguiente fase, evitando 
que la radiacio´n infrarroja ocasione pe´rdida de nitidez en la imagen. El ﬁltro anti efecto 
de diente de sierra se encarga de limpiar la sen˜al produciendo ima´genes con contornos ma´s 
suaves. 
A continuacio´n la luz pasa al sensor de imagen. Puede haber mecanismos que 
interactu´en con el sensor para determinar la exposicio´n (taman˜o de apertura, velocidad 
de obturacio´n, control de ganancia automa´tico) y la distancia focal de la lente. El sensor 
de imagen es una matriz de elementos sensibles a la luz llamados p´ıxeles, los cuales son 
monocroma´ticos. Cada elemento de esta matriz de p´ıxeles toma la luz incidente y genera 
una sen˜al analo´gica proporcional a la intensidad de la luz recibida. Esta sen˜al analo´gica 
se convierte a una sen˜al digital y se transmite al procesador de imagen. 
Debido a que el sensor de la imagen es monocroma´tico, para capturar una imagen a 
color se requieren diferentes sensores. Idealmente, un sensor para cada color. Sin embargo, 
debido al coste que esto implica, en la pra´ctica las c´ ´amaras normalmente usan un unico 
sensor de imagen junto a una matriz CFA que se coloca antes del sensor para producir los 
colores. 
Una vez que el procesador de imagen recibe la sen˜al digital generada por el sensor, 
se elimina el ruido y otras anomal´ıas introducidas en las sen˜ales digitales (artifacts), 
con la ﬁnalidad de obtener una imagen visualmente ma´s agradable. El ma´s destacado de 
estos procesos es el denominado interpolacio´n croma´tica (demosaicing o demosaicking). 
El algoritmo de interpolacio´n croma´tica se encarga de calcular los valores de los colores 
faltantes debido a que el sensor unicamente proporciona informaci´ sobre una cierta´ on 
´ cantidad de colores (los que permite pasar la matriz CFA). Este es uno de los procesos 
ma´s complejos desde el punto de vista computacional y las te´cnicas utilizadas suelen ser 
propiedad del fabricante de la ca´mara. 
9.3. Proceso de Adquisici´ anereson en Esc´ 101 
Posteriormente, se realizan procesos como la correccio´n de p´ıxeles defectuosos, el 
balanceo de blancos y la correccio´n gamma. La correccio´n de p´ıxeles defectuosos originados 
por imperfecciones en el sensor corrige estos p´ıxeles mediante interpolacio´n. El balanceo de 
blancos permite una reproduccio´n ma´s ﬁel del color, sin que haya colores dominantes que 
son especialmente notables en tonos neutros como el blanco. La correccio´n gamma ajusta 
los valores de intensidad de la imagen. Aunque los algoritmos para llevar a cabo estos 
procesos esta´n presentes en todas las ca´maras, los detalles exactos de la forma de realizarlos 
pueden variar entre los diferentes fabricantes, e incluso, entre los distintos modelos de un 
mismo fabricante. 
Finalmente, la imagen generada por el procesador se comprime. En las ca´maras de 
dispositivos mo´viles normalmente se utiliza el algoritmo JPEG [Ham92] para ahorrar 
espacio, almacena´ndose en la memoria permanente del dispositivo junto con los metadatos 
de la imagen en formato Exif [RSYD05]. 
9.3 Proceso de Adquisicio´n en Esca´neres 
Los esca´neres constan de un pipeline con notables diferencias con respecto al de las 
ca´maras fotogra´ﬁcas. En la Figura 9.2 se muestra la estructura general del pipeline de un 
esca´ner. 
Figura 9.2: Proceso de adquisicio´n de ima´genes en esca´neres 
Inicialmente se utiliza una la´mpara para iluminar el documento que se quiere 
´ digitalizar. Esta puede ser una CCFL, una la´mpara de xeno´n o en los antiguos modelos 
de esca´neres la´mparas ﬂuorescentes normales. Existe una barra de estabilizacio´n que, 
junto con un motor ele´ctrico, consiguen mover la cabeza lectora linealmente sin tener 
desviaciones de ningu´n tipo. La ma´xima resolucio´n de un esca´ner es deﬁnida por el nu´mero 
de elementos en el sensor lineal (resolucio´n horizontal) y el taman˜o de paso del motor que 
mueve la cabeza lectora (resolucio´n vertical). La luz reﬂejada por el documento al incidir 
la luz de la la´mpara se transmite mediante un conjunto de espejos hasta llegar a las lentes. 
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Las lentes son las encargadas de enfocar la luz a un conjunto de ﬁltros de color. Cada 
ﬁltro de color deja pasar la luz de un solo color a una l´ınea de sensores, ya que e´stos, 
al igual que en las ca´maras digitales, son monocroma´ticos. Cada elemento de esta l´ınea 
de sensores generalmente esta´ formada por tres sensores individuales cada uno con su 
correspondiente ﬁltro de color. Cada sensor, por tanto, capta cada uno de los colores del 
modelo aditivo (rojo, verde, azul). La mayor´ıa de esca´neres de escritorio utilizan sensores 
CCD, aunque tambie´n existen esca´neres con sensores CMOS, CIS o PMT. De los sensores 
se obtiene una sen˜al analo´gica que se transforma en digital en el mo´dulo ADC. 
Una vez que se tiene digitalizada la imagen, posteriormente se realiza el proceso de 
interpolacio´n de la misma. La idea ba´sica del proceso de interpolacio´n es ana´logo al de 
las ca´maras digitales, pero con las peculiaridades de los ﬁltros y sensores del esca´ner. Es 
decir, por procesamiento software para cada p´ıxel se genera su color a partir de los tres 
colores ba´sicos captados por cada sensor y en ciertos casos con los colores de los p´ıxeles 
adyacentes. Cada fabricante normalmente tiene su algoritmo de interpolacio´n. En ciertos 
casos este proceso de interpolacio´n en los esca´neres se utiliza adema´s para incrementar la 
percepcio´n de la resolucio´n de la imagen, es decir, crear p´ıxeles nuevos no captados por el 
sensor mediante procesamiento software, lo cual es conocido como resolucio´n interpolada. 
Finalmente, como u´ltimos pasos antes de la creacio´n de la imagen digital ﬁnal, se producen 
procesamientos software para la correccio´n de posibles defectos de la imagen como el 
balanceo de blancos y la correccio´n gamma. 
9.4 Estructura Global de la Imagen 
9.4.1 Matriz de Filtros de Color 
La matriz CFA es un mosaico de diminutos ﬁltros de color colocados sobre los p´ıxeles de 
los sensores de imagen para capturar la informacio´n del color y es una de las partes ma´s 
importantes en el pipeline de una ca´mara [APS98]. La matriz CFA se encuentra sobre el 
sensor monocromo y su funcio´n es adquirir la informacio´n del color de la escena. Cada 
celda del ﬁltro de color deja pasar la luz de acuerdo a un rango de longitudes de onda, 
de tal manera que las intensidades ﬁltradas separadas incluyen informacio´n sobre el color 
de la luz. Como se ilustra en un ejemplo en la Figura 9.3, la intensidad de la luz que 
pasa por cada una de las celdas forma una imagen en escala de grises y, dependiendo de 
la conﬁguracio´n del ﬁltro CFA, se interpreta como una imagen a color (considerando que 
cada p´ıxel corresponde a un valor de intensidad). 
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Figura 9.3: Matriz CFA 
Existen valores que no se miden para cada uno de los colores del ﬁltro CFA de acuerdo 
a su conﬁguracio´n. El algoritmo de interpolacio´n croma´tica es el encargado de calcular 
esos valores faltantes mediante la interpolacio´n de los valores de los p´ıxeles vecinos. Este 
es el proceso ma´s complejo en cuanto a co´mputo se reﬁere. 
El disen˜o de los ﬁltros de color y el algoritmo de interpolacio´n croma´tica pueden variar 
entre fabricantes, ´ ´este ultimo incluso cuando se utiliza el mismo tipo de matriz CFA. El 
disen˜o de la matriz CFA inﬂuye en la imagen resultante, tanto en la nitidez como en la 
apariencia de los bordes y en los pequen˜os detalles. El proceso de interpolacio´n croma´tica 
puede generar anomal´ıas en la imagen tales como efecto de diente de sierra en los contornos 
de las ima´genes, ruido y distorsiones en el color. El uso de otro ﬁltro puede eliminar la 
presencia de estas imperfecciones en determinadas a´reas de la imagen a costa de degradar 
la calidad en otras [LP05]. 
Existen distintos patrones CFA como el modelo GRGB de Bayer mostrado en la Figura 
9.3. Otros modelos de patro´n CFA son el ﬁltro RGBE, CYYM, CYGM o el RGBW. En 
la Figura 9.4 se muestran los ﬁltros de color citados anteriormente [Nak05]. 
Generalmente, las ca´maras usan el modelo GRGB del patro´n de Bayer y la generacio´n 
de la imagen ﬁnal por parte del algoritmo de interpolacio´n croma´tica. Este ﬁltro captura 
para el canal rojo el 25 % de los p´ıxeles, para el verde el 50 % y para el azul el 25 % 
restante. Esto signiﬁca que para la construccio´n de la imagen ﬁnal se tiene que recuperar 
el 75 % de los p´ıxeles del canal rojo, el 50 % del canal verde y el 75 % del canal azul. En 
la Figura 9.5 puede verse un ejemplo de captura de color con este esquema. 
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Figura 9.4: Tipos de ﬁltros de color
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Figura 9.5: Ejemplo de aplicacio´n del ﬁltro GRGB de Bayer a una imagen real
 
9.4.2 Sensores de Imagen 
El sensor de imagen es la parte ma´s importante de las ca´maras digitales. Generalmente, es 
considerado el corazo´n de la ca´mara. El sensor es una matriz de elementos sensibles a la 
luz llamados p´ıxeles. Los p´ıxeles esta´n hechos de silicio y capturan la luz convirtiendo los 
fotones en electrones utilizando el efecto fotoele´ctrico. Cada p´ıxel se encarga de acumular 
la carga inducida por la luz durante un determinado tiempo de exposicio´n para luego ser 
le´ıdo y procesado. La sen˜al de salida del sensor es proporcional a la carga acumulada, 
dependiendo de la cantidad de luz que incida sobre el p´ıxel y del tiempo de exposicio´n a 
ella. 
En la actualidad existen dos tipos de tecnolog´ıas utilizadas para la fabricacio´n de 
sensores de ca´maras digitales: CCD y CMOS. Ambos tipos de sensores esta´n formados 
esencialmente por semiconductores de metal-o´xido (MOS), distribuidos en forma de matriz 
y funcionando de forma similar. Sin embargo, hay caracter´ısticas que diferencian a estas 
tecnolog´ıas. La diferencia clave entre las dos tecnolog´ıas de sensores es el lugar en el que 
se digitalizan los p´ıxeles y la forma en la que se lleva a cabo la lectura de las cargas. 
9.4.2.1 Sensores CCD 
En los sensores CCD cada una de las cargas de las celdas de la matriz se transforman en 
voltajes y se entrega una sen˜al analo´gica como salida para que posteriormente se digitalice 
por la ca´mara. La estructura de este tipo de sensores es muy sencilla, pero tiene como 
inconveniente la necesidad de contar con un chip adicional que trate la informacio´n de 
salida del sensor (implicando equipos ma´s grandes y costosos). 
A diferencia de los sensores CMOS que soportan la lectura de la matriz de p´ıxeles 
de una manera aleatoria, en los sensores CCD todos los p´ıxeles comienzan y ﬁnalizan la 
integracio´n de carga al mismo tiempo. Esto propicia una salida uniforme (resultado que se 
espera de un p´ıxel sometido al mismo nivel de excitacio´n de los dema´s sin que se presenten 
cambios notables en la sen˜al obtenida). A este tipo de exposicio´n se le conoce como lectura 
de obturador global. Es posible an˜adir circuitos en los sensores CMOS para hacer que 
den un resultado similar. Sin embargo, los sensores CMOS siguen siendo superiores a los 
sensores de tipo CCD. 
Los sensores CCD son, por mucho, mejores que los de tipo CMOS en cuanto al rango 
dina´mico (coeﬁciente entre la saturacio´n de los p´ıxeles y el umbral por debajo del cual 
no captan sen˜al), puesto que al ser menos sensibles toleran mejor los extremos de luz. 
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Asimismo, los sensores CCD son superiores a los CMOS en te´rminos de ruido en la imagen, 
puesto que el procesado de las sen˜ales se lleva a cabo en un chip externo que puede 
optimizarse para el desarrollo de esta funcio´n. Por el contrario, los sensores CMOS realizan 
el procesamiento de la sen˜al dentro del mismo sensor dejando menos espacio para colocar 
los foto-diodos encargados de recolectar la luz. 
9.4.2.2 Sensores CMOS 
Los sensores CMOS son sensores con un disen˜o de p´ıxeles activos e independientes. Se 
denominan p´ıxeles activos debido a que la digitalizacio´n se realiza en ellos internamente en 
unos transistores que ofrecen mejor velocidad de procesamiento, elimina´ndose la necesidad 
de un chip externo que realice esta funcio´n, lo que reduce el coste y el taman˜o de los 
equipos. 
La caracter´ıstica de independencia se reﬁere a la ﬂexibilidad que este tipo de sensores 
ofrece para la lectura de la matriz de p´ıxeles, ya que es posible acceder a cada celda 
mediante la posicio´n de su ﬁla y columna. Generalmente, la lectura de la matriz se realiza 
con el esquema conocido como lectura de obturador en barrido progresivo (no es necesario 
leer la matriz completa en un solo tiempo como en los sensores CCD). Adema´s, al estar 
formados por celdas independientes, los sensores CMOS no presentan el efecto blooming. 
Este efecto se produce cuando un p´ıxel se satura por la luz que incide sobre e´l y a 
continuacio´n comienza a saturar a los que se encuentran a su alrededor. 
Una ventaja ma´s es que los sensores CMOS son ma´s sensibles a la luz y en condiciones 
de poca iluminacio´n se comportan mejor. Adicionalmente, debido a que los ampliﬁcadores 
de la sen˜al se encuentran dentro de la misma celda, no se genera un consumo extra de 
alimentacio´n a diferencia de los sensores CCD. 
En sus inicios los sensores CMOS no eran considerados tan buenos como los sensores 
CCD. Sin embargo, la tecnolog´ıa CCD ha llegado a su l´ımite y ahora es cuando se esta´ 
desarrollando la tecnolog´ıa CMOS, supera´ndose d´ıa a d´ıa sus deﬁciencias, tanto es as´ı que 
existen los denominados sensores Smart CMOS [Oht07] con el objetivo de mejorar los 
defectos de los sensores CCD y CMOS convencionales. 
La mayor´ıa de las DSCs utilizan los sensores CCD. En dispositivos mo´viles es ma´s 
comu´n el uso de los sensores CMOS. Incluso d´ıa a d´ıa, reduciendo las diferencias de 
calidad entre los sensores CCD y CMOS, en la gran mayor´ıa de casos los sensores DSCs 
sobrepasan notablemente en calidad a los sensores de las ca´maras digitales de dispositivos 
mo´viles, y esta es la principal razo´n para requerir te´cnicas espec´ıﬁcas para la fuente de 
adquisicio´n de la imagen en dispositivos mo´viles. Del mismo modo que en el caso de los 
sensores, las lentes de las ca´maras digitales de dispositivos mo´viles son, en general, de 
menor calidad que las lentes de las DSCs. 
9.4.2.3 Imperfecciones y Ruido del Sensor 
Las imperfecciones son anomal´ıas que permanecen constantes de una imagen a otra, 
mientras que el ruido se considera una anomal´ıa aleatoria, al igual que la esta´tica en 
un televisor. El ruido del sensor no sobrevivira´ al promediado de fotogramas, mientras 
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que las imperfecciones del sensor lo hara´n. Sin embargo, generalmente en los algoritmos 
descritos a continuacio´n, a veces las imperfecciones del sensor se denominan ruido del 
sensor, sen˜alando a las caracter´ısticas que permanecen constantes. 
La generacio´n de ima´genes para cualquier dispositivo es compleja y var´ıa dependiendo 
del equipo y del fabricante. Sin embargo, hay tipos similares de ruidos que son inherentes 
a cada dispositivo, tanto aleatorios como sistema´ticos. Los ruidos de disparo y de 
cuantiﬁcacio´n son erra´ticos y no tienen patrones consistentes o predecibles. El ruido de 
disparo es el resultado del ﬂujo no continuo de corriente ele´ctrica: la suma de impulsos 
discretos en el tiempo para cada p´ıxel. 
Cuanto ma´s tiempo este´ activo el sensor, es decir, mientras mayor sea la velocidad 
del obturador o mientras ma´s sensible sea el sensor (como en condiciones de luz baja), 
mayor ruido de electrones al azar se grabara´ junto con la escena por el sensor de imagen. 
Este tipo de ruido depende de la temperatura (altas temperaturas causara´n un mayor 
movimiento de los electrones en los circuitos). El ruido de cuantiﬁcacio´n es causado por el 
proceso de convertir la luz de una cantidad inﬁnita de valores de intensidad en un medio 
digital que tiene una cantidad ﬁnita de niveles de intensidad. Si bien este proceso introduce 
pequen˜as distorsiones en la imagen, un detalle ma´s ﬁno con mayor profundidad de bits 
puede minimizar este error. 
La mayor´ıa de las investigaciones sobre el ana´lisis forense de la fuente de adquisicio´n 
de ima´genes se centran en las ca´maras digitales tradicionales o DSCs. La mayor´ıa de estas 
te´cnicas no son va´lidas para las ima´genes de dispositivos mo´viles. La razo´n principal es 
que la mayor´ıa de las te´cnicas se basan en el uso directo o indirecto de las caracter´ısticas 
del sensor o en la lente de la ca´mara digital. Respecto al sensor, es el componente que se 
encarga de capturar la luz y generar una sen˜al digital segu´n su intensidad. 
Los componentes principales del ruido de la imagen son el FPN y el PRNU. Hay varias 
fuentes de imperfecciones y del ruido introducido en las diferentes etapas del pipeline de la 
creacio´n de una imagen en una ca´mara digital. Incluso si se toma una imagen uniforme y 
completamente iluminada, es posible ver pequen˜os cambios en la intensidad entre p´ıxeles. 
Esto se debe a que el ruido de disparo es aleatorio y, en gran parte, el ruido del patro´n 
es determinista y se mantiene aproximadamente igual si se toman varias ima´genes de la 
misma escena. 
El patro´n de ruido de una imagen se reﬁere a cualquier patro´n espacial que no cambia 
de una imagen a otra. Se compone del ruido que es independiente de la sen˜al (FPN) y del 
ruido debido a la diferencia de respuesta de cada p´ıxel a la sen˜al incidente (PRNU). La 
estructura del patro´n de ruido se muestra en la Figura 9.6. 
El ruido FPN se genera por la corriente de oscuridad y tambie´n depende de la 
exposicio´n y de la temperatura. Debido a que el FPN es un ruido independiente aditivo, 
algunas ca´maras lo eliminan automa´ticamente restando un marco oscuro a las ima´genes 
que generan. 
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Figura 9.6: Patro´n del ruido del sensor 
9.4.2.4 No Uniformidad en la Respuesta Foto´nica 
El ruido PRNU es la parte dominante del patro´n de ruido de las ima´genes y es un 
ruido dependiente multiplicativo. El ruido PRNU esta´ formado principalmente por la 
uniformidad de p´ıxel PNU y los defectos de baja frecuencia como la conﬁguracio´n del 
zoom y la refraccio´n de la luz en las part´ıculas de polvo y en las lentes. El ruido PNU es la 
diferencia de sensibilidad a la luz entre los p´ıxeles de la matriz del sensor. Se genera por la 
falta de homogeneidad de las obleas de silicio y las imperfecciones durante el proceso de 
fabricacio´n del sensor. Debido a su naturaleza y origen es muy poco probable que incluso 
los sensores procedentes de la misma oblea presenten patrones PNU correlacionados. Este 
ruido no se ve afectado por la temperatura ambiente ni por la humedad. El ruido PNU 
es normalmente ma´s comu´n, complejo y signiﬁcativo en los sensores CMOS debido a la 
complejidad de la circuiter´ıa de la matriz de p´ıxeles. 
9.5 S´ıntesis del Cap´ıtulo 
El objetivo de este cap´ıtulo ha sido introducir el proceso de adquisicio´n de ima´genes 
digitales. El cap´ıtulo ha comenzado con la explicacio´n del pipeline para la generacio´n de 
ima´genes en ca´maras digitales. Se ha hecho especial hincapie´ en los elementos del pipeline 
que podr´ıan estudiarse para el desarrollo de futuras te´cnicas forenses de identiﬁcacio´n 
de la fuente de adquisicio´n. Se ha realizado una explicacio´n sobre la matriz CFA, ya 
que se considera que la especiﬁcacio´n de e´sta junto con el algoritmo de interpolacio´n de 
color utilizado producen las diferencias ma´s signiﬁcativas entre los diferentes modelos de 
ca´mara. De la misma manera, se ha llevado a cabo una descripcio´n de los diferentes tipos 
de sensores, con el ﬁn de aclarar las diferencias en este elemento entre DSCs y ca´maras 
digitales en dispositivos mo´viles. Finalmente, se ha mostrado el pipeline de esca´neres, que, 
a pesar de tener elementos comunes al de una ca´mara digital, diﬁere notablemente. 
Cap´ıtulo 10 
Te´cnicas de Ana´lisis Forense en 
Ima´genes Digitales 
Este cap´ıtulo presenta el estado del arte clasiﬁcando el trabajo relacionado en los 
siguientes grupos: te´cnicas para identiﬁcar la fuente de adquisicio´n de ima´genes, te´cnicas 
de agrupamiento de ima´genes y ataques al ana´lisis forense de ima´genes digitales. Comienza 
con la clasiﬁcacio´n del ana´lisis forense y continu´a con la exposicio´n del trabajo relacionado 
con la identiﬁcacio´n de la fuente de adquisicio´n de ima´genes digitales. Posteriormente, se 
presenta el trabajo relacionado con el agrupamiento de ima´genes. Despue´s, una seccio´n 
muestra la clasiﬁcacio´n de las contramedidas forenses y las investigaciones relacionadas 
con los ataques al ana´lisis forense de ima´genes digitales. Cabe sen˜alar que aunque este 
trabajo se centra en dispositivos mo´viles, en el estado del arte se incluyen referencias a 
te´cnicas sobre ima´genes de todo tipo de dispositivos, ya que el conocimiento de e´stas puede 
ser va´lido para la aplicacio´n o adaptacio´n a ima´genes generadas por dispositivos mo´viles. 
El cap´ıtulo ﬁnaliza con una breve s´ıntesis de lo expuesto en el mismo. 
10.1 Te´cnicas de Ana´lisis Forense en Ima´genes 
En esta seccio´n se describen las principales te´cnicas de ana´lisis forense de ima´genes digitales 
para la identiﬁcacio´n de la fuente de adquisicio´n de la imagen y los principales trabajos 
del estado del arte. Otros compendios de te´cnicas pueden verse en [SWL09], [RSBG11] y 
[SOAGRC+13]. 
De acuerdo a [CFGL08] las tareas de ana´lisis forense de ima´genes digitales se pueden 
dividir en las siguientes categor´ıas: 
•	 Clasiﬁcacio´n basada en la fuente: Tiene como objetivo clasiﬁcar las ima´genes 
de acuerdo a su origen en ca´maras digitales o esca´neres. 
•	 Identiﬁcacio´n de la fuente: Busca determinar el dispositivo espec´ıﬁco que genero´ 
una imagen determinada (marca y modelo). 
•	 Agrupamiento por dispositivo fuente: Dado un grupo de ima´genes se buscan 
los grupos de ima´genes que fueron obtenidas utilizando la misma ca´mara. 
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•	 Recuperacio´n de la historia de procesamiento: Tiene como objetivo recuperar 
la cadena de procesamientos que han sido aplicados a una imagen de una manera no 
maliciosa como, por ejemplo, recortes, ﬁltrados, contrastes, etc. 
•	 Veriﬁcacio´n de integridad o deteccio´n de falsiﬁcaciones: Busca descubrir 
procedimientos maliciosos que se hayan aplicado a las ima´genes como, por ejemplo, 
recorte o adicio´n de objetos a una imagen. 
Esta clasiﬁcacio´n se resume en la Figura 10.1. 
Figura 10.1: Clasiﬁcacio´n de las te´cnicas de ana´lisis forense en ima´genes 
El e´xito de estas te´cnicas depende del supuesto de que todas las ima´genes 
adquiridas por un mismo dispositivo presentan caracter´ısticas intr´ınsecas del mismo. Las 
caracter´ısticas que se usan para identiﬁcar la marca y el modelo de las ca´maras digitales se 
derivan de las diferencias que existen entre las te´cnicas de procesamiento de las ima´genes 
y las tecnolog´ıas de los componentes que se utilizan. El mayor problema con este enfoque 
es que los diferentes modelos de las ca´maras digitales usan componentes de un nu´mero 
reducido de fabricantes, y que los algoritmos que usan tambie´n son muy similares entre 
modelos de la misma marca. Segu´n [VLCEK07] se pueden establecer cuatro grupos de 
te´cnicas para este ﬁn: basadas en la aberracio´n de las lentes, basadas en la interpolacio´n 
de la matriz CFA, basadas en el uso de las caracter´ısticas de la imagen y basadas en las 
imperfecciones del sensor. Adema´s de los anteriores, existe otro grupo de te´cnicas forenses 
a destacar basadas en los metadatos de la imagen. 
10.1.1 Te´cnicas Basadas en Metadatos 
Las ca´maras digitales cuentan con una poderosa fuente de informacio´n que son los 
metadatos embebidos en los archivos de las ima´genes digitales. Los metadatos o “datos 
sobre datos” registran informacio´n relacionada con las condiciones de captura de la imagen, 
como fecha y hora de generacio´n, presencia o ausencia de ﬂash, distancia de los objetos, 
tiempo de exposicio´n, apertura del obturador e informacio´n GPS, etc. En otras palabras, 
informacio´n de intere´s que complementa el contenido principal de un documento digital. 
10.1. T´ alisis Forense en Im´ 111ecnicas de An´ agenes 
La especiﬁcacio´n Exif [Sta10] es el contenedor de metadatos ma´s comu´n en las ca´maras 
digitales [Bae10]. La especiﬁcacio´n Exif incluye cientos de etiquetas, entre las que se 
encuentran marca y modelo, aunque cabe destacar que la propia especiﬁcacio´n no hace 
obligatoria su existencia en los archivos de las ima´genes. 
Las te´cnicas basadas en los metadatos de la imagen son las ma´s sencillas. Existen 
gran cantidad de trabajos enfocados sobre los diferentes tipos de metadatos, tanto para 
la bu´squeda de informacio´n, como para la clasiﬁcacio´n de ima´genes [Pla00] [BL05] [Tes05] 
[RCC+08] [AG11]. Asimismo, los metadatos pueden utilizarse como datos de entrada o 
ayuda para el uso de otras te´cnicas forenses. Por ejemplo, en la aplicacio´n de te´cnicas 
basadas en el contenido de la imagen, los metadatos Exif puede ofrecer una gran cantidad 
y variedad de informacio´n de aspectos te´cnicos, que pueden permitir aumentar las tasas 
de acierto o mejorar los resultados de la aplicacio´n de ciertos algoritmos forenses [BL04] 
[JLLC07] [FKCS11]. 
Sin embargo, estas te´cnicas dependen en gran medida de los metadatos que los 
fabricantes deciden insertar cuando la imagen es generada y en la correccio´n de los mismos. 
En [SOAGGVHC12] y [SOAGGVHC14] se realiza un estudio a fondo sobre este tema. 
Asimismo, este me´todo es el ma´s vulnerable a modiﬁcaciones malintencionadas. 
10.1.2 Te´cnicas Basadas en la Aberracio´n de las Lentes 
Durante el proceso de generacio´n de la imagen en la parte del sistema de lentes 
se pueden introducir aberraciones. Existen diferentes tipos de aberraciones: aberracio´n 
esfe´rica, coma o aberracio´n coma´tica, astigmatismo, curvatura de campo, distorsio´n radial 
y distorsio´n croma´tica. La distorsio´n radial es la que ma´s consecuencias tiene sobre la 
imagen, especialmente en las ca´maras que usan lentes baratas de gran angular. La mayor´ıa 
de ca´maras digitales usan este tipo de lentes por cuestiones de coste. 
En [Cho06] se propone la distorsio´n radial de la lente como te´cnica para la identiﬁcacio´n 
de la fuente. Los autores concluyen que cada modelo de ca´mara expresa un unico patr´´ on 
de distorsio´n radial que ayuda a identiﬁcarla de manera unica. En los experimentos se ´
utilizaron tres ca´maras diferentes y obtuvieron como resultado una precisio´n del 87 % al 
91 % en la identiﬁcacio´n de la fuente. 
En [VEK07] se propone la aberracio´n croma´tica lateral como te´cnica para la 
identiﬁcacio´n de la fuente. Los autores realizan distintos tipos de experimentos utilizando 
conjuntos no numerosos de ca´maras con ima´genes no modiﬁcadas, modiﬁcadas o con 
recortes aleatorios en regiones de la imagen. En el experimento en el que se usaron tres 
ca´maras de diferentes marcas se obtuvo una precisio´n del 86,67 % en la identiﬁcacio´n de 
la fuente. Finalmente, se concluye que esta te´cnica no es adecuada para la identiﬁcacio´n 
de la fuente de distintos modelos de ca´mara de la misma marca. 
10.1.3 Te´cnicas Basadas en la Interpolacio´n de la Matriz CFA 
Algunos autores consideran que la eleccio´n de la matriz de colores CFA y la 
especiﬁcacio´n de los algoritmos de interpolacio´n croma´tica generan algunas de las 
diferencias ma´s marcadas entre los diferentes modelos de ca´maras [BSM06] [CAS+06] 
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[LH06] [BSM08]. 
Las ca´maras comerciales tienen un solo sensor en lugar de varios sensores para cada 
componente del color. En esencia, la interpolacio´n croma´tica introduce un tipo espec´ıﬁco 
de correlacio´n entre los valores de colores de los p´ıxeles de la imagen. La forma espec´ıﬁca 
de estas dependencias se pueden extraer de las ima´genes para diferenciar los algoritmos 
de interpolacio´n croma´tica y as´ı determinar marca y modelo de la ca´mara que genero´ una 
imagen. 
En [LH06] se utilizan las correlaciones entre p´ıxeles en el proceso de identiﬁcacio´n de 
la fuente. Para la clasiﬁcacio´n utilizan redes neuronales. Se prueba el me´todo para cuatro 
ca´maras y la tasa de acierto oscila entre el 95 % y el 100 %, con una tasa media del 98,25 %. 
Tambie´n se realizan pruebas para ima´genes modiﬁcadas, con resultados de un 80 % de ´exito 
para una compresio´n JPEG del 80 %. Dado que las ca´maras del mismo fabricante utilizan 
el mismo algoritmo de interpolacio´n croma´tica, esta te´cnica no es eﬁciente para diferenciar 
entre distintos modelos del mismo fabricante. Asimismo, no se obtienen buenos resultados 
cuando las ima´genes han sido modiﬁcadas o tienen un nivel alto de compresio´n. 
En [CAS+06] se utiliza un conjunto de medidas de similitud binarias como me´tricas 
para estimar la semejanza entre los planos de bits de una imagen. En este estudio se 
utilizan 108 medidas de similitud binarias. Los experimentos realizados con esta te´cnica 
para clasiﬁcar 3 grupos de ca´maras obtienen un porcentaje de e´xito entre el 81 % y el 98 %, 
mientras que para un grupo de 9 ca´maras la precisio´n desciende al 62 %. Claramente se 
puede apreciar que los resultados del me´todo dependen del nu´mero de ca´maras utilizadas 
en los experimentos. 
En [BSM08] se presenta un algoritmo para identiﬁcar y clasiﬁcar las operaciones de 
interpolacio´n croma´tica. La propuesta se basa en dos me´todos para realizar el proceso de 
clasiﬁcacio´n: el primer me´todo utiliza un algoritmo para analizar la correlacio´n del valor 
de cada p´ıxel con los valores de sus vecinos y el segundo me´todo realiza un ana´lisis de las 
diferencias entre p´ıxeles. Se realizan experimentos con diferentes nu´meros de ca´maras y 
distintos tipos de ima´genes. Los resultados obtenidos en la identiﬁcacio´n de la fuente de 
una imagen var´ıan entre el 84,8 % y el 92,56 % de tasa de acierto medio. 
En [CK10] se presenta una te´cnica para la identiﬁcacio´n de la fuente basada en la 
informacio´n del proceso de interpolacio´n de la matriz CFA y una comparativa con otras 
te´cnicas. Esta te´cnica presenta tres nuevos grupos de caracter´ısticas de interpolacio´n 
croma´tica: pesos, EC y NGS. Dado que el nu´mero de caracter´ısticas es muy alto se 
realiza un proceso ERE para disminuir el nu´mero de las mismas. Se realizan distintos 
experimentos utilizando clasiﬁcadores 1NN y PSVM. Los resultados utilizando 15 ca´maras 
de 4 fabricantes distintos y 11 modelos diferentes (hay ca´maras de la misma marca y mismo 
modelo), con una reduccio´n a 20 caracter´ısticas y un clasiﬁcador PSVM, obtienen unos 
resultados de acierto medio del 99,4 % para la distincio´n de la marca y un 94,8 % para la 
del modelo. 
En [HAZG10] se proponen cuatro algoritmos que utilizan aspectos basados en la 
correlacio´n entre canales. Estos algoritmos calculan mapas de varianza y los clasiﬁcan 
utilizando 1NN. En los experimentos para la identiﬁcacio´n de la fuente de la imagen se 
utilizan cuatro ca´maras de tres fabricantes distintos y 50 ima´genes de cada una (25 para 
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entrenar y 25 para pruebas). Los resultados muestran un acierto medio del 94,5 % y los 
autores concluyen que la correlacio´n entre canales ofrece un enfoque complementario a 
trabajos anteriores que tratan correlaciones entre los p´ıxeles introducidas por el proceso 
de interpolacio´n croma´tica. 
10.1.4 Te´cnicas Basadas en las Caracter´ısticas de las Ima´genes 
Estas te´cnicas utilizan un conjunto de caracter´ısticas extra´ıdas del contenido de la 
imagen para hacer la identiﬁcacio´n de la fuente. Estas caracter´ısticas se dividen en tres 
grupos: caracter´ısticas de color, me´tricas de calidad de la imagen IQM y estad´ısticas del 
dominio wavelet. 
En [TLL07] se propone un me´todo de identiﬁcacio´n de la fuente utilizando las 
siguientes caracter´ısticas: color, calidad de la imagen y dominio de la frecuencia. En el 
estudio adoptan la transformada wavelet como me´todo para calcular las estad´ısticas del 
dominio wavelet y utilizan SVM para la clasiﬁcacio´n. En los experimentos realizados se 
usan ca´maras digitales y dispositivos mo´viles. Los resultados obtenidos en los distintos 
experimentos arrojan unos resultados entre el 61,7% y el 99,72% de acierto. 
En [MSGW08] se extiende la identiﬁcacio´n de la fuente a diferentes dispositivos tales 
como tele´fonos mo´viles con ca´mara integrada, ca´maras digitales, esca´neres y computadores. 
En esta propuesta se usan las diferencias en el proceso de adquisicio´n de la imagen de los 
dispositivos para formar dos grupos de caracter´ısticas: coeﬁcientes de interpolacio´n de 
color y caracter´ısticas de ruido. En los experimentos se utilizan cinco modelos de tele´fonos 
mo´viles, cinco modelos de ca´maras digitales y cuatro modelos de esca´neres para identiﬁcar 
el tipo de fuente. En los resultados globales se obtiene un 93,75 % de precisio´n. En el 
ana´lisis de identiﬁcacio´n de marca y modelo de tele´fonos mo´viles se obtiene una precisio´n 
del 97,7 % para los cinco modelos. 
En [WGKM09] se propone un me´todo para la identiﬁcacio´n de la ca´mara fuente 
mediante la extraccio´n y clasiﬁcacio´n de las estad´ısticas de las caracter´ısticas wavelets. 
Finalmente se obtiene 216 caracter´ısticas wavelet de primer orden y 135 caracter´ısticas 
de co-ocurrencia de segundo orden. Se seleccionan las caracter´ısticas ma´s representativas 
utilizando un algoritmo SFFS y se clasiﬁcan utilizando SVM. Se consigue una media de 
identiﬁcacio´n del 98 % para el conjunto de todas las ca´maras y una tasa de acierto media 
del 96,9 % para las tres ca´maras del mismo modelo. 
En [HLZ10] se realizan experimentos con las caracter´ısticas de las ima´genes para la 
identiﬁcacio´n de la fuente ma´s usuales: wavelet, color, IQM, caracter´ısticas estad´ısticas 
de la diferencia de ima´genes y caracter´ısticas estad´ısticas de prediccio´n de errores. En los 
experimentos se proponen distintas combinaciones de los distintos tipos de caracter´ısticas 
y SVM para la clasiﬁcacio´n de los distintos dispositivos. Se utilizan diez ca´maras diferentes 
de cuatro fabricantes distintos con 300 ima´genes de cada ca´mara (150 para entrenamiento 
y 150 para probar) y de una resolucio´n de 1024×1024. Utilizando todas las caracter´ısticas 
se obtiene un resultado de acierto medio del 92 %. Asimismo, se realizan experimentos 
para comprobar la robustez ante tres de las manipulaciones ma´s comunes en ima´genes 
digitales: la compresio´n JPEG, el recorte y el escalado. Las conclusiones ﬁnales de este 
trabajo son que algunos de los conjuntos de caracter´ısticas ofrecen buenas tasas de aciertos 
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para ima´genes intactas, pero no para las que tienen modiﬁcaciones. Tambie´n se concluye 
que distintos tipos de manipulaciones tienen efectos diferentes sobre las tasas de acierto 
de los distintos conjuntos de caracter´ısticas. 
En [OA11] se plantea una te´cnica para la identiﬁcacio´n de la fuente de una imagen 
utilizando los modelos estad´ısticos para ridgelet y sub-bandas contourlet. Tras la extraccio´n 
de las caracter´ısticas se aplica un algoritmo SFFS para seleccio´n de caracter´ısticas y SVM 
para la clasiﬁcacio´n. El m´ ´ ´etodo basado en wavelets considera 216 caracterısticas utiles 
so´lo para la representacio´n de una dimensio´n, el enfoque basado en ridgelets toma 48 
caracter´ısticas y la aproximacio´n de contourlets contempla un total de 768 caracter´ısticas. 
En los experimentos realizados con tres ca´maras de distintos fabricantes se obtienen 
porcentajes de acierto entre el 99,5 % y el 99,8 %. Los contourlets y ridgelets no so´lo 
son efectivos para diferenciar entre modelos de ca´maras, sino tambie´n para diferenciar 
entre ima´genes naturales o producidas por computador, o para diferenciar ima´genes de 
esca´neres de la misma marca. De cualquier manera los autores consideran que se pueden 
implementar mejoras experimentando con diferentes algoritmos de seleccio´n. 
En [LLC+12] se propone un me´todo que emplea la densidad marginal de los coeﬁcientes 
de la Transformada Coseno Discreta (DCT) en las coordenadas de frecuencia baja y las 
caracter´ısticas de densidad del vecindario en el domino DCT. Adicionalmente, se utiliza 
el agrupamiento jera´rquico y SVM para detectar la fuente de adquisicio´n de las ima´genes. 
En los experimentos realizados con ima´genes pertenecientes a cinco modelos de tele´fonos 
inteligentes de cuatro fabricantes, se obtiene entre el 86,36 % y el 99,91 % de acierto, 
alcanza´ndose los mejores resultados con un nu´cleo SVM lineal. 
10.1.5 Te´cnicas Basadas en el Uso de las Imperfecciones del Sensor 
Estas te´cnicas se basan en el estudio de las huellas que los defectos del sensor pueden 
dejar sobre las ima´genes. Estas te´cnicas se dividen en dos ramas: defectos de p´ıxel y SPN. 
En la primera se estudian los defectos de p´ıxel, p´ıxeles calientes, p´ıxeles muertos, defectos 
de ﬁla o columna y los defectos de grupo. En la segunda se construye un patro´n del ruido 
promediando los mu´ltiples residuos de ruido obtenidos mediante algu´n ﬁltro de eliminacio´n 
de ruido. La presencia del patro´n se determina utilizando algu´n me´todo de clasiﬁcacio´n 
como correlacio´n o ma´quinas SVM. 
En [GBK+01] se estudian los defectos de los p´ıxeles en los sensores CCD, centra´ndose 
en la evaluacio´n de diferentes caracter´ısticas para examinar las ima´genes e identiﬁcar la 
fuente: defectos del sensor CCD, formato de los archivos usados, ruido introducido en la 
imagen y marcas de agua introducidas por el fabricante de la ca´mara. Entre los defectos 
del sensor CCD considerados se encuentran los puntos calientes, los p´ıxeles muertos, los 
defectos en grupo y los defectos de ﬁla o columna. En los resultados se observa que cada 
una de las ca´maras tiene un patro´n de defecto diferente. Sin embargo, tambie´n se sen˜ala 
que el nu´mero de defectos en los p´ıxeles para una ca´mara es diferente entre fotos y var´ıa 
demasiado en funcio´n del contenido de la imagen. Asimismo, se revela que el nu´mero de 
defectos cambia con la temperatura. Por ´ nala que las c´ultimo, el estudio se˜ amaras con 
CCD de alta calidad no tienen este tipo de problema. Tambie´n es cierto que la mayor´ıa 
de las ca´maras tienen mecanismos adicionales para compensar este tipo de problemas. Al 
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considerar u´nicamente los defectos de los sensores CCD este estudio no es aplicable al 
ana´lisis de ima´genes generadas por dispositivos mo´viles. 
En [LFG06] se analiza el patro´n de ruido del sensor de un conjunto de ca´maras, el cual 
funciona como una huella dactilar, permitiendo la identiﬁcacio´n unica de cada c´´ amara. 
Para obtener este patro´n se realiza un promedio del ruido obtenido a partir de diferentes 
ima´genes utilizando un ﬁltro de eliminacio´n de ruido. Para identiﬁcar la ca´mara a partir 
de una imagen dada, se considera el patro´n de referencia como una marca de agua cuya 
presencia en la imagen es establecida mediante un detector de correlacio´n. El estudio se 
realiza con aproximadamente 320 ima´genes procedentes de 9 ca´maras (2 son exactamente 
del mismo modelo) y se obtienen buenos resultados. Cabe destacar que este porcentaje de 
e´xito se debe a que en los experimentos los autores utilizan el mismo conjunto de ima´genes 
para calcular el patro´n de referencia y las correlaciones. Tambie´n se demuestra que este 
me´todo esta´ afectado por algoritmos de procesamiento de la imagen, como la compresio´n 
JPEG y la correccio´n gamma. Segu´n [VLCEK07] los resultados para fotograf´ıas recortadas 
no son satisfactorios. Asimismo, en esta te´cnica las ima´genes de las que se extrae el patro´n 
de referencia tienen que tener el mismo taman˜o que las ima´genes a probar. 
En [CESR12] se propone un enfoque para la identiﬁcacio´n fuente de la ca´mara 
considerando escenarios abiertos, donde, a diferencia de los escenarios cerrados, no se 
da por sentado contar con acceso a todas las posibles ca´maras. Esta propuesta comprende 
tres fases: deﬁnicio´n de las regiones de intere´s, determinacio´n de las caracter´ısticas e 
identiﬁcacio´n de la ca´mara fuente. Las diferentes regiones de las ima´genes pueden contener 
informacio´n distinta sobre la huella digital de la ca´mara fuente. Este enfoque, en contraste 
con otros, considera nueve a´reas de intere´s (ROI) y no so´lo la regio´n central de la imagen. 
El uso de las regiones de intere´s facilita trabajar con ima´genes de diferentes resoluciones. 
Para determinar las caracter´ısticas se calcula el SPN para cada uno de los canales R, G, B 
e Y (luminancia), genera´ndose un total de 36 caracter´ısticas para representar cada imagen. 
Despue´s, las ima´genes tomadas por la ca´mara bajo investigacio´n son etiquetadas como 
clase positiva y las tomadas por las ca´maras disponibles restantes como clases negativas. 
En la fase de entrenamiento de la SVM se calcula el hiper-plano que separa los casos 
positivos y negativos. Posteriormente, se tienen en cuenta las clases desconocidas del 
escenario abierto, moviendo el hiper-plano generado hacia las clases positivas o hacia las 
clases negativas. Mediante el movimiento del hiper-plano se puede variar el margen para 
determinar si una imagen pertenece a una clase u otra. A este proceso se le denomina 
modelado de l´ımites de decisio´n. En los experimentos se utiliza un conjunto de 25 ca´maras 
digitales de 9 fabricantes, 150 ima´genes de cada ca´mara en formato JPEG con diferentes 
conﬁguraciones de luz, zoom y ﬂash. Los resultados de los experimentos muestran una 
precisio´n del 94,49 %, del 96,77 % y del 98,10 %, utilizando conjuntos abiertos con 2/25, 
5/25, y 15/25 ca´maras, respectivamente, deﬁniendo un conjunto abierto x/y como el 
conjunto de y ca´maras donde x ca´maras son conocidas y utilizadas para entrenar e x − y 
son las ca´maras desconocidas, cuyas ima´genes junto con las de las ca´maras conocidas son 
utilizadas en la fase de prediccio´n. 
[dOCSE+14] es una extensio´n del art´ıculo, donde adema´s de presentar las otras te´cnicas 
y algoritmos, se realizan nuevos experimentos. En los experimentos realizados se utilizan 
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13.210 ima´genes de 400 ca´maras (so´lo se ten´ıa acceso f´ısico a 25 ca´maras, el resto son 
ima´genes descargadas de Flickr) y los mejores resultados obtienen tasas de acierto del 
96,56 %, 97,34 %, 96,80 % y del 97,18 %, utilizando conjuntos abiertos con 2/25, 5/25, 
10/25 y 15/25 ca´maras, respectivamente. 
10.2 Te´cnicas de Agrupamiento de Ima´genes Digitales 
El objetivo del ana´lisis de grupos o agrupamiento es clasiﬁcar una coleccio´n de objetos 
en clases representativas llamadas grupos, sin informacio´n a priori, de forma que los objetos 
pertenecientes a cada grupo guarden una mayor similitud con respecto a los objetos de 
otros grupos. 
De acuerdo a la clasiﬁcacio´n de algoritmos de agrupamiento propuesta en [Rok10], se 
encuentran los me´todos jera´rquicos cuyo propo´sito es lograr una estructura denominada 
dendograma (Figura 10.2), que representa el agrupamiento de los objetos de acuerdo a 
sus niveles de similitud. Este agrupamiento puede realizarse de forma aglomerativa o 
divisiva. El agrupamiento aglomerativo considera inicialmente a cada objeto como una 
clase independiente hasta, de forma iterativa, lograr agrupar todos los objetos en una 
clase u´nica. El agrupamiento de forma divisiva se basa en la idea de partir de una sola 
clase hasta lograr separar todos los objetos en clases individuales. 
Tambie´n existen los algoritmos de particionamiento, en donde iniciando de una 
particio´n, el algoritmo se encarga de mover objetos de un grupo a otro hasta minimizar 
cierto criterio de error. Dentro de esta categor´ıa el me´todo ma´s famoso es el k-means; 
sin embargo, la mayor´ıa de estos me´todos requieren conocer de antemano el nu´mero de 
grupos, por lo cual no son muy utilizados en temas de ana´lisis forense de ima´genes. 
Figura 10.2: Ejemplo de dendograma 
Existen otros algoritmos de agrupamiento como: [Zah71] que produce grupos por medio 
de grafos, [BR93] basado en la densidad donde los puntos dentro de un grupo vienen dados 
por cierta funcio´n de probabilidad, grupos basados en modelos como a´rboles de decisio´n 
[Fis87] o redes neuronales [VA00] y agrupamiento con me´todos de soft-computing como 
agrupamiento difuso [HKKR99], me´todos evolutivos de agrupamiento y recocido simulado 
en agrupamiento [SA91]. En [XW05] se muestra una amplia revisio´n de los distintos tipos 
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de algoritmos de agrupamiento, as´ı como una extensa revisio´n de los enfoques utilizados 
sobre este tema en el estado del arte. Entre otros aspectos se concluye que no existe 
un algoritmo de agrupamiento universal para resolver cualquier tipo de problema y, por 
tanto, los enfoques de agrupamiento para cada campo o situacio´n pueden ser totalmente 
diferentes. Asimismo, se destaca la importancia de la fase de seleccio´n y extraccio´n de las 
caracter´ısticas de los elementos a clasiﬁcar. 
Existen trabajos previos sobre agrupamiento de ima´genes por me´todos sin supervisio´n, 
todos ellos consideran el ruido SPN como el criterio ma´s ﬁable para representar la huella 
digital de un dispositivo. Ma´s concretamente, utilizan el ruido PRNU como huella y la 
correlacio´n normalizada como medida de similitud para lograr el agrupamiento de ima´genes 
por dispositivo. 
En [LLHC10] se utiliza una te´cnica de clasiﬁcacio´n con aprendizaje no supervisado 
donde mediante la maximizacio´n de grafos se logra un agrupamiento. El agrupamiento se 
realiza a partir de grafos no dirigidos con pesos, comenzando con una matriz de aﬁnidad 
donde los pesos de conexio´n entre ve´rtices es el valor de correlacio´n entre cada SPN, 
iniciando en un nodo aleatorio. En cada iteracio´n conectan los nodos restantes y eligen los 
nodos ma´s cercanos al central obteniendo una nueva matriz de aﬁnidad en cada paso. El 
algoritmo se detiene cuando el nu´mero de nodos ma´s cercanos es menor a un para´metro 
k. Posteriormente, el grafo es particionado hasta el punto en donde la similitud en un 
conjunto sea ma´xima y mı´nima con respecto a otros conjuntos. 
En [Li10b] se realizan agrupamientos mediante campos markovianos aleatorios. Se 
propone un algoritmo de agrupamiento partiendo de una matriz que contiene todas las 
correlaciones entre SPNs de diversas ca´maras. En cada iteracio´n el algoritmo agrupa dentro 
de clases los SPN ma´s similares haciendo uso de las caracter´ısticas locales de los campos 
markovianos aleatorios y asigna una nueva etiqueta de clase a cada SPN maximizando 
una funcio´n de probabilidad. El criterio para detener el algoritmo se cumple cuando no 
hay cambios en las etiquetas despue´s de cierto nu´mero de iteraciones. 
El algoritmo propuesto en [CAPI10] utiliza agrupamiento jera´rquico para agrupar las 
ima´genes. Previo al algoritmo de agrupamiento, los autores aplican una funcio´n de mejora 
del ruido del sensor, que fortalece los componentes bajos y atenu´a los componentes altos 
en el dominio wavelet, con la ﬁnalidad de eliminar los detalles de la escena en el mismo. 
Con una matriz de similitud que contiene todas las correlaciones entre los diferentes SPN y 
tomando como punto de partida a cada imagen como un grupo u´nico, el algoritmo agrupa 
los dos grupos con un valor de correlacio´n ma´s alta formando un solo grupo y actualiza 
la matriz con una nueva ﬁla y columna que vienen a sustituir las ﬁlas y columnas de los 
grupos agrupados. El criterio de enlace elegido para mezclar dos grupos fue el de enlace 
promedio. En cada iteracio´n del algoritmo se almacena en una particio´n el estado de los 
grupos en ese momento y se calcula el coeﬁciente silueta global. Al ﬁnal del algoritmo se 
elige la particio´n cuyo valor del coeﬁciente silueta sea mı´nimo. El nu´mero de grupos en ese 
punto deber´ıa corresponder al nu´mero de dispositivos que existen inicialmente, as´ı como 
el contenido de cada grupo a los SPN de cada dispositivo. Los autores realizan una etapa 
de entrenamiento con el algoritmo descrito y una etapa de clasiﬁcacio´n para las ima´genes 
restantes. Para ello basta obtener el promedio de los SPN por cada grupo y compararlos 
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contra las ima´genes restantes; la imagen se clasiﬁcara´ dentro del grupo cuya correlacio´n 
sea ma´s alta. 
10.3 Ataques al Ana´lisis Forense de Ima´genes 
En comparacio´n con el destacado papel de las ima´genes digitales en la sociedad 
multimedia de hoy en d´ıa, la investigacio´n en el campo de la autenticidad de la imagen 
se encuentra todav´ıa en una fase muy preliminar. La mayor´ıa de las publicaciones en 
este campo emergente todav´ıa carecen de discusiones rigurosas y robustas contra los 
falsiﬁcadores estrate´gicos [GKWB07]. 
El ´ que se encarga de estudiar ataques a las t´ de ana´lisis forense dearea ecnicas 
ima´genes es conocida como contramedidas forenses (del ingle´s counter-forensics). Los 
ataques contra los algoritmos forenses de ima´genes digitales son aquellas te´cnicas cuyo 
objetivo es confundir sistema´ticamente a los procedimientos de identiﬁcacio´n de la fuente 
de la imagen o de deteccio´n de manipulaciones maliciosas en las ima´genes. Estos ataques 
pueden tener uno de los siguientes objetivos: camuﬂaje de post-procesamientos maliciosos 
sobre la imagen o manipulacio´n de la identiﬁcacio´n de la fuente (destruccio´n o falsiﬁcacio´n). 
Un esquema de esta clasiﬁcacio´n se aprecia en la Figura 10.3. 
Figura 10.3: Clasiﬁcacio´n de las contramedidas forenses 
10.3.1 El Camuﬂaje de Post-Procesamientos 
Estas te´cnicas tienen como objetivo ocultar la existencia de algu´n proceso aplicado a 
una imagen analizando los rasgos que e´stos dejan sobre la imagen durante su aplicacio´n 
para as´ı poder contrarrestarlos. En [PF05] se estudian las dependencias introducidas 
durante el re-dimensionamiento o la rotacio´n de las ima´genes. En [LF03] se estudian los 
coeﬁcientes estad´ısticos de los JPEG para detectar la re-compresio´n. En [CSS07] se analiza 
la fase de congruencia para detectar la composicio´n de ima´genes a trave´s del recortado y 
pegado de diferentes ima´genes. 
En [GKWB07] se presenta una propuesta para ocultar el proceso de re-muestreo. El 
re-muestreo es el redimensionamiento con interpolacio´n de las ima´genes. Este proceso 
es muy comu´n en las operaciones primitivas de ima´genes como escalamiento y rotacio´n. 
Los algoritmos detectores de re-muestreo se basan en la bu´squeda de las dependencias 
sistema´ticas y perio´dicas entre p´ıxeles vecinos insertadas cuando se aplica la operacio´n de 
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re-muestreo. Para ocultar el re-muestreo es necesario romper las equidistancias perio´dicas 
introduciendo distorsiones geome´tricas conocidas como ataques de marca de agua. En este 
caso se superpone un vector de distorsio´n aleatoria a las posiciones de cada p´ıxel donde un 
para´metro determina el grado de distorsio´n introducido. Para evitar generar caracter´ısticas 
visibles en la imagen como ruido se debe modular la fuerza de la distorsio´n empleando dos 
detectores de bordes: uno en direccio´n vertical y otro en direccio´n horizontal. 
10.3.2 Manipulacio´n de la Identiﬁcacio´n de la Fuente 
As´ı como para el proceso de identiﬁcacio´n de la fuente se usa la extraccio´n del ruido del 
sensor en la imagen, un contraataque lo´gico para esta te´cnica consta de la eliminacio´n del 
ruido del sensor. Dando un paso ma´s se puede pensar tambie´n en la posibilidad de eliminar 
el ruido del sensor de la imagen y sustituirlo por el ruido del sensor que pertenezca a otra 
ca´mara. 
10.3.2.1 Destruccio´n de la Identidad de una Imagen 
En [GKWB07] se demuestra que la diferencia de las caracter´ısticas del dominio wavelet 
de las ima´genes no es suﬁciente para eliminar el ruido de una imagen. Adema´s, este 
procedimiento deja rastros visibles sobre la imagen. Existe otro me´todo bastante conocido 
para la eliminacio´n del ruido de una imagen llamado correccio´n de sensibilidad. Este 
me´todo es usado t´ıpicamente en astronomı´a o en el proceso de escaneado de planos para 
mejorar la calidad de las ima´genes. La correccio´n de sensibilidad se realiza en base a los 
principales componentes del ruido de la imagen: el ruido de patro´n ﬁjo o FPN y el ruido de 
respuesta no uniforme o PRNU. El ruido FPN se calcula en te´rminos de un marco oscuro 
d promediando K ima´genes xoscura capturadas en un ambiente completamente oscuro que 
se puede emular cubriendo completamente la lente de la ca´mara. 
El ruido PRNU se calcula en te´rminos de un marco plano f promediando L ima´genes 
xiluminada de una escena iluminada homoge´neamente. A las L ima´genes se les elimina el 
ruido FPN mediante la resta del marco oscuro d antes de promediarlas. 
Como se describe en [LFG06] [GKWB07], los atacantes pueden intentar evitar la 
identiﬁcacio´n correcta de la fuente, ya que existe la posibilidad de eliminar y extraer 
la huella de una imagen. La destruccio´n de la huella de una imagen x generada con una 
ca´mara espec´ıﬁca se realiza con la Ecuacio´n 10.1 restando a la imagen original x el marco 
oscuro d y dividiendo el resultado de la diferencia por el marco plano f . 
x − d 
x˜ =	 (10.1)
f 
A pesar de que los resultados obtenidos con esta te´cnica son buenos, hay algunos 
inconvenientes: 
•	 Llevar a cabo una perfecta correccio´n de sensibilidad en un gran nu´mero de fotos es 
dif´ıcil ya que los para´metros para calcular el PRNU y el FPN deben coincidir con 
los de la imagen a atacar. 
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•	 En la propuesta se asume que el atacante puede tener acceso a la ca´mara fuente 
de la imagen x para generar los marcos oscuros y planos y e´ste no es un escenario 
pro´ximo a la realidad. 
Existen otras posibilidades menos robustas para destruir la identidad que en ciertos 
casos podr´ıan ser efectivas ya que no necesitan contar con ima´genes procedentes de la 
ca´mara origen para generar el marco oscuro y el marco plano, pero a cambio de esta 
facilidad la calidad de la imagen puede verse reducida y podr´ıan introducirse algunos 
rasgos visuales. Por ejemplo, es posible rotar la imagen unos pocos grados, escalar la 
imagen o aplicar un ﬁltro de desenfoque gaussiano. 
10.3.2.2 Falsiﬁcacio´n de la Identidad de una Imagen 
De igual forma que se puede eliminar el ruido en una imagen haciendo uso de la te´cnica 
de correccio´n de sensibilidad, se puede inyectar el ruido de la imagen de otra ca´mara 
diferente mediante la correccio´n de sensibilidad inversa con la Ecuacio´n 10.2 [GKWB07]: 
y˜ = x˜ · ffalsa + dfalsa	 (10.2) 
donde ffalsa y dfalsa corresponden a la ca´mara que se pretende plagiar y x˜ es la imagen 
original sin ruido. 
En [SLFK10] se propone el Algoritmo 8 para falsiﬁcar la identidad de una ca´mara. 
Algoritmo 8: Falsiﬁcacio´n de la identidad de una ca´mara
 
1 
2 
3 
Calcular el promedio de las huellas F (C1) de la ca´mara C1 con la que se atacara´;
 
Tomar una fotograf´ıa P con la segunda ca´mara C2;
 
Sumar F (C1) a la fotograf´ıa P ;
 
En el caso de que las dimensiones de F (C1) y P no coincidan, es necesario aplicar un 
recorte o una reconstruccio´n para igualar el taman˜o de las ima´genes. 
Tambie´n se propone una mejora al algoritmo de falsiﬁcacio´n anterior para enmascarar 
los rasgos de la ca´mara C2. Esta te´cnica se presenta en el Algoritmo 9. 
Algoritmo 9: Falsiﬁcacio´n de la identidad de una ca´mara para ima´genes con 
dimensiones diferentes 
1 
2 
3 
4 
5 
Calcular el promedio de las huellas F (C1) de la ca´mara C1 con la que se atacara´;
 
Calcular el promedio de las huellas F (C2) de la ca´mara C2;
 
Sumar F (C1) a la fotograf´ıa P ;
 
Tomar una fotograf´ıa P con la ca´mara C2;
 
Restar F (C2) a P ;
 
Al restar F (C2) se trata de eliminar la correlacio´n entre la fotograf´ıa P y la ca´mara 
C2. 
121 10.4. S´ıntesis del Cap´ıtulo 
10.4 S´ıntesis del Cap´ıtulo 
En este cap´ıtulo se ha revisado el trabajo relacionado con las dos l´ıneas de investigacio´n 
principales de esta tesis: la identiﬁcacio´n de la fuente de adquisicio´n de ima´genes digitales 
tanto en escenarios abiertos como cerrados, as´ı como los posibles ataques que las te´cnicas 
de identiﬁcacio´n de la fuente pueden sufrir. 

Cap´ıtulo 11 
Identiﬁcacio´n de la Fuente de 
Adquisicio´n de Ima´genes Basada 
en el Uso de Caracter´ısticas de la 
Imagen 
La identiﬁcacio´n del tipo de dispositivo o la marca y el modelo de la fuente de la imagen 
son dos ramas importantes del ana´lisis forense de las ima´genes digitales. En este cap´ıtulo 
se abordan ambas con un enfoque basado en la extraccio´n de caracter´ısticas del contenido 
de las ima´genes y la clasiﬁcacio´n mediante ma´quinas de soporte vectorial. 
Este cap´ıtulo esta´ estructurado como sigue: En primer lugar se presenta la 
especiﬁcacio´n de la te´cnica propuesta para la identiﬁcacio´n de la fuente de adquisicio´n 
de ima´genes (tipo de fuente o marca y modelo de origen) basada en la extraccio´n de 
caracter´ısticas del contenido de la imagen y los diferentes conjuntos de caracter´ısticas 
(Ruido, Color, IQM y Wavelets). A continuacio´n se realiza un conjunto de experimentos 
para la identiﬁcacio´n del tipo de dispositivo y la identiﬁcacio´n de la fuente de adquisicio´n 
de la imagen. El cap´ıtulo ﬁnaliza con una breve s´ıntesis de lo expuesto en el mismo. 
11.1 Generalidades 
Como se ha observado en los trabajos relacionados existe un gran variedad de 
caracter´ısticas clasiﬁcadas en tipos segu´n su base de obtencio´n. Un algoritmo de 
identiﬁcacio´n de la fuente basado en caracter´ısticas no obtiene mejores resultados 
´ umero de ellas. De hecho puede darse el caso de que al unicamente por tener mayor n´
utilizar un mayor nu´mero de caracter´ısticas los resultados empeoren. La base para que un 
algoritmo obtenga buenos resultados es una conjuncio´n de muchos factores entre los que 
destacan la eleccio´n de caracter´ısticas que realmente determinen la identidad de la imagen, 
la eleccio´n de un nu´mero de caracter´ısticas adecuado y la eleccio´n de un buen me´todo de 
clasiﬁcacio´n. Desgraciadamente, muchas veces so´lo la experimentacio´n con ima´genes reales 
puede ofrecer datos sobre los resultados de un algoritmo basado en las caracter´ısticas. 
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La te´cnica propuesta para la identiﬁcacio´n de la fuente de adquisicio´n de una 
imagen (tipo de fuente o marca y modelo de la fuente) esta´ basada en la extraccio´n 
de caracter´ısticas del contenido de la propia imagen. 
La contribucio´n principal a esta te´cnica es un nuevo enfoque de generacio´n de 
caracter´ısticas en el que se combinan el patro´n del ruido del sensor, las caracter´ısticas de 
color, las me´tricas de calidad de la imagen y las caracter´ısticas wavelets. La combinacio´n de 
estas caracter´ısticas permite la identiﬁcacio´n de ima´genes de diferentes tipos de dispositivos 
(ima´genes de dispositivos mo´viles, ima´genes obtenidas de un esca´ner e ima´genes generadas 
por computador) y la identiﬁcacio´n de marca y modelo en ima´genes de dispositivos mo´viles. 
Dependiendo de la naturaleza de la obtencio´n de las mismas, el conjunto de 
caracter´ısticas a utilizar puede clasiﬁcarse en cuatro grandes grupos: 
• Caracter´ısticas del ruido (16 caracter´ısticas). 
• Caracter´ısticas del color (12 caracter´ısticas). 
• IQM (40 caracter´ısticas). 
• Wavelets (81 caracter´ısticas). 
Para la identiﬁcacio´n se utilizan 2 conjuntos de ima´genes: ima´genes de fuentes 
conocidas para entrenar el clasiﬁcador SVM [HCL03] y otro conjunto de ima´genes de 
fuentes desconocidas que se utilizara´n en la fase de prediccio´n para averiguar su fuente de 
adquisicio´n. 
Sobre la parte de la clasiﬁcacio´n en [MST94] se realiza un estudio de diferentes me´todos 
de clasiﬁcacio´n como pueden ser los clasiﬁcadores basados en distancias, los clasiﬁcadores 
bayesianos, redes neuronales, los algoritmos de agrupamiento y los clasiﬁcadores SVM. 
Como puede verse en el estado del arte, el uso de clasiﬁcadores SVM es ampliamente 
utilizado para estos menesteres. El nu´cleo utilizado para clasiﬁcar es Non-linear RBF, 
dado que es recomendado cuando no se cuenta con informacio´n a priori de los datos. 
Los para´metros utilizados en el clasiﬁcador SVM son los mismos que los utilizados en 
[RCAGSO+13]. Existen muchas implementaciones de clasiﬁcadores SVM, concretamente 
en este trabajo se opto´ por utilizar la librer´ıa LibSVM [CL13]. 
A continuacio´n se va a realizar un ana´lisis detallado de cada uno de los conjuntos de 
caracter´ısticas citados anteriormente. 
11.1.1 Caracter´ısticas del Ruido 
El proceso de generacio´n de ima´genes suele introducir en ellas varios defectos, los cuales 
crean ruido que aparece en la imagen ﬁnal. Un tipo de ruido es causado por defectos de 
la matriz CFA, entre los cuales se incluyen los defectos de puntos calientes, los p´ıxeles 
muertos, las trampas de p´ıxeles, los defectos de columna y los defectos de grupo. Estos 
defectos causan que dichos p´ıxeles diﬁeran en gran medida de los restantes de la imagen 
original, siendo en muchos casos indiferente que se tenga una u otra imagen, ya que 
este p´ıxel mostrara´ siempre el mismo valor. Por ejemplo, los p´ıxeles muertos aparecera´n 
en la imagen como p´ıxeles negros o los puntos calientes aparecera´n como p´ıxeles muy
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brillantes. El patro´n de ruido en una imagen se reﬁere a cualquier patro´n espacial que no 
cambia de una imagen a otra y es causado por una corriente de oscuridad y el PRNU 
[KMC+07]. Existen distintos ﬁltros para conseguir suavizar el efecto de este ruido, si bien 
es el Gaussiano el ma´s utilizado. Su nu´cleo es separable, permitiendo velocidad de co´mputo; 
elimina los componentes de “alta frecuencia” de la imagen al ser un ﬁltro paso bajo que 
elimina mejor el ruido mientras reduce la borrosidad en los bordes; garantiza resultados no 
negativos (siendo siempre otra imagen va´lida); el grado de suavizado es controlado por el 
para´metro σ (a mayor σ, una suavizacio´n ma´s intensa); ﬁnalmente, produce un suavizado 
ma´s uniforme que otros ﬁltros como el ﬁltro de media. Estas propiedades hacen que sea 
el ﬁltro usado para eliminar el ruido en las ima´genes y posteriormente para obtener las 
distintas caracter´ısticas. 
Uno de los objetivos de esta te´cnica es conseguir un conjunto de caracter´ısticas que 
permita diferenciar entre los distintos tipos de dispositivos. Para ello, como un primer 
paso, se tiene en cuenta que las ca´maras digitales utilizan un conjunto bidimensional de 
sensores mientras que la mayor´ıa de los esca´neres utilizan un conjunto lineal de sensores. 
En el caso de los esca´neres la misma disposicio´n lineal del sensor se traslada para generar 
toda la imagen. Por tanto, se espera encontrar periodicidad del ruido del sensor entre las 
ﬁlas de la imagen escaneada. Asimismo, no hay razo´n para encontrar una periodicidad 
del ruido del sensor entre las columnas de la imagen escaneada. Para el caso de ca´maras 
digitales este tipo de periodicidad del ruido no existe. Esta diferencia se puede utilizar 
como base para discriminar entre los distintos tipos de dispositivos. La extraccio´n de las 
caracter´ısticas del ruido se basa en [KMD09]. 
Sea I una imagen de M×N p´ıxeles, siendo M las ﬁlas y N las columnas. Sea Iruido el 
ruido correspondiente a la imagen original e Isinruido la imagen sin ruido. El ruido de la 
imagen original se obtiene, por tanto, usando la Ecuacio´n 11.1: 
Iruido = I − Isinruido (11.1) 
Despue´s se restara´ cada componente de color de la imagen sin ruido a cada componente 
de color de la imagen original, obtenie´ndose los componentes de ruido de cada p´ıxel 
desglosados por componente de color. 
El ruido de la imagen original Iruido puede ser modelado como la suma de dos 
componentes, el ruido constante Iruidoconstante y el ruido aleatorio Iruidoaleatorio. Para los 
esca´neres el ruido constante so´lo depende del ´ındice de la columna, ya que el mismo sensor 
es trasladado verticalmente para generar la imagen completa. La media del ruido de todas 
las columnas Iˆruidoconstante (1, j) (Ecuacio´n 11.2) puede ser usada como patro´n de referencia 
ya que las componentes aleatorias del ruido se anulara´n. 
M 
Iruido (i, j) 
i=1Iˆruidoconstante (1, j) = , 1 ≤ j ≤ N (11.2)
M 
Siendo la correlacio´n normalizada una de las medidas ma´s comu´nmente utilizadas en 
la identiﬁcacio´n de la fuente de imagen [Blo08] [Fri09] [Li10a] [CAPI10], para detectar la 
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similitud entre las diferentes ﬁlas con el patro´n de referencia, se utiliza la correlacio´n de 
e´stas con dicho patro´n mediante la Ecuacio´n 11.3. 
X − X · Y − Y 
correlacio´n (X, Y ) =	 (11.3)
X − X · Y − Y 
Posteriormente, se realiza el mismo proceso para detectar la similitud de las columnas 
con el patro´n de referencia. Finalmente, tras obtener las correlaciones entre las ﬁlas y entre 
las columnas se obtienen el conjunto de caracter´ısticas en s´ı. Cabe destacar a la hora de 
obtener las caracter´ısticas, que la orientacio´n de la imagen en el caso de los esca´neres es 
fundamental, ya que dependiendo de e´sta las caracter´ısticas obtenidas son completamente 
diferentes. 
Para cada tipo de correlacio´n se obtienen valores estad´ısticos de primer orden: media, 
mediana, ma´ximo y mı´nimo. Se descarta como caracter´ıstica la moda, ya que es una 
caracter´ıstica inu´til, dado que al tratarse de valores ﬂotantes, no existen en la inmensa 
mayor´ıa de casos valores repetidos. Adema´s, al realizar pruebas truncando los valores 
ﬂotantes, los resultados no son buenos, disminuyendo los porcentajes de aciertos. Otras 
caracter´ısticas de orden alto obtenidas son la varianza, la curtosis y la asimetr´ıa. Todas 
ellas miden valores estad´ısticos ma´s espec´ıﬁcos que las anteriores. Asimismo, se an˜aden 
las caracter´ on entre las correlaciones de ﬁlas y de columnas. Por ultimo,ısticas de la raz´ ´
se incluye la caracter´ıstica del ruido medio del p´ıxel. Esta caracter´ıstica no depende de las 
correlaciones de ﬁlas o columnas con el patro´n de referencia, sino que es independiente y 
permite distinguir entre los distintos tipos de dispositivos, como pueden ser las ima´genes 
generadas por computador. 
En total, se obtienen un conjunto de 16 caracter´ısticas: 7 caracter´ısticas de ﬁlas, 7 de 
columnas, la razo´n entre las correlaciones de ﬁlas y de columnas y el ruido medio del p´ıxel. 
11.1.2 Caracter´ısticas de Color 
La conﬁguracio´n de los ﬁltros de la matriz CFA, el algoritmo de interpolacio´n croma´tica 
y la te´cnicas aplicadas al procesamiento del color hacen que las sen˜ales contenidas en la 
bandas de color tengan tratamientos y patrones espec´ıﬁcos. Con el objetivo de determinar 
las diferencias en las caracter´ısticas del color para los diferentes modelos de ca´maras es 
necesario examinar las estad´ısticas de primer y segundo orden de las ima´genes tomadas 
con ellas. A continuacio´n se proponen un conjunto de 12 caracter´ısticas de color basadas 
en las de [HLZ10]. 
•	 Valor medio de los p´ıxeles: Para esta medida se asume que el promedio de los 
valores de los canales RGB de una imagen debe dar como resultado el color gris, 
siempre y cuando la imagen tenga suﬁcientes variaciones de color. Esta medida se 
realiza para cada uno de los canales RGB (3 caracter´ısticas). 
•	 Correlacio´n de los pares RGB: Con esta medida se expresa el hecho de que 
dependiendo de la estructura de la ca´mara, la correlacio´n entre las diferentes bandas 
de color puede variar. En la implementacio´n de esta caracter´ıstica se utiliza el 
� �
127 11.1. Generalidades 
coeﬁciente de correlacio´n de Pearson para determinar la correlacio´n en los valores de 
cada una de las bandas. Como resultado se obtienen 3 caracter´ısticas que provienen 
de medir la correlacio´n entre las bandas RG, RB y GB. 
•	 Distribucio´n de vecindad del centro de masa: Esta medida se calcula para 
cada banda por separado. Primero se calcula el nu´mero total de p´ıxeles para cada 
valor de color, resultando un vector de 256 componentes. Despue´s, con estos valores 
calculados se obtienen la suma de los valores vecinos, es decir, para cada valor i del 
vector anteriormente calculado se suma la componente i − 1 e i + 1. Por u´ltimo, se 
calcula el centro de masa de este u´ltimo vector, lo que va a devolver un valor entre 
0 y 255 (3 caracter´ısticas). 
•	 Razo´n de la energ´ıa entre los pares RGB: Esta caracter´ıstica depende del 
proceso de correccio´n de puntos blancos que realiza la ca´mara. Son 3 caracter´ısticas 
que esta´n deﬁnidas por la Ecuacio´n 11.4. 
|G|2 |G|2 |B|2 
E1 = E2 = E3 =	 (11.4)|B|2 |R|2 |R|2 
11.1.3 Me´tricas de Calidad de la Imagen 
Los diferentes modelos de ca´maras producen ima´genes de diferente calidad. Puede 
haber diferencias en la luminosidad de la imagen, la nitidez o en la calidad del color. Estas 
diferencias hacen que se proponga un conjunto de me´tricas de calidad como caracter´ısticas 
que ayudan a diferenciar la fuente de las ima´genes. Las me´tricas de calidad de la imagen 
son de suma importancia para proporcionar datos cuantitativos sobre la calidad de una 
imagen renderizada [ASS02] [AMS03]. 
Con el ﬁn de obtener una diferencia ma´s detallada de las ima´genes, existen diferentes 
categor´ıas para estas me´tricas: las medidas basadas en las diferencias de los p´ıxeles, las 
medidas basadas en la correlacio´n y las medidas basadas en la distancia espectral. 
Para obtener este conjunto de me´tricas se necesita la imagen original y una imagen 
ﬁltrada en la que se reduzca el ruido de la imagen original. Por los motivos mencionados 
en la Seccio´n 11.1.1, se utiliza un ﬁltrado gaussiano que permite llevar a cabo el suavizado 
de la imagen. Para la obtencio´n del nu´cleo gaussiano bidimensional se utiliza la Fo´rmula 
11.5. 
−(i2+j2)−1 
2πσ2 ∗ e 2σ2	 (11.5) 
donde i es la distancia desde el origen en el eje horizontal, j es la distancia desde el origen 
en el eje vertical (por ejemplo, en el centro de la matriz i y j son iguales a 0) y σ es la 
desviacio´n esta´ndar de la Distribucio´n Gaussiana que representa un valor umbral o factor 
especiﬁcado por el usuario. 
Una vez obtenido el nu´cleo se normaliza para que la suma de todas sus componentes 
sea 1. Esto es necesario para obtener una imagen suavizada pero con los mismos colores 
que la original. La normalizacio´n se realiza dividiendo cada componente entre la suma de 
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los valores de todas las componentes. 
Para obtener las me´tricas se utiliza un ﬁltro gaussiano con un nu´cleo de taman˜o 3×3 
y σ = 0.5. En la Ecuacio´n 11.6 se muestra el ﬁltro resultante. 
0.026625868 0.196748265 0.026625868 
h = 0.196748265 1.453735842 0.196748265	 (11.6) 
0.026625868 0.196748265 0.026625868 
Cada p´ıxel de la nueva imagen se calcula realizando la transformacio´n de vecindad 
mediante la Ecuacio´n 11.7 sobre el p´ıxel de la imagen original utilizando el nu´cleo 
resultante de aplicar el ﬁltro anterior. 
I ' (x, y) =	 h (0, 0) ∗ I (x − 1, y − 1) + h (0, 1) ∗ I (x, y − 1) + h (0, 2) ∗ I (x + 1, y − 1) + 
h (1, 0) ∗ I (x − 1, y) + h (1, 1) ∗ I (x, y) + h (1, 2) ∗ I (x + 1, y) + (11.7) 
h (2, 0) ∗ I (x − 1, y + 1) + h (2, 1) ∗ I (x, y + 1) + h (2, 2) ∗ I (x + 1, y + 1) 
Es necesario tener en cuenta los bordes de la imagen al realizar la transformacio´n. En 
este caso se ha optado por considerar un borde exterior con p´ıxeles de valor 0. 
Las medidas basadas en las diferencias de los p´ıxeles calculan la distorsio´n entre dos 
ima´genes en base a sus diferencias entre p´ıxeles. Entre estas medidas se encuentran la 
Me´trica de Minkowsky, el Error Absoluto Medio y el Error Cuadra´tico Medio (Ecuaciones 
11.9 a 11.11, respectivamente). 
Las medidas basadas en la correlacio´n estiman la similitud entre dos ima´genes digitales 
en te´rminos de la funcio´n de correlacio´n y son complementarias a las medidas basadas 
en las diferencias de p´ıxeles. En esta categor´ıa esta´n la Distancia Czekonowsky, la 
Correlacio´n Cruzada Normalizada y el Contenido Estructural (Ecuaciones 11.8, 11.14 y 
11.15, respectivamente). 
Las medidas de distancia espectral consideran las funciones de penalizacio´n de 
distorsio´n obtenidas a partir del complejo espectro de Fourier de las ima´genes. Las medidas 
agrupadas en esta categor´ıa son: la Fase Espectral, la Magnitud Espectral, la Distancia 
Espectral Ponderada, la Mediana del Bloque de Magnitud Espectral, la Mediana del 
Bloque de Fase Espectral y la Mediana del Bloque de Distancia Espectral Ponderada 
(Ecuaciones 11.20 a 11.22 y 11.26 a 11.28, respectivamente). 
A continuacio´n se muestra la especiﬁcacio´n de las 40 caracter´ısticas IQM utilizadas 
basadas en [HLZ10]. 
• Distancia Czekonowsky: Es una etrica util para comparar vectores conm´ ´
componentes no negativas como es el caso de las ima´genes en color y se calcula 
con la Ecuacio´n 11.8. 
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3 
ˆ2 min Ck (i, j) , Ck (i, j) 
k=11 − 
3 
M
 =
 
1 
M N 
MN 
i=1 j=1 
⎜⎜⎜⎜⎜⎝
 
⎟⎟⎟⎟⎟⎠
 (11.8)
 Ck (i, j) + Cˆk (i, j) 
k=1 
Cˆ(i, j) se reﬁeren a los pEn esta ecuacio´n y en las posteriores Ck(i, j) y ı´xeles en
 
la posicio´n (m, n) de la imagen original y la imagen suavizada (imagen ﬁltrada con 
reduccio´n de ruido), respectivamente. Asimismo, M y N son el taman˜o horizontal y 
vertical de la imagen, respectivamente. 
•	 Me´tricas de Minkowsky: Para γ = 1 y γ = 2 se basan en la Ecuacio´n 11.9. 
⎧⎨
 ⎫⎬
 1 γK N γ1
 1
 
Ck (i, j) − Cˆk (i, j)Mγ =
 (11.9)

K
 ⎩
N2 ⎭
 
k=1 i,j=1 
Esta ecuacio´n calcula la norma Lγ de disimilitud entre dos ima´genes, donde N
2 es 
el nu´mero total de p´ıxeles. En esta ecuacio´n (y en adelante), k se reﬁere a cada uno 
de los canales de la imagen. Hay que tener en cuenta que esta ecuacio´n realiza el 
promedio de la me´trica de Minkowsky para todos los canales de la imagen. 
γ = 1 se corresponde con el Error Absoluto Medio (EAM) y γ = 2 con el Error 
Cuadra´tico Medio (ECM) (Ecuaciones 11.10 y 11.11, respectivamente). En ambos 
casos, valores elevados de EAM o ECM se corresponden con ima´genes de baja 
calidad. 
–	 Error Absoluto Medio: 
M N 
EAM =
1 
Ck (i, j) − Cˆk(i, j) (11.10)
MN 
m=1 n=1 
–	 Error Cuadra´tico Medio: 
M N 
2 
ECM =
1 
Ck (i, j) − Cˆk (i, j) (11.11)
MN 
m=1 n=1 
Estas me´tricas se aplican a cada una de las bandas por separado, por lo que se 
obtienen tres caracter´ısticas para el EAM y otras tres para el ECM. 
•	 Error Cuadra´tico Medio Laplaciano: Esta´ basado en la importancia de la 
medicio´n de los bordes y se deﬁne por la Ecuacio´n 4.13. Un valor alto de este error 
(del ingle´s LMSE) indica que la imagen es de baja calidad. Se deﬁne de la siguiente 
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forma: 
M N �	  �2 
(m,n)L (x (m, n)) − L	 x
m=1 n=1LMSE =	 (11.12)
M N 
[L (x (m, n))]2 
m=1 n=1 
donde L (x (m, n)) es el operador Laplaciano y se estima por la Ecuacio´n 11.13. 
L (x (m, n)) =	 x (m + 1, n) + x (m − 1, n) + x (m, n + 1) + 
x (m, n − 1) − 4x (m, n) (11.13) 
•	 Correlacio´n Cruzada Normalizada: La cercan´ıa entre dos ima´genes digitales 
tambie´n puede ser cuantiﬁcada en te´rminos de una funcio´n de correlacio´n. La me´trica 
de calidad de la medida de correlacio´n cruzada normalizada para cada banda de la 
imagen k se deﬁne a trave´s de la Ecuacio´n 11.14. 
N−1 
ˆCk (i, j) ∗ Ck (i, j) 
i,j=0 
NCC =	 (11.14)
N−1 
Ck (i, j)
2 
i,j=0 
•	 Contenido Estructural: La me´trica de calidad del contenido estructural de una 
imagen esta´ deﬁnida para cada banda k por la Ecuacio´n 11.15. 
N−1 
Ck (i, j)
2 
i,j=0 
SC =	 (11.15)
N−1 
Cˆk (i, j)
2 
i,j=0 
•	 Medidas Espectrales: Para determinar estas medidas se calcula la DFT de la 
imagen original y de la suavizada, denotadas como τk (u, v) y τˆk (u, v) para una 
banda k (Ecuaciones 11.16 y 11.17, respectivamente). 
N−1 
τk (u, v) = Ck (m, n) ∗ e[−2πim
u 
N [−2πin] ∗ e v N ]
 (11.16)
 
τˆk (u, v) = 
m,n=0 
N−1 
ˆ [−2πimCk (m, n) ∗ e
u 
N [−2πin] ∗ e v N ]
 (11.17)
 
m,n=0 
donde u = 0, . . . ,M − 1, v = 0, . . . , N − 1 y (u, v) son las coordenadas de los p´ıxeles 
de la imagen en el dominio de la transformada. La fase y magnitud del espectro de 
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la DFT se deﬁnen por las Ecuaciones 11.18 y 11.19, respectivamente. 
ϕ(u, v) = arctan(τk(u, v))	 (11.18) 
M(u, v) = |τk(u, v)|	 (11.19) 
Con los conceptos anteriores se pueden deﬁnir las siguientes me´tricas de calidad 
para cada banda de la imagen: la Fase Espectral, la Magnitud Espectral y una 
media ponderada entre la fase y la magnitud espectral (Ecuaciones 11.20 a 11.22). 
–	 Fase Espectral : 
M N
1 
SP = |ϕ (u, v) − ϕˆ (u, v)|2 (11.20)
MN 
u=1 v=1 
–	 Magnitud Espectral : 
M N 
21 ˆSM = M (u, v) − M (u, v) (11.21)
MN 
u=1 v=1 
–	 Distancia Espectral Ponderada: Realiza una media ponderada entre la fase y la 
magnitud espectral. 
WSD = ρ ∗ SM + (1 − ρ) ∗ SP	 (11.22) 
donde para este caso ρ = 2, 5 ∗ 10−5 . 
Estas caracter´ısticas tambie´n se pueden obtener para cada bloque de la imagen. Por 
tanto, se divide la imagen en L bloques de taman˜o b × b y luego se calculan dichas 
caracter´ısticas. De esta manera se pueden deﬁnir las caracter´ısticas deﬁnidas por las 
Ecuaciones 11.23, 11.24 y 11.25 sobre el bloque l-e´simo para cada banda del bloque: 
⎛	 ⎞ 1 
γb−1 
γ 
J lϕ = ⎝ ϕl (u, v) − ϕˆl (u, v) ⎠ (11.23) 
u,v=0 
⎛	 ⎞ 1 
γb−1 
γ 
J lM = ⎝ M l (u, v) − Mˆ l (u, v) ⎠ (11.24) 
u,v=0 
J l = ρ ∗ J lM + (1 − ρ) ∗ J lϕ	 (11.25) 
Para calcular estas caracter´ısticas se ha utilizado γ = 2 y un taman˜o de bloque de 
32×32. 
Posteriormente, para cada bloque se obtienen las siguientes caracter´ısticas: la 
Mediana de Bloque de la Magnitud Espectral, la Mediana de Bloque de la Fase 
 
     
         
 
         
Cap´ 	 on de la Fuente de Adquisici´ agenesıtulo 11. Identificaci´ on de Im´ 
132 Basada en el Uso de Caracter´ısticas de la Imagen 
Espectral y la Mediana de Bloque de la Distancia Espectral Ponderada (Ecuaciones 
11.26 a 11.28). 
–	 Mediana de Bloque de la Magnitud Espectral : 
MBSM = mediana J lM , l = 1, ..., L (11.26) 
–	 Mediana de Bloque de Fase Espectral : 
MBSP = mediana J lϕ, l = 1, ..., L (11.27) 
–	 Mediana de Bloque de la Distancia Espectral Ponderada: 
MBWSM = mediana J l , l = 1, ..., L (11.28) 
•	 Medidas basadas en el sistema visual humano: Las ima´genes pueden ser 
procesadas mediante ﬁltros que simulan el HVS. Uno de los modelos utilizados para 
ello es un ﬁltro pasa banda con una funcio´n de transferencia en coordenadas polares 
deﬁnido por la Ecuacio´n 11.29. 
⎧ ⎪⎨
 ⎫ ⎪⎬
ρ0.554 0.05e ρ < 7 
H(ρ) =
 (11.29)
⎪⎩
 −9[|log10ρ−log109|]2.3 e	 ρ ≥ 7 ⎪⎭
 
donde ρ = (u2 + v2). Se deﬁne el operador U por la Ecuacio´n 11.30. 
2U {C (i, j)} = DCT −1	 H u2 + v ω (u, v) (11.30) 
donde ω (u, v) denota la transformada discreta del coseno bidimensional DCT de la 
imagen y DCT −1 es la DCT inversa bidimensional.
 
Finalmente, las me´tricas de calidad que se obtienen para cada banda de la imagen
 
basadas en estas medidas son: Error Absoluto Normalizado y HVS basado en L2
 
(Ecuaciones 11.31 y 11.32, respectivamente).
 
N−1 
ˆU {Ck (i, j)} − U Ck (i, j) 
i,j=0 
NAE =	 (11.31)
N−1 
|U {Ck (i, j)}|
i,j=0 ⎧⎨
 ⎫⎬
 1 2N−1 21 ˆU {Ck (i, j)} − U Ck (i, j)
N2
L2 =
 (11.32)
⎩
 ⎭
 
i,j=0 
El HVS es demasiado complejo para ser plenamente comprendido y es intrigante
 
aprender el papel de las medidas basadas en el HVS. Sin embargo, la incorporacio´n de un
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modelo simpliﬁcado de HVS en medidas objetivas conduce a mejores correlaciones [Nil85] 
[NB92] [Wat93] [FBA97], de ah´ı su importancia. 
11.1.4 Caracter´ısticas Wavelet 
Debido a la propiedad determinista del patro´n de ruido del sensor presente en una 
imagen, este patro´n puede usarse como huella para identiﬁcar el dispositivo que genero´ 
la imagen. Haciendo una analog´ıa, se puede decir que el patro´n de ruido del sensor es 
para una ca´mara digital lo que la huella dactilar para un ser humano. As´ı, para clasiﬁcar 
e identiﬁcar la fuente de adquisicio´n de una imagen se requiere de un algoritmo que nos 
permita extraer el ruido del sensor y otro que nos permita obtener las caracter´ısticas de 
las huellas obtenidas. 
En contraste a la Transformada de Fourier que representa las sen˜ales como una suma de 
ondas senoidales que no esta´n localizadas en el tiempo y espacio, la Transformada Wavelet 
es ma´s conveniente en el ana´lisis de sen˜ales con cambios abruptos como son las ima´genes 
ya que sus funciones esta´n ubicadas en tiempo y espacio. Aunado a lo anterior entre las 
diferentes familias de funciones wavelets (Haar, Daubechies, Coiﬂet, Symlet, Meyer, etc.) 
existe una gran cantidad de alternativas para analizar las sen˜ales permitiendo elegir la base 
de funciones cuya forma se aproxime mejor a las caracter´ısticas de la sen˜al que se desea 
analizar. En base a los resultados de trabajos anteriores [RCAGSO+13] [SOGVAG+15] las 
funciones Daubechies son las que mejores resultados han tenido en la extraccio´n del ruido 
del sensor. 
La Transformada Wavelet permite separar la informacio´n a manera de frecuencias; 
de esta forma se puede analizar y/o modiﬁcar so´lo la informacio´n de las frecuencias que 
son de algu´n intere´s en particular como el ruido del sensor para as´ı poder extraer sus 
caracter´ısticas. 
Para la extraccio´n del ruido del sensor se utiliza el algoritmo presentado en [AG15]. 
Finalmente, con el Algoritmo 10 se calculan un total de 81 caracter´ısticas (3 canales 
× 3 componentes wavelets × 9 momentos centrales). 
Algoritmo 10: Extraccio´n de caracter´ısticas
 
Input: Imagen 
Huella del sensor de la imagen 
Result: 81 caracter´ısticas 
1 
2 
3 
procedure ExtraerCaracteristicas(I) 
Separar los canales R, G y B de la huella del sensor; 
foreach canal de color do 
4 
5 
6 
Hacer una descomposicio´n wavelet de un nivel; 
foreach c ∈{H,V,D} do 
Calcular k momentos centrales con 
n 
1 mk = |ci − c|k;n
 
i=1
 
7 end procedure
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11.2 Experimentos 
Para la evaluacio´n de la propuesta se realizaron dos tipos de experimentos: 
identiﬁcacio´n del tipo de dispositivo fuente e identiﬁcacio´n de la fuente de adquisicio´n 
en dispositivos mo´viles. 
La clasiﬁcacio´n de las ima´genes se realiza sobre lo que puede denominarse un conjunto 
cerrado de elementos. Es decir, las clases de los elementos utilizados en el entrenamiento 
son las mismas clases que las utilizadas en la prediccio´n. Las ima´genes utilizadas en 
la fase de entrenamiento son diferentes a las utilizadas en la fase de prediccio´n. Los 
experimentos se realizan sobre 200 ima´genes de cada tipo de dispositivo, 100 para la fase de 
entrenamiento y 100 para la fase de prediccio´n. Todas las ima´genes tienen una resolucio´n 
mayor a 1024×768. No existe ninguna restriccio´n sobre el contenido de la imagen o los 
para´metros de conﬁguracio´n de la ca´mara. 
11.2.1 Identiﬁcacio´n del Tipo de Dispositivo Fuente 
En el experimento se utilizaron ima´genes de 12 tele´fonos mo´viles, ima´genes obtenidas 
de 15 esca´neres e ima´genes generadas digitalmente por un computador. 
Las ima´genes de tele´fonos mo´viles han sido obtenidas de tele´fonos propios conocidos. 
Por tanto, se puede asegurar la originalidad de la fuente; algunos de ellos del mismo 
fabricante. 
Las ima´genes de esca´neres y las generadas por computador se descargaron de Flickr. 
A las ima´genes descargadas de Internet se les aplicaron diversos ﬁltros para obtener un 
conjunto de mayor ﬁabilidad y que indujera el menor ruido posible en los experimentos. Las 
fotos descargadas de Flickr son originales sin ningu´n tipo de redimensionamiento. Como 
segundo ﬁltro para las ima´genes de esca´neres se tomaron las que ten´ıan la etiqueta “scanned 
images” y hac´ıan referencia a un modelo comercial de esca´ner. De las ima´genes generadas 
por computador se descartaron las ima´genes con la etiqueta “Modelo” procedente de una 
ca´mara o esca´ner. A las ima´genes generadas por computador no se le puede indicar una 
informacio´n precisa sobre el nu´mero de aplicaciones o tipo de computadores utilizadas. Se 
observa que existe un alto nu´mero de clases de dispositivos (marcas y modelos) diferentes 
de los tres tipos, lo cual diﬁculta enormemente la clasiﬁcacio´n. 
En los experimentos se han tenido en cuenta los siguientes para´metros de conﬁguracio´n: 
taman˜o de recorte aplicado, posicio´n del recorte (centrado o esquina superior izquierda) y 
aplicacio´n de distintos conjuntos de caracter´ısticas (ruido, color, IQM y wavelet). 
En las Tabla 11.1 se muestran los resultados de las tasas de acierto y los para´metros 
de conﬁguracio´n utilizados en los 10 experimentos. 
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Tabla 11.1: Identiﬁcacio´n del tipo de dispositivo fuente (ca´mara, esca´ner, computador)
 
C\ticas on de Recorte Tipo de Dispositivo Recorte Posici´
Ca´mara Computador Esca´ner 
% de Acierto 
Ruido No - 70 54 57 59,95 
Ruido 1024×768 Centrado 66 80 46 62,39 
Ruido 800×600 Centrado 76 60 49 60,68 
Ruido 640×480 Centrado 62 61 48 56,62 
Ruido 1024×768 Esquina sup. izq. 76 59 40 56,40 
Ruido 800×600 Esquina sup. izq. 65 38 44 47,72 
Ruido 640×480 Esquina sup. izq. 74 54 37 52,88 
Todas 1024×768 Centrado 66 73 72 70,26 
Todas 800×600 Centrado 69 74 71 71,30 
Todas 640×480 Centrado 77 73 63 70,75 
Promedio 69,91 % 61,35 % 51,42 % 60,42 % 
Del ana´lisis de los resultados pueden obtenerse conclusiones generales y espec´ıﬁcas 
sobre las distintas conﬁguraciones utilizadas en cada experimento. Englobando todos los 
experimentos, se observa que las tasas de acierto no son excesivamente altas (un 60,42 % 
de media y un 71,30 % en el mejor de los casos), por lo cual se puede concluir que 
esta te´cnica no es especialmente adecuada para tal ﬁn. Es importante recalcar, como 
se dijo anteriormente, que el nu´mero distinto de marcas y modelos utilizados para este 
experimento es alto, lo cual, como era previsible, hace que las tasas de acierto bajen. Dicho 
esto, cabe destacar que este estudio s´ı aporta resultados interesantes sobre los para´metros 
de conﬁguracio´n utilizados, ya que entre el mejor y el peor resultado hay una diferencia 
en la tasa media de acierto del 23,48 %. 
En general, puede concluirse que la utilizacio´n u´nica de las caracter´ısticas del ruido no 
obtiene buenos resultados para la identiﬁcacio´n del tipo de fuente cuando el nu´mero de 
dispositivos a clasiﬁcar es alto, ya que la tasa media de acierto de todos los experimentos 
es del 56,65 %. Dado que los resultados no son buenos, posteriormente se realizara´n un 
conjunto de experimentos que reducira´n el nu´mero de dispositivos y tipos para observar 
sus resultados. 
Los resultados mejoran notablemente cuando se utilizan todas las caracter´ısticas para 
la identiﬁcacio´n del tipo de fuente. Dado el alto nu´mero de clases los resultados pueden 
caliﬁcarse como aceptables, ya que la tasa media de acierto para todos los experimentos 
realizados con la utilizacio´n de estas caracter´ısticas es del 70,77 %. Asimismo, como se 
observa en los resultados obtenidos, se concluye que el taman˜o de recorte afecta a los 
resultados: A menor taman˜o de recorte de menor tasa de acierto, aun no siendo la 
diferencias extremadamente signiﬁcativas. Tambie´n cabe destacar que con un taman˜o de 
recorte 1024×768 se obtienen mejores resultados que cuando se utiliza todo el taman˜o de 
la imagen, es decir, que a partir de un taman˜o de recorte dado los resultados empeoran. 
A continuacio´n se van a realizar una serie de experimentos reduciendo 
considerablemente el nu´mero de clases a clasiﬁcar, con el objetivo de comprobar el 
comportamiento cuando se utilizan ´ ´unicamente las caracterısticas del ruido, ya que con 
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e´stas son las que se obtuvieron anteriormente peores resultados. Los resultados se muestran 
en la Tabla 11.2. 
Tabla 11.2: Uso de caracter´ısticas del ruido en la identiﬁcacio´n 
Tipo de Dispositivo 1 Tipo de Dispositivo 2 Recorte Posicio´n de Recorte % de Acierto 
Esca´ner Tele´fono mo´vil 1024×768 Centrado 95,79 
Esca´ner Tele´fono mo´vil 640×480 Centrado 96,16 
Esca´ner Tele´fono mo´vil 400×300 Centrado 96,73 
Computador Tele´fono mo´vil 1024×768 Centrado 79,96 
Computador Tele´fono mo´vil 640×480 Centrado 79,76 
Computador Tele´fono mo´vil 400×300 Centrado 78,55 
Computador Esca´ner 1024×768 Centrado 82,87 
Computador Esca´ner 640×480 Centrado 81,10 
Computador Esca´ner 400×300 Centrado 80,91 
Como puede observarse, la tasa de aciertos sube considerablemente como era de 
esperar, para situarse en un 85,44 % de media. Cuando el nu´mero de tipos de dispositivos 
se reduce a dos, y como consecuencia se reduce el nu´mero de clases, los resultados son 
aceptables. 
La primera conclusio´n general que se obtiene, corrobora una conclusio´n anterior, ya 
que se observa que el taman˜o del recorte no afecta signiﬁcativamente a los resultados. Los 
mejores resultados obtenidos son los que distinguen entre ima´genes de un dispositivo mo´vil 
y un esca´ner con un 96,23 % de tasa media de acierto. El segundo mejor resultado se da con 
la distincio´n entre ima´genes de un esca´ner y las generadas por computador con un 81,62 % 
de tasa media de acierto. El peor de los resultados se obtuvo con la distincio´n de ima´genes 
generadas por computador y por dispositivos mo´viles con un 79,42 % de tasa media de 
acierto. Aun as´ı, cualquiera de los resultados de estos experimentos es notablemente mejor 
que los de la Tabla 11.1. Por tanto, puede concluirse que, en l´ıneas generales, el uso de 
las caracter´ısticas del ruido para la distincio´n del tipo de fuente so´lo obtiene resultados 
aceptables cuando el nu´mero de clases no es alto. 
11.2.2 Identiﬁcacio´n de la Fuente de la Imagen en Dispositivos Mo´viles 
Dada la importancia de las ima´genes de los dispositivos mo´viles en la actualidad, a 
continuacio´n se van a mostrar los experimentos realizados para identiﬁcar la fuente de 
adquisicio´n de ima´genes de dispositivos mo´viles. Es decir, la clasiﬁcacio´n de un conjunto 
de ima´genes segu´n la marca y modelo de la ca´mara que las genero´. 
En este apartado se utilizo´ un conjunto de 200 ima´genes, 100 para entrenamiento de la 
SVM y 100 para test. Se utilizaron los siguientes 12 modelos de dispositivos mo´viles: IPhone 
4s, IPhone 5s, Blackberry 8520, Huawei U8815, LG E400, LG P760, Nokia 800, Samsung 
GT-I9001, Samsung GT-I9100, Samsung GT-I8160P, Samsung GT-5830M y Sony C2105. 
Las ima´genes cumplen las mismas restricciones que las ca´maras del apartado anterior. 
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La Tabla 11.3 muestra los dispositivos mo´viles utilizados para los experimentos y la 
conﬁguracio´n de las ca´maras. 
Tabla 11.3: Conﬁguracio´n utilizada en las ca´maras de los dispositivos mo´viles 
Marca Modelo Resolucio´n Condiciones de captura 
Apple 
IPhone 4s (I1) 2 MP (2048×1536) 
Tipo de escena: Cualquiera 
Orientacio´n: Vertical 
Flash: Desabilitado 
Luz: Natural 
Balanceo de blancos: Auto 
Radio de zoom digital: 0 
Tiempo de exposicio´n: 0 seg 
Velocidad ISO: Automa´tico 
IPhone 5s (I2) 3.15 MP (2048×1536) 
Black Berry 8520 (BB) 2 MP (1600×1200) 
Huawei U8815 (HU) 2 MP (1600×1200) 
LG 
E400 (LG1) 2 MP (1600×1200) 
P760 (LG2) 3.15 MP (2048×1536) 
Nokia 800 (N1) 2 MP (1600×1200) 
Samsung 
GT-I9001 (S1) 2 MP (1600×1200) 
GT-I9100 (S2) 2 MP (1600×1200) 
GT-I8160P (S3) 5 MP (2592×1944) 
GT-5830M (S4) 5 MP (2592×1944) 
Sony Ericsson C2105 (SE1) 2 MP (1600×1200) 
Los experimentos se han agrupado en 3 grupos con el objetivo de obtener conclusiones 
sobre el uso de los diferentes tipos de conjuntos de caracter´ısticas, el taman˜o del recorte, 
el nu´mero de dispositivos utilizados para la clasiﬁcacio´n y la utilizacio´n de dispositivos del 
mismo fabricante. Los experimentos donde todos los dispositivos son del mismo fabricante 
ponen a prueba con exigencia las te´cnicas presentadas. Los componentes hardware y 
software de las ca´maras de un mismo fabricante, en general, son muy parecidos o incluso 
iguales entre ellos, lo cual obviamente presenta graves diﬁcultades o imposibilidad de 
distincio´n entre los distintos modelos de dispositivos mo´viles. 
En la Tabla 11.4 se muestra el primer grupo de experimentos en el que se utilizan 7 
modelos de dispositivos mo´viles de distinto fabricante. 
Tabla 11.4: Identiﬁcacio´n de la fuente para 7 dispositivos mo´viles 
Caracter´ısticas Recorte I1 HU LG2 N1 BB S1 SE1 % de Acierto 
Todas 1024×768 93 96 80 94 91 70 85 86,54 
Ruido 1024×768 41 42 35 18 40 40 62 37,67 
Color 1024×768 24 37 20 40 31 19 44 29,27 
IQM 1024×768 13 88 46 89 7 34 2 21,65 
Wavelet 
Daubechies 8-tap 
1024×768 95 96 96 94 92 76 93 91,46 
Wavelet Haar 1024×768 95 87 97 70 86 56 91 81,84 
Color + IQM + 
Wavelet Daubechies 8-tap 
1024×768 93 94 90 90 90 53 85 83,67 
Todas 800×600 91 96 84 92 95 56 85 84,41 
Todas 640×480 90 95 84 89 88 51 88 82,15 
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Se prueban diferentes tipos de combinaciones de conjuntos de caracter´ısticas. La 
mayor´ıa de los experimentos se realizaron con un recorte de 1024×768, ya que como se 
mostro´ en los experimentos anteriores se estima un taman˜o suﬁcientemente grande para la 
obtencio´n de buenos resultados. Asimismo, se consideraron los recortes de la parte central 
de las ima´genes. 
El experimento revela que las caracter´ısticas de ruido, color e IQM por separado son 
inva´lidas, ya que a lo sumo se obtiene una tasa media de acierto del 37,67 % siendo 
inaceptable. Con las wavelets se realizaron dos experimentos utilizando distintos tipos 
de wavelet: (a) Daubechies 8-tap y (b) Haar. Los resultados muestran que Daubechies 
8-tap obtiene mejores resultados que Haar y, a su vez, los mejores resultados (91,46 %). 
Con respecto a las distintas combinaciones de caracter´ısticas, se observa que al utilizar 
todas las caracter´ısticas se obtienen buenos resultados (86,54 %), ya que aunque son 
ligeramente peores que el mejor resultado, la diferencia no es muy alta (un 4,92 %). 
Asimismo, puede verse que la tasa de acierto usando todas las caracter´ısticas baja 
sutilmente cuanto menor es el taman˜o del recorte. 
La combinacio´n de todas las caracter´ısticas menos las de ruido obtiene una tasa media 
de acierto del 83,67 %. Estos resultados, no siendo malos, distan del obtenido con las 
wavelets y son peores que cuando se utiliza la combinacio´n de todas las caracter´ısticas. 
Con objeto de seguir evaluando los resultados de la utilizacio´n de todos los conjuntos 
de caracter´ısticas, en el siguiente conjunto de experimentos se utilizan 10 modelos 
de dispositivos mo´viles, algunos de ellos del mismo fabricante. Los resultados de los 
experimentos realizados pueden verse en la Tabla 11.5. 
Tabla 11.5: Identiﬁcacio´n de la fuente de adquisicio´n para 10 dispositivos mo´viles 
Caracter´ısticas 
Taman˜o de 
I1 I2 HU LG1 LG2 N1 BB S1 S4 SE1 
% de 
Recorte Acierto 
Daubechies 8-tap 1024×768 91 87 96 47 89 92 95 61 79 80 79,98 
Haar 1024×768 84 76 81 43 78 64 64 41 82 89 68,04 
Daubechies 8-tap 800×600 91 85 95 43 80 88 97 52 72 82 76,23 
Daubechies 8-tap 640×480 92 77 99 42 84 90 90 45 73 84 74,86 
Ya se comento´ anteriormente que el hecho de que existan dispositivos del mismo 
fabricante y de similares caracter´ısticas diﬁculta enormemente la tarea de clasiﬁcacio´n, 
ya que las ca´maras pueden ser iguales o pra´cticamente iguales. Como era de prever, se 
constata que a mayor nu´mero de dispositivos y siendo algunos del mismo fabricante, las 
tasas de acierto bajan para todos los casos (un 6,56 % en el mejor de los casos). Aun 
as´ı, se considera que la bajada no es extremadamente pronunciada, teniendo en cuenta 
que hay 3 dispositivos ma´s y sobre todo que hay 2 modelos del mismo fabricante. Es 
importante destacar que el dispositivo LG E400 tiene para todos los casos las tasas de 
acierto ma´s bajas con gran diferencia con respecto al resto de dispositivos (un 43,71 % 
de tasa media de acierto). El 31 %, el 38 %, el 38 % y el 32 % de las ima´genes del LG 
E400 (Optimus L3) fueron clasiﬁcadas como ima´genes del LG P760 (Optimus L9) para 
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el primer, segundo, tercer y cuarto experimento de este conjunto, respectivamente. Esto 
indica claramente que hay un gran nivel de confusio´n entre las ima´genes del LG E400 
con respecto al LG P760, lo cual, entre otros casos, hace bajar notablemente la tasa de 
acierto general de cada experimento. De los resultados se desprende que la tecnolog´ıa y 
componentes hardware y software de ambas ca´maras pueden ser similares (aun habiendo 
dos modelos intermedios, el Optimus L5 y L7) o que el conjunto de caracter´ısticas deﬁnido 
no permite discernir correctamente entre las dos ca´maras. Asimismo, se constata, al igual 
que en el experimento anterior, que la familia de wavelets Haar no es adecuada para 
clasiﬁcar ima´genes de dispositivos mo´viles. 
Para indagar ma´s profundamente sobre los resultados de distincio´n entre ca´maras del 
mismo fabricante se realizo´ el siguiente conjunto de experimentos, en el que se utilizan 4 
modelos de dispositivos mo´viles del fabricante Samsung. Los resultados de los experimentos 
realizados pueden verse en la Tabla 11.6. 
Tabla 11.6: Identiﬁcacio´n de la fuente para 4 dispositivos mo´viles del mismo fabricante 
Caracter´ısticas 
Taman˜o de 
S1 S2 S3 S4 
% de 
Recorte Acierto 
Todas las caracter´ısticas (Daubechies 8-tap) 1024×768 93 84 67 81 80,69 
IQM + Color + Wavelet Daubechies 8-tap 1024×768 88 84 50 84 74,65 
Todas las caracter´ısticas (Daubechies 8-tap) 800×600 89 81 61 86 78,42 
Todas las caracter´ısticas (Daubechies 8-tap) 640×480 88 78 63 77 75,96 
Primeramente se observa que los resultados utilizando todas las caracter´ısticas menos 
las de ruido son peores que los obtenidos cuando se utilizan todas las caracter´ısticas, al 
igual que se observo´ en los experimentos de la Tabla 11.4. Una vez dicho esto, se observa 
que los resultados obtenidos son bastante buenos, ya que en el mejor de los casos se obtiene 
un 80,69 % de tasa de acierto medio. Los resultados obtenidos para el dispositivo Samsung 
GT-S830 son ma´s deﬁcientes con respecto a los de los otros dispositivos, concretamente 
un 59,90 %, cuando la tasa de acierto en el peor de los casos del resto de dispositivos es 
del 81,71 %. El 20 %, el 33 %, el 24 % y el 23 % de las ima´genes del Samsung GT-I8160P 
(Galaxy Ace 2) fueron clasiﬁcadas como ima´genes del Samsung GT-S5830M (Galaxy Ace) 
para el primer, segundo, tercer y cuarto experimento de este conjunto, respectivamente. 
De hecho, este resultado concreto baja la mejor tasa de acierto obtenida en un 5,16 %. 
Ana´logamente al caso anterior, pueden suponerse las mismas conclusiones, aunque en este 
caso la similitud a todos los niveles de las ca´maras tiene un mayor sentido, ya que no 
existen modelos intermedios en la serie Ace de Samsung entre los dos dispositivos, es 
decir, uno sucede al otro. 
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11.3 S´ıntesis del Cap´ıtulo 
El objetivo principal de este cap´ıtulo ha sido presentar una te´cnica con el ﬁn de identiﬁcar 
el tipo de dispositivo (esca´ner, computador o dispositivo mo´vil) o clase (marca y modelo) 
de la fuente de adquisicio´n de la imagen, e´sta ultima espec´ ı´ﬁcamente para dispositivos 
mo´viles. En primer lugar se han mostrado las caracter´ısticas de Ruido, Color, IQM y 
Wavelets utilizados por la propuesta. Despue´s se han descrito 36 experimentos clasiﬁcados 
en 5 series, con el ﬁn de probar diferentes conﬁguraciones de la te´cnica. En la conﬁguracio´n 
de los experimentos se ha tomado en cuenta, entre otras cosas, el futuro uso de la 
te´cnica por el analista forense en situaciones reales para crear experimentos con exigentes 
requerimientos pra´cticos. Finalmente, se han mostrado los principales resultados de la 
te´cnica de identiﬁcacio´n propuesta. 
Cap´ıtulo 12 
Agrupamiento de Ima´genes 
Digitales 
En este cap´ıtulo se propone un algoritmo de agrupamiento. Como elementos para la 
clasiﬁcacio´n se usa un conjunto de caracter´ısticas obtenidas del ruido del sensor SPN. 
En te´rminos generales, la principal diferencia con respecto a otras te´cnicas es que esta 
propuesta tiene en cuenta el proceso evolutivo de formacio´n de grupos al calcular el 
coeﬁciente que determina la cohesio´n entre los elementos de un mismo grupo y la separacio´n 
entre los diferentes grupos que se generan. Este cap´ıtulo esta´ dividido en cuatro secciones. 
La Seccio´n 12.1 presenta brevemente una visio´n general de los tipos de escenarios en los que 
se aplican las te´cnicas de identiﬁcacio´n de la fuente de adquisicio´n. El algoritmo propuesto 
se especiﬁca en detalle en la Seccio´n 12.2. Los experimentos con bancos de ima´genes y sus 
resultados se presentan en la Seccio´n 12.3. El cap´ıtulo ﬁnaliza con una breve s´ıntesis de lo 
expuesto en el mismo. 
12.1 Generalidades 
El objetivo del ana´lisis de grupos o agrupamiento de ima´genes digitales es clasiﬁcar 
una coleccio´n de ima´genes en conjuntos cuyas ima´genes pertenecen a un mismo dispositivo 
llamados grupos sin informacio´n a priori. 
El agrupamiento de ima´genes puede llevarse a cabo mediante te´cnicas de aprendizaje 
supervisadas o sin supervisio´n. En el primer caso es indispensable conocer informacio´n 
del dispositivo a priori, es decir, se identiﬁca claramente con la clasiﬁcacio´n en escenarios 
cerrados en donde se requiere una fase de entrenamiento con las caracter´ısticas extra´ıdas 
de las ima´genes y una segunda fase de clasiﬁcacio´n conforme al resultado anterior. Sin 
embargo, en un caso real puede ser dif´ıcil contar con la ca´mara en cuestio´n o con un 
conjunto de fotograf´ıas tomadas por la misma para llevar a cabo un entrenamiento, de ah´ı 
la necesidad de te´cnicas de aprendizaje sin supervisio´n, que se corresponden directamente 
con los escenarios abiertos. 
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El agrupamiento tradicional esta´ caracterizado por ser una te´cnica de aprendizaje sin 
supervisio´n. Sin embargo, existen algunos casos de agrupamiento supervisado en donde es 
posible aplicar una metodolog´ıa anterior o posterior para mejorar el propio agrupamiento. 
De esta forma se evita que haya elementos de distintas clases en un mismo grupo, para 
lo cual es necesario contar con conocimiento previo del conjunto de datos. En [EZZ04] se 
trata este tema aunque cabe mencionar que esta investigacio´n esta´ enfocada en el uso de 
te´cnicas no supervisadas. 
En la mayor´ıa de los trabajos del estado del arte sobre agrupamiento de ima´genes por 
me´todos sin supervisio´n se considera al ruido del sensor SPN como el criterio ma´s ﬁable 
para representar la huella digital de un dispositivo, es de ah´ı que utilizan concretamente 
el ruido PRNU como huella y la correlacio´n normalizada como medida de similitud para 
lograr el agrupamiento de ima´genes por dispositivo. 
Para poder determinar la similitud entre objetos pertenecientes a un mismo grupo 
existen medidas de distancia como pueden ser: distancia euclidiana, distancia Manhattan 
y distancia Chebychev, entre otras. Alternativamente, es posible usar funciones de similitud 
S(Xi, Xj ), las cuales comparan dos vectores Xi y Xj en forma sime´trica, es decir, 
S(Xi, Xj ) = S(Xj , Xi). Estas funciones alcanzan valores altos cuando Xi y Xj son 
similares. Una de las medidas ma´s utilizadas en la identiﬁcacio´n de fuente de ima´genes es 
la correlacio´n normalizada [Blo08] [Fri09] [Li10b] [CAPI10] deﬁnida como: 
Xi − Xi 8 Xj − Xj 
corr (Xi, Xj ) = (12.1)
Xi − Xi · Xj − Xj 
donde Xi y Xj representan la media del vector, Xi 8 Xj es el producto punto de dos 
vectores y lXil es la norma L2 de Xi. Dado que el patro´n del ruido del sensor es una matriz 
bidimensional, previamente a la aplicacio´n de las funciones del ca´lculo de la correlacio´n, 
se realiza una transformacio´n a vector unidimensional. 
12.2 Especiﬁcacio´n del Algoritmo 
El algoritmo de agrupamiento sin supervisio´n esta´ basado en el propuesto en [CAPI10]. 
Se trata de una combinacio´n entre un agrupamiento jera´rquico y un agrupamiento plano. 
Es decir, a pesar de formar una estructura de dendograma con cada iteracio´n del algoritmo, 
al ﬁnal los grupos son tomados como entidades sin relacio´n alguna ya que cada uno de 
ellos debe corresponder a un dispositivo espec´ıﬁco. 
La estructura general del algoritmo de agrupamiento propuesto se muestra en la Figura 
12.1, siendo N el nu´mero de ima´genes y q el nu´mero de iteracio´n (comienza en 0). 
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Figura 12.1: Algoritmo de agrupamiento 
Previo a realizar el agrupamiento, es necesario obtener los patrones de ruido del 
sensor del conjunto de ima´genes I como se propone en [AG15], utilizando el algoritmo 
de extraccio´n y el para´metro de supresio´n de ruido s0 = 5 que controla que tan fuerte es: 
(i) I(i)n = I(i) − F (12.2) 
donde i = 1, . . . , N , n(i) es el patro´n del ruido de cada imagen i, I(i) es la imagen con 
ruido i y F es el ﬁltro de extraccio´n del ruido basado en la Transformada Wavelet. La 
extraccio´n del SPN se basa en el algoritmo desarrollado en el Cap´ıtulo 13. En la propuesta 
no se ha utilizado ningu´n algoritmo de mejoramiento de ruido, como los propuestos por 
[CAPI10] y [Li10b]. El ﬁltro de Wiener en el dominio de la frecuencia es suﬁciente para 
eliminar la mayor´ıa de los detalles de la escena presentes al extraer el SPN. 
Para cada uno de los N ruidos (n1, ..., nN ) se obtiene el valor de correlacio´n usando 
la Ecuacio´n 12.1 y esto genera una matriz de similitud H de N×N . Dicha matriz es 
sime´trica y esta´ compuesta de unos en su diagonal principal (ya que la correlacio´n de un 
ruido consigo mismo es 1) . Una vez generada la matriz no es necesario volver a calcular 
las correlaciones entre ruidos a lo largo del algoritmo de agrupamiento ahorrando tiempo 
y capacidad de procesamiento. 
El algoritmo de agrupamiento jera´rquico seleccionado encuentra dentro de la matriz 
H el par de ruidos k y l con el valor de correlacio´n ma´s alto. Cabe mencionar que los 
valores de correlacio´n en la diagonal principal no son tomados en cuenta. A continuacio´n, 
las ﬁlas y columnas correspondiente a k y l son eliminadas y tanto una nueva ﬁla como 
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una nueva columna son agregadas a la matriz. Los valores de esta nueva ﬁla y columna 
son el resultado de una funcio´n de criterio de enlace. La funcio´n elegida para este trabajo 
fue el criterio de enlace promedio, puesto que mejora los resultados de otros criterios de 
enlace como el criterio simple o el criterio completo, tal y como se sugiere en [CAPI10]. 
La Ecuacio´n 12.3 muestra la funcio´n del criterio de enlace promedio entre dos grupos A y 
B: 
1 
H (A, B) = corr (ni, nj ) (12.3)lAl lBl 
ni∈A,nj∈B 
donde el valor corr(ni, nj ) es calculado con la Ecuacio´n 12.1 y puede ser tomado de la 
matriz H para simpliﬁcar el procesamiento computacional, lAl es la cardinalidad del 
grupo A y lBl es la cardinalidad del grupo B. 
Cada iteracio´n del algoritmo toma los dos grupos con el valor de correlacio´n ma´s alta 
en la matriz y mezcla los objetos contenidos en e´stos para crear un nuevo grupo, al mismo 
tiempo que almacena el estado de los distintos grupos en particiones P0, ..., PN−1 con el 
objetivo de conocer el contenido de los grupos en cada momento. En el agrupamiento 
jera´rquico, el resultado ﬁnal del algoritmo es un grupo que contiene a todos los objetos. 
Sin embargo, en este trabajo cada grupo deber´ıa representar un dispositivo al ﬁnal de 
la ejecucio´n. Por este motivo, se usa el coeﬁciente silueta como medida de validacio´n 
de grupos. El coeﬁciente silueta mide el ı´ndice de similitud entre los elementos de un 
mismo grupo (cohesio´n) y la similitud entre los elementos de un grupo con respecto a los 
dema´s (separacio´n). A diferencia de Caldelli et al. [CAPI10], en la propuesta el ca´lculo 
del coeﬁciente silueta se realiza por cada grupo contenido en la particio´n Pi y no por cada 
patro´n del ruido, como se observa en la Ecuacio´n 12.4. 
sj = ma´x(bj ) − aj (12.4) 
donde aj (cohesio´n) es la correlacio´n promedio entre todos los patrones de ruido dentro del 
grupo cj y bj (separacio´n) es la correlacio´n promedio de los patrones de ruido contenidos 
en el grupo cj con respecto a los patrones de ruidos en los grupos restantes. Se toma el 
grupo vecino ma´s cercano, es decir, aquel con la correlacio´n ma´s alta. 
Como puede verse la forma de ca´lculo del coeﬁciente silueta var´ıa notablemente con 
respecto a la propuesta de [CAPI10]. En la propuesta para cada iteracio´n del algoritmo 
se calculan tantos coeﬁcientes siluetas como grupos existan formados en esa iteracio´n y 
no tantos coeﬁcientes silueta como ima´genes totales haya. Segu´n evoluciona el algoritmo 
y los grupos van aumentando su nu´mero de ima´genes, se calcula un nu´mero menor de 
coeﬁcientes siluetas. Adema´s, segu´n se van formando los grupos en cada iteracio´n del 
algoritmo, cada grupo se como entidad unica para el c´toma una ´ alculo del coeﬁciente 
silueta. Por tanto, no se tiene en cuenta cada uno de los ruidos independientes que forman 
cada grupo, ya que lo que se desea medir es la cohesio´n y separacio´n entre grupos y no entre 
ima´genes independientes. Una vez se tiene la idea de grupo como entidad unitaria para el 
ca´lculo del coeﬁciente silueta, se calcula para grupo teniendo en cuenta la obtencio´n de la 
ma´xima separacio´n con respecto a otros grupos y una alta cohesio´n de todos los elementos 
de cada uno de los grupos formados, como puede observarse en la Ecuacio´n 12.4 
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Para cada iteracio´n q del algoritmo se obtiene una medida global de todos los 
coeﬁcientes siluetas calculados a partir de los K grupos; esto equivale a promediar los 
valores sj en q. La Ecuacio´n 12.5 muestra dicho ca´lculo. 
K
1 
SCq = sj (12.5)
K 
j=1 
Una vez concluido el agrupamiento jera´rquico se procede a buscar el SCq con el valor 
mı´nimo, lo cual indica que los grupos de la particio´n P ∗ esta´n en un nivel de correlacio´nq 
mayor. El nu´mero de grupos en ese instante deber´ıa corresponder al nu´mero real de 
dispositivos. El objetivo de almacenar la particio´n en cada momento del algoritmo es 
evitar volver a ejecutar el agrupamiento puesto que se tiene informacio´n de todos los 
grupos en cada iteracio´n q. 
En el Algoritmo 11 se muestra el pseudoco´digo de la propuesta. 
Algoritmo 11: Algoritmo de agrupamiento
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Calcular el patro´n del ruido n(i) de cada imagen donde i ∈ 1, ..., N ;
 
Generar matriz de similitud H ∈ RNxN ;
 
foreach q ∈ 1, ..., N − 1 do
 
Encontrar el par de grupos H(k, l) con la mayor similitud;
 
Eliminar el par de ﬁlas y columnas correspondientes a los grupos k y l;
 
Calcular los valores del nuevo grupo usando el criterio de enlace promedio y
 
agregar tanto la ﬁla como columna correspondientes; 
Determinar el coeﬁciente silueta global SCq; 
Almacenar la particio´n Pq; 
Encontrar la particio´n donde el coeﬁciente silueta mı´nimo minq(SCq); 
Como se menciono´ anteriormente, el objetivo del agrupamiento es agrupar objetos en 
un entorno no supervisado (escenario cerrado). Sin embargo, en la metodolog´ıa elegida es 
factible llevar a cabo una etapa de entrenamiento y una de clasiﬁcacio´n para reducir la 
complejidad computacional y, por ende, reducir el tiempo de ejecucio´n del algoritmo. Para 
ello es necesario partir el conjunto de ima´genes en dos subconjuntos: uno de entrenamiento 
Ie y otro de clasiﬁcacio´n Ic. El subconjunto de entrenamiento es procesado por el algoritmo 
descrito anteriormente para obtener al ﬁnal K grupos que representan a los dispositivos. 
Posteriormente, se calcula un centroide cj por cada grupo promediando los m patrones 
de ruido contenidos en e´ste. A continuacio´n, se obtiene el valor de correlacio´n entre cada 
SPN del subconjunto Ic y cada centroide cj . La imagen es clasiﬁcada entonces en el grupo 
donde haya existido un valor mayor de correlacio´n. La clasiﬁcacio´n propuesta podemos 
observarla en el Algoritmo 12. 
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Algoritmo 12: Algoritmo de agrupamiento con etapa de entrenamiento 
1 mCalcular el centroide cj de cada grupo donde j ∈ 1, ..., K y cj = m 1 n; 
Calcular el patro´n del ruido ni del subconjunto de clasiﬁcacio´n Ic ⊂ I; 
foreach ni ∈ ic do 
1 
2 
3 
4 
5 
Clasiﬁcar ni en el grupo de mayor correlacio´n 
fj = arg ma´xj corr(ni, cj ); 
12.3 Experimentos y Resultados 
Los experimentos fueron realizados con un conjunto total de 1350 fotograf´ıas de 9 
diferentes modelos de ca´maras de dispositivos mo´viles (150 fotograf´ıas de cada modelo) 
7 dispositivos son de diferentes fabricantes (Apple iPhone 5, Huawei U8815, LG E400, 
Samsung GT-S5830M, Zopo ZP980, Sony ST25a y Nokia 800 Lumia) y los 2 dispositivos 
restantes fueron fabricados por Sony (Sony ST25i y Sony C2105). 
Todas las ima´genes fueron recortadas a 1024×1024 p´ıxeles debido a que las ima´genes 
tienen diferentes dimensiones y trabajar con e´stas a taman˜o completo tiene un mayor coste 
computacional. 
Para disminuir el porcentaje de errores en el agrupamiento todas las ima´genes poseen 
una orientacio´n horizontal siendo necesario aplicar una rotacio´n de 90◦ a las ima´genes 
capturadas en posicio´n vertical. Las escenas de las fotograf´ıas fueron elegidas de forma 
aleatoria y son tanto de interiores como de exteriores. Asimismo, fueron tomadas en 
diferentes momentos y lugares con el objetivo de simular un escenario ma´s realista. 
En la extraccio´n del patro´n del ruido de todas las ima´genes se utilizo´ el promedio a 
cero de ﬁlas y columnas y los 3 canales de color Red-Green-Blue (RGB) fueron convertidos 
a una sola matriz en escala de grises. Adicionalmente, todos los experimentos se llevaron a 
cabo utilizando el ﬁltro de Wiener en el dominio de la frecuencia. La Figura 12.2 muestra 
un diagrama del preprocesamiento realizado a la imagen. 
Figura 12.2: Preprocesamiento de una imagen
 
Para medir el grado de certeza en los resultados se utilizo´ la tasa de verdaderos 
positivos TPR. El TPR promedio para cada uno de los siguientes experimentos se calcula, 
computando para cada grupo el nu´mero de fotos que han sido bien clasiﬁcadas (TPR 
de cada grupo) y promediando los TPRs de todos los grupos resultantes (si hay menos 
grupos que dispositivos se promedia teniendo en cuenta el nu´mero de dispositivos). Para 
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calcular el TPR de cada grupo, hay que ver en el grupo el dispositivo que tiene el mayor 
nu´mero de ima´genes con respecto al total de ima´genes por dispositivo, siendo ese el grupo 
predominante del dispositivo. Posteriormente, se calcula el porcentaje de fotos que han 
sido bien clasiﬁcadas para ese dispositivo en ese grupo. Realmente en la inmensa mayor´ıa 
de los casos puede verse fa´cilmente que un grupo se asocia a uno o varios dispositivos como 
puede apreciarse en las matrices de las Tablas 12.1, 12.2 y 12.3. Si hay varios grupos con el 
mismo nu´mero de fotos de un dispositivo o un grupo con igual nu´mero de fotos de varios 
dispositivos y, a su vez, siendo e´stos los ma´ximos, se toma como grupo predominante para 
el dispositivo el que se desee de entre las distintas opciones. Puede darse el caso de que si 
hay un grupo de ma´s, un grupo no sea predominante de ningu´n dispositivo (Tabla 12.2) y 
su TPR para ese grupo sea 0. Tambie´n puede darse el caso de que haya un grupo de menos 
(Tabla 12.3), en cuyo caso se tiene en cuenta la asociacio´n del grupo a un dispositivo y se 
utiliza para el promedio el nu´mero de dispositivos, como se indico´ anteriormente. En las 
Tablas 12.1, 12.2 y 12.3 pueden verse ejemplos que ilustran el ca´lculo del TPR para los 
tres casos que pueden darse. 
Tabla 12.1: TPR con igual nu´mero de dispositivos que grupos 
Marca - Modelo Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5 TPR Promedio 
Apple - Iphone 5 49 0 0 1 0 
Huawei - U8815 0 50 0 0 0 
LG - E400 0 1 49 0 0 
Nokia - 800 Lumia 0 0 0 50 0 
Samsung - GT5830m 0 0 0 0 50 
TPR por grupo 98 % 100 % 98 % 100 % 100 % 99,2 % 
Tabla 12.2: TPR con menor nu´mero de dispositivos que grupos
 
Marca - Modelo Grupo 1 Grupo 2 Grupo 3 Grupo 4 TPR promedio 
Apple - Iphone 5 100 0 0 0 
Huawei - U8815 0 100 0 0 
LG - E400 0 0 97 3 
TPR por grupo 100 % 100 % 97 % 0 % 99 % 
Tabla 12.3: TPR con mayor nu´mero de dispositivos que grupos
 
Marca - Modelo Grupo 1 Grupo 2 Grupo 3 Grupo 4 TPR Promedio 
Apple - Iphone 5 100 0 0 0 
Huawei - U8815 0 100 0 0 
LG - E400 0 0 100 0 
Nokia - 800 Lumia 100 0 0 0 
Samsung - GT 5830M 0 0 0 100 
TPR por grupo 100 % 100 % 100 % 100 % 80 % 
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En los resultados de los experimentos se consideran 3 posibles casos: a) Nu´mero de 
grupos identiﬁcados igual al nu´mero de dispositivos, b) nu´mero de grupos identiﬁcados 
mayor que el nu´mero de dispositivos, y c) nu´mero de grupos identiﬁcados menor que el 
nu´mero de dispositivos. Aunque el primer caso es el ideal, en el segundo caso se pueden 
obtener clasiﬁcaciones en las que no se mezclen distintos tipos de dispositivos en un mismo 
grupo. 
Los experimentos se dividen segu´n los siguientes criterios: 
•	 Comparativa entre tomar la regio´n de 1024×1024 desde la esquina o desde el centro 
de la fotograf´ıa. 
•	 Distribucio´n sime´trica o asime´trica de las fotograf´ıas (mismo o diferente nu´mero de 
fotograf´ıas por dispositivo). 
•	 Comparativa de agrupamiento entre dispositivos del mismo fabricante pero distinto 
modelo. 
•	 Entrenar y despue´s llevar a cabo una clasiﬁcacio´n. 
12.3.1 Evaluacio´n de la Regio´n de Recorte de la Imagen 
Se realizaron varios experimentos para comparar los resultados entre recortar la imagen 
desde el centro o desde la esquina superior izquierda, teniendo este u´ltimo criterio un TPR 
mayor (salvo para el caso de 7 dispositivos con 100 ima´genes cuya diferencia es mı´nima). 
La Tabla 12.4 muestra el TPR en funcio´n del nu´mero distinto de dispositivos utilizados y el 
nu´mero de fotos utilizadas por dispositivo. Todos los dispositivos tienen el mismo nu´mero 
de fotos. En la Tabla 12.4 se puede observar como el TPR aumenta en el caso del recorte 
en el centro a medida que se agrupan ma´s dispositivos, mientras que para el recorte por 
la esquina se mantienen los buenos resultados para el caso de 50 ima´genes por dispositivo 
y los resultados son dispares para el caso de 100 ima´genes por dispositivo. Aunque [Li10a] 
menciona que las a´reas de las esquinas son ma´s propensas a estar saturadas y, por tanto, 
puede verse afectado el patro´n del ruido, el algoritmo propuesto demuestra lo contrario en 
el agrupamiento de las ima´genes. 
Tabla 12.4: TPR para agrupamiento sime´trico en funcio´n del nu´mero distinto de 
dispositivos y del nu´mero de fotos por dispositivo 
Nu´mero Recorte desde Esquina Superior Recorte desde el Centro 
de Fotos 3 5 7 3 5 7 
50 99,33 % 99,20 % 99,71 % 66,67 % 80 % 99,71 % 
100 74,25 % 100 % 87,13 % 66,67 % 80 % 87,13 % 
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12.3.2 Agrupamiento Sime´trico 
A continuacio´n se va a mostrar informacio´n adicional sobre tres de los experimentos 
de agrupamiento sime´trico realizados anteriormente cuyos resultados generan igual, menor 
y mayor nu´mero de grupos que dispositivos hay respectivamente para su clasiﬁcacio´n. 
Para cada experimento, una vez aplicado el algoritmo de agrupamiento propuesto en este 
trabajo, se muestra una gra´ﬁca para cada grupo generado. Esta gra´ﬁca muestra el grado 
de correlacio´n del patro´n del ruido de todas las ima´genes utilizadas en cada experimento 
con respecto al centroide (promedio de todos los patrones de ruido contenidos en el grupo) 
de cada grupo generado por el algoritmo. 
El primer experimento realiza un agrupamiento sime´trico de 3 dispositivos, 50 ima´genes 
y recortadas desde la esquina superior izquierda. En la Tabla 12.5 se muestra la matriz de 
confusio´n donde se detallan los grupos generados y las ima´genes incluidas en cada uno de 
ellos. Como se aprecia en la Tabla 12.5 su TPR es del 99,33 %. 
Tabla 12.5: Matriz de confusio´n del agrupamiento sime´trico de 3 dispositivos 
Marca - Modelo Grupo 1 Grupo 2 Grupo 3 TPR Promedio 
Apple Iphone 5 50 0 0 
Huawei U8815 0 50 0 
LG E400 0 1 49 
TPR por grupo 100 % 100 % 98 % 99,33 % 
Como puede observarse se generan igual nu´mero de grupos que de dispositivos, lo cual 
en principio es indicio de posible obtencio´n de un buen resultado. La clasiﬁcacio´n para este 
caso es casi perfecta, salvo con la excepcio´n de que en el grupo 2 hay una imagen del LG 
E400 que deber´ıa haberse clasiﬁcado en el grupo 3. Las Figuras 12.3 a 12.5 muestran las 
3 gra´ﬁcas de correlacio´n descritas anteriormente para cada uno de los grupos generados. 
Figura 12.3: Correlacio´n de ima´genes con respecto al centroide del grupo 1
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Figura 12.4: Correlacio´n de ima´genes con respecto al centroide del grupo 2
 
Figura 12.5: Correlacio´n de ima´genes con respecto al centroide del grupo 3 
En la Figura 12.3 puede apreciarse que las correlaciones de un dispositivo con respecto 
a las restantes son distantes. Por tanto, genera correctamente un grupo con ima´genes de un 
u´nico dispositivo. En la Figura 12.4 puede observarse como hay una imagen del LG E400 
cuyo grado de correlacio´n no esta´ en consonancia con las restantes del mismo dispositivo y 
las del Huawei U8815. Esta imagen concreta es la que se clasiﬁco´ erro´neamente, obteniendo 
un grado de correlacio´n con respecto al centroide menor que las ima´genes restantes de su 
propio grupo, pero distinto de cero y notablemente mayor (del orden de 20 a 400 veces 
aproximadamente) a la correlacio´n de las ima´genes restantes. En la Figura 12.5 puede 
observarse como todas las ima´genes del LG E400 tienen una correlacio´n similar salvo una 
que pra´cticamente tiene un valor de correlacio´n cero con respecto al centroide del grupo 
3 y se corresponde con la imagen mal clasiﬁcada. En la Figura 12.3 puede apreciarse que 
las correlaciones de un dispositivo con respecto a las restantes son distantes. Por tanto, 
genera correctamente un grupo con ima´genes de un unico dispositivo. En la Figura 12.4 ´
puede observarse como hay una imagen del LG E400 cuyo su grado de correlacio´n no 
esta´ en consonancia con las restantes del mismo dispositivo y las del Huawei U8815. Esta 
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imagen concreta es la que se clasiﬁco´ erro´neamente, obteniendo un grado de correlacio´n con 
respecto al centroide menor que las ima´genes restantes de su propio grupo, pero distinto de 
cero y notablemente mayor (del orden de 20 a 400 veces aproximadamente) a la correlacio´n 
de las ima´genes restantes. En la Figura 12.5 puede observarse como todas las ima´genes 
del LG E400 tienen una correlacio´n similar salvo una que pra´cticamente tiene un valor de 
correlacio´n cero con respecto al centroide del grupo 3 y se corresponde con la imagen mal 
clasiﬁcada. 
El segundo experimento realiza un agrupamiento sime´trico de 5 dispositivos, 50 
ima´genes y recorte central. Como se aprecia en la Tabla 12.6 su TPR es del 80 %. En 
la Tabla 12.6 se muestra una matriz de confusio´n donde se detallan los grupos generados 
y las ima´genes incluidas en cada uno de ellos. 
Tabla 12.6: Matriz de confusio´n del agrupamiento sime´trico de 5 dispositivos 
Marca - Modelo Grupo 1 Grupo 2 Grupo 3 Grupo 4 TPR Promedio 
Apple - Iphone 5 50 0 0 0 
Huawei - U8815 0 50 0 0 
LG - E400 0 0 50 0 
Nokia - 800 Lumia 50 0 0 0 
Samsung - GT 5830m 0 0 0 50 
TPR por grupo 100 % 100 % 100 % 100 % 80 % 
Como puede observarse se genera un nu´mero de grupos menor al de dispositivos, lo 
cual implica que al menos uno de los grupos no es puro, es decir, tiene ima´genes de al 
menos dos dispositivos. La clasiﬁcacio´n para este caso es totalmente correcta para tres de 
los cuatro grupos generados. En cambio, en el grupo 1 esta´n todas las ima´genes de los 
dispositivos Apple iPhone 5 y Nokia 800 Lumia. Las Figuras 12.6 a 12.9 muestran las 4 
gra´ﬁcas de correlacio´n descritas anteriormente para cada uno de los grupos generados. 
Figura 12.6: Correlacio´n de ima´genes con respecto al centroide del grupo 1
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Figura 12.7: Correlacio´n de ima´genes con respecto al centroide del grupo 2
 
Figura 12.8: Correlacio´n de ima´genes con respecto al centroide del grupo 3
 
Figura 12.9: Correlacio´n de ima´genes con respecto al centroide del grupo 4
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Como puede apreciarse en las Figuras 12.7 a 12.9, que corresponden a grupos con 
todas las ima´genes de un unico dispositivo, la correlaci´ agenes del dispositivo ´ on de las im´
clasiﬁcado correctamente con respecto a los dema´s es distante. Para estos casos la 
correlacio´n con respecto al centroide de las ima´genes fuera del grupo es aproximadamente 
cero en todos los casos. En la Figura 12.6 puede observarse como la correlacio´n de las 
ima´genes del Apple iPhone 5 Huawei U8815 son similares formando el grupo 1 y existe 
gran diferencia con la correlacio´n del resto de ima´genes, que es cercana a cero. 
El tercer experimento realiza un agrupamiento sime´trico de 7 dispositivos, 100 ima´genes 
y recorte desde el borde. Como se aprecia en la Tabla 12.7 su TPR es del 87,13 %. En la 
Tabla 12.7 se muestra una matriz de confusio´n donde se detallan los grupos generados y 
las ima´genes incluidas en cada uno de ellos. 
Tabla 12.7: Matriz de confusio´n del agrupamiento sime´trico de 7 dispositivos 
Marca -
Grupos TPR 
Modelo 
1 2 3 4 5 6 7 8 Promedio 
Apple - Iphone 5 100 0 0 0 0 0 0 0 
Huawei - U8815 0 100 0 0 0 0 0 0 
LG - E400 0 0 97 0 0 0 0 3 
Nokia - 800 Lumia 0 0 0 100 0 0 0 0 
Samsung - GT 5830m 0 0 0 0 100 0 0 0 
Sony - ST25A 0 0 0 0 0 100 0 0 
Zopo - ZP980 0 0 0 0 0 0 100 0 
TPR por grupo 100 % 100 % 97 % 100 % 100 % 100 % 100 % 0 % 87,13 % 
Como puede observarse se genera un nu´mero de grupos mayor que el de dispositivos. La 
clasiﬁcacio´n para este caso es totalmente correcta para seis de los ocho grupos generados. 
Sin embargo, los grupos 3 y 8 contienen ima´genes del LG E400. A pesar de que las 
ima´genes del LG E400 se dividieron en dos grupos, e´stos so´lo poseen ima´genes de un u´nico 
dispositivo, lo cual es un aspecto positivo a tener en cuenta. La Figuras 12.10 a 12.17 
muestran las 8 gra´ﬁcas de correlacio´n descritas anteriormente para cada uno de los grupos 
generados. 
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Figura 12.10: Correlacio´n de ima´genes con respecto al centroide del grupo 1
 
Figura 12.11: Correlacio´n de ima´genes con respecto al centroide del grupo 2
 
Figura 12.12: Correlacio´n de ima´genes con respecto al centroide del grupo 3
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Figura 12.13: Correlacio´n de ima´genes con respecto al centroide del grupo 4
 
Figura 12.14: Correlacio´n de ima´genes con respecto al centroide del grupo 5
 
Figura 12.15: Correlacio´n de ima´genes con respecto al centroide del grupo 7
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Figura 12.16: Correlacio´n de ima´genes con respecto al centroide del grupo 8
 
Figura 12.17: Correlacio´n de ima´genes con respecto al centroide del grupo 9 
Como puede observarse en las Figuras 12.10 a 12.16, que se corresponden a grupos 
que se generaron correctamente, la correlacio´n del dispositivo clasiﬁcado con respecto a 
los dema´s es distante. Para estos casos la correlacio´n con respecto al centroide de las 
ima´genes fuera del grupo se aproxima a cero, al igual que en experimentos anteriores. 
En la Figura 12.12 hay 97 ima´genes del LG E400 con una correlacio´n notablemente 
superior a la del resto de ima´genes. Existen 3 ima´genes del LG E440 cuya correlacio´n es 
pra´cticamente cero y muy distante del resto de las fotograf´ıas del mismo dispositivo en 
este grupo, conformando e´stas el grupo 8. 
En la Figura 12.17, puede apreciarse el resultado del agrupamiento de estas tres 
ima´genes en un grupo independiente. La correlacio´n de estas tres ima´genes es notablemente 
superior a la del resto de ima´genes, que tienen correlaciones pro´ximas a cero. 
En un escenario cerrado no es muy probable contar con el mismo nu´mero de ima´genes 
de cada dispositivo a identiﬁcar. Por esa razo´n se realizaron experimentos en donde los 
conjuntos de ima´genes por cada dispositivo no poseen una distribucio´n sime´trica para 
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comprobar la adaptabilidad del algoritmo propuesto en un escenario real. 
En las Tablas 12.8 y 12.9 se presentan los resultados obtenidos al agrupar las ima´genes 
de 5 y 7 dispositivos, respectivamente. El nu´mero de ima´genes por dispositivo es variado 
y au´n as´ı podemos observar un alto grado de acierto (97,28 % TPR promedio de los 
experimentos de las Tablas 12.8 y 12.9). Como se puede observar en los casos de nu´mero 
de ima´genes asime´trico se ha experimentado con grupos de bastante disparidad nume´rica 
y en algunos casos con grupos pequen˜os (5 ima´genes de un tipo de dispositivo); aun as´ı se 
han logrado resultados de agrupamiento satisfactorios. 
Tabla 12.8: TPR para agrupamiento asime´trico de 5 dispositivos 
Grupo 
Apple Huawei LG Nokia Samsung 
TPR 
Iphone 5 U8815 E400 800 Lumia GT 5830m 
A 50 50 50 50 50 99,20 % 
B 100 100 100 100 100 100 % 
C 100 95 90 85 80 99,78 % 
D 50 45 40 35 30 99,1 % 
E 100 75 50 25 10 99,6 % 
F 100 30 20 10 5 99 % 
Tabla 12.9: TPR para agrupamiento asime´trico de 7 dispositivos
 
Grupo 
Apple Huawei LG Nokia Samsung Sony Zopo 
TPR 
Iphone 5 U8815 E400 800 Lumia GT 5830m ST25a Zp980 
A 50 50 50 50 50 50 50 99,71 % 
B 100 100 100 100 100 100 100 87,13 % 
C 100 95 90 85 80 75 70 99,84 % 
D 50 45 40 35 30 25 20 99,36 % 
E 100 75 50 25 10 5 1 85,43 % 
F 100 50 40 30 20 10 5 99,21 % 
Asimismo, se llevaron a cabo experimentos para probar la propuesta en un escenario 
donde todos los dispositivos son del mismo fabricante pero diferente modelo. Las ca´maras 
de los mo´viles de un mismo fabricante deber´ıan ser muy similares para gran parte de 
sus productos y, por tanto, el ruido del sensor extra´ıdo entre modelos distintos debiera 
asemejarse. Sin embargo, en la Tabla 12.10 podemos observar la TPR de clasiﬁcacio´n, 
concluyendo que el valor de correlacio´n entre SPNs var´ıa lo suﬁciente entre los distintos 
modelos para poder identiﬁcar a cada uno por separado, incluso cuando los modelos son 
sumamente parecidos como es el caso de los modelos ST25a y ST25i. 
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Tabla 12.10: TPR para agrupamiento sime´trico de 3 dispositivos del mismo fabricante 
Modelos de Sony Ericsson TPR para 50 TPR para 100 
C2105 
99,33 % 74,50 % ST25a 
ST25i 
A pesar de que en los me´todos de agrupamiento no se posee informacio´n de los 
conjuntos de datos a agrupar, se realizaron algunos experimentos de clasiﬁcacio´n sobre 
un conjunto de 5 dispositivos diferentes con distintos conjuntos de entrenamiento tanto 
con distribuciones sime´tricas como asime´tricas. En lo que se reﬁere estrictamente a la 
fase de entrenamiento se usa la te´cnica propuesta en [CAPI10]. De esta forma se reduce 
ampliamente la complejidad computacional en el momento de calcular la matriz de 
similitud, siendo e´sta la que demora mayor tiempo en la ejecucio´n del algoritmo. 
En la Tabla 12.11 se muestra el nu´mero de ima´genes utilizadas para la fase de 
entrenamiento. En todos los experimentos se clasiﬁcaron las 150 ima´genes restantes que 
posee el conjunto total de ima´genes de cada dispositivo. Ninguna imagen dentro del 
conjunto de entrenamiento se encuentra en el conjunto de clasiﬁcacio´n y viceversa. Se puede 
observar que se mantienen los buenos resultados incluso con los conjuntos de ima´genes 
asime´tricos (98,3 % de TPR para los 4 experimentos realizados). 
Tabla 12.11: Agrupamiento de 5 dispositivos con fase de entrenamiento 
Apple Huawei LG Nokia Samsung 
TPRGrupo 
Iphone 5 U8815 E400 800 Lumia GT 5830m 
A 50 50 50 50 50 98,67 % 
B 100 100 100 100 100 99,33 % 
C 100 75 50 25 10 96,67 % 
D 50 45 40 35 30 98,53 % 
En la Tabla 12.12 pueden verse los tiempos de ejecucio´n del algoritmo de agrupamiento, 
sin tener en cuenta la extraccio´n de las caracter´ısticas, de algunos de los experimentos 
concretos realizados. So´lo en los casos en los que se ha realizado la fase de entrenamiento 
se indica el nu´mero total de ima´genes utilizadas por cada dispositivo detallando cua´ntas 
son utilizadas para la fase entrenamiento y cua´ntas para la fase de clasiﬁcacio´n. Con los 
tiempos de ejemplo de estos experimentos puede hacerse una idea global del orden en 
tiempo de ejecucio´n del algoritmo. Todas las ima´genes fueron recortadas a 1024×1024. 
El equipo donde se ejecutaron los experimentos es un Intel Core i7-2670QM 2,2 GHz con 
6Gb RAM y sistema operativo Linux. 
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Tabla 12.12: Tiempos de ejecucio´n
 
Nu´mero de Nu´mero de Fotos Fase de 
Agrupamiento 
Dispositivos (entrenamiento-clasiﬁcacio´n) Entrenamiento 
Tiempo (seg) 
Sime´trico 
3 
50 No 445 
100 No 1698 
5 
50 No 1207 
150 (100-50) S´ı 516 
100 No 4789 
150 (50-100) S´ı 1222 
Asime´trico 
5 
50, 45, 40, 35, 30 No 742 
100, 95, 90, 85, 80 No 4299 
7 
50, 45, 40, 35, 30, 25, 20 No 1484 
100, 95, 90, 85, 80, 75, 70 No 8992 
12.4 S´ıntesis del Cap´ıtulo 
En este cap´ıtulo se ha realizado un ana´lisis de las principales te´cnicas de agrupamiento de 
ima´genes sin supervisio´n en el ana´lisis forense de ima´genes digitales, realizando adema´s 
una propuesta. El algoritmo de la misma se basa en la combinacio´n de un agrupamiento 
jera´rquico y un agrupamiento plano para la separacio´n entre grupos. El uso del coeﬁciente 
de silueta para la validacio´n de los grupos ha demostrado alcanzar buenos resultados 
al obtener altos TPRs. Adema´s, el nu´mero de grupos ha correspondido al nu´mero de 
dispositivos reales en la mayor´ıa de los casos. El porcentaje de aciertos correctos al utilizar 
el recorte de imagen desde la esquina izquierda obtiene mejores resultados que cuando el 
recorte se centra en la imagen, a pesar de encontrar diferentes referencias en la literatura 
argumentando la saturacio´n y la falta de iluminacio´n encontradas en esas regiones. Se 
ha experimentado con diferentes modelos de dispositivos del mismo fabricante, ya que 
junto con la alta tasa de aciertos correctos, mediante el uso de distribuciones sime´tricas 
y asime´tricas de ima´genes por dispositivo, comproba´ndose la adaptabilidad del algoritmo 
para ser aplicado en casos reales. Los experimentos realizados en este cap´ıtulo han revelado 
una gran diversidad de situaciones con respecto a la simetr´ıa o no de los conjuntos de 
ima´genes, su taman˜o, el nu´mero de dispositivos utilizados y el uso de dispositivos de 
la misma marca. Despue´s de todos los experimentos se concluye que los resultados de 
la aplicacio´n de la te´cnica son buenos (92,98 % de TPR en promedio para todos los 
experimentos). 

Cap´ıtulo 13 
Me´todo Anti-Forense para 
Manipular la Identiﬁcacio´n de la 
Fuente de Adquisicio´n 
El ana´lisis forense de ima´genes digitales surge con la idea de restaurar la ﬁabilidad de las 
ima´genes digitales, que de otro modo podr´ıan considerarse modiﬁcables muy fa´cilmente. Al 
igual que la mayor´ıa de los campos de estudio tienen una contracorriente, y as´ı criminales 
o estafadores hacen esfuerzos para manipular las ima´genes en su propio beneﬁcio. Ellos 
usan el conocimiento del ana´lisis forense con el objetivo de eliminar o incluso suplantar las 
huellas dactilares o huellas que se utilizan para determinar la fuente de la imagen. Muchos 
de los algoritmos forenses en la literatura no fueron disen˜ados para ser robustos contra 
tal comportamiento y, como resultado, son fa´ciles de engan˜ar. De la misma manera, los 
me´todos de ana´lisis forense de ima´genes pueden beneﬁciarse de estudios sobre te´cnicas de 
ataque, con el propo´sito de fortalecer los algoritmos de las pro´ximas generaciones. 
Este cap´ıtulo presenta dos algoritmos para la destruccio´n y falsiﬁcacio´n de la identidad 
de una imagen digital. Se comienza con una breve presentacio´n de varios ataques que 
pueden ocurrir en el ana´lisis forense. A continuacio´n, se detalla el algoritmo para la 
destruccio´n de la identidad de la imagen. Posteriormente, se presenta un algoritmo 
para la falsiﬁcacio´n de la identidad de una imagen. Despue´s, para evaluar la validez 
de los algoritmos presentados, se exponen un conjunto de experimentos y los resultados 
obtenidos. El cap´ıtulo ﬁnaliza con una breve s´ıntesis de lo expuesto en el mismo. 
13.1 Generalidades 
Aunque las ima´genes pueden ser consideradas parte de la verdad, ya que son hechos 
reales captados por dispositivos electro´nicos (ca´maras digitales), nunca ha sido tan 
fa´cil modiﬁcar las ima´genes como lo es hoy en d´ıa, dada la existencia de potentes y 
soﬁsticados programas software. Esta facilidad de manipulacio´n plantea interrogantes 
sobre la integridad y veracidad de las ima´genes. Las te´cnicas de ana´lisis forense deben 
permitir detectar este tipo modiﬁcaciones malintencionadas o ser robustas ante las mismas. 
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En este trabajo se proponen algoritmos basados en el ruido del sensor y en la transformada 
wavelet que permiten eliminar la identidad de una imagen y falsiﬁcar la misma en una 
imagen dada. En el estado del arte existen algoritmos que realizan estas funciones con 
mayor cantidad y complejidad de los datos de entrada que los propuestos en este cap´ıtulo. 
Asimismo, necesitan tener acceso a la ca´mara digital a la que pertenece la imagen a la 
que se quiere aplicar el algoritmo. En la propuesta del algoritmo de destruccio´n de la 
identidad so´lo se necesita la fotograf´ıa a anonimizar y en la propuesta de falsiﬁcacio´n de 
la identidad se necesita un conjunto de fotograf´ıas de la ca´mara atacante y la fotograf´ıa 
cuya identidad se quiere falsiﬁcar, es decir, no se necesita la ca´mara de cuya fotograf´ıa 
va a ser falsiﬁcada su identidad. Estos escenarios son los ma´s comunes y realistas, ya que 
en muchos casos el atacante no tiene acceso a ca´mara que genero´ la imagen a atacar. 
Asimismo, los algoritmos propuestos sera´n de ayuda al fortalecimiento de nuevas te´cnicas 
de ana´lisis forense de ima´genes de dispositivos mo´viles frente a posibles ataques. 
En [RCAGSO+13] se concluye que el uso del ruido del sensor PRNU junto con la 
transformada wavelet es un me´todo eﬁcaz para la identiﬁcacio´n de la fuente, alcanzando 
una tasa de e´xito promedio del 87,21 %. Se estima que una te´cnica contra forense a este 
tipo de identiﬁcacio´n puede estar basada en estos elementos. Por tanto, los algoritmos 
presentados basan su funcionamiento en el tratamiento del ruido PRNU y la transformada 
wavelet. 
13.1.1 Algoritmo de Destruccio´n de la Identidad de una Imagen 
En este trabajo se propone un algoritmo basado en [GFH06] que permite extraer y 
eliminar la huella del sensor de una imagen P1. El algoritmo propuesto en [GFH06] obtiene 
un vector de caracter´ısticas con ﬁnes de clasiﬁcacio´n. El algoritmo propuesto en cambio 
tiene como ﬁn la obtencio´n de una imagen con su identidad destruida eliminando el ruido 
PRNU. 
Entre los diferentes ﬁltros que existen para la eliminacio´n del ruido de las ima´genes los 
que usan la transformada wavelet dan mejor resultado debido a que el ruido residual que se 
obtiene con este ﬁltro contiene la menor cantidad de rasgos de la escena. Generalmente, las 
´ unicamente ﬁltros de areas alrededor de los bordes son mal interpretadas cuando se utilizan ´

eliminacio´n de ruido menos robustos, tales como el ﬁltro de Wiener o el ﬁltro de mediana.
 
Por este motivo se selecciono´ el ﬁltro de eliminacio´n de ruido basado en la transformada
 
wavelet. Para cada nivel de descomposicio´n wavelet se obtienen los componentes de alta
 
frecuencia H (horizontal), V (vertical) y D (diagonal). El Algoritmo 13 muestra los pasos
 
a seguir para eliminar la huella del sensor.
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Algoritmo 13: Eliminacio´n del PRNU
 
I es la imagen v´ıctima 
procedure EliminarPRNU(I) 
Realizar una descomposicio´n wavelet de 4 niveles de In; 
foreach nivel de la descomposicio´n wavelet do 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
foreach c ∈{H,V,D} do 
Calcular la varianza local; 
if varianza adaptativa then 
Calcular 4 varianzas con ventanas de 
taman˜os 3, 5, 7 y 9, respectivamente; 
Seleccionar la varianza mı´nima; 
else 
Calcular la varianza con una ventana 
de taman˜o 3; 
Calcular los componentes wavelet sin ruido 
aplicando el ﬁltro de Wiener a la varianza; 
Obtener Ilimpia aplicando la transformada wavelet inversa de los componentes 
limpios calculados; 
end procedure 12 
donde Isinruido es obtenida aplicando el Algoritmo 13 de eliminacio´n del ruido. Cabe 
destacar que la Isinruido obtenida no es exactamente una imagen sin ningu´n tipo de ruido, 
ya que el patro´n del ruido del sensor esta´ formado por el ruido PRNU y el PNU. El 
Algoritmo 13 so´lo elimina de la Isinruido el PRNU y no el PNU. Sin embargo, por facilidad 
en el nombrado y nomenclatura se utiliza Isinruido para nombrar a la imagen sin el ruido 
PRNU. 
13.1.2 Algoritmo de Falsiﬁcacio´n de la Identidad de la Imagen 
En esta seccio´n se propone un algoritmo para inyectar el patro´n del sensor de una 
ca´mara C1 a una imagen P2 generada con una ca´mara C2 sin requerir acceso a la ca´mara 
C2. Para ello se utilizara´ el Algoritmo 13 presentado previamente en la Seccio´n 13.1.1. 
Las te´cnicas de identiﬁcacio´n de la fuente basadas en PRNU calculan la huella del 
sensor de la imagen con la Ecuacio´n 13.1: 
Iruido = I − Isinruido (13.1) 
El patro´n del ruido PNU se calcula mediante el promedio del ruido residual de varias 
ima´genes con la Ecuacio´n 13.2: 
1 
N 
Pruido = 
N 
Iruido (13.2) 
i=1 
Una vez que se tiene la posibilidad de eliminar el ruido del sensor y de extraer el patro´n 
del ruido del sensor se puede plantear la falsiﬁcacio´n de la identidad de una imagen. El 
Algoritmo 14 muestra los pasos a seguir para falsiﬁcar la identidad de una imagen. 
Cap´ıtulo 13. M´ on de la etodo Anti-Forense para Manipular la Identificaci´
164 onFuente de Adquisici´ 
Algoritmo 14: Falsiﬁcacio´n del PRNU
 
Input: I es la imagen v´ıctima 
N es el nu´mero de ima´genes de superﬁcies uniformemente iluminadas de la 
ca´mara suplantadora 
1 
2 
3 
4 
5 
6 
7 
8 
procedure ForgeImg(I,N)
 
Isinruido ← RemovePRNU(I);
 
Pruido ← ExtractPRNU(N);
 
Realizar una descomposicio´n wavelet de un nivel de
 
Isinruido obteniendo los componentes LI , HI , VI y DI ;
 
Realizar una descomposicio´n wavelet de un nivel de
 
Pruido obteniendo los componentes HP , VP y DP ;
 
Calcular los componentes wavelet falsiﬁcados
 
mediante cF =cI +cP donde c ∈{H,V,D};
 
Obtener Ifalsa aplicando la transformada wavelet
 
inversa con LI , HF ,VF y DF ;
 
end procedure 
Para tener una huella de mejor calidad y obtener mejores resultados en la falsiﬁcacio´n 
se recomienda que el nu´mero N de ima´genes sea superior a 50 y que las ima´genes se hayan 
adquirido de superﬁcies planas sin textura iluminadas uniformemente. Como superﬁcies 
planas se pueden considerar fotograf´ıas de cielo despejado o de un papel blanco. 
13.2 Experimentos 
En esta seccio´n se describen los experimentos realizados con los algoritmos de 
eliminacio´n de la huella del sensor (Algoritmo 13) y de falsiﬁcacio´n de la identidad de 
una imagen (Algoritmo 14). 
En estos experimentos se realizo´ la eliminacio´n y la falsiﬁcacio´n de las huellas con 
las implementaciones propuestas y con la herramienta “PRNU Decompare” [Net13b], 
la cual utiliza la te´cnica de correccio´n de sensibilidad descrita en la Seccio´n 10.3.2.1 y 
permite la eliminacio´n y la suplantacio´n del patro´n del sensor [Net13b] para llevar a cabo 
la eliminacio´n y la suplantacio´n de la huella. Esta herramienta requiere como entrada 
una fotograf´ıa de un marco oscuro y un nu´mero N de ima´genes de superﬁcies planas 
iluminadas uniformemente (se recomienda un mı´nimo de 30 ima´genes). Los resultados 
obtenidos se compararon haciendo uso de la herramienta “NFI PRNU Compare” [Net13a], 
la cual permite comparar ima´genes y patrones del ruido del sensor de varias ima´genes. 
“NFI PRNU Compare” usa como medida para la comparacio´n la correlacio´n, la cual es 
utilizada en otros muchos trabajos ([LFG06], [GFC11], [CESR12] y [UH12], entre otros), 
para la comparacio´n de ima´genes y patrones de ruido. Cabe destacar que en la propuesta 
no se necesita un conjunto de ima´genes de la ca´mara de cuya fotograf´ıa se quiere destruir 
su identidad, so´lo se necesita la propia imagen. Tampoco se necesita ningu´n conjunto de 
fotograf´ıas ni tener acceso a la ca´mara v´ıctima en el caso de la falsiﬁcacio´n de la identidad, 
so´lo un conjunto de fotograf´ıas de la ca´mara atacante. Es decir, el algoritmo propuesto 
necesita menos ima´genes de entrada que “PRNU Decompare” para realizar la misma 
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funcio´n. 
13.2.1 Destruccio´n de la Identidad de la Imagen 
Para este experimento se utilizaron las fotograf´ıas de 6 ca´maras digitales de dispositivos 
mo´viles: LG E510f, LG 400, Nokia 800 Lumia, Sony ST25i (Xperia U), Apple iPhone5 
y Samsung GTI-9000. De cada uno de los dispositivos se obtuvieron 50 fotograf´ıas de 
ima´genes planas uniformemente iluminadas y una fotograf´ıa totalmente oscura cubriendo 
la lente de la ca´mara. Una fotograf´ıa de cada ca´mara seleccionada al azar de la base de 
datos de fotograf´ıas se utiliza para la destruccio´n de la identidad de la imagen. Todas las 
fotograf´ıas fueron recortadas a un taman˜o de 1024×1024. 
Inicialmente, se genera el primer grupo de ima´genes sin huella, haciendo uso del 
Algoritmo 13. Cabe remarcar que para realizar esta eliminacio´n no se requiere de 
fotograf´ıas adicionales a la fotograf´ıa de la que se pretende eliminar el ruido del sensor. 
A continuacio´n, se genera el segundo grupo de ima´genes sin huella con la herramienta 
“PRNU Decompare”, dando como entrada a este programa las 50 ima´genes planas y la 
imagen del marco oscuro. Por lo tanto, se tienen dos ima´genes sin la huella del sensor de 
cada ca´mara, una generada con el Algoritmo 13 y otra con “PRNU Decompare”. 
Para evaluar la efectividad del algoritmo de eliminacio´n de la huella se comparan los dos 
grupos de ima´genes con la herramienta “NFI PRNU Compare”. Con 40 ima´genes elegidas 
de forma aleatoria de las 50 de cada ca´mara, “NFI PRNU Compare” obtiene el patro´n del 
ruido de cada ca´mara, segu´n se indica en las recomendaciones de la documentacio´n de la 
herramienta. 
En la Tabla 13.1 se muestran los resultados de comparar cada patro´n del ruido del 
sensor generado por “NFI PRNU Compare” de cada una de las ca´maras con las ima´genes 
sin ruido generadas por las dos herramientas y con la fotograf´ıa original. La herramienta 
“NFI PRNU Compare” permite hacer comparaciones midiendo que´ tanto se parece un 
patro´n a otro (las ﬁlas que esta´n ma´s cerca del patro´n con el que se compara son las 
que ma´s se le asemejan). La Tabla 13.1 muestra los coeﬁcientes de correlacio´n para cada 
canal de color. Una alta correlacio´n indica un alto grado de similitud lineal entre los dos 
patrones. 
En todos los experimentos las ima´genes sin ruidos generadas con “PRNU Decompare”, 
resultaron ser las menos parecidas al patro´n. Esto era de esperar ya que consideran mayor 
informacio´n para eliminar la huella. 
En todos los casos los resultados de las comparaciones de las ima´genes sin ruido 
tuvieron resultados muy similares, lo que indica que en este caso el algoritmo propuesto 
obtuvo buenos resultados acerca´ndose al resultado del programa “PRNU Decompare”, 
pero sin la necesidad de usar la fotograf´ıa del marco oscuro, ni las 50 ima´genes planas. 
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Tabla 13.1: Comparativa entre patrones e ima´genes sin ruido 
Patro´n Imagen Rojo Verde Azul Suma 
LG E510f 
Original -0,014645672 -0,0017777978 -0,007864626 -0,024288096 
Propuesta -0,015506644 -0,003044259 -0,008411303 -0,026962206 
Decompare -0,018929206 -0,0023383496 -0,012027217 -0,033294775 
LG E400 
Original 0,011481647 0,010190065 0,01825918 0,039930895 
Propuesta 0,010315191 0,008225861 0,017940063 0,036481116 
Decompare 0,010638827 0,009045472 0,016430777 0,036115076 
Nokia 800 Lumia 
Original 0,011352311 0,011754888 0,019119238 0,042226437 
Propuesta 0,009912337 0,009113852 0,016991276 0,036017465 
Decompare 0,010812875 0,009995133 0,014978331 0,035786339 
Apple iPhone 5 
Original -0,015712192 -0,002311284 -0,007307031 -0,025330507 
Propuesta -0,016984729 -0,003462913 -0,009599754 -0,030047396 
Decompare -0,019395503 -0,003140395 -0,009915681 -0,032451579 
Sony ST25i 
Original -0,012013772 -0,002127295 -0,006817536 -0,020958603 
Propuesta -0,014839721 -0,003142763 -0,009114359 -0,027096843 
Decompare -0,016545112 -0,002611324 -0,011200112 -0,030356548 
Samsung GTI-9000 
Original 0,017310016 0,010754888 0,016119238 0,044184142 
Propuesta 0,014015311 0,007826601 0,014491394 0,036333306 
Decompare 0,014979864 0,007992510 0,012984029 0,035956403 
Un tema importante a tratar es el de si la imagen cuya identidad se ha destruido reduce 
su calidad o de si existen efectos visibles al ojo humano sobre la escena de la imagen. Para 
ello en la Figura 13.1 se muestran dos ejemplos de ima´genes de los dispositivos Nokia 800 
Lumia y Sony ST25i (Xperia U) y sus respectivas ima´genes con su identidad destruida. 
En la Figura 13.1 no se aprecian cambios en la escena de las ima´genes cuya identidad se 
ha destruido. 
Au´n as´ı, se ha decidido utilizar unas me´tricas IQM para evaluar de un modo objetivo 
la pe´rdida de calidad de las ima´genes cuya identidad se ha destruido con respecto a las 
originales. Para ello se ha decidido utilizar las me´tricas de Minkowsky. Concretamente se 
utilizara´n las me´tricas de Minkowsky para γ = 1 las cuales se corresponde con el MAE 
y γ = 2 con el MSE. En ambos casos, altos valores de MAE o MSE se corresponden 
con ima´genes de baja calidad. Estas me´tricas son aplicadas para cada una de las bandas 
RGB, por lo tanto se obtendra´n tres me´tricas para el MAE y otras tres para el MSE. 
A continuacio´n, se muestran los valores de las me´tricas de calidad para cada una de las 
bandas de las 4 ima´genes de la Figura 13.1. Como puede observarse en la Tabla 13.2, la 
destruccio´n de la identidad de la imagen no hacer variar pra´cticamente nada los ı´ndices 
de calidad de la imagen presentados. 
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(a) Nokia 800 Lumia: Imagen original (b) Nokia 800 Lumia: Imagen con identidad 
destruida 
(c) Sony ST25i: Imagen original (d) Sony ST25i: Imagen con identidad destruida 
Figura 13.1: Ejemplo de ima´genes anonimizadas 
Tabla 13.2: MAE y MSE de las ima´genes y sus respectivas ima´genes con identidad 
destruida 
MAE MSE 
Imagen 
Rojo Verde Azul Rojo Verde Azul 
Nokia 800 Lumia 0,8410 0,8183 0,8428 2,6498 2,1777 2,3869 
Nokia 800 Lumia identidad destruida 0,8368 0,8135 0,8388 2,6245 2,1531 2,3617 
Sony ST25i 0,8976 0,8705 0,8916 4,0664 3,3754 3,7108 
Sony ST25i identidad destruida 0,8924 0,8656 0,8869 4,0324 3,3465 3,6783 
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13.2.2 Falsiﬁcacio´n de la Identidad de la Imagen 
Para este experimento se utilizo´ tambie´n el conjunto de fotograf´ıas de la Seccio´n 13.2.1. 
De forma similar al experimento anterior se extrajo la huella de una de las ca´maras y se 
inyecto´ en las otras dos haciendo uso del algoritmo propuesto y “PRNU Decompare”. 
Despue´s se compararon los resultados con la herramienta “NFI PRNU Compare”. Los 
roles que jugaron cada una de las ca´maras se muestran en la Tabla 13.3. 
Tabla 13.3: Dispositivos usados para la falsiﬁcacio´n de la identidad 
Ca´mara Suplantadora Vı´ctima 1 Vı´ctima 2 
LG E510f LG-400 Samsung GT-I8160P 
Ca´mara Suplantadora Vı´ctima 3 Vı´ctima 4 
Nokia 800 Lumia Sony ST25i Samsung GTI-9000 
Para realizar la falsiﬁcacio´n del patro´n del ruido del sensor con el algoritmo 
propuesto en este trabajo u´nicamente se requirieron las 50 ima´genes planas uniformemente 
iluminadas pertenecientes a la ca´mara suplantadora. En el caso de la herramienta “PRNU 
Decompare” para realizar la falsiﬁcacio´n el programa requiere como entrada las 50 
fotograf´ıas planas y la fotograf´ıa totalmente oscura tanto de la ca´mara suplantadora como 
de la ca´mara v´ıctima. 
Despue´s de realizar la falsiﬁcacio´n en las dos ca´maras v´ıctimas se compararon los 
resultados que esta´n resumidos en la Tabla 13.4, mostrando los coeﬁcientes de correlacio´n 
para cada banda de color. 
En el caso de la v´ıctima 1 se puede observar que las dos suplantaciones resultaron 
tener mayor similitud con el patro´n de la ca´mara suplantadora y el resultado de “PRNU 
Decompare” se acerca ma´s, aunque la diferencia no es muy signiﬁcativa considerando que 
ellos utilizan un nu´mero mucho mayor de ima´genes como fuente de informacio´n. 
En el caso de la v´ıctima 2 el resultado del algoritmo propuesto fue el que menos 
similitud tuvo con el patro´n de la ca´mara suplantadora. Los resultados obtenidos hasta 
el momento eran los esperados, debido a que el algoritmo propuesto en este trabajo no 
asume que se tiene acceso a la ca´mara fuente y en el trabajo del “PRNU Decompare” s´ı. 
Au´n as´ı, en ambos casos los resultados de la propuesta son muy cercanos a los obtenidos 
con “PRNU Decompare”. 
Es importante recalcar que en escenarios reales normalmente no se tiene acceso a 
la ca´mara v´ıctima. Esta propuesta so´lo necesita un conjunto de ima´genes de la ca´mara 
atacante, al igual que “PRNU Decompare”. Sin embargo, esta propuesta no necesita 
ningu´n tipo de contenido especial de la escena en el conjunto de ima´genes y “PRNU 
Decompare” s´ı, tal y como se ha indicado anteriormente. 
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Tabla 13.4: Comparativa entre patrones, ima´genes originales y v´ıctimas
 
Imagen Rojo Verde Azul Suma 
Vı´ctima 1 
Decompare 0,009219962 0,0054620425 0,009098741 0,023780745 
Propuesta 0,007900867 0,0046529872 0,0083521 0,020905953 
Original 0,0073570074 0,004183661 0,0075896666 0,019130334 
Vı´ctima 2 
Decompare 0,01418404 0,013986045 0,013574668 0,041744754 
Original 0,011300047 0,013949845 0,0125216115 0,0377715 
Propuesta 0,008964902 0,0066337977 0,004440412 0,020039111 
Vı´ctima 3 
Decompare 0,00811001 0,004442147 0,009333811 0,021885968 
Propuesta 0,007201833 0,00419231 0,009112659 0,020506802 
Original 0,006232409 0,003880702 0,007871138 0,017984249 
Vı´ctima 4 
Decompare 0,009913582 0,007213382 0,008788015 0,025914979 
Propuesta 0,008271773 0,007621801 0,008141919 0,024035493 
Original 0,008137003 0,005338104 0,00790911 0,021384217 
Ana´logamente al caso de destruccio´n de la identidad de la imagen, se realiza el mismo 
estudio de pe´rdida de calidad de la imagen para el ejemplo de falsiﬁcacio´n de las v´ıctimas 
3 y 4. En la Tabla 13.5 se muestran los ´ındices de calidad de la imagen MAE y MSE para 
las ima´genes originales y sus respectivas ima´genes con la identidad falsiﬁcada. 
Tabla 13.5: MAE y MSE de las ima´genes y sus respectivas ima´genes con identidad 
falsiﬁcada 
MAE MSE 
Imagen 
Rojo Verde Azul Rojo Verde Azul 
Vı´ctima 3 original 0,8976 0,8705 0,8916 4,0664 3,3754 3,7108 
Vı´ctima 3 falsiﬁcada 0,8926 0,8656 0,8872 4,0323 3,3445 3,6787 
Vı´ctima 4 original 0,7836 0,7800 0,7820 2,3412 2,2525 2,2724 
Vı´ctima 4 falsiﬁcada 0,7685 0,7639 0,7661 2,2940 2,2062 2,2207 
Como puede observarse en la Tabla 13.5, la falsiﬁcacio´n de la identidad de la imagen 
no hace variar pra´cticamente nada los ı´ndices de calidad de la imagen presentados. Los 
resultados pueden verse en la Figura 13.2, donde puede comprobarse que los cambios son 
inperceptibles para el ojo humano. 
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(a) Vı´ctima 3 original (b) Vı´ctima 3 con identidad falsiﬁcada 
(c) Vı´ctima 4 original (d) Vı´ctima 4 con identidad falsiﬁcada 
Figura 13.2: Ejemplo de ima´genes falsiﬁcadas 
13.3 S´ıntesis del Cap´ıtulo 
En este cap´ıtulo se han propuesto dos nuevos algoritmos, uno capaz de eliminar todos 
los datos que permiten encontrar la identidad de una imagen y otro que permite su 
falsiﬁcacio´n. Los dos algoritmos se basan en el uso de diferentes tipos de ruido del sensor 
y en la transformada wavelet. Ambos algoritmos tienen una gran ventaja sobre otros 
existentes ya que necesitan una cantidad de datos de entrada mucho menor y adema´s 
e´stos son ma´s fa´ciles de obtener, lo que los hace ma´s aplicables y ma´s cercanos a los 
escenarios de la vida real. 
Ambos algoritmos pueden ser vistos como contribuciones de investigacio´n al futuro 
fortalecimiento de las te´cnicas forenses para detectar manipulaciones malintencionadas. 
Por ejemplo, el primer algoritmo puede ser muy u´til en aplicaciones web que cargan y 
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muestran ima´genes en Internet (redes sociales, directorios, etc.), ya que permiten la carga 
de ima´genes totalmente ano´nimas. 
La eﬁcacia de los algoritmos propuestos es buena, aunque en algunos casos no se 
obtienen resultados comparables con los de otros algoritmos, logrando generalmente 
resultados cercanos y bastante aceptables, con el beneﬁcio de reducir dra´sticamente 
los datos de entrada requeridos y ser ma´s pra´cticos y realistas. Como se ha 
comentado anteriormente, estos algoritmos pueden ser u´tiles como punto de partida para 
futuras mejoras que permitan obtener resultados similares mediante otros algoritmos o 
herramientas, enfatizando y teniendo en cuenta los limitados datos de entrada necesarios 
y que puedan funcionar incluso cuando no tengan acceso a la ca´mara de la v´ıctima en 
el caso de falsiﬁcacio´n de la identidad de una imagen. Adema´s, la aplicacio´n de ambos 
algoritmos no provoca cambios visibles en la imagen y no reduce signiﬁcativamente la 
calidad de la misma. 

Cap´ıtulo 14 
Conclusiones y Trabajo Futuro 
Numerosas ima´genes digitales circulan diariamente en Internet o se utilizan como 
prueba en los procedimientos judiciales. Como consecuencia, el ana´lisis forense de las 
ima´genes digitales generadas por dispositivos como ca´maras digitales, dispositivos mo´viles, 
esca´neres o computadores se vuelve importante en diversas situaciones de la vida real. 
Cabe destacar que las te´cnicas de ana´lisis forense de ima´genes generadas por dispositivos 
mo´viles son, por sus caracter´ısticas intr´ınsecas, espec´ıﬁcas para e´stos, no siendo va´lidas en 
la mayor´ıa de los casos las te´cnicas cla´sicas de ana´lisis forense de ima´genes. Un ejemplo 
de esto se presenta cuando un analista forense necesita identiﬁcar el tipo de dispositivo 
que genero´ una imagen (ca´mara, esca´ner, computador) o la clase (marca y modelo) de la 
fuente de adquisicio´n de la imagen. 
En este trabajo se ha presentado una te´cnica para identiﬁcar ima´genes de dispositivos 
mo´viles con respecto a ima´genes escaneadas y generadas por computador. Adema´s, se ha 
introducido otra te´cnica que permite distinguir la fuente de adquisicio´n de ima´genes de 
dispositivos mo´viles. Las te´cnicas se basan en el uso de cuatro conjuntos de caracter´ısticas 
(Ruido, Color, IQM y Wavelets), con los que se han realizado diferentes ajustes con el ﬁn 
de mejorar los resultados para cada tipo de dispositivo espec´ıﬁco. Se ha experimentado 
con la combinacio´n de las distintas caracter´ısticas, taman˜o, posicio´n de recorte y funciones 
wavelets. La clasiﬁcacio´n se ha realizado con SVMs. 
Con respecto a la identiﬁcacio´n del tipo de fuente, la primera conclusio´n general 
es que las caracter´ısticas basadas en el ruido se descartan como inva´lidas cuando 
el nu´mero de tipos de dispositivos es mayor que 2. Esto se debe a que en los 
experimentos se obtuvieron resultados inaceptables en la identiﬁcacio´n con tres tipos de 
dispositivos (esca´ner, dispositivo mo´vil y computador). Los experimentos en los que se 
utilizaron ima´genes enteras y diferentes taman˜os de recorte y posiciones arrojaron tambie´n 
resultados inaceptables al identiﬁcar tres tipos de dispositivos (esca´ner, dispositivo mo´vil 
y computador). Como se discute en los experimentos, para estos tres tipos de dispositivos 
hay docenas de fabricantes y modelos distintos que diﬁcultan la clasiﬁcacio´n. 
Como contrapartida, los analistas forenses s´ı pueden tener en cuenta la aplicacio´n de la 
te´cnica con caracter´ısticas de ruido para la identiﬁcacio´n del tipo de fuente de ima´genes de 
dispositivos mo´viles con respecto a ima´genes de esca´neres y computadores. Los resultados 
son mucho mejores al discernir el tipo de fuente entre esca´neres y dispositivos mo´viles. 
173
 
174 Cap´ıtulo 14. Conclusiones y Trabajo Futuro
 
El uso de todas las caracter´ısticas mejora signiﬁcativamente los resultados, pero como 
conclusio´n general no son lo suﬁcientemente buenos para ser utilizados en una situacio´n 
comprometida. 
Los resultados son mucho ma´s alentadores al identiﬁcar la fuente de adquisicio´n de 
ima´genes de dispositivos mo´viles. En todos los conjuntos de experimentos realizados hay 
por lo menos una conﬁguracio´n que produce buenos resultados, ponie´ndolos siempre en el 
contexto del nivel de demanda de esta te´cnica (un gran nu´mero de dispositivos o muchos 
dispositivos del mismo fabricante). 
El uso de todas las caracter´ısticas o las caracter´ısticas wavelets de la familia Daubechies 
8-tap son las que ofrecen mejores resultados. Con respecto al taman˜o de recorte, para la 
obtencio´n de resultados o´ptimos existe un taman˜o de recorte o´ptimo (1024×768), que no 
necesariamente es el mayor o la imagen entera, ya que e´sta u´ltima genera peores resultados 
que cuando se utiliza un recorte. Cuando se considera un recorte de taman˜o suﬁcientemente 
grande, por ejemplo 1024×768, la reduccio´n del recorte disminuye la tasa de e´xito. Con 
respecto al nu´mero de dispositivos utilizados, como se esperaba, cuanto mayor es el nu´mero 
de dispositivos, menor es la tasa de e´xito. Lo mismo ocurre cuando se utilizan dispositivos 
del mismo fabricante, cuyas ca´maras son similares o ide´nticas en algunos casos. 
Por lo tanto, el analista forense, conociendo a priori la informacio´n en algunos casos 
y teniendo en cuenta estas conclusiones, debe decidir establecer los diversos para´metros 
de la te´cnica y la validez de los resultados, teniendo en cuenta los porcentajes obtenidos 
en los experimentos presentados en este trabajo. En otras palabras, una sola aplicacio´n 
de la te´cnica puede dar buenos resultados en algunos casos y malos resultados en otros, 
dependiendo de factores tales como si se quiere decidir el tipo o marca y modelo de los 
dispositivos, el nu´mero de dispositivos utilizado o el nu´mero de dispositivos del mismo 
fabricante, entre otras cosas. 
Los te´cnicas de identiﬁcacio´n de la fuente que usan clasiﬁcacio´n con SVMs en donde es 
requisito conocer a priori las clases a las que pertenecen las ima´genes en algunos escenarios 
no son aplicables. Por ejemplo, en escenarios en los que el analista desconoce por completo 
el conjunto de ca´maras a las que pueden pertenecer un conjunto de ima´genes. As´ı surgen 
otras te´cnicas basadas en agrupamiento. En este tipo de clasiﬁcacio´n no se tienen datos 
de las ca´maras a priori y el objetivo no es identiﬁcar la marca y modelo de la ca´mara, 
sino poder agrupar distintas ima´genes en grupos disjuntos en los que todas sus ima´genes 
pertenecen al mismo dispositivo. 
En este trabajo tambie´n se ha realizado un ana´lisis de las principales te´cnicas de 
agrupamiento de ima´genes sin supervisio´n, siendo e´stas de suma importancia en el ana´lisis 
forense de ima´genes digitales. A pesar del auge que han tenido las ca´maras de dispositivos 
mo´viles en estos tiempos, au´n no existen en el estado del arte muchas referencias para 
el agrupamiento no supervisado de ima´genes de dispositivos mo´viles. La mayor parte de 
los trabajos se reﬁeren a la clasiﬁcacio´n supervisada y en muchos casos no se centran en 
ima´genes de dispositivos mo´viles, las cuales tienen caracter´ısticas peculiares. 
La comparacio´n de los resultados de este trabajo con los de otros trabajos del estado 
del arte no puede realizarse de forma precisa, ya que en los mismos no se hace referencia 
al nu´mero ﬁnal de grupos o grupos generados, lo cual es fundamental. Adema´s, en estos 
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trabajos no se detalla co´mo se han calculado las tasas de acierto, ni se hace referencia a 
las mismas cuando los grupos generados por la clasiﬁcacio´n son diferentes en nu´mero a 
la cantidad de dispositivos utilizados, haciendo esto que la comparativa de sus tasas con 
respecto a la interpretacio´n del TPR realizada carezca de sentido. El ruido agregado en 
cada imagen por el sensor de la ca´mara, debido a los fallos en el proceso de fabricacio´n 
de e´ste o defectos por el uso diario, ha demostrado ser una fuente ﬁable de identiﬁcacio´n 
de un dispositivo. Asimismo, el ca´lculo de correlacio´n normalizada entre ruidos de sensor 
extra´ıdos de dos o ma´s ima´genes es una medida de similitud bastante utilizada en las 
te´cnicas de aprendizaje sin supervisio´n de ima´genes, siendo las te´cnicas de agrupamiento 
aquellas que tienen mejores resultados. 
El algoritmo propuesto para el agrupamiento esta´ basado en la combinacio´n de un 
agrupamiento jera´rquico y un agrupamiento plano para la separacio´n entre grupos. El uso 
del coeﬁciente silueta para la validacio´n de los grupos demostro´ dar buenos resultados 
al obtener elevados TPRs. Tambie´n el nu´mero de grupos correspondio´ al nu´mero de 
dispositivos reales en la mayor´ıa de los casos. 
El porcentaje de aciertos al utilizar el recorte de la esquina superior izquierda 
de la imagen fue mayor que al recortar la imagen por el centro, pese a encontrar 
diferentes referencias en la literatura argumentando la saturacio´n y ausencia de iluminacio´n 
encontrada en esas regiones. 
Tambie´n fue importante haber experimentado con diferentes modelos de dispositivos 
del mismo fabricante, ya que, junto con la alta tasa de aciertos correctos mediante el 
uso de distribuciones sime´tricas y asime´tricas de ima´genes (mismo o diferente nu´mero de 
ima´genes) por dispositivo, se comprueba la adaptabilidad del algoritmo a su aplicacio´n en 
casos reales. 
Los experimentos realizados en este trabajo han permitido comprobar gran diversidad 
de situaciones con respecto a la simetr´ıa o no de los conjuntos de ima´genes, su taman˜o, 
el nu´mero de dispositivos utilizados y el uso de dispositivos de la misma marca. Despue´s 
de todos los experimentos realizados, se concluye que los resultados de la aplicacio´n de la 
te´cnica son buenos (92,98 % de TPR promedio de todos los experimentos realizados). 
Es importante tener en cuenta los distintos ataques que pueden sufrir las te´cnicas 
propuestas con el ﬁn de mejorarlas. As´ı, se han presentado dos algoritmos, uno que permite 
destruir la identidad de una imagen y otro que posibilita falsiﬁcar la misma. Los dos 
algoritmos tienen como base la utilizacio´n del ruido del sensor y la transformada wavelet. 
Ambos algoritmos tienen como gran ventaja con respecto a otros con los mismos ﬁnes 
que necesitan una menor variedad y cantidad de datos de entrada, ajusta´ndose en mayor 
medida a escenarios reales. Concretamente, para el algoritmo de eliminacio´n de la huella de 
una imagen se necesita u´nicamente la propia imagen y no un conjunto de ima´genes planas 
y una imagen del marco oscuro de la ca´mara v´ıctima como ocurre en el caso de otros 
enfoques. Los algoritmos que requieren numerosas ima´genes digitales con caracter´ısticas 
especiales para su funcionamiento no son realistas, ya que dif´ıcilmente se puede tener 
acceso a la ca´mara v´ıctima. Para el caso del algoritmo propuesto de falsiﬁcacio´n de la 
identidad de una imagen tampoco se necesita tener acceso a la ca´mara v´ıctima. 
Los dos algoritmos pueden considerarse u´tiles para futuros fortalecimientos de las 
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te´cnicas forenses de deteccio´n de manipulaciones malintencionadas. Por ejemplo, el primer 
algoritmo puede ser de gran utilidad en aplicaciones web que permiten subir y mostrar 
ima´genes en Internet (redes sociales, directorios de ima´genes, etc.), ya que permite que 
la imagen subida sea ano´nima desde el punto de vista de la identiﬁcacio´n de la fuente de 
adquisicio´n. 
La eﬁcacia de estos algoritmos es bastante buena, incluso en algunos casos en los que no 
se obtienen resultados comparables con otros algoritmos. En general, se logran resultados 
cercanos y aceptables, con el beneﬁcio de reducir dra´sticamente la cantidad de datos de 
entrada y siendo ma´s pra´cticos y realistas. 
Estos algoritmos pueden ser de utilidad como punto de partida para futuras mejoras 
que permitan obtener resultados similares a otros algoritmos o herramientas, enfatizando 
la mı´nima cantidad de datos de entrada necesarios para su funcionamiento y el hecho de 
no requerir acceso a la ca´mara v´ıctima. Adema´s, la aplicacio´n de ambos algoritmos no 
provoca cambios visibles o degradacio´n en la imagen, no reduciendo signiﬁcativamente la 
calidad de la misma. 
14.1 Trabajo Futuro 
La informacio´n de estas conclusiones puede ser un punto de partida para futuros 
trabajos, como los que se sen˜alan a continuacio´n: 
•	 Bu´squeda de nuevos conjuntos de caracter´ısticas para la identiﬁcacio´n de 
la fuente de adquisicio´n de ima´genes: Interesa encontrar nuevas caracter´ısticas 
y conﬁguraciones que permitan mejorar por s´ı solas o conjuntamente con las 
presentadas en este trabajo las tasas de acierto o presenten nuevas alternativas para 
distintas aplicaciones. En especial, para los casos en los que la tasa de acierto tiene 
que ser muy cercana al 100 % como en aplicaciones relacionadas con casos judiciales. 
De la misma forma, cuando el nu´mero de dispositivos es muy grande, para as´ı poder 
aplicar los algoritmos a grandes bases de datos de ana´lisis forense. 
•	 Mejorar los resultados de las te´cnicas de agrupamiento: Interesa optimizar 
el nu´mero de clases generadas por la te´cnica, es decir, que en todos o en la inmensa 
mayor´ıa de los casos sea igual el nu´mero de dispositivos a clasiﬁcar al nu´mero de 
conjunto creados por el algoritmo de agrupamiento. Una vez logrado este objetivo, 
convendr´ıa optimizar la homogeneidad de los grupos, evitando clases generadas por 
la te´cnica que contengan objetos de distintos dispositivos. 
•	 Agrupamiento basado en caracter´ısticas de la imagen: El uso de otras 
caracter´ısticas de la imagen diferentes a las del SPN para clasiﬁcar las ima´genes, 
pero siguiendo el mismo algoritmo de agrupamiento, podr´ıa mejorar o darle nuevas 
aplicaciones al agrupamiento. As´ı, podr´ıan analizarse las caracter´ısticas de wavelets, 
color y calidad de imagen (IQM), entre otras. 
•	 Agrupamiento para v´ıdeos: Adaptacio´n de las te´cnicas de agrupamiento a v´ıdeos 
generados por dispositivos mo´viles. 
•	 Mejora de la robustez de las te´cnicas de ana´lisis forense: Mejorar las te´cnicas 
presentadas (y, por ende, cualquier te´cnica futura) para que sean ma´s fuertes con 
respecto a los distintos posibles ataques. Este aspecto no ha sido tenido en cuenta 
en la creacio´n de las distintas te´cnicas presentadas, ya que el principal objetivo ha 
sido obtener buenos resultados para ima´genes no manipuladas. 
•	 Optimizacio´n en la destruccio´n de la identidad de ima´genes: La destruccio´n 
de la identidad de una imagen no debe ser considerada u´nicamente como un ataque. 
Ima´genes en la web en muchos casos pueden requerir de esta funcio´n. Por tanto, se 
debe de investigar co´mo poder eliminar todas o la mayor parte de cualquier tipo de 
traza que permita la identiﬁcacio´n de una imagen, siempre teniendo como premisa 
que no se pierda calidad de la imagen. 
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Abstract 
Digital image forensics has lately become one of the very important applications to identify the 
characteristics and the originality of the digital devices. This paper studies the recent developments in 
the field of image source identification. Proposed techniques in the literature are categorized into five 
primary areas based on source model identification: Metadata, Image Features, CFA and 
Demosaicing Artifacts, Lens Distortions and Wavelet Transforms. The main idea of the proposed 
approaches in each category is described in detail, and reported results are discussed to evaluate the 
potential of the methods. 
Keywords -  Image forensics, source camera identification, classification, SVM.  
1 INTRODUCTION 
Image source identification research investigates the design of techniques to identify the 
characteristics of digital data acquisition device (e.g., digital camera and cell-phone) used in the 
generation of an image. These techniques are expected to achieve two major outcomes. The first is 
the class (model) properties of the source, and the second is the individual source properties. 
The success of image source identification techniques depends on the assumption that all images 
acquired by an image acquisition device will exhibit certain characteristics that are intrinsic to the 
acquisition devices because of their (proprietary) image formation pipeline and the unique hardware 
components they deploy, regardless of the content of the image. (It should be noted that such devices 
generally encode the device related information, like model, type, date and time, and compression 
details, in the image header, e.g., EXIF header. However, since this information can be easily modified 
or removed, it cannot be used for forensics purposes). 
1.1 Image Formation in Digital Cameras 
The design of image source identification techniques requires an understanding of the physics and 
operation of these devices. The general structure and sequence of stages of image formation pipeline 
remains similar for almost all digital cameras, although much of the details are kept as proprietary 
information of each manufacturer.  
Consumer level digital cameras consist of a lens system, sampling filters, colour filter array, imaging 
sensor and a digital image processor [1]. The lens system is essentially composed of a lens and the 
mechanisms to control exposure, focusing, and image stabilization to collect and control the light from 
the scene. After the light enters the camera through the lens, it goes through a combination of filters 
that includes at least the infra-red and anti-aliasing filters to ensure maximum visible quality. The light 
is then focused onto imaging sensor, an array of rows of columns of light-sensing elements called 
pixels. Digital cameras deploy charge-coupled device (CCD) or complimentary metal-oxide 
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semiconductor (CMOS) type of imaging sensors. Each light sensing element of sensor array 
integrates the incident light over the whole spectrum and obtains an electric signal representation of 
the scenery. Since each imaging sensor element is essentially monochromatic, capturing colour 
images requires separate sensors for each colour component. However, due to cost considerations, in 
most digital cameras, only a single sensor is used along with a colour filter array (CFA). The CFA 
arranges pixels in a pattern so that each element has a different spectral filter. Hence, each element 
only senses one band of wavelength, and the raw image collected from the imaging sensor is a 
mosaic of different colours and varying intensity values. The CFA patterns are most generally 
comprised of red-green-blue (RGB) and cyan-magenta-yellow (CMY) colour components. The 
measured colour values are passed to a digital image processor which performs a number of 
operations to produce a visually pleasing image. As each sub-partition of pixels only provide 
information about a number of colour component values, the missing colour values for each pixel need 
to be obtained through a demosaicing operation. This is followed by other forms of processing like 
white point correction, image sharpening, aperture correction, gamma correction and compression. 
Although the operations and stages explained here are standard stages in a digital camera pipeline, 
the exact processing detail in each stage varies from one manufacturer to the other, and even in 
different camera models manufactured by the same company. 
2 SOURCE MODEL IDENTIFICATION 
The features that are used to differentiate camera-models are derived based on the differences in 
processing techniques and the component technologies. 
The deficiency of this methodology, in general, is that many models and brands use components by a 
few manufacturers, and processing steps/algorithms remain the same or very similar among different 
models of a brand. Hence, reliable identification of a source camera-model depends on 
characterization of various model dependent features as explained below. 
2.1 Techniques Based on Metadata 
These are the simplest although they strongly depend on the data the maker inserts as metadata 
when the picture is taken. Furthermore, this method is the most vulnerable to malicious changes by 
third parties. Nevertheless, once it is proven that there is no kind of external modification, analysing 
the large amount of metadata can greatly help the forensic analyst. 
There are a huge amount of papers referencing the different types of metadata in pictures for search 
and classification purposes [2, 3, 4, 5]. As stated before, these kinds of techniques, though simplest, 
depend on the metadata the maker may introduce. In fact, the most followed specification to identify 
the source of the camera, Exif [6], has two specific tags: “Make”' and “Model”, unfortunately filling data 
in those tags is not mandatory. 
2.2 Techniques Based on Image Features 
Tsai et al in [7] proposed approach methods to determine source camera or mobile phone with 
camera. They used a set of image features to find out about the characteristics of the camera. The 
features include colour features, quality Features and Image Characteristics of frequency domain. 
They adopt the Wavelet Transform method for calculating wavelet domain statistics and add the SVM 
optimal parameter setting to search step to enhance the identification rate of their previous research. 
The results obtained over four cameras models from two different camera brands yielded average 
accuracies close to 92%. 
McKay et al in [8] extends Image Source Identification to device types such as cell phones cameras, 
digital cameras, scanners and computer-graphics. To achieve this, firstly they should find sources of 
variation among different types of devices and between different models of a device.  This can be 
done using the dissimilarities in the image acquisition process of the imaging devices to develop two 
groups of features, namely colour interpolation coefficients and the noise features.  They can also use 
these features to obtain a correct identification. Their experiments used five different models of cell 
phone, five models of digital cameras and four scanner models to identify the source type. The overall 
results were an identification accuracy of 93.75%. In their analysis of the identifying device 
brand/model of cell phone, obtained accuracy close to 97.7% for five models.  
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Jiang et al in [9] point out the fact that different patterns of sensor noise have been used for source 
identification successfully. However, these techniques present a particular problem since most of the 
time once the photos have been obtained are reprocessed, e.g., rescaling, cropping, compressing, 
etc. The image modifications generally destroy the fingerprint that the sensor noise could leave 
invalidating the sensor noise based approaches. 
As a result of the previously mentioned issue, the authors propose a method that employs the 
marginal density DCT (Discrete Cosine Transform) coefficients in low-frequency coordinates and 
neighbouring joint density features on both intra-block and inter-block from the DCT domain. 
Additionally, they use hierarchical clustering and SVM with linear and RBF kernel to distinguish the 
smartphone source and processing operations applied. They experimented with different scale factors 
images belonging to five different smartphone models from four manufactures, obtaining a mean 
testing accuracy between 86.36% and 99.91%, and achieving better results while using linear kernel. 
Despite these satisfactory results, they could be enhanced by optimizing the kernel parameters, 
increasing de image data set and adopting a sophisticated feature selection algorithm. 
2.3 Techniques Based on CFA and Demosaicing Artifacts 
The choice of CFA and the specifics of the demosaicking algorithm are some of the most pronounced 
differences among different digital camera-models. In digital cameras with single imaging sensors, the 
use of demosaicking algorithms is crucial for correct rendering of high spatial frequency image details, 
and it uniquely impacts the edge and colour quality of an image. Essentially, demosaicking is a form of 
interpolation which in effect introduces a specific type of inter-dependency (correlations) between 
colour values of image pixels. The specific form of these dependencies can be extracted from the 
images to fingerprint different demosaicking algorithms and to determine the source camera-model of 
an image. Brayman et al in [1], describe their approaches to identify, detect and classify traces of 
demosaicking operation. They rely on two methods: The first method is based on the use of 
Expectation-Maximization algorithm which analyses the correlation of each pixel value to its 
neighbours; the second method is based on analysing inter-pixel differences. They divide their 
experiments into two categories. The first category of experiments was performed to assess the 
accuracy of camera-model identification method and the second category of experiments evaluated 
the improvement in the accuracy of individual camera identification method.  
The accuracy in identifying the source of an image among four and five camera-models is measured 
as 88% and 84.8%, respectively, using images captured under automatic settings and at highest 
compression quality levels. 
In [10], Çeliktutan et al use a set of Binary similarity measures, which are the metrics used for 
measuring the similarity between the bit-planes of an image. The underlying assumption is that 
proprietary CFA interpolation algorithm leaves correlations across adjacent bit-planes of an image that 
can be represented by these measures. 108 binary similarity measures are obtained for image 
classification purpose. The results of your experiment for a group of 9 cameras  has accuracy is only 
62% collecting 200 images from each one of the maximum resolution, size of 640x480 pixels, at day 
light and auto-focus mode. 
2.4 Techniques Based on the Use of Sensor Imperfection 
They can be divided into two large branches: pixel defects or sensor noise patterns. 
Geradts et al [11] examine CCD pixel defects but it is not fully relevant in our case (CMOS). This 
technique includes point defects, hot points, dead pixel, pixel traps and cluster defects. The result 
noted that each one of the cameras had a different defect pattern. Nevertheless, it also noted that the 
number of defects in the pixels for a camera differed between pictures and varies greatly depending 
on the content of the image. It was also revealed that the number of defects varied at different 
temperatures. Finally, the study found that cameras with high-end CCD did not have this kind of 
problem, meaning that not all cameras suffered from this issue. It is also true that most cameras have 
additional mechanisms to compensate for this kind of problem.  
In [12] Luka et al propose a method based on the non-uniformity of the pixels (PNU Pixel Non-
Uniformity), which is a great source for the retrieval of noise patterns, which allows identifying the 
sensors and therefore the camera. The result for pictures with different sizes and cropped images is 
not satisfactory [13].  
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Costa et al [14] Postulate an approach for source camera attribution considering an Open Set 
scenario, which means that it cannot be taken for granted a full access to all possible source cameras. 
This proposal comprises three strands: definition of regions of interest, feature characterization, and 
source camera attribution. Different regions of the images can contain different information about the 
fingerprint of the source camera.  This approach in contrast to others considers different areas of 
interest and not just the central region of the image. For each image, nine regions of interest (ROI) are 
defined as illustrated in Fig 1. 
  
Fig. 1. Regions of interest [14] 
It is assumed that these regions coincide with the principal axis of the lens and should have more 
scene details because amateur photographers usually focus the object of interest in the centre of the 
lens. Moreover regions 6 to 9 provide important information because some cameras have an effect 
generated by the vignetting, meaning a radial intensity downfall from the centre of the image which 
causes a loss of brightness or saturation at the periphery. 
An important aspect to note from this kind of region characterization is that it allows comparing images 
with different resolutions without colour interpolation artefacts, and it is not necessary to do zero-
padding, for instance, when comparing images of different sizes. 
For the purpose of obtaining a feature characterization, they compute the sensor pattern noise 
considering the R, G, and B channels separately. In addition, they calculated the SPN for the Y 
channel (luminance, from YCbCr colour space) which is a combination of R, G and B channels (as a 
gray scale version of the image). A feature vector is formed considering the correlation between each 
ROI yielding in a total of 36 features to represent each image; afterwards images taken by the camera 
under investigation are labelled as the positive class and the remaining available cameras as the 
negative classes. 
Finally, they came forward with a proposal to solve the source attribution problem in an open set 
scenario. A SVM with a RBF kernel is used to find a classifier from the training set of examples 
considering the positive and the available negative samples.  
They take into consideration the unknown classes by moving the decision hyper plane by a value 
inwards to the positive class or outwards in the direction of the negative known class(es), in this way 
they can vary how strict they want to be in order to determine if an image belongs to a class or not. 
They loosely call this process as Decision Boundary Carving (DBC). 
In their experiments they use a dataset with 25 digital cameras from 9 manufacturers, 150 images in 
JPEG format were generated for each camera with different configurations of light, zoom and flash. 
They achieved 94.49%, 96.77%, and 98.10% of accuracy using open sets with 2/25, 5/25, and 15/25 
cameras respectively. Defining an open set with x/y as the set of y cameras where x cameras are 
used for training and for testing the images can belong to any of the x known cameras as well as to 
the other y-x unknown cameras. 
2.5 Techniques Based on Wavelet Transforms 
In Meng et al [15] proposes a feature-based method for source camera identification. This method 
employs the magnitude and phase statistics of bi-coherence along with wavelet coefficient statistics, 
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focusing on capturing the unique non-linear distortions on higher-order image statistics produced by 
different cameras and the impact of image processing operations on the wavelet domain. 
First, in order to obtain the non-linear distortions characterization Bi-Coherence Features are 
extracted: The normalized bi-spectrum of the signal is estimated by dividing the signal into N (possibly 
overlapping) segments, computing the Fourier transform of each segment, and averaging the 
individual estimates. The mean of the magnitude and the negative phase entropy of the bi-coherence 
are computed as statistic features.  
For reducing memory and the computational overhead implicated when calculating the total four-
dimensional bi-coherence of the images, they decided to restrict their analysis to one-dimensional row, 
column and radial slices through the centre of the images. It is interesting to note that no rigorous 
constraints are placed on image sample selection since when applying bi-coherence statistics it is not 
necessary to extract information associated with image content (e. g., line segments).  
Next, Four-scale wavelet decomposition is employed to split the frequency space into four scales and 
orientations. Then, four statistics (mean, variance, skewness and kurtosis) of the subband coefficients 
and the linear prediction errors at each orientation, scale and colour channel are computed. These 
statistics compose the second group of statistical feature vectors used for source camera 
identification. Once the bi-coherence and wavelet statistics are computed, the sequential forward 
featured selection (SFFS) algorithm [16] is used to reduce the correlation among features and 
computing load, while keeping the same classiﬁcation accuracy. The SFFS method analyses all the 
features and builds the most signiﬁcant set from them by adding and removing features until no more 
improvements are available.  
Finally, the most representative features are classiﬁed by multi-class SVM using a C-support vector 
classiﬁcation with non-linear RBF kernel with two tuneable parameters. 
They performed experiments under the following conditions: six different model cameras from four 
manufactures, image of different resolutions, JPEG format, and a total of 2,100 images obtained from 
typical shots varying from nature scenes to close-ups of people (350 images from each camera). 
As a result, they obtained a noteworthy average identification accuracy that exceeds the 97% 
distinguishing different models of the same brand. However, further improvements could be made by 
incorporating features from other techniques such as the following approach. 
Wang et al [17] Describe an approach to source camera identification extracting and classifying 
wavelet statistic features, this method is mainly composed of three phases: Wavelet Features 
Extraction, Wavelet Features Selection, and Wavelet Feature Classification. 
Outstanding features of wavelets domain are extracted integrating the statistical model for natural 
digital image from the wavelet coefficients including 216 higher-order wavelet features and 135 
wavelet coefficient co-occurrence statistics. Being considered as the most significant in the 
identification process, features from the wavelet domain are preferred over spatial features (image 
color and Image Quality Metrics IQM) and Colour Filter Array (CFA). Analogously to the foregoing 
method, Four-scale wavelet decomposition is employed based on Separable Quadrate Mirror Filters 
(QMFs) to split the frequency space, the same four statistics (mean, variance, skewness and kurtosis) 
and the linear prediction errors are extracted. 
The statistics above do not concern the texture correlation, as it has been observed that the co-
occurrence features are the best among those used in the image texture feature extraction [18]. 
Hence, in order to take into account the texture correlation between the wavelet coefficients a co-
occurrence matrix is constructed from those coefficients to form an image texture representation and 
distance calculation is applied in the same orientation to coefficients of co-occurrence matrix between 
different scales. Then statistical features (energy, entropy, contrast, homogeneity and correlation) are 
calculated from those distances. The wavelet feature selection and classification processes are 
performed in the same manner as the above method, using SFFS algorithm to select the most 
representative features and a multi-class SVM with the non-linear RBF kernel as a classifier. 
Under the same conditions as in their prior experiments they succeeded in distinguishing different 
models of the same camera brand and besides, they increased their past accuracy average to a 98%. 
This improvement might be due to the consideration of texture features, minimizing the negative 
effects found in the classiﬁer training when using multiple resolutions in images of the same model 
and brand.  Despite of this result, improvements could still be made by evaluating the robustness of 
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the identification system proposed for the feature vector, and also by extending the image data set in 
favour of covering more brands, models, textures and contents. 
Ozparlak and Avcibas in [19] Exposes a differentiating images technique using transforms from the 
wavelet family. They propose statistical models for ridgelet, and contourlet subbands. 
1. Ridgelet Transform: Wavelets perform well at catching zero-dimensional or point singularities. 
Nevertheless, two-dimensional signals (i.e., images) normally contain one-dimensional 
singularities (i.e., edges and corners). In order to overcome the above mentioned drawbacks of 
wavelet, the system called “ridgelets” was developed. The main idea is to use Radon Transform 
(RAT) to map the line singularities to point singularities. Then, the mapped point singularities in 
the Radon domain can be effectively handled by the use of wavelet transform.  
2. Contourlet Transform: In painting lines and contours are used instead of dots to create images. 
The image wavelet representation is equivalent to using points, in this case the image is not clear 
and y the image elaboration is harder. Likewise, the representation called "contourlets" [20] is the 
equivalent to using contour lines, simplifying the image construction and giving it a realistic 
appearance. 
According to the results of previous studies [20], an efficient representation of an image should satisfy 
the following characteristics: 
1. Multi-resolution: The representation must be a successful approximation from the image, 
considering low and high resolutions. 
2. Localization: the basic elements must be localized in both spatial and frequency domains. 
3. Critical Sampling: the representation should form a basis or a frame with low level of redundancy. 
4. Directionality: A remarkable representation must have base elements in different directions. 
5. Anisotropy: To capture smooth contours in images, the representation should contain basis 
elements using a variety of elongated shapes with different aspect ratios. 
The wavelets transforms cover the first three properties, as ridgelets cover the first four, and 
contourlets cover all of them. After defining the statistical models for ridgelet and contourlet 
coefficients, the feature extraction is performed. For each subband of a wavelet-based transform, eight 
statistical features are calculated from the coefficients themselves and the error prediction between 
the coefficients by using the statistical models proposed. For the final steps, sequential floating search 
(SFS) method for the feature selection is applied and a SVM [21] for the feature classification is used. 
Since the wavelet-based method considers 216 features (useful only for one dimension 
representation), while the ridgelet-based approach takes into account 48 features, and contourlets 
approach considers a total of 768 features. The improved results applying both ridgelet and contourlet 
transforms are reasonable due to the fact that we get the statistics over more than three directions, 
taking into account all five of the properties of an efficient image representation. The ridgelet and 
contourlet models are not only effective at separating the different models, but also they separate the 
images of the two different cameras or scanners with the same model. However, we could try 
improvements by experimenting with different feature selection algorithms (e. g. SFFP). 
3 CONCLUSIONS 
In this paper we have studied different existing techniques for solving the image source identification 
problem. We categorized them into five primary groups according to the processing strategy that they 
apply: Metadata, Image Features, CFA and Demosaicking Artefacts, Use of Sensor Imperfection and 
Wavelet Transforms. The main idea of the proposed approaches in each category is described in 
detail, and reported results are discussed to evaluate the potential of the methods. 
Table 1 summarizes the results obtained in the experiments of the different approaches, pointing out 
the conditions under which they were performed such as: technique, kind of classifier, classifier kernel 
type, and number of brands, number of models, and number of images, resolutions, and image 
formats. Outstanding results were found in the analysis: [14] gets closer to reality while considering an 
open set scenario where usually it is unknown if the images were generated by one of the cameras 
under investigation, besides defining the ROIs that allow them to work with different resolutions 
keeping the important information from images. [18] proposing the use of ridgelet and contourlet 
transform-based image models, taking into account the properties for efficient image representation. 
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Several experiments have been focused only on traditional cameras leaving out digital camera mobile 
phones, this deserves special mention owing to the fact that nowadays the number of this kind of 
devices is increasing rapidly and this trend is expected to continue. Moreover, some experiments do 
not contemplate different models from the same brand, and those who do it only show results of 
experiments with one or two models from one brand. It also should be mentioned that databases of 
images for training and testing are not large enough to represent realistic scenarios. 
Through research significant enhancements have been achieved concerning image source 
identification. Nonetheless, the next steps in the field should be aimed to bridge the aforementioned 
remaining gaps. 
Table 1. Evaluation of camera identification techniques 
Group 
Technique 
Based on 
Image Features 
Based on 
CFA and 
Demosaicing 
Artifacts 
Based on 
Sensor Imperfection 
Based on 
Wavelet Transform 
Technique [7] [8] [9] [1] [10] [11] [12] [14] [15] [17] [19] 
Classifier SVM SVM SVM SVM 
KNN 
SVM 
NA NA SVM SVM SVM SVM 
SVM Kernel 
type 
Linear Linear 
Linear 
and Non-
linear 
RBF 
Linear 
and 
Non-
linear 
RBF 
Linear 
and 
Non-
linear 
RBF 
NA NA 
Non-
linear 
RBF 
Non-
linear 
RBF 
Non-
linear 
RBF 
Non-linear 
RBF 
Number of 
brands 
2 5 4 5 3 1 5 9 4 4 3 
Number of 
models 
4 5 5 2 9 2 9 25 6 6 3 
Number of 
Images per 
camera 
150 (60 
training 
90 
testing) 
100 (90 
training 
10 
testing) 
599 600 200 NA 320 50 
350 (100 
training 
150 
testing) 
350 (100 
training 
150 
testing) 
2000 (1000 
training 
1000 
testing) 
Resolutions 
1600x 
1200 
NA Different Different Different 
640x
480 
Different Different Different Different NA 
Image 
Format 
JPEG JPEG JPEG JPEG NA NA JPEG JPEG JPEG JPEG NA 
Applied to 
mobiles 
Yes Yes Yes No Yes No No 
Only 2 
among 
the 25 
cameras 
No No No 
Applied to 
different 
models from 
same brand 
Yes No Yes Yes Yes NA Yes Yes Yes Yes No 
Average 
Accuracy 
(%) 
92 97.7 
86.36 - 
99.91 
88 and 
84.8 
62 NA NA 94-98 97 98 
Wavelet 
93.3  
Ridgelet 
96.7 
Contourlet:
99.7 
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Abstract
The ability to relate a digital photograph to its source camera
has application in the areas of digital forensics and multime-
dia data mining. The majority of previous research in this area
has focused on primary function imaging devices (i.e. digital
cameras). In this work we use the pattern noise of an imaging
sensor to classify digital photographs according to the source
smartphone from which they originated. This is timely work as
new smartphone models large imaging sensors, afford signif-
icant improvements in classification rates using pattern noise.
Our approach is to extract wavelet based features which are
then classified using a support vector machine. We show that
this method generalises well when the number of source cam-
eras is increased.
1 Introduction
Due to increasing storage capacity, usability, portability and af-
fordability, camera enabled mobile phones have become ubiq-
uitous consumer electronic devices. The extensive use of
smartphone cameras makes enforcing legal restrictions on the
capture and sharing of digital photographs very difficult. Re-
strictions on the use of cameras include locations such as
schools, government offices and businesses. Consequently,
tools which permit the identification of source devices have
significant utility various areas of law enforcement [2] such as
child protection and digital rights management.
2 Source Camera Identification Techniques
Research in this field typically determines make and model by
identifying characteristic artefacts within an image. The suc-
cess of these techniques depend on the assumption that the
characteristics are unique to each device [21]. The main prob-
lem with this approach is that different models of digital camera
are often built using the same core components that originate
from a small number of manufacturers. As a consequence it
can be difficult, or in some cases impossible, to differentiate
between models using such methods.
Numerous approaches to the camera identification have
been explored. It has been suggested [8] that the lens radial
distortion is the best technique for source identification. Radial
distortion causes straight lines to appear as curves in images.
The degree of radial distortion for each image can be mea-
sured by a process consisting of three steps: edge detection,
distorted segment extraction, and distortion error measurement.
They experimented with three different cameras and obtained
91.28% source camera identification accuracy.
In [3] an algorithm for identifying and classifying color in-
terpolation operations is presented. The method comprises two
algorithms: the first algorithm analyses the correlation of each
pixel value with values of its neighbouring pixels, the second
analyses the differences between pixels independently. The
source camera identification results with images from four to
five different models resulted an accuracy of 88% and 84.8%
respectively.
Between pixel correlations for source identification were
also used in [14], obtaining a coefficient matrix for each color
channel while defining a pixel quadratic correlation model. A
neural network classifier was used, achieving a success rate of
98.6%. This method is not effective in differentiating between
models originating from the same manufacturer.
A set of binary similarity measures is used in [4] as met-
rics to estimate the similarity between image bit planes. The
fundamental assumption of this work is that colour filter ar-
ray Color Filter Array (CFA) demosaicing algorithms, from
each make, leave correlations along image bit planes and can
be represented by a set of 108 binary similarity measures for
classification. The success rate of the experiment was between
81% and 98% when attempting to classify three cameras which
decreased to 62% when nine cameras were considered.
In [17] the authors extend the source identification to differ-
ent devices such as mobiles phones, digital cameras and scan-
ners. Colour interpolation coefficients and noise characteristics
are used for classification. Their experiments showed an over-
all result of 93.75% accuracy. When identifying the make and
model of five mobile phone models, a 97.7% accuracy was ob-
tained.
A method based on bi-coherence statistics phases and mag-
nitudes along with the wavelet coefficients is described in [18].
This method captures the unique nonlinear distortions in the
wavelet domain produced by the cameras when performing
processing operations over images. An accuracy of 97% in the
identification was obtained in distinguishing different models
from the same manufacturer.
In [22] a method for identifying the source camera through
wavelet feature statistics is presented. The dominant wavelet
domain features are extracted to integrate a statistical model of
image including 216 first-order wavelet features and 135 co-
occurrence second order characteristics. In this study wavelet
domain characteristics are considered the most representative
and are preferred over the spatial characteristics (color of the
image and Image Quality Metrics (IQM)) and CFA. Under the
same conditions as in the experiments performed in [18] fail
to distinguish between different models of the same maker, the
average accuracy rate was 98%.
A technique to differentiate images using the wavelet fam-
ily transforms is described in [19]. Ridgelets and contourlets
subband statistical models are proposed to extract the repre-
sentative features from images. Experiments were conducted
to identify three different cameras obtaining accuracies of:
93.3% with wavelet-based approach, 96.7% using ridgelets,
and 99.7% with contourlets.
In [13] a method using the marginal density of Discrete
Cosine Transformation Discrete Cosine Transform (DCT) co-
efficients in low-frequency coordinates and neighbouring joint
density features, on both intra-block and inter-block, from the
DCT domain is proposed. In experiments with images of dif-
ferent sizes, from five smartphone models of four manufactur-
ers, an accuracy between 86.36% and 99.91% was obtained.
The techniques based on sensor noise rely on studying the
traces left by sensor defects in images. There are broadly two
different approaches: pixel defects and sensor pattern noise
Sensor Pattern Noise (SPN). Pixel defects include hot pixels,
dead pixels, the row or column defects and group defects. The
SPN method estimates a device ’fingerprint’ by averaging mul-
tiple residual noise images computed by the application of a de-
noising filter. The presence of the pattern is determined using
a correlation method or machine classification such as support
vector machines Support Vector Machine (SVM).
In [10], pixel defects of Charge Coupled Device (CCD)
sensors are studied, focusing on different image features and
identify their source. The sources considered were CCD sen-
sor defects, the file format, image noise and watermarking in-
troduced by manufacturer. CCD sensor defects included hot
spots, dead pixels, group defects, and row/column defects. Re-
sults indicated that each camera has a different defect pattern.
Nevertheless, it is also noted that the number of pixel defects
for images from the same camera is different and varies greatly
depending in the image content. Similarly, it was shown that
the number of defects varies with temperature. The study con-
cluded that high quality CCD cameras produce images with
fewer defects than other sensor types. When considering only
defective CCD sensors, this study is not applicable to the anal-
ysis of images generated by mobile devices.
SPN is also used by [15] to create fingerprints which were
used to uniquely identify cameras of different make and model.
To identify the camera from a given image, the reference pat-
tern is considered as a watermark in the image and its pres-
ence is established by a correlation detector. It was found that
this method is affected by processing algorithms such as im-
age JPEG compression and gamma correction. The results for
pictures with different sizes were unsatisfactory [21].
In [9] an approach to source camera identification using
an ‘open set’ scenario is proposed for which, unlike previous
work, the access to the source camera is not required to perform
the analysis. This approach, in contrast to others, considers 9
different regions of interest Region Of Interests (ROIs) located
in the corners and the center of the images (not only the central
region of the image). Using these ROIs it is possible to work
with different resolution images without requiring zero padding
or color interpolation. The SPN is computed for each color
channel generating a total of 36 representative features for each
image. Then, the image features are labelled as positive class
(created from particular camera) or negative class (originating
from another camera). After the SVM training phase, the sep-
arating hyperplane is moved by a given amount either inward
(for positive classes) or out (for negative classes) for to accom-
modate the open set scenario. The results of their experiments
had an accuracy of 94.49%, 96.77% and 98.10%.
The basic SPN method described in [15] is developed fur-
ther by [11]. They propose that a stronger component of the
sensor noise is less reliable and therefore it should be attenu-
ated. They performed experiments with six different cameras.
For images of 1536×2048 pixels, they obtained an accuracy
of 38.5 % with the implementation without the improvement
and 80.8% with the proposed improvement. For images of
512×512 pixels they obtained an accuracy of 21.8% without
improvement and 78.7% with the proposed improvement.
A detailed comparison of different source identification
techniques is presented in [20].
3 Source Identification Algorithm
Previous work has shown sensor pattern noise [10] [11] [15]
and wavelet transform [18, 19] to be an effective method for
source camera identification. However, almost all studies have
focused only traditional cameras excluding mobile cameras.
This makes it an area of study that requires attention. Using
a biometric analogy, we consider each noise pattern to be a
fingerprint of its source camera’s sensor. In our study, sensor
pattern noise is used to classify images captured by, camera
enabled, smartphones. Our approach characterises the finger-
prints using wavelet based feature vectors. The scheme pre-
sented in Figure 1 shows the functional diagram of our pro-
posal.
Figure 1. Scheme functional.
Noise images were obtained using the method previously
described by [15] also summarised by Algorithm 1 as follows.
Algorithm 1: Extracting PRNU
Input: Image I
Variance estimation: adaptive or non-adaptive
Result: Sensor fingerprint Inoise
1 procedure EXTRACTPRNU(I)
2 Apply a wavelet decomposition in 4 levels to I;
3 foreach wavelet decomposition level do
4 foreach component c ∈ {H,V,D} do
5 Compute the local variance;
6 if adaptive variance then
7 Compute 4 variances with windows
of size: 3, 5, 7 and 9 respectively;
8 Select the minimum variance;
else
9 Compute the variance with a window
of size 3;
10 Compute noiseless wavelet components
applying the Wiener filter to the variance;
11 Obtain Iclean by applying the inverse wavelet
transform with clean components calculated;
12 Obtain the sensor noise with
Inoise=I−Iclean;
13 Apply zero-meaning to Inoise;
14 Increase the green channel weight with
Inoise= 0.3·InoiseR+0.6·InoiseG+0.1·InoiseB ;
15 end procedure
To extract its noise pattern, an image is decomposed into its
red, green and blue color channels. Then, a four-level wavelet
decomposition of each color channel is calculated using the
Daubechies, 8-tap, Separable Quadrate Mirror Filters (QMF).
The number of decomposition levels can be increased to im-
prove accuracy or reduced to reduce processing time.
Horizonal H , vertical V and diagonal D high-frequency
images are obtained for each level of decomposition. For each
detail image, the local scene variance in a W ×W window
is estimated. Four estimates are obtained with window sizes
corresponding to W ∈ {3, 5, 7, 9}. Finally, we choose the esti-
mate which maximises the a-posteriori probability (MAP).
σˆ2(i,j)=max
0, 1
W2
∑
(i,j)∈N
c2 (i, j)− σ20
, (i,j)∈J (1)
Where, c(i, j) is the high-frequency component and c ∈
{H,V,D}; σ0 controls the degree of noise suppression.
The minimum of four variances is chosen as the best esti-
mate:
σˆ2(i,j)=min (σ23(i,j),σ25(i,j),σ27(i,j),σ29(i,j)), (i,j)∈J (2)
An alternative, and less accurate method, is to simply use
W = 3 as the estimated local variance.
The denoised wavelet coefficients are defined by the
Wiener filter as follows:
cclean (i, j) = c(i, j)
σˆ2 (i, j)
σˆ2 (i, j) + σ20
(3)
The noise residual is obtained by calculating the inverse
transform and subtracting the denoised image from the original
image. JPEG and demosaicing artefacts, present in the noise
image, are suppressed by subtracting the mean column and row
values [7]. Greater weight is given to the green channel since
due to the configuration of the color matrix this channel con-
tains more information about the image [5, 16, 1].
The next step is to obtain features that characterise the sen-
sor fingerprint for the purpose of classification. A total of
81 features (3 channels×3 wavelet components×9 central mo-
ments) is extracted using the Algorithm 2 as follows:
Algorithm 2: Extracting features
Input: Sensor fingerprint Inoise
Result: 81 features
1 procedure EXTRACTFEATURES(I)
2 Separate R, G and B color channels of Inoise;
3 foreach color channel do
4 Apply a wavelet decomposition in 1 level;
5 foreach component c ∈ {H,V,D} do
6 Compute k central moments with
mk = 1n
n∑
i=1
|ci − c|k;
7 end procedure
Classification was performed using a SVM of the RBF
kernel. We used the LibSVM package in which the SVM
is extended to multiple classes yielding class probability es-
timates [6]. The kernel parameter γ = 23 and cost parameter
C = 32768 were used for the SVM. A grid search was used to
obtain the best kernel parameters (γ and C). The classifier was
trained and tested with feature vectors extracted from randomly
selected images.
4 Experiments and Results
To assess the effectiveness of the proposed algorithms, two ex-
periments were conducted considering the central 1024x1024
pixel image block, as recommended in [12]. Table 1 sum-
marises the experimental conditions used in our algorithms.
Table 1. Parameters used in the proposed algorithms
Parameter Value
Dimensions 1024 x1024
Number of training photos by camera 100
Number of testing photos by camera 100
Variance estimation Non-adaptive
The mobile device digital cameras used and their configu-
rations are showed in Table 2.
Table 2. Configurations used in mobile device digital cameras
Brand Model Resolution Taking Conditions
Apple
iPhone3G (A1) 2 MP (1600x1200) Scene type: Any
iPhone4S (A2) 8 MP (3264x2448) Orientation: Vertical
iPhone3 (A3) 2 MP (1600x1200) Flash: Disabled
iPhone5 (A4) 8 MP (3264x2448) Light: Natural
Black Berry 8520 (B1) 2 MP (1600x1200) White balance: Auto
Sony Ericsson
UST25a (SE1) 5 MP (2592x1944) Digital zoom ratio: 0
U5I (SE2) 8 MP (3264x2448) Exposure time: 0 seg
Samsung
GT-I9100 (S1) 8 MP (3264x2448) ISO speed: Automatic
GT-S5830 (S2) 5 MP (2592x1944)
GT-S5830M (S2) 5 MP (2592x1944)
LG E400 (L1) 3.2 MP (2048x1536)
HTC DesireHD (H1) 8 MP (3264x2448)
Nokia E61I (N1) 2 MP (1600x1200)
4.1 Experiment 1
In this experiment, a group of 8 mobile device digital cam-
eras from 4 different manufacturers was tested. From Apple,
the models iPhone3G (A1), iPhone4S (A2), and iPhone3 (A3)
were considered; from BlackBerry the 8520 (B1); from Sony
Ericsson the UST25a (SE1) and the U5I (SE2); and from Sam-
sung the GTI9100 (S1) and the GTS5830 (S2) models.
The performance of the classifier was tested 10 times, us-
ing a 10 different random samples of 100 images, and the av-
erage classification rate recorded. The performance changed
only slightly in each run which indicates stability over differ-
ent training and testing image sets.
The PRNU extraction algorithm and feature extraction al-
gorithm are implemented in Python 2.7 with an Intel Core i5,
2.5-GHz processor and 8 GB of RAM. It takes approximately
40s to extract the PRNU and compute the features for a single
image. Training the SVM classifier and testing is realized in a
2s and fraction of a second respectively. A random sample of
100 images was used for testing a different random sample of
100 images was used for testing.
Sample confusion tables from eight camera groups are
given below. The best, middle, worst case tables are show in
Tables 3, 4 and 5 respectively. The average accuracy for cor-
rectly identifying camera make and model was 93.2%.
Table 3. Confusion matrix of best result (93.87%)
Camera A1 A2 A3 B1 SE1 SE2 S1 S2
A1 96 1 0 0 0 0 0 3
A2 0 97 0 0 0 0 3 0
A3 0 0 98 0 0 0 2 0
B1 0 0 0 94 0 4 0 2
SE1 11 1 0 0 88 0 0 0
SE2 3 0 0 1 0 93 1 2
S1 4 8 0 0 0 3 85 0
S2 0 0 0 0 0 0 0 100
Table 4. Confusion matrix of middle result (93.25%)
Camera A1 A2 A3 B1 SE1 SE2 S1 S2
A1 94 1 0 0 0 1 0 4
A2 0 96 0 0 1 0 3 0
A3 0 0 97 0 0 0 2 1
B1 0 0 0 94 0 2 0 4
SE1 10 1 0 0 89 0 0 0
SE2 2 0 0 1 0 94 1 2
S1 5 6 0 0 0 6 83 0
S2 0 0 0 0 0 1 0 99
Table 5. Confusion matrix of worst result (92.62%)
Camera A1 A2 A3 B1 SE1 SE2 S1 S2
A1 92 1 0 0 0 0 0 7
A2 0 96 0 0 1 0 3 0
A3 0 1 99 0 0 0 0 0
B1 0 0 3 91 0 4 0 2
SE1 7 2 0 0 91 0 0 0
SE2 2 0 0 1 0 94 1 2
S1 4 10 0 0 0 7 79 0
S2 0 0 0 0 0 1 0 99
4.2 Experiment 2
In order to evaluate the scalability of the method to a larger
number of classes, a group of 14 mobile device digital cam-
eras from 7 different manufacturers was used. From Apple,
Table 6. Confusion matrix of experiment 2
Camera A1 A2 A3 A4 B1 SE1 SE1 S1 S1 S3 L1 H1 H2 N1
A1 90 0 0 2 0 0 0 0 7 0 1 0 0 0
A2 0 91 0 3 0 0 0 3 0 0 0 1 2 0
A3 0 0 98 0 0 0 0 2 0 0 0 0 0 0
A4 0 0 1 88 0 0 0 0 0 0 3 6 0 2
B1 0 0 0 2 73 0 0 0 4 0 0 1 0 20
SE1 7 0 0 0 0 80 0 0 0 0 1 12 0 0
SE2 1 0 0 2 2 0 86 1 2 5 1 0 0 0
S1 4 5 0 4 0 0 1 83 0 0 1 0 2 0
S2 0 0 0 0 0 0 0 0 100 0 0 0 0 0
S3 0 0 1 0 0 0 8 0 0 85 0 1 0 5
L1 0 0 0 9 0 6 0 0 2 0 70 13 0 0
H1 2 0 0 0 0 11 0 0 1 0 1 85 0 0
H2 0 6 0 0 0 0 0 0 0 0 0 0 94 0
N1 0 0 0 0 2 0 0 0 0 0 0 0 0 98
the models iPhone3G (A1), iPhone4S (A2), iPhone3 (A3) and
iPhone5 (A4) were considered; from BlackBerry the 8520
(B1); from Sony Ericsson the UST25a (SE1) and the U5I
(SE2); from Samsung the GTI9100 (S1), the GTS5830 (S2)
and the GT-S5830M (S3); from Lg the E400 (L1); from HTC
the DesireHD (H1) and the Desire (H2); finally from Nokia the
E61I (N1) model. The average classification rate dropped to
87.214% as shown in the confusion matrix of Table 6 indicat-
ing a small loss in performance when the number of classes
(cameras) is increased.
5 Conclusion
A method for source camera identification, based wavelet fea-
tures of image noise residuals and SVM classification, was
tested on photographs acquired from a range of smartphones.
In the first experiment 8 models from 4 manufacturers were
considered resulting in an overall accuracy of 93.2%. In order
to evaluate the scalability of the approach, we repeated the ex-
periment using 14 models from 7 manufactures and achieved
an average success rate of 87.214%. Our results, tentatively,
suggest that the method is applicable to data sets containing
images from a large number of different cameras and therefore
the method promises potential utility for digital forensics and
data mining applications.
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Resumen—La fuente de una imagen digital se puede identificar
a trave´s de los rasgos que el dispositivo que la genera impregna
en ella durante el proceso de su generacio´n. La mayorı´a de
las investigaciones realizadas en los u´ltimos an˜os sobre te´cnicas
de identificacio´n de fuente se han enfocado u´nicamente en
la identificacio´n de ca´maras tradicionales DSC (Digital Still
Camera). Considerando que hoy en dı´a las ca´maras de los
dispositivos mo´viles pra´cticamente han sustituido a las DSCs se
detecto´ la necesidad de realizar investigacio´n sobre las te´cnicas
para identificar la fuente de ima´genes generadas por dispositivos
mo´viles. Las ima´genes digitales generadas por una ca´mara
digital contienen intrı´nsecamente un patro´n del ruido del sensor
que se puede usar como medio de identificacio´n de la fuente.
Especı´ficamente, las ca´maras digitales de dispositivos mo´viles
cuentan en su mayorı´a con un tipo de sensor que deja rasgos
caracterı´sticos en la imagen. En este trabajo se propone un
algoritmo basado en el ruido del sensor y en la transformada
wavelet para identificar el dispositivo mo´vil (marca y modelo)
que ha generado determinadas ima´genes bajo investigacio´n.
Palabras clave—Ana´lisis forense, imagen digital, patro´n de
ruido del sensor, PRNU. (Forensics analysis, digital image, sensor
pattern noise, PRNU).
I. INTRODUCTION
Con frecuencia las fotografı´as son consideradas como una
parte de la verdad al ser hechos reales capturados por disposi-
tivos electro´nicos (ca´maras). Sin embargo, con el desarrollo de
la tecnologı´a han surgido herramientas potentes y sofisticadas
que facilitan de una manera impresionante la alteracio´n de
las ima´genes digitales, incluso para quienes no tienen conoci-
mientos te´cnicos o especializados en el a´rea [1].
El desarrollo de las tecnologı´as digitales ha estado y con-
tinu´a avanzando a un ritmo imparable. Cada dı´a el nu´mero
de ca´maras digitales va creciendo, ası´ como la facilidad de
acceso a ellas. Las ca´maras digitales de mo´viles merecen
especial atencio´n, ya que estudios realizados indican que al
final del an˜o 2012 el nu´mero total de dispositivos mo´viles
activos alcanzo´ los 6,7 billones y se estima que para el verano
del 2013 este nu´mero igualara´ al total de la poblacio´n del
planeta 7,1 billones. El 83 % de estos dispositivos mo´viles
cuentan con ca´mara digital integrada, las cuales a diferencia
de las ca´maras digitales convencionales son llevadas por sus
duen˜os todo el tiempo a la mayorı´a de lugares que asiste y en
muchos casos tienen conexio´n a internet [2].
Debido al incremento en sus capacidades de almacena-
miento, procesamiento, usabilidad y portabilidad ası´ como
a su bajo coste, los dispositivos mo´viles esta´n presentes en
diversidad de actividades, lugares y eventos de la vida diaria. A
causa del extenso uso de las ca´maras digitales de dispositivos
mo´viles se han generado pole´micas, discusiones y normas
sobre la prohibicio´n de su uso en lugares como escuelas,
oficinas de gobierno, eventos empresariales, conciertos, em-
presas, etc. Una consecuencia ma´s de su extenso uso es que
las ima´genes digitales en la actualidad son utilizadas como
testigos silenciosos en procesos judiciales, siendo una pieza
crucial de la evidencia del crimen [3]. Es por ello que contar
con herramientas que permitan identificar a los dispositivos
que han generado una cierta imagen digital cobra importancia
ya que podrı´a servir en diversas a´reas como la lucha contra
la pornografı´a infantil, la prevencio´n de robo de tarjetas de
cre´dito, el combate a la piraterı´a, la prevencio´n de secuestros,
etc.
II. TE´CNICAS DE ANA´LISIS FORENSE EN IMAGENES
La investigacio´n en este campo estudia el disen˜o de te´cnicas
para identificar las caracterı´sticas, especialmente marca y
modelo, de los dispositivos utilizados para la generacio´n de
ima´genes digitales. El e´xito de estas te´cnicas depende del
supuesto de que todas las ima´genes adquiridas por un mismo
dispositivo presentan caracterı´sticas intrı´nsecas del dispositivo.
Las caracterı´sticas que se usan para identificar marca y modelo
de las ca´maras digitales se derivan de las diferencias que
existen entre las te´cnicas de procesamiento de las ima´genes
y las tecnologı´as de los componentes que se utilizan [4].
El mayor problema con este enfoque es que los diferentes
modelos de las ca´maras digitales usan componentes de un
nu´mero reducido de fabricantes, y que los algoritmos que
usan tambie´n son muy similares entre modelos de la misma
marca. Es por ello que la fiabilidad de la identificacio´n de
la ca´mara fuente depende en gran parte de la identificacio´n
de varias caracterı´sticas independientes del modelo. Segu´n
[4] se pueden establecer cuatro grupos de te´cnicas para este
fin: utilizacio´n de la aberracio´n de las lentes, interpolacio´n
de la matriz CFA, uso de las caracterı´sticas de la imagen e
imperfecciones del sensor. Esta u´ltima constituye el objeto de
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este trabajo. Adema´s de las anteriores existe otro grupo de
te´cnicas basadas en los metadatos.
Las te´cnicas basadas en el estudio de las huellas que los
defectos del sensor dejan sobre las ima´genes se dividen en
dos ramas: defectos de pı´xel y patro´n de ruido del sensor
SPN (Sensor Pattern Noise). En la primera se estudian los
defectos de pı´xel, los pı´xeles calientes, los pı´xeles muertos,
los defectos de fila o columna, y los defectos de grupo. En
la segunda se construye un patro´n del ruido promediando los
mu´ltiples residuos de ruido obtenidos mediante algu´n filtro de
eliminacio´n de ruido. La presencia del patro´n se determina
utilizando algu´n me´todo de clasificacio´n como correlacio´n o
ma´quinas SVM.
En [5] se estudian los defectos de los pı´xeles en los sensores
de tipo CCD, centra´ndose en la evaluacio´n de diferentes ca-
racterı´sticas para examinar las ima´genes e identificar la fuente:
defectos del sensor CCD, formato de los archivos usados, ruido
introducido en la imagen y marcas de agua introducidas por
el fabricante de la ca´mara. Entre los defectos del sensor CCD
considerados se encuentran los puntos calientes, los pı´xeles
muertos, los defectos en grupo y los defectos de fila o columna.
En sus resultados se observa que cada una de las ca´maras tiene
un patro´n de defecto diferente. Sin embargo, tambie´n se sen˜ala
que el nu´mero de defectos en los pı´xeles para una ca´mara
es diferente entre fotos y varı´a demasiado en funcio´n del
contenido de la imagen. Asimismo, se revela que el nu´mero de
defectos cambia con la temperatura. Al considerar u´nicamente
los defectos de los sensores de tipo CCD este estudio no es
aplicable al ana´lisis de ima´genes generadas por dispositivos
mo´viles.
En [6] se analiza el patro´n de ruido del sensor de un
conjunto de ca´maras, el cual funciona como una huella
dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido
obtenido a partir de diferentes ima´genes utilizando un filtro
de eliminacio´n de ruido. Para identificar la ca´mara a partir de
una imagen dada, se considera el patro´n de referencia como
una marca de agua cuya presencia en la imagen es establecida
mediante un detector de correlacio´n. El estudio se realizo´ con
320 ima´genes procedentes de 9 modelos distintos de ca´maras.
Tambie´n se demuestra que este me´todo esta´ afectado por
algoritmos de procesamiento de la imagen como la compresio´n
JPEG y la correccio´n gamma. Los resultados para fotografı´as
con diferentes taman˜os y recortadas no son satisfactorios [4].
En [7] se propone un enfoque para la identificacio´n de
la ca´mara fuente considerando escenarios abiertos, donde a
diferencia de los escenarios cerrados no se da por sentado
contar con acceso a todas las posibles ca´maras de origen de la
imagen. Este enfoque, considera 9 diferentes a´reas de intere´s
ROI (Region Of Interest) que se encuentran en las esquinas y
el centro de las ima´genes. El uso de las regiones de intere´s
permite trabajar con ima´genes de diferentes resoluciones sin
la necesidad de rellenar con ceros las ima´genes y sin el uso
de artefactos de interpolacio´n de color. Para determinar las
caracterı´sticas se calcula el SPN para cada uno de los canales
R, G y B. Asimismo, se calcula el SPN para el canal Y
(luminancia), genera´ndose un total de 36 caracterı´sticas para
representar cada imagen. Despue´s, las ima´genes tomadas por
la ca´mara bajo investigacio´n son etiquetadas como la clase
positiva y las tomadas por las ca´maras disponibles restantes
como las clases negativas. Despue´s de la fase de entrenamiento
de la SVM en la que se calcula el hiper-plano que separa
los casos positivos y negativos toman en cuenta las clases
desconocidas del escenario abierto moviendo el hiper-plano
generado por un valor dado ya sea hacia adentro (hacia las
clases positivas) o hacia afuera (las clases negativas). En los
experimentos utilizan un conjunto de 25 ca´maras digitales
de 9 fabricantes, 150 ima´genes en formato JPEG de cada
ca´mara con diferentes configuraciones de luz, zoom y flash.
Los resultados de los experimentos mostraron una precisio´n
del 94,49 %, del 96,77 % y del 98,10 %, utilizando conjuntos
abiertos con 2/25, 5/25, y 15/25 ca´maras, respectivamente,
definiendo un conjunto abierto x/y como el conjunto de y
ca´maras donde x ca´maras son usadas para entrenar y probar las
ima´genes que pueden pertenecer a cualquiera de las ca´maras
x conocidas, ası´ como a las otras y-x ca´maras desconocidas.
En [8] se basan en el trabajo de [6] para extraer el ruido
del sensor usando el ca´lculo de similitudes como me´todo
de la clasificacio´n. Exponen que el ruido del sensor puede
estar muy contaminado por los detalles de los escenarios y
proponen que entre ma´s fuerte es un componente del ruido
del sensor es menos fiable y por lo tanto debe ser atenuado.
Proponen una forma de atenuar los valores altos del ruido del
sensor y realizan experimentos de identificacio´n con 6 ca´maras
tradicionales diferentes (100 ima´genes de cada ca´mara). Para
las ima´genes de 1536x2048 pixeles obtuvieron una tasa de
acierto del 38.5 % con la implementacio´n sin la mejora y del
80.8 % con la mejora propuesta; para las ima´genes de 512x512
pı´xeles obtuvieron una tasa de acierto del 21.8 % sin la mejora
y del 78.7 % con la mejora propuesta.
III. ALGORITMO DE IDENTIFICACIO´N DE LA FUENTE
Debido a la propiedad determinista del patro´n de ruido del
sensor que esta´ presente en cada imagen capturada, se puede
usar este patro´n como huella para identificar el dispositivo
que genero´ la imagen objeto en investigacio´n. Haciendo una
analogı´a, se puede decir que el patro´n del ruido del sensor es
para una ca´mara digital lo que la huella para un ser humano.
Para poder identificar la marca y el modelo de la ca´mara
digital de un dispositivo mo´vil se requiere de un algoritmo
que nos permita extraer el ruido del sensor y otro que nos
permita obtener las caracterı´sticas de las huellas obtenidas para
ası´ poder clasificarlas e identificarlas.
Tomando como referencia las ideas principales de [6] se
propone un algoritmo para extraer el ruido del sensor (tambie´n
conocido como ruido residual) que se describe en el algoritmo
1.
Con el promediado a cero se limpia la huella de las
caracterı´sticas que no son intrı´nsecas al sensor aplicando como
se sugiere en [9], de tal manera que los promedios de las filas
y de las columnas sean iguales a cero. Esto se logra restando
el promedio de la columna a cada pı´xel de la columna y
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Algoritmo 1: Extraer ruido del sensor
Input: Imagen
varianza: (adaptativa o no adaptativa)
Result: Huella del sensor de la imagen
1 procedure EXTRAERHUELLA(I)
2 Realizar descomposicio´n wavelet de 4 niveles de In;
3 foreach nivel de la descomposicio´n wavelet do
4 foreach c ∈{H,V,D} do
5 Calcular la varianza local;
6 if varianza adaptativa then
7 Calcular 4 varianzas con ventanas de
taman˜os 3, 5 ,7 y 9 respectivamente;
8 Seleccionar la varianzas mı´nima;
else
9 Calcular la varianza con una ventana
de taman˜o 3;
10 Calcular los componentes wavelet sin ruido
aplicando el filtro de Wiener a la varianza;
11 Obtener la imagen limpia del ruido del sensor
aplicando la Transformada Inversa Wavelet;
12 Calcular el ruido del sensor con
Iruido=Ientrada−Ilimpia;
13 Aplicar a Iruido un promediado a cero;
14 Aumentar en Iruido el peso del canal verde con
Iruido=0,3·IruidoR+0,6·IruidoG+0,1·IruidoB ;
15 end procedure
posteriormente restando el promedio de la fila a cada pı´xel de
la fila. Esta operacio´n se aplica a todas las filas y columnas
de la imagen. Despue´s de limpiar la imagen se le da un
mayor peso al canal verde ya que debido a la configuracio´n
de la matriz de color e´ste contiene ma´s informacio´n sobre
la imagen que el resto de los canales de color [10][11]. La
identificacio´n de las ca´maras se realiza utilizando una ma´quina
de soporte vectorial SVM para lo que es necesario extraer una
serie de caracterı´sticas que representen a las huellas de los
sensores. Se calculan un total de 81 caracterı´sticas (3 canales
x 3 componentes wavelet x 9 momentos centrales) mediante
el algoritmo 2.
Con las caracterı´sticas que se extraen tanto de las ima´genes
para entrenamiento como para probar se alimenta la ma´quina
SVM y se obtienen las clasificaciones.
IV. EXPERIMENTOS Y RESULTADOS
Para evaluar la efectividad del algoritmo de identificacio´n de
la fuente de dispositivos mo´viles se realizaron dos experimen-
tos, en los que se consideraron los 1024x1024 pı´xeles centrales
de las fotografı´as como se recomienda ampliamente en [12].
La Tabla I resume los principales para´metros utilizados.
En el primer experimento se probo´ con un grupo de 8
ca´maras digitales de dispositivos mo´viles de 4 fabricantes. De
Apple se consideraron los modelos iPhone3G (A1), iPhone4S
(A2) y iPhone3 (A3); de BlackBerry el 8520 (B1); de Sony
Algoritmo 2: Extraccio´n de Caracterı´sticas
Input: Imagen
Huella del sensor de la imagen
Result: 81 caracterı´sticas
1 procedure EXTRAERCARACTERISTICAS(I)
2 Separar los canales R, G y B de la huella del sensor;
3 foreach canal de color do
4 Hacer una descomposicio´n wavelet de un nivel;
5 foreach c ∈{H,V,D} do
6 Calcular k momentos centrales con
mk =
1
n
n∑
i=1
|ci − c|k;
7 end procedure
Tabla I
PARA´METROS UTILIZADOS EN LOS EXPERIMENTOS
Para´metro Valor
Tipo de Fotos Sin ninguna restriccio´n
Dimensiones 1024 x1024
Fotos Entrenadas x Ca´mara 100
Fotos Probadas x Ca´mara 100
Ca´lculo de la Varianza Enfoque no adaptativo
Ericsson el UST25a (SE1) y el U5I (SE2); y de Samsung
el GTI9100 (S1) y el GTS5830 (S2). El algoritmo propuesto
obtuvo un porcentaje de acierto promedio de 93.625 % al
identificar entre marca y modelo como se observa en la matriz
de confusio´n de la Tabla II.
Tabla II
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 1
Ca´mara A1 A2 A3 B1 SE1 SE2 S1 S2
A1 92 1 0 0 0 1 0 6
A2 0 96 0 0 1 0 3 0
A3 0 0 99 0 0 0 1 0
B1 0 0 0 94 0 2 0 4
SE1 7 2 0 0 91 0 0 0
SE2 2 0 0 1 0 94 1 2
S1 4 8 0 0 0 5 83 0
S2 0 0 0 0 0 0 0 100
Con la finalidad de acercarse a escenarios ma´s reales el
segundo experimento se realizo´ con 14 ca´maras digitales de
dispositivos mo´viles de 7 fabricantes. De Apple se conside-
raron los modelos iPhone3G (A1), iPhone4S (A2), iPhone3
(A3) y iPhone5 (A4); de BlackBerry el 8520 (B1); de Sony
Ericsson el UST25a (SE1) y el U5I (SE2); de Samsung el
GTI9100 (S1), el GTS5830 (S2) y el GT-S5830M (S3); de Lg
el E400 (L1); de HTC el DesireHD (H1) y el Desire (H2);
y de Nokia el E61I (N1). El algoritmo propuesto obtuvo un
porcentaje de acierto promedio de 87,214 % como se puede
observar en la matriz de confusio´n de la Tabla III.
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Tabla III
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 2
Ca´mara A1 A2 A3 A4 B1 SE1 SE1 S1 S1 S3 L1 H1 H2 N1
A1 90 0 0 2 0 0 0 0 7 0 1 0 0 0
A2 0 91 0 3 0 0 0 3 0 0 0 1 2 0
A3 0 0 98 0 0 0 0 2 0 0 0 0 0 0
A4 0 0 1 88 0 0 0 0 0 0 3 6 0 2
B1 0 0 0 2 73 0 0 0 4 0 0 1 0 20
SE1 7 0 0 0 0 80 0 0 0 0 1 12 0 0
SE2 1 0 0 2 2 0 86 1 2 5 1 0 0 0
S1 4 5 0 4 0 0 1 83 0 0 1 0 2 0
S2 0 0 0 0 0 0 0 0 100 0 0 0 0 0
S3 0 0 1 0 0 0 8 0 0 85 0 1 0 5
L1 0 0 0 9 0 6 0 0 2 0 70 13 0 0
H1 2 0 0 0 0 11 0 0 1 0 1 85 0 0
H2 0 6 0 0 0 0 0 0 0 0 0 0 94 0
N1 0 0 0 0 2 0 0 0 0 0 0 0 0 98
V. CONCLUSIONES
En este trabajo se estudian las diferentes te´cnicas de ana´li-
sis forense de ima´genes para solucionar el problema de la
identificacio´n de la fuente de una imagen. Se describe la idea
principal de cada una de las te´cnicas ası´ como algunos de los
trabajos ma´s representativos que se han realizado aplica´ndolas.
De acuerdo a la estructura y funcionamiento de las ca´maras
digitales de dispositivos mo´viles las te´cnicas ma´s adecuadas
para realizar ana´lisis forense en ellas son las que se basan en el
ruido del sensor y las que utilizan las transformadas wavelet.
En virtud de lo anterior se propuso un algoritmo para la iden-
tificacio´n de los dispositivos mo´viles fuente combinando las
te´cnicas basadas en la huella del sensor y en la transformacio´n
wavelet. Por u´ltimo con los experimentos realizados y sus
resultados se demuestra que la combinacio´n de estas te´cnicas
es efectiva para la identificacio´n del modelo y fabricante con
un alto porcentaje de acierto.
Au´n estimando que son buenos los resultados obtenidos por
la te´cnica, obviamente existe margen de mejora de las tasas
de acierto, sobre todo teniendo en cuenta el caso en el que
el nu´mero de ca´maras aumenta considerablemente. Cuanto
mayor sea la mejora en la tasa de acierto mayor sera´ la
posibilidad de aplicacio´n de la te´cnica a situaciones reales. A
grandes rasgos las principales lı´neas de investigacio´n a tener
en cuenta en los trabajos futuros son: mejora en la seleccio´n
del recorte de la fotografı´a (distintas dimensiones y zonas),
optimizacio´n de los para´metros de configuracio´n de la ma´quina
SVM, optimizacio´n en la seleccio´n de la funcio´n wavelet y la
combinacio´n de esta te´cnica con otras como las basadas en las
caracterı´sitcas del color, las basadas en las me´tricas de calidad
de la imagen o las que utilizan otros tipos de caracterı´sticas
extraı´das del ruido del sensor.
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ABSTRACT 
Every day the use of images from mobile devices as evidence in legal proceedings is more usual ancl 
common. Therefore, forensic analysis of mobile device images takes on special importance. This paper 
explores the branch of forensic analysis which is based on the identification of the source, specifically 
on the grouping or clustering of images according to their so urce acquisition. In contrast with other state 
of the art techniques for source identification, hierarchical clustering does not involve a priori knowledge 
of the number of images or devices to be identified or training data for a future classification stage. That 
is, a grouping by classes with ali the input images is performed The proposal is based on the combination 
of hierarchical and flat clustering and the use of Sensor Pattem Noise (SPN). There has been a series of 
experiments which emulate similar situations to those that may occur in reality to test the robustness 
and reliability of the results of the technique. The results are satisfactory in ali the experiments, obtaining 
high rates of success. 
© 2014 Elsevier Ltd Ali rights reserved. 
1. lntroduction 
At present, the number of cameras integrated into mobile 
devices has proliferated, allowing millions of consumers to take 
photographs and even easily share captured content. The mobile 
industry has developed the technology to reduce costs and thus 
make them very accessible to the public. 
The accessibility and easy use of mobile cameras has the conse 
quence that a large number of photos are taken with them gener 
ating more evidence presented befare the law on crimes such as 
credit card fraud, child pomography, industrial espionage, public 
safety, street violence, etc. Therefore, forensic analysis of such 
images is particularly important in criminal investigations. There 
are two main branches within digital image forensic analysis: 
image source acquisition identification and malicious tampering 
detection. This work focuses on the first branch. Also, since mobile 
device cameras have sorne characteristics that make them different 
from the rest, this work focuses on images from this type of 
devices. 
There are two major approaches regarding source acquisition 
identification: closed scenarios and open scenarios. A closed sce 
nario is one in which the image source identification is performed 
* Corresponding author. Tel. : +34 91 394 76 38: fax: +34 91 394 75 47. 
E-mail addresses: javiergv@fdi.ucm.es (LJ. García Villalba}, asandoval@fdi.ucm. 
es (A.L Sandoval Orozco}, jocerosa@ucm.es Q.R. Corripio). 
URL: http://gass.ucm.es/en/people/javier/ (LJ. García Villalba} 
on a specific and known beforehand set of cameras. For this 
approach a set of images from each camera is normally used to 
train a classifier and later the image source acquisition under 
investigation is predicted. The most commonly used technique 
for the digital imaging classification task is Support Vector Machine 
(SVM), although there are other options, such as the use of neural 
networks. This work focuses on image source acquisition identifi 
cation in open scenarios, i.e., the forensic analyst does not know 
a priori the camera set to which images whose source identifica 
tion will be identified belong. Obviously, in this type of classifica 
tion in which data from cameras are not known beforehand, the 
objective is not to identify the make and model of the images, 
but to be able to group the different images into disjoint sets in 
which all their images belong to the same device. This approach 
is very close to real life situations, since in many cases the set of 
cameras to which a set of images may belong is completely 
unknown to the analyst. In addition, it is virtually impossible to 
have a set ofimages to train a classifier with all mobile device cam 
eras existing in the world. In this case, being able to group images 
into sets that belong to the same device is very useful, as this can 
provide very valuable and in sorne cases condusive information to 
judicial investigators. 
In this paper a clustering algorithm based on Caldelli, Amerini, 
Picchioni, and lnnocenti (2010) is proposed. As elements for classi 
fication we use a set of features obtained from SPN noise. Broadly 
speaking, the main difference is that our proposal takes 
into account the evolutionary process of cluster formation when 
http://dx.doi.org/10.1016/j.eswa2014.10.018 
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calculating the coeffid ent that determines the cohesion between 
the elements of the same cluster and separation between different 
dusters that are being generated. 
This work is divided into five sections, the first being this intro 
duction. Section 2 briefly presents previous work related to foren 
sic techniques for mobile device image source acquisition 
identification The proposed technique is presented in Section 3. 
The experiments and their results are presented in Section 4. 
Finally, in Section 5 the conclusions drawn from this work are 
presented. 
2. Related works 
Most research on image source acquisition identification 
focuses on traditional digital cameras or Digital Still Camera 
(OSC); most of these techniques are not valid for mobile device 
images. The main reason is that most of the techniques are based 
on directly or indirectly use of sensor features or in the lens of 
the digital camera. Regarding the sensor, it is the component that 
is responsible for capturing the light and generare a digital signal 
according to its intensity. There are currently two types of sensor 
technologies that meet this latter purpose in digital cameras: 
glsCCO y Complementary Metal Oxide Semiconductor (CMOS). Both 
types of sensors essentially consist of metal oxide (Metal Oxide 
Semiconductor (MOS)) distributed in a matrix and they work in a 
similar way. However the key difference is in the way in which pix 
els are scanned and the way in which the reading of the charges is 
carried out. Charge Coupled Device (CCO) sensors need an additional 
chip to process the sensor output information; this causes the 
manufacture ofdevices to be more costly and the sensors to be big 
ger. In contrast, CMOS sensors have independent active pixels, as 
they themselves perform the digitalization, offering speed and 
reducing the size and cost of the systems that make up a digital 
camera. Another difference between these two types of sensors is 
that the pixels in a ceo array capture light simultaneously, which 
promotes a more uniform output. CMOS sensors generally perform 
the reading as progressive sean (avoiding the blooming effect). eco 
sensors are far superior to the CMOS in terms ofnoise and dynamic 
range; on the other hand, CMOS sensors are more sensitive to light 
and behave better in low light conditions. Early CMOS sensors 
were somewhat worse than ecos, but nowadays this has been 
practically corrected. The ceo technology has reached its limit 
and nowadays the CMOS technology is developing and gradually 
overcoming their shortcomings. Most of oses use ceo sensors, in 
mobile devices is more common to use sensors CMOS. Even day 
by day, redudng the quality differences between CCO and CMOS 
sensors, in the great majority ofcases oses sensors notably exceed 
in quality to sensors in mobile devices digital cameras, and this is a 
strong reason to require specific techniques for image source 
acquisition source. Likewise to the case of sensor, mobile devices 
digital camera tenses, in general, are lower of quality than oses 
tenses. 
For any type ofimage classification, either in open or d o sed sce 
narios, it is necessary to obtain certain features that allow classifi 
cation techniques to perform their task. According to Van Lanh, 
Chong. Emmanuel, and Kankanhalli (2007), four groups of tech 
niques can be established for this purpose: based on lens aberra 
tion (Choi, 2006; Choi, Lam, & Wong, 2006; Van, Emmanuel, & 
Kankanhalli, 2007), based on the Color Filter Array (CFA) matrix 
interpolation (Bayram, Sencar, & Memon, 2006, 2008; Long & 
Huang, 2006), based on the sensor imperfections (Chen, Fridrich, 
Goljan, & Lukás, 2008; Costa, Eckmann, Scheirer, & Rocha, 2012; 
Kang, Li, Qu, & Huang, 2012; Lukas, Fridrich, & Goljan, 2006) and 
based on the use of image features (Hu, Li, & Zhou, 2010; Mckay, 
Swaminathan, Gou, & Wu, 2008; Meng, Kong. & You, 2008; Liu 
et al., 2012; Ozparlak & Avcibas, 2011 ). Within the latter group a 
subdivision can be made based on color features, quality features, 
and wavelet domain statistics. In Sandoval Orozco, Arenas 
González, Rosales Corripio, García Villalbas, and Hemandez 
Castro (2013) an overview of this research can be seen. 
This work uses techniques based on sensor imperfections, par 
ticularly those based on the SPN. The main components of image 
noise are the Fixed Pattern Noise (FPN) and the Photo Response 
Non Uniformity (PRNU). There are several sources of imperfections 
and noise introduced at different stages of the creating pipeline of 
an image in a digital camera. Even if a uniform and fully lighted 
picture is taken it is possible to see small changes in the intensity 
between pixels. This is dueto the shot noise is random and, in large 
part, the pattem noise is deterministic and is kept approximately 
equal if several pictures of the same scene are taken 
The noise pattern of an image refers to any spatial pattem that 
does not change from one image to another. It is composed for the 
spatial noise which is independent of the signal (FPN) and for the 
spatial noise due to the difference in the response of each pixel 
to the incident signal (PRNU). The noise pattem structure is shown 
in Fig. 1. 
Noise FPN is generated by the dark current and it also depends 
on exposure and temperature. Since the FPN is an independent 
additive noise, sorne cameras automatically removed by subtract 
ing a dark frame to generated images. 
Noise PRNU is the dominant part ofthe Sensor Pattern Noise of 
an image and it is a multiplicative noise dependent. Noise PRNU is 
mainly formed by noise Pixel Non Uniformity (PNU) and by the low 
frequency defects as zoom settings and light refraction in the dust 
particles and tenses. Noise PNU is the light sensitivity difference 
between pixels of the sensor array. It is generated by the lack of 
homogeneity of the silicon wafers and by the imperfections during 
the sensor manufacturing process. Oue to the nature and origin, it 
is very unlikely that even the sensors from the same wafer have 
PNU correlated pattems. This noise is not affected by ambient tem 
perature nor by humidity. Noise PNU is usually more common, 
complex and significant in CMOS sensors, due to the complexity 
of pixel array circuitry. 
Once you have the features to be used for classification of 
images we will focus on issues relating to the classification by clus 
tering. The analysis of clusters, or clustering, aims to group a col 
lection of objects into representative classes called clusters, 
without a priori information, in such a way that the objects belong 
ing to each cluster keep a greater similarity to objects from other 
clusters. 
lmage grouping can be performed using supervised or unsuper 
vised learning techniques. In the first case it is essential to know 
the device information a priori, i.e., it is clearly identified with 
the classification in d osed scenarios which requires a training 
stage with the features extracted from the images and a second 
Pattern noise 
PRNU FPN 

Low-frcqucncy PNU 
defects 
Fig. 1. Sensor Pattem Noise. 
classiﬁcation stage in accordance with the previous result. How
ever, in a real case it may be difﬁcult to have the camera in ques
tion or a set of photographs taken by it to carry out training, hence
the need for unsupervised learning techniques, which directly cor
respond to open scenarios.
Traditional clustering has been known to be an unsupervised
learning technique; however, there are some cases of supervised
clustering where it is possible to apply an anterior or posterior
approach to improve the grouping itself. This is to prevent that ele
ments of different classes are in the same cluster, which requires
having a priori knowledge of the data set. This issue is addressed
in Eick, Zeidat, and Zhao (2004), although it is worth mentioning
that this article is focused on the use of unsupervised
techniques.
In order to determine the similarity between objects belonging
to the same cluster, there are distance measures such as Euclidean
distance, Manhattan distance, and Chebychev distance, among oth
ers. Alternatively, it is possible to use similarity functions SðXi;XjÞ
which compare two vectors Xi and Xj symmetrically, i.e.,
SðXi;XjÞ SðXj;XiÞ. These functions reach their highest values as
Xi and Xj are more similar. One of the most commonly used mea
sures in image source identiﬁcation is normalized correlation
(Bloy, 2008; Caldelli et al., 2010; Fridrich, 2009; Li, 2010b) deﬁned
as:
corr Xi;Xj
  Xi Xi
  Xj Xj
 
Xi Xi
   Xj Xj
  ð1Þ
where Xi and Xj represent the mean vector, Xi  Xj is the scalar
product of two vectors and kXik is the L2 norm of Xi.
According to the clustering algorithms classiﬁcation proposed
in Rokach (2010), we ﬁnd the hierarchical methods whose purpose
is to achieve a structure called dendrogram which represents the
grouping of objects according to their levels of similarity. This
grouping can be done in different ways: agglomerative or decisive.
Agglomerative grouping initially considers each object as a sepa
rate class until iteratively grouping all the objects in a single class.
Divisive clustering is based on the idea of starting from a single
class until managing to separate all objects into individual classes.
There are also partitioning algorithms, wherein starting a partition,
the algorithm takes care of moving objects from one cluster to
another to minimize certain error criterion. Within this category,
the most famous method is k means; however, most of these
methods require knowing in advance the number of clusters,
which is why they are not widely used in forensic image analysis.
Finally, there are other clustering algorithms such as: Zahn (1971)
which produces clusters by means of graphs, (Banﬁeld & Raftery,
1993) based on the density where the points within a cluster are
given by a certain probability function, clusters based on models
such as decision trees (Fisher, 1987) or neural networks (Vesanto
& Alhoniemi, 2000) and clustering with soft computing methods
such as fuzzy clustering (Hoppner, 1999), evolutionary clustering
methods and simulated annealing clustering (Selim & Alsultan,
1991). Xu and Wunsch (2005) shows a comprehensive review of
the different types of clustering algorithms, as well as an extensive
review of approaches used on this subject in the state of the art.
Among other aspects, it is concluded that there is not a universal
clustering algorithm to solve any kind of problem and therefore
approaches to clustering for each ﬁeld or situation may be com
pletely different. It also highlights the importance of the stage of
selection and extraction of the characteristics of the elements to
be classiﬁed.
There are previous works on image grouping by unsupervised
methods; all of them consider SPN as the most reliable criterion
for representing a device’s digital footprint, hence the SPN is used
speciﬁcally as a footprint and normalized correlation as a similarity
measure to achieve image grouping by device.
Once seeing an overview of the different types of clustering
algorithms, then will present some of the related works that deal
with the clustering of images using the SPN.
Liu, Lee, Hu, and Choi (2010) uses a classiﬁcation technique
with unsupervised learning where grouping is achieved by graph
maximization. Clustering is performed from not oriented graph
with weights, starting with an afﬁnity matrix where the connec
tion weights between vertices is the correlation value between
each SPN, starting with a random node. In each iteration, the
remaining nodes are connected and the nodes closest to the central
one are chosen, obtaining a new afﬁnity matrix in each step; the
algorithm stops when the number of closest nodes is less than a
k parameter. Subsequently, the graph is partitioned to the point
where similarity in a set is maximum and minimum with respect
to other sets.
In Li (2010b) clusters are performed using Markov random
ﬁelds. A clustering algorithm based on matrix containing all the
correlations between the SPN of several cameras is proposed. In
each iteration the algorithm groups within classes the most sim
ilar SPNs making use of the local features of Markov random
ﬁelds and assigns a new class label to each SPN maximizing a
probability function, the criterion to stop the algorithm is satis
ﬁed when there are no label changes after a certain number of
iterations.
The algorithm proposed in Caldelli et al. (2010) and on which
this research is based uses hierarchical clustering to group images.
Prior to the clustering algorithm, the authors apply a function for
sensor noise improvement, which strengthens the lower compo
nents and attenuates the high components in the wavelet domain
in order to remove the scene details in it. With a similarity matrix
containing all the correlations between different SPNs and taking
as a starting point each image as a single cluster, the clustering
algorithm groups the two clusters with the highest correlation
value forming a single cluster and updates the matrix with a new
row and column that replace the rows and columns of the grouped
clusters. The link criterion chosen to mix two clusters was average
linkage. In each iteration of the algorithm, cluster status at that time
is stored on a partition and the global silhouette coefﬁcient is calcu
lated. At the end of the algorithm the partition whose silhouette
coefﬁcient value is the lowest is chosen, the number of clusters at
that point should correspond to the number of devices that exist
initially, as well as the content of each cluster to the SPN for each
device. The authors carry out a training stage with the described
algorithm and a classiﬁcation stage for the remaining images, for
this it is sufﬁcient to obtain the average of the SPNs for each cluster
and compare them against the remaining images, the image will be
classiﬁed within the cluster whose correlation is highest.
3. Technique description
The proposed unsupervised clustering algorithm is based on the
one proposed in Caldelli et al. (2010). It is a combination of a hier
archical clustering, and a ﬂat clustering. That is, despite forming a
dendrogram structure with each iteration of the algorithm, at the
end the clusters are taken as unrelated entities since each of them
must correspond to a speciﬁc device. The general structure of the
proposed clustering algorithm is shown in Fig. 2 (N is de number
of images and q is the number of iteration and it begins in 0).
Prior to performing the clustering, it is necessary to obtain SPNs
of the image set I using the extraction algorithm and the parameter
of noise suppression s0 5 proposed in Lukas et al. (2006):
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(2) 
where i 1, ... , N, N is the number of images, n(iJ is the noise pat 
tern of ea ch image i, f 'l is the image with sensor noise of each image 
i and F is the noise removal filter based on wavelet transform. For 
this, the algorithm developed in Goljan, Fridrich, and Filler (2009) 
was used. No noise improvement algorithm, such as those proposed 
by Caldelli et al. (2010) and Ll (2010b), has been used in our pro 
posa!. The Wiener filter in the frequency domain is suffident to 
remove most of the scene details that are present when extracting 
the SPN. 
For each of the N noises (n1, . .. , nH) the correlation value is 
obtained using Eq. (1) and this generates a similarity matrix H of 
N x N. This matrix is symmetric and consists of ones in its main 
diagonal (since the correlation of noise with itself is 1 ). Once the 
matrix has been generated it will not be necessary to recalculate 
the correlations between noises along the clustering algorithm, 
saving time and processing power. 
The selected hierarchical clustering algorithm involves finding 
within the H matrix the noise pair k and 1 with a highest correlation 
value. lt is worth mentioning that the correlation values in the 
main diagonal a re not taken into account. Then the rows and col 
umns k and 1 are deleted and both a new row and a new column 
are added to the matrix. These new row and column values are 
the result of a linkage criterion. The function chosen for this work 
was the average linkage method since its results are more satisfac 
tory than with other linkage methods such as single linkage or 
complete linkage, as is suggested in Caldelli et al. (2010). Eq. (3 ) 
shows the function of the average linkage method between two 
clusters A and 8. 
1H(A, 8) llAll 11811 L rorr(ni, n¡) (3 ) 
n,EA,11¡EB 
where the corr(n,, n¡) value is calculated with Eq. (1) and can be 
taken from the matrix H to simplify the computational processing. 
llAll and 11811 is the cardinality of the A and 8 dusters respectively. 
Each iteration of the algorithm takes the two clusters with the 
highest correlation value in the matrix and mixes the objects con 
tained in them to create a new cluster, while storing the state of 
the different clusters in partition Po, ... ,PH 1 with the aim of 
knowing the contents of the duster at any time. In the hierarchical 
clustering, the fina l result of the algorithm is a cluster containing 
ali objects. However. in this work each cluster should represent a 
device at the end of the execution. For th is reason, the silhouette 
coefficient as a measure of validation of clusters was used. The 
silhouette coefficient measures the similarity index between the 
elements of a single cluster (cohesion) and the similarity between 
the elements of a duster with respect to the others (separation). 
Unlike Caldelli et al. (201 O), in our proposal the calculation of the 
silhouette coefficient is performed for each cluster contained in 
the P1 partition and not for each pattern noise. as noted in Eq. (4 ). 
(4) 
where a¡ (cohesion) is the average correlation between ali noise pat 
tems within the e¡ duster. b¡ (separation) is the average correlation 
of noise patterns contained in the c1 cluster with respect to noise 
pattems in the remaining clusters. The nearest neighboring cluster 
is taken, namely the one with the highest correlation 
As can be seen the method of calculating the silhouette coeffi 
cient varies significantly regarding to the proposal of Caldelli 
et al. (2010). In our proposal for each algorithm iteration as many 
silhouettes coefficients as exist formed clusters in that iteration are 
calculated and not as many silhouette coefficients as total images 
there are. According to the algorithm progresses and the clusters 
are increasing their number of images, in our propasa! fewer sil 
houettes coeffidents are calculated. Furthermore and the most 
important t hing is t hat while dusters are formed in each algorithm 
iteration, each cluster is taken as a single entity for the calculation 
of silhouette coefficient. Therefore do not take in to account each of 
the independent noises that form each cluster, since what it wants 
to measure is the cohesion and separation between clusters and 
not between independent images. Once it has the idea of a cluster 
as a unitary entity to calculate the silhouette coefficient, it is calcu 
lated for each cluster taking into account the obtaining of the max 
imum separation from other clusters and a high cohesion ofali the 
elements of the formed cluster, as it can see in the Eq. ( 4 ). 
For each iteration q of the algorithm a global measure ofali the 
silhouette coefficients calculated from the K clusters is obtained, 
this is equivalent to averaging the s1 values in q. Eq. (5) shows this 
calculation. 
SCq (5) 
Upan completion of the hierarchical clustering, the SCq with the 
lowest value is searched for, which indicates that the partition p; 
clusters are at a greater correlation leve!. The number of clusters 
at that moment should correspond to the actual number of devices. 
The aim of storing the partition at each time of the algorithm is to 
avoid rerunning the clustering because information of ali the clus 
ters in each iteration q is known. Algorithm 1 shows the proposal's 
pseudocode. 
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Algorithm 1. Clustering algorithm 
<D Calculate n<-> oí eacb image where • e 1, ..., N ; 
@ Generate the sunilarity matnx H e R"•N; 
@ íoreach q e l , ... , N - 1 do 
t 
Find cluster H(k, l) witb tbc bigbm similarity; 
Remo''" the pair oí rows and columns corresponding to clu.5ters 
k Md I; 
. C~culate the values oí the new clu.100. using average link 
cntenA and lldd the row and its corresponding column; 

Detcmúne tbo overall silhouette coe.fli.cient se,; 

Store thc partition P,; 

® Find the partilion where fft1n.(SC,); 
As mentioned above, the goal of clustering is to group objects 
in an unsupervised environment (closed scenario); however, in 
the chosen methodology it is possible to cany out a training stage 
and a classification stage to reduce computat ional complexity and 
therefore to reduce the execution t ime of the algorithm. For this 
it is necessary to d ivide the image set into two subsets: one of 1. 
training and one of 1, , classification, the training subset is 
processed by the algorithm previously described to get to the 
final K clusters that represent each device. A ci centroid is then 
calculated for each cluster by averaging ali m noise patterns 
contained in it. Next the correlation value between each SPN from 
the 1, subset and each e¡. centroid is obtained, the image is then 
classified into the cluster where there has been the highest 
correlation value. The proposed classification can be observed in 
Algorithm 2. 
Algorithm 2. Clustering algorithm with training stage 

<D Calculate the centroíd e, o( each cluster where j E 1, ... , K and 

e, = ;!; E;"n; 

@ Calculate the pattern noise n, of the classi.fication sub6et le e I ; 

@ foreach n. E Íc do 

<f> Cla.ssify n, in the clW1ter with the highest correlation 

<i1 J, • arg max, corr(n., e,); 

4. Experiments and results 
The experiments were performed with a total set of 1350 pho 
tographs from 9 different mobile device camera models. The total 
set contains 150 photographs from each model. 6 devices are from 
different manufacture rs (Apple iPhone 5, Huawei U8815, LG E400, 
Samsung GTS5830M, Zopo ZP980 and Nokia 800 Lum ia) and the 3 
remaining devices were manufactured by Sony (Sony ST25a, Sony 
ST25i and Sony C2105 ~ 
Ali the images were cropped to 1024 x 1024 pixels beca use the 
images have different dimensions and workingwith these at full size 
it would be computationally more complex. To reduce the degree of 
error in thegroupingali images have a horizontal orientation; itwas 
necessary a 90° rotation images captured in vertical position. The 
scenes of the photographs were chosen randomly, both indoors 
and outdoors. and they were also taken atdifferent times and places 
in order to simulate a more realisticscenario. In the extraction ofthe 
noise pattem from ali images, the zero mean of rows and columns 
was used, 3 RGB color channels were converted to a single matrix 
in grayscale. Additionally, ali experiments were conducted using 
the Wiener filter in the frequency domain. In Fig. 3 a diagram of 
the preprocessing performed on the images is shown. 
To measure the degree of certainty in the results, the true posi 
tive rate TPR was used. The mean TPR for each of the following 
experiments is calculated, computing for each cluster the number 
of photos that have been well classified (TPR of each cluster) and 
averaging the TPRs of ali the resulting clusters (if there are fewer 
clusters than devices the average takes into account the number 
of devices). To calculate the TPR of each cluster, the device that 
has the largest number of images with respect to the total of 
images by device needs to be identified within the cluster that 
being the predominant device cluster, then calculate the pe~ent 
age of photos that have been well classified for that device in the 
cluster. Actually, in the vast majority of cases it can be seen that 
a cluster is assodated with one or more devices, as it can observed 
in matrices such as the ones in Tables 1 3. 
If t here are multiple clusters with the same number of photos 
from a device or a cluster with the same number of photos from 
severa! devices and in turn these being the highest, the cluster that 
is taken as predominant for the device is one chosen among the 
different options. lt may be the case that if there is an extra cluster, 
a cluster may not be predominant for any device (see Table 2) and 
its TPR for this cluster is O. Or there might be one less cluster (see 
Table 3). 1n this case the cluster where there are pictures ofseveral 
devices, it will be associated with the device with more images 
have in this cluster. so this cluster will be the predominant for this 
device. In the case that the maximum number of images of various 
devices in one cluster are equal, it will take any of thern. The TPR 
calculation of each cluster will take into account in each cluster 
the number of photos of their predominant device. To cakulate 
the final TPR in this case we must make the sum of ali TPRs ofeach 
cluster and dividing by the total number of devices initially used 
for classifying (in the case of Table 3 it will be divide by 5). In 
Tables 1 3 there are examples that illustrate the calculation of 
the TPR for the three cases that may occur. 
In the results of the experiments 3 possible cases are consid 
ered: (a) The number of identified clusters is equal to the number 
of devices. (b) the num ber of ident ified clusters is higher than the 
number of devices, a nd (c) the nu mber of identified clusters is 
lower than the number of devices. Although the first case is ideal, 
in the second case classifications that do not mix different types of 
devices in a same cluster can be obtained. 
We can divide the experiments according to different criteria: 
• Comparison 	between taking the 1024 x 1024 region from the 
corner or from the center of the photograph. 
• Symmetrical 	 or asymmetrical distribution of photographs 
(same or different number of pictures per device). 
• Comparison of grouping among devices from the same manu 
facturer but different model. 
• Tra.in and then carry out a classification 
SP extracúon 
Crop ~~ 90º~ RGBto \) ~ 
Grayscalc ~ Wiener filter )1024x1024 }._ Rota
•only with imagcs capturcd in vertical position 
Fig. 3 . lmage preprocessing scheme. 
4.1. Comparison between crop corner and crop center
Several experiments were conducted to compare the results
between cropping the image from the center or from the upper left
corner, this last criterion having a TPR higher (except in the case of
7 devices with 100 images whose difference is minimal). Table 4
shows the TPR according to the different number of devices used
and the number of photos used by device. All devices have the
same number of photos. Table 4 shows the TPR according to the
different number of devices used and the number of photos used
by device. All devices have the same number of photos. Table 4
shows that TPR increases in the case of the crop in the center as
more devices are grouped, whereas the crop from the corner main
tains the good results for the case of 50 images per device and the
results are different in the case of 100 images per device. Although
Li (2010a) mentions that the areas in the corners are more likely to
be saturated and therefore the noise pattern may be affected, the
proposed algorithm shows the opposite in the grouping of images.
4.2. Symmetrical clustering
Following is additional information about three of the symmet
rical clustering experiments previously conducted whose results
generate equal, lower and higher number of clusters than there
are devices respectively for their classiﬁcation. For each experi
ment, once the algorithm of clustering proposed in this work has
been applied, graph will be shown for each generated cluster. This
chart shows the degree of correlation of the noise pattern of all the
images used in each experiment with respect to the centroid (aver
age of all noise patterns contained in the cluster) of each cluster
generated by the algorithm.
The ﬁrst experiment conducts a symmetrical clustering of 3
devices, 50 images and crop corner. As shown in Table 5 its TPR
is 99.33%. Table 5 shows the confusion matrix detailing generated
clusters and the images included in each of them.
As can be observed, an equal number of clusters to devices is
generated, which in principle is indicative of possibly obtaining a
good result. The classiﬁcation in this case is nearly perfect, with
the exception that in cluster 2 there is an image from the E400
LG which should have been classiﬁed into cluster 3.
For this experiment Figs. 4 6 show the 3 correlation graphs
described above for each of the generated clusters.
In Fig. 4 we can see that the correlations of a device with respect
to the remaining correlations are distant, therefore a cluster with
images from a single device is properly generated.
In Fig. 5 we can observe that there is an image from the E400 LG
whose degree of correlation is not in line with the rest from the
same device and those from the Huawei U8815. This speciﬁc image
is the one which was classiﬁed incorrectly, obtaining a lower cor
relation degree with respect to the centroid than the remaining
images of its own cluster, but different from zero and notably
higher (on the order of 20 to 400 times higher correlation) to the
correlation of the remaining images.
Fig. 6 shows that the pictures of the LG E400 have a similar cor
relation except for one which practically has a value of 0 correla
tion with respect to the centroid of cluster 3 and which
corresponds to the erroneously classiﬁed image.
The second experiment conducts a symmetrical clustering of 5
devices, 50 images and crop center. As can be seen in Table 6 the
TPR is 80%. Table 6 shows a confusion matrix detailing generated
clusters and the images included in each of them.
As can be observed, a lower number of clusters than of devices
is generated, which implies that at least one of the clusters is not
pure, i.e. it contains pictures of at least two devices. The classiﬁca
tion in this case is completely correct for three of the four gener
ated clusters. In contrast, all the pictures from the Apple iPhone
5 and Nokia 800 Lumia devices are in cluster 1. For this experiment
Figs. 7 10 shows the 4 correlation graphs described above for each
of the generated clusters.
As shown in Figs. 8 10, which correspond to clusters with all
images from a single device, the correlation of the images from
the correctly classiﬁed device with respect to the other is distant.
For these cases the correlation with respect to the centroid of the
image outside the cluster is approximately zero in all cases.
Fig. 7 shows that the correlation of images from the Apple
iPhone 5 and the Huawei U8815 is similar forming cluster 1 and
there is a big difference with the correlation of the rest of the
images, which is close to zero.
Table 1
TPR with equal number of devices than cluster.
Brand–model Clusters Average
1 2 3 4 5 TPR
Apple iPhone 5 49 0 0 1 0
Huawei U8815 0 50 0 0 0
LG E400 0 1 49 0 0
Nokia 800 Lumia 0 0 0 50 0
Samsung GT5830M 0 0 0 0 50
TPR by cluster 98% 100% 98% 100% 100% 99.2%
Table 2
TPR with less number of devices than clusters.
Brand–model Clusters Average
1 2 3 4
Apple iPhone 5 100 0 0 0
Huawei U8815 0 100 0 0
LG E400 0 0 97 3
TPR by cluster 100% 100% 97% 0% 99%
Table 3
TPR with more number of devices than clusters.
Brand–model Clusters Average
1 2 3 4 TPR
Apple iPhone 5 100 0 0 0
Huawei U8815 0 100 0 0
LG E400 0 0 100 0
Nokia 800 Lumia 100 0 0 0
Samsung GT5830M 0 0 0 100
TPR by cluster 100% 100% 100% 100% 80%
Table 4
Symmetric clustering TPR in function of the different device number and the number
of photos per device.
Number of photos Crop corner Crop center
3 (%) 5 (%) 7 (%) 3 (%) 5 (%) 7 (%)
50 99.33 99.20 99.71 66.67 80 99.71
100 74.25 100 87.13 66.67 80 87.25
Table 5
Confusion matrix of clustering experiment.
Smartphone Clusters Average
1 2 3 TPR
Apple iPhone 5 50 0 0
Huawei U8815 0 50 0
LG E400 0 1 49
TPR by cluster 100% 100% 98% 99.33%
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Fig. 4. Cluster 1 correlation graphic respect to the clusters centroid. 
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Fig. 6. Cluster 3 correlation graphic respect to the clusters centroid. 
The third experiment conducts a symmetrical clustering of 7 
devices, 100 images, and crop com er. As can be seen in Table 4, 
its TPR is 87.13%. Table 7 shows a confusion matrix detailing gen 
erated d usters and the images included in each ofthem. 
As can be observed, a higher number of clusters than of devices 
is generated. The classification in this case is completely correct for 
six of the eight generated clusters. However, clusters 3 and 8 con 
tain images from the LG E400. While the LG E400 images were 
divided into two clusters, these only have images from a single 
device, which is a positive aspect to take into account. 
For this experiment Figs. 11 18 shows the 8 correlation graphs 
described above for each of the generated clusters. 
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Table 6 

Confusion matrix of clustering experiment. 

Smartphone Ousters Average 
2 3 4 TPR 
Apple iPhone 5 50 o o o 
Huawei U8815 o 50 o o 
LG E400 o o 50 o 
Nokia 800 Lumia 50 o o o 
Samsung GT5830M o o o 50 
TPR by cluster 100% 100% 100% 100% 80% 
As it can be seen in Figs. 11 16, which correspond to d usters 
that were generated correctly, the correlation of the classified 
device with respect to the others is distant. For these cases the cor 
relation with respect to the centro id of the image outside the dus 
ter approad1es zero, as in previous experiments. 
In Fig. 17 there are 97 images from the LG E400 with a correla 
tion that is significantly higher than those of the rest of the images. 
There are 3 images of the LG E440 whose correlation is practically O 
and very distant from the rest of the photographs from the same 
device in this cluster, cluster 8 being formed by these. 
In Fig. 18, the result ofthe grouping ofthese three images on a 
separare cluster can be observed. The correlation of these three 
0.29 
0,24 
0. 19 
0,14 
0,09 
0.04 
-0.01 
0,29 
0, 24 
o,19 
0,14 
0,09 
0,04 
10 15 20 25 30 40 45 so 
••. •• • • X • .• 
• 
Photo's numbers 
Fig. 7. Cluster 1 correlation graphic respect to the clusters centroid. 
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images is significantly higher than that of the rest of the images, 
which have near zero correlations. 
4.3. Asymmetrical clustering 
In a dosed scenario, it is not very likely to have the same num 
ber of images from each device to identify, for that reason experi 
ments were conducted where the sets of images for each device do 
not possess the algorithm proposed in a real scenario. Sets of 
images for each device do not possess the algorithm proposed in 
a real scenario. The results of grouping images from 5 and 7 devices 
respectively are presented in Tables 8 and 9. The number ofimages 
per device is varied and we can still observe a high degree of suc 
cess (97.28% average TPR of the experiments in Tables 8 and 9). 
As can be seen, in the cases of an asymmetrical number of 
images there have been experiments with groups with significant 
numerical disparity and in sorne cases with small groups (5 images 
from a type of device), yet there have been successful grouping 
results. 
4.4. Same manufacturer different models clustering 
Also, experiments were conducted to test the proposal in a sce 
nario where all devices are from the same manufacturer but differ 
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Table 7 

Confusion rnatrix of clustering experirnent. 

Smartphone Clusters Average 
2 3 4 5 6 7 8 TPR 
Apple iPhone 5 100 o o o o o o o 
Huawei U8815 o 100 o o o o o o 
LG E400 o o 97 o o o o 3 
Nokia 800 Lumia o o o 100 o o o o 
Samsung GT5830M o o o o 100 o o o 
Sony ST25A o o o o o 100 o o 
Zopo ZP980 o o o o o o 100 o 
TPR by cluster 100% 100% 97% 100% 100% 100% 100% 0% 87.13% 
ent models. Camera phones from the same manufacturer should be 
very similar for many of their products and therefore the sensor 
noise extracted from different models should be similar. However, 
Table 10 shows the dassification TPR, concluding that for this 
experiment the correlation value between several SPNs varies 
enough among different models to identify each one separately, 
even when the models are very similar as is the case of the 
ST25a and ST25i models. 
4.5. Clustering with training stage 
Although dustering methods do not possess information about 
the data sets to group, sorne classification experiments were con 
ducted on a set of 5 different devices with different sets of t raining 
both with symmetrical and asymmetrical distributions. In what 
refers strictly to the t raining stage the proposal (Caldelli et al., 
2010) is used. This way computational complexity is widely 
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reduced at the t ime of calculating the similarity matrix, this being the total set of images from each device possesses, no image in 
what takes more t ime in the execution of the algorithm. Table 11, the training set is in the classification set and vice versa. Good 
shows the number of images used for the training stage. In ali results are maintained even with asymmetric image sets (98.3% 
experiments the remaining images were classified to 150, which of TPR for the 4 experiments ~ 
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4.6. Clustering algorithm execution times iments. Only in cases where it has made the training stage, Table 12 
shows the total number of images used for each device detailing 
Table 12 shows the clustering algorithm execution times, how many images are used for training stage and how many 
regardless of the features extraction, of sorne of the concrete exper images are used for classification. These experiments' sample 
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Table 8 
Asymrnetric clustering TPR for 5 devices. 
Table 10 
Asymmetric clustering TPR for 3 devices of the same brand 
Group 	 Apple Huawei LG Nokia 800 Samsung TPR Models TPR 
iPhone 5 U8815 E400 Lumia GTS830M (%) Sony Ericsson 	 50 
A 50 50 50 50 50 9920 
B 100 100 100 100 100 100 
c 100 95 90 85 80 99.78 
o 50 45 40 35 30 99.1 
E 100 75 50 25 10 99.6 
F 100 30 20 10 5 99 
C2105 
ST25a 99.33% 74.50% 
ST25i 
Table 11 
Clustering for 5 devices with training stage. 
Group Apple 
iPhone 5 
Huawei 
U8815 
LG 
E400 
Nokia 800 
Lumia 
Samsung 
GT5830M 
TPR 
(%) 
Table 9 
Asymrnetric clustering TPR for 7 devices. 
Group Apple Huawei LG Nokia 800 
iPhone 5 U8815 E400 Lumia 
Samsung Son y 
GT5830M ST25a 
Z.Opo TPR 
Zp980 (%) 
A 
B 
c 
o 
50 
100 
100 
50 
50 
100 
75 
45 
50 
100 
50 
40 
50 
100 
25 
35 
50 
100 
10 
30 
98.67 
99.33 
96.67 
98.53 
A 50 50 50 50 50 50 50 99.71 
B 100 100 100 100 100 100 100 87.13 
c 100 95 90 85 80 75 70 99.84 times can offer a general idea of the arder in runtime of the algo 
o 50 45 40 35 30 25 20 99.36 rithm. All images were cropped to 1024 x 1024. The crew where 
E 
F 
100 
100 
75 
50 
50 
40 
25 
30 
10 
20 
5 
10 
1 
5 
85.43 
9921 
the experiments were conducted is an lntel Core 
2.2 GHz with 6 Gb RAM and Linux operating system. 
i7 2670QM 
100 
5. Conclusions
This paper has made an analysis of the main unsupervised
image grouping techniques, which are of utmost importance in
digital image forensic analysis. Despite the rise of mobile device
cameras these days, there are still few references for unsupervised
mobile device image grouping in the state of the art. Most of the
works refer to the supervised classiﬁcation and in many cases they
are not focused on mobile device images, which have unique char
acteristics. The noise added in every photograph by the camera
sensor, due to the faults in its manufacturing process or defects
from daily use, has proven to be a reliable source of device identi
ﬁcation. Likewise, the calculation of normalized correlation
between sensor noises extracted from two or more pictures is also
a measure of similarity commonly used in unsupervised image
learning techniques, clustering techniques being the ones which
obtain the best results.
The algorithm of this proposal is based on the combination of a
hierarchical clustering and a ﬂat clustering for the separation
between clusters. The use of the silhouette coefﬁcient for cluster
validation proved to report good results when obtaining high TPRs;
also, the number of clusters corresponded to the number of actual
devices in most cases.
The percentage of correct hits when using image cropping from
the left corner obtains better results than when the clipping is cen
tered in the image, despite ﬁnding different observations in the lit
erature arguing the saturation and lack of lighting found in those
regions.
It was also important to have experimented with different
device models from the same manufacturer because, along with
the high rate of correct hits by using symmetric and asymmetric
distributions of images by device, it checks the adaptability of
the algorithm to be applied in a real case.
Experiments conducted in this work have revealed a great
diversity of situations with regard to the symmetry or not of the
photo sets, their size, the number of devices used and the use of
devices of the same brand. After all the experiments, it is con
cluded that the results of the application of the technique are good
(92.98% TPR on average for all the experiments).
Finally we will expose the future lines of work of this work.
Firstly the ﬁrst goal is to improve the TPR results of the algorithm.
Within this ﬁrst aim marked as priority two goals: to generate
clusters with images of a single device and as far as possible to
set the maximum difference between the number generated clus
ters by the proposed algorithm and the number of initial devices.
The second line of work will focus on using other image features
different from those of SPN for classifying images, but following
using the same clustering algorithm. For this purpose, we will
study wavelets, color and Image Quality Metrics (IQM) features.
The third goal is to create a ﬁnal stage, once the execution of the
proposed clustering algorithm ﬁnished, for verifying the generated
clusters and if it is necessary make the appropriate changes in the
cluster to improve the results. The fourth and ﬁnal aim is to apply
these techniques to digital videos generated with mobile devices.
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Abstract— As mobile devices are seeing widespread usage in the everyday life, the images from mobile devices can be used as 
evidence in legal purposes. Accordingly, the identification of mobile devices images are of significant interest in digital forensics. In this 
paper, we propose a method to determine the mobile devices camera source based on the grouping or clustering of images according to 
their source acquisition. Our clustering technique does not involve a priori knowledge of the number of images or devices to be 
identified or training data for a future classification stage. The proposal combines of hierarchical and flat clustering and the use of 
sensor pattern noise. Experimental results show that our approach is very promising for identifying mobile devices source.  
Keywords— Image Clustering; Image Forensics Analysis; PRNU; Sensor Pattern Noise  
I.  INTRODUCTION 
Nowadays, even suffering the impact of global financial 
crisis, the sales of mobile devices such as cell phones, 
smartphones or tablets, is still increasing. About 78.1% of 
mobile phones sold in 2010 have an integrated camera [1]. 
Integrated cameras in mobile devices outnumber traditional 
Digital Still Camera (DSCs). The sales of cameras integrated 
into mobile devices in 2013 exceeded 1800 million units. 
Similarly, there are predictions that the DSCs will disappear in 
favour of integrated mobile devices [2], since the quality of 
these cameras is growing at an unstoppable rate. Also, the 
emergence of cameras in mobile devices should not only be 
measured in sales figures, as in our daily life it is common to 
see how people use photographs from these devices for a 
variety of situations – personal life, news, legal evidence, 
software applications and so on. Therefore, forensic analysis of 
such images is particularly important in criminal investigations.  
The image source acquisition identification and malicious 
tampering detection are of significant interest in digital image 
forensic analysis. This work focuses on the first branch. Also, 
since mobile device cameras have some characteristics that 
make them different from the rest, this work focuses on images 
from this type of devices. The source acquisition identification 
has closed scenarios and open scenarios approaches regarding. 
A closed scenario is one in which the image source 
identification is performed on a specific and known beforehand 
set of cameras. In closed scenario approach normally use to 
train and predict process in order to classify like Support 
Vector Machine (SVM) classifier. Instead, in open scenarios 
the forensic analyst does not know a priori the camera set to 
which images whose source identification will be identified 
belong.  
In this paper, we propose a method that utilizes the 
hierarchical and flat clustering to image source identification in 
open scenarios. The objective of this approach is to group the 
different images into disjoint sets in which all their images 
belong to the same device. This approach is very close to real-
life situations, since in many cases the set of cameras to which 
a set of images may belong is completely unknown to the 
analyst. In addition, it is virtually impossible to have a set of 
images to train a classifier with all mobile device cameras 
existing in the world. In this case, being able to group images 
into sets that belong to the same device is very useful, as this 
can provide very valuable and in some cases conclusive 
information to judicial investigators. The remainder of this 
paper is organized as follows. Section 2 briefly presents 
previous work related to forensic techniques for mobile device 
image source acquisition identification. The proposed 
technique is presented in section 3. The experiments and their 
results are presented in section 4. Finally, in section 5 the 
conclusions drawn from this work are presented. 
A. Image Formation in Digital Cameras 
The first step is to understand and create image processing 
forensic algorithms is to thoroughly know the process of image 
acquisition in digital cameras. Fig. 1 summarizes this process. 
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Fig. 1. Image acquisition process in digital cameras [3] 
First, the lens system captures light from the scene by 
controlling the exposure, focus, and image stabilization. Next, 
the light passes through a set of filters that improve the visual 
quality of the image, and then the light gets to the image sensor 
called Color Filter Array (CFA); this is an array of light 
sensitive elements called pixels. Note that the choice of the 
CFA can influence the sharpness and the final appearance of 
the image since there are different CFA patterns.  
The most commonly used model is the Green-Red-Green-
Blue (GRGB) Bayer pattern; other models are: Red-Green-
Blue-Emerald (RGBE), Cyan-Yellow-Yellow-Magenta 
(CYYM), Cyan-Yellow-Green-Magenta (CYGM) or Red-
Green-Blue-White (RGBW). The incident light on the colored 
filters gets to a sensor which is responsible for generating an 
analogue signal proportional to the intensity of received light, 
keeping these values in an internal array.  
There are currently two types of sensor technologies that 
meet this latter purpose in digital cameras: CCD (Charge 
Coupled Device) and CMOS (Complementary Metal Oxide 
Semiconductor). Both types of sensors essentially consist of 
Metal Oxide Semiconductors (MOS) and they work in a 
similar way, although the key difference is in the way in which 
pixels are scanned and the way in which the reading of the 
charges is carried out. CCD sensors need an additional chip to 
process the sensor’s output information; this causes the 
manufacture of devices to be more costly and the sensors to be 
bigger. In contrast, CMOS sensors have independent active 
pixels, as they themselves perform the digitalization, offering 
speed and reducing the size and cost of the systems that make 
up a digital camera. Another difference between these two 
types of sensors is that the pixels in a CCD array capture light 
simultaneously, which promotes a more uniform output. 
CMOS sensors generally perform the reading as progressive 
scan (avoiding the blooming effect). CCD sensors are far 
superior to the CMOS in terms of noise and dynamic range; on 
the other hand, CMOS sensors are more sensitive to light and 
behave better in low light conditions. Early CMOS sensors 
were somewhat worse than CCDs, but nowadays this has been 
practically corrected.  
The CCD technology has reached its limit and it is now 
when CMOS is being developed and its weaknesses are being 
overcome, so much that the majority of smartphones contain 
CMOS sensors. Signals stored by the CCD/CMOS sensor are 
then converted into a digital signal and transmitted to the image 
processor, once the image processor receives the digital signal 
it eliminates noise and other introduced anomalies. Some other 
processes applied to the signal are color interpolation, gamma 
correction, and color correction. 
II. PREVIOUS WORKS IN IMAGE FORENSIC ANALYSIS 
Most research on image source acquisition identification 
focuses on traditional digital cameras or DSC; most of these 
techniques are not valid for mobile device images. In [4] an 
overview of this research can be seen. 
For any type of image classification, either in open or 
closed scenarios, it is necessary to obtain certain features that 
allow classification techniques to perform their task. According 
to [3], four groups of techniques can be established for this 
purpose: based on lens aberration, based on the CFA matrix 
interpolation, based on the sensor imperfections and based on 
the use of image features. Within the latter group a subdivision 
can be made based on color features, quality features, and 
wavelet domain statistics. This work uses techniques based on 
sensor imperfections, particularly those based on the sensor 
pattern noise (SPN). The main components of image noise are 
the Fixed Pattern Noise (FPN) and the Photo Response Non 
Uniformity (PRNU). There are several sources of 
imperfections and noise introduced at different stages of the 
creating pipeline of an image in a digital camera. Even if a 
uniform and fully lighted picture is taken it is possible to see 
small changes in the intensity between pixels. This is due to the 
shot noise is random and, in large part, the pattern noise is 
deterministic and is kept approximately equal if several 
pictures of the same scene are taken.  
The analysis of clusters, or clustering, aims to group a 
collection of objects into representative classes called clusters, 
without a priori information, in such a way that the objects 
belonging to each cluster keep a greater similarity to objects 
from other clusters. Image grouping can be performed using 
supervised or unsupervised learning techniques. In the first 
case it is essential to know the device information a priori, i.e., 
it is clearly identified with the classification in closed scenarios 
which requires a training stage with the features extracted from 
the images and a second classification stage in accordance with 
the previous result. However, in a real case it may be difficult 
to have the camera in question or a set of photographs taken by 
it to carry out training, hence the need for unsupervised 
learning techniques, which directly correspond to open 
scenarios.  
Traditional clustering has been known to be an 
unsupervised learning technique; however, there are some 
cases of supervised clustering where it is possible to apply an 
anterior or posterior approach to improve the grouping itself. 
This is to prevent that elements of different classes are in the 
same cluster, which requires having a priori knowledge of the 
data set. This issue is addressed in [6], although it is worth 
mentioning that this article is focused on the use of 
unsupervised techniques.  
In order to determine the similarity between objects 
belonging to the same cluster, there are distance measures such 
as Euclidean distance, Manhattan distance, and Chebychev 
distance, among others. Alternatively, it is possible to use 
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similarity functions 𝑆(𝑋𝑖 , 𝑋𝑗) which compare two vectors Xi 
and Xj symmetrically, i.e., 𝑆(𝑋𝑖 , 𝑋𝑗) = 𝑆(𝑋𝑗 , 𝑋𝑖). These 
functions reach their highest values as 𝑋𝑖 and 𝑋𝑗 are more 
similar. One of the most commonly used measures in image 
source identification is normalized correlation [7][8][17] 
defined in equation 1. 
  𝑐𝑜𝑟𝑟(𝑋𝑖 , 𝑋𝑗) =
(𝑋𝑖−𝑋𝑖)⊙(𝑋𝑗−𝑋𝑗)
‖𝑋𝑖−𝑋𝑖‖ ‖𝑋𝑗−𝑋𝑗‖
 (1) 
Where 𝑋𝑖 and 𝑋𝑗 represent the mean vector, 𝑋𝑖 ⊙ 𝑋𝑗 is the 
scalar product of two vectors and ‖𝑋𝑖‖ is the 𝐿2 norm of 𝑋𝑖. 
According to the clustering algorithms classification 
proposed in [9], we find the hierarchical methods whose 
purpose is to achieve a structure called dendogram which 
represents the grouping of objects according to their levels of 
similarity. This grouping can be done in different ways: 
agglomerative or decisive. Agglomerative grouping initially 
considers each object as a separate class until iteratively 
grouping all the objects in a single class. Divisive clustering is 
based on the idea of starting from a single class until managing 
to separate all objects into individual classes. There are also 
partitioning algorithms, wherein starting a partition, the 
algorithm takes care of moving objects from one cluster to 
another to minimize certain error criterion. Within this 
category, the most famous method is k-means; however, most 
of these methods require knowing in advance the number of 
clusters, which is why they are not widely used in forensic 
image analysis. Finally, there are other clustering algorithms 
such as: [10] which produces clusters by means of graphs, [11] 
based on the density where the points within a cluster are given 
by a certain probability function, clusters based on models such 
as decision trees [12] or neural networks [13] and clustering 
with soft-computing methods such as fuzzy clustering [14], 
evolutionary clustering methods and simulated annealing 
clustering [15].  
There are previous works on image grouping by 
unsupervised methods; all of them consider SPN as the most 
reliable criterion for representing a device's digital footprint, 
hence the PRNU is used specifically as a footprint and 
normalized correlation as a similarity measure to achieve 
image grouping by device. 
[16] uses a classification technique with unsupervised 
learning where grouping is achieved by graph maximization. 
Clustering is performed from not-oriented graph with weights, 
starting with an affinity matrix where the connection weights 
between vertices is the correlation value between each SPN, 
starting with a random node. In each iteration, the remaining 
nodes are connected and the nodes closest to the central one are 
chosen, obtaining a new affinity matrix in each step; the 
algorithm stops when the number of closest nodes is less than a 
$k$ parameter. Subsequently, the graph is partitioned to the 
point where similarity in a set is maximum and minimum with 
respect to other sets. 
In [8] clusters are performed using Markov random fields. 
A clustering algorithm based on matrix containing all the 
correlations between the SPN of several cameras is proposed. 
In each iteration the algorithm groups within classes the most 
similar SPNs making use of the local features of Markov 
random fields and assigns a new class label to each SPN 
maximizing a probability function, the criterion to stop the 
algorithm is satisfied when there are no label changes after a 
certain number of iterations. 
The algorithm proposed in [17] and on which this research 
is based uses hierarchical clustering to group images. Prior to 
the clustering algorithm, the authors apply a function for sensor 
noise improvement, which strengthens the lower components 
and attenuates the high components in the wavelet domain in 
order to remove the scene details in it. With a similarity matrix 
containing all the correlations between different SPNs and 
taking as a starting point each image as a single cluster, the 
clustering algorithm groups the two clusters with the highest 
correlation value forming a single cluster and updates the 
matrix with a new row and column that replace the rows and 
columns of the grouped clusters. The link criterion chosen to 
mix two clusters was average linkage. In each iteration of the 
algorithm, cluster status at that time is stored on a partition and 
the global silhouette coefficient is calculated. At the end of the 
algorithm the partition whose silhouette coefficient value is the 
lowest is chosen, the number of clusters at that point should 
correspond to the number of devices that exist initially, as well 
as the content of each cluster to the SPN for each device. The 
authors carry out a training stage with the described algorithm 
and a classification stage for the remaining images, for this it is 
sufficient to obtain the average of the SPNs for each cluster and 
compare them against the remaining images, the image will be 
classified within the cluster whose correlation is highest. 
III. TECHNIQUE DESCRIPTION 
The proposed unsupervised clustering algorithm is based on 
the one proposed in [17]. It is a combination of a hierarchical 
clustering, and a flat clustering. That is, despite forming a 
dendrogram structure with each iteration of the algorithm, at 
the end the clusters are taken as unrelated entities since each of 
them must correspond to a specific device.  
Prior to performing the clustering, it is necessary to obtain 
sensor pattern noises of the image set 𝐼 using the extraction 
algorithm and the parameter of noise suppression 𝑠0 = 5 
proposed in [5]. Equation 2 shows this calculation. 
  n(i) = I(i) − F(I(i)) (2) 
Where 𝑖 = 1, … , 𝑁, 𝑁 is the number of images, 𝑛(𝑖) is the 
noise pattern of each image 𝑖, 𝐼(𝑖) is the image with sensor 
noise of each image 𝑖 and 𝐹 is the noise removal filter based on 
wavelet transform. For this, the algorithm developed by Goljan 
et al. in [18] was used. No noise improvement algorithm, such 
as those proposed by [8] and [17], has been used in our 
proposal. The Wiener filter in the frequency domain is 
sufficient to remove most of the scene details that are present 
when extracting the SPN.  
For each of the 𝑁 noises 𝑛1, … , 𝑛𝑁 the correlation value is 
obtained using equation 1 and this generates a similarity matrix 
𝐻 of 𝑁 × 𝑁. This matrix is symmetric and consists of ones in 
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its main diagonal (since the correlation of noise with itself is 
1). Once the matrix has been generated it will not be necessary 
to recalculate the correlations between noises along the 
clustering algorithm, saving time and processing power. 
The selected hierarchical clustering algorithm involves 
finding within the 𝐻 matrix the noise pair 𝑘 and 𝑙 with a 
highest correlation value. It is worth mentioning that the 
correlation values in the main diagonal are not taken into 
account. Then the rows and columns 𝑘 and 𝑙 are deleted and 
both a new row and a new column are added to the matrix. 
These new row and column values are the result of a linkage 
criterion. The function chosen for this work was the average 
linkage method since its results are more satisfactory than with 
other linkage methods such as single linkage or complete 
linkage, as is suggested in [17]. Equation 3 shows the function 
of the average linkage method between two clusters A and B. 
  H(A, B) =
1
‖A‖‖B‖
∑ corr(ni, nj)ni∈A,nj∈A  (3) 
where the 𝑐𝑜𝑟𝑟(𝑛𝑖 , 𝑛𝑗) value is calculated with equation 1 and 
can be taken from the matrix 𝐻 to simplify the computational 
processing. ‖𝐴‖ and ‖𝐵‖ is the cardinality of the 𝐴 and 𝐵 
clusters respectively. 
Each iteration of the algorithm takes the two clusters with 
the highest correlation value in the matrix and mixes the 
objects contained in them to create a new cluster, while storing 
the state of the different clusters in partition 𝑃0, … , 𝑃𝑁−1 with 
the aim of knowing the contents of the cluster at any time. In 
the hierarchical clustering, the final result of the algorithm is a 
cluster containing all objects. However, in this work each 
cluster should represent a device at the end of the execution. 
For this reason, the silhouette coefficient as a measure of 
validation of clusters was used. The silhouette coefficient 
measures the similarity index between the elements of a single 
cluster (cohesion) and the similarity between the elements of a 
cluster with respect to the others (separation). Unlike Caldelli 
et al. [17], in our proposal the calculation of the silhouette 
coefficient is performed for each cluster contained in the 𝑃𝑖  
partition and not for each pattern noise, as noted in Equation 4. 
  sj = max (bj) − aj (4) 
where 𝑎𝑗 (cohesion) is the average correlation between all 
noise patterns within the 𝑐𝑗 cluster. 𝑏𝑗 (separation) is the 
average correlation of noise patterns contained in the 𝑐𝑗 cluster 
with respect to noise patterns in the remaining clusters. The 
nearest neighboring cluster is taken, namely the one with the 
highest correlation.  
For each iteration 𝑞 of the algorithm a global measure of all 
the silhouette coefficients calculated from the 𝐾 clusters is 
obtained, this is equivalent to averaging the 𝑠𝑗 values in 𝑞. 
Equation 5 shows this calculation. 
  SCq =
1
K
∑ sj
K
j=1  (5) 
Upon completion of the hierarchical clustering, the 𝑆𝐶𝑞 
with the lowest value is searched for, which indicates that the 
partition 𝑃𝑞
∗ clusters are at a greater correlation level. The 
number of clusters at that moment should correspond to the 
actual number of devices. The aim of storing the partition at 
each time of the algorithm is to avoid rerunning the clustering 
because information of all the clusters in each iteration 𝑞 is 
known. Next algorithm shows the proposal's pseudocode. 
1. Calculate 𝑛(𝑖) of each image where 𝑖 ∈ 1, … , 𝑁; 
2. Generate the similarity matrix 𝐻 ∈ 𝑅𝑁×𝑁; 
3. Foreach 𝑞 ∈ 1, … , 𝑁 − 1 𝑑𝑜 
4. Find cluster 𝐻(𝑘, 𝑙) with the highest similarity; 
5. Remove the pair of rows and columns corresponding to 
clusters 𝑘 and 𝑙; 
6. Calculate the values of the new cluster using average 
link criteria and add the row and its corresponding 
column; 
7. Determine the overall silhouette coefficient 𝑆𝐶𝑞; 
8. Store the partition 𝑃𝑞; 
9. Find the partition where 𝑚𝑖𝑛𝑞(𝑆𝐶𝑞). 
 
IV. EXPERIMENTS AND RESULTS 
The experiments were performed with a total set of 1050 
photographs from 7 different mobile device camera models. 
The total set contains 150 photographs from each model. 7 
devices are from different manufacturers (Apple iPhone 5, 
Huawei U8815, LG E400, Samsung GTS5830M, Zopo ZP980, 
Sony ST25a and Nokia 800 Lumia). 
All the images were cropped to 1024×1024 pixels, all 
images have a horizontal orientation. The scenes of the 
photographs were chosen randomly, both indoors and outdoors, 
and they were also taken at different times and places in order 
to simulate a more realistic scenario. In the extraction of the 
noise pattern from all images, the zero - mean of rows and 
columns was used, 3 RGB color channels were converted to a 
single matrix in grayscale. Additionally, all experiments were 
conducted using the Wiener filter in the frequency domain.  
To measure the degree of certainty in the results, the true 
positive rate TPR was used. The mean TPR for each of the 
following experiments is calculated, computing for each cluster 
the number of photos that have been well classified (TPR of 
each cluster) and averaging the TPRs of all the resulting 
clusters (if there are fewer clusters than devices the average 
takes into account the number of devices). To calculate the 
TPR of each cluster, the device that has the largest number of 
images with respect to the total of images by device needs to be 
identified within the cluster, that being the predominant device 
cluster, then calculate the percentage of photos that have been 
well classified for that device in the cluster. Actually, in the 
vast majority of cases it can be seen that a cluster is associated 
with one or more devices, as it can observed in matrices such 
as the ones in Tables I, II and III. If there are multiple clusters 
with the same number of photos from a device or a cluster with 
the same number of photos from several devices and in turn 
these being the highest, the cluster that is taken as predominant 
for the device is one chosen among the different options. It 
may be the case that if there is an extra cluster, a cluster may 
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not be predominant for any device (see Table II) and its TPR 
for this cluster is O. Or there might be one less cluster (see 
Table III), in this case the association of the cluster to a device 
will be taken into account and the nUlllber of devices will be 
used to calculate the average, as described above. 
In Tables 1, II and III there are examples that illustrate the 
calculation of the TPR for the three cases that may occur. 
TABLE l. TPR WTIH EQUAL NUMBER OF DEVICES 1HAN CLUSTERS 
Clusters (%) AverageBrand - Model TPR 41 2 3 5 
Apple lphone S 49 o o 1 o 
Huawei U88IS o so o o o 
LGE400 o 1 49 o o 
Nokia 800 Lumia o o o so o 
Samsung GTS830m o o o o so 
TPR by cluster 98 100 98 100 100 99.2 % 
In the results of the experiments 3 possible cases are 
considered: a) The nUlllber of identified clusters is equal to the 
nUlllber of devices, b) the number of identified clusters is 
higher than the number of devices, and c) the nUlllber of 
identified clusters is lower than the number of devices. 
Although the first case is ideal, in the second case 
classifications that do not mix different types of devices in a 
same cluster can be obtained. 
TABLEII. TPR WTIH LESS NUMBER OF DEVICES 1HAN CLUSTERS 
Clusters AverageBrand - Model TPR1 2 3 4 
Apple 1-phone S 100 o o o 
Huawei -U881 S o 100 o o 
LG -E400 o o 97 3 
TPR by cluster 100 100 97 o 99% 
TABLEIII. TPRwrra MORE NUMBER OF DEVICES THAN CLUS1ERS 
Brand - Model 
Clusters (%) Average 
TPR 1 2 3 4 
Apple lphone S 100 o o o 
80% 
Huawei U88IS o 100 o o 
LGE400 o o 100 o 
Nokia 800 Lumia 100 o o o 
Samsung GT S830M o o o 100 
TPR by cluster 100 100 100 100 
V . CONCLUSIONS 
This paper has made an analysis of the main unsupervised 
image grouping techniques, which are of utmost importance in 
digital image forensic analysis. Despite the rise of mobile 
device cameras these days, there are still few references for 
unsupervised mobile device image grouping in the state of the 
art. Most of the works refer to the supervised classification and 
in many cases they are not focused on mobile device images, 
which have unique characteristics. The noise added in every 
photograph by the camera sensor, due to the faults in its 
manufacturing process or defects from daily use, has proven to 
be a reliable source of device identification. Likewise, the 
calculation of nonnalized coITelation betv.•een sensor noises 
extracted from two or more pictures is also a measure of 
similarity commonly used in unsupervised image leaming 
techniques, clustering techniques being the ones which obtain 
the best results. The algorithm of this proposal is based on the 
combination of a hierarchical clustering and a flat clustering for 
the separation between clusters. The use of the silhouette 
coefficient for cluster validation proved to repo1t good results 
when obtaining high TPRs; also, the nUlllber of clusters 
coITesponded to the nUlllber of actual devices in most cases. 
Experiments conducted in this work have revealed a great 
diversity of situations with regard to the symmetly or not ofthe 
photo sets, their size, the nUlllber of devices used and the use of 
devices of the same brand. After all the experiments, it is 
concluded that the result.s of the application of the technique 
are good (92 .7% TPR on average for all the experiments). 
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Abstract— Nowadays, forensic analysis of digital images is especially important, given the high use of digital cameras in mobile 
devices. The identification of the device type or the make and model of image source are two important branches of forensic analysis of 
digital images. In this paper we have addressed both, with an approach based on different types of image features and the classification 
using support vector machines. The study mainly has focused on images created with mobile devices and as a result, the techniques and 
features have been adapted or created for this purpose. There have been a total of 36 experiments classified into 5 sets, in order to test 
different configurations of the techniques. In the configuration of the experiments were taken into account among other things the 
future use of the technique by the forensic analyst in real situations and creating experiments with high technical requirements. 
Keywords— Forensics Analysis, digital image, image source acquisition identification, image noise features, image color features, image 
quality metrics, image wavelet features 
.
I. INTRODUCTION 
Currently, the demand for mobile devices (mobile phones, 
smartphones, tablets, etc.) increases year by year despite the 
global economic crisis. According to Gartner [1] in 2013 
smartphone sales grew 42.3% over the previous year, 
outnumber for the first time the sales of feature phones. We 
must not overlook the emergence in today’s society of such 
devices in our day to day life. Increasing storage capacity, 
usability, portability and affordability, have allowed mobile 
devices to be present in several activities, places and events of 
daily life. A consequence of its widespread use, is that digital 
images can be used as silent witnesses in judicial proceedings 
(child pornography, industrial espionage, ...), and in many 
cases crucial pieces of an evidence of a crime [2].  
Forensic analysis of digital images can be mainly divided 
into two branches [3]: tamper detection and image source 
identification. This work focuses on the first branch. Also, 
since mobile device cameras have some characteristics that 
make them different from the rest, this work focuses on images 
from this type of devices. In this paper, we propose a method to 
image source acquisition in mobile devices. The objective of 
this approach is to identify make and model from a group the 
different images into disjoint sets in which all their images 
belong to the same device. This paper is structured into 5 
chapters, being the first this introduction. The rest of the paper 
is structured as follows. Section 2 shows carries out a state of 
the art of techniques and algorithms for identifying the source 
type and source acquisition identification. Section 3 shows 
different sets of features (Noise, Color, Image Quality Metrics 
(IQM) and Wavelets) used by the algorithms and techniques of 
forensic analysis. In section 4, a set of experiments for the 
identification of device type and the source acquisition 
identification of the image are performed. In these experiments 
we use the set of the features previously presented and the 
algorithms of the techniques. Finally, section 5 shows the main 
conclusions of this work and some future work lines. 
II. RELATED WORK 
The main techniques of digital image forensics for 
identifying the source of image acquisition and the main work 
of the analysis. The success of these techniques depends on the 
assumption that all the images acquired by the same device 
have intrinsic features. The features which are used to identify 
the make and model of a digital camera are derived from the 
differences between the techniques of image processing 
technologies and the components which are used. The biggest 
problem with this approach is that different models of digital 
cameras use components of a small number of manufacturers, 
and the algorithms used are also very similar between models 
of the same brand. According to [4] for this purpose four 
groups of techniques can be established depending on their 
base: lens system aberrations, Color Filter Array (CFA) 
interpolation, image characteristics, and sensor imperfections.  
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Techniques Based on Image Features use a set of features 
extracted from the content of the image to identify the source. 
These features are divided into three groups: color features, 
Image Quality Metrics (IQM) and wavelet domain statistics. 
[5] proposes a method to identify the source using the 
following features: color features, image quality metrics and 
frequency domain. The study adopted the wavelet transforms 
as a method to calculate the wavelet domain statistics and use a 
Support Vector Machine (SVM) for classification. In 
experiments digital cameras and mobile devices were used. 
The results obtained in different experiments show results 
between 61.7% and 99.72% accuracy. 
In [6] authors extend the source identification to different 
devices such as mobiles, phones, digital cameras, scanners and 
computers. In this proposal they base it on the differences in 
the image acquisition process to create two features groups: 
color interpolation coefficients and noise features. In the 
experiments they use five smartphone models, five digital 
camera models and four scanner models to identify the source 
type. Their experiments showed an overall result of 93.75% 
accuracy. Identifying the maker and model of five mobile 
phone models resulted in an accuracy of 97.7%. 
In [7] a method for source camera identification is proposed 
through the extraction and classification of wavelet statistical 
features. Finally 216 first-order wavelet features and 135 
second order co-occurrence features is obtained. The most 
representative features are selected using an Sequential 
Forward Featured Selection (SFFS) algorithm and they are 
classified using a SVM. Identification success average of 98% 
the set of all cameras and an average success rate of 96.9% for 
the three cameras of the same model is achieved. 
[13] performs experiments with common imaging features 
to identify the source: wavelet, color, IQM, statistical features 
of difference images and statistical features of prediction 
errors. In the experiments, different combinations of different 
types of features are used and a SVM for classification of 
different devices. Ten different cameras from four different 
makers with 300 images from each camera (150 for training 
and 150 for testing) and a resolution of 1024x1024 is used. 
Using all the features a score of 92% success rate is obtained. 
Moreover experiments were performed to check the robustness 
against three of the most common alterations in digital images: 
JPEG compression, cropping and scaling.  
In [9] a technique for image source identification is 
proposed using ridgelets and contourlets subbands statistical 
models. After the feature extraction a SFFS algorithm is used 
for feature election and a SVM for classification. The method 
based on 216 wavelet features is considered useful only for the 
representation of a dimension, the approach based on ridgelets 
uses 48 features, and the approach based on contourlets 
includes a total of 768 features. In experiments with three 
cameras from different makers success rates are between 
99.5% and 99.8%.  
In [10] a method using the marginal density Discrete 
Cosine Transform (DCT) coefficients in low-frequency 
coordinates and neighboring joint density features from the 
DCT domain is proposed. Furthermore, hierarchical clustering 
and SVM is used to detect the source of acquisition of the 
images. In experiments with images from five smartphone 
models of four makers an accuracy of between 86.36% and 
99.91% was obtained, achieving the best results with a linear 
SVM kernel. 
I. PROPOSED WORK 
Regarding classification, in [11] a study of different 
classification methods such as distance-based classifiers, 
Bayesian classifiers, neural networks, clustering algorithms and 
SVM classifiers is performed. As can be observed in the 
review, the use of SVM classifiers is widely used for these 
purposes. The kernel choice depends, among other factors, on 
the nature of the data to be classified. This paper will use an 
SVM classifier with Non-linear RBF kernel, as it is 
recommended for use when there is no a priori information 
about the data. The parameters for the SVM are the same as 
those used in [12]. Likewise, the option chosen is the most 
widely used one by the most recent precise works and they 
present good results. There are many implementations of SVM 
classifiers; particularly in this work we opted to use the 
LibSVM library [13].  
The set of features to be used can be classified into four 
major groups, depending on the nature of their obtaining: noise 
features (16 features), color features (12 features), IQM (40 
features) and wavelets (81 features). A detailed analysis on 
each of the aforementioned feature sets will be performed 
below. 
A. Noise Features 
One of the objectives is to get a set of features that allow us 
to differentiate between the different types of devices. To do 
this we firstly take into account that digital cameras use a two-
dimensional array sensor whereas most scanners use a linear 
array sensor. In the case of scanners, the linear arrangement of 
the sensor moves to generate the entire image, so it is expected 
to find the periodicity of the sensor noise within the rows of the 
scanned image. On the other hand, there is no reason to find 
sensor noise periodicity within the columns of the scanned 
image. In the case of digital cameras this type of noise 
periodicity does not exist. This difference can be used as a 
basis to discriminate between different types of devices. Noise 
features extraction is based on [14]. 
Let 𝐼 an image of 𝑀 × 𝑁 pixels, 𝑀 as the rows and 𝑁 as 
the columns. We denote 𝐼𝑛𝑜𝑖𝑠𝑒  the noise of the original image 
and 𝐼𝑛𝑜𝑖𝑠𝑒 is the image without noise.  
  𝐼𝑛𝑜𝑖𝑠𝑒 = 𝐼 − 𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒  (1) 
Then, each color component of the image without noise is 
subtracted to each color component of the original image, with 
which we obtain noise components of each pixel disaggregated 
for each color component. 
The image original noise 𝐼𝑛𝑜𝑖𝑠𝑒 can be modeled as the sum 
of two components, the constant noise 𝐼𝑛𝑜𝑖𝑠𝑒𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  and 
random noise 𝐼𝑛𝑜𝑖𝑠𝑒𝑟𝑎𝑛𝑑𝑜𝑚. For scanners constant noise only 
depends of the column index, because the same sensor is 
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moved vertically to generate the complete image. The average 
noise of all columns can be used as a pattern reference 
𝐼𝑛𝑜𝑖𝑠𝑒𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡(1, 𝑗) because the random noise components were 
cancelled. For detecting the similarity between different rows 
with the pattern reference, we use the correlation of these rows 
with the pattern. 
  𝑐𝑜𝑟𝑟(𝑋, 𝑌) =
(𝑋−𝑋) (𝑌−𝑌)
‖𝑋−𝑋‖ ‖𝑌−𝑌‖
 (2) 
Then the same process is performed to detect the similarity 
of the columns with the pattern reference. After obtaining the 
correlation between rows and between columns we will go to 
obtain the feature set. It should be noted at the time of 
obtaining the features, that in the case of scanners the 
orientation of the image is critical, because features obtained 
will be completely different. 
For each type of correlation first order statistical values are 
obtained, which are: mean, median, maximum and minimum. 
Also, the ratio features between rows and columns correlations 
are added. Finally the average noise per pixel feature was 
included. This feature does not depend on rows or columns 
correlations with the reference pattern, but is independent and 
it can distinguish between different types of devices, such as 
computer generated images. In total a set of 16 features are 
obtained: 7 rows features, 7 columns features, the ratio between 
rows and columns correlations and the average noise per pixel. 
B. Color Features 
The configuration of the CFA filters, the demosaicing 
algorithm and color processing techniques mean that signals in 
the color bands may contain treatments and specific patterns. In 
order to determine the differences in color features for different 
camera models, it is necessary to examine the first and second 
order statistics of the pictures taken with them. 
 Pixels average value: This measure is performed for each 
RGB channels (3 features). 
 Correlation pair between RGB bands: This measure 
expresses the fact that depending on the structure of the 
camera, the correlation between the different color bands 
can change (3 features which come from measuring the 
correlation between the RG, RB and GB bands). 
  Neighbor distribution center of mass for each color band: 
This measure is calculated for each band separately (3 
features). Firstly, the total number of pixels for each color 
value is calculated, obtaining a vector with 256 
components. Then, with these calculated values the sum of 
neighboring values are obtained. 
 Energy ratios between pairs RGB: This feature depends on 
the white dots correction process of the camera (3 features)  
C. Image Quality Metrics 
Different camera models produce images of different 
quality. There may be differences in image brightness, 
sharpness or quality color. These differences propose a set of 
quality metrics features that help us to distinguish the image 
source. There are different IQM categories: measures based on 
the pixels differences, measures based on correlation and 
measures based on spectral distance. For obtaining this set of 
metrics, a filtered image in which the noise of the original 
image is reduced to perform different calculations is needed in 
addition to the original image. For this, a Gaussian filter that 
allows us to perform image smoothing is used. After the core is 
obtained, it is normalized, so that the sum of all its components 
is 1. This is necessary to obtain a smooth image but with the 
same colors as the original. The normalization is performed 
dividing each component by the sum of the values of all the 
components. For obtaining the metrics a filter with a 3x3 
kernel with 𝛾 = 0.5 is used. Following the specification of the 
40 IQM features based on [8]. 
 Czekonowsky distance: The Czekonowsky distance is a 
useful metric for comparing vectors with no negative 
components as in the case of color images.  
 Minkowsky metrics: Minkowsky metrics for 𝛾 = 1 and 𝛾 =
2. 
 Normalized Cross Correlation: The closeness between two 
digital images can also be quantified in terms of a 
correlation function. The quality metric of the normalized 
cross-correlation measurement for each image band k. 
 Structural Content: The structural content of an image 
quality metric is defined for each band k. 
 Spectral Measures: The Discrete Fourier Transform (DFT) 
of the original image and the smoothed image, denoted as 
𝜏𝑘(𝑢, 𝑣)and ?̂?𝑘(𝑢, 𝑣) for a band k. 
 Measures based on the human visual system: Images can be 
processed by filters which simulate the Human Visual 
System (HVS). One of the models used for this is a band-
pass filter with a transference function in polar 
coordinates. 
D. Wavelet Features 
Due to the deterministic property of the sensor pattern noise 
which is present in an image, this pattern can be used as a 
footprint to identify the device that generated the image under 
investigation. It can be said that the sensor pattern noise is to a 
digital camera as a fingerprint is to a human being. To identify 
the acquisition source we require an algorithm that allows us to 
extract the sensor noise and another that allows us to obtain the 
features of the fingerprints obtained in order to classify and 
identify them.  
Taking the main ideas from [15] as a reference, algorithm 1 
is proposed to extract sensor noise.  
Algorithm 1: Extracting PRNU 
1. Apply a wavelet decomposition in 4 levels to I; 
2. Foreach wavelet decomposition level do 
3. Foreach component c ϵ {H,V,D} do 
4. Compute the local variance; 
5. If (adaptive variance) 
6. Compute 4 variances with windows of size: 3, 
5, 7 and 9 respectively; 
7. Select the minimum variance;  
8. else 
9. Compute the variance with a window of size 3; 
10. Compute noiseless wavelet components applying 
the Wiener filter to the variance; 
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11. Obtain lctean by app~ying the inverse wavelet transfonn 
with clean components calculated; 
12. Obtain the sensor noise ivith lnoise=l- lc1ean: 
13. Apply zero-meaning to lnoise; 
14. Jncrease the green channel weight with 
lnoise = 0.3 · lnoiseR + 0.6 · lnoisec + 0.3 · lnoise8 ; 
Finally, a total of 81 features (3 channels x 3 wavelet 
components x 9 central moments) are calculated using 
algorithm 2. 
Algorithm 2: Extracting features 
1. Separate R, G and B color channe/s oflnoise: 
2. Foreach color channe/ áo 
3. Apply a wavelet decomposition in 1 leve/; 
4. Foreaclt componen! c € {H, V,D} áo 
5. Compute k central moments with 
- 1 "'n 1 - lkmk - ; L.i = l c - e 
II. EXPERlMENTS AND RESULTS 
We perfo1med the classification of images on closed set of 
elements, i.e., the classes of the elements used in training are 
the same classes as those used in the test. The images used in 
the training stage are not used in the testing stage. 
In order to evaluate the source device type identification we 
will use an image set composed of: images from mobile 
phones, images obtained from a scanner, and a computer­
generated images. 200 images are used from each set, 100 for 
the SVM training and 100 for testing. All images have a 
resolution higher than 1024x768. There is no restriction on the 
content of the image or the camera configuration parameters at 
the time ofthe acquisition. 
Images from 7 smartphones: IPhone 4s (11), Blackbeny 
8520 (BB), Huawei U8815 (HU), LG P760 (LG2), Nokia 800 
(NI), Samsung GT-19001 (SI) and Sony C2105 (SEl). For 
images from scanners and computer-generated images, our 
own sources and the Flickr website were used. As a second 
filter for scanned images, those which had the tag "scanned 
images" and made reference to a retail scanner model were 
used. For the experiments we have taken into account the 
following configuration parameters: size of crop applied to the 
image, crop position ( centered or upper-left comer) and 
application of different feature sets (Noise Features, Color 
Features, IQM Features and Wavelet Features). 
Table 1 shows the results of success rates to evaluate the 
source device type identification betv.•een Camera (A), 
Computer (B) and Scanner (C), and the configuration 
parameters used in the 1O experiments. 
From the analysis of the results, general and specific 
conclusions about the various configurations used in each 
experiment can be obtained. Encompassing all the experiments, 
it is observed that success rates are not excessively high 
(60.42% on average and 71 .30% in the best case); it can be 
concluded that this technique is not particulady suitable for this 
pwpose. It is impo1tant to emphasize, as noted above, that the 
number ofdifferent makes and models used for this experiment 
is high, which predictably causes success rates to drop. That 
being said, it should be noted that this study does provide 
interesting results on the configuration parameters used, since 
between the best and the worst result there is a difference in the 
average success rate of23.48%. 
TABLEL TPR WITH EQUAL NUMBER OF DEVICES THAN CLUSTERS 
Features Crop Size Crop Align 
Device (%) Average 
A B e (%) 
Ful! Size - 70 54 57 59.95 
1024x768 66 80 46 6239 
800x600 Center 76 60 49 60.68 
Noise 640x480 62 61 48 56.62 
1024x768 76 59 40 56.40 
800x600 Upper-left comer 65 38 44 47.72 
640x480 74 54 37 52.88 
1024x768 66 73 72 70.26 
Ali 800x600 Center 69 74 71 71.30Features 
640x480 77 73 63 70.75 
Average 69.9 61.3 51.4 60.42 
Given the importance of mobile images today, below we 
will show the experiment perfo1med to identify the acquisition 
source of images from mobile devices, i.e., the classification of 
an image set according to the make and model of the camera 
that generated them. 
The results improve significantly when ali the features to 
identify the source type are used. Given the high number of 
classes, the results can be qualified as acceptable, since the 
average success rate for all experiments call'ied out using these 
features is 70.77%. The experiments have been grouped into 3 
groups with the aim of obtaining conclusions on: the use of 
different featw·e sets, crop size, the number of devices used for 
the classification, and the use of devices from the same 
manufacturer. 
Table II shows the experiments in which 7 models of 
mobile devices from different manufacturers are used. 
Different types of combinations of featw·es sets were tested. 
Most experiments were perfonned with a crop size of 
1024x768, since as this is considered a large enough size to 
obtain good results, as shov.rn in the previous experiments. 
TABLEII. TPR WITH EQUAL NUMBER OF DEVICES THAN CLUSTERS 
Features Crop Size Crop Align 11 HU LG2 NI BB SI SEi Average 
Ali Features (Daubechies 8-tap) 1024x768 Center 93 96 80 94 91 70 85 86.54 
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Noise 1024x768 Center 41 42 35 18 40 40 62 37.67 
Color 1024x768 Center 24 37 20 40 31 19 44 29.27 
IQM 1024x768 Center 13 88 46 89 7 34 2 21.65 
Wavelet Daubechies 8-tap 1024x768 Center 95 96 96 94 92 76 93 91.46 
Wavelet Haar 1024x768 Center 95 87 97 70 86 56 91 81.84 
Color + IQM + Wavelet Daubechies 8-tap 1024x768 Center 93 94 90 90 90 53 85 83.67 
All Features (Daubechies 8-tap) 800x600 Center 91 96 84 92 95 56 85 84.41 
All Features (Daubechies 8-tap) 640x480 Center 90 95 84 89 88 51 88 82.15 
 
The experiment reveals that noise, color and IQM feature 
sets are individually completely invalid, since the best result 
obtains an 37.67% average success rate, which is unacceptable. 
With the remaining set of features (wavelets), two experiments 
were conducted using different types of wavelet: Daubechies 8-
tap and Haar. The results show that Daubechies 8-tap obtains 
better results than Haar and the best results of all experiments 
(91.46%). 
With respect to the different feature combinations, it is 
observed that when we use all the features good results are 
obtained (86.54% in the best case), since, although they are 
slightly worse than the best result, the difference is not very 
significant (4.92%). Also, the success rate when all the features 
are used subtly drops the smaller the crop size gets. 
The combination of all the features except noise features, 
which are mainly focused on identifying the source type, yields 
an average success rate of 83.67%. These results, even if not 
bad, are far from those obtained with the wavelets and worse 
than when the combination of all features is used. 
CONCLUSIONS 
In this work we have presented various techniques for 
identifying mobile device images with respect to scanned and 
computer-generated images. Besides, other techniques that 
allow us to distinguish the acquisition source of smartphone 
images are presented. The techniques are based on the use of 
four feature sets (Noise, Color, IQM and Wavelets), on which 
adjustments have been made in order to improve the results for 
this specific type of devices. There have been experiments with 
the combination of the different feature sets, different crop 
sizes and positions, and wavelet functions. With regard to 
source type identification, the first general conclusion is that 
Noise features are discarded as invalid when the number of 
types of devices is greater than 2. In the experiments that used 
whole images and different crop sizes and positions, 
unacceptable results were obtained for identifying three types 
of devices (scanner, smartphone and computer). As discussed 
in the experiments, for these three types of devices there are 
dozens of different manufacturers and models, hampering 
classification. As a counterpart, forensic analysts may consider 
the application of the technique with Noise features for 
identifying the source type of images from mobile devices with 
respect to images from scanners and computers. The results are 
quite good at identifying the type when discerning between 
scanners and smartphones. The use of all the features 
significantly improves results, but as a general conclusion they 
are not good enough to be used in a serious situation. When 
identifying the acquisition source of mobile device images, the 
results are much more encouraging. In all sets of experiments 
performed, there is at least one configuration that yields good 
results, always putting them into the context of the level of 
demand on this technique (a large number of devices or many 
devices from the same manufacturer). 
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Abstract: The forensic analysis of digital images from mobile devices is particularly important given their quick expansion
and everyday use in the society. A further consequence of digital images’ widespread use is that they are used today as
silent witnesses in legal proceedings, as crucial evidence of the crime. This study specifically addresses the description of
a technique that allows the identification of the image source acquisition, for the specific case of mobile devices images.
This approach is to extract wavelet-based features from sensor pattern noise which are then classified using a support
vector machine. Moreover, there are a number of parameters that allows the authors to adapt the execution of the
algorithm to specific situations desired for the forensic analyst (a variety of types and sizes of image or optimising the
average accuracy rate in terms of processing time). This article describes a set of experiments with the same set of
images that can obtain general conclusions for the different configurations.
1 Introduction
Owing to increasing storage capacity, usability, portability and
affordability, camera enabled mobile phones have become
ubiquitous consumer electronic devices. The development of
digital technologies has been advancing and continues to do so at
an unstoppable rate. Every day the number of digital cameras is
growing as well as the ease of access to them. Mobile digital
cameras deserve special attention. According to Gartner [1], 1.745
billion handsets were sold in 2012 and it is predicted that 1.9
billion handsets will be sold in 2013. In total, according to
estimates by the International Communication Union, there are 6.8
billion mobile phone subscriptions worldwide, which is a large
increase from the 6 billion subscriptions in 2012 and 5.8 billion in
2011.
83% of these mobile devices have an integrated digital camera,
which in contrast to conventional digital cameras are carried by
their owners all the time to most places they attend and, in many
cases, these devices have internet access [2]. The quality of these
cameras has increased so much that many people use them as a
replacement for digital still cameras (DSCs). In 2012, 31% of
digital cameras sold belong to mobile phones, PCs and tablets and
the forecast for 2016 according to [3] is to increase to 48%. In
2013 only 27% of market share will be from DSCs. There are also
predictions that DSCs will disappear in favour of new integrated
mobile device cameras [4], because the improved quality of these
devices is growing at an unstoppable rate.
Having described this overview in ﬁgures on the extent of the
presence of mobile devices in the world, we must not overlook the
emergence in today’s society of such devices in our day to day
life. So much so, that according to Ahonen et al., [2], a large
number of people have and use more than one mobile device and
a typical user turns to their mobile devices an average of 150
times a day.
The extensive use of smartphone cameras makes enforcing legal
restrictions on the capture and sharing of digital photographs very
difﬁcult. Restrictions on the use of cameras include locations such
as schools, government ofﬁces and businesses. Consequently, tools
which permit the identiﬁcation of source devices have signiﬁcant
utility in various areas of law enforcement [5] such as child
protection or digital rights management.
Often the pictures are considered to be real events
captured by digital cameras. However, with the development of
technology, powerful and sophisticated tools have emerged that
facilitate the alteration of digital images in an impressive manner,
even for those without technical knowledge or expertise in the
area [6].
For these reasons, nowadays, digital image forensic analysis of
mobile devices is very important. The study should be speciﬁc to
mobile device images, because they have speciﬁc characteristics
that allow for better results, not as valid digital image forensic
techniques but for other kind of devices.
2 Image acquisition process in a digital camera
The ﬁrst step to understanding and creating image forensic
algorithms is to know in detail the image acquisition process in
digital cameras. This process is summarised in Fig. 1.
Although many details of the camera pipeline belong to each
manufacturer, the general structure is the same in all of them.
Below is a brief description of each image acquisition phase.
When capturing an image, it is necessary to measure three or more
bands for each pixel, which requires more than one sensor, and
consequently it increases the cost of the camera. The most
widespread and economical solution is the placement of a ‘colour
ﬁlter array’ (CFA) in front of the sensor. There may be
mechanisms interacting with the sensor to determine the exposure
(aperture size, shutter speed and automatic gain control) and the
focal length of the lens.
An antialiasing ﬁlter is also placed before the sensor; this ﬁlter is
in charge of cleaning the signal prior to the analogue to digital
conversion. This ﬁlter generates smoother contours in the image,
reducing the unpleasant staggered appearance of lines.
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The sensor (charge coupled device (CCD) or complementary
metal oxide semiconductor) records the image converting light
energy into electrical energy. The raw data obtained from the
sensor needs to be processed to remove noise and other artefacts
(anomalies introduced into digital signals). One of these processes
is the correction of defective pixels caused by imperfections in the
sensor, which corrects these pixels by interpolation. Another
process is the white balance that allows for a more accurate colour
reproduction without dominant colours; this effect is especially
noticeable in neutral colours such as white. Demosaicing is the
most complex process from the computational point of view and
the techniques used are often owned by the camera manufacturer.
This algorithm uses the values of the neighbouring pixels to
calculate the values of the channels that have not been measured
(remember that each pixel sensor detects only the channel that the
array CFA allows to pass).
Another process to which the image is subjected is called gamma
correction, which adjusts the intensity values of the image.
Although these algorithms are in the pipeline from any camera,
the exact process may vary from one manufacturer to another,
and even from one camera model to another. Finally the image is
compressed (mobile phone cameras typically use the algorithm
joint photographic experts group (JPEG)) to save space. The
compressed image is stored in the device memory with the image
information in EXIF [7].
In [8] the image acquisition process in cameras of mobile devices
is described, likewise a comparison of this process compared with
that in DSCs and scanners is presented.
3 Source camera identification techniques
Research in this ﬁeld studies the design of techniques to identify
maker and model of the devices used to generate digital images.
Analogously to ballistic analysis trying to relate a gun with its
bullets, digital image forensics tries to identify the link between
images and the digital camera which has generated them [9]. The
success of these techniques depends on the assumption that the
characteristics are unique to each device. The characteristics used
to identify the maker and the model of digital cameras are derived
from the differences between image processing techniques and
technologies used in camera components [10]. The main problem
with this approach is that different models of digital camera are
often built using the same core components that originate from a
small number of manufacturers. As a consequence it can be
difﬁcult, or in some cases impossible, to differentiate between
models using such methods.
According to Van Lanh et al. [10], for this purpose four groups of
techniques can be established depending on their base: lens system
aberrations, CFA interpolation, image characteristics and sensor
imperfections. The latter is the subject of this paper. In addition to
the above there is another group of techniques based on metadata.
Metadata techniques are the simplest and there is plenty of
research based on them. However, these techniques are highly
dependent on the metadata that manufacturers decide to insert
when generating images. Moreover, this method is the most
vulnerable to malicious modiﬁcations or even the total elimination
of metadata either intentionally or unwittingly.
During the image generation process the lens system can introduce
some aberrations (spherical, coma, astigmatism, ﬁeld curvature,
radial distortion and chromatic aberration). The radial distortion is
the one with the most impact over pictures, especially in cameras
having cheap wide angle lenses. Most digital cameras use this type
of lens for cost reasons. In [11] the lens radial distortion is
proposed as the best technique for source identiﬁcation. Radial
distortion causes straight lines to appear as curves in images. The
radial distortion degree of each image can be measured by a
process consisting of three steps: edge detection, distorted segment
extraction, and distortion error measurement. Choi experimented
with three different cameras and obtained 91.28% accuracy
identifying the camera source.
Some authors consider that CFA choice and the interpolation
algorithm speciﬁcations generate some of the most striking
differences between different camera models.
In [12] an algorithm for identifying and classifying colour
interpolation operations is presented. This proposal is based on
two methods to perform the classiﬁcation process: ﬁrst using an
algorithm to analyse the correlation of each pixel value with its
neighbours’ values, and secondly an analysis of the differences
between pixels independently. The accuracy for the source camera
identiﬁcation with images from four to ﬁve different models were
of 88% and 84.8%, respectively.
In [13] correlations between pixels are used for the source
identiﬁcation, obtaining a coefﬁcient matrix for each colour
channel while deﬁning a pixel quadratic correlation model. Neutral
networks are used for classiﬁcation. The method was tested with
cartoon images from four cameras. The success rate obtained was
98.6%. This approach is not efﬁcient at differentiating between
different models from the same maker.
In [14] a set of binary similarity measures is used as metrics to
estimate the similarity between image bit planes. The fundamental
assumption of this work is that CFA interpolation algorithms from
each maker leave correlations along image bit planes and can be
represented by a set of 108 binary similarity measures for
classiﬁcation. The success rate of their experiments was between
81 and 98% to classify three cameras and decreased to 62% to
identify between nine cameras.
The techniques based on image features use a set of features
extracted from image content to identify the source. These features
are divided into three groups: colour characteristics, image quality
metrics and wavelet domain statistics.
In [8], the authors extend the source identiﬁcation to different
devices such as mobiles, phones, digital cameras, scanners and
computers. In this proposal, colour interpolation coefﬁcients and
noise characteristics are used to classify. Their experiments showed
an overall result of 93.75% accuracy. Identifying the maker and
model of ﬁve mobile phone models, the accuracy obtained was 97.7%.
In [15], a method based on the bi coherence statistics phases and
magnitudes along with the wavelet coefﬁcients is used for the
identiﬁcation. This method captures the unique nonlinear
distortions in the wavelet domain produced by the cameras when
performing processing operations over images. As a result an
accuracy of 97% in the identiﬁcation was obtained in
distinguishing different models from the same manufacturer.
In [16], a technique to differentiate images using the wavelet
family transforms is explained. Ridgelets and contourlets subbands
Fig. 1 Image acquisition process in a digital camera
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statistical models are proposed to extract the representative features
from images. Experiments were conducted to identify three
different cameras obtaining accuracies of 93.3% with
wavelet based approach, 96.7% using ridgelets, and 99.7% with
contourlets.
In [17], a method using the marginal density discrete cosine
transform (DCT) coefﬁcients in low frequency coordinates and
neighbouring joint density features on both intra block and
inter block from the DCT domain is proposed. In experiments
with images of different scale factors from ﬁve smartphone models
of four makers, an accuracy of between 86.36% and 99.91% was
obtained.
The techniques based on sensor noise study the traces left by
sensor defects in images. These techniques are mainly divided into
two branches: pixel defects and sensor pattern noise (SPN). The
ﬁrst branch studies pixel defects, hot pixels, dead pixels, row or
column defects, and group defects. In the second branch a pattern
is constructed by averaging multiple residual noises computed by
any noise removal ﬁlter; The presence of the pattern is determined
using a correlation method or machine classiﬁcation support vector
machine (SVM).
In [18], pixel defects of CCD sensors are studied, focusing on
different features to analyse images and then identify their source:
CCD sensor defects, the ﬁle format used, noise introduced in the
image and watermarking introduced by makers. Among the CCD
sensor defects are considered hot spots, dead pixels, group defects,
and row/column defects. Results indicate that each camera has a
different defect pattern. Nevertheless, it is also noted that the
number of pixel defects for images from the same camera is
different and varies greatly depending in the image content.
Likewise, it was revealed that the number of defects varies with
temperature. Finally, the study found that high quality CCD
cameras do not have this kind of problem. When considering only
defective CCD sensors this study is not applicable to the analysis
of images generated by mobile devices.
In [19], the authors analyse the SPN from a set of cameras, which
functions as a ﬁngerprint allowing the unique identiﬁcation of each
camera. This pattern noise is obtained by averaging the sensor noise
extracted from different images with a noise removal ﬁlter. To
identify the camera from a given image, the reference pattern is
considered as a watermark in the image and its presence is
established by a correlation detector. It was found that this method
is affected by processing algorithms such as image JPEG
compression and gamma correction. The results for pictures with
different sizes were unsatisfactory [10].
In [20], an approach to source camera identiﬁcation in open set
scenarios is proposed, where unlike closed scenarios it is not
assumed to have access to all the possible image source cameras.
This approach, in contrast to others, considers nine different
regions of interest (ROIs) located in the corners and the centre of
the images (not only the central region of the image). Using these
ROIs, it is possible to work with different resolution images
without requiring zero padding or colour interpolating. The SPN is
computed for each colour channel generating a total of 36
representative features for each image. Then, the features of
images taken by the camera under investigation are labelled as
positive class and features from images made by other cameras as
negative classes. After the SVM training phase, in which the
hyper plane that separates the positive and negative classes is
estimated, this hyperplane is moved by a given value either inward
(for positive classes) or outward (for negative classes) for the
purpose of considering the open scenario unknown classes. The
results had an accuracy of 94.49, 96.77 and 98.10%.
In [21], the sensor noise is extracted by calculating similarities as a
classiﬁcation method on the basis of [19]. The authors state that the
sensor noise can be highly contaminated by the scenario details, and
they propose that the stronger a component of the sensor noise is, the
less reliable it is and therefore it should be attenuated. They
performed experiments with six different DSCs. For images of
1536 × 2048 pixels, they obtained an accuracy of 38.5% with the
implementation without the improvement and 80.8% with the
proposed improvement. For images of 512 × 512 pixels, they
obtained an accuracy of 21.8% without improvement and 78.7%
with the proposed improvement.
Fig. 2 Scheme functional
IET Comput. Vis., 2015, Vol. 9, Iss. 5, pp. 723 731
725& The Institution of Engineering and Technology 2015
A detailed comparison of different source identiﬁcation
techniques is presented in [22].
4 Source identification algorithm
Previous work has shown SPN [18, 22, 19] and wavelet transform
[15, 16] to be an effective method for source camera identiﬁcation.
However, almost all studies have focused only on traditional
cameras, excluding mobile cameras. This makes it an area of study
that requires attention especially with mobile devices. Using a
biometric analogy, we consider each noise pattern to be a
ﬁngerprint of its source camera’s sensor. In our study, SPN is used
to classify images captured by camera enabled smartphones. Our
approach characterises the ﬁngerprints using wavelet based feature
vectors. The scheme presented in Fig. 2 shows the functional
diagram of our proposal.
Noise images were obtained using the method previously
described by [19] and also summarised by Fig. 3 as follows.
To extract its noise pattern, an image is decomposed into its red,
green and blue colour channels. Then, a four level wavelet
decomposition of each colour channel is calculated using the
Daubechies, 8 tap, separable quadrate mirror ﬁlters. The number
of decomposition levels can be increased to improve accuracy or
to reduce processing time.
Horizontal H, vertical V and diagonal D high frequency images
are obtained for each level of decomposition. For each detail
image, the local scene variance in a W ×W window is estimated.
Four estimates are obtained with window sizes corresponding to
W∈ {3, 5, 7, 9}. Finally, we choose the estimate which maximises
the a posteriori probability
sˆ2 i, j
( )
max 0,
1
W 2
∑
i,j( )[N
c2 i, j
( )
s20
⎛
⎝
⎞
⎠, i, j( ) [ J (1)
where, c(i, j) is the high frequency component and c∈ {H, V, D}; σ0
controls the degree of noise suppression.
The minimum of four variances is chosen as the best estimate
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2
3(i, j), s
2
5(i, j),
s27(i, j), s
2
9(i, j)
( )
, (i, j) [ J (2)
An alternative and less accurate method is to simply useW 3 as the
estimated local variance.
The denoised wavelet coefﬁcients are deﬁned by the Wiener ﬁlter
as follows
cclean i, j
( )
c(i, j)
sˆ2(i, j)
sˆ2(i, j)+ s20
(3)
The noise residual is obtained by calculating the inverse transform
and subtracting the denoised image from the original image. JPEG
and demosaicing artefacts, presented in the noise image, are
suppressed by subtracting the mean column and row values [23].
Greater weight is given to the green channel since the
conﬁguration of the colour matrix this channel contains more
information about the image [24 26].
The next step is to obtain features that characterise the sensor
ﬁngerprint for the purpose of classiﬁcation. A total of 81 features
(3 channels × 3 wavelet components × 9 central moments) is
extracted using the Fig. 4.
Classiﬁcation was performed using a SVM with RBF kernel. We
used the LibSVM package in which the SVM is extended to multiple
classes yielding class probability estimates [27]. A grid search was
used to obtain the best kernel parameters (γ and C ). The classiﬁer
was trained and tested with feature vectors extracted from
randomly selected images.
5 Experiments and results
To assess the effectiveness of the proposed algorithms, a set of
experiments have been made with a variety of conﬁguration
parameters. Table 1 summarises the parameters used and their
possible values.
The PRNU extraction algorithm and feature extraction algorithm
are implemented in Python 2.7 and C language. In a Intel Core i7
Q720 1.6 GHz and 8GB of RAM it takes approximately 20 s to
extract the PRNU and compute the features for a 1024 × 1024 crop
of an image anf 5 s for a 512 × 512 crop of an image using
adaptative variance estimation and zero meaning. The same case
with no adaptative variance takes approximately 5 s and 1.5 s for
1024 × 1024 and 512 × 512 crops, respectively. Training the SVM
classiﬁer and testing for 600 images is realised in one minute and
a fraction of a second, respectively. A random sample of 100
images was used for training and a different random sample ofFig. 3 Extracting PRNU
Fig. 4 Extracting features
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100 images was used for testing. However, we used EOLO the HPC
of Climate Change of the International Campus of Excellence of
Moncloa for computing.
The ﬁrst experiment of [28] shows that the performance changed
only slightly in different experiment runs, which indicates stability
over different training and testing image sets.
In experiments 1 to 8 we used the same number of phones and the
same brands and models. This allows us to perform a comparative
study and to obtain conclusions about what parameters can be
favourable or optimal in different situations.
All the mobile devices used are shown in Table 2.
Once they have been presented with conﬁguration parameters and
cameras, the experiments with their corresponding parameters are
shown in Table 3.
5.1 Experiment 1
The parameters chosen for this experiment are: crop centre 1024 ×
1024, variance estimation adaptative and zero meaning.
The confusion table from six cameras is showed in Table 4. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 96.33%.
5.2 Experiment 2
The parameters chosen for this experiment are: crop centre 1024 ×
1024, variance estimation adaptative and no zero meaning. That is,
the same parameters as in Experiment 1, except that in this
experiment the zero meaning does not apply. Given that the
images used for all experiments are the same we will be able to
check the impact of this change to the results.
The confusion table from six cameras is showed in Table 5. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 98%.
It is noted that the zero meaning gets worse the average accuracy
rate (1.67% from Experiment 1), although the difference is not very
signiﬁcant to obtain deﬁnitive conclusions. It can also be noted that
except for the model LG P760 (passing from 100 to 99%) the rest of
the mobile devices increases the hit rate.
5.3 Experiment 3
The parameters chosen for this experiment are: crop centre 1024 ×
1024, variance estimation non adaptative and zero meaning. That
is, the same parameters as in Experiment 1, except that in this
experiment the variance estimation adaptative does not apply.
Among others, the main objective of this experiment is to check if
the chosen type of variance estimation is determinant in the results
of the algorithm. It is also important to note that the use of
adaptive or non adaptive variance has important effects on the
execution time of the algorithm, because algorithm execution time
with non adaptative variance is approximately four times faster.
The confusion table from six cameras is showed in Table 6. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 97.5%. At ﬁrst it was expected that
non adaptive variance estimation would produce worse results, but
Table 2 Configurations used in mobile device digital cameras
Brand Model Resolution Taking
Conditions
Apple iPhone 3G (A1) 2 MP (1600 × 1200) scene type: any
orientation:
vertical
flash: disabled
light: natural
white balance:
auto
digital zoom
ratio: 0
exposure time: 0
seg
ISO speed:
automatic
iPhone 4S (A2) 8 MP (3264 × 2448)
iPhone 3 (A3) 2 MP (1600 × 1200)
iPhone 5 (A4) 8 MP (3264 × 2448)
Black Berry 8520 (B1) 2 MP (1600 × 1200)
Sony
Ericsson
UST25a (SE1) 5 MP (2592 × 1944)
U5I (SE2) 8 MP (3264 × 2448)
Samsung GT I9100 (S1) 8 MP (3264 × 2448)
GT S5830 (S2) 5 MP (2592 × 1944)
GT S5830M (S3) 5 MP (2592 × 1944)
EK GC101 (S4) 16.3 MP (4608 × 3456)
LG E400 (L1) 3.2 MP (2048 × 1536)
P760 (L2) 5 MP (2592 × 1944)
HTC Desire HD (H1) 8 MP (3264 × 2448)
Desire (H2) 5 MP (2592 × 1944)
Nokia E61I (N1) 2 MP (1600 × 1200)
800 Lumia (N2) 8 MP (3264 × 2448)
Zopo ZP979 (Z1) 12.6 MP (4096 × 3072)
Table 1 Parameters used in the proposed algorithm and its possible
values
Parameter Possible values
number of training photos
by camera
100
number of testing photos
by camera
100
image crop centre: 1024 × 1024 or 512 × 512
variance estimation adaptative (steps 7 and 8 of Fig. 4) or
non adaptive (step 9 of Fig. 4)
zero meaning ysed or not used (step 13 of Fig. 4)
Table 3 Parameter configuration of experiments
Experiment Resolution Number of devices Multiple neighbour Zero mean required Average accuracy
test 1 1024 × 1024 6 t t 96.33
test 2 1024 × 1024 6 t f 98
test 3 1024 × 1024 6 f t 97.5
test 4 1024 × 1024 6 f f 97.83
test 5 512 × 512 6 t t 73.76
test 6 512 × 512 6 t f 93.17
test 7 512 × 512 6 f t 92.5
test 8 512 × 512 6 f f 91.67
test 9 1024 × 1024 14 f f 87.21
Table 4 Experiment 1
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 96 0 2 0 2 0
Samsung EK GC101 5 88 2 2 3 0
Nokia 800 Lumia 0 0 100 0 0 0
Zopo ZP979 0 0 2 98 0 0
LG P760 0 0 0 0 100 0
Sony Ericsson ST25A 0 0 3 0 1 96
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it is observed that the results of the above experiments do not differ
by far.
5.4 Experiment 4
The parameters chosen for this experiment are: crop centre 1024 ×
1024, non adaptive variance estimation and no zero meaning. That
is, the same parameters as in Experiment 2, except that in this
experiment we apply the non adaptive variance estimation. Similar
to the previous experiment one of the objectives of this experiment
is to check if the chosen type of variance estimation has effects in
the results. Besides we can watch the behaviour of zero meaning
for non adaptive variance estimation.
The confusion table from six cameras is showed in Table 7. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 9783%.
In contrast to what occurs between Experiments 1 and 3, in this
experiment a small worsening on the average accuracy rate of
Experiment 2 is observed. Therefore, it can be concluded that in
the case of 1024 × 1024 crop using adaptive variance estimation
does not improves signiﬁcantly the results, because the results are
almost the same with minor improvements or deteriorations.
Moreover it is observed that the use of zero meaning with
non adaptive variance estimation does not signiﬁcantly improve
the results.
5.5 Experiment 5
The parameters chosen for this experiment are: crop centre 512 ×
512, variance estimation adaptative and zero meaning. That is, the
same parameters as in Experiment 1, except that in this experiment
the crop size is reduced. One of the aims of this experiment and
the following three is to check the inﬂuence of the crop sizes in
the results with different parameters.
The confusion table from six cameras is shown in Table 8. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 89.33%. As expected, the average
accuracy rate is down considerably (by 7%) relative to Experiment
1, because the amount of information used to obtain the image
features is considerably less.
5.6 Experiment 6
The parameters chosen for this experiment are: crop centre 512 ×
512, variance estimation adaptative and no zero meaning. That is,
the same parameters as in Experiment 5, except that in this
experiment zero meaning does not apply. This experiment has
among others aims seeing the inﬂuence of zero meaning in small
crops using adaptive variance estimation.
The confusion table from six cameras is shown in Table 9. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 93.17%. As expected, the average
Table 6 Experiment 3
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 95 0 2 0 3 0
Samsung EK GC101 1 95 0 3 1 0
Nokia 800 Lumia 0 0 100 0 0 0
Zopo ZP979 0 1 1 98 0 0
LG P760 0 1 0 0 99 1
Sony Ericsson ST25A 0 0 1 0 1 98
Table 5 Experiment 2
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 97 0 1 0 2 0
Samsung EK GC101 1 95 0 3 1 0
Nokia 800 Lumia 0 0 100 0 0 0
Zopo ZP979 0 0 2 98 0 0
LG P760 0 0 0 0 99 1
Sony Ericsson ST25A 0 0 0 0 1 99
Table 8 Experiment 5
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 93 3 2 0 2 0
Samsung EK GC101 16 76 2 0 6 0
Nokia 800 Lumia 0 0 86 0 2 12
Zopo ZP979 0 19 2 0 79 0
LG P760 2 0 1 0 93 4
Sony Ericsson ST25A 0 0 4 0 2 94
Table 7 Experiment 4
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony EricssonST25A
Apple iPhone 5 96 2 0 0 2 0
Samsung EK GC101 1 95 0 3 1 0
Nokia 800 Lumia 0 0 100 0 0 0
Zopo ZP979 0 0 2 98 0 0
LG P760 0 2 0 0 99 0
Sony Ericsson ST25A 0 0 1 0 0 100
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accuracy rate is down (4.83%) relative to Experiment 2, because of
the reduction of crop size. In the case of smaller crop not using
zero meaning, the success rate increases compared with the
previous experiment (3.84%), although this increase is not a
signiﬁcant improvement.
5.7 Experiment 7
The parameters chosen for this experiment are: crop centre 512 ×
512, non adaptive variance estimation and zero meaning. That is,
the same parameters as in Experiment 5, except that in this
experiment we apply non adaptive variance estimation. One of the
aims of this experiment is to see the inﬂuence of the adaptive
variance estimation using small crops.
The confusion table from six cameras is shown in Table 10. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 92.50%. As expected, the average
accuracy rate is down (5%) relative to Experiment 3, because of
the reduction of crop size. Relative to the comparison with
experiment 5, it can be seen that the results are better with
non adaptive variance (3.17%). Moreover, relative to the
comparison with Experiment 6 which also uses adaptive variance
estimation the impact in results is minimal.
5.8 Experiment 8
The parameters chosen for this experiment are: crop centre 512 ×
512, variance estimation non adaptive and no zero meaning. That
is, the same parameters as in Experiment 4, except that in this
experiment the crop size is reduced. One of the aims of this
experiment is to see the inﬂuence of zero meaning using small
crops and adaptive variance estimation.
The confusion table from six cameras is shown in Table 11. The
average accuracy rate for correctly identifying camera make and
model for this experiment was 91.67%. As expected, the average
accuracy rate is down (6.16%) relative to Experiment 4, because of
the reduction of crop size. It is conﬁrmed that the results obtained
in this experiment and the results obtained between the comparison
of the results of Experiments 6 and 8 show that the use of adaptive
variance estimation does not signiﬁcantly improve the results.
Table 9 Experiment 6
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 94 2 3 0 1 0
Samsung EK GC101 6 91 1 1 1 0
Nokia 800 Lumia 0 0 93 0 0 7
Zopo ZP979 0 5 2 92 1 0
LG P760 2 0 0 0 95 3
Sony Ericsson ST25A 0 0 4 0 2 94
Table 10 Experiment 7
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 95 0 2 0 3 0
Samsung EK GC101 5 89 0 3 3 0
Nokia 800 Lumia 0 0 85 0 1 14
Zopo ZP979 0 1 2 97 0 0
LG P760 2 0 2 0 93 3
Sony Ericsson ST25A 0 0 4 0 0 96
Table 11 Experiment 8
Camera Apple iPhone 5 Samsung EK GC101 Nokia 800 Lumia Zopo ZP979 LG P760 Sony Ericsson ST25A
Apple iPhone 5 95 0 2 0 3 0
Samsung EK GC101 5 89 0 3 3 0
Nokia 800 Lumia 0 0 85 0 1 14
Zopo ZP979 0 1 2 97 0 0
LG P760 2 0 2 0 93 3
Sony Ericsson ST25A 0 0 4 0 0 96
Table 12 Confusion matrix of Experiment 9
Camera A1 A2 A3 A4 B1 SE1 SE1 S1 S1 S3 L1 H1 H2 N1
A1 90 0 0 2 0 0 0 0 7 0 1 0 0 0
A2 0 91 0 3 0 0 0 3 0 0 0 1 2 0
A3 0 0 98 0 0 0 0 2 0 0 0 0 0 0
A4 0 0 1 88 0 0 0 0 0 0 3 6 0 2
B1 0 0 0 2 73 0 0 0 4 0 0 1 0 20
SE1 7 0 0 0 0 80 0 0 0 0 1 12 0 0
SE2 1 0 0 2 2 0 86 1 2 5 1 0 0 0
S1 4 5 0 4 0 0 1 83 0 0 1 0 2 0
S2 0 0 0 0 0 0 0 0 100 0 0 0 0 0
S3 0 0 1 0 0 0 8 0 0 85 0 1 0 5
L1 0 0 0 9 0 6 0 0 2 0 70 13 0 0
H1 2 0 0 0 0 11 0 0 1 0 1 85 0 0
H2 0 6 0 0 0 0 0 0 0 0 0 0 94 0
N1 0 0 0 0 2 0 0 0 0 0 0 0 0 98
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5.9 Experiment 9
To evaluate the scalability of the method to a larger number of
classes, a group of 14 mobile device digital cameras from seven
different manufacturers was used. The average classiﬁcation rate
dropped to 87.21% as shown in the confusion matrix of Table 12
indicating a small loss in performance when the number of classes
(cameras) is increased.
Remember that in all of this work, 100 images were employed for
training and 100 for testing.
6 Conclusions
According to the structure and operation of mobile device digital
cameras, the most appropriate techniques for forensic analysis are
those based on sensor noise and wavelet transforms. In this paper,
an algorithm was proposed for identifying the mobile source
combining techniques based on sensor ﬁngerprint and the wavelet
transforms. The algorithm is mainly composed of two phases: the
ﬁrst is dedicated to extracting the sensor ﬁngerprint, and the
second to extracting features from this ﬁngerprint that will serve as
input to the SVM used as classiﬁcation method.
A method for source camera identiﬁcation, based on wavelet
features of image noise residuals and SVM classiﬁcation, was
tested on photographs acquired from a range of smartphones.
Eight experiments have been made with the same pictures, for the
purpose of analysing the different conﬁguration parameters and
improvements in the used algorithm, which allow it to adapt to
different situations. First, in general, note that the best results
obtained have an average accuracy rate of 98% and the worst of
89.33%. This wide range implies that the possibility exists to set
parameters to improve the algorithm for each situation.
Then, the general conclusions are presented after the previous
analysis of the experiments.
The ﬁrst expected conclusion is that regardless of the parameters
used in the algorithm, we obtain worse results as the used crop is
smaller. There is not a case in the experiments that the average
accuracy rate with a small crop exceeds the worst results with a
big crop for the same number of devices. Obviously, the
processing in terms of execution time increases as higher crop is
used.
The second general conclusion is that there are not clearly deﬁned
conﬁguration parameters for the algorithm for each crop size that
allows the best results to be obtained. Any obtained combination
of parameters has similar results, although it is noteworthy that
there are parameters that optimise the average accuracy rate to a
greater extent. It is the responsibility of the forensic analysts to
achieve greater results optimisation at the expense of a longer
execution time or otherwise. Moreover, it can be concluded that
none of the parameters used are superﬂuous because none of them
independently weaken the results for all possible combinations.
A third general conclusion is that for both large and small crops
there is a common conﬁguration that gets the best results: adaptive
variance estimation and no zero meaning.
Focusing on the case of each crop size, the conclusions are shown
below.
For the case of large crops (1024 × 1024) it can be concluded that
the use of different conﬁguration parameters does not clearly
generate better results compared with the other options (the largest
difference between all the results is 1.67%). The best option is to
use adaptive variance estimation and not zero meaning and the
second best option does not use zero meaning either. Hence, we
can conclude that for large crops the zero meaning does not
provide any improvement and it makes the results slightly worse.
Regarding the type of variance to use, it can be concluded that
taking into account the processing time using adaptive variance it
takes a long time. For large crops and a large number of images to
be analysed it is better not to use it (in the worst case the results
worsen by 0.5%), unless there are not time restrictions or we have
high throughput.
In the case of small crops (512 × 512), there are no signiﬁcant
differences with respect to the use of different conﬁguration
parameters. The worst case is the one that uses the adaptive
variance estimation and zero meaning; in small crops we conclude
that it is a bad choice because it gets far worse results than the
other options (2.34% in the best case).
Concerning the use of various types of variance estimation and
zero meaning conclusions are similar to the case of large crops.
To evaluate the scalability of the approach, we repeated the
experiment using 14 models from seven manufactures and
achieved an average success rate of 87.21%.
Depending on the number and the type of images that have to be
analysed and maximising the success rate depending on the desire
processing time, the forensic analyst has the possibility of setting
certain parameters in the algorithm of identifying the source
acquisition. This will allow the analyst to obtain results closer to
their needs and processing constraints.
Our results, tentatively, suggest that the method is applicable to
datasets containing images from a large number of different
cameras and therefore the method promises potential uses for
digital forensics and data mining applications.
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1Me´todo Anti-Forense para Manipular la Fuente de
Adquisicio´n de una Imagen de Dispositivo Mo´vil
Jocelin Rosales Corripio, Anissa El-Khattabi, Ana Lucila Sandoval Orozco, Luis Javier Garcı´a Villalba
Abstract—Nowadays digital images play an important role
in our society. The mobile device camera presence is growing
at an unstoppable rate, causing that most of digital images
come from this kind of devices. While the developing technology
makes image generation process easier, at the same time it
facilitates forgery; therefore, image forensics is gaining relevance.
In this paper we propose a pair of algorithms that are based on
sensor noise and the wavelet transform, the first to eliminate the
possibility of identifying the mobile device (maker and model)
that generated an image and the second to forge the identity of
a given image.
Index Terms—Counter Forensics, Forensics Analysis, Image
Anonymity, Image Forgery, PRNU, Wavelet.
I. INTRODUCCIO´N
Aunque las ima´genes pueden ser consideradas parte de la
verdad, ya que son hechos reales captados por dispositivos
electro´nicos (ca´maras), nunca ha sido tan fa´cil modificar las
ima´genes como lo es hoy en dı´a, dada la existencia de
potentes y sofisticados programas software. Esta facilidad
de manipulacio´n plantea interrogantes sobre la integridad y
veracidad de las ima´genes.
Actualmente, las ventas de dispositivos mo´viles (tele´fonos,
smartphones, PDAs, tablets, etc.) siguen aumentando incluso
con el impacto de la crisis financiera global. La inmensa
mayorı´a, concretamente el 83 % de los tele´fonos mo´viles en
2012, tienen una ca´mara fotogra´fica integrada. Las ca´maras
integradas en dispositivos mo´viles ya superan en nu´mero a
las ca´maras de fotos tradicionales o Digital Still Camera
(DSCs). En total, segu´n estimaciones de la Unio´n Internacional
de Telecomunicaciones (UIT), hay 6,8 miles de millones de
suscripciones de tele´fonos mo´viles en todo el mundo, lo
cual supone un gran incremento sobre los 6000 millones de
suscripciones de 2012 y 5800 millones de 2011. De igual
modo existen predicciones para el futuro que indican que
las DSCs desaparecera´n en pro de las nuevas integradas en
dispositivos mo´viles, ya que el aumento de calidad de estas
ca´maras crece a un ritmo imparable.
En nuestro dı´a a dı´a es habitual ver co´mo se realizan y
usan fotografı´as de este tipo de dispositivos para una gran
diversidad de situaciones (vida personal, noticias, pruebas
judiciales, aplicaciones para tele´fonos mo´viles, etc.).
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Este progreso hace que el tratamiento y la toma de foto-
grafı´as con este tipo de dispositivos puedan crear situaciones
problema´ticas o beneficiosas en las distintas realidades. Mu-
chos estiman que este tipo de ca´maras facilitan la prolifera-
cio´n de crı´menes contra la privacidad y la seguridad de la
informacio´n (robo con tarjetas de cre´dito, pornografı´a infantil,
espionaje industrial, etc.). De hecho, una de las principales
razones de la existencia hoy en dı´a de dispositivos sin ca´maras
fotogra´ficas se debe a que diversas compan˜ı´as, organizaciones
o paı´ses poseen normas que prohı´ben o limitan su uso [1].
Una consecuencia ma´s de su extenso uso es que las ima´ge-
nes digitales en la actualidad son utilizadas como testigos
silenciosos en procesos judiciales, siendo una pieza crucial
de la evidencia del crimen [1]. Debido a esto muchas a´reas
pueden beneficiarse del ana´lisis forense de ima´genes, tales
como la lucha contra la pornografı´a infantil, la prevencio´n
de robo de tarjetas de cre´dito, el combate a la piraterı´a, la
prevencio´n de secuestros, etc.
Por todo lo anterior, el ana´lisis forense de ima´genes digi-
tales se ha convertido en un tema de intere´s en los u´ltimos
an˜os. El ana´lisis forense surge con la idea de restablecer la
confiabilidad en las ima´genes digitales que de otro modo se
consideraban muy fa´cilmente modificables. En sus inicios, la
parte acade´mica encontro´ el ana´lisis forense u´til en a´reas como
el uso de ima´genes para aplicaciones legales, inteligencia,
investigaciones privadas y medios de comunicacio´n.
Como en la mayorı´a de campos de estudio existe una
contracorriente, en este caso, personas como espı´as o es-
tafadores que hacen esfuerzos para manipular las ima´genes
en su propio beneficio usando el conocimiento del ana´lisis
forense de ima´genes para borrar o incluso suplantar las huellas
o rastros que se utilizan para determinar la identidad de
las ima´genes. Muchos de los algoritmos forenses existentes
en la literatura no fueron disen˜ados teniendo en cuenta ese
tipo de comportamiento y como consecuencia son fa´ciles de
“engan˜ar”.
La posibilidad de copiar las huellas digitales de una imagen
se puede convertir en un ciclo infinito que puede permitir que
personas inocentes sean inculpadas o que criminales aseguren
que las pruebas son resultados de una falsificacio´n. Al final,
la confianza en las te´cnicas forenses de ima´genes se podrı´a
ver comprometida. Es por esto que surge la necesidad de
considerar los posibles ataques en el momento de disen˜ar
te´cnicas de ana´lisis forense en ima´genes digitales.
Ası´ como en el a´rea de seguridad el estudio de los ata-
ques permite mejorarla, los me´todos forenses de ima´genes se
pueden beneficiar del estudio de las te´cnicas de ataque para
robustecer los algoritmos de las pro´ximas generaciones.
2Este documento se estructura en 7 secciones, siendo la pri-
mera la presente introduccio´n. La seccio´n II explica brevemen-
te el proceso de formacio´n de una imagen digital. La seccio´n
III resume los principales trabajos relacionados con el ana´lisis
forense de ima´genes de dispositivos mo´viles. Los ataques a las
te´cnicas de ana´lisis forense de ima´genes digitales se muestran
en la seccio´n IV. En la seccio´n V se especifica el algoritmo
de falsificacio´n de la identidad de una imagen propuesto. La
seccio´n VI describe la experimentacio´n realizada y se analizan
los resultados obtenidos en la misma. Finalmente, la seccio´n
VII contiene las principales conclusiones del trabajo.
II. FORMACIO´N DE UNA IMAGEN DIGITAL
Para la comprensio´n del ana´lisis forense de ima´genes digita-
les es fundamental conocer en detalle el proceso de adquisicio´n
de ima´genes en las ca´maras digitales. Este puede resumirse en
la Figura 1.
Aunque muchos de los detalles del pipeline de una ca´mara
pertenecen a cada fabricante, la estructura general es la misma
en todas ellas. El pipeline de una ca´mara digital consiste
ba´sicamente en un sistema de lentes, un conjunto de filtros,
una matriz de filtros de color o Color Filter Array (CFA), un
sensor de imagen y un procesador de imagen digital o Digital
Image Processor (DIP).
Para generar una imagen digital, en primer lugar, el sistema
de lentes recoge la luz de la escena controlando la exposicio´n,
el enfoque y la estabilizacio´n de imagen. Seguidamente, la
luz entra en la ca´mara a trave´s de la lente, pasando por
una combinacio´n de filtros (por lo menos infrarrojos y anti-
aliasing) para garantizar la ma´xima calidad de la imagen. Con
el objetivo de producir una imagen en color se utiliza la CFA.
Despue´s, la luz se enfoca sobre el sensor de imagen que es
una matriz de elementos sensibles a la luz llamados pı´xeles.
La incidencia de la luz contra los pı´xeles genera una sen˜al
analo´gica proporcional a la intensidad de la luz, la cual se
convierte en una sen˜al digital para ser procesada por el DIP.
Finalmente, la imagen final completa se forma por el DIP, el
cual lleva a cabo algunas operaciones tales como demosaicing,
correccio´n de puntos blancos, correccio´n gamma, compresio´n,
etc., con el objetivo de producir una imagen visualmente
agradable.
III. TE´CNICAS DE ANA´LISIS FORENSE EN IMA´GENES
Las tareas de ana´lisis forense de ima´genes digitales se
dividen, de acuerdo a su objetivo, en las siguientes ramas
[2]: verificacio´n de integridad, recuperacio´n de la historia de
Figura 1. Proceso de generacio´n de una imagen en una ca´mara digital.
procesamiento, clasificacio´n basada en la fuente, agrupacio´n
por dispositivo fuente e identificacio´n de la fuente [3].
Para el disen˜o de te´cnicas y algoritmos en cualquiera de
estas ramas se aprovechan algunas caracterı´sticas especiales
de las ima´genes creadas con mo´viles que sirven como herra-
mienta para el ana´lisis forense. [4] y [5] realizan un estudio
de las caracterı´sticas que pueden ser objeto de ana´lisis forense
en dispositivos mo´viles.
Con respecto a la rama de identificacio´n de la fuente los
estudios realizados hasta el momento en esta a´rea se dividen
ba´sicamente en cuatro grupos dependiendo de la informacio´n
que se utiliza como base para identificar la fuente [4]: los
basados en las aberraciones del sistema de lentes, los basados
en la eleccio´n de la CFA y en la especificacio´n del algoritmo de
interpolacio´n de color [6], los basados en caracterı´sticas de la
imagen (color, me´tricas de calidad y dominio de la frecuencia)
[7] [8] y los basados en el ruido del sensor Photo Response
Non Uniformity (PRNU) [9] [10].
Este documento se centra en los ataques contra una de las
te´cnicas en el campo de la identificacio´n de la fuente: la basada
en el ruido del sensor. Estas te´cnicas se dividen principalmente
en dos ramas: defectos de pı´xel y patro´n de ruido del sensor
o Sensor Pattern Noise (SPN). En la primera se estudian los
defectos de pı´xel, los pı´xeles calientes, los pı´xeles muertos,
los defectos de fila o columna, y los defectos de grupo. En
la segunda se construye un patro´n del ruido promediando los
mu´ltiples residuos de ruido obtenidos mediante algu´n filtro de
eliminacio´n de ruido. La presencia del patro´n se determina
utilizando algu´n me´todo de clasificacio´n como correlacio´n o
ma´quinas Support Vector Machine (SVM).
Geradts et al. [11] estudian los defectos de los pı´xeles en los
sensores de tipo Charge Coupled Device (CCD), centra´ndose
en la evaluacio´n de diferentes caracterı´sticas para examinar
las ima´genes e identificar la fuente: defectos del sensor CCD,
formato de los archivos usados, ruido introducido en la imagen
y marcas de agua introducidas por el fabricante de la ca´mara.
Entre los defectos del sensor CCD considerados se encuentran
los puntos calientes, los pı´xeles muertos, los defectos en grupo
y los defectos de fila o columna. En sus resultados se observa
que cada una de las ca´maras tiene un patro´n de defecto
diferente. Sin embargo, tambie´n se sen˜ala que el nu´mero de
defectos en los pı´xeles para una ca´mara es diferente entre fotos
y varı´a demasiado en funcio´n del contenido de la imagen.
Asimismo, se revela que el nu´mero de defectos cambia con la
temperatura. Por u´ltimo, el estudio encontro´ que las ca´maras
con CCD de alta calidad no tienen este tipo de problema.
Tambie´n es cierto que la mayorı´a de las ca´maras tienen
3mecanismos adicionales para compensar este tipo de proble-
mas. Al considerar u´nicamente los defectos de los sensores de
tipo CCD, este estudio no es aplicable al ana´lisis de ima´genes
generadas por dispositivos mo´viles.
Lukas et al. [12] analizan el patro´n de ruido del sensor de
un conjunto de ca´maras, el cual funciona como una huella
dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido
obtenido a partir de diferentes ima´genes utilizando un filtro
de eliminacio´n de ruido. Para identificar la ca´mara a partir de
una imagen dada, se considera el patro´n de referencia como
una marca de agua cuya presencia en la imagen es establecida
mediante un detector de correlacio´n. El estudio se realizo´ con
320 ima´genes procedentes de 9 modelos distintos de ca´maras.
Tambie´n se demuestra que este me´todo esta´ afectado por
algoritmos de procesamiento de la imagen como la compresio´n
Joint Photographic Experts Group (JPEG) y la correccio´n
gamma. Los resultados para fotografı´as con diferentes taman˜os
y recortadas no son satisfactorios [4].
Costa et al. [13] proponen un enfoque para la identificacio´n
de la ca´mara fuente considerando escenarios abiertos donde,
a diferencia de los escenarios cerrados, no se da por sentado
contar con acceso a todas las posibles ca´maras de origen de
la imagen. Esta propuesta comprende tres fases: definicio´n de
las regiones de intere´s, determinacio´n de las caracterı´sticas e
identificacio´n de la ca´mara fuente. Las diferentes regiones de
las ima´genes pueden contener informacio´n distinta sobre la
huella digital de la ca´mara fuente. Este enfoque, en contraste
con otros, considera diferentes a´reas de intere´s o Region Of
Interest (ROI) y no so´lo la regio´n central de la imagen.
Para cada imagen se definen nueve ROIs. Se asume que
estas regiones coinciden con el eje principal de la lente y,
por lo tanto, deben tener ma´s detalles de la escena porque
los foto´grafos aficionados por lo general centran el objeto
de intere´s en el centro de la lente. Un aspecto importante
a tener en cuenta es que el uso de las regiones de intere´s
permite trabajar con ima´genes de diferentes resoluciones sin
la necesidad de rellenar con ceros las ima´genes y sin el uso
de artefactos de interpolacio´n de color.
IV. ATAQUES AL ANA´LISIS FORENSE DE IMA´GENES
En comparacio´n con el destacado papel de las ima´genes
digitales en la sociedad multimedia de hoy en dı´a, la in-
vestigacio´n en el campo de la autenticidad de la imagen se
encuentra todavı´a en una fase muy preliminar. La mayorı´a de
las publicaciones en este campo emergente todavı´a carecen
de discusiones rigurosas y robustas contra los falsificadores
estrate´gicos, que preve´n la existencia de te´cnicas forenses [14].
El a´rea que se encarga de estudiar ataques a las te´cnicas
de ana´lisis forense de ima´genes es conocida como counter-
forensics. Los ataques contra los algoritmos forenses de ima´ge-
nes digitales son aquellas te´cnicas cuyo objetivo es confundir
sistema´ticamente a los procedimientos de identificacio´n de
la fuente de la imagen o de deteccio´n de manipulaciones
maliciosas en las ima´genes. Estos ataques pueden tener uno
de los siguientes objetivos: camuflaje de post-procesamientos
maliciosos sobre la imagen o manipulacio´n de la identificacio´n
de la fuente.
A. El Camuflaje de Post-Procesamientos
Estas te´cnicas tienen como objetivo ocultar la existencia de
algu´n proceso aplicado a una imagen analizando los rasgos
que e´stos dejan sobre la imagen durante su aplicacio´n para
ası´ poder contrarrestarlos. En [15] se estudia las dependencias
introducidas durante el re-dimensionamiento o la rotacio´n de
las ima´genes. En [16] se estudian los coeficientes estadı´sticos
de los JPEG para detectar la re-compresio´n. En [17] se
analiza la fase de congruencia para detectar la composicio´n
de ima´genes a trave´s del recortado y pegado de diferentes
ima´genes.
En [14] se presenta una propuesta para ocultar el proceso
de re-muestreo (resampling). El re-muestreo es el redimen-
sionamiento con interpolacio´n de las ima´genes. Este proceso
es muy comu´n en las operaciones primitivas de ima´genes
como escalamiento y rotacio´n. Los algoritmos detectores de
re-muestreo se basan en la bu´squeda de las dependencias sis-
tema´ticas y perio´dicas entre pı´xeles vecinos insertadas cuando
se aplica la operacio´n de re-muestreo. Para ocultar el re-
muestreo es necesario romper las equidistancias perio´dicas
introduciendo distorsiones geome´tricas conocidas como ata-
ques de marca de agua. En este caso se superpone un vector
de distorsio´n aleatoria a las posiciones de cada pı´xel donde
un para´metro determina el grado de distorsio´n introducido.
Para evitar generar caracterı´sticas visibles en la imagen como
ruido se debe modular la fuerza de la distorsio´n empleando
dos detectores de bordes: uno en direccio´n vertical y otro en
direccio´n horizontal.
B. Manipulacio´n de la Identificacio´n de la Fuente
Ası´ como para el proceso de identificacio´n de la fuente
se usa la extraccio´n del ruido del sensor en la imagen, un
contraataque lo´gico para esta te´cnica consta de la eliminacio´n
del ruido del sensor. Dando un paso ma´s adelante se puede
pensar tambie´n en la posibilidad de eliminar el ruido del
sensor de la imagen y sustituirlo por el ruido del sensor que
pertenezca a otra ca´mara.
1) Destruccio´n de la Identidad de una Imagen: En [14]
se demostro´ que la resta de las caracterı´sticas del dominio
wavelet de las ima´genes no es suficiente para eliminar el
ruido de una imagen, adema´s de que este procedimiento deja
rastros visibles sobre la imagen. Existe otro me´todo bastante
conocido para la eliminacio´n del ruido de una imagen llamado
correccio´n de sensibilidad o flatfielding. Este me´todo es usado
tı´picamente en astronomı´a o en el proceso de escaneado de
planos para mejorar la calidad de las ima´genes. El flatfielding
se realiza en base a los principales componentes del ruido de
la imagen: el ruido de patro´n fijo o Fixed Pattern Noise (FPN)
y el ruido de respuesta no uniforme o Photo Response Non
Uniformity (PRNU). El ruido FPN se calcula en te´rminos de un
marco oscuro d promediando K ima´genes xoscura capturadas
en un ambiente completamente oscuro que se puede emular
cubriendo completamente la lente de la ca´mara.
El ruido PRNU se calcula en te´rminos de un marco plano
(flatfield) f promediando L ima´genes xiluminada de una
escena iluminada homoge´neamente. A las L ima´genes se les
4elimina el ruido FPN mediante la resta del marco oscuro d
antes de promediarlas.
Como se describe en [12] [14], los atacantes pueden intentar
evitar la identificacio´n correcta de la fuente ya que existe la
posibilidad de eliminar y extraer la huella de una imagen. La
destruccio´n de la huella de una imagen x generada con una
ca´mara especı´fica se realiza con la ecuacio´n 1 restando a la
imagen original x el marco oscuro d y dividiendo el resultado
de la resta por el marco plano f .
x˜ =
x− d
f
(1)
A pesar que los resultados obtenidos con esta te´cnica son
buenos, se presentan algunos inconvenientes:
• Llevar a cabo una correccio´n de sensibilidades perfecta en
un gran nu´mero de fotos es difı´cil ya que los para´metros
para calcular el PRNU y el FPN deben coincidir con los
de la imagen a atacar.
• En la propuesta se asume que el atacante puede tener
acceso a la ca´mara fuente de la imagen x para generar
los marcos oscuros y planos y e´ste no es un escenario
pro´ximo a la realidad.
Existen otras posibilidades menos robustas para destruir la
identidad que en ciertos casos podrı´an ser efectivas ya que
no necesitan contar con ima´genes procedentes de la ca´mara
origen para generar el marco oscuro y el marco plano, pero
a cambio de esta facilidad la calidad de la imagen puede
verse reducida y podrı´an introducirse algunos rasgos visuales.
Por ejemplo, es posible rotar la imagen unos pocos grados,
escalar la imagen, o aplicar un filtro de desenfoque gaussiano.
2) Falsificacio´n de la Identidad de una Imagen: De igual
forma que se puede eliminar el ruido en una imagen haciendo
uso de la te´cnica de correccio´n de sensibilidad, se puede
inyectar el ruido de la imagen de otra ca´mara diferente
mediante la correccio´n de sensibilidad inversa con la ecuacio´n
2 [14].
y˜ = x˜ · ffalsa + dfalsa (2)
donde ffalsa y dfalsa corresponden a la ca´mara que se
pretende plagiar y x˜ es la imagen original sin ruido.
En [18] se propone el algoritmo 1 para falsificar la identidad
de una ca´mara.
Algoritmo 1: Falsificacio´n de la identidad de una ca´mara
1 Calcular el promedio de las huellas F (C1) de la ca´mara
C1 con la que se atacara´;
2 Tomar una fotografı´a P con la segunda ca´mara C2;
3 Sumar F (C1) a la fotografı´a P ;
En el caso de que las dimensiones de F(C1) y P no
coincidan, es necesario aplicar un recorte o una reconstruccio´n
para igualar el taman˜o de las ima´genes.
Tambie´n se propone una mejora al algoritmo de falsificacio´n
anterior para enmascarar los rasgos de la ca´mara C2. Esta
te´cnica se presenta en el algoritmo 2.
Al restar F(C2) se trata de eliminar la correlacio´n entre la
fotografı´a P y la ca´mara C2.
Algoritmo 2: Falsificacio´n de la identidad de una ca´mara
para ima´genes con dimensiones diferentes
1 Calcular el promedio de las huellas F (C1) de la ca´mara
C1 con la que se atacara´;
2 Calcular el promedio de las huellas F (C2) de la ca´mara
C2;
3 Sumar F (C1) a la fotografı´a P ;
4 Tomar una fotografı´a P con la ca´mara C2;
5 Restar F (C2) a P ;
V. ME´TODO ANTI-FORENSE BASADO EN PRNU
En este trabajo se propone un algoritmo que permite extraer
y eliminar la huella del sensor de una imagen P1 ası´ como
inyectar el patro´n del sensor de una ca´mara C1 a una imagen
P2 generada con una ca´mara C2 sin requerir acceso a la
ca´mara C2.
A. Algoritmo de Eliminacio´n de la Huella del Sensor
Entre los diferentes filtros que existen para la eliminacio´n
del ruido de las ima´genes, los que usan la transformada
wavelet dan mejor resultado debido a que el ruido residual
que se obtiene con este filtro contiene la menor cantidad de
rasgos de la escena. Generalmente, las a´reas alrededor de los
bordes son malinterpretadas cuando se utilizan u´nicamente
filtros de eliminacio´n de ruido menos robustos, tales como
el filtro de Wiener o el filtro de mediana. Por este motivo
se selecciono´ el filtro de eliminacio´n de ruido basado en la
transformada wavelet. El algoritmo 3, basado en las ideas de
[12], muestra los pasos a seguir para eliminar la huella del
sensor.
Algoritmo 3: Eliminacio´n de la huella del sensor
Input: I es la imagen vı´ctima
1 procedure REMOVEPRNU(I)
2 Realizar una descomposicio´n wavelet de 4 niveles de
In;
3 foreach nivel de la descomposicio´n wavelet do
4 foreach c ∈{H,V,D} do
5 Calcular la varianza local;
6 if varianza adaptativa then
7 Calcular 4 varianzas con ventanas de
taman˜os 3, 5, 7 y 9, respectivamente;
8 Seleccionar la varianza mı´nima;
else
9 Calcular la varianza con una ventana
de taman˜o 3;
10 Calcular los componentes wavelet sin ruido
aplicando el filtro de Wiener a la varianza;
11 end procedure
B. Algoritmo de Falsificacio´n de la Identidad
Las te´cnicas de identificacio´n de la fuente basadas en PRNU
calculan la huella del sensor de la imagen con la ecuacio´n:
5Iruido = I − Ilimpia (3)
donde Ilimpia es obtenida aplicando algunos filtros de elimina-
cio´n descritos en la seccio´n V-A. En particular, en este trabajo
la eliminacio´n de ruido se realiza aplicando el algoritmo 3.
El patro´n del ruido Pixel Non-Uniformity (PNU) se calcula
mediante el promedio del ruido residual de varias ima´genes
con la siguiente ecuacio´n:
Pruido =
1
N
N∑
i=1
Iruido (4)
Una vez que se tiene la posibilidad de eliminar el ruido
del sensor y de extraer el patro´n del ruido del sensor se
puede plantear la falsificacio´n de la identidad de una imagen.
El algoritmo 4 muestra los pasos a seguir para falsificar la
identidad de una imagen.
Algoritmo 4: Falsificacio´n de la identidad de una imagen
Input: I es la imagen vı´ctima
N es el nu´mero de ima´genes de superficies
uniformemente iluminadas de la ca´mara suplantadora
1 procedure FORGEIMG(I,N )
2 Ilimpia ← REMOVEPRNU(I);
3 Pruido ← EXTRACTPRNU(N );
4 Realizar una descomposicio´n wavelet de un nivel de
Ilimpia obteniendo los componentes LI , HI , VI , DI ;
5 Realizar una descomposicio´n wavelet de un nivel de
Pruido obteniendo los componentes HP , VP , DP ;
6 Calcular los componentes wavelet falsificados
mediante cF=cI+cP donde c∈{H,V,D};
7 Obtener Ifalsa aplicando la transformada wavelet
inversa con LI ,HF ,VF ,DF ;
8 end procedure
Para tener una huella de mayor calidad y conseguir mejores
resultados en la falsificacio´n se recomienda que el nu´mero
N de ima´genes sea superior a 50, y que las ima´genes se
hayan adquirido de superficies planas sin textura iluminadas
uniformemente. Como superficies planas se pueden considerar
fotografı´as del cielo despejado o de un papel blanco.
Tabla I
COMPARATIVA ENTRE PATRONES E IMA´GENES SIN RUIDO
Patro´n Foto Rojo Verde Azul Suma
Original -0,014645672 -0,0017777978 -0,007864626 -0,024288096
LG E510f Sin ruido - Propuesta -0,015506644 -0,003044259 -0,008411303 -0,026962206
Sin ruido - Decompare -0,018929206 -0,0023383496 -0,012027217 -0,033294775
Sin ruido - Propuesta 0,0051651257 0,005551344 0,0042196396 0,01493611
Samsung GTI8160P Original 0,004623602 0,0050348267 0,0030041975 0,012662627
Sin ruido - Decompare -0,0012833464 -0,001952231 -0,0026684676 -0,005904045
Original 0,011481647 0,010190065 0,01825918 0,039930895
LG E400 Sin ruido - Propuesta 0,010315191 0,008225861 0,017940063 0,036481116
Sin ruido - Decompare 0,010638827 0,009045472 0,016430777 0,036115076
VI. EXPERIMENTACIO´N
En esta seccio´n se describen los experimentos realizados
con los algoritmos de eliminacio´n de la huella del sensor
(algoritmo 3) y de falsificacio´n de la huella de la ca´mara fuente
(algoritmo 4). En estos experimentos se realizo´ la eliminacio´n
y la falsificacio´n de las huellas con los algoritmos propuestos
y tambie´n con la herramienta “PRNU Decompare” [19] para
realizar la comparacio´n de los resultados. “PRNU Decompare”
utiliza la te´cnica de flatfielding descrita en la seccio´n V-A que
permite la eliminacio´n y la suplantacio´n del patro´n de la huella
del sensor [19]. Esta herramienta requiere como entrada una
fotografı´a de un marco oscuro y un nu´mero N de ima´genes de
superficies planas iluminadas uniformemente (se recomienda
un mı´nimo de 30 ima´genes).
Los resultados obtenidos se compararon haciendo uso la
herramienta “NFI PRNU Compare” [20], la cual permite
comparar los patrones del ruido del sensor de varias ima´genes.
A. Eliminacio´n de la Identidad de una Imagen
Para este experimento se utilizaron las fotografı´as de 3
ca´maras digitales de dispositivos mo´viles (LG E510f, LG 400,
Samsung GT-I8160P). De cada uno de los dispositivos se
obtuvieron 50 fotografı´as de ima´genes planas uniformemente
iluminadas, 1 fotografı´a totalmente oscura cubriendo totalmen-
te la lente de la ca´mara y 1 fotografı´a seleccionada al azar de
la base de datos de fotografı´as. Todas las fotografı´as fueron
recortadas a un taman˜o de 1024 x 1024.
Inicialmente, se genero´ el primer grupo de ima´genes sin
huella, haciendo uso del algoritmo 3. Cabe remarcar que
para realizar esta eliminacio´n no se necesitaron fotografı´as
adicionales a la fotografı´a de la que se pretendı´a eliminar
el ruido del sensor. A continuacio´n, se genero´ el segundo
grupo de ima´genes sin huella con la herramienta “PRNU
Decompare”, dando como entrada a este programa las 50
ima´genes planas y la imagen del marco oscuro.
Para evaluar la efectividad del algoritmo de eliminacio´n de
la huella se compararon los dos grupos de ima´genes con la
herramienta “NFI PRNU Compare”.
En la Tabla I se muestran los resultados de comparar cada
patro´n del ruido del sensor de cada una de las ca´maras con
las ima´genes sin ruido generadas por las dos herramientas y
contra la fotografı´a original.
6La herramienta “NFI PRNU Compare” nos permite hacer
comparaciones midiendo que´ tanto se parece un patro´n a otro:
las filas que esta´n ma´s cerca del patro´n con el que se compara
son las que ma´s se le asemejan.
En las 3 pruebas las ima´genes sin ruidos generadas con
“PRNU Decompare” resultaron ser las menos parecidas al
patro´n. Esto era de esperar ya que consideran mayor nu´mero
de informacio´n para eliminar la huella. De manera sorpren-
dente para la ca´mara Samsung-GTI8160P la fotografı´a sin
ruido generada por la propuesta de este trabajo resulto´ ser
ma´s parecida al patro´n que la misma fotografı´a original.
Posiblemente en el caso de esta fotografı´a el contenido de
la fotografı´a tenga alguna influencia.
En el caso de la ca´mara LG-400, los resultados de las
comparaciones de las ima´genes sin ruido tuvieron resultados
muy similares, lo que indica que en este caso el algoritmo
propuesto obtuvo buenos resultados acerca´ndose al resultado
del programa “PRNU Decompare” pero sin la necesidad de
usar la fotografı´a del marco oscuro, ni las 50 ima´genes planas.
B. Falsificacio´n de la Identidad de una Imagen
Para este experimento se utilizaron el mismo conjunto de
fotografı´as que en el experimento de la eliminacio´n del ruido
de la seccio´n VI-A. De forma similar al experimento anterior,
se extrajo la huella de una de las ca´maras y se inyecto´ a las
otras dos haciendo uso del algoritmo propuesto y “PRNU
Decompare”; despue´s se compararon los resultados con la
herramienta “NFI PRNU Compare”. Los roles que jugaron
cada una de las ca´maras se muestran en la Tabla II.
Tabla II
DISPOSITIVOS USADOS PARA LA FALSIFICACIO´N DE LA IDENTIDAD
Ca´mara Suplantadora Vı´ctima 1 Vı´ctima 2
LG E510f LG-400 Samsung GT-I8160P
Para realizar la falsificacio´n del patro´n del ruido del sensor
con el algoritmo propuesto en este trabajo u´nicamente se
requirieron las 50 ima´genes planas uniformemente iluminadas
pertenecientes a la ca´mara suplantadora. En el caso de la
herramienta “PRNU Decompare”, para realizar la falsificacio´n
el programa requiere como entrada las 50 fotografı´as planas y
la fotografı´a totalmente oscura tanto de la ca´mara suplantadora
como de la ca´mara vı´ctima.
Despue´s de realizar la falsificacio´n en las dos ca´maras
vı´ctimas se compararon los resultados que esta´n resumidos en
Tabla III
COMPARATIVA ENTRE PATRONES, IMA´GENES ORIGINALES Y VI´CTIMAS
Foto Rojo Verde Azul Suma
LG E510f 1 1 1 3
Vı´ctima 1
Falsificada -Decompare 0,009219962 0,0054620425 0,009098741 0,023780745
Falsificada -Propuesta 0,007900867 0,0046529872 0,0083521 0,020905953
Original 0,0073570074 0,004183661 0,0075896666 0,019130334
Vı´ctima 2
Falsificada -Decompare 0,01418404 0,013986045 0,013574668 0,041744754
Original 0,011300047 0,013949845 0,0125216115 0,0377715
Falsificada -Propuesta 0,008964902 0,0066337977 0,004440412 0,020039111
la Tabla III. En el caso de la vı´ctima 1 se puede observar que
las dos suplantaciones resultaron tener mayor similitud con el
patro´n de la ca´mara suplantadora y el resultado de “PRNU
Decompare” se acerca ma´s, aunque la diferencia no es muy
significativa considerando que ellos utilizan un nu´mero mucho
mayor de ima´genes como fuente de informacio´n.
En el caso de la vı´ctima 2 el resultado del algoritmo
propuesto fue el que menos similitud tuvo con el patro´n
de la ca´mara suplantadora. Los resultados obtenidos hasta el
momento eran esperados, debido a que el algoritmo propuesto
en este trabajo no asume que se tiene acceso a la ca´mara fuente
y en el trabajo de “PRNU De compare” sı´. Es importante notar
que en escenarios reales normalmente no se tiene acceso a la
ca´mara vı´ctima.
VII. CONCLUSIONES
Se han presentado dos algoritmos, uno que permite destruir
la identidad de una imagen y otro que posibilita falsificar la
misma en una imagen dada. Los dos algoritmos tienen como
base la utilizacio´n del ruido del sensor y la transformada
wavelet.
Asimismo, ambos algoritmos tienen como gran ventaja con
respecto a otros con los mismos fines que necesitan una menor
variedad de datos de entrada ajusta´ndose en mayor medida
a escenarios reales. Concretamente, para el algoritmo de
eliminacio´n de la huella de una imagen se necesita u´nicamente
la propia imagen y no un conjunto de ima´genes planas y una
imagen del marco oscuro de la propia ca´mara como ocurre en
el caso de “PRNU Decompare”.
La aplicacio´n a la realidad del algoritmo que utiliza “PRNU
Decompare” no tiene gran facilidad de encaje, ya que se
necesitan numerosas fotos con caracterı´sticas concretas para
su ejecucio´n. Para el caso del algoritmo de falsificacio´n de la
identidad de una imagen propuesto no se necesita tener acceso
a la ca´mara vı´ctima.
Ambos algoritmos pueden verse desde otras perspectivas
distintas a la del estudio para el futuro fortalecimiento de
te´cnicas forenses de deteccio´n de manipulaciones intenciona-
das. Precisamente el primer algoritmo que permite destruir
la identidad de una imagen puede ser de gran utilidad en
aplicaciones web que presentan ima´genes en Internet (redes
sociales, directorios de ima´genes, ...), ya que permiten que
la imagen subida sea ano´nima desde el punto de vista de la
identificacio´n de la fuente de adquisicio´n.
7La eficacia de estos algoritmos esta´n dentro de las expecta-
tivas esperadas, ya que aunque en algunos casos no obtienen
resultados tan buenos como otras herramientas o algoritmos,
si logran resultados cercanos y aceptables reduciendo dra´sti-
camente la diversidad y nu´meros de datos de entrada.
Estos algoritmos pueden ser de utilidad como punto de
partida para futuras mejoras que permitan obtener resultados
similares a los de otros algoritmos o herramientas, teniendo
en cuenta como base inamovible la escasa variedad de datos
de entrada necesarios y el no tener acceso a la ca´mara vı´ctima
en el caso de la falsificacio´n de identidad de una imagen.
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Abstract Nowadays, forensic analysis of digital images is especially important, given the
frequent use of digital cameras in mobile devices. The identification of the device type
or the make and model of image source are two important branches of forensic analysis
of digital images. In this paper we have addressed both of these, with an approach based
on different types of image features and the classification using support vector machines.
The study has mainly focused on images created with mobile devices and as a result, the
techniques and features have been adapted or created for this purpose. There have been a
total of 36 experiments classified into 5 sets, in order to test different configurations of the
techniques. In the configuration of the experiments, the future use of the technique by the
forensic analyst in real situations to create experiments with high technical requirements
was taken into account, amongst other things.
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1 Introduction
The current demand for mobile devices (mobile phones, smartphones, tablets, etc.) is
increasing year by year despite the global economic crisis. According to Gartner [17] in
2013 smartphone sales grew 42.3 % from the previous year; outnumbering the sales of
feature phones for the first time. In total, according to estimates by the International Com-
munication Union (ITU), there are 6.8 billion mobile phone subscriptions worldwide, which
is a large increase on the 6 billion subscriptions in 2012 and 5.8 billion in 2011.
Having used figures to describe and illustrate the extent mobile devices are used across
the world, we must not overlook the importance of having such devices available in our
day to day lives. Increasing storage capacity, usability, portability and affordability, have
allowed mobile devices to be present in several activities, places and events of daily life. So
much so, that according to Ahonen and Moore [1], a large number of people have and use
more than one mobile device and a typical user turns to their mobile devices an average of
150 times a day.
The majority of these mobile devices have an integrated digital camera, which in contrast
to Digital Still Camera (DSC) are carried by their owners all the time to most places they
attend. According to IC Insights, Inc. [23], the share of digital camera sales in mobile phones
will be 48 %, with the share DCS sales in this year only 27 %. There are also predictions
that the DSCs may disappear in favor of new integrated mobile device cameras [3], because
the improved quality of these devices is growing at an unstoppable rate.
Because extensive use of mobile device digital cameras has generated controversy, dis-
cussions and rules have been made for the prohibition of using them in places such as
government offices, schools and businesses, etc. A consequence of its widespread use, is
that digital images can be used as silent witnesses in judicial proceedings (child pornog-
raphy, industrial espionage, . . . ), and in many cases crucial pieces of evidence in a crime
[2]. For these reasons, nowadays, digital image forensic analysis of mobile devices is very
important.
Forensic analysis of digital images can be mainly divided into two branches [19]: tam-
per detection and image source identification. The first of the branches try to discern if an
image has suffered any kind of processing after its creation, that is, the image has not been
manipulated. The second branch will be presented in this work and it has the aim of identi-
fying the type (camera, scanner, computer) or class (make and model) of the image source
acquisition.
To understanding digital images forensic it is essential to know in detail the image acqui-
sition process in digital cameras and scanners. Although many details of the digital camera
pipeline belong to each manufacturer (and are maintained as confidential information) and
specific device type, there is a general structure which is similar for all of them. In broad
terms a digital camera consists of a system lens, a group of filters, an array of Color Filter
Array (CFA), an image sensor and a Digital Image Processor (DIP) [5]. Van Lanh et al. [46]
describe in detail the digital camera pipeline. The sensor is the component which is respon-
sible for capturing light and creating a digital signal in terms of its intensity. Khanna et al.
[25] describe the scanner pipeline, which is very different from the cameras. Graphically in
the Fig. 1 a summary of it is showed.
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Fig. 1 Image acquisition pipeline in scanners
This paper is structured into 5 sections, with this introduction being the first. The rest
of the paper is structured as follows. Section 2 carries out an analysis of techniques and
algorithms for identifying the source type and source acquisition identification. Moreover
a comparative table shows a summary of the findings. Section 3 shows different sets of
features (Noise, Color, Image Quality Metrics (IQM) and Wavelets) used by the algorithms
and techniques of forensic analysis. In Section 4, a set of experiments for the identification
of device type and the source acquisition identification of the image are performed. In these
experiments we use the set of the features previously presented and the algorithms of the
techniques. Finally, Section 5 shows the main conclusions of this work and some potential
lines of future work.
2 Forensic analysis techniques in digital images
In this section we describe the main techniques of digital image forensics for identifying
the source of image acquisition and the main work of the analysis. Other compendiums of
techniques may be shown in [36, 39, 42]. The success of these techniques depends on the
assumption that all the images acquired by the same device have intrinsic features. The fea-
tures which are used to identify the make and model of a digital camera are derived from
the differences between the techniques of image processing technologies and the compo-
nents which are used. The biggest problem with this approach is that different models of
digital cameras use components of a small number of manufacturers, and the algorithms
used are also very similar between models of the same brand. According to Van Lanh et al.
[46] for this purpose four groups of techniques can be established depending on their base:
lens system aberrations, Color Filter Array (CFA) interpolation, image characteristics, and
sensor imperfections. In addition to the above there is another group of techniques based on
metadata.
Techniques based on the image metadata use the information stored in the camera about
the conditions of image capture in order to find information and image classification. The
Exchangeable Image File Format(Exif) specification [14] is the most common container of
metadata in digital cameras [3]. The Exif specification includes hundreds of labels, among
which are make and model, although it should be noted that the specification does not make
their existence in the image files compulsory. These techniques are the simplest. There are
plenty of studies focused on the different types of metadata, both for finding information and
for image classification [7, 35, 37, 43]. Metadata can also be used as input or aid for other
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forensic techniques. For instance, in the application of content-based image techniques,
Exif metadata can provide a large number and variety of technical information, which may
allow an increase in the success rates or improve the results of the application of certain
forensic algorithms [6, 16, 24]. However, these techniques depend largely in the metadata
inserted by manufacturers when the image is created and the correction. Sandoval Orozco et
al. [40] make an in depth study on this topic. Moreover, this method is the most vulnerable
to malicious alterations.
Techniques based on lens aberration study several types of aberrations introduced by the
lens system during the image generation process.
Choi et al. [13] propose the lens radial distortion as the best technique for source identi-
fication. The authors conclude that each camera model expresses a unique pattern of radial
distortion which helps to uniquely identify it.
Lanh Tran Van et al. [45] propose lateral chromatic aberration as a technique for identi-
fying source camera. The authors performed experiments using little sets of cameras with
non-modified images or modified images with random crops regions. It was concluded that
this technique is not suitable for identifying the source of different camera models from the
same brand.
Some authors consider that the choice of the CFA matrix and the specification of color
interpolation algorithms produce some of the most significant differences between different
camera models [4, 5, 9, 28].
Long et al. [28] use correlations between pixels for the source identification. Neuronal
networks are used for classification. The method was tested with cartoon images from four
cameras. Since the cameras from the same manufacturer use the same color interpolation
algorithm, this approach is not efficient at differentiating between different models from
the same maker. Also, as shown in the experiments, good results are not obtained when the
images have been modified or when they have high compression level.
Celiktutan et al. [9] use a set of binary similarity measures as metrics to estimate
the similarity between image bit planes. This work uses a set of 108 binary similar-
ity measures. The results of the method depends on the number of cameras used in the
experiments.
Bayram et al. [5] present an algorithm for identifying and classifying color interpo-
lation operations. This proposal is based on two methods to perform the classification
process: first using an algorithm to analyze the correlation of each pixel value with its
neighbors’ values, and secondly an analysis of the differences between pixels indepen-
dently. Different experiments with different numbers of cameras and image types were
performed.
Cao and Kot [8] present a technique for source identification based on the informa-
tion of the CFA matrix interpolation process and a comparison with other techniques.
This technique has three new sets of demosaicing features: weights, Error Cumulants (EC)
and Normalized Group Sizes (NGS). Since the number of features is very high a process
(Eigenfeature Regularization (ERE)) is performed to decrease the number of it.
Ho et al. [20] propose four algorithms which are based on aspects of inter-channel corre-
lation. These algorithms calculate variance maps (v-maps). The experiments image source
identification uses four cameras for three different manufacturers and 50 images of each
camera (25 for training and 25 test). The authors conclude that the inter-channel correlation
provides a complementary approach to previous studies which dealing with correlations
between pixels introduced in the demosaicing process.
Techniques based on image features use a set of features extracted from the content of
the image to identify the source.
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Tsai et al. [44] propose a method to identify the source using the following fea-
tures: color features, image quality metrics and frequency domain. The study adopted
the wavelet transforms as a method to calculate the wavelet domain statistics and use
a Support Vector Machine (SVM) for classification. In experiments digital cameras and
mobile devices were used. Tsai et al. [31] extend the source identification to different
devices such as mobiles, phones, digital cameras, scanners and computers. In this pro-
posal they base it on the differences in the image acquisition process to create two features
groups: color interpolation coefficients and noise features. In the experiments they use five
smartphone models, five digital camera models and four scanner models to identify the
source type.
Wang et al. [47] propose a method for source camera identification based on the extrac-
tion and classification of wavelet statistical features. Finally 216 first-order wavelet features
and 135 second order co-occurrence features is obtained. The most representative features
are selected using an Sequential Forward Featured Selection (SFFS) algorithm and they are
classified using a SVM.
Hu et al. [22] perform experiments with common imaging features to identify the source:
wavelet, color, IQM, statistical features of difference images and statistical features of pre-
diction errors. In the experiments, different combinations of different types of features are
used and a SVM for classification of different devices with 300 images from each cam-
era (150 for training and 150 for testing) and a resolution of 1024x1024 is used. Moreover
experiments were performed to check the robustness against three of the most common alter-
ations in digital images: JPEG compression, cropping and scaling. The final conclusions of
this work are that some of the feature sets provide good success rates for intact images, but
not for images with modifications. It also shows that different types of manipulations have
different effects on success rates of different feature sets.
Ozparlak et al. [34] propose a technique for image source identification using ridgelets
and contourlets subbands statistical models. After the feature extraction a SFFS algorithm
is used for feature election. The method based on 216 wavelet features is considered
useful only for the representation of a dimension, the approach based on ridgelets uses
48 features, and the approach based on contourlets includes a total of 768 features. The
contourlets and ridgelets are not only effective in differentiating between camera mod-
els, but also to differentiate between natural images or those produced by computer, or
to differentiate between images from scanners of the same maker. However the authors
believe that improvements could be implemented experimenting with different selection
algorithms.
Liu et al. [27] propose a method using the marginal density Discrete Cosine Transform
(DCT) coefficients in low-frequency coordinates and neighboring joint density features
from the DCT domain. Furthermore, hierarchical clustering and SVM is used to detect the
source of acquisition of the images.
Sandoval et al. [41] propose the mixture of two techniques (Sensor Imperfections and
Wavelet Transforms) to get the source identification of images generated with mobile
devices. This method extracts the sensor noise patterns of images, and then, a set of 25 fea-
tures are obtained (16 first-order and higher-order features and 9 features by applying QMFs
(Separable Quadratic Mirror Filters)).
Techniques based on Sensor imperfections study the fingerprints which can leave sen-
sor defects on pictures. These techniques are divided into two branches: pixel defects
and Sensor Pattern Noise (SPN). In the first pixel defects, hot pixels, dead pixels,
row or column defects and group defects are studied. In the second pattern noise by
averaging multiple noise residuals obtained by any noise removal filter is constructed.
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The presence of the pattern is determined using a classification method as correlation or
SVM.
Geradts et al. [18] study pixel defects of Charge Coupled Device (CCD), sensors, focus-
ing on different features to analyze images and then identify their source: CCD sensor
defects, the file format used, noise introduced in the image and watermarking introduced
by makers. Among the CCD sensor defects are considered hot spots, dead pixels, group
defects, and row or column defects. Results indicate that each camera has a different defect
pattern. Nevertheless, it is also noted that the number of pixel defects for images from the
same camera is different and varies greatly depending in the image content. Likewise, it was
revealed that the number of defects varies with temperature. Finally, the study found that
high quality CCD cameras do not have this kind of problem. When considering only defec-
tive CCD sensors this study is not applicable to the analysis of images generated by mobile
devices.
Lukas et al. [29] analyze the sensor pattern noise from a set of cameras, which functions
as a fingerprint allowing the unique identification of each camera. To identify the cam-
era from a given image, the reference pattern is considered as a watermark in the image
and its presence is established by a correlation detector. This method is affected by pro-
cessing algorithms such as image Joint Photographic Experts Group (JPEG) compression
and gamma correction. According to Van Lanh et al. [46] the results for pictures with dif-
ferent sizes were unsatisfactory. Also in this technique, images whose reference pattern is
extracted must have the same size as the test images.
Costa et al. [15] propose an approach to source camera identification in open set sce-
narios, where unlike closed scenarios it is not assumed to have access to all the possible
image source cameras. This proposal includes three phases: definition of regions of inter-
est, determining the characteristics and source camera identification. Different regions of
the images can contain different information about the fingerprint of the source cam-
era. Besides, this approach in contrast to others considers 9 different Region Of Interests
(ROI), not only the central region of the image. Using these ROIs it is possible to work
with different resolution. For determining the features the SPN for each of the R, G, B
and Y (luminance) channels is calculated, generating a total of 36 representative features
for each image. Costa et al. [33] extended this approach, where in addition to presenting
other techniques and algorithms, new experiments are performed. In experiments 13210
images of 400 cameras were used (they only have physical access to 25 cameras, the rest
are images downloaded from Flickr) and they obtained better success rates. of 96.56 %,
97.34 %, 96.80 % and 97.18 %, using open sets with 2/25, 5/25, 10 /25 and 15/25 cameras
respectively.
Table 1 shows a summary of the findings described above. The no detailed informa-
tion in articles has been filled with (ND). We must take into account that in most of the
above articles various experiments with different numbers of cameras and images are per-
formed. In the column “Number of models/makers” the total models and manufacturers
used for all experiments are accounted, which does not imply that in all experiments all
models from all manufacturers are used. The “Applied to mobile devices” column indi-
cates that at least one of the models used in the experiments is a mobile device. The
column “Applied to different models of the same brand” indicates that at least in one
experiment cameras from the same manufacturer were used. In each experiment an aver-
age success rate is obtained in the source identification, the “Minimum and maximum
success rate” column shows the minimum and maximum values for the different exper-
iments (in the case that there is only one value is because this article only has one
experiment).
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3 Image source acquisition identification techniques
This section will propose techniques for image source acquisition identification (source
type or source make and model) based on feature extraction from image content. There will
be a set of images from known sources to be used for training an SVM classifier [21] and
another set of images from unknown sources that will be used in the test stage to find out
their acquisition source.
Our approach can be used to analyze images with different acquisition situations and res-
olutions, with successful identifications results. In addition, the source identification method
that we propose is more general because it is useful in a larger set of classification prob-
lems. Our contributions to this paper, which improve the approach by Sandoval Orozco et
al. [41] can be summarized as follows:
– A new features generation approach in which the following can be found: sensor pattern
noise, color features, image quality metrics and wavelets features. The combination of
these features allow the image source identification of images from different types of
devices between (images from mobile phones, images obtained from a scanner, and a
computer-generated images) and mobile devices of the same brand and different model.
– Two new algorithms: one to extract the sensor pattern noise and another to obtain the
features of the fingerprints obtained.
Regarding classification, Michie et al. [32] perform a study of different classification
methods such as distance-based classifiers, Bayesian classifiers, neural networks, clustering
algorithms and SVM classifiers. As can be observed in the review, the use of SVM classi-
fiers is widely used for these purposes. The kernel choice depends, among other factors, on
the nature of the data to be classified. This paper will use an SVM classifier with Non-linear
RBF kernel, as it is recommended for use when there is no a priori information about the
data. The parameters for the SVM are the same as those used in [38]. Likewise, the option
chosen is the most widely used one by the most recent precise works and they present good
results. There are many implementations of SVM classifiers; particularly in this work we
opted to use the LibSVM library [11].
The set of features to be used can be classified into four major groups, depending on
the nature of their obtaining: noise features (16 features), color features (12 features), IQM
(40 features) and wavelets (81 features). A detailed analysis on each of the aforementioned
feature sets will be performed below.
3.1 Noise features
The image generation process tends to introduce various defects in them, which will cre-
ate noise that will be shown in the final image. One type of noise is caused by defects in
the CFA matrix, which include hot point defects, dead pixels, pixel traps, column defects
and cluster defects. Such defects cause said pixels to differ largely from the rest in the
original image; in many cases it makes no difference to have one image or another, since
this pixel will always show the same value. For example, dead pixels will appear in the
image as black pixels, or hot point pixels will appear as very bright pixels. The noise
pattern in an image refers to any spatial pattern that does not change from one image
to another and is caused by a “dark current” and a (PRNU) [26]. There are several fil-
ters to soften the effect of this noise. The Gaussian filter will be used for simplicity
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and speed. This filter will be used to eliminate noise in images and then obtain different
features.
One of the objectives is to get a set of features that allow us to differentiate between
the different types of devices. To do this we firstly take into account that digital cam-
eras use a two-dimensional array sensor whereas most scanners use a linear array sensor.
In the case of scanners, the linear arrangement of the sensor moves to generate the
entire image, so it is expected to find the periodicity of the sensor noise within the
rows of the scanned image. On the other hand, there is no reason to find sensor noise
periodicity within the columns of the scanned image. In the case of digital cameras
this type of noise periodicity does not exist. This difference can be used as a basis
to discriminate between different types of devices. Noise features extraction is based
on [25].
Let I an image of M ∗ N pixels, M as the rows and N as the columns. We denote Inoise
the noise of the original image and Inoise is the image without noise. Therefore:
Inoise = I − Idenoised
Then, each color component of the image without noise is subtracted to each color com-
ponent of the original image, with which we obtain noise components of each pixel
disaggregated for each color component.
The image original noise Inoise can be modeled as the sum of two components,
the constant noise Inoiseconstant and random noise Inoiserandom. For scanners constant
noise only depends of the column index, because the same sensor is moved verti-
cally to generate the complete image. The average noise of all columns can be used
as a pattern reference Iˆnoiseconstant (1, j) because the random noise components were
cancelled.
Iˆnoiseconstant (1, j) =
M∑
i=1
Inoise (i, j)
M
, 1 ≤ j ≤ N
For detecting the similarity between different rows with the pattern reference, we use the
correlation of these rows with the pattern.
correlation (X, Y ) =
(
X − X) · (Y − Y )
∥
∥X − X∥∥ · ∥∥Y − Y∥∥
Then the same process is performed to detect the similarity of the columns with the
pattern reference. After obtaining the correlation between rows and between columns we
will go to obtain the feature set. It should be noted at the time of obtaining the features, that
in the case of scanners the orientation of the image is critical, because features obtained will
be completely different.
For each type of correlation first order statistical values are obtained, which are: mean,
median, maximum and minimum. Mode feature was discarded, since after several analysis
and experiments was observed it was a useless feature, because when we are dealing with
floating values, they did not exist in the majority of the cases repeated values. Tests were
performed truncating float values, but the results were not good, decreasing the success
rate. Other high order features are variance, kurtosis and skewness. All of them measure
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statistical values more specifically than previous ones. Also, the ratio features between rows
and columns correlations are added. Finally the average noise per pixel feature was included.
This feature does not depend on rows or columns correlations with the reference pattern, but
is independent and it can distinguish between different types of devices, such as computer
generated images.
In total a set of 16 features are obtained: 7 rows features, 7 columns features, the ratio
between rows and columns correlations and the average noise per pixel.
3.2 Color features
The configuration of the CFA filters, the demosaicing algorithm and color process-
ing techniques mean that signals in the color bands may contain treatments and
specific patterns. In order to determine the differences in color features for differ-
ent camera models, it is necessary to examine the first and second order statistics
of the pictures taken with them. Then, a set of 12 color features based [22] are
proposed.
– Pixels average value. For this measure it is assumed that the average values of
the RGB channels of an image should be the gray color, as long as the image
has enough color variations. This measure is performed for each RGB channels
(3 features).
– Correlation pair between RGB bands. This measure expresses the fact that depend-
ing on the structure of the camera, the correlation between the different color bands
can change. In the implementation of this feature it uses the Pearson correlation coef-
ficient to determine the correlation values between the bands. As a result we obtain
three features which come from measuring the correlation between the RG, RB and GB
bands.
– Neighbor distribution center of mass for each color band: This measure is calcu-
lated for each band separately (3 features). Firstly, the total number of pixels for each
color value is calculated, obtaining a vector with 256 components. Then, with these
calculated values the sum of neighboring values are obtained, that is, for each i value
of the vector previously calculated the component i − 1 and i + 1 is added. Finally,
the center of mass of the latter vector is calculated, which will return a value between
0 and 255.
– Energy ratios between pairs RGB. This feature depends on the white dots
correction process of the camera. They are 3 features which are defined
as:
E1 = |G|
2
|B|2 E2 =
|G|2
|R|2 E3 =
|B|2
|R|2
3.3 Image quality metrics (IQM)
Different camera models produce images of different quality. There may be differences
in image brightness, sharpness or quality color. These differences propose a set of qual-
ity metrics features that help us to distinguish the image source. There are different IQM
categories: measures based on the pixels differences, measures based on correlation and
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measures based on spectral distance. For obtaining this set of metrics, a filtered image
in which the noise of the original image is reduced to perform different calculations is
needed in addition to the original image. For this, a Gaussian filter that allows us to
perform image smoothing is used. For obtaining two-dimensional Gaussian kernel we
used:
(
2πσ 2
)−1 ∗ e
−(i2+j2)
2σ2
After the core is obtained, it is normalized, so that the sum of all its components is
1. This is necessary to obtain a smooth image but with the same colors as the original.
The normalization is performed dividing each component by the sum of the values of all
the components. For obtaining the metrics a filter with a 3x3 kernel with σ = 0.5 is
used:
h =
0.01134 0.08381 0.01134
0.08381 0.61934 0.08381
0.01134 0.08381 0.01134
Each pixel of the new image is obtained by transforming the pixel neighborhood over the
original pixel image using the kernel previously calculated.
I ′ (x, y) = h (0, 0) ∗ I (x − 1, y − 1) + h (0, 1) ∗ I (x, y − 1) + h (0, 2) ∗ I (x + 1, y − 1) +
h (1, 0) ∗ I (x − 1, y) + h (1, 1) ∗ I (x, y) + h (1, 2) ∗ I (x + 1, y)
h (2, 0) ∗ I (x − 1, y + 1) + h (2, 1) ∗ I (x, y + 1) + h (2, 2) ∗ I (x + 1, y + 1)
It is necessary to consider the edges of the image to make the transformation. In our case
we consider an outer edge with pixel value 0.
Following the specification of the 40 IQM features based on [22].
– Czekonowsky distance: The Czekonowsky distance is a useful metric for comparing
vectors with no negative components as in the case of color images.
M = 1
MN
M∑
i=1
N∑
j=1
⎛
⎜
⎜
⎜
⎝
1 −
2
3∑
k=1
min
(
Ck (i, j) , Cˆk (i, j)
)
3∑
k=1
(
Ck (i, j) + Cˆk (i, j)
)
⎞
⎟
⎟
⎟
⎠
In this formula and the subsequent Ck(i, j) and Cˆ(i, j) refer to the pixels in the (m, n)
position of the original image and the smoothed image (filtered image with noise reduc-
tion) respectively. Furthermore, M and N are the horizontal and vertical size of the
image respectively.
– Minkowsky metrics: Minkowsky metrics for γ = 1 and γ = 2 are based on formula
(1).
Mγ = 1
K
K∑
k=1
⎧
⎨
⎩
1
N2
N∑
i,j=1
∣
∣
∣Ck (i, j) − Cˆk (i, j)
∣
∣
∣
γ
⎫
⎬
⎭
1
γ
(1)
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This formula calculates the norm Lγ of dissimilarity between two images, where
N2 is the total number of pixels. In this formula and ongoing, k will refer to each of the
image channels. It must be taken into account that this formula performs the average of
Minkowski metric for all channels of the image.
γ = 1 is corresponding with the Mean Absolute Error (MAE) and γ = 2 with the
Mean Square Error (MSE). In both cases, high values of MAE or MSE correspond with
low quality images.
– Mean Absolute Error:
MAE = 1
MN
M∑
m=1
N∑
n=1
∣
∣
∣Ck (i, j) − Cˆk(i, j)
∣
∣
∣
– Mean Square Error:
MSE = 1
MN
M∑
m=1
N∑
n=1
(
Ck (i, j) − Cˆk (i, j)
)2
These metrics are applied to each of the bands separately, so that three features for
the MAE and others three for the MSE are obtained
– Laplacian Mean Square Error (LMSE): This metric is based on the importance of
measuring the edges. A LMSE high value indicates that image quality is poor. It is
defined as follows:
LMSE =
M∑
m=1
N∑
n=1
[
L (x (m, n)) − L (x(m,n))]2
M∑
m=1
N∑
n=1
[L (x (m, n))]2
where L (x (m, n)) is the Laplacian operator:
L (x (m, n)) = x (m + 1, n)+ x (m − 1, n)+ x (m, n + 1)+ x (m, n − 1)− 4x (m, n)
– Normalized Cross Correlation: The closeness between two digital images can also
be quantified in terms of a correlation function. The quality metric of the normalized
cross-correlation measurement for each image band k is defined as:
NCC =
N−1∑
i,j=0
Ck (i, j) ∗ Cˆk (i, j)
N−1∑
i,j=0
Ck (i, j)
2
– Structural Content: The structural content of an image quality metric is defined for
each band k as:
SC =
N−1∑
i,j=0
Ck (i, j)
2
N−1∑
i,j=0
Cˆk (i, j)
2
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– Spectral Measures: The Discrete Fourier Transform (DFT) of the original image
and the smoothed image, denoted as τk(u, v) and τˆk(u, v) for a band k, are defined
respectively as:
τk (u, v) =
N−1∑
m,n=0
Ck (m, n)∗ e
[−2πim u
N
]
∗ e
[−2πin v
N
]
, u = 0 . . .M − 1, v = 0 . . . N − 1
τˆk (u, v) =
N−1∑
m,n=0
Cˆk (m, n)∗ e
[−2πim u
N
]
∗ e
[−2πin v
N
]
, u = 0 . . .M − 1, v = 0 . . . N − 1
Where (u, v) are the coordinates of an image pixel in transform domain. The phase
and magnitude of the DFT spectrum are defined as:
ϕ(u, v) = arctan(τk(u, v))
M(u, v) = |τk(u, v)|
With the above concepts the following image quality metrics can be defined for each
image band:
– Spectral Phase:
SP = 1
MN
M∑
u=1
N∑
v=1
∣
∣ϕ (u, v) − ϕˆ (u, v)∣∣2
– Spectral Magnitude:
SP = 1
MN
M∑
u=1
N∑
v=1
∣
∣
∣M (u, v) − Mˆ (u, v)
∣
∣
∣
2
– Weighted Spectral Distance: Performs a weighted average of the phase and
magnitude spectrum: WSD = ρ ∗ SM + (1 − ρ) ∗ SP , where for our case
ρ = 2.5 ∗ 10−5.
These characteristics can also be obtained for each image block. For this we consider
that the image is divided in L blocks with bxb size, and then the above features are
calculated. In this way the following l-th block features for each band of the block can
be defined:
J lϕ =
⎛
⎝
b−1∑
u,v=0
(
ϕl (u, v) − ϕˆl (u, v)
)γ
⎞
⎠
1
γ
J lM =
⎛
⎝
b−1∑
u,v=0
(
Ml (u, v) − Mˆl (u, v)
)γ
⎞
⎠
1
γ
J l = ρ ∗ J lM + (1 − ρ) ∗ J lϕ
For calculating these features we have used γ = 2 and a 32x32 block size. After
calculating these measures for each block we can get the following features:
– Median Block Spectral Magnitude: MBSM = medianJ lM, l = 1. . . L
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– Median Block Spectral Phase: MBSM = medianJ lϕ, l = 1. . . L
– Median Block Weighted Spectral Distance: MBWSM = medianJ l, l = 1. . . L
– Measures based on the human visual system: Images can be processed by filters
which simulate the Human Visual System (HVS). One of the models used for this is a
band-pass filter with a transference function in polar coordinates:
H(ρ) =
{
0.05eρ
0.554
ρ < 7
e−9[|log10ρ−log109|]2.3 ρ ≥ 7
}
where ρ =
√(
u2 + v2). The operator U is defined as:
U {C (i, j)} = DCT −1
{
H
(√
u2 + v2
)
ω (u, v)
}
where ω (u, v) denotes the two-dimensional DCT of the image and DCT −1 is the
inverse two-dimensional DCT.
Finally the image quality metrics that we obtain for each band of the image based
on these measures are:
– Normalized absolute error:
NAE =
N−1∑
i,j=0
∣
∣
∣U {Ck (i, j)} − U
{
Cˆk (i, j)
}∣
∣
∣
N−1∑
i,j=0
|U {Ck (i, j)}|
– HVS based L2:
L2 =
⎧
⎨
⎩
1
N2
N−1∑
i,j=0
∣
∣
∣U {Ck (i, j)} − U
{
Cˆk (i, j)
}∣
∣
∣
2
⎫
⎬
⎭
1
2
3.4 Wavelet features
Due to the deterministic property of the sensor pattern noise which is present in an image,
this pattern can be used as a footprint to identify the device that generated the image under
investigation. It can be said that the sensor pattern noise is to a digital camera as a fingerprint
is to a human being.
To identify the acquisition source we require an algorithm that allows us to extract the
sensor noise and another that allows us to obtain the features of the fingerprints obtained in
order to classify and identify them.
Taking the main ideas from Lukas et al. [29] as a reference, algorithm 1 is proposed to
extract sensor noise.
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With averaging set to zero, the fingerprint is removed of features which are not intrinsic
to the sensor, as Choi et al. [12] suggest, so that the averages of the rows and columns are
equal to zero. This is achieved by subtracting the average of the column from each pixel
in the column, and then by subtracting the average of the row from each pixel in the row.
This operation is applied to all rows and columns of the image. After cleaning the image,
the green channel is given greater weight since due to the color matrix settings it usually
contains more information about the image than the rest of the color channels [10, 30].
Finally, a total of 81 features (3 channels x 3 wavelet components x 9 central moments) are
calculated using algorithm 2.
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4 Experiments
This section shows the results of the experiments conducted to identify the type of source
device and for source acquisition identification.
It should be noted that the classification of images to be performed in this work be done
on what can be called a closed set of elements, i.e., the classes of the elements used in
training are the same classes as those used in the test. The images used in the training stage
are not used in the testing stage.
4.1 Source device type identification
In this experiment we will use an image set composed of: images from mobile phones,
images obtained from a scanner, and a computer-generated images. 200 images are used
from each set, 100 for the SVM training and 100 for testing. All images have a resolution
higher than 1024x768. There is no restriction on the content of the image or the camera
configuration parameters at the time of the acquisition.
Images from mobile phones have been obtained from known phones, so the origin of
the source can be ensured. Images from 12 smartphones, some of them from the same
manufacturer, were selected.
For images from scanners and computer-generated images, our own sources and the
Flickr website were used. The set of images downloaded from the web had a set of fil-
ters applied to them in order to obtain a set with higher reliability that would introduce the
least possible noise into the experiments. All images downloaded from Flickr are originals
with no resizing. As a second filter for scanned images, those which had the tag “scanned
images” and made reference to a retail scanner model were used. For computer-generated
images, we discarded the images that had a “camera model” tag with a value from a retail
scanner or camera. 15 scanned images were selected, some of which were chosen from the
same manufacturer. With respect to computer-generated images, precise information on the
number of applications or type of computers used cannot be indicated.
As can be seen, there is a high number of different kinds of devices (makes and models)
of the three types, which greatly hampers the classification.
For the experiments we have taken into account the following configuration parameters:
size of crop applied to the image, crop position (centered or upper-left corner) and appli-
cation of different feature sets (Noise Features, Color Features, IQM Features and Wavelet
Features).
Table 2 shows the results of success rates and the configuration parameters used in the
10 experiments.
From the analysis of the results, general and specific conclusions about the various con-
figurations used in each experiment can be obtained. Encompassing all the experiments, it
is observed that success rates are not excessively high (60.42 % on average and 71.30 %
in the best case); it can be concluded that this technique is not particularly suitable for this
purpose. It is important to emphasize, as noted above, that the number of different makes
and models used for this experiment is high, which predictably causes success rates to drop.
That being said, it should be noted that this study does provide interesting results on the con-
figuration parameters used, since between the best and the worst result there is a difference
in the average success rate of 23.48 %.
In general it can be concluded that the only use of the noise features do not perform well
for identifying the source type when the number of devices to be classified is high, since
the average success rate of all experiments is 56.65 % . Since the results are not good then a
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Table 2 Source device identification between mobile camera, scanner and computer generated images
Features Crop Size Crop Align Device Average
Camera Computer Scanner
Noise Full Size − 70 54 57 59.95
Noise 1024x768 Center 66 80 46 62.39
Noise 800x600 Center 76 60 49 60.68
Noise 640x480 Center 62 61 48 56.62
Noise 1024x768 Upper-left corner 76 59 40 56.40
Noise 800x600 Upper-left corner 65 38 44 47.72
Noise 640x480 Upper-left corner 74 54 37 52.88
All Features 1024x768 Center 66 73 72 70.26
All Features 800x600 Center 69 74 71 71.30
All Features 640x480 Center 77 73 63 70.75
Average 69.91 61.35 51.42 60.42
set of experiments reducing the number and types of devices will be made to observe their
results.
The results improve significantly when all the features to identify the source type are
used. Given the high number of classes, the results can be qualified as acceptable, since the
average success rate for all experiments carried out using these features is 70.77 %. Also, as
can be observed in the results, we conclude that the crop size affects the results: the smaller
the crop, the lower the success rate, even if the differences are not extremely significant.
It is also noteworthy that with a 1024x768 crop size better results are obtained than when
using the full-sized image, i.e., from a given crop size, the results get worse.
A series of experiments will be performed reducing the number of types to be classified,
in order to test the behavior of the results when we only use noise features, since these are
the ones that obtained the worst results previously. The results are shown in Table 3.
As can be seen, the success rate goes up considerably as it was expected, reaching
85.44 % on average. When the number of types of devices is reduced to two and as a result
the number of classes is reduced the results are acceptable.
Table 3 Source type identification with noise features
Device Type 1 Device Type 2 Features Crop Size Crop Align Average
Scanner Smartphone Noise 1024x768 Center 95.79
Scanner Smartphone Noise 640x480 Center 96.16
Scanner Smartphone Noise 400x300 Center 96.73
Computer Smartphone Noise 1024x768 Center 79.96
Computer Smartphone Noise 640x480 Center 79.76
Computer Smartphone Noise 400x300 Center 78.55
Computer Scanner Noise 1024x768 Center 82.87
Computer Scanner Noise 640x480 Center 81.10
Computer Scanner Noise 400x300 Center 80.91
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The first general conclusion obtained corroborates an earlier conclusion, since it is
observed that the crop size does not significantly affect the results. The best results are those
that distinguish between smartphone and scanned images, with 96.23 % average success
rate. The second best result appears with the distinction between scanned and computer-
generated images, with 81.62 % average success rate. The worst result was obtained in
the distinction between computer-generated and smartphone images, with 79.42 % average
success rate. Still, any of the results of these experiments are significantly better than the
results in Table 2. Therefore, it can be concluded that in general, the use of noise features
for type of source distinction only obtains acceptable results when the number of classes
is not high.
4.2 Image source identification for mobile devices
Given the importance of mobile images today, below we will show the experiments
performed to identify the acquisition source of images from mobile devices, i.e., the clas-
sification of an image set according to the make and model of the camera that generated
them.
In these experiments a set of 200 images will be used, 100 for the SVM training and
100 for testing. 12 smartphone models were used: IPhone 4s (I1), IPhone 5s (I2), Black-
berry 8520 (BB), Huawei U8815 (HU), LG E400 (LG1), LG P760 (LG2), Nokia 800 (N1),
Samsung GT-I9001 (S1), Samsung GT-I9100 (S2), Samsung GT-I8160P (S3), Samsung GT-
5830M (S4) and Sony C2105 (SE1). The images comply with the same restrictions as the
cameras in the previous section.
The experiments have been grouped into 3 groups with the aim of obtaining conclusions
on: the use of different feature sets, crop size, the number of devices used for the classifica-
tion, and the use of devices from the same manufacturer. The experiments where all devices
are from the same manufacturer put the techniques presented to the test. Hardware and soft-
ware components of the cameras from the same manufacturer are generally very similar or
even the same, which obviously presents serious difficulties or impossibility of distinction
among the different smartphone models.
Table 4 shows the first set of experiments in which 7 models of mobile devices
from different manufacturers are used. Different types of combinations of features sets
were tested. Most experiments were performed with a crop size of 1024x768, since as
this is considered a large enough size to obtain good results, as shown in the previous
experiments.
The experiment reveals that noise, color and IQM feature sets are individually com-
pletely invalid, since the best result obtains an 37.67 % average success rate, which is
unacceptable. With the remaining set of features (wavelets), two experiments were con-
ducted using different types of wavelet: Daubechies 8-tap and Haar. The results show that
Daubechies 8-tap obtains better results than Haar and the best results of all experiments
(91.46 %).
With respect to the different feature combinations, it is observed that when we use all
the features good results are obtained (86.54 % in the best case), since, although they are
slightly worse than the best result, the difference is not very significant (4.92 %). Also, the
success rate when all the features are used subtly drops the smaller the crop size gets.
The combination of all the features except noise features, which are mainly focused on
identifying the source type, yields an average success rate of 83.67 %. These results, even if
not bad, are far from those obtained with the wavelets and worse than when the combination
of all features is used.
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Table 4 Image source acquisition identification for 7 smartphones
Features Crop Size Crop Align I1 HU LG2 N1 BB S1 SE1 Average
All Features (Daubechies 8-tap) 1024x768 Center 93 96 80 94 91 70 85 86.54
Noise 1024x768 Center 41 42 35 18 40 40 62 37.67
Color 1024x768 Center 24 37 20 40 31 19 44 29.27
IQM 1024x768 Center 13 88 46 89 7 34 2 21.65
Wavelet Daubechies 8-tap 1024x768 Center 95 96 96 94 92 76 93 91.46
Wavelet Haar 1024x768 Center 95 87 97 70 86 56 91 81.84
Color + IQM + Wavelet Daubechies 8-tap 1024x768 Center 93 94 90 90 90 53 85 83.67
All Features(Daubechies 8-tap) 800x600 Center 91 96 84 92 95 56 85 84.41
All Features (Daubechies 8-tap) 640x480 Center 90 95 84 89 88 51 88 82.15
In order to further evaluate the results of using all feature sets, in the next set of exper-
iments 10 models of mobile devices, some of them from the same manufacturer are used.
The results of the experiments are shown in Table 5.
As previously stated, the fact that there are devices from the same manufacturer and
similar features greatly hampers the classification task, since cameras can be identical or
virtually identical. As expected, we find that the larger the number of devices, some of them
having the same manufacturer, lowered success rates in all cases (6.56 % in the best case).
However, it is considered that the decrease is not extremely pronounced, considering that
there are 3 more devices and particularly 3 pairs of devices from the same manufacturer.
It is important to note that the LG E400 device has in all cases the lowest success rates by
far compared to the other devices (43.71 % average success rate). 31 %, 38 %, 38 % and
32 % of the images from the LG E400 (Optimus L3) were classified as images from the LG
P760 (Optimus L9) in the first, second, third and fourth experiments in this set respectively.
This clearly indicates a great level of confusion between the LG E400 and LG P760 images,
which significantly lowers the overall success rate of each experiment. From the results it
can be deduced that the technology and hardware and software components of both cameras
could be similar (even if there are two intermediate models, the Optimus L5 and L7), or the
defined feature set does not allow us to properly discern between the two cameras. It is also
found, as in the previous experiment, that the Haar wavelet is not suitable for classifying
images from mobile devices. For investigating deeper on the results of distinction between
cameras from the same manufacturer the next set of experiments was made, in which we
use 4 mobile device models of Samsung manufacturer. The results of the experiments are
shown in Table 6.
Table 5 Image source acquisition identification for 10 smartphones
Crop
Features Crop Size Align I1 I2 HU LG1 LG2 N1 BB S1 S4 SE1 Average
All Features(Daubechies 8-tap) 1024x768 Center 91 87 96 47 89 92 95 61 79 80 79.98
All Features(Haar) 1024x768 Center 84 76 81 43 78 64 64 41 82 89 68.04
All Features(Daubechies 8-tap) 800x600 Center 91 85 95 43 80 88 97 52 72 82 76.23
All Features(Daubechies 8-tap) 640x480 Center 92 77 99 42 84 90 90 45 73 84 74.86
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Table 6 Image source acquisition identification for 4 mobile devices of the same manufacturer
Features Crop Size Crop Align S1 S2 S3 S4 Average
All Features (Daubechies 8-tap) 1024x768 Center 93 84 67 81 80.69
IQM + Color + Wavelet Daubechies 8-tap 1024x768 Center 88 84 50 84 74.65
hline All Features (Daubechies 8-tap) 800x600 Center 89 81 61 86 78.42
All Features (Daubechies 8-tap) 640x480 Center 88 78 63 77 75.96
Firstly we observe that the results using all features except noise are worse than those
obtained when using all the features, as we could see in the experiments of Table 4. Having
said this, it is observed that the results are quite good, because in the best case we obtain a
80.69 % average success rate. The results obtained for the Samsung GT-I8160P are worse
compared with the results of the other devices, in particular a 59.90 % average success rate,
when the average success rate in the worst case for the rest of the devices is 81.71 %. The
20 %, 33 %, 24 % and 23 % of the images of the Samsung GT-I8160P (Galaxy Ace 2) were
classified as images of the Samsung GT-S5830M (Galaxy Ace) for the first, second, third
and fourth experiment of this set, respectively. In fact, this concrete result, reduce a 5.16 %
the best success rate obtained. Similarly to the previous case, can be supposed the same
conclusions, although in this case the similarity of the cameras in all levels has more sense,
since there are not intermediate models between the two devices in Ace Samsung series,
that is, one succeeds the other.
5 Conclusions and discussion
Large numbers of digital images are circulating daily on the Internet or are used as
evidence or proof in judicial proceedings. As a consequence, forensic analysis of digi-
tal images generated by devices as digital camera, mobile devices, scanner or computer
becomes important in many real-life situations. It is noteworthy that forensics specific
images techniques are required for mobile devices, not to be valid in most cases because
there are significant intrinsic features which differentiate these types of devices. An exam-
ple of this is presented in a situation where a forensic analyst needs to identify the
type (camera, scanner, computer) or class (make and model) of the image acquisition
source.
In this work we have presented various techniques for identifying mobile device images
with respect to scanned and computer-generated images. Besides, other techniques that
allow us to distinguish the acquisition source of smartphone images are presented. The tech-
niques are based on the use of four feature sets (Noise, Color, IQM and Wavelets), on which
adjustments have been made in order to improve the results for this specific type of devices.
There have been experiments with the combination of the different feature sets, different
crop sizes and positions, and wavelet functions.
With regard to source type identification, the first general conclusion is that Noise fea-
tures are discarded as invalid when the number of types of devices is greater than 2. In the
experiments that used whole images and different crop sizes and positions, unacceptable
results were obtained for identifying three types of devices (scanner, smartphone and com-
puter). As discussed in the experiments, for these three types of devices there are dozens of
different manufacturers and models, hampering classification.
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As a counterpart, forensic analysts may consider the application of the technique with
Noise features for identifying the source type of images from mobile devices with respect
to images from scanners and computers. The results are quite good at identifying the type
when discerning between scanners and smartphones.
The use of all the features significantly improves results, but as a general conclusion they
are not good enough to be used in a serious situation.
When identifying the acquisition source of mobile device images, the results are much
more encouraging. In all sets of experiments performed, there is at least one configuration
that yields good results, always putting them into the context of the level of demand on this
technique (a large number of devices or many devices from the same manufacturer).
The use of all feature sets or wavelets with Daubechies 8-tap are the ones yielding better
results. Regarding crop size, there is an optimal size for obtaining optimal results, which
does not necessarily have to be the largest or the whole image, since the latter produces
worse results than when using a crop. When taking a sufficiently large crop size, for example
1024x768, reducing the crop lowers the success rate. Regarding the number of devices used,
as expected, the larger number of devices the lower the success rate. The same holds true
when devices from the same manufacturer, whose cameras are similar or identical in some
cases, are used.
The information from these conclusions can be a starting point for further works to opti-
mize the success rate for the different cases presented with mobile device images. The
choice of feature sets that offer better results and the remaining configuration parameters of
the technique must be taken into account.
Therefore, the forensic analyst, knowing a priori information in some cases, and taking
these conclusions into account, must decide on setting the various parameters of the tech-
nique and the validity of the results, taking into account the percentages obtained in the
experiments presented in this work. That is to say, a single application of the technique can
yield good results in some cases and bad results in others, depending on factors such as
whether or not we want to decide the type or make and model of the devices, the number of
devices used or the number of devices by the same manufacturer, amongst other things.
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Resumen—El nu´mero de ca´maras digitales integradas en
dispositivos mo´viles ası´ como su uso en la vida cotidiana esta´ en
continuo crecimiento. Diariamente gran cantidad de ima´genes
generadas por este tipo de dispositivos circulan en Internet o
son utilizadas como evidencias o pruebas en procesos judiciales.
Como consecuencia, el ana´lisis forense de ima´genes digitales de
dispositivos mo´viles cobra importancia en multitud de situaciones
de la vida real. Cabe destacar que se necesitan te´cnicas forenses
especı´ficas para ima´genes de dispositivos mo´viles, no siendo
va´lidas en muchos casos las te´cnicas utilizadas para las ca´maras
digitales tradicionales, debido a las caracterı´sticas intrı´nsecas
que diferencian ambos tipos de ca´maras. Este trabajo presenta
una herramienta para el ana´lisis forense de ima´genes digitales
de dispositivos mo´viles denominada Theia. Entre las diversas
ramas del ana´lisis forense, Theia se centra principalmente en
la identificacio´n fiable de la marca y modelo de la ca´mara mo´vil
que genero´ una imagen dada.
Palabras clave—Ana´lisis forense de ima´genes digitales, iden-
tificacio´n de la fuente de adquisicio´n, (Digital image forensics
analysis, image source adquisition identification)
I. INTRODUCCIO´N
Segu´n estimaciones de la Unio´n Internacional de Teleco-
municaciones (UIT), en 2014 hubo 6,87 miles de millones
de lı´neas dadas de alta en dispositivos mo´viles en todo el
mundo, lo que supone un incremento sobre los 6,62 miles
de millones de suscripciones de 2013 y los 6,19 miles de
millones de 2012. Asimismo, la UIT estima que en 2014 hubo
2,29 miles de millones de altas de lı´neas de banda ancha en
dispositivos mo´viles, suponiendo un notable aumento sobre los
1,91 y 1,54 miles de millones de altas de los an˜os 2013 y 2012,
respectivamente. La irrupcio´n de este tipo de dispositivos en el
dı´a a dı´a es tal que un gran nu´mero de personas tienen y usan
ma´s de un dispositivo mo´vil y un usuario tı´pico en promedio
consulta su mo´vil unas 150 veces al dı´a, siendo 8 de ellas para
hacer uso de la funcionalidad de la ca´mara.
En los paı´ses industrializados el 97% de tele´fonos mo´viles
incorpora una ca´mara digital integrada. Asimismo, la mayor
parte del resto de tipos de dispositivos mo´viles tambie´n posee
una ca´mara digital integrada. Estas ca´maras, a diferencia de
las ca´maras digitales tradicionales (DSC), son llevadas por sus
duen˜os gran parte del tiempo a la mayorı´a de los lugares
a los que asisten [1]. En el an˜o 2016 la venta de DSCs
descendera´ de un 47% de cuota de mercado sobre el total de
ca´maras digitales que obtuvo en el 2012 a un 27%. Asimismo,
se preve´ un incremento en las ventas de ca´maras digitales
integradas en tele´fonos mo´viles, PC y tabletas, de un 31% de
cuota de mercado sobre el total de ca´maras digitales en 2012,
a un 42% en el 2016 [2].
Pra´cticamente la totalidad de estas ca´maras digitales tienen
funciones de grabacio´n de vı´deo. Actualmente, existe una gran
competencia entre los fabricantes por integrar una videoca´mara
de alta definicio´n al alcance del usuario en todo momento.
Como consecuencia, y dada la gran cantidad de tiempo que
una persona pasa junto a los dispositivos mo´viles, e´stos se han
convertido para muchas personas en el primer dispositivo de
captura de fotografı´as y grabacio´n de vı´deos. El amplio uso de
ca´maras digitales en dispositivos mo´viles es una realidad en la
vida cotidiana. Diariamente pueden verse ima´genes generadas
por dispositivos mo´viles en telenoticias, correo electro´nico o
en redes sociales. Webs como Facebook, Youtube o Twitter
entre otras, se situ´an en los puestos ma´s altos de la lista
de webs ma´s visitadas, siendo una parte considerable de su
contenido capturado con ca´maras digitales de dispositivos
mo´viles [3]. Todo esto hace que en ciertos casos existan
restricciones legales o limitaciones a su utilizacio´n en lugares
como: colegios, universidades, oficinas de gobierno, empresas,
etc. Adema´s, y como consecuencia de todo lo anterior, cada dı´a
las ima´genes digitales generadas con dispositivos mo´viles son
ma´s utilizadas como testigos silenciosos en procesos judiciales
(pornografı´a infantil, espionaje industrial, violencia callejera,
redes sociales, ...), siendo en muchos casos piezas cruciales
de la evidencia de un crimen [4, 5].
Por tanto, el ana´lisis forense de ima´genes digitales de
dispositivos mo´viles cobra mucha fuerza actualmente. El es-
tudio debe ser concreto para este tipo de dispositivos, ya
que poseen caracterı´sticas especı´ficas que permiten obtener
mejores resultados, no siendo va´lidas las te´cnicas forenses para
ima´genes digitales generadas por otros tipos de dispositivos.
El resto del trabajo esta´ estructurado como sigue: La seccio´n
II resume las principales te´cnicas de ana´lisis forense para
la identificacio´n de la fuente de adquisicio´n de ima´genes
digitales. La seccio´n III especifica Theia, una herramienta
para el ana´lisis forense de ima´genes digitales. La seccio´n IV
presenta distintos ana´lisis realizados a bancos de ima´genes con
Theia. Por u´ltimo, las principales conclusiones de este trabajo
se presentan en la seccio´n V.
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II. ANA´LISIS FORENSE DE IMA´GENES DIGITALES
Como los dispositivos mo´viles proliferan a un ritmo im-
parable en nuestra sociedad y los avances en las tecnologı´as
de semiconductores permiten que e´stos amplı´en su capacidad
de procesamiento y almacenamiento, estos dispositivos son
frecuentemente evidencias en procesos judiciales o investiga-
ciones policiales de todo tipo. A continuacio´n se presentan
algunas situaciones donde se aprecia la necesidad de herra-
mientas para el ana´lisis forense en estos dispositivos [6].
Un escenario de intere´s es que los dispositivos mo´viles son
centro de envı´os de mensajes (SMS, MMS, redes sociales,
aplicaciones especı´ficas) y correos electro´nicos. Por tanto, hoy
en dı´a, los dispositivos mo´viles son fuente de adquisicio´n,
tratamiento y almacenamiento de informacio´n relevante de
distinta naturaleza. Otro escenario, es la utilizacio´n de los
dispositivos mo´viles como centros de transacciones en lı´nea:
transacciones bancarias, compras en Internet, reservas de vue-
los y hoteles, etc., donde se realizan operaciones con datos
sensibles. En el caso concreto del ana´lisis forense de ima´genes
de dispositivos mo´viles no hay duda de la importancia que
puede tener su aplicacio´n en casos judiciales. Dado el gran uso
de este tipo de ca´maras y las pole´micas que suscitan, son mu-
chos los debates y normas que prohı´ben su uso. Asimismo, los
dispositivos mo´viles pueden albergar fotografı´as almacenadas
de cara´cter personal o que hayan sido tomadas in situ. Estas
fotografı´as pueden ser evidencias de un hecho y elementos
potenciales de uso en procesos judiciales y, consecuentemente,
elementos de estudio del ana´lisis forense.
El ana´lisis forense de ima´genes digitales se divide en
dos grandes ramas [7]: autenticidad de ima´genes digitales e
identificacio´n de la fuente de adquisicio´n de una imagen. La
primera trata de discernir si una imagen ha sufrido algu´n
procesamiento posterior al de su creacio´n, es decir, que no
haya sido manipulada. La segunda pretende identificar la
marca y modelo del dispositivo que genero´ la imagen digital.
La te´cnica ma´s utilizada para la identificacio´n de la fuente es
la ma´quina de soporte vectorial (SVM) [8].
El e´xito de las te´cnicas de identificacio´n de la fuente de
la imagen depende del supuesto de que todas las ima´genes
adquiridas por un mismo dispositivo presentan caracterı´sticas
intrı´nsecas del mismo. Las caracterı´sticas que se usan para
identificar marca y modelo de las ca´maras digitales se derivan
de las diferencias que existen entre las te´cnicas de procesa-
miento de las ima´genes y las tecnologı´as de los componentes
que se utilizan. Para el disen˜o de te´cnicas y algoritmos en
cualquiera de estas ramas se aprovechan algunas caracterı´sticas
especiales de las ima´genes que sirven como herramienta para
el ana´lisis forense. El mayor problema con este enfoque es
que los diferentes modelos de las ca´maras digitales usan
componentes de un nu´mero reducido de fabricantes y que
los algoritmos que usan para la generacio´n de las ima´genes
tambie´n son muy similares entre modelos de la misma marca.
Segu´n [9] se pueden establecer cuatro grupos de te´cnicas
para este fin: basadas en la aberracio´n de las lentes, basadas
en la interpolacio´n de la matriz CFA, basadas en el uso de las
caracterı´sticas de la imagen y basadas en las imperfecciones
del sensor. Asimismo, existe otro grupo de te´cnicas forenses
a destacar: las basadas en los metadatos de la imagen.
Las te´cnicas basadas en metadatos dependen en gran medida
de los metadatos que los fabricantes deciden insertar cuando
la imagen es generada. Estos metadatos embebidos en los
archivos de las ima´genes digitales son una poderosa fuente de
informacio´n. Los metadatos o “datos sobre datos” registran
informacio´n relacionada con las condiciones de captura de
la imagen, como fecha y hora de generacio´n, presencia o
ausencia de flash, distancia de los objetos, tiempo de expo-
sicio´n, apertura del obturador e informacio´n GPS, entre otras.
En otras palabras, informacio´n de intere´s que complementa el
contenido principal de un documento digital. Los metadatos,
entre otros usos, pueden llegar a ser una potente ayuda para
la organizacio´n y bu´squeda en librerı´as de ima´genes. La
especificacio´n Exif [10] es la ma´s utilizada para identificacio´n
de la fuente por ser el contenedor de metadatos ma´s comu´n
en las ca´maras digitales [11]. La especificacio´n Exif incluye
cientos de etiquetas, entre las que se encuentran marca y
modelo, aunque la propia especificacio´n no hace obligatoria su
existencia en los archivos. [12, 13] realizan un estudio a fondo,
donde se demuestra que los fabricantes no siguen fielmente
la especificacio´n Exif. Esto puede conllevar la extraccio´n de
informacio´n erro´nea o inva´lida para fines forenses. Asimismo,
este me´todo es el ma´s vulnerable a modificaciones malinten-
cionadas, e incluso se puede dar el caso de la eliminacio´n total
de los metadatos, ya sea intencionadamente o de manera in-
consciente. Ejemplos de ello son algunos programas de edicio´n
fotogra´fica, que al editar o comprimir una imagen, actualizan
incorrectamente los metadatos o provocan la pe´rdida de los
mismos. A pesar de las debilidades de este tipo de te´cnicas,
si existen en el archivo los metadatos y de alguna manera se
logra comprobar que no han sufrido modificaciones externas,
su uso es de gran utilidad para los analistas forenses. Existe
informacio´n difı´cilmente inferible del propio contenido de la
imagen como por ejemplo la informacio´n GPS o la fecha y
hora de la toma de la imagen, entre muchas otras.
Las te´cnicas basadas en las caracterı´sticas de las ima´genes
utilizan un conjunto de caracterı´sticas extraı´das del contenido
de la escena de la imagen para realizar la identificacio´n
de la fuente. Existen tres grandes grupos de caracterı´sticas
clasificadas por su tipologı´a: caracterı´sticas de color, me´tricas
de calidad de la imagen (IQM) y estadı´sticas del dominio
wavelet [14–18] .
Las te´cnicas basadas en las imperfecciones del sensor estu-
dian las huellas que los defectos del sensor pueden dejar sobre
las ima´genes. Estas te´cnicas se dividen en dos ramas: defectos
de pı´xel y patro´n del ruido del sensor (SPN). En la primera
se estudian los defectos de pı´xel, pı´xeles calientes, pı´xeles
muertos, defectos de fila o columna y los defectos de grupo.
En la segunda se construye un patro´n del ruido promediando
los mu´ltiples residuos de ruido obtenidos mediante algu´n filtro
de eliminacio´n de ruido. La presencia del patro´n se determina
utilizando un me´todo de clasificacio´n (correlacio´n o ma´quinas
SVM) [9, 19].
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III. THEIA: HERRAMIENTA PARA EL ANA´LISIS FORENSE
DE IMA´GENES DE DISPOSITIVOS MO´VILES
En este trabajo se ha desarrollado una herramienta para el
ana´lisis forense de ima´genes digitales de dispositivos mo´viles
denominada Theia. Su objetivo versa principalmente sobre
el disen˜o de diversas te´cnicas para la identificacio´n de la
fuente de adquisicio´n de ima´genes digitales generadas con
dispositivos mo´viles.
Theia permite la gestio´n avanzada de proyectos indepen-
dientes con distintos conjuntos de ima´genes y tiene distintas
funcionalidades a nivel de tratamiento de ima´genes, tanto
individualmente como en grupo. El tratamiento grupal de
ima´genes permite al analista forense realizar de forma ra´pida,
sencilla y con gran versatilidad diversos ana´lisis sobre grandes
bancos de ima´genes. Las principales funcionalidades de Theia
son: (i) Tratamiento de metadatos Exif para la identificacio´n
de la fuente de adquisicio´n; (ii) Deteccio´n de manipulaciones
basadas en el procesado de la imagen en miniatura; (iii)
Identificacio´n de la fuente de adquisicio´n de ima´genes basado
en las caracterı´sticas de la imagen y (iv) Clasificacio´n sin
supervisio´n de Ima´genes digitales.
III-A. Tratamiento de Metadatos Exif para la Identificacio´n
de la Fuente de Adquisicio´n
Theia sirve de apoyo a la tarea del analista forense en lo
que respecta al ana´lisis de los metadatos, haciendo menos
complejo realizar el procesamiento para un gran nu´mero de
ima´genes. No es simplemente un tema de ayuda al analista
forense con respecto al rendimiento en el procesamiento de
un gran nu´mero de ima´genes, sino que aporta fiabilidad al
proceso y ofrece diferentes funcionalidades complementarias.
El ana´lisis de metadatos se divide en dos grandes partes:
III-A1. Tratamiento de ima´genes a nivel individual: Esta
funcionalidad esta´ asociada a la pestan˜a Exif Info. Permite
obtener la informacio´n Exif detallada de una imagen in-
dividual, encontrar modificaciones realizadas en la imagen
al compararla con la imagen en miniatura existente en la
informacio´n Exif y situar la imagen en Google Maps y Google
Earth (si posee informacio´n de geoposicionamiento) como
se puede observar en la Figura 1. A la hora de mostrar la
informacio´n Exif se ha organizado en 6 grupos: Image, Exif,
GPS, Interoperability, Thumbnail y Maker Note.
Image Info: Almacena la informacio´n relativa a la propia
imagen y que no tienen relacio´n directa con el entorno y el
momento de la captura.
Exif Info: Guarda las etiquetas con informacio´n relativa al
momento o al entorno de la toma de la imagen.
GPS Info: Se encuentra la informacio´n relativa al geoposi-
cionamiento.
InterOperability Info: Se incluyen las etiquetas relativas a la
informacio´n de las reglas de interoperabilidad, como pueden
ser Exif R98, DCF thumbnail file o DCF Option file.
Thumbnail Info: Se almacenan las etiquetas relativas a la
informacio´n de la imagen en miniatura.
Maker Note Info: Almacena la informacio´n que cada fa-
bricante puede insertar de forma opcional y que no ha sido
recogida en ninguna etiqueta Exif. Esta informacio´n tiene un
formato libre y no tiene una estructura prefijada.
III-A2. Tratamiento de ima´genes a nivel de grupo: Esta
funcionalidad esta´ asociada a la pestan˜a DDBB Projects (Fi-
gura 2). Permite hacer ana´lisis de ima´genes en grupo. Cada
grupo es totalmente independiente entre sı´. Su estructura es
mucho ma´s compleja que la de la pestan˜a Exif Info. Asimismo,
ofrece gran diversidad de opciones al analista forense: Gestio´n
de ima´genes en proyectos, consultas preestablecidas, consultas
avanzadas y geoposicionamiento de las ima´genes.
Gestio´n de ima´genes en proyectos: Las ima´genes se pro-
cesan en grupos denominados proyectos. Cada proyecto es
totalmente independiente entre sı´. Se busca acercar la realidad
del dı´a a dı´a del analista forense a la herramienta, es decir,
el analista tendra´ diversos casos de ana´lisis disjuntos, los
cuales podra´ tratar en proyectos distintos. Para cada imagen
se muestra informacio´n ba´sica obtenida de los metadatos Exif.
Adema´s se presenta la informacio´n de si posee metadatos en
los distintos grupos Exif que analiza la herramienta. Asimis-
mo, se muestra la imagen seleccionada, la imagen en miniatura
original almacenada en el archivo de la imagen (si la posee)
y la imagen en miniatura generada por Theia.
Consultas preestablecidas: Permite crear consultas agregan-
do etiquetas Exif sobre las ima´genes del grupo seleccionado.
La consulta agrupa las ima´genes por los criterios seleccionados
y muestra el nu´mero de ima´genes que hay en cada uno de los
grupos formados.
Consultas avanzadas: Permite la creacio´n de consultas sobre
ima´genes de un grupo, configurando los datos Exif a mostrar
y los filtros a aplicar. Es decir, muestra la informacio´n de las
ima´genes de los campos seleccionados que coincidan con uno
de los valores de cada uno de los filtros configurados. Asimis-
mo, se permite el almacenamiento permanente de consultas.
Geoposicionamiento: Permite el tratamiento de la informa-
cio´n de geoposicionamiento de las ima´genes de un proyecto
que posean esta informacio´n. Se genera un mapa utilizando la
API de Google Maps que situa a las ima´genes que informacio´n
de geoposicionamiento. En el mapa se agrupan las ima´genes
por zona y, a medida que se aumenta el zoom, se van
detallando las coordenadas. La Figura 3 muestra un ejemplo
del mapa generado, Theia permite aumentar el zoom en una
zona concreta.
III-B. Deteccio´n de Manipulaciones basado en el Procesado
de la Imagen Miniatura
Tiene como objetivo determinar si se realizaron modifica-
ciones en las ima´genes de un proyecto posteriores a la captura
de las mismas. Esta operacio´n se realiza calculando el valor
cuadra´tico medio o RMS (del ingle´s root mean square) de la
comparacio´n de la imagen en miniatura que se encuentra en
la informacio´n Exif con la imagen en miniatura generada port
Theia a partir de la imagen analizada. El resultado de esta
comparacio´n se representa con color entre tres posibles: verde
(no modificadas), amarillo (posiblemente modificadas) o rojo
(modificadas) (ver Figura 4).
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(a) Ana´lisis individual de una imagen (b) Geoposicionamiento de una imagen en Google Maps
Figura 1. Apariencia general del tratamiento de ima´genes a nivel individual
Figura 2. Apariencia general de la pestan˜a DDBB Projects
Figura 3. Geoposicionamiento de un grupo de ima´genes en Google Maps
III-C. Identificacio´n de la fuente de adquisicio´n de ima´genes
basado en las caracterı´sticas de la imagen
Theia permite la identificacio´n de la fuente de adquisicio´n
de un conjunto de ima´genes de un proyecto. Las te´cnicas
utilizadas se basan en las caracterı´sticas del contenido de
la imagen. Las funciones son las siguientes: extraccio´n de
caracterı´sticas, entrenamiento y clasificacio´n con la ma´quina
SVM.
Extraccio´n de caracterı´sticas: Para iniciar el proceso de
identificacio´n de la fuente de adquisicio´n es requisito extraer
las caracterı´sticas de las ima´genes involucradas. Hay dos
formas de extraccio´n de caracterı´sticas de las ima´genes de
Figura 4. Ana´lisis de la imagen en miniatura
un proyecto: en el momento de su creacio´n o mediante
la ventana de extraccio´n de caracterı´sticas. Theia permite
seleccionar al usuario los conjuntos de caracterı´sticas a extraer.
Estos conjuntos de caracterı´sticas son:
– “Color Features”: La configuracio´n de los filtros de la
matriz CFA, el algoritmo de demosaicing y la te´cni-
cas aplicadas al procesamiento del color hacen que las
sen˜ales contenidas en la bandas de color tengan trata-
mientos y patrones especı´ficos.
– “IQM Features”: Los diferentes modelos de ca´mara
producen ima´genes de diferente calidad. Puede haber
diferencias en la luminosidad de la imagen, la nitidez
o en la calidad del color. Estas diferencias hacen que
se proponga un conjunto de me´tricas de calidad, como
caracterı´sticas que permiten diferenciar la fuente de las
ima´genes.
– “Wavelets Features”: Debido a la propiedad determinista
del patro´n de ruido del sensor presente en una imagen,
este patro´n puede usarse como huella para identificar el
dispositivo que genero´ la imagen.
– “Noise Features”: El proceso de generacio´n de ima´ge-
nes suele introducir varios defectos en estas, los cua´les
creara´n ruido que aparecera´ en la imagen final.
Las caracterı´sticas extraı´das se almacenan en la base de
datos y quedan disponibles para su uso en distintas ejecuciones
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de Theia, ya que los procesos de extraccio´n de caracterı´sticas
de un gran nu´mero de ima´genes pueden ser costosos en
tiempo. Posteriormente, es necesaria la fase de entrenamiento
del clasificador SVM. La ventana de configuracio´n de la fase
de entrenamiento se muestra en la Figura 5.
Figura 5. Configuracio´n de la fase de entrenamiento de la ma´quina SVM
Una vez realizada la fase de entrenamiento se puede comen-
zar con la fase de clasificacio´n o prediccio´n, la cual es la que
finalmente identifica la fuente de adquisicio´n de las ima´genes
utilizando las caracterı´sticas seleccionadas por el usuario.
En la fase de clasificacio´n el usuario solo puede utilizar las
ima´genes de un proyecto para que se identifique su fuente de
adquisicio´n. El proyecto seleccionado sera´ el utilizado para
la fase de clasificacio´n. Una vez terminado el proceso de
clasificacio´n de la fuente de adquisicio´n, Theia almacena los
resultados de la identificacio´n de la fuente de adquisicio´n de
las ima´genes del proyecto seleccionado.
III-D. Clasificacio´n sin Supervisio´n de Ima´genes Digitales
Numerosas situaciones de aplicacio´n real de los algoritmos
de identificacio´n de la fuente de adquisicio´n de ima´genes digi-
tales pueden darse en los denominados “escenarios abiertos”.
Es decir, el analista forense no tiene conocimiento a priori
del conjunto de dispositivos al que pertenecen las ima´genes
a clasificar. En estos casos el objetivo no es la identificacio´n
de la marca y modelo de las ima´genes, sino la agrupacio´n de
las ima´genes en clases o clusters por modelo de dispositivo
fuente. En Theia se utiliza el algoritmo de clustering basado
en el uso de las caracterı´sticas del patro´n del ruido del sensor
disen˜ado en [20].
El objetivo del ana´lisis de clusters o clustering de ima´genes
digitales es agrupar una coleccio´n de ima´genes en conjuntos
cuyas ima´genes pertenecen a un mismo dispositivo llamadas
clusters sin informacio´n a priori. La agrupacio´n de ima´ge-
nes puede llevarse a cabo mediante te´cnicas de aprendizaje
supervisadas o sin supervisio´n. En el primer caso es indispen-
sable conocer informacio´n del dispositivo a priori, es decir
se identifica claramente con la clasificacio´n en escenarios
cerrados en donde se requiere una fase de entrenamiento con
las caracterı´sticas extraı´das de las ima´genes y una segunda fase
de clasificacio´n conforme al resultado anterior. Sin embargo,
en un caso real puede ser difı´cil contar con la ca´mara en
cuestio´n o con un conjunto de fotografı´as tomadas por la
misma para llevar a cabo un entrenamiento, de ahı´ la necesidad
de te´cnicas de aprendizaje sin supervisio´n, que se correspon-
den directamente con los escenarios abiertos. El algoritmo
de agrupacio´n sin supervisio´n es una combinacio´n entre un
clustering jera´rquico y un clustering plano. Es decir, a pesar
de formar una estructura de dendrograma con cada iteracio´n
del algoritmo, al final los clusters son tomados como entidades
sin relacio´n alguna ya que cada uno de ellos debe corresponder
a un dispositivo especı´fico.
IV. ANA´LISIS FORENSE CON THEIA
Para evaluar algunas de las funcionalidades de Theia se
realizaron diferentes ana´lisis sobre un conjunto de ima´ge-
nes reales de dispositivos mo´viles. El objetivo del ana´lisis
es la bu´squeda de datos de intere´s, patrones de valores o
simplemente informacio´n estadı´stica sobre los metadatos Exif
del banco de ima´genes. Las ima´genes han sido obtenidas de
dispositivos mo´oviles de personas conocidas intentando buscar
la ma´xima heterogeneidad posible con respecto a las marcas
y los modelos de los dispositivos, ası´ como contar con el
mayor nu´mero de ima´genes de cada uno de ellos. El banco de
ima´genes esta´ formado por 3751 ima´genes de 10 marcas y 91
modelos. En la Tabla I se muestran algunos de los modelos
analizados agrupados por marca con su correspondiente nu´me-
ro de ima´genes. A diferencia de los estudios realizados en
otros trabajos relacionados, el nu´mero de modelos de ca´maras
utilizado es mucho mayor.
Tabla I
DISPOSITIVOS MO´VILES CLASIFICADOS POR MARCA Y MODELO
Marca Modelo
Apple Ipad 2 (19), iPhone 3g (51) iPhone 3GS (82), iPhone 4g (49)
HTC Desire HD (162), Droid incredible (32), Hero (59), TyTN ii (59)
LG CU720 (31), Ku990i (144), Rumor (26), VX-8550 (13), VX9700 (30)
Nokia 5230 (19), 5300 (100), 6020 (30), E71 (5), N70 (16), N95 (131)
Samsung Galaxy 3 (33), II (30), Omnia (37), SGH-F250L (4), Wave (17)
Sony Ericsson C702 (79), C905 (40), T707 (102), W910i (7), Z610i (61)
Motorola Atrix (35), Cliq (30), Droid (31), Droid x2 (54), W377 (20)
Como se ha cometado anteriormente, la imagen miniatura es
una copia de la imagen original pero con un taman˜o reducido.
Tener la imagen miniatura almacenada es el primer paso para
poder analizar si la imagen ha sido manipulada posteriomente
a la captura. En los siguientes ana´lisis se estudian las etiquetas
Exif que se encuentran en el bloque “Thumbnail Info” con
“Query Set”, examinando cua´les son las ima´genes que no po-
seen informacio´n en este bloque. El resultado de este ana´lisis,
que se muestra en la Tabla II, revela que 2879 ima´genes (el
76,75%) posee informacio´n de la imagen en miniatura, frente
a 872 que no la posee; de estas u´ltimas, 456 son del fabricante
Research In Motion.
Por u´ltimo, se hace un ana´lisis de identificacio´n de
modificaciones realizadas a las ima´genes comparando la
imagen en miniatura almacenada en la informacio´n Exif con
el thumbnail generado a partir de la imagen. Este ana´lisis se
basa en el ca´lculo del RMS del resultado de la comparacio´n
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de las dos ima´genes en miniatura. Los valores RMS
procedentes de esta comparacio´n se clasifican en 3 grupos:
“no modificadas” para aquellas ima´genes que tengan un valor
RMS inferior a 5, “posiblemente modificadas” para aquellas
ima´genes con valor RMS entre 5 y 25, y “modificadas” para
aquellas ima´genes con valor RMS superior a 25. El resultado
de este ana´lisis se puede observar en la Tabla II.
Tabla II
RESULTADOS DEL ANA´LISIS DE IMA´GENES MODIFICADAS.
Clasificacio´n Observaciones Subtotal Total
Sin imagen en miniatura 872 872
No modificadas
Imagen rotada 5
322Diferente taman˜o 131
Mismo taman˜o y orientacio´n 186
Posiblemente modificadas
Imagen rotada 26
2335Diferente taman˜o 428
Mismo taman˜o y orientacio´n 1881
Modificadas
Imagen rotada 2
222Diferente taman˜o 100
Mismo taman˜o y orientacio´n 120
Total 3751 3751
V. CONCLUSIONES
En este trabajo se ha desarrollado una herramienta especı´fica
para el ana´lisis forense de ima´genes digitales de dispositivos
mo´viles denominada Theia que contiene diferentes te´cnicas
enfocadas a la identificacio´n de la fuente de adquisicio´n de
ima´genes digitales. Esta herramienta permite el tratamiento
automa´tico de los distintos conjuntos de metadatos Exif de
ima´genes digitales tanto individualmente como en grupo.
Asimismo, integra dos te´cnicas de identificacio´n de la fuente
de adquisicio´n de ima´genes digitales: Una te´cnica basada en
las caracterı´sticas de la imagen que se apoya en la ma´quina de
soporte vectorial para realizar la clasificacio´n, y una te´cnica de
clasificacio´n sin supervisio´n de ima´genes. Por u´ltimo, permite
la deteccio´n de manipulaciones basadas en el procesado de
la imagen en miniatura. Seguidamente, se ha realizado un
ana´lisis de los metadatos Exif de un banco de ima´genes de
dispositivos mo´viles teniendo en cuenta no so´lo los aspectos
de obtencio´n de la fuente de adquisicio´n de la imagen. En
general, con respecto a los metadatos Exif, puede concluirse
que son de gran utilidad, ya que los fabricantes los insertan
en el proceso de generacio´n de la imagen. Asimismo, ha
podido comprobarse que existen metadatos que pueden aportar
informacio´n relevante al analista forense como son los datos
de geoposicionamiento y la imagen en miniatura. Finalmente,
Theia se ha comparado con diversas herramientas con fines
similares concluye´ndose que, desde el punto de vista del
ana´lisis forense, Theia es la u´nica que ofrece funcionalidades
avanzadas que permiten trabajar con proyectos con numerosas
ima´genes para identificacio´n de la fuente de adquisicio´n.
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Resumen—El ana´lisis forense de ima´genes digitales cobra
especial importancia en la actualidad, dado el alto uso de las
ca´maras digitales de los dispositivos mo´viles. La identificacio´n
del tipo de dispositivo o la marca y modelo de la fuente de
la imagen son dos ramas relevantes del ana´lisis forense de
ima´genes digitales. En este trabajo se han tratado ambas, con
un enfoque basado en distintos tipos de caracterı´sticas de la
imagen y clasificacio´n mediante ma´quinas de soporte vectorial.
Principalmente el estudio se ha centrado en ima´genes generadas
con dispositivos mo´viles, Por tanto, las te´cnicas y caracterı´sticas
han sido adaptadas o creadas con este fin. Se han realizado
un total de 36 experimentos clasificados en 5 conjuntos, con
el objetivo de probar distintas configuraciones posibles de las
te´cnicas. Los resultados obtenidos son satisfactorios en todos los
experimentos realizados superando en tasa de acierto a otras
propuestas descritas en el estado del arte.
Palabras clave—Ana´lisis forense, color de la imagen, me´tricas
de calidad de la imagen, PRNU, wavelet, identificacio´n de la
fuente de adquisicio´n (Forensics Analysis, image quality metrics,
PRNU, wavelet, image source adquisition identification)
I. INTRODUCCIO´N
Actualmente, la demanda de dispositivos mo´viles (tele´fonos
mo´viles, smartphones, tablets, etc.) aumenta an˜o tras an˜o a
pesar de la situacio´n de crisis econo´mica global. Segu´n Gartner
[1] en 2013 las ventas de smartphones crecieron un 42.3%
respecto al an˜o anterior, superando por primera vez en nu´mero
de ventas a los tele´fonos mo´viles tradicionales. Segu´n [2], en
2016 de cuota de ventas de ca´maras digitales en dispositivos
mo´viles sera´ del 48%, siendo en este mismo an˜o unicamente
un 27% la cuota de mercado de las DSC. Asimismo, existen
predicciones que indican que las DSC desaparecera´n en pro
de las nuevas integradas en dispositivos mo´viles [3], ya que el
aumento de calidad de estas crece a un ritmo imparable. No
debemos dejar pasar por alto la irrupcio´n en la sociedad actual
de este tipo de dispositivos en nuestro dı´a a dı´a. El incremento
de las capacidades de almacenamiento, procesamiento y usabi-
lidad de los dispositivos mo´viles, ası´ como el coste asequible
de los mismos, han permitido que este´n presentes en diversas
actividades, lugares y eventos de la vida cotidiana. Tanto es
ası´ que, segu´n [4], un gran nu´mero de personas tienen y usan
ma´s de un dispositivo mo´vil. Asimismo, un usuario tı´pico en
promedio consulta su mo´vil unas 150 veces al dı´a y ma´s de
90% de las personas que alguna vez han tomado una fotografı´a
lo ha hecho u´nicamente con ca´maras de dispositivos mo´viles.
A causa del uso extenso de ca´maras digitales en dispositivos
mo´viles se han generado pole´micas, discusiones y normas
sobre la prohibicio´n de su uso en lugares como oficinas
gubernamentales, colegios, empresas, etc. Una consecuencia
de su extenso uso es que las ima´genes digitales pueden ser
utilizadas como testigos silenciosos en procesos judiciales
(pornografı´a infantil, espionaje industrial, ...), siendo en mu-
chos casos piezas cruciales de la evidencia de un crimen [5].
Por estas razones el ana´lisis forense de ima´genes digitales de
dispositivos mo´viles cobra especial fuerza en la actualidad.
El ana´lisis forense de ima´genes digitales se puede dividir
en dos grandes ramas [6]: autenticidad de las ima´genes e
identificacio´n de la fuente de adquisicio´n de la imagen. La
primera de las ramas tratar de discernir si una imagen ha
sufrido algu´n procesamiento posterior al de su creacio´n, es
decir, que no haya sido manipulada. La segunda de las ramas,
que sera´ tratada en este trabajo, tiene como fin identificar
el tipo (ca´mara, esca´ner, computador,...) o clase (marca y
modelo) de la fuente de adquisicio´n de la imagen digital.
Este trabajo esta´ estructurado en 5 secciones, siendo el
primero la presente introduccio´n. En la seccio´n II se expone
el estado del arte de te´cnicas y algoritmos para la identifi-
cacio´n del tipo de fuente y la identificacio´n de la fuente de
adquisicio´n. La seccio´n III describe los distintos conjuntos de
caracterı´sticas (Noise, Color, Image Quality Metrics (IQM)
y Wavelets) utilizadas en la te´cnica de identificacio´n de la
fuente de adquisicio´n propuesta. En la seccio´n IV se realizan
un conjunto de experimentos para la identificacio´n del tipo de
dispositivo y la identificacio´n de la fuente de adquisicio´n de la
imagen. Por u´ltimo, en la seccio´n V presentan las principales
conclusiones extraı´das de este trabajo.
II. TE´CNICAS DE ANA´LISIS FORENSE EN IMA´GENES
En esta seccio´n se describen las principales te´cnicas de
ana´lisis forense de ima´genes digitales para la identificacio´n de
la fuente de adquisicio´n de la imagen y los principales trabajos
del estado del arte. El e´xito de estas te´cnicas depende del
supuesto de que todas las ima´genes adquiridas por un mismo
dispositivo presentan caracterı´sticas intrı´nsecas del mismo. Las
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caracterı´sticas que se usan para identificar marca y modelo
de las ca´maras digitales se derivan de las diferencias que
existen entre las te´cnicas de procesamiento de las ima´genes y
las tecnologı´as de los componentes que se utilizan. El mayor
problema con este enfoque es que los diferentes modelos de las
ca´maras digitales usan componentes de un nu´mero reducido
de fabricantes, y que los algoritmos que usan tambie´n son
muy similares entre modelos de la misma marca. Segu´n [7]
se pueden establecer cuatro grupos de te´cnicas para este fin:
basadas en la aberracio´n de las lentes, basadas en la interpola-
cio´n de la matriz CFA, basadas en el uso de las caracterı´sticas
de la imagen y las basadas en las imperfecciones del sensor.
Adema´s de los anteriores grupos existe otro grupo de te´cnicas
forenses a destacar basadas en los metadatos de la imagen.
Las te´cnicas basadas en los metadatos de la imagen son
las ma´s sencillas. Existen gran cantidad de trabajos enfocados
sobre los diferentes tipos de metadatos, tanto para la bu´squeda
de informacio´n, como para la clasificacio´n de ima´genes [8–
10]. Asimismo los metadatos pueden utilizarse como datos
de entrada o ayuda para el uso de otras te´cnicas forenses.
Sin embargo, estas te´cnicas dependen en gran medida de
los metadatos que los fabricantes deciden insertar cuando
la imagen es generada y en la correccio´n de los mismos.
En [11, 12] se realiza un estudio a fondo sobre este tema.
Asimismo, este me´todo es el ma´s vulnerable a modificaciones
malintencionadas.
Las te´cnicas basadas en las caracterı´sticas de las ima´genes
utilizan un conjunto de caracterı´sticas extraı´das del contenido
de la imagen para hacer la identificacio´n de la fuente. Estas
caracterı´sticas se dividen en cuatro grupos: caracterı´sticas de
color, me´tricas de calidad de la imagen (Image Quality Metrics
IQM), estadı´sticas del dominio wavelet y caracterı´sticas del
ruido resultante de los defectos introducidos durante el proceso
de generacio´n de una imagen.
En [13] se propone un me´todo de identificacio´n de la fuente
utilizando las siguientes caracterı´sticas: color, calidad de la
imagen y dominio de la frecuencia. En el estudio adoptan la
transformada wavelet como me´todo para calcular las estadı´sti-
cas del dominio wavelet y utilizan SVM para la clasificacio´n.
En los experimentos realizados se usaron ca´maras digitales y
dispositivos mo´viles. Los resultados obtenidos en los distintos
experimentos arrojan unos resultados entre el 61.7% y el
99.72% de acierto.
En [14] se extiende la identificacio´n de la fuente a diferentes
dispositivos tales como tele´fonos mo´viles con ca´mara inte-
grada, ca´maras digitales, esca´neres y computadoras. En esta
propuesta se usan las diferencias en el proceso de adquisicio´n
de la imagen de los dispositivos para formar dos grupos
de caracterı´sticas: coeficientes de interpolacio´n de color y
caracterı´sticas de ruido. En los experimentos se utilizaron
cinco modelos de tele´fonos mo´viles, cinco modelos de ca´maras
digitales y cuatro modelos de esca´neres para identificar el tipo
de fuente. En los resultados globales se obtuvo un 93,75% de
precisio´n. En el ana´lisis de identificacio´n de marca y modelo
de tele´fonos mo´viles obtuvieron una precisio´n del 97,7% para
los cinco modelos.
En [15] se propone un me´todo para la identificacio´n de
la ca´mara fuente mediante la extraccio´n y clasificacio´n de
las estadı´sticas de las caracterı´sticas wavelets. Finalmente
se obtiene 216 caracterı´sticas wavelet de primer orden y
135 caracterı´sticas de co-ocurrencia de segundo orden. Se
seleccionan las caracterı´sticas ma´s representativas utilizando
un algoritmo SFFS y se clasifican utilizando una SVM. Se
consigue una media de identificacio´n del 98% para el conjunto
de todas las ca´maras y una tasa de acierto media del 96.9%
para las tres ca´maras del mismo modelo.
En [16] se realizan experimentos con las caracterı´sticas de
las ima´genes para la identificacio´n de la fuente ma´s usuales:
wavelet, color, IQM, caracterı´sticas estadı´sticas de diferencia
de ima´genes y caracterı´sticas estadı´sticas de prediccio´n de
errores. En los experimentos se proponen distintas combina-
ciones de los distintos tipos de caracterı´sticas y una SVM
para la clasificacio´n de los distintos dispositivos. Se utilizan
diez ca´maras diferentes de cuatro fabricantes distintos con 300
ima´genes de cada ca´mara (150 para entrenamiento y 150 para
testear) y de una resolucio´n de 1024x1024. Utilizando todas
las caracterı´sticas se obtiene un resultado de acierto medio del
92%.
En [17] se propone un me´todo que emplea la densidad
marginal de los coeficientes de la Transformada Coseno Dis-
creta (DCT) en las coordenadas de frecuencia baja y las
caracterı´sticas de densidad del vecindario (neighbouring joint
density) en el domino DCT. Adicionalmente, se utiliza la
agrupacio´n jera´rquica (hierarchical clustering) y una SVM
para detectar la fuente de adquisicio´n de las ima´genes. En
los experimentos realizados con ima´genes pertenecientes a
cinco modelos de tele´fonos inteligentes de cuatro fabricantes,
se obtuvo entre el 86,36% y el 99,91% de acierto, alcanzando
mejores resultados con un kernel SVM lineal.
En [18] se propone la combinacio´n de dos te´cnicas (Im-
perfecciones del sensor y la transformada wavelet) para iden-
tificar la fuente de adquisicio´n de la imagen generada con
un dispositivo mo´vil. Este me´todo extrae el patro´n del ruido
del sensor. Posteriormente, se obtienen 25 caracterı´sticas (16
caracterı´sticas de primer orden y alto orden y 9 caracterı´stica
aplicando filtros QMFs (Separable Quadratic Mirror Filters)).
Finalmente, las te´cnicas que estudian las huellas que los
defectos del sensor pueden dejar sobre las ima´genes se dividen
en dos ramas: defectos de pı´xel y patro´n de ruido del sensor
(SPN). En la primera se estudian los defectos de pı´xel, pı´xeles
calientes, pı´xeles muertos, defectos de fila o columna y los
defectos de grupo. En la segunda se construye un patro´n del
ruido promediando los mu´ltiples residuos de ruido obtenidos
mediante algu´n filtro de eliminacio´n de ruido. La presencia del
patro´n se determina utilizando algu´n me´todo de clasificacio´n
como correlacio´n o ma´quinas SVM.
En [19] se analiza el patro´n de ruido del sensor de un
conjunto de ca´maras, el cual funciona como una huella
dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido
obtenido a partir de diferentes ima´genes utilizando un filtro
de eliminacio´n de ruido. Para identificar la ca´mara a partir
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de una imagen dada, se considera el patro´n de referencia
como una marca de agua cuya presencia en la imagen es
establecida mediante un detector de correlacio´n. Este me´todo
esta´ afectado por algoritmos de procesamiento de la imagen,
como la compresio´n JPEG y la correccio´n gamma. Segu´n [7]
los resultados para fotografı´as recortadas no son satisfactorios.
En [20] se propone un enfoque para la identificacio´n fuen-
te de la ca´mara considerando escenarios abiertos, donde a
diferencia de los escenarios cerrados no se da por sentado
contar con acceso a todas las posibles ca´maras de origen de
la imagen. Esta propuesta comprende tres fases: definicio´n de
las regiones de intere´s, determinacio´n de las caracterı´sticas e
identificacio´n de la ca´mara fuente. Para determinar las carac-
terı´sticas se calcula el SPN para cada uno de los canales R, G,
B e Y (luminancia), genera´ndose un total de 36 caracterı´sticas
para representar cada imagen. En los experimentos se utiliza
un 25 ca´maras digitales de 9 fabricantes. Los resultados mos-
traron una precisio´n del 94,49%, del 96,77% y del 98,10%.
III. TE´CNICA DE IDENTIFICACIO´N DE LA FUENTE DE
ADQUISICIO´N DE UNA IMAGEN
La te´cnica para la identificacio´n de la fuente de adquisicio´n
de una imagen (tipo de fuente o marca y modelo de la fuente)
propuesta, esta´ basada en la extraccio´n de caracterı´sticas del
contenido de la propia imagen. El conjunto de caracterı´sticas
a utilizar puede clasificarse en cuatro grandes grupos, de-
pendiendo de la naturaleza de la obtencio´n de las mismas:
caracterı´sticas de ruido (16), caracterı´sticas de color (12),
me´tricas de calidad de la imagen (40) y wavelets (81). Para la
identificacio´n se utilizan 2 conjuntos de ima´genes: ima´genes
de fuentes conocidas para entrenar el clasificador SVM [21]
y otro conjunto de ima´genes de fuentes desconocidas que se
utilizara´n en la fase de prediccio´n para averiguar su fuente de
adquisicio´n. El kernel utilizado para clasificar es Non-linear
RBF, dado que es recomendado cuando no se cuenta con
la informacio´n apriori de los datos. A continuacio´n se va a
realizar un ana´lisis detallado sobre cada uno de los conjuntos
de caracterı´sticas citados anteriormente.
III-A. Caracterı´sticas del Ruido
El proceso de generacio´n de ima´genes suele introducir
varios defectos en estas, los cua´les creara´n ruido que apa-
recera´ en la imagen final. Un tipo de este ruido, es causado
por defectos de la matriz CFA (hot point defects, dead pixels,
pixel traps, column defects y cluster defects entre otros). Este
tipo de defectos causan que dichos pixeles difieran en gran
medida de los restantes de la imagen original, siendo en
muchos casos indiferente que se tenga una u otra imagen,
ya que este pixel mostrara´ siempre el mismo valor. Existen
distintos filtros para conseguir suavizar el efecto de este ruido.
Por sencillez y velocidad se utilizara´ el filtro Gaussiano. Este
filtro sera´ usado para eliminar el ruido en las ima´genes y
posteriormente obtener las distintas caracterı´sticas.
Uno de nuestros objetivos es conseguir un conjunto de
caracterı´sticas que nos permitan diferenciar entre los distintos
tipos de dispositivos. Para ello, como primer paso, se tiene
en cuenta que las ca´maras digitales utilizan un sensor array
bidimensional mientras que la mayorı´a de los esca´neres uti-
lizan un sensor array lineal. En el caso de los esca´neres la
misma disposicio´n lineal del sensor se traslada para generar
toda la imagen; Por tanto, se espera encontrar periodicidad
del ruido del sensor entre las filas de la imagen escaneada.
Asimismo, no hay razo´n para encontrar una periodicidad del
ruido del sensor entre las columnas de la imagen escaneada.
Para el caso de ca´maras digitales este tipo de periodicidad del
ruido no existe. Esta diferencia se puede utilizar como base
para discriminar entre los distintos tipos de dispositivos.
El ruido de la imagen original puede ser modelado como
la suma de dos componentes, el ruido constante y el ruido
aleatorio . Para los esca´neres el ruido constante solo depende
del ı´ndice de la columna, ya que el mismo sensor es trasladado
verticalmente para generar la imagen completa. La media del
ruido de todas las columnas puede ser usada como patro´n
de referencia ya que las componentes aleatorias del ruido se
anularan. Para detectar la similitud entre las diferentes filas
con el patro´n de referencia, se utilizara´ la correlacio´n de
estas con dicho patro´n. Posteriormente, se realizara´ el mismo
proceso para detectar la similitud de las columnas con el
patro´n de referencia. Finalmente, se obtienen el conjunto de
caracterı´sticas en sı´. Cabe destacar a la hora de obtener las
caracterı´sticas, que la orientacio´n de la imagen en el caso
de los esca´neres es fundamental, ya dependiendo de e´sta las
caracterı´sticas obtenidas sera´n completamente diferentes.
Para cada tipo de correlacio´n se obtienen valores estadı´sti-
cos de primer orden: media, mediana, ma´ximo y mı´nimo.
Otras caracterı´sticas de orden alto obtenidas son la varianza,
kurtosis y skewness. Todas ellas miden valores estadı´sticos
ma´s especı´ficos que las anteriores. Asimismo se an˜aden las
caracterı´sticas del ratio entre las correlaciones de filas y de
columnas. Por u´ltimo se incluyo´ la caracterı´stica del ruido
medio por pixel. Esta caracterı´stica no depende de las corre-
laciones de filas o columnas con el patro´n de referencia, sino
que es independiente y permite distinguir entre los distintos
tipos de dispositivos, como pueden ser las ima´genes generadas
por computador. En total se obtienen 16 caracterı´sticas: 7
caracterı´sticas de filas, 7 de columnas, el ratio entre las
correlaciones de filas y de columnas y el ruido medio del
pixel.
III-B. Caracterı´sticas de Color
La configuracio´n de los filtros de la matriz CFA, el algorit-
mo de demosaicing y la te´cnicas aplicadas al procesamiento
del color hacen que las sen˜ales contenidas en la bandas
de color tengan tratamientos y patrones especı´ficos. Con el
objetivo de determinar las diferencias en las caracterı´sticas
del color para los diferentes modelos de ca´maras es necesario
examinar las estadı´sticas de primer y segundo orden de las
ima´genes tomadas con ellas. A continuacio´n se proponen un
conjunto de 12 caracterı´sticas de color:
Valor medio de los pı´xeles: El promedio de los valores
de los canales RGB de una imagen debe dar como
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resultado el color gris, siempre y cuando la imagen tenga
suficientes variaciones de color (3 caracterı´sticas).
Correlacio´n de los pares RGB: Dependiendo de la es-
tructura de la ca´mara la correlacio´n entre las diferentes
bandas de color puede variar. Utilizamos el coeficiente
correlacio´n de Pearson para determinar la correlacio´n
entre las bandas RG, RB y GB (3 caracterı´sticas).
Distribucio´n de vecindad del centro de masa: Primero
se calcula el nu´mero total de pı´xeles para cada valor
de color. Despue´s, se obtienen la suma de los valores
vecinos. Por u´ltimo, se calcula el centro de masa de este
u´ltimo vector, lo que va a devolver un valor entre 0 y
255 (3 caracterı´sticas).
Ratio de la energı´a entre los pares RGB: Esta caracterı´sti-
ca depende del proceso de correccio´n de puntos blancos
que realiza la ca´mara (3 caracterı´sticas).
III-C. Me´tricas de Calidad de la Imagen
Los diferentes modelos de ca´mara producen ima´genes de
diferente calidad. Puede haber diferencias en la luminosidad
de la imagen, la nitidez o en la calidad del color. Estas
diferencias hacen que se proponga un conjunto de me´tricas
de calidad, como caracterı´sticas que nos ayudan a diferenciar
la fuente de las ima´genes. Existen diferentes categorı´as para
estas me´tricas: las medidas basadas en las diferencia de los
pı´xeles, las medidas basadas en la correlacio´n y las medidas
basadas en la distancia espectral.
Para obtener este conjunto de me´tricas se necesita la imagen
original y una imagen filtrada en la que se reduzca el ruido
de la imagen original. Se utiliza un filtrado gaussiano que nos
permite llevar a cabo el suavizado de la imagen. Para obtener
las me´tricas se utiliza un filtro con un nu´cleo de taman˜o 3x3
con   = 0,5. Cada pı´xel de la nueva imagen se obtiene
realizando la transformacio´n de vecindad sobre el pı´xel de la
imagen original utilizando el nu´cleo anteriormente calculado.
Es necesario tener en cuenta los bordes de la imagen al realizar
la transformacio´n. En nuestro caso se ha optado por considerar
un borde exterior con pı´xeles de valor 0. En total se extraen
40 caracterı´sticas, entre las que se destacan las siguientes:
Distancia Czekonowsky: U´til para comparar vectores
con componentes no negativas como es el caso de las
ima´genes en color.
Me´tricas de Minkowsky: Para   = 1 y   = 2 se calcula
la norma L  de disimilitud entre dos ima´genes, donde
N2 es el nu´mero total de pı´xeles.   = 1 se corresponde
con el Mean Absolute Error (MAE) y   = 2 con el Mean
Square Error (MSE). En ambos casos, valores elevados
de MAE o MSE se corresponden con ima´genes de baja
calidad.
Laplacian Mean Square Error (LMSE): Esta´ basada en
la importancia de la medicio´n de los bordes. Un valor
alto del LMSE indica que la imagen es de baja calidad.
Cross-Correlacio´n Normalizada: La cercanı´a entre dos
ima´genes digitales tambie´n puede ser cuantificada en
te´rminos de una funcio´n de correlacio´n.
Me´trica de calidad del contenido estructural de una
imagen definida para cada banda.
Medidas Espectrales: Se calcula la transformada discreta
de Fourier (DFT) de las ima´genes original y suavizada
para definir las siguientes me´tricas de calidad para cada
banda: Fase espectral, Magnitud espectral y una media
ponderada entre la fase y la magnitud espectral. Estas ca-
racterı´sticas tambie´n se pueden obtener para cada bloque
de la imagen. Portanto, se divide la imagen en L bloques
de taman˜o bxb, y luego se calculan dichas caracterı´sticas
(se ha utilizado   = 2 y un taman˜o de bloque de 32x32).
Posteriormente, para cada bloque se obtienen las siguien-
tes caracterı´sticas: Median Block Spectral Magnitude,
Median Block Spectral Phase, Median Block Weighted
Spectral Distance.
Medidas basadas en el sistema visual humano (HVS):
Las ima´genes pueden ser procesadas mediante filtros
que simulan el HVS. Uno de los modelos utilizados
para ello es un filtro pasa banda con una funcio´n de
transferencia en coordenadas polares. las me´tricas de
calidad que obtenemos para cada banda de la imagen
basadas en estas medidas son: Normalized absolute error
y HVS based L2.
III-D. Caracterı´sticas Wavelet
Debido a la propiedad determinista del patro´n de ruido del
sensor presente en una imagen, este patro´n puede usarse como
huella para identificar el dispositivo que genero´ la imagen.
Ası´, para clasificar e identificar una imagen se requiere de
un algoritmo que nos permita extraer el ruido del sensor y
otro que nos permita obtener las caracterı´sticas de las huellas
obtenidas. Para la extraccio´n del ruido del sensor se utiliza el
algoritmo presentado en [22].
Finalmente, con el algoritmo 1 se calculan un total de
81 caracterı´sticas (3 canales x 3 componentes wavelet x 9
momentos centrales).
Algorithm 1: Extraccio´n de Caracterı´sticas
Input: Imagen
Huella del sensor de la imagen
Result: 81 caracterı´sticas
1 procedure EXTRAERCARACTERISTICAS(I)
2 Separar los canales R, G y B de la huella del sensor;
3 foreach canal de color do
4 Hacer una descomposicio´n wavelet de un nivel;
5 foreach c 2{H,V,D} do
6 Calcular k momentos centrales con
mk =
1
n
nX
i=1
|ci   c|k;
7 end procedure
IV. EXPERIMENTOS Y RESULTADOS
Para la evaluacio´n de la propuesta se realizaron dos tipos
de experimentos: identificacio´n del tipo de dispositivo fuente e
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identificacio´n de la fuente de adquisicio´n. En los experimentos
se realizan sobre 200 ima´genes de cada tipo de dispositivo, 100
para la fase de entrenamiento y 100 para la fase de prediccio´n.
Todas las ima´genes tienen una resolucio´n mayor a 1024x768.
IV-A. Identificacio´n del Tipo de Dispositivo Fuente
En el experimento se uso el siguiente dataset: ima´genes
de 12 tele´fonos mo´viles, ima´genes obtenidas de 15 esca´neres
e ima´genes generadas digitalmente por un computador. Las
ima´genes de esca´neres y las generadas por ordenador se
descargaron de Flickr. En los experimentos se han tenido
en cuenta los siguientes para´metros de configuracio´n: taman˜o
de recorte aplicado, posicio´n del recorte (centrado (C) o a
la esquina superior izquierda (ESI)) y aplicacio´n de distintos
conjuntos de caracterı´sticas (ruido, color, IQM y wavelet). La
Tabla I muestra los resultados obtenidos en 10 experimentos.
Tabla I
TASAS DE ACIERTO DEL TIPO DE DISPOSITIVO FUENTE
Tipo de Dispositivo % deC\ticas Recorte
recorte Ca´mara Ordenador Esca´ner acierto
Ruido No - 70 54 57 59,95
Ruido 1024x768 C 66 80 46 62,39
Ruido 800x600 C 76 60 49 60,68
Ruido 640x480 C 62 61 48 56,62
Ruido 1024x768 ESI 76 59 40 56,40
Ruido 800x600 ESI 65 38 44 47,72
Ruido 640x480 ESI 74 54 37 52,88
Todas 1024x768 C 66 73 72 70,26
Todas 800x600 C 69 74 71 71,30
Todas 640x480 C 77 73 63 70,75
Promedio 69,91 61,35 51,42 60,42
En la tabla se observa que las tasas de acierto no son muy
altas (un 60,42% de media y un 71,30% en el mejor de
los casos). El alto nu´mero de clases de dispositivos (marcas
y modelos) de los diferentes tipos dificulta la clasificacio´n
resultando tasas de acierto bajas. Sin embargo, sı´ arrojan
informacio´n sobre los para´metros de configuracio´n utilizados,
ya que entre el mejor y el peor resultado hay una diferencia
de 23,48% de tasa de acierto. En general, el uso de una
u´nica de las caracterı´sticas del ruido no da buenos resultados
para la identificacio´n del tipo de fuente cuando el nu´mero de
dispositivos a clasificar es alto, ya que la tasa media de acierto
de todos los experimentos es del 56,65%. Asimismo, Los
resultados mejoran notablemente cuando se utilizan todas las
caracterı´sticas para la identificacio´n del tipo de fuente. Dado
el alto nu´mero de clases los resultados son aceptables con
un 70,77% de tasa de acierto en promedio. Adicionalmente
se observa que el taman˜o de recorte afecta a los resultados:
a menor taman˜o de recorte menor tasa de acierto. Con un
taman˜o de recorte 1024x768 se obtienen mejores resultados
que cuando se utiliza todo el taman˜o de la imagen.La Tabla
II muestra la tasa de acierto cuando el dataset se reduce a 2
tipos de dispositivos, se utilizan u´nicamente las caracterı´sticas
de ruido, y la posicio´n de recorte usada es centrada.
Se observa que cuando el nu´mero de tipos de dispositivos se
reduce a dos los resultados son aceptables (la tasa de aciertos
sube a 85,44% de media). Se observa que el taman˜o del recor-
te no afecta significativamente a los resultados. Los mejores
resultados obtenidos son los que distinguen entre ima´genes de
tele´fonos mo´viles y esca´neres (96,23% de media). El segundo
mejor resultado se presentra entre ima´genes de esca´neres y las
generadas por ordenador (81,62% de media). El peor de los
resultados se presenta entre ima´genes generadas por ordenador
y Tele´fonos mo´viles (79,42% de media).
Tabla II
USO DE C\TICAS DE RUIDO EN LA IDENTIFICACIO´N
Tipo de Dispositivo Taman˜o de
1 2 recorte
% de acierto
Esca´ner Tele´fono mo´vil 1024x768 95,79
Esca´ner Tele´fono mo´vil 640x480 96,16
Esca´ner Tele´fono mo´vil 400x300 96,73
Ordenador Tele´fono mo´vil 1024x768 79,96
Ordenador Tele´fono mo´vil 640x480 79,76
Ordenador Tele´fono mo´vil 400x300 78,55
Ordenador Esca´ner 1024x768 82,87
Ordenador Esca´ner 640x480 81,10
Ordenador Esca´ner 400x300 80,91
IV-B. Identificacio´n de la Fuente de la Imagen en Disposi-
tivos Mo´viles
Dada la importancia de las ima´genes de los dispositivos
mo´viles en la actualidad, se realizaron experimentos para
identificar la marca y modelo de la ca´mara que las genero´.
Se utilizaron 7 modelos de tee´fonos mo´vviles: IPhone 4S, BB
8520, Huawei U8815, LG E400, Nokia 800, Samsung GT-
I9001 y Sony Ericsson C2105. En el experimento se analiza
el uso de los diferentes tipos de caracterı´sticas y el taman˜o
de recorte. La Tabla III muestra los resultados utilizando
diferentes tipos de combinaciones de las caracterı´sticas.
Tabla III
IDENTIFICACIO´N DE LA FUENTE PARA 7 DISPOSITIVOS MO´VILES
C\ticas Recorte I1 HU LG2 N1 BB S1 SE1 % de acierto
Todas 1024x768 93 96 80 94 91 70 85 86,54
Ruido 1024x768 41 42 35 18 40 40 62 37,67
Color 1024x768 24 37 20 40 31 19 44 29,27
IQM 1024x768 13 88 46 89 7 34 2 21,65
Wavelet (a) 1024x768 95 96 96 94 92 76 93 91,46
Wavelet (b) 1024x768 95 87 97 70 86 56 91 81,84
Color+IQM
+Wavelet
1024x768 93 94 90 90 90 53 85 83,67
Todas 800x600 91 96 84 92 95 56 85 84,41
Todas 640x480 90 95 84 89 88 51 88 82,15
El experimento revela que las caracterı´sticas de ruido, color
e IQM por separado son inva´lidas, ya que a lo sumo se obtiene
una tasa media de acierto del 37,67% siendo inaceptable. Con
las wavelets se realizaron dos experimentos utilizando distintos
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tipos de wavelet: (a) Daubechies 8-tap y (b) Haar. Los resulta-
dos muestran que Daubechies 8-tap obtiene mejores resultados
que Haar y a su vez los mejores resultados (91,46%). Con
respecto a las distintas combinaciones de caracterı´sticas, se
observa que al utilizar todas las caracterı´sticas se obtienen
buenos resultados (86,54%), ya que aunque son ligeramente
peores que el mejor resultado, la diferencia no es muy alta
(un 4,92%). Asimismo, puede verse que la tasa de acierto
usando todas las caracterı´sticas baja sutilmente cuanto ma´s
pequen˜o es el taman˜o del recorte. La combinacio´n de todas las
caracterı´sticas menos las de ruido obtiene una tasas media de
acierto del 83,67%. Estos resultados, no siendo malos, distan
del obtenido con las wavelets y son peores que cuando se
utiliza la combinacio´n de todas las caracterı´sticas.
V. CONCLUSIONES
En este trabajo se presenta una te´cnica para la identificacio´n
de ima´genes de dispositivos mo´viles entre ima´genes de escane-
res y generadas por ordenador. Asimismo, permiten distinguir
la fuente de adquisicio´n de ima´genes de dispositivos mo´viles.
La te´cnica se basa en el uso de cuatro conjuntos de caracterı´sti-
cas (ruido, color, IQM y wavelets). Se ha experimentado con
la combinacio´n de los distintas de caracterı´sticas, taman˜os y
posicio´n de recorte y funciones wavelets. En la identificacio´n
del tipo de fuente se descartan las caracterı´sticas de ruidos
como inva´lidas cuando el nu´mero de tipos de dispositivos
es mayor que 2. Esto se debe a que en los experimentos se
obtuvieron resultados inaceptables en la identificacio´n con tres
tipos de dispositivos (esca´ner, dispositivo mo´vil y ordenador).
Como contrapartida, los analistas forenses si pueden tener en
cuenta la aplicacio´n de la te´cnica con las caracterı´sticas de
ruido para la identificacio´n del tipo de fuente de ima´genes de
dispositivos mo´viles con respecto a ima´genes de esca´neres y
ordenadores. En la identificacio´n de la fuente de adquisicio´n
de la imagen de dispositivos mo´viles, los resultados son
mucho mejores. En los experimentos realizados, al menos
hay una configuracio´n que arroja buenos resultados, siempre
contextualiza´ndolos en el nivel de exigencia que se hace sobre
la te´cnica. El uso de todas las caracterı´sticas o las wavelets con
Daubechies 8-tap son las que ofrecen mejores resultados. Con
respecto al taman˜o de recorte, para la obtencio´n de resultados
o´ptimos existe un taman˜o de recorte o´ptimo (1024x768), que
no necesariamente es el mayor o la imagen entera, ya que
esta u´ltima genera peores resultados que cuando se utiliza un
recorte.
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Abstract Currently the number of cameras embedded in mobile devices is grow­
ing at an unprecedented rate. Additionally, the quality and performance of these 
mobile cameras is steadily improving, and is closing in on that of classical digital 
cameras. This scenario makes the forensic analysis of images taken with mobile cam­
eras increasingly important and necessary. Among the various branches of forensic 
analysis, this paper focuses on the reliable acquisition of the make and model of the 
mobile camera that produced a given image. Por this we have developed a technique 
based on exchangeable image file format (Exif) metadata analysis, allowing us in 
certain cases to obtain both the make and model with which the photo was taken. 
This comes with considerable analysis of whether this metadata information could be 
trusted, and with additional tools that can help in discovering image manipulation. 
These and other capabilities have been integrated into a new tool we have developed 
called Theia, that also offers many other advantages to the forensic analyst that has 
to mass process and analyze thousands of images in the fas test and most forensi­
cally sound way. To that end, we have also incorporated various complex functions 
that greatly help the forensic analyst, such as different types of advanced queries 
on Exif metadata information of large sets of images, and advanced geopositioning 
capabilities. 
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1 Introduction
Nowadays, despite suffering the impact of global financial crisis, the sales of mobile
devices such as smartphones or tablets, is still increasing. About 78.1% of mobile
phones sold in 2010 have an integrated camera [1]. Integrated cameras in mobile
devices outnumber traditional Digital Still Cameras(DSCs). The sales of cameras
integrated into mobile devices in 2013 exceeded 1.8 billion units. Similarly, there are
predictions that the DSCs will disappear in favour of integrated mobile devices [2],
since the quality of these cameras is growing at an unstoppable rate.
Also, the emergence of cameras in mobile devices should not only be measured in
sales figures, as in our daily life it is common to see how people use photographs from
these devices for a variety of situations—personal life, news, legal evidence, software
applications and so on.
Many believe these cameras facilitate the proliferation of crimes related to privacy
and information security (credit card theft, child pornography, industrial espionage,
etc.). In fact, one of the main reasons for the existence of devices without cameras is
that many companies, organizations or governments have rules that prohibit or limit
its use [3]. On the other hand, there are reasons to justify that this vast expansion of
cameras in mobile devices is beneficial to different situations which require graphic
proof of a certain fact, such as criminal evidence, deprivation on liberty of the press
as well as others. Therefore, it is necessary to provide forensic analysts with tools
to facilitate its work for all kinds of investigations. Given the particular technical
characteristics of this kind of photographs, forensic analysis tools should be specific,
whilst those which deal with images not generated by mobile devices proving to be
invalid.
The rest of the paper is structured into seven sections. Section 2 carries out a
state of the art investigation into forensic analysis of images generated by mobile
devices initially explaining the process of image acquisition in digital cameras and
in mobile devices, and summarises the main techniques used with their respective
results. Section 3 provides a description of the main metadata systems in images
emphasizing the Exif standard for its high level of use on mobile devices generated
images. Section 4 makes a binary analysis of real image metadata of several mobile
phones. This analysis allows for a deeper understanding of the Exif standard, analyzing
the Exif specification compliance by manufacturers, some of the violations found, and
its consequences. Section 5 introduces the tool called Theia to be presented in this
work. Firstly, a description of the functionalities is presented to later compare Theia
to similar ones. Section 6 contains an important analysis over a collection of our own
images dataset taken from different mobile devices. Lastly, Sect. 7 reports the results
and the conclusions gathered.
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2 Previous works in image forensic analysis 
2.1 Image formation in digital cameras 
The first step is to understand and create image processing forensic algorithms and to 
thoroughly know the process of image acquisition in digital cameras, which can be 
summarized in Fig. 1. 
Schematically, digital cameras consist of a system of lenses, filters, a color filter 
array (CFA), an image sensor and a digital image processor (DIP). 
Colour images may suffer from chromatic and spherical aberrations caused by the 
tenses, since there is no perfect leos. These effects are generally minimized by the 
combination of concave and convex tenses. Normally, there are auxiliary systems 
such as an auto-exposure control, an auto-focus control and an image stabilization 
unit to correct defects. 
After passing through the tenses, light runs through a set of filters. An infrared filter 
absorbs or reftects the light allowing only the visible spectrum to go to the next filter, 
blocking infrared radiation which can decrease the sharpness of the image. An anti­
aliasing filter reduces the aliasing, i.e. the effect which causes different continuous 
signals to become indistinguishable when sampled digitally. This phenomenon occurs 
when it is required to render a high resolution signal into a lower resolution form. 
After the filters we find the real core of the camera: the image sensor. ltconsists ofan 
arra y of pixels. When light bits the photodiodes, each one generates an analogic signal 
proportional to the intensity of the light, which is converted to a digital signal to be 
processed by the DIP. Most of the cameras use charge coupled device (CCD) sensors, 
although in mobile devices the use of complementary metal oxide semiconductor 
(CMOS) sensors is more common. These photodiodes do not get the colour at all, they 
just hold the brightness of the light providing a monochromatic output. To produce 
a colour image, a CFA is set before the sensor, so that each diode gets the light 
intensity for a single colour. Most cameras use model green-red-green-blue (GRGB) 
from Bayer CFA pattern. Bayer filter sensor output is an array of red, green and 
blue pixels with various intensities. Since each pixel only stores one of the three 
colours, the full image is originated by the DIP using different interpolation algorithms 
( demosaicing). Resides interpolation, DIP also executes other secondary processes like 
white balancing, noise reduction, image sharpening, aperture correction and gamma 
correction to generate a good quality picture. 
Auto-Exposure /Auto-F ocus/ 

lmage Stabilization Control 

l 
Lens .
system Fllters CFA Sensor DIP Storage/Display 
Fig. 1 Image acquisition process in digital cameras [4] 
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2.2 Image forensic analysis techniques
The area of image forensic analysis can be divided into two large branches: picture
authentication and source identification [5].
With regards to the former, it determines if a picture was modified in any way since
it was taken. The forensic algorithms used here must unfold certain features that could
remain in the picture or verify the integrity of some properties that were introduced
when the image was created [6–8].
The latter relates to the identification of the source of the image. It is based on
the creation process of a certain device and the technology that was used. This kind
of algorithms is based on statistical analysis of certain features which can be seen as
“natural watermarks” belonging to the picture.
Apart from these two main lines, the information in the metadata which is inserted
by devices when they take a picture should not be ignored. Supposing the information
within the image is not altered in any way, each maker provides the forensic analyst
with different but useful information such as GPS location, source, and technical
features and so on. Focusing on the second main branch, it is necessary to take into
account the device to be analyzed. In [4,9], a study is conducted regarding the potential
elements which can be analyzed in mobile devices. Also in [10] how the process of
image acquisition differs in mobile phones, DSCs and scanners is explained.
With regards to the set of techniques, those which use the content of the image itself
are more robust than those based on metadata, although they are vulnerable as well
[5].
According to [4] it is possible to classify the techniques into four categories:
2.2.1 Techniques based on lens aberration
During the process of acquisition, the lens produces aberrations on the image, such
as spherical aberration, coma, astigmatism, field curvature, radial distortion and chro-
matic distortion. Of these, radial distortion is probably the worst.
Choi [11] proposes radial distortion as the best phenomenon to identify the source
of the picture. Authors conclude that makers use different designs to compensate this
effect, implying that each cameramodel would show a unique radial distortion pattern.
Van et al. [12] proposes lateral chromatic aberration as a way to identify the source
of a photograph. Authors conclude that this technique is not suitable for identifying
the source of different camera models of the same brand.
2.2.2 Techniques based on the use of sensor imperfections
They can be divided into two large branches: pixel defects or sensor noise patterns.
Geradts et al. [13] examines CCD pixel defects but it is not fully relevant in our case
(CMOS). This technique includes point defects, hot points, dead pixel, pixel traps and
cluster defects. The result noted that each one of the cameras had a different defect
pattern. Nevertheless, it also noted that the number of defects in the pixels for a camera
differed between pictures and varies greatly depending on the content of the image.
It also revealed that the number of defects varied at different temperatures. Finally,
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the study found that cameras with high-end CCD did not have this kind of problem,
meaning that not all cameras suffered from this issue. It is also true that most cameras
have additional mechanisms to compensate for this kind of problem.
Lukas et al. [14] proposes a method based on the non-uniformity of the pixels (pixel
non-uniformity, PNU), which is a great source for the retrieval of noise patterns, which
allows identifying the sensors and therefore the camera. The result for pictures with
different sizes and cropped images is not satisfactory [4].
Costa et al. [15] proposes an approach for identifying the source of the picture con-
sidering open set recognition scenarios, under which we can’t rely on the assumption
of full access to all of the potential source cameras. This proposal consists of three
stages: definition of regions of interest, determining the image features and the source
camera identification. The use of regions of interest facilitates work with images of
different resolutions. A total of 36 features based on sensor pattern noise to represent
each image were obtained. In [16] new experiments with a bigger number of cam-
eras and images were made. The results are good enough taking into account that the
experiments were made in open set recognition scenarios.
2.2.3 Techniques based on the interpolation process of the CFA
In this category we find three main groups: traces of colour interpolation in colour
bands, quadratic pixel correlation model and binary similarity measures. Regarding
the first kind, Bayram et al. [17] researches the interpolation process in the CFA
to determine the correlation structure used in each colour band, which can be used
for classification purposes. The main supposition is that the interpolation algorithm
and the CFA filters pattern design of each maker (even of each camera model) are
somewhat different, which renders the correlation structures distinguishable. Using
the expectation–maximization (EM) algorithm, two sets of features were obtained for
the image classification: the image interpolation coefficients and the locations and
magnitudes of the picks in the frequency spectre of probabilistic maps. The study
determined that the percentage of success in the classification drops abruptly as the
number of cameras used rises. Also, this technique is not very good for cameras of the
same model and/or maker as they normally use identical CFA filters and similar inter-
polation algorithms. The study also states that it is not a good method for compressed
pictures.
In [18] there is a proposal which suggests improvements to the one in [17], using
additional features and obviously gathering better results. Even so, it is still limited
for strongly compressed images.
In [19] we find another kind of technique. We get an array of coefficients of the
quadratic pixel correlation model where the space periodic correlation among pixels is
quadratic. Since similar cameras use the same demosaicing algorithm, this technique
does not correctly distinguish between different cameras of the samemaker.Moreover,
it does not work well with compressed pictures.
In [20] the main supposition is that the proprietary CFA interpolation algorithms
leave correlations along the bits of an image, which can be represented through this
technique. 108 binary similarity measures were used as well as a set of 10 image
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quality metrics. The results demonstrate how the success depends on the number of
cameras used.
In [21] a technique for the identification of the source based on the information of
the CFA interpolation process and a comparison between this and other techniques
were presented. This technique shows three new sets of demosaicing features: weights,
error cumulants (EC) and normalized group sizes (NGS). Since the number of features
is too high a process called Eigenfeature regularization (ERE) was made to decrease
the number.
The last technique to note is thoroughly examined in [22]. Four algorithms based
on inter-channel correlation are proposed. These algorithms calculate variance maps
(V-Maps) and classify them using a first nearest neighbor classification scheme (1NN).
The authors conclude that the inter-channel correlation provides a new approach to
the correlations between pixels introduced by the demosaicing process.
2.2.4 Techniques based on the image features
In [23] there is a group of features used to identify the source of a picture. The 34
selected features were divided into three categories: color features, image quality
metrics and wavelet domain statistics. Just like the other methods, the success of this
one was also dependent on the number of cameras selected.
In [24] a similar study was conducted for different sets of cameras. The success
rate for cameras with similar CCD sensor is low. Thus, this method is inadequate to
differentiate cameras of the samemaker.Moreover, this technique requires the cameras
to take pictures of the same content and resolution which is not always practical.
In [25] a genetic algorithm (GA) was used to automatically search for the best
features and a support vector machine (SVM) classifier to identify the source of the
camera by processing different pictures. These results are quite good and proved the
high sturdiness of this technique compared to other kinds of image post-processing.
In [26] a set of experiments using themost common image features ofwavelet, color,
image quality metrics (IQM), statistical features of difference images and statistical
features of prediction errors were used. In the experiments different combinations
of varied types of features were proposed. A SVM were used for the classification.
Authors concluded that some of the feature sets obtain a good average success rates
for non-manipulated images but they were not so good for pictures with different types
of alterations.
In [27] an image source identification technique using statistical models for ridgelet
and contourlet subbands was shown. The experiments show that the features obtained
by contourlet and ridgelet transforms achieve better results than those which are
based on the wavelet transform. After features extraction an algorithm Sequential
Floating Search (SFS) is used to select the features and a SVM for the classification.
The contourlets and ridgelets are not only effective differentiating camera models,
but also to differentiate between natural images or computer generated images, or to
distinguish scanner images of the same manufacturer.
In [28] a method is proposed where the marginal density of the coefficients of the
discrete cosine transform (DCT) in the low frequency coordinates and neighbouring
joint density in DCT was used.
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In [29] a method based on wavelets transform combined with sensor pattern noise
is proposed. It extracts a set of 25 features which are used for a classification with
a SVM. Several experiments were made with a different number of cameras and
images. Authors concluded that the number of images used in the classification does
not significantly affect the average success rate in this approach.
2.2.5 Techniques based on metadata
These are the simplest techniques and the aim of our research, although they strongly
depend on the data the maker inserts as metadata when the picture is taken. Fur-
thermore, this method is the most vulnerable to malicious changes by third parties.
Nevertheless, assuming that it is possible to prove there is no kind of external modifi-
cation, analyzing the large amount of metadata can greatly help the forensic analyst.
Aside from this, metadata can also improve the results of forensic algorithms [30,31].
There are a huge amount of papers referencing the different types of metadata
in pictures for search and classification purposes [24,32–34]. As stated before, these
kinds of techniques, though simplest, depend on themetadata themakermay introduce.
In fact, the most followed specification to identify the source of the camera, Exif [2],
has two specific tags: “Make” and “Model”. Unfortunately filling data in those tags is
not mandatory.
Once the kind of technique or information to handle is chosen, an elaborate algo-
rithm capable of identifying the source of a picture is required, with a high probability
of success. There are several algorithms used for DSCs which must be studied to be
adapted and used for mobile devices like [11–14,17–19,21,23,24,35–37].
In fact, there are currently algorithms and specific methods for mobile devices
[15,16,22,25–29,38–40] which must be analyzed to minimize the likelihood of error.
A detailed comparison of different source identification techniques is presented
in [41].
3 Metadata in images
Metadata is also known as “data about the data”, i.e. relevant information comple-
menting the main content of a digital document.
Each image format has different rules regarding how the different metadata formats
are stored along with the file itself. Each one of these containers has its own format
indicating the stored metadata properties, as well as their order and codification. In
each container there is a separation by semantic criteria. These semantic groups are
divided themselves into individual metadata properties. Each property has some spe-
cific data associated such as strings, numbers or arrays. Some properties, like image
orientation, are not common to the different standard containers. However, others
like copyright strings can be stored in several containers with similar information yet
different semantic or slightly different structure.
The Exif specification is described below. It is the most common specification
among digital cameras [34]. The Exif format defines a set of tagged image file for-
mat (TIFF) tags to describe photographic images. The specification uses existing file
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Table 1 General scheme with markers of a JPEG file
SOI Mark (1–n) SOS Image sata EOI
FFD8 FF Mark number
(1 byte)
Data size
(2 bytes)
Data
(n bytes)
FFDA Data size
(2 bytes)
Data
(n bytes)
Data
(n bytes)
FFD9
formats such as joint photographic experts group (JPEG) [42] and TIFF Rev. 6.0 [43]
and it adds specific tags to them. It is not supported in either JPEG 2000 or PNG.
There are several versions of the Exif specification. Each device supports a version
which includes all previous ones. The Exif version used appears in an additional tag
in the metadata. The last version of the specification is 2.3 from April 2010 [44].
Since the most used format in digital cameras and mobile devices is JPEG, the
elements and data structures of JPEG/Exif are described here.
All JPEG files begin with the binary value 0xFFD8 (start of image, SOI) and end
with 0xFFD9 (end of image, EOI). SOI and EOI are marks with no additional data
unlike the other marks which have a fixed structure and associated data. In a mark,
the “data size” field follows a byte alignment known as “Motorola” (big-endian). It is
important to note that the data size includes the two bytes which indicate the length
itself.
In JPEG format themark 0xFFDA (start of stream, SOS), indicates the beginning of
the image data itself, endingwith EOI. Therefore, a general schemewith the possibility
of n marks for a JPEG picture is shown in Table 1.
The mandatory markers in a JPEG/Exif file are: start of image (SOI), application
marker segment 1 (APP1), define quantization table (DQT), define Huffman table
(DHT), start of frame (SOF), start of stream (SOS) and end of image (EOI). It is also
required the compressed data of the image itself.
Exif information is stored in segment APP1. There is a set of segments APPn not
used by Exif, that can be used by makers to store any other kind of information while
maintaining compatibility with Exif.
Exif uses the APP1marker to avoid conflicts with the APP0marker of the JPEG file
interchange format (JFIF) format. After the size of the APP1 segment we find the value
“Exif” in ASCII characters (‘0x45786966’) followed by 2 bytes ‘0x00’ indicating the
file follows Exif specification.
Exif uses the TIFF structure to store the data. Attributed information is recorded
in tags specified in TIFF [43]. Attributed information specific to Exif is recorded
using private tags reserved on TIFF for this standard. The private tags point to set this
attribute information (Exif image file directory, IFD) which has 2 IFDs:
• 0th IFD: contains information about the image itself.
• 1st IFD: stores everything related to the thumbnail.
The thumbnail is used to preview the image without having to load and display the
full resolution image. The thumbnail can be useful in an image forensic environment
due to:
• The most significant parameters stored in the 1st IFD are: the compression details
such as DQT and DHT, and dimensions of thumbnail.
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• Not all software updates the thumbnail when saving the modified image.
• The process by which a thumbnail is created and stored is a bit different between
camera manufacturers.
4 Binary analysis of images from mobile devices
Once the Exif specification has been introduced and as it is used in most of the mobile
devices and DSCs [34], it has been deemed necessary to perform an analysis of several
pictures taken with mobile devices. The goal is to get a deeper knowledge about the
specification itself and check if it is closely followed by the makers.
Obviously, given the high number of tags Exif has, and since each image only has
a subset of them, some structures and tags have been chosen for the analysis. This
analysis has followed a logical order of structures from higher to lower levels (JPEG
general structure, TIFF header, markers, IFD and specific tags).
The IFD consists of: a 2 byte count (number of fields), 12 byte field interoperability
arrays, and 4 byte offset to the next IFD. Each of the 12 byte field interoperability
consists of 4 elements:
• Tag: Each tag is assigned a unique 2-byte number to identify the field.
• Type: The following types are used in Exif standard: Byte (1), Ascii (2), Short (3),
Long (4), Rational (5), Undefined (7), SLong (9) and SRational (10).
• Number of elements: The number of values in the IFD.
• Offset: This Tag records the offset from the start of the TIFF header to the position
where the value itself is recorder. In cases where the value fits in 4 bytes, the values
itself is recorded. If the value is smaller than 4 Bytes, the values is stored in the 4
Byte are starting from the left.
The structure of each IFD is shown in the Table 2.
For the first analysis we randomly selected two pictures taken from two phones
(Samsung Galaxy S and Sony Ericsson W580i). These pictures had not been altered
in any way.
Initially the files were checked to be JPEG. Through their general structure we see
both files start with value 0xFFD8 (SOI) and end with 0xFFD9 (EOI). In the case
of the Samsung Galaxy S we see the marker APP1 (0xFFE1), followed by its size
0x288E (“Motorola” alignment), i.e. 10882 bytes of data (including the 2 bytes of
length). Thus, APP1 starts at 0x0004 and ends at 0x2892 (this byte not included). In
the case of the Sony Ericsson W580i, we take the marker APP1 (0xFFE1), followed
by the size 0x133D (“Motorola” alignment), i.e. 4925 bytes of data (including the 2
bytes of length). Thus, APP1 in this case starts at 0x0004 and ends in 0x1341 (this byte
Table 2 Structure of IFD tags
Bytes 0–1 Bytes 2–3 Bytes 4–7 Bytes 8–11
Tag Type Number of elements Offset
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Table 3 Analysis of 0th IFD tags
Mobile phone Entry 0th IFD
Bytes 0–1 Bytes 2–3 Bytes 4–7 Bytes 8–11
Samsung Galaxy S 0E01 0200 14000000 9E000000
Image description ASCII 20 158 bytes
0F01 0200 14000000 B2000000
Make ASCII 20 178 bytes
Sony Ericsson W580i 0F01 0200 0E000000 86000000
Make ASCII 13 134 bytes
1001 0200 06000000 A6000000
Model ASCII 6 166 bytes
not included). If we extract the APP1 marker for both pictures, we can see different
results:
• Samsung Galaxy S: Next marker (address 0x2892) is 0xFFDB, which corresponds
to DQT.
• Sony Ericsson W580i: Next marker (address 0x1314) is 0xFFC4, which corre-
sponds to DHT.
With this datawe see that afterAPP1, different images havedifferentmarkers,which
is allowed by Exif. The TIFF header data is stored inside the APP1 marker structure,
where we can see both follow Exif, have “Intel” alignment and offset 0x00000008 to
the first IFD.
Once some markers have been analyzed, we go to the next level, the IFDs. In the
image from the Samsung Galaxy S we will analyze the structure of its first IFD and
the two first tags. Following the TIFF header we find the bytes 0x0C00. As we use
“Intel” alignment these bytes indicate how many entries the current directory has, in
this case, the 0th IFD. Thus, the 0th IFD has 12 entries: The first entry of the directory
0x0E010200140000009E000000 is detailed in Table 3.
Therefore, to get the value of the tag “Image Description” we have to follow the
offset since its size is greater than 4 bytes. As the length is 0x9E from the beginning
of the TIFF header, the tag data starts at address 0xAA. From that byte we take 20
ASCII elements (7-bit ASCII) so the value is “SAMSUNG (12 blanks, 0x00)”, ending
in NULL (0x00) as indicated in Exif.
Looking at the next tag in directory 0th IFD for the same file we find the second
entry is 0x0F01020014000000B2000000, which is detailed in Table 3.
Therefore, to obtain the value of the tag “Make” we follow the offset as the length
is 0xB2 from the TIFF header, the tag value starts at address 0xBE. From that byte
we take 20 ASCII elements so the value of the tag is “SAMSUNG (12 blanks, 0x00)”
ending in NULL (0x00) as stated in Exif. As we can see in Table 3 two different
tags “Image Description” and “Make” can have the same value in an image, but their
information has to be duplicated to comply with Exif.
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Now we will analyze the IFD elements for the Sony Ericsson W580i picture. After
the TIFF header we find bytes 0x0A00. Since it is using “II” (“Intel”) the bytes 0x0A00
indicate how many entries the current directory has, in this case 0th IFD. Thus, 0th
IFD has 10 entries. The first entry 0x0F0102000E00000086000000 is explained in
Table 3.
Therefore, to get the value of the tag “Make” we have to follow the offset. As the
length is 0x86 from the TIFF header, the tag value starts at address 0x92. From that
byte we take 13 ASCII elements so the value of the tag is “Sony Ericsson0x00” ending
in NULL (0x00) as the specification indicates. Looking up the next tag in the directory
0th IFDwe find the next entry 0x1001020006000000A6000000, explained in Table 3.
Therefore, to get the value of the tag “Model” we have to use the offset. As the
length is 0xA6 from the TIFF header, the tag data starts at address 0xB2. From that
byte we take 6 ASCII elements, resulting in the value “W580i0x00” ending in NULL
(0x00), according to Exif specification.
4.1 Anomalies following Exif specification
After performing a similar analysis over thousands of pictures, there have been cases in
which the specificationwasnot followutterly, evenwhen theheader stated theopposite.
These are examples where the maker ensures complying the specs and actually not
following them: In a picture taken with a Samsung Galaxy S, we detect an entry in
directory IFD0 as 0x1001020008000000C6000000, explained in Table 4.
Therefore, according to the offset 0xC6 from the beginning of the TIFF header it
points to address 0xD2, where we find tag “Model” being “GT-I9000” and a length
of 8 as the header stated. It seems right at first, but to be accurate, this image does
not comply 100% with the Exif 2.2, since it claims to be type 2 (ASCII ending in
NULL—0x00) and it is not. To store “GT-I9000” 9 elements are required (8 ASCII
characters + 1 NULL) rather than 8 as stated by the directory entry.
This happens again in the Nokia N70, declared to be compliant with Exif 2.2. The
tags analyzed are: 0xA004 (“Related Audio File”) and 0xA420 (“Unique Image ID”).
Tag entry “Related Audio File” is 0x04A002000100000031005202, whose inter-
pretation is shown in Table 4.
Table 4 Tags 0th IFD with anomalies
Mobile phone Entry 0th IFD
Bytes 0–1 Bytes 2–3 Bytes 4–7 Bytes 8–11
Samsung Galaxy S 1001 0200 08000000 C6000000
Model ASCII 8 198 bytes
04A0 0200 01000000 31005202
Nokia N70 Related Audio File ASCII 1 0x31005202
20A4 0200 01000000 31909504
Unique image ID ASCII 1 0x31909504
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According to Exif specification, tag “Related Audio File” is of type ASCII and has
13 elements, 0x0000000D, but as shown in Table 4, it actually stores 0x00000001,
i.e. 1 element, clearly violating the specification in at least two ways. Firstly, the tag
“Related Audio File” fixes the data size to 13 bytes. Secondly, the specification sets
the minimum data size to 4 bytes.
Once detected the file does not comply with the specification, the store data is
0x31005202. This is 1 in ASCII, followed by null (0x00), R in ASCII and the value
0x02 (STX in ASCII). This can cause problems for programs that extract Exif infor-
mation due to the incoherence. Since these kinds of cases can be numerous, Exif
information interpreters have to agree on a single way to treat this and similar cases.
The options are as follows:
1. In the case of specification violation, the data is not shown, indicating a parsing
error. This option is the most restrictive since it does not allow any ambiguity.
The following options show alternatives which allow the extraction of the informa-
tion at the expense of ignoring the strict compliance of the Exif specification.
2. Extract all ASCII type data until the first null (0x00) is found. This option could
generate errors because if ASCII strings do not end in null, unrelated data could be
shown. In the worst case it could provoke memory overflow if the null character
is not found in any tag.
3. Extract all data knowing only the size of them. This is the least restrictive option
since it would show the ASCII characters even if they did not comply with the
Exif specification.
4. Mix option between 2 and 3. I.e. extract all data knowing the size of each part and
separating them using the null (0x00) as a separator.
5. Extract all tag data ignoring the size. Ie, if the size is less than or equal to 4 bytes,
extract the next four bytes, and if greater than 4 bytes obtain the number of bytes
indicated in the size from the corresponding offset. For treatment of null (0x00) we
must choose between various options: (a) as blanks, (b) ignore (character empty) or
(c) replaced by a special character outside the ASCII range valid for Exif (0–127).
Independent of the way used to show the Exif data, there is a problem in the creation
of the file by the makers as they do not comply with the specification. Therefore, the
option taken (1 or 2) could have important forensic consequences as this kind of
anomalies could be abused by anti-forensic tools.
Another case of anomaly occurs in the same phone (Nokia N70) and in tag “Unique
Image ID”. Specification states it is of type ASCII and with 33 elements. Accord-
ing to the Exif specification, tag “Unique Image ID” is ASCII and has 33 elements,
i.e.0x00000021, but as shown inTable 4 it only stores 0x00000001, that is, one element,
clearly violating the specification, just like in the last case. Once it has been checked
that this file does not comply with the specification, the tag stored is 0x31909504,
taking into account 4 bytes, since the analysis considers that the fifth byte is the begin-
ning of another tag. This fact violates again the specification, since ASCII must end
in null (0x00) and it does not appear in the string. Also, there is another specification
violation since ASCII characters use 7 bits (range 0–127, 0x00–0x7F), so characters
0x90 and 0x95 are fully out of the specification.
13
Theia: a too! for the forensic analysis of mobile devices pictures 
Here we showed sorne examples of anomalies detected after manual analysis, but 
others were found in other pictures and tags such as "Exif version", "Meetering Mode", 
"Exposure Program", "DateTimeüriginal" ,... 
Therefore, we can conclude that many makers do not follow Exifspecifications even 
when stating the opposite in the file, making it prone to problems when extracting the 
metadata through applications, as well as interoperability issues between devices. A 
detailed Analysis of the anomalies detected in metadatas are presented in [45]. 
5 Theia: tool for the forensic analysis of mobile devices pictures 
It is obvious that the Exif metadata retrieval using the binary analysis manually is 
tedious and slow. Therefore, tools are needed for automatic extraction and graphical 
visualization in a user friendly way. 
Theia, the developed application, carries out two levels of picture analysis: individ­
ual and in groups. The former obtains the Exif information of a single picture, finds 
alterations after comparing it to the thumbnail and automatically places it in Google 
Maps and Google Earth (if it has geopositioning info), as shown in Figs. 2 and 3. 
The latter does a picture analysis as a group. Each group is utterly independent. The 
different analysis which can be executed over each group are: picture administration 
(adding or removing pictures), preset queries, modification analysis based on the stored 
thumbnail, advanced queries and image geopositioning. 
• 	Preset queries Allows the creation of queries using Exif tags (and others that the 
application adds to help the forensic analysis) over the images of a selected group. 
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The query groups the pictures by the selected criteria and shows the number of 
pictures in each group, as shown in Fig. 4. 
• 	Analysis ofmodi.fications based on the stored thumbnail lt deems if modifications 
were done on the images of the group after they were taken. This operation occurs 
by the analysis of thumbnail stored on Exif metadata of image. A thumbnail is 
typically no larger in size than a few hundred square pixels, generally on the 
order of 160 x 120 pixels in resolution. This resolution varies across different 
camera manufacturers. The creation process of a thumbnail includes five basic 
steps: crop, filtering operations (blur and sharpen), contrast adjustment and JPEG 
compression. The specifics of these steps depend of camera manufacturers. This 
operation occurs by calculating the root mean square of the comparison of the 
thumbnail in the Exif info with the thumbnail generated from the analyzed image, 
and classifying the pictures into the following categories: without modifications, 
possibly modified and with modifications, represented in green, orange and red 
respectively, as shown in Fig. 5. 
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Fig. 6 Advanced query 
• 	Advanced queries Supports the queries over pictures within a group configuring 
the Exif data to show and the filters to use. That is, it shows the information about 
the pictures of the selected fields matching the values of the configured filters. 
Furthermore, queries can be stored. A general vision is shown in Fig. 6. 
• 	Geopositioning Analogous to the individual image processing there is a feature 
that allows the treatment of geoinformation for a group of images. This option 
grants the selection of sorne or all the pictures with geopositioning info for the 
creation of a map which places them in Google Maps. In the map, pictures are 
grouped by zones, andas the zoom increases, the coordinates are detailed. Figure 7 
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Fig. 7 Google Maps geopositioning of a group of images. (a) Zoom 1(b) Zoom 11 (e) Zoom III (d) Zoom 
IV 
shows an example of the generated map and the process of increasing the zoom in 
a concrete area (from Fig. 7a, d). 
5.1 Comparison with other tools 
To properly establish a comparison of Theia with others, extraction tools and Exif 
metadata editors for JPEG files were taken into account, but it did not exclude other 
related tools. The tools selected are PhotolnfoEx, JHead, ExijTool, Exif Viewer and 
ExifPro Image Viewer: 
• 	 PhotolnfoEx Digital photography program that allows editing or modification of 
certain Exif metadata or Intemational Press Telecornrnunications Council (IPTC) 
[46] from the files in format JPEG and TIFF, and even sorne RA W files. The main 
advantages over Theia are better browsing over the files to examine, the export of 
metadata to Microsoft Excel and Microsoft Word and their printing. 
~ Springer 
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As for disadvantages, there are problems extracting the Exif metadata that may not
be 100% accurate to the specification. As an example, there were pictures with
wrong data in the tag “DateTimeOriginal”. PhotoInfoEx, despite displaying an
error or the string as it is stored, it formats the data internally and shows different
data to those of the image, apparently right when they are not. Moreover, if does
not allow for group analysis, with this being a key aspect, and finally it does not
show any information regarding the thumbnail, so there is no way of knowing if
there were alterations on the original image.
• JHead Powerful command line tool that extracts and edits Exif information from
JPEG files [47]. Its only advantage is that it allows the extraction of IPTC and
extensible metadata platform (XMP) metadata [48], even though they are not used
bymobile devices. Themain drawback is that, like PhotoInfoEx, it does not support
group analysis. The lack of graphical interface makes it difficult to use and it has
no geopositioning functionality in Google Maps or Google Earth and does not
process thumbnails.
• ExifTool This application allows for the extraction and editing of metadata in a
wide range of file formats [49] such as Exif, IPTC, XMP, JFIF. Furthermore, it can
decode maker information (maker note) from lots of cameras. The pros and cons
are the same as those of JHead and so are the conclusions drawn.
• Exif Viewer Firefox browser add-on that can extract Exif, IPTC andXMPmetadata
from JPEG files both local and remote [50]. The main advantage is that it is easy
and quick to install, and to use, quite heavily limited. It allows the geopositioning
in Google Maps, Google Earth, Yahoo! Maps and MSN Maps & Directions. The
main drawback, as in previous cases, is the lack of group analysis. Furthermore,
the way to present the results is poor and not user friendly. Therefore, it is nomatch
for Theia.
• ExifPro Image Viewer Shows a limited amount of tags of Exif information of JPEG
files [51]. The main advantage over all the other tools, including Theia, is the file
browser. It offers a huge amount of possibilities to show, group and sort the pictures
into directories. It is also the most powerful to show individual pictures. However,
regarding extraction and manipulation of metadata, it is the most deprived tool.
It just extracts about twenty Exif tags, which are not clearly presented. It has no
geopositioning processing. It does not support group analysis and does not process
the thumbnail. It has an option to export the Exif info from JPEG files to a text file.
This facilitates the subsequent conversion of the information format to databases
or spreadsheets. Exported data support group analysis, but the application does not
support it directly, and requires the analyst to have advanced computer knowledge.
Therefore, we conclude that this tool is for visualization and classification of
pictures rather than metadata edition. The set of Exif metadata is very limited and
not enough for forensic analysis.
Once Theia is compared to other similar tools, it is possible to conclude that as no
one overmatches it, Theia is the one with higher functionality, power and versatility.
Table 5 shows a comparison table of all examined tools.
None of them have group analysis or better Exif metadata extraction. Theia does
not have the visualization of picture galleries as a main goal, but automates the tasks
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of a forensic analyst regarding metadata as much as possible. This occurs more clearly
in Theia.
6 Analysis of a set of pictures using Theia
In order to evaluate Theia as image forensic tool a number of tests have been config-
ured with two types of image datasets from mobile devices using the functionalities
described before. The goal of these tests is to search of useful data, patterns, image
authentication or statistics about the Exif metadata.
6.1 Pictures dataset
Here are descriptions of two digital images datasets acquired from different source:
• Personal image collection These pictures have been taken from known people
trying to get as much heterogeneity as possible regarding makers and models, as
well as striving to gather as many pictures as we could of each one. The final
collection is formed by 3751 pictures of 10 makes and 74 models. Table 6 show
models grouped by maker with its corresponding number of pictures.
• Internet downloaded images These images were downloaded from Flickr.com (the
popular photo-sharing website). Since we are interested in original images from
mobile devices, it was necessary to eliminate any images that had been edited
or altered by photo-editing software. First, only images tagged as “original” by
Flickr were downloaded. Later, images with the following features were filtered:
same models that personal image collection, 3-channel color JPEG, no duplicate
images (by MD5 hashes comparing), no metadatas tags has been removed, the
tags “modification” and “original” datetime inconsistent and resolution native to
the camera of each mobile device. The final collection is formed by 2019 pictures
of 10 makers and 74 models.
Unlike studies in the references cited, the number of camera models that were used in
the analysis is much greater.
6.2 Analysis of the maker and model information
Since one of Theia targets is to identify the source of the image, “Query Set” is used
to obtain the number of images grouped by maker and model. This analysis was
performed using “Personal Image Collection” dataset. The data is checked in Table 6
to rate what makers do about the inclusion of these two metadata. Results are shown
in Table 7.
As we can see in Table 7 some “IPhone 4” pictures have “IPhone” as model value,
rendering them indistinguishable from those created by the “IPhone” (not IPhone 4),
due to an update of the software. Similarly we can see that Nokia 6085 stores value
“Nokia 0001” as a model. In Nokia N95 66 pictures are stored with value “N95” and
65 with “N95 8GB”, since they are two versions of the same model.
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Table 6 Mobile phones
classified by maker and model
from “Personal Image
Collection” dataset
Make Model Total
Apple Ipad 2 (A1) 19
iPhone (A2) 24
iPhone 3G (A3) 51
iPhone 3GS (A4) 82
iPhone 4G (A5) 49
HP iPAQ hw6515 (B1) 35
IPAQ RX3000 (B2) 35
HTC 8900 (C1) 38
Desire (C2) 41
Desire HD (C3) 162
droid Incredible (C4) 32
Droid Incredible 2 (C5) 27
Evo 4G (C6) 38
Hero (C7) 59
MyTouch 4G (C8) 41
TyTN ii (C9) 59
Vodaphone HTCMagic (C10) 40
LG CU720 (D1) 31
KF750 (D2) 15
KU990 (D3) 30
Ku990i (D4) 144
Rumor (D5) 26
VX-8550 (D6) 13
VX9700 (D7) 30
Nokia 5230 (E1) 19
5300 (E2) 100
5530 (E3) 31
5800 (E4) 28
6020 (E5) 30
6085 (E6) 9
6110 Navigator (E7) 35
6120 Clasic (E8) 20
6210 Navigator (E9) 29
6230i (E10) 21
6300 (E11) 133
6303 classic (E12) 35
6600 (E13) 36
E61i (E14) 36
E71 (E15) 5
N70 (E16) 16
N8 (E17) 32
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Table 6 continued
Make Model Total
N95 (E18) 131
N96 (E19) 52
N97 (E20) 37
N97 mini (E21) 54
Palm Centro (F1) 28
Pre (F2) 20
Treo 680 (F3) 22
Research In
Motion
BB 8100 (G1) 38
BB 8300 (G2) 31
BB 8320 (G3) 16
BB 8330 (G4) 34
BB 8520 (G5) 213
BB 8900 (G6) 37
BB 9000 (G7) 32
BB 9550 (G8) 30
BB 9630 (G9) 31
BB 9800 (G10) 30
Samsung Caliber (H1) 8
Captative (H2) 24
Galaxy 3 (H3) 33
Galaxy S (H4) 15
Galaxy S II (H5) 30
H1 (H6) 6
Omnia 7 (H7) 37
Pixon (H8) 30
SGH-F250L (H9) 4
Start (H10) 39
Wave (H11) 17
Sony Ericsson C702 (I1) 79
C905 (I2) 40
K550i (I3) 13
LT15i (I4) 11
Satio (I5) 61
T707 (I6) 102
Vivaz (I7) 16
W580i (I8) 158
W705 (I9) 21
W800i (I10) 39
W910i (I11) 7
X10 Mini (I12) 10
Z610i (I13) 61
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Table 6 continued
Make Model Total
Motorola Atrix MB860 (J1) 35
Backflip mb300 (J2) 47
Cliq (J3) 30
Defy mb525 (J4) 22
Droid (J5) 31
Droid X (J6) 79
Droid X2 (J7) 54
W377 (J8) 20
Table 7 Analysis results about
maker and model information
Dataset model Exif information
Make Model Total
Apple
A1 Apple iPad 2 19
A2 Apple iPhone 24
A3 Apple iPhone 3G 51
A4 Apple iPhone 3GS 82
A5 Apple iPhone 4 45
Apple iPhone 4
HP
B1 HP iPAQ HW6515 35
B2 HP iPAQ rx3000 35
HTC
C1 HTC-8900 HTC-8900 38
C2 HTC HTC Desire 41
C3 HTC Desire HD 162
C4 HTC ADR6300 32
C5 HTC ADR6350 27
C6 HTC PC36100 38
C7 HTC HTC Hero 59
C8 HTC myTouch 4G 41
C9 HTC HTC_TyTN_II 59
C10 HTC HTC Magic 38
Vodafone HTC Magic 2
LG
D1 LG ELECTRONICS CU720 31
D2 LG Electronics KF750 15
D3 LG Electronics KU990 30
D4 LG Electronics KU990i 144
D5 LG Electronics RUMOR 26
D6 LG Electronics VX-8550 13
D7 LG Electronics VX-9700 30
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Table 7 continued
Dataset model Exif information
Make Model Total
Nokia
E1 Nokia 5230 19
E2 Nokia 5300 100
E3 Nokia 5530 31
E4 Nokia 5800 Xpres 28
E5 30
E6 Nokia 0001 9
E7 Nokia 6110 35
E8 Nokia 6120c 20
E9 Nokia 6210 Navig 29
E10 21
E11 Nokia 6300 133
E12 Nokia 6303 classic 35
E13 Nokia 6600i-1c 36
E14 Nokia E61i 36
E15 Nokia E71 5
E16 Nokia N70-1 16
E17 Nokia N8-00 32
E18 Nokia N95 66
Nokia N95 8GB 65
E19 Nokia N96 52
E20 Nokia N97 37
E21 Nokia N97 mini 54
Palm
F1 Palm Centro 28
F2 Palm Pre 20
F3 Treo 680 22
Research In Motion
G1 RIM BlackBerry 8100 Series 38
G2 Research In Motion BlackBerry 8300 31
G3 Research In Motion BlackBerry 8320 16
G4 Research In Motion BlackBerry 8330 34
G5 Research In Motion BlackBerry 8520 213
G6 Research In Motion BlackBerry 8900 37
G7 Research In Motion BlackBerry 9000 32
G8 Research In Motion BlackBerry 9550 30
G9 Research In Motion BlackBerry 9630 31
G10 Research In Motion BlackBerry 9800 30
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Table 7 continued
Dataset model Exif information
Make Model Total
Samsung
H1 SAMSUNG SCH-R860 8
SAMSUNG SPH-M570 8
H2 SAMSUNG SGH-I897 24
H3 SAMSUNG GT-I5800 33
H4 SAMSUNG GT-I9000 15
H5 Samsung GT-I9100 30
H6 SAMSUNG Vodafone 360 Samsung H1 6
H7 SAMSUNG GT-I8700 37
H8 SAMSUNG GT-M8800 30
H9 SAMSUNG SGH-F250L 4
H10 Samsung GT-S5230 39
H11 SAMSUNG GT-S5333 17
Sony Ericsson
I1 Sony Ericsson C702 79
I2 Sony Ericsson C905 40
I3 Sony Ericsson K550i 13
I4 Sony Ericsson LT15i 11
I5 Sony Ericsson U1a 26
Sony Ericsson U1i 35
I6 Sony Ericsson T707 102
I7 Sony Ericsson U5i 16
I8 Sony Ericsson W580i 158
I9 SONY ERICCSON W705 21
I10 Sony Ericsson W800i 39
I11 Sony Ericsson W910i 7
I12 SEMC X10a 10
I13 Sony Ericsson Z610i 61
Motorola
J1 Motorola MB860 35
J2 Motorola MB300 47
J3 Motorola MB200 30
J4 Motorola MB525 22
J5 Motorola Droid 31
J6 Motorola DROIDX 79
J7 Motorola DROID X2 54
J8 Motorola C261 20
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With regards to Palm se we see that models “Treo 680” and “Centro” have NULL
in tag “Make”.
The first conclusion of this analysis is positive since it is possible to see a high rate
of compliance by makers when they store maker and model values although in some
cases, this may not be completely right.
Another important aspect of this analysis is the lack of uniformity of the makers
when they store maker and model information in Exif tags, since they do not always
use the same string for make and even sometimes they use the same string for different
models (as in IPhone and IPhone4), which can be prone to mistakes during the identi-
fication. For instance, Sony Ericsson uses either “SEMC”, “Sony Ericsson” or “SONY
ERICCSON” depending on the model to store the make, and “Research In Motion”
uses in “BlackBerry” models either the string “RIM” or “Research In Motion”. In
addition, mobiles designed by a specific mobile company like HTCMagic which have
amodel for Vodaphone store this name in the tag “Make”, which is crucial information
from a forensic point of view as it reveals sensitive data about the user.
We used “AdvancedQuery” to identifywhich pictures do not havemaker andmodel
information. The result shows those pictures, all from the “Nokia 6020” and “Nokia
6230”.
This analysis was repeated using “Internet Downloaded Images” dataset. Later, the
results of both analysis were compared. It was found that images with value empty in
tag “Software”, have the same characteristics to “Personal Image Collection” dataset.
The similarities among them are:
• Tags enabled in both datasets are the same.
• The errors committed by the manufacturer to store some tags are the same in both
datasets.
• Make and Model tags are similarly stored. However, this does not occur if the
owner of the mobile personalizes this information from the device itself.
6.3 Image and Exif tags information
Analyzing the Exif tags in blocks “Image Info” and “Exif Info”, we studied using
“Query Set” those pictures with no information in any of those fields. This analysis
was performed using “Personal Image Collection” dataset. The result of this is that all
images have information in both fields.
Furthermore, in block “Image Info” field “SoftwareUsed” is analyzed using “Query
Set”. This field may be relevant for forensic analysis since it may reveal data such
as the software used when creating the image. Results report uniformity in version
naming for each maker. Notwithstanding this, there is strong disagreement among the
different makers. Also, the software used varies among different mobile operators for
a givenmodel. For instance, in a Sony EricssonW580i tag “Software Used” has values
such as “R8BE001 prgCXC1123474_ORANGE_LA 0.0” (Orange) and “R8BE001
prgCXC1123362_GENERIC_L 0.0” (for any other operator).
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6.4 Analysis of the GPS information 
Analyzing the Exif tags in block "GPS Info" using "Personal Image Collection" 
dataset, we examined the pictures with no information here. This analysis is sub­
jective since it depends on whether the terminal had integrated GPS, the user had it on 
and allowed the insertion of GPS information when the picture was taken. Neverthe­
less, results state that 2918 of the checked pictures had no GPS information whilst 823 
did have. Later, we studied pictures with GPS info but without latitude and longitude 
and 191 were obtained. Using "Advanced Query" 144 LG KU990i were detected, as 
well as 16 Sony Ericsson Vivaz, 30 Motorola Droid x and 1 Sony Ericsson Satio. 
Regarding LG KU990i, its technical specifications indicate it has no GPS system, 
but even so it stores, in ali images, a tag "GPSVersionID" with the value "Version 
2.3", which is not mandatory without GPS information. Sony Ericsson Vivaz and Sony 
Ericsson Satio do have GPS (specifically A-GPS). Sony Ericsson Vivaz allows to geo­
tag the pictures but does not store the corresponding GPS information, whilst Sony 
Ericsson Satio stores the tags "GPSVersionID" with value "O.O", "GPSAltitudeRef" 
with value "Sea level" and "GPSAltitude" with value "O". 
This last case may be because the picture was taken with the A-GPS off, or the user 
did not allow the inclusion of GPS information in the image. Regardless, it makes no 
sense to fill in the three tags with apparently invalid data. 
The 632 images with geopositioning data can be seen in Fig. 8. 
6.5 Thumbnail information analysis 
As is discussed above, the thumbnail is a copy of the original image but smaller in 
size. The thumbnail is stored in the IFD 1 of the JPEG file. Having this thumbnail is a 
great step forward to forensic analysis, because the original image can be manipulated 
and we can obtain conclusions with the thumbnail analysis. The Exif specification 
~ Springer 
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Table 8 “Thumbnail Info”
analysis
Make Model Thumbnail Total
No Yes
Apple ipad 2 13 6 19
Iphone 5 19 24
Iphone 3g 2 49 51
iphone 3GS 19 63 82
iphone 4g 49 49
Research In Motion BB 8100 38 38
BB 8300 31 31
BB 8320 16 16
BB 8330 34 34
BB 8520 213 213
BB 8900 8 29 37
BB 9000 29 3 32
BB 9550 30 30
BB 9630 31 31
BB 9800 30 30
HP iPAQ hw6515 35 35
iPAQ rx3000 35 35
HTC 8900 2 36 38
desire 13 28 41
desire hd 4 158 162
droid incredible 14 18 32
Droid Incredible 2 20 7 27
evo 4g 11 27 38
Hero 59 59
myTouch 4G 5 36 41
tyTN ii 28 31 59
vodaphone htc magic 6 34 40
LG CU720 31 31
KF750 1 14 15
KU990 30 30
ku990i 144 144
rumor 5 21 26
VX-8550 13 13
VX9700 30 30
Motorola Atrix mb860 1 34 35
backflip mb300 1 46 47
Cliq 1 29 30
Defy mb525 2 20 22
droid 31 31
droid x 79 79
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Table 8 continued
Make Model Thumbnail Total
No Yes
Droid x2 54 54
W377 20 20
Palm Centro 28 28
Pre 4 16 20
Treo 680 22 22
Nokia 5230 19 19
5300 12 88 100
5530 31 31
5800 28 28
6020 30 30
6085 9 9
6110 Navigator 35 35
6120 Clasic 20 20
6210 Navigator 2 27 29
6230i 6 15 21
6300 7 126 133
6303 classic 35 35
6600 36 36
E61i 36 36
e71 5 5
N70 16 16
N8 32 32
N95 65 66 131
N96 2 50 52
N97 1 36 37
N97 mini 54 54
Samsung Galaxy S II 30 30
Galaxy S 15 15
Caliber 3 5 8
Captative 24 24
Galaxy 3 1 32 33
H1 6 6
Omnia 7 37 37
Pixon 30 30
SGH-F250L 4 4
start 39 39
Wave 2 15 17
13
Theia: a tool for the forensic analysis of mobile devices pictures
Table 8 continued
Make Model Thumbnail Total
No Yes
Sony Ericsson C702 11 68 79
c905 40 40
k550i 1 12 13
LT15i 11 11
Satio 1 60 61
T707 102 102
vivaz 16 16
W580i 158 158
W705 21 21
w800i 4 35 39
w910i 4 3 7
X 10 Mini 10 10
Z610i 61 61
allows the file to store a thumbnail image used to index the main image. The Exif 2.3
specification does not require images to have a thumbnail, but it does recommend it.
This type of deficiency is common and it is found in many models. There are cameras
and models that store the thumbnail in Maker Notes tag, however in the different
analysis we have not found any photo to have this characteristic.
Then, two types of analysis with thumbnail stored in the Exif metadata of an image
are performed: (1) Analysis of thumbnail information stored in Exif metadata in the
block “Thumbnail Info”. (2) Modification detection analysis on images performed
after its capture.
6.5.1 Analysis of thumbnail information in “Thumbnail Info”
This analysis was performed using “Personal Image Collection” dataset. The Exif
tags in “Thumbnail Info” were examined using “Query Set” to find out what images
had no information regarding thumbnails. The result shown in Table 8 reveals that
2883 images (76.85%) have thumbnail information and 868 (23.16%) have not,
of which 456 (52.53%) belong to maker Research In Motion. Through this analy-
sis it was proved that Research In Motion did not store a thumbnail in the Exif
information in models before BB 8900. Furthermore, some specific models from
makers such as Palm Centro, Treo 680, HP iPAQ hw6515, Motorola W377, Nokia
6020 and Nokia 6085 have no thumbnail at all. The use of thumbnails is rec-
ommended in Exif, so not having them, while not against the standard, is fairly
unusual.
Another type of analysis to identify the compression used on the thumbnail should
be noted. The thumbnail can be in a compressed or uncompressed format as long as
the main image format is compressed (for instance, the JPEG format). In the case that
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R esized Modifie d l rnage Orig ina l T hurnbnail Gen e r ated Thurnb nail 
~. - -
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Fig. 9 Example of modified images 
the main image is in an uncompressed format, the thumbnail can only be stored in 
an uncompressed format. However, if the image has compressed JPEG format, the 
thumbnail may not. The result of this shows that 100 o/o of thumbnails are in JPEG 
compressed format. This analysis was performed using "Personal Image Collection" 
and "Internet Downloaded Images" datasets. 
6.5.2 Modi.fication Detection Analysis 
First, an analysis with several images to verify that the thumbnail can be used reliably 
for image authentication. 20 pictures of different mobile devices were selected from 
~ Springer 
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Original Thumbnail Generated Thumbnail Oifferences RMS 
1,56 
3.75 
4,99 
Fig. 10 Not modified images (RMS < 5) 

Oñginal Thumbnail Gen«ated Thumbnail DiffHences RMS 

5.28 
13.03 
24.75 
Fig. 11 Possibly modified images (RMS between 5 and 25) 
"Personal Image Collection" dataset. 10 of these images were modified with one 
of the fo llowing types of changes: retouching, composition and copy/move regions 
or objects. The tools used to edit pictures were Photoshop CS5 and Gimp. Then, 
thumbnail tags ("JpegIFOffset" and "JpegIFByteCount") and "Thumbnail Info" block 
were extracted from the Exif metadata of original images and, subsequently, were 
~ Springer 
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Original Thumbnail Generated Thumbnail Differences RMS 
58.93 
51 .79 
27.50 
46.38 
71 .93 
37.24 
Fig. 12 Modified images (RMS > 25) 
replaced in the corresponding tags of the Exif metadata of the modified image. Finally, 
Theia was used to detect modified images among the 20 selected images. 
Figure 9 shows sorne images that have been manipulated to perform this analysis. 
The Figure shows the resized modified image, the original thumbnail extracted from 
~ Springer 
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Table 9 Analysis results of modified images
Classification Observation DatasetA DatasetB
Without Thumbnail 872 0
Rotated image 5 279
Not modified (RMS < 5) Different size 131 0
Same size and orientation 186 683
Rotated image 26 255
Possibly modified (5 ≤ RMS ≤ 25) Different size 428 0
Same size and orientation 1881 419
Rotated image 2 157
Modified (RMS > 25) Different size 100 0
Same size and orientation 120 226
Total 3751 2019
the Exif metadata and the generated thumbnail using Theia from the content of the
modified image.
The results showed a 95 % accuracy in the modified images detection process. This
analysis was based on the calculation of the RootMean Square (RMS) and its resulting
values were divided into three groups: “without modifications” for those images with
RMS under 5, “possibly modified” for those with RMS between 5 and 25, and “with
modifications” for those with RMS over 25. Figures 10, 11 and 12 show a group of
images of each kind obtained through this analysis.
Lastly, an analysis ofmodification identificationwasmade comparing the thumbnail
in the Exif information to the thumbnail generated from the image. This analysis was
performed using “Personal Image Collection” (A) and “Internet Downloaded Images”
(B) datasets. The result of this analysis canbe seen inTable 9. In the comparisonprocess
of the two thumbnails (generated and extracted from theExifmetadata)Theia check the
parameters of both thumbnail according to the Exif 2.3 standard, and then, this infor-
mation is added as an observation (this information is shown in column 2 of Table 9).
6.6 Analysis of the maker note information
Here the “Maker Note Info” Exif tags is reviewed, searching with “Query Set” those
images without information of this kind. Results show that 0% of them have “Maker
Note Info” data. This implies makers currently do not insert any information, although
this statement requires a deeper study in order to extrapolate it to all mobile devices.
6.7 Analysis of the interoperability information
After analyzing the Exif tags in the “Interoperability Info” block, using “Query Set”
we found that 2082 images had this information, while 1669 did not.
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7 Conclusions and future work
Concerning Theia, there have been differences shown with other tools regarding
metadata extraction. Other applications allow a wider range of metadata formats. Nev-
ertheless, most images in mobiles have a JPEG/Exif format, and thus Theia presents
no great disadvantages regarding that aspect.
The main advantage we can spot is that Theia has to meet the needs of a forensic
analyst as a main target. No other application has been found that can compete in this
aspect since they cannot perform the following operations:
• Image analysis in groups, the revised tools only offer metadata information of
individual images.
• Compare the thumbnail stored in the Exif metadata of each image in order to find
modifications performed after the photos were taken.
• View in Google Maps as a group.
Regarding the studies we carried out comparing our tool with similar ones, it should
be noted that they have been performed using our own dataset which is a sample of the
entire universe of brands and models of current mobile devices rather heterogeneous
and numerous.
Wemust never forget that all analysis performed over Exifmetadata is unfortunately
vulnerable to malicious modifications by third parties. Moreover, identification of
the source of the image using the metadata totally depends on its insertion by the
manufacturer. This creates the need for the application of more robust techniques to
properly identify the source based on the content of the image itself rather than its
metadata. Nonetheless, metadata gives useful information for the forensic analyst such
as geopositioning, now impossible to deduce just by the contents of the image and the
evidence of subsequent modifications after taking the photo, based on its thumbnail.
We therefore conclude that it is necessary to add new techniques to identify the source
of an image, but the functionalities which deal with Exif metadata are also deemed
essential.
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ABSTRACT 
The increased diffusion of digital images generated by mobile devices through social networks, personal 
and professional communications, etc. is self-evident. This creates potential problems because sorne of 
these images may be used as supporting evidence for different criminal cases. In this paper, algorithms are 
proposed based on sensor noise and wavelet transforms which can alter the information which is usually 
employed to find the source of an image, and forge it so that it could point to a different, unrelated device. 
In the state of art we will show that there are already sorne algorithms capable of carrying out these 
manipulations, but they generally need much more and more complex data than our proposal. They also 
generally need physical access to the camera whose generated images you want to tamper. Our proposal 
algorithm to destruct the image identifiable data, only needs the picture which will be anonymized. Also, 
our proposal to forge the image identifiable data only needs a set of photos from the attacker camera, 
and the picture to be tampered. In particular, it <loes not need access to the camera that will be falsely 
linked to the picture. These scenarios are the most common and realistic. The algorithms proposed will 
help to strengthen existing techniques and develop new forensic approaches for mobile image source 
identification that will be more robust against attacks. 
© 2016 Elsevier B.V. Ali rights reserved. 
t. lntroduccion 
lt has never been so easy to alter images as it is today, given 
the existence of powerful and sophisticated software for image 
processing and manipulation. This ease raises questions about the 
integrity of images and their validity as forensic evidence. 
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At present, mobile devices (phones, smartphones, PDA's, 
tablets, etc.) sales are still rising even with the impact ofthe global 
financia! crisis. Nowadays, it is usual to see how pictures from 
mobile devices are taken and used for a wide variety of situations 
(personal life, news, legal evidence, mobile phone applications, 
etc.) A further consequence of digital images widespread use is 
that they are used today as silent witnesses in legal proceedings, 
frequently being a crucial piece of evidence of the crime [ 1 ]. 
Consequently, many areas may benefit from stronger image 
forensics, such as the fight against child pornography, piracy, and 
other crimes such as kidnapping. 
For these reasons, digital image forensics have become a topic of 
interest in recent years. lmage forensic analysis arises with the idea 
Please cite this article in press as: L.J. Ga rcía Villalba, et al., A PRNU-base<l counter-forensic method to manipulate smartphone image source identification techniques, 
Future Generation Computer Systems (2017), http://dx.doi.org/10.1016/j.future.2016.11.007 
2 
ARTICLE IN PRESS 
LJ. Garda Villalba et al./Future Generation Computer systems •tm•J••-•• 
of restoring the reliability of digital images which otherwise could 
be considered very easily modifiable. Just as most fields of study 
have a countercurrent, in this case, people like spies, criminals or 
scammers make elforts to manipulate images far their own benefit. 
They use the knowledge of digital image farensics with the aim of 
deleting or even supplanting the fingerprints or t races that are used 
to determine the image source. Many of the farensic algorithms in 
the literature were not designed to be robust against such behavior, 
andas a result they are easy to faol. In the same way, image farensic 
methods may benefit from studies like us on attack techniques, 
with the purpose of strengthening next generation algorithms. 
2. Image acquisition process in a digital camera 
To understand digital image farensics it is essential to know in 
detail about the image acquisition process in digital cameras. This 
process is summarized in Fig. 1. 
In arder to generate a digital image, first the lens system 
collects light from the scene controlling exposure, facus, and image 
stabilization. Then the light enters the camera through the lens, 
and it goes through a combination of filters ( at least the infra­
red and anti-aliasing filters) to ensure maximum image quality. 
In arder to produce a color image the Color Filter Array (CFA) is 
used. After that, light is facused onto the imaging sensor that is 
an array oflight-sensing elements called pixels. After light impacts 
against pixels they generate an analog signa! proportional to the 
intensity of light received, which is converted into a digital signa! 
to be processed by the Digital Image Processor (DIP). Finally, the 
complete final image is farmed by the DIP, which perfarms sorne 
operations such as demosaicing, white point correction, gamma 
correction, compression, etc., aiming to produce a visually pleasing 
image. 
3. lmage source acquisition identification techniques 
Forensic analysis of digital images can be mainly divided into 
two branches [2): tamper detection and image source acquisition 
identification. The first of these tries to discern if an image has 
suffered any kind of alteration after its creation, that is, to detect 
whether the image has been manipulated. The second research 
area has the aim of identifying the type or class of the device used 
far image acquisition. 
This paper facuses on attacks against one of the main 
techniques in the field of source identification: sensor noise 
analysis. Therefare, we will briefly show aspects about image 
source acquisit ion identification and present the state of the art on 
the use of sensor noise. 
Far designing techniques and algorithms in any of these areas 
we will take advantage of sorne special features faund on images 
created by mobiles, features that serve as a fundamental basis far 
farensic analysis. In [3.4) a study ofthe multiple features that may 
be subject to farensic analysis on mobile devices is presented. 
Regarding the area of source identification, the studies con­
ducted so far are basically divided into faur groups depending 
on the type of infarmation they use far identification [3): those 
based on the lens system aberrations, the ones based on the CFA 
choice and the specification of the color interpolation algorithms, 
those based on image characteristics (color, quality metrics and 
frequency domain) and the ones that employ on sensor noise. In 
addition to the above there is another group of techniques based 
on metadata. 
Digital cameras have a powerful source of infarmation which 
is the embedded metadata in digital images files. These metadata 
provide relevant infarmation to supplement the main content of 
a digital document. Techniques based on the image metadata are 
the simplest. There are plenty of studies facused on the dilferent 
types of metadata, both far fi nding infarmation and far image 
classification [5- 8). Metadata can also be used as input or aid 
far other farensic techniques. Far instance, in the application of 
content-based image techniques, Exchangeable image file format 
(Exif) metadata can provide a large number and variety of technical 
infarmation, which may allow an increase in the success rates 
or improve the results of the application of certain farensic 
algorithms [9- 11 ). However, these techniques depend largely in 
the metadata inserted by manufacturers when the image is created 
and the correction. In [12) authors make an in-depth study on this 
tapie. Moreover, this method is the most vulnerable to malicious 
alterations. 
The techniques based on sensor noise are mainly divided into 
two categories: pixel defects and Sensor Pattem Noise (SPN). The 
first one studies the pixel defects, hot pixels, dead pixels, the 
row or column defects and the group defects. In the second 
technique a pattern is constructed by averaging multiple residual 
noises obtained by a noise removal filter, and the presence of the 
pattern is determined by applying a classification method such as 
correlation or Support Vector Machine (SVM). 
Geradts et al. [13) examine Charge Coupled Device (CCD) pixel 
defects but their approach is not fully relevant in our case 
Complementary Metal Oxide Semiconductor (CMOS), which will be 
later explained. This technique includes point defects, hot points, 
dead pixel, pixel traps and cluster defects. They noted that each 
one of the cameras had a dilferent defect pattern. Nevertheless, 
they also concluded that the number of defects dilfered between 
pictures and varies greatly depending on the contents of the image 
and temperature. Finally, the study faund that cameras with a 
high-end CCD did not have this kind of problem at ali, meaning that 
not ali cameras suffered from this issue. lt is also true that most 
cameras have additional mechanisms to compensate far this kind 
of problem. 
Lukas et al. [14) propase a method based on the Pixel Non­
Uniformity (PNU), which is a great source far the retrieval of 
noise patterns, allowing them to identify sensors and therefare the 
source camera. However, the result far pictures of dilferent sizes 
and far cropped images was not satisfactory [3). 
Costa et al. [15 ) postulate an approach far source camera 
attribution considering an Open Set scenario, which means that full 
access to ali possible source cameras cannot be taken far granted. 
This propasa! comprises three strands: definition of regions of 
interest, feature characterization, and source camera attribution. 
Dilferent regions of the images can contain different infarmation 
about the fingerprint of the source camera. This approach, in 
contrast to others, considers dilferent areas of interest and not just 
the central region of the image. lt is assumed that these regions 
coincide with the principal axis of the lens and should have more 
scene details because amateur photographers usually facus the 
object of interest in the center of the lens. An important aspect 
to note from this kind of region characterization is that it allows 
the comparison of images with different resolutions without color 
interpolation artifacts, and it is not necessary to do zero-padding. 
The technique of this paper uses the SPN of the images and it 
extracts a set of 36 features which are used far further classification 
using SVM.[16) is an extension of [15), where new image source 
acquisition identification experiments are carried out using a much 
larger number of cameras ( 400) in comparison with other state of 
the art works. 
In [17) authors study recent developments in the field and 
pro poses the mixture of two techniques (sensor imperfections and 
wavelet t ransfarms) to get better source identification of images 
generated with mobile devices. 
In [18) a method far image source acquisition identification 
based on Photo Response Non Uniformity (PRNU) noise features ex­
traction, which uses SVM machine far classification, is presented. 
This work is based specifically on mobile devices images. 
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Authors in [19] use the pattern noise of an imaging sensor to 
classify digital photographs according to the source smartphone 
from which they originated. 
In (20] authors present a proposal for clustering of images 
according to their source acquisition based on the combination of 
hierarchical and flat clustering and the use of SPN noise. 
4. Attacks on digital image forensics 
In contrast to the prominent role of digital images in our society 
today, research in the field of image authenticity is still in a very 
preliminary stage. Most publications in this emerging field still Iack 
rigorous and robust discussions against strategic counterfeiters, 
who anticipate and try to fool the use of forensic techniques (2 ]. 
The area in charge of studying attacks on imaging forensic 
techniques is known as counter-forensics. Attacks on digital 
image forensic algorithms are aimed at systematically confusing 
or misleading the procedures for identifying the source of an 
image or detecting malicious image manipulations. These attacks 
could have one of the following goals: camouflage malicious 
post-processing of images or manipulating the image source 
identification. 
With respect to the aim of manipulating the image source 
identification, as well as for the process of source identification, 
the sensor noise extracted from images is generally used. A Iogic 
counter for this technique consists in removing ali the sensor noise. 
Taking a step further, one could also think of the possibility of 
removing the sensor noise and replacing it with the sensor noise 
belonging to another camera. Therefore this goal can be divided 
into two branches: destruction of image identity or forgery of 
image identity. 
Below, sorne of the general concepts of each of these three 
goals of counter-forensics will be treated, aswell as sorne proposed 
solutions. 
4.1. The post-processing camouflage 
These techniques are designed to hide that dilferent processes 
have been applied to an image. This is achieved by analyzing the 
traits Ieft by processes on the image during their application, in 
order to counter them. 
In (21 ] the dependencies introduced during the resizing or 
rotating process of digital images are examined in detail. 
In (22] authors study the statistical coefficients of joint 
Photographic Experts Group UPEG) to detect recompression. 
In (23] the phase congruence is analyzed to detect image 
composition done by cutting and pasting parts of dilferent images. 
In (2] a proposal to hide resampling, which is the process of 
resizing images with interpolation, and extremely common in 
operations like scaling and rotating images. Resampling detector 
algorithms are based on the search for periodic and systematic 
dependencies between neighboring pixels, as these are inserted 
when applying the resampling operation. To hide resampling 
it is necessary to break the periodic equidistance introducing 
geometric distortions, also known as watermark attacks. In this 
case, a random distortion vector is overlapped in each pixel 
position where a parameter determines the distortion degree 
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Fig. t. Image acquisition process in a digital camera. 
introduced. To avoid creating visible noise features in the image, 
the distortion strength should be modulated using two edge 
detectors, one vertically and the other horizontally. 
In (24] the features introduced in the JPEG compression process 
are studied and a method for detecting JPEG traces is proposed, 
even when anti-forensics aspects are taken into account in the 
compression. 
In (25 ] a method to detect image splicing is proposed. Finally, 
in (26] a complete and detailed survey about passive image forgery 
detection techniques can be found. 
4.2. Destruction of image identity 
In (2] it was shown that the simple subtraction of wavelet 
domain characteristics of the images is not sufficient to eliminate 
noise in an image, and also that this procedure Ieaves visible traces 
on the resulting image. There is another well-known method for 
removing noise from an image called flatfielding, and this method 
is typically used in astronomy or planes scanning, to improve 
image quality. 
The flatfielding is based on the main components of image 
noise: the Fixed Pattern Noise (FPN) and the PRNU. There are several 
sources of imperfections and noise introduced at different stages 
of the creation pipeline of an image. Even if an uniform and fully 
lighted picture is taken, it is still possible to see small changes in 
the intensity between pixels. This is due to the shot noise being 
random and, in Iarge part, the pattern noise being deterministic 
and being approximately equal if several pictures of the same scene 
are taken. 
The noise pattern of an image refers to any spatial pattern that 
does not change from one image to another. This noise is composed 
of the spatial noise, which is independent of the signal named 
FPN; and also of the difference in the response of each pixel to 
the incident signal, known as PRNU. The noise pattern structure 
is shown in Fig. 2. 
Noise FPN is generated by the dark current and it also depends 
on exposure and temperature. Since the fixed noise pattern is an 
independent additive noise, sorne cameras automatically remove 
it by subtracting a dark frame to the generated images. Noise 
PRNU is the dominant part of the sensor noise pattern of an 
image, and it is a multiplicative noise dependent Noise PRNU is 
mainly formed by the non-uniformity of pixel PNU and by the Iow 
frequency defects as zoom settings and light refraction in the dust 
particles and tenses. Noise PNU is the light sensitivity difference 
between pixels of the sensor array. lt is generated by the Iack of 
homogeneity of the silicon wafers and by the imperfections during 
the sensor manufacturing process. Due to its nature and origin, 
it is very unlikely that even sensors from the same wafer will 
have PNU correlated patterns. This noise is not alfected by ambient 
temperature nor by humidity. Noise PNU is usually more common, 
complex and significant in CMOS sensors, dueto the complexity of 
pixel array circuitry. 
The FPN noise is calculated in terms of a dark frame d (Eq. ( 1 )) 
averaging N images Xdark taken in a completely dark environment 
that can be emulated by completely covering the camera Iens. That 
is to say, the Eq. ( 1) computes the dark frame d. 
1 (1) d = "N :~:::>darle · 
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The PRNU noise is calculated in terms of a flatfield f (Eq. (2)) 
averaging L images Xtigfrted from homogeneously lighted scenes. 
lt is necessary to eliminate the noise FPN from the L images by 
subtracting the dark frame d befare computing the average. 
1f = LL (xligltted - d) · (2) 
L 
As described in [14,2), attackers may try to avoid the correct 
source identification since it is possible to delete and to remove 
image fingerprints. The fingerprint subtraction from an image 
x taken with a specific camera is computed with the Eq. (3) 
subtracting a dark current d to the original image x and then 
dividing the result by the flat frame f . x is the image with its 
fi ngerprint subtracted. 
x - d 
x= - ¡- · (3) 
Despite the fact that the results obtained with this technique 
are good, it has sorne drawbacks: 
• Performing a perfect flatfielding with a large number of photos 
is difficult because the parameters to compute the PRNU and 
FPN must match the parameters from the victim picture. 
• The proposal assumes that the attacker can access the source 
camera of the image x to generate the dark and the flat frames, 
this scenario is not clase to reality. 
There are other less robust possibilities to destroy image 
identity which in sorne cases may be effective because they do not 
need extra images from the source camera. However, instead of 
this facility the image quality could be reduced and sorne visual 
features could be introduced into images. Examples of this kind of 
technique are: rotating the image a few degrees, scaling the image 
or applying a Gaussian filter that blurs the image. 
In [27) PRNU noise is used to pinpoint the camera device which 
could be undesirable far sorne users who want to protect their 
privacy and preserve their anonymity while sharing or spreading 
images. 
In [28) the authors provide an analysis of the seam-carving­
based source camera anonymization method by determining the 
limits of its performance introducing two adversaria( models. 
The results of the analysis shows that the effectiveness of the 
deanonymization attacks depend on various factors that include 
the parameters of the seam-carving method, strength of the PRNU 
noise pattern of the camera, and an adversary's ability to identify 
uncarved image blocks in a seam-carved image. 
In [29) a technique far circumventing the PRNU based source 
attribution by mainly facusing on adaptive PRNU denoising 
method and seam-carving based anonymization is evaluated. 
Moreover, a panoramic-image-stitching as a means to impede 
source attribution is introduced. 
In [30) an improvement on the existing adaptive PRNU de­
noising method against source camera identification is introduced 
and anonymization benchmarks with other source anonymization 
techniques are provided. 
4.3. Forgery ofimage identity 
In the same way that image noise can be removed using the 
flatfielding technique, it is possible to inject the sensor noise from 
a dilferent camera using the inverse flatfielding with Eq. ( 4) [2). 
Y= X ·Í!orged + d¡orged {4) 
where Í forged and dforged correspond to the camera that is intended 
to attack and xis the original image without noise. 
In [31 ) the Algorithm 1 is proposed to farge the identity of a 
camera, where Ct is the attacker camera, C2 is the victim camera 
and P is a picture taken by C2. 
Algorithm 1: Forgery of lmage ldentity 
CD Compute attacker camera Cl fingerprint average F(Cl ) ; 
@ Take a picture P with the victim camera C2; 
@ Add F(Cl ) to the picture P; 
In case the dimensions of F(Cl ) and P do not match, a cut 
or a reconstruction must be applied to match the image sizes. 
An improvement to the previous falsification algorithm is also 
proposed by [ 31 ) to mask the features of the camera C2. This 
technique is presented in Algorithm 2. 
Algorithm 2: Forgery of lmage ldentity with Concealed 
Camera 
CD Compute attacker camera Cl fingerprint average F(Cl ) ; 

@ Compute victim camera C2 fi ngerprint average F(C2) ; 

@ Take a picture P with the victim camera C2; 

@ Subtract F(C2) to P; 

® Add F(Cl ) to the picture P; 

The subtraction of F(C2) tries to eliminate the correlation 
between picture P and the camera C2, that is to say the existing 
fingerprint is subtracted befare applying the attacker camera 
fingerprint. 
[32) propases a technique based on the study of second-order 
statistics derived from the co-occurrence matrix far detect the 
presence of counter-forensic attacks. 
[ 33) propases an image fargery detection scheme that identifies 
a tampered fareground or background image using image water­
marking and alpha mattes, the proposed method uses (a) compo­
nent hue dilference based spectral matting, (b) image watermark­
ing based on the discrete wavelet transfarm, discrete cosine trans­
farm, and singular value decomposition and ( c) the dilference be­
tween the obtained singular values are used to detect tampering of 
fareground or background image. 
5. Proposed PRNU-based counter-forensic method 
In this section we propase two algorithms, one to destroy the 
image identity and another to farge a given image identity. The 
aim of the first algorithm is anonymize an image, or in other words, 
remove as muchas possible any trace that allows the source image 
acquisition identification by a farensic analyst. The aim of the 
second algorithm is fargery the source of acquisition of an image, 
or in other words, doing unsuccessful a farensic analysis which has 
the aim of identify the image source acquisition and make its result 
the falsified source acquisition. 
In [18) it is determined that the use of the sensor pattern noise 
(PRNU) together with the wavelet transfarm is an effective method 
far source identification, reaching an average success rate of 
87.21%. An estimated counter-farensic technique against this type 
of identification may be based on these elements. Therefore, the 
presented algorithms base their working on PRNU noise handling 
and wavelet transfarm. 
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5.1. Proposed algorithm ofdestroction of image identity 
In this section we propose an algorithm based on [34) to 
extract and to remove the sensor fingerprint from an image P1• 
The algorithm proposed obtains a features vector for classification 
purposes. The proposed algorithm, on the other hand, has the aim 
of obtaining an image w ith its identity destroyed removing the 
PRNU noise. 
Among different filters that exist for eliminating noise from 
images those using the wavelet transform work better because 
the residual noise obtained with this kind of filter contains the 
fewest features from the scene. Generally, the areas around the 
edges are misinterpreted when a less robust noise removal filter is 
only used, such as the Wiener filter or median filter. For this reason 
we selected the noise removal fil ter based on wavelet transform in 
combination w ith W iener filter. For each wavelet decomposition 
leve[ we obtain the high-frequency components H (horizontal), V 
(vertical) and D (diagonal). The Algorithm 3 describes the steps to 
remove the sensor fingerprint. 
Where Idean is obtained by applying sorne elimination filter 
as described in Section 4.2. Particularly in this work the noise 
elimination is performed by applying the Algorithm 3. Note that 
the Idean obtained is not exactly a picture without any noise since 
the sensor noise pattern is formed by the PRNU and PNU as shown 
in Section 4.2. The Algorithm 3 only removes the PRNU noise of 
the Idean and FPN <loes not. However for ease in the naming and 
nomenclature will be used Idean• to name the image without PRNU 
noise. 
5.2. Proposed algorithm offorgery of image identity 
In this section we propose an algorithm to forge the sensor 
pattern noise from a camera C1 to an image P2 belonging to a 
camera C2 without requiring access to camera C2• This algorithm 
uses Algorithm 3 previously presented in Section 5.1. 
Algorithm 3: Removing the PRNU 
Input: I the victim image 
<D procedure REMOVEPRNU(I) 

@ Apply a wavelet decomposition in 4 levels to I; 

® foreach wavelet decomposition leve! do 

4 foreach wavelet componente E {H, V, D} do 
s Compute the local variance; 
6 if adaptive variance then 
Compute 4 variances w ith windows 
of size: 3, 5, 7 and 9 respectively; 
Select the minimum variance; 
eIse 
Compute the variance w ith a window 
of size 3; 
10 Compute noiseless wavelet components 
applying the Wiener filter to the variance ; 
@ Obtain lciean by applying the inverse wavelet transform 
with clean components calculated; 
@ end procedure 
Source identification Techniques based on PRNU estimate the 
sensor fingerprint of images using the equation: 
lnoíse = I - Idean . (5) 
The pattern noise PNU is computed by averaging the residual 
noise of severa! images with the following equation: 
1 N 
Pnoíse = - L lnoise · (6) 
N i= l 
Once it is possible to remove sensor noise and to extract the 
sensor pattern noise, the image identity falsification could be 
envisaged. The Algorithm 4 shows the steps to follow to fake the 
image identity. 
Algorithm 4: Forging the PRNU 
Input: I the victim image 
N the n umber of flat images from forger camera 
<D procedure FORGEIMG{! , N) 
@ Idean +- REMOVEPRNU(I); 
@ Pnoíse +- ExTRACTPRNU(N); 
@ Apply a wavelet decomposition in 1 levels to 
Idean obtaining components L¡ , H1, v1 and o1; ® Apply a wavelet decomposition in 1 levels to 
Pnoise obtaining components Hp, Vp and Dp; 
® Compute the forged wavelet components 
with Cf= Cf+cp where ce{H,v ,o¡;
0 Obtain l¡orged applying the inverse wavelet 
transform with L¡ ,Hf ,vF y DF; 
® end procedure 
In order to have a better quality pattern and to obtain better 
results in forgery a number of images N bigger than 50, are 
recommended according to experiments, also the images have 
been acquired from non- textured uniformly lighted flat surfaces, 
as flat surfaces could be considered pictures of clear sky or white 
paper. 
6. Experimental sening 
This section describes the experiments performed with the 
algorithms for removing the sensor fingerprint (Algorithm 3) and 
for forging the source camera fingerprint (Algorithm 4). 
The experiments on elimination and falsification of sensor 
fingerprints were performed using the proposed implementations 
and the tool "PRNU Decompare" [35), which uses the flatfielding 
technique described in Section 4.2 and allows the elimination and 
falsification of sensor pattern noise. This tool requires a picture of 
a dark frame as input and a number N of images of flat surfaces 
uniformly lighted (a minimum of 30 frames is recommended). We 
compared the results of our proposal algorithms with the obtained 
results in the experiments. For this purpose we used the tool "NFI 
PRNU Compare" [36), this tool allows us to compare images and 
sensor pattern noises from various images. "NFI PRNU Compare" 
uses as a measure to compare the correlation, which is employed 
in many other works such as [37, 15,38) among others, to compare 
images and noise patterns. lt is important to note that our proposal 
does not need a set of images from the camera with the identity we 
want to destroy from the picture, we only need the image itself. 
Also, we do not need any set of photos or have access to the victim 
camera in the case of forgery of the identity, we only need a set 
of pictures of the attacker camera. That is, our proposed algorithm 
requires less input images than "PRNU Decompare" to do the same 
function . 
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Table 1 

Comparison between parcems and noiseless images. 

Parcem Picrure Red Green Blue Sum 
Original - 0.014645672 - o.00111n978 - 0.007864626 - 0.024288096 
LG E510f Proposal - 0.015506644 - 0.003044259 - 0.008411303 - 0.026962206 
Decompare - 0.018929206 - 0.0023383496 - 0.012027217 - o.033294n5 
Original 0 .01 1481647 0.010190065 0.01825918 0.039930895 
LGE400 Proposal 0.010315191 0.008225861 0.017940063 0.036481116 
Decompare 0.010638827 0.009045472 0.016430777 0.036115076 
Original 0.011352311 0.011754888 0.019119238 0.042226437 
Nokia 800 Lumia Proposal 0.009912337 0.009113852 0.016991276 0.036017465 
Decompare 0.010812875 0.009995133 0.014978331 0.035786339 
Original - 0.0157 12192 - 0.002311284 - 0.007307031 - 0.025330507 
Apple iPhone 5 Proposal - 0.016984729 - 0.003462913 - 0.009599754 - 0.030047396 
Decompare - 0.019395503 - 0.003140395 - 0.009915681 - 0.032451579 
Original - 0.012013772 - 0.002127295 - 0.006817536 - 0.020958603 
Sony ST25i Proposal - 0.014839721 - 0.003142763 - 0.009114359 - 0.027096843 
Decompare - 0.016545112 - 0.002611324 - 0.011200112 - 0.030356548 
Original 0 .017310016 0.010754888 0.016119238 0.044184142 
5.l.msung GTI-9000 Proposal 0.014015311 0.007826601 0.014491394 0.036333306 
Decompare 0.014979864 0.00799251 o 0.012984029 0.035956403 
Table2 

MAE and MSE or the images and desrrucred idenriry images. 

Blue 
MSE 
Red Green Blue 
Nokia 800 Lumia original 0.8410 0.8183 0.8428 2.6498 2.1777 2.3869 
Nokia 800 Lumia desrrucred identicy 0.8368 0.8135 0.8388 2.6245 2. 1531 2.3617 
Sony ST25i original 0.8976 0.8705 0.8916 4.0664 3.3754 3.7108 
Sony ST25i desrrucred identicy 0.8924 0.8656 0.8869 4.0324 3.3465 3.6783 
6.1. Destruction ofimage identity 
For this experiment photos from 6 digital cameras (LG ES10f, 
LG 400, Nokia 800 Lumia, Sony ST2Si (Xperia U), Apple iPhoneS, 
Samsung GTl-9000) were used. From each device SO photos of 
uniformly lighted flat images were taken, and one totally dark 
picture was generated by completely covering the camera lens. 
One picture was randomly selected from the photo database of 
each camera to be used far the removal of the image identifiable 
data. Ali photos were cropped to a size of 1024 x 1024 pixels. 
lnitially, a first set of images without fingerprint was generated 
using the Algorithm 3. lt should be noted that the noise 
elimination only required the picture which sought to eliminate 
the sensor noise and not additional ones. Then, a second group of 
images without fingerprint was generated using the tool "PRNU 
Decampare", using SO flat images and a dark frame image as 
input to this program. Therefare we have two images without 
sensor camera fingerprint far each camera, one generated with the 
Algorithm 3 and one with "PRNU Decampare". 
For evaluating the effectiveness of the algorithm far elimination 
of sensor fingerprint six sets of images were compared using the 
tool "NFI PRNU Compare". With 40 images chosen randomly from 
the SO of each camera, "NFI PRNU Compare" gets the noise pattern 
of each camera, as it is indicated in the recommendations of the 
tool documentation. 
Table 1 shows the results of comparing each sensor pattern 
noise generated by "NFI PRNU Compare" of each camera with the 
noiseless images generated by the two tools, and also against the 
original photograph. "NFI PRNU Compare" allows us to measure 
how far the patterns compared are similar to each other, the 
rows closer to the pattern that is being compared are the most 
similar to it. Also, Table 1 shows the correlation coefficients far 
each color channel. The closer the value to 1 is considered a 
high correlation with a high degree of similarity between two 
linear patterns, a value of 0.5 represents a weak correlation and 
a negative value indicates a negative correlation in which the 
increase of a value involves decrease the other. In ali tests the 
noiseless images generated with "PRNU Decampare" resulted to be 
least similar to the pattern, this was expected as they considered 
much more information to remove the fingerprint. In ali the cases, 
the comparison of the noiseless images had very similar results, 
indicating that in this case the proposed algorithm had a good 
performance getting clase to the result of "PRNU Decampare" 
without the need to use a dark frame nor the SO flat images. 
An important issue to address is whether the image whose 
identity has been destroyed reduces its image quality or if effects 
visible to the human eye exist on the image scene. Far it, in Fig. 3 
two examples of images of Nokia 800 Lumia and Sony ST2Si (Xperia 
U) devices are shown with their respective destroyed identity 
images. As it can be seen image scenes whose identity has been 
destroyed do not reveal visual changes. 
Even so, it was decided to use Image Quality Metrics (IQM) to 
objectively assess the loss of image quality whose identity has been 
destroyed with respect to the original. 
Far this, it was decided to use the Minkowski metrics (39]. 
In particular we use the Minkowski metric far y = 1 which 
corresponds to Mean Absolute Error (MAE) and y = 2 with the 
Mean Square Error (MSE). In both cases, high values of MAE or MSE 
correspond with low quality images. These metrics are applied to 
each of the RGB bands separately, so that three metrics far the 
MAE and another three far the MSE are obtained. The values of the 
quality metrics far each of the bands of the 4 pictures are shown 
in Table 2, as it can be seen the destruction of image identifiable 
attributes changes very little in the image quality indexes thus 
presented. Although a very small reduction is perceived nearly 
everywhere, it is important to note that in reality the original 
images will likely be not available, and the changes are so minimal 
that will not allow to distinguish original or farged images solely 
based on them. 
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(a) Nokia 800 Lumia: Original image. (b) Nokia 800 Lumia: Desrrucre<I idenriry image. 
(c) Sony ST25i: Original image. (d) Sony ST25i: Desrrucre<I idenriry image. 
Fig. 3. lmages and desrrucred idenriry images. 
Table 3 

Devices used ror identiry rorgery. 

Forger camera Vicrim 1 Vicrim2 
LG E510f LG-400 S<lmsung GT-18160P 
Forger camera Vicrim 3 Vicrim4 
Nokia 800 Lumia Sony ST25i S<lmsung GTI-9000 
6.2. Forgery of image identity 
Far this experiment the same picture set of the experiment 
Section 6.1 was used. In a similar way to the previous experiment, 
a camera sensor fingerprint was extracted, then this fingerprint 
was injected into pictures from another two cameras using the 
proposed algorithm and "PRNU Decampare'', and finally the results 
were compared with "NFI PRNU Compare". The roles played by 
each camera are shown in Table 3. 
To forge the sensor pattern noise with the proposed algorithm 
only SO images from the forger camera were required. Far the 
falsification with "PRNU Decampare" SO pictures were required as 
well as one dark frame belonging to the forger and to the victim 
camera, respecrively. After performing forgery in 4 victim cameras 
the results were compared as summarized in Table 4. 
Also, this table shows correlation coelficients far each color 
channel with respect to the pattern of the forger camera as in the 
last experiment. 
Far vicrims 1, 3 and 4 it can be observed that the three forgeries 
have a greater similarity with the pattern of the forger camera and 
that the result of "PRNU Decampare" is closer than the proposal, 
even though this dilference is not significant considering that they 
use a far greater number of images as a source of information. In 
the case of victim 2 the result with the proposed algorithm has the 
least similarity to the forged camera pattern. 
The results obtained so far were as expected, because the 
algorithm proposed in this paper does not assume having access to 
the victim camera as the tool "PRNU Decampare" does. However, 
in ali the cases the results of our propasa! are clase to the results of 
"PRNU Decompare". lt is important to notice that in real scenarios, 
it is not normally possible to access the victim camera. We just 
need a set of photos of the attacker camera, as "PRNU Decampare" 
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(a)Victim 3 original. (b)Victim 3 rorged identicy. 
(e) Vicrim 4 original. (d)Victim 4 rorged idenricy. 
Fig. 4. Images and rarged identicy images. 
needs. However we do not need any special type of content scenery 
of the set of images and "PRNU Decampare" needs it, as we 
discussed above. 
As in the case of destruction ofimage identity, the same image 
quality loss study far the forgery example of victims 3 and 4 is 
performed. In Table 5 image quality indexes of MAE and MSE of 
the original images and their respective forged ones are shown. 
The results can be seen visually in Fig. 4, observing that changes 
are imperceptible to the human eye. 
As can be seen in Table 5 the forgery of an image identifiable 
data does not change significantly any of the image quality indexes 
presented, and this difference will be almost impossible to notice 
if the original images where not provided. 
7. Conclusions 
In this work we propase two new algorithms, one capable of 
removing ali identifiable data from an image, and other that allows 
its forgery. The two algorithms are based on the use of dilferent 
types of sensor noise and wavelet transfarm. Both algorithms, in 
addition, have the great advantage over existing ones that they 
need a much smaller and easier to obtain data input, which make 
them more applicable and closer real-life scenarios. 
In particular, the removal algorithm requires only the image 
from which to wipe the fingerprint, not a set of planar images and 
a dark frame from the camera as in the tool "PRNU Decampare". 
We argue the requirements of"PRNU Decampare" are not realistic 
in most cases, because a large set of photos with specific 
characteristics are required far its proper functioning. In the case 
of our proposed image forgery algorithm, it does not need to access 
thevictim camera. In the case ofthe proposal (30) it is also required 
as input 50 not-flat images from the same camera which generated 
the image victim to perfarm anonymization. 
Both algorithms can be viewed as research contributions to 
the future strengthening of forensic techniques far detecting 
intentional manipulation. Far example, our first algorithm can be 
very useful in web applications that upload and display images on 
the Internet (social networks, directories, etc.), as they allow far 
completely anonymous image uploading. 
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Table4 
Comparison orpanerns, original images and victims. 
Piccure Red Green Blue Sum 
Decampare 0.009219962 O.OOS462042S 0.0090987 41 0.0237807 4S 
Victim 1 Proposal 0.007900867 0.0046S29872 0.0083S21 0.02090S9S3 
Original 0.0073S70074 0.004183661 0.007S896666 0.019130334 
Decampare 0.01418404 0.01398604S 0.013S74668 0.0417447S4 
Victim 2 Original 0.011300047 0.01394984S 0.012S21611S 0.037771S 
Proposal 0.008964902 0.0066337977 0.004440412 0.020039111 
Decampare 0.00811001 0.004442147 0.009333811 0.02188S968 
Victim 3 Proposal 0.007201833 0.00419231 0.0091126S9 0.020S06802 
Original 0.006232409 0.003880702 0.007871138 0.017984249 
Decampare 0.009913S82 0.007213382 0.00878801 S 0.02S914979 
Victim 4 Proposal 0.008271773 0.007621801 0.008141919 0.02403S493 
Original 0.008137003 O.OOS338104 0.00790911 0.021384217 
Tables 

MAE and MSE orche images and rorged identicy images. 

lmage MAE 	 MSE 
Red Green Blue Red Green Blue 
Victim 3 original 0.8976 0.870S 0.8916 4.0664 3.37S4 3.7108 
Victim 3 rorged 0.8926 0.86S6 0.8872 4.0323 3.344S 3.6787 
Victim 4 original 0.7836 0.7800 0.7820 2 .. 3412 2.2S2S 2.2724 
Victim 4 rorged 0.768S 0.7639 0.7661 2.2940 2.2062 2.2207 
The elfectiveness of the proposed algorithms is overall quite 
good, even though in sorne cases they do not get results 
comparable with those of other algorithms, but they generally 
achieve close and quite acceptable results, with the benefit of 
drastically reducing the required input data and being more 
practica! and realistic. These algorithms can be useful as a starting 
point for future improvements that allow similar results to be 
obtained for other algorithms or tools, emphasizing and taking into 
account the limited input data needed and that they can work even 
when not having access to the victim camera in the case of identity 
image forgery. Also, the application of both algorithms does not 
cause noticeable visual changes or degradation in the pictures, and 
does not significantly reduce the image quality. 
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