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Abstract. The Nyman-Beurling criterion is an approximation problem in the space of square
integrable functions on (0,∞), which is equivalent to the Riemann hypothesis. This involves
dilation of the fractional part function by factors θk ∈ (0, 1), k ≥ 1. We develop a probabilistic
extension of the Nyman-Beurling criterion by considering these θk as random: this yields new
structures and criteria, which have some relationships with the general strong Báez-Duarte
criterion (gBD). The main goal of the present paper is the study of the interplay between this
probabilistic Nyman-Beurling criterion and the Riemann hypothesis. By means of a probabilistic
point of view, we partially solve an open problem raised by Báez-Duarte for gBD in 2005. Finally,
we focus on the particular example of independent dilated exponential random variables, which
provides an analytic autocorrelation function. This regularization effect is illustrated via the
elimination of an arithmetical complexity within the Vasyunin formula. The involved reciprocity
formula for cotangent sums is of independent interest.
1. Introduction
Open problem since Riemann’s memoir in 1859, the Riemann hypothesis (RH) enjoys numerous
equivalent reformulations from many areas of mathematics. We refer to two expository papers
[Con03] and [Bal10] for discussions about various approaches. One of these stems from functional
analysis, which goes back to the work of Nyman [Nym50] and Beurling [Beu55], strengthened by
Báez-Duarte [BD03].
Keywords: Number theory; Probability; Zeta function; Nyman-Beurling criterion; Báez-Duarte criterion; cotan-
gent sums; reciprocity formula.
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The Nyman-Beurling criterion is an approximation problem in the space of square integrable
functions on (0,∞), which involves dilations of the fractional part function by factors θk ∈ (0, 1),
k ≥ 1. We develop in the current paper a new approach based on considering these dilation factors
as random and possibly in the whole range (0,∞). This probabilistic point of view provides new
structures and yields partial answers to an open problem raised by Báez-Duarte in [BD05], allowing
us for analytic autocorrelation functions, for instance.
In this introduction, we first start with basic notations. Second, we recall the known deter-
ministic criteria. We then introduce the probabilistic Nyman-Beurling criterion and we finally
describe the main results of this paper.
1.1. Basic notations. We adopt the following conventions and notations for
Numbers
• The letters n,N stand for positive integers and we set N = {1, 2, 3, · · · };
• The set {1, · · · , n} is written J1, nK;
• A complex number s ∈ C is written as s = σ + iτ , where σ, τ ∈ R.
Limits and bounds
• We write xn ∼ yn if limn→∞ xn/yn = 1;
• We use either Landau’s notation f = O(g) or Vinogradov’s f ≪ g to mean that |f | ≤ C|g|
for some constant C > 0 that may depend on parameters;
• The symbol ∞ means +∞.
Functions
• The indicator function of a set A is defined as 1A(x) = 1 if x ∈ A and 1A(x) = 0 if not.
In particular, we set χ = 1(0,1];
• The fractional part (resp. the integral part) of a real number x ≥ 0 reads {x} (resp. ⌊x⌋),
and then {x} = x− ⌊x⌋;
• For θ > 0, we set
ρθ(t) =
{
θ
t
}
, t > 0;
• The Riemann zeta function ζ is defined for σ > 1 as
ζ(s) =
∑
k≥1
1
ks
.
It has a meromorphic continuation on C with a pole at s = 1. See [Tit86] and [Ten95] for
basic and advanced theory on ζ;
• The Möbius function µ : N → {−1, 0, 1} is defined as µ(n) = (−1)r if n = p1 . . . pr where
p1, . . . , pk are distinct primes, and µ(n) = 0 if not (i.e. µ(n) = 0 if p2|n).
Hilbert spaces
• The Hilbert space H = L2(0,∞) of square integrable functions for the Lebesgue measure
is endowed with its scalar product
〈f, g〉H =
∫ ∞
0
f(t)g(t)dt,
and associated norm ‖f‖H ;
• Let (fα)α∈A be a family in a Hilbert space F . We define
spanF {fα, α ∈ A}
as the closure in F of the vector space spanned by (fα)α∈A.
Probability
• (Ω,F ,P) is a probability space;
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• The space of positive square integrable random variables (r.v.) is denoted by L2+(Ω). The
expectation (resp. the variance) of X ∈ L2+(Ω) reads E[X ], or simply EX , (resp. Var (X));
• We set H = L2(Ω, H);
• We denote by XN the empirical mean of independent identically distributed (i.i.d.) copies
X1, · · · , XN :
XN =
X1 + · · ·+XN
N
;
• We write X ∼ Γ(β, λ) to mean that the r.v. X is Gamma distributed with parameters
(β, λ), i.e. that its density function reads
ϕX(x) =
λβ
Γ(β)
xβ−1e−λx, β, λ > 0.
In that case,
EX =
β
λ
, Var (X) =
β
λ2
.
The particular case of the exponential law E(λ) = Γ(1, λ) of parameter λ will be our basic
example throughout the paper. Recall that if X ∼ E(1) and λ > 0, then X/λ ∼ E(λ).
1.2. The deterministic criteria. Let us recall the fundamental identity (see e.g. [Tit86, (2.1.5)])∫ ∞
0
{
1
t
}
ts−1dt = −ζ(s)
s
, 0 < σ < 1,
which gives, by means of a change of variable, the following relationship between ζ and the Mellin
transform of ρθ:
(1.1) ρ̂θ(s) =
∫ ∞
0
ρθ(t)t
s−1dt = −θs ζ(s)
s
, 0 < σ < 1.
RH states that the non-trivial zeros of ζ belong to the critical line σ = 12 . Equation (1.1) allows
for different equivalent restatements of RH, which has been first done in [Nym50], [Beu55]. The
Nyman-Beurling criterion (NB) can be stated as follows:
Theorem 1 ([BDBLS00]). RH holds if and only if
(1.2) χ ∈ spanH {ρθ, 0 < θ ≤ 1} .
Remark 1. Theorem 1 is stated in a slightly different form than in the original papers [Nym50],
[Beu55], in which the Hilbert space considered by the authors is L2(0, 1). See [BDBLS00] for the
extension to the case of H .
Hence, RH holds if, given ε > 0, there exist n ≥ 1, coefficients c1, . . . , cn ∈ R, and θ1, . . . , θn ∈
(0, 1] such that
(1.3)
∫ ∞
0
(
χ(t)−
n∑
k=1
ck
{
θk
t
})2
dt < ε.
Equation (1.3) is reminiscent to the following convergence result:
(1.4) lim
n→∞
n∑
k=1
µ(k)
{
1
kt
}
= −χ(t), t > 0.
This convergence holds point-wise and does not hold in H , see [BD99, p.5-6] for details, but this
identity lead Báez-Duarte towards a stronger form of the Nyman-Beurling criterion, namely,
Theorem 2 ([BD03]). RH holds if and only if
(1.5) χ ∈ spanH
{
ρ1/n, n ≥ 1
}
.
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The Báez-Duarte criterion (BD) can be restated as follows. For n ≥ 1, let χn be the orthogonal
projection of χ onto the linear subspace Hn ⊂ H spanned by the family (ρk)1≤k≤n. The quantity
dn = ‖χ− χn‖H
is the distance between χ and Hn. Then RH holds if and only if limn→∞ dn = 0 (It is furthermore
equivalent to a particular asymptotic behaviour of the coefficients of χn, see [W07]). A stronger
statement is actually conjectured, namely
d2n ∼
C
log(n)
,
where C = 2 + γ − log(4pi), see [BS04]. Burnol proved the inequality d2n ≥ C+o(1)log(n) for the same
constant C, see [Bur02]. The inequality dn < ε provides zero-free regions for ζ, see [Beu55] for
details when considering NB, and [DFMR13] for more general results on Dirichlet series.
Several authors obtained a rate of convergence of d2n under RH. Balazard and de Roton [BdR10]
proved a sub-optimal result but with no other condition than RH, and Bettin, Conrey and Farmer
[BCF13] obtained the optimal result with an assumption on ζ′:
Theorem 3 ([BdR10],[BCF13]). Assume RH. Let ρ = 12 + iτ denote the non-trivial zeros of zeta.
Then the following statements hold:
(i) d2n ≪ε
(log logn)5/2+ε√
log n
, ε > 0;
(ii) If for some δ > 0,
∑
|τ |≤T
1
|ζ′(ρ)|2 ≪ T
3/2−δ, then d2n ≪
1
logn
.
We now briefly review the general strong Báez-Duarte criterion (gBD), see [BD05]. It is based
on the Müntz transform
(1.6) Pf(t) =
∑
k≥1
f(tk)− 1
t
∫ +∞
0
f(x)dx, f ∈ L1(0,∞),
which is related to ζ via the Müntz formula, see [Bur07, Theorem 3.1], and [Bur07] for a general
study. Báez-Duarte introduces the notion of good kernels f [BD05, Definition 1.1], for which gBD
is stated. For such a function f , the criterion will be often denoted by gBD(f).
Theorem 4. [BD05, Theorem 1.2] If RH holds and f is a good kernel, then
(1.7) f ∈ spanH {t 7→ Pf(nt), n ≥ 1} .
Báez-Duarte also states a partial converse with additional conditions: f has compact support
and the Mellin transform of f has no zeros in the critical strip {1/2 < σ < 1}.
1.3. Probabilistic framework and preliminaries. We introduced in the previous paragraph
the Hilbert space
H = L2(Ω, H) ≃ L2(Ω× (0,∞)),
which is endowed with the scalar product
〈Z,Z ′〉H = E〈Z(ω, ·), Z ′(ω, ·)〉H = E
∫ ∞
0
Z(ω, t)Z ′(ω, t)dt.
To any random variable X : Ω→ R, we associate the random Beurling function
(1.8) ρX(t) =
{
X
t
}
,
which belongs to H when X ∈ L2+(Ω), see Lemma 1.1 below. We also introduce the "indicator
random variable", which is constant as an element of L2(Ω, H):
χ(ω, t) = 1[0,1](t).
A natural generalization of the deterministic Nyman-Beurling criterion to the probabilistic
framework is the following
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Definition 1. We say that a family of r.v. (Zα)α∈A in L2+(Ω) satisfies the probabilistic Nyman-
Beurling (pNB) criterion if
χ ∈ spanH{ρZα , α ∈ A}.
The criterion depends on a family (Zα)α∈A, and then will be often written pNB((Zα)α∈A).
As in the deterministic case, see [BDBLS05], the interesting point of such a criterion relies on the
formula expressing the squared distance inH between χ and any subspace spanH{ρZαk , 1 ≤ k ≤ n}
as a quotient of Gram determinants. One goal is then to figure out laws that reveal remarkable
structures in the scalar products, leading to calculable determinants.
We recall that if A ∈ F is an event, then E[1A] = P(A), and that if X ∈ L1(Ω), X ≥ 0, Fubini
theorem yields the identity
EX = E
∫ ∞
0
1t≤Xdt =
∫ ∞
0
P(X ≥ t)dt.
Proposition 1.1. Let X ∈ L2+(Ω). Then ρX ∈ H and
‖ρX‖2H ≤ 3 ‖X‖L2+(Ω).
Proof. Assume X 6= 0 (if not, the inequality is trivial). Let us write for all ε > 0,
E
∫ ∞
0
{
X
t
}2
dt = E
∫ ∞
0
{
X
t
}2
1{X<t}dt+ E
∫ ∞
0
{
X
t
}2
1{X≥t}dt
= E
∫ ε
0
{
X
t
}2
1{X<t}dt+ E
∫ ∞
ε
{
X
t
}2
1{X<t}dt+ E
∫ ∞
0
{
X
t
}2
1{X≥t}dt.
We now use Fubini theorem, the inequality {y}2 ≤ 1 and the fact that {y} = y if 0 ≤ y < 1:
E
∫ ∞
0
{
X
t
}2
dt ≤ ε+
∫ ∞
ε
EX2
t2
dt+
∫ ∞
0
P(X ≥ t)dt
≤ ε+ EX
2
ε
+ EX.
The particular choice ε =
√
EX2 > 0 and EX ≤
√
EX2 yield the desired inequality. 
1.4. Outline. The main goal of this paper is the study of the interplay between the probabilistic
Nyman-Beurling criterion and the Riemann hypothesis.
In Section 2, we state an assumption (P) that is suited for random variables on (0, 1), but mild
enough to be satisfied for some families supported on (0,∞). Under this assumption, we show the
implication pNB =⇒ RH. The proof of this implication is based on Erdös’ probabilistic method.
We then give the random counterpart of the lower bound in [BDBLS00] that we illustrate with
the example of exponential distributions.
In Section 3, we study families of random variables that are more and more concentrated around
1/k, k ≥ 1. For such families, we prove the equivalence pNB⇐⇒ RH. The intuitive underlying idea
is that the random perturbation around 1/k is sufficiently small to be able to use a quantitative
version of the Báez-Duarte criterion. We show the relevance of Gamma distributions.
Section 4 is focused on the general strong Báez-Duarte criterion. By means of a probabilistic
interpretation of the Muntz operator and assumptions on the rate of convergence in gBD, we
prove the implication gBD =⇒ RH in a more general setting than in [BD05], in particular for
some kernels with no compact support. Relationships with a pNB is a byproduct of the proof,
which we only state for a family of exponential random variables.
Section 5 is devoted to the case of independent dilated exponential random variables. In this
setting the computations of the scalar products can be done explicitly. This study involves a
new function A(λ) that we call exponentially-averaged autocorrelation function, which is analytic
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while the autocorrelation function A(λ) studied in [BDBLS05] is not differentiable. We finally ex-
press A(λ) as a cotangent sum, which yields a reciprocity formula as in Bettin and Conrey [BC13].
We end this outline with pictures giving a quick view on the objects and concepts we will deal
with in the sequel.
Objects in gBD Probabilistic counterpart
f(x) P(X ≥ x)
Pf(t) −E
[{
X
t
}]
∫ ∞
0
Pf(nt)Pf(mt)dt E
∫ ∞
0
{
X
nt
}{
Y
mt
}
dt, X ∼ Y ind.
Figure 1. Deterministic and probabilistic frameworks. See Theorem 2.
We summarize below the relationships between the various criteria when dealing with special cases
(exponential and Gamma distributions):
gBD(e−x) =⇒ pNB
(
(Ej(k))j,k≥1 ind.
)
m
pNB
(
Γ
(
n3+ε
k ,
n3+ε√
k
)
1≤k≤n
)
⇐⇒ RH ⇐= pNB(E(k)k≥1 ind.)
m
BD ⇐⇒ NB
Figure 2. Links between the various criteria. The implication gBD(e−x)⇒ RH
holds under additional assumptions, see Theorem 10.
2. The pNB criterion, RH, and a lower bound
2.1. pNB implies RH under a mild condition. Let (Zα)α∈A be a collection of positive r.v.
For n ≥ 1 and α1, . . . , αn ∈ A, we set
B(α1, · · · , αn) =
⋂
1≤k≤n
{0 < Zαk ≤ 1}.
We say that the family (Zα)α∈A satisfies Assumption (P) if there exist ν > 0 and n0 ≥ 1 such
that for any n ≥ n0 and any n-uples α1, · · · , αn in A,
(2.9) P (B(α1, · · · , αn)) > ν.
Theorem 5. Let (Zα)α∈A be a collection of r.v. in L2+(Ω). If (Zα)α∈A satisfies Assumption (P)
and the pNB criterion, then RH holds.
The underlying idea of the proof consits in showing that the classical Nyman-Beurling criterion
holds via Erdös’ probabilistic method: In order to prove that an object exists, it suffices to show
that it belongs to a set of positive measure, as explained in Chapter 1 of [AS08].
Proof. Fix ε > 0. Since (Zα)α∈A satisfies pNB and Assumption (P), there exist n ≥ 1, α1, · · · , αn ∈
A and c1, · · · , cn ∈ R such that
D2n = E
∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
Zαk
t
}∥∥∥∥∥
2
H
< ε2ν,
P (B(α1, · · · , αn)) > ν.
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Let us consider the events
Bn = B(α1, · · · , αn),
An =
{∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
Zαk
t
}∥∥∥∥∥
H
≤ ε
}
.
By Markov’s inequality, P(cAn) ≤ D2n/ε2, and then
P(An) ≥ 1− D
2
n
ε2
> 1− ν.
Hence P(An) + P(Bn) > 1 and so
P(An ∩Bn) = P(An) + P(Bn)− P(An ∪Bn) > 0.
Thus, there exists ω ∈ Ω such that, writing θk = Zαk(ω),∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
θk
t
}∥∥∥∥∥
H
≤ ε , 0 < θk ≤ 1, 1 ≤ k ≤ n.
Therefore, from the classical Nyman-Beurling criterion (Theorem 1), RH holds. 
2.2. A lower bound. Let (Zα)α∈A be a family of r.v. in L2+(Ω). Let α1, · · · , αn ∈ A and set
mn = min
1≤k≤n
Zαk ,
Mn = max
1≤k≤n
Zαk ,
Dα1,··· ,αn = inf
c1,··· ,cn
∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
Zαk
t
}∥∥∥∥∥
H
.
Lemma 1. Let (Zα)α∈A satisfy Assumption (P). Then the following lower bound holds:
D2α1,··· ,αn ≫
1
log 2 + E |logmn| .
Proof. Let us define
Bλ =
{
n∑
k=1
ckρθk , n ≥ 1, ck ∈ R, 0 < θk ≤ 1, min
1≤k≤n
θk ≥ λ
}
,
and d(λ) the distance in H between χ and Bλ. We recall a fundamental inequality obtained in
[BDBLS00, p.131]:
d(λ)2 ≫ 1
log(2/λ)
.
We then deduce that for all n ≥ 1, ck ∈ R and almost surely,∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
Zαk
t
}∥∥∥∥∥
H
1Mn≤1 ≫
1Mn≤1√
log(2/mn)
.
Since (Zα)α∈A satisfies Assumption (P), E1Mn≤1 ≫ 1, and then by Cauchy-Schwarz,
1≪
√
E
∣∣∣∣log( 2mn
)∣∣∣∣1Mn≤1
√√√√
E
∥∥∥∥∥χ(t)−
n∑
k=1
ck
{
Zαk
t
}∥∥∥∥∥
2
H
.
In particular,
Dα1,··· ,αn
√
E
∣∣∣∣log( 2mn
)∣∣∣∣ ≫ 1,
which yields the conclusion by the triangle inequality. 
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2.3. Basic Example. Let (Xk)k≥1 be a sequence of independent r.v. such that Xk ∼ E(k). Take
an increasing sequence (αk)k in N. Then
P (B(α1, . . . , αn)) ≥ P (B(1, 2, . . . , αn)) =
αn∏
k=1
(1− e−k) ≥
∞∏
k=1
(1 − e−k) > 0,
the later product being convergent since
∑
k≥1 e
−k <∞. Thus, (Xk)k≥1 verifies Assumption (P).
Theorem 5 then shows that if pNB((E(k))k≥1) is satisfied, then RH holds.
Moreover, mn = min1≤k≤nXk ∼ E(λn) with λn = 1 + · · ·+ n = n(n+1)2 . So
E| log(mn)| =
∫ ∞
0
| log(x)|λne−λnxdx =
∫ ∞
0
| log(u/λn)|e−udu≪ logn,
and then, by Lemma 1,
D2n = D21,...,n ≫
1
log n
.
3. Equivalence for a class of concentrated random variables
The goal of this section is to prove the following:
Theorem 6. For any n ≥ 1, let (Xk,n)1≤k≤n be r.v. in L2+(Ω) such that, setting Yk,n =
√
Xk,n,
E Yk,n =
1√
k
, 1 ≤ k ≤ n,(3.10)
sup
1≤k≤n
Var Yk,n ≪ n−3−ϑ,(3.11)
P(Y1,n ≥ 1) ≤ 1− ν,(3.12)
for some ϑ > 0 and ν ∈ (0, 1). Therefore, RH holds if and only if (Xk,n)n≥1,k∈J1,nK satisfies pNB.
One can check that the r.v. Yk,n ∼ Γ
(
n3+ϑ
k ,
n3+ϑ√
k
)
, ϑ > 0, satisfy Conditions (3.10) and (3.11),
and by means of Central Limit Theorem, they also satisfy Condition (3.12).
In order to prove Theorem 6, RH will be used at two different places and in two different ways,
first via an explicit version of Báez-Duarte criterion; combining Proposition 1, 2 and 3 in [BdR10],
one obtains
Theorem 7 ([BdR10]). For ε > 0 and n ≥ 1, set
(3.13) νn,ε =
∥∥∥∥∥∥χ(t) +
∑
k≤n
µ(k)k−ε
{
1
kt
}∥∥∥∥∥∥
2
H
.
Under RH, the following limit holds
lim sup
n→∞
νn,ε −−−→
ε→0
0.
In order to prove Theorem 6, we will use some information about the coefficients in these linear
combinations, namely that |µ(n)| ≤ 1. RH will be also used via the Lindelöf hypothesis about the
rate of growth of the ζ function on the critical line (see [Tit86, p. 336-337]):
Theorem 8 ([Tit86]). Under RH, the Lindelöf hypothesis holds:
(3.14) |ζ (1/2 + it)| ≪η tη, η > 0.
We now turn to the proof of Theorem 6.
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Proof. To prove that pNB implies RH, by virtue of Theorem 5, it suffices to show that the family
(Xk,n)1≤k≤n satisfies Assumption (P). First, by union bound and Chebyshev’s inequality, we have
P
(
n⋃
k=2
{Yk,n ≥ 1}
)
≤
n∑
k=2
P(Yk,n ≥ 1) ≤
n∑
k=2
Var Yk,n
(1− 1/√k)2 ≤
1
(1− 1/√2)2
n
n3+ϑ
≤ 12
n2+ϑ
−−−−→
n→∞
0.
Moreover, we have P(Y1,n ≥ 1) ≤ 1− ν for all n ≥ 1. Therefore, for all n sufficiently large,
P
(
n⋃
k=1
{Yk,n ≥ 1}
)
≤ 1− ν/2,
and then, taking the complement, (P) holds.
Let us now prove that pNB((Xk,n)) holds under RH. We have
inf
a1,··· ,an
E
∥∥∥∥∥χ−
n∑
k=1
akρXk,n
∥∥∥∥∥
2
H
≤ E
∥∥∥∥∥χ+
n∑
k=1
µ(k)k−ερXk,n
∥∥∥∥∥
2
H
≤ E
∥∥∥∥∥χ+
n∑
k=1
µ(k)k−ερ1/k +
n∑
k=1
µ(k)k−ε(ρXk,n − ρ1/k)
∥∥∥∥∥
2
H
≪ νn,ε + E
∥∥∥∥∥
n∑
k=1
µ(k)k−ε(ρXk,n − ρ1/k)
∥∥∥∥∥
2
H
= νn,ε +Rn,ε.
It thus remains to study Rn,ε. Using Plancherel’s formula, see [BdR10, Prop.1], we obtain
(3.15) Rn,ε = E
∥∥∥∥∥
n∑
k=1
µ(k)k−ε
(
1
ks
−Xsk,n
)
ζ(s)
s
∥∥∥∥∥
2
L2
= E
∫ Tn
−Tn
Vn(t)dt+ E
∫
|t|≥Tn
Vn(t)dt,
where
Vn(t) =
∣∣∣∣∣
n∑
k=1
µ(k)k−ε
(
1
ks
−Xsk,n
)
ζ(s)
s
∣∣∣∣∣
2
, s =
1
2
+ it,
and where the parameter Tn is to be chosen later. The quantity Vn(t) depends on ε, but we do
not mention this dependence as a subscript since we will bound it independently of ε just below.
Let us recall the following useful inequality for a, b ∈ R,
|eas − ebs| =
∣∣∣∣∣
∫ b
a
seusdu
∣∣∣∣∣ ≤ |s|
∣∣∣∣∣
∫ b
a
euσdu
∣∣∣∣∣ = 2|s| ∣∣∣ea/2 − eb/2∣∣∣ .(3.16)
Using Cauchy-Schwarz inequality, |µ(k)k−ε| ≤ 1 and (3.16), we obtain
Vn(t) ≤ n
n∑
k=1
∣∣∣∣ 1ks −Xsk,n
∣∣∣∣2 |ζ(s)|2|s|2(3.17)
≤ 4n
n∑
k=1
∣∣∣∣ 1√k − Yk,n
∣∣∣∣2 |ζ(s)|2.(3.18)
Let us consider the term E
∫ Tn
−Tn in (3.15). From (3.18), the Lindelöf hypothesis (cf. Theorem 8)
and (3.11), we can write for any η > 0,
E
∫ Tn
−Tn
Vn(t)dt ≤ 4n
n∑
k=1
Var (Yk,n)
∫ Tn
−Tn
|ζ(s)|2dt
≪ n2 sup
1≤k≤n
Var (Yk,n) T
1+η
n
≪ n−1−ϑ T 1+ηn .(3.19)
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We now study the term E
∫
|t|≥Tn . From (3.17), we obtain
EVn(t) ≤ 2n
n∑
k=1
(
1
k
+ EXk,n
) |ζ(s)|2
|s|2 .
But EXk,n = (EYk,n)
2 +Var (Yk,n)≪ 1/k, therefore, for any η ∈ (0, 1),
E
∫
|t|≥Tn
Vn(t)dt ≪ n logn T η−1n .(3.20)
We finally need to tune η and Tn accordingly. Recall that ϑ > 0 is given. Choose η > 0 such
that 1+η1−η < 1 + ϑ/2, and α > 1 so that
0 <
1
1− η < α <
1 + ϑ/2
1 + η
.
Set Tn = nα. Hence, from (3.19) and (3.20)
E
∫
|t|≥Tn
Vn(t)dt ≪ n1−α(1−η) logn −−−−→
n→∞
0,
E
∫ Tn
−Tn
Vn(t)dt ≪ n−ϑ/2 −−−−→
n→∞
0.
Finally, we conclude with Theorem 7. 
4. Equivalences for dilated independent random variables
4.1. The necessity implication in gBD. Let f be a good kernel, cf [BD05, Definition 1.1]. Set
D2n = inf
(a1,··· ,an)∈Rn
∥∥∥∥∥f(t)−
n∑
k=1
akPf(kt)
∥∥∥∥∥
2
H
.
From the various rates of Theorem 3, we obtain
Theorem 9. Assume RH. Let ρ = 12 + iτ denote the non-trivial zeros of zeta. Then the following
statements hold:
(i) D2n ≪ε
(log logn)5/2+ε√
logn
, ε > 0;
(ii) If for some δ > 0,
∑
|τ |≤T
1
|ζ′(ρ)|2 ≪ T
3/2−δ, then D2n ≪
1
logn
.
Moreover, the coefficients ck,n of each involved approximations
n∑
k=1
ck,nPf(kt) verify
n∑
k=1
|ck,n| ≪ n.(4.21)
Proof. We only complete the argument in [BD05]. From the last equality in 3.1 [BD05], we deduce
Dn ≪ dn.
Since hn(t) =
∑n
k=1 ck,n{1/kt} can be either the Selberg approximation in [BCF13] or the one
given in Section 2 in [BdR10], we obtain the inequality (4.21). 
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4.2. Representation and approximation lemmas. We first give a probabilistic interpretation
of the Müntz operator.
Lemma 2. Let X ∈ L2+(Ω) and set f(x) = P(X ≥ x), x ≥ 0. Then Pf is well defined and
(4.22) E[{X/t}] = −Pf(t), t > 0.
Proof. First, notice that 0 ≤ f(k+1) ≤ ∫ 10 f(k+ x)dx, k ≥ 0, so that the following quantities are
well defined: ∑
k≥0
f(k + 1) ≤
∫ ∞
0
f(x)dx = EX <∞.
Since 0 ≤ {X} ≤ 1, we can write
E[{X}] =
∫ 1
0
P({X} ≥ x)dx
=
∫ 1
0
∑
k≥0
P(k + x ≤ X < k + 1)dx =
∫ 1
0
∑
k≥0
(f(k + x)− f(k + 1))dx
=
∑
k≥0
∫ 1
0
f(k + x)dx −
∑
k≥0
f(k + 1) =
∫ +∞
0
f(x)dx −
∑
k≥1
f(k).
Set t > 0. Then P(X/t ≥ x) = f(tx) and so
(4.23) E[{X/t}] =
∫ +∞
0
f(tx)dx −
∑
k≥1
f(tk) =
1
t
∫ +∞
0
f(x)dx−
∑
k≥1
f(tk),
as desired. 
WhenX has a density φ, one has the equality f ′ = −φ, and then, we also obtain the probabilistic
interpretation of the formula (2.4) in [BD05]:
Pf(t) =
∑
k≥1
f(kt)−
∫ ∞
0
f(ut)du = t
∫ ∞
0
f ′(ut){u}du =
∫ ∞
0
{x/t}f ′(x)dx = −E[{X/t}].
We now give a weak law of large numbers in H.
Lemma 3. Let (Xi(t))1≤i≤N be a family of i.i.d. random variables in H = L2(Ω × H). Let
EX(t) = EX1(t) and VX(t) = Var X1(t). Then∥∥XN (t)− EX(t)∥∥2H = 1N
∫ ∞
0
VX(t)dt −−−−→
N→∞
0.
Proof. We simply write
∥∥XN (t)− EX(t)∥∥2H = ∫ ∞
0
E
(∑N
i=1(Xi(t)− EX(t))
N
)2
dt =
1
N2
N∑
i=1
∫ ∞
0
E(Xi(t)− EX(t))2dt,
where we used E(Xi(t) − EX(t))(Xj(t) − EX(t)) = 0, by independence between Xi and Xj for
i 6= j. Since the Xi are identically distributed,
1
N2
N∑
i=1
∫ ∞
0
E(Xi(t)− EX(t))2 = 1
N
∫ ∞
0
VX(t)dt,
and the conclusion follows. 
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4.3. A partial converse for distributions with possibly non-compact support. Let
Wn =
{
(ck)1≤k≤n ∈ Rn,
n∑
k=1
ck
k
= 0
}
.
We quite abusively still denote by Dn, ck,n and Un(t) the following quantities:
D2n = inf
(a1,··· ,an)∈Wn
∥∥∥∥∥f(t) +
n∑
k=1
akPf(kt)
∥∥∥∥∥
2
H
=
∥∥∥∥∥f(t) +
n∑
k=1
ck,nPf(kt)
∥∥∥∥∥
2
H
= ‖Un(t)‖2H .
Theorem 10. Let Z ∈ L2+(Ω) verify, for some α ≥ 1,
(z1) f(t) = P(Z ≥ t)≪ e−tα , t > 0,
(z2) E[Zs] 6= 0, 1/2 < σ < 1.
Assume that
(i) D2n ≪
1
log(n)1/α
,
(ii) C(n) =
n∑
k=1
|ck,n|2
k
≪ nβ, for some β > 0.
Then RH holds.
Remark 2. Notice that (z2) is exactly the assumption f̂(s) 6= 0 in [BD05, Theorem 1.3] since
E[Zs] = −
∫ ∞
0
tsf ′(t)dt = −[tsf(t)]∞0 + s
∫ ∞
0
ts−1f(t)dt = sf̂(s).
Assumption (z1) includes the important cases of sub-exponential or sub-gaussian laws. Theorem
9 gives credit to Assumptions (i) and (ii). In particular, (ii) is much weaker than (4.21).
Proof. The general strategy of the proof is inspired by Beurling’s original proof based on Mellin
transform. We write the quantity f(t)−∑nk=1 ck,nPf(kt) in gBD as an expected value, which can
be approximated via a law of large numbers. We then need to tune carefully various parameters.
Lemma 2 allows us to write
Un(t) = P(Z ≥ t)−
n∑
k=1
ck,nE
{
Z
kt
}
= E
[
1Z≥t −
n∑
k=1
ck,n
{
Z
kt
}]
.
We introduce the random variables
UN,n(t) =
1
N
N∑
i=1
(
1{Zi≥t} −
n∑
k=1
ck,n
{
Zi
kt
})
,
where N ≥ 1 and (Zi)i≥1 is a family of independent copies of Z.
Notice that, by Lemma 3, UN,n
H−−−−→
N→∞
Un. We also introduce, for M > 0, the r.v.
1N,M = 1{Z1≤M,··· ,ZN≤M} = 1Z1≤M · · ·1ZN≤M .
Fix s ∈ C such that 1/2 < σ < 1. We have∫ M
0
1N,MUN,n(t)t
s−1dt = −
∫ ∞
M
1N,MUN,n(t)t
s−1dt+
∫ ∞
0
1N,MUN,n(t)t
s−1dt.(4.24)
Notice that, for any t ≥M , 1 ≤ i ≤ N and 1 ≤ k ≤ n, we have 1Zi≤M1Zi≥t = 0 and
1Zi≤M
{
Zi
kt
}
= 1Zi≤M
Zi
kt
, t ≥M,
so that, since (ck,n)1≤k≤n ∈Wn,
−
∫ ∞
M
1N,MUN,n(t)t
s−1dt = −1N,MZN
n∑
k=1
ck,n
k
∫ ∞
M
ts−2dt = 0.
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On the other hand, we have, for 1 ≤ i ≤ N ,∫ ∞
0
(
1Zi≥t −
n∑
k=1
ck,n
{
Zi
kt
})
ts−1dt =
∫ Zi
0
ts−1dt−
n∑
k=1
ck,n
∫ ∞
0
{
Zi
kt
}
ts−1dt
=
Zsi
s
+ Zsi
ζ(s)
s
n∑
k=1
ck,n
ks
.
Summing over 1 ≤ i ≤ N and taking the expectation give
E
∫ M
0
1N,MUN,n(t)t
s−1dt = E
∫ ∞
0
1N,MUN,n(t)t
s−1dt
= E
[
1N,M
ZsN
s
+ 1N,MZsN
ζ(s)
s
n∑
k=1
ck,n
ks
]
=
E
[
1N,MZsN
]
s
(
1 + ζ(s)
n∑
k=1
ck,n
ks
)
.
We will show, for a suitable choice of N = N(n) and M = M(n), that
(1) E
∫ M
0
1N,MUN,n(t)t
s−1dt tends to 0 as n→∞,
(2) while E[1N,MZsN ] does not,
which means that necessarily ζ(s) 6= 0 due to the previous equality.
Let us proceed to the proof of (1) and (2).
(1) Notice that ‖Un(t)‖H = ‖Un(t)‖H and
‖UN,n(t)‖H ≤ ‖UN,n(t)− Un(t)‖H + ‖Un(t)‖H .
From Lemma 3 we deduce that
‖UN,n(t)− Un(t)‖2H =
1
N
∫ ∞
0
VXn(t)dt,
where
Xn(t) = 1Z≥t −
n∑
k=1
ck,n
{
Z
kt
}
VXn(t) = Var (Xn(t)).
Lemma 4, which is stated and proven after the proof of the theorem, asserts that∫ ∞
0
VXn(t)dt ≪ nβ+1.
Setting D2N,n = ‖UN,n(t)‖2H and D2n = ‖Un(t)‖2H , we then obtain
D2N,n ≪
nβ+1
N
+D2n.
Choosing N ∼ n
β+1
D2n
−−−−→
n→∞
∞, we then have
D2N,n ≪ D2n ≪ log(n)−1/α.(4.25)
By the Cauchy-Schwarz inequality,∣∣∣∣∣E
∫ M
0
1N,MUN,n(t)t
s−1dt
∣∣∣∣∣
2
≤ D2N,n
∫ M
0
t2σ−2dt = D2N,n
M2σ−1
2σ − 1 .
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We now choose M = (logN)1/α −−−−→
n→∞ ∞.
Using (x + y)q ≤ xq + yq with q = 2σ − 1
α
∈ (0, 1) and writing
log(N) ≪ log(D−2n ) + log(n),
we deduce from (4.25) that
D2N,nM2σ−1 = D2N,n(logN)q ≪ D2n log(D−2n )q + log(n)−1/α log(n)q.
Since D2n → 0 and q −
1
α
= 2
σ − 1
α
< 0, we finally obtain
E
∫ M
0
1N,MUN,n(t)t
s−1dt −−−−→
n→∞
0.
(2) The Zi’s are i.i.d., therefore
E[1N,MZsN ] = E[1Z1≤M · · ·1ZN≤MZs1 ]
= E[1Z1≤MZ
s
11Z2≤M · · ·1ZN≤M ]
= E
[
1{Z≤M}Z
s
]
P(Z ≤M)N−1.
Notice that N(n),M(n)→ ∞ as n → ∞. Since EZσ <∞, we obtain by dominated convergence
theorem E
[
1{Z≤M}Zs
] −−−−→
n→∞
EZs 6= 0. Therefore,
E 1N,MZsN ≫
(
1− e−(log(N)1/α)α
)N
=
(
1− 1
N
)N
−−−−→
n→∞ e
−1 > 0,
which concludes the proof. 
It remains to prove the following
Lemma 4. Set Xn(t) = 1Z≥t −
n∑
k=1
ck,n
{
Z
kt
}
and let Assumption (ii) hold. Then
∫ ∞
0
VXn(t)dt ≪ nβ+1.
Proof. We first use the elementary inequality Var Y ≤ E[Y 2] and Cauchy-Schwarz to write
VXn(t) ≤ (n+ 1)
(
E[1Z≥t] +
n∑
k=1
c2k,nE
{
Z
kt
}2)
.
Integrating with respect to t ∈ [0,∞) yields
1
n+ 1
∫ ∞
0
VXn(t)dt ≤
∫ ∞
0
P(Z ≥ t)dt+
n∑
k=1
c2k,nE
∫ ∞
0
{
Z
kt
}2
dt.
Using the change of variables u = kt and applying Proposition 1.1, we obtain∫ ∞
0
VXn(t)dt ≤ (n+ 1)
(
E[Z] + 3
√
E[Z2]C(n)
)
≪ nβ+1,
as desired. 
4.4. gBD and pNB for exponential r.v. In this section, we briefly explicit the link mentioned
in Figure 2 between gBD(e−x) and pNB
(
(Ej(k))j,k≥1 ind.
)
.
Assume that gBD(e−x) holds. This means that e−x (and then e−jx, j ≥ 1) can be approximated
in H by linear combinations of Pf(kt) = E
[{
X
kt
}]
, k ≥ 1, where X/k ∼ E(k). By the law of large
numbers, E
[{
X
kt
}]
can be approximated in H by an empirical mean of independent copies Xj of
X . In order to show that pNB
(
(Ej(k))j,k≥1 ind.
)
holds, it remains to show the following lemma.
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Lemma 5. We have
χ ∈ spanH{t 7→ e−jt, j ≥ 1}.
Proof. Let g ∈ H such that for all j ≥ 1, ∫∞0 g(t)e−jtdt = 0. Let us write∫ ∞
0
g(t)e−jtdt =
∫ 1
0
g(− log u)uj−1du.
Set h(u) = g(− logu), H(x) = ∫ x1 h(u)du. By integration by parts, we obtain∫ 1
0
H(x)xndx = 0, n ≥ 0,
and one concludes that H ≡ 0 via Weierstrass’ theorem, and then g ≡ 0. 
5. Computations for independent dilated exponential random variables
5.1. The exponentially-averaged autocorrelation function. Showing that pNB or gBD
holds can be performed by studying a quotient of Gram determinants. This section aims at
starting the computation of the involved scalar products in the case of independent r.v. E(k),
k ≥ 1.
Lemma 6. Let X ∼ E(1). Then for α > 0,
E
{
X
α
}
=
1
α
− 1
eα − 1 ,
E
{
X
α
}2
=
2
α2
− 1
eα − 1
(
1 +
2
α
)
.
Proof. By Lemma 2, we know that E
{
X
α
}
= −Pf(α), where f(x) = P(X ≥ x) = e−x, so
E
{
X
α
}
=
1
α
∫ ∞
0
e−xdx −
∞∑
k=1
e−kα,
which yields the desired result.
The second identity can be obtained by noticing that
E
{
X
α
}2
= 2
∫ +∞
0
xP
({
X
α
}
≥ x
)
dx.
As in the proof of Lemma 2, we compute
P
({
X
α
}
≥ x
)
=
∞∑
k=0
f(α(k + x)) − f(α(k + 1)) = e
−αx − e−α
1− e−α ,
and using
∫ 1
0
xe−λxdx =
[
x
e−λx
−λ
]1
0
−
∫ 1
0
e−λx
−λ dx = −
e−λ
λ
− e
−λ − 1
λ2
, we obtain
E
{
X
α
}2
= 2
∫ 1
0
x
e−αx − e−α
1− e−α dx = −
2e−α
α(1 − e−α) +
2
α2
− e
−α
1− e−α =
2
α2
− 1
eα − 1
(
1 +
2
α
)
,
as desired. 
Lemma 7. Let (Xn)n≥1 be independent r.v. such that Xn ∼ E(n). Then, for n ≥ 1, m ≥ 1,
m 6= n, we have
〈χ, χ〉H = 1,
〈χ, ρXn〉H =
1
n
log
(
n
1− e−n
)
,
〈ρXn , ρXn〉H =
1
n
∫ ∞
0
(
2
t2
− 1
et − 1
(
1 +
2
t
))
dt,
〈ρXn , ρXm〉H =
1
n
A
(m
n
)
=
1
m
A
( n
m
)
,
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where the exponentially-averaged autocorrelation function A is defined as
(5.26) A(λ) =
∫ ∞
0
(
1
λt
− 1
eλt − 1
)(
1
t
− 1
et − 1
)
dt, λ > 0.
Proof. The first scalar product is obvious. The third and fourth are consequences of Lemma 6
and the independence of Xn and Xm. It remains to compute
〈ρXn , χ〉H =
∫ 1
0
(
1
nt
− 1
ent − 1
)
dt =
1
n
∫ n
0
(
1
t
− 1
et − 1
)
dt.
On one hand
∫ n
ε
dt
t
= log
(n
ε
)
. On the other hand,
1
et − 1 =
e−t
1− e−t =
∑
k≥1
e−kt, so
∫ n
ε
dt
et − 1 =
∑
k≥1
e−kε − e−kn
k
= log(1− e−ε)− log(1 − e−n).
Thus ∫ n
ε
(
1
t
− 1
et − 1
)
dt
ε→0−−−→ log
(
n
1− e−n
)
,
which yields the expression of the second scalar product. 
We draw the graph of λ 7→ A(1/λ), which has been obtained using the formula of Theorem 11
proven below. This graph can be compared with the one of the deterministic autocorrelation
function A as seen in [BDBLS05]. Although there are some global similarities in the behaviour of
both functions, the function A is analytic whereas A is not differentiable (cf Eq.(2) in [BDBLS05]).
0 20102 4 6 8 12 14 16 18
0
2
1
0.2
0.4
0.6
0.8
1.2
1.4
1.6
1.8
2.2
Figure 3. The exponentially-averaged autocorrelation function λ 7→ A(1/λ), λ > 0.
5.2. A Vasyunin-type formula. The main result of this section is the following identity.
Theorem 11. For coprime m,n ≥ 1, we have
mn
∫ ∞
0
(
1
mt
− 1
emt − 1
)(
1
nt
− 1
ent − 1
)
dt = −1
2
+ C(n+m) + m− n
2
log
( n
m
)
−pi
2
n−1∑
k=1
mk
n
cot
(
mkpi
n
)
− pi
2
m−1∑
l=1
nl
m
cot
(
nlpi
m
)
,
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where
C = 1−
∫ 1
0
(
1
t(et − 1) −
1
t2
+
1
2t
)
dt−
∫ ∞
1
dt
t(et − 1) = 0.6303307007 . . .
Remark 3. One can check numerically, for several values of (m,n), that the left and right-hand
sides coincide:
(m,n) l.h.s. r.h.s.
(2, 3) 1.844321 1.844321
(4, 23) 6.114893 6.114893
(496, 641) 427.1532 427.1532
(1859, 2018) 1472.683 1472.681
(1979, 1981) 1506.109 1506.109
Figure 4. The l.h.s. is computed via Wolfram Alpha and the r.h.s. using Scilab
with an error of 10−12 for C.
Remark 4. The formula obtained in Theorem 11 can be compared with the original Vasyunin
formula [Vas95], [BDBLS00, p.141]:
mn
∫ ∞
0
{
1
nt
}{
1
mt
}
dt = C(n+m) + m− n
2
log
( n
m
)
−pi
2
n−1∑
k=1
{
mk
n
}
cot
(
kpi
n
)
− pi
2
m−1∑
l=1
{
ln
m
}
cot
(
lpi
m
)
.
Remark 5. Following the notations of [BC13], we set c(x) = −∑k−1a=1 ak cot (piahk ), where x = h/k,
k > 0 and gcd(h, k) = 1. The main result of [BC13] is the reciprocity formula
xc(x) + c(1/x)− 1
pik
= g(x),
for a smooth function g defined from Eisenstein series. Theorem 11 can then be rewritten as
xc(x) + c(1/x)− 1
pik
=
1
pi
(2xA(x) − 2(1 + x)C + (x− 1) log(x)) .
Both results combined give a simple representation formula for the function g. We thank Sandro
Bettin for noticing a link between Theorem 11 and the analytic continuation of the formula of
Theorem 1.2 from the recent work [ABB17]. Let us stress that the proof of Theorem 11 starts
from the expression of a scalar product coming from a pNB, in the spirit of the original Vasyunin
formula. It uses trigonometry formulas and partial fraction expansions.
Remark 6. Numerical evidence suggested that C = 12 (log(2pi)−γ), where γ is the Euler constant.
Balazard actually proved this identity [Bal18]. We thank Michel Balazard for his proof and for
authorizing us to reproduce it below.
Proposition 5.1 ([Bal18]). One has
1−
∫ 1
0
(
1
t(et − 1) −
1
t2
+
1
2t
)
dt−
∫ ∞
1
dt
t(et − 1) =
1
2
(log 2pi − γ).
Proof. (translated from [Bal18]) One has∫ 1
0
(
1
t(et − 1) −
1
t2
+
1
2t
)
dt+
∫ ∞
1
dt
t(et − 1) =
lim
x→0
(∫ 1
0
(
1
et − 1 −
1
t
+
1
2
)
e−tx
dt
t
+
∫ ∞
1
e−tx
et − 1
dt
t
)
.
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But, for x > 0,
I(x) =
∫ 1
0
(
1
et − 1 −
1
t
+
1
2
)
e−tx
dt
t
+
∫ ∞
1
e−tx
et − 1
dt
t
=
∫ ∞
0
(
1
et − 1 −
1
t
+
1
2
)
e−tx
dt
t
+
∫ ∞
1
(
1
t
− 1
2
)
e−tx
dt
t
·
On one hand,∫ ∞
0
(
1
et − 1 −
1
t
+
1
2
)
e−tx
dt
t
= log Γ(x)− (x− 1/2) logx+ x− 1
2
log 2pi,
(Binet, 1839, cf. [WW27], §12 · 31, p. 249).
On the other hand, as x tends to 0,∫ ∞
1
(
1
t
− 1
2
)
e−tx
dt
t
= −1
2
∫ ∞
1
e−tx
dt
t
+ 1 + o(1)
with ∫ ∞
1
e−tx
dt
t
=
∫ ∞
x
e−t
dt
t
=
∫ 1
x
(e−t − 1)dt
t
− log x+
∫ ∞
1
e−t
dt
t
= − logx− γ + o(1),
by virtue of a classical formula for γ (cf. [WW27], §12 · 2, Example 4, p. 243).
Finally,
I(x) = log Γ(x) − (x− 1/2) logx+ x− 1
2
log 2pi − 1
2
(− log x− γ + o(1))+ 1 + o(1)
= 1 +
1
2
(γ − log 2pi) + o(1),
where one used xΓ(x) = Γ(x+ 1), x > 0, and Γ(1) = 1. This completes the proof. 
We need several technical lemmas to proceed the proof of Theorem 11.
Lemma 8. We have the following expansions
(5.27)
1
zn − 1 −
1
n
1
z − 1 =
1
2n
n−1∑
k=1
2 cos
(
2kpi
n
)
z − 2
z2 − 2 cos ( 2kpin ) z + 1 ,
(5.28)
zn−1
zn − 1 −
1
n
1
z − 1 =
1
2n
n−1∑
k=1
−2 cos ( 2kpin )+ 2z
z2 − 2 cos ( 2kpin ) z + 1 ,
(5.29)
zn + 1
zn − 1 −
1
n
z + 1
z − 1 =
1
n
z2 − 1
2z
n−1∑
k=1
1
z2+1
2z − cos
(
2kpi
n
) .
Proof. We consider the n-th roots of unity ωk,n = e
2ipik
n for k ∈ J0, n− 1K. We have
1
zn − 1 =
1∏n−1
k=0 (z − ωk,n)
=
1
n
n−1∑
k=0
ωk,n
z − ωk,n =
1
n
1
z − 1 +
1
n
n−1∑
k=1
ωk,n
z − ωk,n .
We sum in both directions to obtain
1
zn − 1 −
1
n
1
z − 1 =
1
2n
n−1∑
k=1
ωk,n
z − ωk,n +
ωn−k,n
z − ωn−k,n =
1
2n
n−1∑
k=1
2 cos
(
2kpi
n
)
z − 2
z2 − 2 cos ( 2kpin ) z + 1 ,
which is exactly Equation (5.27).
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In order to obtain the second identity, we write
1
z − 1 +
n−1∑
k=1
1
z − ωk,n =
n−1∑
k=0
1
z − ωk,n =
P ′(z)
P (z)
,
where P (z) =
∏n−1
k=0 (z − ωk,n) = zn − 1. We then have
nzn−1
zn − 1 −
1
z − 1 =
1
2
n−1∑
k=1
1
z − ωk,n +
1
z − ωn−k,n =
1
2
n−1∑
k=1
−2 cos ( 2kpin )+ 2z
z2 − 2 cos ( 2kpin ) z + 1 .
In order to obtain (5.29), we notice that
zn + 1
zn − 1 −
1
n
z + 1
z − 1 = z
(
zn−1
zn − 1 −
1
n
1
z − 1
)
+
(
1
zn − 1 −
1
n
1
z − 1
)
,
and we use Equations (5.27) and (5.28). 
Lemma 9. For any n ≥ 1 and a /∈ 2pin Z, we have
1
n
n−1∑
k=1
1
cos(a)− cos ( 2kpin ) = 1sin(a)
(
1
n
cot
(a
2
)
− cot
(na
2
))
.
Proof. We evaluate equation (5.29) at z = eia:
eian + 1
eian − 1 −
1
n
eia + 1
eia − 1 =
1
n
e2ia − 1
2eia
n−1∑
k=1
1
e2ia+1
2eiα − cos
(
2kpi
n
) .
The right-hand side reads
1
n
e2ia − 1
2eia
n−1∑
k=1
1
e2ia+1
2eiα − cos
(
2kpi
n
) = i
n
sin(a)
n−1∑
k=1
1
cos(a)− cos ( 2kpin ) ,
and the left-hand side:
eian + 1
eian − 1 −
1
n
eia + 1
eia − 1 =
2 cos(na/2)
2i sin(na/2)
− 1
n
2 cos(a/2)
2i sin(a/2)
= −i
(
cot
(na
2
)
− 1
n
cot
(a
2
))
.
We then obtain the desired result. 
Lemma 10. For any a ∈ (0, 2pi), a 6= pi,∫ ∞
1
1
z2 − 2 cos(a)z + 1dz =
1
sin(a)
(pi
2
− a
2
)
.
Proof. We have, for |α| < 1,∫ ∞
1
1
z2 − 2αz + 1dz =
1√
1− α2 arctan
(√
1 + α
1− α
)
,
which is obtained using the change of variables x = z−α√
1−α2 and pi/2− arctan(x) = arctan(1/x). If
α = cos(a) for some a ∈ (0, 2pi), a 6= pi, the above expression simplifies into
1√
1− α2 arctan
(√
1 + α
1− α
)
=
1
| sin(a)| arctan
(√
2 cos(a/2)2
2 sin(a/2)2
)
=
1
| sin(a)| arctan
(∣∣∣∣ 1tan(a/2)
∣∣∣∣)
=
1
| sin(a)|
∣∣∣pi
2
− a
2
∣∣∣ = 1
sin(a)
(pi
2
− a
2
)
,
the last identity being obtained by studying separately the cases 0 < a < pi and pi < a < 2pi. 
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For m,n ≥ 1, we set
I(m,n) =
∫ ∞
0
(
1
enx − 1 −
1
n
1
ex − 1
)(
1
emx − 1 −
1
m
1
ex − 1
)
dx.
The change of variables z = ex gives
I(m,n) =
∫ ∞
1
(
1
zn − 1 −
1
n
1
z − 1
)(
1
zm − 1 −
1
m
1
z − 1
)
dz
z
.
Lemma 11. Let m,n ≥ 2 be coprime numbers. Then
I(m,n) =
m− 1
2m
log(n)
n
+
n− 1
2n
log(m)
m
+
1
2n
n−1∑
k=1
(
cot
(
mkpi
n
)
− 1
m
cot
(
kpi
n
))(
pi
2
− kpi
n
)
+
1
2m
m−1∑
l=1
(
cot
(
nlpi
m
)
− 1
n
cot
(
lpi
m
))(
pi
2
− lpi
m
)
.
Proof. We deduce from equation (5.27) that
I(m,n) =
1
nm
n−1∑
k=1
m−1∑
l=1
∫ ∞
1
cos
(
2kpi
n
)
z − 1
z2 − 2 cos ( 2kpin ) z + 1
cos
(
2lpi
m
)
z − 1
z2 − 2 cos ( 2lpim ) z + 1 1z dz.
For k ∈ {1, . . . , n− 1} and l ∈ {1, . . . ,m− 1}, we set αk = cos
(
2kpi
n
)
, βl = cos
(
2lpi
m
)
, and
Fk,l(z) =
αkz − 1
z2 − 2αkz + 1
βlz − 1
z2 − 2βlz + 1
1
z
.
As m and n are coprime numbers, we have αk 6= βl. Therefore,
Fk,l(z) =
1
z
+
−1
2 z +
1−2α2k+αkβl
2(βl−αk)
z2 − 2αkz + 1 +
−1
2 z − 1−2β
2
l+αkβl
2(βl−αk)
z2 − 2βlz + 1
=
1
z
− 1
4
2z − 2αk
z2 − 2αkz + 1 +
1
2
1− α2k
βl − αk
1
z2 − 2αkz + 1
−1
4
2z − 2βl
z2 − 2βlz + 1 +
1
2
1− β2l
αk − βl
1
z2 − 2βlz + 1 .
We use equation (5.28) to write
n−1∑
k=1
m−1∑
l=1
1
z
− 1
4
2z − 2αk
z2 − 2αkz + 1 −
1
4
2z − 2βl
z2 − 2βlz + 1 =
(m− 1)(n− 1)
z
− (m− 1)n
2
(
zn−1
zn − 1 −
1
n
1
z − 1
)
− (n− 1)m
2
(
zm−1
zm − 1 −
1
m
1
z − 1
)
=
1
2
∂
∂z
log
(
z2(m−1)(n−1)(z − 1)m−1+n−1
(zn − 1)m−1(zm − 1)n−1
)
.
From the limits
lim
z→∞
log
(
z2(m−1)(n−1)(z − 1)m−1+n−1
(zn − 1)m−1(zm − 1)n−1
)
= 0,
lim
z→1
log
(
z2(m−1)(n−1)(z − 1)m−1+n−1
(zn − 1)m−1(zm − 1)n−1
)
= log
(
1
nm−1mn−1
)
,
we deduce
(5.30)
1
mn
n−1∑
k=1
m−1∑
l=1
∫ ∞
1
1
z
− 1
4
2z − 2αk
z2 − 2αkz + 1−
1
4
2z − 2βl
z2 − 2βlz + 1dz =
m− 1
2m
log(n)
n
+
n− 1
2n
log(m)
m
.
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In order to compute the integral of the remaining terms, we first use Lemma 9 to write
1
mn
n−1∑
k=1
m−1∑
l=1
1− α2k
βl − αk
1
z2 − 2αkz + 1 = −
1
n
n−1∑
k=1
(
1
m
m−1∑
l=1
1
cos
(
2kpi
n
)− cos ( 2lpim )
)
sin2
(
2kpi
n
)
z2 − 2 cos ( 2kpin ) z + 1
= − 1
n
n−1∑
k=1
1
m cot
(
kpi
n
)− cot (mkpin )
sin
(
2kpi
n
) sin2 ( 2kpin )
z2 − 2 cos ( 2kpin ) z + 1
= − 1
n
n−1∑
k=1
(
1
m
cot
(
kpi
n
)
− cot
(
mkpi
n
))
sin
(
2kpi
n
)
z2 − 2 cos ( 2kpin ) z + 1 .
Lemma 10 yields ∫ ∞
1
sin
(
2kpi
n
)
z2 − 2 cos ( 2kpin ) z + 1dz =
(
pi
2
− kpi
n
)
.
We thus have shown that
(5.31)∫ ∞
1
1
mn
n−1∑
k=1
m−1∑
l=1
1− α2k
βl − αk
1
z2 − 2αkz + 1dz = −
1
n
n−1∑
k=1
(
1
m
cot
(
kpi
n
)
− cot
(
mkpi
n
))(
pi
2
− kpi
n
)
.
Similarly,
(5.32)∫ ∞
1
1
mn
n−1∑
k=1
m−1∑
l=1
1− β2l
αk − βl
1
z2 − 2βlz + 1dz = −
1
m
m−1∑
l=1
(
1
n
cot
(
lpi
m
)
− cot
(
nkpi
m
))(
pi
2
− lpi
m
)
.
Lemma 11 is then proven by summing the identities (5.30), (5.31) and (5.32). 
Lemma 12. Let n ≥ 1. There exists C > 0, which does not depend on n, such that∫ ∞
0
(
1
t
− 1
et − 1
)(
1
nt
− 1
ent − 1
)
dt = C
(
1 +
1
n
)
− 1
2n
−n− 1
2n
log(n)+
1
2n
n−1∑
k=1
cot
(
kpi
n
)(
pi
2
− kpi
n
)
.
Proof. It suffices to compute the integrals
I1 =
∫ ∞
ε
dt
nt2
, I2 = −
∫ ∞
ε
dt
t(ent − 1) , I3 = −
∫ ∞
ε
dt
nt(et − 1) , I4 =
∫ ∞
ε
1
et − 1
1
ent − 1dt,
to sum them up and let ε→ 0.
We have I1 = 1nε . In order to compute I2 and I3, we notice that the function
t 7−→ 1
t(et − 1) −
1
t2
+
1
2t
can be continuously extended at t = 0, so we have∫ ∞
ε
dt
t(et − 1) =
1
ε
+
1
2
log(ε)− C + o(ε).
Recall that
C = 1−
∫ 1
0
(
1
t(et − 1) −
1
t2
+
1
2t
)
dt−
∫ ∞
1
dt
t(et − 1) .
Hence,
I2 = − 1
nε
− 1
2
log(nε) + C + o(ε),
I3 = − 1
nε
− 1
2n
log(ε) +
C
n
+ o(ε).
It remains to compute I4. The change of variables x = et gives, with c = exp(ε),
I4 =
∫ ∞
c
1
x
1
x− 1
1
xn − 1dx.
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Still using ωk,n = e
2ipik
n and αk = cos
(
2kpi
n
)
, we perform the partial fraction expansion of 1xn−1 :
n
xn − 1 =
n−1∑
k=0
ωk,n
x− ωk,n =
1
x− 1 +
n−1∑
k=1
xαk − 1
x2 − 2αkx+ 1 .
We compute ∫ ∞
c
dx
x(x− 1)2 =
∫ ∞
c
(
1
x
− 1
x− 1 +
1
(x− 1)2
)
dx
=
[
log
(
x
x− 1
)]∞
c
+
[
− 1
x− 1
]∞
c
= log
(
c− 1
c
)
+
1
c− 1
=
1
ε
+ log(ε)− 1
2
+ oε→0(1).
For 1 ≤ k ≤ n− 1, we have
1
x
1
x− 1
xαk − 1
x2 − 2αkx+ 1 =
1
x
− 1
2
1
x− 1 −
1
4
2x− 2αk
x2 − 2αkx+ 1 +
1
2
αk + 1
x2 − 2αkx+ 1 .
We first focus on the first three terms. Equation (5.28) allows us to write
n−1∑
k=1
1
x
− 1
2
1
x− 1 −
1
4
2x− 2αk
x2 − 2αkx+ 1 =
n− 1
x
− n− 1
2(x− 1) −
1
2
(
nxn−1
xn − 1 −
1
x− 1
)
=
n− 1
x
− n− 2
2(x− 1) −
1
2
nxn−1
xn − 1 ,
and so
1
n
∫ ∞
c
n−1∑
k=1
1
x
− 1
2
1
x− 1 −
1
4
2x− 2αk
x2 − 2αkx+ 1dx =
1
2n
[
log
(
z2(n−1)
(z − 1)n−2(zn − 1)
)]∞
c
=
n− 2
2n
log(c− 1) + 1
2n
log(cn − 1)− 2n− 1
2n
log(c)
=
n− 1
2n
log(ε) +
log(n)
2n
+ o(1).
We also compute, with Lemma 10,
1
n
∫ ∞
c
n−1∑
k=1
1
2
αk + 1
x2 − 2αkx+ 1dx =
1
2n
n−1∑
k=1
(
cos
(
2kpi
n
)
+ 1
)∫ ∞
c
dx
x2 − 2 cos ( 2kpin )x+ 1
=
1
2n
n−1∑
k=1
cos
(
2kpi
n
)
+ 1
sin
(
2kpi
n
) (pi
2
− kpi
n
)
=
1
2n
n−1∑
k=1
cot
(
kpi
n
)(
pi
2
− kpi
n
)
.

The statement of Lemma 11 and Lemma 12 can be simplified by using the following
Lemma 13. If m,n ≥ 1 are coprime, then
n−1∑
k=1
cot
(
mkpi
n
)
= 0.
Proof. As m,n are coprime, we know that the map k 7→ mk(n), i.e. the multiplication by m
modulo n, is one-to-one from J1, n− 1K onto itself, so
n−1∑
k=1
cot
(
mkpi
n
)
=
n−1∑
l=1
cot
(
lpi
n
)
.
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Changing of indices l 7→ n− l and using cot(pi − x) = cot(x) allows to conclude. 
We can now complete the proof of Theorem 11. For n ≥ 1, we set En(t) = 1nt − 1ent−1 . We have
I(m,n) =
∫ ∞
0
(
Em(t)− 1
m
E1(t)
)(
En(t)− 1
n
E1(t)
)
dt,
and Lemma 11 gives a formula for I(m,n). Moreover, Lemma 12 gives a formula for J(n) =∫∞
0
En(t)E1(t)dt. In particular J(1) = 2C. We now notice that
mn
∫ ∞
0
En(t)Em(t)dt = mnI(m,n) +mJ(n) + nJ(m)−mnJ(1).
Adding up everything and using Lemma 13 conclude the proof.
Ifm,n are not coprime, the statement of Theorem 11 cannot be correct, since the term cot
(
mkpi
n
)
is not defined if mkn is an integer. However, it is possible to prove the following
Lemma 14. The Vasyunin-type formula stated in Theorem 11 is valid for any integers m,n ≥ 1
with the following abuse of notations: if k ∈ J1, n− 1K and l ∈ J1,m− 1K are such that k/l = n/m,
we set
(5.33) cot
(
mkpi
n
)
mkpi
n
+ cot
(
nlpi
m
)
nlpi
m
= 1.
The convention used in Equation (5.33) can be explained by the following limit: given integers
a, p, q ≥ 1, we have
lim
λ→ pq
cot(aλqpi)aλqpi + cot
(
a
1
λ
ppi
)
a
1
λ
ppi = 1.
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