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Abstract
For a Hamiltonian system with one degree of freedom with the Hamiltonian depending
on a parameter we consider an arbitrary analytic function that depends on the phase point,
the parameter, and also is periodically dependent on the time. We prove an estimate for
the Fourier coefficients of this function as a periodic function of the angle (from the pair
of action-angle variables) and time. This estimate is important to study time-periodic
perturbations of such systems, as such functions arise naturally as the coefficients of the
perturbed system written using the angle variable. Having an estimate for the Fourier
coefficients is needed for the application of the averaging method and for the study of the
resonances.
The estimate we prove is most likely known to experts. However, we were unable to
find a reference for it and it is crucial to the research project ”Adiabatic invariance in
two-frequency dynamical systems with separatrix crossing” we are working on. This is
why we have written down its proof as this preprint.
1 Estimate on Fourier coefficients
Consider a Hamiltonian system with one degree of freedom
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
(1)
with the Hamiltonian H(p, q, z) depending on a vector parameter z = (z1, . . . , zn) ∈ Rn.
Denote by h the value of the Hamiltonian. We assume that for all considered values of
z the Hamiltonian H has a saddle C with two separatix loops forming a figure eight and
C is a non-degenerate critical point of H. Then in some domain near the union of the
separatrices, either outside the union of the separatix loops or inside one of the loops, there
exists an angle variable ϕ (from the pair of action-angle variables). Then in this domain
(denote it by B) we may consider new variables h, ϕ, z. We will assume that B is foliated
by the level sets of H, so, with a slight abuse of notation, we may write (h, z) ∈ B. We
assume that the Hamiltonian is analytic on some compact set B˜ with B ⊂ int B˜. We will
assume that B˜ is also foliated by the the level sets of H.
Let f(p, q, z, t) be any bounded time-periodic function with f(p, q, z, t) = f(p, q, z, t +
2pi) analytic in B˜ × [0, 2pi]. We can also write this function as f(h, ϕ, z, t). Denote by
T = T (h, z) the period of the solution of (1) with given h, z. The goal of this preprint is
to prove the following estimate on the Fourier coefficients of f .
Proposition 1. There are C1, C2 > 0 such that for any (h, z) ∈ B, k, l ∈ Z we have∣∣∣∣ ∫ 1
0
∫ 2pi
0
f(h, ϕ, z, t)eikϕeiltdϕdt
∣∣∣∣ ≤ C1 exp(− C2|l| − C2 |k|T
)
. (2)
To prove this estimate, we adapt the standard argument for the exponential decay of
Fourier coefficients of an analytic function that uses analytic continuation. The estimate
will follow from the fact that f(ϕ) can be continued to a complex domain of “width” ∼ 1/T
(i.e. Imϕ may be ∼ 1/T ).
Denote y = (p, q, z). For a compact set A ⊂ Rm and K > 0 denote by UK(A) the
complex compact set {v ∈ Cm : Re v ∈ A, | Im v| ≤ K}. Taking a finite subcover, it is
easy to prove that there is K1 > 0 such that the function H can be continued to UK1(B˜)
and f can be continued to UK1(B˜ × [0, 2pi]).
The local uniqueness and existence theorem (see e.g. [1, Theorem 1.1]) claims that
in a small neighborhood of any initial condition y0, t0 the solution of a complex ODE
y˙ = g(y, t) exists and depends holomorphically on the initial condition. From this we have
the following corollary.
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Corollary 1. For any complex ODE y˙ = g(y, t) for any point y0 there are ∆t > 0,∆y > 0
such that for any y1 with |y1 − y0| < ∆y the solution y(t) with y(0) = y1 exists for all
complex t with |t| < ∆t.
By a compactness argument we get
Corollary 2. Consider a complex ODE y˙ = g(y, t) in some open domain U . Consider a
compact set V ⊂ U . Then there is ∆t > 0 such that for any y0 ∈ V the solution of our
ODE with the initial condition y(0) = y0 exists and stays in U for all t with |t| < ∆t.
For any fixed (h, z) ∈ B the value of y = (p, q, z) is a function of ϕ. Hence, we may consider
vector-valued functions yh,z(ϕ).
Lemma 1. There exists K2 > 0 such for any fixed (h, z) ∈ B the function yh,z(ϕ) can be
continued to the set UK2/T (h,z)([0, 2pi]) with yh,z(ϕ) ∈ UK1(B˜).
Proof. First we apply Corollary 2 to U = intUK1(B˜) and V = B. This gives us ∆t.
Let us now prove that for K2 = pi∆t for any (h, z) ∈ B the function yh,z(ϕ) can be
continued to the set UK2/T (h,z)([0, 2pi]). We will denote by s the time passed since the
solution of the unperturbed system (1) crossed the transversal ϕ = 0. Given some value of
ϕ (denote it ϕ1 ∈ UK2/T (h,z)([0, 2pi])) we can compute s1 = Tϕ12pi . We have Re s1 ∈ [0, T ],
Im s1 ∈ [−∆t/2,∆t/2]. Consider the solution y(t) of (1) with the initial condition y(0)
determined by our values of h, z and ϕ = 0. For t ∈ [0,Re s1] this solution is real with
yh,z(Re s1) = yh,z(Reϕ1) ∈ B. Note that as (h, z) ∈ B, we also have yh,z(Reϕ1) ∈ B. As
H does not depend on the time, for τ ∈ [Re s1, s1] the solution (if exists) is the same as the
solution with the initial condition y0 = yh,z(Reϕ1) for t ∈ [0, Im s1]. As | Im s1| < ∆t, by
Corollary 2 this solution exists and stays inside UK1(B˜). We have constructed yh,z(ϕ1).
Lemma 2. There is K3 > 0 such that for any fixed (h, z) ∈ B and t ∈ [0, 2pi] the function
f(h, ϕ, z, t) (now it is a function of ϕ only) can be continued to the set UK2/T (h,z)([0, 2pi])
with |f(h, ϕ, z, t)| < K3.
Proof We have f(h, ϕ, z, t) = f(yh,z(ϕ), t). As f is analytic in UK1(B˜) × [0, 2pi], from
Lemma 1 this expression is correctly defined for ϕ ∈ UK2/T (h,z)([0, 2pi]). We can take
K3 = max
UK1 (B˜)×[0,2pi]
f(y, t) + 1.
Lemma 3. For any (h, z) ∈ B, t ∈ [0, 2pi], k ∈ Z we have∣∣∣∣ ∫ 2pi
0
f(h, ϕ, z, t)eikϕdϕ
∣∣∣∣ ≤ 2piK3 exp(−K2|k|/T (h, z)).
Proof. This is proved exactly like the exponential decay of Fourier coefficients of an analytic
function. We can move the contour of integration up (assuming k > 0, otherwise down)
by adding iK2/T (h, z) to ϕ. By the periodicity it will not change the integral. But for the
new integral |eikϕdϕ| = exp(−K2k/T (h, z)) while |f(h, ϕ, z, t)| ≤ K3.
Proof of Proposition 1. Denote by L the left hand side of (2). The lemma follows from
two separate estimates
L ≤ C1 exp(−2 C2|l|), L ≤ C1 exp
(
− 2 C2 |k|
T
)
.
By the usual argument for the exponential decay of Fourier coefficients of an analytic
function that we have already used in Lemma 3 we get that for some C2,1 > 0 for any ϕ
and (h, z) ∈ B ∣∣∣∣ ∫ 2pi
0
f(h, ϕ, z, t)eiltdt
∣∣∣∣ ≤ O(1) exp(C2,1|l|).
Multiplying this by eikϕ and integrating by ϕ, we get our first estimate. Multiplying
the estimate from Lemma 3 by eilt and integrating by t, we obtain the second required
estimate.
2 Application to the averaging method
Consider again the system (1), an open domain A and a compact set A˜ with the same
properties as the sets B, B˜ above. Let us add a time-periodic perturbation:
q˙ =
∂H
∂p
+ εfq(p, q, z, t, ε), p˙ = −∂H
∂q
+ εfp(p, q, z, t, ε), z˙ = εfz(p, q, z, t, ε), (3)
where f∗(p, q, z, t, ε) = f∗(p, q, z, t+ 2pi, ε) and ε > 0 is a small parameter. Here t ∈ [0, 2pi],
ε ∈ (0, ε1) and (p, q, z) ∈ A, where ε1 > 0. We will assume that H is analytic in A˜ and the
perturbation (fp, fq, fz) is analytic in A˜× [0, 2pi]× [−δ, ε1 + δ] for some δ > 0.
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Consider the vector-valued function fz and the function fh =
∂H
∂p
fp +
∂H
∂q
fq +
∂H
∂z
fz.
These functions are important for the averaging method as their averages appear in the
averaged system. We are almost in the situation that we discussed above, however, fh
and fz depend on ε. Denote Z = (z, ε), then we may apply Proposition 1 to fh and each
component fzi of fz taking Z as the parameter, B = A × (0, ε1), B˜ = A˜ × [−δ, ε1 + δ].
This shows that the estimate (2) holds on A× (0, ε1) for f = fh, fz1 , . . . , fzn .
Finally, let us remark that Hamiltonian systems with two and a half degrees of freedom
are a particular case of (3). The Hamiltonian has the form
E(p, q, y, x, t) = E0(p, q, y, x) + εE1(p, q, y, x, t),
where (q, p) are fast variables and (x, y) are slow variables; q, ε−1x are coordinates, p, y are
canonically conjugate momenta; the function E1 is 2pi-periodic in time t. The Hamiltonian
equations are written as follows:
p˙ = −∂E
∂q
, q˙ =
∂E
∂p
, y˙ = −ε∂E
∂x
, x˙ = ε
∂E
∂y
.
This can be rewritten in the form (3) with
z = (x, y), H = E0, fp = −∂E1
∂q
, fq =
∂E1
∂p
, fz = (
∂E
∂y
,−∂E
∂x
).
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