In this paper we consider the effects of opacity regimes on the stability of self-gravitating protoplanetary discs to fragmentation into bound objects. Using a self-consistent 1-D viscous disc model, we show that the ratio of local cooling to dynamical timescales Ωt cool has a strong dependence on the local temperature. We investigate the effects of temperature-dependent cooling functions on the disc gravitational stability through controlled numerical experiments using an SPH code. We find that such cooling functions raise the susceptibility of discs to fragmentation through the influence of temperature perturbations -the average value of Ωt cool has to increase to prevent local variability leading to collapse. We find the effects of temperaturedependence to be most significant in the 'opacity gap' associated with dust sublimation, where the average value of Ωt cool at fragmentation is increased by over an order of magnitude. We then use this result to predict where protoplanetary discs will fragment into bound objects, in terms of radius and accretion rate. We find that without temperature dependence, for radii 10AU a very large accretion rate ∼ 10 −3 M ⊙ yr −1 is required for fragmentation, but that this is reduced to 10 −4 M ⊙ yr −1 with temperature-dependent cooling. We also find that the stability of discs with accretion rates 10 −7 M ⊙ yr −1 at radii 50AU is enhanced by a lower background temperature if the disc becomes optically thin.
INTRODUCTION
The formation of planets within protoplanetary discs is a subject that attracts considerable interest, with two main competing schools of thought. The core accretion-gas capture model (Lissauer, 1993Lissauer & Stevenson, 2007Klahr, 2008 posits hierarchical growth, with the collisional coagulation of dust grains initially leading to centimetre-sized particles, and thence on to planetesimals and rocky planets. Once a critical mass is reached, it is then possible to accrete a gaseous envelope and hence form giant Jupiter-like planets. Various observations have successfully confirmed this mode of planet formation, for example Marcy et al. (2005) , Dodson-Robinson & Bodenheimer (2009) . However, this model cannot explain all the available observations. Kennedy & Kenyon (2008) show that beyond approximately 20 AU, the timescales for giant planet formation via core accretion exceed the expected disc lifetime of approximately 10 Myr, implying that no planets should be detected in this region. However, recent observations of HR8799 with the Keck and Gemini telescopes have produced direct images of giant planets (5 -13 M J ) orbiting at ⋆ E-mail: peter.cossins@astro.le.ac.uk radii of up to ∼ 70 AU (Marois et al., 2008) . Similar observations of other systems (e.g. β Pic b (Lagrange et al., 2009 ) and Formalhuat (Kalas et al., 2008) ) and theoretical work on the formation of 2MASS1207b have suggested that there is another mechanism for planet formation at work, and this is thought to be the effect of gravitational instabilities within the protoplanetary discs themselves.
In protoplanetary discs where the self-gravity of the gas is dynamically important, direct gravitational collapse of locally Jeans-unstable over-densities within the disc (Boss, 1997Boss, 1998Durisen et al., 2007 would also produce giant planets very rapidly, on the local dynamical timescale. A similar process of gravitational instability leading to local collapse is a strong candidate for the formation of stellar discs around Active Galactic Nuclei (AGN) (Nayakshin et al., 2007) and those observed in our own Galactic Centre (Levin & Beloborodov, 2003Nayakshin & Cuadra, 2005 , and in the context of protostellar discs may furthermore be responsible for the formation of brown dwarves and other low mass stellar companions (Stamatellos et al., 2007a) .
The emergence of the gravitational instability within a disc is governed by the parameter Q (Toomre, 1964) , which for a gaseous Keplerian disc is given by
This encapsulates the balance between the stabilising effects of rotation (Ω(R) is the angular frequency at radius R) and thermal pressure (c s (R) is the sound speed) and the destabilising effect of the disc self-gravity via the surface density Σ(R). When Q 1 the instability is initiated, leading to the presence of spiral density waves within the disc which, depending on the local cooling rate, may persist in a self-regulated quasi-stable state (Gammie, 2001Lodato & Rice, 2004 or may fragment into bound clumps (Johnson & Gammie, 2003Rice et al., 2005 . Discs that are sufficiently cool are therefore expected to be susceptible to the gravitational instability, and it is thought that at least in the early stages of stellar evolution, many discs enter the self-gravitating phase (Hartmann, 2009) .
Once the gravitational instability is initiated, heat is input to the disc on the dynamical timescale through the passage of spiral compression/shock waves (Cossins et al., 2009) . Various numerical studies using both 2D and 3D models of self-gravitating discs have produced the result that, in order to induce fragmentation, the disc must be able to cool on a timescale faster than a few times the local dynamical time, t dyn = Ω −1 (Gammie, 2001Rice et al., 2005 . This condition is likely to occur only at relatively large radii (∼ 100 AU), on the assumption that stellar or external irradiation of the disc is negligible (Rafikov, 2009Stamatellos & Whitworth, 2009b .
These models have generally used a cooling rate prescribed by using a fixed ratio between the local cooling (t cool ) and dynamical (Ω −1 ) times, such that
for some constant β throughout the radial extent of the disc. Various authors (e.g. Gammie 2001Rice et al. 2005 have found that fragmentation occurs whenever Ωt cool ≈ 3 − 7. By using a more realistic cooling framework based on the optical depth, Johnson & Gammie (2003) found that the fragmentation boundary (defined hereafter as the ratio of the cooling to dynamical timescales, Ωt cool at fragmentation) may in fact be over an order of magnitude greater than this, leading to an enhanced tendency towards fragmentation. This variation in Ωt cool they ascribed to the implicit dependence of the cooling function on the disc opacity, and hence on temperature.
Using the opacity tables of Bell & Lin (1994) it is clear that the opacity is a strong function of temperature in certain regimes, and by modelling protoplanetary discs as optically thick in the Rosseland mean sense, Ωt cool shows power law dependencies on both the local temperature and density. In cases where this dependence is strong, it is therefore possible that small temperature fluctuations may push the local value of Ωt cool below the fragmentation boundary, even when the average value is significantly above it.
In this paper we therefore seek to investigate and clarify the exact relationship between the fragmentation boundary and the temperature dependence of Ωt cool , using a Smoothed Particle Hydrodynamics (sph) code to conduct global, 3D numerical simulations of discs where the cooling time follows a power-law dependence on the local temperature. In addition, various studies have shown that in a quasi-steady state the gravitational instability may be modelled pseudo-viscously (Lodato & Rice 2005Cossins et al. 2009Clarke 2009Rafikov 2009 ).
We therefore use the α-prescription of Shakura & Sunyaev (1973) and the assumption of local thermal equilibrium, where
and γ is the ratio of specific heats, to construct an analytical model of the opacity regimes present within a marginally gravitationally stable disc. From this we can therefore predict analytically if and where such discs would become prone to fragmentation, and also compare these results to those from the more complex simulations where radiative transfer is modelled, such as Boley (2009) and Stamatellos & Whitworth (2009b) . The structure of this paper is therefore as follows. In Section 2 we discuss some of the theoretical results relevant to protoplanetary discs, and introduce a simplified cooling function derived from the various opacity regimes. We further consider the effects we expect these cooling prescriptions to have on the susceptibility of protoplanetary discs to fragmentation. In Section 3 we briefly outline the numerical modelling techniques used in our simulations and detail our initial conditions. In Section 4 we present the results from these simulations, before proceeding to collate these with the analytical predictions in Section 5. Finally in Section 6 we discuss the ramifications of our work and the conclusions that may be drawn from it.
THEORETICAL RESULTS
In this section we derive analytical results for the dependence of the cooling timescale t cool on temperature and density, such as we might expect to find in a quasi-gravitationally stable protoplanetary disc environment. We also consider analytically the effects that a (specifically) temperature dependent cooling time will have on the stability of such a disc to fragmentation.
Ωt cool in the Optically Thick Regime
As in the case of Gammie (2001) , we may start from the following basic equations:
where U is the specific internal energy, Λ is the cooling rate per unit area, τ is the optical depth, ρ is the (volume) density, H = c s /Ω is the disc scale height, κ is the opacity, γ is the ratio of specific heats, R = k/m H is the universal gas constant (k being the Boltzmann constant and m H the mass of a hydrogen atom), T is the local midplane temperature and µ is the mean molecular weight of the gas. Note that the factor of two in equation 6 arises from there being two faces of the disc from which to radiate. In the case where the disc is optically thick (in terms of the Rosseland mean), then the cooling rate per surface area Λ may be given as
where σ is the Stefan-Boltzmann constant. We note that this is strictly valid only in the case where energy is transported radiatively within the disc -convective transport or stratification within the disc will alter this relationship (see for example Rafikov 2007) . For the purely radiative case, the vertical temperature structure of the disc is therefore accounted for via this formalism, and is characterised by the midplane temperature T and the optical depth τ. In order to prevent divergence of this cooling function at low optical depths and to interpolate smoothly into the optically thin regime, others including Johnson & Gammie (2003) and Rice & Armitage (2009) have used a cooling function of the form
which becomes directly proportional to the optical depth in the optically thin limit. In general however, we find that discs only become optically thin at large radii, and that this correction is therefore only relevant to the case where the cooling is dominated by ices. Furthermore, we note that for systems where the stellar mass dominates over that of the disc, the density ρ may be approximated by
where M * is the mass of the central star and R the radial distance from the central star, and therefore we have Ω 2 = 2πGρQ in the case of Keplerian rotation, with G being the universal gravitation constant. Recalling also that c 2 s = Uγ(γ − 1), equations 4 -10 may be rearranged to show that in the optically thick case, the ratio of cooling to dynamical times should be Bell & Lin (1994) found that the opacity can be reasonably well approximated by power-law dependencies on temperature and density, such that
Specific values of a, b and κ 0 apply for each opacity regime, such that the value of κ varies continuously over the regime boundaries. Using these approximations, we find that the Ωt cool value for the various opacity regimes can be given by
For each opacity regime, the constant κ 0 , the exponents a and b, the transition temperatures between the regimes and the functional dependence of Ωt cool on temperature and density are given in Table 1. It should be noted that for the purposes of these tables the temperature and density should be measured in cgs units.
Effects of Temperature Dependence on Fragmentation
We now specifically consider the effects of temperature fluctuations on the stability of a disc to fragmentation, using a simplified cooling prescription derived from a consideration of equation 13. In the previous section it was noted that the ratio of the local cooling and dynamical times Ωt cool has a direct dependence on the local mid-plane temperature T . Given that (from Table 1 ) this dependence is generally much stronger than that on density, it is physically reasonable to consider a simplified cooling function where we only include the effects of temperature, and where we define the cooling time via the relationship
for some general value of the cooling exponent n and cooling parameter β. HereT is the azimuthally averaged mid-plane temperature T in thermal equilibrium, and thus we see that when thermal equilibrium is reached, the average cooling timescale is expected to reduce to Ωt cool ≈ β, with a fragmentation boundary β n associated with each value of n. In particular, with n = 0, at fragmentation we have Ωt cool = Ωt cool = β 0 , which Gammie (2001) , Rice et al. (2005) and others have found to be in the range 3 − 7.
In the case of temperature dependent cooling (where n 0), if the equilibrium value of the cooling parameter β > β 0 , the disc may still fragment due to temperature fluctuations leading to a short term (relative to the dynamical timescale) decrease in the instantaneous value of β to less than the threshold value. For a powerlaw index n, in order to calculate the value β n of the equilibrium cooling parameter below which fragmentation occurs, we make the assumption that fragmentation takes place wherever the instantaneous value of Ωt cool is held at or below the critical value β 0 for longer than a dynamical time, independent of the mechanism by which the cooling is effected. If we therefore consider temperature fluctuations such that T =T + δT , we find that at the fragmentation boundary
In Cossins et al. (2009) for the case where M disc /M * = 0.1 we found that on average the strength of the surface density perturbations δΣ/Σ can be linked to the strength of the cooling through the following relationship,
where angle brackets denote the RMS value. In a similar manner we may say that
where k is to be defined empirically. At fragmentation therefore we have
noting that by construction for a given index n, at fragmentation Ωt cool = β n . Combining this with equation 15 we find that in the case where the cooling is allowed to vary with temperature as per equation 14, the fragmentation boundary β n satisfies the following equation;
This implicit equation can therefore be solved to find the value of the fragmentation boundary β n for all n −2 (below this β n becomes undefined), as shown later in Table 4 . 
NUMERICAL SET UP

The SPH code
All of the simulations presented hereafter were performed using a 3D smoothed particle hydrodynamics (sph) code, a Lagrangian hydrodynamics code capable of modelling self-gravity (see for example, Benz 1990 , Monaghan 1992 ). The code selfconsistently incorporates the so-called ∇h terms to ensure energy conservation, as described in Springel & Hernquist (2002) , Price & Monaghan (2007) . All particles evolve according to individual time-steps governed by the Courant condition, a force condition (Monaghan, 1992) , an integrator limit (Bate et al., 1995) and an additional condition that ensures the local timestep is always less than the local cooling time.
We have modelled our systems as a single point mass (onto which gas particles may accrete if they enter within a given sink radius and satisfy certain boundness conditionssee Bate et al. 1995) orbited by 500,000 sph gas particles; a set up common to many other sph simulations of such systems (e.g. Rice et al. (2003Lodato & Rice (2004Lodato & Rice (2005Clarke et al. (2007Cossins et al. (2009 ) but at a higher resolution than most. The central object is free to move under the gravitational influence of the disc.
In common with many other simulations where cooling is being investigated (Gammie (2001Lodato & Rice (2005Cossins et al. (2009 for example) we use a simple implementation of the following form;
where u i and t cool,i are the specific internal energy and cooling time associated with each particle respectively. The cooling time is allowed to vary with the particle temperature T i in such a manner that
where Ω i is the angular velocity of the particle,T is the equilibrium temperature, andβ and n are input values held constant throughout any given simulation. Given that T ∼ c 2 s , equation 1 shows that for a given value of the surface density Σ this is equivalent to
where again Q i is the value of the Q parameter evaluated at each particle, andQ is the expected equilibrium value of Q, which we take to be 1 throughout. Note that a priori we do not know exactly what the equilibrium value of Q will be once the gravitational instability has saturated. Indeed as we shall see this turns out to be slightly greater than unity, but still such that Q ≈ 1. The effective value of the cooling parameter is given by
where Q is the actual value to which the simulations settle. Since we are exploring relatively large values of n, β can vary significantly from our input valueβ for even small changes in Q.
Finally we calculate the equivalent surface density Σ i (and thus Q i ) at the radial location of each particle R i by dividing up the disc into (cylindrical) annuli, calculating the surface density for each annulus, and then interpolating radially to obtain Σ i (R i ). To prevent boundary effects, for simulations where n > 1.0 the temperature dependent effects are limited to an annulus 15 ≤ R ≤ 20 (in code units -note that initially R in = 0.25 and R out = 25.0). At other radii we keep Ωt cool = 8, a value chosen to suppress fragmentation in regions outside the annulus of interest (see for instance Alexander et al. 2008 ).
All simulations have been run with the particles modelled as a perfect gas, with the ratio of specific heats γ = 5/3. Heat addition is allowed for via PdV work and shock heating. Artificial viscosity has been included through the standard sph formalism, with α SPH = 0.1 and β SPH = 0.2 -although these values are smaller than those commonly used in sph simulations, this limits the transport and heating induced by artificial viscosity. As shown in Lodato & Rice (2004) , with this choice of parameters the transport of energy and angular momentum due to artificial viscosity is a factor of 10 smaller than that due to gravitational perturbations, while we are still able to resolve the weak shocks occurring in our simulations.
By using the cooling prescription outlined above in equation 22, the rate at which the disc cools is governed by the dimensionless parameters Q,β and n, and the cooling is thereby implemented scale free. The governing equations of the entire simulation can therefore likewise be recast in dimensionless form. In common with the previous sph simulations mentioned above, we define the unit mass to be that of the central object -the total disc mass and individual particle masses are therefore expressed as fractions of the central object mass. We can self-consistently define an arbitrary unit (cylindrical) radius R 0 , and thus, with G = 1, the unit timestep is the dynamical time t dyn = Ω −1 at radius R = 1.
Initial conditions
All our simulations model a central object of mass M * , surrounded by a gaseous disc of mass M disc = 0.1M * . We have used an ini- 4, 5, 6, 7, 8, 9, 10 1.5 7, 8, 9, 10, 11 2.0 10, 11, 12, 13, 14, 15, 16, 17, 18 3.0 20, 22.5, 25, 27.5, 30, 32.5, 35, 37.5, 40 tial surface density profile Σ ∼ R −3/2 , which implies that in the marginally stable state where Q ≈ 1, the disc temperature profile should be approximately flat for a Keplerian rotation curve. Since the surface density evolves on the viscous time t visc ≫ t dyn = Ω −1 this profile remains roughly unchanged throughout the simulations. Radially the disc extends from R in = 0.25 to R out = 25.0, as measured in the code units described above. The disc is initially in approximate hydrostatic equilibrium in a Gaussian distribution of particles with scale height H. The azimuthal velocities take into account both a pressure correction (Lodato, 2007) and the enclosed disc mass. In both cases, any variation from dynamical equilibrium is washed out on the dynamical timescale.
The initial temperature profile is c 2 s ∼ R −1/2 and is such that the minimum value of the Toomre parameter Q min = 2 occurs at the outer edge of the disc. In this manner the disc is initially gravitationally stable throughout. Note that the disc is not initially in thermal equilibrium -heat is not input to the disc until gravitational instabilities are initiated.
Simulations run
Since our simulations use a slightly different surface density profile to that used by previous authors (Σ ∼ R −3/2 , cf. Rice et al. 2003) we initially ran five simulations at various values of β with the cooling exponent n set equal to zero, to find the fragmentation boundary in the case where the cooling is independent of temperature. Thereafter, simulations were run at various β values as n was incremented up to n = 3, to ascertain the fragmentation boundary in each case. A summary of all the simulations run is given in Table 2 .
SIMULATION RESULTS
Detecting Fragmentation
First of all it is useful to explain how fragmentation has been detected in our simulations. Throughout all the numerical simulations run, the maximum density over all particles has been tracked as a function of elapsed time. In the case of a non-fragmenting disc, the maximum always occurs at the inner edge of the disc (as would be expected), and is relatively stable over time. However, once a fragment forms, this maximum density (now corresponding to the radius at which the fragment forms) rises exponentially, on its own dynamical timescale. An example is shown in Fig. 1 , and the various changes in gradient correspond to various fragments at different radii (and thus with differing growth rates) achieving peak density. A similar increase in the central density of proto-fragments is observed in Stamatellos & Whitworth (2009a) , although the timescales differ due to the use of different equations of state.
This rise in the maximum density has therefore been used throughout as a tracer of fragment formation, and the evolution has been followed until the fragments are at least four orders of magnitude greater than the original peak density.
Averaging Techniques
Throughout the following analysis, we have defined the average value of a (strictly positive) quantity, which we denote by an overbar, as the geometric mean of the particle quantities. The reason for this is we find that in the "gravo-turbulent" equilibrium state properties such as the temperature, density and Q value are lognormally distributed. This is shown for example in Fig. 2 , where the temperature data from the simulation match a predicted log-normal distribution to within one percent. (Note the reduced radial range to reduce the effect of the inherent gradual reduction in temperature with radius.) The geometric mean being precisely equivalent to the exponential of the arithmetic mean of the logged values, this process recovers the mean value of the normal distribution of ln T .
Similarly, to calculate the perturbation strengths (e.g δA/Ā for some quantity A) we note that
The RMS value of δA/Ā is then equivalent to the standard deviation of ln A, which again can be recovered directly from the log-normal distribution. Referring again to Fig. 2 we therefore see thatT = 10 −4.498 = 3.177 × 10 −5 (in code units), and that δT/T = σ = 0.348. 
Equilibrium States
First of all, we need to determine the exact value of the fragmentation boundary in the case where n = 0 (and thus where β =β), which we denote by β 0 . As seen in Table 2 , simulations were run at various values 3.0 ≤ β ≤ 6.0, and we find that the boundary lies between 4.0 and 4.5. We therefore take the critical value as being the midpoint, such that β 0 = 4.25. Continuing with the n = 0 case, we find throughout that the value of Q to which the simulations settle is slightly above unity. The steady state values (time averaged over 1000 timesteps) are shown for various β values in Fig. 3 , and we see that the average Q value is approximately 1.091, where we have averaged over both β and radius (where 15 ≤ R ≤ 20, for comparison with simulations with higher n). We further note that there is scatter of ∼ 10% about this average, and (although not shown) this is equally true of the simulations where n > 0.
Note then that for large n the effective value of the cooling parameter β at any given radius may be substantially different from the numerical input valueβ = βQ 2n (see equation 23) that we use to characterise the cooling law. In order to determine the fragmentation boundary with any accuracy, we therefore need to consider the true value of β rather than the input valueβ.
Cooling Strength and Temperature Fluctuations
In order to characterise the fragmentation boundary, it is necessary that we validate the assumption encompassed by equation 17, that the temperature perturbation strength is correlated to that of the applied cooling. Using the method outlined above in section 4.2, for each simulation we can calculate azimuthally averaged RMS values for the strength of the temperature fluctuations, which we denote by δT/T . Where n = 0, these temperature perturbations are plotted as a function of radius for various values of β in Fig. 4 , where we see that there is a systematic decrease in the perturbation strength with increasing β, and also that the perturbation strength is almost constant with radius across the self-regulating region (5 R 25) of the disc. Using equation 17 we can therefore calculate an empirical value for k, and hence averaging both radially (for 15 ≤ R ≤ 20 as before) and over the available values of β we find k = 1.170 where n = 0.
Furthermore, we note that in the temperature dependent case (where n 0), by construction the average value Ωt cool is simply the effective value of the cooling strength, β. We can therefore calculate the value of k for cases where n 0, and we find that again k remains constant both with the index n and with radius. Hence we take the value of k to be 1.170, as in the n = 0 case, and empirically we may therefore say that on average
for all n.
The Fragmentation Boundary
We are now in a position to predict empirically the fragmentation boundary in the case where n 0, and to compare this directly with the results of our simulations. Table 3 shows the fragmentation boundary β n as obtained from our simulations, where once again it is taken as the average of the highest fragmenting and lowest nonfragmenting values of β simulated. We find that as expected, there is indeed a rise in the fragmentation boundary as the dependence of the cooling on temperature increases. This variation of the fragmentation boundary is shown against the cooling exponent n in Fig. 5 , (where the error bars show the upper and lower bounds from Table 3) along with predicted values generated using the following empirically defined implicit relationship
where we have used β 0 = 4.25. Clear from this plot is the fact that the predictions are a very good match to the data observed, and our theoretical model, in which the increased tendency for fragmentation is due to the effects of temperature fluctuations on the cooling rate, is therefore valid. The transition zone shown is bounded by curves corresponding to predictions using β 0 = 4.00 and 4.50, the upper and lower bounds for β 0 we obtained through our simulations.
Statistical Analysis
The effects of temperature perturbations on the fragmentation boundary can be neatly illustrated statistically, if we assume that the distribution of temperatures about the geometric mean lnT is log-Normal (as found in our simulations). Using standard notation we can therefore say that
with standard deviation σ. By taking logs of equation 14 we further see that ln Ωt cool = ln β − n ln T + n lnT .
A standard property of the Normal distribution is that for a Normally distributed random variable X ∼ N(µ, σ 2 ), the distribution of aX + b is given by N(aµ + b, a 2 σ 2 ). Hence from equation 28 we see that the distribution of ln Ωt cool at fragmentation is such that
i.e., the distribution of ln Ωt cool is centred around ln β n for all n, reducing to a δ-function in the limit where n becomes zero and becoming more spread out as n becomes large. Thus in order to counteract the increased width of the distribution, and thus the increased fraction of the gas that is below the fragmentation threshold, the average must rise. This is clearly illustrated in Fig. 6 , for values of n between 0 and 4, and where β n is given in each case by equation 26 with β 0 = 4.25.
OPACITY-BASED ANALYTIC DISC MODELS
Having quantified the effects of a temperature-dependent cooling law on the fragmentation boundary of protoplanetary discs, we are now in a position to use the known cooling laws for each opacity regime (as given by equation 13) to determine the dominant cooling mechanisms throughout the radial range. We can therefore also use this to re-evaluate the regions of such discs that are unstable to fragmentation, in a similar manner to the analysis undertaken by Clarke (2009) . In order to do this in a physically realistic manner we must also take into account the effects of the magneto-rotational instability (MRI), which operates when the disc becomes sufficiently ionised. Considering only thermal ionisation, we assume that the MRI becomes active when the disc temperature rises above 1000K (Clarke, 2009) . Although estimates of the viscosity provided through this instability vary (see King et al. (2007) for a summary), numerical simulations suggest it should be in the range 0.001 α MRI 0.01 (Winters et al., 2003Sano et al., 2004 . We therefore assume that the MRI is the dominant instability in the disc wherever T > 1000K and the α delivered by the gravitational instability falls below 0.01.
To obtain the disc temperature, we note that equations 3, 7, 10, 11 and 12 self-consistently allow the disc properties to be evaluated for any given stellar mass M * , mass accretion rateṀ and radius R, when combined with the relatioṅ We can thus derive the dependence of the disc temperature T on Q, M * , R andṀ, such that
Finally, in order to prevent the temperature becoming too low, we assume a fiducial background temperature for the interstellar medium (ISM) of 10K (D'Alessio et al., 1998Hartmann et al., 1998 . In this case, we no longer assume that equation 3 holds, as there is additional heating from the background as well as from the gravitational instability.
Since there is a strong dependence on temperature in certain opacity regimes (see Table 1 ) it is important that the equation of state adequately captures the correct behaviour of both the ratio of specific heats γ and the mean molecular weight µ, as variation in these can have significant effects on the system overall. To implement the equation of state we therefore make the assumption that the gas phase of the disc contains only hydrogen and helium, in the ratio 70: 30. We can make this assumption because al- though the metallicity of the disc is important for the opacity (and thus the cooling), it makes very little contribution to the equation of state. Furthermore, the ratio of ortho-to para-hydrogen is assumed to be held constant at 3: 1. Following on from the analysis of Black & Bodenheimer (1975) , Stamatellos et al. (2007b) produced tabulated values of ρ, T, γ and µ for this equation of state and it is these values that we have used throughout. The variation of γ with both temperature and density is shown in Fig. 7 -for the variation of the mean molecular weight µ the reader is referred to Stamatellos et al. (2007b) and Forgan et al. (2009) .
With this tabulated equation of state we can now solve the system of equations for Ωt cool for any given values of Q, R,Ṁ and M * for each opacity regime. For simplicity we assume that the system is marginally gravitationally stable throughout, such that Q = 1. Furthermore, since we know the dependence of Ωt cool on temperature for each of the opacity regimes, we can use equation 26 (with β 0 = 4.25) to predict the (average) value of Ωt cool at which we would expect fragmentation, the results of which are shown in Table 4 . Note that since the value of β n depends only on the relative size of the perturbations in temperature and not on either the mean temperature itself or the value of Q, we do not expect to see any variation in β n with varying Q, whereas the value of Ωt cool will vary with both. Using equations 31 and 13 we find that the Q dependence of Ωt cool is
and thus except where b ≈ 3.5 (such as in the regime where molecular line cooling dominates the opacity) the effects of Q variation are small. Nonetheless, in all optically thick cases, the effect of an increase in Q is to decrease the value of Ωt cool , as can be seen from Table 4 .
In Fig. 8 we therefore show the variation in Ωt cool for a disc about a 1M ⊙ protostar as a function of radius at mass accretion rates of 10 −4 , 10 −6 , 10 −7 and 10 −8 M ⊙ yr −1 . (For completeness, the 2). The vertically shaded areas denote regions of the disc that are MRI active. The disc is stable against fragmentation wherever the value of Ωt cool is greater than the fragmentation boundary (shown by the heavy solid line). The dotted lines show the values that Ωt cool and the fragmentation boundary would take if the MRI were not active.
various opacity regimes are shown in Fig. 9 for an accretion rate of 10 −4 M ⊙ yr −1 -all other accretion rates are qualitatively similar.) From the lower two panels (where the accretion rates are 10 −7 and 10 −8 M ⊙ yr −1 for the left and right panels respectively) we see that at low accretion rates the fragmentation boundary becomes fixed at approximately 50AU, and that this is unaffected by the transition to the optically thin regime. This is down to the fact that the temperature becomes limited below by the background ISM temperature of 10K, and is therefore decoupled from the mass accretion rate.
As the accretion rate rises to ∼ 10 −4 M ⊙ yr −1 however, the disc becomes unstable to fragmentation at a wide range of radii due to the increase in the fragmentation boundary caused by the temperature dependence. Although an island of stability exists between approximately 10 − 25AU (where cooling is dominated by dust grains), all other radii become unstable.
Note also that at low radii the disc becomes MRI active. This occurs at radii from ∼ 1−8AU dependent onṀ, which corresponds roughly to the transition to the dust sublimation opacity regime. For accretion rates ofṀ 10 −4 M ⊙ yr −1 Fig. 8 suggests that the disc will be stable against fragmentation when the MRI is active, as in the absence of the MRI the value of Ωt cool would be above the fragmentation boundary. However, whereṀ ≈ 10 −4 M ⊙ yr −1 the picture is less clear, as the disc is MRI active whilst simultaneously being unstable to fragmentation. However, Fromang et al. (2004) have suggested that where both instabilities operate the interaction causes the gravitationally-induced stress to weaken by a factor of two or so, which may stabilise the region against fragmentation.
Nonetheless, throughout the range of mass accretion rates investigated here there are no purely self-gravitating solutions at low radii, as the MRI is always active. It is however clear that for radii of ∼ 5 − 50AU the susceptibility to fragmentation of a disc depends strongly on its steady state accretion rate, and that beyond approximately 50AU, with a 10K background temperature discs are always unstable to fragmentation.
Finally it is useful to see how the fragmentation and MRI boundaries vary as a function of both R andṀ, and this is shown in Fig. 10 assuming that as before the central protostar has mass M * = 1M ⊙ . Here we have also included the fragmentation boundary in the case where the effects of temperature perturbations are ignored, i.e. where β = 4.25 at fragmentation for all opacity regimes, which allows for comparison with the work of Clarke (2009). Fig. 10 shows clearly that by including the effects of temperature perturbations, the mass accretion rate at which fragmentation occurs is reduced, with an increased effect as the dependence of Table 4 . Predictions for the fragmentation boundary β n for each opacity regime in the optically thick case. The italicised case gives the prediction in the optically thin limit for ices, the only regime in our models where the disc becomes optically thin. Note that for large positive exponents (such as for hydrogen scattering) the value of β n becomes undefined. Note also that where the temperature exponent n is positive the regime may become susceptible to thermally instabilities.
Opacity Regime
Dependence Ωt cool on temperature increases. As before we note that there is now a region withṀ ≈ 10 −4 M ⊙ yr −1 and R 10AU where both the MRI is active and the disc is unstable to fragmentation. For accretion rates of ∼ 10 −5 − 10 −3 M ⊙ yr −1 there are limited radial ranges where a marginally gravitationally stable state exists, with regions that are unstable to fragmentation at both higher and lower radii. Fig. 10 also shows how the stability of the disc to fragmentation varies with the background ISM temperature. For low mass accretion rates we see that as the background temperature decreases, the disc actually becomes stable out to larger radii. This can be explained as follows: In the optically thin case where the cooling is dominated by ices (the regime in which this phenomenon is found) the value of Ωt cool is given by
(33) Figure 10 . Plot showing the regions expected to be marginally gravitationally stable (unshaded), unstable to fragmentation (horizontal shading) and unstable to the magneto-rotational instability (vertical shading) in a disc about a 1M ⊙ protostar. The cross-hatched regions show where where the disc is unstable to both the MRI and fragmentation. The more widely spaced horizontally shaded region to the lower right would become unstable to fragmentation if the minimum temperature limit of 10K was removed, and the fragmentation boundary moves to the right as the minimum temperature is decreased. The short dashed line corresponds to the fragmentation boundary if a fixed value of β = 4.25 is used (cf. Clarke 2009).
where we have used equation 10 to eliminate ρ in equation 34. Hence at a fixed radius R = R frag , increasing the temperature T decreases Ωt cool and thereby destabilises the disc. Eventually, for some T = T frag we reach Ωt cool = 15.570 (from Table 4 ) and the disc becomes unstable to fragmentation. From equation 34 we see that on the fragmentation boundary (where by construction Ωt cool = 15.570 is constant), T frag ∼ R −3/10 frag . Now assuming that the temperature at which fragmentation occurs is at or above the background temperature (i.e. T frag ≥ T min ) then equation 30 holds, and we find similarly that the accretion rate at fragmentationṀ frag is given byṀ frag ∼ T 3/2 frag . We therefore find that the radius as which fragmentation occurs increases with decreasing accretion rate such that R frag ∼Ṁ −20/9 frag . Hence, decreasing the background temperature decreases the accretion rate at which the disc becomes unstable to fragmentation, and likewise increases the radius at which this occurs.
Note however that once T frag is below the background temperature, (i.e. when T frag < T min ) the disc temperature becomes decoupled from the accretion rate, and hence all accretion rates beloẇ M min =Ṁ frag (T min ) are unstable to fragmentation for radii R ≥ R frag .
DISCUSSION AND CONCLUSIONS
In summary, we have found from controlled numerical experiments with an imposed temperature dependent cooling law that the effect of temperature dependence is to increase the value of Ωt cool at which the disc will fragment into bound objects. Furthermore, this tendency to fragment is greater the more strongly the cooling function depends on the local disc temperature. In this respect, this confirms the results of Johnson & Gammie (2003) , who likewise noted a markedly increased tendency towards fragmentation in certain opacity regimes. This result has been attributed to uncertainty in the value of Q in the self-regulated state (Clarke, 2009) , equivalent to uncertainty in the equilibrium temperature in our models.
However, our results show that this is only one of two mechanisms that affect the fragmentation boundary, and one that we have been able to account for a posteriori by using effective values of β rather than those input to the simulations. The other effect is due to the strength of the intrinsic temperature perturbations about the mean. In the case where the cooling law is dependent on temperature, perturbations about the equilibrium temperature will mean that some fraction of the gas has a lower value of Ωt cool than average. Once this fraction reaches a critical value, the disc will become unstable to fragmentation. As the dependence of the cooling on these temperature perturbations increases, at a given average value of Ωt cool the percentage of gas that lies below the critical value also increases, and thus the average must increase to avoid fragmentation.
We therefore find that the effect of allowing the cooling function to depend on the local temperature is to make the disc more unstable to fragmentation, and we have been able to quantify this variation (see equation 26). Combining this with predictions of the temperature dependence of protoplanetary discs using opacitybased cooling functions, we find that the fragmentation boundary can be increased by approximately an order of magnitude in terms of Ωt cool , in close agreement with Johnson & Gammie (2003) . We have also found that the RMS strength of the temperature perturbations can be correlated to the average cooling strength (see equation 25), in a very similar manner to that found for the surface density fluctuations (Cossins et al., 2009) .
Using these predicted values in analytic models of marginallygravitationally stable Q = 1 discs with a representative equation of state, we have found that the susceptibility of such discs to fragmentation into bound objects is also sensitive to the steady state mass accretion rate, as shown in Fig. 10 . Others have noted that in the optically thick limit where the opacity is dominated by ices, Ωt cool is independent of temperature, and thus the cooling rate is determined only by the local density, itself a function of radius (Matzner & Levin, 2005Rafikov, 2005Clarke, 2009 ). It has therefore been suggested that once the cooling becomes dominated by ices fragmentation beyond some radius on the order of 100 AU becomes inevitable, and indeed we find that with a background ISM temperature of 10K, fragmentation occurs at ∼ 50AU for all accretion rates below ∼ 10 −5 M ⊙ yr −1 . However, if this minimum temperature condition is relaxed, we find that the change in cooling due to entering the optically thin regime has the effect of stabilising the disc out to large radii. (The fact that allowing it to become cooler actually stabilises the disc is due to the fact that in this regime Ωt cool increases with decreasing temperature, and thus a hot disc has a shorter cooling time than a cold one.) For Class II / Classic T Tauri objects embedded in a cold medium with accretion rates below a few times 10 −7 M ⊙ yr −1 , it is therefore possible that extended discs well beyond 100 AU may be stable against fragmentation (they may well be stable against gravitational instabilitites altogether), and indeed discs with radii of at least 200 AU have been observed (see for example Eisner et al. 2008) . Nonetheless, discs with accretion rates at the higher end of the scale (Ṁ ≈ 10 −6 M ⊙ yr −1 , Hartmann 2009) will still be unstable to fragmentation at radii beyond ∼ 50AU. It should be borne in mind however that in the outer regions of discs where the surface density is low, non-thermal ionisation (from cosmic rays, X-rays etc) can trigger the MRI, and this may provide an alternative mechanism for preventing fragmentation, as shown in Clarke (2009) . Fig. 10 also shows another important result, that for accretion rates between 10 −8 − 10 −2 M ⊙ yr −1 discs cannot exist in a nonfragmenting purely self-gravitating state at radii 2 − 5AU. In this regime discs are either MRI active (Ṁ 10 −4 M ⊙ yr −1 ) or unstable to fragmentation (Ṁ 10 −4 M ⊙ yr −1 ). We also find that in a narrow band of accretion rates ∼ 10 −4 M ⊙ yr −1 it is possible for discs to be both MRI active and unstable to fragmentation, although the exact interaction of these two instabilities is uncertain (see Fromang et al. 2004) . It is therefore the case that for steadystate protoplanetary discs the gravitational instability cannot drive accretion directly onto the protostar -either the MRI or the thermal instability must act at low radii, as has been proposed for FU Orionis outbursts (Armitage et al. 2001Zhu et al. 2009 ).
Finally, our results agree with the generally accepted view that planet formation through gravitationally-induced fragmentation is unlikely to occur at radii less than 50 -100 AU (Matzner & Levin, 2005Rafikov, 2005Whitworth & Stamatellos, 2006Clarke, 2009Ra although this critical radius varies with both the mass accretion rate and the background ISM temperature. Within this radius the core accretion model remains likely to be the dominant mode of planet formation. Outside this radius however, the fragmentation of spiral arms will produce gaseous planets, a result which matches that of Boley (2009) using a grid-based hydrodynamical model with radiative transfer -fragmentation was noted at ∼ 100AU about a 1M ⊙ protostar. This result is further corroborated by Stamatellos & Whitworth (2008) whose radiative transfer SPH code suggested a massive disc about a 0.7M ⊙ protostar would rapidly fragment into planetary mass objects or brown dwarf companions beyond approximately 100AU. Although the mass accretion rate onto the central object is not stated in either case, we find that these figures are nonetheless in general agreement with our predictions.
