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vBring’ vor, was wahr ist;
Schreib’ so, dass es klar ist
Und verficht’s, bis es mit dir gar ist!
Ludwig Boltzmann, [28]

Preface
This dissertation is a result of my research activity in the field of continuous op-
timization, at the RWTH Aachen University, over the past four and a half years.
Organized in two parts, I present numerical methods to solve continuous opti-
mization problems with special requirements arising in the radiotherapy treatment
planning.
In the first chapter I give an overview about recent considered deterministic
Boltzmann transport models used in dose calculation. The second chapter intro-
duces optimal control problems governed by the transport equations, modelling
physical objectives to obtain optimal treatment plans in radiotherapy. These two
chapters form the first part and constitute the theoretical base for the subsequent
chapters.
The second part is dedicated to numerical methods to solve optimal control
problems with the scientific issue to obtain efficient and reliable algorithms. Here,
the Fokker–Planck approximation, is subject of a detailed analysis in the third
chapter. Besides the consideration of a distributive control, I was able to improve
a result of an earlier work together with M. Herty and A.N. Sandjo [84] by relaxing
the assumptions on the regularity of solutions while yielding similar results.
Further, in chapter 4 an extension to a former joint work together with G. Albi,
M. Herty and L. Pareschi [4] is presented. G. Albi and I transferred the results
achieved for the one dimensional Goldstein–Taylor model to a hyperbolic relax-
ation system derived from the Boltzmann continuous slowing down approximation.
We show that asymptotic preserving for optimal control problems is achieved for
globally stiﬄy accurate IMEX Runge–Kutta schemes of type A and ARS. Theo-
retical achieved results are verified by numerical test I implemented. Additionally
I extend the result of our former work to ARS schemes.
In the last chapter, I present a completely new approach to solve an optimal
control problem governed by radiative transfer equations through the example
of the steady state Boltzmann equation. An basis transformation allows to deter-
mine approximation errors based on the solution of finite dimensional optimization
vii
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problems. The errors establish the foundation to construct a Greedy sample on
which a low dimensional transport model is deduced to solve the original opti-
mal control problem up to given sufficient accuracy. Results in slab geometry for
heterogeneous media are presented.
Chapter 1 and 2 present the theoretical foundation to the numerical part (Chap-
ter 3 – 5) and are given for sake of completeness. The third chapter is for the most
part already published [84]. The presented results of chapter 4 and 5 are new and
have not yet been published elsewhere. For the sake of an integrative presentation
I decided not to include my paper together with M. Herty and B. Piccoli on supply
chain networks [83].
I decided to give a (mostly) self-contained presentation. All auxiliary notions
and results which are needed throughout the text are introduced successively.
Aachen, March 2015 Christian Jo¨rres
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Chapter 0
Introduction to Radiation
Therapy
Cancer is among the leading causes of morbidity and mortality worldwide, with
approximately 14 million new cases and 8.2 million cancer related deaths in 2012.
It is expected that annual cancer cases will rise by 8 million within the next two
decades [153]. Recently, Tomasetti and Vogelstein showed, that the major contrib-
utors to lifetime risk of some specific cancers is strongly correlated with the total
number of divisions of the normal self-renewing cells [158]. But most common
cancer types are not due to ’bad luck’, but external agents such as asbestos, com-
ponents of tobacco smoke and infections from certain viruses, bacteria or parasites.
[92]. Thus, consequent enhancements of cancer treatment is absolutely essential.
First Steps in Radiation Therapy
On December 28, 1895, Wilhelm Ro¨ntgen (1845–1923) announced his significant
discovery of X-rays in his paper ”U¨ber eine neue Art von Strahlen” (On a New
Kind of Rays) [140] for what he was awarded with the Nobel prize in physics in
1901.
In 1903, Henri Becquerel, Pierre and Marie Curie received the Nobel prize for their
joint research on radioactivity and in particular for the discovery of the radioactive
element radium.
These outstanding discoveries pioneered the way for modern radiotherapy which
can be sub–divided into the two branches of external beam radiation therapy
(EBRT) or teletherapy and internal radiotherapy called brachytherapy.
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Investigations into the nature of X-rays led very soon to harmful effects on
experimenters tissues. Emil Grubbe (1875–1960) was probably the first to use
X-rays for therapeutical cancer treatment after concluding that a physical agent
capable of producing such a violent reaction on his own body tissue might be
potent in the treatment of diseases [38].
The group surrounded by Marie Curie suggested the potential in cancer therapy
after Becquerel burnt his skin from carrying a test tube of radium [63]. In 1904
John MacLeod was devising radium applicators for internal use to treat deep seated
cancer that X-rays could not reach [121].
Early attempts at radiation therapy were primitive by current standards and
were marked by numerous failures. In order to reduce radiotherapy related side-
effects while securing the cure of cancer, radiation technologies as well as treatment
planing improved over the years. Scientific advances in the fields of radiation
biology, medical imaging, nuclear physics and several related fields as well as the
impact of computer technology in the medical area [9, 59, 105], in particular in
nuclear medicine [5], have made radiation therapy much more sophisticated [31].
Modern Radiation Therapy
Since the discoveries of X-rays and radioactivity more than hundred years ago,
radiation therapy has become an integral part in cancer treatment. Nowadays,
nearly two–thirds of all cancer patients undergo some form of radiation therapy
over the course of treatment [8].
Linear accelerator (LINAC) generating X-rays or high energy electrons are the
most common used devices in EBRT. In Three Dimensional Conformal Radia-
tion Therapy (3DCRT) and Intensity–Modulated Radiation Therapy (IMRT), the
particle beams are shaped by a multileaf collimator before released out of the ac-
celerators head. Further, the head rotates around the patient and the treatment
table can also be moved such that the patient and thus the tumor can be irradiated
from any direction. Even more flexibility on the directions of the beam offers the
CyberKnife where the accelerator is placed on a robotic arm.
The possibilities in shaping and directing heavy ion and proton beams are very
similar to the ones of LINACs. Unfortunately, the infrastructure to accelerate
these kind of particles up to several hundred MeV is larger than for LINACs and
so far, there are just around 50 centers for proton therapy [138] and and even less
operation on heavy ions.
Image Guided Radiation Therapy (IGRT) is now standard in radiation treat-
ment [40]. Accelerator systems are equipped with diagnostic imaging sources able
3to check the position of the tumor immediately before beam delivering. Techni-
cal improvements in medical imaging system such as computed tomography (CT)
scans, magnetic resonance imaging (MRI) with and without spectroscopy, ultra-
sound, positron emission tomography scans, and electronic portal imaging have
greatly improved the ability to identify tumors even in real time. This advance-
ment raised the awareness of organ movement and set-errors leading to the most
recent development of 4–Dimensional Radiotherapy (4DRT) taken the time com-
ponent into account [40].
In brachytherapy, small capsules containing short-range radioisotopes (e.g.
Cobald 60) are precisely placed direct in the tumor [13]. Depending on the type of
radiation source, the seeds remain in the patient. Therefore a course of brachyther-
apy is usually completed within one day, where the energy in EBRT is fractioned
and delivered over several weeks which allows normal tissue to repair sublethal
radiation damages between fractions.
Treatment Planning in Radiation Therapy
Irradiation of tissue with high energy photons, electrons and heavy charged parti-
cles in external beam therapy respectively gamma rays emitted by therapeutic ra-
dionuclides in brachytherapy, ionize atoms by transferring energy and momentum
to bound electrons of atoms. The ionising process changes important molecules
such as DNA that are then chiefly responsible for the biological effects of ionizing
radiation, including its mutagenic and cell–killing effects [6].
Figure 1: Bragg curves for different particles
in a water phantom [7].
In Figure 1, different Bragg–curves
are displayed which prescribe energy
loss of particles, here in a water phan-
tom. The general characteristics in hu-
man tissue are similar, but vary due
to inhomogeneities. Thus, an oncolo-
gist decides based on his experience and
after determining type and position of
the tumor using non-invasive tools such
as X-rays, CT and MRI scans, which
type of radiation is applied to treat the
patient.
The way how radiation sources are
adjusted and directed at the patient is
then settled in individual designed treatment plans. It is assumed that for a given
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type of treatment, the effectiveness of a given treatment plan can be predicted
from the dose, a macroscopic quantity measured in Gray (1 Gy is the absorption
of one Joule of energy per kilogram of matter), which can be predetermined from
the solution to a mathematical model taken into account physical interactions of
radiation in tissue [31].
Treatment planning aims to align radiation beams, respectively determine the
placements of radioisotopes, such that a required amount of dose is delivered in the
tumor region to receive a curative effect while simultaneously surrounding tissue,
in particular region at risk such as spinal cord, eyes and the heart, has to be
protected from high doses to avoid undesirable side effects by poisoning radiation.
It is obvious, that physical limitations do not permit the ideal dose distribution,
which is 100% dose in the tumor region and 0% everywhere else.
Dose calculation
To predict and visualise the radiation dose in the patient’s body before the treat-
ment, dose calculation software systems [70] become indispensable together with
improvements in radiation and imaging. The foundation of computational al-
gorithms require mathematical modelling of cancer and treatment, discussed in
several journal issues, cf. [19, 20, 21, 44] among others. The key element of each
calculation software system is a mathematical particle transport model to obtain
the dose distribution depending on an initial setting of radiation sources.
Exact dose calculation for photon and electron radiation is well known and can
be calculated by an appropriate Monte Carlo (MC) algorithm, where individual
interacting particles are directly simulated [10, 128, 161]. Macroscopic quantities
are obtained very precisely by averaging a large number of individual simulated
histories, even for complex heterogeneous geometries. However, this very accurate
method of predicting the dose is computational expensive and contains statistical
noise limiting its clinical usage.
Limited by computational power, first and still widely used dose calculation
models are based on the Fermi–Eyges theory of radiative transfer developed ini-
tially to prescribe astrophysical phenomena [67]. These accumulated pencil beam
models have been applied in the context of clinical electron beams [91, 37], pho-
ton [79] and proton radiation [100]. For practical applications they are sufficiently
fast, but even though several improvements were performed [77, 94, 113, 100], they
still fail in complicated settings like air cavities or other inhomogeneities and show
significant discrepancies compared to MC methods [50, 166].
The application of deterministic Boltzmann equations for dose calculation be-
5came recently popular. All physical interactions of radiation in tissue are mathe-
matically modelled and thus they are capable to deal with inhomogeneities. The
arising Boltzmann type equations will give very accurate dose distributions com-
parable to MC simulations [77, 162] and it has been argued that a grid–based
solution should have the same computational complexity as MC models [30].
A physical model of photon–electron transport based on well–known physical
scattering cross sections has been proposed in [81] and for electron transport in [95,
115, 129]. Unfortunately, calculation of realistic cases are very large dimensional
since they have to be solved in six dimensional phase space and thus, they are
still computationally expensive, especially when it comes to optimization tasks
[157]. Thus, the use of grid–based deterministic methods require the development
of efficient solvers.
Besides direct solutions using e.g. finite elements [1], results from the related
neutron theory [56] have been applied to radiation models in oncology. These
are for instance discrete ordinates methods [47, 71], spherical harmonics [14, 76],
moment methods [115], minimum entropy moment models [22, 135], M1 models
combined with HLLC [65].
Optimal Treatment Planning
To obtain optimal treatment plans, experts often generate manually based on
their experience a series of dose calculations, using e.g. MC based software, and
decide based on their experience the optimal one [31]. As a result of improving
technologies, the design of therapy based on plain x-ray images and hand calcula-
tions evolved to three–dimensional x-ray based images incorporating increasingly
complex computer algorithms [40].
Automatisation of treatment planning finds it way into radiotherapy [131]. It
is yet not clear, in which way optimality shall be evaluated. Two main approaches
concerning the choice of objective functional split the community. One is of phys-
ical nature trying to align the expected dose to a predicted dose [31, 33], while the
second one takes cell death rates into account [54, 109, 151, 152]. Multi–criteria
approaches instead of scalar objective functionals were also discussed in [110, 111].
Automated optimal treatment planning system are mostly using dose calcu-
lation via pencil beam models, e.g for IMRT delivery optimisation [147], with
the known drawbacks. But continuous improvement of computer system, still
following Moors law [127], combined with recent developed efficient algorithms
to solve Boltzmann based transport models, made inverse planning based on ra-
diative transfer models highly attractive. Further, Boltzmann type models are
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not affected by statistical noise and one can exploit the advantages of structural
informations during optimization.
Inverse treatment planning problems with physical objective have recently been
discussed for electron transport model [76, 84, 156], coupled Boltzmann transport
systems [157], photon transport model [75, 86] also with cell death objective [17].
Inverse planning is applied to brachytherapy [159]. Time dependent closed–loop
control was applied to deal with patient movement during 4DRT treatment in [74].
Optimization of fractionation schedules in the presence of tumor repopulation was
considered in [23, 34].
0.1 Outline
The general steps in clinical treatment planning presented in the introduction
can be summarized in a simplified input–output mapping diagram, cf. Figure 2.
Patient specific data is taken by CT and MRI scans, while based on this input
data set, target and region at risk are specified by physicists. The output contain
information of radiation placement and intensity. The integral part is the dose
optimization, generally performed as black box operation.
Specific
Patient
Data
Treatment
Plan
Dose
Optimization
input output
Figure 2: Simplified Input–Output mapping in cancer treatment planning
The focus of this dissertation is exactly the dose calculation and optimization
step, which will be discussed in two parts. The first one, Optimization of Boltz-
mann Transport Equation, deals with the theoretical framework of particle trans-
port and optimal control problems, covered in two chapters. In the second part,
Numerics of Optimal Control Problems governed by Boltzmann Transport Models,
we present in three chapters different approaches to answer open questions in the
field optimal treatment planning provided in the introduction.
In chapter one we introduce the Boltzmann transport equation, a deterministic
model of particle transport capable to cover all physical interaction in detail. Since
this model is rich in complexity, we introduce the Fokker–Planck (FP) approxi-
mation and the Boltzmann continuous slowing down approximation and develop
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from this model the relaxed Boltzmann (RE) equation by a diffusive scaling as
well as the steady state Boltzmann (StB) equation. For all these approximative
models, we obtain existence and uniqueness results.
The second chapter of part one deals with the analysis of a general optimal
control problem (OCP) modelling treatment planning process in radiotherapy from
the physical perspective. We analyze optimality conditions of first order. The
presented transport models are applied to the OCP and the first order optimality
conditions are calculated by introducing control–to–state operators.
The third chapter is the beginning of the numeric part.The FP equation is
discretized applying the PN approximation. We proof, that under the application
of Mark boundary conditions, the approach first discretize then optimize is equiv-
alent to first optimize then discretize one. The result is an extension of the already
published work together with M. Herty and A. Sandjo [84].
In the second numeric chapter the asymptotic behavior of an OCP governed
by the RE equation is analyzed. We proof, that the optimal control problem is
asymptotic preserving, if the RE model is discretized by a globally stiﬄy accurate
implicit explicit Runge–Kutta method of type A or ARS. The result is verified by
numerical tests in slab geometry and closed by an order analysis. This chapter was
mainly influenced by a project together with G. Albi, M. Herty and L. Pareschi
[4], where we were able to proof a similar result for the Goldstein–Taylor model.
The fifths and last chapter presents a new approach to discretize radiative
transport equations called Reduced Velocity Method. Exemplarily we discuss the
the method on the basis of the StB equation. Here, we treat the velocity space
as parameter space discretising the StB equation on the basis of a low and finite
dimensional set of velocity grid points. The clue is the determination of these
points by a Greedy algorithm taking into account the structure of the OCP in
order to approximate the continuous optimal control.
A final chapter concludes the results of this dissertation an gives an outlook of
interesting related arising and open questions.

Part I
Optimization of Boltzmann
Transport Equations
9

Chapter 1
Boltzmann Transport Equation
In 1872, the Austrian physicist, Ludwig Boltzmann (1844–1906) proposed in his
essay Weitere Studien u¨ber das Wa¨rmegleichgewicht unter Gasmoleku¨len (”Further
researches on the thermal equilibrium of gas molecules”) [29], the famous Boltz-
mann transport equation for rarefied gases. Boltzmann proposed his result as
extension to an earlier result about the distribution of particle speeds in idealized
gases by Maxwell [124], nowadays known as Maxwell–Boltzmann distribution.
A way to derive the Boltzmann transport equation is based on a particle sys-
tem with N interacting particles assumed to be hard, elastic and perfectly smooth
spheres with diameter δ. These particles are free to float in space with certain
velocities. At certain times, molecules collide with each other and their velocities
change instantaneously under the assumption of conservation of momentum, en-
ergy and angular momentum. This leads to a fundamental description of particle
systems by Newton’s equation. By taking the Boltzmann–Grad limit, i.e. N →∞
and simultaneously δ → 0 such that Nδ2 = κ kept constant, we obtain the Boltz-
mann transport equation prescribing the particle system by means of a distribution
function ψ depending on space, velocity and time [58, 112]. Further, fluid models,
such as the Euler equations [90] and the Navier–Stokes equations [48, 66] can be
derived using Hilbert and Chapman–Enskog expansions, respectively. Thus the
Boltzmann equation is a way to bridge the gap between the atomic structure of
matter (Newtown’s mechanics) and its continuum–like behaviour at a macroscopic
level (thermodynamics). For detailed information and derivation of Boltzmann
transport equation see for instance [15, 26, 27, 45, 58, 136].
Before introducing the Boltzmann Transport equation (BTE) for particles, we
give a set of general definitions. As mentioned, particles such as photons (with-
out mass), electrons, protons or heavy ions (with mass), move through space or
material medium. To formulate transport equations we study particles in phase
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space.
Definition 1.1 (Phase Space). For any time t ∈ R, the location of a particle is
given by x(t) ∈ R3. Its direction is Ω(t) ∈ S2, and its energy is E = E(t) ∈ R.
Thus, the dynamic of particles takes place in a seven–dimensional phase space
R× R3 × S2 × R depending on time, space, direction and energy.
Here, S2 denotes the unit sphere in R3. In the case where particles have a mass
m such as electrons or heavy ions, direction and energy are given from its v
¯
elocity
v(t) = x˙(t) ∈ R3. The particle direction is defined as normalized velocity v and it
is given in spherical coordinates (µ, θ) ∈ (−1, 1)× (−pi, pi] by
Ω =
v
‖v‖ =
(√
1− µ2 cos θ,
√
1− µ2 sin θ, µ
)
∈ S2, (1.1)
Due to this relation we also call Ω velocity. The (kinetic) energy is then given by
E = 1
2
mv2.
Since the Boltzmann equation does not study single particles as Monte Carlo
methods do, we define consequently the following quantity.
Definition 1.2 (Particle Density). Let ψ(x, t,Ω, E) cos(τ) dt dA dΩ dE be the
number of particles that move in time dt through area dA into the element of
solid angle dΩ around Ω with an energy in the interval (E,E+dE). τ is the angle
between direction Ω and the outer normal of dA. ψ(x,Ω, E) is called particle
density.
The quantity ψ(x,Ω, E) is also called state, fluence or simply density. The
general Boltzmann transport equation on the seven dimensional phase space is
given by
∂tψ(x, t,Ω, E) + Ω · ∇ψ(x, t,Ω, E) + Σψ(x, t,Ω, E) = Q(x, t,Ω, E), (1.2)
where the first two terms on the left hand side model free transport of particles
without changing velocity. The right hand side contains an external source term
Q. The cross–section operator Σ prescribes the interaction of particles. It can
basically be decomposed in a gain and a loss term modelling the increase of the
distribution function ψ(x, t,Ω, E) due to particles of velocity (Ω′, E ′) changing
to velocity (Ω, E) during a collision and accordingly the decay of ψ due to the
opposite action. Further, it contains the loss of particles due to absorption.
Since the collision operator is characterised by the properties of the involved
particles, we specify the general Boltzmann transport equation (1.2) in the next
section.
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1.1 Boltzmann Transport for Electrons
In 2006, Hensel et al. [81] presented a deterministic model for coupled photon and
electron transport in heterogeneous media, where all physical interactions are fully
modelled based on well–known scattering cross sections in heterogeneous media.
The model consists of two coupled integro–differential equations. The first equa-
tion prescribes transport of photons and takes into account Compton scattering
events of photons, that lead to free, highly energetic electrons. Thus photons act-
ing as a source for electrons. The second one prescribes transport of electrons that
are produced by Compton scattering in tissue. Further scattering types are Mott
scattering and Møller scattering, i.e. elastic Coulomb scattering on atomic cores
and inelastic scattering on electrons, respectively. The latter type of scattering
leads to secondary energetic electrons that act as another source for free electrons
in the transport equation. Mott and Møller scattering lead to energy deposition
(i.e. absorbed dose) in tissue.
Tervo, [155], analyzed such a photon and electron coupled Boltzmann transport
equation. Electron transport including secondary electrons is considered in [135].
In the following, we restrict ourself to the observation of electron transport, as
those transfer energy and momentum to bound electrons which leads to absorbed
dose, the main point of interest in radiotherapy treatment planning. Since high–
energy radiation particles move with velocities close to the speed of light, the
steady state is reached in a time that is extremely short in comparison with the
times for which the beams are typically turned on during treatment and thus all
processes can be regarded as time independent [31]. Electron density in tissue can
be modelled by the steady Boltzmann transport equation
Ω · ∇ψ(x,Ω, E) + Σψ(x,Ω, E) = Q(x,Ω, E). (BTE)
To obtain a well–posed problem we need further conditions typical for partial
differential equations.
Remark 1.3 (Particle Transport). The general theory can also be transferred to
other types of particles like photons and neutrons and ions by modifications of the
scattering kernel prescribing the physical interaction with other particles.
1.1.1 Initial and Boundary Conditions
From now on we assume x ∈ Z ⊂ R3 where Z is assumed to be an open and
bounded domain with piecewise smooth boundary ∂Z. As there are no particles
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with arbitrary large energy, there exists Emax > 0 such that, ψ(x,Ω, E) = 0 for all
E ≥ Emax. This property leads intuitively to terminal condition
ψ(x,Ω, Emax) = 0, ∀(x,Ω) ∈ Z × S2. (1.3)
Further we have to define boundary conditions. Those depend on the definition of
the domain Z and the embedding to the patients body therein.
Definition 1.4. Let Z ⊆ R3 be open and bounded with smooth boundary ∂Z and
outward normal vector n. We define the ingoing and outgoing boundary
Γ− =
{
(x,Ω, E) ∈ ∂Z × S2 × [0, Emax] and Ω · n(x) < 0,
}
, (1.4)
Γ+ =
{
(x,Ω, E) ∈ ∂Z × S2 × [0, Emax] and Ω · n(x) > 0,
}
, (1.5)
respectively.
Let ZP ⊆ Z, indicate the patients body, which we assume to be convex,
bounded and with smooth boundary ∂Zp. If Z = ZP , we define only particle
states entering the domain. This effect is modelled by
ψ(x,Ω, E) = ψΓ ≥ 0, ∀(x,Ω, E) ∈ Γ−. (1.6)
We call ψΓ boundary or surface source and by ψΓ we model external radiation.
In contrast to an boundary source term, we set ψΓ ≡ 0 to model bare surface or
vacuum conditions [14]. By subdividing the patients surface into a part that is
irradiated by electrons and the rest of the surface, one might combine source and
vacuum conditions, [156].
Alternatively, one could handle the boundary condition by placing the patients
domain into a huge box Z, such that the distance between boundary ∂Z and
source is so large, that particles already stop due to scattering events before they
reach the boundary of the box, [156]. This far field condition is modelled by
ψ(x,Ω, E) = 0, ∀ (x,Ω, E) ∈ ∂Z. (1.7)
Thereby the general model of steady radiative transfer is accomplished. Next, we
take a detailed look onto the cross section operator Σ.
1.1.2 Cross Section
The cross section operator Σ expresses the likelihood of interactions between
particles. As the main interaction between high–energy electrons and tissue is
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caused by the (incoherent) multiple Coulomb scattering, we define Σ as stated by
[113, 137, 156],
Σψ(x,Ω, E) =σt(x,Ω, E)ψ(x,Ω, E)
−
∫ ∞
0
∫
S2
σ˜s(x,Ω
′,Ω, E ′, E)ψ(x,Ω′, E ′) dΩ′ dE′ .
(1.8)
Here, σ˜s(x,Ω
′,Ω, E ′, E) is the differential scattering cross section or simply
scattering cross section, prescribing the probability of scattering from pre collision
particle direction and energy Ω′ and E ′ to post collision and velocity Ω and E,
respectively. The deflection of scattered particles is axially symmetrical around
the direction of incidence Ω′ [129]. It is in common to write (Ω′ · Ω) instead of
(Ω′,Ω) where the dot product is defined by Ω′ · Ω = cosθ = µ, where θ is the
scattering angle between pre and post collision [76, 77, 115].
Further is σt the total cross section summing up all appearing types of cross
sections. In our application it can be decomposed into
σt(x,E) = σa(x,E) + σs(x,E), (1.9)
where σa(x,E) is the absorption coefficient and σs(x,E) is the total scattering
cross section defined by
σs(x,E) = 2pi
∫ ∞
0
∫ 1
−1
σ˜s(x, µ,E
′, E) dµ dE′ . (1.10)
Note that all cross sections may depend on x and E. Thus heterogeneous media
is included in the presented model.
The differential scattering cross section characterizes interaction mechanisms
in which particles are deflected. A detailed presentation of σ˜s that depends on
the nature of the physical interactions is given in [81] and rather rich in complex-
ity. Therefore, several appropriate approximations depending on specific particle
properties have been developed [115, 129]. We present two ways of approximating
the differential scattering cross section Σ in (BTE).
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1.2 Fokker–Planck Equation (FP)
First we present a model which characterizes transport processes in media with
highly forward–peaked scattering. This property holds true for electron transport
as the differential scattering cross sections for electrons have a pronounced maxi-
mum for small scattering angles and small energy loss, [73, 81]. The Fokker–Planck
equation was first derived by Chandrasekhar [47] and describes a scattering process
in which electrons simultaneously lose energy and change their direction of flight
continuously as function of pathlength. The Fokker–Planck (FP) approximation
of equation (BTE) is given by
Ω · ∇ψ(x,Ω, E) + ΣFψ(x,Ω, E) = Q(x,Ω, E), (FP)
where the approximated cross section operator is given by
ΣFψ = − ∂
∂E
(S(x,E)ψ)− T (x,E)
4
[
∂
∂µ
(
(1− µ2)∂ψ
∂µ
)
+
1
1− µ2
∂2ψ
∂θ2
]
.
Here, µ ∈ (−1, 1) and θ ∈ (−pi, pi] are the spherical coordinates of the velocity
space presentation given by (1.1). Further functions are stopping power S(x,E),
prescribing the energy lost per unit pathlength, and scattering power T (x,E)
obtained by the following asymptotic observation.
We assume that electrons only lose energy in collisions, i.e. σ(x, µ,E ′, E) = 0 for
E ′ < E. Then the macroscopic differential scattering cross section is expanded in
Legendre polynomials, [77, 115, 118],
σ˜s(x, µ,E
′, E) =
∞∑
l=0
2n+ 1
4pi
σsl(x,E
′, E)Pl(µ),
where σsl are the expansion coefficients on the Legendre polynomials (cf. (B)),
also termed scattering moments. These are given themselves by the relation
σsl(x,E
′, E) = 2pi
∫ 1
−1
σ˜s(x, µ,E
′, E)Pl(µ) dµ,
and we further define the auxiliary quantity
σsl(x,E) =
∫ E
0
σsl(x,E
′, E) dE′ .
Since for electrons the absorption cross section is zero, i.e. σa(x,Ω) = 0 [156],
we formulate total cross section, scattering power and stopping power by
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[115],
σt(x,E) = σs0(x,E), (1.11)
T (x,E) = 2 [σs0(x,E)− σs1(x,E)] , (1.12)
S(x,E) =
∫ E
0
(E − E ′)σs0(x,E ′) dE′, (1.13)
Note, that an integro–differential equation is transformed into a partial differential
equation.
Pomraning, [137], has shown that if the physical scattering kernel is sufficiently
dominated by small-angle scattering, as it is the case for electrons, the Fokker-
Planck equation is an asymptotic approximation to the linear Boltzmann equation.
He also gave a rigorous derivation of (FP).
To gain higher–order asymptotic approximations to ΣF , Leakeas and Larsen [116]
developed an expansion for ΣF .
Consequently we analyze the introduced Fokker Planck model (FP) in order
to obtain existence and uniqueness. First results for a Fokker–Planck equation in
one spatial dimension had been presented by Degond and Mas–Gallic [57]. In [84],
Herty, Jo¨rres and Sandjo extended these result to the three dimensional model.
We recall and generalize the presented result therein starting with the following
assumptions.
FP1 The stopping power is independent of space and a strictly positive continuous
function, i.e 0 < S(x,E) = S(E) ∈ C([0, Emax])
FP2 0 ≤ C ≤ T (x,E) ≤ C f.a.a. (x,E) ∈ Z × (0, Emax)
A possible reason for the space independency assumption of the stopping power
is motivated by the fact, that dose calculations are performed with data coming
from a voxel–based CT scan and thus S is constant in each voxel. Solutions of
each voxel have then to be coupled [75].
Further we introduce the Laplace–Beltrami operator ∆Ωψ := Mψ + Nψ
defined by
Mψ =
∂
∂µ
(
(1− µ2)∂ψ
∂µ
)
and Nψ =
1
1− µ2
∂2ψ
∂θ2
. (1.14)
We rewrite the Fokker–Planck model (FP) utilizing FP1 and the Laplace–Beltrami
operator and obtain
− ∂
∂E
(S(E)ψ) + Ω · ∇xψ = T (x,E)
4
∆Ωψ +Q. (FP)
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The terminal condition is given by
ψ(x,Ω, Emax) = 0 for (x,Ω) ∈ Z × S2, (FP.a)
and boundary source condition by
ψ(x,Ω, E) = ψΓ− for (x,Ω, E) ∈ Γ−. (FP.b)
Existence of solutions to the Fokker–Planck equation can be obtained using a result
from Lions [119]. For convenience we recall the applied theorem in the Appendix
A.1.
We apply a number of transformations in order to prove existence for the (FP)
equation. Since Ω := Ω(µ, θ) is given in spherical coordinates, we describe the
particle fluence by ψ(x, µ, θ, E) = ψ(x,Ω, E).
Note, that the boundary conditions for ψ are as follows.
ψ(x, µ, pi, E) = ψ(x,Ω(µ, pi), E) = ψ(x,Ω(µ,−pi), E) = ψ(x, µ,−pi,E) (1.16)
for all (x, µ,E) ∈ Z × (−1, 1) × [0, Emax]. For (x, µ,E) ∈ Z × (−1, 1) × [0, Emax]
the following equality holds
∂ψ(x, µ, pi, E)
∂θ
=
∂ψ(x, µ,−pi,E)
∂θ
.
In fact
∂ψ(x, µ, θ, E)
∂θ
=
∂ψ
∂Ω
∂Ω(µ, θ)
∂θ
,
∂Ω(µ, θ)
∂θ
=
(
−
√
1− µ2 sin θ,
√
1− µ2 cos θ, 0
)
.
Hence, ψ satisfies
− ∂
∂E
(S(E)ψ) + Ω · ∇xψ = T (x,E)
4
[
Mψ +Nψ
]
+Q. (FP)
1.2.1 Energy Transformation I
We want to transform the FP model by substituting the energy variable, such
that we avoid taking explicitly the partial derivative of the stopping power. The
approach we present was first applied by Frank, Herty and Sandjo [75, 86], who
treated an energy depending Boltzmann Continuous Slowing–Down approxima-
tion.
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The positivity and smoothness of S due to assumption FP1 allows us to in-
troduce yet another new variable. We define the ordinary differential equation
∂r(E)
∂E
= − 1
S(E)
, r(Emax) = 0. (1.17)
Due to FP1, there exist a solution r ∈ C1([0, Emax]) of the given initial value
problem (1.17). The solution
r : [0, Emax]→ R : E 7→ r(E), (1.18)
is strictly monotone decreasing and therefore invertible. The inverse function is
denoted by
E : [0, R]→ [0, Emax] : r 7→ E(r),
where R = r(0) holds. Now, we consider the coordinate transformation
ψ˜(x, µ, θ, r) = S(E)ψ(x, µ, θ, E), (1.19)
and under the assumption of sufficient regularity on ψ we compute
∂tψ˜ = S(E)
∂
∂E
(S(E)ψ(x, µ, θ, E)).
Furthermore, the terminal condition becomes an initial condition, i.e. ψ˜(x, µ, θ, 0) =
S(Emax)ψ(x, µ, θ, Emax).
Applying this transformation framework to the FP model with vacuum boundary
condition by multiplying (FP) with S(E) we obtain the Fokker–Planck model for-
mally without stopping power, i.e, the energy transformed Fokker–Planck equation
where ψ˜ satisfies
∂
∂r
ψ˜ + Ω · ∇ψ˜ − T (x, r)
4
[
Mψ˜ +Nψ˜
]
= Q˜ = S(E)Q. (F˜P)
The following transformation was introduced by Degond and Mas-Gallic [57] in
order to obtain uniqueness. For κ > 0 we define the state transformation ψ˜ :=
exp(κr)ψ̂ and obtain
∂
∂r
ψ̂ + Ω · ∇ψ̂ + κψ̂ − T (x, r)
4
[
Mψ̂ +Nψ̂
]
= Q̂ = e−κrQ˜. (F̂P)
Now, the function ψ̂ depends on x ∈ R3, µ ∈ [−1, 1], θ ∈ [−pi, pi] and r ∈ [0, R].
Due to the successive transformation given by
ψ̂(x, µ, θ, r) = e−κrψ˜(x, µ, θ, r) = e−κES(E)ψ(x, µ, θ, E).
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For ψ̂ := ψ̂(x, µ, θ, r), the resulting initial and boundary conditions are given by
ψ̂(x, µ, θ, 0) = ψ̂0 for (x, µ, θ) ∈ Z × (−1, 1)× (−pi, pi), (F̂P.a)
and
ψ̂(x, µ, θ, r) = ψ̂Γ ∀ (x, µ, θ, r) ∈Γ− (F̂P.b)
respectively. Note the variable change in the energy from E to r and the change
from terminal to initial condition due to (1.19).
1.2.2 Existence and Uniqueness
We drop the hat notation and discuss existence and uniqueness for (F̂P).
Definition 1.5. The angular velocity space is defined by
G := (−1, 1)× (−pi, pi).
The velocity space V is a Hilbert space defined by
V :=
{
ϕ = ϕ(µ, θ) ∈ L2(G);
√
1− µ2∂ϕ
∂µ
∈ L2(G), 1√
1− µ2
∂ϕ
∂θ
∈ L2(G)
}
,
with inner product
〈ϕ, ϑ〉V =
pi∫
−pi
1∫
−1
ϕϑ dµ dθ +
pi∫
−pi
1∫
−1
[
(1− µ2)∂ϕ
∂µ
∂ϑ
∂µ
+
1
1− µ2
∂ϕ
∂θ
∂ϑ
∂θ
]
dµ dθ.
The phase space X is also a Hilbert space
X = L2(Z × [0, R], V ), with 〈ϕ, ϑ〉X =
R∫
0
∫
Z
〈ϕ, ϑ〉V dx dr,
and the space Y ⊂ X is defined by
Y =
{
ψ(x, µ, θ, r) : ψ ∈ X and ∂
∂r
ψ + Ω(µ, θ)·∇ψ ∈ X∗
}
.
Let G = Z × G × (0, R) and D(G) =
{
f|G | f ∈ C∞(R3 × R2 × R)
}
. Then we
define
Φ := {η ∈ D(G) | η(x, µ, θ, R) = 0 ∀(x, µ, θ) ∈ Z × [−1, 1]× [−pi, pi],
η(x, µ, θ, r) = 0 ∀(x, µ, θ, r) ∈ ∂Z ×G× [0, R] s.t. Ω·n(x) > 0},
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and let for η ∈ Φ denote the norm
‖η‖2Φ = ‖η‖2X +
1
2
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω·n)−|η|2 dµ dθ dσ dr
+
1
2
∫
Z
pi∫
−pi
1∫
−1
|η(x, µ, θ, 0)|2 dµ dθ dx.
Note that Φ is a pre Hilbert space and by construction, Φ ↪→ X is an injective,
continuous embedding. Further we denote for any Hilbert space {X, ‖ · ‖X} its
dual Space by {X∗, ‖ · ‖X∗}. For ψ ∈ L2(G), we denote in order to shorten
notation, ∫
G
ψ dG =
R∫
0
∫
Z
pi∫
−pi
1∫
−1
ψ dG =
R∫
0
∫
Z
pi∫
−pi
1∫
−1
ψ dµ dθ dx dr
For any real valued function or element f we denote f+ = max{f, 0} and f− =
min{f, 0}. Further A technical lemma is introduced.
Lemma 1.6. Let Z ⊂ R3 be an open and bounded subspace with piecewise smooth
boundary ∂Z.
(i) If ψ belongs to Y , ψ admits trace values in the sense
ψ(x, µ, θ, 0), ψ(x, µ, θ, R) ∈ L2(Z ×G), (1.20)
ψ(x, µ, θ, r) ∈ L2(∂Z ×G× (0, R); (Ω · n)± dx dθ dσ dr). (1.21)
where (Ω ·n)± dx dθ dσ dr stands for the weighted product measure (ψ, ϕ) =∫
∂Z×G×(0,R) ψϕ (Ω · n)± dµ dθ dσ dr.
(ii) For every ψ, ϕ ∈ Y the following equality holds:
〈ψ,∂rϕ+ Ω · ∇ϕ〉X∗,X + 〈ϕ, ∂rψ + Ω · ∇ψ〉X∗,X
=
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
[
(Ω · n(x))+ψϕ− (Ω · n(x))−ψϕ] dµ dθ dσ dr
+
∫
Z
pi∫
−pi
1∫
−1
[ψ(x, µ, θ, R)ϕ(x, µ, θ, R)− ψ(x, µ, θ, 0)ϕ(x, µ, θ, 0)] dµ dθ dx
(1.22)
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Proof. (i) Let ψ ∈ Y ∩ D(G). Using partition of unity, we can suppose that
ψ(x, µ, θ, r) is zero in a neighbourhood of two of the three boundaries. For
instance, we assume that
ψ(x, µ, θ, r) = 0 for |x− ∂Z| <  (1.23a)
ψ(x, µ, θ, r) = 0 for |r −R| < . (1.23b)
Due to Gauss’s integral theorem and assumption (1.23a) we obtain
R∫
0
∫
Z
pi∫
−pi
1∫
−1
(Ω · ∇xψ)ψ dG =
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)ψ2 dµ dθ dσ dr = 0.
Hence, by assumption (1.23) we obtain the estimate,
∫
Z
pi∫
−pi
1∫
−1
ψ2(x, µ, θ, 0) dµ dθ dx = −
R∫
0
d
dr
∫
Z
pi∫
−pi
1∫
−1
ψ2 dG
= − 2
R∫
0
∫
Z
pi∫
−pi
1∫
−1
(∂rψ)ψ dG
= − 2
R∫
0
∫
Z
pi∫
−pi
1∫
−1
(∂rψ + Ω · ∇xψ)ψ dG
≤ C˜‖∂rψ + Ω · ∇xψ‖X∗‖ψ‖X ≤ C‖ψ‖2Y .
We define Iψ := ψ(x, µ, θ, 0) to be the trace operator. Then, inequality
‖Iψ‖L2(Z×G) ≤ C‖ψ‖Y , (1.24)
holds for all ψ ∈ Y ∩ D(G).
Since Y ∩ D is dense in Y , let ψ ∈ Y and ψm ∈ Y ∩ D(G) such that
lim
m→∞
ψm = ψ in Y . According to (1.24) we gain
‖Iψm − Iψn‖L2(Z×G) ≤ C‖ψm − ψn‖Y .
Therefore, Iψm is a Cauchy sequence in L
2(Z × G). Finally, set Iψ =
limm→∞ Iψm ∈ L2(Z ×G) and hence ψ admits trace values in L2(Z ×G).
To establish (1.21), the trace of ψ(x, µ, θ, r) where x ∈ ∂Z and Ω · n(x) ≤ 0,
let again ψ ∈ Y ∩ D(G) with
ψ(x, µ, θ, r) = 0, for |r| <  or |r −R| <  or |x− ∂Z| <  for Ω · n(x) ≥ 0.
1.2 Fokker–Planck Equation (FP) 23
and we receive by similar arguments
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)−ψ2 dµ dθ dσ dr = − 2
R∫
0
∫
Z
pi∫
−pi
1∫
−1
(Ω · ∇xψ)ψ dG
=− 2
R∫
0
∫
Z
pi∫
−pi
1∫
−1
(∂rψ + Ω · ∇xψ)ψ dG
≤ C˜‖∂rψ + Ω · ∇xψ‖X∗‖ψ‖X ≤ C‖ψ‖2Y ,
A density argument as before shows that ψ ∈ Y also admits trace values
(1.21) depending continuously on ψ ∈ Y .
(ii) Formula (1.22) is straightforward for ψ ∈ Y ∩ D(G), and is proven for a
general ψ ∈ Y by a similar density argument as before.
We are now able to define the bilinear form
E : X × Φ→ R
by
E(ψ, η) =
R∫
0
∫
Z
pi∫
−pi
1∫
−1
−ψ (∂rη + Ω·∇η)
+ κψη +
T (x, r)
4
[
(1− µ2)∂ψ
∂µ
∂η
∂µ
+
1
1− µ2
∂ψ
∂θ
∂η
∂θ
]
dG,
(1.25)
and the linear form L ∈ Φ∗ by
L(η)= 〈Q, η〉X∗,X −
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)−ψΓ−η dµ dθ dσ dr
+
∫
Z
pi∫
−pi
1∫
−1
ψ0η(x, µ, θ, 0) dµ dθ dx.
(1.26)
Along the lines of the proof of Theorem 2.1 presented by Degond and Mas-Gallic
[57] we obtain a general existence and uniqueness result and extending the result
to more than one spatial dimension.
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Theorem 1.7. Let X and Φ be as in Definition 1.5, assume FP2 for the scattering
power and κ > 0.
Then equation F̂P with boundary condition (F̂P.b) and (F̂P.a) has for every Q ∈
X∗, ψΓ− ∈ L2(∂Z ×G× (0, R), (Ω · n)− dx dθ dσ dr) and ψ0 ∈ L2(Z ×G) a unique
solution in ψ ∈ Y ⊂ X such that
E(ψ, η) = L(η) ∀ η ∈ Φ. (1.27)
To proof the stated theorem we apply Theorem A.1, [119, The´ore`me 1.1].
Proof. First we proof the continuity of E(·, η) for fixed η ∈ Φ. By Cauchy-Schwarz
inequality
|E(ψ, η)| ≤
R∫
0
∫
Z
pi∫
−pi
1∫
−1
|ψ∂rη|+ |ψΩ · ∇η|+ κ|ψη|
+
C
4
[
(1− µ2)
∣∣∣∣∂ψ∂µ
∣∣∣∣ ∣∣∣∣∂η∂µ
∣∣∣∣+ 11− µ2
∣∣∣∣∂ψ∂θ
∣∣∣∣ ∣∣∣∣∂η∂θ
∣∣∣∣] dG
≤
∫
G
ψ2 dG
12

∫
G
(∂rη)
2 dG
12+
∫
G
(Ω · ∇η)2 dG
12+κ
∫
G
η2 dG
12

+
C
4
∫
G
(1− µ2)
(
∂ψ
∂µ
)2
dG
 12 ∫
G
(1− µ2)
(
∂η
∂µ
)2
dG
 12
+
C
4
∫
G
1
1− µ2
(
∂ψ
∂θ
)2
dG
 12 ∫
G
1
1− µ2
(
∂η
∂θ
)2
dG
 12
≤

∫
G
(∂rη)
2 dG
 12 +
∫
G
(Ω · ∇η)2 dG
 12 + (κ+ C
2
)‖η‖X
 ‖ψ‖X
≤ C(η)‖ψ‖X ∀ η ∈ Φ.
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Further using (1.22) and FP2 we obtain for η ∈ Φ
|E(η, η)| =
∣∣∣∣∣∣
R∫
0
∫
Z
pi∫
−pi
1∫
−1
−η (∂rη + Ω · ∇η) + κη2
+
T (x, r)
4
[
(1− µ2)
(
∂η
∂µ
)2
+
1
1− µ2
(
∂η
∂θ
)2]
dG
∣∣∣∣∣
≥
∣∣∣∣∣∣12
∫
Z
pi∫
−pi
1∫
−1
η2(x, µ, θ, 0) dµ dθ dx
+
1
2
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)− η2 dµ dθ dσ dr +min{κ, C
4
}‖η‖2X
∣∣∣∣∣∣
≥ min{κ, C
4
,
1
2
}‖η‖2Φ = α‖η‖2Φ.
For every Q ∈ X∗, ψΓ− ∈ L2(∂Z × G × (0, R), (Ω · n)− dx dθ dσ dr) and ψ0 ∈
L2(Z × G), the operator L is a functional on Φ and hence Theorem A.1 applies.
Therefore, there exist ψ ∈ X such that
E(ψ, η) = L(η), ∀ η ∈ Φ, (1.28)
holds. Such a solution satisfies equation (F̂P) in the sense of distribution and in
particular we deduce that ∂rψ + Ω · ∇ψ ∈ X∗ which implies that ψ ∈ Y.
To prove uniqueness let ψ ∈ Y be a solution of (F̂P), with Q = 0, ψΓ− = 0 and
ψ0 = 0. Upon multiplication of (F̂P) by ψ, integration over G and integration by
parts we obtain
0 =
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n(x))+ψ2 dµ dθ dσ dr +
∫
Z
pi∫
−pi
1∫
−1
ψ2(x, µ, θ, R) dµ dθ dx
+
R∫
0
∫
Z
pi∫
−pi
1∫
−1
T (x, r)
4
[
(1− µ2)
(
∂ψ
∂µ
)2
+
1
1− µ2
(
∂ψ
∂θ
)2]
+ κψ2 dG.
This equation holds true only if κ‖ψ‖L2(G) ≤ 0 and therefore we obtain uniqueness
of ψ ∈ X.
Since the introduced transformations leading from (FP) to (F̂P) are invertible
we obtain directly existence and uniqueness for (FP).
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1.3 Relaxed Boltzmann Equation (RE)
In this section we derive from the Boltzmann transport equation the relaxed Boltz-
mann equation and its diffusion limit. This is done by introducing the Boltzmann
Continuous Slowing–Down approximation and an energy transformation which
leads after several restrictions and a diffusive scaling to the relaxed Boltzmann
equation. We provide an existence and uniqueness result for the relaxed Boltz-
mann equation as well as its diffusive limit.
Boltzmann Continuous Slowing–Down Approximation
The Fokker–Planck model does not permit large–angle scattering which appears in
a small but sufficient amount of scattering events [129]. Hard collisions events of
electrons lead to large changes in direction and energy losses which can be described
by the Boltzmann Continuous Slowing–Down (BCSD) approximation [115].
In the BCSD model electrons also lose energy continuously as a function of path
length but unlike as in the FP model, electrons travel in straight lines between
scattering events, at which their direction of flight changes discretely. The BCSD
model is given by
Ω · ∇xψ − ΣCSD(x,Ω, E) = Q, (BCSD)
with scattering operator
ΣCSD(x,Ω, E) =
∫
S2
σs(x,Ω
′ · Ω, E)ψ(x,Ω′, E) dΩ′−σt(x,E)ψ
+
∂
∂E
(S(x,E)ψ) ,
and a set of terminal and vacuum boundary conditions given by
ψ(x,Ω, Emax) = 0, (x,Ω) ∈ Z × S2, (BCSD.a)
ψ(x,Ω, E) = 0, (x,Ω, E) ∈ Γ−. (BCSD.b)
Note that we set directly boundary and initial conditions to be zero compared to
the FP model. The collision operator Σ in (BTE) is replaced by the approximation
ΣCSD, where S(x,E) is again the stopping power. The scattering phase function
σs(x,Ω
′ · Ω, E) is given by
σs(x,Ω
′ · Ω, E) =
∫ E
0
σ˜s(x,Ω
′ · Ω, E ′, E) dE′
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Remark 1.8 (Existence and Uniqueness on BCSD). The BCSD model was al-
ready part of several studies in the application of radiation therapy. Frank, Herty
and Sandjo [75] presented an existence and uniqueness proof applying an energy
variable transformation similar to the one in section 1.2.1 and assuming that cross
sections are independent of energy, i.e. that the elastic part of the scattering pro-
cess is independent of the energy of the incident particles which is actually not
achieved for electron scattering. In [86], Theorem 3.9, Herty and Sandjo proved by
applying a semigroup argument, that system (BCSD) admits a unique mild solu-
tion for energy dependent cross sections. Further works dealing with the (BCSD)
model are e.g. [17, 81].
Remark 1.9 (Boltzmann–Fokker–Planck). A consequent extension of the pre-
sented approximations is the Boltzmann–Fokker–Planck equation [77, 95, 115].
This combines FP and BCSD models to describe small–angle and small energy–
loss scattering by the Fokker–Planck terms and large–angle and large energy–loss
scattering by Boltzmann–like terms. Even if this approximation for the scattering
cross section gain advantages in the numerical treatment, we do not specify these
models as they are not in the scope of this work.
Relaxed Boltzmann Equation (RE)
We want to derive a relaxation for the BCSD model. This is achieved by intro-
duction of a new state variable and applying an energy transformation similar to
the one introduced already in the previous section with a slight modification. We
start with an set of assumptions
Re1 Let σs ∈ L∞ (Z × S2 × (0, Emax)), positive almost everywhere.
Re2 Let σt ∈ L∞ (Z × (0, Emax)), positive almost everywhere and let σt be inde-
pendent of E.
Re3 σs is uniformly bounded for all x,E, i.e.
∫ 1
−1 σs(x, µ,E) dµ ≤ c.
Re4 The scattering cross section function σs is isotropic and it can be decomposed
σs(x,Ω
′ · Ω, E) = σs(x)ϕ(E) (1.30)
with ϕ ∈ L∞(0, Emax)
Re5 The stopping power is a strictly positive continuous function, i.e 0 < S(x,E) ∈
C([0, Emax]).
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1.3.1 Energy Transformation II
We recall the stopping power (1.13) and apply assumption Re 4
S(x,E) =
∫ E
0
(E − E ′)
∫ 1
−1
σs(x, µ,E) dµ dE
′
= σs(x) ·
∫ E
0
(E − E ′)ϕ(E) dE′
= σs(x) · %(E)
Based on this factorisation of the stopping power, we derive in an analogous way
an energy transformation function. Due to Re1 and Re5 the mapping E 7→ %(E)
is continuous and positive. For Emax > 0, let
t : [0, Emax]→ R, E 7→ t(E), (1.31)
be the solution to the ordinary differential equation
∂t
∂E
= − 1
%(E)
, t(Emax) = 0. (1.32)
Since t is monotone decreasing, the inverse of t exists and is denoted by
E : [0, T ]→ [0, Emax] : t 7→ E(t).
where t(0) = T holds. Thus we redefine the particle density by
ψ˜(x, t(E),Ω) = %(E)ψ(x,E,Ω). (1.33)
Assuming RE4, we obtain the following partial derivative of the new state variable
ψ˜ with respect to t,
∂
∂t
ψ˜ = −%(E(t))
σs(x)
∂
∂E
(S(x,E)ψ)
Thus multiplying (BCSD) with %(E(t))
σs(x)
yields to
∂
∂t
ψ˜ +
1
σs(x)
Ω·∇xψ˜ =
[∫
S2
ϕ(t)ψ˜(x,Ω′, t) dΩ′−σt(x)
σs(x)
ψ˜
]
+Q, (1.34a)
where Q = %(E(t))
σs(x)
Q. Initial and boundary conditions (BCSD.a) and (BCSD.b)
respectively, are transformed to
ψ˜(x,Ω, 0) = 0, ∀ (x,Ω) ∈ Z × S2, (1.34b)
ψ˜Γ(x,Ω, t) = 0, ∀ (x,Ω, t(E)) ∈ Γ−. (1.34c)
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Remark 1.10 (Time Dependent Boltzmann Equation). Note that the resulting
model 1.34 is not exactly the time dependent Boltzmann transport equation for
particles but it is of a similar structure. Nevertheless, we select the transformation
function variable (1.31) to be t, typically chosen to present time.
Remark 1.11 (Scattering Cross Section and Stopping Power). Compared to the
assumptions made to perform the energy transformations in the previous section,
we have to make more restrictive assumptions on the scattering cross section
σs(x, µ,E). Now, isotropy holds and we lose energy dependence of the total scatter-
ing cross section σs. On the other hand, we note that the stopping power depends
on x due to assumption Re5.
After transformation of the energy variable of (BCSD) and gaining (1.34) we
want to derive its diffusion limit. Therefore, we assume high frequent scattering
events modelled by setting σs(x)  1 and we define ε := 1/σs. Since electrons
are highly not absorbed in tissue [115, 156], it holds σt = O(σs) and we obtain
σs(x)
σt(x)
= O(1). Let also set ϕ = 1.
If ε  1 holds, we are in the diffusive regime since the mean free path between
two scattering events is very short. Applying this set of assumptions to (1.34),
we observe diffusive behaviour in the diffusive scaling by setting t = ε2t˜. Thus we
obtain out of the BCSD approximation the relaxed Boltzmann equation (RE),
∂tψ˜ +
1
ε
Ω · ∇xψ˜ = 1
ε2
[∫
S2
ψ˜(x, t,Ω′) dΩ′−ψ˜
]
+ Q˜, (RE)
with Q˜ := 1
ε2
Q. Initial and boundary conditions are
ψ˜(x,Ω, 0) = 0, ∀ (x,Ω) ∈ Z × S2, (RE.a)
ψ˜Γ(x,Ω, t) = 0, ∀ (x,Ω, t) ∈ Γ−. (RE.b)
Note that since ε is constant, assumption Re1–Re3 are satisfied. Similar equa-
tions to (RE) appear in kinetic theory of rarified gases [46].
1.3.2 Existence and Uniqueness
Our objective is now to analyze model (RE) in terms of existence and uniqueness.
To clear up the notation we neglect the tilde and demonstrate that (RE) satisfies
the setting of [55, Ch. XXI, Sec. 2, Theorem 3]. Therefore we define linear and
bounded operator (KRψ), (ΣRψ) : L
2(Z × S2)→ L2(Z × S2) in the following way
(KRψ) =
1
ε2
∫
S2
ψ(x,Ω′) dΩ′, (ΣRψ) =
1
ε2
ψ.
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The operator
(A˜ψ) = −Ω · ∇xψ, (1.36)
is an unbounded operator on L2(Z × S2) with domain of definition
D(A˜) =
{
ψ ∈ L2(Z × S2) : Ω · ∇xψ ∈ L2(Z × S2), ψ|Γ− = 0
}
,
We define AR =
1
ε
A˜,
TR = AR − ΣR + KR : D(A˜) ⊂ L2(Z × S2)→ L2(Z × S2),
and problem (1.34) can be rewritten to
∂
∂t
ψ = TRψ +Q, (1.34b), (1.34c) (1.37)
This approach was already used by Frank, Herty and Sandjo [75] for a energy
transformed version of (BCSD). In difference we have to deal with a slightly
different operator AR. Thus we state the following proposition.
Proposition 1.12. The operator AR is the infinitesimal generator of a strongly
continuous semigroup in L2(Z × S2) with domain D(AR) = D(A˜).
Proof. Set v = 1
ε
Ω in [55, Ch. XXI, Sec. 2, Proposition 1] and the proposition
follows directly.
Proposition 1.13. Let Q ∈ L2(Z × S2 × [0, T ]) .
Then there exists a unique weak solution ψ ∈ C ([0, T ]; L2(Z × S2)) to (1.37).
If additionally Q ∈ C1(Z × S2 × [0, T ]), then there exists a unique classical
solution ψ ∈ C1 ([0, T ]; L2(Z × S2)) ∩ C ([0, T ], D(TR))
If Q ∈ Qad then we obtain ψ ≥ 0.
Proof. A proof for the second and third statement are given in [55, Ch. XXI, Sec.
2, Theorem 3], . The first statement is classical and a proof can be found for
instance in [139, Lemma 11.14 and Theorem 11.16].
Note that due to the introduction of ε, called relaxation rate, the total cross
section became independent in space. We present in chapter 4 an idea to compen-
sate this drawback.
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1.3.3 Diffusion Limit of RE
The diffusion limit of RE does not arise in the leading order [98]. We use Hilbert
expansion [114] and introduce the Ansatz
ψ = ψ(0) + εψ(1) + ε2ψ(2) + . . .
In the leading order we gain for O( 1
ε2
)
ψ(0) =
∫
S2
ψ(0) dΩ . (1.38)
We define ρ(0) := ψ0. Note that the leading term is isotropic. To O(1
ε
), we obtain
by setting ρ(1) =
∫
S2 ψ
(1) dΩ
ψ(1) = ρ(1) − Ω · ∇xψ(0). (1.39)
Consider the O(1) balance,
∂
∂t
ψ(0) + Ω · ∇xψ(1) =
∫
S2
ψ(2) dΩ−ψ(2) + Q˜ (1.40)
Now integrating (1.40) over Ω and using (1.38) and (1.39), one gets
∂
∂t
ρ(0) +
∫
S2
Ω · ∇x
(
ρ(1) − Ω · ∇xρ(0)
)
dΩ =
∫
S2
ρ(2) − ψ(2) dΩ +
∫
S2
Q˜ dΩ (1.41)
Multiplying (1.39) by ε and inserting it in (1.41) leads to
∂
∂t
ρ(0) −D∇x ·
(∇xρ(0)) = Q, (1.42)
with D =
∫
S2 Ω
2 dΩ and Q =
∫
S2 Q˜ dΩ. The resulting equation (1.42) is the diffu-
sion equation. For different operator, the diffusion coefficient D may be different.
For examples, D = 1
3
in one–dimensional slab geometry and D = 1
2
in two dimen-
sions [98].
We observe that the Hilbert expansion directly performed on the relaxed Boltz-
mann equation (RE) does not lead to the diffusion equation (1.42) until O(ε2). In
[62], a diffusion approximation of photons transport, i.e. in particular σa > 0, is
presented.
In the second part of this dissertation, we present a formulation based on the
even and odd parities of the relaxed Boltzmann equation such that the diffusion
limit appears at the leading order expansion.
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1.4 Steady State BTE (StB)
Fokker–Planck equation (FP) as well as Boltzmann–Continuous Slowing Down ap-
proximation (BCSD) are approximations of the Boltzmann Equation for electrons
(BTE). In particular they were developed due to the complexity of the differential
scattering cross section operator Σ, 1.8. For the next model we introduce a further
way to approximation the scattering cross section.
For the sake of simplicity, we neglect the energy dependence of (BTE). This
leads to the steady state Boltzmann-Transport equation [76] with distribu-
tive control and scattering phase function given by,
Ω · ∇xψ(x,Ω)+σt(x)ψ(x,Ω) =∫
S2
σs(x,Ω
′ · Ω)ψ(x,Ω′) dΩ′+Q(x,Ω). (1.43)
We introduced already in the last section the scattering phase function σs as part
of the scattering operator ΣCSD in (BCSD). The derivation of an accurate scat-
tering phase function of biomedical tissues based on Maxwell’s equations would
be difficult if not impossible due to the large number of microbiological scatterers.
Thus, some empirical and convenient formulae are adopted by assuming that the
scattering term can be decomposed (here in the general energy dependent form)
such that
σs(x,Ω
′ · Ω, E) = σs(x,E)s(x,Ω′ · Ω), (1.44)
holds. Here s(x,Ω′ · Ω) is a conditional probability density, sometimes also called
scattering phase function, that gives the probability of an electron scattering
from Ω′ to Ω and σs(x,E) is the total scattering cross section (1.10). Note that
the scattering phase function may in general also depend on E.
Since the scattering phase function is a probability density it is normalized, i.e.
in particular
2pi
∫ 1
−1
s(x, µ) dµ = 1, ∀ (x,E) ∈ Z × [0, Emax].
Thus we simplify (1.43) applying (1.44) and obtain
Ω · ∇xψ(x,Ω)+σt(x)ψ(x,Ω) =
σs(x)
∫
S2
s(x,Ω′ · Ω)ψ(x,Ω′) dΩ′+Q(x,Ω). (StB)
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with vacuum boundary condition
ψ(x,Ω) = QΓ ∀ x ∈ Γ with Ω · n(x) ≤ 0. (StB.a)
Since this model is energy independent there is no need to specify initial conditions.
Remark 1.14. In the derivation of the relaxed Boltzmann equation (RE), we as-
sumed σs to be constant. At this point and also for the BCSD model, the introduced
scattering phase function approximation (1.44) is applicable [75].
There are different ways to define the scattering phase function, e.g. Mie
scattering phase function [126] and simplified approximations [14, 120], Raleigh
scattering phase function [47] or screened Rutherford scattering [24].
Among these formulae, we use in this work the most widely used [76, 80] one is
the Henyey–Greenstein formula which was first proposed in an astronomical paper
by L.G. Henyey and J.L. Greenstein, [82]
sHG(x, ν) =
1− g(x)2
4pi(1 + g(x)2 − 2g(x)ν)1/2 , (1.46)
where ν = Ω′ · Ω, i.e. ν is the cosine between Ω′ and Ω. The only parameter in
this formula is the anisotropy factor g ∈ (−1, 1), determining the average cosine
of the scattering angle and is a measure for the anisotropy of the scattering, i.e.
g = 0 for isotropic scattering, g > 0 for forward peaked scattering and g < 0 for
backward scattering. The Henyey–Greenstein kernel shows significant discrepan-
cies compared with Mie-scattering theory, especially in the forward-peaked range,
i.e. for a mean cosine g > 0.8, [14]. Unfortunately, for biological tissue, a highly
forward peaked scattering medium, an average cosine of g ≥ 0.8 holds.
1.4.1 Existence and Uniqueness
The steady state Boltzmann–Transport equation was already part of analytical
observations in the field of radiotherapy by Frank, Herty and Scha¨fer [76]. We
summarize the theory of existence and uniqueness by introducing the operators
(ASψ)(x,Ω) = −Ω · ∇xψ(x,Ω),
(KSψ)(x,Ω) = σs(x)
∫
S2
s(x,Ω′ · Ω)ψ(x,Ω) dΩ′,
(ΣSψ)(x,Ω) = σt(x)ψ(x,Ω).
The transfer equation (StB) is reformulated as operator equation for a general
source Q(x,Ω)
(−AS + ΣS −KS)ψ −Q = 0 (1.47)
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To ascertain relevant properties of the above-named operators we give once more
a list of properties the cross sections may fulfil.
S1 The functions σt,σs and s are non–negative almost everywhere
S2 Let σt, σs ∈ L∞ (Z)
S3 Let s be uniformly bounded for all x ∈ Z, i.e. ∫ 1−1 s(x, µ) dµ ≤ c1.
S4 σt(x)− σs(x)2pi
∫ 1
−1 s(x, µ) dµ ≥ c2, c2 > 0 ∀ x ∈ Z
Assuming S1 and S2, we obtain
KS,ΣS : L
2(Z × S2)→ L2(Z × S2)
to be linear and bounded operators. To complete our set of operators, the space
D(AS) = {ψ ∈: L(Z×S2) : Ω ·∇xψ ∈ L2(Z×S2)} ⊂ L2(Z×S2) has to be defined.
Then
AS : D(AS)→ L2(Z × S2)
is also well defined. Furthermore let us introduce the space
D(AS) = {ψ ∈ D(AS) : ψ(x,Ω) = 0,∀ (x,Ω) ∈ Γ−} (1.48)
Theorem 1.15. Under assumption S1 – S4, Q ∈ L2(Z × S2) and QΓ = 0 exists
a unique solution ψ ∈ D(AS) to equation (1.47)
A proof of this theorem can basically be found in [76], Theorem 3.1. Therein
a positivity restriction on Q is made. Since their result is based on a more general
statement from [55] Chap: XXI, §2 Sec.4 and thusTheorem 1.15 holds for Q ∈
L2(Z × S2).
Remark 1.16. A similar result holds true for non-homogeneous boundary condi-
tions, cf. Chap. XXI, §2, Remark 9 and Proposition 7, [55]. Due to Remark 15
in the same reference, we can also relax assumption S4 to the case c2 = 0 and still
yield existence of a solution for (1.47).
Conclusion on Deterministic Models
In the last three sections we introduced the Fokker–Planck approximation, the
relaxed Boltzmann and the steady state Boltzmann equation. All models belong
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to the family of radiative transfer equations and their solution is given by a par-
ticle density in phase space. The list of presented models is far to be complete,
but major characteristics of arising problems in solving these models numerically
are covered. Numerical methods will be introduced in the second part of this
dissertation.
The models can additionally be coupled (Remark 1.9, [81, 157]) and generalized
to model other types of particles by applying appropriate scattering coefficients.
Nevertheless, the presented cross section are part of any complete deterministic
transport model since only electron scattering deposits energy in tissue.
So far we presented existence and uniqueness results. Based on these results
we want to define so called control–to–state operator and optimality conditions in
the upcoming section. But first, we introduce a general optimal control problems.

Chapter 2
Optimal Control Problems in
Radiotherapy
In this chapter we focus on the mathematical description of the optimization black
box (cf. Figure 2). After introducing in sections 1.2 – 1.4 three different particle
transport models, we continue with the presentation of a mathematical model for
optimal treatment planning in radiotherapy.
First, we present a general optimal control problem in Banach space. Therefore
we introduce a general approach for an objective functional J evaluating the quality
of the calculated dose with respect to a desired dose. The existence of a control–
to–state operator leads to a reduction of the optimal control problem which is
applied with respect to the existence and uniqueness analysis of optimal controls.
In order to decide in the optimization process if optimality is achieved, first oder
optimality conditions are evaluated.
We specify in the following sections the general optimal control problem. We
present an optimization problem governed by a boundary controlled Fokker–Planck
model, and optimal distributive control problems for the relaxed as well as the
steady state Boltzmann models. In each case, we emphasize the control–to–state
operator and derive a system of first order optimality conditions.
2.1 General Optimal Control Problem (OCP)
Let {Q, ‖ · ‖Q} and {H, ‖ · ‖H} denote real Hilbert spaces. Let J be an objective
functional defined by
J : Q×H → R : (Q,ψ) 7→ J(Q,ψ),
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Here we call an element Q ∈ Q control and consequently Q is called control
space. Further we call ψ ∈ H the state. Thus let E be a control–to–state
operator mapping any control Q to its corresponding state ψ,
E : Q → H : Q 7→ E(Q) = ψ,
by solving for instance a partial differential equation. We define the admissible
set of controls by Qad ⊂ Q and state a general continuous optimization problem
with constrains by,
min
ψ∈H,Q∈Q
J(ψ,Q),
subject to:
{
E(Q) = ψ
Q ∈ Qad ⊂ Q
,
(P)
In the following we are seeking a solution to (P). Since every Q ∈ Q maps to its
unique state by operator E , we reduce the objective functional by applying E and
maintain the reduced cost functional J (Q) = J(E(Q), Q). We can rewrite (P)
equivalent as an optimization problem in the Banach space Q by
min
Q∈Qad
J (Q). (P)
Definition 2.1. Since (P) depends only on the control, we call (P) optimal
control problem (OCP). A control Q∗ is said to be an optimal control of (P),
if
J (Q∗) ≤ J (Q), ∀ Q ∈ Qad,
holds.
Obviously, (Q∗, E(Q∗)) = (Q∗, ψ∗) ∈ Q×H is a solution to (P). Since (P) and
(P) are equivalent, we call (P) also OCP. The next theorem provides an existence
result for optimal controls.
Theorem 2.2. Let J : Q → R be a positive, bounded convex functional, E be a
linear and bounded operator and Qad ⊂ Q be convex and closed.
Then OCP (P) admits an optimal control Q∗. If J is strictly convex, then Q∗
is even unique.
Proof. Since J (Q) ≥ 0, there exists the infimum
j := inf
Q∈Qad
J (Q)
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and there is a sequence {Qn}∞n=1 ⊂ Qad such that J (Qn)→ j as n→∞. Since Q
is a Hilbert space andQad is closed and convex, Qad is weakly sequentially compact
[160, Theorem 2.11]. Consequently, some subsequence {Qnk}∞nk=1 converges weakly
to some Q∗ ∈ Qad.
Since E is continuous, J is continuous and since J is convex, it is weakly lower
semicontinuous. Consequently
J (Q∗) ≤ lim
k→∞
inf J (Qnk) = j.
Since Q∗ ∈ Qad, we must have J (Q∗) = j and therefore is Q∗ an optimal control.
The asserted uniqueness follows from the strict convexity of J .
The proof is taken from [160, Proof of Theorem 2.14].
Remark 2.3 (Non–uniqueness). The uniqueness of treatment plans for the pre-
sented OCP is guaranteed by the assumption on a convex objective functional. A
discussion about non–convex objectives concerning unique treatment plans, offering
new objectives like simplicity, is given in [32].
2.1.1 First Order Optimality Conditions
The specific structure of the optimal control problem, in particular the assumption
that Qad and J are convex allows us to ensure whether an control Q
∗ is optimal
or not.
Corollary 2.4. Let Qad ⊂ Q be nonempty and convex. Let J be Gaˆteaux differ-
entiable in an open subset of Qad.
If Q∗ ∈ Qad is a solution to problem (P) then the variational inequality
∂
∂Q
J (Q∗)(Q−Q∗) ≥ 0 ∀ Q ∈ Qad (2.1)
holds. Conversely, if J is convex and Q∗ ∈ Qad solves (2.1), then Q∗is also a
solution to (P).
Proof. Since Q is a Hilbert space, it is particularly a Banach space. Thus the
assumption of Lemma A.3 (Lemma 2.21 in [160]) are satisfied.
After introducing a the general OCP (P), we specify it according to the ap-
plication of radiotherapy. We begin with the question of a reasonable objective
functional.
40 § 2 Optimal Control Problems in Radiotherapy
2.1.2 Objective Functional
The aim in radiotherapy treatment planning applying a physical objective ap-
proach is to control the particle distribution ψ in such a way that a predicted dose
distribution is traced by an evaluated dose depending on ψ with the least possible
error [31]. This quadratic tracking type functional we are going to introduce is an
integral part in many applications [17, 31, 76, 75, 84, 86, 160]. A first assessment
of the physical motivated quadratic cost functional in the case of a simpler radio-
therapy model has been given in [147]. Therein, the validity of the quadratic cost
functional has been discussed.
Let {D, ‖·‖D} be a real Hilbert space. Then we define D as linear and bounded
operator,
D : H → D : ψ 7→ Dψ.
From now on, let Q = L2(Z), where Z is an an open but bounded domain with
smooth boundary. We define for non-negative α ∈ L2(Z), β ≥ 0 and D ∈ D the
objective functional
J(ψ,Q) =
1
2
‖
√
α(x)
(
Dψ −D) ‖2D + β2 ‖Q‖2Q (2.2)
For β > 0, J becomes strictly convex and since J is Gaˆteaux differentiable we
determine its derivative,
∂
∂Q
J (Q) = ∂
∂Q
J(E(Q), Q)
= E∗ (D∗ (α(Dψ −D)))+ βQ
where D∗ : D∗ → H∗, and E∗ : H∗ → Q∗, are adjoint operators of D and E ,
respectively. Note that D∗,H∗ and Q∗ are the dual spaces of D,H and Q, which
can be identified by themselves due to Riesz Representation Theorem, since all
spaces are Hilbert spaces. We define λ = E∗ (D∗ (α(Dψ −D))), apply ∂
∂Q
J to
(2.1) and obtain for the variational inequality
〈λ+ βQ∗, Q−Q∗〉Q ≥ 0 ∀ Q ∈ Qad (2.3)
Note, that if Qad = Q holds, then (2.3) becomes λ + βQ∗ = 0. This leads us to
the system of first order optimality for (P).
Corollary 2.5 (System of First–Order Optimality). Let Qad ⊂ Q be nonempty
and convex. Further, let J be given by (2.2) with non-negative α ∈ L2(Z), D ∈ D
and β > 0.
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Then (Q∗, ψ∗) is a solution of (P) if and only if there exists a function λ∗ ∈ H
such that the system
E(Q∗) = ψ∗ (OC(P)a)
E∗ (D∗ (α(Dψ∗ −D))) = λ∗ (OC(P)b)
〈λ∗ + βQ∗, Q−Q∗〉Q ≥ 0 ∀ Q ∈ Qad (OC(P)c)
is fulfilled.
Remark 2.6 (L1-Functional). A recently developed extension of the given objective
functional J is
Jγ(ψ,Q) = J(ψ,Q) + γ‖Q‖L1(Z) (2.4)
The given convex functional was introduced by Stadler [150] and also investigated
in [43, 88, 165]. If E is injective, J is strictly convex, even for β = 0. For the
case of an active L1 term, i.e. γ > 0, the objective functional J is not smooth,
but still convex with respect to Q. To calculate derivatives, we have to use calculus
of subdifferentials [49]. The sub differential of the L1(Z)–norm is given by
ζ ∈ sub ‖q‖L1 ⇔ ζ(z)

= 1 Q(z) > 0
∈ [−1, 1] Q(z) = 0 f.a.a. z ∈ Z, ζ ∈ L∞(Z).
= −1 Q(z) < 0
This approach is in particular interesting in the application of brachytherapy [18].
Recent results provide sparse optimal controls [43, 88, 150, 165], which can be
related to dose delivery by one or several sealed radiation–sources [13]. Unfortu-
nately, one has to take care of the non–smoothness in numerical treatment.
In the next step, we specify functions α and D in the context of optimal
treatment planning.
2.1.3 Absorbed and Desired Dose
For any treatment plan the distribution of absorbed radiative energy in the pa-
tient’s body is essential and thus of major interest. The formula we apply for the
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dose calculation is related to the absorbed dose formulation by Hensel et al. [81]
who calculated the absorbed dose by studying the energy transfer processes in
Møller scattering events. By summing up over all possible combinations of incom-
ing and outgoing energies and directions of electrons in a Møller scattering process
an exact formula for the absorbed dose can be prescribed. We use a widely used
simplified dose formula [17, 31, 76, 155]. We define the dose distribution based on
the electron density distribution ψ ⊂ H given by a solution of (BCSD).
Definition 2.7 (Dose). For any given solution ψ ⊂ H of (BCSD), we define the
absorbed dose operator, DB : H → D = L2(Z), by
DBψ(x) =
∫ ∞
0
S(x,E)
∫
S2
ψ(x,Ω, E) dΩ dE, (DB)
where S(x,E) is the stopping power (1.13).
In section 1.2 and section 1.3 we transform the density ψ in order to avoid the
evaluation of the stopping power operator. Since DB is given for a solution of the
BCSD model we have to apply the corresponding variable transformations to the
dose operator DB.
Corollary 2.8. Assume dose function (DB) for a solution ψ of (BCSD). Then,
the dose operator DF : L
2(Z × S2 × [0, R]) → L2(Z) for ψ given as solution to
(FP) is
DFψ =
∫ R
0
∫ pi
−pi
∫ 1
−1
ψ(x, µ, θ, t) dµ dθ dE . (DF )
The dose operator DR : L
2(Z × S2 × [0, T ]) → L2(Z) for ψ being a solution of
(RE) is given by
DRψ =
1
ε
∫ T
0
∫
S2
ψ(x,Ω, t) dΩ dE . (DR)
Since (StB) is energy independent, the dose operator for ψ being a solution of
(StB)is
DS : L
2(Z × S2)→ L2(Z) : ψ =
∫
S2
ψ(x,Ω) dΩ . (DS)
Note that we assumed a maximum energy of Emax and thus we integrate over
[0, T ] respectively [0, R], the corresponding transformed energy interval.
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A simple alternative for D is the identity operator,
DI = Id : H → D = H; ψ 7→ ψ, (DI)
applied for instance in [84]. This approach has the objective to find an optimal
control to track a given particle distribution D = ψ ∈ H. Since the DB is not
injective, DI does not provide significant information about the more generic in-
formation of absorbed energy in the patient’s body.
Remark 2.9 (Biological Dose Function). Clearly, other cost functionals to mea-
sure the effect of dose deposition can be envisioned and need to be discussed. South,
Patridge and Evans [149] introduced an objective functional which takes cell death
as a function of dose Dψ into account. It was applied to optimal treatment plan-
ning by Barnard, Frank and Herty [17]. Further biological cell response models
haven beed discussed in [34, 54, 151, 152].
Though the objective functional (2.2) does not attempt to model cell response
to the dose, it does have the benefits of not requiring inputs, e.g. radiobiological
parameters..
Remark 2.10 (Dose Constraints). Another possibility to obtain a more realistic
model is to include additional constraints on the dose Dψ in the optimization
problem (P) to ensure that certain regions receive a maximum amount of dose
[17, 147, 156] , e.g. dmin ≤ Dψ(x) ≤ dmax for all x ∈ ZR ⊂ Z. Instead of point
wise restrictions, restrictions on the mean over certain areas are also possible, i.e.
Dmin ≤
∫
ZR
Dψ(x) dx ≤ Dmax, [31].
In order do define the desired dose according to e.g. [17, 76], we divide the
treated domain Z which contains the patients body ZP into disjunct sets,
Z = ZT ∪˙ ZR ∪˙ ZN ,
These sets indicate the tumor region ZT ⊂ ZP , the region at risk ZR ⊂ ZP , i.e.
parts indispensable to life, and the remaining tissue accordingly surrounding area
ZN . Typically we set the desired dose D ∈ L2(Z) to be
D(x) =
{
1 x ∈ ZT ,
0 x ∈ Z\ZT .
(2.5)
This type of desired dose function does not distinguish between regions at risk
and normal tissue. Therefore we specify accordingly to these regions the spatially
weighted function α ∈ L2(Z) in (2.2) by
α : x 7→ α(x) = αTχT (x) + αRχR(x) + αNχN(x), (2.6)
where αT , αR, αN ≥ 0 are constants and χτ , τ ∈ {T,R,N} are the characteristic
functions indicating if x ∈ Zτ by χ(x) = 1, otherwise it is zero. We call α penalty
function.
44 § 2 Optimal Control Problems in Radiotherapy
2.2 Optimal Boundary Control for FP
We want to set up an OCP with a boundary controlled Fokker–Planck equation
and non negativity conditions on the control as constraint. First of all we notice,
that we cannot influence parameters like in particular cross variables which depend
only on the radiated medium. Since we set the initial value ψ0 = 0 we have the
distributive source Q and the incoming particle source ψΓ as only possibilities to
affect the particle density ψ. By setting Q ≡ 0 in (FP) we model teletherapy
applications [111, 147, 155] where external beams are used to radiate the patients
body. This leads us to the definition of boundary control.
Definition 2.11. We define the control space for the FP model by Q := L2(∂Z×
G× [0, R], (Ω · n)− dx dθ dσ dr) with inner product
〈p, q〉Q =
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)− pq dµ dθ dσ dr.
A function QΓ ∈ Q is called boundary control. Thus in (FP.b), we will set
ψΓ = QΓ.
Note that Q is a Hilbert Space. The choice of L2 functions as control ap-
pears naturally, as we may think of discontinuous sources. Further does the set
of all continuous functions not have the compactness properties needed to proof
existence.
Remark 2.12 (Distributive EBRT). Obviously, QΓ ∈ Q models the radiation by
teletherapy and a distributive control most likely brachytherapy. Further, telether-
apy is modelled using distributive control and the application of boundary control
(1.7), [156]. For instance Barnard, Frank and Herty [17] extended the domain Z
by a far field such that the distributive source emits particles outside the patients
body ZP and consequently set Q(x,Ω, E) ≡ 0 for x ∈ ZP .
Depending on its sign, a source in general emits or absorbs particles. In our
application, radiotherapy, we emit particles but cannot absorb them. Thus these
source terms have to be non–negative. We define the admissible set of controls
Qad fulfilling non-negativity condition QΓ ≥ 0 almost everywhere.
Corollary 2.13. Let Qad ⊂ Q be defined as
Qad := {QΓ ∈ Q | QΓ(x, µ, θ, r) ≥ 0, f.a.a. (x, µ, θ, r) ∈ Γ−}.
Then, Qad is a convex and closed subset of Q.
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The next step will be to point out how control and particle density are related
to each other. We introduce a linear and bounded control–to-state operator for
the F̂P model.
2.2.1 Control–to–State Operator
Definition 2.14. Assume FP2. We define the control-to-state operator EF by
EF : Q → L2(G), QΓ 7→ ψ, (EF )
where ψ ∈ X ⊂ L2(G) is the solution of (F̂P) with ψ0 = 0 f.a.a. (x, µ, θ) ∈ Z×G,
Q = 0 f.a.a. (x, µ, θ, r) ∈ G and with boundary control QΓ ∈ Q.
Lemma 2.15. Under assumption FP2, operator EF : Q → L2(G) is linear and
bounded.
Proof. To prove boundedness, let E(ϕ, η) ∈ (X × Φ)∗ and L ∈ Φ∗ be defined by
(1.25) and (1.26), respectively.
We define |‖L‖| = supη |L(η)| for η ∈ Φ and ‖η‖Φ ≤ 1. Note that since
Q = 0, ψ0 = 0 holds, there exist a continuous embedding of Q ↪→ Φ. Let Φ̂ be the
closure of Φ with respect to ‖ · ‖Φ. Then, there exists due to Riesz representation
Theorem an element ξL ∈ Φ̂, such that
L(η) = 〈ξL, η〉Φ (2.7)
holds. Due to Theorem A.1 exists an operator R∗ ∈ L(Φ̂, X), such that φ = R∗ξL
and thus
‖ψ‖X = ‖R∗ξL‖X ≤ ‖R∗‖‖ξL‖Φ = ‖R∗‖ |‖L‖|. (2.8)
Since L ∈ Φ∗ and Φ ⊂ X we obtain
‖ψ‖L2(G) ≤ ‖ψ‖X ≤ c1
α
|‖L‖| ≤ c2 c1
α
‖QΓ‖Q, (2.9)
where ‖R∗‖ ≤ c1
α
follows by FP2 and Theorem A.1.
Corollary 2.16. Let Qalt = X = L2(Z× [0, R], V ) be an alternative control space.
Under assumption FP2 the distributive–control-to-state operator EFP defined by
EaltF : Qalt → L2(G), Q 7→ ψ, (EaltF )
where ψ is the solution to the FP equation (F̂P) with ψ0 = 0, QΓ = 0 and for
distributive control Q ∈ Qalt, is linear and bounded.
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Proof. Since X is an Hilbert space, Q ∈ Qalt defines due to Riesz representation
theorem an element of X∗. Thus L(η) = 〈Q, η〉X∗,X is linear and bounded by the
same arguments as in the proof of Lemma 2.15. Therefore EFP is bounded by
‖ψ‖L2(G) ≤ c3 c1
α
‖Q‖Qalt .
2.2.2 Quadratic Optimal Boundary Control Problem
We present an optimal boundary control problem governed by the Fokker–
Planck equation. As parameters to specify the general cost functional (2.2), we
set α > 0, β ≥ 0 and γ = 0. For D we select the identity operator (DI) and set
D = ψ ∈ L2(G). Thus we have
JF (ψ,QΓ) =
α
2
‖ψ − ψ‖2L2(G) +
β
2
‖QΓ‖2Q. (2.10)
Applying EF yields the reduced optimal control problem
min
QΓ∈Qad
JF (QΓ) = JF (EF (QΓ), QΓ) (PF )
Corollary 2.17. Assume FP2 holds. For given α > 0, β ≥ 0, ψ ∈ L2(G), then
there exists an optimal control Q∗Γ ∈ Qad to problem (PF ). If β > 0, then Q∗Γ is
unique.
Proof. We apply Theorem 2.2. The reduced cost functional JF (QΓ) is a convex
functional defined on the convex and closed subset Qad ⊂ Q. Thus (PF ) admits
an optimal boundary control Q∗Γ ∈ Qad. If β > 0, J is strictly convex and thus
(PF ) admits an unique optimal control.
2.2.3 First Order Optimality Conditions
To present the first order optimality conditions we introduce the adjoint operator
per definition. Since the control–to–state operator EF : Q → L2(G) is linear and
bounded, there exists also an adjoint operator
E∗F : L2(G)→ Q, Ψ 7→ p, (2.11)
which in turn is also linear and bounded. It holds
〈EF (QΓ),Ψ〉L2(G) = 〈QΓ, E∗F (Ψ)〉Q . (2.12)
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Since we want to set up an first order optimality system we need to quantify (2.11).
Therefore we further introduce the backward Fokker–Planck equation
− ∂
∂r
λ− Ω · ∇λ+ κλ− T (x, r)
4
[Mλ+Nλ] = Ψ, (2.13a)
with T,M and N as in (F̂P) and Ψ is a distributed source term. The corresponding
terminal and boundary conditions are
λ(x, µ, θ, R) = λR, f.a.a. (x, µ, θ) ∈ Z ×G, (2.13b)
and
λ(x, µ, θ, r) = λΓ+ , f.a.a. (x, µ, θ, r) ∈ Γ+, (2.13c)
respectively. Note that λR is a terminal condition and thus (2.13) is solved back-
ward in time. Therefore the adjoint equation is also called backward Fokker–Planck
or simply backward equation. Accordingly are (FP) and (F̂P) called forward equa-
tion.
Corollary 2.18. Under assumption FP2, Ψ ∈ L2(G), λR ∈ L2(Z × G) and
λΓ+ ∈ L2(∂Z ×G× (0, R); (Ω · n)+ dx dθ dσ dr), the transport equation (2.13) has
a unique solution λ ∈ Y ⊂ X in the sense of distribution.
The proof of Corollary 2.18 is similar to the proof of Theorem 1.7 and omitted.
We define a solution operator for the backward FP equation by E˜F : L2(G) →
X; Ψ 7→ λ, where λ ∈ X is the unique solution of (2.13) with Ψ = Ψ, λΓ+ = 0
and λR = 0 provided that FP2 holds true. Then, E˜F is linear and bounded on X
and we have λ ∈ Y .
Note that the trace λΓ− ∈ Q = L2(∂Z ×G× (0, R); (Ω ·n)− dx dθ dσ dr) exists
due to Lemma 1.6. The next lemma links adjoint operator and backward Fokker–
Planck equations.
Lemma 2.19. Let Ψ ∈ X, then, the solution p = E∗F (Ψ) is a.e. the trace of the
solution λ = E˜F (Ψ) on Γ−, i.e.,
p = λΓ− f.a.a. (x, µ, θ, r) ∈ ∂Z ×G× (0, R) s.t. Ω · n(x) ≤ 0. (2.14)
Proof. Due to Corollary 2.18 holds E˜F (Ψ) = λ ∈ Y ⊂ L2(G). Further holds
EF (QΓ) = ψ ∈ Y ⊂ L2(G) for QΓ ∈ Q by Lemma 2.15.
We set Q = 0 in (F̂P) and thus ψ solves the specified equation (F̂P), which we
multiply by λ. On the other hand λ is a solution to (2.13a) if we set Ψ = Ψ. This
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equation it then multiplied by ψ. Subtracting the second from the first equation
yields
∂
∂r
(λψ) + Ω · ∇x(ψλ)− T (x, r)
4
[λMψ + λNψ − ψMλ− ψNλ] = −Ψψ.
Since ψ, λ ∈ Y we can apply Lemma 1.6 (ii). Due to (F̂P.a), (F̂P.b), (2.13b),
(2.13c), as well as the symmetry of the operatorsM andN the following calculation
holds true,
〈Ψ, EF (QΓ)〉L2(G) =
R∫
0
∫
Z
pi∫
−pi
1∫
−1
Ψψ dG
= −
∫
Z
pi∫
−pi
1∫
−1
λψ|r=Rr=0 dµdθdx−
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)ψλ dµ dθ dσ dr
=
R∫
0
∫
∂Z
pi∫
−pi
1∫
−1
(Ω · n)− (QΓ λΓ−) dµ dθ dσ dr
=
〈
QΓ, λΓ−
〉
Q .
Since E∗F is the adjoint operator of EF we obtain by its relation (2.12),
〈EF (QΓ),Ψ〉L2(G) = 〈QΓ, E∗F (Ψ)〉Q = 〈QΓ, p〉Q =
〈
QΓ, λΓ−
〉
Q ,
and hence (2.14) holds true.
Corollary 2.20. Let ψ ∈ X,α ∈ L2(Z) positive, β > 0 and let FP2 hold.
Then, Q∗Γ ∈ Qad is the unique solution to PF , if and only if(
λΓ− + αCQ
∗
Γ, QΓ −Q∗Γ
)
Q ≥ 0, ∀ QΓ ∈ Qad (2.15)
holds, where λΓ− = E∗F
(
α(ψ∗ − ψ)) and ψ∗ = EF (Q∗Γ).
Proof. Since DI = D
∗ = Id, α(ψ∗−ψ) ∈ X, the corollary follows due to Corollary
2.4, equation (2.3) and Lemma 2.19.
We sum up the first order optimality system of (PF ). If the assumptions of
Corollary 2.20 hold true and if the triple (ψ∗, Q∗Γ, λ
∗) ∈ L2(G) × Qad × L2(G) is
optimal, then the following necessary first–order optimality system is fulfilled:
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∂
∂r
ψ∗ + Ω · ∇ψ∗ + κψ∗ − T (x, r)
4
[Mψ∗ +Nψ∗] = 0,
ψ∗Γ− = QΓ, (OC(PF )a)
ψ∗(x, µ, θ, 0) = 0,
− ∂
∂r
λ∗ − Ω · ∇λ∗ + κλ∗ − T (x, r)
4
[Mλ∗ +Nλ∗] = α(ψ∗ − ψ),
λ∗Γ+ = 0, (OC(PF )b)
λ∗(x, µ, θ, R) = 0,〈
λΓ− + βQ
∗
Γ, QΓ −Q∗Γ
〉
Q ≥ 0 ∀ QΓ ∈ Qad. (OC(PF )c)
Remark 2.21 (Dose Functional). The presented results also extend to the fol-
lowing quadratic cost functional studied for example in [17, 157]. The dose in
(x, r) ∈ Z × [0, R] is approximated by
D˜Fψ =
pi∫
−pi
1∫
−1
ψ(x, µ, θ, r) dµdθ,
and the target dose is D ∈ L2(Z × [0, R]). Let
J˜F (ψ, q) =
α
2
R∫
0
∫
Z
(D˜Fψ −D)2dxdt+ β
2
‖QΓ‖2Q.
Since the operator D˜F is linear and bounded in ψ the previous results extend to
(PF ) with objective J˜ .
Remark 2.22 (Distributive Control). The presented framework can also be ex-
tended to the case of distributed control Q := f ∈ L2(G) and control to state
operator EaltF . We mentioned already in Remark 2.16 the existence of such a linear
and bounded operator.
Possible further extensions is a mixture of distributive and boundary control by
the introduction of an alternative objective functional
Jalt(ψ,Q,QΓ) =
1
2
‖
√
α(x)(D(ψ)−D)‖2L2(Z) +
β1
2
‖Q‖2Qalt +
β2
2
‖QΓ‖2Q
with Qalt = L2(G), 0 ≤ α ∈ L2(Z) and β1, β2 ≥ 0.
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2.3 Optimal Distributive Control for RE
The second example is an optimal control problem for the relaxed Boltzmann
equation (RE). We apply a distributive control and set therefore ψΓ = 0 in the
model formulation. Intuitively, a distributive control models brachytherapy or
secondary electron transport [73], but as mentioned in Remark 2.12, distributive
might also be applied to obtain EBRT treatment plans.
2.3.1 Control–to–State Operator
The control space for the RE model is defined by Q := L2(Z × S2 × [0, T ]). We
further set H := L2(Z × S2 × [0, T ]) and assemble the control–to–state operator
for (RE).
Lemma 2.23. Let ε > 0 and Q ∈ Q. Then the operator
ER : Q −→ H, Q 7−→ ER(Q) = ψ, (ER)
where ψ is the solution of (RE), is linear and bounded.
Proof. Due to proposition 1.13, a unique solution ψ ∈ C1([0, T ]; L2(Z × S2)) ∩
C([0, T ], D(TR)) exists for every Q ∈ Q. The solution space is continuously em-
bedded into H.
Note that for any strongly continuous semigroup exp(εT) there exists a con-
stant ω ≥ 0 and M ≥ 1 such that ‖ exp(εT)‖ ≤M exp(εω), cf. [134, Chapter 1.2,
Theorem 2].
ER is linear and since C ([0, T ]; L2(Z × S2)) ⊂ L2([0, T ];L2 (Z × S2)) = H we have
‖ER(Q)‖H ≤MeωT‖Q‖Q.
2.3.2 Quadratic Optimal Distributive Control Problem
We define the admissible control space by applying box constraints with 0 < qmax
and obtain the closed and convex set
Qad = {Q ∈ Q| 0 ≤ Q(x,Ω, t) ≤ qmax, a.e.} .
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This kind of constraints are reasonable since e.g. radioisotopes used in brachyther-
apy have limited density and thus they are naturally bounded. As objective func-
tion we choose the introduced quadratic functional (2.2) with D = DR, α ∈ L2(Z)
non-negative, D ∈ L2(Z) and β > 0 and obtain
JR(ψ,Q) =
1
2
‖
√
α(x)
(
DRψ −D
) ‖2L2(Z) + β2 ‖Q‖2Q.
Note, that JR is strictly convex. It is easy to see, that due to Lemma 2.23 problem
min
ψ∈X ,Q∈Qad
JR(ψ,Q),
subject to:
{
ER(Q) = ψ,
(PR)
admits a unique solution since the requirements of Theorem 2.2 are satisfied.
2.3.3 First Order Optimality Conditions
We present in this example the Lagrange formalism to determine the adjoint
equation. To formulate first order optimality conditions we have to calculate the
adjoint equation and therefore we define the Lagrangian with λ ∈ H∗,
L(ψ,Q, λ) =JR(ψ,Q)− 〈λ, ER(Q)− ψ〉H.
The function λ ∈ H∗ is called Lagrange multiplier associated with (Q,ψ).
The Lagrangian L is a real valued function and Gaˆteaux differentiable since J
is Gaˆteaux differentiable. We derive first order optimality conditions by the asso-
ciated Karush–Kuhn–Tucker system.
Proposition 2.24. (Q∗, ψ∗) ∈ Q×H is a solution of PR if and only if there exist
a λ∗ ∈ H∗ such that the first order optimality system
DλL(ψ,Q, λ) = 0, (2.17a)
DψL(ψ,Q, λ) = 0, (2.17b)〈
DQL(ψ,Q, λ), Q˜−Q
〉
Q
≥ 0, ∀ Q˜ ∈ Qad. (2.17c)
is satisfied.
Proof. Set u := (ψ,Q) ∈ H×Q and define the linear operator G(u) := ER(Q)−ψ.
Since any linear operator is convex, assumptions of Theorem A.4, [160, Theorem
6.2] are satisfied and equations (2.17b) and (2.17c) arise as generalized variational
inequality. Equation (2.17a) leads to ER(Q) = ψ which completes the system.
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Next, we compare (2.17) with the common optimality system (OC(P)). A close
look at (2.17) yields
DλL(ψ, q, λ) = ER(Q)− ψ, (2.18)
which is (OC(P )a).
To derive DψL(ψ,Q, λ) we rewrite L using (1.37), integrate by parts, apply
(RE.a) and (RE.b) and obtain,
L(ψ, q, λ)=JR(ψ,Q)− 〈λ, ∂tψ −TRψ −Q〉H
=JR(ψ,Q)− 〈λ, ∂tψ −ARψ + ΣRψ −KRψ −Q〉H
=JR(ψ,Q)− 〈ψ,−∂tλ+ ARλ+ ΣRλ−KRλ−Q〉H
+
∫ R
0
∫
Z
∫
S2
(Ω · n(x))+ψλ dt dΩ dx+
∫
Z
∫
S2
ψ(x, µ, θ, R)λ(x, µ, θ, R) dΩ dx
We can now easily take the derivative of L with respect to ψ and conclude, that
DψL(ψ,Q, λ) = 0 holds, if λ solves the backward equation,
−∂tλ+ ARλ+ ΣRλ−KRλ = r2,
λ(x,Ω, T ) = 0, ∀ (x,Ω) ∈ Z × S2,
λ(x,Ω, t) = 0, ∀ (x,Ω, t) ∈ Γ+,
(2.19)
with r2 = D
∗ (α(Dψ −D)). Here, D∗ : L2(Z) → L2(Z × S2 × [0, T ]) maps r1(x)
onto r2(x,Ω, t) = r1(x) for all (Ω, t) ∈ S2 × [0, T ] and fixed x ∈ Z by constant
embedding.
It is easy to see, that (2.19) obtains a unique solution λ ∈ D(A˜) ⊂ H for every
r2 ∈ L2(Z × S2 × [0, T ]). By Riesz representation Theorem λ ∈ H∗ holds and we
define the linear and bounded operator
E∗R : H → D(A˜) ⊂ H∗ : r2 → λ. (2.20)
We conclude, that E∗R is the adjoint operator to ER and therefore (2.17b) is equiv-
alent to (OC(P )b).
Finally we compute (2.17c) using (1.37) and deduce
DqL(ψ, q, λ) = βQ+ λ
which is nothing else but the variational inequality (OC(P )c), where λ is the
solution to (2.19) with r2 = D
∗ (α(Dψ −D)). Concluding, we write down the
complete first order optimality system
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∂tψ −ARψ + ΣRψ −KRψ∗ = Q∗,
ψ(x,Ω, T ) = 0, ∀ (x,Ω) ∈ Z × S2,
ψ(x,Ω, t) = 0, ∀ (x,Ω, t) ∈ Γ−,
(OC(PR)a)
−∂tλ+ ARλ+ ΣRλ−KRλ∗ = D∗
(
α(Dψ∗ −D)) ,
λ(x,Ω, T ) = 0, ∀ (x,Ω) ∈ Z × S2,
λ(x,Ω, t) = 0, ∀ (x,Ω, t) ∈ Γ+,
(OC(PR)b)
〈
βQ∗ + λ∗, Q˜−Q∗
〉
Q
≥ 0 ∀ Q˜ ∈ Qad (OC(PR)c)
To gain the presented optimality system, we solve technically the optimization
problem
min
ψ∈H,Q∈Qad
L(ψ,Q, λ)
without constraints on the state ψ and formally, system (2.17) follows from the
condition DL = 0. We introduced a Lagrange multiplier for the transport equa-
tion and we want also rewrite the variational inequality in terms of Lagrangian
multipliers. Therefore we use in particular the structure of the chosen admissible
set of controls Qad.
Lemma 2.25. The variational inequality (2.17c) is equivalent to the existence of
almost–everywhere nonnegative Lagrange multipliers ξ0, ξb ∈ H∗ such that for a.a.
(x,Ω, t) ∈ Z × S2 × [0, T ]
βQ∗ + λ∗ − ξ0 + ξq = 0, (2.21a)
ξ0 ≥ 0, −Q ≤ 0, ξq ≥ 0, Q∗ − qmax ≤ 0, (2.21b)
ξ0(0−Q∗) = 0, ξq(Q∗ − uq) = 0, (2.21c)
holds.
Conditions (2.21c) is know as complementarity slackness conditions. A
proof is given in [160, Theorem 2.29].
Further, we can rewrite the complementary slackness conditions (2.21c).
Lemma 2.26. For (Q∗, ξ0, ξQ) ∈ H3, the following statements are equivalent:
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1) (Q∗, ξ0, ξQ) satisfy (2.21b) and (2.21c).
2) There exists ξ ∈ H such that (Q∗, ξ) satisfy for any d > 0:
C(Q∗, ξ) = ξ −max{0, ξ + d(Q∗ − qmax)} −min{0, ξ + dQ∗} = 0, (2.22a)
ξ0 = min(0, ξ) and ξq = max(0, ξ). (2.22b)
Proof. First, we show 1)⇒ 2). We define ξ := ξq−ξ0 and show, that C(Q∗, ξ) = 0
holds. Therefore, we discuss three different cases, ξ > 0, ξ = 0 and ξ < 0.
• ξ > 0: From (2.22b) follows ξ0 = 0 and ξq = ξ. Thus, from (2.21b) follows
Q∗ = qmax. This yields C(Q∗, ξ) = ξ − ξ − 0 = 0.
• ξ < 0: Here, we can follow by the same arguments ξ0 = −ξ, ξq = 0 and thus
Q∗ = 0. Then we obtain C(Q∗, ξ) = ξ − 0− ξ = 0.
• ξ = 0: Again by (2.22b) we obtain ξ0 = ξq = 0 and due to (2.21b) and
(2.21c) we conclude 0 ≤ Q∗ ≤ qmax. It follows directly C(Q∗, ξ) = 0.
To proof 2)⇒ 1), we can restrict to three different cases. Assuming (Q∗, ξ) satisfies
(2.22) and additionally holds
• ξ + d(Q∗− qmax) > 0: In this case, only the max-term in (2.22a) contributes
to the sum. We obtain 0 = C(Q∗, ξ) = d(Q∗−qmax) and therefore Q∗ = qmax.
From ξ + d(Q∗ − qmax) ≥ 0 follows consequently ξ ≥ 0 and thus ξ0 = 0 and
ξq = ξ.
• ξ + dQ∗ < 0: Now, just the min-term contributes to the sum and it follows
Q∗ = 0. Thus ξ < 0 and therefore ξ0 = −ξ and ξq = 0.
• neither the min-, nor the max-term is active: This yields together with
(2.22b) ξ = ξ0 = ξq = 0 and 0 ≤ Q∗ ≤ qmax which concludes the proof.
Remark 2.27 (On Lemma 2.26). A similar Lemma was presented by Stadler,
[150]. He also included the non–smooth objective functional (2.4) and presented an
equality representation of the variational inequality combining even three Lagrange
multipliers in one.
We can now write the first order optimality system of without inequality con-
ditions by replacing(2.17c) by (2.22).
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2.4 Optimal Distributive Control for StB
The last presented optimal control problem in this section is constrained by the
steady state Boltzmann equation (StB) with distributive control as constraint.
Before introducing the OCP, we define a distributive control–to–state operator.
The adjoint equation and the resulting first order optimality conditions are ba-
sically recalled from [76] with slight modifications since the objective functional
they analyzed a differs marginally.
2.4.1 Control–to–State Operator
Under the assumption of S1 – S4 we introduce a control–to–state operator for the
steady state Boltzmann model (StB) with distributive control. LetQ = L2(Z×S2).
Then we define
ES : Q → D(AS) ⊂ L2(Z × S2) : Q 7→ ES(Q) = ψ. (ES)
Clearly ES is a well–defined linear operator.
Lemma 2.28 (Lemma 3.1, [76]). It holds
c2‖ψ‖2L2(Z×S2) ≤ 〈−ASψ + ΣSψ −KSψ, ψ〉L2(Z×S2)
and thus ES is a bounded operator on L2(Z × S2).
Note, that we mentioned in Remark 1.16 the existence of solutions even for
β = 0 in S4, but then we could not conclude the boundedness of ES.
2.4.2 Quadratic OCP
As objective functional we take the standard quadratic tracking type functional
(2.2). We set D = DS, D ∈ L2(Z), α ∈ L2(Z) non-negative and β > 0. We obtain
JS(ψ,Q) =
1
2
‖
√
α(x)
(
DSψ −D
) ‖2D + β2 ‖Q‖2Q. (2.23)
Further we define box constraints on the control,
Qad =
{
Q ∈ L2(Z × S2)| 0 ≤ Q(x,Ω) ≤ qmax
}
,
and set up by applying JS(Q) = JS(ES(Q), Q) the reduced distributive control
problem
min
Q∈Qad
JS(Q) (PS)
By Theorem 2.2 we conclude the existence of an unique optimal control of (PS).
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2.4.3 First Order Optimality Conditions
The following lemma is taken from [76] and we recall the result to complete the
theory for the StB by the first order optimality conditions for (PS).
Lemma 2.29 (Lemma 3.2 and 3.3, [76]). Under assumptions C1–C4, problem
(AS + ΣS −KS)λ = r, λ = 0 on Γ+ (2.24)
has a unique solution λ ∈ D(AS) for any source term r ∈ L2(Z×S2). The solution
operator λ = E∗S(r) is a linear and bounded operator on L2(Z × S2).
The operator E∗S : L2(Z × S2)→ L2(Z × S2) is the adjoint operator to ES
Then, the necessary first–order optimality system for (PS) given by Corollary
2.5, with optimality system
(−AS + ΣS −KS)ψ∗ = Q∗,
ψΓ = 0, on Γ−,
(OC(PS)a)
(AS + ΣS −KS)λ∗ = α(DSψ∗ −D),
λΓ = 0, on Γ+,
(OC(PS)b)
〈λ∗ + βQ∗, Q−Q∗〉Q ≥ 0, ∀ Q ∈ Qad. (OC(PS)c)
Conclusion on OCPs
We introduced and discussed in this chapter a general OCP with physical moti-
vated objective functional. To pick up the input–output mapping (cf. Figure 2),
the division of the domain in target and risk region is based on patient specific in-
put data resulting in a desired dose D and penalty function α. The output is then
the solution Q∗ of the OCP, i.e. an optimal control with corresponding optimal
dose distribution DE(Q∗). The presented OCP then consequently related to the
dose optimization step, usually a black box in treatment planning software. The
advantage of deterministic models, obtaining unique and reproducible solutions for
any set of initial controls result in unique optimal controls of the presented OCPs.
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The assumptions, in particular on the desired dose, to obtain optimal controls are
not limiting the clinical use.
The second part of this chapter was dedicated to the analysis of optimal control
problems governed by the radiative transport equations introduced in the first
chapter. We apply these results in the second part of this dissertation to develop
numerical methods solving the arising OCPs. These algorithms are based on the
calculated optimality conditions. In particular are questions concerning general
application discussed to offer a general application possibility in radiotherapy of
the presented methods.

Part II
Numerics of Boltzmann
Transport Equations
59

Chapter 3
Discretization of OCPs governed
by the Fokker–Planck Model
The first chapter of the second part of this dissertation, presents a numerical
method to solve the OCP (PF ). Since we cannot solve (FP) analytically in such
complex cases occurring in radiotherapy, we have to apply numerical methods to
obtain approximative solutions. For radiative transfer problems, for instance the
FP model, several methods like diffusion approximation, such as the spherical
harmonics method (also known as PN methods) [39, 56] and moment methods
[64, 115] are known to numerically integrate the equations. Also, direct methods
[148] and finite–element methods [156] have been studied.
In optimal treatment planning one has to solve an optimization problem and
not just the underlying transport equation. There are now two strategies to solve
(PF ) numerically. In section 2.2 we presented the first order optimality system
(PF )
OC(PF )
[OC(PF )]PN
(PF )PN
OC
[
(PF )PN
]? ? ?
Figure 3.1: Optimize than discretize – discretize than optimize diagram (superscript PN
indicates PN–discretization)
of (PF ). One can either discretize this optimality system (2.16) or start by dis-
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cretising the optimal control problem (PF ) and derive the first order optimality
conditions of this discrete version (PF ). Figure 3.1 illustrates the different strate-
gies and the remaining question is if this two approaches yield the same discrete
optimality systems which is not known a priory. Frank, Herty and Scha¨far [76] for
instance proved under similar assumptions the equality of both approaches for the
steady–state Boltzmann equation (StB) with distributive control.
In order to analyze the numerical discretization we consider the optimal control
problem (PF ) in slab-geometry. Here, we focus on a discussion of the PN method
and show that for this method the two approaches optimize–then–discretize and
discretize–then–optimize yield the same discrete optimality system.
In higher spatial dimensions one has to use spherical harmonics to represent
the solution [76, 122, 123]. If the two approaches also coincide in the case of higher
spatial dimensions is not yet known.
3.1 Discretization of the FP Model
We present a discretization of the Fokker–Planck equation in one spatial dimen-
sion. Therefore we projected the F̂P–equation onto a one-dimensional slab Z =
[0, L], L > 0. Since Ω is defined as normalized speed given in spherical coordinates
(µ, θ) on S2 by (1.1), Ω becomes µ ∈ [−1, 1] by projection where µ is the cosine
between Ω and the x-axis. The projection is then given by
∂ψ
∂r
+ µ
∂ψ
∂x
− σ(x, r)Mψ = Q, (3.1a)
with incoming boundary conditions for x ∈ {0, L}
ψ(0, µ, r) = QΓ0 if µ ≥ 0, (3.1b)
ψ(L, µ, r) = QΓL if µ ≤ 0, (3.1c)
and an initial condition
ψ(x, µ, 0) = 0. (3.1d)
Here, ψ(x, µ, r) with (x, µ, r) ∈ (0, L)× (−1, 1)× (0, R), σ(x, r) = T (x,r)
4
and M as
in (1.14).
Remark 3.1. One can easily derive the optimality system of the optimal control
problem (PF ) subject to (3.1) with Q = 0 using the same approach as in section
2.2
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For a numerical analysis we approximate the first order optimality system of
(PF ) governed by equation (3.1) with the PN method [71] for the angular dis-
cretization. We compare this approach to the optimality system of an approxi-
mated model of (PF ) in slab geometry. Our main goal is to show that both ap-
proaches yield the same result for the spherical harmonics approximation. First,
we semi–discretize the projected Fokker–Planck equation (3.1) in the angular vari-
able µ ∈ [−1, 1].
The spherical harmonics approach expresses the angular dependence of the
distribution function ψ in terms of Legendre polynomials
ψ(µ) =
∞∑
l=0
ψl
2l + 1
2
Pl(µ), (3.2)
where Pl are the Legendre polynomials, Appendix B. These form an orthogonal
basis of the space of polynomials with respect to the standard L2 scalar product on
[−1, 1], cf. (B.4). By truncation of the Legendre series after N + 1 basis elements
we have
ψN(µ) =
N∑
l=0
ψl
2l + 1
2
Pl(µ), ψl =
1∫
−1
ψN(µ)Pl(µ)dµ, (3.3)
where ψl is called the l-th moment of ψ. For an estimation of how large N should be
see [154]. We obtain the following equation for ψl by integration over the velocity
space
∂rψl + ∂x
1∫
−1
ψN(µ)µPl(µ)dµ− σ(x, r)
1∫
−1
Pl(µ)Mψ
N(µ)dµ =
1∫
−1
QPl(µ)dµ (3.4)
for l = 0, . . . , N . Using Legendre’s differential equations (B.1), the recursion
relation (B.2) and partial integration we obtain for l = 0, . . . , N
∂rψl + ∂x
(
l + 1
2l + 1
ψl+1 +
l
2l + 1
ψl−1
)
+ σ(x, r)l(l + 1)ψl =
1∫
−1
QPl(µ)dµ, (3.5)
with ψ−1 = ψN+1 = 0.
The righthand side of (3.5) is equal to 2Qδ0l if we assume that Q is isotropic,
i.e. Q(x, µ, r) = Q(x, r). An isotropic distributive control was analyzed in [76].
Since we already applied boundary control to derive the continuous optimality
system in section 2.2, we set Q = 0.
64 § 3 Discretization of OCPs governed by the FP Model
We define the vector ψ̂(x, r) = (ψ0(x, r), ψ1(x, r), . . . , ψN(x, r))
T and the ma-
trices
F =

0 1
1
3
0 2
3
. . . . . . . . .
N−1
2N−1 0
N
2N−1
N
2N+1
0
 , M =diag(l(l + 1)) . (3.6)
F is called flux matrix. This leads to the matrix notation of the moment equation
(3.5) with e1 ∈ RN+1, the first unit vector.
∂rψ̂ + F∂xψ̂ + σ(x, r)Mψ̂ = 0. (3.7)
The initial condition (3.1d) is approximated, with ψN(x, µ, 0) = 0, which combined
with equation (3.3) yields:
ψ̂(x, 0) = 0. (3.8)
To approximate boundary conditions (3.1b) we use Mark’s boundary conditions
and set therefore the order of approximation N to be odd [56]. Denote by µk, k =
0, . . . , N the kth root of the Legendre polynomial PN+1. We set the conditions
N∑
l=0
ψl(0)
2l + 1
2
Pl(µk) = QΓ0(µk, r) ∀ µk > 0, (3.9)
N∑
l=0
ψl(L)
2l + 1
2
Pl(µk) = QΓL(µk, r) ∀ µk < 0, (3.10)
Let ψ˜ =
(
ψN(µ0), . . . , ψ
N(µN)
)
, where µk(µk > µk+1) are the N + 1 zeros of PN+1.
Define the matrix S by
Skl =
2l + 1
2
Pl(µk), l, k = 0, . . . , N. (3.11)
Then ψ˜ = Sψ̂. We divide any matrix S ∈ R(N+1)×(N+1), N odd, into two blocks.
The first (N + 1)/2 rows are denoted by S+, the last (N + 1)/2 rows are S−.
We define ψ˜Γ0 = (ψΓ0(µ0), . . . , ψΓ0(µN)) and ψ˜ΓL = (ψΓL(µ0), . . . , ψΓL(µN)). Then
Mark’s boundary conditions (3.9) and (3.10) can be stated as
S+ψ̂(0) = ψ˜Γ0 , S−ψ̂(L) = ψ˜ΓL . (3.12)
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We introduce the control space in PN moments QPN = (L2([0, R] × [0, L])N+1)2.
For Q˜Γ = (Q˜Γ0 , Q˜ΓL) ∈ QPN we define the discrete inner product
〈Q˜Γ, p˜Γ〉QPN =
R∫
0
[
Q˜TΓ0(GΛ)+ p˜Γ0 − Q˜TΓL(GΛ)− p˜ΓL
]
dr. (3.13)
Consequently we define by QPNad =
{
QΓ ∈ QPN | QΓ0 , QΓL ≥ 0
}
the admissible set
of controls.
3.2 PN-Approximation of the Optimality System
We consider the PN–approximation of the optimality system (2.16) in slab geom-
etry. We obtain for (ψ̂∗, q˜∗, λ̂∗) ∈ L2([0, R]× [0, L])N ×QPN × L2([0, R]× [0, L])N
the system
∂rψ̂
∗ + F∂xψ̂∗ + σ(x, r)Mψ̂∗ = 0,
S+ψ̂(0) = Q˜Γ0 , ([OC(PF )]
PNa)
S−ψ̂(L) = Q˜ΓL ,
ψ̂(x, 0) = 0.
The PN–approximation for the adjoint equation (2.13) is derived by the same
Ansatz
−∂rλ̂∗ −F∂xλ̂∗ + σ(x, r)Mλ̂∗ = 2Ψe1,
S−λ̂(0) = 0, ([OC(PF )]
PNb)
S+λ̂(L) = 0,
λ̂(x,R) = 0,
with Ψ = α(ψ∗0 − ψ0), where ψ∗0 is the zeroth moment of solution ([OC(PF )]PNa).
Using (3.3) and (3.13), the variational inequality (2.15) is given by〈
λ˜∗0L + βQ˜
∗, Q˜− Q˜∗
〉
QPN
≥ 0 ∀ Q˜ ∈ QPNad , ([OC(PF )]PNc)
where λ˜∗0L = (S+λ̂
∗(0), S−λ̂∗(L)) ∈ QPN .
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3.3 Optimality System of the PN–Approximation
We want to derive the optimality system of the following optimal control problem
min JPN ({ψl}l , Q˜) such that
∂rψ̂ + F∂xψ̂ + σ(x, r)Mψ̂ = 0,
S+ψ̂(0) = Q˜Γ0 ,
S−ψ̂(L) = Q˜ΓL ,
ψ̂(x,R) = 0.
(P PNF )
Here, the objective function is approximated using moments {ψl}l by
JPN ({ψl}l , Q˜) =
α
2
R∫
0
L∫
0
(ψ0 − ψ0)2dxdr
+
αC
2
R∫
0
∑
k,µk≥0
(QΓ0(µk))
2 gkµk dr
− αC
2
R∫
0
∑
k,µk≤0
(QΓL(µk))
2 gkµk dr.
(3.15)
Again, ψ0 is the zeroth’s moment, µk are the roots of the Legendre polynomial
PN+1 and gk the weights of the Gauss-Legendre quadrature.
We introduce a suitable scalar product on X = L2([0, L]× [−1, 1]× [0, R]) for
the PN− approximation. Let ϕN =
∑N
l=0 ϕl
2l+1
2
Pl and θ
N =
∑N
l=0 θl
2l+1
2
Pl, then
〈ϕN , θN〉L2 =
R∫
0
L∫
0
1∫
−1
ϕNθNdµdxdr
=
R∫
0
L∫
0
1∫
−1
N∑
k=0
N∑
l=0
ϕkθl
2k + 1
2
2l + 1
2
Pk(µ)Pl(µ)dµdxdr
=
R∫
0
L∫
0
N∑
l=0
2l + 1
2
ϕlθldxdr =
R∫
0
L∫
0
ϕ̂TWθ̂dxdr = 〈ϕ̂, θ̂〉W ,
where 〈 , 〉W is a weighted inner product on L2([0, R] × [0, L])N+1 with W =
diag
(
2l+1
2
)
. We apply the Lagrangian formalism we already used in section 2.3 by
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Proposition 2.24. The formal Lagrangian corresponding to (P PNF ) is defined as
L(ψ̂, Q˜, λ̂) = JPN (ψ̂, Q˜, λ̂)− 〈λ̂, ∂rψ̂ + F∂xψ̂ + σ(x, r)Mψ̂〉W . (3.16)
To derive the optimality system for an optimal solution we compute the stationary
points of L. Clearly, ∂L
∂λ̂
yields ([OC(PF )]
PNa). Further,
L(ψ̂, Q˜, λ̂) =J(ψ̂, Q˜, λ̂)− 〈−∂rλ̂−F∂xλ̂+ σ(x, r)Mλ̂, ψ̂〉W
−
L∫
0
λ̂T (x,R)Wψ̂(x,R)dx−
R∫
0
λ̂TWF ψ̂|L0 dr.
To determine the partial derivatives, we introduce an essential diagonalization
lemma.
Lemma 3.2 (Lemma 10 [76]). Let F denote the flux matrix of the PN system.
Then F can be diagonalized
F = W−1STGΛS,
with W = diag(2l+1
2
) and G = diag(gi), where gi are the weights of the Gauss-
Legendre quadrature on [−1, 1] associated with the points µk, k = 0, . . . , N and
Λ = diag(µk) as well as S defined by (3.11) .
Using Lemma 3.2 and relation (3.12) we rewrite the term λ̂TWF ψ̂|L0 .
λ̂TWF ψ̂|L0 = λ̂TST GΛS ψ̂ |L0
=
(
Sλ̂
)T
GΛ Sψ̂ |L0
=
[
S+λ̂
S−λ̂
]T
GΛ
[
S+ψ̂
S−ψ̂
]
|L0
=
[
S+λ̂(L)
S−λ̂(L)
]T
GΛ
[
S+ψ̂(L)
Q˜ΓL
]
−
[
S+λ̂(0)
S−λ̂(0)
]T
GΛ
[
Q˜Γ0
S−ψ̂(0)
]
.
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Then,
∂L
∂ψ̂
ĥ =
R∫
0
L∫
0
α(ψ0 − ψ0)h0dxdr − 〈−∂rλ̂−F∂xλ̂+ σ(x, r)Mλ̂, ĥ〉W
−
R∫
0
[S+λ̂(L)
S−λ̂(L)
]T
GΛ
[
S+ĥ(L)
0
]
−
[
S+λ̂(0)
S−λ̂(0)
]T
GΛ
[
0
S−ĥ(0)
] dr
−
L∫
0
λ̂T (x,R)Wĥ(x,R)dx,
for any ĥ ∈ L2([0, R]× [0, L])N and hence ∂L
∂ψ̂
ĥ = 0 is equal to the adjoint equation
([OC(PF )]
PNb). Finally,
∂L
∂Q˜
h˜ = + β
R∫
0
( ∑
k,µk≥0
QΓ0(µk) hΓ0(µk) gkµk
)
dr
− β
R∫
0
( ∑
k,µk≤0
QΓL(µk) hΓL(µk) gkµk
)
dr
−
R∫
0
[(
S−λ̂(L)
)T
(GΛ)− h˜ΓL −
(
S+λ̂(0)
)T
(GΛ)+ h˜Γ0
]
dr
= 〈λ˜0L − βQ˜−, h˜〉QPN ∀h˜ ∈ QPN .
Thus the first order optimality system of P PNF is given by
∂L
∂λ̂
ĥ = 0, ∀ ĥ ∈ L2([0, R]× [0, L])N (OC(P PNF )a)
∂L
∂ψ̂
ĥ = 0, ∀ ĥ ∈ L2([0, R]× [0, L])N (OC(P PNF )b)
〈∂L
∂Q˜
, (Q˜− Q˜∗)〉QPN ≥ 0, ∀ Q˜ ∈ QPNad . (OC(P PNF )c)
We summarize the result in a concluding theorem.
Theorem 3.3. Consider the Fokker–Planck equation in slab geometry, (3.1), then,
the PN approximation to the optimality system OC(PF ) in slab geometry is given
by [OC(PF )]
PN . It is formally equivalent to the optimality system OC(P PNF ) of
the discretized problem (P PNF ), derived in section 3.3, provided that the discrete
objective functional is given by (3.15).
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Remark 3.4 (On Theorem 3.3). Theorem 3.3 holds true only if Mark’s boundary
conditions for the PN equations are applied. In particular, the presented relation
is not true for other discretization schemes as for example the minimum entropy
model M1. For a more detailed assessment of the validity and resolution of the
different models we refer to [65, 71, 72].
Remark 3.5. The two approaches optimize-then-discretize and discretize-then-
optimize seem to commute whenever the used discretization scheme is a pure
Galerkin-scheme. This is the case in our analysis and also in [76]. This statement
needs to be verified and could thus simplify the presented proof.
3.4 Conclusion and Outlook
We presented a discretization of an optimal boundary control problem governed
by the Fokker–Planck model in slab geometry, where the two approaches first
discretize then optimize and first optimize then discretize formally coincide under
the assumption of MARK boundary conditions.
Since we just proved the equivalence formally, a consequent step would be a
rigorous derivation including regularity and differentiability of the optimisation
problem.
Due to the linearity and the specific choice of boundary conditions the state-
ment can be extended to a two dimensional model of the Fokker–Planck equation
applying spherical harmonics, similar to a result provided by Frank, Herty and
Scha¨fer [76], who proved this property for the steady–state Boltzmann equation.

Chapter 4
Asymptotic Preserving for OCPs
governed by the RE Model
In section 2.3, we set up a distributive control problem (PR) governed by the
relaxed Boltzmann equation,
∂tψ +
1
ε
Ω · ∇xψ = 1
ε2
[∫
S2
ψ(x, t,Ω′) dΩ′−ψ
]
+Q. (RE)
The relaxation rate ε may differ in several orders of magnitude when going from
rarefied regimes to hydrodynamic (diffusive) regimes. One question deals with the
existence of numerical schemes that can work uniformly with respect to this relax-
ation parameter. Jin, Pareschi and Toscani presented a class of such schemes. It is
based on a reformulation of multiscale discrete-velocity kinetic equations [97, 99].
A further question discusses the limit behaviour ε = 0. For slab geometry, also
Jin, Pareschi and Toscani showed that the limit of (RE) is the diffusion equa-
tion [98]. They also presented an uniformly accurate diffusive relaxation scheme.
Such schemes are called asymptotic preserving (AP) since the limit of these
schemes are a discrete analog of the continuous asymptotic limit. Recently high-
order asymptotic preserving methods for general relaxation problems have been
developed [35, 42, 51, 61, 69, 96, 125]. One major class of AP schemes are Implicit-
Explicit (IMEX) Runge–Kutta schemes [12, 142, 133] .
For fixed positive values of ε > 0 control problems with IMEX methods have
been investigated in [16, 87, 85]. In particular in [85], order conditions and symplec-
ticity conditions for IMEX schemes applied to control problems have been derived.
Quintessentially the question of AP schemes for optimal control problems rises up.
Definition 4.1 (Asymptotic Preserving Schemes for OCPs). Let Pε be an OCP
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governed by an relaxed system of equations depending on relaxation rate ε with
diffusive limit P0.
Then, we call a scheme to be asymptotic preserving for OCPs , if the
diffusive limit of the first order optimality conditions OC(P0) is equal to the first
order optimality conditions OC(P 0) of the diffusive limit P 0.
Figure 4.1 illustrates the two possibilities to derive the first order optimality
conditions (OC) of an optimal control problem governed by a relaxed system. If
OC(P 0) and OC(P0) are equivalent, the scheme is AP for OCPs.
Pε
P 0
OC(Pε)
OC(P 0)
OC(P0)
ε ↓ 0
ε ↓ 0
? ? ?
Figure 4.1: Asymptotic preserving scheme for optimal control problems
In [4], we proved that globally stiﬄy accurate IMEX Runge–Kutta schemes of
type A (cf. Definition 4.5) are AP for OCPs governed by the Goldstein–Taylor
model, a one dimensional relaxed transport problem. This results is going to be
extended to optimal control for the radiative transfer equation, (PR).
We present a class of asymptotic preserving schemes for (Pε) in slab geometry.
First we project (RE) onto a one dimensional slab and derive the asymptotic
limit. For readability reason, we neglect the indicator tilde in the transformed
state equation and replace the subscript R by ε to highlight the dependency of
(RE) on the relaxation rate.
Remark 4.2. In subsection 1.3 we derived the RE model by applying an energy
transformation and called the new variable t. In the following we will mostly call
t time instead of energy or transformed energy.
4.1 Relaxation System of RE in Slab Geometry
We begin by rewriting the relaxed Boltzmann model into a relaxation scheme
following the approach by Jin and Xin, [99]. From now on we assume an isotropic
control and set Q(x,Ω, t) = u(x, t), i.e. Q is independent of Ω and we project (RE)
onto a one dimensional slab Z = [0, L]. As Ω is defined as normalized speed given
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in spherical coordinates (µ, θ) on S2 by (1.1), Ω becomes µ ∈ [−1, 1] by projection.
We obtain the one dimensional relaxed BCSD equation,
∂tψ +
1
ε
µ · ∂xψ = 1
ε2
[
1
2
∫ 1
−1
ψ(µ′, t, x) dµ′ − ψ
]
+ u. (4.1a)
Here, µ is the cosine between the direction Ω and the x-axis. Initial and boundary
conditions are given by
ψ(x, µ, 0) = 0, ∀ (x, µ) ∈ Z × [−1, 1],{
ψ(0, µ, t) = 0, ∀ (µ, t) ∈ (0, 1]× [0, T ],
ψ(L, µ, t) = 0, ∀ (µ, t) ∈ [−1, 0)× [0, T ].
(4.1b)
We define the positive constituent ψ+ as well as the negative constituent ψ− of
the density ψ by{
ψ+ = ψ(x, µ, t), µ ≥ 0
ψ− = ψ(x, µ, t), µ < 0
, (x, µ, t) ∈ [0, L]× [−1, 1]× [0, T ]. (4.2)
Let further be ρ the density defined by
ρ :=
1
2
∫ 1
0
(ψ+ + ψ−) dµ. (4.3)
With this variable splitting and the substitution of µ by ν with
ν = ν(µ) =
{
µ, µ ≥ 0
−µ, µ < 0 ,
we decompose equation (4.1a) for the two fluxes ψ+ and ψ− into{
∂tψ
+ + ν
ε
∂xψ
+ = 1
ε2
[ρ− ψ+] + u,
∂tψ
− − ν
ε
∂xψ
− = 1
ε2
[ρ− ψ−] + u, ν ∈ [0, 1]. (4.4)
We now use even-odd parities r and j given by
r =
ψ+ + ψ−
2
and j =
ν (ψ+ − ψ−)
2ε
. (4.5)
Note that ρ =
∫ 1
0
r dν holds. Finally by adding and subtracting equations (4.4)
we obtain
∂tr + ∂xj =
1
ε2
[ρ− r] + u, (4.6a)
∂tj +
ν2
ε2
∂xr = − 1
ε2
j. (4.6b)
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We call system (4.6) relaxation system with relaxation rate ε. To rewrite the
initial and boundary conditions in the new variables we apply (4.5) to (4.1b) and
gain the following initial and coupled boundary conditions
r(x, ν, 0) = j(x, ν, 0) = 0 ∀ (x, ν) ∈ Z × [0, 1]r(0, ν, t) = −
ε
ν
j(0, ν, t)
r(L, ν, t) =
ε
v
j(L, ν, t)
∀ (ν, t) ∈ (0, 1]× [0, T ] (4.6c)
Note that ν = 0 is not included in the boundary Γ−. Therefore (4.6c) is well-
defined.
4.1.1 Continuous Diffusion Limit
In section 1.3.3, we showed that the diffusion limit for the relaxed Boltzmann equa-
tion (RE) arises at order O(ε2). Due to the reformulation of (RE) into relaxation
system (4.6), the diffusion equation arises now in the leading order expansion.
We derive the zero relaxation or asymptotic limit of equation (4.6) for
ε = 0. Since ε = 0, we obtain from (4.6a) and (4.6b),
r(x, ν, t) = ρ(x, t) and j(x, ν, t) = −ν2∂xr(x, ν, t),
respectively. The second equation is called local equilibrium. If we apply these
identities in (4.6a) and integrate over the velocity space, we obtain the zero relax-
ation
∂tρ− 1
3
∂xxρ = u. (4.7)
From r = − ε
ν
j in x = 0 follows directly r(0) = 0 as ε = 0. The boundary condition
for j can be calculated by applying the local equilibrium which in particular holds
true at x = 0. Analog procedure leads to boundary conditions in x = L. Thus we
obtain for the boundary conditions ρ(0, t) = ρ(L, t) = 0.
Remark 4.3 (Diffusion Limit). Equation (4.7) is the heat equation with thermal
conductivity κ = 1
3
and source term u. The heat equation is a classical diffusion
equation and thus we call (4.7) diffusion limit of RE. On the other hand is the
heat equation the prototype parabolic equation in contrast to the relaxed Boltzmann
equation RE which is a hyperbolic equation. This circumstances require special
care in numerical treatment.
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4.2 Relaxation Scheme of RE in Slab Geometry
We introduce a time discretization scheme for equation (4.6) with the aim to
provide a numerical discretization of the just presented diffusion limit as ε → 0
for fixed grids. In [97], Jin, Pareschi and Toscani developed a class of numerical
schemes that can work uniformly with respect to relaxation rate ε. The advantage
is that such a method allows the usage of ∆t,∆x  ε2 from the rarefied regime
(where ε is big) to the hydrodynamic regime (where ε is small). We introduce a
splitting already applied in [97] in such a way, that we obtain a stiff relaxation
part which is treated implicit and an explicit convection part for each time step.
We rewrite relaxation system (4.6) by the following system
∂tr + ∂xj =
1
ε2
[ρ− r] + u, (4.8a)
∂tj + φν
2∂xr = − 1
ε2
(
j + (1− ε2φ)ν2∂xr
)
, (4.8b)
such that 0 < φ(ε) ≤ 1/ε2. This restriction on φ guarantees the positivity of
φ(ε) and (1−φ(ε)), so the problem remains well-posed uniformly in ε. We choose
similar to [98]
φ(ε) = min
{
1,
1
ε2
}
. (4.9)
Let us define
y =
(
r
j
)
∈ R2.
Then we can rewrite (4.8) by a general Cauchy Problem
∂ty = f(y) +
1
ε2
g(y), (4.10a)
y(x, ν, 0) = 0, ∀ (x, ν) ∈ [0, L]× [0, 1],
(
1, + ε
ν
)
y(0, ν, t) = 0,(
1, − ε
ν
)
y(L, ν, t) = 0,
∀ (t, ν) ∈ [0, 1]× [0, T ], (4.10b)
where f, g : R2 → R2 are Lipschitz continuous functions given by
f(y) =
(−∂xj + u
−φν2∂xr
)
, g(y) =
(
ρ− r
− (j + (1− ε2φ)ν2∂xr)
)
.
Note that, depending on the relaxation parameter ε, the function g may be stiff.
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A natural splitting into subproblems of the coupled diffusive relaxation system
(4.8) consists of a stiff relaxation part,
∂ty =
1
ε2
g(y), (4.11)
and due to the rewriting in (4.8) an ε independent and thus non–stiff transport
part
∂ty = f(y). (4.12)
System (4.12) is treated by an explicit time discretization scheme, whereas step
(4.11) has to be treated by an implicit scheme due to its stiff term. This kind
of treatment by the combination of implicit and explicit discretization terms to
resolve stiff and non–stiff dynamics accordingly is highly desirable to avoid fully
implicit integrators. Efficient high order time discretization schemes equations of
type (4.10a) are IMEX Runge–Kutta methods which have been studied intensively
in [12, 36, 61, 89, 103, 133, 132]. We give a short introduction to IMEX schemes.
4.2.1 IMEX Runge–Kutta Schemes
We consider the Cauchy problem for a system of ODEs (4.10). Using an Implicit–
Explicit Runge–Kutta method with time step ∆t we obtain the following nu-
merical scheme
Y = yne + ∆t
(
A˜F(Y) + AG(Y)
)
,
yn+1 = yn + ∆t
(
b˜TF(Y) + bTG(Y)
)
,
where Y = (Yl(·))sl=1 denotes the s stage variables, and F(Yn) = (f(Yl))sl=1,
G(Y) = (g(Yl))
s
l=1, moreover e = (1, . . . , 1)
T ∈ Rs. The matrices A˜, A are s × s
matrices, and c˜, c, b˜, b ∈ Rs. An s−stage IMEX Runge–Kutta method is repre-
sented by the double Butcher tableau:
Explicit:
c˜ A˜
b˜T
Implicit:
c A
bT
We take into account IMEX schemes satisfying the following properties.
Definition 4.4 (DIRK). A diagonally implicit Runge Kutta (DIRK) method
is such that matrices A˜, A ∈ Rs×s are lower triangular, where A˜ has zero diagonal.
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Further we consider the following assumptions on c˜, c, b˜, b ∈ Rs
s∑
i=1
bi = 1,
s∑
i=1
b˜i = 1, c˜i =
i−1∑
j=1
a˜ij, ci =
i∑
j=1
aij,
Those conditions are needed to be fulfilled for a first order Runge Kutta method.
Increasing the order of a Runge Kutta method increases the number of restrictions
on the coefficients of the Butcher tables. For IMEX methods up to order k = 3,
the number of constraints can be reduced if c = c˜ and b = b˜, [144, 145].
Definition 4.5 (Type A [133]). If A ∈ Rs×s is invertible the IMEX scheme is of
type A.
Definition 4.6 (Type CK [104], Type ARS [12]). We say an IMEX Runge–Kutter
method is of type CK, after Carpenter and Kennedy, if the matrix A ∈ Rs×s can
be written as
A =
(
0 0
a Â
)
with a ∈ Rs−1 and the submatrix A ∈ R(s−1)×(s−1) invertible. In the special case
a = 0 the scheme is said to be of type ARS, named after Asher, Ruuth, and
Spiteri.
Definition 4.7 (Type GSA [36]). An IMEX method is globally stiﬄy accurate
(GSA), if c˜s = cs = 1 and
b˜T = eTs A˜ (4.13a)
bT = eTs A, (4.13b)
If only equality (4.13b) holds the method is called implicit stiﬄy accurate (ISA)
.
To denote each IMEX scheme we use the following convention for the names of
the schemes: Acronym (σE, σI , k),where σE denotes the effective number of stages
of the explicit part and σI of the implicit scheme. Further denotes k the combined
order of accuracy. A list of several IMEX schemes is given in the Appendix B.
4.2.2 Relaxation Scheme
We define an equidistant grid to discretize the time interval [0,T] using N ∈ N grid
points tn, n = 1, . . . , N , such that ∆t = tn+1−tn holds. This leads to semi–discrete
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state variables rn(x, ν) = r(x, ν, tn), jn(x, ν) = j(x, ν, tn) ∈ (L2(Z × [0, 1]))N ,
respectively ρn(x) = ρ(x, tn) ∈ (L2(Z))N . Further we obtain a semi–discrete
source term un(x) = u(x, tn) ∈ ZN .
To avoid heavy notation we neglect the notation of (x, ν) whenever it is obvious.
Applying a GSA IMEX scheme on (4.11) and (4.12) leads to the following implicit
relaxed system for all n = 1, . . . , N − 1,
ε2R
1
2 = ε2rne + ∆tA(ρne−R 12 ), (4.14a)
ε2J
1
2 = ε2jne−∆tA
(
(1− ε2φ)ν2∂xR 12 + J 12
)
, (4.14b)
rn+
1
2 = eTs R
1
2 , (4.14c)
jn+
1
2 = eTs J
1
2 , (4.14d)
and the explicit to solve transport scheme,
R = rn+
1
2 e−∆tA˜ (∂xJ− un) , (4.15a)
J = jn+
1
2 e− ν2φ∆tA˜ (∂xR) , (4.15b)
rn+1 = eTs R, (4.15c)
jn+1 = eTs J, (4.15d)
where un = (u(·, tn + c˜1∆t), . . . , u(·, tn + c˜s∆t))T holds. Initial conditions are
consequently given by r1 = 0 and j1 = 0. Coupled boundary conditions are given
by
R(0, ν) = − ε
ν
J(0, ν), R(L, ν) =
ε
ν
J(L, ν), (4.16a)
R
1
2 (0, ν) = − ε
ν
J
1
2 (0, ν), R
1
2 (L, ν) =
ε
ν
J
1
2 (L, ν), (4.16b)
for all n = 1, . . . , N .
Remark 4.8 (Conservation of Mass). Note that equation (4.14a) is supposed to
be
ε2R
1
2 = ε2rne + ∆tA(ρn+
1
2 e−R 12 ), (4.17)
since we apply an implicit Runge–Kutta method. By observing the last row of
(4.17), i.e. multiplying it by es, further using (4.14c) and integrating over ν, we
obtain conservation of mass within each relaxation step tn → tn+ 12 , i.e.
ρn+
1
2 = ρn. (4.18)
Note that the conservation of mass leads to an explicitly implementable relaxation
scheme.
We call (4.14) – (4.16) relaxation scheme of relaxation system (4.8).
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4.2.3 Semi–Discrete Diffusion Limit
In [36], Boscarino, Pareschi and Russo showed that IMEX Runge–Kutta schemes
will relax to an explicit scheme for the limit equation with no need of modification
to the original system. Our focus is to present a scheme, that can handle the
asymptotic limit of an optimal control problem depending on the relaxation rate
ε ≥ 0. Necessarily we need to derive the diffusion limit of the relaxation scheme
(4.14)–(4.16). Therefore we derive the limit ε = 0 for (4.14) and gain
rn+
1
2 = ρn, jn+
1
2 = −ν2eTs ∂xR
1
2 = −ν2∂xrn+ 12 = −ν2∂xρn. (4.19)
Inserting then (4.15b) into (4.15a), the resulting equation into (4.15c), integrating
the result with respect to ν and applying (4.19), we obtain due to the conservation
of mass, equation (4.18),∫ 1
0
rn+1 dν =
∫ 1
0
(
rn+
1
2 −∆teTs A˜
[
∂x
(
jn+
1
2 e− ν2φ∆tA˜∂xR
)
− un
])
dν,
⇒ ρn+1 = ρn + ∆t
∫ 1
0
[
ν2∂xxρ
n + b˜Tun
]
dν +O(∆t2),
⇒ ρn+1 = ρn + ∆t
[
1
3
∂xxρ
n + b˜Tun
]
+O(∆t2), (4.20a)
Since R(0, ν) = R(L, v) = 0 for ε = 0, we obtain by (4.15c) and (4.19) initial and
boundary conditions
ρ1 = r1 = 0 and ρn(0) = ρn(L) = 0, (4.20b)
respectively. The resulting scheme (4.20) is an explicit discretization of the contin-
uous limit (4.7) of relaxation system (4.6) and thus GSA schemes are asymptotic
preserving.
Remark 4.9 (BPR Approach). Of course the explicit scheme obtained in the
limit suffers from the classical parabolic stability restriction on the time step. To
avoid expensive computation since we are solving explicitly the convection diffusion
equation in the limit case ε = 0, we introduce a splitting similar to [4, 36]. Here
we just apply it to the transport step and substitute the first equation of (4.12) by
∂tr = −∂x(j + ν2τ∂xr) + ν2τ∂2xxr + u
with τ = τ(ε) and τ(1) = 0. If we choose τ in such a way, that the explicit
calculated term j−ν2τ∂xr vanishes in the limit. While treating ν2τ∂2xxr implicitly,
we end up with an implicit scheme for the diffusion equation in the limit case.
Obviously there exist direct approaches to solve the diffusion equation. We
apply IMEX Runge–Kutta schemes, since our objective is to provide a numerical
method for the entire range of ε ≥ 0 and not just in the limit case.
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4.3 OCP governed by Relaxation Scheme
Let Z = L2(Z). We define as solution of (4.14)–(4.16) r = (r1, . . . , rN)T , r 12 =
(r1+
1
2 , . . . , r(N−1)+
1
2 , rN)T and j, j
1
2 analog. We apply the discrete dose operator
D : (Z × [0, 1])N → Z with,
r 7→ D(r)(x) = ∆t
(
1
2
∫ 1
0
r1(x, ν) + rN(x, ν) dν +
N−1∑
i=2
∫ 1
0
ri(x, ν) dν
)
. (4.21)
Remark 4.10 (Dose). We neglect the term σs =
1
ε
and divide the dose by 2
compared to (DR) since we want to analyze the behaviour in the asymptotic limit
ε = 0 which would lead to an infinite dose.
Note that by definition and due to Remark 4.8,
D(r) = ∆t
(
1
2
(ρ1 + ρN) +
N−1∑
n=2
ρn
)
= ∆t
(
1
2
(ρ1+
1
2 + ρN) +
N−1∑
n=2
ρn+
1
2
)
= D(r
1
2 )
holds. We define, similar to the continuous case, a control–to–state operator.
Definition 4.11. Let N ∈ N, ε ≥ 0 and u = (u1, . . . , un)T ∈ ZN be given. Then
we define the control–to–state operator
ENε : ZN → (Z × [0, 1])N : Eε(u) 7→ r
1
2 . (4.22)
We neglect j = (j1, . . . , jn)T in our solution operator since r
1
2 is going to be of
interest in the optimization. The dose depends just on the state r
1
2 in particular.
To obtain a semi–discrete OCP we substitute in (Pε) all continuous parts by its
semi–discretization. This leads for given N ∈ N, α ∈ Z with α(x) > 0, predicted
target dose distribution D ∈ Z and constants β ≥ 0, u > 0 to the quadratic
optimization problem with L2–regularization
min
r
1
2 ,u
C(r
1
2 ,u) =
1
2
∫ L
0
α(x)
(
D(r
1
2 )−D
)2
dx+
β
2
‖u2‖ZN ,
subject to ENε (u)− r
1
2 = 0 and 0 ≤ u(x) ≤ u.
(PNε )
Note that we change notation of the objective functional from J to C compared
to the general formulation introduced in Chapter 2, to avoid confusion with the
level states J in the relaxation scheme. By applying the dose operator, we reduce
the objective functional to CNε (u) = C
(ENε (u),u) and rewrite (PNε ) by
min
u
CNε (u)
subject to 0 ≤ u(x) ≤ u,
(PNε )
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4.3.1 First Order Optimality Conditions
We apply formal adjoint calculus, presented in section 2.3, to determine the adjoint
equation of (PNε ) for ε > 0.
Introducing multipliers
(
pn, qn, pn+
1
2 , qn+
1
2 ,P,P
1
2 ,Q,Q
1
2
)
, then, the Lagrangian
L
(
rn, jn, rn+
1
2 , jn+
1
2 ,R,R
1
2 ,J,J
1
2 , pn, qn, pn+
1
2 , qn+
1
2 ,P,P
1
2 ,Q,Q
1
2 ,u
)
for system
(4.14) and (4.15) is given by
L = −C(r 12 ,u)
+
N−1∑
n=1
[
< P
1
2 , ε2R
1
2 − ε2rne + ∆tA
(
R
1
2 − ρne
)
>
+ < Q
1
2 , ε2J
1
2 − ε2jne + ∆tAJ 12 + (1− ε2φ)∆tAν2∂xR 12 >
+ < P,R− rn+ 12 e + ∆tA˜ (∂xJ− un) >
+ < Q,J− jn+ 12 e + ν2φ∆tA˜ (∂xR) >
+ < pn+
1
2 , rn+
1
2 − eTs R
1
2 > + < qn+
1
2 , jn+
1
2 − eTs J
1
2 >
+ < pn+1, rn+1 − eTs R > + < qn+1, jn+1 − eTs J >
]
,
where < ·, · > is the scalar product on Z. We define
αn =
{
1
2
α, n = 1, N,
α, n = 2, . . . , (N − 1).
Then, the derivation of L with respect to the non Lagrange multipliers except of
u leads to the following system
P = pn+1es + ν
2φ∆tA˜T (∂xQ) (OC(Pε)a)
Q = qn+1es + ∆tA˜
T (∂xP) (OC(Pε)b)
pn+
1
2 = PTe + αn∆t
(
D(r
1
2 )−D
)
(OC(Pε)c)
qn+
1
2 = QTe (OC(Pε)d)
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ε2P
1
2 = pn+
1
2 es −∆tATP 12 + (1− ε2φ)ν2∆tAT
(
∂xQ
1
2
)
(OC(Pε)e)
ε2Q
1
2 = qn+
1
2 es −∆tATQ 12 (OC(Pε)f)
pn = ε2
(
P
1
2
)T
e + ∆t
[∫ 1
0
ATP
1
2 dν
]T
e (OC(Pε)g)
qn = ε2
(
Q
1
2
)T
e (OC(Pε)h)
for all n = 1, . . . , N − 1 with terminal conditions
pN(x, ν) = αN∆t
(
D(r
1
2 )−D
)
, qN(x, ν) = 0, (4.24)
and boundary conditions
P(0, ν) = νεQ(0, ν), P(L, ν) = −νεQ(L, ν), (4.25a)
Q
1
2 (0, ν) = 0, Q
1
2 (L, ν) = 0, (4.25b)
Remark 4.12 (Variational Inequality). We are especially interested in the dis-
cretization and the resulting asymptotic limit of the adjoint equation. Thus we
neglect the derivative with respect to u in this subsection.
We define the linear and bounded solution operator
(ENε )∗ : (Z × [0, 1])N → ZN , (τ 1+
1
2 , . . . , τN) 7→ Λ = (λ1, . . . , λN)T , (4.26)
with λn =
∫ 1
0
pn dν, where pn is the unique solution of the given semi–discrete
system,
P = pn+1es + ν
2φ∆tA˜T(∂xQ) , ε
2P
1
2 = pn+
1
2 es −∆tATP 12 + φ˜ν2∆tAT
(
∂xQ
1
2
)
,
Q = qn+1es + ∆tA˜
T (∂xP) , ε
2Q
1
2 = qn+
1
2 es −∆tATQ 12 ,
pn+
1
2 = PTe + τn+
1
2 , pn = ε2
(
P
1
2
)T
e + ∆t
[∫ 1
0
ATP
1
2 dν
]T
e,
qn+
1
2 = QTe, qn = ε2
(
Q
1
2
)T
e,
with terminal conditions pN = τN , qn = 0, boundary conditions (4.25) and φ˜ =
(1− ε2φ).
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4.4 Asymptotic Preserving Schemes for an OCPs
We present an asymptotic preserving time discretization scheme for (PNε ). There-
fore we derive the limit of the adjoint equation in two different ways, cf. Figure
4.1.
Theorem 4.13. If the IMEX Runge Kutta method is globally stiﬄy accurate
(GSA), an further of type A or type ARS, then the ε = 0 limit of the adjoint
equation is given by
λn = λn+1 + ∆t
1
3
∂xxλ
n+1 + αn∆t
(
D(r)−D)+O(∆t2) (4.27)
for n = 1, . . . , N − 1 with λN(x, ν) = αN∆t (D(r)−D) , λn(0, ν) = 0, and
λn(L, ν) = 0.
Equation (4.27) arises independent of taking the limit of the adjoint equation
(OC(Pε)) or taken the adjoint equation of the limit problem (P 0), i.e. OC(P0) =
OC(P 0).
Remark 4.14 (Implicit Stiﬄy Accurate). Theorem 4.13 can be extended to ISA
instead of GSA IMEX schemes as we did in [4]. Considering the application we
neglected this option as ISA scheme in general is not uniformly accurate since it
does not solve the relaxation system with the same order of accuracy over the entire
range of ε ∈ [0, 1] [36].
Proof. We begin the proof by deriving the limit of the adjoint, i.e. we carry out
step OC(Pε) → OC(P0) in Figure 4.1. To derive the limit OC(P0) we take the
limit of (OC(Pε) and since φ(0) = 1 holds, we obtain
P = pn+1es + ν
2∆tA˜T (∂xQ) , (OC(P0)a)
Q = ∆tA˜T (∂xP) , (OC(P0)b)
pn+
1
2 = PTe + αn∆t
(
D(r
1
2 )−D
)
, (OC(P0)c)
qn+
1
2 = QTe, (OC(P0)d)
P
1
2 =
1
∆t
A
−T [
pn+
1
2 es + ν
2∆tAT
(
∂xQ
1
2
)]
, (OC(P0)e)
Q
1
2 =
1
∆t
A
−T [
qn+
1
2 es
]
, (OC(P0)f)
pn = ∆t
[∫ 1
0
ATP
1
2 dν
]T
e, (OC(P0)g)
qn = 0, (OC(P0)h)
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where A
−T
in (OC(P0)e) and (OC(P0)f) depends on the applied IMEX scheme.
The corresponding matrices are
A
−T
:= (AT )−1, or A
−T
:=
(
0 0
0 (AˆT )−1
)
,
if the IMEX scheme is of type A or type ARS, respectively. Since the right hand
sight of (OC(P0)g) is independent of ν, we obtain by integrating over ν in the
limit ∫ 1
0
pndν = pn. (4.28)
To obtain the diffusion limit we integrate (OC(P0)g) over ν, define λ
n :=
∫ 1
0
pn dν,
and substitute P
1
2 by (OC(P0)e) and gain by applying successively (OC(P0)f),
(OC(P0)d), (OC(P0)c), (OC(P0)b) and finally (OC(P0)a),
λn =
∫ 1
0
(
pn+
1
2 es + ν
2∂xq
n+ 1
2 es
)T
e dν
=
∫ 1
0
PTe + ∆tν2
(
A˜T∂xxP
)T
e dν +αn∆t
(
D(r
1
2 )−D
)
= λn+1 + ∆t
∫ 1
0
ν2∂xxλ
n+1 dν +αn∆t
(
D(r
1
2 )−D
)
+O(∆t2)
= λn+1 + ∆t
1
3
∂xxλ
n+1 + αn∆t
(
D(r
1
2 )−D
)
+O(∆t2). (4.29a)
To gain boundary conditions, we obtain by taking the limit of (4.25a) instanta-
neously P(0, ν, tn) = P(L, ν, tn) = 0. Considering the last row of (OC(P0)a),
(4.28) and applying the definition of λ we obtain
λn(0, ν) = λn(L, ν) = 0. (4.29b)
Terminal conditions are obviously λN = αN∆t
(
D(r
1
2 )−D
)
.
On the other hand, we have to determine the optimality conditions for the OCP
governed by the semi–discrete diffusion limit, i.e. assign P 0 → OC(P 0). There-
fore we take the limit ε = 0 of (4.14) –(4.16) given by (4.15), (4.19) and (4.20b). We
introduce the Lagrangian L
(
rn, jn, rn+
1
2 , jn+
1
2 ,R,J, pn, qn, pn+
1
2 , qn+
1
2 ,P,Q,u
)
this
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time with Lagrange multipliers
(
pn, qn, pn+
1
2 , qn+
1
2 ,P,Q
)
,
L =− C(r 12 ,u)
+
N−1∑
n=1
[
< P,R− rn+ 12 e + ∆tA˜ (∂xJ− un) >
+ < Q,J− jn+ 12 e + ν2φ∆tA˜ (∂xR) >
+ < pn+
1
2 , rn+
1
2 − ρn > + < qn+ 12 , jn+ 12 + ν2∂xrn+ 12 >
+ < pn+1, rn+1 − eTs R > + < qn+1, jn+1 − eTs J >
]
.
The resulting system of adjoint equations we gain by taking the derivatives with
respect to rn, rn+
1
2 , jn, jn+
1
2 ,R,Q for n = 1, . . . , N − 1 is denoted by
P = pn+1es + ν
2φ∆tA˜T (∂xQ) , (OC(P0)a)
Q = ∆tA˜T (∂xP) , (OC(P0)b)
pn+
1
2 = PTe− ν2∂xqn+ 12 + αn∆t
(
D(r
1
2 )−D
)
, (OC(P0)c)
qn+
1
2 = QTe, (OC(P0)d)
pn =
∫ 1
0
pn+
1
2 dν, (OC(P0)e)
qn = 0. (OC(P0)f)
together with terminal conditions pN = αN∆t
(
D(r
1
2 )−D
)
and qN = 0. Since
the right hand side of (OC(P0)e) is independent of ν, we gain by integration over
the velocity space ∫ 1
0
pn dν = pn.
By the same definition of λn :=
∫ 1
0
pn dν as before, we obtain
λn = pn, and λn = λn+
1
2 . (4.32)
Continuously plugging (OC(P0)b) – (OC(P0)d) and finally (OC(P0)a) into equa-
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tion (OC(P0)e) as well as applying identity (4.32) yields,
λn =
∫ 1
0
(
PTe− ν2∆t∂xqn+ 12 + αn∆t
(
D(r
1
2 )−D
))
dν
=
∫ 1
0
(
PTe + ν2∆tA˜T∂xx(P)
Te
)
dν +αn∆t
(
D(r
1
2 )−D
)
+O(∆t2)
= λn+1 +
∫ 1
0
ν2∆t∂xxp
n+1 dν +αn∆t
(
D(r
1
2 )−D
)
+O(∆t2)
= λn+1 +
1
3
∆t∂xxλ
n+1 + αn∆t
(
D(r
1
2 )−D
)
+O(∆t2). (4.33a)
For the boundary conditions, we gain out of partial integration the condition(
∆tPTAJ + ν2∆tQTAR + ν2qn+ 12 rn+ 12
) ∣∣L
0
= 0.
Due to (4.20b) holds R(0) = R(L) = rn+
1
2 (0) = rn+
1
2 = 0 holds. Therefore it
follows P(0) = P(L) = 0 which yields by observing the last row of (OC(P0)a) and
(4.32),
λn(0, ν) = 0, and λn(L, ν) = 0. (4.33b)
By (4.32) we obtain terminal condition λN = αN∆t
(
D(r
1
2 )−D
)
.
Comparing (4.29) and (4.33) together with the corresponding terminal condi-
tions we conclude the statement.
Remark 4.15. Equation (4.29) and (4.33) are also a discretization of the contin-
uous adjoint diffusive limit up to order O (∆t2) .
4.5 Numerical Treatment
We want to verify Theorem 4.13 by demonstrating the solvability of (Pε) for several
values of ε in numerical test cases. In the second part we prove that in particular
a second order scheme solves also the adjoint system in the diffusion limit with
second order accuracy.
We start by the description of space and velocity discretization of the semi–
discretized relaxation scheme (4.14)–(4.15) as well as the full discretization of the
adjoint system OC(Pε). Afterwards we formulate a semi–smooth Newton method
to solve the given discretized optimization problem (PNε ).
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For the spatial discretization of Z = [0, L], we introduce an equidistant grid
with M grid points {xi}Mi=1 and grid size ∆x, such that x1 = ∆x2 and xM = L− ∆x2 .
To discretize the spatial derivatives we have to distinguish between relaxation and
transport step. For the relaxation step we apply a central difference scheme of
second order. To solve the transportation step we follow the approach by Jin,
Pareschi and Toscani, [97], and introduce Riemann invariants
ξ = R + γJ, and ζ = R− γJ, (4.34)
with γ = φ−
1
2ν−1. Applying these variables to the convection term (4.12) leads to
the transport problem
∂tξ = −φ 12ν∂xξ + u(t),
∂tζ = +φ
1
2ν∂xζ + u(t).
For this diagonal form we apply a first order upwind scheme, [117], and obtain our
origin quantities by transformation
R =
1
2
(ξ + ζ) and J =
1
2γ
(ξ − ζ).
To calculate derivatives numerically, boundary conditions (4.16) are involved. We
apply the same approach as Jin, Pareschi and Toscani [98] to achieve explicit cal-
culable boundary conditions. For ε  1, a reasonable approximation of equation
(4.14b) is given by the local equilibrium J
1
2 = −ν2∂xR 12 . Applying this in (4.16)
we get
R
1
2 (0)− εν∂xR 12 (0) = 0, and R 12 (L) + εν∂xR 12 (L) = 0 (4.35)
Thus we receive desired implementable boundary conditions also for ξ and ζ due
to (4.34), (4.35) and the local equilibrium. A similar approach is applied for the
transport part (OC(Pε)a–d) of the adjoint equation. Here, the local equilibrium
for ε = 0 is due to the fact that for x ∈ {0, L} holds,
0 = λn(x) = pn(x) =
∫ 1
0
(
P + ν2∂xQ
)T
(x) dν=
∫ 1
0
(
pn+
1
2 es + ν
2∆tA∂xQ
1
2
)T
(x)dν
where P = −ν2∂xQ. Therefore, we discretize the boundary conditions for the
adjoint equation (OC(Pε)) by
νεQ(0, ν, t) + ν2∂xQ(0, ν, t) = 0, −νεQ(L, ν, t) + ν2∂xQ(L, ν, t) = 0,
∂xQ
1
2 (0, ν, t) = 0, ∂xQ
1
2 (L, ν, t) = 0,
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To discretize the the velocity space we apply the method of discrete ordinates,
initially introduced by Chandrasekhar [47]. Here we choose a set of K ∈ N
velocity directions νk ∈ (0, 1] and solve system (4.14)–(4.15) for all velocities
νk, k = 1, . . . ,K. To calculate ρn, we apply a quadrature rule
ρn =
∫ 1
0
rn dν ≈
K∑
k=1
ωkr
n(νk). (4.36)
Several quadrature schemes have been proposed in [107] and references therein. We
apply a Gaussian quadrature [53] such that the nodal points νk are consequently
given by the order of the quadrature rule.
Note, that system (4.14) is initially coupled but due to Remark 4.8 the system
decouples, such that we can calculate each time step tn → tn+1 for each νk indepen-
dent. Thus, each time step can be computed parallel which saves computational
time.
Since we end up with an explicit scheme for the diffusion equation (4.20a) we have
to apply parabolic CFL condition ∆t ∼ (∆x)2 to gain a stable discretization for
all ε ∈ [0, 1] even if for ε = 1 the condition ∆t ∼ ∆x would be sufficient. We
mentioned already in Remark 4.9 an approach to avoid parabolic CFL conditions.
Obviously, we use for the temporal discretization globally stiﬄy accurate
IMEX schemes of type A respectively type ARS. We give an incomplete list of
such schemes in Appendix B.
After introducing a full discretization of the relaxation scheme 4.14–4.15 and
the corresponding adjoint (OC(PNε )) we continuo with the numerical treatment of
(PNε )
4.5.1 Semismooth Newton Method
To solve PNε numerically we apply a semi–smooth Newton Method, similar to the
one we applied in [18]. We define the control–to–dose operator E = DENε :
ZN → Z and write down first order optimality condition.
Proposition 4.16. The optimal solution u∗ ∈ ZN of (PNε ) is characterized by
the existence of (ξ∗) ∈ ZN such that the first order optimality system
E∗
(
α(x)[Eu∗ −D])+ βu∗ + ξ∗ = 0 (4.37a)
ξ∗ −max{0, ξ∗ + d(u∗ − umax)} −min{0, ξ∗ + d(u∗ − 0)} = 0, ∀d > 0 (4.37b)
is fulfilled.
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Here, E∗ is the adjoint operator of E, given by E∗ = (ENε )∗D∗ : Z → ZN ,
where D∗ is the constant embedding from Z into (Z × [0, 1])N .
Proof of Proposition 4.16. System (4.37) is a reformulation of the generalized vari-
ational inequality. Since the result is operator based, the formal derivation is the
same as for the continuous case presented in Section 2.3 by Proposition 2.24 and
Lemma 2.26.
To solve now the optimization problem numerically we use a operator based
semi-Newton method. We are interested in finding the optimal solution Φ∗, where
Φ = (u, ξ)T . Therefore we use the optimality conditions derived by taking the
gradient of the semi–discrete Lagrangian L given by
∇L(Φ) =
(
E∗
(
α(x)[E(u)−D])+ βu + ξ
ξ −max{0, ξ + d(u− qmax)} −min{0, ξ + d(u− 0)}
)
∈ [ZN]2
for arbitrary d > 0. We want to solve ∇L(Φ) = 0. Therefore we solve the following
fixed point problem,
Φi+1 = Φi − [H (∇L(Φi))]−1 · ∇L(Φi), (4.38)
iteratively for a sufficient good initial guess Φ0 = (u0, ξ0)
T . Here, H is one special
element of the formal HessianHsub derived by taken the subderivatives with respect
to u and ξ of ∇L(x)
Hsub =
(
E∗ (α(x)E) + βId Id
−(ζumax − ζumin) Id− (ζξmax + ζξmin)
)
with ζumax, ζ
u
min and ζ
ξ
max, ζ
ξ
min being subdifferentials taken with respect to u and ξ,
respectively. For instance, ζumax is given by,
ζumax ∈ sub (max{0, ξ + d(u− qmax)})

= d, (ξ + d(u− qmax)) > 0,
∈ [0, d], (ξ + d(u− qmax)) = 0,
= 0, (ξ + d(u− qmax)) < 0.
We define the characteristic sets,
A+ = {(x, ν) ∈ Z × [0, 1] | ξ + d(u− qmax) ≥ 0},
A− = {(x, ν) ∈ Z × [0, 1] | ξ + d(u− 0) ≤ 0}.
Since any element of the negative subgradient is a descent direction [49], we select
its maximum. Thus, we set the Hessian Hsub to be
H =
(
E∗ (α(x)E) + βId Id
−d(χA+ + χA−) Id− (χA+ + χA−)
)
.
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To avoid calculating the inverse of the Hessian, we define ωi = [H]
−1 ·∇L(Φi) and
thus we can calculate ωi by solving
Hωi = ∇L(Φi)
applying for instance a CG-method. We give three termination criteria for fixed
point iteration (4.38). Let Φi = (ui, ξi), then the fixed point iteration stops if
either one of conditions,
∆u := ‖ui+1 − ui‖ ≤ ∆tol,
∆C := ‖CNε (ui+1)− CNε (ui)‖ ≤ ∆tol,
∆L := ‖∇L(Φi)‖ ≤ ∆tol.
(4.39)
is fulfilled. Thus, we apply Algorithm 4.2 to obtain an optimal treatment plan for
(PNε ). Since our optimal control problem is convex, we choose Φ0 = (0, 0). In
Input: ε, α, β, D, qmax, N , K, M , ∆tol, imax
Output: u∗, D(r), C(u∗)
1 i = 0;
2 Set up initial value: Φ0 = (u0, ξ0)
T ;
3 while ∆u,∆C ,∆L ≥ ∆tol and i ≤ imax do
4 Calculate di by solving Hdi = ∇L(Φi);
5 Φi+1 = Φi − di;
6 i = i+ 1;
7 end
Figure 4.2: Semi–smooth Newton algorithm to solve (PNε )
Step 4 of Algorithm 4.2, we apply the Matlab routine GMRES.
4.5.2 Numerical Results
The first two numerical tests determine parameter α and β in Cuε=1. In a third test,
we solve (PNε ) for different values of ε applying a type A as well as an ARS scheme
to verify the functionality of the semi–smooth Newton algorithm . In a fourth test,
we verify the AP property of the given schemes and finally we determine the order
of the applied schemes, in particular of the resulting adjoint relaxation scheme.
Parameter Identification for (PNε )
In order to obtain optimal treatment plans, the adjustment of (PNε ) is of essential
interest. We analyze the behaviour for different input parameter α and β in CNε .
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Innocently we would like to set β = 0, since we are interested in an optimal
dose profile, but then we cannot guarantee uniqueness of our solution. Further we
define the quantities T95 and R5 indicating in percentage how much absorbed dose
in the tumor region is above 0.95 units- and how much dose is delivered in the risk
region with less then 0.05 units, respectively. These quantities will show how well
dose constrains given by Remark 2.10 would be satisfied and are of highly interest
in the dosimetry community.
Regularization Parameter β
In a first test, we analyze the impact of β. Therefore we set up the OCP (PNε )
with following properties.
Let ε = 1 and T = 1. We set Z = [0, 5], ZT = [
3
2
, 2] and ZR = [
11
20
, 7
10
]. By
equation (2.5) we obtain the desired dose,
D(x) =
{
1 x ∈ ZT ,
0 x ∈ Z\ZT ,
(4.40)
and for α ∈ L2(Z), we set
α(x) =

αT = 20, x ∈ ZT ,
αR = 50, x ∈ ZR,
αN = 1, x ∈ Z\(ZT ∪ ZR).
We calculate a sequence of solutions and analyze the corresponding optimal treat-
ment plans for values of β ∈ (0, 1].
As discretization parameter, we choose a space discretization of M = 200 grid
points and N = 50 grid points, such that the hyperbolic CFL condition (∆t ∼ ∆x)
is satisfied. Further we set K = 50 velocity grid point, upper bound of the control
qmax = 10 and as termination criterion in (4.39) we set ∆tol = 10
−3. We apply
the globally stiﬄy accurate type A IMEX scheme GSA(4,3,2) (cf. Butcher tableau
B.2).
In Table 4.1, we observe a constant decrease of the objective functional value
C2001 (u
∗) for decreasing β due to the decreasing impact of the regularization term.
For smaller values of β, the error in the dose profile dominates the regularization
term. This can also be observed in Figure 4.3, where all dose profiles are plotted.
We also note that T95 increases, i.e. more effectual energy is delivered to the tumor
region where on the other hand, R5 stays constantly at 81%.
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β 100 5 · 10−1 10−1 10−2 10−3 10−4
CNε (u
∗) 3.42 2.36 0.746 0.196 0.126 0.119
T95 0 % 0 % 42.9 % 66.7 % 71.4 % 71.4 %
R5 81% 81% 76.2% 81% 81% 81%
Iterations 12 18 12 24 31 32
Table 4.1: Objective functional CNε , T95 and R5 for different β. N = 200 and ε = 1.
Since β = 10−3 and β = 10−4 show very similar results and harm slightly more
tumor cells then β = 10−2 (the jump of 5 % is given by the relatively course grid
size in ZR), we fix β = 10
−3 in the following calculations.
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Figure 4.3: Different dose distributions Dβ for varying regularization parameter β. Tu-
mor and risk regions are marked by the red and green areas below the zero level, respec-
tively. The dotted lines mark 0.05 and 0.95 dose units.
Identification of α
In contrast to the first test, we fix β = 10−3 and vary α as stated in Table 4.2.
We want to determine this parameter function of CNε in order to obtain optimal
treatment plans. This is achieved by picking α such that T95 and R5 are satisfying
the not explicit formulated dose constraints. Further, we also calculate
∆D(u) = ‖D(ENε (u))−D‖Z
to compare the resulting dose profiles independent of α. All other parameter
remain the same as in the previous test.
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α1 α2 α3 α4 α5 α6
αT 1 20 50 100 20 50
αR 1 20 20 50 50 100
αN 1 1 1 1 1 1
Table 4.2: Values of weighting function αi, i = 1, . . . , 6, for different test cases.
By comparing case α1 with all other cases in Figure 4.4, we observe that differ-
ent weighting of ZT and ZR compared to ZN is necessary to deliver a significant
amount absorbed dose in the tumor region. From Figure 4.4, one cannot distin-
guish which dose profile fits best to the desired dose.
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Figure 4.4: Different dose distributions Di for different functions test cases αi. Tumor
and risk regions are marked by the red and green areas below the zero level, respectively.
Table 4.3 shows for α3, α4 and α6 a T95 value of 90.5% and its maximum of
81% in R5 in the cases of α5 and α6. Since it is more important to avoid radiation
on the risk region, the results show that αR ≥ αT is necessary. We further note in
Figure 4.5 how the risk region in collaboration with α influences the control. In
the case of α1 and α2, the control seems to be almost symmetric, but for α4 to α6
we observe a bigger slope to the risk region, i.e. to the right side of the tumor,
then on the other side. Therefore, the control has also on the risk side slightly
longer impact with an value over 6,5 units (red area).
In the following calculation, we fix α = α5 for further verification of the pre-
sented AP schemes, even if the T95 value is not as good as for α6, but ∆D(u
∗) is
smaller for α5, which indicates a general lower load of energy to the patients body.
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αT 1 20 50 100 20 50
αR 1 20 20 50 50 100
CNε (u
∗) 0.0786 0.121 0.124 0.151 0.126 0.141
∆D(u
∗) 0.391 0.413 0.437 0.461 0.405 0.423
T95 0 % 71.4 % 90.5 % 90.5 % 71.4 % 90.5 %
R5 95.2% 76.2% 76.2% 71.4% 81% 81%
Iterations 47 28 32 40 31 36
Table 4.3: Objective functionals and 5% limits for different test cases of α.
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Figure 4.5: Optimal isotropic controls u∗ for different functions α.
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Note, that the choice of α is not unique. Depending on further objectives,
physicians may apply different settings for α.
Validation for Different Relaxation Parameter
We present two validation test cases and present solutions of PNε for different
values of ε. After determining α and β, we are interested in the behaviour of u∗
and D(E(u∗)).
Figure 4.6: CT–scan of lung tumor (taken from [68]). Slab A and B are motivated by
the marked lines. At the intersection of line A and B, a malicious tumor is located.
We simulate the treatment planning for two different slabs, motivated by a
given CT scan, Figure 4.6. Slab A contains the spinal cord which will be marked
as region at risk. Where Slab A and B intersect is a tumor located.
ZT ZR αT αR β
Slab A [3
2
, 2] [11
20
, 7
10
] 20 50 0.001
Slab B [3
2
, 2] − 20 − 0.001
Table 4.4: Parameter setting slab A and B
We set T = 1, Z = [0, 5] and calculate optimal solutions of (PNε ) in both slab
cases with parameter setting given by Table 4.4, for different values of ε ∈ [0, 1]
applying the GSA (3,4,2) scheme as well as the ARS(2,2,2) scheme (cf. Butcher
table B.3), both of second order. We set the discretization dimension to M = 100
and K = 20. In oder to solve for all values of ε we choose uniformly N = 450 in
the GSA and N = 550 in the ARS case in order to fulfil in particular the parabolic
CFL–condition to solve in particular the limit case (PN0 ). In Table 4.5 we present
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the results of (PNε ) with slab A and in Table 4.6 the results of slab B. The results
are for both applied schemes almost identical.
ε 1 0.6 0.2 0.1 0.01 0
CNε (u
∗)
GSA 0.0766 0.139 0.322 0.366 0.383 0.383
ARS 0.0767 0.139 0.322 0.366 0.383 0.383
∆D(u
∗)
GSA 0.0554 0.076 0.126 0.14 0.146 0.146
ARS 0.0555 0.076 0.126 0.14 0.146 0.146
T95
GSA 81.8 % 63.6 % 54.5 % 45.5 % 45.5 % 45.5 %
ARS 81.8 % 63.6 % 54.5 % 45.5 % 45.5 % 45.5 %
R5
GSA 90.9% 63.6% 27.3% 18.2% 18.2% 18.2%
ARS 90.9% 63.6% 27.3% 18.2% 18.2% 18.2%
Iterations
GSA 34 50 67 73 76 76
ARS 34 50 67 73 76 76
Table 4.5: Numerical results of slab A for different values of ε, GSA(4,3,2) and
ARS(2,2,2).
Most obvious to be seen in Figure 4.7 is the more and more diffusive character
of the dose profile for decreasing ε, which is underlined by increasing values of
CNε (u
∗) and ∆D(u
∗). Although the controls change dramatically in order to keep
in particular the dose in the risk region small, the R5 part decreases dramatically
in slab A. Due to the risk region, we observe a slight moving of the dose peak to
the left and for ε ≤ 0.1, one cannot clearly distinguish the different optimal dose
profiles anymore. Further we note that due to increasing stiffness, naturally more
iterations are necessary in order to satisfy the termination criterion since ε tends
to zero.
As already observed in the identification steps of α and β, the steep slope at the
boundary of the tumor facing to the risk region results in order to keep the dose in
the risk region small. The maximum of the control rises from the boundary of the
tumor to the center of the tumor in spatial, and from t = 0 up to approximately
t = 0.4 since ε tends to 0. Since t is the transformed energy E(t), we conclude
that for highly diffusive tissue, i.e. σs  1, particles with lower energy have to be
applied to obtain the optimal solution.
Figure 4.8 presents solutions of slab A and slab B calculated with ARS(2,2,2)
for significant values of ε. In comparison to the slab A results, we note the sym-
metric dose profile and symetric control around the center of the tumor region
in the case of an absent risk region. The impact of ZR on the solution can be
observed in the dose profile at the region at risk where the solid and dashed lines
differ in comparison to the non risk containing side of the tumor. Also in the slab
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Figure 4.7: Solution of Slab A for different relaxation parameter ε with GSA(4,3,2).
Top: Different dose distributions Dε. Bottom: Corresponding optimal controls of.
98 § 4 Asymptotic Preserving for an OCPs
Slab A and Slab B
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Figure 4.8: Comparison of slab A and B for different values of ε with ARS(2,2,2). Top:
Optimal dose distribution. Solid line mark dose level of slab A and dashed lines present
solutions of slab B. Bottom: Corresponding optimal controls. On the left side solutions
of slab A and on the right side solutions of slab B.
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B case, the maximum peak of the control tends from the boundary of the tumor
to the center. The maximum energy level t in case B on the other hand is still
located at t = 0 compared to slab A. If no risk tissue will be defined, electrons
with maximum amount of energy will preferably be emitted.
ε 1 0.6 0.2 0.1 0.01 0
CNε (u
∗)
GSA 0.0725 0.113 0.193 0.212 0.221 0.221
ARS 0.0727 0.113 0.193 0.212 0.221 0.221
∆D(u
∗)
GSA 0.0621 0.0961 0.17 0.189 0.197 0.197
ARS 0.0622 0.0962 0.17 0.189 0.197 0.197
T95
GSA 81.8 % 63.6 % 63.6 % 63.6 % 63.6 % 63.6 %
ARS 81.8 % 63.6 % 63.6 % 63.6 % 63.6 % 63.6 %
Iterations
GSA 32 40 45 46 46 46
ARS 32 40 45 46 46 46
Table 4.6: Numerical results of slab B for different values of ε, GSA(4,3,2) and
ARS(2,2,2).
Asymptotic Preserving
Finally we verify Theorem 4.13 by comparing the asymptotic limit solution of
PN0 with the solution computed by the direct implementation of the discretization
limit scheme (4.27) for the same parameter set as before. We set up the diffusion
limit OCP by substituting in (PNε ) the solution operator ENε (u) − r
1
2 by its semi
discrete limit,
ρn+1 = ρn + ∆t
[
1
3
∂xxρ
n + un
]
,
ρ1 = 0, and ρn(0) = ρn(L) = 0,
where we skip the O(∆t2) term. Further we apply the dose operator D(ρ) =
∆t
(
1
2
(ρ1 + ρN) +
∑N−1
n=2 ρ
n
)
and obtain an optimal control problem governed by
the explicit Euler discretization of the diffusion equation.
The space discretization is executed on the same grid as for the diffusion limit.
To discretize in particular the second derivative in space, we use second order
central difference. In Table 4.7 we compare the optimal solution and in particular
the dose profiles. The results show, that the optimal solutions almost coincide
which verifies that GSA(4,3,2) and ARS(2,2,2) are AP schemes for OCPs, since
the errors are in the expected range of O(∆t).
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Slab IMEX N |C(ρ,u)− C(r 12 ,u)| ‖D(ρ)−D(r 12 )‖Z
A
GSA(4,3,2) 450 1.02e-02 6.6e-03
ARS(2,2,2) 550 1.01e-02 6.5e-03
B
GSA(4,3,2) 450 8.71e-04 5.2e-03
ARS(2,2,2) 550 8.66e-04 5.2e-03
Table 4.7: Comparision of PN0 and the direct diffusion limit OCP implementation for
different slabs and different schemes.
Order Analysis
Since we apply kth–order IMEX scheme, we expect also the adjoint scheme to be
of kth–order. To verify the order of the implemented time discretization, we set
up the following test problem.
We first consider for ε ≥ 0 the continuous optimal control problem (PR) in slab
geometry and define the test control
u(x, t) =
1
2
+
1
pi
arctan
(
−500
(
x− L
2
)2)
. (4.41)
We set β = 0 and D = D (ER(u)). Hence, u is the optimal control to (PR). For
the corresponding adjoined solution holds p = q = 0.
We consider now the corresponding discretized optimal control problem (PNε )
where we set α ≡ 1 and as discretization parameter M = 100 and K = 10. Since
we want to determine the order of the time–discretization, we compare solutions of
different discretization resolutions with the exact solution. Unfortunately, we do
not know the analytical solution and thus we compute a high resolution reference
solution Eε(uN ) with N = 7200 and set D = D
(Eε(uN ))
Thus, we calculate for fixed ε and different N the solutions ENε (uN) = rN and
also the adjoint solution (ENε )
∗ (E(uN)−D) = pN . Then we obtain the errors
δNr = ‖rN − rN‖L2 , δND = ‖D(rN)−D(rN )‖L2(Z), δNp = ‖pN‖L2 .
The order of the coherent schemes is calculated by taking the log2 of the ratio of
two subsequent errors since the order is given by the exponent k in the equation
δN
δ2N
= 2k. The results are presented in the Tables 4.8 and 4.9.
First of all we notice, that the order seems to increase which is put down to
the fact that we compare our solution at different time discretizations just with a
fine resolution solution with N time steps and not with an analytical solution.
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ε N δNr order δ
N
D order δ
N
p order
1
450 1.6e-05 / 4.1e-07 / 9.64e-08 /
900 7.44e-06 1.11 1.01e-07 2.02 2.37e-08 2.02
1800 3.18e-06 1.23 2.4e-08 2.07 5.65e-09 2.07
3600 1.06e-06 1.59 4.79e-09 2.32 1.13e-09 2.32
0
450 4.91e-05 / 6.78e-06 / 1.48e-06 /
900 2.3e-05 1.1 3.12e-06 1.12 6.89e-07 1.1
1800 9.85e-06 1.22 1.33e-06 1.23 2.95e-07 1.22
3600 3.28e-06 1.58 4.41e-07 1.59 9.82e-08 1.59
Table 4.8: Order analysis of IMEX Scheme GSA(4,3,2) with M = 100 and K = 10 for
ε = 1 and ε = 0.
Since the schemes we used are of second order, we expect a second order be-
haviour in the dose calculation step. In particular the order of the adjoint solution
is a priori not second order, but in Table 4.8 and Table 4.9 we show that the
adjoint solution converges with second order in the case of ε = 1. In the case
of ε = 0, we observe a general order drop to one. Here, the solution is diffusive
and thus boundary values are involved which are just implemented by a first order
discretization. The support of the solution in the rarefied regime on the other
hand does not effect the boundary.
ε N δNr order δ
N
D order δ
N
p order
1
450 1.59e-05 / 2.06e-07 / 4.92e-08 /
900 7.42e-06 1.1 5.08e-08 2.02 1.21e-08 2.02
1800 3.18e-06 1.22 1.21e-08 2.07 2.88e-09 2.07
3600 1.06e-06 1.59 2.42e-09 2.32 5.76e-10 2.32
0
450 0.000214 / 1.54e-05 / 3.06e-06 /
900 9.99e-05 1.1 7.13e-06 1.11 1.43e-06 1.1
1800 4.29e-05 1.22 3.05e-06 1.23 6.12e-07 1.22
3600 1.43e-05 1.58 1.01e-06 1.59 2.04e-07 1.59
Table 4.9: Order analysis of IMEX Scheme ARS(2,2,2) with M = 100 and K = 10 for
ε = 1 and ε = 0.
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4.6 Remark on Goldstein–Taylor Model
In 2014, Albi et al. analyzed asymptotic preserving time-discretization of optimal
control problems for the Goldstein–Taylor model [4]. Therein, Lemma 2.1 proved,
that implicit stiﬄy accurate IMEX Runge–Kutta schemes of type A are asymptotic
preserving in the sense of Figure 4.1.
Note if we choose as quadrature rule in (4.36) the first order rectangular method
with right nodal point, i.e. K = 1, ν1 = 1 and ω1 = 1, we obtain in comparison to
[4] an alternative discretization of the Goldstein–Taylor model [143]
rt + jx = u,
jt +
1
ε2
rx = − 1
ε2
j,
(GT)
since (ρne −R 12 ) = 0 in (4.14a). This fact provides an extension of Lemma 2.1,
[4].
Proposition 4.17. If the IMEX Runge Kutta method is globally stiﬄy accurate
and of type ARS, then the optimal control problem governed by the relaxation
scheme of the Goldstein–Taylor model (GT) is also asymptotic preserving.
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Figure 4.9: Order depending on ∆t of the Goldstein Taylor model for GSA(4,3,2) and
ARS(2,2,2) with M = 100.
Order analysis for the Goldstein Taylor model, cf. Figure 4.9, show the same
behaviour for the order of δD and δp for both schemes as for the relaxation scheme
with K = 10. Additionally, we obtain in the case of ε = 1 second order for the δr
error. This supports the influence of the dose calculation on the order.
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4.7 Conclusion and Outlook
We demonstrated that globally stiﬄy accurate IMEX Runge–Kutta schemes of
type A and type ARS are asymptotic preserving for optimal control problems
governed by the relaxed Boltzmann equation in one dimensional slab geometry.
We provide a semi–smooth Newton method so solve (PR) over the entire range of
the relaxation parameter ε ∈ [0, 1].
Next steps to improve the results are the extension to two dimensional radiative
transport models. Here, the splitting approach of Jin, Pareschi and Toscani on a
2D-model [98] can be extended to an OCP.
Further ideas are the implementation of the BPR approach, mentioned in Re-
mark 4.9 and deriving the corresponding τ function to obtain a scheme which can
be solved more efficient by applying hyperbolic CFL condition number independent
of ε.
In Chapter 2, Section 1.3 we made the assumption that σs is independent in
space and time and thus yield the constant factor 1
ε
. The Idea is to relax this
assumption by a piecewise constant cross section σs, solve the (RE) for different
ε values in different regions, i.e. Z = ∪˙iZεi and couple these by specific coupling
conditions. An alternative idea is to apply smooth heavy side functions for different
Knudsen numbers [60]. The approach of decoupled ε and σs is considered in [2], for
a slightly different radiative transfer equation, and might be extended to OCPs.

Chapter 5
Reduced Velocity Method
We introduce a new approach to discretize the optimal control problem (PS) gov-
erned by the deterministic transport model StB presented in Section 2.4 . The de-
velopment is based on the discrete ordinate method, introduced by Chandrasekhar
[47], and chooses specific velocity space grid points with respect to the OCP.
In this work, we focus on a feasible study analysing the question, whether the de-
velopment of error estimators to determine a semi–discrete velocity approximation
of (PS) will yield satisfactorily results or not.
Motivation
Most discretization methods, such as SN and PN , [71, 74, 146] assume, that the
transport equation hold only for a finite number of angles. Theses discrete angles
are chosen from an angular quadrature set that serves to integrate the angular
integrals in the scattering source [71, 77]. Solving the scattering kernel accurate
is in particular necessary in the case, where one is interested in the exact particle
distribution.
By calling in mind the input–output mapping, cf. Figure 2, we remember that
in radiotherapy, the particle distribution itself is of minor interest. In treatment
planning, just the optimal control and the corresponding dose distribution are of
interest for the physician. With the need of the application in mind, we formulate
the aim of this chapter by proposing the question:
Can we determine a problem based velocity discretization of (PS) in order to
obtain an optimal control and corresponding dose distribution of satisfactorily
accuracy?
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We have to qualify the stated question and introduce the focus of interest of our
examination.
Definition 5.1 (Velocity Basis Set). A set of m ∈ N elements µ ∈ [−1, 1] is
defined by Im and called velocity basis set.
While other discretization methods operate with predefined velocity grid points,
we want to take discretization points with respect to a given optimization problem
into account. Let Q˜∗Im be the solution of the discretized optimal control problem
(PS) based on the velocity basis set Im. Our aim is now to determine a small set
Im such that the error between a low dimensional optimal control Q˜∗Im and the
exact solution Q∗e of (PS) is smaller then a given tolerance ∆tol.
Let m ∈ N, then the task of finding an optimal set Im is formulated as: Find
(Im)∗ such that,
∆(Im)∗ = infIm
∆Im with ∆Im = ‖Q˜∗Im −Q∗e‖. (5.1)
This problem is related to find the best m-dimensional approximating manifold
of a given function space, known as Kolmogorov n-widths, [108]. Further, we are
also interested in the minimal m such that the Q∗e is approximated by a certain
tolerance, i.e. we want to determine m∗ such that for given ∆tol > 0,
m∗ = argmin
m
(Im)∗, s.t. ∆(Im)∗ ≤ ∆tol. (5.2)
Remark 5.2 (Reduced Optimal Dose). In radiotherapy, of major interest is the
absorbed dose. A solution approximating the exact control induces in (PS) also a
small error in the corresponding dose since ES and DS are linear operator. The
task might in general directly be asked to find just a reduced optimal dose.
General Greedy Algorithm
It is obvious, that we cannot solve (5.1) directly, neither (5.2). Therefore we
introduce a Greedy algorithm to determine m∗ and thus Im as well as Q˜∗Im .
Beside the well known specific patients parameters due to CT–scans and spec-
ification by physicians, we have to initialise a velocity basis set Im and set ter-
mination conditions. Based on the initial velocity basis set, we calculate a first
approximated initial optimal control Q˜∗Im . If m satisfies already truncation error
(5.2), the algorithm stops. Otherwise, we calculate for each µ ∈ [−1, 1]\Im an
error ∆µ to distinguish, which µ is qualified to be added to the basis velocity set.
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Input: Patient Data: Z,ZT , ZR, σt, σs, α, β,D
Initial Velocity Basis set: Im
Termination Conditions: ∆tol, mmax
Output: Optimal Control Q˜∗Im
1 Calculate (Q˜∗Im and Error ∆Im);
2 while ∆Im > ∆tol and m ≤ mmax do
3 for µ ∈ [−1, 1]\Im do
4 Apply Model Reduction for µ;
5 Calculate Error Estimator ∆µ ;
6 end
7 Choose µ˜ = argmin
µ
∆µ;
8 Set Im = Im ∪ µ˜;
9 Calculate (Q˜∗Im and Error ∆Im);
10 end
Figure 5.1: Greedy Algorithm
To calculate these errors efficient, we apply a new developed model reduction. Fi-
nally pick the argument µ, that induces the actual best reduced approximation
to be merges with our actual velocity basis set Im. In this way, successively the
number of elements in Im increases. In [25], Binev et al. showed, that Greedy
algorithm converge in the sense, that ∆Im decreases while m increases.
The idea is to treat the velocity space as a parameter space and pick the best
reasonable parameters, here grid points, to approximate the exact solution. This
approach is similar to the reduced basis method and hence we call this new method
reduced velocity method (RVM).
By a close look to step 3 of the Greedy algorithm it is obvious that we cannot
test the entire set [−1, 1]\Im. Therefore we begin with the definition of a dictionary
which plays a major role in our method.
Definition 5.3. A set of K ∈ N distributed grid points µ ∈ [−1, 1] is defined by
IK and called dictionary.
For a given velocity basis set Im ⊂ IK, we define its complementary by CIm, i.e
CIm = I\Im.
Further we note for any µ ∈ CIm the conjunction
Imµ = Im ∪ {µ}.
Hence, we relax in line 3 of the algorithm (µ ∈ [−1, 1]\Im) by (µ ∈ CIm),
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which is now a finite dimensional set. This modified Greedy algorithm is also
called weak Greedy algorithm [52]. Our task for the next section is to carry out
the different steps of the presented Greedy algorithm mathematically and state a
self contained form of the algorithm. Afterwards, numerical test verify the quality
of solutions calculated by the reduced velocity method.
5.1 Semidiscretization of (PS) in Velocityspace
In the first step of the algorithm we have to calculate Q˜∗Im . Therefore we need to
discretize (PS) and in particular the steady state Boltzmann transport equation
with distributive source Q ∈ L2(Z × S2) and vacuum boundary conditions in
velocity space. We recall (StB) from Section 1.4,
Ω · ∇xψ(x,Ω)+σt(x)ψ(x,Ω) =
σs(x)
∫
S2
s(x,Ω′ · Ω)ψ(x,Ω′)dΩ′ +Q(x,Ω), (StB)
with
ψ(x,Ω) = 0 ∀ (x,Ω) ∈ Γ−. (StB.a)
By projection onto the one dimensional slab Z = [0, L] applying the same pro-
jection as in Chapter 4, we obtain the following one dimensional steady state
Boltzmann transport equation,
µ · ∂xψ(x, µ) + σt(x)ψ(x, µ) = σs(x)
1∫
−1
s(x, ν(µ, µ′))ψ(x, µ′)dµ+ q(x, µ), (5.3)
where µ is defined as the cosine between direction Ω and x-axis. Boundary condi-
tion (StB.a) converts in the projected version to
ψ(0, µ) = 0, µ > 0 and ψ(L, µ) = 0, µ < 0.
The focus of this technic is the specific treatment of the velocity space dis-
cretization and thus space discretization is apparently of minor interest and will
be treated later.
Let Im ⊆ IK be a given velocity basis set, then we define the semi–discrete
particle distribution of ψ by,
ψi(x) = ψ(x, µi), ∀ (x, µi) ∈ Z × Im, and Ψm = (ψ1, . . . , ψm)T .
We define Z = L2(Z) and thus holds ψi ∈ Z and Ψm ∈ Zm.
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Quadrature Formula
To determine a semi–discretized steady state Boltzmann equation we need to han-
dle with special care the integral term. The angular discretization is very crucial to
this point, affecting the accuracy as well as the computational effort, [107]. There-
fore we are particularly interested in a quadrature rule for the velocity integration
1∫
−1
ψ(µ)dµ ≈
m∑
i=1
ω(µi)ψi (5.4)
A first choice would be the approximation by rectangles which is only of first
order accuracy. A well known second order method is the trapezoidal rule [53].
Therefore we need to evaluate ψ at the boundary and hence we need to claim that
the boundary points µ = −1 and µ = 1 are elements of Im. All other grid points
are free to choose. For in ascending order arranged µk, i.e. −1 = µ1 < µi < µm =
1, i = 2, . . . ,m− 1 and m ≥ 2 leads this assumptions to the following quadrature
weights
ω(µi) = ωi =

µ2−µ1
2
, i = 1,
µi+1−µi−1
2
, i = 2, . . . ,m− 1,
µm−µm−1
2
, i = m.
(5.5)
Further approaches of higher accuracy would even lead to Newton–Cotes formulas
or Gauß–quadrature to generate higher order integral approximations. The nodal
points are predetermined by the quadrature type and order, [53]. Thus we would
have to particularize the dictionary IK. To keep the dictionary choice entirely free
we gain the best possible order by applying trapezoidal quadrature weights (5.5).
Semi–Discretization of StB in Velocityspace
Let Im ⊆ IK, then the velocity discretized steady state Boltzmann transport
equation in slab geometry (5.3) for Im is a system of ordinary differential equations
given by
µk · ∂xψk+σt(x)ψk = σs(x)
m∑
i=1
ωis(x, νik)ψi + qk, ∀ k = 1, . . . ,m, (5.6)
with qk = q(x, µk). Further is µ defined as the cosine between direction Ω and
x-axis and thus exist ϕ ∈ [0, pi] such that µ = cos(Ω). Therefore, the probability
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of particles scattering from velocity direction Ωi to Ωj, in slab geometry is given
by νij = Ωk · Ωi = cos(arccos(µk)− arccos(µi)).
In order to give an clear notation we define matrix operator Am,Σm and Km :
Zm → Zm according to the continuous formulation AS,ΣS and KS of equation
(1.47), respectively. We define sk,i(x) = σs(x)s(x, νki) and notate operators by
Am(x) = diag(µ1, . . . , µm)∂x,
Σm(x) = σt(x) · Idm,
Km(x) with Kmk,i = ωi · sk,i(x).
(5.7)
Further we define the semi–discrete control vector Qm = (q1, . . . , qm) with qi =
q(x, µi), for all i = 1, . . . ,m. With the above defined operators we are able to
rewrite (5.6) in shortened operator notation
TmΨm −Qm = (Am + Σm −Km)Ψm −Qm = 0
Since assumptions Σm and Km are linear, the ODE system admits a unique solu-
tion which we denote by the inverse operator of Tm, i.e.
Ψm = (Tm)−1Qm (5.8)
Semidiscrete Optimal Control Problem
We substitute the continuous transport model (5.3) in (PS) by its semi–discrete
version (5.6). Further we have to apply quadrature rule (5.4) to obtain the semi–
discrete associated objective functional,
J(Ψm, Qm) =
1
2
‖
√
α(x)
(
DmΨm −D) ‖2Z + c2
m∑
i=1
ωi‖qi‖2Z ,
where the dose operator DS is approximated applying quadrature (5.4), i.e.
Dm : Zm → Z : Ψm 7→ DmΨm =
m∑
i=1
ωiψi. (5.9)
The optimal control problem for any given set Im then reads
min
Ψm,Qm
J(Ψm, Qm),
subject to TmΨm −Qm = 0,
0 ≤ Qm(x) ≤ qmax ∀ x ∈ Z.
(P (Im))
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Applying (5.8) we can reduce therefore our optimization problem of P (Im) ap-
plying the standard reduction of the objective functional introduced already in
previous chapters, i.e. J˜(Qm) = J((Tm)−1Qm, Qm), to
min
Qm
J˜(Qm)
subject to 0 ≤ Qm(x) ≤ qmax ∀ x ∈ Z.
(P˜ (Im))
We denote the solution of (P (Im)) by ((Qm)∗, (Ψm)∗) ∈ Zm ×Zm. The following
definition is essential for the remaining error calculation.
Definition 5.4. Let IK be a given dictionary. The solution of P (IK) is given by
((QK)∗, (ΨK)∗) ∈ ZK×ZK and called true solution. In particular are (QK)∗ and
(ΨK)∗ called true control and true state, respectively.
5.2 Calculation of Truncation Error ∆Im
We set up an semi–discrete optimization problem P (Im) which depends in par-
ticular on the choice of Im. The objective is now to find an optimal subset Im
of a given dictionary IK such that the optimal control (Qm)∗ approximates the
exact optimal control Q∗e of the corresponding continuous problem (PS). Since
the exact solution is in general unknown, we have to compare the solution with
the calculated true solution. The true control and state are elements of the high
dimensional space ZK, called true space, and therefore expensive to calculate.
The long term aim is to establish error estimators independent of the true solution
space.
Hierachical Spaces
While the dimension of the true solution depends on K, the dimension of a low
dimensional solution ((Qm)∗, (Ψm)∗) depends on m ≤ K. To deal with this dis-
crepancy in the solution dimensions since (Qm)∗ ∈ Zm 6= ZK, we interpolate the
gained reduced solutions onto the high dimensional, true space ZK,
P intK : Zm → ZK, (5.10)
where P intK interpolates the values for all values µ˜ ∈ CImµ . We adapt the truncation
error ∆Im in (5.1) applying the introduced terms and definitions by
∆Im = ‖P intK (Qm)∗ − (QK)∗‖ZK . (5.11)
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The interpolation onto the true space guarantees hierarchical subspaces on the
level of Q˜∗Im since Im ⊂ Im+1 holds. In such a way, we increase the velocity space
dimension by every µ ∈ CIm, which is picked to update the current velocity basis
set to Im+1 = Imµ , by the Greedy algorithm.
5.3 Model Reduction and Update of Im
Starting from an initial velocity set Im with {−1, 1} ∈ Im we are able to calculate
the m−dimensional solution and compare it with the true one by interpolation
(Step 1). If ∆Im is smaller then a given ∆tol, we say that our solution is satis-
factorily accurate and the Greedy algorithm stops (Step 2). Otherwise we have
to extend the velocity basis set by adding an element µ ∈ CIm to Im, (Step 8).
In this section we introduce a dimension reduction of Problem P (Im), (Step 4),
paving the way for efficient calculable errors ∆µ, (Step 5), on which the update of
Im (Step 7) will be based on.
Optimal Control Problem P (Imµ )
For a given set Im and arbitrary µ ∈ CIm, we define the optimization Problem
P (Imµ ). The restriction system of coupled differential equation is now based on
the set Imµ , i.e.
Tmµ Ψ
m
µ = (A
m
µ + Σ
m
µ −Kmµ )(x)Ψmµ = Qmµ , (5.12)
with given extension of operators (5.7) in the following way:
Let sk,i(x) = σs(x)s(x, νik), i, k = 1, . . . ,m + 1 with µm+1 = µ. Then we notate
the extended operators
Amµ ,Σ
m
µ ,K
m
µ : Zm+1 → Zm+1,
by
Amµ (x) = diag(µ1, . . . , µm, µ)∂x,
Σmµ (x) = σt(x) · Idm+1,
Kmµ (x) with K
m
k,i = ωi · sk,i(x).
(5.13)
The extended optimal control problem P (Imµ ) then reads
min
Ψmµ ,Q
m
µ
J(Ψmµ , Q
m
µ ),
subject to Tmµ Ψ
m
µ −Qmµ = 0,
0 ≤ Qmµ (x) ≤ qmax ∀ x ∈ Z.
(P (Imµ ))
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Model Reduction of (P (Imµ ))
Let the set Im and the corresponding solution ((Qm)∗, (Ψm)∗) of P (Im) with
∆Im > ∆tol be given. Our objective is to add a velocity direction µ ∈ CIm to
our existing set Im such that ∆Im decreases.
We would like to extend our current velocity basis set Im by an element µ˜ ∈
CIm, such that
∆Imµ˜ ≤ ∆Imµ , ∀µ ∈ CIm.
The direct error calculation of (5.1) would be very expensive since size of IK is
large. Thus we derive for any µ ∈ CIm a reduced solution (Ψ̂mµ )∗ of P (Imµ ). This
is achieved by reducing the transport model dimension of (5.12).
Reduced Velocity Basis
The approach we present is based on the hypothesis, that for any µi ∈ Im the
corresponding state solution ψ
∗
i , part of solution (Ψ
m
µ )
∗, differs just marginally
from ψ∗i , part of (Ψ
m)∗. Further we assume, that ψm+1 = ψµ can be expressed as
linear combination of ψi, i = 1, . . . ,m, i.e. there exist γi ∈ R, i = 1, . . . ,m, such
that
ψµ =
m∑
i=1
γiψ
∗
i .
Based on this assumption we define a basis transformation matrix.
Definition 5.5 (Basis). Let ((Ψm)∗, (Qm)∗) be the optimal solution of P (Im).
Further let each component ψk be normalized, i.e. ‖ψk‖Z = 1. The basis transfor-
mation Bm corresponding to the optimal solution of P (Im) is defined by
Bm:=

ψ1 · · · 0 0 · · · 0
. . .
...
ψm 0 · · · 0
0 · · · 0 ψ˜1 · · · ψ˜m
 ∈ Z(m+1)×2m.
The components ψ˜1, . . . , ψ˜l are an orthonormalized system of ψ1, · · · , ψm.
The defined basis transformation matrix will contain of completely new ele-
ments in each iteration step since ψi are the solution of the recently calculated
solution (Ψm)∗ after setting up the extended velocity basis set. This leads to the
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drawback that the information of the earlier elements will be lost in the process of
calculating the error estimator ∆µ in the next step. Therefore we define a second
basis transformation matrix in order keep all informations about existing states.
Definition 5.6 (Hierarchical Basis). Let ((ΨmIm)
∗, (QmIm)
∗) be the optimal solution
of P (Im). Further let each component ψImk be normalized, i.e. ‖ψImk ‖Z = 1. The
basis transformation Bmh corresponding to the optimal solution of P (Im) is then
defined by
Bmh :=

ψI21 0 ψI
3
1 · · · 0 ψI
m
1 · · · 0 0 · · · 0
0 ψI22 0
. . . 0 0
. . . 0 0
... 0
0 0 0
. . . ψI(m−1)(m−1) 0
. . . 0 0
... 0
0 0 0 · · · 0 0 · · · ψImm 0 · · · 0
0 0 0 · · · 0 0 · · · 0 ψ˜Im1 · · · ψ˜I
m
m
 .
The components ψ˜1, . . . , ψ˜l are again an orthonormalized system of ψ1, · · · , ψm. It
holds Bmh ∈ Z(m+1)×M , where M = m(m+1)2 + (m− 1).
We define further the basis Bmh,j, where 0 ≤ j ≤ (m − 2) holds. Here, we take
just the last j solution (ΨmIk)
∗ with k = m, . . . ,m− j into account.
Note first of all, that we started already with a set of two elements as suggested
by the choice of the quadrature rule. It also holds Bmh,0 = B
m. Further note, that
we still assume the solution of the the new velocity solution ψ̂µ to be a linear
combination just of the last solution elements. The choice of basis transformation
matrix Bmh adds a second level of hierarchy of subspaces to the Greedy algorithm.
The dimension of the space for each velocity mode ψ̂i is increasing by one in each
iteration step and thus hierarchically subspaces are constructed for each ψ̂i.
Remark 5.7 (Stability). The basis orthonormalization in Definition 5.5 and 5.6
is necessary to gain stability of the numerical solution. Unfortunately, we are
orthonormalizing with respect to L2(Z). It would even be more efficient if we
would orthonormalize with respect to the norm induced by the operator Tmµ . But
since this one changes for every µ, we would have to reorthogonolize the basis for
each reduction.
Reduction of (P (Imµ ))
For a set Imµ we define the operator Rmµ by multiplication of Bm and its transpose
with the operator Tmµ
Rmµ = (Bm)TTmµ Bm ∈ R2m×2m.
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Thus, the reduced transport model of system (5.12) is then given for coefficients
γµ, ρµ ∈ R2m by
Rmµ γµ = ρµ. (5.14)
Note, that the reduced transport model as well as all following statements can be
achieved by applying Bmh except, that the dimension changes from 2m to M .
This model is now independent of the space dimension Z and depends only
on the chosen velocity space discretization (m + 1) and in particular it differs for
every µ. If the matrix Rmµ ∈ R2m×2m is invertible then for any given right hand
sight ρµ there exist a unique solution γµ. Applying the coefficient vector γµ and
ρµ on the basismatrix Bm we obtain Ψ̂mµ = Bmγµ and Q̂mµ = Bmρµ, both elements
of Z(m+1). We define the cost functional related to transformation basis Bm by
jBm(γµ, ρµ) := J(B
mγµ, B
mρµ) = J(Ψ̂
m
µ , Q̂
m
µ ). (5.15)
In this notation we set up the reduced optimization problem for a set Imµ ,
min
γµ,ρµ
jBm(γµ, ρµ),
subject to Rmµ γµ = ρµ.
(P̂ (Imµ ))
Note that (P̂ (Imµ )) is a finite dimensional optimization problem.
Corollary 5.8. Let Rmµ be invertible. Since J is convex, there exists a unique
optimal solution (γ∗µ, ρ
∗
µ) ∈ (R2m)2.
Remark 5.9 (Box Constraints). Unfortunately, the constraint 0 ≤ Q̂mµ ≤ qmax
has to be neglected since we loose positivity of Bmi in the orthogonalisation process.
We could keep the possibility by keeping ψ˜i positive and claim then 0 ≤ ρ ≤ qmax
which would cause stability loss.
Let Im be given, then we obtain for every µ ∈ CIm a different reduced
optimization problem (P (Imµ )). The optimal solution of (P̂ (Imµ )) is given by
(γ∗µ, ρ
∗
µ) ∈ (R2m)2. The element
((
Q̂mµ
)∗
,
(
Ψ̂mµ
)∗)
∈ (Z(m+1))2 is called reduced
optimal solution of the extended OCP (P (Imµ )).
In the following, a hat indicates a solution related to the reduced optimal
solution (P̂ (Imµ ))
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∆µ Error Calculation
In order to safe computational time and to avoid unnecessary computations, the
error calculation (Step 5 in the Greedy Algorithm) is based on the reduced optimal
solution of P̂ (Imµ ). The main question is now, which norm has to be applied to
calculate the error ∆µ between the reduced optimal solution and the true one. This
error has to be defined with respect of the mismatch of dimensions and is part of
this subsection. We present several ways to compute the error ∆µ on which the
decision for the new element µ of the current velocity basis set Im will be based
on.
True Solution
We apply the presented Greedy algorithm in order to avoid solving the high di-
mensional OCP P (IK) in general. Unfortunately is this work a feasible study in
order to determine, if further investigation in error estimators is worthwhile.
For a given dictionary IK, we set up the optimal control problem P (IK) and
calculate the true control (QK)∗ ∈ ZK. Its optimal state (ΨK)∗ ∈ ZK leads to
an optimal Dose D∗ = DK
(
(ΨK)∗
)
and also optimal objective functional value
J∗ = J
(
(ΨK)∗, (QK)∗
)
.
Unfortunately, we will also have to solve at least once the true transport model
TKΨ = Q for given Q ∈ ZK to obtain the accurate dose which is actually delivered
to the patient. But since in a general optimization process the transport model
has to be solved many times, we still safe computational time.
Reduced Solution
For any reduced velocity set Im and µ ∈ CIm, we set up the reduced model
(P̂ (Imµ )). We obtain the optimal solution (γ∗µ, ρ∗µ) and by applying the reduced
velocity basis Bm we yield the reduced control and state
Q̂µ := B
mρ∗µ and Ψ̂µ := B
mγ∗µ,
respectively. The reduced dose is given by D̂µ := D
mΨ̂µ and the reduced objective
functional value consequently by Ĵµ := J(Q̂µ, Ψ̂µ) = j(γ
∗
µ, ρ
∗
µ).
In order to compare this reduced solution with the true solution we have to
investigate some effort to negotiate the dimension mismatch.
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Control Error
Since Q̂µ ∈ Zm, we apply interpolation operators (5.10) and obtain the interpo-
lated control
Q̂intµ := P
int
K (Q̂µ). (5.16)
Thus, we can define the first error calculator,
∆1µ := ‖Q̂intµ − (QK)∗‖ZK .
A second way to get over the dimension mismatch is to evaluate the error just
in the reduced velocity basis set dimension. Since Im ⊂ IK holds, we might just
evaluate the true solution at the actual basis set points. Therefore we define PIm
by restriction on the reduced basis set Im,
PIm : ZK → Zm : (QK)∗ 7→ (QKIm)∗ = PIm(QK)∗,
and define the low dimensional error
∆2µ = ‖Q̂µ − (QKIm)∗‖Zm .
State Error
To obtain a state solution based on the reduced state solution Ψ̂µ in the true space,
we apply the interpolation operator and obtain
Ψ̂intµ := P
int
K (Ψ̂µ).
On the other hand, we compute out of an interpolated control (5.16) the state by
the inverse operator of TK. This leads to a second reduced state
Ψ̂intµ,K := (T
K)−1Q̂intµ .
These two reduced states are used to calculate the errors
∆3µ = ‖Ψ̂intµ − (ΨK)∗‖ZK and ∆4µ = ‖Ψ̂intµ,K − (ΨK)∗‖ZK .
Further, we obtain low dimensional errors by applying the restriction operator
(ΨKIm)
∗ := PIm(Ψ̂K)∗ or applying the inverse operator of Tm and obtain,
(ΨmIm)
∗ := (Tm)−1(QKIm)
∗.
Thus, we define the low dimensional state errors,
∆5µ = ‖Ψ̂µ − (ΨKIm)∗‖Zm and ∆6µ = ‖Ψ̂µ − (ΨmIm)∗‖Zm .
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Dose Error
One further value of interest is the dose. To calculate the reduced dose we apply
the dose operator (5.9) to all interpolated and reduced states. This procedure
leads to four dose distributions,
D̂intµ = D
K(Ψ̂intµ ) and D̂
int
µ,K = D
K(Ψ̂intµ,K) and
DKIm = D
m
(
(ΨKIm)
∗) and DmIm = Dm ((ΨmIm)∗) .
These reduced dose distributions D̂µ are compared with the true dose D
∗
K and
therefore the errors are defined by
∆7µ = ‖D̂intµ −D∗K‖Z and ∆8µ = ‖D̂intµ,K −D∗K‖Z and
∆9µ = ‖D̂µ −DKIm‖Z and ∆10µ = ‖D̂µ −DmIm‖Z .
Objective Functional Error
Since J depends on control and state, one could think in first instance about
combining all reduced controls and states, but we only pick states with their cor-
responding control, i.e. controls, that lead to these states. Therefore we obtain
for the following errors for the reduced objective functional,
∆11µ = |J(Ψ̂intµ , Q̂intµ,m)− J∗K|,
∆12µ = |J(Ψ̂intµ,K, Q̂intµ,m)− J∗K|.
Error Estimator ∆µ
After introducing numerous ways to calculate the error, we combine these errors to
one final error calculator. This one is going to be applied in the Greedy algorithm
to determine the element µ ∈ CIK added to the current reduced velocity set. We
define ∆µ by
∆µ =
12∑
i=1
β̂i∆
i
µ, β̂i ≥ 0 (5.17)
We require β̂i to be zero for all except at most one.
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Extension of Truncation Error ∆Im
In a first attempt, we defined the truncation error ∆Im in Section 5.2, equation
(5.11). After the the velocity basis set Im is updated, we solve (P (Im)) and have
to calculate the truncation error ∆Im . Here, we apply similar strategies to the
solution ((Qm)∗, (Ψm)∗) ∈ Zm ×Zm like we did to determine error ∆µ.
In particular are we interested in the error caused by such a low dimensional
control to the dose distribution. Since we use this solution to determine the output
of the Greedy algorithm, we just analyze the interpolated case. Therefore we apply
the interpolation operator to the control and define,
Q˜intm = P
int
K ((Q
m)∗).
Applying the inverse operator (TK)−1 on the interpolated control leads to the state
state Ψ˜intm in the true space ZK. For this quantity again we can compute the dose
D˜intm . Since an optimal treatment plan consists of a control and the dose, we define
the errors
∆1Im = ‖Q˜intm − (QK)∗‖,
∆2Im = ‖D˜intm − (DK)∗‖.
Analog to (5.17), we define the truncation error by
∆Im =
2∑
i=1
β˜i∆
i
Im , β˜i ≥ 0, (5.18)
with the same assumption on β˜i as on β̂i before.
5.4 Greedy Algorithm
Finally we present the RVM Greedy algorithm to determine the velocity basis
set Im and solve optimization problem (5.2) in Figure 5.2. Obviously is the so-
lution generated by this Greedy algorithm an approximation of P (IK) with m-
dimensional velocity space.
Notes on Greedy Algorithm
The choice of using second order trapezoidal weights (5.5) leads to the natural
choice of m = 2 and Im = {−1, 1} as initial velocity basis set.
120 § 5 Reduced Velocity Method
Input: Patient Data: Z,ZT , ZR, σt, σs, α, β,D
Dictionary: IK, K ∈ N
Initial Velocity Basis set: Im, 2 ≤ m ∈ N
Termination Conditions: ∆tol, mmax
Output: Optimal Control Q∗Im
1 Calculate (Q∗Im by solving (P (Im)) and Error ∆Im);
2 while ∆Im > ∆tol and m ≤ mmax do
3 Set up Bm;
4 for µ ∈ CIm do
5 Solve (P̂ (Imµ )) ;
6 Calculate Error Estimator ∆µ depending on
(
γ∗µ, ρ
∗
µ
)
;
7 end
8 Choose µ˜ = argmin
µ
∆µ;
9 Set Im = Imµ˜ ;
10 Calculate (Q̂∗Im by solving (P (Im)) and Error ∆Im);
11 end
Figure 5.2: RVM Greedy Algorithm
In [107], Koch et al. pointed out, that the resulting quadrature scheme, applied
to approximate a radiative transport equation, should be free of directional biasing,
i.e., any rotation of the arrangement of the nodal points must have no effect. It is
obvious, that the picked nodal points µk by the presented algorithm will not fulfill
this assumption. One might think of extend the method, by taking also the point
−µk to the set Im to satisfy this symmetry condition. But as the treatment plan is
going to be created by a high dimensional solution Q˜K, which will be interpolated
from a reduced solution Qm, we can guarantee the accuracy of Q˜K. Thus we
neglect the symmetry requirement.
Further we parallelize the for–loop, step 4 to 7, calculation which saves the
computation time.
5.5 Comparison with Reduced Basis Method
As already announced in the introduction of this chapter the concept is based
on ideas of the reduced basis (RB) method. The work is inspired by a result of
Ka¨rcher and Grepl, who introduced the RB method for parametrised elliptic [101]
and parabolic [102] optimal control problems. Their point of interest is also the
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approximation of the optimal control by a low dimensional basis for any set of
parameters.
We started this feasible study in order to determine if the development of error
estimators to replace the error calculator ∆µ in the presented Greedy algorithm
is worthwhile. We use as comparison the true solution (QK)∗ ∈ ZK which has
to be calculated in advance. Of course, the final goal is to be able to estimate a
rigorous error bound which can be calculated independent of the true solution, in
particular independent of the high resolution test space of dimension K, as Ka¨rcher
and Grepl proved for certain types of elliptic and parabolic OCPs.
In the recent research field of RB, error estimators are calculated efficient with
the help of a basis transformation and the specific structure of the partial dif-
ferential equation, in particular the coercivity and affine parameter dependency
[106, 141, 163]. These common technics are not directly applicable to hyperbolic
equations such as the steady state Boltzmann equation.
All basis elements in the RB method are in fact state solutions of the partial
differential equations with different parameters but of same dimension. This cal-
culation is computational expensive. Therefore, the RB is typically divided into
an oﬄine and an online stage. Our basis Bm is based on low dimensional solutions
and hence we are performing calculations exclusively online.
Note, that on the contrary to the RV method, the RB method chooses as new
basis element the one which causes the biggest error in the current step. This is due
to the aim of this method, to be able to solve the PDE for the entire dictionary.
In our case, we search just for one specific set Im and therefore the presented
Greedy algorithm selects the best solution in each extension step to maintain the
best approximation.
In our presented method, we keep parameters like patients data fixed and con-
sider the velocity as dictionary. Due to this choice the major difference between the
RV and the RB method is the hierarchical structure of the constructed subspaces.
In the RB method every new basis element augmented the subspace and solution
are directly comparable. For the RV method, we have to construct hierarchical
spaces by the introduction of an interpolation operator P intK .
Unfortunately, we have to restart the calculation for each set of patients data.
Ahmedov et al. are currently working on a RB method for radiative transfer
where the scattering terms σa and σs, representing heterogeneities, are treated as
parameters [3].
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5.6 Numerical Treatment
We presented a semi–discrete discretization for the steady state Boltzmann equa-
tion in slab geometry. Further, we set up semi–discrete optimization Problems
(P (Im)) and (P̂ (Imµ )). In this section, we show how these problems are solved in
Matlab and how we discretize the spatial domain Z.
First Order Optimality System of (P (Im))
In Section 2.4, we derived the first order optimality system (OC(PS)) for the
steady state Boltzmann equation in operator form. Following the first optimize
then discretize approach, we substitute the continuous operators directly by the
semi–discrete versions (5.7) and obtain the following system.
We define Λm = (λ1, . . . , λm)
T and λi = λ(x, µi) for all (x, µi) ∈ Z × Im.
(−Am + Σm −Km) (Ψm)∗ = (Qm)∗,
ψi(0) = 0, ∀ µi > 0,
ψi(L) = 0, ∀ µi < 0,
(Am + Σm −Km) (Λm)∗ = α (Dm ((Ψm)∗)−D) ,
λi(0) = 0, ∀ µi < 0,
λi(L) = 0, ∀ µi > 0,
〈(Λm)∗ + β(Qm)∗, Qm − (Qm)∗〉Zm ≥ 0, 0 ≤ Qm ≤ qmax.
Projected Gradient Method
We apply the projected gradient method [160, Section 3.7] to solve (P (Im)) . The
method is presented in Figure 5.3. Here, P[0,qmax](Q) projects Q pointwise onto the
admissible interval [0, qmax].
The algorithm is essentially a descend direction algorithm with necessary pro-
jection step, since Qmn + snVn may not be admissible. The step size is determined
by the Matlab routine fmincon. As termination criteria we define similar as in
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Chapter 4,
∆GQ := ‖Qmn −Qmn−1‖Zm and ∆GJ := |J˜(Qmn )− J˜(Qmn−1)|. (5.19)
Input: Termination Conditions: ∆Gtol, nmax
Initial control: Qmn
1 while ∆GJ ,∆
G
Q > ∆
G
tol and n ≤ nmax do
2 New State: Solve A with Qmn → Ψmn ;
3 New descent direction: Solve B with Ψmn → Λmn and set
4 Vn = −J˜(Qmn ) = −(Λm + βQmn ) ;
5 Step size: Determine sn ≥ 0 by solving
6 J˜
(
P[0,qmax](Qmn + snVn)
)
= mins J
(
P[0,qmax](Qmn + sVn)
)
;
7 New Control: Qmn+1 = P[0,qmax](Qmn + snVn);
8 Set n = n+ 1;
9 end
Figure 5.3: Projected Gradient Method
Solving (P̂ (Imµ ))
To solve the finite dimensional non linear problem (P̂ (Imµ )) we apply the Matlab
routine fmincon which uses a interior points method [41].
Space discretization
For the spatial discretization of Z = [0, L], we introduce an equidistant grid with
M grid points {xi}Mi=1 and grid size ∆x, such that x1 = ∆x2 and xM = L − ∆x2 .
To discretize the partial derivative with respect to the spatial variable x, we apply
the first order upwind scheme [117, Chapter 10.7]
To calculate the L2(Z) norm, we approximate the integral over Z by applying
second order trapezoidal quadrature rule in space.
5.6.1 Numerical Tests
The numerical test section is divided into two parts. In the first part, we set
up one specific test problem and run the Greedy algorithm with two different
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transformation matrices, where we apply different error calculations ∆µ. In this
way, we obtain for this particular test case the optimal error consisting of one
component ∆iµ. In a second test, we take this error ∆µ and run several test cases
with different combinations of desired dose D and cross section coefficients σt and
σs. These results are compared with the corresponding PN solution, where N is of
the same order as m, such that the resulting system dimensions are comparable.
5.6.1.1 Test 1 – Error Calculation
We fix the domain by setting L = 1 such that Z = [0, 1] and discretize Z with
M = 100 grid points.
Slab A
ZT [
3
10
, 4
10
]
ZR [
5
10
, 6
10
]
Table 5.1: Tumor and risk region setting for slab A. ZN = Z\(ZT ∪ ZR).
We set Z as in Table 5.1. In the objective functional J we set α ∈ L2(Z) as,
α(x) =

αT = 20, x ∈ ZT ,
αR = 50, x ∈ ZR,
αN = 1, x ∈ Z\(ZT ∪ ZR),
and β = 10−3. We apply homogeneous cross section parameter σt = 0.51 and
σs = 0.5 such that S4 is satisfied. As scattering phase function in (5.3) we apply
the Henyey-Greenstein scattering kernel s = sHG : Z × [−1, 1]→ R,
sHG(x, ν) =
1− g(x)2
4pi(1 + g(x)2 − 2g(x)ν)1/2 ,
presented already in Chapter 1.4. In our first test we set g ≡ 0 which models
isotropic scattering.
On the Greedy algorithm level we choose
∆µ = ∆
i
µ, i = 1, . . . , 12.
For P intK we take ones the interpolation operator, where the values for µ ∈ CIm are
linearly interpolated. In a second attempt we set Q(µ) = 0 respectively Ψ(µ) = 0
for µ ∈ CIm, which we will call dot–interpolation.
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The dimension of the dictionary is K = 80. The initial basis set is given by
Im = {−1, 1} and mmax = 10. We apply the transformation basis Bm as well
as Bmh,1 and compare the results in Table 5.2 errors for different ∆Im . The stated
errors correspond to the basis set of Im∗ , where
m∗ = argmin
m
‖D˜intm − (DK)∗‖, (5.20)
holds. We determine m∗ in this particular way, since our main task is to approxi-
mate the optimal dose by the reduced velocity method, cf. Remark 5.2.
We observe from Table 5.2, that the results concerning the transformation basis
choice Bm are mostly better in the |J˜ intm∗ − J∗|–error than for Bmh,1. For the control
error ‖Q˜intm∗ − Q∗‖ZK both basis types seem to be legit, but observing the dose
error ‖D˜intm∗ − D∗‖Z , basis choice Bmh,1 shows better results, which may be due to
the hierarchical structure of the basis as well as the higher dimension of the reduced
problem (P̂ (Imµ )). In this way, the reduced solution on which the decision of which
velocity element is going to be part in the basis set, is a better approximation.
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Figure 5.4: RVM solution for ∆9µ and B
m
h,1,m
∗ = 5.
The smallest error of ‖D˜intm∗−D∗‖Z given by the choice of ∆9µ and ∆10µ and it is
equal in both basis choices, i.e. they generate the same set Im∗ which is presented
in Figure 5.4. We consider in the following test ∆µ = ∆
9
µ to establish the Greedy
algorithm with basis transformation matrix Bmh,1, since this choice promises in
general better results of the requested dose error.
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Test 2 – Validation
In this second test, we fix the basis transformation matrix by Bmh,1 and the error
calculation by setting
∆µ = ∆
9
µ = ‖D̂µ −DKIm‖Z .
In this way, we obtain a Greedy algorithm which we use to solve several test cases
in order to analyze the algorithm by the quality of its solutions.
We set in all cases Z, α and β as in the previous section. We analyze different
slabs given by Table 5.1 as well as different inhomogeneous scattering coefficients,
cf. Table 5.4
Slab ZT ZR
A1 [ 3
10
, 4
10
] –
A2 [ 3
10
, 4
10
] [ 44
100
, 54
100
]
B1 [ 90
100
, 97
100
] –
B2 [ 90
100
, 97
100
] [ 5
10
, 6
10
]
B3 [ 90
100
, 97
100
] [ 76
100
, 86
100
]
C1 [ 3
10
, 4
10
] ∪ [ 90
100
, 97
100
] –
C2 [ 3
10
, 4
10
] ∪ [ 90
100
, 97
100
] [ 44
100
, 54
100
]
C3 [ 3
10
, 4
10
] ∪ [ 90
100
, 97
100
] [ 76
100
, 86
100
]
C4 [ 3
10
, 4
10
] ∪ [ 90
100
, 97
100
] [ 44
100
, 54
100
] ∪ [ 76
100
, 86
100
]
Table 5.3: Tumor and Risk regions of different slabs. ZN = Z\(ZT ∪ ZR).
Bone Tissue Type 1 Tissue type 2 Void like
σt 0.7 0.5 0.4 0.01
σs 0.65 0.49 0.39 0.009
Table 5.4: Different scattering coefficients σt and σs depending representing different
tissue types.
The different scattering coefficient from Table 5.4 are arranged as in Table 5.5.
By combining slabs and scattering coefficient we obtain a wide spectrum of test
cases simulating different situation which may occur similar in radiation therapy.
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ZBone ZType2 ZV oid
τ1 – – –
τ2 [
7
100
, 12
100
] ∪ [ 7
100
, 12
100
] – [ 15
100
, 35
100
] ∪ [ 65
100
, 85
100
]
τ3 [
6
100
, 12
100
] ∪ [ 88
100
, 93
100
] – [0, 3
100
] ∪ [ 98
100
, 1]
τ4 – [
35
100
, 50
100
] ∪ [ 65
100
, 80
100
] –
Table 5.5: Different inhomogeneous scattering coefficient setups depending on x ∈ Z.
ZType1 = Z\(ZBone ∪ ZType2 ∪ ZV oid).
Comparison with PN Approximation
The PN approximation was introduced in Chapter 3 for the Fokker Planck equation
in slab geometry. The Ansatz is the same for the steady state equation and given
given by the system of ordinary differential equations [76, 167]
∂x
(
l + 1
2l + 1
ψl+1 +
l
2l + 1
ψl−1
)
+ σtψl = σsclψl +Ql, ∀ l = 0, . . . , N.
We compare our solution calculated with the the basis set Im with the one resulting
from the PN approximation, such that N odd and N = max{m,m + 1}. In this
way, the system of ordinary differential are of comparable dimension.
Results
In Table 5.6 we present the results of the different tests. We observe, that in
almost all test cases with scattering setting τ1, τ3 or τ4 the dose related error is in
the order of O(∆x) which we expected. The approximation calculated by RVM
dominates in these cases the PN solution. Exemplary Figure 5.5 shows the result
for slab B3 and scattering coefficient τ3.
For τ2, however, the dose error in Figure 5.6 is significant larger for RVM solu-
tions. This scattering setting consists of regions where the scattering coefficients
σt and σs differ in several orders of magnitude. The two relative large void like re-
gions model for instance the lungs. Figure 5.6 shows slab B2 with scattering setup
τ2. One can observe by the dose profile, that the void like region, which begins
approximately in the center of the tumor, receives significant more dose than by
the true control. The optimal control (QK)∗ has a distinctive peak at the right
hand side of the tumor (x = 0.4) with negative velocity, thus the beam points into
the tumor. The reduced control has not such an distinctive control and emits at
the same position particles in almost every negative velocity direction which leads
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m∗ ‖D˜ −D∗‖Z ‖DPN −D∗‖Z m∗ ‖D˜ −D∗‖Z ‖DPN −D∗‖Z
Slab τi g = 0 g=0.8
A1 1 10 0.056611 0.0991303 11 0.0325607 0.0786679
A1 2 10 0.366849 0.1434 8 0.41768 0.104607
A1 3 8 0.0702739 0.108782 12 0.0715431 0.0694768
A1 4 9 0.0259245 0.144944 12 0.0254994 0.0809699
A2 1 10 0.0199067 0.134952 10 0.019885 0.153127
A2 2 7 0.12135 0.134017 6 0.0962244 0.197758
A2 3 10 0.019937 0.133735 6 0.0217473 0.120325
A2 4 10 0.0194742 0.156139 7 0.0667091 0.150941
B1 1 5 0.0172783 0.0843019 5 0.0176942 0.0618311
B1 2 12 0.111781 0.125465 6 0.227648 0.129088
B1 3 13 0.0842263 0.0845247 14 0.0960638 0.0683254
B1 4 5 0.0176844 0.100058 5 0.0181342 0.0503601
B2 1 5 0.0168632 0.0884922 5 0.0171743 0.0646248
B2 2 6 0.23006 0.160414 10 0.28723 0.151322
B2 3 6 0.0888925 0.085545 15 0.0809152 0.0738812
B2 4 5 0.0170198 0.100277 5 0.0175282 0.0752333
B3 1 7 0.0861024 0.0952451 7 0.0870181 0.0505282
B3 2 13 0.0469549 0.133471 13 0.0586469 0.0662298
B3 3 6 0.0445809 0.0893828 6 0.0445176 0.0370107
B3 4 15 0.0327119 0.11865 7 0.0942283 0.0522149
C1 1 5 0.030839 0.141761 5 0.0309356 0.120573
C1 2 15 0.102244 0.136286 7 0.261911 0.114246
C1 3 15 0.102652 0.133401 13 0.105014 0.1196
C1 4 6 0.0392043 0.147828 5 0.0373486 0.110004
C2 1 15 0.0892466 0.158163 15 0.0846626 0.159752
C2 2 5 0.152654 0.271914 5 0.154062 0.289226
C2 3 12 0.0394209 0.173728 9 0.0876376 0.171092
C2 4 11 0.0346517 0.202752 12 0.0346242 0.221834
C3 1 8 0.111136 0.158841 10 0.112926 0.0913566
C3 2 13 0.332932 0.171419 12 0.400533 0.131579
C3 3 7 0.0544363 0.155094 11 0.149139 0.0961544
C3 4 8 0.114178 0.185834 8 0.11593 0.0937106
C4 1 13 0.0154515 0.188772 13 0.0434612 0.17994
C4 2 15 0.0884774 0.177801 6 0.194678 0.240309
C4 3 13 0.0665936 0.182744 12 0.0677089 0.18347
C4 4 15 0.0426109 0.216542 15 0.0427154 0.202474
Table 5.6: Error analysis for different slab and scattering combinations, g ≡ 0 and
g ≡ 0.85, calculated with RVM setting (Bmh,1,∆µ = ∆9µ, mmax = 15). Here, m∗ is given
by (5.20), where mmax = 15.
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Figure 5.5: RVM solution for slab B3, scattering setting τ3 and g = 0.
to a higher dose in the void like region, even if the maximum amount of reduced
control (9) is just half of the true control (15). Never the less, the dose profile at
the risk region is very good approximated as the dose profile shows.
If we set mmax = 40 in the particular case (B2, τ2), the best approximation
is given for m∗ = 35 with‖D˜ − D∗‖Z = 0.0564508. Nevertheless suggest these
results, that the RVM method is not capable to obtain reliable treatment plans
for tumors with huge density differences, at least not in the chosen Greedy setting
(∆9µ, B
m
h,1). This is also underlined in Figure 5.5, where a void like region is given
in Z = [0.98, 1] and we observe a major peak in the dose distribution in this area.
In Figure 5.7, we present the results of Slab C4 with scattering setting τ1
for two different anisotropy factors g ∈ {0, 0.8}. Both cases approximate the
corresponding optimal dose profiles acceptable except the sensitive region ZR =
[0.44, 0.54], where the forward peaked case, g = 0.8 shows an higher dose. By
comparing the obtained basis sets I13, we note that the Greedy algorithm picked
µ = 0.4 in the case of g = 0 which leads to a better approximation of the velocity
integral and a pronounced control for (x, µ) ∈ [0.2, 0.4]× (0, 1], leading to a better
dose approximation.
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Figure 5.6: RVM solution of slab A2, scattering setting τ2 and g = 0.
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Figure 5.7: RVM solution for g = 0 and g = 0.8 of slab C4 with scattering setting τ1.
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5.7 Conclusion and Outlook
We presented a new developed Reduced Velocity Method based on a Greedy algo-
rithm to determine a velocity basis set on which the discretization of the optimal
control problem governed by the steady state Boltzmann equation is based on. We
developed a model reduction of the transport model and verified the functionality
for a specific error calculator. The presented results show in a reasonable number of
test cases a better approximation of the true solution than the PN approximation
at the same level of discretization points.
Unfortunately shows the RVM method difficulties in approximating strongly
inhomogeneous media. This limits the application in the sense, that just treatment
plans of specific tumor types will obtain reliable results.
One might argue, that the choice of Greedy settings by the result of one test
case is not authoritative. Thus, we suggest a model optimization using optimal
experimental design [130] to determine the best Greedy setting (∆µ, B
m).
The numerical results show, that investigations on the existence of error bounds
independent of the true solution QK and further independent of the dictionary
dimension K are reasonable if further improvement on the error choice ∆µ will be
successful. Furthermore can this technic be directly applied to other steady state
radiative transfer problems with different scattering kernels.
A further task in case of successive error estimation is the extension of the pre-
sented method to energy dependent equations like the Boltzmann continuous slow-
ing down equations, the Fokker–Planck model or the Boltzmann–Fokker–Planck
model as well as the relaxed Boltzmann equation. Here, the reduced velocity basis
construction has to be extended for energy, respectively time depending problems.
One idea is to use POD modes [164] as basis elements which is done in the RB
method for parabolic problems [78].
Consequently, the method shall be extended to two and three space dimen-
sions. Depending on assumptions on the scattering kernel (axially symmetrical),
the method can directly be applied to two space dimensions, since the velocity
space dimension is equivalent. Three space dimensions induce a two dimensional
dictionary IK ⊂ [−1, 1]× (−pi, pi]. One might have to add symmetry assumptions
on the chosen velocity basis set [107].
Chapter 6
Conclusion
In this work we provide Numerical Methods for Boltzmann Equations in Radiother-
apy Treatment Planning. An overview of recent considered deterministic particle
transport models used in dose calculation is given. All models obtain existence
and uniqueness results under physical reasonable assumptions. The second chap-
ter is dedicated to optimal treatment planning by the introduction of an optimal
control problem adapted to the requirements in dose optimization. Here we apply
boundary as well as distributive source controlled transport models as constraints
in order to model teletherapy and brachytherapy. Advantages of structural infor-
mations of the associated particle transport models are exploited and we introduce
corresponding first order optimality conditions.
Numerical methods provided in Chapter 3 and 4 deal in particular with first
order optimality systems. We show that if the Fokker–Planck approximation will
be discretized applying a PN -approximation, the first discretize then optimize ap-
proach is equivalent to the first optimize then discretize one. The assumption, that
Marc boundary conditions have to be applied, does not affect the dose optimiza-
tion.
Adjoint equations are strongly related to gradients an thus they are an impor-
tant part in most optimization algorithms. It is important to obtain consistent
optimality systems, in particular for relaxation systems in their asymptotic limit.
In chapter 4, we proof asymptotic preserving of an OCP governed by the relaxed
Boltzmann equation, which is derived from the Boltzmann Continuous Slowing
Down approximation. The applied IMEX Runge–Kutta method to discretize the
energy component allows accurate treatment plans as numerical results show.
Finally, the RVM method is developed to overcome the problem of high dimen-
sional phase space discretization. The integral part is a model reduction of low
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dimensional transport models in order to solve finite dimensional linear optimiza-
tion problems to obtain efficient and reliable error calculations. The Greedy sample
constructed on this error calculations perform very well for slight inhomogeneous
media, as solutions calculated by the corresponding low dimensional OCPs proof.
For many cancer types, the RVM methods obtains reliable dose optimization.
Computer supported radiation and imaging technics are constantly developing
and demand for innovative algorithms to take advantage of the improvements.
Concluding, present this dissertation new numerical methods capable do deal with
recent challenges in radiotherapy treatment planning. Unfortunately, the results
of this dissertation close the gap just very slightly.
Appendix A
Theorems and Lemmata
In this part, we recall used theorems from several books, we used to proof in
particular existence and uniqueness results and optimality conditions. The here
cited proofs are aligned to our notation and might contain relaxed assumptions
where it is possible.
Theorem A.1. [119, The´ore`me 1.1] Let X be a Hilbert space provided with its
inner product (·, ·), and its associated norm ‖·‖. Let Φ be a subspace of X, provided
with a pre Hilbertian norm ‖ · ‖Φ, such that the injection Φ ↪→ X is continuous.
We consider a bilinear form E:
E : X × Φ→ R, (ψ, ϕ) 7→ E(ψ, ϕ),
such that E(·, ϕ) is continuous on X for any fixed ϕ in Φ and such that
|E(ϕ, ϕ)| ≥ α‖ϕ‖2Φ; ∀ϕ ∈ Φ;α > 0. (A.1)
Then given a linear form L in Φ∗ (an apostrophe ∗ marks the dual space), there
exists a solution ψ in X of the problem
E(ψ, ϕ) = L(ϕ); ∀ϕ ∈ Φ. (A.2)
Proof of Theorem A.1. Hence for all ϕ ∈ Φ : ψ 7→ E(ψ, ϕ) is bounded in X, by
Theorem of Riesz exists a linear operator K
K : Φ→ X;ϕ 7→ Kϕ, (A.3)
so that
E(ψ, ϕ) = (ψ,Kϕ)X . (A.4)
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K induces a one-to-one mapping from Φ in X in the following way. Let Kϕ = 0.
From (A.4) and assumption (A.1) it follows ϕ = 0 and therefore, K is injective.
We define KΦ = A, then is R0 : A → Φ the inverse function of K. R0 is
continuous on A to Φ, where A is provided with the topology induced from X. To
show, let Kϕ = a and ϕ = R0a. Then again by (A.1), (A.3) and the continuous
embedding of Φ into X we get
α‖R0a‖2Φ ≤ |E(ϕ, ϕ)| = |(ϕ,Kϕ)X | ≤ ‖ϕ‖X‖Kϕ‖X ≤c1‖ϕ‖Φ‖Kϕ‖X ,
and further
‖R0a‖Φ ≤ c1
α
‖a‖X . (A.5)
Thus, R0 can be continuous extended on the closure of A and because of the
linearity we have
R0 : A = B → Φ̂,
where Φ̂ is the completion with respect to the norm of Φ. A continuation from L
on Φ̂ gives the Riesz representation of L by
ϕ 7→ L(ϕ) = (ξL, ϕ)Φ, where ξL ∈ Φ̂.
By (A.2) and (A.4) we know (ψ,Kϕ)X = (ξL, ϕ)Φ for all ϕ ∈ Φ. Using Kϕ = a
and ϕ = R0a we get
(ψ, a)X = (ξL, R0a) = (ξL, R0a)Φ ∀a ∈ A. (A.6)
Let P : X → B be the orthogonal projection operator, then R = R0P ∈ L(X, Φ̂)
holds and therefore
(ψ, a)X = (ξL, Ra)Φ = (R
∗ξL, a)X ∀a ∈ A,
where R∗ ∈ L(Φ̂, X) is the adjoint operator to R.
Finally, there exists a solution for (A.6) given by ψ = R∗ξL ∈ X.
Theorem A.2 (Chapter. XXI, 3, Theorem 3, [55]). Suppose that the data for the
problem
∂u
∂t
+ ν · ∇u+ Σu = Ku+Q, in Z × S2 × [0, T ],
u(·, ·, t)|Γ− = 0, t ∈ (0, T ),
u(·, ·, 0) = 0, on Z × S2,
(A.7)
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satisfies:
Σ ∈ L∞(Z × S2), Σ ≥ 0,
K is the operator defined for all ϕ ∈ L2(Z×S2) by Kϕ(x,Ω) = ∫S2 f(x,Ω′,Ω)φ(x,Ω′) dΩ′
where the given data f is a positive function satisfying for M1,M2 ≥ 0∫
S2
f(x,Ω′,Ω) dΩ ≤M1, ∀ (x,Ω′) ∈ Z × S2,∫
S2
f(x,Ω′,Ω) dΩ′ ≤M2, ∀ (x,Ω) ∈ Z × S2.
Further let
Q ∈ L2 (Z × S2 × (0, T ))
Then problem (A.7) has a unique solution u in the space
W2 =
{
u ∈ L2 (Z × S2 × (0, T )) ∣∣∣ ∂u
∂t
+ ν · ∇u ∈ L2 (Z × S2 × (0, T ))
u(·, ·, t)|Γ− ∈ L2
(
Z × S2 × (0, T ), (Ω · n)− dx dΩ dt
)}
We have
u ∈ C ([0, T ];L2(Z × S2)) .
If further Q is such that
Q ∈ C1 ([0, T ];L2(Z × S2)) ,
then u is a strong solution of (A.7). If Q ≥ 0, then u ≥ 0.
The next theorem is slightly modified compared to the originally one. This
modification is done with respect to a remark on the proof in [160] and the proof
therein also proofs the presented theorem.
Lemma A.3. [Lemma 2.21, [160]] Qad denote a nonempty and convex subset of
a real Hilbert space Q, and let the real–valued mapping f be Gaˆteaux differentiable
in an open subset of Q containing Qad. If q∗ ∈ Qad is a solution to the problem
min
q∈Qad
f(q)
then it solves the variational inequality
〈f ′(q∗), q − q∗〉Q ≥ 0 ∀ q ∈ Qad (A.8)
Conversely, if q∗ ∈ Qad solves the variational inequality (A.8) and f is convex,
then q∗ is a solution to the minimization problem minq∈Qad f(q).
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Theorem A.4. [Theorem 6.2, [160]] Suppose that L(u, λ∗) = J(u)−〈λ∗, E − ψ〉H∗,H
with J a convex functional and a convex operator G(u) : U → H, is Gaˆteaux dif-
ferentiable in u∗, where u∗ is a saddle point of L.
Then we have the variational inequality
DuL(u∗, λ∗)(u− u∗) ≥ 0 ∀ u ∈ (A.9)
Appendix B
Structures
Legendre Polynomials
Legendre polynomials are a class of orthogonal polynomials in L2(−1, 1), named
after french mathematician Adrien-Marie Legendre (1752–1833). We present a
compact definition and the main properties of Legendre polynomials. One way
to define the polynomials Pl, l ∈ N is by the solution of Legendre’s differential
equations, [93],
∂
∂µ
(
(1− µ2)∂Pl(µ)
∂µ
)
+ l(l + 1)Pl(µ) = 0, ∀ l ∈ N, (B.1)
With P0(µ) = 1 and P1(µ) = mu, one can also obtain the Legendre polynomials
by the following recursion relation
µPl(µ) =
1
2l + 1
((l + 1)Pl+1(µ) + lPl−1(µ)) , ∀ l ∈ N, l ≥ 2. (B.2)
They can further be presented by Rodrigues–Formula, [11]
Pl(µ) =
1
2ll!
dl
dxl
[(µ2 − 1)l], ∀ l ∈ N. (B.3)
They form an orthogonal basis of the space of polynomials with respect to the
standard scalar product on [−1, 1], i.e.∫ 1
−1
Pk(µ)Pl(µ) dµ =
2
2l + 1
δkl, ∀ l ∈ N. (B.4)
where δkl is the Dirac function.
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List of Globally Stiﬄy Accurate IMEX Schemes
Basically every combination of one implicit and one explicit Runge–Kutta scheme
form an IMEX scheme. The incomplete list we present, contain invariably globally
stiﬄy accurate DIRK IMEX schemes of type A, CK and ARS.
To denote each IMEX scheme we use the following convention for the names of the
schemes: Acronym(σE, σI , k),where σE denoting the effective number of stages of
the explicit, σI of the implicit scheme. and k the combined order of accuracy.
IMEX schemes of 1st Order
0 0 0
1 1 0
1 0
0 0 0
1 0 1
0 1
Table B.1: ARS(1,1,1) [12], First order GSA and type CK scheme.
IMEX Schemes of 2nd Order
0 0 0 0 0
3/2 3/2 0 0 0
1/2 5/6 −1/3 0 0
1 1/3 1/6 1/2 0
1/3 1/6 1/2 0
1/2 1/2 0 0 0
5/4 3/4 1/2 0 0
1/4 −1/4 0 1/2 0
1 1/6 −1/6 1/2 1/2
1/6 −1/6 1/2 1/2
Table B.2: GSA(3,4,2), [85], Type A and GSA scheme of 2nd order.
0 0 0 0
γ γ 0 0
1 δ 1− δ 0
δ 1− δ 0
0 0 0 0
γ 0 γ 0
1 0 1− γ γ
0 1− γ γ
γ = 2−
√
2
2
δ = 1− 1
2γ
Table B.3: ARS(2,2,2) [12], Type CK and globally stiﬄy accurate scheme (GSA).
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0 0 0 0 0
1/3 1/3 0 0 0
1 1 0 0 0
1 1/2 0 1/2 0
1/2 0 1/2 0
1/2 1/2 0 0 0
2/3 1/6 1/2 0 0
1/2 −1/2 1/2 1/2 0
1 3/2 −3/2 1/2 1/2
3/2 −3/2 1/2 1/2
Table B.4: DP1-A(2,4,2), [61], Type A scheme of 2nd order and GSA.
0 0 0 0 0
0 0 0 0 0
1 0 1 0 0
1 0 1/2 1/2 0
0 1/2 1/2 0
γ γ 0 0 0
0 −γ γ 0 0
1 0 1− γ γ 0
1 0 1/2 1/2− γ γ
0 1/2 1/2− γ γ
Table B.5: DP2-A(2,4,2), [61], Type A scheme of 2nd order and GSA for γ = 13 .
0 0 0 0
1/2 1/2 0 0
1 1/2 1/2 0
1/3 1/3 1/3
1/4 1/4 0 0
1/4 0 1/4 0
1 1/3 1/3 1/3
1/3 1/3 1/3
Table B.6: SSP2(3,3,2) [133], Type A and implicit stiﬄy accurate scheme (ISA).
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0 0 0 0 0 0
1/2 1/2 0 0 0 0
2/3 11/18 1/18 0 0 0
1/2 5/6 −5/6 1/2 0 0
1 1/4 7/4 3/4 −7/4 0
1/4 7/4 3/4 −7/4 0
0 0 0 0 0 0
1/2 0 1/2 0 0 0
2/3 0 1/6 1/2 0 0
1/2 0 −1/2 1/2 1/2 0
1 0 3/2 −3/2 1/2 1/2
0 3/2 −3/2 1/2 1/2
Table B.7: ARS(4,4,3), [12], Type ARS scheme and globally stiﬄy accurate, (GSA).
0 0 0 0 0 0
1 1 0 0 0 0
2/3 4/9 2/9 0 0 0
1 1/4 0 3/4 0 0
1 1/4 0 3/4 0 0
1/4 0 3/4 0 0
0 0 0 0 0 0
1 1/2 1/2 0 0 0
2/3 5/18 −1/9 1/2 0 0
1 1/2 0 0 1/2 0
1 1/4 0 3/4 −1/2 1/2
1/4 0 3/4 −1/2 1/2
Table B.8: BPR(3,5,3), [36], Type CK scheme and globally stiﬄy accurate, (GSA).
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