A dedicated, efficient Monte Carlo (MC) accelerator head model for intensity modulated stereotactic radiosurgery treatment planning is needed to afford a highly accurate simulation of tiny IMRT fields. A virtual source model (VSM) of a mini multi-leaf collimator (MLC) (the Elekta Beam Modulator (EBM)) is presented, allowing efficient generation of particles even for small fields. The VSM of the EBM is based on a previously published virtual photon energy fluence model (VEF) (Fippel et al 2003 Med. Phys. 30 301) commissioned with large field measurements in air and in water. The original commissioning procedure of the VEF, based on large field measurements only, leads to inaccuracies for small fields. In order to improve the VSM, it was necessary to change the VEF model by developing (1) a method to determine the primary photon source diameter, relevant for output factor calculations, (2) a model of the influence of the flattening filter on the secondary photon spectrum and (3) a more realistic primary photon spectrum. The VSM model is used to generate the source phase space data above the mini-MLC. Later the particles are transmitted through the mini-MLC by a passive filter function which significantly speeds up the time of generation of the phase space data after the mini-MLC, used for calculation of the dose distribution in the patient. The improved VSM model was commissioned for 6 and 15 MV beams. The results of MC simulation are in very good agreement with measurements. Less than 2% of local difference between the MC simulation and the diamond detector measurement of the output factors in water was achieved. The X, Y and Z profiles measured in water with an ion chamber (V = 0.125 cm 3 ) and a diamond detector were used to validate the models. An overall agreement of 2%/2 mm for high dose regions and 3%/2 mm in low dose regions between measurement and MC simulation for field sizes from 0.8 × 0. 16 × 21 cm 2 was achieved. An IMRT plan film verification was performed for two cases: 6 MV head&neck and 15 MV prostate. The simulation is in agreement with film measurements within 2%/2 mm in the high dose regions ( 0.1 Gy = 5% D max ) and 5%/2 mm in low dose regions (<0.1 Gy).
16 × 21 cm 2 was achieved. An IMRT plan film verification was performed for two cases: 6 MV head&neck and 15 MV prostate. The simulation is in agreement with film measurements within 2%/2 mm in the high dose regions ( 0.1 Gy = 5% D max ) and 5%/2 mm in low dose regions (<0.1 Gy).
(Some figures in this article are in colour only in the electronic version)
Introduction
The design parameters of the multi-leaf collimator (MLC) such as leaf width, intra-and interleaf transmission have significant impact on MLC-based treatment plans, such as intensity modulated radiotherapy (IMRT), 3D conformal radiotherapy or conformal/IMRT stereotactic radiosurgery. The latter is used to treat small, usually irregularly shaped brain lesions with a large number of small IMRT fields. The impact of the MLC leaf width on the quality of dose distribution has been studied by various authors (Monk et al 2003 , Jin et al 2005 , Topolnjak et al 2007 . The results suggest that the use of a narrow leaf MLC could result in better sparing of small organs at risk (OAR). Recently, an accelerator with a fully integrated mini MLC (Elekta Beam Modulator TM (EBM)) was presented with 40 leaf pairs of 4 mm width each and a maximum field of 16 × 21 cm 2 . The dosimetric parameters of the EBM were reported by Patel et al (2005) with the conclusion that the design of EBM is ideal for clinical use.
Along with the IMRT plan delivery goes a high accuracy of dose distribution calculation. The potentially most accurate method for dose calculation is Monte Carlo (MC). MC simulates the particle transport in the head model and then in the patient/phantom. The second step is initiated with parameters of the head model recorded as phase space data. Therefore, the final accuracy of the dose distribution depends on the quality of the description of the phase space.
Several general purpose MC codes such as BEAMnrc (Kawrakow and Rogers 2000) , MCNP (Briesmeister 2000) , Penelope (Salvat et al 2003) , Geant (Agostinelli et al 2003) are available for use in radiotherapy. These codes are suitable to generate the phase space based on the full MC simulation of the geometrical model of the accelerator head. The full MC simulation of the MLC can be too time consuming, especially for the large number of tiny IMRT fields present in IMRT radiosurgery plans. In order to reduce the computation time, the simulation result of the patient-independent part of the accelerator head is stored in a phase space file and used to simulate the transport of the particles though the beam modulators (MLC, jaws, wedges, etc) .
Besides the full MC simulation of the accelerator head geometry, various simplified models based on the concept of virtual source modelling (VSM) exist, which provide a compressed description of the phase space , Ma et al 1997 , Liu et al 1997 , Jiang et al 2000 . The VSMs use a set of virtual sources representing the main components of the treatment beam (e.g. primary photons, head scatter, electron contamination) by a set of analytical functions or histograms with parameters derived from dosimetric measurements or a full MC simulation. The advantage of the VSM is that particle generation is very fast compared to full simulation, and sampling efficiency is not limited by the size of a phase space file. The VSM is also considerably less complex numerically and it does not require detailed knowledge of the accurate head geometry which makes it more portable to variable designs of the linac head.
The advantages of the VSM convinced us to revisit one of the previous VSM approachesthe virtual energy fluence (VEF) model for photon beams which has been in clinical use since 2002 (Alber et al 2003) . Our goal is to use the VEF for accurate and fast simulation of the EBM.
The VEF is based on three virtual sources: the primary photon source, the secondary photon source and the electron contamination source. Virtual sources are described by geometrical parameters and energy spectrum parameters. The geometrical parameters are the primary photon contribution P 0 , the standard deviations σ 0 and σ s of the Gaussian intensity distribution of the primary and secondary photon sources, and the primary fluence correction parameters h i,i=1,...,5 which account for the central depression or the horn effect. The energy spectrum parameters are the minimum photon energy E min , the maximum photon energy E max , free fitting parameters (l, b) of the photon energy spectrum function and the weight of the electron contribution. The geometrical parameters are derived from measurements in air with an ion chamber with a build-up cap determined by the primary fluence distribution. The energy spectrum parameters are derived by a fit of a calculated to a measured depth dose curve (DDC) in water.
The VSM relies on the quality of the commissioning data. Large uncertainties are to be expected for fields smaller than 3 × 3 cm 2 due to the finite size of the ion chamber with build-up cap (Haryanto et al 2002) . The finite size of the detector biases the penumbra width of the measured cross profiles (Sibata et al 1991 , Metcalfe et al 1993 , Laub and Wong 2003 . The false information about penumbra width and lack of commissioning data for small fields results in a wrong estimate of the primary photon source size (σ 0 ).
A large field DDC is used to fit the energy parameters by superposition of a set of monoenergetic dose kernels. The fit result need not be optimal for the full range of field sizes available at the modelled linac. Determining energy spectrum parameters of the beam model from large field DDC can lead to errors in the primary photon energy spectrum that become visible only at the smallest field size, where head scatter is effectively blocked out. These errors can be compensated by secondary particle fluence in the case of large field simulations, but for small fields, the individual components of the photon beam need to be precise.
The following refinements of the existing VEF model are discussed in this paper:
• a method to determine the size of the primary source diameter • a more realistic primary photon energy spectrum • the influence of the flattening filter on the secondary spectrum • a transmission filter for accurate and fast particle tracking through the leaves.
These effects allow accurate modelling of the EBM for a wide range of field sizes and shapes as relevant for high-precision IMRT treatment and stereotactic applications.
Materials and methods

The collimation system of the mini-MLC.
The collimation system of the EBM consists of the primary collimator, the tungsten millstone, the fixed diaphragms and the mini-MLC with 40 leaves ( figure 1(a) ). Each MLC leaf has 4 mm width at isocentre and can move along the full width of the field defined by the fixed diaphragms (i.e. 16 × 21 cm 2 in the isocentre plane). The EBM can produce the smallest field size of 4 × 1 mm 2 in an arbitrary location inside the maximum field range of 16 × 21 cm 2 . There is no tongue&groove design in the mini-MLC. The leaves have plain sides but the assembly is tilted in such a way that the interleaf gaps do not point at the photon source. The lack of movable jaws in the collimation system causes an increased amount of radiation passing through the mini-MLC in the entire maximum field area. The dosimetric properties of the EBM were examined by Patel et al (2005) and the interleaf leakage and the leaf transmission were found to be 1.7% and 1.0% respectively. The fixed size tungsten millstone shields the back end of the leaves and it is greater than the maximum field size of the mini-MLC.
The virtual source model geometry
The primary photon source is located at the target position z 0 = 0 cm and the secondary photon source as well as the electron contamination source are located at the base of the flattening filter (z s = 16 cm from the target). The beam modifier plane is located at z m = 39 cm distance from the target, i.e. at the position of the upper edge of the mini-MLC (figure 1(b)).
Commissioning data and verification data
The commissioning data were measured in air and in water for a 6 MV and 15 MV photon beam with a PTW-31010 (V = 0.125 cm 3 ) ion chamber. In-air measurements required a brass build-up cap . The cross profiles (CP) and depth-dose curves were measured for various field sizes 2.4 × 2.4, 4 × 4, 8 × 8, 9.6 × 10.4, 16 × 16, 16 × 21 cm 2 in air at 85 cm, 100 cm and 115 cm source-detector distances (SDDs). The measurements in water were two depth-dose curves for 2.4 × 2.4 cm 2 and 9.6 × 10.4 cm 2 . All measurements were normalized to the measured output factors (OFs) relative to the reference point. The reference point for air measurements was at source-chamber distance SCD = 100 cm measured for the field size 16 × 21 cm 2 . For water measurements, the reference point was measured for the field size 9.6 × 10.4 cm 2 at 10 cm depth in a water phantom placed at source-surface distance SSD = 100 cm.
The high resolution measurements were performed with a diamond detector. The OFs at 5 cm depth in a water phantom placed at SSD = 95 cm were measured for fields 0.8 × 0.8 and 1.6 × 1.6 cm 2 in the central axis (CAX).
The VSM models were validated by comparing MC simulations with measurements. The verification data were depth-dose curves and cross profiles (CPs) for various field sizes (2.4 × 2.4, 4 × 4, 8 × 8, 9.6 × 10.4, 16 × 16, 16 × 21 cm 2 ) measured in the water phantom (SSD = 100 cm) with the PTW-31010 (V = 0.125 cm 3 ) ion chamber. The cross profiles of the small fields (0.8 × 0.8, 1.6 × 1.6 cm 2 ) were done with a diamond detector at 5 cm in the water phantom (SSD = 95 cm). The IMRT plan verification examples were performed with a radiographic film (KODAK, X-OMAT) in a water-equivalent solid phantom.
MC simulations
The MC simulations were performed with the fast MC code XVMC (Kawrakow et al 1996 , Fippel 1999 , implemented in the inverse MC-TPS Hyperion. The following voxel sizes/statistical uncertainties were chosen: (2 mm) 3 /2% for verification of the measurements in the water phantom with the PTW-31010 (V = 0.125 cm 3 ) ion chamber, (1 mm) 3 /1% for the diamond detector measurements of the small fields and (2 mm) 3 /1% for film verification of the IMRT plans. The time of simulation was determined by the number of histories simulated in a water phantom/patient which vary with field size, voxel size and statistical uncertainty. The required number of particles is generated on-the-fly from the analytical function representing the phase space data in the scoring plane located in front of beam modifiers.
A method to determine the radial intensity distribution of the primary photon source
The commissioning measurements in air are used to determine the primary fluence distribution in the scoring plane located in front of the mini-MLC. The finite size of the detector makes it difficult to measure the real penumbra width of the profiles which is needed to evaluate the radial intensity distributions of the photon sources as described in Fippel et al (2003) . The photon source diameters estimated in this way tend to be too wide. This slightly wrong estimate does not influence the calculation result of the large fields since the primary source is fully exposed by the collimators. For small fields the collimator leaves are so close together that the entire source can no longer be seen from the measuring point. Also, the head scatter contribution of the photon beam for small fields is greatly reduced (Chaney et al 1994, Zhu and Bjarngard 1994) . The dose distribution for small fields depends almost entirely on the fluence and spectrum parameters of the primary photon source. In contrast, fluence properties of the primary source do not influence larger fields too much. Therefore, the primary spot diameter can be changed independently without disturbing other parameters of the model if additional commissioning measurements for small fields are given.
We propose a robust method to determine the real primary photon source size by means of a refinement of the parameters of the VSM evaluated with a standard commissioning procedure. This is done as follows:
(i) Evaluate the parameters of the VSM with a standard commissioning procedure .
(ii) Use a few additional fine resolution measurements of the central axis (CAX) OFs with a small size detector like a diamond detector, diode or radiographic film to adjust the primary photon source diameter.
Our idea is to reduce iteratively the primary photon source diameter (σ 0 ) until the agreement between measured and simulated OFs is achieved. We use the fact that the change of σ 0 influences significantly the CAX OFs for small fields while for larger fields OF is preserved (figure 2). The reduction of the primary photon source diameter makes the penumbra width of the calculated profiles narrower and closer to the real penumbra width measured with fine resolution measurement of the cross profiles (figure 5).
The photon energy spectrum
The formula for the photon energy spectra of the primary and secondary photon sources proposed by Fippel et al (2003) differs from the results of the full MC simulation performed with the BEAM code (Rogers et al 1995) . As a consequence, although a very good agreement was achieved around the reference field, i.e. 10 × 10 cm 2 , discrepancies in OFs for fields smaller than 3 × 3 cm 2 and for fields larger than 30 × 30 cm 2 were observed. Since a fit to only one large field DDC in water need not result in a unique set of spectrum parameters , we propose (1) a new energy spectrum formula (equation (1)) and (2) a multi-field fitting routine to fit the spectrum to DDCs of various fields sizes simultaneously. The multi-field fitting routine helps to find energy spectrum parameters which represent the beam properties in the whole available range of field sizes.
The proposed formula (equation (1)) describes the initial primary photon energy spectrum above the flattening filter.
where E-photon energy (MeV), N-normalization factor satisfying the condition:
dEp(E) = 1, l, b-free parameters determined by the fitting routine 1 MeV , E min , E max -minimum, maximum energy of the spectrum (MeV). The minimum energy E min = 0.25 MeV is a cut-off value of the photon energy spectrum. The remaining free parameters (l, b, E max ) are determined by minimizing the difference between calculated and measured DDCs. The calculated DDCs are a superposition of a set of monoenergetic photon DDCs weighted by the probability distribution p(E) (equation (1)) and one electron contribution DDC. The monoenergetic photon and electron data are calculated as described by Fippel et al (2003) after fitting the primary fluence distribution to measurements in air.
For multi-field fitting we use a small field size 2.4 × 2.4 cm 2 and a standard field size 9.6 × 10.4 cm 2 .
(a) (b) 
The influence of the flattening filter on the secondary spectrum
In the Fippel et al (2003) model, primary and secondary photons have the same energy spectrum. The energy of the secondary photons is corrected due to Compton interaction. Properties and the probability of Compton interaction are independent of the location in the flattening filter and the particle energy. The primary photon spectrum is not modified by the flattening filter along the CAX. The influence of the flattening filter on the primary photon spectrum is incorporated in the energy spectrum formula which corrects the mean energy with an off-axis softening function based on measured half-value layer (HVL) data of water versus a distance to the central axis for various narrow photon beams (Tailor et al 1998) .
In our approach we have implemented a model of absorption/scatter in the flattening filter, the primary photon spectrum before the flattening filter is modified by a flattening filter correction function f (µ, t).
f (µ(E), t (d, r, h)) = (µ(E) − µ(E max ))t (d, r, h)
(2)
where E photon energy (MeV), E max the maximum energy of photon energy spectrum (MeV), t (r, d, h ) effective thickness of the flattening filter representing the conical shape of the flattening filter 
The correction function f (µ, d, t) (equation (2)) models two effects:
(i) the energy-dependent absorption of primary photons, i.e. a warping of the primary spectrum,
(ii) energy-dependent enhancement of secondary photons, i.e. a warping of the secondary spectrum.
The photons that disappear from the primary spectrum (p 0 (E) − p 0 (E)) become a part of the secondary spectrum p S (E). Scattered particles are also partially absorbed by the filter; therefore, their spectrum is modified by the same term as the primary spectrum. This model of the flattening filter is purely phenomenological and hence depends on an effective thickness of the flattening filter. The effective thickness reflects the photon attenuation in the flattening filter, as a single scatter and a multiple absorption are not distinguished in the VSM. The effective thickness of the flattening filter is described by a geometrical function t (d, r, h) which is parametrized by the maximum effective thickness d on the central axis, the radius r of location of particle transit and the minimum thickness of flattening filter h ( figure 3(b) ). The maximum effective thickness is approximated as 1.5 times the nominal beam energy (which corresponds to approximately 0.7 of the maximum physical thickness of Elekta flattening filters). The radius r is set to 28 cm in the isocentre plane and h is set to half of d. The parameters d, r, h of the flattening filter functions were derived from a phase space analysis of a BEAMnrc model of the Elekta head for 6 and 15 MV (Dohm 2005) .
The correction function f (µ, d, t) (equation (2)) is used to calculate the monoenergetic data, so the spectra warping is already incorporated in the photon kernels. Therefore, the weighted fit of monoenergetic kernels (section 2.6) results in the photon energy spectrum before the flattening filter.
The probability model of the mini-MLC
Most of the time in the MC head modelling is spent on tracking particles through beam modifiers like jaws and MLC. Most of the simulated particles are lost in beam modifiers due to absorption or scattering. To increase the efficiency of the VSM, we propose to model the mini-MLC as a transmission probability filter (TPF). The idea is to transform the leaf thickness by divergent projections into an absorption map. A few approximations are made here, namely: (1) no energy dependence, (2) no generation of secondary particles (photons, electrons), (3) no consideration of extended sources, i.e. raytracing from a point.
In general, the TPF models the transmission of particles on different levels corresponding to the position of X-, Y-jaws and the MLC. Depending on how many levels of the TPF the photon has to pass between the source and the patient/phantom, the cumulative transmission probability is calculated.
The TPF is defined by two types of parameters: (1) geometrical parameters and (2) transmission probability parameters. The geometrical parameters define the positions of the transmission filter elements representing the beam modifiers, the tongue&groove structure of the MLC and the leaf tip radius. The transmission probability parameters are derived from measurements and represent the transmission through leaves, interleaf gaps and jaws.
The TPF of the EBM has to model only the mini-MLC. There is no tongue&groove structure and only three parameters of the TPF have to be provided, i.e. the transmission through leaves (1%), the interleaf transmission (1.7%) and the leaf tip radius. 
Results
Primary photon size adjustment
A very good agreement of the CAX OFs measured in water was achieved for fields larger than 2.4 × 2.4 cm 2 , i.e. for fields where the commissioning data were available (figure 4). The disagreement between the CAX OFs measured with a diamond detector and MC simulation for small fields was minimized by reducing the size of the primary photon diameter (section 2.5). Good agreement was achieved when the full width of half maximum (FWHM) was reduced from 3.6 mm for 6 MV and 4.1 mm for the 15 MV photon beam to FWHM = 2.5 mm in the isocentre plane (figure 4) for both energies. After this adjustment the agreement between the MC simulation and the diamond measurement of the OFs in water at depth 10 cm was better than 2%.
The adjusted size of the primary photon source also improved the agreement of the penumbra region of the cross profiles measured with the diamond detector (figure 5). The accurate representation of the penumbra width of crossplane profiles also depends on the proper modelling of the rounded leaf tips by the TPF (section 2.8).
The photon primary and secondary spectra warping by the flattening filter
The results of simulations of the VSM without the flattening filter correction function (equation (2)) have shown disagreement with measurements for the 15 MV photon beam model for small and large fields (figure 6). The disagreement for small fields due to errors in evaluation of the primary energy spectrum parameters (too many low energy photons) and for large fields is due to problems with the secondary photon contribution (too few low energy photons). This disagreement could be reduced by a change of the ratio of the primary/secondary contribution. This was sufficient for the 6 MV beam model but for the 15 MV it was not and implementation of the correction function (equation (2)) was required. The correction function (equation (2)) warps the primary and secondary spectra and eliminates the disagreement of the MC simulation with the measurements (figure 6).
Verification of a dose distribution in the water phantom
The acceptance criteria for a dose distribution measured in the water phantom were: less than 2% for high dose and low gradient regions (plateau of the cross profiles), 2 mm distance to agreement-DTA (build-up and penumbra region), 3% relative to CAX value in low dose and low gradient region (tail region) (Venselaar et al 2001) . All MC simulations were within the acceptance levels except for a few points that were out of tolerance due to statistical noise of the MC simulation. Exemplary comparisons of measurements and simulation of the lateral dose distribution (figure 7) and the DDCs (figure 6, solid and dotted lines) in a water phantom for 6 MV and 15 MV photon beams are presented.
IMRT plan verification
The quality of VSM was validated with clinical step and shoot IMRT plans. The plans were calculated with MC in a water phantom and measured with radiographic film in a solid, waterequivalent phantom. Figures 8 and 9 show two exemplary plans: a 6 MV head&neck (H&N) and a 15 MV prostate case, respectively. The beams containing 18 and 6 IMRT segments for the H&N and the prostate cases were chosen. The agreement of MC simulations and measurements were visualized by a γ -factor plot. The IMRT plans were evaluated with PTW-VeriSoft 2.11 (PTW-Freiburg) software (figures 8(b), 9(b)) by calculation of the γ -factor with the discretized data on a 0.5 mm grid resolution. The γ -plot values are calculated relative to the local value. Large uncertainties are expected in the low dose region. Therefore different criteria were chosen for the low dose region ( below 0.1 Gy) 5%/2 mm, and for the high dose region (more than 0.1 Gy) 2%/2 mm.
The results show very good agreement of the MC simulation against measurements except at a few locations where steep dose gradients are present. This can be caused by an averaging in the finite voxel dose grid or the uncertainties of film measurement.
The arbitrary profiles evaluated at a shallow depth (3 cm) and a greater depth (10 cm) show the capability of the VSM to model correctly the highly modulated dose distribution which can be achieved only by a set of tiny IMRT segments formed by the mini-MLC. 
Discussion and conclusion
For a clinical use of MC both the VSM and a full MC head model need to be commissioned from measurements. Either the parameters of the virtual sources of the VSM or the parameters of the primary electron pencil beam impinging on the target for the full model have to be derived. The advantage of the VSM is that details of the head geometry need not be known in detail, as long as the description of the relevant effects is comprehensive. The accuracy of the VEF model was sufficient for a 1 cm leaf width MLC where a good agreement with measurements for field sizes from 3 × 3 cm 2 to 30 × 30 cm 2 was achieved. Within this range of field sizes a partial cancellation of uncertainties in primary and secondary photon spectra or primary photon source diameter is acceptable. For fields smaller than 2 × 2 cm 2 the primary spectrum and source diameter need to be known precisely. The modification of the VEF model was necessary to improve the accuracy of tiny fields below 2.4 × 2.4 cm 2 . The VSM model improvements were (1) the method to determine the primary source diameter, (2) the accurate representation of primary photon spectrum and (3) the flattening filter energy spectrum enhancement. The efficiency of generating the particles for dose computation was significantly increased by developing the transmission filter which is capable of modelling interleaf leakage, leaf transmission and leaf tip transmission with the accuracy required for MC treatment planning systems. A very good agreement between MC simulation and validation measurements in water for fields in the range from 0.8 × 0.8 cm 2 to 16 × 21 cm 2 was achieved. The high precision of the dose computation with using the presented VSM model of the EBM was confirmed by film verification of exemplary IMRT plans. The demonstrated accuracy and a high efficiency of particle generation satisfy the requirements for a VSM implementation in a MC-TPS for clinical use in modern radiotherapy techniques.
