, as a braininspired machine learning algorithm, is closer to the computing mechanism of human brain and more suitable to reveal the essence of intelligence compared with Artificial Neural Networks (ANN), attracting more and more attention in recent years. In addition, the information processed by SNN is in the form of discrete spikes, which makes SNN have low power consumption characteristics. In this paper, we propose an efficient and strong unsupervised SNN named BioSNet with high biological plausibility to handle image classification tasks. In BioSNet, we propose a new biomimetic spiking neuron model named MRON inspired by 'recognition memory' in the human brain, design an efficient and robust network architecture corresponding to biological characteristics of the human brain as well, and extend the traditional voting mechanism to the Vote-for-All (VFA) decoding layer so as to reduce information loss during decoding. Simulation results show that BioSNet not only achieves state-of-the-art unsupervised classification accuracy on MNIST/EMNIST data sets, but also exhibits superior learning efficiency and high robustness. Specifically, the BioSNet trained with only dozens of samples per class can achieve a favorable classification accuracy over 80% and randomly deleting even 95% of synapses or neurons in the BioSNet only leads to slight performance degradation.
I. INTRODUCTION
PIKING Neural Network (SNN), as the third generation of neural network after Artificial Neural Network (ANN) , is attracting growing interest of researchers due to its biomimetic nature, low-latency computing mechanism, and high energy-efficiency [1] . At present, there are two approaches for the research of advanced SNN [2] : one is biomimetic modeling research based on neuroscience and the other is machine learning research oriented by computer science. However, most of the current SNN research tend to be oriented by computer science and lack the underlying foundation of biological structure and rules. In order to obtain a superior SNN, we combine these two approaches. Specifically, we design effective biomimetic spiking neuron model and network architecture based on neuroscience while refine the learning methods and encoding/decoding mechanism oriented by computer science.
The SNN algorithms for image classification can be divided into three categories: supervised [3] , unsupervised [4] , and semi-supervised [5] , as investigated in TABLE I. The supervised algorithms utilize the output of the SNN as instructor signal and adjust the synaptic weight to minimize the error function of the actual output and the target output. The unsupervised algorithms let the neurons adjust their own synaptic weights according to their own activities, which is similar to the process of real neurons in human brain [6] - [7] . The semi-supervised algorithms are combinations of two categories, consisting of partial supervised algorithms and partial unsupervised algorithms. Admittedly, the most research of SNN is developing supervised SNN algorithms and the present supervised SNN algorithms have yielded superior classification accuracy than unsupervised/semi-supervised SNNs. However, since there is no instructor signal in the human brain and the learning of the human brain can be regarded as unsupervised learning [8] , the unsupervised SNN is considered to possess more biological plausibility and more potential to imitate human brain.
In addition to the above algorithms of directly training SNN, some researchers proposed the methods of converting trained ANN to SNN [9] , in which an ANN is trained first, and then its connection weights are utilized in the SNN with same network architecture. Since the original ANN needs to be pruned before training and there is information loss in the conversion of the ANN into the SNN [10] , such methods make the converted SNN lose the potential to surpass ANN.
Spiking neuron model also is an important element of SNN algorithms. The earliest SNN model is Integrated-and-Fire (IF) RC circuit neuron model. Because of the ion diffusion effect of real neurons, the leaky current term is introduced to the basic model and a Leaky Integrate-and-Fire (LIF) model was proposed ('Leaky' means that the membrane potential of neuron decays as time goes on). Moreover, as investigated in TABLE M. Meng, X. Yang, S. Xiao, and Z. Yu are with the School of Electronics and Information Technology, Sun Yat-sen University, Guangzhou, 510006 China (e-mail: mengmy3@mail.sysu.edu.cn, yangxy266@mail2.sysu.edu.cn, xiaosh-lin@mail.sysu.edu.cn, yuzhiyi@mail.sysu.edu.cn).
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Mingyuan Meng ‡ , Xingyu Yang ‡ , Shanlin Xiao * , Member, IEEE, and Zhiyi Yu * , Senior Member, IEEE S II, the Hodgkin-Huxley (HH) model [21] is proposed through measuring the squid axon potential by voltage clamp and derived a series of improved neuron models such as Izhikevich model [22] . The Spike Response Model (SRM) is an extension of IF model [23] , so the LIF model can also be mapped into an SRM. The current spike neuron models used in SNN are mainly IF model, LIF model, and their corresponding SRM models. The models mentioned above all are membrane potential models, however, in the human brain, there are two kinds of synapses: electrical synapses and chemical synapses, meaning that, besides the electrical model, the neuron model can be extended to other types of models like natural information input model [24] , hierarchical temporal memory model [25] , and so on. The currently existing neuron models act inflexibly due to the independence of their responding process to information and separately processed parameters in them, limiting the information utilization. Their bound innate structures hinder the performance improvement of the network, which motivates us to construct a new flexible neuron model with more biological plausibility. Besides, in order to improve the learning and recognition capabilities, previous SNN algorithms with increasing network depth and complicated architecture lead to a larger number of learning samples and a longer training time needed [17] - [20] , which also encourages us to design a biomimetic network architecture with prominent biological characteristics of the human brain.
In this paper, inspired by the learning and computing characteristics of the human brain, we proposed a highly biomimetic unsupervised SNN named BioSNet. It not only performs prominent learning efficiency and high robustness but also possesses strong biological plausibility. Our network achieves state-ofthe-art result among current unsupervised SNN algorithms for image classification tasks on the MNIST/EMNIST data sets. The proposed BioSNet mainly has three contributions respectively in spike neuron model, network architecture, and decoding mechanism, respectively: 1) A new flexible spiking neuron model named MRON (Memory Reserved neurON). Inspired by the 'recognition memory' [26] of the human brain, we introduce the membrane potential retention behavior of brain neuron to MRON and the memory of the previous information's type for a period of time is preserved to be used in the future process of information. It's shown that MRON improves the classification accuracy and learning efficiency. 2) An efficient and robust network architecture based on the parallelism and redundancy characteristics of the human brain. Combined with our proposed Area-Competitive Learning (ACL), this network architecture improves the learning efficiency and robustness, enabling the BioSNet trained with only dozens of samples per class or suffering from random neuron/synapse deletion with 95% probability to still exhibit favorable classification performances.
3) An effective decoding mechanism designed to reduce the information loss in the process of output decoding. We call it Vote-for-All (VFA) voting mechanism and implemented it as a network layer named VFA decoding layer, which also enhances the classification performance of our BioSNet.
II. MOTIVATIONS

A. Bio-inspired Neuron Model
The human has a certain memory of the environment and things around him/her in the consciousness, and the memory gradually fades as time goes on. When the human is faced with the same or similar things again, the deep subconscious memory will be stimulated, thus enhancing the brain's ability to recognize and respond. Therefore, the human will feel familiar to these things due to the previously kept memory in the brain and this kind of memory is called 'recognition memory'. Similarly, we hope the spike neurons preserve the memory of the information's type after processing it, so that this neuron can recognize and process more quickly when receiving the same type of information again. Therefore, inspired by the 'recognition memory' of the human brain, we design a simple but efficient spiking neuron model named MRON (Memory Reserved neurON) possessing the similar memory effect. Concretely, a membrane potential preserved self-adaptive neuron model based on the incremental changes of the transmitter was designed, which makes the information of the past period of time act in the present and later responding process in the form of transiently transformed membrane potential. Moreover, because the discharge (namely fire a spike) capacity of each neuron is different, and the neurons in the refractory period can still accept the signal (spike) and per- form local depolarization, we design the MRON to perform hyperpolarization or depolarization according to the preserved memory of previous information's type when discharging. Besides, synaptic release of real neurons is quantized, the total amount of synaptic release is variable for a certain neuron and exhibits much more discrepancy among different neurons [27] . So, in BioSNet we quantify the synaptic release of MRON in the form of exponential fluctuations. Please read Section III-A for the details of MRON model.
B. Efficient and Robust Network Architecture
The human brain is considered to be an amazing learning and computational system that is worth researching and imitating, not only because it has a very superior ability to handle abstract and complex tasks, but also because it has extremely fast learning speed and ultra-high robustness against external interference and damage. Specifically, when facing cognition and classification tasks, the human brain can not only utilize very limited learning samples to quickly grasp the internal similarities and features of them but also show amazing performance even with external interference and damage. The internal architecture of the human brain is characterized by parallelism and redundancy [28] , meaning there are many similar structures learning in parallel and performing similar functions in the human brain, which actually is the reason for its extremely fast learning speed and ultra-high robustness. In contrast, current deep learning methods tend to increase the depth of a single feedforward network and complicate the structure of it in order to improve its learning and recognition capabilities [29] , leading to a large number of learning samples and a long training time needed to get a well-trained network. This trend also makes the network's learning ability highly dependent on its deep, complex multilayer architecture, which reduces network robustness because complex computing systems without any backup surely are vulnerable to external interference and damage.
In this paper, inspired by the internal architecture of the human brain, we design a biomimetic SNN architecture with surprising learning efficiency and high robustness, in which we increased the width of the network but reduced the depth. Specifically, our network consists of three parallel channels and each channel is much shallower (meaning fewer layers and filters included in this channel) than other popular SNN architecture [15] - [20] . These three channels perform similar functions but have different topology parameters to process features in different scales. In addition, we also propose ACL, dividing the whole network into several sub-networks that can learn and run in parallel to further improve the learning efficiency and robustness of the network. Please read Section III-B and Section III-C for the details of our network architecture and ACL.
C. Effective Decoding Mechanism
When applying the trained SNN to image classification tasks, we need to decode the output spike trains to attain the predicted results. At this time, an effective decoding mechanism can better extract the result information from the output spike trains, thereby significantly improving the classification performance. In general, unsupervised SNNs with rate-based input encoding use the voting mechanism for output decoding [15] - [16] , because the information processed by this type of SNN has been encoded into the rate of the spike trains and the voting mechanism can count the number of spikes emitted by each output neuron (Apparently, the number of spikes is proportional to the rate of the output spike train) to build the relationship between the output spike trains and the classification results. Specifically, the traditional voting mechanism is: First, assign a class to each output neuron based on its highest response to all classes of image over all training samples. Then, during classification each spike emitted by an output neuron is a single vote for the class assigned to this neuron. Finally, the class having the most votes is the predicted result of classification.
Obviously, the voting mechanism mentioned above causes information loss, because only one class is assigned to each output neuron but each output neuron is not only responsive to a single class in reality. For example, an output neuron may have strong responses for images in several classes. If we only assign one class to this output neuron based on its highest response, all spikes of this neuron will be considered as votes for this single class, resulting in information loss in decoding process. In order to avoid information loss in this process, we propose VFA voting mechanism and realized it as a network layer named VFA decoding layer. In this paper, we use VFA decoding layer as output layer in our designed BioSNet. The main distinction of VFA voting mechanism is that each output neuron votes for all classes (That's why we call it Vote-for-All), but the number of votes for each class depends on neuron's response to each class. Please read Section III-D for the details of VFA decoding layer.
III. BIOSNET DESIGN DETAILS
A. MRON Model and STDP Rule 1) MRON Modeling
In this section, the proposed MRON (Memory Reserved neu-rON) model is described in detail. The currently existing neuron models, such as the HH model, the LIF model, and the Izhikevich model, specify the actions of neurons in the constraints of their modeling processing, and lack the strain capacity and correction ability in some way. The existing neuron models don't retain and utilize their state variables of the previous moment after they fire a spike and when they prepare to enter the same phase of change in the next process. However, MRON applies the amount of transmitter changed over a period of time to adjust its membrane potential. We refer to neurotransmitter, neuropeptides, and other types (such as NO, CO, etc.) as transmitter, and use the formulas that conform to the general variation rules to quantify transmitter. The MRON model is defined as follows:
MRON is based on SRM and its membrane potential is:
where is a voltage constant indicating the resting potential, is the time constant of neuron potential, and represents the number of all the pre-synapses which connected to the postsynaptic neuron, 0 is the initial value of membrane potential, represents the time node of the first spike of one synapse (namely ith) in , and is the time when the neuron fires a spike. When the neuron's membrane potential reaches or exceeds potential threshold ℎ , it emits a spike to downstream neuron and enter a refractory period ( −^). At the end of refractory period, the potential will return to and then make a certain adjustment ∆ of potential. And, the triggered by the i th spike:
There are two types of synapses in human brain: excitatory synapse and inhibitory synapse. Excitatory pre-synapses triggers EPSP (excitatory postsynaptic potential) and inhibitory presynapses triggers IPSP (inhibitory postsynaptic potential). In conductance-based SRM neuron model, the transmitter actually is excitatory/inhibitory conductance respectively emitted by excitatory/inhibitory pre-synapses. The transmitter's type is not limited to conductance but can be other forms, and the quantification forms of transmitter can be different too. To describe the transmitter in the transmitting path (synapse), here we define the time-dependent as follows:
where ( ) represents transmitter transmitted by one synapse. Similar to the sudden rise of the neurotransmitter when the real neuron's electrical signal arrives, when the spike is emitted, start from the maximum and then decays exponentially in general. It needs be noted that when one synapse emits more than one spike, synapses on the timeline will be treated as multiples like t* in Fig. 1 while t3<t*<t4(consistent with the spikes number).
In order to keep the synapses and the spikes in a one-to-one relationship, when a synapse emits more than one spike, the extra spikes will be treated as virtual synapses like t* in (2). In conductance-based neuron, is the time constant of conductance change, is a constant indicating the transmitter reception degree of the neuron at the end of the path, transmitter of different pre-synapses may be accepted in different degree. To simplify the experiment, it is defaulted to 1, namely all received. And we use the connection weight value to describe the neuron's inside receiving probability of presynaptic spikes. It can be adjusted according to the actual situation.
The ∆ _ in (2) is the potential difference of post-synaptic neuron when it receiving spike signals:
where is the reverse ionic equilibrium potential of the synapse but exists only in inhibitory synapses, _ is the membrane potential at spike receiving time. In BioSNet, we set the between -100mV and -80mV like real neurons. The overall effect ∆ is the result of the interaction of EPSP and IPSP. For all transmitter increments passed to a certain neuron, the dominant transmitter with a certain type retains its same type of effect on the membrane potential. That is, the membrane potential memory adjustment that retains the same properties according to the properties of the dominant transmitter, equivalent to joining depolarization and hyperpolarization effects.
The ∆ is the memory potential adjustment of MRON model. As shown in Fig. 1 , for postsynaptic neuron, the total amount of transmitter of the same category received in is:
∑ is derived from the superposition of each synaptic transmitter. Then, we set the time node of the last (relative to this time) spike fired to 0 , and the event status is recorded as 0 . This time of the spike fired is set to t, and the event status is recorded as A.
For 0 , the total amount of different types of transmitter are:
For A, they are:
where and are the number of excitatory pre-synapses and inhibitory pre-synapses in respectively, 1 and 2 are the decay time constant of excitatory and inhibitory conductance. In all the signals (spikes) received by a certain neuron, the time series of spikes triggered by excitatory presynaptic neurons and transmitted by the excitatory pre-synapses is { , d ∈ m}, the time series of spikes triggered by inhibitory presynaptic neurons and transmitted by the inhibitory pre-synapses is { , ∈ }.
where the is the memory effect coefficient, ranging from 0% to 100%. In BioSNet, we set to -65mV, the general resting potential of most neurons, and set ℎ to -52mV, a membrane potential threshold near for nerve fibers. Fig. 2 shows a schematic diagram of the approximate membrane potential, and the actual spike emission density is larger. When the property (type) of the dominant transmitter received by the neuron is excitatory, the neuron firing spike retains a certain degree of positive potential, simulating local depolarization. When this is inhibitory, the neurons retain a negative potential when they emit spikes, simulating local hyperpolarization.
Through membrane potential adjustment, the competitiveness of some neurons after discharge is enhanced and realized self-discipline, and the EPSP and IPSP are verified again to be related to the release amount of the transmitter. We set to a percentage in steps of 10%, and take the integer approximations of • ∆ . The experimental results show that the MRON model improves the amount of partial spike triggering with a stable trend, reduces latency, accelerates the learning efficiency and enhances the overall recognition accuracy of BioSNet for the MNIST/EMNIST. Then, in the experiment, we found that the improvement of network performance gradually fades with the increase of the network scale and the number of the training samples when the memory effect coefficient α is a fixed value, which increases the difficulty of further improving the network performance.
Through experiments, it is found that there is a phenomenon that the competition intensity becomes more weakness in the process with increasing samples. Therefore, we further improve the method and set to the inverse exponential decay form, in which decreases as the network's training goes on. We set as follows:
where is the base number of , is a variable which increases from 0 to as the network's training goes on. However, in order to avoid the extreme boundary conditions, in BioSNet, we perform the piecewise linearization for the change of according to a certain sample interval:
where fund is the length of the interval, and is the multiple of the total number of training samples to the fund. We set =0.5, fund=2×10 4 in BioSNet and make decrease each time the network is trained with fund training samples.
2) STDP Rule
We use a basic STDP to adjust synaptic weights between neurons. In order to improve the overall simulation speed of our network, the STDP rule is simplified as follows:
where 1 and 2 are learning rates respectively for postsynaptic and presynaptic spike events, represents synaptic weight, and x indicates synaptic traces used to compute weight dynamics [30] . Presynaptic trace ( ) and postsynaptic traces ( 1 , 2 ) are set to 1 respectively on presynaptic and postsynaptic spike events, otherwise they decay exponentially with , 1 , and 2 as their time constant respectively. The use of these synaptic traces is actually equivalent to recording the timing of the latest presynaptic or postsynaptic spike. To emphasize the effect that presynaptic neuron has on postsynaptic neuron, we set 1 ≫ 2 . In the BioSNet, we set 1 = 0.01, 2 = 0.0001, = 20 , 1 = 20 , and 2 = 40 as a default. Fig. 3 shows a comprehensive network architecture of our proposed BioSNet. As is shown in Fig. 3 , there are three kinds of layers in BioSNet: input layer, Locally-Connected layer (LC layer), and VFA decoding layer. The input layer and LC layer are utilized in three channels that learn and run in parallel to improve the learning efficiency and robustness of BioSNet, while the VFA decoding layer, also as the output layer, integrates information from three channels and decodes spike trains from the LC layers into readable predicted classification results.
B. Network Architecture
The input layer is used to encode the analog pixel values of image into the discrete spike trains and each node of this layer corresponds to a pixel of the input image. Because BioSNet utilizes rate-based input encoding mechanism, each node of the input layer is a generator of Poisson-distributed spike trains. For the input layer in the i th channel, when its nodes receive nonnegative pixel values of input image, they output Poisson-distributed spike trains whose average rates are equal to corresponding pixel values multiplied by an encoding parameter . Note that there are three input layers respectively in three channels instead of a single input layer connected to three LC layers, because 1 , 2 , and 3 should be allowed to be different or even respectively adaptive in each channel (Read Section III-E for the strategy of adaptive encoding parameter).
The LC layer is composed of MRON models and connected to the input layer with STDP-modifiable synapses (meaning the synapse that adjusts its own synaptic weight according to STDP rule). The concept of LC layer is borrowed from the deep learning literature [31] and implemented in SNN firstly by [16] . A closely related concept is the convolutional layer whose weights are shared between locations in the input space. The LC layer has the same connections architecture as the convolutional layer, but it doesn't have shared weights. Similarly, the LC layer uses topology parameters including kernel size (denoted by ), stride length (denoted by ), and the number of filters (denoted by ) to determine its connections topology and the number of neurons included in a filter (denoted by ). In our BioSNet, three LC layers should have different topology parameters to extract features of different scales so as to improve the overall classification performance. Therefore, in the following part of this paper, we use (
) to denote the properties of three channels in BioSNet. Moreover, besides the STDP-modifiable synapses between the input layers and the LC layers, there are still fixed inhibitory synapses complying with ACL rules between the neurons within the same LC layer.
C. Area-Competitive Learning (ACL)
The learning function of the BioSNet stems from competitive learning procedures [32] like self-organizing maps [33] or neural-gas [34] . The main idea of competitive learning is that each neuron learns and represents one prototypical input (which is initialized randomly and gradually become more similar to the real inputs through learning). Every time a training sample is input, the neurons compete with each other and only the one whose represented prototypical input is most similar to this input sample can fire spikes and adjusts its synaptic weights based on STDP rules to make its represented prototypical input even more similar to this input sample. Those winner neurons are finally used to predict the class of the input sample because they respond so much to the input samples that are similar to their represented prototypical inputs.
Our proposed ACL is a refined version of the traditional competitive learning, in which the neurons are placed into several areas and each neuron only competes with other neurons in the same area. As for the LC layer utilizing ACL, because its neurons have been placed into each filter, we only need to group the adjacent filters as an area from the first filter to the last one. Specifically, we define as the maximum number of the filers that could be included in an area and we have the following equation:
where is the number of areas. All areas except for the last one include filters and the last area might include fewer filters if isn't divisible by . After being placed into the areas, the neurons of the LC layer are connected to other neurons that not only share the same receptive field but Fig. 3 . A comprehensive network architecture of our proposed BioSNet consisting of three parallel data processing channels with different topology parameters. Each channel is composed of an input layer and a LC layer complying with ACL rules, while a VFA decoding layer (output layer) is utilized to integrate multichannel information.
also are located in the same area with the fixed inhibitory synapses.
Let's take the LC layer in Fig. 4 as an example: Fig. 4 shows a very simple LC layer complying with ACL rules and the squares in Fig. 4 represent the filters of the LC layer. For providing an easily understandable illustration, we set = 5, = 9, and = 3 here. Therefore, these filters are divided into two areas including 3 and 2 filers respectively. As can be seen in Fig. 4 , the neurons in the 1 st filter are only connected to the neurons in the 2 nd or 3 rd filter because these three filters are in the same area. For the same reason, the neurons in the 4 th filter also are only connected to the neurons in the 5 th filter. Besides, the two connected neurons are located in the same position of the filter, meaning that these two connected neurons share the same receptive field.
D. VFA Decoding Layer
The VFA decoding layer is an implementation of our proposed VFA voting mechanism and is used in the BioSNet to integrate information from three channels and decodes spike trains from the LC layers. Every neuron in the VFA decoding layer represents a class, so the number of neurons in this layer is equal to the number of all possible classes in target classification task. The neuron model used in VFA decoding layer is a specially designed voltage-based non-leaky neuron model whose threshold is set to be infinite, meaning this neuron has no ability to fire spike and its potential increases from 0 to infinity when it receives spikes. Actually, this neuron serves as a vote counter to accumulate votes from the LC layers. The class represented by the neuron whose final potential is the highest is the final predicted classification result.
As is shown in Fig. 5 , because 'Vote-for-all' means each neu-ron in the LC layers needs to vote for all classes, the VFA decoding layer is connected to the LC layers in a fully-connected fashion to receive votes from all pre-synaptic neurons. The weights of the synapses are fixed to be 0 when training the network, which means the VFA decoding layer actually is excluded because it won't receive any spike at all. However, this won't cause any problem because we train our BioSNet in an unsupervised fashion and no result information is needed when training. After the training is finished, we need to update the synaptic weights of the VFA decoding layer based on the LC layers' responses to each training sample. We define the weight of the synapse between the i th neuron of all three LC layers and the j th neuron of VFA decoding layer as and can be calculated through:
where is a constant that we set to a value less than 1 through empirical research, represents the number of all possible classes as well as the neurons in the VFA decoding layer, and represents the average number of spikes emitted by the i th neuron in the LC layers during the training of the samples belonging to the j th class. Fig. 6 is a flow chart for illustrating the training and classification of our BioSNet. When training the BioSNet, this network is actually learning by itself, in which we just need to input the training samples into the network one by one and let the network run for a fixed time that is defined as (the time needed to train the network with a single sample). In this process, we don't need any label information to interfere with the network training, but we need to record the LC layers' responses to each training sample to update the synaptic weights of VFA decoding layer later. After the training is finished, we fix the weights of STDP-modifiable synapses. Then, we update the synaptic weights of the VFA decoding layer based on the previously recorded responses of the LC layers. Finally, we get a trained BioSNet.
E. Training and Classification
If we want to apply a well-trained BioSNet to the image classification tasks in reality, we only need to input the unclassified image into the trained BioSNet and let it run for a period of time that is defined as (the time when we allow the network to run to attain predicted result after inputting an image). Then, the predicted classification result is presented in the VFA decoding layer. Note that, no matter whether we train the network or apply the trained network to classification, we need to reset the network after each iteration, returning all variables of the network to their initial values except for the learned weights of STDP-modifiable synapses.
In addition to the simple training scheme described above, we have also utilized some well-designed training strategies to improve the classification performance of the BioSNet:
1) Adaptive Encoding Parameter
Since the network may be insensitive to some training samples and larger encoding parameter are required at this time, we use adaptive encoding parameters: First, define a gate for the i th channel and its value is:
where α is a constant that determines the resistance of G i , and is the number of areas in the i th channel. When a training sample is encoded and input into the i th channel, if the number of spikes emitted by the LC layer in this channel during is less than , a constant will be added to and this sample will be encoded for training again. The above process is repeated until the number of spikes exceeds . Finally, the next training sample is input after returning to its initial value. In the BioSNet, as a default, we set the initial value of to 0.25 and to 0.125 through empirical research.
2) Adaptive Potential Threshold
In order to ensure that no neuron can emit excessive spikes and dominate the firing activity of the whole layer, which would lead to the failure of area-competitive learning, we make the potential threshold ℎ of the MRONs in the LC layers become adaptive. For realizing it, an adaptive variable is added to the original potential threshold ℎ . This is set to 0 initially and decay exponentially as time goes on. When a spike is fired, will increases by a constant . If the i th spike is fired at and the increases to at , this adaptive variable has dynamics as following:
where is the time constant of . In the BioSNet, we set = 1 × 10 7 and = 0.05 as default through empirical research. Note that, just like the weights of STDP-modifiable synapses, the adaptive also shouldn't be reset after each iteration and the final s of all neurons need to be fixed after the training.
3) Weight Normalization
We conduct weight normalization for the STDP-modifiable synapses after each iteration of training, in which the sum of weights incident to a post-synaptic neuron is normalized to be equal to (a normalization constant that is different for each channel). Besides, in order to balance the activity intensity of three channels, each channel's needs to be dynamically adjusted to make the average number of spikes emitted by each channel equal.
4) Dropout
In order to further improve the robustness and classification performance of the BioSNet, we used channel-level's dropout: each channel skips current iteration and stays fixed with possibility , which allows each channel to be trained with different data set. It's found in the experiments that the values of in [2/3,5/6] contribute to better performances.
IV. RESULTS
In order to test and verify the performances of our BioSNet, we tested the BioSNet on the MNIST data set [35] and the letters partition of the EMNIST data set [36] . The MNIST data set contains 70,000 handwritten digital images (60,000 images in training set and 10,000 images in testing set) and these images are separated into 10 classes from 0 to 9. The EMNIST data set is an extension of MNIST to handwritten letters so it's considered as a tougher task than the MNIST. There are six partitions in the EMNIST data set. Among them, the letters partition contains 145,600 handwritten letter images (124,800 images in training set and 20,800 images in testing set) and these images are separated into 26 classes corresponding to the 26 capital letters of the English alphabet.
Considering that all images in the MNIST and EMNIST are 28*28 in size, in the experiments we set the topology parameters of our BioSNet as following: ( 1 , 2 , 3 ) = (28, 24, 16), ( 1 , 2 , 3 ) = (1, 4, 6) , and = 400. All these parameters are empirical values. Because the channel with larger receptive field exhibits higher classification accuracy but lower learning efficiency, and vice versa, we distinguish three channels and combine their strengths, in which the ( 1 , 2 , 3 ) and ( 1 , 2 , 3 ) are set to make the BioSNet possess both good learning efficiency and high classification accuracy. The also is set to balance the learning efficiency and classification accuracy. The less than 400 leads to a slight degradation in classification accuracy, while the more than 400 would make the BioSNet need to be trained with more than one single pass through the training data to achieve its best classification accuracy.
Besides, we also set as 350ms and as 300ms in the experiments. Actually, SNNs are known to exhibit a so-called accuracy-latency-tradeoff [37] - [38] , which means that if we allow SNNs to run for a longer , they will perform a better classification accuracy. Therefore, choosing a longer can make the BioSNet show better performances. However, too long is unacceptable in some real-time applications and the used in the experiments is a tolerable one for most of applications.
The experiments are conducted in some open-source simulators like Brian [39] and BindsNET [40] , and we report the experiment results in terms of classification accuracy, learning efficiency, and robustness in the following sections. Moreover, in order to further exhibit the learning efficiency and robustness of our BioSNet, we conducted the same experiments on two previous unsupervised SNN algorithms in [16] and [15] . The related experiment results are denoted by Daniel2019 and D&C2015 respectively in the following part of this paper.
A. Classification Accuracy
We trained our network with only a single pass through the training data, meaning the networks are trained for 60,000 and 124,800 iterations respectively on MNIST and EMNIST training set. Then, we tested our networks on testing set of MNIST and EMNIST. The results are reported in TABLE III along with the setting of ( 1 , 2 , 3 ) and , the total number of neurons in LC layers of all three channels. Note that ( 1 , 2 , 3 ) = (3200, 800, 400) and = 10,000 are the default setting of the following experiments in Section IV. Apparently, classification accuracy increases as the network size increases, which is compatible with the biological characteristics of the human brain.
The average test confusion matrix for our BioSNet with = 10,000 is shown in Fig. 7 . Every single classification result belongs to one of the tiles and its position is determined by the actual class and the predicted class. As is shown in Fig. 7(a) , the most common confusion on MNIST is mistaking the digits '4' and '7' as '9'. Similarly, as can be seen in Fig .7(b) , the most common confusion on EMNIST are interchanging the letters 'H' and 'K' and interchanging the letters 'F' and 'P'. The possible cause for that is their similarity. For example, when a neuron whose represented prototypical input is the digit '9' receives an image of '4', it's highly possible to fire as well because of the similarity between '9' and '4'.
For comparison, the testing results of some current unsupervised SNNs are shown in TABLE IV. Among all considered unsupervised SNNs, our BioSNet acquires the second-best testing results next only to [17] which incorporate the 'forgetting' of human brain into SNN to improve the classification accuracy. However, the method used in [17] also undermines the learning efficiency of SNN due to this 'forgetting'. Unlike [17] , the Bi-oSNet performs superior learning efficiency in addition to favorable classification accuracy, which would be shown in detail in the Section IV-B. Concretely, our BioSNet is trained with only a single pass through the training data to achieve this classification accuracy, while some SNNs like [15] [17] [41] need to be trained with multiple passes through the training data to achieve their best performances. Besides, it's also worth noting that most of SNNs listed in TABLE IV utilize similar number of neurons in networks except for [42] that utilizes less neurons due to its temporal encoding/decoding scheme and [43] that requires obviously larger network models, but our BioSNet reaches state-of-the-art results of all considered unsupervised SNNs.
B. Learning Efficiency
The learning efficiency of the network is reflected on the classification performances with the limited training samples. A SNN with high learning efficiency can utilize very limited learning samples to quickly grasp the internal similarities and features, then performing a good classification accuracy. To evaluate the learning efficiency of BioSNet, in Fig. 8 we report the testing results of the networks trained with varying number of training samples on MNIST.
As can be seen in Fig. 8(a) , we compare our BioSNet (with = 10,000 ) with Daniel2019 and D&C2015. These three SNNs is similar in size (Concretely, 9,000 neurons are used in Daniel2019 and 12,800 neurons are used in D&C2015), but our BioSNet exhibits much more superior learning efficiency. The testing results of our BioSNet can achieve nearly 65%, 80%, and 90% accuracy after the training with only 100, 500, and 2500 samples, while Daniel 2019 just achieves nearly 10%, 30%, and 70% accuracy with 100, 500, and 2500 training samples, and worst of all, D&C2015 only reaches nearly 42% accuracy with even 10,000 training samples.
Besides, in Fig. 8(b) we also compare the learning efficiency of the BioSNet in different size. Surprisingly, the BioSNet in larger size performs better learning efficiency, which is contrary to our general idea that larger and more complicated networks tend to need more training samples to converge. However, this characteristic of BioSNet is corresponding to the human brain because more complicated brain system surely possesses higher-level learning capability to handle the task with less learning materials and time. The likely explanation is that because we fixed to be reasonable value, the BioSNet in larger size actually consists of more areas of ACL, leading to its higher learning efficiency performance.
C. Robustness
In order to test the trained network's robustness against external interference and damage, we randomly deleted their STDP-modifiable synapses and neurons in LC layers respectively with probability . Here we report the testing results of the BioSNet, Daniel2019, and D&C2015 with varying of neuron/synapse deletion in Fig. 9 . As can be seen in Fig. 9 , the three SNNs without any neuron/synapse deletion maintain the accuracy of about 95% on MNIST, while increasing leads to a smooth degradation in testing result. Fig. 9(a) shows the testing results after deleting neurons with probability and our BioSNet performs the best robustness. BioSNet maintains nearly 90% and 85% accuracy respectively with even 90% and 95% of neurons deleted, while Dan-iel2019 and D&C2015 maintain nearly 85% and 80% accuracy with only 80% of neurons deleted. Similarly, Fig. 9(b) shows the testing results after deleting synapses with probability and our BioSNet still performs the best robustness among them. BioSNet maintains nearly 85% and 75% accuracy respectively with even 90% and 95% of synapses deleted, while Daniel2019 and D&C2015 just maintain nearly 70% and 63% accuracy with only 80% of synapses deleted. These properties will make our network highly resilient to damage when implemented in hardware.
Apparently, compared with the deletion of neurons, the deletion of synapses has severer impact on the performance of the network, perhaps because randomly deleting synapses causes damage on all neurons and finally no neuron can work effectively. That can also explain why the testing results in Fig.9 (b) decrease to 0 dramatically even without deleting all synapses.
V. DISCUSSION
Although the existing methods in MRON have enhanced the performance of our BioSNet significantly, there are still many development spaces in different aspects. For example, in the memory-reserved rules of the neurons, we could utilize the difference of transmitter ( ) in the beginning and end of a certain period of time to determine the neuron's behavior. Through this method, we can obtain good results without much more computation required. Then, to pursue the further improvements of the network performance, we could change the operating conditions such as comparing the time integrals of membrane potential to determine the time of operation, we could change the amount of PSP (postsynaptic potential) with memory effect to a continuous value, and we also could change the adjustment amount to a function of leakage current and membrane potential. Besides, we can further improve the performance of BioSNet by increasing the network size or adding extra layer to learn more abstract features. Note that it is necessary to balance the increase in network computation and the benefits we get through above adjustments.
Admittedly, the learning of human brain is mysterious and profound. We cannot explain the process of learning and cognition in human brain very clearly, but our proposed BioSNet makes use of currently known theories of the human brain and integrates the advantages of modern machine learning algorithms and the biomimetic models based on neuroscience. Besides, some scholars recently argued that the innate architecture of the human brain could be more important for human's intelligence than the process of learning [44] , which encourages us to research and find more biomimetic and effective network architecture. Moreover, in this paper, BioSNet achieved good performance with efficient neuron model and biomimetic network architecture while we use very basic STDP as the learning rule of the network. We encourage researchers to propose more advanced learning methods on our designed network and hope that more researchers will be able to notice the potential of it. Under the guidance of neuroscience, we are moving towards superior artificial intelligence.
VI. CONCLUSION
In this paper, BioSNet, an unsupervised biomimetic SNN with superior learning efficiency and high robustness, is proposed. The main distinctions of the BioSNet consists of three innovations: a flexible spiking neuron model named MRON inspired by 'recognition memory' of the human brain, an efficient and robust biomimetic network architecture combined with proposed ACL procedures, and an effective VFA decoding layer stemming from traditional voting mechanism. These innovations combined with the training strategies mentioned in Section III-E all contribute to the birth of BioSNet and make it perform state-of-the-art classification accuracy, superior learning efficiency, and high robustness. Specifically, we reached 95.74% and 77.91% classification accuracy respectively on MNIST and EMNIST data set, and the BioSNet that is trained with just 2500 training samples or suffers from random deletion of neuron/synapse with probability ≈ 0.9 can still achieve the classification accuracy more than 90% on MNIST data set. Besides, all these proposed methods don't possess strict requirements for other integrates of SNN, which means that these methods can contribute to improvement independently or concertedly and even can be potentially more powerful when combined with other SNN architectures. With its high learning efficiency and robustness, the BioSNet can be applied to various applications limited by insufficient training samples or harsh working environment. Moreover, Bi-oSNet, as a highly biomimetic SNN inspired by biological characteristics, has strong biological plausibility as well, meaning it could be a help to study the inner mystery of the human brain.
