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Abstract
Improved Methods for Oceanographic High Frequency Radars
by
Brian Michael Emery
HF radars measure coastal ocean surface currents with a spatial and temporal resolu-
tion that remain unmatched by other approaches. Because they observe the scientifically
and economically important coastal zone, these radars often form an integral part of
coastal ocean observing systems. Thus, improvements to the techniques they employ
and the data they produce would have far reaching impacts.
Several opportunities exist to improve HF radar data. First, idealized antenna pat-
terns are widely used despite the fact that the most accurate observations are obtained
when the radars use measured antenna patterns. Second, the radars produce maps of
surface current velocities without estimates of the measurement uncertainties. Third, ad-
vances in signal processing techniques over the last few decades have not been evaluated
for use with these radars.
To simplify and automate the antenna pattern measurement (APM), a method is
presented for obtaining antenna pattern measurements for HF radars from ships of op-
portunity. Positions obtained from the Automatic Identification System (AIS) are used
to identify signals backscattered from ships in ocean current radar data. The ship sig-
nal and ship position data are then combined to determine the APM. Data screening
methods are developed and shown to produce APMs with low error when compared with
APMs obtained with standard approaches.
To produce estimates of uncertainty in the surface current observations, a method to
estimate uncertainty in the radar directional measurement [4] is identified and combined
xiii
with previous results to produce an estimate of the uncertainty in the radial component
observations produced by individual HF radars. The method is evaluated with radar
simulations that incorporate complex ocean current scenarios. These simulations suggest
processing modifications that inform the application to observational data. Uncertainty
estimates are further evaluated using archive data from two operational HF radars. Re-
sults from these radars suggest that the uncertainty estimates can be used for data quality
control, and would be suitable for incorporation into numerical models.
Finally, an evaluation of alternative signal processing techniques suggests that signif-
icant improvements in spatial coverage are possible. Oceanographic HF radars typically
employ Multiple Signal Classification (MUSIC) for direction of arrival (DOA) estimation.
Signal processing literature suggests that several alternative DOA methods may provide
advantages over MUSIC when applied to HF radars, which attempt to resolve complex
and dynamic flows given poor signal conditions and constrained antenna designs. Results
of radar simulations suggest that the Maximum Likelihood method produces improved
spatial coverage at higher, though manageable, computational cost.
These results imply improvements in the ocean current maps produced by HF radars
in terms of more accurate maps, quantified uncertainty, and improved spatial coverage.
Improved observations of near shore dynamics will benefit the many practical applications
employing these observations, including plume dispersal studies, oil spill response, and
search and rescue.
xiv
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Chapter 1
Introduction
Approximately 400 oceanographic HF radars operate globally for the purpose of mapping
coastal ocean surface currents. These maps provide scientists, decision makers, planners,
and emergency managers hourly maps of currents with kilometer-scale spatial resolution.
Ocean current maps have been used to aid oil spill response, water quality monitoring,
plume monitoring, marine navigation, and search and rescue operations. These applica-
tions often require incorporation of surface currents into forecast models. While these
maps provide an unprecedented view of ocean surface currents, several factors combine
to limit the the usefulness of the data, both in these applications and in scientific studies
of the coastal ocean.
First, a well known source of error in the ocean current maps is the use of idealized
receive antenna patterns in the radar measurement. In addition to the surface current
velocity, the radars determine the location of the measurement in terms of range and
direction. Antenna patterns are important for obtaining direction, and the accuracy
of the directional measurement depends on knowing the antenna pattern. Presently,
about 50% of the HF radars in the Integrated Ocean Observing System (IOOS) use
idealized antenna patterns, even though antenna patterns typically diverge from their
1
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idealized representation. A primary reason for this is the cost and logistical challenge of
obtaining the antenna pattern measurement. Chapter 2 presents a method to simplify
and automate the calibration of HF radars using radar backscatter from ships along with
their positions received through the Automatic Information System (AIS). This method
(published in [1]) turns a costly and logistically challenging task into a software product
that produces frequent calibrations of the HF radars.
Another factor is the need to provide, along with the surface current observations,
estimates of the measurement uncertainties. For example, [5] urges the HF radar commu-
nity to “develop standard quality control and uncertainty estimates so that search areas
can be modeled more effectively”. While [6] suggests that “further efforts to understand
error structure in HF radar derived data are clearly warranted”. Several early papers
provided methods for calculating uncertainties [7, 8], but changes in HF radar techniques
have made these results obsolete. Chapter 3 identifies a method to estimate uncertainty
in the direction to the signal source [4], and combines this with previous results to pro-
duce an estimate of the uncertainty in the radial component observations produced by
individual HF radars. Simulation techniques are employed to evaluate the uncertainty
estimates and inform the application of the estimation technique to observational data.
With processing adjustments suggested by the simulation-based analysis, the method is
applied to archive data from two operational HF radar sites. Comparisons along the
common baseline between the radars suggest that the uncertainty estimates capture a
substantial fraction of the error variance.
Finally, Chapter 4 investigates advances in direction finding methods from fields out-
side of oceanography, in light of the increased computer processing power that is now
available. The investigation evaluates the alternative methods using a simulation-based
approach that models the backscattered radar signal as a function of ocean currents,
2
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waves and HF noise. The simulations use surface currents from a high resolution numeri-
cal model, providing a more complex and realistic test of the direction of arrival methods.
Results suggest that alternative processing methods will result in maps of ocean surface
currents with improved spatial coverage.
The combined application of the advances presented here will result in more accurate
surface current maps, a measure of the data uncertainty, and improved spatial coverage
from oceanographic HF radars. These advances will broaden the acceptance of the tech-
nique in the larger oceanographic community, and further integrate the HF radar into
coastal ocean observing systems. This integration will advance the understanding of the
dynamics of the coastal ocean, and enhance the scientific, environmental, and economic
applications that utilize that understanding.
3
Chapter 2
Measuring Antenna Patterns for
Ocean Surface Current HF Radars
with Ships of Opportunity
2.1 Introduction
Due to their ability to map surface currents with high temporal and spatial resolution,
HF radars have become a key component of coastal ocean observing systems. Of the
approximately 400 HF radars operating globally, about 140 are funded by the National
Oceanic and Atmospheric Administration (NOAA) Integrated Ocean Observing System
(IOOS). Typical applications, such as oceanographic research, search and rescue (SAR)
operations, and hazardous material spill response, all benefit from accurate HF radar
surface current measurements. Additionally, precise, high-resolution antenna patterns
are necessary for successful deployment of emerging bi-static and multi-static HF radar
systems.
The antenna pattern describes the response of the receive antennas to a signal source
4
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as a function of bearing, allowing the bearing to a given signal to be more accurately
determined. Several studies have demonstrated improved comparisons between HF radar
and in situ ocean current measurements when using a measured pattern (APM) for
bearing determination [9, 10, 11]. Best practices for the operation and maintenance of
HF radars prescribe regular measurement of antenna patterns as a necessary component
of the quality assurance and quality control (QA/QC) of HF radar data [12]. Therefore,
an automated method for determining APMs would assist operators in the QA/QC of
HF radar data.
The most common type of HF radar is the SeaSonde (manufactured by CODAR
Ocean Sensors, Ltd.), which uses three co-located receive antennas. This type of HF
radar determines direction to the signal source via direction finding (DF), as opposed to
a phased array of receive antennas, which can use beam forming (e.g. [13]). The Sea-
Sonde receive antennas consist of two orthogonally mounted loop-stick antennas (loops
hereafter) along with one vertical monopole antenna [14]. Usually the transmit antenna
is separated from the receive antennas by at least one radar wavelength (∼25 m at 13
MHz), though combined receive-transmit antenna systems are now in use. The receive
antenna pattern quantifies the directional sensitivity of the loop antennas in terms of the
amplitude and phase of a signal source. The standard method for APM involves a small
boat carrying a GPS and signal source (e.g. transponder) around a site following a circu-
lar arc at a range of a few km [15]. The known direction to the signal source is combined
with the received signal to determine the antenna pattern. While current measurements
made with phased array radars may be improved after accounting for non-ideal antenna
patterns [16], and methods described here could be used to determine the APM for these
systems, this study primarily addresses SeaSonde DF systems.
At HF frequencies, several factors can distort antenna patterns compared with undis-
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torted patterns, typically referred to as ideal patterns [15]. These factors include flaws
in the antennas, and conductive objects in the antenna near field (i.e. within one wave-
length) such as vegetation and fences, soil moisture, variable nearby ocean levels. Based
on experience with operating 13 SeaSonde HF radars in the vicinity of Santa Barbara,
California, and making about 40 antenna pattern measurements, we have found that
moderately distorted patterns are typical. [17] defined a parameter to quantify the dis-
tortion of APMs. Values of the distortion parameter for the transponder-measured pat-
terns in this study were typically less than the average of the 19 measured patterns used
by [17]. Antenna pattern measurements at individual sites made over several years show
changes through time, though rates of changes are not well constrained due to infrequent
measurement.
Previous studies have used HF signals backscattered from ships of opportunity to
calibrate phased arrays [18, 19, 20]. These approaches differed from APM methods
described here in that the procedures produced relative phase corrections of the array of
receive antennas. The methods described were not developed for DF systems that need
the relative magnitudes of the three antennas in addition to the phase. Furthermore, the
positions of the backscattering ships of opportunity were unknown.
The approach for measuring antenna patterns described here uses commercial ships
of opportunity that transmit their positions using the Automated Identification System
(AIS). The AIS system, designed and used primarily for collision avoidance, broadcasts
ship identification and position information every 2-10 s while underway. The broadcasts
include ship identification (Maritime Mobile Service Identity (MMSI)), latitude, longi-
tude, speed, and heading, and are receivable using low-cost equipment and software. The
AIS system operates in the maritime VHF band, with a maximum operational range on
the order of 100 km. The AIS supplies critical position data for using ships to derive
6
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antenna patterns.
This study documents a general method for measuring antenna patterns for DF-type
HF radars using ships of opportunity broadcasting with AIS. Section 2.2 describes how
ship signal is identified in HF radar data and the methods used to estimate antenna
patterns from ship backscatter. Section 2.3 shows patterns produced by the method,
defines a metric for comparison with transponder-measured patterns, and shows the
results of the comparisons. In section 2.4 we discuss the implications of these results,
and the conclusions are stated in section 2.5.
2.2 Methods
Data were obtained from four SeaSondes operated by the University of California,
Santa Barbara as part of the IOOS surface current mapping network. Three radars
used in this study operate near 13 MHz (Table 2.1) and are located along the mainland
coastline adjacent to shipping lanes leading to the ports in southern California. The
SeaSondes at Refugio State Beach (RFG), Coal Oil Point (COP), and Mandalay Gener-
ating Station (MGS, Fig. 2.1) are located near sea level and operate with stock transmit
antennas. The fourth SeaSonde on Santa Cruz Island (SCI) is located ∼450 m above sea
level and is set back from the ocean by about 2000 m to the north, ∼800 m to the south.
It operates with a custom-built dipole transmit antenna that produces more extensive
coverage than stock transmit antennas. The receive antenna for each site consists of the
standard SeaSonde crossed loops and monopole, separated from the transmit antenna
by more than ∼25 m. The HF radars operate with 100 kHz bandwidth, 1.5 km range
resolution, and a 2 Hz sweep rate (Table 2.1).
Antenna patterns were measured for each site (ATRANS hereafter) based on the ship-
transponder method described in [15], within the time spanned by the AIS data (Table
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Figure 2.1: Maps of the Santa Barbara Channel and surrounding area. UCSB HF
radar sites used in this study are shown (triangles), along with AIS positions from ships
(black dots) which resulted in ASHIP estimates for the HF Radars at a) Refugio State
Beach (RFG), b) Coal Oil Point (COP), c) Mandalay Generating Station (MGS), and
d) Santa Cruz Island (SCI) site. Lines show the charted shipping lanes, and small
gray squares show oil production platforms.
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Site Transmit
Frequency
(MHz)
Doppler
Bin Width
(cm s−1)
Observation
Dates (2010)
ATRANS
Date
2010
Distortion
Parameter
RFG 12.149 4.86 1 Jul - 9 Sept 5 Aug 0.21
COP 13.439 4.36 1 Jul - 9 Sept 18 Aug 0.17
MGS 13.554 4.32 7 Jul - 31 Aug 13 Aug 0.20
SCI 13.439 4.36 1 Aug - 29 Sept 9 Sept 0.14
Table 2.1: Site HF transmit signal characteristics, observation dates, and distortion
parameter computed using the method of [17]. Of the 19 measured patterns examined
by [17], the mean value of the distortion parameter was 0.29 and the standard deviation
of values was 0.16.
2.1). ATRANS then served as ground truth for evaluating antenna patterns derived from
backscattering from ships (ASHIP hereafter). One difference in our determination of
ATRANS compared with the [15] method was the use of a signal source transmitting a
constant signal rather than a transponder. This signal source had a longer range than
typical transponders and allowed ATRANS to be determined from ranges of 15 km for
SCI and 2.5 km for the other sites.
2.2.1 AIS ship data
AIS antennas, receivers, and dedicated computers record the AIS broadcasts [21]
at the SCI and COP sites (at approximately 450 m and 10 m elevation respectively).
An Icom IC-PCR1500 radio receives the broadcasts and sends the coded signal to a
computer running AIS decoding software [22]. The resulting files contain ship speed,
heading, latitude, longitude, time and MMSI. From 1 July 2010 through 29 September
2010 (2184 hours) AIS data from 1536 individual ships were received and used to generate
files with range, bearing, and the radial component of the ship velocity relative to each
of four radars sites. Range and radial velocity are then used to identify ships moving
at a non-zero radial velocity within the operating range of each radar. Figure 2.1 shows
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locations of ship observations that provided backscattered signals for estimating ASHIP .
GPS errors, radial velocity errors due to ship motions (pitch and roll) and aliasing of
these motions contribute to errors in the determined bearing. To put an upper bound
on the errors from these sources, the standard deviation of the bearings traversed by
the ship during the FFT window (256s time series) is computed (Table 2.2). Errors in
bearings determined from AIS are likely much less than the 2− 3o standard deviations.
Site Mean (o) Stdev (o) Max (o) Min (o) Median (o) N
RFG 3.95 3.38 20.2 0.030 2.95 1178
COP 3.32 2.32 37.3 0.005 2.95 4687
MGS 3.19 1.87 20.0 0.015 2.92 1218
SCI 2.28 1.63 20.9 0.004 1.99 8702
Table 2.2: Statistics of bearings traversed by ships during FFT windowing time, as
observed by each HF radar site.
2.2.2 HF radar processing
Signal processing parameters for the UCSB SeaSondes are similar to other HF radars
operating at these frequencies, which are briefly summarized here. SeaSondes use a fre-
quency modulated continuous wave signal, with interruptions (FMICW), such that each
sweep of the entire range (signal transmitted, backscattered and received), is completed
at 2 Hz. A matrix of the received complex signals is recorded every 256 seconds for each
antenna, with columns corresponding to range, and rows corresponding to each sweep
[14]. For SeaSondes these matrices are referred to as range files. FFTs are computed on
the columns of this matrix (512 points) and then combined with their complex conjugates
to form auto and cross-spectra [8]. Typically, algorithms to remove ship backscatter are
applied at this point; thus the cross spectra from individual FFTs (i.e. with no ensem-
ble averaging) are used in the estimation of ASHIP . For SeaSondes the files containing
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un-averaged FFTs are referred to as CSQ files. For processing spectra to estimate ocean
surface currents, the next steps would be ship signal removal [14], ensemble averaging
of the cross spectra, then the application of the Multiple Signal Classification (MUSIC)
algorithm [23, 24, 25, 26, 27]. For processing of ship-based patterns, the ship signal
identified in spectra by AIS data is extracted and processed as described below.
2.2.3 Detecting ship signals in cross spectra
AIS broadcasts are used to determine where in the range and Doppler frequency space
to look for backscattered ship signal. As a ship moves through a radars coverage area,
transmitted HF radar waves are backscattered from the ship and are detected by the
receive antenna. Under certain combinations of the ships range and motion relative to
the HF site, the backscattered signal will have power levels comparable to the Bragg peaks
from resonant ocean surface waves. Like the Bragg scattered signal, the position of the
ship peak in the cross spectra is determined by the ship radial velocity and corresponding
Doppler shift. Figure 2.2 shows example HF radar cross spectra from COP containing
the backscattered signal and AIS-determined radial velocities of two ships. The x-axis
was converted from frequency to its Doppler velocity equivalent, given by v = ∆fk0
−1
(where the radar wave number k0 is defined as, k0 = 2pifc
−1, c = 3.00 × 108 m s−1 is
the speed of light, f is the transmit carrier frequency, and ∆f is the Doppler shift). The
resonant Bragg backscatter peaks (from ocean surface waves) are shown near ±400 cm
s−1, the deep water velocity of the ocean surface waves. Figure 2.2A shows a strong
signal associated with a ship centered on ∼72 cm s−1 along with the AIS reported radial
velocities of a second ship expected between 520 cm s−1 and 750 cm s−1. Successive plots
in time (top to bottom) show changes in the range and radial velocities of the ships, and
resulting changes in the backscattered signal power as the ships transit relative to COP.
11
Measuring Antenna Patterns for Ocean Surface Current HF Radars with Ships of Opportunity
Chapter 2
The width of the ship peaks (and Doppler region identified with AIS data) is assumed
to result from a combination of changes in the ships radial velocity and any pitching
or rolling motions during the 256s time series. Processing described below is applied to
each Doppler bin found within the AIS defined area, such that the combination of one
ship and one FFT can yield several estimates of ASHIP at adjacent bearings, along with
different signal-to-noise ratios (SNRs).
2.2.4 Relationship between backscattered signal and antenna
patterns
The relationship between the signal observations, as found in the HF radar cross
spectra, to the antenna pattern, is given by [27]. [27] models received signal voltages as
a linear combination of the incident signals, antenna response, and noise. In the general
case, the received complex voltages Xi on antenna i (with i = 1, 2,M , where M = 3
for SeaSondes) from d incident signals given by Fj (j = 1, 2, ...d), plus the assumed
uncorrelated noise Wi, is expressed,

X1
X2
X3
 =

a1(θ1) a1(θ2) · · · a1(θd)
a2(θ1) a2(θ2) · · · a2(θd)
a3(θ1) a3(θ2) · · · a3(θd)


F1
F2
...
Fd

+

W1
W2
W3
 , (2.1)
where ai(θj) is the complex response of antenna i to signal Fj arriving from direction θj.
The column vector of complex numbers
[
a1(θj) a2(θj) a3(θj)
]T
is the antenna pattern at
θj. Writing the matrix of ai(θj) as A, Eqn. (2.1) becomes,
X = AF + W, (2.2)
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Figure 2.2: Five sequential HF radar cross spectra from COP on 6 December 2008.
For each plot, the vertical axis shows signal power (dBm), and the horizontal axis
shows radial velocity (derived from Doppler shifted frequency). Range cell distance
and time indicated in upper right. Signal above ∼ 100 dBm scattered from ocean
surface waves (containing ocean current information) can be seen near ±400 cm s−1.
Gray shaded areas show ranges of radial velocities of two ships from AIS data, showing
the change in radial velocity with time. The ships are the 280 meter Cosco Hongkong,
and 213 meter Wan Hai 313. The increase and decrease of backscattered signal levels
from the ships can be seen as the ships move through the Santa Barbara Channel.
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(Note that A represents the matrix of antenna responses from d incident signals (Eqn.
(2.1) and Eqn. (2.2)), while ATRANS defined previously represents the antenna pattern
at all θj). The covariance matrix S is then obtained from X,
S ≡ XXH = AFFHAH + WWH , (2.3)
Where H denotes complex conjugate transpose. Assuming the noise variance σ2 is equal
on each antenna, and defining P = FFH we obtain Eq. (4) of [27],
S ≡ XXH = APAH + σ2I, (2.4)
where I is the identity matrix. Eqn. 2.4 expresses the cross spectra signal power (observed
at a given Doppler frequency) as a function of the incident signals, noise, and the antenna
pattern.
In the special case of a single signal source with a known location, such as backscatter
from a ship broadcasting AIS data, Eqn.2.4 can be used to determine the antenna pattern
at the bearing of the ship. In this case, d = 1, and the matrix A becomes a column vector[
a1(θj) a2(θj) a3(θj)
]T
, with θj given by the bearing to the ship. With d = 1, P is a scalar,
the rank of the matrix APAH is one, and Eqn. 2.4 becomes:
S = PAAH + σ2I, (2.5)
Since P is now a scalar and σ2 adds to the diagonals, AAH and S share the same
eigenvectors. The 3× 3 matrix AAH has one non-zero eigenvalue and the corresponding
eigenvector is a scalar multiple of A, the antenna pattern vector at θj. These properties
result from matrices of the form AAH when A is a vector ([28], p 98). In other words,
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the vector A becomes the single basis vector for the matrix AAH . The practical result is
that for a known single source, the signal data in the cross spectra files represented by S,
are a scalar multiple of the antenna pattern, A =
[
a1(θj) a2(θj) a3(θj)
]T
at θj. Thus, the
antenna pattern A at θj can be derived directly from the elements of the rank 1 matrix
S. To recover the antenna pattern, we choose the third column of the matrix S given by
sj3, and normalize by s33,
A =
[
s13
<(s33)
s23
<(s33) 1
]T
. (2.6)
Note that for SeaSondes, the imaginary part of s33 is zero because the phase φ is defined
as zero on antenna 3 (the monopole) (where the real and imaginary components are
related to the magnitude (r) and phase φ by Eulers formula, reiφ = r cos(φ) + ir sin(φ)).
Eqn. 2.6 shows the antenna pattern A at bearing θj in terms of the signals observed in
the SeaSonde cross-spectra.
2.2.5 Assigning bearing
The final step to complete the determination of ASHIP is to associate observations of
the antenna pattern in A(θj) to the ship bearing θj. From the AIS latitude and longitude,
reported at approximately 10-s intervals, the range to the HF radar site is computed,
and from this the time-centered radial velocities and corresponding bearing to the HF
radar are computed, producing a time series of ship radial velocity and bearing. These
observations form a table during the time of the 256 s FFT (with columns radial velocity
and bearing, each row at a new time). The FFT separates the received signals into
Doppler frequency bins and their equivalent Doppler radial velocities. The radial velocity
of each signal bin is matched with the AIS-determined ship radial velocity, associating
a bearing to the ship with each signal bin through a table look-up. The collection of
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column vectors A(θj) at all observed values of θj (j = 1, 2, ...b) is the matrix A,
ASHIP =
[
A(θ2) A(θ2) . . .A(θd)
]
. (2.7)
For SeaSondes, ASHIP is a matrix with three rows, with the third row consisting of all
ones, as can be seen from Eqn. (2.6).
2.2.6 Comparison Metric
At each bearing, we quantify the difference between the complex quantities ASHIP
and ATRANS using the Euclidean distance D between the two at the same bearing. Before
computing D, ASHIP and ATRANS are put into an equivalent form consisting of only real
numbers. Beginning with Eqn. (2.7), the third row is dropped, and ASHIP is rewritten
in terms of the real and imaginary components, for example,
ASHIP =
[
<(a1(θ)) =(a1(θ)) <(a2(θ)) =(a2(θ))
]T
. (2.8)
Simplifying the notation, the subscripts R and I designate real and imaginary compo-
nents:
ASHIP =
[
a1R a1I a2R a2I
]T
. (2.9)
At a given θ, Eqn. (2.9) gives the four components of ASHIP as a vector of real num-
bers. For two estimates of the antenna pattern at a given bearing (e.g. ASHIP (θ) and
ATRANS(θ)), the Euclidean distance D is defined,
D(θ) = ([ASHIP (θ)−ATRANS(θ)]T [ASHIP (θ)−ATRANS(θ)]) 12 , (2.10)
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where D is the distance between two points in a four dimensional space. D quantifies
the difference between the two patterns at given bearing, producing a scalar measure of
their similarity. Note that the MUSIC algorithm uses the inverse of D2 in the direction
of arrival calculation [27], and that D is dimensionless since both ASHIP and ATRANS
have been normalized.
2.2.7 Signal-to-noise ratios for thresholding
Four SNRs are defined for thresholding, to separate ship backscatter from other signal
sources. Other signal sources include first and second order backscatter from the ocean
surface, broadband and narrowband noise from other HF radar transmitters, and natural
external sources such as worldwide thunderstorms. These signals typically persist in time,
or are broadband, often spread over many Doppler bins and several range cells. When
measuring antenna patterns with transponders, the signal is typically characterized by
a narrow peak in frequency and range, with power levels well above the noise. Away
from the peak, the signal level falls rapidly into background noise in adjacent bins and
adjacent range cells. The typical characteristics of transponder signals are also desirable
when measuring antenna patterns with ship backscatter. Ship backscatter signals are
also transient, typically present in a given Doppler bin for only a single FFT. The SNRs
described below are designed to exploit the differences in signal characteristics, enabling
reliable separation of ship backscatter from other signal sources.
Each SNRs is produced according to the equation,
SNR = SSIGNAL − 〈SNOISE〉, (2.11)
where SSIGNAL is the power observed (dBm) in the monopole auto spectra, in the range
cell and Doppler bin assumed to contain ship backscatter. 〈SNOISE〉 is the average of
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bins assumed to contain only noise, as explained below. The four SNRs are determined
by varying spectral bins used to compute SNOISE.
Site SNRBKGND SNRLOCAL SNRRANGE SNRTIME
RFG 6.1 10.3 59.4 24.2
COP 6.0 20.6 28.5 44.9
MGS 8.4 22.8 27.7 41.1
SCI 3.3 20.6 29.2 46.9
Table 2.3: Percent of points rejected due to each SNR criterion, for each HF radar site.
The first SNR, denoted SNRBKGND, is computed from Eqn. (2.11) with 〈SNOISE〉
defined as the average power over two frequency ranges, ∆fBKGND = 0.701 to 0.960
Hz, and -0.701 to -0.960 Hz, (Fig. 2.3a). SeaSonde software typically uses noise levels
in the region defined by ∆fBKGND to compute SNR of the first order Bragg scatter
peaks. Following the SeaSonde method, an initial 〈SNOISE〉 is obtained, then spectral
points more than three standard deviations from the mean are removed and 〈SNOISE〉 is
recomputed on the remaining points.
The second SNR, SNRLOCAL, is computed using Eqn. (2.11) after computing as the
mean spectral power spanning a range of Doppler frequency bins (∆fLOCAL) adjacent to
the ship peak. Here 〈SNOISE〉 is the average of 20 Doppler bins found on either side of
the spectral region identified by AIS (Fig. 2.3a). Bragg signals are excluded from this
calculation, such that the resulting 〈SNOISE〉 may depend on fewer than the 40 Doppler
bins.
The third SNR, SNRRANGE, is computed using Eqn. (2.11) with 〈SNOISE〉 deter-
mined from multiple range cells. Unlike SNRBKGND and SNRLOCAL, which are com-
puted from single range cells, SNRRANGE is computed using 〈SNOISE〉 based on spectra
power found in the same Doppler bin (fSHIP ), but in several range cells spanning two
intervals (∆r). The ∆r intervals each span six range cells, beginning two range cells
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Figure 2.3: a) HF radar cross spectra as a function of frequency (from Fig.2.3c)
along with the ship radial velocity from AIS (gray shaded area), for range cell 15.
Horizontal bars near the bottom of the figure show range of frequency (∆f) over which
average noise levels are computed for SNRBKGND and SNRLOCAL. b) Cross spectra
signal after removing hourly mean, along with range of frequency (∆fTIME) over
which average noise levels are computed for SNRTIME . c) Cross spectra plotted as
a function of range cell index, for the frequency bin centered at -0.227 Hz. Horizontal
bars show the range cells (∆r) used to compute the average noise level for SNRRANGE ,
spanning range cells 8-13 and 17-22.
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away from SSIGNAL. For example, if the ship SSIGNAL is located in range cell 15 and
Doppler bin fSHIP , then 〈SNOISE〉 is computed from signals found at fSHIP in the ∆r
intervals extending between range cells 8-13 and 17-22, as shown in Fig. 2.3c. The ∆r
intervals begin two range cells away from SSIGNAL, because ship backscatter signal may
be present in adjacent range cells due to pulse stretching in the receiver [8].
The fourth SNR, SNRTIME, uses the time domain properties of both SSIGNAL and
〈SNOISE〉 to separate short term signal sources, such as ships, from persistent signal
sources, such as currents and waves. Prior to the Eqn. (2.11) calculation, the time-
centered, hourly averaged cross spectrum is subtracted from the individual cross spectra
containing SSIGNAL. As shown in Fig. 2.3b, this removes much of the first and second
order Bragg signal, along with any other signals persisting on hourly or longer time
scales. SNRTIME is then computed with Eqn. (2.11) using SSIGNAL from the residual,
and 〈SNOISE〉 over Doppler regions defined by ∆fBKGND as in SNRBKGND. Calculation
of SNRTIME is similar to real time HF radar processing methods, which apply an Infinite
Impulse Response (IIR) filter to remove ship backscatter [14].
The above methods produce four SNRs for each signal observation that may contain
ship backscatter. Low SNR from any of the four methods suggests the presence of
contaminating interference or other non-ship signal. When applying thresholds to the
SNRs, the lowest value of SNR of the four prevents the ASHIP point from passing a given
SNR threshold. Thus the minimum of the four methods is found:
SNRMIN = min(SNRBKGND, SNRLOCAL, SNRRANGE, SNRTIME), (2.12)
such that each ASHIP observation is associated with one SNR value for use in threshold-
ing. The fraction of points rejected due to a given SNR method is shown in Table 2.3.
Comparisons below show results of ASHIP after requiring SNRMIN > 11 dB. Justifica-
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tion for this threshold is described later.
2.2.8 AIS based thresholds
Three additional metrics are computed from the AIS data for thresholding. Threshold
values were determined empirically, as discussed below. The first is the standard devia-
tion of the ship radial velocity observed during the 256-s cross spectra interval (σSHIP ).
ASHIP observations obtained from ships when σSHIP > 150 cm s
−1were excluded from
the analysis. The second metric is the distance between ships and oil platforms (∆dp).
ASHIP exhibits large errors when ships are close to these structures, so ships with ∆dp <
1500 m were excluded. The third metric ∆ds is defined as the minimum separation in
range and Doppler bins between ships. This metric identifies ships that are in nearly the
same range cell and traveling at nearly the same radial velocity relative to a site. Ships
separated by ∆ds < ±1 range cell and < ±20 Doppler bins were excluded.
2.3 Results
2.3.1 Observations
Estimates of ASHIP and ATRANS show reasonable agreement for RFG, COP, MGS,
and SCI as shown in Figures 2.4, 2.5, 2.6, and 2.7, respectively. At RFG, some bearings
exhibit differences, but the overall shape of ATRANS is reproduced by the 5
o bin averages
of ASHIP , including small scale structure near 165
o−170o (Fig. 2.4 a,b). (Bins with N <
5 not shown). A significant difference in the angular coverage is observed, as ATRANS
extends from 90o to 275o, while the ASHIP covers 120
o to 250o (Fig. 2.4a). The difference
in angular coverage results from the orientation of the shipping lanes relative to the site
(Fig. 2.1a), such that ships at bearings near the edges of ATRANS are at greater range
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and the backscattered signal levels are low. Figure 2.8 shows histograms of ASHIP data
points versus bearing for each site, illustrating the effect of range on the number of
available data points at RFG (Figure 2.8a). Figures 2.8a and 2.8b also show low values
in histogram bins where most ships pass through the zero Doppler bin, near 195o for
RFG and COP. Background signal levels are consistently high near zero Doppler due to
backscatter from stationary objects, for example from land [29], making SNR of the ship
backscatter signal relatively low in this region of the Doppler spectrum.
COP has a similar orientation to the shipping lanes as RFG, but results shown in
Fig. 2.5 have some important differences from RFG. ASHIP at COP was produced from
about five times more observations than at RFG (15691 data points at COP vs. 3043
at RFG, Fig. 2.8 a,b), though these came from only 40% more ships (246 at COP vs.
174 at RFG). COP typically has higher levels of transmitted power than RFG (data
not shown), and RFG also experiences elevated levels of diurnal background noise [30].
Lower signal and higher noise levels significantly reduce the number of ships producing
antenna pattern estimates at RFG. Differences between Figs. 2.4 and 2.5 demonstrate
the broader angular coverage obtained at COP, with observations spanning 200o, vs.
approximately 130o for RFG. The maps (Fig. 2.1 a,b), and the ship observations vs.
bearing (Fig. 2.8 a,b) also illustrate this difference. Disagreement between ASHIP and
ATRANS observed at COP for bearings < 140
o coincides with the presence of a building
and several trees in the near field of the receive antenna at these bearings. Bearings less
than 120o coincide with the presence of a cluster of oil production platforms, suggesting
that multipath scatter from these objects may be important even with ∆dp > 1500 m.
Disagreement is also observed between ASHIP and ATRANS for bearings < 200
o in the
a2I component (Fig. 2.5 d).
Results for MGS Loop 1 ASHIP agree with ATRANS between 190
o and 290o (Fig.
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Figure 2.4: RFG ATRANS (green dashed line) and individual ASHIP (gray dots) with
5o bin averages (large blue dots) ±bin standard deviations (blue lines), a) Loop 1 real,
b) Loop 2 real, c) Loop1 imaginary, d) Loop 2 imaginary). Note that in each plot the
vertical axes were adjusted to best show the data.
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Figure 2.5: As in Fig. 2.4, for COP.
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2.6), while the methods diverge for bearings less than 190o. Due to the orientation of
the shipping lanes relative to the site (Fig. 2.1c), few ship observations are obtained
north of 280o, while the transponder pattern continues to 330o. However, several ASHIP
observations were obtained at bearings east of ∼ 170o where ATRANS ends, despite the
long distances that the HF radar waves must travel over land.
Figure 2.6: As in Fig. 2.4, for MGS.
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Figure 2.7: As in Fig. 2.4, for SCI.
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Figure 2.8: The number of ASHIP data points per 5
o bin as a function of bearing for
a) RFG, b) COP, c) MGS and d) SCI. Both horizontal and vertical axes adjusted to
best show the data.
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ATRANS from SCI spans approximately 280
o in bearing (Fig. 2.7) with coverage both
north and south of the Santa Cruz Island. Agreement between ASHIP and ATRANS is
observed, except between ∼ 30o to ∼ 80o, where HF radar waves travel long distances
over land. The 5o bin averages of ASHIP reproduce small scale structure in ATRANS, such
as Fig. 2.7d between 150o to 200o. A comparable number of observations were obtained
within the Santa Barbara Channel as were obtained at RFG, though a longer time period
was covered with the SCI data (Table 2.1). Backscatter from 422 unique ships produced
29,576 ASHIP observations (Fig. 2.8d) during the two months spanned by the SCI data.
Fig. 2.8d shows that most observations originated from south of the island, between
120o and 240o (Fig. 2.1d). Fig. 2.8 also shows the number of individual ship-FFT
combinations, to provide a lower bound on the number of independent observations.
2.3.2 Comparison metric (D) example and results
Prior to comparing ATRANS and ASHIP using D, a simple case is presented to build
intuition and guide interpretation of the results. The range of nominal values of D is
illustrated by comparing D between two COP ATRANS measurements from May 2006
and August 2010 (amplitudes Fig. 2.9a, and phases Fig. 2.9b). Minor differences in the
amplitudes and phases, due to minor changes in the site hardware and receive antenna
near field environment, result in D ranging from 0.1 to 0.4 (Fig. 2.9c). Figure 2.9c
indicates the range of D that can be expected between two antenna patterns that are
qualitatively similar.
Figure 2.10 shows D between the 5o bin averages of ASHIP and ATRANS for each HF
radar site, summarizing the comparisons shown in Figs. 2.4-2.7. Figure 2.10a illustrates
the similarity between ASHIP and ATRANS at RFG, with the exception of 130
o and near
240o, where D captures the differences observable in Fig. 2.4d (at 130o), and Figs. 2.4b-d
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Figure 2.9: ATRANS for COP measured 22 May 2006 (black solid lines) and 18 August
2010 (gray dashed lines) in terms of the amplitudes (a) and phases (b). c) D as a
function of bearing between the COP 22 May 2006 and 18 August 2010 ATRANS .
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(near 240o). For COP, differences between ASHIP and ATRANS at bearings less than 135
o
observable in Fig. 2.5 are shown by D in Fig. 2.10b, along with the close agreement
observed at other bearings with D < 0.1. Fig. 2.10c shows agreement for MGS between
200o and 295o. Comparing Fig. 2.10c with Fig. 2.8c suggests that high D at MGS
(outside 200o - 295o) may relate to the low N observed there. Minimum values of D for
SCI (Fig. 2.10d) lie near D = 0.15, with larger values of D, e.g. near 120o, corresponding
to differences observed in Figs. 2.7 c, d. Overall, Fig. 2.10 shows that the lowest values
of D, and thus the lowest errors, are observed at COP (Fig.2.10b).
2.3.3 D vs. SNRMIN
Values and scatter of D decrease rapidly with increasing SNRMIN at all four sites
(Fig. 2.11). For SNR greater than 10 dB, the broad scatter in D narrows, such that
SNRMIN >∼15 dB is associated with low D. SCI is an exception with some points with
SNRMIN > 10 and D ∼ 1.25. Values of D averaged over bins of width ∆SNR = 1 dB
are also shown (open circles), along with the number N of points per bin (right-hand
y-axis) showing that each site has more than 1000 observations with SNRMIN >10 and
more than 100 observations with SNRMIN >15.
2.4 Discussion
A goal of this research is to evaluate the method as the sole source of antenna pat-
tern measurements. In estimating ASHIP (Figs. 2.4-2.7), significant agreement between
ASHIP and ATRANS was found (e.g. Fig. 2.10, with D <0.2) when the following empirical
thresholds were used:
SNRMIN > 11 dB,
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Figure 2.10: D as a function of bearing between ASHIP and ATRANS for each of the
four HF radar sites a) RFG, b) COP, c) MGS and d) SCI.
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σSHIP < 150 cm s
−1,
∆dp > 1500 m,
∆ds > ±1 range cell and > ±20 Doppler bins.
Figure 2.11 guided the choice of the SNRMIN threshold, which produces low overall
error as measured by D. Limiting the standard deviation of radial velocity (σSHIP )
identifies ships with smaller changes in radial velocity during the 256-s integration times
of the cross spectra. Both ∆dp and ∆ds thresholds removed multi-source signals, which
produced errors in ASHIP . Since each threshold is applied to metrics computed only
from the AIS and HF radar data, we suggest the method can serve as an independent
source of APMs. While this analysis produced APMs at 5o resolution (Figs. 2.4-2.7),
with sufficient data density, 1o bins with output every 1o are possible.
These results corroborate a theoretical and experimental analysis of ship tracking with
HF radars [31]. Using a SeaSonde with measured antenna patterns, the study found a
power law relationship between SNR and the uncertainty in bearing to a target, such that
uncertainty decreased with increasing SNR. The analysis indicates that uncertainty in the
FFT signal power, due to contributions from noise, leads to uncertainty in the MUSIC
determined bearing. Our results similarly show decreased error with increasing SNR
(Fig. 2.11). The results differ in that the errors here are between two antenna patterns
(ASHIP and ATRANS as quantified by D) at a known signal bearing, while the [31] results
determine the uncertainty in the signal bearing. [31] also suggests that contributions from
noise (quantified by SNR) explain most of the scatter in ASHIP observed in Figs. 2.4-2.7.
Both analyses suggest rejecting data with SNR below 7-10 dB. These combined results
demonstrate that SNR is the most important metric for accurate APM determination.
Scatter in ASHIP (Figs. 2.4-2.7) resulting from errors in the AIS and the GPS posi-
tions they report are probably small. Methods used to assign bearings to ASHIP described
32
Measuring Antenna Patterns for Ocean Surface Current HF Radars with Ships of Opportunity
Chapter 2
Figure 2.11: D vs. the minimum observed SNR (gray dots, left axis), with their bin
average (open circles, left axis), and N data points per bin on a log scale (dashed line,
right axis). For a) RFG, b) COP, c) MGS and d) SCI.
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in section 2.2.5 depend on associating the radial velocity of the received signal with an
estimate of the ship position within the FFT time period. As suggested by Table 2.2,
errors in ship positions are likely less than the 2-3o standard deviations of bearings tra-
versed during the FFT time period. [31] indicates that SNRMIN = 11 is equivalent to
a bearing uncertainty of about 12o. Thus errors in bearing resulting from GPS or other
AIS position errors are likely a small fraction of the errors in estimates of ASHIP . Both of
these sources of error and uncertainty are likely reduced through bin averaging of ASHIP .
While the [31] study associates SNR with bearing uncertainties (in degrees), results
here associate SNR with a value of D, the difference between ASHIP and ATRANS.
Associating a value of D with a bearing uncertainty in the ocean current data is identified
as a question for future investigations.
This analysis can address two additional questions regarding the generation of pat-
terns from ships. First, how frequently can ASHIP be generated and at what level of error?
Figure 2.12 shows the number of cumulative unique bearings θ spanned by ASHIP as a
function of time (NSHIP (t)), divided by total number of bearings in ATRANS (NTRANS;
both NSHIP and NTRANS at 1
o resolution). Counting observations at 1o resolution en-
ables estimates of the time to produce five points per bin in a 5o average. The times
required to generate ASHIP (θ) for various error levels, set by SNRMIN , are shown by the
different lines. For example, Figure 2.12a shows that ASHIP at RFG covers about 75% of
the 1o bearings of ATRANS with SNRMIN > 10 after 60 days. COP (Fig. 2.12b) covers
about 95% of ATRANS bearings during the same time period. ASHIP covering 75% of
ATRANS with SNRMIN > 10 can be generated in approximately 53 days at RFG, 9 days
at COP, 12 days at MGS, and 2 days SCI. Of course these times depend on the level of
ship traffic. Applying thresholds such as SNRMIN > 10 sets error between ASHIP and
ATRANS at D = 0.25 after averaging, as indicated by Fig. 2.11.
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Figure 2.12: Curves showing the ratio NSHIP (t)NTRANS vs. time in days. The five
curves for each subplot are for different SNRMIN thresholds (legend, Fig. 12 d).
Gaps resulting from HF radar or AIS outages where truncated to one day. For a)
RFG, b) COP, c) MGS and d) SCI.
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Second, how many ships are needed to generate a pattern? This question can be an-
swered by substituting the number of ships n for time t to obtain the ratioNSHIP (n)/NTRANS.
Figure 2.13 shows that ASHIP covering 75% of ATRANS with SNRMIN > 10 can be gen-
erated from 155 ships at RFG, 50 ships at COP, 48 ships at MGS, and 47 ships at
SCI.
Figure 2.13: Curves showing the ratio NSHIP (n)/NTRANS vs. the number of unique
ships. The five curves for each subplot are for different SNRMIN thresholds (legend,
Fig. 13 d). For a) RFG, b) COP, c) MGS and d) SCI.
Results presented here demonstrate the difficultly of using ocean current HF radar for
ship detection. Between 500 and 630 ships reporting positions with AIS passed within
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the coverage areas of the four HF radars. Defining a positive detection as an observation
with SNRMIN > 10, between 30% and 85% of the ships where detected. However, these
positive detections represent a small fraction of the time (less than about 5%) that the
ships were within the coverage area. This result illustrates the need for modified HF
radar processing schemes for ship detection, such as described by [32].
2.5 Conclusions
Methods presented here demonstrate the use of ship backscatter to measure antenna
patterns for direction-finding HF radars. The Santa Barbara Channel, with shipping
lanes within the coverage area of several SeaSonde HF radars, provides an ideal testing
ground for developing this technology. The analysis supports the following conclusions:
• AIS and ship backscatter in cross spectra can be used to independently estimate
the receive antenna pattern;
• The difference between transponder measured patterns and ship backscatter pat-
terns depends on SNRMIN when SNRMIN >∼10 dB. Using SNRMIN > 11 dB as
a threshold for ship based patterns produces low error when these are compared to
patterns measured with standard methods.
• Significant fractions of the antenna pattern can be measured with as few as 50 ships
of opportunity, or on timescales on the order of days depending on the local ship
traffic and SNR.
Additional questions about HF radar antenna patterns that can be addressed using
this method include: How do antenna patterns change through time? What causes them
to change? On what time scales do they change?
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These results suggest that some HF radar deployments will still require transponder
calibrations, particularly at bearings near the coast, depending on ship traffic and the
geography of the HF site. In unique situations (e.g. HF radar deployed on an island),
the methods would cover an equivalent range of bearings. Methods presented here can
provide information about APM changes at a site APM and indicate the need for a
transponder calibration. In this way, the method could augment or minimize the need
for transponder-based patterns. Given the cost of transponder pattern measurements,
it is likely that a software implementation of this method would be a cost effective way
to measure antenna patterns. Because many HF radars operate with idealized patterns,
methods for automating antenna pattern measurement would significantly improve sur-
face currents mapped with HF radar.
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Uncertainty Estimates for
Oceanographic HF Radars
3.1 Introduction
The high spatial and temporal resolution maps of ocean surface current produced by
High Frequency (HF) radars have advanced coastal oceanography by giving context to
nutrient flows, improving model results and illustrating transport mechanisms, to name a
few examples. While these contributions have been important, improved understanding
of ocean surface processes has been limited by the fact that the HF radar measurement
errors are not well quantified. These errors can be large, and their sources complex.
Incomplete knowledge of the errors limit the usefulness of the data, particularly for esti-
mating divergence and vorticity, and for applications such as pollution tracking and search
and rescue. Recommendations urge the HF radar community to “develop . . . uncertainty
estimates so that search areas can be modeled more effectively” [5], and that “further
efforts to understand error structure in HF radar derived data are clearly warranted” [6].
The purpose of this paper is to improve the understanding and quantification of error in
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oceanographic HF radars.
Oceanographic HF radars commonly use one of two methods for bearing determina-
tion, beam forming [16, 33, 34] or direction finding (DF) with Multiple Signal Classifica-
tion, (MUSIC, [27]). MUSIC was invented in the 1970s [23, 24, 25, 26, 27] and was later
adapted for ocean current HF radars [3]. Beam forming radars typically use linear arrays
of receive antennas and electronically steer the radar look direction, forming a beam, the
width of which is a function of look direction. MUSIC can be used independent of receive
antenna array geometry, and is considered a “super-resolution” method, with the ability
to resolve signal sources separated by a fraction of the antenna beamwidth [35].
MUSIC and its class of direction finding methods are generally considered to have
superior performance to beam forming [35]. For large samples and high SNR, MUSIC ac-
curacy approaches that of the computationally demanding Maximum Likelihood method,
though MUSIC shows limitations with low SNR, small numbers of samples, or closely
spaced signal sources [35]. Because of the relative simplicity of beam forming, the errors
in data from these radars are well understood, which is not the case for oceanographic
radars employing MUSIC.
Previous publications have investigated errors in oceanographic HF radar measure-
ments, the majority of these comparing independent measures of currents with the radar
measurements. Studies using the Ocean Surface Current Radar (OSCR), a phased array
system using beam forming, were successful at validating the measurement and attribut-
ing a substantial fraction of the differences to geophysical processes [16, 33, 36]. Similar
methods applied later to Wellen Radars (WERA; [37]) and radars employing MUSIC
[30, 11] identified errors present in the radial components and were able to attribute
errors to idealized antenna patterns for the CODAR systems. Other work has shown
the importance of measured antenna patterns [10, 38], the influence of spatial current
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variability on velocity differences [39], and improvements in comparisons when using
screening metrics based on properties of the MUSIC direction of arrival (DOA) function
[40]. Simulation based evaluations have been used to compare MUSIC and beam forming
[3, 41], to investigate the affect of distortions in antenna patterns [17], and to investigate
MUSIC performance in different ocean current scenarios [42]. With a few exceptions
[43], studies of oceanographic radars have not isolated the variables governing error, or
quantified the errors in such a way that they could be estimated and used operationally.
Individual HF radars measure the component of velocity directed toward or away from
the radar as a function of range and bearing. Errors in the radial velocity components
result from numerous sources such as interference, variable SNR, the DF algorithm, and
irregularities in the receive antenna pattern measurement (APM). The resulting errors
in radial velocities then propagate into the spatially averaged total vectors. The widely
used SeaSonde HF radar, manufactured by CODAR Ocean Sensors Ltd. in Mountain
View, CA, produces two uncertainties termed the spatial quality factor and the temporal
quality factor. These factors, actually the standard deviations in time and space of
the sub-hourly measurements, may be close to the final uncertainty product needed by
modelers [44], but require further verification of their utility for incorporation into total
vector estimates [45]. These uncertainties are typically produced from a relatively small
number of observations, and do not explicitly account for the effect of SNR on the bearing
uncertainty. Others have found that screening radial data by SNR improved comparisons
with in situ measurements [46]. Meanwhile in many publications on MUSIC performance
it is commonly understood that the DOA accuracy is a function of the SNR [47, 48, 49].
Outside of oceanography MUSIC has been thoroughly studied and several publica-
tions derive analytical expression for error based on the DOA function. Stoica and Neho-
rai (1989) [4] derived the DOA error variance based on a Taylor expansion of the MUSIC
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DOA function and the statistical properties of the eigenvectors of the data covariance
matrix. A later paper by Xu and Buckley (1992) [50] maintained higher order terms in
the expansion, resulting in an additional expression for bias error (a result independently
derived elsewhere [51]). Given these expressions, it is possible to compute an estimate of
the uncertainty for a given MUSIC DOA solution. In the context of oceanographic HF
radars, the ability to produce a MUSIC solution along with an estimate of the directional
error would go a long way toward meeting the needs of users outlined above.
The studies of MUSIC error necessarily [4, 50] make simplifying assumptions about
the signal environment that may or may not apply to oceanographic HF radars. For
example, they assume perfectly known antenna patterns and signals that originate from
a known number of point sources in otherwise Gaussian noise. In contrast, oceanographic
HF radars operate in variable environments, often with distorted APMs, interference and
complex signal source distributions. Furthermore, the theoretical expressions they derive
have not been evaluated for use operationally.
We evaluate the utility of the error expressions [4] as applied to oceanographic HF
radars. Prior to evaluating error estimates, we review the processing of oceanographic
HF radars to identify the factors contributing to errors. We then give the analytical er-
ror expressions from [4], and put them in context of oceanographic data processing. We
evaluate these expressions with a simulation-based approach as done in previous publi-
cations, though with input current fields obtained from a high resolution ocean model.
Finally, we demonstrate the utility of the uncertainty estimates by using comparisons
along the baseline between operational radars.
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3.2 Oceanographic HF Radar Processing and Errors
Fig. 3.1 summarizes the signal processing of oceanographic HF radar data. Boxes on
the left are based on previous publications (Figs. 1 from both [52, 53]), and are specific
to the processing of SeaSonde data [54]. Other operational HF radars use a slightly
different scheme with details specific to beam forming. However, it has been shown that
the scheme in Fig. 3.1 can be used for somewhat arbitrary receive antenna configurations
(e.g. [55, 56]). Errors in radial velocities (vr) arise at several points as shown on the
right in Fig. 3.1. Here we briefly summarize the signal processing, while describing the
errors and uncertainties that arise in HF radar observations.
1. Range uncertainty due to windowing. The first FFT of the antenna voltage time
series separates signals by range (c.f. [52]). Assuming the conversion of a continuous flow
field into discrete range rings can be understood as a discretization process, we can use
the theory for analog-to-digital conversion to estimate error in the range determination.
Given a range cell width ∆r, the range uncertainty can be estimated [57]:
σr =
√
1
12
∆r ≈ 0.29∆r, (3.1)
where the factor of 1
12
is the variance introduced when representing the uniformly dis-
tributed range with the discretized value. Furthermore, windowing (e.g Hamming) ap-
plied to the FMCW sweep to convert frequency to range causes 20% overlap in adjacent
range cells [8], and thus an increase in the range increment. In this case, the range
increment ∆r is increased by a factor of 1.2, and (3.1) becomes σr = 0.35∆r.
2. Frequency quantization error. For oceanographic radars signals arrive nearly si-
multaneously from all angles within view. FFT processing of the time series produced by
step 1 sorts signal variance by Doppler frequency, which are then processed by MUSIC
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(2) Frequency quantization 
error 
(6) Errors in estimating θ due to 
SNR, MUSIC, antenna pattern 
(4) Errors in identifying first order 
region (inclusion/exclusion) 
(5) Use of incorrect signal model, 
e.g. error determining N for vr 
First Order Determination 
Estimate bearing θ  
Separate Signals by Range 
(Baseband FFT) 
Doppler Bin FFT (vr)   
Receiver Voltages 
Auto and Cross Spectra Formed  
Output vr(r,θ,t) 
Covariance matrix formed 
for each Doppler bin (vr) 
Determine Number of 
Signal Sources 
K Spectra Averaged  
(1) Range uncertainty due to 
windowing 
(3) Covariance matrix uncertainty 
due to finite ensemble average   
Figure 3.1: HF radar data processing flow for estimating radial velocities, with error
sources. [Adapted from [52, 42]].
44
Uncertainty Estimates for Oceanographic HF Radars Chapter 3
separately. The requirement for a noise subspace in the eigen decompositon limits MU-
SIC to processing only up to M − 1 signals, while the FFT pre-processing allows a radar
with just a few receive antennas (e.g. M = 3) to produce DOA solutions for many more
than M signals in a given time period. After FFT processing, HF radars (e.g. SeaSondes
[54]) auto and cross multiply the FFT outputs to form power spectra.
The FFT calculation and formation of cross-spectra (c.f.[54, 53]) introduces errors in
vr due to the discretization of frequency bins. Using (3.1) but substituting ∆vr for ∆r,
we can estimate the velocity uncertainty:
σvr ≈ 0.29∆vr. (3.2)
Here ∆vr is the radar radial velocity increment,
∆vr =
λTX
2
SWR
nFFT
, (3.3)
computed with the transmitted wavelength λTX , the sweep rate (SWR), and FFT length
(nFFT ) [8]. For a radar with ∆vr = 4.3 cm s
−1, σvr = 1.2 cm s
−1, though longer FFTs
reduce this to less than 1 cm s−1[40, 58].
3. Covariance matrix uncertainty due to finite ensemble averages. After cross mul-
tiplying, we average K cross spectra, and form the covariance matrix C(f) for each
frequency bin (c.f. [53]). Finite sampling periods and the dynamic nature of the ocean
surface limit K (the number of independent estimates, or “snapshots” [49]). Uncertainty
in the covariance matrix resulting from the choice of K influences the direction finding
estimate as investigated below.
4. Error in identifying first-order region. After forming the cross spectra we must
determine what portion of the spectrum contains the signal from the first order scatter-
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ing process, which includes the ocean current information. To identify frequency bins
containing the first order signal, operational SeaSondes use empirical methods [8], or
image processing techniques [59]. Errors arise in two ways: 1) when non-current signal
is interpreted as originating from ocean currents; or 2) when signal from ocean currents
is excluded from processing. These errors can be large in uncommon situations, such as
when high winds (> 15 m s−1) combine with strong currents (> 2 m s−1), causing the
first order and second order signal regions to become indistinguishable [60]. On average,
these errors are probably less than or equal to the reported 2-8 cm s−1 [30, 58] noise
levels, based on estimates from the power spectra of the HF radar currents.
5. Incorrect determination of the number of signal source bearings. Once the M ×M
covariance matrix has been formed, MUSIC finds the eigen-structure by decomposing
the covariance matrix into M orthogonal eigenvectors and eigenvalues, and then uses the
noise eigenvectors to determine the source DOA(s) (c.f.[27, 61, 62]). The SeaSonde uses
a hypothesis testing approach to determine if the covariance matrix results from a single
bearing N = 1, or from dual bearings N = 2 [8]. In some situations, such as low SNR, the
distinction between a single or dual bearing situation becomes unclear. Discriminating
between the two can lead to errors.
For both the SeaSonde and other arrays, the impact of incorrect determination of
N has not been quantified. Previous work [54] suggests changes in SeaSonde hypothesis
testing parameters that lead to more dual angle solutions, reducing gaps in maps of
vr. The role of hypothesis testing in producing gaps makes this source of error difficult
to quantify. A Simulation based study using an 8-element array indicated problems
determining N , leading to high errors in the resulting DOAs [41]. Another potential
source of error, discussed later, is the possibility of the ocean surface presenting situations
with N > M − 1. The performance of MUSIC when N > M − 1 has not received much
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attention, though several publications investigate MUSIC performance for spatially non-
white noise (e.g. [63]) which may have a similar impact on the accuracy of the DOA
solutions.
6. Error in estimating the DOA. As implemented for oceanographic HF radar pro-
cessing, MUSIC errors result in either misplaced vr in θ, or in an inability to determine
θ for a given vr. Several factors contribute to errors in θ that result from MUSIC. As
mentioned above, the covariance matrix is formed from the average of a limited number
of time series segments (K). This produces uncertainty in the data covariance matrix
and resulting DOA estimate. Other factors include the SNR, the accuracy and charac-
teristics of the antenna pattern measurement, and the angular separation of the signal
sources (c.f. [48]).
The effects of some of these have been identified for oceanographic HF radars, with
one study finding average errors as large as 19o resulting from the use of ideal patterns
[30], with other studies finding errors in θ in the range 0 − 10o when measured antenna
patterns were used [10, 11, 38, 40]. Some work suggests that errors related to the antenna
pattern are more likely to present themselves as a bias, rather than as a random error
[15, 64, 10]. A simulation based study found no relationship between SNR and DOA
accuracy for radars with MUSIC [41], but this was likely due to the use of minimum
SNRs in the range of 10-15 dB. A later study suggested a substantial decrease in accuracy
beginning around 10 dB, based on the relationship between SNR and error in deriving
APMs from ship backscatter [1].
Of these six sources of error, 6. Error in estimating the DOA is the error for which
analytical expressions exist for estimating the resulting uncertainty.
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3.3 Signal Models and Simulation Methods
To present expressions for the error variance, we must first define the data model and
related notation. In the simplified case of N discrete signal sources (N < M), following
[27, 4] we define the voltage time series measured at the receive antenna output (Y) as
the product of the N signal sources impinging on the array from bearings θ1, θ2, ..., θN
given by X(t), and the array response A, plus noise e(t):
Y = AX(t) + e(t). (3.4)
Here the M×N matrix A gives the the response of the M antennas to each signal source,
A =
a(θ1) a(θ2) ... a(θN)
 , (3.5)
where the M×1 vectors a(θ) represent the antenna pattern at each θ. The N×K matrix
X(t), gives the typically complex valued signal from the N discrete sources, described
below. Noise given by the M ×K vector e(t) is assumed to be Gaussian-distributed with
zero mean and variance σ2. Given A, the source locations θN , and e(t), we compute Y
with (3.4) and then the M ×M data covariance matrix,
C =
1
K
YYH , (3.6)
where H denotes the Hermitian conjugate. The matrix C forms the input to MUSIC.
Expressions (3.4), (3.5) and (3.6) define the basic signal model for a general X(t).
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3.3.1 Discrete Source Model
We first use (3.4) with a relatively simple X(t), which allows us to investigate error
estimates in simplified scenarios, before applying them to complex simulations of ocean
backscatter. Here we define X(t) as an N×K matrix of K independent realizations of up
to N = M−1 point sources. The time series from each source, located at θ1, θ2, ..., θN are
made up of zero mean, normally distributed random numbers [65]. This model defines
independent, discrete signal sources commonly used to test DOA methods (e.g. [49]).
For each Monte-Carlo simulation, we vary both the values for sources (X(t)), and the
noise e(t), with a given SNR.
3.3.2 Oceanographic Radar Simulations
For simulations of backscatter from oceanographic HF radars, we use a modified
version of the signal model used in previous studies [3, 41, 53, 17]. Following these we
define X(t),
X(t) = γ+ exp (i(ωB + ωc)t) + γ− exp (i(−ωB + ωc)t). (3.7)
The expression (3.7) models the signal backscattered from the ocean surface, with com-
bined Doppler shift resulting from the advancing and receding Bragg-resonant waves
(±ωB) and the currents (ωc). We compute ωB = (2kTXg) 12 based on the radar wave
number kTX =
2pifTX
c
, the radar transmit frequency fTX , the gravitational acceleration
g and the speed of light c. The radial component of the ocean surface current provides
vr for computing ωc = 2kTXvr. The matrix γ± defines a decorrelation factor discussed
below.
Prior to producing the covariance matrix, our simulations follow the processing steps
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used by oceanographic radars as explained in step 2 above. After forming Y, we com-
pute the FFTs and then auto and cross multiplying these to form power spectra. After
averaging K of these, we identify frequency bins containing the first order signal [59],
and form the covariance matrix C(f) for each frequency bin separately (c.f. [53]).
In simulations for this study we obtain vr from the 100m resolution Regional Ocean
Modelling System (ROMS) [66]. ROMS is a Reynolds-averaged numerical simulation
with turbulence parameterized on scales smaller than scales typically resolved by the HF
radar. We divide the ROMS vr into 1.5 km range cells, each with O(1×104) grid points,
such that vr defines X(t) with (3.7) at all θ in view of the simulated radar. Fig. 3.2
shows an example of the radial component of the hourly averaged ROMS surface currents
for a simulated range cell, between 15 km and 16.5 km range. The radial currents in the
example span 180o, with n = 7426 data points, such that each 1o bin is resolved by about
41 grid points. Previous studies used simpler ocean current scenarios, such as a uniform
flow with a random component to represent small scale turbulence [3], a current jet [41],
or radial currents resulting from a large eddy [42]. We speculate that the complex radial
velocity profiles obtained from ROMS are more representative of the real ocean, and that
they provide a realistic and rigorous test of error estimation schemes.
The factor γ± in (3.7) decorrelates simulated signals, modelling a poorly understood
process occurring with ocean backscatter. While signals backscattered from the sea
surface ultimately originate from a single source (the transmit antenna), it is generally
assumed that the signals become uncorrelated after scattering from the sea surface, for
angular separations as small as 0.5o − 2.0o [8, 3]. The reference [8] attributes the value
of 0.5o to [67], which discusses de-correlation times (about 25s) rather than angular
separations, and speculates that the mechanism decorrelating the signals is the differential
motion of scattering ocean wave trains. Given these unknowns, we decorrelate signals at
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Figure 3.2: Radial velocity vs. Bearing from the Regional Ocean Modeling System
(ROMS), found in a 1.5 km wide range cell, 19.5 km from a simulated HF radar site.
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less than 1o when modeling the backscattered signal.
In terms of the direction of arrival estimation, 1o is typically less than the resolution of
MUSIC, defining resolution as the “ability to distinguish between tightly spaced” sources
[48]. The MUSIC resolution limit is approximated by,
∆θ = θHPBWSNR
− 1
p , (3.8)
where p ranges between 2− 4 [48, 68]. To estimate ∆θ we first compute the half-power
beamwidth (θHPBW ) by first computing the beam pattern B following [49],
B =
1
M
A(θo)
HA(θ), (3.9)
where θo is a reference angle, and then finding θHPBW as the range of θ where |B|2 ≥
0.5max|B|2 [49]. Defined this way, the SeaSonde θHPBW = 131o, while a uniform linear
array (ULA) with 1
2
λTX spacing and M=16 has θHPBW = 6.5
o. These values suggests
minimum ∆θ on the order of 25o for the SeaSonde. Using data we processed from Sea-
Sondes (which has the individual MUSIC solutions) we plotted the angular difference
between dual bearing solutions vs SNR (not shown) indicating a minimum ∆θ on the
order of 10o. For the purposes of simulating ocean current backscatter, these results sug-
gest that decorrelating sources separated by ∼ 1o adequately approximates backscatter
from the ocean surface.
To decorrelate simulated signals, we construct γ± beginning with an N × 1 vector of
zero mean normally distributed random numbers, γ±. We then compute γ± = diag(γ±),
resulting in an N ×N matrix with non-zero values only on the diagonal. We draw new
values of γ± for each data snapshot, with differnent values multiplying both the ap-
proaching γ+ and receding γ− Bragg peaks separately. Without this randomizing com-
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ponent, the simulation equations present constant, correlated sources of signal. Previous
simulation-based studies model wind, assuming a Pierson-Moskowitz cardioid pattern
[69] as a function of θ that multiplies A in (3.4), with randomness that decorrelates sig-
nals in the way that we use γ± [3, 41]. Essentially γ± in (3.7) is equivalent to assuming
a uniform presence of Bragg waves, while the use of the Pierson-Moskowitz model for the
wave field is equivalent to assuming fully developed seas.
In processing the DOA solutions from the ocean current radar simulations, we perform
the signal detection step (5. above and in Fig. 3.1) using a ‘clairvoyant’ method. The
purpose of the signal detection step is to determine if the data covariance matrix is
the result of N signal sources, where N ∈ {1, 2, ...,M − 1}. With simulations, we can
determine N directly from the simulation inputs, i.e. the profile of vr. For example
in Fig. 3.2 radial velocities less than −23 cm s−1 occur only in the region spanning
265o− 270o. We designate this case a ’single bearing’ case, with other cases termed ’two
bearing’ (velocities between 2.4 and 9.5 cm s−1), and ’three bearing’ (velocities between
26 and 30 cm s−1). Thus the profiles of vr require some interpretation for determining
N , as the criteria for what constitutes a spatially coherent source patch is somewhat
subjective, but this method removes signal detection as a significant source of error in
the DOA solutions.
3.4 Error Calculations
3.4.1 Analytical DOA Uncertainty Expressions
Stoica and Nehorai (1989) derive an expression for the MUSIC DOA error variance
based on the statistical properties of the errors in the eigenvectors of C [4]. Beginning
with the M eigenvalues of C, λ1, ...λM , we associate the largest N with the signal and
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form the M × N matrix of signal eigenvectors S = [s1, ..., sN ]. We then associate the
remaining M − N eigenvectors with the noise, and form the M × (M − N) matrix
G = [g1, ...,gM−N ]. The MUSIC error variance of the ith DOA is then given by:
σ2MU =
1
2K
aH(θi)Ua(θi)
h(θi)
, (3.10)
where U is defined,
U = σ2
[
N∑
k=1
λk
(σ2 − λk)2SkS
H
k
]
, (3.11)
and h(θi) is given by,
h(θi) =
da(θ)
dθ
H
GGH
da(θ)
dθ
, (3.12)
given the noise variance σ2 (in volts2), the receive array vector a(θ), and its derivative
with respect to θ. As the eigenvalues approach the noise variance, the denominator in
(3.11) goes to zero, or (σ2 − λk) → 0, and the MUSIC error variance becomes large.
The expressions (3.10)-(3.12) produce estimates of the error variance in radians squared.
We define the DOA uncertainty σMU as the positive square root of (3.10) converted into
degrees.
Assuming an ideal pattern for SeaSondes, the array derivative in (3.12) can be eval-
uated analytically, but for APMs from operational radars we must evaluate the array
derivative numerically. We compute these derivatives using the second order accurate
centered difference:
da(θj)
dθ
=
a(θj+1)− a(θj−1)
2∆θ
, (3.13)
with edges evaluated using the first order accurate, forward and backward one-sided
approximations [70].
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3.4.2 Cramer-Rao Lower Bound
In addition to estimates of σMU , we show the Cramer-Rao Lower Bound (CRB), which
is the statistical lower bound on the error variance for any DOA calculation [4, 48]. Here
we use its square root (σCRB) to illustrate factors controlling the DOA error, to compare
with uncertainties estimated with (3.10), and to compare with simulation results. We
compute the CRB from assumed values of SNR, K, N , and the antenna pattern a(θ).
Following [48] we estimate a covariance matrix Cy directly from these known variables,
along with the identity matrix I,
Cy =
N∑
n=1
SNRna(θn)a(θn)
H + I. (3.14)
We then define the (i, j)th element of the N ×N Fisher Information matrix,
Fi,j = trace
[
C−1y
∂Cy
∂θi
C−1y
∂Cy
∂θj
]
. (3.15)
From F the CRB is given by,
σ2CRB ≥ 1
K
F−1 ≡ CRB. (3.16)
The derivative of Cy with respect to θ in (3.15) is computed as,
∂Cy
∂θi
= SNRi
da(θi)
dθ
a(θi)
H + SNRia(θi)
da(θi)
H
dθ
, (3.17)
and the array derivatives are computed with (3.13).
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3.4.3 Simulation DOA Errors
We show the errors in the DOA estimates as the RMS difference between the simulated
source bearing, designated θS, and the DOA determined with MUSIC θMU . We compute
the RMS difference (σRMS) for a given ensemble of DOA solutions (n) as,
σRMS =
√∑n
i=1 (θSi − θMUi)2
n
. (3.18)
A typical ensemble includes all points within a given range of SNR. For discrete source
simulations with the source θ specified, calculation of (3.18) is straightforward. However,
when computing σRMS for simulations using ROMS, the calculation is more complex. In
this case, a DOA solution θMU , associated with a given vr, results from signal that may
originate from a wide range of bearings. For example, the radial currents in Fig. 3.2 has
vr = 40 cm s
−1 for bearings between 150o − 170o and 185o − 190o, meaning that θS can
take on any value in this range. When computing the error with a DOA solution θMU ,
we retain the smallest difference θSi − θMUi for use in (3.18), using the value of θS from
the current field that is closest to the DOA solution.
3.5 Results
3.5.1 Simulations with Discrete Source Model
Figures 3.3a-c show the result of simulations of two point sources located at −22.5o
and 22.5o for three different antenna arrays and variable SNR. For each value of SNR,
ranging from 1 to 30 dB, we ran 500 simulations with K = 9. The figures show σRMS
along with the average of σMU computed with (3.10), for 1 dB SNR bins. After averaging,
σMU tracks σRMS for SNR>10 dB. The CRB (σCRB) from (3.16) is also shown, with
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σMU approaching σCRB for SNR>25 dB. Each y-axis changes scale, demonstrating the
different accuracies expected for each array. The signal sources were located near the
broadside axis of the ULAs, where optimal performance is found, in contrast with the
SeaSonde array which has no preferred direction. The change in accuracy also reflects
the monotonic decrease in σMU (and σRMS) with increasing M [4].
Figure 3.3: RMS error in a simulation of two point sources as measured (σRMS), as
estimated with Eqn. 3.10 based on Stoica and Nehorai (1989) (σMU ), and as predicted
by the Cramer-Rao Lower Bound (σCRB); a) for a SeaSonde array; b) for a 3 element
uniform linear array (ULA3); c) for an eight element ULA (ULA8).
The idealized simulation (3.4) allows us to investigate the effect of varying K on
σRMS and σMU estimation. Uncertainties computed with (3.10) apply “for sufficiently
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large values of” K [4], while suggested values of K when forming the data covariance
matrix for MUSIC include K > 3M [48], K > M when SNR is “sufficiently strong”
[50, 71], and K = 10M (the ”moderate snapshot region”)[49]. Since oceanographic
HF radars employing MUSIC observe a statistically non-stationary source of signal it
is desirable to know a minimum value for K, along with the consequences for choosing
small K. SeaSonde HF radars commonly use K = 2.34 (non-integer due to windowing),
while other systems have used K = 15 to K = 20 (e.g.[58]).
Figure 3.4 illustrates the influence of K on σRMS and σMU . To produce this figure
we simulated two sources 45o apart, impinging on the SeaSonde array for three values of
SNR and allowing K to vary between 1 and 15 (500 runs each). The uppermost curves
show σRMS and σMU for SNR = 10dB. The curves show σRMS increasing rapidly for
K < 5. We observer little improvement in σRMS for K > 9. When SNR = 10dB, σMU
uncertainty estimates provide only a rough approximation of σRMS. However, as shown
by the 15 dB and 20 dB curves σMU closely tracks σRMS when K > 6. For the SeaSonde
these results suggest K ≥ 6 (or K ≥ 2M) will provide DOA observations with relatively
low error while maintaining high temporal resolution. A values of K = 6 implies temporal
averages of about 25 min when using 256 s FFTs. These figures also show the utility of
σMU for estimating uncertainties in an idealized simulation.
3.5.2 Oceanographic Radar Simulations
Beginning with the vr depicted in Fig. 3.2, we ran 100 Monte Carlo simulations for
each SNR on the interval 5-30 dB, simulating signal voltages received on the SeaSonde
array, and processing the signals as described in Section 3.2. After partitioning for each
of these cases by empirically determined N , we bin averaged results by SNR with 2 dB
bins. Fig. 3.5 shows σRMS and σMU for different values of N . Overall, σRMS are lower
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Figure 3.4: RMS error (measured σRMS , estimated σMU , and theoretical lower bound
σCRB) in simulation of two point sources with variable snapshots (K), for SNR=10,
15 and 20 dB.
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than those obtained with the point source simulation (e.g. Fig. 3.3a), likely due to
the way we compute σRMS for ocean radar simulations. Values of σRMS increase with
increasing complexity in the flow field, as shown comparing the single bearing case with
two and three bearing cases. For two and three bearing cases, σRMS are large when
SNR<10 dB. Averaged σMU values approximate σRMS, slightly over-estimating the error
with increasing current field complexity. Shaded regions show widths of the σMU bin
standard deviations. The bin standard deviations demonstrate the effectiveness of the
σMU estimate for the one and two bearing cases, while showing the large scatter for the
three bearing case when SNR<15 dB.
For the operational use of σMU , an important consideration is how many estimates
of σMU to average for accurate estimation of σRMS. The curves of σMU and σRMS in
Fig. 3.5 are averages of large numbers of ensembles, and these may have large standard
deviations, such as when SNR<15, or when the flow field is complex. When processing
real time data, we can average σMU in time and/or space to improve the estimation of
σRMS. In order to address this issue we performed the following calculations. Beginning
with MUSIC DOAs from simulations with ROMS, along with associated σMU estimates,
we group results into 10 dB blocks by SNR, centered on 5 dB, 15 dB and 25 dB. Within
each block, we randomly select n samples, computing the mean value of σMU , (defined
as σ¯MU), and the mean value of σRMS (σ¯RMS). We repeat this process, resampling each
time, producing many realizations (Nresample =1000) of σ¯MU and σ¯RMS for a given value
of n. From this sample, we then compute the RMS difference of σ¯MU and σ¯RMS,
σn =
√∑Nresample
i=1 (σ¯MUi − σ¯RMSi)2
Nresample
. (3.19)
This process is repeated for n = 1 to n = 40. We then plot σn vs. n in Fig. 3.6. As
n becomes large, the difference between σ¯MU and σ¯RMS (shown by σn) becomes small.
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Figure 3.5: RMS errors (measured σRMS , estimated σMU ), for radar simulations with
input current field from ROMS, when the same velocity is present at a single bearing
(1 Brg), two bearings (aka Dual bearing case: 2 Brg), and three bearings (3 Brg).
Shaded regions show width of the bin standard deviations for the σMU curves.
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The Fig. 3.6 results suggest that σMU approaches σRMS as n ≥ 10, indicating that
σMU estimates would be improved when HFR processing schemes include substantial
averaging.
Figure 3.6: Standard deviation of the difference between measured σRMS and es-
timated σMU RMS error, for 1000 randomized trials when n samples are used to
compute σMU : SNR = 5, 15 and 25 dB.
3.5.3 Application to Operational Radars
Uncertainty estimates were evaluated for use operationally by processing spectra from
two SeaSondes, located at Santa Cruz Island, CA (SCI1) and San Nicolas Island, CA
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(SNI1), using software we developed. Starting with unaveraged SeaSonde spectra files
(CSQ), the software follows most of the methods and conventions of the SeaSonde pro-
cessing scheme [54] with a few differences. First we increased temporal averaging of the
cross spectra was performed in order to increase K and improve σMU estimates as sug-
gested by the Fig. 3.4 results. Rather than running the DOA processing on 10 minute
moving averages of auto and cross spectra, as is typical for SeaSonde processing, we
computed moving averages of K = 16 auto and cross spectra every 10 minutes. Since
each spectrum is the FFT of 256 s of data, the average covers 68.3 minutes. The other
main difference was the use of the First Order Line (FOL) toolbox [59] for first order
region identification. Antenna patterns were obtained for both sites using the methods
of [1] with two months of data.
Figure 3.7 shows time series of vr from near the baseline between SCI1 and SNI1, for
the interval 10-12 Aug 2013. The plots show observations of vr every 10 min from the
spatial area within ±1o in bearing and ±3 range cells of the mid-point between the sites
for a total of 21 locations on each radial grid. Vertical bars at each velocity observation
show the σMU error estimate in degrees. In general, smaller σMU occurs when vr falls into
groups, suggesting that the repeatable observations of vr have lower DOA errors. Based
on inspection of the cross spectra, observations of vr near 100 cm s
−1 in Fig. 3.7a result
from ship backscatter. Slight differences overall in σMU from both sites are evident, with
median σMU values (SCI1: 3.9, SNI1: 5.3) reflecting the slightly higher average SNR at
SCI1.
Figure 3.8 shows the spatial distribution σMU , averaged over 10 days (10-20 Aug
2013). The figures shows a wide range of average values, along with high values found
at particular bearings. The prevalence of bearings with high values of σMU in Fig. 3.8,
and the outliers with high values of σMU in Fig. 3.7 suggest the use of σMU as a quality
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Figure 3.7: Radial velocity (cm s−1) vs. time with σMU for HF radars at a) Santa
Cruz Island (SCI1), and b) San Nicolas Island (SNI1), at 10 min intervals from 0000
10Aug2013 to 0000 12Aug2013.
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control metric.
Figure 3.8: Average of σMU over 10-20 Aug2013 for a) SCI1 and b) SNI1.
Using the near the baseline data described for Fig. 3.7, we compute comparison
statistics (RMS difference (RMSD) and r2) between the two time series, varying the
threshold value of σMU for removing data. To maintain a consistent number of data
points in the comparison statistics, we draw random samples from the time series such
that r2 and RMSD are computed based consistently on 600 data points. Fig. 3.9 shows
a) r2 and b) RMSD, vs. the threshold value of σMU along with the standard deviation
of the random samples. The comparison statistics improve for small values of the σMU
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threshold. Assuming that σMU provides a valid estimate of the bearing uncertainty, Fig.
3.9 suggests that removing all but the lowest error data will provide the best comparison.
Similar results were found for differences in the spatial area and sampling scheme. We
interpret the Fig. 3.9 results as an indication that the σMU estimates contain useful
information about the DOA uncertainty.
Figure 3.9: Comparison statistics between velocities measured at SCI1 and SNI1, after
removing velocities with values of σMU greater than x-axis values. The statistics a) r
2
and b) RMS difference are computed for 100 random trials of 600 data points. Grey
lines show region of one standard deviation of the results from the random trials.
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3.6 Discussion
Both the σMU and σCRB estimates illuminate factors controlling error in the DOA
of oceanographic radars. Taken together, σCRB and σMU show that error in the DOA
estimate depends on K, the SNR, the specific receive array, and its antenna pattern.
These include both the design of the receive array, such as linear array vs. SeaSonde,
and the array derivative with respect to θ. Though not present in the expression for
σMU , the number of array elements (M) implicitly factors into the DOA error and σMU
estimate [4]. The dependence on array design implies different theoretical accuracies for
different arrays.
Expressions for σMU and σCRB are useful indicators of the bearing error, but accurate
estimates of the bearing error do not inform us of the implied error in the velocity mag-
nitude. Oceanographic HF radar processing schemes, such as the SeaSondes, accurately
estimate the the radial current speed, but less accurately estimate the bearing to the
patch of ocean surface where the radial speed occurs. This property of data from indi-
vidual HF radars suggests that algorithms used to form the total vector velocities should
account for bearing errors. Furthermore, it seems likely that large bearing errors would
be associated with large RMS velocity differences, but the velocity differences depend on
the current field, and thus may be large or small depending on the spatial variation in
the real currents.
The complex currents obtained from ROMS often present the same velocity at more
bearings (N), than there are antennas (M), such that often N ≥ M (as stated above,
MUSIC is limited to identifying N = M − 1 bearings). When N ≥M MUSIC is unable
to partition the signal and noise subspaces [35, 71], causing a corruption of the noise
eigenvector. This causes an increase in the MUSIC DOA errors, errors that appear to be
captured by the estimated σMU . For SeaSondes with M = 3, results suggest that σMU
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accurately estimates the errors even when the current field presents N > 2.
Systems using larger numbers of antennas, such as phased arrays with M = 8 or
M = 16, would encounter the problem of N ≥ M less often. The ability of these
systems to resolve more flow complexity when using direction of arrival methods such
as MUSIC instead of beam forming has been demonstrated [72]. With a few exceptions
(e.g. [56, 73, 13, 74]), systems with M ≥ 8 typically use beam-forming techniques that
negate the possibility of within beamwidth resolution.
The N ≥ M situation possibly contributes to the intrinsic noise found in HF radar
data, producing a random source of error the DOAs of operational radars [30, 11, 58].
A detailed investigation of the noise properties of WERA HF radar using MUSIC [58],
showed that even with outlier removal and tight quality control an inherent noise persists.
Alternatively, if N > M seems unlikely for a given ocean current field, errors resulting
from the determination of N in the DOA method could also contribute to the apparent
random noise.
3.7 Conclusion
We evaluate an analytical approach given by Stoica and Nehorai (1989) [4] for esti-
mating bearing error uncertainties (σMU) for HF radar ocean currents. By simulating the
backscattered signals from a realistic example of the ocean surface currents, we show that
σMU track errors in the DOAs produced by MUSIC. The number of data snapshots (K)
required to form a reliable estimate of the covariance matrix as suggested by simulations,
is K ≥ 6. These results confirm published suggestions [4, 50] that σMU estimates become
unreliable for smaller K, and that they are improved for larger values of K. Further
results indicate that temporal averages of > 10 uncertainty estimates, for example when
merging data to form hourly radial velocities, provide more reliable estimates of the DOA
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error. Simulation-based evaluations demonstrate the utility of the σMU estimates. The
analysis also shows improved comparison statistics between radars along an over-water
baseline when screening out vr with high values σMU .
Expressions from Stoica and Nehorai (1989) give bearing uncertainty estimates asso-
ciated with each radial velocity. These estimates enable the mapping of uncertainty, and
the calculation of the error covariance among surface current observations. The uncer-
tainty estimates can also be incorporated into total vector calculations. It is expected
that the uncertainty estimates will be useful for assimilation of HF radar data into nu-
merical models of ocean circulation. These results along with previous results from the
literature cited above support the following for the quantification of uncertainty in the
radial velocity components of oceanographic radars:
vr(r, θ) = vr(r ± σr, θ ± σθ)± σvr , (3.20)
where (3.1) provides an estimate for the range uncertainty σr, (3.2) provides an estimate
for the bin velocity uncertainty σvr , and (3.10) provides the estimate for the bearing
uncertainty σθ when using MUSIC. Errors due to interfering signals, improper determi-
nation of the first order region, or imperfect knowledge of the antenna pattern are not
quantified by (3.20). Estimating the contribution from these additional components of
error is the subject of ongoing work.
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Chapter 4
Evaluation of Alternative Direction
of Arrival Methods for
Oceanographic HF Radars
4.1 Introduction
Drivers of coastal ocean currents such as wind stress, pressure gradients, and buoy-
ancy forcing interact with the coastal boundary resulting in highly variable and spatially
complex flows. Observations that capture these flows in space and time would quantify
the surface transport of particles or pollutants in spill responses and search and rescue
operations. Land based HF radar is the only available observational approach capable
of resolving the temporal and spatial scales essential for understanding the dynamics of
coastal circulation in a cost effective manner.
Despite their success in many applications, HF radars are limited in their ability to
observe complex, small scale flows. For example, a radar installation with 400 m resolu-
tion [40, 75], found substantial contribution to the total exchange across the shelf from
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highly complex eddies with spatial scales ∼ 1 km and mean durations of ∼ 5 hours. A
more in depth analysis of the eddy dynamics was hampered by the errors of the radar
system, which increased by a factor of 2 in areas of increased flow complexity [76]. Fur-
thermore, a high resolution numerical model of the Santa Barbara Channel [66] reveals
vast complexity not found in HF radar observations. While HF radar observations are
often usefully combined other observational approaches and models in coastal oceano-
graphic studies (e.g. [77, 78]), investigations to quantify and or reduce inherent error in
the measurements are warranted [6, 5, 79].
The growth in deployments of oceanographic HF radars in part resulted from ad-
vances in signal processing, particularly in direction of arrival (DOA) algorithms. The
Multiple Signal Classification (MUSIC) algorithm [23, 24, 25, 27], with its computational
efficiency applicable to arbitrary receive antenna arrays, enabled the development of the
spatially compact and relatively low cost SeaSonde by CODAR Ocean Sensors, Ltd. The
SeaSonde, with its 3-element receive antenna array and a personal computer for data
processing, is largely responsible for growth in deployments, constituting the majority
of deployed systems [80]. With a few exceptions (e.g. [55, 56, 73, 72]), application of
MUSIC in oceanographic contexts has been specific to the SeaSonde, and until recently
was protected by U.S. Patent [52]. In the decades since the publication of MUSIC and
its application to oceanographic radars, many alternative methods for DOA processing
have been developed, each claiming some advantage over MUSIC.
The purpose of this study is to revisit direction finding methods for oceanographic
radars, identify improvements in the ocean current data they produce, and better resolve
complex flow structures in coastal current systems. We investigate developments from
other fields of science and technology in the general the problem of estimating directions
of arrivals of signals propagating from remote sources. To evaluate the performance of
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DOA algorithms we adopt the simulation based approach (e.g. [3, 41, 53, 17]), with
the difference of using complex flows from the high resolution Regional Ocean Modelling
System (ROMS; [66]) as the simulation inputs. Simulations allow the direct evaluation of
algorithm performance in scenarios closely resembling the planned application, without
the confounding factors associated with in situ comparison (e.g.[33, 36, 16]).
The paper is organized as follows. In Section 4.2, we review signal processing methods
for oceanographic HF radars. In Section 4.3 we define the two signal models used for
simulating signals received by the HF radar. We describe DOA methods used in the
study in Section 4.4, review some experimental details in section 4.5, and present the
results and conclusions in Sections 4.6, and 4.7 respectively.
4.2 HF Radar Techniques
Prior to discussing the models used to simulate HF radar backscatter, and the DOA
methods investigated, we review the relevant signal processing used by oceanographic
HF radars. This review generally follows previous discussions specific to the SeaSonde
([52, 54, 42, 79]), but can in theory be applied to arbitrary systems.
A typical HF radar operating in bands near 5, 13, or 24 MHz transmits a frequency
modulated signal that couples with the sea surface in ground wave propagation. The
signals backscatter from Bragg resonant ocean surface waves [81, 82] with a wavelength
λ = λTX
2
, where λTX is the wavelength of the transmitted radio wave. The ocean surface
waves impart a Doppler shift due to the combination of their theoretical speed and that
of the radial component of the underlying ocean surface current (vr). The effective
depth of vr, also related to transmit frequency, ranges from 2.5-0.5 m [83]. Gating or
demodulation sorts the signals received on each antenna as a function of range r, with
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the range increment (δr) determined by the transmit bandwidth (BW )[84],
δr =
c
2BW
, (4.1)
given the speed of light c = 3× 105 km s-1. Windowing in the processing produces 15%
overlap between range cells for SeaSondes, and up to 50% for other systems (e.g Wellen
Radars (WERA))[85]. For a given range, observations from sequential transmit sweeps
produce a time series of voltages (c.f. [52]). From the voltage time series we compute
FFTs and then form auto- and cross-spectra as the conjugate products [53]. The resulting
spectra sort the signal variance by Doppler frequency, revealing peaks near frequencies
fB = ± g2piλTX , where g is the acceleration of gravity, corresponding to the theoretical
speed of the approaching and receding Bragg-resonant ocean waves [81]. Spread in the
Bragg peaks around fB results from variation in the underlying radial currents vr.
SeaSondes typically produce estimates of the Doppler spectra every 256 s, using a 2
Hz sampling rate (SWR) (nFFT =512). The SeaSonde outputs averaged spectra every
10 minutes, combining 3 FFTs which cover a total of 12 min and 48 s. The FFT length
sets the frequency bin width, δf = SWR
nFFT
, and from δf we compute the resolution of vr,
δvr =
λTXδf
2
. (4.2)
For a 13 MHz radar with nFFT =512, δvr ≈ 4 cm s-1. Longer FFT lengths improve bin
resolution to ∼ 1 cm s-1 [40, 85], particularly when combined with higher SWR ≈ 4 [58].
Doppler power spectra typically resolve a main peak, centered on fB for example,
containing signal from the first order resonant backscatter, with lower peaks at adjacent
frequencies resulting from higher order scattering processes [82]. Only signal from the
first order scatter contains ocean current information for DOA processing. SeaSondes
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use empirical methods [54] to identify the first order region, though image processing
techniques have been adapted [59].
Once identified, for each f in the first order region we form the M ×M covariance
matrix C(f) (e.g.[54, 53]) from bin values of the averaged auto- and cross-spectra, where
M is the number of receive antennas. Studies in the signal processing literature typically
apply DOA processing to covariance matrices formed directly from the antenna voltage
time series [65, 48], rather than to C(f) from the frequency domain. However, the FFT
pre-processing step is crucial when applying DOA algorithms to ocean current radar data.
The FFT processing essentially sorts variance by Doppler frequency, and hence velocity,
allowing application of DOA processing to individual Doppler velocities. By considering
a narrow range of frequencies, we increase the likelihood that the signal emanates from
a small fraction of the total azimuth. This step, referred to as narrowband processing
[49], decreases the number of simultaneous source bearings.
Determining the number of simultaneous DOAs present in C(f) constitutes the next
step in the processing scheme. After performing the eigendecomposition of C(f), the
SeaSonde uses a hypothesis testing approach [54] to determine if the data results from
one or two bearings. Other methods solving the general problem of determining the
number of signals (also known as signal detection and model order selection) exist (e.g.
[86]) but will not be addressed here. In this study we use the known current input field
to determine the number of source DOAs, which we describe in Section 4.5.
DOA processing associates vr with direction, producing a polar map of vr = vr(r, θ, t)
for the time represented by C(f). SeaSondes commonly produce these maps at 10-minute
intervals, averaging together seven maps at hourly intervals. Further processing steps not
discussed here combine radial maps from several HF radars to produce the total vector
surface current estimates using least squares [8], optimal interpolation [87], or other
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techniques [88, 89]. We focus our analysis on the production of vr(r, θ, t), since these
form the basic data product of individual HF radars.
4.3 Simulation Signal Models
The simulation of signal backscattered from the ocean surface can be considered a
special case of a more general array data model (e.g. [27, 4, 48]). The general model
describes the voltages received on the M antennas in terms of the array response A, the
signal sources X(t), and the noise e(t),
Y = AX(t) + e(t). (4.3)
The M ×N matrix A gives the the response of the M antennas to the N signal sources
located at θ1, θ2, ..., θN as a function of the antenna pattern a(θ1), a(θ2), ..., a(θN) such
that,
A =
a(θ1) a(θ2) ... a(θN)
 , (4.4)
where a(θ) is the M×1 vector representing the antenna pattern at θ. The N×K matrix
X(t), where K is the number of independent data samples, or ’snapshots’ [65], represents
signal from the N sources. After computing the M×K matrix Y with (4.3), we compute
the M ×M covariance matrix,
C =
1
K
YYH , (4.5)
where H denotes the Hermitian conjugate.
We use two implementations of this model as we describe elsewhere [79], the first with
a relatively simple X(t), and the later with X(t) designed to model backscatter from the
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ocean surface. In the simple model we define X(t) for up to M − 1 point sources as an
N×K collection of zero mean, normally distributed random numbers [65] with each time
step t = 1, 2, ..., K independent,
X(t) =
[
X1 X2 · · · XK
]
. (4.6)
Investigations with this model remove much of the complexity present in oceanographic
HF radar data, while illuminating fundamental performance differences depending only
on the receive antenna and the DOA method. Identifying the differences informs the
analysis of more complex simulations.
The more complex simulation models signal received by oceanographic HF radars by
using (4.3) with X(t) defined:
X(t) = r+ exp (i(ωB + ωc)t) + r− exp (i(−ωB + ωc)t), (4.7)
where r± is a decorrelation factor (discussed below), ±ωB the frequency shift due to
advancing and receding Bragg waves, and ωc is the frequency shift resulting from the
ocean currents. In (4.7), the term exp (i(±ωB + ωc)t) models the total frequency shift due
to the combined effects of the Bragg waves and the currents. Given the radar parameters,
we compute ωB = (2kTXg)
1
2 as a function of the radar wave number kTX =
2pifTX
c
. We
compute ωc = 2kTXvr from the radial velocity component of the surface current field vr
obtained from the 100m resolution ROMS for all of the O(1× 104) grid points within a
range cell. We assume that vr is constant in time over all data snapshots. Since vr is a
function of θ, ωc is also: ωc = ωc(θ). Thus the dependence of (4.7) on vr defines X(t)
at all θ in view of the simulated radar.
We include a random factor r± in (4.7) to decorrelate the signals at an angular
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separation that is below the angular resolution of the radar [79]. We construct r± from
r±, an N × 1 vector of zero mean random numbers drawn from a normal distribution,
such that r± = diag(r±) is an N ×N matrix. We draw new values for r± for each data
snapshot. r± models an ocean surface processes that results in uncorrelated HF radar
data for angular separations O(1o) [67, 8, 3]. Previous simulation-based studies included
the effect of wind [3, 41, 53, 17], some using it to decorrelate signals in the way that we
use r± [3, 41]. In order to reduce the experimental complexity we do not model the effect
of wind, an assumption that is equivalent to assuming the uniform presence of Bragg
waves at all θ.
Using (4.7) in (4.3) produces voltage timeseries that contain the combined signal for
the frequencies given by ±ωB + ωc. Following the processing scheme described above,
we form the auto and cross spectra of these timeseries, average K of them together, and
populate a covariance matrix C(f) for each frequency bin separately. C(f) forms the
input to the DOA methods.
4.4 Direction of Arrival Methods
The MUSIC algorithm [23, 24, 25, 27] was a major advance for problems requiring
determination of the DOAs of multiple simultaneously incident sources. These problems
arise in many branches of science and technology including seismology, astronomy, sonar,
bomb detection, personal communications (e.g. cell phones), and biomedical research
[35, 61]. MUSIC significantly reduced the computational requirements, enabling real
time estimates of DOAs on the computers available at the time. We review the MU-
SIC algorithm prior to presenting alternative DOA methods and describing their known
differences.
Beginning with the data covariance matrix C, the MUSIC algorithm finds the eigen-
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decomposition, associating the N largest eigenvalues with the signal and the M − N
eigenvalues with the noise. The eigenvectors associated with the signal then form the
signal subspace ES and those associated with the noise form the noise subspace EN .
From EN we compute the MUSIC DOA function PMUSIC for each θ in A as:
PMUSIC =
1
AHENEHNA
, (4.8)
where A = [a(θ)] is M × 1. The DOA solutions are the θN found at peak values of (4.8).
The advantage of MUSIC is that the search over all θ is 1-D.
Of the many alternative methods for DOA processing, we investigate several for ap-
plication to oceanographic HF radar based on their reported performance characteristics.
These include:
• Weighted MUSIC (W-MUSIC; [90],[35]);
• Maximum Likelihood Estimation by Alternating Projection (MLE-AP; [47]);
• Stochastic Maximum Likelihood (SML; [91]);
• Weighted Subspace Fitting (WSF; [92]).
We describe the methods below.
Weighted MUSIC
For Weighted MUSIC, a weighting matrix W is introduced into the MUSIC DOA
function to modify the relative influence of each of the eigenvectors, with the goal of
improving angular resolution without increasing error [35]:
PW−MUSIC =
1
AH(ENEHN)W(ENE
H
N)A
. (4.9)
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We investigate W-MUSIC with W defined W =
[
0 0 1
]T [
0 0 1
]
(for the 3 element
SeaSonde case). With this definition of W, W-MUSIC is known as the Min-Norm method
[90]. The Min-Norm version of W-MUSIC exhibits improved performance at low SNR
and small samples [35], and better resolution for uniform linear arrays [90].
Maximum Likelihood by Alternating Projection
Maximum likelihood estimation (MLE) methods in general produce the ’optimal’
DOA solution, but due to their computational costs are rarely used in practice [61]. In
the formulation of [47], MLE-AP seeks the θN that maximize:
PMLE = Tr(A(A
HA)−1AHC), (4.10)
where Tr is the matrix trace operator, and A isM×N as in (4.4). The MLE-AP algorithm
[47] reduces the costs of computing (4.10) through an efficient search method. Rather
than a brute force search of the N -dimensional solution space, the method alternately
fixes one parameter (e.g. a(θi) in A), while maximizing (4.10) for the other (θj), until the
overall maximum is obtained. As the algorithm steps through θ, rather than compute the
projection A(AHA)−1AH in (4.10), which includes a matrix inversion, the method uses
a projection update formula to further reduce computational cost. The method results
in a substantial improvement in computational burden over brute force MLE - though
it is still more demanding than MUSIC. This formulation of the maximum likelihood
method is also known as the conditional maximum likelihood [49], and the deterministic
maximum likelihood [35], which implies specific initial assumptions in the derivation
of (4.10) - essentially that the signals are nonrandom but unknown. MLE-AP has been
demonstrated to have lower errors and better angular resolution than MUSIC in a variety
of scenarios [47, 35, 61].
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Stochastic Maximum Likelihood
Derivation of the Stochastic Maximum Likelihood (SML) method starts with a slightly
different initial assumption, which is that the signals result from a Gaussian random
process. The derivation then results in a cost function that differs from (4.10). Instead
the SML method finds the minimum of:
PSML = log(det(A(A
†(C− σI)A†H)AH + σI)). (4.11)
Where σ is defined,
σ =
1
M −NTr((I−AA
†)C). (4.12)
Here I is the M ×M identity matrix, and A† is the Moore-Penrose inverse of A. Our
implementation of the SML method uses alternating projection search as in (4.10), but
requires substantially more computational effort than MLE-AP. Better performance for
SML compared to other MLE methods has been observed for scenarios with low SNR or
’small’ M [91].
Weighted Subspace Fitting
The WSF method, alternatively known as the Method of Direction Estimation (MODE;
[93, 49]), can be interpreted as an MLE method that fits the optimal subspace (e.g.
spanned by A) to the signal eigenvectors of C [49]. Beginning with an estimate of the
noise variance from the noise eigenvalues λi of C,
σ =
∑M
i=N+1 λi
M −N , (4.13)
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we compute the optimal weights with the matrix of signal eigenvalues ΛS:
W = (ΛS − σI)2ΛS−1. (4.14)
The WSF method then finds the minimum of the function:
PWSF = Re(log(Tr((I−AA†)ESWEHS ))). (4.15)
Similar performance has been found for WSF when compared to SML, with reduced
computational cost [35]. WSF also provides a method for determining the number of
signals [92] - a feature not investigated here.
We validated our implementations of the above methods with test scenarios using
(4.3), and by reproducing figures from the cited publications. An additional test was
formulated based on a detailed example SeaSonde simulation [53]. Results discussed
below are also compared with the Cramer-Rao Lower Bound (CRB) [4, 48, 49], which
gives the theoretical bound on the accuracy of an estimator based on the characteristics
of the receive array, the SNR, the number of data snapshots K, and the assumed number
of signal sources N. We compute the CRB using methods detailed in Section 3.4.2 (also
[79]).
4.5 Additional Methods
4.5.1 Empirical Signal Detection
An important aspect of the DOA calculation is the determination of the number of
signal sources, known as the detection step. Detection methods developed for oceano-
graphic HF radars [54] depend in part on parameters that are specific to MUSIC pro-
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cessing, namely the eigenvalues and their ratios. In order to isolate performance aspects
of the DOA methods, we remove the detection step by pre-determining the number of
signal sources based on the current fields input to the simulation. This step allows us to
analyze the performance results due solely to the DOA method, removing any additional
performance factors resulting from imperfect signal detection.
When simulation inputs consist of surface currents from ROMS, the ’signal source’
often consists of a spatial patch covering a range of bearings. For example, the region
in Fig. 4.1 a, defined by vr > 22 spans bearings between 100
o and 135o. In this case
we specify this entire region as a single source, or N = 1. Figs. 4.1 a-f show the radial
component of ROMS surface current fields (input vr), for range cells vs. bearing used in
simulations. By inspection of these figures, we determine ranges of vr to associate with
single bearing (N = 1), dual bearing (N = 2), three bearing (N = 3), or N > 3 bearing
solutions as identified by the colored regions in the figures. Since simulations described
here employ the SeaSonde array with M = 3, cases with N ≥ 3 identify situations where
N = M and N > M . We use empirical signal detection to specify N in the DOA
calculations, and to parse their results in the subsequent analysis.
4.5.2 Calculation of Error Statistics
We evaluate DOA method performance with several statistics, based on the difference
between the simulation input at θˆi and the DOA output θi for each method. We compute
the RMS error σRMS for n observations as,
σRMS =
√∑n
i=1(θˆi − θi)2
n
. (4.16)
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Figure 4.1: Profiles of vr from ROMS with counts of source patches (N) shown by
colored regions (see legend), for range cells a) 4.0 km, b) 11.5 km, c) 29.5 km, d) 34
km, e) 38.5 km, and f) 53.5 km
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Since large values of error disproportionately influence σRMS, we also show curves based
on the median, computed as:
σMED =
√
median(θˆi − θi)2. (4.17)
When simulation inputs consist of surface currents from ROMS, the ’signal source’ often
consists of a spatial patch covering a range of bearings, and θˆi takes on a range of possible
values. In this case, when computing (4.16) and (4.17) we use the value of θˆi that is closest
to θi.
4.6 Results
4.6.1 Sources at two bearings
Fig. 4.2 shows results of simulations of a test scenario [49] using the signal model in
(4.3), with K=100 and two sources 5o apart. For the uniform linear array (ULA) used in
this test scenario, the source spacing is a fraction of the half power beamwidth. Given
the array manifold as in (4.4) but at all θ, we compute the half power beamwidth as the
range of θ where the antenna power is equal to half the maximum:
HPBW = 0.5
∣∣∣∣ 1MA0HA
∣∣∣∣2, (4.18)
where A0 is the array manifold evaluated at the reference angle θ0. With λ/2 spacing
between the M = 10 array elements, HPBW = 10.2o [49]. The HPBW approximates
the minimum resolution for beam forming methods.
By design the Fig. 4.2 scenario demonstrates differences in performance for the the
DOA methods. For MUSIC and W-MUSIC σRMS increases rapidly as SNR drops below
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5 dB. A similar increase in σRMS occurs for MLE-AP, SML and WSF, but not until
SNR drops below -3 dB. Increased σRMS at a higher SNR for MUSIC when compared to
MLE-based methods is referred to as MUSIC-breakdown [94].
Figure 4.2: σRMS vs. SNR for the DOA methods, from simulations of two signal
sources separated by 5o, for a 10-element linear array with K = 100 as demonstrated
in [49]. The CRB is shown for comparison.
MUSIC-breakdown is well known for standard array types [94, 71, 49] but has not
been shown for the SeaSonde. Fig. 4.3a shows results of the test scenario with the
SeaSonde array, with sources located at 65.5o separation, or about half the SeaSonde
HPBW of 131o computed with (4.18). MUSIC-breakdown demonstrated for the 10-
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element ULA is not observed for the SeaSonde. Instead Fig. 4.3a shows similar σRMS
for all DOA methods, with MLE-AP, SML and WSF showing only slightly lower σRMS
between 5-13 dB SNR. Below 4 dB SNR, σRMS for all methods becomes larger than half
the source separation (or greater than 32o).
In Fig. 4.3b we plot number of DOA solutions returned, expressed as a percentage
of the number returned by MUSIC, or,
% nMUSIC =
n
nMUSIC
∗ 100. (4.19)
Fig. 4.3b shows the primary difference between the methods, with MLE-AP, WSF and
SML returning up to 150% of nMUSIC . In simulations with the SeaSonde antenna in this
scenario, instead of breakdown, MUSIC and W-MUSIC lose the ability to resolve two
sources, returning single DOA solutions even when explicitly searching for two sources.
Essentially MUSIC and W-MUSIC fail to detect two solutions as SNR decreases, seeing
the two sources as a single source.
Investigations varying source separation, SNR, and K with the SeaSonde array were
unable to produce the characteristic MUSIC-breakdown as shown for the 10 element
ULA. However the results of these investigations show the influence of changing source
separation on performance for the DOA methods with the SeaSonde array. The plot
of σRMS vs. SNR with source separations at 0.3 HPBW (39.3
o) in Fig. 4.4a shows
higher overall σRMS when compared with Fig. 4.3a. The figure shows lower σRMS
for MUSIC and W-MUSIC compared with MLE-AP, WSF and SML for SNR<10 dB.
However Fig. 4.4b shows that the lower σRMS for MUSIC and W-MUSIC results from
fewer data returns compared with MLE-AP, WSF, and SML. Between 5-10 dB these
methods return more than 140% of nMUSIC . In contrast, Fig. 4.5 shows that with
sources at 0.7 HPBW (91.1o separation), MUSIC and W-MUSIC demonstrate improved
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Figure 4.3: a) σRMS vs. SNR for the DOA methods from simulations of two signal
sources separated by 65.5o, for a 3-element SeaSonde array with K = 10. b) The
number of DOA solutions returned by each method, expressed at a percentage of the
solutions returned by MUSIC (eqn. 4.19). WSF, MLE-AP and W-MUSIC have been
slightly offset for clarity.
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ability to resolve both sources. Overall as the source spacing increases, the difference in
the % nMUSIC diminishes, and σRMS improves.
Results of the two source simulations aid the interpretation of the results of more
complex simulations. The increased DOA returns for MLE-AP, SML and WSF suggest
that the use of alternatives to MUSIC could increase HF radar coverage at lower SNR and
improve resolution of closely spaced sources. Prior to simulations of ocean backscatter,
we look at a slightly more complex case study involving more than two sources.
4.6.2 Sources at M bearings
Preliminary simulations using ROMS for the input velocity field suggest the likelihood
of situations with more signal sources (at the same vr) than antennas, or N > M . When
using ROMS we define a ’source’ as a patch of ocean surface with radial velocities within
the bin value of vr. Considering an individual range cell, if N patches with the same vr
occur at different bearings, and N < M then we can determine direction to the patch
locations (θN). If however N ≥M then we can only determine M − 1 DOA solutions.
Fig. 4.6 shows σRMS vs. SNR for simulations with equal power sources located at
three bearings, −65o, 0o, and 65o using the SeaSonde array. Elevated σRMS results from
the presence of the third source, with minimum σRMS near 20
o. With equal spacing
between the sources, bias is introduced equally into the two DOA solutions. Further in-
vestigations varying the location of the central source suggest that as the central source
moves closer to one source, the simulated scenario approaches a two source system, with
one DOA solution produced at the mean of the two adjacent sources and the other pro-
duced near the third source. Investigations varying the power (SNR) of the central source
suggest that the bias generated by this source is moderated by SNR, with its influence
diminishing as its SNR approaches the noise level. These investigations demonstrate an
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Figure 4.4: As in Fig. 4.3, for sources 52.4o apart (0.4 HPBW )
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Figure 4.5: As in Fig. 4.3, for sources 78.6o apart (0.6 HPBW )
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influence on the DOA when the assumptions underpinning the DOA methods are vio-
lated. In the case of MUSIC and W-MUSIC, essentially the eigen decomposition is unable
to separate the signal and noise subspaces, introducing a bias in the noise subspace - a
phenomenon known as subspace leakage [35, 61]. Fig. 4.6 shows the performance of the
DOA methods when N = M . We infer from these figures that in similar scenarios, such
as when the ocean surface presents N ≥ 3 for an M = 3 array, the DOA methods will
identify the two source locations that are furthest apart, or that have the higher SNR
values. We also infer that the resulting DOAs will have higher σRMS.
Figure 4.6: σRMS vs. SNR for the DOA methods from simulations of 3 signal sources
at −65o, 0o and 65o, for a 3-element SeaSonde array with K = 10.
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4.6.3 Sources based on ROMS
Figs. 4.7 a-d show results obtained with the DOA methods when applied to simula-
tions with ROMS inputs shown in Fig. 4.1. We parse the results by the number of signal
sources as described above, with Figs. 4.7 showing results: a) for the ROMS surface
current fields presenting a single source patch (N = 1) at a given vr; b) source patches at
two bearings (N = 2); c) source patches at three bearings (N = 3); and d) source patches
located at more than three bearings (N > 3). As quantified by σRMS, we observer similar
performance for MUSIC, MLE-AP, and WSF, with higher σRMS for SML and W-MUSIC.
Fig. 4.7a shows higher σRMS for W-MUSIC at all SNR, and for SML at SNR between
20-30 dB. The latter appears to result from a cloud of anomalous results that occur near
the ends of the APM (data not shown). MLE-AP, MUSIC and WSF, produce similar
σRMS except when SNR < 4 dB, where MLE-AP and WSF produce slightly lower σRMS.
When N ≥ 2 (Fig. 4.7 b-d), MLE-AP, WSF, MUSIC and W-MUSIC all produce similar
σRMS. In each of the Figs. 4.7 a-c, σRMS increases with increasing complexity of the flow
field, as suggested by the simulations in sections 4.6.1 and 4.6.2 above. In Fig. 4.7d the
decreased σRMS results when the distance between θˆi presented by the flow field and θi
obtained by the DOA method is never large due to the presence of many possible values
of θˆi given by the complex flow field (see Fig. 4.1f for 0 < vr < 10 cm s
−1 for example).
The curves of σMED (Figs. 4.8 a-d) show similar shapes as the curves of σRMS but
with lower values overall. The curves for SML show a decreased sensitivity to outliers, in-
dicating similar performance from that method compared to the others when outliers are
accounted for. When gauged by σMED and σRMS, we find nearly identical, performance
for MLE-AP, MUSIC and WSF, all with superior performance relative to W-MUSIC and
SML.
In contrast, Figs. 4.9 a-d indicate that the advantages in data returns identified
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Figure 4.7: σRMS vs SNR for ROMS radial velocities in Fig. 4.1
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Figure 4.8: σMED vs SNR for ROMS radial velocities in Fig. 4.1
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above also occur in the simulations with ROMS. Figs. 4.9 a-d show the number of DOA
solutions in each 2 dB SNR bin as a percentage of the number returned by MUSIC,
%nMUSIC as in (4.19), again parsing the results by the number of source patches. In the
N = 2 case (Fig. 4.9b, MLE-AP produces 120% of nMUSIC between 10-28 dB, with up
to 130% obtained at 6 dB. Fig. 4.9c shows results for N = 3, with MLE-AP producing
up to 110% of nMUSIC .
Fig. 4.9 shows an improvement in the number of DOA solutions returned when using
MLE-AP, WSF and SML compared with MUSIC. Based on these figures we would expect
superior performance from MLE-AP at low SNR, and in situations when the flow field
presents N ≥ 2. Since SNR decreases with range for oceanographic HF radars, we would
expect %nMUSIC for MLE-AP, WSF and SML to increase with range. To simulate this
scenario we used all ROMS range cells, running 400 simulations each, with the maximum
SNR set as a decreasing function of range. We use empirical signal detection as described
above, to identify vr with N = 1 and N = 2. Fig. 4.10 summarizes the results, showing
%nMUSIC for the DOA methods. We observe significant variability in %nMUSIC with
range, but as expected MLE-AP, WSF and SML produce up to 130% of nMUSIC with
the greatest increase occurring at the greatest range.
4.6.4 Computational cost
Table 4.1 summarizes the computational costs for the DOA methods, as the normal-
ized total time relative to MUSIC. To produce Table 4.1, we logged run times for each of
the methods over the 8600 simulations with ROMS. Results demonstrate a substantial
computational advantage for MUSIC (and W-MUSIC), approximately a factor of 10,
compared to MLE-AP. SML and WSF require considerably more computational time.
Our implementation of MLE-AP uses the projection update formula [47], which signifi-
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Figure 4.9: Percent of MUSIC solutions vs. SNR for ROMS radial velocities in Fig. 4.1
96
Evaluation of Alternative Direction of Arrival Methods for Oceanographic HF Radars Chapter 4
Figure 4.10: The number of DOA solutions returned by each method, expressed at
a percentage of the solutions returned by MUSIC, for all ROMS range cells. WSF,
MLE-AP and W-MUSIC have been slightly offset for clarity.
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cantly decreases the computational demands relative to SML and WSF, both of which
use the alternating projection search described for MLE-AP [47].
DOA Method t/tMUSIC
MUSIC 1.0
W-MUSIC 1.3
MLE-AP 12.8
WSF 36.5
SML 42.5
Table 4.1: Computational times relative to MUSIC for 8600 simulation runs.
4.7 Conclusion
Simulations of oceanographic HF radars using ROMS surface currents as input pro-
vide a complex and demanding test of DOA methods. Findings here suggest improved
performance from MLE-AP compared to MUSIC in terms of the number of DOAs re-
turned, particularly in situations when signals arrive from two or more bearing, with
SNR < 20 dB. These improvements come with similar accuracy, though at higher com-
putational cost. Increased DOA returns may improve maps produced by oceanographic
radars by reducing gaps and improving the sample sizes on which the averaged maps are
based.
While differences between the methods were demonstrated by the simulation-based
evaluations, further work may be required for these gains to translate to operational
systems. To some extent, DOA methods work in conjunction with methods to identify
the number of signal sources generating the data. Present ‘detection methods’ as they
are known in the literature, work closely with the MUSIC algorithm (such as for the
SeaSonde [54]) and would not be appropriate for other DOA methods. Also, empirical
detection methods used here may perform better than operational detection methods,
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such that the improved data returns we observe for MLE-AP, SML and WSF would be
lost with imperfect signal detection.
Another possible influence on the results is the validity of our assumptions about
the use of wind in the radar simulations. Our simulations assume no wind, equivalently
assuming ubiquitous Bragg waves. As a consequence of this assumption, along with
the complex surface current fields from ROMS, our simulations often result in more
simultaneous signal sources than there are antennas (N ≥ M). Adding the effect of
wind to the simulation, while adding experimental complexity, would likely reduce the
number of simultaneous signal sources by creating sectors of bearing with high SNR.
Our assumptions about wind may explain the high fraction of ‘dual bearing’ (N ≥ 2)
MUSIC DOA solutions observed in the simulation data. The simulations produce about
78% dual bearing solutions for MUSIC, compared with publish values of < 50% [54], and
20− 30% obtained from our operational radars.
Future work aims to extend this analysis to other array types, to apply the MLE-AP
method to observational data, and to identify other improvements to the signal processing
methods. By reviewing advances in DOA and signal processing methods, and evaluating
these with demanding, realistic simulations, we hope to enable better ocean current data
and improved understanding of the coastal ocean.
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