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Five approaches to exact open-system dynamics:
Complete positivity, divisibility and time-dependent observables
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To extend the classical concept of Markovianity to an open quantum system, different notions of the divisi-
bility of its dynamics have been introduced. Here we analyze this issue by five complementary approaches:
equations of motion, real-time diagrammatics, Kraus-operator sums, as well as time-local (TCL) and nonlocal
(Nakajima-Zwanzig) quantum master equations. As a case study featuring several types of divisible dynamics,
we examine in detail an exactly solvable noninteracting fermionic resonant level coupled arbitrarily strongly
to a fermionic bath at arbitrary temperature in the wideband limit. In particular, the impact of divisibility on
the time-dependence of the observable level occupation is investigated and compared with typical Markovian
approximations. We find that the loss of semigroup-divisibility is accompanied by a prominent reentrant
behavior: Counter to intuition, the level occupation may temporarily increase significantly in order to reach
a stationary state with smaller occupation, implying a reversal of the measurable transport current. In con-
trast, the loss of the so-called completely-positive divisibility is more subtly signaled by the prohibition of
such current reversals in specific time-intervals. Experimentally, it can be detected in the family of transient
currents obtained by varying the initial occupation. To quantify the nonzero footprint left by the system
in its effective environment, we determine the exact time-dependent state of the latter as well as related
information measures such as entropy, exchange entropy and coherent information.
I. INTRODUCTION
The continued experimental progress in nanostructur-
ing has increasingly brought electron transport / trans-
fer, chemical dynamics, and quantum optics in ever closer
contact. An important point of common interest of these
fields is the description of nanostructures which are open
quantum systems and a large variety of advanced ap-
proaches to this problem continue to be developed1–32.
Of particular interest are approaches based on the re-
duced density operator that describes the state of a sys-
tem without access to or information about its environ-
ment. Formulated like this, it underscores that this quan-
tity is also of key interest in quantum information theory.
The rapid advances in the latter field over the last two
decades have spilled over into the study of open system
dynamics and significantly deepened the understanding,
e.g., of ‘memory effects’ and Markovian approximations
that neglect them, see Ref. [33] for a review.
Anyone interested in such new insights into open sys-
tems will immediately notice a formidable gap between
the questions, formulations, and methods used in quan-
tum information as compared to traditional approaches
known from quantum transport, for example. The goal of
our contribution to this special issue is to strike a bridge
between basic techniques and results from quantum in-
formation and the simplest possible model of electron
transport. The latter is sketched in Fig. 1 and one is in-
terested, for example, in the measurable time-dependent
current I(t) to study the time-evolution of the electron
a)Electronic mail: reimer@physik.rwth-aachen.de
FIG. 1. Electron transport involves the tunneling of an elec-
tron to and from an electronic reservoir. Although a reversal
of the transport current I(t) seems like a ‘non-Markovian’ ef-
fect, there are multiple well-defined notions of ‘Markovianity’
of an open quantum system. We investigate in detail their
impact on basic transport observables in the noninteracting
resonant level model.
level-occupation n(t). It may at first seem unclear that
quantum information concepts such as ‘complete positiv-
ity’ or ‘coherent information’ have anything to do with
this problem. We hope that by the end of this paper it
will be evident how these provide new, interesting and
even some surprising insights into transport problems.
Throughout the paper, we focus on developing a clear
picture of the dynamics of such open quantum systems.
Although equivalent general approaches to open-system
dynamics have long ago been formulated in both quan-
tum information34,35 and statistical physics36,37, their ex-
plicit relation has only recently been pinned down38–42.
The latter works do not rely on strongly simplifying as-
sumptions such as weak coupling, high-temperature or
off-resonant transport (‘superexchange’ tunneling) that
have previously enabled information-theoretic discus-
sions of transport models. Instead, they focus on general
2parameter regimes relevant to, for example, molecular
quantum dot experiments43. For the simple model of
Fig. 1 we consider the combination of strong tunnel cou-
pling Γ, finite temperature T and electrically controllable
level position (ε− µ). Notably, this model has been long
known to be exactly solvable44 and features in textbooks
on quantum transport and electron transfer45. However,
we will see that this does not46,47 imply this problem is
fully understood, even though we do not address the role
of Coulomb interactions responsible for various many-
body effects in transport measurements43. These aspects
are certainly important but beyond the present scope.
The above mentioned recent progress addressed the
microscopic derivation of the reduced state dynamics ρ(t)
of a system S evolving unitarily [U(t)] with an environ-
ment E prepared in a state ρE,
ρ(t) := Π(t)ρ(0) = Tr
E
U(t)[ρ(0)⊗ ρE]U(t)†. (1)
In particular, the so-called complete positivity (CP) of
the map Π(t) was accounted for. As we will explain
in more detail later on, this property ensures that the
reduced state evolves correctly even in the presence of
entanglement. Ref. [38] put forward a projection ap-
proach for computing the square root
√
ρ(t) of the state
in order to guarantee CP of the dynamics for all t.
Refs. [39–41] instead extended earlier work48,49 to mi-
croscopically derive the dynamics in form of a Kraus
operator-sum34,35,50,51 that explicitly encodes the CP
property:
ρ(t) =
∑
m
Km(t)ρ(0)Km(t)
†. (2)
The scope of the latter approach has been extended42 by
combining standard techniques of quantum information
(purification) and statistical physics (normal-ordering of
field operators). It was shown how the Keldysh dia-
grammatic series can be reorganized into groups of di-
agrams which represent well-defined physical processes
Πm(t)ρ(0) = Km(t)ρ(0)Km(t)
† and describe an evolu-
tion conditioned on a specific outcome m of a possi-
ble measurement on the environment. Importantly, the
Kraus operator-sum is advantageous beyond guarantee-
ing CP. The set of individual Kraus operators –not just
their operator-sum– provides further information about
the coupling of the system to its environment33,52–55 in
a way that is impossible to achieve otherwise. As we will
explain, they allow the open system’s effective environ-
ment to be quantitatively analyzed by determining vari-
ous information measures such as the entropy produced
in this environment (exchange entropy).
Another point of recent interest56 is whether the dy-
namics is divisible,
Π(t) = Π(t, t′)Π(t′) for all t ≥ t′ ≥ 0, (3)
in analogy to the classical notion of Markovianity. In
this context, the CP property also plays a crucial role: It
defines CP-divisibility57,58 which has various clear char-
acterizations in terms of information measures59, but
whether it can be considered an extension of Markovian-
ity to the quantum case is still under debate60. Here
we are chiefly interested in understanding its physical
implications in the simple setting of Fig. 1: How does
CP-divisibility show up in the measurable current I(t)
and how does it compare to the classically-inspired no-
tion of semigroup-divisibility? In addressing this is-
sue one encounters the problem that these distinctions
typically become pronounced for systems strongly cou-
pled to continuous environments. As a result, rigor-
ously investigating their measurable implications is of-
ten hindered by the practical necessity of making ap-
proximations in the microscopic derivation of the dy-
namics, in particular for strongly interacting open sys-
tems with finite-temperature environments. Whereas
weak-coupling approximations typically lead to semi-
group dynamics Π(t, t′) = Π(t− t′) governed by a ‘Lind-
blad’ quantum master equation due to Gorini, Kos-
sakowski, Sudarshan61 and Lindblad62 (GKSL), micro-
scopic derivations63–65 may also give rise to more general
time-dependent GKSL equations. The latter are known
to generate CP-divisible dynamics if the correspond-
ing time-dependent decay rates are nonnegative for all
times57. Importantly, the recent generalizations38,39,42
that we mentioned above apply beyond these cases but it
is unclear how they reflect divisibility properties. There-
fore, exact solutions of microscopic models where these
issues can be understood analytically are of interest.
In search of solvable examples with interesting dynam-
ics, much attention has been given to systems coupled to
bosonic environments, such as the spin-boson and dissi-
pative Jaynes-Cummings40,66–69 model. Here, we are in-
terested in fermionic models appearing in quantum trans-
port problems, e.g., through strongly coupled quantum
dots, which offer rich non-equilibrium dynamics due to a
variety of many-body effects43,70–72. Somewhat surpris-
ingly, the single fermionic mode in Fig. 1 coupled arbi-
trarily strongly (Γ) to a noninteracting fermionic reser-
voir at arbitrary temperature (T ) already features sev-
eral types of divisible dynamics in different parameter
regimes. It therefore serves as an ideal playground to
investigate the above mentioned questions.
A full characterization of the effective environment and
the divisibility properties of the dynamics calls for ex-
plicit construction of both the dynamical map Π(t) as
well as the divisor Π(t, t′) which seems not to have been
discussed for this model despite its long-known exact
solvability44. To achieve this, the exact solution is ap-
proached from several angles in a consistent way. The
importance of this is appreciated when we first pinpoint
the limitations of more traditional approaches (Green’s
functions, quantum master equations) before applying
less familiar methods (super-fermions in Liouville space,
Kraus operators) to exhaustively study the dynamics of
the resonant level in Fig. 1. This will also provide new
insights into possible approximations and their implica-
3tions for generic parameter regimes. We believe that the
benefits of such an in-depth exchange of insights from
different research fields outweigh the considerable effort.
The paper is organized as follows. In Sec. II we intro-
duce the transport model of Fig. 1 and discuss the sim-
plifying features that enable its exact solution. Then, in
Sec. III we summarize some general concepts of open sys-
tem dynamics from an information perspective, in par-
ticular complete positivity and different notions of di-
visibility. Doing so, we hope to provide an accessible
introduction to some relevant jargon of quantum infor-
mation theory and motivate the connections to transport
problems considered here. Together with the in-depth
discussion in App. A, this should provide sufficient moti-
vation and guidance to consult standard quantum infor-
mation literature73 where the connection to open-system
dynamics is harder to see. In Sec. IV we first obtain the
dynamical map Π(t) using Heisenberg equations of mo-
tion74–76 (EOM) for observables. This closely relates to
Green’s function techniques used in electron transport /
transfer theory45,77. Sec. V derives this result from the
complementary perspective of state evolution using the
real-time10,17,25,32 superfermion approach15,28,78 reveal-
ing further properties and physical insights. In Sec. VI we
then employ established quantum information techniques
and construct the Kraus operator-sum from these solu-
tions in order to compute information measures quan-
tifying the system-environment backaction. In Sec. VII
the three representations are then used to construct two
exact quantum master equations for the transport prob-
lem, one time-local or time-convolutionless (TCL)79–82,
and one time-nonlocal (Nakajima36-Zwanzig37). These
are extensively used in electron transport, chemical ki-
netics and quantum optics since they are more suitable
for setting up approximations. Finally, in Sec. VIII we
construct the exact eigenvectors of the dynamical map
Π(t) as function of time and bring the insights from all
discussed approaches together. We analyze the detailed
time-evolution of the level occupation in dependence of
the parameters that control the transport properties.
Those readers particularly interested in the model per
se may first traverse Sec. II and IV and skip to Sec. VIII.
Since we expect the reader is not familiar with all five
approaches, detailed derivations are collected in the ap-
pendices. Throughout the paper we set ~ = kB = 1 and
denote limt→∞ f(t) = f(∞).
II. RESONANT LEVEL MODEL
The model depicted in Fig. 1 describes a single, nonin-
teracting fermionic mode (field operator d at energy ε) in
tunneling contact with a continuous reservoir of fermions
(field operator bω at energy ω), all without spin:
Htot = εd†d+
∫
dω ω b†ωbω +
√
Γ
2π
∫
dω
(
d†bω + b†ωd
)
.
(4)
As often, each mode of the environment at energy ω is
coupled with a constant tunneling rate Γ > 0. The en-
vironment constitutes a reservoir in thermal equilibrium
at temperature T and chemical potential µ with the den-
sity operator ρE = exp
(− (HR−µNR)/T )/Z. Here HR
is the second, reservoir-energy term in Eq. (4) and the
reservoir number operator reads NR :=
∫
dω b†ωbω. The
following analysis is much simplified by labeling field op-
erators with a particle/hole index η = ±,
dη =
{
d† η = +
d η = − , bηω =
{
b†ω η = +
bω η = − , (5)
and denoting η¯ = −η such that d†η = dη¯. Furthermore,
we do not use the common convention of setting µ = 0 as
this may later on lead to a confusion of ε with the level
detuning ǫ := ε− µ, cf. Eq. (43).
This model and its extensions to multiple reservoirs
have been extensively studied in the context of trans-
port through molecular junctions where in particular the
strong coupling Γ to the environment is important45.
Ongoing experimental realizations have revealed interac-
tion effects to be also important for the current-voltage
characteristics, see Ref. [43] for a recent review. Similar
trends are observed in models for quantum optics where
nanocavities or on-chip waveguides for microwave pho-
tons83,84 not only enable access to the strong-coupling
regime but also pave the way to strong, controllable lo-
cal interactions of photons, e.g., in Kerr nonlinearities. In
the following we will employ several methods that are in
principle capable of treating these much more difficult
models but refrain from addressing interaction effects
for the sake of a clear comparison with the quantum-
information approach. Our study thus provides both
guidance and a benchmark for these technically more
challenging problems.
One of the insights provided by these general meth-
ods is that the key observable of a fermonic mode is not
so much its occupation n = d†d, but rather its fermion-
parity (−1)n := eiπn = 1 − 2n. Throughout the paper
we will thus formulate and discuss the problem of tran-
sient transport of electrons in terms of the parity opera-
tor. Sec. V most clearly explains why this is more than
a trivial change of variable. Roughly speaking, we ex-
pect that non-infinite temperature T <∞ leads to mem-
ory effects85 since excitations created in the environment
propagate on a finite time-scale T−1 before coupling back
to the system. Explicitly following this fact in the deriva-
tions of the dynamical map Π(t) is both instructive and
technically advantageous, also for more complicated sys-
tems15,28,78, and leads one to consider the fermion-parity.
Also, the infinite-temperature limit of the model plays a
central role as the dynamics becomes semigroup-divisible.
4It is useful to briefly consider the translation of our
model into the perhaps more familiar language of spin
with S± = d±, Sz = d†d − 1/2 = −(−1)n/2 and analo-
gous definitions for the environment. In this picture one
may identify the average parity 〈(−1)n〉 and field 〈d〉
with the longitudinal and transverse components of the
spin (Bloch vector) describing diagonal and off-diagonal
density-matrix elements, respectively. In fermionic sys-
tems, the field amplitude 〈d(t)〉 vanishes at all times due
to the fermion-parity superselection86,87 and we will use
this fact throughout. However, in the spin formulation it
makes sense to consider 〈d(t)〉 6= 0 and we will comment
on this. Considered as a spin-model, Eq. (4) is somewhat
unconventional:
Htot = εSz +
∫
dω ω szω +
√
Γ
2π
∫
dω
(
S+s−ω + s
+
ωS
−).
(6)
It corresponds to purely transverse exchange (spin-flip)
coupling between a local spin in a magnetic field of
strength ε and a reservoir of spins in magnetic fields of
varying strength and direction ω.
In this language, the model can be compared with the
spin-boson model66 of a two-level system exchanging en-
ergy with a bosonic thermal bath. This latter model
has been solved exactly in a rotating-wave-approximation
(RWA) and at zero temperature of the bath leading to the
semigroup Wigner-Weisskopf theory88 but recent exten-
sions included also finite-temperature effects going be-
yond the RWA68,69. The same holds67 for the more
complicated setup of the dissipative Jaynes-Cummings
model89 where the two-level system exchanges energy
with a radiation field via a single bosonic cavity mode.
An exact treatment is quite complicated in both cases
and often restricted to a description in terms of quantum
master equations, see however the Kraus operator-sum
treatment of Ref. [40].
III. OPEN SYSTEM DYNAMICS
Even for the above simple model it is of interest to
consider several different representations of the exact dy-
namical map (1) since these provide access to comple-
mentary properties. In Sec. IV-VIII we will find that
a particular property which seems trivial in one repre-
sentation can be very difficult to scrutinize in another.
Here we first outline the properties and representations
of interest and highlight the importance of entanglement
creation and distribution between the system and its en-
vironment, i.e., their encoding of information in quantum
correlations.
A. Complementary forms of Π(t) – CP versus TP
A primary distinction between the different approaches
derives from two fundamental properties of the dynami-
FIG. 2. Complete positivity. The evolution of an initially
mixed state ρ(0) of the system S (upper line) is equivalent to
that of a pure state ρSP(0) entangled (wedge) with a prepar-
ing system P (lower line) of the same dimension d which is
eventually traced out (trashcan). Evolving S in time by Π(t)
(from right to left) without affecting P results in a positive
operator ρSP(t) = (Π(t)⊗I)ρSP(0) if and only if Π(t) is com-
pletely positive. It is sufficient to check this condition for the
Choi operator [Eq. (7)] which is obtained when starting from
a maximally entangled state (‘worst case’) as indicated in red.
cal map Π(t). First, trace preservation (TP) requires that
the trace over the system S can be passed through the
action of the dynamical map, TrSΠ(t) = TrS, such that
the normalization of the initial state TrS ρ(t) = TrS ρ(0)
is unaffected for all times t. The second property of Π(t)
is complete positivity (CP) which not only ensures that
the state ρ(t) = Π(t)ρ(0) ≥ 0 remains positive for every
positive initial state ρ(0). It more strongly guarantees
that this still holds true if Π(t) acts on half of a positive
joint state ρSP(0) of any extension of the system S by P,
(Π(t) ⊗ I)ρSP(0) ≥ 0, see Fig. 2 for a review. Put dif-
ferently, understanding and keeping track of CP requires
one to consider the open system dynamics in combination
with its entanglement with other systems.
These properties derive from the fact that the joint
evolution of system and environment in Eq. (1) is unitary
and that the initial system-environment state factorizes
into ρ(0)⊗ρE. After having traced out the environment,
the unitary U(t) and the environment state ρE are how-
ever no longer explicitly available and it becomes difficult
to keep track of both the CP and TP property42,59. There
are two forms73,90–92 of the dynamical map Π(t) which
are tailored to highlight one of these properties. However,
the complementary property then becomes more difficult
to check in practice.
Superoperator form. In general, both the equations of
motion [Sec. IV] and real-time approach [Sec. V] prove
to be advantageous for obtaining the exact dynamical
map in a Liouville-space superoperator form. There, the
action of Π(t) –represented by a d2 × d2 matrix with
d = dimS– on the reduced state ρ(0) –represented as a
supervector of dimension d2– is given by a mere matrix-
vector multiplication, in close analogy to operators and
vectors in the usual Hilbert space.
This form is suitable for studying the eigenmodes of
Π(t) as presented in Sec. VIII. In fact, the TP property
can be naturally considered as a left super-eigenvector
5equation (a1|Π(t) = 1 · (a1|, where (a1| := TrS denotes
the trace operation. Therefore, the TP property may
be easily verified even without explicitly diagonalizing
Π(t). On the other hand, the CP property is in general
not directly related to the eigenspectrum of Π(t) itself.
Instead, a necessary and sufficient93–95 condition for CP
is that the spectrum of the associated Choi operator
choi(Π(t)) := (Π(t) ⊗ I)|1〉〈1| ≥ 0 (7)
is nonnegative. It represents a mixed state obtained from
the action of Π(t) on half of a maximally entangled pure
state |1〉 = ∑k |k〉 ⊗ |k〉 of the extended system S ⊗ P,
see Fig. 2. The mapping Π 7→ choi(Π) nontrivially mixes
up both the eigenvectors and eigenvalues of Π(t) such
that the TP property can no longer be related to a single
eigenvector of the Choi operator, as we show below.
Operator-sum form. Diagonalization of the Choi oper-
ator (7) leads to the dynamical map in the operator-sum
form (2): Normalizing the eigenvectors to their nonneg-
ative eigenvalues 〈Km|Km′〉 = λmδmm′ , we have
choi(Π(t)) =
∑
m
|Km(t)〉〈Km(t)| (8)
and using |Km(t)〉 = Km(t) ⊗ 1|1〉 one obtains a fi-
nite set of Kraus operators. The size of this set,
rank[choi(Π(t))] ≤ d2 = dimS ⊗ P, is minimal relative
to any other operator-sum96 and depends on the physi-
cal parameters of the model as well as on time.
The CP property of Eq. (2) is now apparent from the
quadratic form of each term: Any joint state ρSP(t) re-
mains positive under the action of (Km(t)•Km(t)†)⊗I =
Km(t) ⊗ 1 • Km(t)† ⊗ 1. In contrast, the TP property
has become complicated to check because of the mixing
of eigenvectors and eigenvalues involved with the Choi
mapping pointed out above. It now requires a nontrivial
relation between all Kraus operators to hold at all times:∑
m
Km(t)
†Km(t) = 1. (9)
More generally, the structure of the spectral decompo-
sition of Π(t) remains hidden in nonlinear relations of
this type, even for our simple model, see Sec. VIII and
App. E 1.
B. Effective environment and information measures
With the individual Kraus operators Km(t) available,
one can quantify the backaction on the environment due
to its coupling to the system. This however requires a
‘clean count’ of the dynamical correlations originating
from this coupling, i.e., we need to distinguish them from
the thermal correlations of the environment. To see this,
one makes use of the converse statement of Kraus’ the-
orem35,99: Any CP-TP map Π(t) can be considered to
arise from a joint unitary evolution with an initially un-
correlated pure100 environment which is eventually dis-
carded. This allows one to replace in Eq. (1) the initial
reservoir state ρE(0) → ρE′(0) := |0〉〈0| by an effective
environment E′ in a pure state, and the corresponding
isometry101 U(t) → U ′(t) = ∑mKm(t) ⊗ |m〉〈0| by a
tensor product of the system Kraus operators and en-
vironment projectors. The label of the state |0〉 corre-
sponds to the index of the single initial Kraus operator
Km(0) = δm,01 which is the identity operator because
of choi(Π(0)) = |1〉〈1|, cf. Eq. (7). The resulting re-
duced dynamics Π(t) after tracing out the effective envi-
ronment E′ remains unaltered. However, the advantage
of the above choice is that the state of the effective envi-
ronment obtained by instead tracing out the system102,
ρE
′
(t) =
∑
mm′
|m〉
(
Tr
S
Km(t)ρ(0)Km′(t)
†
)
〈m′|, (10)
is now represented by a matrix which only features the
Kraus operators of Π(t) and the initial system state ρ(0).
Knowledge of the densitymatrices for both system ρ(t)
and effective environment ρE
′
(t) allows the computation
of interesting information measures based on the quan-
tum entropy S(x) := −Trx log2 x which are reviewed in
more detail in App. A 2. The competition between the
entropy of the system and the effective environment de-
termines the coherent information:
Ic(t) := S(ρ(t))− S(ρE′(t)). (11)
For pure initial states ρ(0), the entropies can be shown
to coincide such that Ic(t) = 0 for all t. More strongly,
the entire spectra of ρ(t) and ρE
′
(t) coincide in this
case. If, however, ρ(0) is mixed, the coherent informa-
tion Ic(t) 6= 0 provides additional insight into how well
entanglement is preserved during the time-evolution as
illustrated in Fig. 3(a): A mixed state of the system S
can only be prepared with the help of an auxiliary system
P, and it is the entanglement with this system (red) that
the coherent information keeps track of. During the evo-
lution towards a unique stationary state it is continuously
being converted into entanglement between the effective
environment E′ and S (blue), respectively P (green), until
it is entirely broken. In the stationary limit the dynami-
cal map then takes the form of an entanglement-breaking
map [App. A 3] which implies that the stationary effec-
tive environment factorizes
ρE
′
(∞) = ρ(∞)⊗ ρ(0) (12)
into the initial and stationary system density matrix.
From a physical perspective, a state tomography of the
effective environment in principle allows one to extract
the initial and final data of the system evolution: The
initial state is not lost but can be found explicitly in the
effective environment. What matters here is that only
the effective environment keeps a ‘clean’ count of the cou-
pling of the system with the outside world. This is over-
looked in traditional open-system approaches which do
not provide access to this effective environment through
the Kraus operator-sum.
6FIG. 3. (a) Coherent information: Equivalent representation of Fig. 2 indicating the effective environment E′ that is initially
pure and uncorrelated (⊗) with the system S. During the unitary joint evolution U ′(t), the entanglement of the system
S with its initial preparation system P (red) is transformed into entanglement of E′ with both the system (blue) and the
preparation (green) until it is fully consumed in the stationary limit, cf. Eq. (12). The coherent information Ic(t) describes the
competition between the first two through the difference of their entanglement entropies. A strictly zero (positive) mismatch
S(ρ(0)) − Ic(t) is known
97,98 to quantify the (in)ability to recover the state of the preparing system P by processing only the
output ρ(t). (b) Physical divisibility: Interrupting the evolution by a complete measurement of the effective environment at t′
and subsequently discarding the outcomes disrupts the system. If the evolution is CP-divisible, it is nevertheless possible to
reach the uninterrupted final state ρ(t) by joint unitary evolution with a new effective environment which is again discarded.
The evolution cannot be the same as the original unless the evolution has the stronger property of being semigroup-divisible.
Finally, the mismatch of the coherent information with
the initial system entropy,
S(ρ(0))− Ic(t) = S(ρE′(t)) − [S(ρ(t))− S(ρ(0))] ≥ 0,
(13)
is the difference between entropy productions in the sys-
tem and effective environment with S(ρE
′
(0)) = 0. This
quantity is always nonnegative due to the fundamental
triangle inequality for quantum entropies103. The in-
equality (13) implies that the entropy produced in the
effective environment is always larger than the entropy
produced in the system if the latter is positive. Due
to Eq. (12), it reaches the maximal value 2S(ρ(0)) in
the stationary limit indicating that the entanglement be-
tween S and P has been completely broken in favor of
entanglement between S and E and, separately, between
P and E.
C. Complete positivity and divisibility
The nontrivial constraint of complete positivity is also
important when inquiring whether the dynamics is divis-
ible [Eq. (3)]. This question arises when aiming to extend
the notion of Markovianity to the quantum realm where
it is not as clear-cut as in the classical case. Analogous
to the classical case, one may first define Markovianity as
a factorization of the dynamics at any intermediate time
0 ≤ t′ ≤ t into a repeated action Π(t) = Π(t− t′)Π(t′) of
the same CP-TP evolution over different time-intervals.
This semigroup property implies that the dynamics is in-
sensitive to a re-initialization of the environment at any
time t′, and the splitting is always physically meaningful
because Π(t− t′) is CP-TP for all t ≥ t′.
Evolutions that fail to be a semigroup, may however
still be considered Markovian in a weaker sense: A factor-
ization Π(t) = Π(t, t′)Π(t′) of the CP-TP map Π(t) into
two different evolutions at any time 0 ≤ t′ ≤ t is still
physically meaningful if we explicitly require the divisor
Π(t, t′) to be CP-TP as well. This CP-divisibility then
implies according to Kraus’ theorem [Sec. III B] that the
dynamics is also insensitive to a re-initialization of the
environment, but now with a different unitary evolution
U ′(t, t′) which depends parametrically on the time t′, see
Fig. 3(b). If the divisor Π(t, t′) is not CP-TP, this argu-
ment breaks down and divisibility becomes meaningless:
Whenever Π(t) is invertible, it is also divisible without
further constraining the divisor. As we shall see, this is
indeed true for our model [Eq. (25b)] but the dynam-
ics fails to fulfill both the semigroup-divisibility and the
CP-divisibility criterion in broad parameter regimes. In
Sec. VIII we will, however, see that whereas the loss of
the semigroup-divisibility is clearly reflected in observ-
ables, the loss of CP-divisibility is more subtle to detect.
Formally, semigroup- and CP-divisibility can most eas-
ily be assessed from the quantummaster equation (QME)
generating the evolution and this motivates our consid-
erations in Sec. VII. Both properties require that it has
the special GKSL form
d
dtρ(t) = −i[H(t), ρ(t)] (14)
+
∑
m
κm(t)
(
Lm(t)ρ(t)Lm(t)
† − 12 [Lm(t)†Lm(t), ρ(t)]+
)
,
where the coefficients κm(t) of the jump operators Lm(t)
should be nonnegative57 for all times t (CP-divisibility),
or both the nonnegative coefficients and the jump oper-
ators are time-independent61,62 (semigroup-divisibility).
In either case, the exponential solution allows one to con-
struct the Kraus operators104–106.
7It should be stressed what a failure of these conditions
implies: While a time-independent GKSL form with neg-
ative coefficients κm < 0 indicates a breakdown of the
CP property, one cannot conclude that CP fails if the
time-dependent coefficients are temporarily107 negative,
κm(t) < 0. This situation is encountered even in our
simple model. The dynamics may then still be CP but
in order to explicitly see this, one either has to rely on
model-specific forms which reveal this property [Sec. V]
or construct the operator-sum [Sec. VI] for the dynamical
map Π(t). Explicit construction of the divisor Π(t, t′) al-
lows one to investigate what happens in such cases where
CP-divisibility fails.
IV. EQUATION OF MOTION APPROACH
We start the discussion of the exact solution from
the Heisenberg equations of motion (EOM) for a set
of observable operators. This is familiar, e.g., from
Green’s function techniques44,77,108–111 used extensively
in electron transport theory or input-output formalisms
in quantum optics74–76,112. Often, the approach is used
in conjunction with various approximations and/or lim-
its75,113,114. However, in this case we can follow it
through exactly due to the wideband-limit44.
A. Equations of motion and solution for Π(t)
As explained in App. B 1, the superoperator (1) can
be expanded as
Π(t) =
∑
A
ATr
S
{〈A(t)†〉E•} (15)
in terms of a complete orthogonal set of system operators
A normalized as TrSA
†A = 1. Here, A(t) := U(t)†AU(t)
is the Heisenberg-picture operator which for t > 0 also
acts on the environment. After performing the partial
average over the environment, 〈A(t)〉E := TrEA(t)ρE, it
is reduced to a system-only operator, and expectation
values 〈A(t)〉 := TrS〈A(t)〉Eρ(0) of such operators are
obtained by additionally averaging with respect to the
initial system state. To compute the partial averages
〈A(t)〉E one first sets up the Heisenberg EOM for A(t),
d
dtA(t) = i[H
tot(t), A(t)], (16)
and complements these by equations of motion for addi-
tional environment operators until the system of equa-
tions closes. Taking the partial averages before integrat-
ing these equations simplifies matters since by Wick’s
theorem terms containing an odd number of environment
fields vanish, 〈bηω〉E = 0, and pairs of environment fields
correspond to Fermi-distribution functions
〈bη′ω′bηω〉E = δη′,η¯ δ(ω′ − ω)
[
1
2
+
η
2
tanh
(
ω − µ
2T
)]
.
(17)
The splitting into parts symmetric and anti-symmetric in
ω is convenient because it corresponds to time-local and
time-nonlocal contributions to the evolution, cf. Sec. V.
We choose the orthogonal system operator basis
{d+, d−,1, (−1)n} which simplifies matters in two ways:
First, the dynamics 〈1(t)〉E = 1 of the identity is
trivial and second, the parity plays a crucial role in
fermionic systems which becomes explicit in the super-
fermion method of Sec. V. There, the fermion-parity su-
perselection is exploited and allows an application even
to interacting multi-level models78,115–117. To close the
equations of motion, it suffices to add the environment
fields bηω which are conveniently chosen
15 to anticom-
mute with system fields: [dη′ , bηω]+ = 0. Wick-averaging
the EOM over the environment then yields [App. B2]:
d
dt
〈dη(t)〉E = iη
(
ε+ iη 12Γ
) 〈dη(t)〉E (18a)
d
dt
〈(−1)n(t)〉E = −Γ〈(−1)n(t)〉E + Γh(t)1. (18b)
In Eq. (18b), the inhomogeneous term is determined by
h(t) :=
∫ t
0
dse−
Γ
2 sγ(s), (19)
which involves the Keldysh correlation function of the
fields b(t) :=
∫
dωeiωtbω/
√
2π.
γ(s) := 2Re
(
e−iε(t−t
′)
〈 [
b(t), b(t′)†
]
−
〉E)
(20a)
=
1
π
∫
dω cos [(ω − ε)s] tanh
(
ω − µ
2T
)
(20b)
= 2T
sin [ǫs]
sinh [πTs]
(20c)
depending on the relative time s = t − t′ > 0. It stems
from the anti-symmetric part of the Fermi function (17)
and accounts for the time-nonlocal effects due to propa-
gation in the thermal environment at the energy of the
resonant level. Thus, all temperature dependence is in-
corporated in this function and only the level detuning
ǫ = ε− µ with respect to the chemical potential enters.
Integrating the equations of motion (18) with initial
values 〈dη(0)〉E = dη and 〈(−1)n(0)〉E = (−1)n gives
〈dη(t)〉E = eiη(ε+iη Γ2 )t dη (21a)
〈(−1)n(t)〉E = e−Γt(−1)n + (1− e−Γt)g(t)1, (21b)
where we extract the conventional factor (1 − e−Γt) in
Eq. (21b) to isolate the dimensionless function
g(t) :=
Γ
1− e−Γt
∫ t
0
dτe−Γ(t−τ)h(τ). (22)
This is physically motivated since it reduces to the ex-
pectation value of the parity in the stationary limit:
〈(−1)n(∞)〉 = g(∞). (23)
8FIG. 4. Time-dependent functions determining the dynam-
ics for 2ǫ/π = 20Γ and πT = 10−3 · Γ/2. (a) Reservoir cor-
relation function γ(s) [Eq. (20)] describing the time-nonlocal
‘memory’ effects. (b) The oscillatory behavior of γ(s), while
still present in the function h(t) [Eq. (19), green] appearing
in the time-local EOM (18), is smoothed out in the function
g(t) [Eq. (22), blue] which describes the cumulative nontrivial
time-dependence of the EOM solution (21). In the semigroup
limits of small [Eq. (26)] and large [Eq. (27)] detuning, both
these functions instantly reduce to constant values of 0 and
1, respectively, as indicated by arrows.
The nontrivial time-dependence of the solution is thus
fully determined by the functions (19) and (22) deriving
from the Keldysh correlation function (20). In Fig. 4, we
show how the oscillatory behavior of the correlation func-
tion is translated into both h(t) and g(t). The detuning
sets the sign sgn ǫ = sgnh(t) = sgn g(t) for all t > 0.
Substituting Eq. (21) into (15) and normalizing the op-
erators gives the dynamical map in superoperator form:
Π(t) =
∑
η
d†η Tr
S
[
e(iηε−
Γ
2 )tdη •
]
+ 121TrS
[
•
]
(24)
+ 12 (−1)nTrS
[
(1− e−Γt)g(t)1 •+e−Γt(−1)n •
]
.
The TP property TrSΠ(t) = TrS is explicit through the
second term as all other terms produce traceless oper-
ators. Indeed, all further eigen-supervectors of the dy-
namics are easily derived from this form, cf. Sec. VIII
and Eq. (E1). In contrast, the CP property is unclear
from this representation and this motivates the comple-
mentary treatments in Sec. V-VI.
Postponing the issue of CP to Sec. V, we may nev-
ertheless inquire about the divisibility of the evolution
into two factors as in Eq. (3). To this end, we integrate
Eq. (18) from t′ onward. The result for the divisor Π(t, t′)
FIG. 5. Time-dependent function g(t, t′) [Eq. (25b)] de-
termining the dynamics of the divisor Π(t, t′) for the same
parameters as in Fig. 4. As a function of the division ratio
α = t′/t, it interpolates between the functions g(t) at α = 0
and h(t) at α = 1. In contrast to g(t), it may exceed the value
of 1 indicated by the contour, cf. the discussion in Sec. IVB.
can be obtained from Eq. (24) by replacing
(1− e−Γt)g(t)→ (1 − e−Γ[t−t′])g(t, t′) (25a)
and adjusting the time-interval to [t, t′] in all other terms.
The function
g(t, t′) :=
Γ
1− e−Γ[t−t′]
∫ t
t′
dτe−Γ(t−τ)h(τ) (25b)
interpolates between g(t, 0) = g(t) and g(t, t) = h(t) and
therefore shares many of their features, see Fig. 5. The
evolution Π(t) is thus always divisible and because the
divisor Π(t, t′) has the same structure (24) it is always
a TP map. To distinguish meaningful types divisibility
one has to investigate the properties of g(t, t′).
B. Physical properties of time-dependent functions
The important functions γ(s), h(t), g(t) and g(t, t′)
incorporate the nontrivial time-dependence of the evolu-
tion and its divisor. Each function can in principle be
expressed in terms of Digamma and Lerch functions re-
ported before, see Ref. [15] and references therein. Their
physical properties however rely on different representa-
tions which are derived in App. C and summarized below.
Semigroup-divisible limits. When the system is ther-
mally close to resonance, |ǫ| ≪ T , the correlation func-
tion γ(s) shows exponential decay with memory time T−1
and thus vanishes in the limit
lim
T/|ǫ|→∞
γ(s) = lim
T/|ǫ|→∞
h(t) = lim
T/|ǫ|→∞
g(t) = 0, (26)
suppressing both h(t) and g(t) as a consequence. Far
off resonance, |ǫ| ≫ T , the correlation function instead
9shows oscillating power-law decay with time-scale |ǫ|−1
and becomes time-local in the limit
lim
|ǫ|/T→∞
γ(t− t′) = δ¯(t− t′), (27a)
noting that the relevant δ-function is normalized on the
real half-line
∫ t
0
dt′δ¯(t − t′) = 1 since we solve an initial-
value problem. In this limit, h(t) and g(t) still coincide,
lim
|ǫ|/T→∞
h(t) = lim
|ǫ|/T→∞
g(t) = sgn(ǫ) θ(t), (27b)
and reduce independently of T and Γ to a step func-
tion with θ(0) := 0. Although both limits lack memory
for different physical reasons, they share the semigroup
property that g(t) –but not the parity 〈(−1)n(t)〉– is in-
stantly stationary.
Generic behavior. In all other cases of finite tempera-
tures or level detunings, the functions differ as shown in
Fig. 4. The deviations are already pronounced at small
times [App. C 4] as h(t) starts out with double the slope:
h(t) ≈ 2g(t) = 2ǫ
π
t. (28)
Whereas h(t) is always nonmonotonic, the function g(t)
is nonmonotonic only for Γ/2 > πT , cf. App. C 3. This
is due to the fact that the latter is obtained by an in-
tegration [Eq. (22)] which smoothens the oscillations of
h(t). However, both approach the same stationary limit
g(∞) = h(∞) = 2
π
Imψ
(
1
2
+
Γ
2 + iǫ
2πT
)
(29)
expressed in terms of the imaginary part of the Digamma
function ψ, cf. Eq. (C6).
Physical bounds. The function g(t) is bounded for any
time and any set of parameters as
|g(t)| ≤ 1. (30)
That this condition holds for our model can be seen in
two steps. First, the function never exceeds its asymp-
totic value |g(t)| ≤ |g(∞)|. This fact is not obvious and
seems to rely on model-specific details [App. C 3]. Sec-
ond, due to its relation (23) to the stationary expecta-
tion value of the parity, it is physically clear that g(∞)
becomes maximal in the off-resonant semigroup limit
|ǫ| ≫ T where the stationary state is pure:
|g(∞)| ≤ lim
|ǫ|/T→∞
|〈(−1)n(∞)〉| = 1. (31)
A physical reason why the bound (30) must necessarily
hold, may be sought in the preservation of the positiv-
ity (PP) of the state under evolution, i.e., the property
Π(t)ρ(0) ≥ 0 for every ρ(0) ≥ 0. In App. B 3, we verify
that indeed the condition (30) is equivalent to PP.
Divisibility. In contrast, h(t) is not bounded by
its asymptote: It may significantly overshoot it and
more strongly |h(t)| > 1 for certain parameter regimes
[App. C 2] as seen in Fig. 4. This behavior directly trans-
lates to the function g(t, t′). Specifically, the equivalence
|g(t, t′)| ≤ 1 for t ≥ t′ ≥ 0 ⇐⇒ |h(t)| ≤ 1 for t ≥ 0
(32)
holds as one verifies as follows: Assuming first the left-
hand side, this particularly includes |g(t, t)| = |h(t)| ≤ 1
for all t ≥ 0 by Eq. (25b). Conversely, the right-hand side
implies in Eq. (25b) that |g(t, t′)| ≤ 1 for any t ≥ t′ ≥ 0
as the integral is normalized to one. In contrast to g(t),
there is no physical reason why values g(t, t′) > 1 should
not occur and in Fig. 5 they indeed occur (red). The
observable implications of the criterion
|g(t, t′)| > 1 ⇐⇒ |h(t)| > 1 (33)
marked red in Fig. 4 are discussed in Sec. VIII.
V. REAL-TIME SUPERFERMION APPROACH
Although the EOM approach has a straightforward
derivation and identifies the relevant time-dependent
functions, the form (24) no longer reflects that the evo-
lution (1) is actually CP– a stronger condition than the
PP property verified in the EOM approach. In general
PP does not imply CP nor any of its useful consequences
that we need in the remainder of the paper. It is a coinci-
dence that in the present model, both PP and CP happen
to be equivalent to the bound (30), and some other mod-
els also exhibit this special property, see Refs. [118 and
119] and App. B3. This equivalence does however not
become clear in the EOM approach, nor that the bound
(32) happens to be equivalent to CP-divisibility.
To see this, we turn to an approach that also facilitates
the exact solution but naturally leads to a representation
of the dynamics Π(t) which avoids these issues. This real-
time superfermion approach15,28,78,117 has been devel-
oped25,32 for transport through strongly correlated quan-
tum dots, where higher-order calculations are mandatory
due to, e.g., Kondo processes27. In contrast to the previ-
ous section, it focuses on the evolution of the state rather
than observables. It provides a physically motivated con-
nection to the quantum information approach by inher-
ently separating finite-temperature corrections from the
infinite-temperature limit in which the system is maxi-
mally entangled with its environment, cf. Eq. (7).
A. Renormalized perturbation theory for Π(t)
A naive expansion of U(t) = e−iH
tott in Eq. (1) in the
coupling HV =
√
Γ/2π
∫
dω
∑
η dηbη¯ω does not lead to
an obviously summable series for the state evolution Π(t),
even for quadratic fermionic models. Such a summable
series can be obtained, however, when abandoning the
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Hamiltonian formulation and using an intrinsically dis-
sipative reference for the expansion. This emerges nat-
urally when using Liouville-space methods developed in
Ref. [25] and can be formulated elegantly15 in terms of
fermionic superfields outlined below. This formulation
importantly reveals the existence of two fundamental ex-
pansion ‘parameters’ in the wideband limit: the retarded
reservoir correlation function capturing the time-local ef-
fects of the physical infinite-temperature limit, and the
Keldysh correlation function γ(s) [Eq. (20)] incorporat-
ing the time-nonlocal finite-temperature corrections. Ex-
ploiting this structure results in a renormalized pertur-
bation theory that remarkably stops at finite order for
quadratic models15.
Superfermions. We express the time-evolution (1) di-
rectly as Π(t) = TrE{e−iLtott(• ⊗ ρE)} in terms of the
total Liouvillian superoperator Ltot := [Htot, •]−. It acts
on the fermionic Liouville-Fock space and allows for a
‘second quantization’ representation
Ltot =
∑
η
η
[
εG+η G
−
η¯ +
∫
dωωJ+ηωJ
−
η¯ω
]
+
∑
η,q
√
Γ
2π
∫
dωJqηωG
q¯
η¯ (34)
that is analogous to that in Hilbert-Fock space but
also takes into account mixed states and superopera-
tors105,120–124. The fermionic creation (q = +) and anni-
hilation (q = −) superfields
Gqη =
1√
2
(
dη • 1+ q(−1)n • (−1)ndη
)
(35a)
Jqηω =
1√
2
(
bηω • 1+ q(−1)nR • (−1)nRbηω
)
(35b)
for system and reservoir, respectively, obey the anti-
commutation relations [Gq
′
η′ , G
q
η]+ = δη′,η¯ δq′,q¯ and
[Jq
′
η′ω′ , J
q
ηω ]+ = δη′,η¯ δq′,q¯ δ(ω
′ − ω). Contrary to the
EOM approach, maximal simplicity is achieved with the
convention25 of commuting125 system and environment
fields, [dη′ , bηω]− = 0, which translates to [G
q′
η′ , J
q
ηω]− =
0.
Through the parity-check in the definition (35), both
the fermion-parity superselection as well as the Pauli
principle are incorporated15. The latter is expressed by
the superfermion identity
[G+η ]
2 = 0 (36)
and indicates that the particle/hole index η [Eq. (5)]
takes on the new formal role of a quantum number which
cannot be ‘doubly filled’. A second key feature of this
method was overlooked in its previous applications: Bi-
linear products of superfields
∑
η
G+η G
−
η¯ = −
∑
η
Lη,
∑
η
ηG+η G
+
η¯ =
∑
η
ηLη (37a)
introduced by pair contractions correspond to superop-
erators of GKSL-form
Lη := dη • dη¯ − 12
[
dη¯dη, •
]
+
. (37b)
The Pauli principle (36) therefore implies a nonlinear re-
lation between these generators: [
∑
η ηLη]2 = 0.
For the reservoir, the parity-check reveals that only
two (out of four) types of pair-contractions contribute:〈
J−η′ω′J
+
ηω
〉E
= δη′,η¯δ(ω
′ − ω) (38a)〈
J−η′ω′J
−
ηω
〉E
= ηδη′,η¯δ(ω
′ − ω) tanh
(
ω − µ
2T
)
. (38b)
These respectively correspond to the symmetric and anti-
symmetric part of the Fermi function (17). The algebraic
structure thus automatically separates time-local (mem-
oryless) contributions (38a) that remain at infinite tem-
perature from the time-nonlocal (memory) contributions
(38b) accounting for the finite-temperature corrections.
Renormalized perturbation theory. With these in-
sights, we can identify two stages in the naive expan-
sion of Π(t) in powers of the coupling Liouvillian LV =∑
η,q
√
Γ/2π
∫
dωJqηωG
q¯
η¯, see App. D 1 for details. Us-
ing Wick’s theorem, each term in the series is decom-
posed15,25,32 into products of reservoir pair-contractions
〈LV (τ)LV (τ ′)〉E = −Γ2
∑
η
[
δ¯(τ − τ ′)− ηγ(τ − τ ′)]Lη,
(39)
where the time-dependence of LV (τ) = eiL
0τLV e−iL
0τ
denotes the interaction-picture with respect to the free
evolution L0 =
∑
η η[εG
+
η G
−
η¯ +
∫
dωωJ+ηωJ
−
η¯ω ]. As antic-
ipated in the EOM approach, each pair-contraction has
a time-local [δ¯, Eq. (27a)] and time-nonlocal contribu-
tion [γ, Eq. (20)]. Importantly, these contributions are
now distinguished by their algebraic superoperator struc-
ture Eq. (37a): In contrast to the the time-local term∑
η Lη ∼ G+G− combining creation and annihilation
superfields, the time-nonlocal term
∑
η ηLη ∼ G+G+
exclusively features creation superfields such that any
higher power of this term vanishes by Eq. (36).
The perturbation series can thus be summed exactly
in a two-stage procedure: First, the time-local infinite-
temperature contributions from Eq. (39) form a geomet-
ric series which sums to the exponential
Π∞(t) = e−iLt+
Γ
2 t
∑
η
Lη . (40)
For the second stage, this semigroup limit is used as the
reference of a renormalized perturbation series featuring
only creation superfields G+ implying that it exactly ter-
minates after a single correction due to Eq. (36):
Π(t) = Π∞(t)− 12
(
1− e−Γt) g(t)∑
η
ηLη (41a)
= e−iLt+
Γ
2 t
∑
η [1−ηg(t)]Lη . (41b)
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It is also the Pauli-exclusion principle that suggests to
re-exponentiate the correction to obtain the elegant ex-
ponential form (41b). This can be done using the Baker-
Campbell-Hausdorff formula since the algebra of oper-
ators is closed, cf. App. D 1. The appearance of the
function g(t) [Eq. (22)] already indicates that both ex-
pressions coincide with the EOM solution as one verifies
using Eq. (B15).
B. Complete positivity and divisibility
The exponential form (41b) explicitly reveals the CP
and divisibility properties of the dynamical map Π(t)
without taking recourse to operator-sums [Sec. VI] or
quantum master equations [Sec. VII].
Complete positivity. The exponential form suggests to
consider an auxiliary dynamics ddλX(λ) = ΛX(λ) with
X(λ)|λ=0 = I: At a fixed time t, the physical map (41b)
is equivalent to the formal solution Π(t) = X(λ)|λ=1 of
the auxiliary dynamics evaluated at the flow parameter
λ = 1. This allows for the application of the GKSL
theorem61,62 because the auxiliary generator given by
Λ = −iLt + Γ2 t
∑
η [1− ηg(t)]Lη has a λ-independent
GKSL form126. Thus, X(λ) is CP-TP if and only if
the coefficients of the jump operators are positive, i.e.,
|g(t)| ≤ 1, which clarifies that the bound (30) on the
function g(t) found in the EOM approach is actually the
condition for CP which must hold for each t. The PP
property thus happens to coincide with CP. We can ex-
tend this result to resolve the question of divisibility.
Divisibility. First, in the two semigroup limits where
g(t) = g(∞) for t > 0 [Eqs. (26) and (27)], the time-
linear exponent in Eq. (41b) indeed implies a Markovian
semigroup Π(t) = Π(t − t′)Π(t′). In all other cases, the
dynamics is not a Markovian semigroup but we can ex-
plicitly construct the divisor Π(t, t′) to analyze the CP-
divisibility condition. Analogous to the EOM approach,
it is obtained by setting g(t)→ g(t, t′) and adjusting the
time interval to [t, t′] in Π(t) as given by Eq. (41b),
Π(t, t′) = e−iL(t−t
′)+Γ2 t
∑
η[1−ηg(t,t′)]Lη , (42)
see App. D 4 for the justification. Applying the same
argument as in the discussion of the complete positivity
of Π(t) establishes that the divisor is CP-TP if and only
if |g(t, t′)| ≤ 1 for all t ≥ t′ ≥ 0, which we showed earlier
[Eq. (32)] to be equivalent to the bound |h(t)| ≤ 1.
If this condition fails to hold [Eq. (33)] –as it does for
a wide range of parameters in our model– the division
of the evolution is no longer physically meaningful in the
sense of Sec. III. The dynamics then exhibits ‘truly’ non-
Markovian behavior which is neither semigroup- nor CP-
divisible. As a criterion, this is equivalent to Eq. (14)
based on the quantum master equations as we show in
Sec. VII. However, the single function g(t, t′) completely
characterizes the explicit divisor Π(t, t′) and its behavior
is explored in Sec. VIII.
VI. OPERATOR-SUM REPRESENTATION
From the exact solution Π(t) in the form (24) or (41),
we can construct the Kraus operator-sum. This also re-
veals the CP restriction |g(t)| ≤ 1 just found in Sec. VB,
but it furthermore gives access to information measures
quantifying the effects of the system-environment cou-
pling as explained in Sec. III B. By constructing the
Kraus operators we gain access to the effective environ-
ment state which is clearly beyond the previously dis-
cussed approaches. This has been intensely studied in
quantum information in the context of so-called ‘com-
plementary quantum channels’ but has so far attracted
little attention in quantum transport problems. Our ex-
act expressions for the Kraus operators demonstrate their
relevance for this problem. They also provide a bench-
mark for new approaches that aim at directly deriving
them38–42 in order to produce CP maps even under ap-
proximations. For instance, the T → ∞ limit of the re-
sult reported below has been previously obtained within
such an approach42, but it is still unclear how finite-
temperature contributions can be summed up.
As explained in Sec. III, the Kraus operator-sum
Π(t) =
∑
k=0,1
∑
η=±
Kkη (t) •Kkη (t)† (43a)
follows from diagonalizing the Choi operator (8) which is
explicitly carried out in App. E 1. For generic parameters
ε, µ, Γ and T , the Choi operator is full rank and we
get d2 = 4 nonzero Kraus operators. Because of the
block-diagonal structure of choi(Π(t)), these four Kraus
operators separate into two groups labeled by k = {0, 1}
where (−1)k is their fermion parity, see App. E 1.
For k = 0, we have
K0η(t) =
√
λ0η(t)
η
√
r(t)
η
dd† + 1√
r(t)
η e−iεtd†d√
r(t) + 1r(t)
, (43b)
where both the Choi eigenvalues λ0η(t) as well as the Choi
eigenvectors determined by the single function r(t) enter:
λ0η(t) = (43c)
1
2 (1 + e
−Γt) + η
√
e−Γt + [ 12 (1− e−Γt)g(t)]2
r(t) = e
Γ
2 t× (43d)[
1
2 (1− e−Γt)g(t) +
√
e−Γt + [ 12 (1− e−Γt)g(t)]2
]
.
Note the separate dependence on the level position ε: It
drops out only in the spectrum of ρ(t) which depends
on the level detuning ǫ = ε − µ through g(t) [Eq. (22)].
The operators K0η(t) evolve the system conditional on no
net fermion transfer having occurred with the η-index
reflecting a nontrivial relative phase between an occupied
and an unoccupied system. As pointed out in Sec. III B,
only a single Kraus operator K0η(0) = δη,+1 proportional
to the identity operator remains at the initial time.
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For k = 1, the time-dependence of the Kraus operators
enters only through the Choi eigenvalues λ1η(t):
K1η(t) =
√
λ1η(t) dη (43e)
λ1η(t) =
1
2 (1− e−Γt)[1− ηg(t)]. (43f)
These operators correspond to a conditional evolution in
which a fermion has been effectively added to (η = +) or
removed from (η = −) the system up to the finite time t.
In accordance with this, both these Kraus operators ini-
tially vanish, K1η(0) = 0. Similarly, in the limit of large
detuning (|ǫ| ≫ T ) where |g(t)| = |g(∞)| = 1 [Eq. (27)],
tunneling into (ǫ > 0) or out of (ǫ < 0) the system be-
comes impossible for all times. This is reflected by the
vanishing of two of the four Choi eigenvalues and their
corresponding Kraus operators.
It is admittedly a disadvantage of the operator-sum
(43) that it represents the dynamics as an intricate com-
petition between exponentially decaying terms depending
only on Γ and the nontrivial evolution of g(t) depending
on all parameters Γ, T and ǫ. This is easier analyzed us-
ing the spectral decomposition of Π(t) as obtained from
the EOM in Sec. VIII. Here, we merely note that the
eigenvectors of Π(t) are fully determined by sum-rules
for the Kraus operators –similar to the TP condition (9)–
given in App. E 1. Clearly, the CP property of the dy-
namical map Π(t) is easily inferred from the Choi eigen-
values λkη(t) ≥ 0 and is equivalent to |g(t)| ≤ 1 [Eq. (30)],
independently confirming the result of Sec. VB.
System density matrix. The key advantage of the
Kraus operators is that they give access to the spec-
tra of both the system and effective environment state
required for computing the information measures intro-
duced in Sec. III B. In case of the system, the spectrum
is however also easily expressed in terms of the parity
evolution which fully determines127 the system state
ρ(t) = 12
[
1+ 〈(−1)n(t)〉 (−1)n
]
. (44)
The expectation value 〈(−1)n(t)〉 = TrS(−1)nρ(t) =
TrS〈(−1)n(t)〉Eρ(0) is the same as that obtained from
the EOM [Eq. (21)]:
〈(−1)n(t)〉 = e−Γt〈(−1)n(0)〉+ (1 − e−Γt)g(t). (45)
The eigenvalues of the system state,
Λη(t) =
1
2
[
1 + η〈(−1)n(t)〉], (46)
are positive due to the CP condition |g(t)| ≤ 1 [cf.
App. B 3] and enter into the binary entropy S(ρ(t)) =
−∑η Λη(t) log2 Λη(t) of the system.
Effective environment density matrix. The density ma-
trix of the effective environment can be constructed from
Eq. (10): ρE
′
(t)kk
′
ηη′ = TrSK
k
η (t)ρ(0)K
k′
η′ (t)
†, see App. E 2.
Due to parity-superselection [Sec. II], the state decom-
poses into parity blocks and can therefore be considered
as the mixed state of a two-fermion128 environment E′:
ρE
′
(t) =
[
ρE
′
(t)00 0
0 ρE
′
(t)11
]
. (47)
These blocks are not independent: One finds that the ef-
fective environment factorizes for all times t ≥ 0 into two
independent fermion modes, ρE
′
(t) = ρE
′+(t) ⊗ ρE′−(t).
The eigenvalues of their states ρE
′λ(t) for λ = ± read
ΛE
′λ
η (t) =
1
2
[
1 + η
√
[coth(Γt/2) + 〈(−1)n(0)〉g(t)]2 − [1− g(t)2][1 − 〈(−1)n(0)〉2] + λ[〈(−1)n(0)〉 − g(t)]
coth(Γt/2) + 1
]
. (48)
These reveal the generic short- and long-time behavior
discussed in Sec. III B: Initially ΛE
′λ
η (0) =
1
2 [1+η] = δη,+,
i.e., each mode is pure as it should be by construction.
In the stationary limit, the factorization (12) is recovered
as one effective mode acquires the spectrum of ρ(0) and
the other that of ρ(∞), see App. E 3 for details.
Information measures. Due to the factorization of
the effective environment state, its entropy is a sum
S(ρE
′
(t)) =
∑
λ S(ρ
E′λ(t)) = −∑η,λ ΛE′λη (t) log2 ΛE′λη (t)
of binary entropies of the two effective modes. This fact
simplifies the coherent information (11) in two interesting
cases: For a pure initial system state [〈(−1)n(0)〉 = ±1],
the spectra of the effective environment and the sys-
tem generally coincide for all times, see App. A 3. One
of the modes ΛE
′λ
η (t) is then fixed to the pure initial
system state ρ(0) with zero entropy whereas the other
has the spectrum of ρ(t). Consequently, the entropies
of the effective environment and the system match ex-
actly, causing Ic(t) = 0 as it should. This is different
for the pure stationary system state [g(∞) = σ = ±1]
obtained in the off-resonant semigroup limit (27) with
g(t) = θ(t)σ, where one mode instantly acquires the
pure spectrum of ρ(∞). The coherent information does
not vanish in this case but reduces to the difference
Ic(t) = S(ρ(t)) − S(ρE′σ(t)) of just two binary entropies
because the other mode evolves different from ρ(t). Re-
markably, this other mode starts in the stationary sys-
tem state and converges to the initial system state ρ(0)
as t→∞ to reproduce the stationary factorization (12).
Finally, we note that the positivity of the coherent
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information mismatch (13) cannot be understood by a
cancellation of S(ρ(t)) with the entropy of one of these
effective modes, see Eq. (E11) and Fig. 11. Its correct
long-time limit 2S(ρ(0)) [Eq. (A7)] is however evident.
VII. EXACT QUANTUM MASTER EQUATIONS
The exact dynamics in the form of Eqs. (24), (41), or
(43) is the solution of two exact quantum master equa-
tions (QME) which are extensively used in transport,
chemical dynamics, and quantum optics. Here we dis-
cuss them for two reasons: First of all, the time-local
form of the QME allows to connect to Eq. (14) which
more easily reveals the divisibility properties. Further-
more, approximations are often formulated on the level
of QMEs such that their impact on divisibility can be
discussed129.
A. Time-nonlocal QME (Nakajima-Zwanzig)
In the real-time approach of Sec. V, the natural quan-
tum master equation to consider is time-nonlocal:
d
dt
Π(t) = −iLΠ(t) +
∫ t
0
dt′Σ(t− t′)Π(t′). (49a)
Here, the Liouvillian L = [εd†d, •]− accounts for
the uncoupled system whereas the (Nakajima-Zwanzig)
memory-kernel
Σ(s) = Γ2
∑
η
[
δ¯(s)− ηe−Γ2 sγ(s)
]
Lη (49b)
describes its coupling with the environment and de-
pends on the relative time s = t − t′ only. The QME
(49) is obtained similarly to Eq. (41) by considering ir-
reducible contributions to the perturbation series, see
App. D 2. It likewise clearly separates the time-local
infinite-temperature result from the time-nonlocal cor-
rections in terms of the correlation function γ [Eq. (39)].
Although clear from its solution (41), it is difficult to
analyze the CP property of this time-nonlocal QME be-
cause the GKSL theorem (14) only applies to the time-
local form discussed later on. In fact, the explicit struc-
ture of the memory kernel Σ(s) ensuring CP has only
recently been determined42. However, this structure is
quite complicated and even here not easily identified due
to the finite-temperature effects introduced by γ(s).
In contrast, semigroup-divisibility is readily identified
and corresponds to a time-local Keldysh correlation func-
tion γ(s) → δ¯(s), which is only the case for the on-
resonant [Eq. (26)] and off-resonant [Eq. (27)] limits. A
further distinction of CP-divisibility is not obvious out-
side these semigroup-limits (0 < ǫ <∞): The frequency-
dependence of the Laplace-transformed kernel [App. D 2]
Σ(z) =
∫ ∞
0
dteiztΣ(t) (50)
= Γ2
∑
η
[
1 + i
η
π
∑
χ=±
χψ
(
1
2
+
Γ
2 − i(z − χǫ)
2πT
)]
Lη
does not seem to suggest any further qualitative differ-
ence, in particular, concerning the CP-divisibility prop-
erty [Eq. (32)]. Thus, the time-nonlocal QME is less
suited for discussing the CP and CP-divisibility prop-
erties of the dynamics. Nevertheless, the frequency-
representation is a crucial starting point for advanced
approximations25,27,32,71 because the Laplace variable z
represents the physical energy.
B. Time-local QME (TCL)
The evolution is equivalently described by an exact
time-local or time-convolutionless (TCL) quantum mas-
ter equation79–82,110
d
dt
Π(t) = [−iL+ΣTCL(t)] Π(t). (51a)
In our case, we can directly construct the generator130
ΣTCL(t) = Γ2
∑
η
[1− ηh(t)]Lη (51b)
and find that it is composed of constant GKSL super-
operators with time-dependent coefficients involving the
function h(t) discussed earlier [Eq. (19)].
Different from the time-nonlocal QME, the structure of
(51) clearly distinguishes both types of Markovian evolu-
tion occurring in our model: In the semigroup-divisible
limits where h(t) = h(∞) is constant, the GKSL ver-
sion of theorem (14) applies and we obtain the necessary
and sufficient condition |h(∞)| = |g(∞)| ≤ 1 for com-
plete positivity in agreement with the real-time approach
[Eq. (41)] and the time-nonlocal QME discussed above.
If h(t) is time-dependent, the CP-divisibility version of
theorem (14) requires |h(t)| ≤ 1 for all t ≥ 0 for the evo-
lution to be CP-divisible, recovering the result from the
real-time approach [Sec. VB]. If |h(t)| ≥ 1 for some t, the
GKSL coefficients are temporarily negative and we con-
clude that the evolution is not CP-divisible. In contrast
to the real-time solution (41), the latter does not make
any general statement about CP.
Finally, we note that despite the simplicity of the
model, solving the QME (51a) to obtain the solu-
tion [Eqs. (24), (41), or (43)] requires time-ordering
since the time-local generator (51b) does not commute
[ΣTCL(t),ΣTCL(t′)]− 6= 0 with itself at different times59.
Nevertheless, the relation between the time-local gener-
ator and the time-nonlocal memory-kernel involves no
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time-ordering but due to Eq. (19) a simple integration,
ΣTCL(t) =
∫ t
0
dsΣ(s). (52a)
This is remarkable in the light of the general relation
ΣTCL(t) :=
∫ t
0
dt′Σ(t− t′)Π(t′)Π−1(t). (52b)
The reason that both relations are valid for this model is
not that Σ(s) is time-local –which it is not– or that we
approximated Π(t) ≈ Π(t′) –which we did not. That
Eq. (52) indeed holds for this model, is easy to see
in the real-time approach [App. D 3], where it can be
tied to the absence of interparticle interaction in the
model, and is also confirmed by an explicit calcula-
tion [App. B 6] revealing that the superoperator identity
Σ(t − t′)Π(t′)Π−1(t) = Σ(t − t′) holds for all t, t′ even
though Π(t′)Π−1(t) 6= I.
C. ‘Markov-only’ approximate QME
We can now investigate the impact of some approxi-
mations formulated on the level of the QMEs119. Based
on the semigroup-divisible limits discussed in Sec. IVB,
we first discuss an obvious approximation131 obtained by
setting h(t) ≈ h(∞) [Eq. (29)] which amounts to replac-
ing the generator in the time-local QME (51) by its exact
stationary value:
ΣTCL(t) ≈ ΣTCL(∞) = Γ2
∑
η
[1− ηh(∞)]Lη = Σ(i0+).
(53)
The resulting approximate dynamics is governed by a
GKSL equation with constant operators and coefficients,
the latter being automatically positive since |h(∞)| =
|g(∞)| ≤ 1 [Eq. (31)]. The approximation (53) thus
strictly respects both CP and TP.
By construction, the approximation reproduces the ex-
act stationary state [Sec. VIII] which is possible because
(53) is nonperturbative in the parameters Γ, T , and ǫ,
in contrast to the Γ-linear Born-Markov approximation
discussed below. Despite this, it does not capture the in-
teresting reentrant behavior discussed in Sec. VIII since
the nontrivial time-dependence of the functions γ(s), h(t)
and g(t) has been dropped. Only in the semigroup lim-
its, close to resonance (|ǫ| ≪ T ) and far off resonance
(|ǫ| ≫ T ), also the transient dynamics is exact. Whereas
the first case forms the starting point for the renormal-
ized perturbation theory [Sec. V] around the infinite-
temperature limit, the second case relates to infinite-bias
approximations20,21,132–136.
The approximation (53) may be called ‘Markov-only’
since we obtain the same approximation in the time-
nonlocal QME from an ‘exact coarse-graining’ procedure
Σ(t− t′) ≈ Σ(i0+) δ¯(t− t′) where only the zero Laplace-
frequency component z → i0+ of the exact memory
kernel (50) is retained. Note carefully that the zero-
frequency and long-time approximations relate to differ-
ent objects which are not simply related by a time-energy
uncertainty relation: Σ(z) is not the Laplace transform
of ΣTCL(t), note the upper integration limit Eq. (52a).
In fact, the equality ΣTCL(∞) = Σ(i0+) is remarkable
since the two procedures in general do not give the same
‘Markov-only’ approximation2,139,140.
Furthermore, the approximation can also be imple-
mented on the level of individual Kraus operators by
replacing g(t) → g(∞). An interesting open question
is how this can be effected in a direct microscopic calcu-
lation of the Kraus operators39–41 at finite T .
D. Born-Markov approximation
Finally, we note that the combined Born-Markov ap-
proximation recovers the well-known Golden-Rule result
ΣTCL(∞) = Σ(i0+) ≈ Γ∑η f(ηǫ/T )Lη in GKSL form
where f(x) = [ex + 1]−1 is the Fermi function. For this,
one additionally expands the time-local generator up to
linear order in Γ (Born) which implies a zeroth-order ap-
proximation for h(∞) directly obtained from Eq. (29):
h(∞) ≈ 2π Imψ
(
1
2 +
iǫ
2πT
)
= 1− 2f(ǫ/T ). (54)
This approximation still respects TP as well as CP since
|f(ǫ/T )| ≤ 1 independent of Γ, i.e., even for Γ values
where the approximation is inapplicable. In this respect,
Born-Markov GKSL equations may be deceptive as the
CP-TP property does not indicate a good approximation.
This is different when including higher order correc-
tions. Then, too large values of Γ definitely lead to loss
of CP signaling an inconsistency in the calculation, which
is a good thing. The presented expressions can be used
as a benchmark to study how systematic higher-order
approximations13,14,23,141 in Γ improve upon the Born-
Markov results with respect to the CP, semigroup- and
CP-divisibility properties. We note that the real-time
renormalization group25,32 already obtains the exact so-
lution for this model in the one-loop approximation28,142
and is in fact equivalent15 to our derivation in Sec. V.
This approach allows for a simultaneous treatment of
strong coupling and (the here neglected) strong inter-
action effects most relevant for molecular quantum dots,
see Ref. [43] and the references therein.
VIII. IMPACT ON OBSERVABLE DYNAMICS
We now combine the insights of all approaches to ad-
dress the question raised in Fig. 1: How are measurable
current reversals related to failure of the divisibility cri-
teria for non-Markovian dynamics? We analyze in detail
the time-evolution of the level occupation – through the
parity 〈(−1)n(t)〉 = 1 − 2〈n(t)〉 – as well as the time-
dependent information measures introduced in Sec. III B.
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TABLE I. Time-dependent eigenvectors and eigenvalues of the evolution Π(t) and its time-local generator ΣTCL(t). Note that
the separation of eigenvectors into subsets k = 1, 4 and k = 2, 3 does not correspond to subsets of Kraus operators in Eq. (43).
The operators m1(t) and m
TCL
1 (t) are trace-normalized and positive if and only if |g(t)| ≤ 1 and |h(t)| ≤ 1, respectively.
.
Π(t) ΣTCL(t)
k Amplitude Eigenvalue Mode Amplitude Eigenvalue Mode
1 (1| 1 1
2
[
|1)+ g(t)|(−1)n)
]
(1| 0 1
2
[
|1)+ h(t)|(−1)n)
]
2
3 (d
†
η| e
(iηε− 1
2
Γ)t |d†η) (d
†
η| iηε−
1
2
Γ |d†η)
4 1
2
[
((−1)n|− g(t)(1|
]
e−Γt |(−1)n) 1
2
[
((−1)n|− h(t)(1|
]
−Γ |(−1)n)
A. Spectral decomposition
As usual, time-dependent solutions of a linear evolu-
tion problem are best analyzed in terms its eigenvec-
tors. Therefore we start from the result (24) obtained
in the EOM approach which allows for an easy diago-
nalization [Eq. (E1)] of the superoperator Π(t) by rear-
ranging terms: With the notation (A|• := TrSA†• and
|B) := B to denote the Hilbert-Schmidt scalar product
(A|B) = TrSA
†B, we have in the parity-basis:
Π(t) =
4∑
k=1
Πk(t) |mk(t))(ak(t)|. (55)
Since Π(t) is a non-normal superoperator, it has distinct
right eigenvectors |mk(t)) (modes) and left eigenvectors
(ak(t)| (amplitudes) to the same eigenvalue Πk(t) which
are listed in Table I. Similarly, the time-local genera-
tor (51b) is diagonalized [App. B5] after converting to
braket-form:
ΣTCL(t) =
4∑
k=1
ΣTCLk |m
TCL
k (t))(a
TCL
k (t)|. (56)
Remarkably, the eigenvalues of the time-local generator
are time-constant and related to the evolution eigenval-
ues as Πk(t) = e
ΣTCLk t, a form suggestive of a Marko-
vian semigroup where time-ordering is not an issue, cf.
Eq. (52a). Also, the evolution eigenvalues always decay
in time, irrespective of the restrictions imposed by CP
[Eq. (30)] or CP-divisibility [Eq. (32)]. These restrictions
are thus entirely incorporated in the eigenvectors in Ta-
ble I. In particular, only the first mode vector (k = 1)
and last amplitude covector (k = 4) feature a nontrivial
time-dependence in terms of the functions g(t) and h(t),
which prevents the generator ΣTCL(t) from commuting
with itself at different times. As noted in Sec. VII B the
latter complicates the solution of the time-local QME and
the corresponding summation of the perturbation expan-
sion. For the following discussion, we therefore focus on
the nontrivial dynamics of these modes.
B. Fixed point of Π(t) – Reentrant states
The time-independent eigenvalue Π1(t) = 1 corre-
sponds to a fixed point at finite time t, Π(t)|m1(t)) =
|m1(t)), whose existence is guaranteed by the trace
preservation of the evolution. This time-dependent fixed
point of the dynamical map is often not discussed and
should be clearly distinguished from the stationary state
ρ(∞) = Π(∞)ρ(0) = m1(∞), (57)
which is reached independently of the initial state ρ(0). In
agreement with general fixed-point theorems [App. B3],
the fixed point m1(t) is guaranteed to be a physical state
if the condition |g(t)| ≤ 1 holds, see the caption of Ta-
ble I. As we show below, preparing the system in such a
state, ρ(0) = m1(t
r) with some parameter tr, will force
the evolution Π(t) to exactly recover it at least once at
time t = tr. This distinct reentrant behavior cannot
arise within semigroup limits or approximations and is
therefore an indicator for the loss of semigroup-divisible
dynamics. In terms of particle transport, it implies a re-
versal of the time-dependent particle current to the en-
vironment –a pronounced effect that can equivalently be
seen in the parity of the fermionic level given by Eq. (45)
and repeated here for convenience:
〈(−1)n(t)〉 = e−Γt〈(−1)n(0)〉+ (1 − e−Γt)g(t). (58)
Fig. 6 illustrates that the parity (red curve) is domi-
nated at short times t ∼ Γ−1 by the exponentially decay-
ing first term. This decay is however soon counteracted
with the nonlinear time-dependence introduced by g(t)
(blue curve) in the second term which sets in on an in-
dependent time-scale t ∼ π/ǫ determined by the level
detuning ǫ, cf. Eq. (28). As shown in Fig. 7 for ǫ ≥ 0,
their competition causes the parity evolution to display
two qualitatively different types of behavior depending
on the initial parity value 〈(−1)n(0)〉.
(a) When the initial parity lies within the range of
g(t), i.e., within [0, g(∞)) for ǫ > 0 and (g(∞), 0] for
ǫ < 0, see the discussion following Eq. (22), one can
find a parameter tr such that 〈(−1)n(0)〉 = g(tr). The
evolution then revisits this parity value at time t = tr
(red curve):
〈(−1)n(tr)〉 = 〈(−1)n(0)〉 = g(tr). (59)
In cases where g(t) is nonmonotonic, the parity may re-
visit the initial value several times whenever g(t) revisits
it (not shown). It is remarkable that the initial decay
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FIG. 6. Reentrance at time tr (dot) of the level occupa-
tion expressed in terms of the parity 〈(−1)n(t)〉 (red) for
2ǫ/π = 4Γ and πT = 10 · Γ/2. Asymptotically the parity
approaches the function g(t) (blue). Note that the minimum
implied by the reentrance occurs precisely when the parity
crosses the function h(t) (green), cf. Eq. (61). The reentrant
behavior is not captured by the non-perturbative ‘Markov-
only’ approximation (53) to the parity (red dashed).
with e−Γt (red dashed line in Fig. 7) goes in the ‘wrong’
direction, away from the stationary value. Thus, in these
cases where the level is initially prepared as being ‘too
empty’ relative to the stationary value, it first becomes
significantly more empty before starting to fill up again.
This behavior can be controlled with the level de-
tuning ǫ = ε − µ and the effects are most pronounced
in between the two Markovian semigroup limits: For
|ǫ| ≪ T , the range of reentrant initial values (gray verti-
cal range in Fig. 7) shrinks because g(t) → 0 [Eq. (26)].
For |ǫ| ≫ T , instead the time-scale for revisiting the
initial value (green horizontal range) shrinks because
g(t) → θ(t) [Eq. (27)]. The reentrant behavior at low
temperatures is most pronounced when |ǫ| ∼ Γ≫ T , i.e.,
when µ is positioned on the flank of the Γ-broadened
resonance at ε. Note that even with all these parame-
ters fixed, the time-scale tr for reentrance still depends
on the initial condition in the range of g(t) and can thus
be chosen independently.
(b) No reentrance occurs when the initial value of
〈(−1)n(0)〉 lies outside the range of g(t). The parity then
decays to its stationary value g(∞) either from above or
below (gray curves in Fig. 7). The approach from above
may still be strongly nonmonotonic, in particular when
|ǫ| ≫ T , i.e. when the stationary state is nearly pure,
i.e., the stationary parity is large |g(∞)| → 1.
C. Fixed point of ΣTCL(t) – Local stationary states
The reentrant behavior of the parity implies by conti-
nuity that it must have gone through an extremum (min-
imum) at some earlier time te ≤ tr. We thus turn to an-
FIG. 7. Evolution of the level occupation expressed in terms
of the parity for different initial conditions and 2ǫ/π = 4Γ
and πT = 10−3 ·Γ/2. When initialized in the range [0, g(∞))
(gray shade) the parity shows reentrant behavior (red curve,
dot). For a fixed initial value, the reentrant time (green shade)
scales as tr ∼ π/ǫ with the level detuning ǫ = ε − µ. In this
window, the deviation from the leading exponential behav-
ior e−Γt (dashed lines) sets in. For reentrant dynamics, this
causes the parity to reverse while for non-reentrant dynamics
it speeds up the approach to the stationary state from below.
Neither effect is captured by the ‘Markov-only’ semigroup ap-
proximation (53) (not shown).
alyzing its time-local behavior reflected by the derivative
d
dt〈(−1)n(t)〉 = −Γ
[
〈(−1)n(t)〉 − h(t)
]
, (60)
and more generally by the eigenvectors of the time-local
generator ΣTCL(t) which differ from those of Π(t) only by
the replacement g(t)→ h(t), see Table I. The existence of
a time-dependent zero-mode |mTCL1 (t)) is implied by the
trace-preservation. In contrast to |m1(t)), this mode is
not a physical state unless |h(t)| ≤ 1 holds at a fixed time
t. As a consequence, the parity cannot have any kind of
extremum143 at instants where |h(t)| > 1, no matter how
the initial parity is chosen.
We stress that the condition for an extremum at time t
is weaker than the CP-divisibility criterion (32) demand-
ing |h(t)| ≤ 1 for all times t > 0 of the evolution. In this
simple system, CP-divisibility can be studied by measur-
ing families of occupation evolutions with varying initial
conditions: The evolution is CP-divisible, if this family
reveals the existence of extrema in any time-interval as
is illustrated in Fig. 8(a) by plotting the corresponding
transport current. Conversely, the loss of CP-divisibility
is accompanied by the emergence of time-intervals with-
out extrema as illustrated in Fig. 8(b) for a lower tem-
perature. Within the time-intervals where extrema do
occur, |h(t′)| ≤ 1, and the dynamical map still factorizes
as Π(t) = Π(t, t′)Π(t′) into two CP-TP maps [Eq. (42)].
It thus makes sense to denote the dynamics as locally
CP-divisible at time t′. Physically, this means that the
dynamics is still insensitive to reinitializing the environ-
ment but only in restricted time-intervals which are ob-
servable quantifiers of non-semigroup dynamics.
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FIG. 8. A family of parity evolutions is obtained by varying
the initial conditions 〈(−1)n(0)〉 ∈ [−1, 1]. Plotted are the
corresponding transport currents for 2ǫ/π = 4Γ. (a) At high
temperature πT = 20 · Γ/2, we have CP-divisible evolution
characterized by the occurrence of current-reversals at any
time. (b) At low temperature πT = 10−3 · Γ/2, we have non-
CP-divisible evolution, as a current-reversal is prohibited in
broad time-intervals (red shade), irrespective of the initial
condition. In the complementary intervals, the dynamics is
still locally CP-divisible, see discussion in the text.
Nature of extrema. Let us now focus on the nature of
extremal points te which occur when the physical zero-
mode is visited, ρ(te) = mTCL1 (t
e) during some evolu-
tion. At such points, the evolution temporarily comes to
a complete halt, ddtρ(t
e) = 0, before speeding up again
towards the stationary state. As noticed above, this halt-
ing is equivalent to an extremum of the parity and by
Eq. (60) requires
〈(−1)n(te)〉 = h(te). (61)
In App. C 5, we show that for Γ/2 ≥ πT , any fixed initial
condition 〈(−1)n(0)〉 ∈ [−1, 1] satisfies Eq. (61) for in-
finitely many times te. This means that the parity keeps
on oscillating although with ever decreasing amplitude.
For Γ/2 ≤ πT , there exist initial parity conditions which
never satisfy the condition for any te and their evolutions
show no extrema at all. However, there is always a range
of initial parities that does satisfy it for some te and it is
in this range that the reentrant behavior occurs.
The halting ddtρ(t
e) = 0 does not imply that higher
time-derivatives are zero at te as it does in the station-
ary limit. The curvature at an extremal point is deter-
mined due to Eq. (52a) by the memory-kernel of the
time-nonlocal QME,
d2
dt2 ρ(t
e) = [ ddtΣ
TCL(te)] ρ(te) = Σ(te)ρ(te). (62)
FIG. 9. Local stationary state: The level occupation parity
(red) can develop a plateau (circle) when it crosses with h(t)
(green) at tp = ℓπ/ǫ [Eq. (63)] for any ℓ = 1, 2, . . .. Here
ℓ = 2 and we have taken low temperature πT = 10−3 · Γ/2
for which the curvature (64) is negligibly small. The time-
width of the plateau scales as ǫ−1 with the level-detuning since
ǫ = ε−µ determines the inverse slope of γ(tp) [Eq. (20)], here
2ǫ/π = 2Γ. We note that the value (64) is only exactly zero
for a specific, much higher temperature where the dynamics
is very close to a featureless semigroup.
Although ρ(te) = mTCL1 (t
e) is never a zero eigenvector of
Σ(te), the curvature may still vanish. This happens at
times tp where the memory-kernel (49b) itself vanishes
and coincides with the zeros
γ(tp) = 0 ⇔ tp = π
ǫ
ℓ ℓ = 1, 2, . . . (63)
of the correlation function (20). Since ddth(t) = e
−Γ2 tγ(t)
[Eq. (19)], the function h(t) equivalently becomes ex-
tremal at the time tp. Thus, if the parity 〈(−1)n(t)〉
crosses h(t) at one of its extremal points tp, its curvature
d2
dt2 〈(−1)n(t)〉 = −Γ
[
d
dt 〈(−1)n(t)〉 − ddth(t)
]
(64)
vanishes exactly. Moreover, around points where te ≈ tp
the parity can also develop a pronounced approximate
plateau as illustrated in Fig. 9. The state may be called
locally stationary close to such points.
Local stationarity at reentrance. As seen in Table I, the
eigenvectors of the evolution and its time-local generator
are in general different. However, there are special cases
where they coincide, namely at the crossing points tr of
the functions g(t) and h(t). The initial condition can thus
be chosen as 〈(−1)n(0)〉 = g(tr) = h(tr) = 〈(−1)n(tr)〉
such that the reentrant point [Eq. (59)] is also an ex-
tremum (tr = te). This is always possible for Γ/2 > πT ,
where the reentrant point is either a maximum or a
minimum. For Γ/2 = πT it is instead a saddle point
[App. C 4] and the parity shows a plateau at the reen-
trant point (tr = tp). The system then not only recovers
the initial state but even becomes locally stationary at
reentrance as is illustrated in Fig. 10. For Γ/2 < πT
such a situation can never arise.
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FIG. 10. Local stationarity at reentrance: The reen-
trant point (dot) of the level occupation parity (red) can
coincide with a plateau (circle) only at one of the touching
points of g(t) (blue) and h(t) (green) located at the minima
tp = ℓπ/ǫ for ℓ = 0, 2, 4, . . .. These curves first touch exactly
for Γ/2 = πT and are generic also for lower temperatures: It
requires very large level-detunings ǫ to significantly pull the
green curve below the blue one. Here 2ǫ/π = 4Γ and ℓ = 2.
D. Information measures
Above we made a distinction between the initial state
and the reentrant state by following the time-evolution
between t = 0 and t = tr. However, if one is limited
to only performing measurements on the system at these
two times, one cannot distinguish these states. Measures
of information exchange [Sec. III B] at these two times do
allow for such a distinction and furthermore quantify the
backaction of the system on its environment in detail.
In Fig. 11 we plot the respective entropies of the sys-
tem and the effective environment for the three differ-
ent initially mixed states of Fig. 7. For zero initial par-
ity (green), the system entropy in Fig. 11(a) decreases
from its maximal value. For the evolution without reen-
trance (blue), the system entropy first increases until it
reaches the maximal entropy state of one bit before de-
creasing again. In this case, the nonmonotonic behavior
is solely due to the fact that the system entropy can-
not distinguish the sign of the parity which has to pass
through zero to reach the stationary value of opposite
sign. Because of the fermionic superselection, this rever-
sal can only be achieved via the maximal entropy state,
i.e., the corresponding Bloch vector must shrink to zero
in order to reverse, and is also captured by the ‘Markov-
only’ semigroup approximation (not shown). This be-
havior should be clearly distinguished from the reentrant
dynamics (red) where the system entropy also increases
initially but never reaches the maximal value: The sys-
tem initially evolves in the ’wrong’ direction before turn-
ing around towards the stationary state –a behavior not
present in the ’Markov-only’ approximation (light red).
The effective environment entropy in Fig. 11(b) also
FIG. 11. (a) System entropy for the middle three parity evo-
lutions of Fig. 7 (same color coding). The system entropies
may initially differ (mixture of preparation) but converge to
the same stationary value. For the reentrant dynamics (red),
we compare with the ‘Markov-only’ approximation (53) (light
red). (b) The corresponding effective environment entropies
are initially the same (by purification) but converge to dif-
ferent stationary values (backaction on the effective environ-
ment). (c) Decomposition of (b) into entropies of the effective
environment modes, S(ρE
′
(t)) =
∑
λ S(ρ
E′λ(t)), see Eq. (48).
One mode (solid, λ = +) captures the smooth large variations
while the other (dashed, λ = −) adds smaller oscillatory be-
havior. Consistent with Eq. (12), the former mode converges
to the spectrum of ρ(∞) and the latter to that of ρ(0). (d)
Coherent-information mismatch [Eq. (13)]. In this quantity
the ‘Markov-only’ approximation deviates only very little.
depends on the initial system state. Unlike the system
entropy this dependence remains in the stationary limit
where it converges to S(ρ(0)) [Eq. (12), Sec. A 3]. At
large times it therefore does not distinguish between the
reentrant and non-reentrant evolutions starting from op-
posite parity signs (blue and red curves merge at large
times). However, at short times it distinguishes these
particularly clearly: The reentrant and non-reentrant
evolutions have a distinct backaction, the former having
a smaller –but still sizable– entropy footprint in the ef-
fective environment. This shows that the state of the en-
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vironment is definitely different at the reentrant point tr
although the system state is recovered exactly. The split-
ting between the blue and red curves does not arise in the
t-linear regime where both evolutions speed towards the
maximally mixed state and their effective-environment
entropies still coincide. They only split up when the non-
linearity caused by g(t) kicks in which is precisely what
distinguishes the two parity evolutions in Fig. 7: It is
responsible for the reversal of the parity evolution in the
reentrant case, and its speed-up in the non-reentrant one.
The contributions of the individual effective environ-
ment modes ρE
′λ(t) discussed at the end of Sec. VI are
shown in Fig. 11(c). Remarkably, these modes separate
the oscillatory behavior of the effective environment en-
tropy (ρE
′−, dashed curves) from the dominant evolution
(ρE
′+, solid curves). Notably, the ‘Markov-only’ approx-
imation (light red) significantly deviates from the former
but nearly perfectly reproduces the latter.
Finally, in Fig. 11(d) we show the corresponding
coherent-information mismatch S(ρ(0))− Ic(t). Its over-
all dominating increase quantitatively underscores that
the initial entanglement with the auxiliary system P, in-
volved in the preparation of the mixture ρ(0) [Sec. III B],
is continuously being converted into entanglement with
the effective environment E′ until all entanglement is bro-
ken in the stationary state, see Fig. 3(a). This hap-
pens irrespective of the reentrant behavior of the level
occupation and the corresponding reversals of the par-
ticle current. The curves in Fig. 11(d) evolve in groups
split according to whether the magnitude of the initial
parity is small (green) or large (blue, red). The sign of
the initial parity –decisive for the occurrance of reentrant
behavior– causes only a small splitting (blue, red). One
further notices that modulations on the timescale π/ǫ –
clearly present in the individual entropies– are absent in
the (mismatch of the) coherent information. This high-
lights a π-phase-shift between the modulations of the two
entropies which may be easily overlooked in Fig. 11(a)
and (b). In fact, only in the limit of large detuning
ǫ ≫ Γ/2 ≥ πT , one can find nonmonotonic behavior on
time-scales where the stationary state is far from reached.
Still, both S(ρ(t)) and S(ρE
′
(t)) show oscillations in this
case long after the oscillations in Ic(t) have died out.
IX. SUMMARY AND OUTLOOK
Motivated by the pivotal role of open quantum sys-
tems in a range of disciplines, we addressed a number
of recent questions regarding their dynamics by revisit-
ing the simplest possible case of common interest. Our
analysis of the time-dependent transport for a resonant
level with arbitrary coupling Γ to a thermal reservoir
at arbitrary temperature T relied on several approaches
to the exact dynamics providing very different insights.
As anticipated in the introduction, the application of
quantum-information methods required a significant ef-
fort, but has provided interesting insights even though
this model is often declared ‘solved’ in the study of open
systems. In particular, the Kraus operator-sum enabled
an exact analysis in terms of a strongly correlated sys-
tem of one fermion coupled to an effective two-fermion
environment. The presented exact expressions may pro-
vide useful benchmarks, in particular for general meth-
ods that aim at directly computing Kraus operators for
open quantum systems38–42 to enable novel CP approxi-
mations.
To evaluate the impact of approximations, it proved
useful to also discuss two extensively used exact quan-
tum master equations for the same dynamics, one time-
local and one time-nonlocal. Notably, we found an ex-
ample of a ‘Markov-only’ semigroup approximation that
is non-perturbative in all parameters, yet simultaneously
completely positive (CP) and trace-preserving (TP). It
should be noted that this approximation relies only on
the exact value of the stationary occupation 〈n(∞)〉 =
1
2 [1 − g(∞)]. This may be relevant for recently de-
veloped time-dependent density functional theory (TD-
DFT) approaches to interacting open systems144,145 that
are based on a mapping to the noninteracting limit stud-
ied here.
Despite its simplicity, the resonant level model displays
both semigroup- and CP-divisible behavior as well as dy-
namics that is neither and thus ‘non-Markovian’. Experi-
mental parameters allow one to tune between these three
regimes, in particular the level-detuning ǫ and the com-
petition between thermal (T ) and quantum fluctuations
(Γ). We explored how these distinctions are reflected
in the transient dynamics of the level occupation when
varying the initial condition. We found that the loss
of semigroup-divisibility is the most pronounced distinc-
tion60 as the time-dependent fixed point of the dynami-
cal map becomes markedly distinct from the stationary
state. This reveals that, counter to intuition, the system
occupation may temporarily increase significantly in or-
der to reach a stationary state with smaller occupation.
Experimentally, this means that the measurable trans-
port current is reversed for a wide range of parameters
and a finite, sharp range of initial level occupations.
We also found that the occupation dynamics can come
to a halt at several extrema before continuing towards the
unique stationary state. For strong coupling Γ > 2πT ,
this generically happens irrespective of the initial level
occupation, whereas in the opposite case a definite win-
dow of initial occupations is required. Additionally, the
extrema can turn into locally stationary states where
even the evolution curvature is strongly suppressed. We
showed that in this system CP-divisibility can be ob-
served by studying families of occupation measurements
with varying initial conditions: Whereas the loss of
semigroup-divisibility is accompanied by the appearance
of extrema in such families, the loss of CP-divisibility is
instead associated with the loss of extrema. The dynam-
ics may however still be locally CP-divisible in definite
time-windows –a distinction that allows for a more fine-
grained characterization of ‘non-Markovianity’. Thus,
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CP-divisibility provides an interesting quantitative guide
to the more subtle features of the dynamics beyond the
semigroup-divisibility.
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Appendix A: Purifications, information measures and
effective environment [Sec. III]
In this appendix we collect some basic derivations of
the results reviewed in Sec. III. It is useful to deviate from
the notation of the main text by ρ → ρS and ρP → ρPS
to clearly distinguish the subsystems introduced below.
1. Purifications and complementary subsystems
The information quantities (11)-(13) in the main text
and their fundamental properties are best understood
by considering instead of the mixed system S and its
thermally mixed environment E their purifications73 as
sketched in Fig. 12. At t = 0 system and environment are
decoupled and can each be considered to as the marginal
state of a pure entangled state of an extended system
S′ = S⊗ PS, respectively environment E′ = E⊗ PE:
ρS(0) = Tr
PS
|ψS′(0)〉〈ψS′(0)| (A1a)
ρE(0) = Tr
PE
|ψE′(0)〉〈ψE′(0)|. (A1b)
Here, it is sufficient73 to consider PS and PE as copies
of the original Hilbert spaces S and E. Physically, PS
can be understood as an auxiliary system involved in
the preparation of S in the initial mixed state (A1a) as
discussed in Figs. 2 and 3 of the main text. We now
similarly represent the mixture of the environment E –
due to thermal and electrochemical equilibrium– in terms
of entanglement with an auxiliary system PE.
The joint state of S′⊗E′ is initially pure and factorizes
as |ψS′E′(0)〉 = |ψS′(0)〉 ⊗ |ψE′(0)〉. The unitary evolu-
tion U(t) in Eq. (1) only couples S and E and thereby
generates entanglement between S′ and E′, causing the
initial factorization to break down:
|ψS′E′(t)〉 = 1PSPE ⊗ U(t) |ψS′E′(0)〉. (A2)
The key point for the following is illustrated in Fig. 12:
Because the joint state stays pure, the spectra of marginal
states obtained by tracing out any pair of complementary
subsystems are all equal, and as a consequence also the
corresponding entropies are equal. If at time t we trace
out all subsystems except S, respectively E′, we obtain
FIG. 12. Dynamics ρS(t) = TrE U(t)[ρ
S(0) ⊗ ρE(0)]U(t)†
with mixed initial states for both system and environment.
The extensions by the purifications PS and PE account for
this mixing as initial entanglement of pure systems S′ and
E′, respectively. The trashcan indicates that a system has
become inaccessible (is traced out). The red product state
only holds for a pure initial state ρS(0). An equality such
as ρS(0) = ρPS(0) indicates that the spectra of the reduced
density matrices of two complementary subsystems are the
same, while the operators act on different subsystem spaces
S and P.
the time-dependent states of the system, respectively ef-
fective environment that are discussed in the main text:
ρS(t) = Tr
E′PS
|ψS′E′(t)〉〈ψS′E′(t)| (A3a)
ρE
′
(t) = Tr
SPS
|ψS′E′(t)〉〈ψS′E′(t)|. (A3b)
Importantly, the above holds for any choice of purifica-
tions which produces the same reduced dynamics ρS(t)
and specifically includes the effective environment intro-
duced in the main text. There, we denoted the initial pu-
rified environment state as ρE
′
(0) := |0〉〈0| and expressed
the evolution on S⊗E′ in terms of the system Kraus oper-
ators as U ′(t) =
∑
mKm(t)⊗ |m〉〈0|, cf. Eq. (10). Since
the spectrum of the marginal state ρE
′
(t) is independent
of the choice of this particular purification, it provides in-
trinsic information about the effect of the coupling of the
system with any initially pure effective environment73.
The initial purity of the effective environment is impor-
tant as it allows a clean ’count’ of the entanglement gen-
erated by its joint evolution with the system. For the
’original’ environment E, this is not possible because it
is already mixed at t = 0 due its equilibrium state repre-
sented as entanglement with PE.
2. Coherent information and mismatch
It is important to also consider the marginal state
ρS
′
(t) = Tr
E′
|ψS′E′(t)〉〈ψS′E′(t)| (A3c)
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of the system S′ = S⊗ PS including the auxiliary prepa-
ration: The negative of its conditional entropy97,98 given
the system S defines the coherent information (11):
Ic(t) = −[S(ρS′(t))− S(ρS(t))] (A4a)
= S(ρS(t))− S(ρE′(t)). (A4b)
From its definition (A4a) one can show146–148 that S and
PS are entangled if Ic(t) > 0, i.e., the positive coher-
ent information quantifies the remaining ‘preparation-
entanglement’ after joint evolution with the environment
and discarding the latter. For initially pure states ρS(0),
there is no such entanglement and Ic(t) = 0 for all t ≥ 0
as claimed after Eq. (11) in the main text and illus-
trated in red in Fig. 12: In this case, the purification
ρS
′
(0) = ρS(0) ⊗ ρPS(0) is necessarily a tensor product
of pure states (entanglement monogamy73). Because the
extension PS does not evolve in time [Eq. (A2)] it remains
in its initial pure state ρPS(t) = ρPS(0) with vanishing
entropy S(ρPS(t)) = 0. Consequently, all entropy of S′
originates from the system itself, S(ρS
′
(t)) = S(ρS(t)) for
t ≥ 0.
The other form (A4b) follows from the fact noted ear-
lier that the spectra of ρE
′
(t) and ρS
′
(t) are always equal,
see Fig. 12. This in particular implies for the case of an
initially pure system ρS(0) discussed above that due to
ρS
′
(t) = ρS(t)⊗ ρPS(0) the nonzero eigenvalues of the E′
and S spectra coincide for all t ≥ 0:
spec ρE
′
(t) = spec ρS(t) if ρS(0) pure. (A5)
This shows that Ic(t) quantifies the competition between
the time-evolution’s action (entangling S with the effec-
tive environment E′) and its backaction (of S on E′).
Action and backaction only differ when there is initial
entanglement with the preparing system PS, i.e., when
ρS(0) is mixed.
Finally, we discuss the mismatch (13) of the coherent
information with the initial system entropy:
S(ρS(0))− Ic(t)
= S(ρS
′
(t))− [S(ρS(t))− S(ρPS(t)] (A6a)
= S(ρE
′
(t))− [S(ρS(t))− S(ρS(0))]. (A6b)
The form (A6b) follows from ρPS(t) = ρPS(0) and shows
that first, the mismatch is positive by the Araki-Lieb103
lower bound on entropies, |S(ρA)−S(ρB)| ≤ S(ρAB), and
that second, it is less than twice the initial entropy by the
subadditivity upper bound, S(ρAB) ≤ S(ρA) + S(ρB):
0 ≤ S(ρS(0))− Ic(t) ≤ 2S(ρS(0)). (A7)
The second form (A6b) is given in the main text [Eq. (13)]
and expresses the mismatch as the competition between
entropy changes on system and environment. It again
follows from the equivalence of spectra, see Fig. 12.
3. Factorization stationary effective environment
Returning to the notation ρS = ρ used in the main
text, we conclude with a derivation of Eq. (12) which ap-
plies to dynamics with a unique stationary state ρ(∞)
reached independently of the initial state ρ(0). This
implies that Π(∞) has the form of an entanglement-
breaking map98,146,
Π(∞) = |ρ(∞))(1| =
∑
ij
Kij •Kij (A8a)
Kij =
√
〈j|ρ(∞)|j〉 |j〉〈i|, (A8b)
which can be conveniently written in terms of a Kraus
operator-sum determined by the spectrum of the sta-
tionary state ρ(∞) alone. Denoting with |j〉 and |i〉 the
eigenbases of ρ(∞) and ρ(0), respectively, we find from
Eq. (10) that the stationary effective environment state
is the tensor product of the initial and stationary system
states:
〈ij|ρE′(∞)|i′j′〉 = 〈i|ρ(0)|i〉〈j|ρ(∞)|j〉δii′δjj′ (A9a)
= 〈ij|ρ(0)⊗ ρ(∞)|i′j′〉. (A9b)
The subadditivity upper bound in Eq. (A7) corresponds
to S(ρE
′
(t)) ≤ S(ρ(t)) + S(ρ(0)), and we consequently
see from Eq. (A9) that for dynamics of this type this
bound is reached in the stationary limit as S(ρE
′
(∞)) =
S(ρ(0)) + S(ρ(∞)). This indicates that the ‘preparation
entanglement’ in Fig. 3 is completely broken for t→∞.
Appendix B: Heisenberg EOM approach [Sec. IV]
1. Evolution superoperator
We first discuss expression (15) for the superoperator
form of the dynamical map Π(t). By inserting a complete
orthonormal set of operators |A) = A on the left, we get
Π(t) =
∑
A
|A)(A|Π(t)• =
∑
A
|A) (〈A(t)†〉E| • . (B1)
The action of (A|• = TrSA†• on the system-operator
argument • was expressed in terms of the environment
average 〈◦〉E = TrE ◦(1S⊗ρE) of the system-environment
Heisenberg-picture operator A(t) := U †(t)AU(t):
(A|Π(t)• = Tr
SE
A†U(t)(• ⊗ ρE)U(t)† (B2)
= Tr
SE
U(t)†AU(t)(1S ⊗ ρE)•
= Tr
S
[
Tr
E
A(t)†(1S ⊗ ρE)
]
• := Tr
S
〈A(t)†〉E • .
From the start we see that the EOM approach is a
method to compute the super-adjoint evolution Π(t)† of
system-observables A. It is thus the Heisenberg-dual to
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the real-time approach of Sec. V which computes the sys-
tem state evolution Π(t).
The last form in Eq. (B2) provides the connection to
the EOM approach which is exploited in the main text
and in the next section. This approach is similar to fa-
miliar Green’s function methods. The fundamental prop-
erties of the dynamical map Π [Sec. III] are preserved
in terms of EOM quantities as follows: By unitarity of
U(t), trace preservation (TP) (1|Π(t) = (1| corresponds
to the trivial evolution of the observable 〈1(t)〉E = 1
for all t ≥ 0. In contrast, complete positivity (CP) or,
equivalently, positivity of the Choi-operator (8),
choi(Π) = (Π⊗ I)|1〉〈1| (B3a)
=
∑
AB
〈A(t)†B〉 ·A⊗B∗ ≥ 0, (B3b)
involves the set of all ‘Green’s functions’ 〈A(t)†B〉 and is
therefore not as easy to check as trace preservation. In
deriving Eq. (B3b), the identity X ⊗ 1|1〉 = 1 ⊗XT |1〉
has been used.
2. Exact EOMs for parity and field
We next discuss the steps leading to the exact EOM
result (18) for the dynamical map Π(t), highlighting the
correspondence to the real-time superfermion approach
of Sec. V. In particular, the specific superoperator struc-
ture of the latter approach clearly separates the steps in
the derivation that need to be applied repeatedly in the
EOM calculation.
Field evolution. The equation of motion for Heisenberg
operators (distinguished only by the time-argument) for
the reservoir fields,
d
dt
bηω(t) = iηωbηω(t) + iη
√
Γ
2π
dη(t), (B4)
couples to the system fields via the second inhomoge-
neous term. The exact solvability follows from the lin-
earity of this coupling, in contrast to the real-time ap-
proach where this is seen only at the end in form of the
superfermion property (36). Integration of Eq. (B4) ex-
presses the field dynamics as free, time-local evolution in
the system superposed with time-nonlocal dynamics re-
sulting from tunneling of a fermion at τ and subsequent
free evolution in the reservoir:
bηω(t) = e
iηωtbηω + iη
√
Γ
2π
∫ t
0
dτeiηω(t−τ)dη(τ). (B5)
However, inserting this into the EOM for the system
fields gives a time-local equation,
d
dt
dη(t) = iηεdη(t) + iη
√
Γ
2π
∫
dωbηω(t) (B6)
= iη
(
ε+ iη
Γ
2
)
dη(t) + iη
√
Γ
2π
∫
dωeiηωtbηω,
since the wide-band limit energy-integration in the last
term yielded a factor 12 × 2πδ(t− τ) noting that the time
integrations run over the real half -axis, cf. the discus-
sion after Eq. (27a). As before, we can integrate this
differential equation to
dη(t) = e
(iηε− Γ2 )tdη (B7)
+ iη
√
Γ
2π
∫
dω
∫ t
0
dτe(iηε−
Γ
2 )(t−τ)eiηωtbηω.
Relative to the free case, the system fields have acquired
a dissipative renormalization 12Γ in the exponent which
corresponds to the solution of the T → ∞ limit in the
first stage of the real-time approach. Partial averaging
over the initial reservoir state, we get rid of the reservoir
part and obtain the time-local EOM (18a) for the field:
d
dt
〈dη(t)〉E =
(
iηε− 12Γ
) 〈dη(t)〉E. (B8)
Note that no temperature-dependence has arisen yet even
though we averaged over the equilibrium reservoir. Fur-
thermore, the initial superselection, 〈dη(0)〉 = 0, is pre-
served by the dynamics. This does however not mean
that the field amplitudes can be eliminated from the be-
ginning: They are crucial for obtaining the dissipative
renormalization factors e−
Γ
2 t.
Occupations, parity and identity. To complete the
operator-basis in the decomposition (B1), we need two
additional system operators. Their EOMs (18b) however
do not require new equations because they follow by ap-
plying the product rule to the EOMs (B6) and partially
averaging only afterwards. A common choice –when us-
ing Green’s functions– is to take the orthogonal system
particle- and hole-occupation operators:
d
dt
[dη(t)dη¯(t)] =
d
dt
[dη(t)] dη¯(t) + dη(t)
d
dt
[dη¯(t)]
= −Γdη(t)dη¯(t) (B9)
+
√
Γ
2π
∫
dω
(
iηeiη(ω−ε+iη
Γ
2 )tbηωdη¯ + h.c.
)
+
Γ
2π
∫
dω
∫
dω′
∫ t
0
dt′
×
(
eiη(ω−ε+i
Γ
2 )(t−t′)eiη(ωt−ω
′t′)bηωbη¯ω′ + h.c.
)
1.
Partial-averaging causes all terms with a single reservoir
field to vanish identically and due to Eq. (17) only a single
energy-integral over ω = ω′ remains:
d
dt
〈dη(t)dη¯(t)〉E = −Γ〈dη(t)dη¯(t)〉E+ (B10)
Γ
π
∫
dω
∫ t
0
dt′e−
Γ
2 (t−t′)f(ηω) cos [(ω + µ− ε)(t− t′)]1
= −Γ〈dη(t)dη¯(t)〉E − Γ2
[
1− η
∫ t
0
dτe−
Γ
2 (t−t′)γ(t− t′)
]
1.
Only at this step finite temperature effects have been
accounted for through the second term containing the
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reservoir distribution function f(ηω) = (eηω/T + 1)−1 =
1
2 − η2 tanh
(
ω
2T
)
which we decomposed as in Eq. (17).
This is similar to the second stage of summing the renor-
malized perturbation series in the real-time approach in
Sec. V. Finally, by taking the difference of Eq. (B10)
for η = ∓, one obtains the EOM (18b) for the parity
(−1)n = −∑η ηdηdη¯ given in the main text. Summing
Eq. (B10) over η = ± verifies that the dynamics is trace-
preserving 〈1(t)〉E = 1.
3. Positivity preservation in EOM approach
Now we verify which property of the EOM solution is
equivalent to positivity preservation (PP) of the dynam-
ics, requiring that ρ(t) = Π(t)ρ(0) ≥ 0 for every initial
ρ(0) ≥ 0, irrespective of whether the fermion-parity su-
perselection is obeyed. We thus consider any initial state
and explicitly take into account the field 〈dη(t)〉:
ρ(t) = 12
[
1+ 〈(−1)n(t)〉 (−1)n
]
+
∑
η
〈dη(t)〉 dη . (B11)
Expressed in terms of the Bloch-vector magnitude
|b(t)|2 := |〈(−1)n(t)〉|2 + |2〈d(t)〉|2 of this state, the PP
property for this model requires that |b(t)|2 ≤ 1 for all
|b(0)|2 ≤ 1. Eliminating |2〈d(0)〉| we can consider the
parity and the Bloch-vector magnitude as independent
variables up to the constraint |〈(−1)n(0)〉| ≤ |b(0)| ≤ 1.
Inserting the EOM solutions
〈dη(t)〉 = e(iηε− Γ2 )t 〈dη(0)〉 (B12a)
〈(−1)n(t)〉 = e−Γt〈(−1)n(0)〉+ (1− e−Γt)g(t), (B12b)
one can rewrite the explicit PP constraint as
0 ≤1− |b(t)|2 (B13a)
=1 + (1 − e−Γt)e−Γt
[
〈(−1)n(0)〉 − g(t)
]2
− (1 − e−Γt)[g(t)]2 − e−Γt|b(0)|2. (B13b)
We minimize over all states ρ(0) by first setting |b(0)| = 1
in the last term and then varying |〈(−1)n(0)〉| ≤ 1.
In the case |g(t)| ≤ 1, the minimum of the quadratic
term in (B13b) is achievable for a physically allowed
value 〈(−1)n(0)〉 = g(t) and equals (1− e−Γt)[1− g(t)2].
which is positive if and only if |g(t)| ≤ 1. Note that
the minimum occurs for a mixed state with a nonzero
|〈d(0)〉| = √1− |g(t)|2/2. In the other case |g(t)| >
1, the minimal achievable value of (B13b) occurs for
〈(−1)n(0)〉 = sgn g(t) (and |〈d(0)〉| = 0) and equals
(1 − e−Γt)(1 − |g(t)|)[1 + e−Γt + (1 − e−Γt)|g(t)|] < 0
which is always negative. Thus Π(t) is PP if and only if
|g(t)| ≤ 1 as claimed in the main text after Eq. (31).
This condition is also equivalent to the positivity
of the probabilities for states obeying superselection,
|〈d(0)〉| = 0. In this case, the restriction on eigen-
values (46), Λη = [1 + η〈(−1)n(t)〉]/2 ≤ 1, requires
max |〈(−1)n(t)〉| = e−Γt + (1 − e−Γt)|g(t)| ≤ 1 at time
t which is equivalent to |g(t)| ≤ 1. The maximal value
of Eq. (B12b) is achieved for an initial pure state with
parity 〈(−1)n(0)〉 = sgn g(t).
Finally, we note that our results for the spectrum of
Π(t) are consistent with general fixed-point theorems, see
Chap. 6. of Ref. [149]: These state first that any contin-
uous PP-TP map from the set of finite-dimensional den-
sity operators into that set has at least one fixed point
density operator. Second, this set of fixed points is lin-
early spanned by a finite set of fixed-point density oper-
ators. In our case, the left and right eigen-supervectors
for eigenvalue Π1 = 1, are positive operators if |g(t)| ≤ 1
as mentioned in the caption of Table I of the main text.
Consequently, |g(t)| > 1 excludes the map Π(t) to be
PP-TP. For our model, this argument does however not
allow one to conclude that |g(t)| ≤ 1 is equivalent to CP
and thereby PP as discussed below.
4. Complete positivity in EOM approach
As mentioned in Sec. VB, the PP condition for our
model happens to be equivalent with the CP condition
(30). Although CP implies PP, the converse does not
hold in general since the PP restriction ignores the en-
tanglement with the auxiliary system P required to pre-
pare initial mixed system states, see Fig. 2. Also, CP is
the more relevant condition because of its useful conse-
quences [Sec. III] which are not implied by PP.
To verify the stronger CP property, the EOM result
(24) is not suitable and requires either conversion to a
Kraus operator sum [Sec. VI] or –for our specific model–
conversion to the exponential form as obtained in the
real-time approach [Sec. V]. We stress that CP can not
be inferred from by the spectral decomposition (55) de-
rived easily from the EOM result for Π(t) [Sec. VIII] as
the positivity of fixed points discussed in the previous
section follows from Π(t) being PP-TP. Thus, Table I is
not in contradiction with our general remark in Sec. III
that the eigenvectors of Π(t) and choi(Π(t)) provide com-
plementary information in the sense that if TP is easy to
see, CP is hard infer and vice versa. Complete positivity
can also not be inferred from the time-local QME for any
set of model parameters: Even in the present model its
form remains inconclusive in non-CP-divisible parameter
regimes where |h(t)| > 1, but nevertheless |g(t)| ≤ 1, see
Eqs. (14) and (51).
5. Time-local quantum master equation
We noted that for our model the EOM approach nat-
urally leads to the time-local equations. In the above
derivation Eq. (B8) and (B10) are already time-local, in
particular because in Eq. (B9) and Eq. (B10) the opera-
tor 1 is t′-independent. To derive a corresponding time-
local QME (51) for ρ(t) we need compute the inverse
24
appearing in −iL+ΣTCL(t) = [ ddtΠ(t)]Π(t)−1. Both the
derivative and the inverse are easily constructed from the
EOM solution (24) and its spectral decomposition (55):
−iL+ΣTCL(t) =
∑
η
(iηε− Γ2 )|d†η)(d†η| (B14)
− Γ2 |(−1)n)
[
((−1)n|− h(t)(1|
]
.
This is equivalent to the spectral decomposition (56)
given in the main text, while the representation (51b)
of the generator, ΣTCL(t) = Γ2
∑
η [1− ηh(t)]Lη, is ob-
tained from the identity
Lη = dη • dη¯ − 12 [dη¯dη, •]+ (B15)
= − 12
{∑
η′
|d†η′)(d
†
η′ |+ |(−1)n)
[
((−1)n|+ η(1|
]}
.
6. Relation time-local and nonlocal generators
Finally, we show how the general expression (52b) for
the time-local generator ΣTCL(t) in terms of the time-
nonlocal memory kernel Σ(t − t′) is consistent with the
simple relation (52a):
ΣTCL(t) =
∫ t
0
dt′Σ(t− t′)Π(t′)Π−1(t) !=
∫ t
0
dsΣ(s).
This relation surprisingly holds for our model despite
Π(t′)Π−1(t) 6= I. Using the spectral decomposition (55)
of the EOM result (24) one instead finds
Π(t′)Π−1(t) =
4∑
k=1
Πk′ (t
′)
Πk(t)
|mk′(t
′))(ak′(t′)|mk(t))(ak(t)|
=
4∑
k=1
|mk(t
′))(ak(t)| (B16)
+ e−Γt 12 [g(t)− g(t′)]|m4(t′))(a1(t)|.
This superoperator would map the right eigenvectors at
time t to those at time t′ if the second term of Eq. (B16)
were not present. However, when the memory kernel
(49b), rewritten in super braket form using Eq. (B15)
Σ(t− t′) (B17)
= −Γ2
{[∑
η
|d†η)(d
†
η|+ |(−1)n)((−1)n|
]
δ¯(t− t′)
− e−12Γ(t−t′)γ(t− t′) |(−1)n)(1|
}
,
acts on this term from the left, it has no effect: The
first term in Σ(t − t′) nullifies it due to δ¯(t − t′) and
so does the second term because of (a1|mk) = δ1,k,
see Table I. For the same reasons, we can set t = t′
also in the first term of Eq. (B16), reducing it to the
identity since
∑4
k=1 |mk(t))(ak(t)| = I. We thus find
Σ(t− t′)Π(t′)Π−1(t) = Σ(t− t′) for all t, t′ as claimed in
the main text, see also App. D 3.
Appendix C: Time-dependent functions [Sec. IVB]
The complementary approaches in Sec. IV-VII all rely
on three functions whose key properties we derive here.
1. γ(t) – Time-nonlocal memory kernel
The time-dependent Keldysh correlation function γ(s)
[Eq. (20)] with the relative time-argument s = t− t′ > 0
is the basis of all these functions and appears explicitly
in the time-nonlocal memory kernel (49b). It involves an
energy integration which can be explicitly carried out by
inserting tanh(z) =
∑∞
n=−∞[z+ iπ(n+1/2)]
−1 and clos-
ing an integration contour in the upper (lower) complex
plane to pick up half of its poles in the residue theorem
for the η = + (η = −) summand:
γ(s) =
∞∑
n=−∞
∑
η=±
1
2π
∫
dω
eiη(ω−ǫ)s
ω/(2T ) + iπ(n+ 1/2)
(C1)
= i 2T
∞∑
n=0
e−πT (2n+1)s
∑
η
ηe−iηǫs = 2T
sin(ǫs)
sinh(πTs)
.
From this representation we obtain the zeros
γ(te) = 0 for te = ℓ
π
ǫ
ℓ = 1, 2, . . . (C2)
that lead to observable effects [Eq. (63) ff.]. Its sign in
the first interval, sgn γ(s) = sgn ǫ for all s ∈ (0, π/ǫ],
determines the sign of h(t) and g(t) for all t > 0. We
will restrict attention to the case ǫ ≥ 0 unless stated
otherwise.
2. h(t) – Time-local generator
The function h(t) :=
∫ t
0 dse
−Γ2 sγ(s) [Eq. (19)] appears
in the time-local EOM (18b) and the QME (51) of the
main text. By integrating the decaying oscillations of γ
with a nonnegative, decaying envelope, h(t) has a sta-
tionary limit h(∞) = g(∞) [Eq. (C9) and (C13)]. For
the same reason its sign is determined for all t ≥ 0 by
the sign of γ(s) for s ∈ (0, π/ǫ]: sgnh(t) = sgn ǫ for t ≥ 0.
The function h(t) is always nonmonotic with extrema
at every zero of the correlation function γ(t) since
dh(t)/dt = e−
Γ
2 tγ(t). These are either local maxima
at t = (2ℓ − 1)π/ǫ or local minima at t = 2ℓπ/ǫ for
ℓ = 1, 2, . . .. The global maximum always exceeds the
stationary value h(∞) since in the sum h(π/ǫ)−h(∞) =∑∞
ℓ=1
∫ (2ℓ+1)π/ǫ
(2ℓ−1)π/ǫ ds e
−Γs/2γ(s) > 0 each integral is pos-
itive. Moreover, the value h(π/ǫ) =
∫ π/ǫ
0 ds e
−Γs/2γ(s)
can significantly exceed 1 for ǫ 6= 0 and reaches its max-
imal value in the limit
lim
T,Γ→0
h
(
π
ǫ
)
= 2π Si(π) ≈ 1.179 > 1 = limT,Γ→0 h(∞), (C3)
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which can be seen from the final representation in
Eq. (C1) and the fact that the sign of γ(s) does not
change in the first interval. Depending on parameters,
several subsequent local maxima may exceed 1 as seen
in Fig. 4. This leads to loss of CP-divisibility and the
physically observable effects discussed in Sec. VIII.
3. g(t) – Dynamical map
The function g(t) directly determines the parity evo-
lution (21b), the exponent of the dynamical map (41b)
and the Kraus operators (43). By convoluting h(t) with a
nonnegative decaying envelope, the oscillations from the
correlation function γ(s) are further smoothed out and
the sign is as before sgn g(t) = sgnh(t) = sgn ǫ for t ≥ 0.
The key steps to understanding the properties of g(t) are
first the conversion to a single time-integral over γ(s),
g(t) =
∫ t
0
ds′
sinh
[
Γ
2 (t− s′)
]
sinh
[
Γ
2 t
] γ(s′), (C4)
by factorizing the double-integral obtained when insert-
ing h(τ) into the definition (22): This is achieved by
changing to relative s′ = τ − s and cumulative time-
variables θ = τ + s the latter of which can be directly
evaluated. Then performing the relative-time integration
(s′) after interchanging it with the energy-integration (ω)
inside γ [Eq. (20b)] we obtain a sum of contributions from
all reservoir modes:
g(t) =
1
π
∫
dω tanh
(
ω + ǫ
2T
)
Γ/2
(Γ/2)2 + ω2
cosh(Γt/2)− cos(ωt)
sinh(Γt/2)
(C5a)
= g(∞)
(
1− 1
eΓt/2 + 1
)
+
Γt/2
sinh(Γt/2)
1
π
∫
dω tanh
(
ω + ǫ
2T
)
ω2
(Γ/2)2 + ω2
t
2
(
sin(ωt/2)
ωt/2
)2
. (C5b)
Inspection of the second line shows that the stationary
value extracted from the expression (C5a),
g(∞) = 1
π
∫
dω tanh
(
ω + ǫ
2T
)
Γ/2
(Γ/2)2 + ω2
, (C6)
is in fact the upper bound of g(t): In Eq. (C5b) the
prefactor of g(∞) is upper bounded by 1 and the second
term is always negative by symmetry of the integrand.
The magnitude of g(∞) is in turn upper bounded by its
value in the limit ǫ→∞:
g(∞) ≤ lim
ǫ→∞ g(∞) =
1
π
∫
dω
Γ/2
(Γ/2)2 + ω2
= 1. (C7)
Including the signs, we obtain Eq. (30) of the main text:
|g(t)| ≤ |g(∞)| ≤ lim
|ǫ|→∞
|g(∞)| ≤ 1. (C8)
Evaluating the integral in Eq. (C6) analogous to the cal-
culation (D14) gives the representation
g(∞) = 2
π
Imψ
(
1
2
+
Γ/2 + iǫ
2πT
)
(C9)
given in the main text [Eq. (29)] in terms of the Digamma
function ψ which reduces to the odd part tanh[ǫ/(2T )]
of the Fermi-distribution function in the weak-coupling
limit Γ→ 0. Finite Γ broadens this step around ǫ = 0 as
reflected by the linearization
g(∞) ≈ ǫ ψ1
(
1
2 +
Γ/2
2πT
)
π2T
=
{
4
π
ǫ
Γ |ǫ| ≪ T ≪ Γ
1
2
ǫ
T |ǫ| ≪ Γ≪ T
, (C10)
using ψ1(z) := dψ(z)/dz and ψ1(1/2) = π
2/2. The
representation (C9) furthermore shows that the station-
ary value approaches the upperbound (C7) as function
of ǫ with a powerlaw due to the asymptotic behavior
ψ(z) ∼ ln z:
|g(∞)| ≈ 1− Γ|ǫ| |ǫ| ≫ Γ, T. (C11)
4. dg(t)/dt – Conditions for extrema
Using Eq. (22) one finds a similar expression for the
derivative of g(t) in terms of the correlation function:
d
dtg(t) =
Γ
2
∫ t
0
ds
sinh Γ2 s(
sinh Γ2 t
)2 γ(s) (C12a)
=
ΓT(
sinh Γ2 t
)2
∫ t
0
ds
sinh Γ2 s
sinhπTs
sin ǫs (C12b)
=
Γ
1− e−Γt [h(t)− g(t)] . (C12c)
The form (C12b) gives direct access to the short-time be-
havior (28) of both functions determined by the Keldysh
correlation function, h(t) = 2g(t) ≈ γ(0+)t = 2ǫ/πt. In-
stead, Eq. (C12c) gives a simple proof that g(t) and h(t)
have the same stationary limit as claimed in Eq. (29):
g(∞) = h(∞) =
∫ ∞
0
dse−
Γ
2 sγ(s). (C13)
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The latter integral agrees with result (C6) but is simpler
to evaluate than the t→∞ limit of Eq. (C4). This form
also shows that g(t) is non-monotonous if and only if h(t)
and g(t) cross, a fact used in Sec. VIII C. In particular, an
inspection of the form (C12b) allows one to investigate
in which parameter regimes this can happen:
(i) If Γ/2 = πT , the remaining s-integration is simple
and results in
d
dtg(t) =
ΓT
ǫ
1− cos(ǫt)
[sinh(Γt/2)]2
, (C14)
showing that crossings of g(t) and h(t) occur at times tc =
2ℓ πǫ for ℓ = 0, 1, 2, . . . which coincide with the minima
of h(t). Consequently, h(t) ≥ g(t) and g(t) develops a
plateau at times tc where it touches h(t) at its minimum
before continuing towards its stationary value which is in
this case asymptotically reached as dg(t)/dt ∝ e−Γt.
(ii) For Γ/2 < πT , the monotonously decreasing expo-
nential envelope in the integrand Eq. (C12b) ensures the
integral is strictly positive and thus h(t) > g(t) for all
times. Here, dg(t)/dt decays faster than e−Γt.
(iii) For Γ/2 > πT the envelope is monotonously in-
creasing, allowing positive contributions to the integral
(C12b) to be overcompensated by later negative ones. As
a consequence, h(t) < g(t) is possible and crossings oc-
cur in the vicinity of the minima of h(t). Here, dg(t)/dt
decays slower than e−Γt.
5. Conditions for parity extrema
The condition 〈(−1)n(te)〉 = h(te) for the appearance
of a parity extremum at te, Eq. (61) of the main text,
can also be analyzed using Eq. (C12). For this condition
to hold, the initial parity must satisfy
〈(−1)n(0)〉 = g(te) + eΓte [h(te)− g(te)] (C15)
= g(te) +
4T
1− e−Γte
∫ te
0
ds
sinh Γ2 s
sinhπTs
sin ǫs.
The right hand side is plotted in Fig. 13 and qualitatively
changes with the temperature / coupling ratio:
(a) For πT < Γ/2, the second term in Eq. (C15) is an
oscillating function of te whose envelope exponentially
diverges after an initial decay. Consequently, any fixed
initial condition 〈(−1)n(0)〉 ∈ [−1, 1] satisfies Eq. (C15)
for infinitely many times te indicated by dark green in
Fig. 13. The converging parity thus keeps on oscillating.
(b) For πT = Γ/2, this is possible only when the initial
parity exceeds a threshold gth just below 1 as indicated
in Fig. 13. Below this threshold there are either a few
te solutions for [0, gth) (at least one due to parity reen-
trance) as indicated in light green, or the condition is
never satisfied for [−1, 0] (no parity extrema at all) as
indicated in red.
(c) For πT > Γ/2, the right-hand side of Eq. (C15)
converges to a value exceeding 1 in an oscillating fashion:
The condition is satisfied only a finite number of times
for an initial parity in [0, 1] and never for [−1, 0).
FIG. 13. Right hand side of condition (C15) for ǫ = πΓ and
(a) πT = 0.01 · Γ/2, (b) πT = Γ/2 and (c) πT = 1.5 · Γ/2.
6. g(t) – Special functions
Finally, we express g(t) in terms of special functions.
In Eq. (C1) we insert the series for sinh in the denomina-
tor and express the numerator in terms of exponentials:
g(t) =
∑
η,χ=±
ηχ
iT eη
Γ
2 t
sinh
[
Γ
2 t
] ∞∑
n=0
∫ t
0
ds e−[πT (2n+1)+η
Γ
2+iχǫ]s
= −
∑
η,χ=±
ηχ
iT eη
Γ
2 t
sinh
[
Γ
2 t
] ∞∑
n=0
e−[πT (2n+1)+η
Γ
2+iχǫ]t − 1
πT (2n+ 1) + η Γ2 + iχǫ
=
∑
η=±
η
π sinh
[
Γ
2 t
] Im ∞∑
n=0
e−[πT+iǫ]te−2nπTt − eη Γ2 t
n+ αηΓ(T, ǫ)
=
∑
η=±
η Im
e−[πT+iǫ]tΦ
(
e−2πTt; 1;αηΓ
)
+ eη
Γ
2 tψ (αηΓ)
π sinh
[
Γ
2 t
] .
(C16)
In the final result we identified the imaginary parts of
the Lerch function ImΦ(z; s;α) := Im
∑∞
n=0
zn
(n+α)s and
the Digamma function Imψ(α) := −Im∑∞n=0 1n+α of the
complex variable αηΓ =
1
2 +
ηΓ/2+iǫ
2πT . In this expression
the poles of the Lerch and Digamma functions for α−Γ
cancel exactly15.
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Appendix D: Real-time approach [Sec. V]
1. Summing the two-stage expansion
We first discuss the calculation of the exact dynamical
map by direct summation of the perturbation series
Π(t) = 〈Tˆ e−i
∫
t
0
LV (s)〉E =
∞∑
k=0
〈I [∗(−iLV ) ∗ I]k〉E(t)
(D1)
in two stages as explained in the main text. Here, time-
convolutions are denoted by A∗B(t) = ∫ t
0
dsA(t−s)B(s)
and 〈◦〉E = TrE ◦ ρE is evaluated by Wick contractions.
The identity superoperator I denotes the free evolu-
tion in the interaction picture LV (τ) := eiL
0τLV e−iL
0τ
which we only indicate by time-arguments throughout
this appendix. For this model, the coupling Liouvillian
LV =
∑
q=± L
V q acquires a mere phase factor from the
interaction picture,
LV q(τ) =
∑
η
√
Γ
2π
∫
dωeiη(ω−ε)τJqηωG
q¯
η¯, (D2)
and the Wick contractions (39) can be written as:
〈LV+(τ)LV q(τ ′)〉E (D3)
= Γ2
∑
η
[
δ¯(τ − τ ′)δq,− + ηγ(τ − τ ′)δq,+
]
G+η G
q
η¯.
Stage one. For T → ∞ only contractions between
pairs of different coupling components LV+ ∝ G+ and
LV− ∝ G− –in this order– are nonzero in Eq. (D1). Since
these are time-local, all time-convolutions trivialize to
products, leaving an ordinary power series
Π∞(t) := lim
T→∞
Π(t) (D4a)
= I −
∫
dt2dt1
t≥t2≥t1≥0
〈LV+LV−〉E δ¯(t2 − t1) + . . . (D4b)
= I + Σˆ∞t+ 12! (Σˆ∞t)2 + . . . = eΣˆ∞t (D4c)
with the equal-time correlator as the basic building block:
Σˆ∞ := −〈LV+LV−〉E = −Γ2
∑
η
G+η G
−
η¯ . (D5)
It useful to note that N = ∑η G+η G−η¯ counts the num-
ber of superfermions on the right which gives rise to the
relations
G+η Π∞(t)G
+
η¯ = e
− 12ΓtG+η G
+
η¯ Π∞(t) (D6a)
Π∞(t)G+η G
+
η¯ = e
−ΓtG+η G
+
η¯ . (D6b)
The Pauli principle (36) furthermore implies
G+η G
+
η¯ Π∞(t) = G
+
η G
+
η¯ . (D6c)
Stage two. For finite T the expansion (D1) contains
additional time-nonlocal contractions between pairs of
couplings of the same type LV+ ∝ G+. In between
these pairs, the time-local infinite-temperature contribu-
tions already summed up in Π∞(t) may still appear but
due to the relations (D6) they give a simple decaying
term. More importantly, the Pauli principle (36) causes
all contributions beyond first order in the time-nonlocal
contraction to vanish identically:
Π(t) = Π∞(t)−
∫
dt2dt1
t≥t2≥t1≥0
Π∞(t− t2) 〈LV+(t2)Π∞(t2 − t1)LV+(t1)〉EΠ∞(t1) + . . . (D7a)
= Π∞(t)−
∫
dt2dt1
t≥t2≥t1≥0
e−Γ(t−t2)〈LV+(t2)e−
1
2Γ(t2−t1)LV+(t1)〉E (D7b)
= Π∞(t)−
∫
dt2dt1
t≥t2≥t1≥0
Γe−Γ(t−t2)e−
1
2Γ(t2−t1)γ(t2 − t1)
∑
η
ηG+η G
+
η¯ = Π∞(t)− 12 (1 − e−Γt)g(t)
∑
η
ηG+η G
+
η¯ . (D7c)
The renormalized series thus terminates as claimed in
the main text. Reverting to the Schro¨dinger picture we
obtain Eq. (41a). To obtain the final form (41b) we
use Eq. (D6c) to write the finite-temperature term in
Eq. (D7c) as a factor :
Π(t) =
[
I − 12 (1− e−Γt)g(t)
∑
η
ηG+η G
+
η¯
]
Π∞(t)
= e−
1
2 (1−e−Γt)g(t)
∑
η
ηLη eΣˆ∞t (D8a)
= e
Γ
2 t
∑
η
[1−ηg(t)]Lη . (D8b)
Written as an exponential it can be merged with
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Π∞(t) = eΣˆ∞t using the Baker-Campbell-Hausdorff
identity eXeY = eY+φ/(1−e
−φ)X for operators obeying
[X,Y ]− = φX which results in Eq. (D8b). Transfor-
mation to Schro¨dinger picture Π(t) → e−iLtΠ(t) gives
Eq. (41b) of the main text as the identity [L,G+η G
±
η¯ ] = 0
allows one to simply add L to the exponent.
2. Time-nonlocal quantum master equation
To derive the time-nonlocal QME (49a) in the main
text within the real-time approach, we note that the two
stages can be written as self-consistent equations. First,
the infinite-temperature limit (D4b) can be represented
in terms of the self-energy Σ∞(t) := Σˆ∞δ¯(t− t′):
Π∞(t) = I + I ∗ Σ∞ ∗Π∞(t). (D9)
This infinite-temperature limit feeds into the self-
consistent form of Eq. (D7a),
Π(t) = Π∞(t) + Π∞ ∗∆Σ ∗Π(t), (D10)
where the basic block is time-nonlocal:
∆Σ(t2 − t1)
= −〈LV+(t2)Π∞(t2 − t1)LV+(t1)〉E (D11a)
= −Γγ(t2 − t1)e−Γ2 (t2−t1)
∑
η
ηG+η G
+
η¯ . (D11b)
To get to Eq. (D10) we used that in our model higher
orders [∆Σ ∗ Π∞∗]k = 0 for k = 2, 3, . . . are zero by the
Pauli principle (36) and may thus be added on the right
hand side to complete Π∞(t) to Π(t). Repeating this
argument to also simplify the time-derivative, we obtain
two coupled QMEs
d
dtΠ∞(t) =Σ∞ ∗Π∞(t) (D12a)
d
dtΠ(t) =
(
Σ∞ +∆Σ
) ∗Π(t), (D12b)
which can be combined into the time-nonlocal QME
d
dtΠ(t) = Σ ∗Π(t), Σ(t) = Σˆ∞δ¯(t) + ∆Σ(t) (D12c)
with the memory kernel Σ(t) given by the sum of
the time-local infinite-temperature kernel (D5) and the
time-nonlocal finite-temperature kernel (D11b). In the
Schro¨dinger picture this is Eq. (49a) of the main text.
Its Laplace transform Σ(z) =
∫∞
0
dteiztΣ(t) discussed
in Eq. (50) of the main text,
Σ(z) =
Γ
2
∑
η
∫ ∞
0
dseizs
[
δ¯(s)− ηe−Γ2 sγ(s)
]
Lη (D13)
=
Γ
2
∑
η
[
1 + i
η
π
∑
χ=±
χψ
(
1
2
+
Γ
2 − i(z − χǫ)
2πT
)]
Lη,
is obtained by an integration analogous to Eq. (C16):∫ ∞
0
dseizse−
Γ
2 sγ(s) (D14)
= i2T
∑
χ=±
∞∑
n=0
χ
∫ ∞
0
dse−[πT (2n+1)+
Γ
2+i(χǫ−z)]s
= −i 1
π
∑
χ=±
χ
∞∑
n=0
1
n+ 12 +
Γ
2+i(χǫ−z)
2πT
.
3. Relation time-local and nonlocal generators
We next convert Eq. (D12c) to the time-local QME
(51) in the main text, avoiding the inversion of Π(t) that
is required in the EOM approach [App. B5]:
d
dtΠ(t) =
∫ t
0
dtΣ(t− t′)Π(t′) (D15)
!
=
[ ∫ t
0
dt′Σ(t− t′)
]
Π(t) = ΣTCL(t)Π(t).
As stressed in the main text [Eq. (52a) ff.] this is an exact
relation for our model as Σ(t − t′)Π(t′) = Σ(t − t′)Π(t).
We can directly see this by splitting off in propaga-
tor Π(t′) = Π∞(t′) + ∆Π(t′) and the memory ker-
nel Σ(t) = Σˆ∞δ¯(t) + ∆Σ(t) the corrections ∆ to the
infinite-temperature limit which are both proportional to∑
η ηG
+
η G
+
η . Then by Eq. (D6b) and the Pauli principle
(36) we have
∆Σ(t− t′)Π∞(t′) = ∆Σ(t− t′) (D16a)
∆Σ(t− t′)∆Π(t′) = 0, (D16b)
causing the t′-dependence of Π(t′) to drop out.
4. Divisor dynamics
Finally, we show how one can factorize the evolution by
applying the above considerations directly to the divisor
Π(t, t′) = Π(t)Π(t′)−1. To this end, we write
Π(t) = Π∞(t) + α(t)
∑
η
ηG+η G
+
η (D17a)
Π(t, t′) = Π∞(t− t′) + α(t, t′)
∑
η
ηG+η G
+
η , (D17b)
where α(t) := (1 − e−Γt)g(t) = ∫ t0 dse−Γ(t−s)h(s)
[Eq. (22)] and α(t, t′) is to be determined. Inserting this
into the divisor equation Π(t) = Π(t, t′)Π(t′) and using
Eq. (D6), one finds a unique solution by comparing coef-
ficients, thereby confirming the ansatz:
α(t, t′) = α(t)− e−Γ(t−t′)α(t′) (D18)
=
∫ t
t′
dse−Γ(t−s)h(s) =: (1− e−Γ(t−t))g(t, t′).
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TABLE II. Sum-rules satisfied by the Kraus operators (43).
.
∑
η=±
[
K0η(t)
†K0η(t) +K
1
η(t)
†K1η(t)
]
= 1
∑
η=±
K0η(t)
†d†η′K
0
η(t) = e
(iηε−Γ/2)td†η′
∑
η=±
[
K0η(t)K
0
η(t)
† +K1η(t)K
1
η(t)
†
]
= 1+ (1− e−Γt)g(t)(−1)n
∑
η=±
K0η(t)d
†
η′
K0η(t)
† = e(−iηε−Γ/2)td†
η′
∑
η=±
[
K0η(t)K
0
η(t)
† −K0η(t)
†K0η(t)
]
= 0
∑
η=±
K1η(t)d
†
η′K
1
η(t)
† = 0
∑
η=±
[
K1η(t)K
1
η(t)
† +K1η(t)
†K1η(t)
]
= (1− e−Γt)1
∑
η=±
K1η(t)
†d†η′K
1
η(t) = 0
This recovers the EOM result (25) for g(t, t′) and justifies
the explicit construction (42) of the divisor within the
real-time approach.
Appendix E: Operator-sum approach [Sec. VI]
1. Kraus operator construction – Choi operator
To derive the Kraus operator sum (43) of the main text
it is instructive to start from the spectral decomposition
(55) in super-braket notation:
Π(t) =
∑
η
e(iηε−
1
2Γ)t |d†η) (d
†
η| (E1a)
+ e−Γt 12 |(−1)n)
[
((−1)n|− g(t)(1|
]
(E1b)
+ 12
[
|1)+ g(t)|(−1)n)
]
(1|. (E1c)
We convert each of the three terms to a left-right action
Π(t) = e−
1
2Γt
∑
η
[
e−iηεt|η〉〈η| • |η¯〉〈η¯| (E2a)
+
(
cosh Γt2 − ηg(t) sinh Γt2
) |η〉〈η| • |η〉〈η| (E2b)
+
(
1− ηg(t) sinh Γt2
) |η〉〈η¯| • |η¯〉〈η|] (E2c)
by representing the fields dη = |η〉〈η¯| and dηdη¯ = |η〉〈η|
in terms of ordinary brakets and collecting these on the
left and right. Already this preparatory step mixes up
the different spectral components of Π(t). In particular,
Eq. (E1b)-(E1c) together produce the third term (E2c).
The Choi operator (7) is constructed by replacing
basis superoperators by corresponding basis operators,
choi(|η〉〈η′| • |χ〉〈χ′|) = |ηη′〉〈χ′χ|, which act on states
|ηη′〉 = |η〉 ⊗ |η′〉 of a doubled Hilbert space:
choi(Π(t)) = e−
1
2Γt
{
cosh Γt2 1⊗ 1 (E3a)
+
∑
η
[
e−iηεt|ηη〉〈η¯η¯| − ηg(t) sinh Γt2 |ηη〉〈ηη|
]
(E3b)
+
∑
η
[
1− ηg(t) sinh Γt2
]
|ηη¯〉〈ηη¯|
}
. (E3c)
The term (E3c) coming from Eq. (E2c) requires no diag-
onalization and gives rise to the eigenvalues (43f) given in
the main text. In contrast, the diagonalization of terms
(E2a)-(E2b) results in the eigenvalues (43c) and further
mixes the spectral components (E1a)-(E1c). From the
eigenvectors
|K0η(t)〉 =
√
λ0η(t)
η
√
r(t)
η| − −〉+ 1√
r(t)
η e−iεt|++〉√
r(t) + 1r(t)
|K1η(t)〉 =
√
λ1η(t) |ηη¯〉 (E4)
we obtain the Kraus operators (43b)-(43e) using the
identities |ηη〉 = dηdη¯ ⊗ 1|1〉, |ηη¯〉 = dη ⊗ 1|1〉 and
choi(Km •K†m) = |Km〉〈Km|.
As noted in Sec. III and highlighted in the above
derivation, the spectral components (E1) of Π(t) are non-
trivially encoded in the Kraus operator-sum. For our
model this can be made more precise: The eigenvectors
of Π(t) can be derived from fact that the Kraus oper-
ators have definite fermion-parity (−1)nKkη (t)(−1)n =
(−1)kKkη (t) together with the quadratic sum-rules listed
in Table II.
2. Effective environment density matrix
Finally, we construct the density matrix (47) of the
effective environment ρE
′
(t)kk
′
ηη′ := TrSK
k
η (t)ρ(0)K
k′
η′ (t)
†
and first focus on the odd- and even-parity diagonal
blocks k = k′ that remain when the initial system state
ρ(0) obeys superselection. The odd block (k = 1) is al-
ready diagonal in this basis,
ρE
′
(t)11ηη′ = δηη′Λ
E′1
η (E5a)
ΛE
′1
η =
1
2λ
1
η(t)
[
1 + η〈(−1)n(0)〉
]
, (E5b)
with the Choi eigenvalues (43f). The even block (k = 0) is
nondiagonal and has to be explicitly diagonalized. Using
Eqs. (43c) and (43d) we obtain for the matrix elements
and eigenvalues:
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ρE
′
(t)00ηη′ =
1
2
{
λ0η(t)
[
1 + η〈(−1)n(0)〉
r(t) − 1r(t)
r(t) + 1r(t)
]
δηη′ − 〈(−1)n(0)〉
2
√
λ0+(t)λ
0−(t)
r(t) + 1r(t)
δη¯,η′
}
(E6a)
ΛE
′0
η (t) =
1
2
∑
η′′
λ0η′′ (t)
[
1 + η′′〈(−1)n(0)〉
r(t) − 1r(t)
r(t) + 1r(t)
]
1
2

1 + η
√√√√√1− λ
0
+(t)λ
0−(t)
[
1− 〈(−1)n(0)〉2]{
1
2
∑
η′ λ
0
η′ (t)
[
1 + η′〈(−1)n(0)〉 r(t)−
1
r(t)
r(t)+ 1
r(t)
]}2

 .
(E6b)
The result (E6b) shows that the effective environment
density matrix depends on both the Choi eigenvalues
λ0η(t) and the Choi eigenvectors through r(t), in addition
to the initial state ρ(0) through 〈(−1)n(0)〉. In partic-
ular, each eigenvalue is positive if and only if the initial
state is positive, |〈(−1)n(0)〉| ≤ 1, and the evolution Π(t)
is CP, |g(t)| ≤ 1.
3. Factorization – Effective environment modes
The eigenvalues (E5b) and (E6b) are already products
of positive factors but the dynamics of the effective envi-
ronment is easier analyzed in terms of the factorization
ΛE
′0
η (t) = Λ
E′+
η (t) · ΛE
′−
η (t) (E7a)
ΛE
′1
η (t) = Λ
E′+
η (t) · ΛE
′−
η¯ (t) (E7b)
used in the main text [Eq. (48)]. These factors ΛE
′λ
η ≥ 0
are additionally normalized as
∑
η Λ
E′λ
η (t) = 1 and there-
fore represent probabilities. From this ansatz we find by
taking different sums of Eq. (E7) the expression
ΛE
′λ
η (t) = Λ
E′0
η (t) + Λ
E′1
λ·η (t) with η, λ = ±. (E8)
Substituting back into Eq. (E7) and using the normaliza-
tion
∑
k=0,1 Λ
E′k
η = 1 leads to a nontrivial condition on
the eigenvalues of the two diagonal blocks in Eq. (47):
ΛE
′0
+ Λ
E′0
− = Λ
E′1
+ Λ
E′1
− . One verifies using Eqs. (E5b)
and (E6b) that this indeed holds true independent of
the physical parameters. Thus, the eigenvalues of the
parity-blocks k = 0 and k = 1 in Eq. (47) are not in-
dependent: Even though the effective two-fermion envi-
ronment is coupled to the system, its state (47) always
factorizes into two uncorrelated fermion modes. To ob-
tain the representation Eq. (48) given in the main text,
we insert Eqs. (E5b) and (E6b) into Eq. (E8) and use the
shorthand notation c(t) := coth(Γt/2):
ΛE
′λ
η =
1
2
[
1 + η
√
[c(t) + 〈(−1)n(0)〉g(t)]2 − [1− g(t)2][1− 〈(−1)n(0)〉2] + λ[〈(−1)n(0)〉 − g(t)]
c(t) + 1
]
(E9a)
=
1
2
[
1 + η
√
[c(t)〈(−1)n(0)〉+ g(t)]2 + [1− c(t)2][1 − 〈(−1)n(0)〉2] + λ[〈(−1)n(0)〉 − g(t)]
c(t) + 1
]
. (E9b)
The η-index corresponds to the ordering 0 ≤ ΛE′λ− (t) ≤
ΛE
′λ
+ (t) ≤ 1 and the second line shows that system-state
eigenvalues, written as
Λη(t) =
1
2
[
1 + η
[c(t) − 1]〈(−1)n(0)〉+ 2g(t)
c(t) + 1
]
, (E10)
are bounded by the eigenvalues of both modes in a
’crossed’ way:
ΛE
′λ
− (t) ≤ Λλ ≤ ΛE
′λ¯
+ . (E11)
They are not bounded by the eigenvalues of one of the
effective modes,
Based on the representations Eq. (E9), one can identify
the two simple special cases discussed in Sec. VI: For
pure initial system states with 〈(−1)n(0)〉 = σ = ± the
eigenvalues of the effective environment modes reduce to
ΛE
′σ
η (t) =
1
2 [1 + σ · η] = Λσ·η(0) (E12)
ΛE
′σ¯
η (t) =
1
2
[
1 + σ · η [c(t)− 1]σ + 2g(t)
c(t) + 1
]
= Λσ·η(t).
Comparing with Eq. (E10), one sees that in this case one
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of the effective modes is locked to the spectrum of the
pure initial system state ρ(0) whereas the other mode
has exactly the same spectrum as the system state. Con-
sequently, the factorization (12) is trivially recovered in
the stationary limit as ρ(t)→ ρ(∞). Pure stationary sys-
tem states are only reached in the off-resonant semigroup
limit (27) where g(t) = θ(t)g(∞) instantly jumps to its
stationary value g(∞) = σ = ± while ρ(t) still evolves in
time. In this case, the modes then reduce to
ΛE
′σ¯
η (t) =
1
2 [1 + σ · η] = Λσ·η(∞) (E13)
ΛE
′σ
η (t) =
1
2
[
1 + η
[c(t)− 1] + 2σ〈(−1)n(0)〉
c(t) + 1
]
6= Λσ·η(t).
Correspondingly, one of the effective environment modes
instantly attains the stationary system spectrum of ρ(∞)
while the spectrum of the other mode evolves differ-
ent from ρ(t), converging to the initial system spec-
trum: ΛE
′σ
η (∞) = 12 [1 + σ · η〈(−1)n(0)〉] = Λσ·η(0). Fi-
nally, we note that the stationary limit (12) of the ef-
fective environment is reached irrespective of these spe-
cial cases, as it should. Which mode takes on the
role of the initial, respectively stationary system spec-
trum depends on both the initial 〈(−1)n(0)〉 and sta-
tionary state 〈(−1)n(∞)〉 = g(∞) through the sign
σ = sgn[〈(−1)n(0)〉+ 〈(−1)n(∞)〉]:
ΛE
′σ
η (∞) = 12
[
1 + σ · η〈(−1)n(0)〉] = Λσ·η(0) (E14)
ΛE
′σ¯
η (∞) = 12
[
1 + σ · η〈(−1)n(∞)〉] = Λσ·η(∞).
4. Pseudo-spin model without superselection
Above and in the main text [Eq. (47)] we claimed that
the off-diagonal blocks of ρE
′
(t) are zero for all t ≥ 0 if
ρ(0) obeys superselection, i.e., 〈d(0)〉 = 0. An explicit
calculation of the off-diagonal blocks
ρE
′
(t)01ηη′ = 〈dη〉(0)
√
λ1ηλ
0
η′
[
√
r(t)]−ηη
′
r(t) + 1/r(t)
[η′e−iεt]
1+η
2
(E15)
indeed confirms that the dynamics preserves superselec-
tion and furthermore shows that the diagonal blocks re-
main unaltered.
As mentioned in Sec. II, the model may also be con-
sidered as an unconventional but valid spin problem, cf.
Eq. (6). In this case there is no superselection constraint
such that the effective environment state has no special
block structure:
ρE
′
(t) =
[
ρE
′
(t)00 ρE
′
(t)01
ρE
′
(t)10 ρE
′
(t)11
]
. (E16)
Consequently, it can not be considered as two fermions
but only as two pseudo-spins. Allowing for transverse
initial pseudo-spin, 〈d(0)〉 6= 0 the nonzero parity-off-
diagonal blocks make it harder to explicitly see the posi-
tivity of the state (B11). It is equivalent to the positivity
of any one of its diagonal blocks, say ρE
′
11(t) ≥ 0, and its
Schur complement150,
ρE
′
(t)00 − ρE′(t)01 1
ρE
′
(t)11
ρE
′
(t)01 ≥ 0. (E17)
Thus, without superselection it is not sufficient that the
other block ρE
′
(t)00 ≥ 0 is positive. Explicitly verify-
ing this and the other general facts discussed above from
Eqs. (E5), (E6) and (E15) is possible but cumbersome.
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