Abstract-In this paper, we describe and analyze the source and channel coding properties of a class of sparse graphical codes based on compounding a low-density generator matrix (LDGM) code with a low-density parity-check (LDPC) code. Our first pair of theorems establishes that there exist codes from this ensemble, with all degrees remaining bounded independently of block length, that are simultaneously optimal for both channel coding and source coding with binary data when encoding and decoding are performed optimally. More precisely, in the context of lossy compression, we prove that finite-degree constructions can achieve any pair (R; D) on the rate-distortion curve of the binary symmetric source. In the context of channel coding, we prove that the same finite-degree codes can achieve any pair (C; p) on the capacity-noise curve of the binary symmetric channel (BSC). Next, we show that our compound construction has a nested structure that can be exploited to achieve the Wyner-Ziv bound for source coding with side information (SCSI), as well as the Gelfand-Pinsker bound for channel coding with side information (CCSI). Although the results described here are based on optimal encoding and decoding, the proposed graphical codes have sparse structure and high girth that renders them well suited to message passing and other efficient decoding procedures.
I. INTRODUCTION
O VER the past decade, codes based on graphical constructions, including turbo codes [3] , and low-density parity-check (LDPC) codes [19] have proven extremely successful for channel coding problems. The sparse graphical nature of these codes makes them very well suited to decoding using efficient message-passing algorithms, such as the sum-product and max-product algorithms. The asymptotic behavior of iterative decoding on sparse "tree-like" graphs is well characterized by the density evolution method [29] , [46] , which provides a useful design principle for the graph degree distributions. Overall, suitably designed LDPC codes yield excellent practical performance under iterative message passing, frequently very close to Shannon limits [8] .
However, many other communication problems involve aspects of lossy source coding, either alone or in conjunction with channel coding, the latter case corresponding to various types of joint source-channel coding problems. Well-known examples include lossy source coding with side information (SCSI; one variant corresponding to the Wyner-Ziv problem [53] ), and channel coding with side information (CCSI; one variant being the Gelfand-Pinsker problem [21] ). The information-theoretic schemes achieving the optimal rates for coding with side information involve delicate combinations of source and channel coding. For problems of this nature-in contrast to the case of pure channel coding-the use of sparse graphical codes and message-passing algorithms is not nearly as well understood. With this perspective in mind, the focus of this paper is the design and analysis of sparse graphical codes for lossy source coding, problems of coding with side information, and binning problems more generally. Our main contribution is to exhibit classes of graphical codes, with all degrees remaining bounded independently of the blocklength, that simultaneously achieve the information-theoretic bounds for both source and channel coding under optimal encoding and decoding.
A. Previous and Ongoing Work
A variety of code architectures have been suggested for lossy compression and related problems in source/channel coding. One standard approach to lossy compression is via trellis-code quantization [31] . The advantage of trellis constructions is that exact encoding and decoding can be performed using the max-product or Viterbi algorithm [28] , with complexity that grows linearly in the trellis length but exponentially in the constraint length. Various researchers have exploited trellis-based codes both for single source and distributed compression [7] , [27] , [44] , [54] as well as information embedding problems [6] , [17] , [49] . One limitation of trellis-based approaches is the fact that saturating rate-distortion bounds requires increasing the trellis constraint length [50] , which incurs exponential complexity (even for the max-product or sum-product message-passing algorithms).
Other researchers have proposed and studied the use of LDPC codes and turbo codes, which have proven extremely successful for channel coding, in application to various types of compression problems. These techniques have proven particularly successful for lossless distributed compression, often known as the Slepian-Wolf problem [20] , [47] . An attractive feature is that 0018-9448/$25.00 © 2009 IEEE the source encoding step can be transformed to an equivalent noisy channel decoding problem, so that known constructions and iterative algorithms can be leveraged. For lossy compression, other work [36] shows that it is possible to approach the binary rate-distortion bound using LDPC-like codes, albeit with degrees that grow logarithmically with the blocklength.
A parallel line of work has studied the use of low-density generator matrix (LDGM) codes, which correspond to the duals of LDPC codes, for lossy compression problems [10] , [35] , [39] , [41] , [51] . Focusing on binary erasure quantization (a special compression problem dual to binary erasure channel coding), Martinian and Yedidia [35] proved that LDGM codes combined with modified message passing can saturate the associated rate-distortion bound. Various researchers have used techniques from statistical physics, including the cavity method and replica methods, to provide nonrigorous analyses of LDGM performance for lossy compression of binary sources [9] , [10] , [39] , [41] . In the limit of zero distortion, this analysis has been made rigorous in a sequence of papers [11] , [13] , [16] , [37] . Moreover, our own recent work [32] , [33] provides rigorous upper bounds on the effective rate-distortion function of various classes of LDGM codes, whereas Dimakis et al. [15] provide rigorous lower bounds on the LDGM rate-distortion function. In terms of practical algorithms for lossy binary compression, researchers have explored variants of the sum-product algorithm [39] or survey propagation algorithms [9] , [51] for quantizing binary sources.
B. Our Contributions
Classical random coding arguments [12] show that random binary linear codes will achieve both channel capacity and rate-distortion bounds. The challenge addressed in this paper is the design and analysis of codes with bounded graphical complexity, meaning that all degrees in a factor graph representation of the code remain bounded independently of blocklength. Such sparsity is critical if there is any hope to leverage efficient message-passing algorithms for encoding and decoding.
With this context, the primary contribution of this paper is the analysis of sparse graphical code ensembles in which an LDGM code is compounded with an LDPC code (see Fig. 2 for an illustration). We note that compound constructions of this type have been the subject of past work in the context of channel coding. For instance, the class of MN codes proposed by MacKay and Neal [30] are based on compounding a pair of sparse matrices. Heuristic arguments from statistical physics [25] , [40] suggest that these constructions can achieve channel coding capacity. The class of raptor codes pioneered by Shokrollahi and collaborators [18] , [48] also exploit a type of compound structure. Other recent work has studied compound constructions for channel coding, both for the binary erasure channel [42] , [43] as well as for general memoryless channels [24] . (See Section III-B for some further discussion.)
Whereas this past work has focused exclusively on the channel coding problem, the focus of this paper-in contrast-is on communication problems in which source coding plays an essential role, including lossy compression itself as well as joint source/channel coding problems. Indeed, the source coding analysis of the compound construction requires techniques fundamentally different from those used in channel coding analysis. We also note that the compound code illustrated in Fig. 2 can be applied to more general memoryless channels and sources; however, so as to bring the primary contribution into sharp focus, this paper focuses exclusively on binary sources and/or binary symmetric channels (BSCs).
More specifically, our first pair of theorems establishes that for any rate , there exist codes from compound LDGM/LDPC ensembles with all degrees remaining bounded independently of the blocklength that achieve both the channel capacity and the rate-distortion bound. To the best of our knowledge, this is the first demonstration of code families with bounded graphical complexity that are simultaneously optimal for both source and channel coding. Building on these results, we demonstrate that codes from our ensemble have a naturally "nested" structure, in which good channel codes can be partitioned into a collection of good source codes, and vice versa. By exploiting this nested structure, we prove that codes from our ensembles can achieve the information-theoretic limits for the binary versions of both the problem of lossy SCSI (known as the Wyner-Ziv problem [53] ), and CCSI (known as the Gelfand-Pinsker [21] problem). Although these results are based on optimal encoding and decoding, a code drawn randomly from our ensembles will, with high probability, have high girth and good expansion, and hence be well suited to message passing and other efficient decoding procedures.
The remainder of this paper is organized as follows. Section II contains basic background material and definitions for source and channel coding, and factor graph representations of binary linear codes. In Section III, we define the ensembles of compound codes that are the primary focus of this paper, and state (without proof) our main results on their source and channel coding optimality. In Section IV, we leverage these results to show that our compound codes can achieve the information-theoretic limits for lossy SCSI and CCSI. Sections V and VI are devoted to proofs that codes from the compound ensemble are optimal for lossy source coding (Section V) and channel coding (Section VI), respectively. We conclude this paper with a discussion in Section VII. Portions of this work have previously appeared as conference papers [32] - [34] .
II. BACKGROUND
In this section, we provide relevant background material on source and channel coding, binary linear codes, as well as factor graph representations of such codes.
A. Source and Channel Coding
A binary linear code of block length consists of all binary strings satisfying a set of equations in modulo two arithmetic. More precisely, given a parity-check matrix , the code is given by the null space
Assuming the parity-check matrix is full rank, the code consists of codewords, where is the code rate.
1) Channel Coding:
In the channel coding problem, the transmitter chooses some codeword and transmits it over a noisy channel, so that the receiver observes a noise-corrupted version . The channel behavior is modeled by a conditional distribution that specifies, for each transmitted sequence , a probability distribution over possible received sequences . In many cases, the channel is memoryless, meaning that it acts on each bit of in an independent manner, so that the channel model decomposes as . Here each function is simply the conditional probability of observing bit given that was transmitted. As a simple example, in the BSC, the channel flips each transmitted bit with probability , so that , where represents an indicator function of the event . With this setup, the goal of the receiver is to solve the channel decoding problem: estimate the most likely transmitted codeword, given by . The Shannon capacity [12] of a channel specifies an upper bound on the rate of any code for which transmission can be asymptotically error-free. Continuing with our example of the BSC with flip probability , the capacity is given by , where is the binary entropy function.
2) Lossy Source Coding: In a lossy source coding problem, the encoder observes some source sequence , corresponding to a realization of some random vector with independent identically distributed (i.i.d.) elements . The idea is to compress the source by representing each source sequence by some codeword . As a particular example, one might be interested in compressing a symmetric Bernoulli source, consisting of binary strings , with each element drawn in an i.i.d. manner from a Bernoulli distribution with parameter . One could achieve a given compression rate by mapping each source sequence to some codeword from a code containing elements, say indexed by the binary sequences . In order to assess the quality of the compression, we define a source decoding map , which associates a source reconstruction with each codeword . Given some distortion metric , the source encoding problem is to find the codeword with minimal distortion-namely, the optimal encoding . Classical rate-distortion theory [12] specifies the optimal tradeoffs between the compression rate and the best achievable average distortion , where the expectation is taken over the random source sequences . For instance, to follow up on the Bernoulli compression example, if we use the Hamming metric as the distortion measure, then the rate-distortion function takes the form , where is the previously defined binary entropy function.
We now provide definitions of "good" source and channel codes that are useful for future reference.
Definition 1:
(a) A code family is a good -distortion binary symmetric source code if for any , there exists a code with rate that achieves Hamming distortion less than or equal to . (b) A code family is a good BSC -noise channel code if for any there exists a code with rate with error probability less than .
B. Factor Graphs and Graphical Codes
Both the channel decoding and source encoding problems, if viewed naively, require searching over an exponentially large codebook (since for a code of rate ). Therefore, any practically useful code must have special structure that facilitates decoding and encoding operations. The success of a large subclass of modern codes in use today, especially LDPC codes [19] , [45] , is based on the sparsity of their associated factor graphs.
Given a binary linear code , specified by parity-check matrix , the code structure can be captured by a bipartite graph, in which circular nodes ( ) represent the binary values (or columns of ), and square nodes ( ) represent the parity checks (or rows of ). For instance, Fig. 1(a) shows the factor graph for a rate code in parity-check form, with checks acting on 12 bits. The edges in this graph correspond to 's in the parity-check matrix, and reveal the subset of bits on which each parity check acts. The parity-check code in Fig. 1(a) is a regular code with bit degree and check degree . Such low-density constructions, meaning that both the bit degrees and check degrees remain bounded independently of the block length , are of most practical use, since they can be efficiently represented and stored, and yield excellent performance under message-passing decoding. In the context of a channel coding problem, the shaded circular nodes at the top of the LDPC code in Fig. 1(a) represent the observed variables received from the noisy channel. Fig. 1(b) shows a binary linear code represented in factor graph form by its generator matrix . In this dual representation, each codeword is generated by taking the matrix-vector product of the form , where is a sequence of information bits, and is the generator matrix. For the code shown in Fig. 1(b) , the blocklength is , and information sequences are of length , for an overall rate of in this case. The degrees of the check and variable nodes in the factor graph are and , respectively, so that the associated generator matrix has ones in each row, and ones in each column. When the generator matrix is sparse in this setting, then the resulting code is known as an LDGM code.
C. Weight Enumerating Functions
For future reference, it is useful to define the weight enumerating function of a code. Given a binary linear code of blocklength , its codewords have renormalized Hamming weights that range in the interval . Accordingly, it is convenient to define a function that, for each , counts the number of codewords of weight (2) where denotes the ceiling function. Although it is typically difficult to compute the weight enumerator itself, it is frequently possible to compute (or bound) the average weight enumerator, where the expectation is taken over some random ensemble of codes. In particular, our analysis in the sequel makes use of the average weight enumerator of a -regular LDPC code [see Fig. 1(a) ], defined as (3) where the expectation is taken over the ensemble of all regular -LDPC codes. For such regular LDPC codes, this average weight enumerator has been extensively studied in previous work [19] , [26] .
III. OPTIMALITY OF BOUNDED DEGREE COMPOUND CONSTRUCTIONS
In this section, we define the compound LDGM/LDPC construction that is the focus of this paper, and state some results on their source and channel coding optimality. These results provide the foundation for exploiting such constructions to achieve the information limits for problems of coding with side information with bounded graphical complexity, which we describe in Section IV.
A. Compound Construction
Our main focus is the construction illustrated in Fig. 2 , obtained by compounding an LDGM code (top two layers) with an LDPC code (bottom two layers). The code is defined by a factor graph with three layers: at the top, a vector of codeword bits is connected to a set of parity checks, which are in turn connected by a sparse generator matrix to a vector of information bits in the middle layer. The information bits are also codewords in an LDPC code, defined by the parity-check matrix connecting the middle and bottom layers.
In more detail, considering first the LDGM component of the compound code, each codeword in the top layer is connected via the generator matrix to an information sequence in the middle layer; more specifically, we have the algebraic relation . Note that this LDGM code has rate , with equality attained if and only if is full-rank. Second, turning to the LDPC component of the compound construction, its codewords correspond to a subset of information sequences in the middle layer. In particular, any valid codeword satisfies the paritycheck relation , where joins the middle and bottom layers of the construction. Overall, this defines an LDPC code with rate , where equality is attained if the parity-check matrix has full rank.
The overall code obtained by concatenating the LDGM and LDPC codes has blocklength , and rate . In algebraic terms, the code is defined as and (4) where all operations are in modulo two arithmetic.
Our analysis in this paper will be performed over random ensembles of compound LDGM/LDPC ensembles. In particular, for each degree triplet , we focus on the following random ensemble.
1) For each fixed integer , the random generator matrix is specified as follows: for each of the rows, we choose positions with replacement, and put a in each of these positions. This procedure yields a random matrix with at most ones per row, since it is possible (although of asymptotically negligible probability for any fixed ) that the same position is chosen more than once. 2) For each fixed degree pair , the random LDPC matrix is chosen uniformly at random from the space of all matrices with exactly ones per column, and exactly ones per row. This ensemble is a standard -regular LDPC ensemble. We note that our reason for choosing the check-regular LDGM ensemble specified in step 1) is not that it necessarily defines a particularly good code, but rather that it is convenient for theoretical purposes. Interestingly, our analysis shows that the bounded degree check-regular LDGM ensemble, even though it is suboptimal for both source and channel coding in isolation [33] , [34] , defines optimal source and channel codes when combined with a bottom LDPC code.
B. Coding Properties
Our first result is on the achievability of the Shannon rate-distortion bound using codes from LDGM/LDPC compound construction with finite degrees . In particular, we make the following claim.
Theorem 1: Given any pair satisfying the Shannon bound, there is a set of finite degrees and a code from the associated LDGM/LDPC ensemble with rate that is a -good source code (see Definition 1).
In other work [15] , [32] , [33] , we showed that standard LDGM codes from the check-regular ensemble cannot achieve the rate-distortion bound with finite degrees. As will be highlighted by the proof of Theorem 1 in Section V, the inclusion of the LDPC lower code in the compound construction plays a vital role in the achievability of the Shannon rate-distortion curve.
The second result of this section is complementary in nature to Theorem 1, regarding the achievability of the Shannon channel capacity using codes from LDGM/LDPC compound construction with finite degrees . In particular, we have the following.
Theorem 2:
For all rate-noise pairs satisfying the Shannon channel coding bound , there is a set of finite degrees and a code from the associated LDGM/LDPC ensemble with rate that is a -good channel code (see Definition 1).
To put this result into perspective, recall that the overall rate of this compound construction is given by . There are two ways in which the channel coding optimality can be understood. On one hand, an LDGM code on its own (i.e., without the lower LDPC code), which is a special case of this construction with , is certainly not a good channel code, due to the large number of low-weight codewords. From this perspective, one way to understand the proof of Theorem 2 (see Section VI) is as showing that a nontrivial LDPC lower code (i.e., with ) can eliminate these troublesome low-weight codewords. On the other hand, we could also consider the other extreme: an LDPC code on its own without the top LDGM component. In this context, it is well known from the classical work of Gallager [19] , with a variety of subsequent refinements [5] , [52] , that a bounded-degree LDPC code cannot achieve the channel capacity. From this perspective, then, it is the inner LDGM code that plays the key role in bridging the gap to capacity.
As pointed out to us by a reviewer after submission of this paper, earlier work by Hsu and Anastapoulous [24] showed that compound LDGM/LDPC codes can achieve the capacity of any memoryless binary input-output channel (MBIOS) channel, including the BSC covered by Theorem 2. However, our proof is slightly less restrictive, as it is based on analyzing a suboptimal typical-pairs decoder, as opposed to the maximum-likelihood (ML) decoding procedure analyzed in this work. Moreover, this past work considered only channel coding, and not the problems of source coding and coding with side information that are the main thrust in this paper.
IV. CONSEQUENCES FOR CODING WITH SIDE INFORMATION
We now consider the consequences of our two main results for problems of coding with side information. It is well known from previous work [21] , [53] , [55] that achieving the information-theoretic limits for these problems requires nested constructions, in which a collection of good source codes are nested inside a good channel code (or vice versa). Accordingly, we begin in Section IV-A by describing how our compound construction naturally generates such nested ensembles. In Sections IV-B and IV-C, respectively, we discuss how the compound construction can be used to achieve the information-theoretic optimum for binary SCSI (a version of the Wyner-Ziv problem [53] ), and binary information embedding (a version of "dirty paper coding," or the Gelfand-Pinsker problem [21] ).
A. Nested Code Structure
The structure of the compound LDGM/LDPC construction lends itself naturally to nested code constructions. In particular, we first partition the set of lower parity checks into two disjoint subsets and , of sizes and , respectively, as illustrated in Fig. 2 . Let and denote the corresponding partitions of the full parity-check matrix . Now let us set all parity bits in the subset equal to zero, and consider the LDGM/LDPC code defined by the generator matrix and the parity-check (sub)matrix , as the subset of binary strings and
Note that the rate of this code is given by , which can be suitably adjusted by modifying the LDGM and LDPC rates, respectively. Moreover, by applying Theorems 1 and 2, there exist finite choices of degree such that will be optimal for both source and channel coding.
Considering now the remaining parity bits in the subset , suppose that we set them equal to a fixed binary sequence . Now consider the code given by for some such that (6) Note that for each binary sequence , the code is a subcode of ; moreover, the collection of these subcodes forms a disjoint partition as follows: (7) 
D.
Again, Theorems 1 and 2 guarantee that (with suitable degree choices) each of the subcodes is optimal for both source and channel coding. Thus, the LDGM/LDPC construction has a natural nested property, in which a good source/channel code-namely, -is partitioned into a disjoint collection of good source/channel codes. We now illustrate how this nested structure can be exploited for coding with side information.
B. Source Coding With Side Information
We begin by showing that the compound construction can be used to perform SCSI.
1) Problem Formulation:
Suppose that we wish to compress a symmetric Bernoulli source so as to be able to reconstruct it with Hamming distortion . As discussed earlier in Section II, the minimum achievable rate is given by . In the Wyner-Ziv extension of standard lossy compression [53] , there is an additional source of side information about -say in the form , where is observation noise-that is available only at the decoder. See Fig. 3 for a block diagram representation of this problem.
For this binary version of SCSI, it is known [2] that the minimum achievable rate takes the form (8) where denotes the lower convex envelope. Note that in the special case , the side information is useless, so that the Wyner-Ziv rate reduces to classical rate distortion. In the discussion to follow, we focus only on achieving rates of the form , as any remaining rates on the Wyner-Ziv curve (8) can be achieved by time sharing with the point .
2) Coding Procedure for SCSI:
In order to achieve rates of the form , we use the compound LDGM/LDPC construction, as illustrated in Fig. 2 , according to the following procedure.
Step #1) Source coding: The first step is a source coding operation, in which we transform the source sequence to a quantized representation . In order to do so, we use the code , as defined in (5) and illustrated in Fig. 4(a) , composed of the generator matrix and the parity-check matrix . Note that , when viewed as a code with blocklength , has rate . Suppose that we choose 1 the middle and lower layer sizes and , respectively, such that (9) 1 Note that the choices of m and k need not be unique.
where is arbitrary. For any such choice, Theorem 1 guarantees the existence of finite degrees such that is a good -distortion source code. Consequently, for the specified rate , we can use in order to transform the source to some quantized representation such that the error has average Hamming weighted bounded by . Moreover, since is a codeword of , there is some sequence of information bits such that and .
Step #2) Channel coding: Given the output of the source coding step, consider the sequence of parity bits associated with the parity-check matrix . Transmitting this string of parity bits requires rate . Overall, the decoder receives both these parity bits, as well as the side information sequence . Using these two pieces of information, the goal of the decoder is to recover the quantized sequence .
Viewing this problem as one of channel coding, the effective rate of this channel code is . Note that the side information can be written in the form where is the quantization noise, and is the channel noise. If the quantization noise were i.i.d. , then the overall effective noise would be i.i.d. . (In reality, the quantization noise is not exactly i.i.d.
, but it can be shown [55] that it can be treated as such for theoretical purposes.) Consequently, if we choose such that (10) for an arbitrary , then Theorem 2 guarantees that the decoder will with high probability (w.h.p.) be able to recover a codeword corrupted by -Bernoulli noise. Summarizing our findings, we state the following.
Corollary 1:
There exist finite choices of degrees such that the compound LDGM/LDPC construction achieves the Wyner-Ziv bound.
Proof: With the source coding rate chosen according to (9) , the encoder will return a quantization with average Hamming distance to the source of at most . With the channel coding rate chosen according to (10) , the decoder can with high probability recover the quantization . The overall transmission rate of the scheme is Since was arbitrary, we have established that the scheme can achieve rates arbitrarily close to the Wyner-Ziv bound. 
C. Channel Coding With Side Information
We now show how the compound construction can be used to perform CCSI, as sketched in Fig. 5 .
1) Problem Formulation:
In the binary information embedding problem, given a specified input vector , the channel output is assumed to take the form (11) where is a host signal (not under control of the user), and corresponds to channel noise. The encoder is free to choose the input vector , subject to an average channel constraint (12) for some parameter . The goal is to use a channel coding scheme that satisfies this constraint (12) so as to maximize the number of possible messages that can be reliably communicated. We write to indicate that each channel input is implicitly identified with some underlying message . Given the channel output , the goal of the decoder is to recover the embedded message . The capacity for this binary information embedding problem [2] is given by (13) where denotes the upper convex envelope. As before, we focus on achieving rates of the form , since any remaining points on the curve (13) can be achieved via time sharing with the point.
2) Coding Procedure for CCSI:
In order to achieve rates of the form , we again use the compound LDGM/LDPC construction in Fig. 2 , now according to the following two step procedure.
Step #1) Source coding: The goal of the first stage is to embed the message into the transmitted signal via a quantization process. In order to do so, we use the code illustrated in Fig. 6(a) , specified by the generator matrix and parity-check matrices and . The set of parity bits associated with the check matrix remains fixed to zero throughout the scheme. On the other hand, we use the remaining lower parity bits associated with to specify a particular message that the decoder would like to recover. In algebraic terms, the resulting code has the form given in (6). Since the encoder has access to host signal , it may use this code in order to quantize the host signal. After doing so, the encoder has a quantized signal and an associated sequence of information bits such that . Note that the quantized signal specifies the message in an implicit manner, since by construction of the code . Now suppose that we choose , , and such that (14) for some , then Theorem 1 guarantees that there exist finite degrees such that the resulting code is a good -distortion source code. Otherwise stated, we are guaranteed that w.h.p, the quantization error has average Hamming weight upper bounded by . Consequently, we may set the channel input equal to the quantization noise , thereby ensuring that the average channel constraint (12) is satisfied.
Step #2) Channel coding: In the second phase, the decoder is given a noisy channel observation of the form (15) and its task is to recover . In terms of the code architecture, the lower parity bits remain set to zero; the remaining parity bits, which represent the message , are unknown to the coder. The resulting code, as illustrated in Fig. 6(b) , can be viewed as channel code with effective rate . Now suppose that we choose such that the effective code used by the decoder has rate (16) for some . Since the channel noise is and the rate chosen according to (16) , Theorem 2 guarantees that the decoder will w.h.p. be able to recover the pair and . Moreover, by design of the quantization procedure, we have the equivalence so that a simple syndrome-forming procedure allows the decoder to recover the hidden message.
Summarizing our findings, we state the following.
Corollary 2:
There exist finite choices of degrees such that the compound LDGM/LDPC construction achieves the binary information embedding (Gelfand-Pinsker) bound.
Proof: With the source coding rate chosen according to (14) , the encoder will return a quantization of the host signal with average Hamming distortion upper bounded by . Consequently, transmitting the quantization error will satisfy the average channel constraint (12) . With the channel coding rate chosen according to (16) , the decoder can with high probability recover the quantized signal , and hence the message . Overall, the scheme allows a total of distinct messages to be embedded, so that the effective information embedding rate is for some . Thus, we have shown that the proposed scheme achieves the binary information embedding bound (13).
V. PROOF OF SOURCE CODING OPTIMALITY
This section is devoted to the proof of the previously stated Theorem 1 on the source coding optimality of the compound construction.
A. Setup
In establishing a rate-distortion result such as Theorem 1, perhaps the most natural focus is the random variable (17) corresponding to the (renormalized) minimum Hamming distance from a random source sequence to the nearest codeword in the code . Rather than analyzing this random variable directly, our proof of Theorem 1 proceeds indirectly, by studying an alternative random variable.
Given a binary linear code with codewords, let be indices for the different codewords. We say that a codeword is distortion -good for a source sequence if the Hamming distance is at most . We then set the indicator random variable when codeword is distortion -good. With these definitions, our proof is based on the following random variable: (18) Note that simply counts the number of codewords that are distortion -good for a source sequence . Moreover, for all distortions , the random variable is linked to via the equivalence (19) Throughout our analysis of , we carefully track only its exponential behavior. More precisely, the analysis to follow will establish an inverse polynomial lower bound of the form where collects various polynomial factors. The following concentration result establishes that the polynomial factors in these bounds can be ignored.
Lemma 1 (Sharp Concentration):
Suppose that for some target distortion , we have (20) where is a polynomial function satisfying . Then, for all , there exists a fixed code of sufficiently large blocklength such that .
Proof: Let us denote the random code as , where denotes the random LDGM top code, and denotes the random LDPC bottom code. Throughout the analysis, we condition on some fixed LDPC bottom code, say . We begin by showing that the random variable is sharply concentrated. In order to do so, we construct a vertex-exposure martingale [38] of the following form. Consider a fixed sequential labeling of the top LDGM checks, with check associated with source bit . We reveal the check and associated source bit in a sequential manner for each , and so define a sequence of random variables via , and (21) By construction, we have . Moreover, this sequence satisfies the following bounded difference property: adding any source bit and the associated check in moving from to can lead to a (renormalized) change in the minimum distortion of at most . Consequently, by applying Azuma's inequality [1] , we have, for any (22) Next we observe that our assumption (20) of inverse polynomial decay implies that, for at least one bottom code (23) for some subexponential function . Otherwise, there would exist some such that for all choices of bottom code , and taking averages would violate our assumption (20) . Finally, we claim that the concentration result (22) and inverse polynomial bound (23) yield the result. Suppose that for some , we had the inequality . In this case, the probability would be upper bounded by the probability Consequently, the concentration bound (22) would imply that the probability decays exponentially, which would contradict the inverse polynomial bound (23) for sufficiently large .
Thus, we have shown that assumption (20) implies that for all , there exists a sufficiently large and fixed bottom code such that . If the average over LDGM codes satisfies this bound, then at least one choice of LDGM top code must also satisfy it, whence we have established that there exists a fixed code such that , as claimed.
B. Moment Analysis
In order to analyze the probability , we make use of the moment bounds given in the following elementary lemma.
Lemma 2 (Moment Methods): Given any random variable taking nonnegative integer values, there holds (24)
Proof: The upper bound (b) is an immediate consequence of Markov's inequality. Letting be an indicator function for the event , the lower bound (a) follows by applying the Cauchy-Schwarz inequality [22] as follows:
The remainder of the proof consists in applying these moment bounds to the random variable , in order to bound the probability . We begin by computing the first moment.
Lemma 3 (First Moment):
For any code with rate , the expected number of -good codewords scales exponentially as (25) Proof: First, by linearity of expectation where we have used symmetry of the code construction to assert that for all indices . Now the event is equivalent to an i.i.d Bernoulli sequence of length having Hamming weight less than or equal to . By standard large deviations theory (either Sanov's theorem [12] , or direct asymptotics of binomial coefficients), we have which establishes the claim.
Unfortunately, however, the first moment needs not be representative of typical behavior of the random variable , and hence overall distortion performance of the code. As a simple illustration, consider an imaginary code consisting of copies of the all-zeros codeword. Even for this "code," as long as , the expected number of distortion-optimal codewords grows exponentially. Indeed, although for almost all source sequences, for a small subset of source sequences (of probability mass ), the random variable takes on the enormous value , so that the first moment grows exponentially. However, the average distortion incurred by using this code will be for any rate, so that the first moment is entirely misleading. In order to assess the representativeness of the first moment, one needs to ensure that it is of essentially the same order as the variance, hence the comparison involved in the second moment bound (24)(a).
C. Second Moment Analysis
Our analysis of the second moment begins with the following alternative representation.
Lemma 4:
The second moment is equal to (26) Based on this lemma, proved in part C of the Appendix, we see that the key quantity to control is the conditional probability . It is this overlap probability that differentiates the low-density codes of interest here from the unstructured codebooks used in classical random coding arguments. In the latter case, codewords are chosen independently from some ensemble, so that the overlap probability is simply equal to . Thus, for the simple case of unstructured random coding, the second moment bound actually provides the converse to Shannon's rate-distortion theorem for the symmetric Bernoulli source. In contrast, for a low-density graphical code, the dependence between the events and requires some analysis. Before proceeding with this analysis, we require some definitions. Recall our earlier definition (3) of the average weight enumerator associated with an LDPC code, denoted by . Moreover, let us define for each the probability (27) where the quantity denotes a randomly chosen codeword, conditioned on its underlying length-information sequence having Hamming weight . As shown in Lemma 9 (see part A of the Appendix), the random codeword has i.i.d. Bernoulli elements with parameter (28) With these definitions, we now break the sum on the right-hand side (RHS) of (26) into terms, indexed by , where term represents the contribution of a given nonzero information sequence with (Hamming) weight . Doing so yields Consequently, we need to control both the LDPC weight enumerator and the probability over the range of possible fractional weights .
D. Bounding the Overlap Probability
The following lemma, proved in part D of the Appendix, provides a large deviations bound on the probability .
Lemma 5:
For each , we have (29) where for each and , the error exponent is given by the saddle point value , where (30) and the functions are given by (31a) and (31b)
In general, for any , the function has the following properties. At , it achieves its maximum , and then is strictly decreasing on the interval , approaching its minimum value as . Fig. 7 illustrates the form of the function for two different values of distortion , and for degrees . Note that increasing causes to approach its minimum more rapidly. We are now equipped to establish the form of the effective rate-distortion function for any compound LDGM/LDPC ensemble. Substituting the alternative form of from (26) into the second moment lower bound (24) yields that is lower bounded by
We have and where the final inequality by applying the upper bound on from Lemma 5, and the relation . Now letting be any upper bound on the log of average weight enumerator , we can then conclude that is asymptotically nonnegative for all rate-distortion pairs satisfying (32) (32), whose maximum defines the effective rate-distortion function, for the case of LDGM top degree . Fig. 8(a) and (b) shows the cases of distortion and , respectively, for which the respective Shannon rates are and . Each panel shows two plots, one corresponding to the case of uncoded information bits (a naive LDGM code), and the other to using a rate LDPC code with degrees . In all cases, the minimum achievable rate for the given distortion is obtained by taking the maximum for of the plotted function. For any choices of , the plotted curve is equal to the Shannon bound at , and decreases to for .
Note the dramatic difference between the uncoded and compound constructions (LDPC-coded). In particular, for both settings of the distortion ( and ), the uncoded curves rise from their initial values to maxima above the Shannon limit (dotted horizontal line). Consequently, the minimum required rate using these constructions lies strictly above the Shannon optimum. The compound construction curves, in contrast, decrease monotonically from their maximum value, achieved at and corresponding to the Shannon optimum. In Section V-E, we provide an analytical proof of the fact that for any distortion , it is always possible to choose finite degrees such that the compound construction achieves the Shannon optimum.
E. Finite Degrees are Sufficient
In order to complete the proof of Theorem 1, we need to show that for all rate-distortion pairs satisfying the Shannon bound, there exist LDPC codes with finite degrees and a suitably large but finite top degree such that the compound LDGM/LDPC construction achieves the specified . Our proof proceeds as follows. Recall that in the derivation leading up to (32), we assumed a bound on the average weight enumerator of the form (33) For compactness in notation, we frequently write , where the dependence on the degree pair is understood implicitly. In the following paragraph, we specify a set of conditions on this bounding function , and we then show that under these conditions, there exists a finite degree such that the compound construction achieves specified rate-distortion point. In part F of the Appendix, we then prove that the weight enumerator of standard regular LDPC codes satisfies the assumptions required by our analysis.
1) Assumptions on Weight Enumerator Bound:
We require that our bound on the weight enumerator satisfy the following conditions.
A1) The function is symmetric around , meaning that for all . A2) The function is twice differentiable on with and . A3) The function achieves its unique optimum at , where . A4) There exists some such that for all , meaning that the ensemble has linear minimum distance. In order to establish our claim, it suffices to show that for all such that , there exists a finite choice of such that
Restricting to even ensures that the function is symmetric about ; combined with assumption A2), this ensures that is symmetric around , so that we may restrict the maximization to without loss of generality. Our proof consists of the following steps.
1) We first prove that there exists an , independent of the choice of , such that for all . 2) We then prove that there exists , again independent of the choice of , such that for all . 3) Finally, we specify a sufficiently large but finite degree that ensures the condition for all .
Step A: By assumption A4) (linear minimum distance), there exists some such that for all . Since for all , we have in this region. Note that is independent of , since it is specified entirely by the properties of the bottom code.
Step B: For this step of the proof, we require the following lemma on the properties of the function . Since is nonincreasing in , we have for all . Putting together this bound with the earlier bound (35) yields that for all Since we are free to choose , we may set to yield the claim.
VI. PROOF OF CHANNEL CODING OPTIMALITY
In this section, we turn to the proof of the previously stated Theorem 2, concerning the channel coding optimality of the compound construction.
If the codeword is transmitted, then the receiver observes , where is a random vector. Our goal is to bound the probability that ML decoding fails where the probability is taken over the randomness in both the channel noise and the code construction. To simplify the analysis, we focus on the following suboptimal (non-ML) decoding procedure. Let be any nonnegative sequence such that but -say, for instance, .
Definition 2 (Decoding Rule):
With the threshold , decode to codeword , and no other codeword is within of .
The extra term in the threshold is chosen for theoretical convenience. Using the following two lemmas, we establish that this procedure has arbitrarily small probability of error, whence ML decoding (which is at least as good) also has arbitrarily small error probability.
Lemma 7: Using the suboptimal procedure specified in the definition (2), the probability of decoding error vanishes asymptotically provided that for all (36) where is any function bounding the average weight enumerator as in (33) , and was defined in (28) . Proof: Let denote the total number of codewords in the joint LDGM/LDPC code. Due to the linearity of the code construction and symmetry of the decoding procedure, we may assume without loss of generality that the all zeros codeword was transmitted (i.e., ). In this case, the channel output is simply and so our decoding procedure will fail if and only if one the following two conditions holds: i) either , or ii) there exists a sequence of information bits satisfying the parity-check equation such that the codeword satisfies . Consequently, using the union bound, we can upper bound the probability of error as follows: (37) Since , we may apply Hoeffding's inequality [14] to conclude that (38) by our choice of . Now focusing on the second term, let us rewrite it as a sum over the possible Hamming weights of information sequences (i.e., ) as follows:
where we have used the fact that the (average) number of information sequences with fractional weight is given by the LDPC weight enumerator . Analyzing the probability terms in this sum, we note that Lemma 9 (see part A of the Appendix) guarantees that has i.i.d. elements, where was defined in (28) . Consequently, the vector has i.i.d. elements. Applying Sanov's theorem [12] for the special case of binomial variables yields that for any information bit sequence with ones, we have 
VII. DISCUSSION
In this paper, we established that it is possible to achieve both the rate-distortion bound for symmetric Bernoulli sources and the channel capacity for the BSC using codes with bounded graphical complexity. More specifically, we have established that there exist LDGM codes and LDPC codes with finite degrees that, when suitably compounded to form a new code, are optimal for both source and channel coding. To the best of our knowledge, this is the first demonstration of classes of codes with bounded graphical complexity that are optimal as source and channel codes simultaneously. We also demonstrated that this compound construction has a naturally nested structure that can be exploited to achieve the Wyner-Ziv bound [53] for lossy compression of binary data with side information, as well as the Gelfand-Pinsker bound [21] for CCSI.
Since the analysis of this paper assumed optimal decoding and encoding, the natural next step is the development and analysis of computationally efficient algorithms for encoding and decoding. Encouragingly, the bounded graphical complexity of our proposed codes ensures that they will, with high probability, have high girth and good expansion, thus rendering them well suited to message passing and other efficient decoding procedures. For pure channel coding, previous work [18] , [42] , [43] , [48] has analyzed the performance of belief propagation when applied to various types of compound codes, similar to those analyzed in this paper. On the other hand, for pure lossy source coding, our own past work [51] provides empirical demonstration of the feasibility of modified message-passing schemes for decoding of standard LDGM codes. It remains to extend both these techniques and their analysis to more general joint source/ channel coding problems, and the compound constructions analyzed in this paper.
APPENDIX

A. Basic Property of LDGM Codes
For a given weight , suppose that we enforce that the information sequence has exactly ones. Conditioned on this event, we can then consider the set of all codewords , where we randomize over check-regular low-density generator matrices . Note for any fixed code, is simply some codeword, but becomes a random variable when we imagine choosing the generator matrix randomly. The following lemma characterizes this distribution as a function of the weight and the LDGM top degree .
Lemma 9: Given a binary vector with a fraction of ones, and a check degree , suppose that we form a random check-regular LDGM code by having each check independently choose (with replacement) a subset of information bits to which it connects. Then the distribution of the random LDGM codeword induced by is i.i.d. Bernoulli with parameter . Proof: Given a fixed sequence with a fraction ones, the random codeword bit at bit is formed by connecting edges to the set of information bits. 2 Each edge acts as an i.i.d. Bernoulli variable with parameter , so that we can write (42) where each is i.i.d. A straightforward calculation using -transforms (see [19] ) or Fourier transforms over yields that is Bernoulli with parameter as defined.
B. Bounds on Binomial Coefficients
The following bounds on binomial coefficients are standard (see [12, Ch. 12] ): (43) Here, for , the quantity is the binomial entropy function.
C. Proof of Lemma 4
First, by the definition of , we have
To simplify the second term on the RHS, we first note that for any i.i.d. Bernoulli sequence and any codeword , the binary sequence is also i.i.d. Bernoulli . Consequently, for each pair , in terms of , we have the following sequence of equalities:
Note that for each , the vector is a nonzero codeword. For each fixed , summing over can be recast as summing over all nonzero codewords, so that 2 In principle, our procedure allows two different edges to choose the same information bit, but the probability of such double edges is asymptotically negligible.
thus establishing the claim.
D. Proof of Lemma 5
We reformulate the probability as follows. Recall that involves conditioning the source sequence on the event . Accordingly, we define a discrete variable with distribution for representing the (random) number of ones in the source sequence . Let and denote Bernoulli random variables with parameters and , respectively. With this setup, conditioned on codeword having a fraction ones, the quantity is equivalent to the probability that the random variable if if (44) is less than . To bound this probability, we use a Chernoff bound in the form (45) We begin by computing the moment generating function . Taking conditional expectations and using independence, we have Here the cumulant generating functions have the form (46a) and (46b) where we have used (and will continue to use) as a shorthand for .
Of interest to us is the exponential behavior of this expression in . Using the standard entropy approximations to the binomial coefficient (see part B of the Appendix), we can bound by the sum , where (47) and denotes a generic polynomial factor. Further analyzing the sum , we have Consequently, we have Combining this upper bound on with the Chernoff bound (45) yields that (48) where the function takes the form (49) Finally, we establish that the solution to the min-max saddle point problem (48) exists and is unique. First, observe that for any , the function is continuous, strictly concave in and strictly convex in . (The strict concavity follows since is strictly concave with the remaining terms linear; the strict convexity follows since cumulant generating functions are strictly convex.) Therefore, for any fixed , the maximum over is always achieved. On the other hand, for any , , and , we have as , so that the infimum is either achieved at some , or at . (We show below that it is always achieved at an interior point .) Consequently, using standard saddle point theory [23] , we have established the existence and uniqueness of the saddle point solution . To verify the fixed point conditions, we compute partial derivatives in order to find the optimum. First, considering , we compute Solving the equation yields the fixed point condition . Recalling the constraint , we conclude that is linked to via the relation (50) Turning now to the minimization over , we compute the partial derivative to find which yields a second condition linking and .
E. Proof of Lemma 6
A straightforward calculation yields that as claimed. Turning next to the derivatives, we note that by inspection, the solution defined in Lemma 5 is twice continuously differentiable as a function of . Consequently, the function is twice continuously differentiable in . Moreover, the function is twice continuously differentiable in . Overall, we conclude that is twice continuously differentiable in , and that we can obtain derivatives via chain rule. Computing the first derivative, we have since , which reduces to zero at . Turning to the second derivative and setting , we have
We again compute , which again reduces to zero at since by assumption.
F. Regular LDPC Codes are Sufficient
Consider a regular code from the standard Gallager LDPC ensemble. In order to complete the proof of Theorem 1, we need to show for suitable choices of degree that the average weight enumerator of these codes can be suitably bounded, as in (33), by a function that satisfies the conditions specified in Section V-E. It can be shown [19] , [26] that for even degrees , the average weight enumerator of the regular Gallager ensemble, for any block length , satisfies the bound The function in this relation is defined for as (51) and by for . Given that the minimization problem (51) is strictly convex, a straightforward calculation of the derivative shows the optimum is achieved at , where is the unique solution of the equation (52) Some numerical computation for and different choices yields the curves shown in Fig. 9 . We now show that for suitable choices of degree , the function defined in (51) satisfies the four assumptions specified in Section V-E. First, for even degrees , the function is symmetric about , so that assumption A1) holds. Second, we have , and moreover, for , the optimal , so that , and assumption A3) is satisfied. Next, it is known from the work of Gallager [19] , and moreover, it is clear from Fig. 9 , that LDPC codes with have linear minimum distance, so that assumption A4) holds.
The final condition to verify is assumption A2), concerning the differentiability of . We summarize this claim in the following.
Lemma 10:
The function is twice continuously differentiable on
, and in particular, we have and (53)
Proof: Note that for each fixed , the function is strictly convex and twice continuously differentiable as a function of . Moreover, the function corresponds to the conjugate dual [23] of . Since the optimum is uniquely attained for each , an application of Danskin's theorem [4] yields that is differentiable with , where is defined by (52) . Putting together the pieces, we have . Evaluating at yields as claimed. We now claim that is differentiable. Indeed, let us write the defining relation (52) for as where . Note that is twice continuously differentiable in both and ; moreover, exists for all and , and satisfies by the strict convexity of . Hence, applying the implicit function theorem [4] yields that is differentiable, and moreover that . Hence, combined with our earlier calculation of , we conclude that . Our final step is to compute the second derivative . In order to do so, it is convenient to define , and exploit the relation . By definition, we have whence Evaluating at corresponds to , so that Consequently, combining all of the pieces, we have as claimed.
G. Derivatives of
Here we calculate the first and second derivatives of the function defined in (41 
