A secret sharing scheme permits a secret to be shared among participants in such a way that only quali ed subsets of participants can recover the secret, but any non-quali ed subset has absolutely no information on the secret.
Introduction
A secret sharing scheme is a method to distribute a secret s among a set of participants P in such a way that only quali ed subsets of P can reconstruct the value of s whereas any other (non-quali ed) subset of P cannot determine anything about the value of the secret.
Blakley 2] and Shamir 15] initiated the study of secret sharing schemes, giving algorithm to realize (k; n) threshold schemes. A (k; n) threshold scheme allows a secret to be shared among n participants in such a way that any k of them can recover the secret, but any k ? 1 have absolutely no information on the secret. Subsequently, Ito, Saito, and Nishizeki 10] described a more general method of secret sharing. They showed how to realize a secret sharing scheme for any access structure. An access structure is the family of all subsets of participants that are quali ed to recover the secret. In case of (k; n) threshold schemes the access structure consists of all subsets of P that have size greater than or equal to k. Benaloh Saito and Nishizeki's methodology. They showed that there is a natural relation between the set of access structures and the set of monotone functions.
An important issue in the implementation of secret sharing schemes is represented by the size of the shares to be given to participants. Indeed, the security of any system degrades as the amount of the information that must be kept secret increases; moreover, the distribution algorithm becomes ine cient if the shares to be given to participants are too large. Thus, one of the basic problems in the eld of secret sharing schemes is to derive bounds on the size of the shares that must be distributed to the participants. Equivalently, if we de ne the information rate 7] of an access structure as the ratio between the size of the secret and that of the largest share given to any participant when using the best distribution algorithm, the problem is to derive upper and lower bound on the information rate. Unfortunately, there is a large gap between the known upper and lower bounds on the size of the shares. The best known upper bounds for general access structures are exponential in the number of participants (see 1] and 18]), this makes above algorithms impractical even for schemes with a small number of participants. The best known lower bound says that there exists a class of access structures for which the size of at least a share must be nearly twice the size of the secret 4]. In terms of information rate, the best lower bound is 1/2, whereas the best upper bound is polynomial Reducing the gap between these lower and upper bounds is one of the most important problem in the area of secret sharing.
The main purpose of this paper is to provide a general technique to construct classes of access structures
In this paper we derive new limitations on the information rate and the average information rate of secret sharing schemes. These bounds are obtained by using the entropy approach by 8] and 4]. We analyze the substitution technique which is a method to obtain a new access structure by replacing a participant in a previous structure with a new access structure. We show that a suitable application of the substitution technique permits to derive better and better upper bounds on the information rate and the average information rate.
Secret Sharing Schemes
A secret sharing scheme permits a secret to be shared among a set P of n participants in such a way that only quali ed subsets of P can recover the secret, but any non-quali ed subset has absolutely no information on the secret. An access structure A is the set of all subsets of P that can recover the secret.
De nition 2.1 Let P be a set of participants, a monotone access structure A on P is a subset A 2 P ; such that A 2 A; A A 0 P ) A 0 2 A:
In this paper, we assume that there is always at least a subset of participants who can reconstruct the secret, i.e., A 6 = ;.
De nition 2.2 Let P a set of participants and A 2 P : The closure of A, cl(A), is the set cl(A) = fCjB 2 A and B C Pg:
For a monotone access structure A we have A = cl(A): Let S be the set of secrets, fp S (s)g s2S be a probability distribution on S, and let a secret sharing scheme for secrets in S be xed. For any participant P 2 P, let us denote by K(P) the set of all possible shares given to participant P. Given a set of participants A = fP i 1 ; : : :; P ir g P, where i 1 < i 2 < : : : < i r , denote by K(A) = K(P i 1 ) K(P ir ). Any secret sharing scheme for secrets in S and a probability distribution fp S (s)g s2S naturally induce a probability distribution on K(A), for any A P. Denote such probability distribution by fp K(A) (a)g a2K(A) . Finally denote by H(S) the entropy of fp S (s)g s2S and by H(A) the entropy of fp K(A) (a)g a2K(A) , for any A P.
In terms of the probability distribution on the secret and on the shares given to participants, we say that a secret sharing scheme is a perfect secret sharing scheme, or simply a secret sharing scheme, for the monotone access structure A 2 P if 1. Any subset A P of participants enabled to recover the secret can compute the secret:
If A 2 A then for all a 2 K(A) with p K(A) (a) > 0 a unique secret s 2 S exists such that p(sja) = 1.
2. Any subset A P of participants not enabled to recover the secret have no information on the secret value: If A 6 2 A then for all s 2 S and for all a 2 K(A), it holds p(sja) = p S (s).
Property 1: means that the value of the shares held by A 2 A completely determines the secret s 2 S. Notice that the Property 2: means that the probability that the secret is equal to s given that the shares held by A 6 2 A are a, is equal to the a priori probability that the secret is s. Therefore, no amount of knowledge of shares of participants not quali ed to reconstruct the secret enables a Bayesian opponent to modify an a priori guess regarding which the secret is. Following the approach of 8] and 11] we can restate above conditions 1. and 2. using the entropy function. We say that a secret sharing scheme is a sharing of the secrets in S among participants in P such that 1 0 : Any quali ed subset can reconstruct the secret:
Formally, for all A 2 A, it holds H(SjA) = 0.
2 0 : Any non-quali ed subset has absolutely no information on the secret:
Formally, for all A 6 2 A, it holds H(SjA) = H(S).
Notice that H(SjA) = 0 means that each set of values of the shares in A corresponds to a unique value of the secret. In fact, by de nition, H(SjA) = 0 is equivalent to the fact that for all a 2 K(A) with p K(A) (a) > 0 a unique s 2 S exists such that p(sja) = 1. Moreover, H(SjA) = H(S) is equivalent to state that S and K(A) are statistically independent, i.e., for all a 2 K(A) and for all s 2 S, it holds p(sja) = p S (s) and therefore the knowledge of a gives no information about the secret.
An important issue in the implementation of secret sharing schemes is the size of the shares, since the security of a system degrades as the amount of secret secret information increases. Thus, one of the basic problems in the eld of secret sharing schemes is to derive bounds on the amount of information that must be kept secret. When we are interested in limiting the maximum size of shares for each participant we use the information rate of A de ned as (A; P S ; ) = H(S) max X2P H(X) for a given secret sharing scheme and a non trivial probability distribution P S on the set of secrets S. This measure was introduced by Brickell and Stinson 7] when the probability distributions over the secret and the shares are uniform. In such a case the information rate (A) reduces to (A) = log jSj=max X P log jXj; and corresponds to the ratio between the size of the secret (measured in bits) and that of the largest share given to any participant. The optimal information rate of the access structure A is de ned as
where T is the space of all secret sharing schemes for the access structure A and Q is the space of all non trivial probability distributions P S :
In many cases it is preferable to limit the sum of the size of shares given to all participants.
In such cases the arithmetic mean of the H(X), X 2 P, is a more appropriate measure. We de ne the average information rate as follows (A; P S ; ) = H(S) P X2P H(X)=jPj for a given secret sharing scheme and non trivial probability distribution P S on the set of secrets S. This measure was introduced in 3], 13], and 14] when an uniform probability distribution on the set of secrets and the set of shares is assumed. In such a case the average information rate e (A) reduces to e (A) = jPj log jSj= P X P log jXj. The optimal average information rate of the access structure A is de ned as
The following two lemmas have been proved by Capocelli Theorem 3.1 has been the main tool to prove upper bounds on the information rate of several classes of access structures. For instance, Theorem 4.2 of 5], which proves that the optimal information rate of any access structure corresponding to the closure of the edge-set of a noncomplete multipartite graph, is upper bounded by 2=3, is obtained by applying Theorem 3.1 and by observing that any graph that is not complete multipartite contains, as induced subgraph at least one of the two access structure for which in 8] an upper bound of 2=3 on their optimal information rate has been provided. Other application of Theorem 3.1 are contained in 4].
It is clear that to fruitfully apply Theorem 3.1 it is crucial to have a \collection" of access structures for which non trivial upper bounds on their optimal information rates are known. The purpose of the following sections is to considerably enlarge the class of access structures for which non trivial upper bounds on their optimal information rates can be provided.
Cross Structures
In this section we analyze a technique to construct new access structures by replacing a participant in previous structure with a new access structure.
Let A be an access structure on a set of participants P. Let P be a participant in P. The substitution of P with another access structure is de ned as follows.
De nition 4.1 Let A 1 and A 2 be two access structures on the sets of participants P 1 and P 2 , respectively. The substitution of A 1 with A 2 at P 2 P 1 is the access structure A = (A 1 n A 1 P ) C where A 1 P = fA 2 A 1 jP 2 Ag and C = f(A n fPg) BjA De nition 4.2 Let A be an access structure on P and let P 0 2 P be a participant. We de ne the set of all the groups of participants X P n fP 0 g such that X 6 2 A but X fP 0 g 2 A as P 0 -quali ed-for-A .
First, a technical lemma.
Lemma 4.1 Let A 1 and A 2 be two access structures on disjoint sets of participants P 1 and P 2 , respectively. Let be a positive real number, let P 0 2 P 1 and let Z 2 P 0 -quali ed-for-A 1 . If for a group of participants X P 2 and for any secret sharing scheme for A 2 , it holds H(X) H(S), then for any secret sharing scheme for A = subst(A 1 ; A 2 ; P 0 ), it holds H(XjZ) H(S).
Proof: Suppose by contradiction that there exists a probability distribution fp S (s)g s2S on S and a scheme for A such that H(XjZ) < H(S). Consider the following scheme 2 for A 2 when the probability distribution on S is fp S (s)g s2S : the dealer hands out to the participants the same shares he would distribute in the scheme for A to the participants in P 2 , then he makes public the shares z he would give to the participants in Z and nally he ignores the other shares. The reconstructing algorithm for 2 is the restriction of the reconstructing algorithm for to the participants in P 2 with the public information z. This is a secret sharing scheme for A 2 , in fact since Z 2 P 0 -quali ed-for-A 1 , if Y 6 2 A 2 then H(SjY Z) = H(S) and if Y 2 A 2 then H(SjY Z) = 0. By construction, for the scheme 2 it holds H(X) < H(S). Therefore we would nd a secret sharing scheme that contradicts the hypothesis.
De nition 4.3 Let A be an access structure on the set of participants P, let P 1 ; P 2 2 P such that fP 1 ; P 2 g 2 A, and let A 1 and A 2 be two access structures on P 1 and P 2 , respectively. We de ne the substitution of A with A 1 and A 2 at P 1 and P 2 , respectively, as doublesubst(A; A 1 ; P 1 ; A 2 ; P 2 ) = subst(subst(A; A 1 ; P 1 ); A 2 ; P 2 )
De nition 4.4 We de ne a cross structure as an access structure A on P such that 1. there exist two participants P 1 ; P 2 2 P (cross participants) such that fP 1 ; P 2 g 2 A; 
It follows that
H(XY ) ( + )H(S) + H(D) ? H(DjXY ) (from (1) and (2) ) = ( + )H(S) + H(D) ? H(DjXY S) (from Lemma 2.2) ( + )H(S) + H(D) ? H(DjY S) (since H(DjXY S) H(DjY S) ) = ( + )H(S) + H(D) + H(S) ? H(DjY ) (from Lemma 2.1) ( + + 1)H(S) (since H(D) H(DjY )).
Thus, the theorem holds.
Multi-level paths
In this section we describe a family of access structures and provide an upper bound on the optimal information rate and average information rate for each structure.
De nition 5.1 We de ne the 1-level path (denoted by ? 1 ) as the structure on the set of participants P 1 = fA; B; C; Dg such that ? 1 = clfAB; BC; CDg. For n 2, we de ne the n-level path (denoted by ? n ) on a set of participants P n as doublesubst(? 1 ; A 1 ; B; A 2 ; C), where ? 1 , A 1 and A 2 are de ned on disjoint sets of participants and A 1 and A 2 are both isomorphic to ? n?1 .
Note that by de nition ? 1 is a cross structure and B and C are cross participants. For n 2 we de ne the n-level path as a multi-level path.
Next lemma proves that there exists a group X of 2 n participants in ? n such that for any secret sharing scheme for ? n , it holds H(X) (2 n+1 ? 1)H(S).
Lemma 5.1 There exists a set X 2 ? n of 2 n participants such that for any secret sharing scheme for ? n , it holds H(X) (2 n+1 ? 1)H(S).
Proof: The proof is by induction on the number n of levels. Let n = 1. Capocelli, De Santis, Gargano, and Vaccaro 8] proved that for ? 1 , it holds H(BC) 3H(S). Let n > 1 and suppose that the lemma is true for k n, then we prove it for k = n + 1. Let A 1 ; A 2 be two structures isomorphic to ? n , de ned on P 0 and P 00 , respectively. To obtain ? n+1 we substitute these structures for B and C in ? 1 . Denote with X 1 the set in A 1 and X 2 the set in A 2 satisfying the hypotheses of lemma, that is X 1 2 A 1 , with jX 1 j = 2 n , such that for any secret sharing scheme for A 1 , it holds H(X 1 ) (2 n+1 ? 1)H(S) X 2 2 A 2 , with jX 2 j = 2 n , such that for any secret sharing scheme for A 2 , it holds H(X 2 ) (2 n+1 ? 1)H(S):
Since X 1 X 2 2 A, by Theorem 4.1 we have that for any secret sharing scheme for A, it holds H(X 1 X 2 ) (2 n+1 ? 1 + 2 n+1 ? 1 + 1)H(S) = (2 n+2 ? 1)H(S):
Since X 1 and X 2 are disjoint, one gets jX 1 X 2 j = jX 1 j+jX 2 j = 2 n+1 : Hence, the lemma holds. Hence, the theorem holds.
The sequence of upper bounds provided by Theorem 5.1 is decreasing with n and approaches to 1/2 as n increases.
Notice that a lower bound on the entropy of a group of participants, provides an upper bound on the optimal average information rate. Indeed, let A be an access structure on P = fP 1 ; : : :; P n g, let X be a group of m participants, say the rst m in P, and let be a positive real number such that for any secret sharing scheme for A, it holds H(X) H(S). Then, from Lemma
Hence, we have~ (A) n n + ? m :
Next theorem proves an upper bound on the average information rate for ? n :
Theorem 5.2 The optimal average information rate~ (? n ) for ? n , n 1, satis es (? n ) 3 4 + 1 2 n+4 ? 12 : Proof: First we prove by induction on the number n of levels that the number of participants in ? n is jP n j = 4(2 n ? 1) ? (2 n ? 2): Let n = 1, it is easy to see that jP 1 j = 4. Assume that jP k j = 4(2 k ? 1) ? (2 k ? 2) for k n. We prove it for jP n+1 j. To obtain ? n+1 we substitute for B and C in ? 1 , two structures isomorphic to ? n so jP n+1 j = 2jP n j+4?2 = 2jP n j+2: By the inductive hypothesis we get jP n+1 j = 2(4(2 n ?1)?(2 n ?2))+2 = 4(2 n+1 ? 1) ? (2 n+1 ? 2): Lemma 5.1 tells us that for each ? n there is a group X of 2 n participants, with X 2 ? n , such that for any secret sharing scheme for ? n , it holds H(X) ( The sequence of upper bounds provided by Theorem 5.2 is decreasing with n and approaches to 3/4 as n increases.
6 Multi-level structures
In this section we prove limitations on the information rate and the average information rate for multi-level structures that are access structures more general than n-level paths.
De nition 6.1 Let 1 be a cross structure on the set of participants P 1 and X 1 ; X 2 be two cross participants in 1 : For k 2, we de ne the k-level structure based on 1 (denoted by k ) recursively as follow. Let A 1 and A 2 be two access structures both isomorphic to k?1 de ned on the sets of participants P A 1 and P A 2 where P A 1 , P A 2 , and P 1 are pairwise disjoint sets. The k-level structure based on 1 is the structure on the set of participants P k = (P 1 n fX 1 ; X 2 g) P A 1 P A 2 , obtained by substituting for X 1 and X 2 the access structures A 1 and A 2 .
For k 2 we de ne the k-level structure based on 1 as a multi-level structure. Next theorem prove an upper bound on the information rate for k , k 1. Theorem 6.1 If there exists a set X 2 1 of n participants and a positive real number such that for any secret sharing scheme for 1 , it holds H(X) H(S), then the optimal information rate ( k ) for k , k 1, satis es Proof: First we prove by induction on the number k of levels that for each k there exists a group A of 2 k?1 n participants such that for any secret sharing scheme for k , it holds H(A) (2 k ?1 + 2 k?1 ? 1)H(S) . The claim holds for k = 1 by hypothesis. Suppose the claim is true for i k , we prove it for i = k + 1. To obtain k+1 we take two structures A 1 and A 2 both isomorphic to k and substitute them for two cross participants X 1 ; X 2 in 1 . By the inductive hypothesis there exist Y 2 A 1 and Z 2 A 2 , with jY j = jZj = 2 k?1 n, such that for any secret sharing scheme for A 1 In a similar way of Theorem 5.2 now it is possible to compute an upper bound on the average information rate of k , if we know a bound on the entropy of a group of participants.
It is easy to prove by induction that if P 1 is a set of n participants then jP k j = (2 k ? 1)n ? (2 k ? 2).
We have seen, from the proof of Theorem 6.1, that if there exists a group of m participants X 2 1 and a positive real number such that for any secret sharing scheme for 1 , it holds H(X) H(S) then in each access structure k , k 2, there is a subset A of 2 k?1 m participants such that for any secret sharing scheme for k , it holds H(A) ( Therefore, given a lower bound on the entropy of a group of participants we can compute a sequence of upper bounds on the average information rate of k , k 2, which is decreasing with k and converges to lim k!1 (2 k ? 1)n ? ( 
