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UNIFORM LIMIT OF DISCRETE CONVEX FUNCTIONS
GERARD AWANOU∗
Abstract. We consider mesh functions which are discrete convex in the sense that their central second order
directional derivatives are positive. Analogous to the case of a uniformly bounded sequence of convex functions,
we prove that the uniform limit on compact subsets of discrete convex mesh functions which are uniformly bounded
is a continuous convex function. Furthermore, if the discrete convex mesh functions interpolate boundary data of a
continuous convex function and their Monge-Ampe`re masses are uniformly bounded, the limit function satisfies the
boundary condition strongly. The domain of the solution needs not be uniformly convex. The result is applied to the
convergence of some numerical methods for the Monge-Ampe`re equation.
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1. Introduction. Let Ω be a bounded convex domain of Rd with boundary ∂Ω and
let g ∈ C(∂Ω). We assume that g can be extended to a convex function g˜ ∈ C(Ω). In
this paper we prove that the uniform limit on compact subsets of mesh functions which are
discrete convex, c.f. Definition 2.1 below, and which interpolate g on ∂Ω, is a continuous
convex function on Ω which solves v = g on ∂Ω, provided their Monge-Ampe`re masses,
c.f. Definition 2.4 below, are uniformly bounded. The corresponding result for sequences of
convex functions can be found in [27, Lemma 5.1].
The standard arguments for convergence of schemes to viscosity solutions of elliptic
equations, which are based on consistency, stability and monotonicity, require the equation
to satisfy a comparison principle for Dirichlet boundary condtions in the sense of viscosity
[33, 16]. A comparison principle is only known to hold for the Monge-Ampe`re equation
when the Dirichlet boundary condition holds strongly. Nethertheless convergence results
have been proved, but it has been required that the domain be smooth and uniformly convex
[20, 29, 35]. Here we do not assume that the domain is smooth, nor do we assume that it is
strictly convex. As an application of our result, if it is known that the discrete solutions are
uniformly bounded, discrete convex and with Monge-Ampe`re masses uniformly bounded, it
can be shown that a subsequence converges uniformly on compact subsets to a convex func-
tion continuous up to the boundary and which solves the boundary condition strongly. One
then only needs to prove that the uniform limit obtained is a viscosity solution of the equation.
This is done the usual way, based on the consistency and monotonicity of the discretization,
by showing that the uniform limit is both a viscosity sub solution and a viscosity super solu-
tion of the differential equation. The uniform limit is then a viscosity solution of the Dirichlet
problem and hence unique by the known comparison principle, c.f. Theorem 4.1 below. Thus
all subsequences converge to the same limit, proving the convergence of the discretization.
Our contribution offers a novel tool for the study of the convergence of some existing
discretizations, e.g. [23, 8, 32, 35]. The main ingredients of our approach are the discrete
Aleksandrov-Bakelman-Pucci’s maximum principle and the discrete maximum principle for
the discrete Laplacian. The assumption on the uniform bound on the Monge-Ampe`re masses
is easily checked when the right hand side is integrable for geometric methods such as [8, 32,
2]. The axiomatic approach for convergence of finite difference schemes to the Aleksandrov
solution of the Monge-Ampe`re equation presented in [4] uses the main result proved in this
paper. We consider only uniform meshes in this paper.
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The analysis of numerical methods for the Monge-Ampe`re equation is an active research
area. The references [5, 11, 24, 19, 9, 22, 15, 39, 12, 30, 37, 17, 14, 21, 13, 34] cover most of
the various approaches.
The paper is organized as follows. In the next section we collect some notation used
throughout the paper and prove in section 3 the theorem which asserts that the uniform limit
on compact subsets of a sequence of uniformly bounded discrete convex functions interpola-
ting the boundary condition is a continuous convex function which satisfies it, provided their
Monge-Ampe`re masses are uniformly bounded. In section 4, we review the notion of visco-
sity solution, monotone schemes and detail our proof of convergence strategy for monotone
discretizations of the Monge-Ampe`re equation. The proof that the uniform limit is convex
is stated as a lemma in section 3 and proved in the last section, as it relies on the notion of
viscosity solution and monotone schemes which are reviewed in section 4.
2. Preliminaries. We use the notation ||.|| for the Euclidean norm of Rd. Let h be a
small positive parameter and let
Z
d
h = {mh,m ∈ Z
d },
denote the orthogonal lattice with mesh length h. We define
Ωh = Ω ∩ Z
d
h and ∂Ωh = ∂Ω ∩ Z
d
h. (2.1)
We denote by Uh the linear space of mesh functions, i.e. real-valued functions defined on
Ωh := Ωh ∪ ∂Ωh.
For x ∈ Ωh, e ∈ Zd, e 6= 0 such that x± he ∈ Ωh and vh ∈ Uh, let
∆evh(x) =
vh(x+ he)− 2vh(x) + vh(x− he)
h2||e||2
.
DEFINITION 2.1. We say that a mesh function vh is discrete convex if and only if
∆evh(x) ≥ 0 for all x ∈ Ωh and e ∈ Z
d, e 6= 0 such that x± he ∈ Ωh.
Let us denote by Ch the cone of discrete convex mesh functions. If we define for x ∈ Ωh
λ1,h[vh](x) = min
e∈Zd
∆evh(x),
then vh ∈ Ch if and only if λ1,h[vh] ≥ 0.
The distance of x ∈ Rd to a set K is denoted d(x,K). We make the usual convention
of denoting constants by C but will occasionally index some constants. For a function w ∈
C(Ω) its restriction on Ωh is also denotedw by an abuse of notation. Same for the restriction
to ∂Ωh of an element of C(∂Ω).
For a set K ⊂ Ω we denote by Conv(K) its convex hull. By the convexity of Ω,
Conv(Ωh) ⊂ Ω. Let Th be a triangulation of Conv(Ωh) with vertices in Ωh and denote by
I(vh) the piecewise linear continuous function which is equal to vh on the set of vertices
of Ωh. The interpolant I(vh) is not necessarily a convex function. We make the following
assumption on Th.
ASSUMPTION 2.2. For a mesh function vh, the interpolant I(vh) is piecewise linear
along the coordinate axes, i.e. the line segments in Ω through x ∈ Ωh and directions e ∈
{ e1, . . . , ed } the canonical basis of Rd.
DEFINITION 2.3. Let vh ∈ Uh for each h > 0. We say that vh converges to a function v
on Ω uniformly on compact subsets of Ω if and only if I(vh) converges uniformly on compact
subsets of Ω to v.
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We note that for each compact setK ⊂ Ω, there exists hK such thatK ⊂ Conv(Ωh) for
h ≤ hK . Thus I(uh) is defined on each compact set for h sufficiently small. In particular,
since points in Rd are compact, the same holds for I(uh)(x), x ∈ Ω.
The purpose of the introduction of the interpolant for the definition of uniform conver-
gence on compact subsets is to prove that a bounded sequence of discrete convex functions
is locally equicontinuous, c.f. Lemma 3.2 below. It is immediate that if vh converges uni-
formly on compact subsets of Ω to v in the sense of Definition 2.3, then for each compact set
K ⊂ Ω, each sequence hk → 0 and for all ǫ > 0, there exists h−1 > 0 such that for all hk,
0 < hk < h−1, we have
max
x∈K∩Zd
h
k
|vhk(x) − v(x)| < ǫ.
2.1. Discrete Aleksandrov-Bakelman-Pucci’s maximum principle. We recall the re-
sults from [3] on discrete versions of the notions of subdifferential. For x ∈ Ω we denote by
d(x, ∂Ω) the distance of x to ∂Ω. For a subset S of Ω, diam(S) denotes its diameter.
For vh ∈ Ch and x0 ∈ Ωh, we define
∂hvh(x0) = { p ∈ R
d : vh(x) ≥ vh(x0) + p · (x− x0), for allx ∈ Ωh },
and
Mh[vh](E) = |∂hvh(E)| for a Borel set E.
It is shown in [3] that the set functionMh[vh] defines a Borel measure for a discrete convex
mesh function vh with the property
Mh[vh](Ω) =
∑
x∈Ωh
Mh[vh]({ x }).
We will need the following maximum principle.
LEMMA 2.1. Let vh ∈ Ch such that vh ≥ 0 on ∂Ωh. Then for x ∈ Ωh
vh(x) ≥ −C(d)
[
diam(Ω)d−1d(x, ∂Ω)Mh[vh](Ω)
] 1
d
,
for a positive constant C(d) which depends only on d.
DEFINITION 2.4. We refer toMh[vh](Ω) as Monge-Ampe`re mass of the discrete convex
function vh.
3. Dirichlet boundary condition for a uniform limit. The main result of this paper is
proved in this section. We start with some lemmas.
LEMMA 3.1. Let vh ∈ Ch denote a sequence of discrete convex functions which con-
verges uniformly on compact subsets to a finite function v. Then the function v is convex.
The proof of the above lemma is given in section 5.
The next lemma says that the extensions of bounded discrete convex functions are locally
equicontinuous. For another example of a notion of discrete convexity for which equiconti-
nuity holds, see [1]. The continuous analogue of the next lemma can be found in [25, Lemma
1.1.6].
LEMMA 3.2. Assume that vh ∈ Ch is bounded. Then the family I(vh) is locally equi-
continuous, i.e. for each compact subsetK ⊂ Ω, there exist hK , CK > 0 such that
|I(vh)(x) − I(vh)(y)| ≤ CK ||x− y||, ∀x, y ∈ K,
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and h ≤ hK .
Proof. Recall that I(vh) is not necessarily a convex function. Let (e1, . . . , ed) denote the
canonical basis of Rd. For e ∈ { e1, . . . , ed }, x ∈ Ωh, s ∈ R such that x+ she ∈ Ωh we first
show that for all t ∈ [0, 1]
I(vh)(tx+ (1 − t)(x+ she)) ≤ tI(vh)(x) + (1− t)I(vh)(x + she). (3.1)
Since vh is discrete convex, we have∆evh(x) ≥ 0 for all x ∈ Ωh. Thus
vh(x+ he)− vh(x)
h
≥
vh(x)− vh(x− he)
h
.
The linear extension of vh on the segments connecting x to x + he, x ∈ Ωh, which is thus
convex, coincides with I(vh), by our choice of the interpolant I(vh), c.f. Assumption 2.2.
We conclude that (3.1) holds.
LetK be a compact subset of Ω. We claim that for r, s ∈ R such that x+ rhe, x+she ∈
K for some x ∈ K ∩Ωh, we have
|I(vh)(x+ rhe)− I(vh)(x+ she)| ≤ Ch|r − s|, (3.2)
for a constant C which depends onK and ei. The proof is similar to the one for [25, Lemma
1.1.6].
We denote by ∂eI(vh)(y) the subdifferential of the restriction of I(vh) to the line seg-
ment through x and direction e, i.e. ∂eI(vh)(x + rhe) = { p ∈ R, I(vh)(x + rhe) ≥
I(vh)(x + the) + ph(r − t), t ∈ R, x + the ∈ Ω }. We then let C = sup{ |p|, p ∈
∂eI(vh)(K) }. We have C ≤ maxx∈K |vh(x + he)− vh(x)|/h and we recall that ||e|| = 1.
Moreover I(vh)(x+rhe) ≥ I(vh)(x+she)+ph(r−s) for p ∈ ∂eI(vh)(x+she). Reversing
the roles of x+ rhe and x+ the we obtain (3.2).
We now prove (3.2) when x ∈ K ∩ (Conv(Ωh) \ ∂Ω). There exists hK such that for
h ≤ hK , K ⊂ ∪{T ∈ Th, T ∩ ∂Ω = ∅ }. Thus for x ∈ K , we can find αi, i = 1, . . . , d, 0 ≤
αi ≤ 1 with
∑d
i=1 αi = 1 such that x =
∑d
i=1 αixi and I(vh) is linear on the simplex T
with vertices x1, . . . , xd containing x. Moreover T ∩ ∂Ω = ∅. We have
I(vh)(x) =
d∑
i=1
αiI(vh)(xi),
and since
∑d
i=1 αi = 1
I(vh)(x+ rhe) =
d∑
i=1
αiI(vh)(xi + rhe) and I(vh)(x + she) =
d∑
i=1
αiI(vh)(xi + she).
We thus have
|I(vh)(x+rhei)−I(vh)(x+shei)| ≤
d∑
i=1
αi|I(vh)(xi+rhe)−I(vh)(xi+she)| ≤ Ch|r−s|.
As a consequence, I(vh) is Lipschitz continuous in each coordinate direction on compact
subsets of Ω. We conclude that I(vh) is locally Lipschitz continuous, hence locally equicon-
tinuous.
REMARK 3.1. The proof of Lemma 3.1 only exploits discrete convexity along the coor-
dinate axes.
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Recall the discrete Laplacian
∆hvh(x) =
d∑
i=1
∆eivh(x).
For x ∈ Ω define
U(x) = sup{L(x), L ≤ g on ∂Ω, L affine }, (3.3)
the convex envelope with boundary data g. We have [27, Theorem 5.2]
THEOREM 3.2. The function g can be extended to a convex function g˜ ∈ C(Ω) if and
only if the function U defined by (3.3) is in C(Ω) and U = g on ∂Ω.
We can now state the main result of this paper.
THEOREM 3.3. Let vh ∈ Ch be uniformly bounded with a uniform bound on their
Monge-Ampe`re masses, and such that vh = g on ∂Ωh. Assume that g can be extended to a
convex function g˜ ∈ C(Ω). Then, there is a subsequence vhk which converges uniformly on
compact subsets of Ω to a convex function v in C(Ω) which solves v = g on ∂Ω.
Proof. Since the family vh is uniformly bounded on Ωh we obtain by Lemma 3.2 that
I(vh) is locally equicontinuous. By the Arzela-Ascoli theorem, there exists a subsequence
I(vhk) which converges uniformly on compact subsets to a function v. More precisely, the
subsequence I(vhk) is shown to be pointwise convergent on a dense subset of Ω with the
convergence uniform on compact subsets. In particular, since points in Rd are compact, the
convergence is also pointwise on Ω.
Since vh ∈ Ch the function v is convex by Lemma 3.1. By the stability property, the
function v is locally bounded and hence continuous on Ω.
We now show that v has a continuous extension to Ω, which we also denote by v by an
abuse of notation, and such that v = g on ∂Ω.
We first prove that for ζ ∈ ∂Ω, limx→ζ v(x) ≥ g(ζ) by arguing as in the proof of [27,
Lemma 5.1]. Let ǫ > 0. By Theorem 3.2 there exists an affine function L such that L ≤ g on
∂Ω and L(ζ) ≥ g(ζ)− ǫ. Put zh = vh − L. Since vh = g on ∂Ωh, we have zh ≥ 0 on ∂Ωh.
Now let x ∈ Ω and xh ∈ Ωh such that xh → x. Since vh converges to v uniformly
on compact subsets of Ω, zh converges to z uniformly on compact subsets of Ω and thus
zh(xh) → v(x) − L(x) ≡ z(x). Assume that z(x) < 0. By the discrete Aleksandrov’s
maximum principle Lemma 2.1 applied to zh on Ω we have
(−zh(xh))
d ≤ Cd(xh, ∂Ω)(diam(Ω))
d−1Mh[vh](Ω)
≤ Cd(xh, ∂Ω)Mh[vh](Ω) ≤ C||xh − ζ||Mh[vh](Ω).
By the assumption on the Monge-Ampe`re massesMh[vh](Ω) ≤ C with C independent of h.
Then
(−zh(xh))
d ≤ C||xh − ζ||. (3.4)
Taking the limit as hk → 0 in (3.4), we obtain for each x ∈ Ω for which z(x) < 0
(−z(x))d ≤ C||x− ζ||.
In summary
either z(x) ≥ −C||x− ζ||
1
d or z(x) ≥ 0, x ∈ Ω.
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We conclude that
v(x) ≥ L(x)− C||x− ζ||
1
d onΩ.
Taking the limit as x→ ζ we obtain limx→ζ v(x) ≥ g(ζ).
Next, we prove that limx→ζ v(x) ≤ g(ζ). Since vh ∈ Ch, we have ∆hvh ≥ 0. Let
wh denote the solution of the problem ∆hwh = 0 on Ωh with wh = g on ∂Ωh. We have
∆h(vh −wh) ≥ 0 on Ωh with vh −wh = 0 on ∂Ωh. By the discrete maximum principle for
the discrete Laplacian [26, Theorem 4.77], we have vh − wh ≤ 0 on Ωh.
Since a convex domain is Lipschitz, we can apply the results of [18, section 6.2 ] and
claim that wh converges uniformly on compact subsets to the unique viscosity solution of
∆w = 0 on Ω with w = g on ∂Ω. We then obtain v(x) ≤ w(x) on Ω. But w ∈ C(Ω) [18].
We conclude that limx→ζ v(x) ≤ g(ζ). Thus v ∈ C(Ω) and v = g on ∂Ω.
4. Application to discretizations of the Monge-Ampe`re equation.
4.1. Viscosity solutions of the elliptic Monge-Ampe`re equation. For given f ≥ 0
continuous on Ω, we consider the Monge-Ampe`re equation
detD2u = f inΩ
u = g on ∂Ω.
(4.1)
A convex function u ∈ C(Ω) is a viscosity solution of (4.1) if u = g on∂Ω and for all
φ ∈ C2(Ω) the following holds
- at each local maximum point x0 of u− φ, f(x0) ≤ detD2φ(x0)
- at each local minimum point x0 of u − φ, f(x0) ≥ detD2φ(x0), if D2φ(x0) ≥ 0,
i.e. D2φ(x0) has positive eigenvalues.
As explained in [28], the requirement D2φ(x0) ≥ 0 in the second condition above is
natural for the two dimensional case we consider. The space of test functions in the definition
above can be restricted to the space of strictly convex quadratic polynomials [25, Remark
1.3.3].
An upper semi-continuous convex function u is said to be a viscosity sub solution of
detD2u(x) = f(x) if the first condition holds and a lower semi-continuous convex function
is said to be a viscosity super solution when the second holds. A viscosity solution of (4.1)
is a continuous function which satisfies the boundary condition and is both a viscosity sub
solution and a viscosity super solution.
Note that the notion of viscosity solution is a pointwise notion. It is not very difficult to
prove that if u is C2 at x0, then u is a viscosity solution at the point x0 of detD
2u = f .
For further reference, we recall the comparison principle of sub and super solutions, [28,
Theorem V. 2].
THEOREM 4.1. Let u and v be respectively sub and super solutions of detD2u(x) =
f(x) in Ω. Then if supx∈∂Ωmax(u(x)− v(x), 0) = M , then u(x)− v(x) ≤M in Ω.
There are very few references which give an existence and uniqueness result for (4.1) in
the degenerate case f ≥ 0. In [28] it is required that one can find a sub solution and a super
solution. The difficulty is that the Monge-Ampe`re equation is not often studied in convex but
not necessarily strictly convex domains with the notion of viscosity solution.
4.2. Aleksandrov solutions and equivalence with viscosity solutions. We recall that
a convex function u ∈ C(Ω) is an Aleksandrov solution of detD2u = f when its Monge-
Ampe`re measure is equal to the measure with density f . Aleksandrov solutions on convex
but not necessarily strictly convex domains are studied in [27].
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We assume in addition that f > 0. We also assume that g can be extended to a convex
function g˜ ∈ C(Ω). Then by [27, Theorem 1.1], (4.1) has a unique Aleksandrov solution.
The existence and uniqueness of a viscosity solution to (4.1) in C(Ω) then follows from the
equivalence of viscosity and Aleksandrov solutions [25, Propositions 1.3.4 and 1.7.1], under
these assumptions. The equivalence of viscosity and Aleksandrov solutions in the degenerate
case f ≥ 0 is discussed in [4].
4.3. A reformulation of convexity. We recall that a function φ ∈ C2(Ω) is convex
on Ω if the Hessian matrix D2φ is positive semidefinite or λ1[φ] ≥ 0 where λ1[φ] denotes
the smallest eigenvalue of D2φ. This notion was extended to continuous functions in [36].
See also the remarks on [38, p. 226 ]. An upper semi-continuous function u is convex in
the viscosity sense if and only if it is a viscosity solution of −λ1[u] ≤ 0, that is, for all
φ ∈ C2(Ω), whenever x0 is a local maximum point of u − φ, −λ1[φ] ≤ 0. This can also be
written max(−λ1[u], 0) = 0 inΩ, c.f. [36].
The Dirichlet problem for the Monge-Ampe`re equation (4.1) can then be written
− detD2u+ f = 0 inΩ
max(−λ1[u], 0) = 0 inΩ,
(4.2)
with boundary condition u = g on ∂Ω. We write (4.2) as F (u) = 0 and note that the form
of the equation is chosen to be consistent with the definition of ellipticity used for example in
[28].
Since we have now rewritten in (4.2) convexity as an additional equation, sub solutions
and super solutions of − detD2u+ f = 0 do not need to be convex. We have the following
comparison principle for (4.2) [6, Example 2.1 and Corollary 7.1]: let u∗ be an upper semi-
continuous sub solution of − detD2u+ f = 0 which is convex in the viscosity sense and let
u∗ be a lower semi-continuous super solution of− detD2u+f = 0 (which is not necessarily
convex). Then
sup
Ω
(u∗ − u∗) ≤ max
∂Ω
(u∗ − v∗). (4.3)
A viscosity solution of (4.2) is also a viscosity solution as defined in section 4.1, since an
upper semi-continuous function which is convex in the viscosity sense is also convex [6,
Example 2.1 and Theorem 3.1].
4.4. Monotone schemes. Let us denote by Fh(vh) ≡ Fˆh(vh(x), vh(y)|y 6=x) a dis-
cretization of F (v). The scheme Fh(vh) = 0 is said to be monotone if for zh and wh in
Uh, zh(y) ≥ wh(y), y 6= x implies Fˆh(zh(x), zh(y)|y 6=x) ≥ Fˆh(zh(x), wh(y)|y 6=x). Here
we use the partial ordering of Rd, (a1, . . . , ad) ≥ (b1, . . . , bd) if and only if ai ≥ bi for all i.
The scheme is said to be consistent if for allC2 functionsφ, and a sequence xh → x ∈ Ω,
limh→0 Fh(rh(φ))(xh) = F (φ)(x).
Finally the scheme is said to be stable if Fh(vh) = 0 has a solution vh which is bounded
independently of h.
Note that the convexity assumption on the exact solution is enforced through the defini-
tion of F (v). In particular, if Fh(vh) = 0, then vh is discrete convex, i.e. λ1,h[vh] ≥ 0 or
equivalently max(−λ1,h[vh], 0) = 0. We consider the discretization
Fh(uh) = 0, in Ωh
uh = g on ∂Ωh.
(4.4)
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We make the assumption that the discretization is consistent, stable and monotone. In
particular the half-relaxed limits
u∗(x) = lim sup
y→x,h→0
uh(y) = lim
δ→0
sup{ uh(y), y ∈ Ωh, |y − x| ≤ δ, 0 < h ≤ δ }
u∗(x) = lim inf
y→x,h→0
uh(y) = lim
δ→0
inf{ uh(y), y ∈ Ωh, |y − x| ≤ δ, 0 < h ≤ δ },
are then well defined.
It follows from [7, 35, 2] that a consistent, stable and monotone scheme has a solution
vh.
4.5. Convergence . We close this section by stating the main application of the result
of this paper.
THEOREM 4.2. Let f > 0 and f ∈ C(Ω). Assume that g can be extended to a convex
function g˜ ∈ C(Ω). Let Fh(uh) = 0 be a consistent, stable and monotone scheme for (4.1)
with uh solving (4.4) and Mh[uh](Ω) ≤ C for a constant C independent of h. Assume that
the upper half-relaxed limit u∗ is a viscosity sub solution of detD2u(x) = f(x) and the
lower half-relaxed limit u∗ is a viscosity super solution of detD
2u(x) = f(x) in Ω. Then
u∗ = g = u∗ on ∂Ω. Moreover, solutions uh of (4.4) converge uniformly on compact subsets
to the unique viscosity solution of (4.2).
Proof. Since uh is uniformly bounded on Ω and discrete convex, by Theorem 3.3, there
exists a subsequence uhk which converges uniformly on compact subsets of Ω to a convex
function v in C(Ω) which satisfies v = g on ∂Ω.
It follows from the definitions that v = u∗ = u∗ on Ω and hence v is a viscosity solution
of detD2u = f . By the comparison principle Theorem 4.1, v is equal to the unique viscosity
solution of (4.1). Thus all subsequences uhk converge uniformly on compact subsets to the
same limit. This concludes the proof.
Several discrete Monge-Ampe`re equations Fh(uh) = 0, e.g. [8, 32, 2], can be written as
Mh[uh](x) = h
df(x), x ∈ Ωh,
for some operatorMh which satisfies
Mh[uh] ≤ CMh[uh].
For f ∈ L1(Ω),
∑
x∈Ωh
hdf(x)→
∫
Ω
f(t)dt and thus
∑
x∈Ωh
Mh[uh](x) ≤
∑
x∈Ωh
hdf(x) ≤
C for a constant C independent of h, i.e. solutions of the discrete Monge-Ampe`re equations
have Monge-Ampe`re masses uniformly bounded.
5. Proof of Lemma 3.1. Since a function convex in the viscosity sense is convex, see
for example [31, Proposition 4.1], it is enough to show that the limit function v is convex in
the viscosity sense. We use the approach in [10].
By definition I(vh) is continuous on Ω and the convergence to v is uniform on compact
subsets of Ω. Hence v ∈ C(Ω).
Let x0 ∈ Ω and φ ∈ C2(Ω) such that v−φ has a local maximum at x0 with (v−φ)(x0) =
0. Without loss of generality, we may assume that x0 is a strict local maximum.
Let B0 denote a closed ball contained in Ω and containing x0 in its interior. We let xl be
a sequence in B0 ∩Ωh such that xl → x0 and vhl(xl)→ v(x0) and let x
′
l be defined by
cl := (vhl − φ)(x
′
l) = max
B0∩Ωh
(vhl − φ).
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Since the sequence x′l is bounded, it converges to some x1 after possibly passing to a subse-
quence. Since (vhl − φ)(x
′
l) ≥ (vhl − φ)(xl) we have
(v − φ)(x0) = lim
l→∞
(vhl − φ)(xl) ≤ lim sup
l→∞
(vhl − φ)(x
′
l) = lim sup
l→∞
cl ≤ (v − φ)(x1).
Since x0 is a strict maximizer of the difference v − φ, we conclude that x0 = x1 and cl → 0
as l→∞.
By definition
vhl(x) ≤ φ(x) + cl, ∀x ∈ B0. (5.1)
We recall that for vh ∈ Ch,−λ1,h[vh] ≤ 0. Now, the operatorλ1,h[vh] is easily seen to be
monotone. In addition it is consistent. PutFh[vh](x0) = λ1,h[vh](x0) = Fˆh(vh(x0), vh(y)|y 6=x0).
By the monotonicity of the scheme we obtain from (5.1)
0 ≤ Fˆhl(vhl(x0), vhl(y)|y 6=x0) ≤ Fˆhl(vhl(x0), (φ(y) + cl)|y 6=x0),
which gives by the consistency of the scheme λ1[φ](x0) ≥ 0. This concludes the proof.
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