Integrals related with Rogers Ramanujan continued fraction and
  q-products by Bagis, Nikos & Glasser, M. L.
 1 
 
Integrals related with Rogers Ramanujan continued fraction 
and q-products. 
 
N. Bagis 
Department of Informatics Aristotle University of Thessaloniki 54006 Greece. 
bagkis@hotmail.com 
 
M. L. Glasser 
Department of Physics Clarkson University Potsdam, NY 13699-58200(UA) 
laryg@clarkson.edu 
   
 
Abstract. We present here a way to evaluate a very wide class of integrals relating 
Ramanujan`s continued fraction and q-product. To do this we explore briefly a 
differential equation, which relates these two functions. 
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is Gauss Hypergeometric function.  
 
For  1q < , the “Rogers-Ramanujan continued fraction” is defined as 
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Also hold the following relations of Ramanujan 
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We will examine the functions f, and R.  
 
 
2.  q-Integrals 
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Proof. From the logarithmic derivative of (see [A2]): 
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From (4) and (5) we also get 
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In the same way from the differential equation (4) we get 
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The above method can be generalized as we show next: 
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Hence the following theorem holds: 
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 Next we define the function: 
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Observation. 
The values of F, for 1/ 2λ µ= = and non negative integer-v are all known functions.  
 
Now set in Theorem 2, a = 0, then ( )u a = ∞  and (9) becomes 
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 We can write Theorem 2 as follows  
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 K is the elliptic integral of the first kind. 
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and the integral in the right can be expressed in terms of Elliptic functions when  
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As someone can see we open a way to produce new integrals relating Rogers 
Ramanujan`s continued fraction with f .    
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