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PRESENTACION
PRESENTÁC ION
El presente trabajo nace de un interés profesional por
la comprensión lectora en inglés como lengua extranjera, tema
cuya importancia se reconoce en la actualidad, de manera general,
en los departamentos de lenguas instrumentales de las
universidades españolas y, desde hace POCOS años, también en la
enseñanza secundaria en España —de hecho, en las Pruebas de
Acceso a la Universidad se incluye un examen de esta habilidad.
Hoy en día, cualquier investigador necesita acceder directamente
a la información más actual en su campo y mucha de esta
información aparece en las revistas especializadas en lengua
inglesa. A diferencia de los manuales de autores ingleses y
americanos que los estudiantes manejan en los primeros años de la
carrera, y que se pueden encontrar traducidos, la mayoría de los
artículos científicos nunca llegan a traducirse. Por esta razón,
nos ha parecido que un estudio de la comprensión lectora aplicado
a escritos científicos constituía un área de investigación de
aplicación inmediata a la enseñanza de la lengua inglesa como
instrumento para acceder a la información en el mundo académico.
Por lo que respecta a la tradición dentro de la cual se
sitúa este estudio, encontramos en los últimos años un creciente
interés por la lectura entre los enseñantes, psicólogos. y
planificadores de la educación -prueba de ello es la existencia
de varias revistas internacionales y nacionales dedicadas al tema
y de alguna centrada específicamente en la lectura en segunda
lengua o lengua extranjera. Al referirse a una segunda lengua,
los autores suelen mencionar el inglés, y, efectivamente, podemos
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encontrar en el mercado numerosos libros dedicados a la enseñanza
de la comprensión de textos ingleses para hablantes de otras
lenguas. Estos han aparecido sobre todo desde mediados de los
anos setenta, paralelamente al desarrollo de la lingdística del
texto y de la teoría psicológica de la lectura interactiva basada
en la psicología cognitiva. I,os manuales publicados antes de esta
recha incluían textos más bien literarios, y se dirigían a un
público no especializado, cuyo único punto en común era su
interés por comprender el inglés escrito; sin embargo, más
recientemente este tipo de libros se dirige ya a públicos más
restringidos, puesto que han sido identificados los intereses
específicos de los lectores y el grupo profesional al que
pertenecen. Estos textos se basan en estudios de registros y
disciplinas concretos. Entre ellos, destacan los que se dirigen
nl mundo de los negocios, y al mundo académico.
El predominio del inglés como lengua internacional en
el ámbito académico, y en algunos países, sobre todo del tercer
mundo, como lengua del sistema educativo, además de la atracción
de los Estados Unidos como lugar preferido para continuar los
estudios en muchas disciplinas, supone que los lectores que no
tienen fácil acceso a los trabajos científicos en esta lengua se
encuentran en una situación de tremenda desventaja, Ante este
problema, se han realizado ya algunas j~vestigacione5,
generalmente por parte de personas relacionadas con la enseñanza
de las destrezas necesarias para estudiar en inglés, sobre el
registro académico y algunos aspectos de los artículos
científicos (por ejemplo: Johns, 1975, Cooper, 1981, SwaleE,
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1981). Por lo que respecta a los propios interesados —esto es,
los científicos— por lo que hemos podido averiguar, parece,
curiosamente, que son los economistas, y no los lingúistas, los
más preocupados por su producción escrita. Al menos así se
desprende de ciertos artículos extensos dedicados a la discusión
de la expresión de contenidos, que reflejan un interés por
clarificar ideas y un reconocimiento, a través del análisis de su
propio discurso, de las implicaciones metodológicas que en él
subyacen (Salant, 1977, MacCloskey, 1983). La preocupación que
muestra López García (1989) por el metalenguaje de la lingilística
no tiene relación con el problema de la comunicación con los
lectores.
Mientras que los especialistas en lingúistica aplicada
que estudian el artículo científico suelen tener com objetivo
mejorar la producción de los investigadores que escriben en
inglés, los economistas que escriben sobre la expresión
lingúística de su disciplina parecen preocuparse por aclarar los
conceptos y la metodología. Nuestro trabajo, sin embargo, parte
de la percepción de unas necesidades más básicas: la falta de
técnicas adecuadas de interpretación del texto escrito en inglés,
en especial en las áreas objeto de nuestro estudio: la economía y
la filología. A pesar del volumen del material impreso que leen
los investigadores, muchos son lectores poco eficientes cuando se
trata de una lengua extranjera. Por ello, hemos intentado con
este estudio proporcionar una base de conocimientos desde la
cual empezar a perfilar posibles maneras de abordar problemas tan
importantes como el desconocimiento de vocabulario, la
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incapacidad para reconocer los indicadores textuales, o para
percibir la intervención del autor en el texto, para distinguir
el tema de una parte del texto, para encontrar la macroestructura
y las funciones de las unidades textuales menores, etcétera. El
hecho de ceñirnos a un tipo de texto con una función específica
nos I)erxnite ofrecer al alumno ciertas generalizaciones acerca de
los contenidos y su expresíon, lo cual sería imposible con una
variedad mayor de registros y campos. Sin embargo, otros aspectos
de los textos y su lectura, sí se prestan a la generalizacion,
como veremos más adelante.
Para el anál isis se han utilizado ocho textos
representativos de la lectura de los alumnos de las clases de
Inglés para estudiantes de Filología e Inglés para estudiantes
de Económicas en el Servicio de Idiomas de la Universidad
Autónoma de Madrid. Este corpus de artículos científicos -cuatro
del área de la economía y cuatro de filología- fue elegido al
azar entre las lecturas recomendadas a los alumnos del curso
1986-87. comprende casi mil quinientas oraciones (1.469>.
Hemos querido acercarnos a los problemas que presenta
la comprensión lectora desde un doble enfoque: desde los procesos
cognitivos implicados en la lectura, y desde los textos mismos;
es decir, teniendo en cuenta, por una parte, cuál es el proceso
de recepción de la información durante la lectura de un texto —
cómo el lector reconstruye el significado- y por otra, cómo
funcionan ciertos aspectos del tipo de texto al que se enfrentan
nuestros alumnos. Nuestra tesis es que la estructura lingúfatica
refleja directamente las necesidades derivadas del proceso de la
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comprensión. Concretamente en los textos científicos, dada su
transcendencia, podemos suponer un esfuerzo especial del autor
por dirigir la comprensión y persuadir al lector de la
veracidad de su argumento. Basándonos en los datos que
proporciona el análisis, se pueden esperar ciertos esquemas
sintácticos y semánticos en el tipo de texto elegido. De esta
manera, podemos identificar áreas en las que el profesor de
lectura podría intervenir, tanto para intentar modificar
comportamientos cognitivos como para ofrecer a los alumnos una
visión de los contenidos 1 ingúísticos que encontrarán con más
frecuencia.
Si nuestro objetivo es que las estrategias ‘fe los
alumnos lleguen a parecerse a las de los buenos lectores nativos,
es preciso estudiar este segundo grupo con el fin de descubrir en
qué consiste la nieta que nos proponemos: cuales son los
comportamientos que éstos encuentran eficaces. Sólo así podemos
identificar los puntos en los que es probable que los lectores
no nativos disten mucho del modelo, y a partir de ahí considerar
los posibles remedios -o, quizá, como paso previo, delimitar las
áreas que necesitan de una investigación específica. La primera
parte del trabajo se dedica, por tanto, a este fin.
Dado el papel fundamental de los conocimientos del
lector en la reconstrucción del significado de un texto, nos ha
parecido importante considerar en primer lugar algunas teorías
acerca de la memoria y la manera en la que la información sobre
tos conceptos está almacenada en ella —tanto información acerca
de los significados de los elementos léxicas, como de las
x
estructuras de conocimiento a las que el lector recurre para
interpretar un texto. Y para evaluar las probabilidades de que
las diferentes hipótesis sean ciertas, o, por lo menos, de que
se acerquen a la realidad, ha sido necesario incluir algunas
nociones sobre el funcionamiento del cerebro y sobre la
recuperación de los conceptos y su procesamiento. En el primer
capítulo intentamos presentar una visión, necesariamente
limitada, dados nuestros objetivos, de este campo.
Aunque es necesario considerar la lectura dentro <le un
marco global -primero como un proceso más de la comprens ión
general del mundo y su funcionamiento, y segundo como proceso
1 ingúístico- para nosotros es aun mas importante examinarla como
una forma muy específica de extraer significado de un texto. La
lectura, como veremos, consta de una serie de actividades
diferentes de reconocimiento, predicción, selección de
significados, comprobación (pattern—matchin~ etcétera, que
requieren una adecuada distribución de los recursos cognitivos,
ya que tienen lugar en diferentes niveles de procesamiento
simultáneamente, y los resultados del análisis en un nivel
influyen en las decisiones que se toman en otros. LLevamos a la
interpretación de un texto tanta información de diferentes clases
que en cada momento el sistema está a punto de encontrarse
sobrecargado, por lo cual, como todos hemos comprobado, es
propenso a errores. Sin embargo, la solución no es operar
lentamente y con seguridad, porque si lo intentamos, perderemos
de la memoria activa datos necesarias para entender los niveles
inferiores. En definitiva, no se puede llegar a leer un texto de
manera eficaz si no se es capaz de integrar la información
xi
lingúistica y la extralinguistica a un ritmo considerable.
<Traducido en velocidad lectora: unas 200 palabras palabras por
minuto, según estimaciones de Smith, 1988, por ejemplo>. Parece
lógico que aquellos lectores con más práctica lo harán mejor,
habrán desarrollado estrategias que consigan un porcentaje
satisfactorio de éxitos.
Sin embargo, sería demasiado optimista establecer como
<)bjetivo que los alumnos consigan los mismos conocimientos del
léxico que los nativos. Por ello, debemos intentar
proporcionarles la información y los métodos que les sirvan para
que puedan, al menos, qproxnnaLat a los significados que
encontrarán en su lectura. La segunda parte del trabajo, en la
que presentamos los análisis de los textos, tiene este fin.
Para encontrar un método adecuado a los objetivos del
estudio, nos hemos acercado a las teorías lingijísticas que se
interesan por el lenguaje como instrumento de comunicación. En
las nociones de tenia-rema y tópico—comentario, nacidas de una
visión de la función comunicativa del texto, encontramos unas
pistas que a nuestro juicio merecen seguirse. La investigación
acerca de estos conceptos revela cómo están implicados tanto en
la disposición de la información desde el punto de vista del
emisor, como en la manera en la que se recibe el mensaje. Por
consiguiente, hemos intentado desentrañar su significado y
comprender su función —tarea que no resulta fácil, como se
apreciará en el tercer capitulo.
Existen muy distintas opiniones respecto de la
definición de tema—reina y t6picc»~cOIflOfltario. y los mismos
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términos se utilizan para referirse a distintos conceptos. No ha
sido posible, ni necesario para los fines que se propone este
trabajo, contrastar los puntos de vista de todos los autores que
se han pronunciado sobre estas nociones. Sin embargo, dada la
manera en la que inciden en la comunicación, hemos creído
interesante esbozar brevemente la situación de los estudios en
este área para explicar las razones por las cuales hemos elegido
la perspectiva que, en nuestra opinión, resulta más aprovechable
en este campo. Trabajamos con el enfoque escogido.: el concepto de
tema como primer constituyente de la oración, por varias razones.
Por una parte, el conceder importancia a este elemento concuerda
con el modelo actual de recepción del mensaje lingUistico, que
propone que el texto se comprende por un proceso
comprobación
partir de la
el orden q
particular,
influyen de
enunciado ya
pragmát~ca5,
de un elemen
decisión de
de creación y
de hipótesis acerca del objetivo del emisor, a
información que se va recibiendo. Esto implica que
ue se elige para presentar los elementos, y en
los significados que se realizan en primer lugar,
manera decisiva en la interpretación de todo el
que sirven de activadores de una serie de hipótesis
semánticas y sintácticas. Por otra parte, se trata
to que los alumnos pueden reconocer con facilidad. La
ceñirnos al primer constituyente de la oración y no
de la cláusula como indica la teoría que seguimos (Halliday,
1967, l985a), se basa por una parte en esta necesidad de
aplicación, y por otra en el reconocimiento en la psicología —y
en el análisis del lenguaje por ordenador— del papel de la
oración como segmento dentro del cual tiene lugar el análisis
sintáctico
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Efectivamente, como exponemos en el cuarto capítulo, en
el primer constituyente de la oración hemos encontrado
regularidades en cuanto a funciones pragmáticas y papeles
semánticos, que consideramos de interés en la preparación de los
lectores inexpertos. No obstante, hemos tropezado con muchas
dificultades tanto de segmentación corno de clasificación de los
significados. Ambas clases de problemas tienen su origen
principalmente en la (por otra parte perfectamente lógica) falta
de isomorfismo entre la realización sintáctica y las funciones
pragmáticas o la representación de significados. Explicamos las
soluciones que hemos propuesto, en las que siempre hemos
tratado de ser fiel a la intención comunicativa del escritor, sin
incurrir en la creación de demasiadas categorías. Para ello, ha
sido necesario recurrir en varias ocasiones a la interpretación
de los expertos a los que se dirigen los textos, lo cual no es
sorprendente.
Hemos presentado las conclusiones en dos partes,
siguiendo la estructura del estudio. En la primera parte,
consideramos las implicaciones que tiene la exposición de los
procesos que comprende la lectura para la asignatura de
comprensión de textos en inglés en la universidad española.
Posteriormente, sugerimos las aplicaciones del análisis de los
artículos científicos.
Sin embargo, las conclusiones están muy lejos de ser
definitivas, quizá por la naturaleza del objeto de estudio. Lo
que sí podemos afirmar es que del trabajo realizado se desprenden
numerosos interrogantes que merecen ser objeto de investigación y
a los que, por nuestra parte, tenemos intención de buscar
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respuestas en futuros estudios. Finalmente no deseo pasar alto el
hecho de que, como fruto de este estudio, que abarca tanto
procesos como producto, nos aproximamos al proceso de
enseñanza/aprendizaje de la lectura con unos datos que
desconocíamos anteriormente y disponemos de un método que, a
pesar de las dificultades expuestas en este trabajo, se muestra
muy eficaz para caracterizar diferentes aspectos de la
comunicación.
Y, ya que he recibido tantas aportaciones a lo largo de
este estudio, me gustaría agradecer a las personas que han sido
sus fuentes más directas. Al director de la tesis, el doctor
Enrique Bernárdez quien desde la amplitud de sus conocimientos -
lingúisticos y extralingtiisticos ha proporcionado la visión
global que necesita un doctorando. A la doctora Angela Downing,
quien me ha enseñado la aplicación de la lingiiística sistémica y
quien ha puesto tan generosamente sus conocimientos a mi
disposición. A la doctora Ana Martín Uriz por las discusiones de
su perspectiva sobre la adquisición y enseñanza de la lengua. Y a
muchas personas más que, a sabiendas o no, han hecho posible que
llevara a cabo este trabajo. Dada la calidad de mis asesores, es
evidente que los errores que el lector encontrará en el trabajo
son responsabilidad mía. Por ellos, pido disculpas.
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PRIMERA PARTE: LOS PROCESOS
CAPITULO L EL PROCESAMIENTO DEL LENGUAJE
1.0. INTRODUCCION
En este trabajo nos proponemos considerar los procesos
mediante los cuales tiene lugar la comunicación entre un autor y
un lector a través de un texto escrito. Nos interesa estudiar por
tanto no sólo los aspectos lingúísticos de los artículos
científicos del corpus, sino el papel de los sujetos que hacen
posible la comunicación —es decir, del escritor y del lector, y,
dada la finalidad del estudio, sobre todo de este último.
Partimos de la base de que la descodificación del
contenido lingUistico no proporciona en sí suficiente información
para entender el mensaje escrito o hablado. En primer lugar, para
elegir el significado correcto de las palabras léxicas, que, como
veremos más adelante (2.2. ) , frecuentemente son ambiguas, es
preciso activar ciertos conocimientos del mundo, y no únicamente
información lingúistica. Además, para combinar las palabras
léxicas en una estructura sintáctica puede que tengamos que
elegir entre distintas interpretaciones. La decisión que tomemos
dependerá de conocimientos que no pertenecen a la gramática. Por
otra parte, la asignación de la referencia no es sólo un proceso
de aplicación de reglas lingilísticas. El reconocimiento del acto
de habla tampoco lo es. Y para entender lo que una proferencia
significa para nosotros es preciso tener en cuenta la información
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que contiene el co—texto y el contexto proporcionado por la
situación comunicativa. Al hablar de la comprensión de un texto,
pues, no podemos quedarnos en una teoría que aplique unas reglas
sintácticas para combinar los significados adecuados de los
elementos léxicos de cada oración que componga el texto. Debemos
3
intentar, por lo menos, entender cómo se toman las distintas
decisiones que nos llevan, por un lado, a comprender la intención
comunicativa del emisor y, por otra, a crear un modelo de la
situación a la que se refiere el texto.
La necesidad que hemos sentido de ir más allá de una
mera construcción del contenido semántico de las oraciones que
forman el texto explica la estructura y contenido de la primera
parte de nuestro estudio. Si el acto de comunicación implica el
reconocimiento de la intención comunicativa y, una vez reconocida
ésta, la puesta en marcha de una búsqueda activa del significado
por parte del receptor, debemos tener en cuenta aquí los
instrumentos y las estrategias que éste utiliza. Tenemos que
considerar que el lector no sólo emplea sus conocimientos de la
gramática y del léxico, sino que también se sirve de las
convenciones de la comunicación y de los conocimientos
extralinguisticos que encuentra pertinentes para interpretar el
mensaje.
Como punto de partida, asumimos la interpretación que
hacen Sperber y Wilson <1986:37> de las máximas de Once (1976>:
“the very act of communicatiofl creates expectatíons which it then
exploits”. Consideraremos que tales expectativas se refieren al
hecho de que el mensaje será relevante para nosotros, que el
emisor tiene la intención de decirnos ~iSQ pertinente. Para
descubrirlo, aplicamos las estructuras de conocimiento adecuadas,
según las expectativas que crean los diferentes aspectos de la
situación comunicativa. En cualquier situación ambigua, por lo
tanto, eligiremos la interpretación más informativa, de acuerdo
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con los conocimientos de los que disponemos, y que suponemos que
nuestro emisor cree que tenemos <Sperber y Wilson, 1986:49).
1.1. MODELOS PSICOLOOICOS DE LA MENTE
1.1,1. Introducción
Para comprender el complejo proceso de la lectura es
necesario tener presente los instrumentos con los que se llevan a
cabo las operaciones que lo componen y que son determinantes de
sus características principales, según las teorías actuales.
Aquí, por tanto, intentaremos dar una visión de un tema sobre el
que se especula y se experirnenta con una desventaja respecto a
otras áreas de conocimiento: es decir, sin poder percibir el
objeto de estudio. Sólo contamos con los datos proporcionados por
la entrada y la salida -y, muy recientemente, alguna informacion
a partir de la actividad neuronaS en tanto que los procesos que
nos interesan están ocultos, Sin embargo, existen explicaciones
plausibles, generalmente apoyadas por trabajos experimentales,
que nos permiten acercarnos a los procesos que tienen lugar en la
mente.
Vamos a incluir tres modelos de la estructura y
funcionamiento de la memoria humana como procesador de lenguaje.
Primero, describiremos la propuesta convencional, llamada
‘multialmacén ‘¼ Hasta hace pocos años, y durante mucho tiempo,
era el único modelo que se concebía; precisamente los
experimentos que nos interesan acerca de los conceptos y el
lenguaje comentados en el siguiente capftulo dan por sentado esta
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manera de almacenar y tratar los datos. Después, veremos dos
modelos teóricos recientes, el que propone Fodor (1983): el
modular, y el del procesamiento en paralelo (tarallel distributed
processin~: Rumelhart y McClelland eds,, 1986>, que representan
dos concepciones muy distintas de la mente. Sin embargo, como
tendremos ocasión de comprobar, cada una de estas teorías
encuentra apoyo en diferentes descubrimientos: por una parte, en
los resultados de la experinentaci6n en psicolingúística; y por
otra, en el fruto de las investigaciones llevadas a cabo gracias
a los avances tecnológicos en el terreno de la neurología. A
pesar de que las nuevas teorías suponen, en algunos aspectos, una
revisión radical del modelo convencional, no lo invalidan. Más
bien, ofrecen nuevos marcos teóricos para construir explicaciones
más completas de datos y-a aceptados.
Una de las teorías -la del procesamiento en paralelo-
se está investigando a través de la simulación en el ordenador de
diferentes actividades mentales. La disciplina que supone
representar una teoría sobre e]. procesamiento del lenguaje de
esta manera es muy útil como heurística, y se están llevando a
cabo muchos proyectos basados en el ordenador, No obstante, aquí
no vamos a incluir una descripción de otros conjuntos de
programas que analizan y generan el lenguaje natural. Como puede
parecer una laguna en un estudio acerca de la comprensión del
lenguaje, en el siguiente apartado explicamos las razones de la
decisión, antes de pasar a considerar los modelos que nos ha
parecido interesante incluir.
Para terminar esta introducción, hay que indicar que la
6
Sección 1.2. recoge algunos estudios acerca del funcionamiento
del cerebro humano, los cuales nos dan la oportunidad de
contrastar las teorías del funcionamiento de la mente con algunos
datos empíricos acerca del objeto que se proponen explicar, el
cerebro -un paso demasiadas veces olvidado, sorprendentemente.
Sin la información que nos proporcionan los estudios sobre el
cerebro no estamos en condiciones de evaluar las teorías aquí
descritas; por ello tenemos que dejar las conclusiones para el
final de la próxima sección <es decir, Sección 1.2.6.).
Nuestro objetivo en estas secciones es llegar a
entender mejor los procesos mentales que componen la comprensión
lectora. Aunque el lector podría pensar que nos alejamos algo del
tema central del estudio, nos ha parecido necesario incluir esta
información para conseguir un panorama más completo, y ofrecer
datos que permitan evaluar las distintas explicaciones propuestas
acerca de los diferentes etapas que componen el procesamiento del
texto escrito. Sin estos datos nc podemos empezar a considerar
las probabilidades de que una teoría o parte de ella sea
correcta, ni conocer las implicaciones de los experimentos sobre
cómo procesamos la semántica y la sintaxis, y cómo se combinan
estos aspectos de la comprensión con los conocimientos del mundo
que aporta el lector al texto,
1.1.2. El ordenador como procesador del lenguaje natural
La simulación por ordenador de la comprensión o
producción del lenguaje nos ofrece diversos modelos de cómo la
mente humana podría resolver diferentes problemas de
interpretación. Sin embargo, no llegan todavía a reproducir
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nuestro comportamiento lingtiístico de manera convincente,
distintas razones, algunas de las cuales serán expuestas
continuación.adelante, al hablar del cerebro, y otras a
primera razón radica en el hecho de que pocos de
investigación en este campo tienen este
prioritario. En efecto, cuando se llevaron a
trabajos dedicados a construir ordenadores y a
se pensaba que sé estaban produciendo modelos d
pero ésta no era, sin embargo, su meta, y, en
objetivo no influía en las bases teóricas
trabajo. En cuanto a los intentos de simular la comp
producción del lenguaje natural, el parecido
funcionamiento del cerebro humano tampoco ha const
restricción. No obstante, existía cierto parecido con
psicológicos de la mente, ya que se trabajaba con un
contenía la información necesaria para los procesos d
el programa, y unas reglas de procedimiento en
algoritmos. Explicaré aquí algunas de las razones por
ordenadores no nos pueden servir de modelo de la
lectora. La primera de ellas tiene
por
más
La
los programas de
objetivo como
cabo los primeros
escribir programas
e la mente humana,
consecuencia, este
ni en las líneas de
rensión y
con el
ituido una
los modelos
léxico que
efinidos en
forma de
las que los
comprensión
que ver con la aplicación de
las reglas sint ácticas en el análisis de la oración.
Es evidente que todos conocemos las reglas gramaticales
de nuestra lengua materna, a pesar de que no seamos capaces de
verbalizar muchas de ellas. Si cometemos errores gramaticales,
según las reglas prescriptivas, éstos responden a un sistema,
probablemente empleado en nuestro entorno social no significan
que no conozcamos la gramática, sino que el uso no normativo
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forma parte de nuestro sistema, Mucha gente, de hecho, maneja
variantes de un sistema según la situación social en la que se
encuentra en un momento dado. Disponemos, pues, de un
conocimiento procedimental de unas reglas con las que generamos
nuestros mensajes y entendemos los mensajes de otros. Sin
embargo, nosotros somos capaces de interpretar los mensajes que
infringen las reglas de nuestro sistema, pero el ordenador que,
al procesar el texto, empieza por el análisis sintáctico, no
puede variar su táctica para llegar a saber lo que se le quiere
comunicar por otros medios. Por esta razón, muchos psicólogos
piensan que debe intervenir información procedente de otros
niveles
información
proceso, en
análisis -un
Dijk y I{int
información
psicólogos y
sintáctico
clase. En
en las decisiones del analizador sintáctico —es decir,
semántica y pragmática. Así, se podía concebir que e].
vez de seguir un orden establecido de pasos para el
algoritmo- , está dirigido por unas estrategias (van
sch, 1983) que permiten manejar diferentes tipos de
para conseguir el objetivo. Sin embargo, otros
lingUistas niegan la posibilidad de que el análisis
que hacemos pueda ser permeable a información de otra
la Sección 2.2., se expondrán algunos datos
experimentales referentes a cada postura.
Otro problema reside en la elección del tipo de
gramática, ya que los modelos propuestos por los lingúistas no
necesariamente funcionan de manera convincente cuando se
convierten en algoritmos. Un ejemplo extremo es el hecho de que
con las reglas de la gramática traneformacional de los alias
sesenta no se podía estar seguro de conseguir un análisis
sintáctico de una oración en un tiempo finito <Peters y Richie,
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1973, citado en Garnham, 1988:148>, Aunque se ha avanzado mucho
desde entonces, sigue siendo problemática la cuestión de cómo
interpretar las aznbigtledades sintácticas locales, tan frecuentes
en el lenguaje natural (Crain y Steedman, 1985:320>. En estos
casos, el analizador se encuentra con un constituyente que puede
formar parte de más de una estructura sintáctica, según la manera
en la que la oración siga. La pregunta -que todavía no se ha
resuelto- es qué información utiliza para decidirse por un
análisis u otro. Los programas de comprensión han propuesto
soluciones distintas -algunas más plausibles con respecto al
procesador humano que otras. Hay que tener en cuenta que nosotros
resolvemos estas ambigiledades sin llegar a ser conscientes de que
existen, excepto en los casos extremos de las “oraciones
sintácticamente engañosas (garden nath sentences). Veremos estos
problemas con más detalle en la Sección 2.2..
Una solución que se ha propuesto es la de permitir que
el analizador vuelva atrás y corrija su representación de la
estructura1 Otra, que tenga acceso a hasta tres palabras por
delante de la que está estudiando <Marcus, 1984>, lo cual no
resulta convincente en el caso del lenguaje, ya que se ha
comprobado que el hablante va construyendo una representación del
mensaje en cuanto recibe la entrada, como explicaremos en el
Capítulo II. Otras hipótesis se sirven del conocimiento de los
papeles semánticos que rige un verbo, lo cual disminuye el papel
de la sintaxis. Y otros programas basan su análisis en un
conjunto de información acerca del comportamiento normal de los
participantes en situaciones definidas -ya que estos programas
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suelen limitar sus posibilidades de comunicación a un mundo
restringido del cual disponen de información sobre los papeles y
objetivos de los participantes, y de los acontecimientos usuales.
Algunos, por ejemplo el programa de Scbank (por ejemplo, 1972) o
el del grupo de Dejong <1979), dependen más de la información
acerca del mundo, y de las expectativas que se tiene sobre lo que
puede ocurrir, que de un análisis de abajo—arriba. Estos
programas buscan activamente un esquema (véase Sección 1.4.) que
encaje en la situación que describe el texto, y, una vez
encontrado, lo utilizan para interpretar los papeles de los
participantes que aparecen allí. De esta manera, evitan el
problema de la ambigUedad, ya que no producen un análisis
sintáctico completo. Otros programas son capaces de interpretar
otra clase de ambigUedad, la de los actos de habla indirectos,
aunque solamente dentro de un mundo muy restringido del que
conocen las posibles metas de la comunicación CAllen, 1987).
Estos programas no se parecen mucho a la manera tan
flexible en la que comprendemos los textos naturales, De hecho,
convencen más algunos programas de generación del lenguaje que
los de comprensión. NIGEL (Bateman st al., 1988), por ejemplo,
que incorpora la gramática sistémica—funcional, elige entre
distintas posibilidades sintácticas para crear significados, y
sólo presenta problemas si su vocabulario no contiene el elemento
léxico con los rasgos semánticos estipulados. En esto, de hecho,
se parece al generador humano que no encuentra la palabra que
busca aunque disponga de información parcial sobre ella, Otro
programa que emplea la misma gramática es capaz también de
producir textos adaptados al registro adecuado según el tipo de
1I~
relación entre interlocutores que debe simular (Hovy, 1988), Sin
embargo, todavía no se ha aplicado a la comprensión, por lo que
no podemos evaluar e]. comportamiento de la gramática sistémica
en el análisis y comprensión de los textos escritos.
Hemos decidido, por tanto, que será más provechoso
limitarnos a los modelos que se proponen como explicaciones de la
estructura y- funcionamiento de la mente, que incluir aquí otros
cuyo fin es más bien operar de tal manera que sus salidas se
parezcan a la actuación humana, aunque la forma de llegar a ellas
no lo haga. Por esta razón también, consideramos que no
disponemos de suficientes datos acerca de la forma que podrXan
tomar las reglas gramaticales que empleamos para entender el
lenguaje, No sabemos st alguna de las configuraciones de reglas
que emplean los programas de ordenador puede asemejarse a nuestra
representación interna, De hecho, su forma explícita y
algorítmica lo hace más bien improbable.. Como advierte Garnham
(1985:224), no debemos dejarnos engañar por los resultados:
‘Peop].e may assign the same syntactic atructures te
sentences and texte as a grammar does, even if the
language proceseor does not directly incorporate
that grammar..”
Siendo este el caso, retrasaremos la discusión de cdmo analizamos
la sintaxis hasta la Sección 2.2<, y allí consideraremos algunos
datos experimentales que ofrecen indicaciones acerca de cómo nos
enfrentamos a diferentes problemas de análisis gramatical. Aunque
lo que nos sugieren las teorías aún no es muy- conclusivo algunos
de los resultados experimentales si nos pueden resultar útiles
para la pedagogía de la lectura. IDe lo que sí disponemos de
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bastante información, sin embargo, es acerca de cómo se
representan y se almacenan los significados, por lo que incluimos
una descripción de la posible configuración de la memoria
semántica y la recuperación de información de ella. Antes, sin
embargo, es necesario hacer un esbozo de la posible estructura de
la mente.
1.1.3. El modelo “multialmacén”
Esta concepción de la mente distingue diferentes áreas
de funcionamiento, cada una de las cuales está especializada en
un tipo de entrada. Veámos un diagrama de los almacenes según las
teorías tradicionales (de Vega, 1984:61>:
PERDIDA DE MC)’
a
e
N TRASVASE
P A
u MLP
T
MEMORIA AMEMORIA AE
x CORTO PLAZO LARGO PLAZO
T (MCP) <MU’)
E ~
R ACTIVA-
ClON EN
o McP
R
Figura 1
Según este diagrama, los estímulos externos llegan a la
memoria sensorial, o icónico, en la que producen un breve trazo
mnemónico antes de pasar a la memoria a corto plazo donde se
representan los aspectos físicos y semánticos de, por ejemplo, un
número o una palabra. Esta información es muy inestable —si no se
refuerza, dura entre 15 y 30 segundos— pero la repetición puede
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hacer que permanezca más tiempo, y, si durante este rato es
transformada por alguna operación mental, puede pasar a la
memoria a largo plazo. Pensemos, por ejemplo, en cómo aprendemos
un número de teléfono, que consta de unos elementos sueltos
carentes de significado para nosotros como conjunto relacionado:
durante la repetición, a veces sin darnos cuenta, creamos
subconjuntos, o relaciones con otros conceptos, y de estas
transformaciones el número en cuestión pasa a tener una entidad
más permanente en la memoria.
Además de inestable, el contenido de este almacén es
reducido; admite la posibilidad de mantener activados entre cinco
y siete elementos, aproximadamente (Miller, 1956> aunque su
capacidad depende de diferentes factores, Y si queremos hacer
alguna operación mental, la activación de las instrucciones en la
memoria reduce aún más la capacidad para los conceptos. Esta
limitación acerca cte la información que se puede procesar
simultáneamente es una característica muy importante de la
comprensión en general y la lectura en particular. Contrasta
sorprendentemente con la cantidad de estímulos que estamos
recibiendo desde el exterior en cualquier momento -a los que hay
que añadir la posibilidad de activar conceptos que ya tenemos en
el almacén de la memoria.
Hay dos maneras de solucionar la sobrecarga potencial
de la mente: una es la rápida desactivación y posible pérdida de
los elementos de entrada, y la otra es la estructuración de la
información que hace posible la retención de varios bloques en
vez de datos sueltos. El siguiente ejemplo <de Vega (1984:115>
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muestra cómo la estructuración aumenta la capacidad de la memoria
activa. De Vega explica que en el proceso de aprendizaje del
código radiotelegráfico, el principiante al comienzo sólo percibe
sonidos sueltos, luego los va organizando en letras, y maneja
cada letra como un bloque. Con el tiempo, reconoce las palabras
como unidades, y hasta oraciones enteras. En cada nueva etapa, el
principiante es capaz de operar con más información, ya que la
unidad significativa es mayor. De la misma manera, la
organización de los elementos permite una mayor capacidad a la
memoria activa, Podemos comprobar cómo organizamOs nuestro
conocimiento en bloques intentando responder a la pregunta ¿cuál
es la letra antes de la p? ¿o de la u? Normalmente tenemos que
repetir un fragmento del alfabeto para encontrar la respuesta
(ejemplo tomado de Sanford, 1987:2).
Pasemos ahora a considerar el almacén a largo plazo, es
decir, la memoria no activada. Durante mucho tiempo se pensó que
a diferencia de la memoria a corto plazo, no tenía límite de
capacidad y, aunque no sea cierto, a efectos prácticos, podemos
considerarla asi. En ella guardamos todo el conocimiento que
tenemos> del tipo que sea. Esta información es de distintas
clases -algunos distinguen entre la memoria episódica y la
semántica, mientras que otros consideran que la memoria semántica
es el resultado de la generalización de muchos episodios. Veámos
un ejemplo (de Schank y Abelson, 1977) de una búsqueda en la
memoria a largo plazo. Preguntamos a un amigo quién era su novia
en el año 1968, y su primera reacción es intentar saber dónde
vivía en aquel año, y qué hacía. De allí llega a la información
que busca. Es decir, empieza por buscar una clave en la memoria
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episódica, No tiene en la memoria semántica una lista de “
en mi pasado”. Sin embargo, si le preguntamos cuáles son los
ingredientes para hacer una pizza, es improbable que repase en la
memoria la última ocasión en la que hizo una para darnos la
contestación. Activará “pizza’ y- “receta’t.
Podemos considerar entonces que todas las experiencias
de nuestra vida, y todos los conocimientos conceptuales y motores
que hemos destilado de estas experiencias o que hemos aprendido
conscientemente están guardados en la memoria, y que la único que
necesitamos para acceder a ellos es activar un concepto que en
nuestra configuración de memoria esté relacionado con el que nos
interesa para que nos lleve hasta éste. La sensación de tener un
dato o una palabra “en la punta de la lengua” nos muestra Un
estado en el que estamos buscando la clave que nos active el
concepto deseado. El hecho de tener conciencia de la existencia
del dato, y la información incompleta de que disponemos, como,
por ejemplo, con qué letras empieza la palabra, o dónde conocimos
a la persona cuyo nombre buscarnos, indica que el trazo que se
graba en la memoria no es indivisible, tiene diferentes aspectos
‘-f’onémicos, episódicos y visuales en los casos citados, Sin
embargo, con respecto a otras clases de conocimientos, como puede
ser montar en bicicleta, o nadar, ea difícil saber qué tipo de
representación tienen, ya que solamente somos capaces de
verbalizar algunos aspectos de la actividad, pero no los más
importantes. Volveremos a hablar del contenido de la memoria a
largo plazo en la Sección i • 3..
En el modelo multialmacén, se supone que recibimos una
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entrada lingilística en la memoria mónica, que la pasa a la
memoria a corto plazo, donde se guarda durante el procesamiento.
Se buscan en la memoria a largo plazo los significados y las
reglas gramaticales necesarias para analizarla. También allí se
activa la información enciclopédica, la información acerca de
cómo es el inundo, necesaria para entender las inferencias, la
referencia etcétera. Con la combinación de esta información,
interpretamos el significado del mensaje.
De esta representación esquemática de la comprensión
hay que destacar tres problemas que intentan solucionar los
modelos que describimos más adelante, Primero, se sabe que, por
lo menos en el caso de ciertos sentidos (por ejemplo, la visión)
el mensaje que la memoria activa recibe ya se ha sometido a una
transformación -es decir, no es una representación icónica del
estímulo, Segundo, si suponemos que algo parecido a un programa
de ordenador estipula los pasos en el análisis, ¿cómo consigue el
hablante aplicar todas las reglas necesarias para comprender un
mensaje y responder de una manera apropiada con tanta rapidez,
dada la relativa lentitud con la que funcionan las neuronas? Y
tercero, ¿de dónde viene el programa que rige nuestra actividad
lingdística? Volveremos a tratar estos aspectos del procesamiento
desde el punto de vista del cerebro en la Sección 1.2..
1.1.4. La propuesta modular
El más conocido exponente de esta teoría, Jerry Fodor,
ha elaborado la teoría de Chomsky acerca de la especialización de
las facultades de la mente, y ha desarrollado su aplicación al
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lenguaje. La teoría considera que la información que la mente
recibe a través de los sentidos, incluido el lenguaje, se procesa
por módulos autónomos <Podar, 1983:55), Un argumento que emplea
Podor para apoyar su tesis es precisamente una realidad de este
proceso que acabamos de mencionar: la rapidez con la que
comprendemos un mensaje. Menos de un segundo es suficiente para
seguir una conversación, y algunos sujetos pueden repetir lo que
oyen (shadowing) —lo cual significa entender y mandar
instrucciones al sistema motor del habla— con un intervalo de un
cuarto de segundo (Fodor, 1983:61).
Teniendo en cuenta que la información lingúSstica debe
pasar por diferentes niveles de reconocimiento y análisis —
fonético, fonémico, léxico, sintáctico y semántico- y combinarse
probablemente con datos procedentes de otras fuentes, Fodor
propone que los sistemas gus reciben y analizan el lenguaje
actúan de forma automática e independiente -es decir, que cada
nivel es un módulo. De esta manera, en cuanto se reconozca la
entrada como lenguaje, y no como un sonido cualquiera, se ponen
en marcha los transformadores {transducers), que procesan el
segmento lingilístico y pasan el resultado al siguiente nivel,
Este proceso continua hasta que el mensaje llega al sistema
central, cuya labor es poner en contacto esta información y- el
conocimiento recabado de otros sentidos y de la situación
comunicativa, e interpretar el resultado según las creencias,
expectativas y conocimiento del mundo que tiene el oyente o el
lector.
Cada nivel lingilístico, según esta teoría, es
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hermético, y sólo analiza la información procedente del nivel
inferior. Por ejemplo, el conocimiento léxico no influye en el
nivel fonético; éste simplemente pasa un análisis fonémico para
su segmentación en el nivel siguiente. Fodor explica que el
sistema está construido así en aras de la velocidad necesaria
para procesar el mensaje. Si cada nivel tuviera que tener en
cuenta información de distinta clase, se perdería demasiado
tiempo en transformarla en una forma aceptable como entrada del
nivel en cuestión y en tomar decisiones acerca de su
significado. Otra característica de la teoría modular es que>
dada la automaticidad del sistema, no podemos decidir que no
analizaremos un mensaje, una vez reconocido como tal. Este dato
explica una característica básica del lenguaje. Si, por ejemplo,
no queremos escuchar una conversación y concentramos nuestra
atención en otra parte, según Fodor, lo que ocurre es que cuando
el análisis llega al sistema central, éste no lo pasa a nuestra
conciencia ya que aquí sí que podemos emplear nuestra voluntad.
Existen para Fodor, pues> dos tipos de actuación
cognitiva muy distintas: el procesamiento automático y el control
ejecutivo del sistema central, y esta diferencia es inherente a
la estructura de la mente. Propone que los sistemas de recepción
de información, como el lingúX.sticO o el visual, que son
periféricos, tienen sus recorridos pre—establecidOS~ porque están
cableados (hard—wired) genéticamente (véase también Chomsky, por
ejemplo, 1988). De este modo, se explica la existencia del
“programa” que tenemos en el cerebro. Fodor argumenta que estamos
empezando a conseguir resultados en los distintos niveles de
procesamiento del lenguaje precisamente porque son estructuras
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independientes, mientras que del sistema central, que no tiene
tal especialización, seguimos sin saber nada. El sistema de
control necesita ser flexible para poder activar e integrar todo
tipo de información, y por tanto es mucho más difícil estudiar su
funcionamiento.
1.1.5. El procesamiento en paralelo
Como ya dijimos, incluimos este modelo porque, a
diferencia de otros modelos computacionales, se propone
explícitamente reproducir el funcionamiento del cerebro. Existen
varios proyectos de procesamiento en paralelo, o llconexionistasté,
pero aquí nos referimos al trabajo del equipo de Rumelhart y
McClelland (1986). El punto de partida es el mismo que preocupa a
Fodor, aunque las soluciones son muy distintas. La pregunta es
otra vez : ¿cómo es posible que manejemos tanta información como
llega cada segundo a nuestro sistema cognitivo en el tiempo real
que tardamos, y sin causar una explosión computaciorial? Se sabe
que las neuronas, funcionando secuencialmente, pueden hacer unos
cien operaciones por segundo, mientras que un ordenador puede
completar un millón en el mismo tiempo. Sin embargo, como hemos
dicho, se necesita bastante menos de un segundo para interpretar
un mensaje visual o lingíiístico, tarea que implica la
consideración simultánea de mucha información, muchísima más de
lo que nos permiten las cien operaciones neuronales.
Se ha sugerido, por lo tanto, un modelo en el que el
procesamiento tiene lugar en paralelo y sin el control de un
algoritmo superior, salvando así los problemas del tiempo, de la
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explosión computacional y de la procedencia del programa que
aplica las reglas. Aquí, son las propias unidades las que
reaccionan simultáneamente ante diferentes aspectos de un
mensaje: reciben y mandan información entre ellas a través de la
activación y desactivación, y llegan a una interpretación de los
datos. Esta solución se apoya en la semejanza con el cerebro, que
también está compuesto de muchas unidades sencillas pero
conectadas, que se activan al recibir un estimulo desde fuera o
desde otra neurona. A diferencia de los niveles herméticos de
Fodor, donde los conocimientos propios de un nivel superior no
influyen en las decisiones de un nivel inferior del proceso —por
ejemplo, el conocimiento del objetivo de la comunicación no puede
pesar en una decisión tomada acerca de la percepción del léxico—
el modelo en paralelo tiene en cuenta todo tipo de información a
la vez, y considera que precisamente debido a tanta interconexión
de las unidades es como se llega a computar una interpretación
única según la fuerza de las distintas hipótesis que van
surgiendo. Esta interpretación se plasme- en un nuevo estado del
sistema, que “se relaja” al terminar las computaciones, y este
estado representa la salida. Se pasa, así, de estado en estado,
por medio de cortos periodos de procesamiento en paralelo.
Una característica importante del modelo es el hecho de
que la información está representada de manera distribuida
(Hinton, McClelland y Rumelhart, 1986>, y no individualmente en
cada unidad, De esta manera, se consigue activar, aunque de
manera más débil, la información correcta, a pesar de no tener
todos los datos, o de tener algunos datos equivocados, lo cual
concuerda bien con la actuación humana. Recordemos aquí el
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ejemplo de tener una palabra en la punta de la lengua. En el
modelo de McClelland y Rumelhart, los diferentes datos de los que
disponemos activan posibles candidatos, y la acumulación de
información respecto de distintos aspectos de los mismos refuerza
algunas de las hipótesis. Al llegar a tener una activación
suficiente, una de estas hipótesis llega a nuestra conciencia,
donde se acepta como buena, o se rechaza y el proceso continúa.
La información, además, se almacena en las conexiones,
no en las unidades mismas, con lo cual se llega a un dato por
medio de la activación de un conjunto de fuerzas entre ciertas
unidades, y las mismas unidades pueden participar en distintas
representaciones. Sin embargo, quizá lo que más nos interesa aqui
-recordemos que estamos comparando diferentes conceptos del
almacenamiento y manejo de información por la mente, implementado
o no por ordenador— es la ausencia del procesador central y del
control a través de los algoritmos. La consecuencia de esta
independencia, y del modo de almacenar la información en las
conexiones entre unidades, la explican los creadores del modelo:
it means that alinost alí knowledge is implicit in
Ihe structure of the device that carnes out the
task rather than explicit in the atates of the
units themelves. Knowledge is not directly
accessible to interpretation by sorne separate
processor, but it is built into the processor
itself and directly determines the caurse of
processing. It is acquired through the tuning of
connections as these are used in processiflg, rather
than formulated and stored as declarative facts.”
(Hinton, McClelland y Rumelhart, 1986:75-76>
Esta concepción —si la aceptamos como correcta— explica uno de
los mayores problemas con los que nos encontramos al intentar
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estudiar el procesamiento del lenguaje ¿por qué no podemos
llegar a saber qué tipo de reglas gramaticales empleamos? El
mismo Fodor (1990>, ha llegado a aceptar la posibilidad de que en
algún nivel profundo la reglas no existan de una manera
explícita.
Comprobaremos en el Capítulo 171 que el comportamiento
lingtiístico a veces parece apoyar una teoría, y- a veces otra. Y
como todavía no tenemos datos para evaluar las distintas
hipótesis acerca de la mente, es necesario terminar esta sección
sin conclusiones. Al final del siguiente apartado, que trata del
funcionamiento del cerebro, intentaremos extraer las
conclusiones, ya que entonces podremos contrastar las teorías con
los datos.
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1.2. EL CEREBRO Y EL LENGUAJE
1.2.1. Introducción
Si queremos evaluar las distintas teorías que se
proponen explicar los procesos mentales, incluido el que nos
interesa aquí —la comprensión del lenguaje— , no podemos dejar de
lado el procesador : el cerebro. Hemos dicho que no se puede
observar la actividad que tiene lugar entre la entrada —el
mensaje- y el comportamiento, en una situación experimental o de
la vida normal, que indica la comprensión del mismo; por esta
razón se ha aceptado como instrumento de investigación la
simulación por ordenador, ya que la máquina recibe el mensaje
lingilístico, lo analiza, y ofrece pruebas de haberlo
“ -por ejemplo, un resumen. Así, la psicología
funcionalista estudia la cognición sin ocuparse del cerebro como
órgano, considerando, con Fodor y Pylyshyn (1988), que el estudio
de un nivel inferior de la producción del lenguaje no ilumina el
funcionamiento de otro superior, ya que ello equivaldría a
estudiar, por ejemplo, los átomos para llegar a describir una
estructura geográfica. Johnson—Laird (1983:9) es de la misma
opinión, como demuestra la siguiente cita:
“The physical nature <of the brain) places no
constraints on the pattern of thought... any future
themes of the mmd (being> completely expressible
within computational terms”
Esta posición permite la búsqueda de reglas que expliquen el
comportamiento lingUistico, pero se cierra a todo un campo de
conocimiento: la neurolingt~istica
.
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Así opinan algunos investigadores, no sólo del área de
la ciencia cognitiva (por ejemplo Bever, Carroll y Miller, 1984,
McC¡elland y Rumelhart, 1986b>, sino también del de la
neurobiología, desde dónde se formulan críticas acerca de la
exclusión de este tipo de investigaciones (por ejemplo,
Kinsbourne, 1983, Morris, Kaudel y Squire, 1988, Eimas y
Galaburda, 1989, Changeux y Debe-ene, 1989>. Tal exclusión ha
ocurrido, quizá, porque la metáfora del ordenador se ha
convertido en tina manera de pensar y ha llegado a apodere-rse de
la Identidad del objeto de la comparación —el cerebro. O bien
porque, aunque el cerebro no está del Lodo olvidado, sí ha sido
relegado a un único nivel neurológico, que representa el hasdware
en cl cual funcionan los programas linguísticoa primero el nivel
sintáctico y luego el semántico. Esta orientación, muy aceptada
entre los que trabajan en ciencia cognitiva, presenta un problema
antiguo: si pensamos que existe un nivel algorítmico, tenemos que
explicar rna~ hace el programa y lo inste-la en nuestro cerebro,
problema para el que ya hemos visto propuesta alguna solución.
Antes de pasar a argumentar nuestra postura —la de que
es necesario saber cómo funciona el cerebro (aunque sólo sea de
manera muy general) para acercarnos al proceso de comprensión del
lenguaje- en una descripción de las diferencias más destacadas
entre el procesador humano y el ordenador, hay que mencionar dom
posibles fuentes de debate. Una es la antigua polémica entre el
materialismo y el dualismo, A este respecto, parece que todos los
científicos de la cognición consideran que existe para cada
estado mental un reflejo físico en el estado del cerebro, con lo
cual estudiar este órgano cobra importancia. El otro debate se
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centra en la acusación de reduccionismo, de relegar los complejos
procesos de la cognición a estados de las células neuronales. Sin
embargo, también se puede afirmar lo contrario -que no se trata
de una reducción, sino de una r~gsnst rug~JLgu desde el
funcionamiento del cerebro hasta su reflejo cognitivo. Una última
objeción a estos trabajos puede surgir del temor a una postura
determinista, puesto que el desarrollo del cerebro está
controlado genéticamente. Veremos lo que contestan los
investigadores en neurobiología.
El cerebro humano no es una red, como antiguamente se
pensaba (fue Ramón y Cajal quien desmintió esta hipótesis); sólo
es así en los organismos primitivos. Estos tienen las
interconexiones del sistema nervioso cerradas y no admiten la
posibilidad <le crear nuevas interconexiones. Por lo tanto, no
tienen la capacidad de elección de sus acciones, sino que
reaccionan de una manera predeterminada por la estructura de su
sistema nervioso. Nosotros, sin embargo, tenemos la posibilidad
de evaluar distintas acciones posibles, y de tomar una decisión
basada en el resultado de integrar mucha información procedente
de diferentes fuentes.
Nuestro cerebro es producto de la genética y por ello
tiene de una parte, las características de la especie —mediante
las cuales tenemos, por ejemplo, la capacidad de distinguir
colores o comunicar empleando el lenguaje- y, de otra, las
características propias del Individuo, ya que la arquitectura
cerebral evoluciona dentro unas pasibilidades que están
genéticamente determinadas (Elmas y Galaburda, 1989). El mayor
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1desarrollo del cerebro tiene lugar antes de nacer, y luego en el
primer año de vida, cuando empieza a influir el contacto con el
medio ambiente, pero no cesan de formarse nuevas configuraciones
de conexiones entre las células hasta la muerte (si bien es
cierto que en la época de la madurez y la vejez los cambios son
menores>. Hay un acuerdo general en que las variaciones en ‘la
estructura general y en las conexiones entre las neuronas
influyen en el funcionamiento del cerebro de cada persona.
Veremos más adelante algunos ejemplos del almacenamiento y
producción o comprensión del lenguaje que apoyan esta tesis. En
definitiva, nuestro cerebro se configure- dentro de unos
parámetros y está influido por la interacción con el medio. De
esta manera, de una gama de posibilidades resulta una estructura
única para cada individuo (Neisser, 1983:129>.
1.2.2. Diferencias entre el cerebro y el ordenador
Cuando comparamos el funcionamiento del cerebro con el
del ordenador digital, saltan a la vista varias diferencias que
tienen implicaciones para el estudio del lenguaje. Primero
veremos una diferencia estructural, a saber, la que existe entre
el número de elementos capaces de mandar un mensaje. En este
sentido, el ordenador, aunque cada vez tiene más capacidad,
difícilmente puede compararse con el cerebro, donde la unidad a
considerar no es la neurona sino el punto desde el cual se manda
el mensaje, la sinapsis, cifrada en unos cien billones de puntos
emisores y receptores (Hubel 1979:10, Limas y Galaburda,
1989: 13). Este dato tiene importantes consecuencias funcionales,
puesto que proporciona al cerebro unas posibilidades de acción
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muy distintas de las del ordenador. De hecho, en esta diferencia
se ha inspirado el grupo de Rumelhart y McClelland (1986>, porque
en ella está la clave que explica otro dato que parece
parado~ico: la lentitud de activación del cerebro en comparación
con la rapidez del ordenador. Una consecuencia de esta
“lÁmitación” humana es la imposibilidad de que nuestra
comprensión de un mensaje lingúistico (que necesita una
integración compleja de información procedente de varias fuentes
y conducida al cerebro por más de un sentido) dependa de una
serie de pasos controlados secuencialmente por una unidad
central, como ocurre en el ordenador convencional. Si fuera así,
no podríamos manejar tanta información desde fuera y desde dentro
(leí cerebro en el tiempo que, de hecho, necesitamos para generar
una respuesta a un mensaje o reaccionar con el sistema motor. En
cuanto a la activación de las neuronas, a diferencia de lo que
ocurre en el ordenador, ésta se consigue por medio no sólo de
impulsos eléctricos, que en el cerebro son de diferentes fuerzas,
sino que también tienen lugar intercambios químicos. El proceso
está además influido por el estado hormonal y el riego sanguíneo.
Es decir, el simple todo o nada de la activación de un lIS en el
ordenador tiene poco parecido con latransmisión de información
entre las neuronas. Es preciso tener esto en cuenta al comparar
los modos de funcionamiento de los dos sistemas. Como apunta
Perkel (1988:11), una neurona no es:
“a binary logical switch located at a point, but
rather . * . a large difrerentiated and labile
system, strongly dependent en the kinetics of’
chemical systems.”
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Un tercer punto donde se rompe la comparación es
fundamental para el ordenador, ya que éste se concibe
precisamente como un mecanismo que recibe información y la
procesa. Parece que el cerebro genera distintas hipótesis acerca
del mundo, y las contrasta, a continuación, con éste; no está
nunca en una posición pasiva esperando recibir algún estimulo del
exterior. En palabras de Changeux y Dehaene (1989:73), el
cerebro es “a generator of variationa” y no un sistema de
entradas y salidas,
Nos detendremos brevemente en el nivel de la neurona,
reconociendo con estos autores (Changeux y Dehaene, 1989:68) que:
“..nerve celís are the building blocks of cognitive
architectures, and as such they exert severe
constraints on the coding of mental
representations, on the coinputatiofls acceseible to
these representations, and mi the modularities of
storage and retrieval.”
Aunque sería simplista argumentar una equivalencia o reflejo
directo de la actividad neuronal y la cognitiva, a la hora de
apreciar el significado de los efectos de las lesiones cerebrales
en el lenguaje —que nos interesan por lo que nos dicen de la
organización de los procesos lingtiisticos— deberíamos tener
presentes algunas características de esta célula especializada.
También el conocimiento de su manera de funcionar sirve para
recalcar la diferencia entre este elemento básico y el bit del
ordenador,
Nuestro cerebro está compuesta por unos cien mil
millones de neuronas <Hubel, 1979:9>, típicamente formadas por
una fibra principal, el ax6n, que termina en muchas
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ramificaciones, a través de cuyas terminaciones las neuronas se
comunican mediante la sinapsis, un mensaje básicamente químico,
disparado por la actividad eléctrica de la neurona. De esta
manera, una neurona puede transmitir información desde muchos
puntos -entre mil y diez mil— y recibir, normalmente en las
ramificaciones que rodea el cuerpo de la célula, otros mil
mensajes <Stevens, 1979). Como se puede apreciar en la Figura 2
(Stevens,1979:24), dada la extensión del axón no sólo se conecta
con las neuronas cercanas.
Figura 2
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Un dato importante para nuestro intento de evaluar los
modelos de procesamiento del lenguaje es el hecho de que es en la
neurona donde tienen lugar las primeras computaciones. Hemos
dicho que la neurona puede recibir tinos mil mensajes. Estos
mensajes serán de diferente fuerza y se dividirán entre los que
activan y los que inhiben una respuesta en forma de descarga
eléctrica y química. La célula combina las distintas fuerzas, las
promedia y, si el resultado de la operación matemática llega al
itmbral necesario, dispara, mandando un mensaje a otra neurona
(Stevens, 1979>. Es decir, la misma neurona es un pequeño
procesador de información autónomo —no está controlada por ningún
otro nivel. Es evidente que el modelo conexionista intenta
reflejar este dato clave.
1.2.3. Las áreas del cerebro y el lenguaje
La descripción de la neurona, y las diferencias entre
ella y el elemento básico del ordenador, nos lleva a considerar
la organización y funcionamiento del cerebro, aunque sólo sea en
rasgos generales y teniendo en cuenta nuestro interés especifico.
Antiguamente se creía que, al igual que ocurre con los miembros
del cuerpo, el cerebro era simétrico, y que los dos hemisferios
tenían la misma función. Sin embargo, no tardó en descubrirse en
el estudio anatómico del cerebro humano que un hemisferio,
generalmente el izquierdo, era más grande que el otro, y que las
ondulaciones que forman las zonas que lo componen no se repetían
exactamente. Hoy se sabe que las diferencias en el tamaño de las
distintas áreas reflejan el tamaño de las células que las
componen, y parece que diferentes células están especializadas en
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distintos tipos de computaciones, lo cual implica diferencias
funcionales (Geschwind, 1979:137). Dado el alto nivel de
intercomunicación entre los dos hemisferios y entre las áreas del
cerebro -recordemos que, aunque no es frecuente, el axón de la
neurona puede tener hasta un metro— y dadas también las posibles
diferencias individuales en la configuración cerebral, es muV
difícil precisar qué sistema de células interviene en un
determinado proceso. Sin embargo, desde hace un siglo se han
conocido grosso po4~, las especializaciones de cada hemisferio y
de ciertas áreas del cerebro.
Estudios recientes han supuesto enormes avance.s en
cuanto al conocimiento de distintos aspectos del cerebro, y han
descubierto que la especialización por zonas es mucho mayor de
lo que se habla sospechado. Existen áreas, por ejemplo, en las
que tienen lugar diferentes aspectos del procesamiento y
producción del lenguaje, de la visión, del control del aparato
motor, de la percepción y expresión de los sentimientos. Una
ilustración del nivel de especialización de las neuronas es el
descubrimento de una pequeña zona en el cerebro humano que se
dedica a reconocer las caras de las personas (Geschwind,
1979:128), y en el cerebro de los pájaros, una zona para el
aprendizaje y memorización de sus cantos (Changeux y Dehaene,
1989:94). Veremos lo que algunos de estos estudios nos pueden
enseñar acerca de los procesos lingtilsticos y, en concreto,
acerca de la comprensión del lenguaje.
La existencia de diferentes tipos de afasias, o
disfasias, nos indica que una parte de las funciones lingtllsticas
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puede resultar afectada mientras que otras no. En la afasia
motora, por ejemplo, es posible que un paciente reconozca que
existen errores lingUisticos aunque no pueda hablar ni escribir,
lo cual sugiere que el daño está localizado en la parte del
cerebro que controla los movimientos de los órganos fonológicos,
o en la conexión entre esta zona y las del lenguaje. En el caso
de la afasia receptiva, se pierde la capacidad para comprender el
lenguaje hablado o escrito, ya que está dañada la zona de la
memoria auditiva lingtiística. En la dislexia, es el área de los
símbolos gráficos la afectada.
Aunque en principio podemos aprender bastante de estos
diferentes casos, y otros muchos que se han documentado, hay que
tener en cuenta otras dificultades para localizar una zona
específica del cerebro como responsable de un problema, aparte
del gran nivel de interconexión que se da en las neuronas. Una de
esas dificultades puede proceder del origen de la lesión que
causa la disfunción lingdistica. Muy frecuentemente, los
problemas resultan de infartos o tumores cerebrales, que afectan
al funcionamiento de un área considerable y no podemos, por
tanto, considerar que la zona dañada es la única responsable de
los síntomas que estudiamos <Gazzaniga, Eteen y Volpe, 1979,
Eimas y Galaburda, 1989>. Además, como nos advierten los que
investigan en este área, el propio cerebro reacciona frente a
diferentes tipos de lesiones para suplir parcial o completamente
la función dañada, con lo cual puede que a veces los fenómenos
observados resulten en parte de este esfuerzo del organismo por
recuperarse *
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Otras dificultades residen en los métodos de estudio.
Las intervenciones quirúrgicas se pueden aprovechar para
investigar las reacciones de las neuronas en distintas partes del
cerebro, pero el tiempo de estudio es muy limitado. Los trabajos
con grabaciones electroencefalográficas de la actividad eléctrica
producida en el cerebro como respuesta a un estimulo, aunque no
son peligrosas, no localizan con suficiente exactitud la fuente
de la reacción. Además, si la reacción es débil, puede que no
llegue a registrarse, por lo que la ausencia de datos no
necesariamente significa que no haya habido reacción neuronal.
Sin embargo, estos tipos de trabajo, y otros que miden la
afluencia de la sangre a una zona activa, están considerados de
gran valor para la investigación neurolingiiística, a condición de
que, como en cualquier trabajo experimental, seamos conscientes
de todos los factores que pueden afectar los resultados. Como no
nos interesa la localización específica tanto como el hecho de
que existan ciertos sub—procesos, pasemos a considerar lo que
indican los resultados de estos trabajos acerca de los procesos
í i ng Uisticos.
Un primer descubrimiento, ya mencionado, fue el de la
especialización por hemisferios; en concreto, el izquierdo
dominaría en las tareas lingilisticas, especialmente en los
diestros, Aunque ahora se piensa que en los zurdos no se
intercambia por completo el control del lenguaje, el hecho de
tener a zurdos en la familia influye en la distribución de las
funciones lingUisticas (Geschwind, 1979). En los diestros, el
daño al hemisferio derecho causa disfunciones cognitivas, como la
incapacidad de reconocer y de expresar la emoción en la
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entonación de la frase, o de seguir los pasos de interencia
necesarios para comprender un chiste o el significado de un
relato. Sin embargo, las funciones centrales, sintácticas y
semanticas, siguen normales. Este dato es interesante dada la
importancia de las inferencias en la comprensión del lenguaje.
Las lesiones en ciertas zonas del hemisferio izquierdo
son las que suelen tener repercusiones en el lenguaje, y se puede
distinguir entre las que afectan a la sintaxis y las que afectan
a la semántica, En los casos en los que el paciente tiene dañada
el área que controla la sintaxis, los problemas de producción
provocan generalmente la omisión y sustitución de los elementos
funcionales y la incapacidad para manejar los afijos. ~n (1)
reproducimos un ejemplo, tomado de Funnel y Allport <1987:369),
de la producción lingilística de un paciente, para que el lector
pueda apreciar el efecto de esta clase de afasia en el habla.
Después, en <2), se puede contrastar el texto con la producción
de un paciente que ha perdido el control del acceso al
significado. Ambos pacientes intentan describir un cuadro en el
que se ve cómo un niño, que está a punto de caerse de un
taburete, intenta pasar a su hermana una galleta que acaba de
robar de un bote en un armario alto. Su madre está de espaldas,
delante del fregadero del que rebosa el agua:
(1) “Water...man .. . no..,woman ,..ch.ild, no man,
and girE.. cupboard... man ... falling •..jar
,..cakes ,,. head ... face ... window ... tap.”
Se ha sugerido que los pacientes afAsicos no pueden
reconocer las palabras y morfemas funcionales —se han descrito
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casos de pacientes que al leer en voz alta simplemente no los
pronunciaban— o bien que, aun si son capaces de reconocerlos, no
pueden acceder a la información que aportan sobre las relaciones
gramaticales (Caplan 1987:292), Por ejemplo, en diferentes
estudios se ha encontrado incapacidad de los pacientes para
utilizar la información sintáctica necesaria para asignar
correctamente un modificador a un sustantivo, y para reconocer
los papeles semánticos de agente, objetivo y receptor. Estos
pacientes parecen reconocer una estructura simple de agente +
2
proceso + objetivo , que utilizan para interpretar grupos de
sustantivos y verbos, sin reparar en los indicadores gramaticales
de los papeles semánticos y de dependencia. De esta manera,
entienden correctamente las oraciones activas sencillas y las
oraciones con relativas de sujeto , pero fallan, aunque no
sistemáticamente, en las oraciones pasivas y en las estructuras
en las que es necesario tomar una decisión basada en la gramática
para emparejar los sujetos con sus verbos respectivos. Parece, en
conclusión, que estos pacientes utilizan la semántica para suplir
en lo posible el papel de la sintaxis> y sus fracasos son una
indicación de adónde nos lleva esta estrategia, si pensamos en
los modelos computerizados de la comprensión con una fuerte base
semántica y situacional. A la vez, nos indican también cuánta
información sobre los papeles semánticos tenemos almacenada con
la entrada léxica.
Los daños a otra zona especializada en el lenguaje
pueden afectar especialmente a la semántica, y dan como resultado
una producción fluida de palabras organizadas en estructuras
sintácticas pero sin sentido. Veamos un ejemplo de otro paciente
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de Funnel y Allport (1987:369>:
(2>
“Well, it’s a, it’s a ... place and it’s a g—girl
and a boy... and thy’ve got obviously somnething
which is made .. sorne made, made, made. Well, it’s
just beginning to go and be rather unpleasant ...
um . . . and this is -mm- the . . this ½ the wonian,
and she’s put putting sorne stuffl and the . . . it’s
it’s . . . that’s being really too big t to do,
and nobody seems ta have got anything there at ah
at alí, and er it’s . . . I’m rather surprised at
that, but there you are. This, this . .. er this
stuff, this . . . is coming. they were both being one
and another .. . er put here and er . . . um um . . 1
suppose the idea is that the . . . er two people
should be fairly goad . .. but 1 think iVa going to
go somewhere; aud as 1 say it’s down again
Let s see what else has gone . er ... The the
this is just . •. 1 don’t know how ahe did, how they
did this, but it must have been fairly hard when
they did it and er ... 1 think there isn’t y very
much there, 1 think,”
Se cree que este tipo de paciente tiene una lesión que les impide
conectar el signo con su referente, lo cual se aprecia claramente
en este texto. Lo que aquí nos interesa de la existencia de casos
de esta clase es la confirmación que ofrecen de la separación
entre el nivel semántico y el sintáctico, con todo lo que esto
implica para el modelo de procesamiento.
Finalmente, un dato muy significativo para nuestro
trabajo fue descubierto por un estudio de la actividad eléctrica
producida durante el proceso de la comprensión de una oración. Se
registraron mayores ondas positivas, y más tardías,, en las
palabras informativas que en las que eran redundantes, la cual
sugiere mayor actividad en su procesamiento. Además de estos
indicios de comprensión de la semántica, resultó que las palabras
con las que se cerraba la oración producían los mayores reflejos
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de actividad cerebral. Este fenómeno se ha interpretado como un
indicio de cierre sintáctico <svntactic closure) (Friedman et
al., 1975, citado por Caplan, 1987:415>. Volveremos a estos
datos en el Capítulo II, donde tratamos los subprocesos de la
lectura en detalle. Antes, sin embargo, veamos lo que el estudio
del cerebro y sus disfunciones nos indican sobre los procesos
cognitivos implicados en la lectura.
1.2.4. La lectura desde la perspectiva neuronal
El estudio de la dislexia nos proporciona información
sobre [a lectura como proceso y la manera de acceder a los
significados, además de algunos datos acerca de la organización
de la memoria semántica. Se han distinguido dos tipos de
dislexia, uno superficial que afecta a la forma fonológica que el
paciente produce, y otro profundo (Caplan, 1987>. En el caso de
la dislexia superficial, está afectada la capacidad de llegar
directamente desde la forma escrita a la forma fonológica. El
paciente generalmente utiliza una regularización de la
correspondencia grafeina-fonema, y en el caso de palabras
inventadas, pronuncia una palabra que se parezca fonéticamente y
que exista. En la dislexia profunda, sin embargo, parece que se
llega directamente a la memoria semántica, sin reparar en los
posibles sonidos que pueden corresponder a los grafemas que se
perciben, ya que el paciente sustituye frecuentemente un
sinónimo, como, por ejemplo, “play” en vez de “act’ o “shut” en
vez de “close”. La producción, en un caso, de “ en vez
de “Krushchev” nos ofrece una indicación acerca de cómo están
interconectados los conceptos en la memoria (Karshall y Newcombe,
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1973, citado por Caplan, 1987:248>.
Por lo que se refiere a la lectura, una pregunta que
nos interesa mucho desde el punto de vista de la pedagogía de una
lengua extranjera es si interviene la representación fonológica
de la palabra o no. Algunas lesiones interrumpen la conexión
entre los sistemas implicados en el lenguaje auditivo y el
escrito y tiene como resultado cierto grado de dificultad en la
lectura, aunque el lenguaje hablado y ita comprensión auditiva sea
normal. Síntomas como éstos han llevado a pensar que para acceder
a la representación del significado, se necesita activar una
imagen fonológica de la palabra, a partir de la imagen visual
<Geschwind 1979:132, Gazzaníga, Steen y Volpe 1979:183>.
Sin embargo es más probable que existan diferentes
rutas para llegar al significado, según el objetivo de la
lectura, la dificultad del texto y la capacidad del lector. Se
cree que, en aquellos casos en los que el lector necesita guardar
parte del texto en la memoria activa para poder procesarlo,
utiliza la forma auditiva como soporte. A este respecto, hay que
mencionar que es frecuente que los niños cuyo cociente intelecual
es normal, pero que muestran dificultades con la lectura, suelen
tener poca capacidad de memoria a corto plazo (Baddeley,
1988:179). Los buenos lectores, sin embargo, pueden prescindir
del paso auditivo, a no ser que aparezca una palabra que no
reconocen <Montgomery, 1990:21>. Tal y como demuestra un
experimento que indica la utilización de la vía directa al
significado en la lectura (Posner et al. 1988>, la presentación
oral de las palabras activa la zona auditiva y la parte del
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cerebro asociada con el lenguaje, mientras que durante la lectura
el área auditiva no influye, a no ser que se le pida al sujeto
información fonológica -por ejemplo, si las palabras que lee
forman rima. También es interesante señalar el resultado de unos
experimentos recogidos por Hontgomery (1990:21>: que la lectura
de tinas palabras en una lengua extranjera sí necesitan la forma
fonolc5gica. Volveremos sobre esta cuestión en la Sección 2.1.,
Finalmente resumimos aquí algunas implicaciones para
nuestro estudio de la comprensión lectora. Se comprueba, por una
parte, ].a separación de los niveles de procesamiento de la
semantica y la sintaxis en la producción y comprension del
mensaje. Se demuestra también que la capacidad de inferencia, tan
importante en la comprensión del lenguaje, está radicada en el
hemsiferio derecho, y por lo tanto es independiente de los
procesos centrales lingilísticos, como lo es también la expresión
y comprensión de la afectividad, un aspecto importante de la
cognición que rara vez se tiene en cuenta.
1.2.5. La organización de la memoria en el cerebro
Nos interesa aquí recoger lo que estos estudios
experimentales nos pueden decir acerca de la organización de la
memoria, ya que debemos contrastar esta información con los
modelos que vimos en la sección 1.1.. La ¡nnmarj.A icónica
propuesta, que manda la imagen visual, sonora, etcétera
(dependiendo de cuál sea el sentido receptor> a la memoria a
corto plazo, no es del todo exacto, puesto que se sabe que el
receptor de la información sensorial la procesa antes de
transmitirla al cerebro. En los añas 40, HcCulloch y Pitts
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(1943, citados por Perkel, 1968:9> demostraron que la retina de
la rana analiza e interpreta la información visual antes de
transmitirla al cerebro, y más tarde se comprobé que lo mismo
ocurre con todos los sentidos.
Se piensa que la memoria ~ ~ nThzsa se diferencia
topológicamente de la memoria a largo plazo, ya que una lesión
puede afectar a una u otra memoria. También se ha descubierto que
la memoria a corto plazo se emplea para procesar la información,
y que no sólo la almacena, ya que, aunque esté ocupada con una
serie de datos, es capaz de llevar a cabo una tarea que ocupa
espacio en la memoria y necesita atención. Baddeley (1988)
considera necesaria una subdivisión dentro de la memoria a corto
plazo, o memoria activa, para explicar esta capacidad. Su modelo
tiene, en consecuencia, un sistema de control de la atención, que
se ocupa de la planificación y seguimiento del comportamiento, y
dos subsistemnas que almacenan la información que se está
procesando. Uno se ocupa de la información con forma lingdistica,
y el otro de la que tiene forma visual. Es interesante el hecho
de que este psicólogo considere el código fonológico como soporte
para la información lingUistica durante el procesamiento. Veremos
la implicación de este dato en la Sección 2.1..
En cuanto a la transferencia cj~ £4 ifgtmn~i4n a la
!nemoria a~ largo P2AZQ. parece que intervienen en su
estabilización una serie de procesos de diferentes clases. Uno de
ellos es de tipo químico y se ha llegado a conocer cuando se han
descubierto ciertas proteínas que son necesarias para que se fije
la información (Morris, Kandel y Squire, 1988>. También es
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probable que tengan lugar cambios morfológicos en los que
interviene el estado de la sinapsis. Se piensa, además, que la
transferencia de datos a la memoria a largo plazo implica un
cambio t,opológico. Veremos ahora que la activación de diferentes
datos en la memoria indica el área en la que se encuentran
localizados.
Por lo que respecta a la organización de la memoria a
largo plazo, recordemos que los modelos para ordenador sugieren
que existen distinciones relevantes entre la m~mQrTh jeclarativa
y la procedimenSAj. por una parte, y entre la memoria semántica y
la episódica por otra. Los estudios de las atasias apoyan la
primera distinción, ya que describen casos de pacientes que
superaron pruebas de memoria procedimental a la vez que no eran
capaces de llevar a cabo tareas que utilizaban información de
t.ipo declarativo. Se sabe, además, que diferentes zonas del
cerebro intervienen en los dos tipos de memoria. Para el
aprendizaje procedimental parece importante el cerebelo y la base
del cerebr. Este tipo de aprendizaje efectua cambios en el
comportamiento en los que interviene el sistema motor mientras
que el aprendizaje declarativo consigue almacenar información y
datos específicos que se pueden emplear para hacer inferencias.
Los estudios, por otra parte, no consideran que exista
una diferencia significativa entre la mgmauA n.a4nflQfl, que
refleja el conocimiento general que tenemos del mundo, y los
datos que nuestra experiencia y periodos de aprendizaje formal
nos han dejado, y la g¡~jgQri4 ~2i~5IiQa~ como en cierto momento se
propuso. Se considera, por el contrario, que la memoria semántica
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es el resultado de un proceso de generalización a partir de
muchos episodios (Baddeley, 1988:180>.
Las investigaciones que se basan en medir la actividad
eléctrica producida al escuchar diferentes oraciones <Brown et
al., 1973 y 1976. citados por Caplan, 1987> nos dan algunas
pistas interesantes acerca de la localización de los conceptos.
En efecto, parece que los homófonos utilizados en contextos que
distinguen claramente el significado, producen ondas de actividad
eléctrica distintas, y en diferentes partes del cerebro, aunque
dentro del área relacionada con cl procesamiento del significado
(la parte anterior del hemisferio izquierdo). Ejemplos como (3> y
(4> o (5> y (6> (Brown1 Harsh y Smith, 1973 y 1976, citados por
Caplan, 1987:414>:
<3) Sit by the Vire
(4> Ready, sim, fire!
(5> A pretty rose
<6> The boatman rows
demostraron que se emplean distintos grupas de neuronas en el
procesamiento de los diferentes significados. En otro
experimento <Brown y Lehmann, 1979, citado por Caplan, 1987:414>,
este grupo de investigadores consiguieron resultados parecidos
cuando se requirió de los mismos sujetos proporcionaran el
contexto adecuado para un estímulo que, sin él, resultaría
ambiguo. Los sujetos tenían que pensar en un sentido de un
homófono, por ejemplo C7) o (8), y escucharon (9>:
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(7 > The horse was led
<8> The metal was lead
(9) It was
Parece, además, que no sólo los diferentes significados
se encuentran en distintos grupos de neuronas, sino que la
memoria semántica está organizada por módulos de significados, ya
que tenemos historias de afasias que afectan solamente a ciertos
campos semánticos, Existen casos de pacientes que no recuerdan, o
han perdido el acceso a los nombres de, por ejemplo, los seres
vivos, las cosas comestibles, o las cosas inanimadas. <Baddeley,
1988:180>. Algunos estudios de la afluencia de la sangre en el
cerebro también indican que diferentes categorías semánticas
están almacenadas en distintas zonas <Changeux y Dehaene,
1989:92), Se piensa que los campos semánticos existentes tienen
que ver además con la manera en la que se han aprendido las
palabras, es decir, con los sentidos que han intervenido en la
experiencia del aprendizaje.
En este ámbito es muy interesante también para nuestro
estudio el hecho de que ciertos experimentos durante las
operaciones de cirugía cerebral, que simularon pequeñas lesiones
durante cortos periodos de tiempo, han demostrado que, en los
bilinglies y políglotas, las distintas lenguas están localizadas
en diferentes partes del cerebro, dentro del área global del
lenguaje. A este respecto, proporcionan otro dato pertinente para
el aprendizaje: cuando hay una lengua que se conoce peor que
otra, la peor se encuentra en una zona más dispersa del cerebro,
y no está tan organizada su representación en la memoria como
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lo está la que mejor se conoce.
1.2.6. Conclusiones
Lo que esta perspectiva biológica nos ofrece son datos
relativos a la división en subprocesos de algunos aspectos de la
comprensión o generación del lenguaje. Esta información
proviene, por una parte, de estudios de lesiones cerebrales y
afasias, que han perturbado la fonología, la percepción visual
del lenguaje, la sintaxis o la semántica, y por otra, de técnicas
que miden la actividad neuronal en las distintas zonas del
cerebro, Las investigaciones confirman que se pueden localizar
con mucha exactitud áreas especializadas no sólo en el lenguaje
sino incluso en un aspecto específico del mismo. A este respecto,
hay que aclarar que:
1, No es tan importante la localización en un individuo de un
proceso, sino el hecho de que en ciertas partes del cerebro las
células son capaces de intervenir en distintos tipos de
computaciones.
2. En una línea curva trazada de delante hacia atrás, bordeando
el lóbulo temporal, se encuentran células especialmente adecuadas
para las computaciones implicadas en los procesos lingúleticas
centrales.
3. En esta línea, se pueden localizar los diferentes centros
asociados con los subprocesos del lenguaje,
Los datos recopilados en esta sección resultan muy
importantes para nuestro intento de evaluar las teorías o modelos
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de la comprensión comentados en la sección anterior, ya que
apoyan en cierta medida la propuesta modular por un lado, y el
procesamiento en paralelo, o conexionismo, por otro.
Curiosamente, tanto la teoría de las facultades
psicológicas, en la que se basa la propuesta modular —que remonta
a los principios de la psicología como disciplina autónoma, y que
tenía muy poca aceptación hasta
procesamiento
l4cCulloch), r
antigua. Sin
vuelta atrás.
frecuencia en
vigente, aunq
antecedentes,
novedades. En
la neurobiolog
hace poco— como la del
en paralelo (sugerido en los años 40 por
epresentan dos casos del retorno a una teoría
embargo, esto no significa de ninguna manera una
De hecho, cuando, como ocurre con bastante
la ciencia, una teoría vuelve a considerarse
ue se la reconoce y se puede indicar cuáles son sus
también encontramos que se han incorporado muchas
el caso que nos interesa, los recientes avances de
la ofrecen bastantes pruebas indicativas de que la
modularidad en el cerebro es mayor de lo que se ha sospechado. Y
a la vez, tanto el estudio fisiológico como el estudio funcional
del cerebro indican la necesidad de aceptar el modelo del
procesamiento en paralelo como una de sus maneras de operación.
Se han registrado seria críticas contra el
procesamiento en paralelo, pero no se puede negar que hasta ahora
este modelo ha tenido cierto éxito, ya que ha logrado explicar
diferentes fenómenos psicológicos en una teoría unificada. Con el
conexionismo los investigadores han conseguido representar de una
manera convincente algunos aspectos del lenguaje y del
aprendizaje, como, por ejemplo, la adquisición y disolución de
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las conexiones entre elementos léxicos (Eimas y Galaburda 1989:13
y sigs.), y Las conjugaciones de los verbos (Rurnelhart y
McClelland 1986a). Además, han llegado a replicar la reacción
del cerebro frente a una lesión, y su comportamiento con datos
incompletos o parcialmente incorrectos, algo imposible en los
modelos convencionales.
Por lo que respecta a las críticas de este modelo,
podríamos citar, entre otras, las siguientes:
1. Se echa en falta la representación de las reglas sintácticas,
que, a pesar de su carácter procedimental e inaccesible, tienen
que existir( Fodor y Pylyshyn, 1988, Changeux y Dehaene, 1989>.
2. Se considera que estos modelos deben incluir las disposiciones
innatas, Es decir, deben reflejar la influencia que tiene la
herencia filogenética en la estructuración y funcionamiento del
cerebro con respecto a las posibilidades cognitivas de la especie
3
humana (Eimas y Galaburda, 1989).
3, Incluso los modelos conexionístas más avanzados son tan
simples como el cerebro de un invertebrado <Changeux y Dehaene,
1989:68).
En cuanto al tercer punto, nos gustaría añadir un
comentario. Si es así, y estos modelos se parecen al cerebro de
un gusano, no resulta sorprendente que no se haya conseguido
todavía que aprendan los verbos correctamente. Hay que reconocer
que es un verdadero reto el intentar reproducir en el nivel
neuronal el complejo proceso de la comprensión del lenguaje, que
implica el acceso a una elevada cantidad de información
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almacenada.
No sería sorprendente que se descubriera que el cerebro
humano emplea distintas maneras de procesamiento, según el nivel
en el que trabaja y dependiendo de la tarea que se va a realizar.
De hecho, se ha sugerido que aunque gran parte de la actividad
cerebral es inconsciente, y probablemente tiene lugar en
paralelo, el pensamiento consciente, que incorpora la atención y
los objetivos que se desean conseguir, parece controlado de
manera secuencial, Podría ser, entonces, que los modelos que
incorporasen los dos tipos de procesamiento llegaran a tener
muchísima capacidad computacional (Caplan, 1987:461). Seria
posible, pues, que la computación en paralelo tuviera lugar en
unos módulos lingiXísticos, y que el control de la atención y
planificación en la memoria activa fuera secuencial. Es lógico
que el cerebro incorpore algún tipo de combinación de los dos
tipos de procesamiento. Lo que no parece probable, según los
estudios del cerebro, es que todas las neuronas participen en
todo tipo de computación.
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1.3. LOS CONCEPTOS Y SU REPRESENTACION
1.3.1. Introducción
Un problema para la comprensión del lenguaje que ha
motivado múliples investigaciones en los últimos veinte anos es
la representación y organización de los conocimientos en la
memoria a largo plazo. Cuando consideramos el proceso de la
lectura, lo primero que nos parece obvio es que necesitamos
acceder a los conceptos representados mediante los elementos
funcionales y léxicos que encontramos. Para abordar este tema nos
tenemos que hacer una pregunta milenaria ¿qué son los
significados y cómo están representados en la mente? Esta
pregunta abre la puerta a cuestiones filosóficas: ¿son los
significados construcciones mentales impuestos por el hombre al
mundo o están determinados por la naturaleza del mundo y existen
independientemente? Pese a que aquí no podemos ocuparnos de
ellas, consideraremos brevemente algunas teorías psicológicas
sobre los conceptos. Este camino nos permitirá no sólo aclarar
algunas nnciones teóricas, sino también nos ayudará a entender
los procesos supuestos en la comprensión del significado.
Tales teorías suelen limitarse a estudiar el
significado de los nombres concretos y emplean una forma
simplificada de representación proposicional de la información,
ya que se ha pensado que los datos se almacenan en la memoria de
esta manera. Hay razones experimentales e intuitivas para
creerlo. Van Dijk y Kintsch (1983:38 y sigs.) y Garnham
<1986:146> citan diferentes trabajos experimentales que apoyan la
realidad psicológica de las proposiciones. Y un ejemplo de la
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vida normal es el hecho de que cuando estamos intentando recordar
una frase, el acceder a una parte de ella parece disparar el
recuerdo del resto. También, en el teatro, el apuntador consigue,
al susurrarle una parte de una proposición, que el actor se
acuerde del resto. Esto parece indicar que la proposición se
almacena en un bloque. En algunas teorías, las proposiciones
representan información acerca de los participantes de forma
independiente, de manera que la oración (10> sería representada
por dos proposiciones (11) y (12):
(10) The small boy can walk.
(11) SHALL X
(12) WALK X
Aunque se almacenen los conceptos juntos, hay que
recordar que lo que no se sabe -porque no se distingue en los
experimentos— es si realmente la representación es proposicional
o corresponde a parte del modelo mental de la situacion. Esta
cuestión se tratará en la Sección 2.4..
Antes, como hemos dicho, veremos algunas maneras de
representar el significado de las palabras, puesto que tienen que
ver con un aspecto importante de la comprensión de un texto.
Naturalmente, esta sección no pretende un resumen exhaustivo del
campo. Nuestro objetivo es simplemente conectar el trabajo en
esta área con lo que se conoce del funcionamiento lingiUstico del
cerebro, por una parte, y el trabajo teórico y experimental sobre
los procesos de la lectura, por otra <Capítulo II). Por ello, no
describiremos los cambios que han sufrido estas teorías durante
50
su desarollo, ni las diferencias de opinión que pueden existir
dentro de una teoría concreta, sino las líneas generales de cada
una.
1.3,2. Los rasgos semánticos
Una línea de pensamiento que ha tenido mucha influencia
en esta área de estudio es la que considera que los conceptos
están formados por conjuntos de propiedades y que dentro de un
campo semántico contrastan entre sí por la presencia o ausencia
de ciertos rasgos. Diferentes versiones de la teoría han sido
sometidas a experimentación por psicólogos y han sido
aprovechadas por la inteligencia artificial, ya que permiten una
representación jerarquizada en el ordenador en forma de
proposiciones.
La teoría de los primitivos semánticos (atomic conce~ts
o semantic markers, Katz y Fodor, t963) propone que un
componente de nuestra capacidad de comprender es un diccionario
en el que se descompone el léxico en elementos de significado más
básicos, considerados universales, del tipo animado/inanimado o
macho/hembra. De esta manera, habrá definiciones mentales
compuestas de listas más o menos largas de propiedades, las
cuales muestran cómo se relacionan los conceptos entre sí. Para
que se reconozcan como anómalas oraciones como <13) (op.
cit. :175), y que se elija el significado correcto en oraciones
del tipo de (14) y (15) (op. citnl78):
(13) The paint is silent.
(14) Our store selís alligator shoes.
(15> Qur store selis horse shoes.
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la teoría incluiría ‘a
sociophysical setting” (Katz
autores insisten en que
sistematizar el conocimiento
aplicar a la comprensión del
Johnson-Laird
concepto de
ejemplos como
limited theory of selection by
y Fodor 1963:179>. Sin embargo, los
una teoría semántica no puede
del mundo que el hablante tiene que
lenguaje.
Un problema de estas restricciones -apuntado por
(1977:209)- reside en que si no incluyen el
la posibilidad, no permiten que se interpretan
(16):
<16> The Smiths saw the Rocky mountains flying to California.
ya que según las restricciones de selección ni las montañas ni
las personas son capaces de volar.
La aplicación de esta teoría a la comprensión
llevado a distinguir entre algunos rasgos que definen
concepto, y que son necesarios para reconocerlo, y otros que
característicos de una clase, pero no imprescindibles (Sm
Shoben y Rips, 1974, citado por Collins y Loftus, 1975>.
esta manera, se espera explicar fenómenos como los tiempos
reacción a oraciones del tipo (17), usuales en las pruebas
este campo de estudio:
ha
un
son
ith,
De
de
en
(17) Un caballo es un mamífero.
El medio utilizado es la comparación sistemática entre sus
rasgos. Un problen —con el que muchas teorías se enfrentan
reside en el hecho de que no solemos disponer de información
exacta acerca de qué rasgos son los precisos para definir una
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clase, si es que existen (Sección 1.3.5.).
De todos modos, los experimentos no demuestran que las
palabras más complejas requieren más tiempo de procesamiento que
las más sencillas —cosa que debería ocurrir si las
comprendiésemos de esta manera. Sí hay indicios, no obstante, de
que tiene lugar un tipo de análisis del significado de los
verbos, puesto que en pruebas de memoria se tiende a confundir
los que comparten algún rasgo primitivo (Gentner 1975, citado por
de Vega 1984:289).
1.3.3. Las redes semánticas
Una manera de conseguir una representación económica de
los atributos de lo.s conceptos que aparecen en los modelos de
rasgos semánticos (Oollins y Loftus, 1975~41O>, es la teoría de
las redes semánticas, propuesta por Collins y Quillian (1972),
que utiliza la jerarquización de las clases de objetos para
evitar la repetición de propiedades. En la red, los nudos
representan los conceptos, y las conexiones entre nudos,
relaciones del tipo “es un~ , “tiene”, ~ En el nudo
superior se encuentra el nombre superordinado con sus atributos,
de manera que los miembros de la clase automáticamente recogen
toda esta información, y añaden simplemente sus características
particulares. Aquí tenemos un ejemplo de una parte de la red
(Oollins y Quillian 1969:241>:
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has skin
ANIMAL can maye around
eats
breathes
has wings has fina
BIRD can fly FISH can swim
has feathers has gilís
has long la pink
CANARY can sing OSTRICE thin lega SHARK can bite SALMON is edible
is yellow is talí is danger- swims up—
can’t ely OUa Etream to
lay eggs
Figura 3
Aunque este modelo se construyera en un principio
expresamente para la implementación en el ordenador, después se
propuso como modelo de la mente humana (Collina y Quillian,
1972). La información proporcionada por los experimentos
confirma, por lo menos en parte, esta teoría de la organización
de los conocimientos, ya que es cierto que se tarda más en
recuperar información almacenada en niveles alejados que en los
más cercanos, o en los datos que se encuentran junto con el
concepto, como el color del canario en la Figura 3. Sin embargo,
otra explicación propone que en vez de la distancia entre la
información de que, por ejemplo, el canario es un animal, lo que
influye en el tiempo que tarda el sujeto en contestar,
corresponde al número de elementos que componen el conjunto
animal
La búsqueda de la información necesaria para verificar,
por ejemplo, la pertenencia a una clase, se lleva a cabo por la
propagación de la activación, tanto desde el nudo central que
representa la clase, como desde el ejemplar, por los eslabones o
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relaciones que los unen. Esta activación es más o menos fuerte
dependiendo en parte de la frecuencia con la que se conectan dos
nudos. De esta manera, los defensores de este modelo explican
porqué la información muy característica se activa tan
rápidamente, a pesar de la distancia entre los niveles. Sabemos
en seguida, por ejemplo, que el pavo real tiene cola. Otra
explicación de la rapidez de la recuperación de este tipo de dato
es que, siendo su cola tan peculiar al pavo real, se almacena
específicamente junto con el concepto, y se activa con élt De
esta manera, no es necesario comprobar que “tiene cola” es un
atributo de la clase pájaro.
Este esquema representa de una manera plausible nuestra
recuperación de la información, Sin embargo, en contra de la
teoría de las redes, el comportamiento anómalo de las negaciones
(de lo que se ofrece una explicación en la teoría de los
procedimientos, Sección 1.3,6.) y otros datos sugieren que la
realidad no es tan sencilla como el modelo. Un argumento que nos
podría hacer dudar de esta jerarquización se basa en la
naturaleza de la mente, de la manera en la que funciona y en las
prioridades que tiene. Mientras que para el ordenador (inspirador
de la teoría de las redes semánticas) lo principal es la economía
de espacio, para la mente quizá sea más importante la rapidez de
recuperación -recordemos las limitaciones sobre el número de
conceptos que podemos tener activados y sobre el tiempo que
persisten. El paso de nivel a nivel para buscar la información
que nos permite decidir, digamos, que el canario es un animal,
tarda. No obstante, es cierto que la mente también necesita su
tiempo para recuperar esta información, por lo cual algún tipo de
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búsqueda está teniendo lugar, si no es exactamente la que propone
la teoría.
Otra duda acerca del modelo surge cuando nos
preguntamos ¿cómo se consigue construir una retícula tan completa
y tan bien organizada? Parece evidente que:
“Nuestro conocimiento cotidiano es desordenado,
tanto como amorfo, cambiante,, inaccesible,
incompleto e idiosincrásico” Cohen <1979; trad,
esp. 1983:30)
ya que lo hemos ido construyendo a base de la experiencia
individual, que no garantiza una clasificación del mundo que nos
rodea ni correcta ni completa, pero sí un conocimiento
suficiente para funcionar en las comunidades lingtiísticas a las
que pertenecemos. Los autores que proponen este modelo son más
flexibles de lo que nos harían creer sus críticos, y consideran
que aplicamos a un problema cualquier dato pertinente, del tipo
que sea, De esta manera, al contestar afirmativamente que un
Follo es un pájaro, puede que hayamos activado la expresión ‘ Is
the bird done?’ utilizada durante la preparación de la comida, en
vez de haber encontrado una posición en una jerarquía biológica
perfectamente estructurada.
1.3.4. Los postulados del significado
Y por otro lado están los que niegan la descomposición
en primitivos semánticos porque consideran que va en contra de
la eficacia de la mente, la cual tiende a construir bloques en
vez de analizar el significado de esta manera. A este respecto,
Kintsch (1982:90—91) se pregunta:
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“We know people chunk inforination in memory ah the
time and operate with chunks as unita. Why should
it not be so with language material, especially
when evolution went to alí the trouble of creating
languages and magnificent chunking abilities (no
natural language is restricted to semantic
primitives. u,
Tanto este psicólogo como Fodor y sus colaboradores (Fodor, Fodor
y Garrett, 1975, citados por Clark y Clark 1977) probaron
experimentalmente la teoría de los primitivos, concretamente el
aspecto causal en los verbos, por el que ‘kill, por ejemplo, se
compondría de <CAUSE to (BECOME (NOT ALIVE))) y no encontraron
indicios de este proceso de análisis. Como otro dato en contra de
los rasgos semánticos en la comprensión, Fodor apela, además, a
la imposibilidad de definir las palabras, con la excepción de las
analíticas. Por estas razones, los investigadores propusieron que
usamos una representación del significado unitaria y muy parecida
a la del lenguaje natural, de la que, dado nuestro conocimiento
de los significados, podemos inferir las relaciones entre ellos.
En la traducción al sistema de representación que
proponen - “mentalese”, para Fodor— se emplean ejemplares (tokens
)
que corresponden a los mismos lexemas que aparecen en la versión
superficial del enunciado, (a veces con indicadores de los
papeles semánticos de los participantes, tales como propuso
Filímore, 1968>. De esta manera, mientras que <18) se representa
como (19):
(18) Mary gaye a man a book
(19) (GIVE, AGENT: Mary, RECEIVER: A MAN, OBJECT: A BOOK>
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se pueden construir inferencias de significado del tipo:
<20) FOR ANY X , IF X 15 A MAN TI-lEN X 18 HUMAN
ANO x 18 ADULT ANO x 18 HALE
y se reconoce la posible descomposición del significado de los
verbos, sin que este análisis fuera requisito para comprender su
significado. Para “give”, Kintsch (1984:132) piensa que tenemos
la siguiente información almacenada:
<21> (CAUSE, (DO, AGENT), (CHANGE, <POSSESS, AGENT, OBJECT),
(POSSESS, RECEIVER, OBJECT>)
Esta representación es mucho más flexible que la de los
rasgos semánticos, y sirve para explicar, por ejemplo, la
relación entre verbos como comprar y vender, y entre los
participantes en la acción. También es útil para representar en
el ordenador las relaciones cohesivas en el texto que provienen
de las inferencias que hace el lector. Sin embargo, se ha
criticado porque sólo muestra relaciones entre palabras, entre
unos símbolos y otros, y no entre los símbolos y el mundo, como
podemos apreciar en el ejemplo artificial propuesto por Johnson-
Laird (1983:231):
<22) For any x Ef x is a ZUG the x is a GEK and x is not a PLEK
En cuanto a la realidad psicológica, los datos experimentales no
tienen nada que decir en apoyo de esta posible manera de
almacenar la información <Johnson-Laird, 1983:229, Garnham
1985:121).
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1.3.5. Los prototipos
Hemos visto que se piensa por una parte que tenemos
conceptos globales de los que inferimos los rasgos específicos, y
por otra, que los diferentes rasgos se combinan para formar un
concepto. La teoría de los prototipos ayuda a acercar posiciones.
Así, se han realizado experimentos en los que se utilizaron
preguntas sobre la pertenencia a una clase. Tanto quienes
investigaban la teoría de los rasgos, como quienes trabajaban en
las redes semánticas encontraron en sus resultados un efecto de
“tipicalidad% Es decir, los sujetos contestaron más rápidamente
sobre miembros muy típicos de una clase que sobre los que son
intuitivamente menos representativos. Para explicarlo, la
antropóloga Rosch (por ejemplo, Rosch y Mervis 1978) propuso que,
en vez de una concepción nítida y científica de las cosas, lo que
empleamos para representar mentalmente los conceptos son unos
prototipos de las clases de objetos y sus miembros, que nos
sirven de punto de referencia. Según sus experimentos, hay
bastante consenso sobre los miembros más típicos y más
periféricos de una clase. Una vaca, por ejemplo, es un mamífero
típico, y un murciélago es periférico; una silla es un mueble
típico y un reloj, periférico.
Los estudios de los prototipos emplean la noción de
Wittgenstein (1953:32) de “familv resemblances” entre miembros de
una clase, la cual explica cómo reconocemos sus miembros sin que
existan características comunes a todos. Su conocido ejemplo de
la palabra “~ame” muestra que los distintos tipos de juego
comparten algunas características: diversión, pasatiempo>
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competitividad, sociabilidad.. •‘, pero no se encuentra ninguna
imprescindible y común a todos. Lo que nos permite reconocer un
juego es un solapamiento de características, de tal manera que
los miembros de las clases se parecen entre sí como los miembros
de una familia. Según Rosch y Mervis <1975:575):
“A family resemblance relationship consists of a
set of items of Pie form AB, BO, CD, DE. That is,
each item has at least ene, and probably several,
elements in common wíth ene or more other items,
but no, or few, elements in common te alí itema.”
Por otra parte, los miembros de una clase se distinguen de otra
en que comparten pocos o ningún rasgo.
Lo que resulta importante para las teorías de la
comprensión lectora que veremos más adelante son los niveles de
generalización de las categorías. Interesa especialmente el punto
intermedio —representado por los “basic level cateaories” (op.
cit. :586)- el cual parece activar una representación mental de un
concepto en el texto mejor que uno más abstracto o más
restringido. Por ejemplo, si tomamos la noción de mueble como
nivel general, vemos que, a pesar de que tengamos prototipos,
existe poco parecido entre los miembros de la clase. Sin embargo,
un nivel intermedio, como silla, se distingue de los otros
miembros perceptual y funcionalmente, a la vez que entre los
distintos tipos de silla hay identidad funcional y bastante
parecido visual. En un nivel más restringido, el problema es de
distinguir entre las diferentes clases: silla de comedor, de
cocina, de estudio etcétera. Por la misma razón, si leemos una
descripción de un accidente, nos es más fácil construir un modelo
mental si sabemos que ocurrió entre un camión y un coche que si
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sólo tenemos la información de que fue entre dos vehículos. Por
ello, se considera que al introducir un concepto nuevo en el
discurso, la elección del nivel básico de representación ayuda a
la comprensión (Sanford y Garrod 1981:118>.
Rosch y sus colaboradores consideran que la
construcción de las clases por semejanzas familiares, y en
particular el nivel de categorías básicas, reflejan procesos
cognitivos que empiezan en la niñez. Las primeras
categorías que aprenden a nombrar los niños, y también los que
utilizan más frecuentemente los adultos, son a este nivel de
abstracción. Parece que el mundo de los objetos concretos se
divide de manera natural en estas categorías básicas, que
comparten conjuntos estructurados de atributos perceptuales y
funcionales, que los hacen fácilmente reconocibles.
El concepto de los prototipos refleja realidades de
nuestro conocimiento tales como la indefinición de las clases:
muchas veces es difícil decidir si un objeto pertenece a una
clase —por ejemplo, si la pantalla de una lámpara forma parte del
conjunto de muebles (Johnson—Laird, 1983:201)— y los criterios
heterogéneos que se emplean en su formación, principalmente
perceptivos y funcionales, pero también inferencia-les. Los
atributos, además, pueden ser a la vez conceptos en sí, como el
amarillo del canario.
Por lo que respecta a la representación de los
prQtotipos en la memoria, Rosch propone que sería por medio de la
imagen de un miembro muy típico de una clase. Sin embargo,
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Johnson—Laird (1987:204) recogiendo un argumento <le Kant,
considera más probable que creamos, por un proceso de
generalización, un “esquema” del prototipo, cuyas variables se
rellenan normalmente con los valores de un miembro típico. Esta
representación tiene la ventaja de la flexibilidad, y encaja en
una importante teoría de la comprensión que consideraremos en la
Sección 1.4..
1.3.6. Los procedimientos
Terminaremos este repaso a las posibles formas de
representar el significado con una Leona que incluye La
comprensión de otras clases de palabras, y que puede hacerse
extensible a la comprensión de las oraciones y los textos -la de
los procedimientos. Los que proponen esta teoría consideran que
otra manera de acercarse al problema de la representación del
significado es la de considerar su tm~i~.n en un sistema de
comunicación. Esto implica hacer hincapié en el proceso por el
cual se utiliza el conocimiento, en vez de en el almacenamiento
de unas estructuras estáticas. Este método, además, refleja
realidades del funcionamiento de la mente humana, ya que
distingue entre el conocimiento de datos acerca del mundo y la
capacidad de hacer acciones como hablar, nadar o montar en
bicicleta. Desde esta perspectiva, se han construido programas de
ordenador que reconocen objetos, comprenden diferentes oraciones
-incluso los actos de habla indirectos— y responden de una manera
apropiada y cooperativa (Winograd, 1972, Johnson—Laird, 1977>.
Aunque no debemos dejarnos convencer por la métafora de la mente—
ordenador sin más, hay que reconocer que es un tipo de heurística
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que no podemos ignorar.
Como hemos dicho, para esta teoría, existirían dos
tipos de conocimiento representado. Según la descripción de
.Johnson-Laird (1977>, por una parte habrá una base de datos
declarativos de los que se pueden construir inferencias que
ahorran la repetición de información —como hemos visto en las
redes. Y por otra, unos procedimientos generales que emplean las
proposiciones almacenadas como argumentos, con los que se pueden
construir procedimientos para aplicar en la resolución de
situaciones concretas. Sin embargo, segOn Rumelhart y Norman
(1988:563) y Johnson—Laird (1983:248) la información acerca de
los procedimientos no se encuentra separada del conocimiento
general, como el programa convencional de la base de datos, sino
está encrustada dentro del sistema de representación <le los
datos. De aquí que se ha comparado este sistema con la
organización de la mente, en la que las instrucciones de uso
deben estar almacenadas junto con toda la información acerca de
cada concepto. De este modo, la teoría resulta flexible y permite
simular los procesos de aprendizaje. Además, explica como existe
cierto tipo de información que utilizamos pero a la que no
tenemos acceso directo, ya que corresponde a unos procedimientos
muy abstractos.
De todos modos, lo que aquí nos interesa de esta teoría
es la representación de significados. así que nos limitaremos a
un ejemplo sencillo de sus posiblidades en este campos [tecordatilos
que el propósito es representar el reconocimiento dei objeto. Por
lo tanto, la descripción consiste en una serie de pasos
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necesarios para averiguar si una hipótesis acerca de su identidad
es correcta. La primera será una condición de entrada, que, si se
verifica, lleva al siguiente paso: una acción. Transcribimos un
ejemplo <23> para reconocer a un hombre (de Clark y Clark,
1977:440>:
(23
Step 1.
Is x human?
If so, continue to 2
U not, go on to 5
Step 2.
Ls x adult?
If so, continue Lo 3
If not, go on to 5
SLep 3.
Ls x male?
U so, continue to 4
U not, go on to 5
Step 4.
The procedure succeeds: x ja a man
Step 5.
The procedure fails: x is not a man
Mientras que este procedimiento en principio no parece incluir
más informa-clon que las teorías que acabamos de ver, se
diferencia de ellas en varios aspectos. Por una parte, puede
llamar a otros procedimientos, los cuales son necesarios para
averiguar la condición de entrada de cada paso. Por otra, implica
la existencia de una hipótesis original sobre el objeto, generada
por el propio sistema. Este aspecto hace que se parezca —aunque
de una manera simplificada- al modo de funcionar del cerebro
humano. Veamos cómo se produce.
Para que se ponga en marcha un procedimientos el
sistema reconoce la posibilidad de que cierta estructura exista.
Esta posibilidad es activada por un esquema incompleto, que
sugiere diferentes hipótesis acerca de su identidad. El
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procedimiento para reconocer cada esquema se dispara, compara los
datos de entrada con sus propias variables hasta que el sistema
encuentra un parecido aceptable y termina la búsqueda. De esta
manera, la teoría incorpora un tipo de funcionamiento arriba-
abajo: la creación de hipótesis, con un proceso abajo-arriba: la
interpretación de los datos.
Existen algunas indicaciones experimentales de que
empleamos este tipo de procedimiento en la comprensión de las
palabras y de las oraciones, según Clark y Clark (1977:456—7).
Los experimentos se basan en la velocidad de comprobación <le
oraciones, ya que se supone que cuántos más pasos tenga un
procedimiento, más tiempo se tarda en llevar a cabo la tarea. Se
compara, entonces, el tiempo que un sujeto necesita para
comprender los significados más complejos, como los que implican
la negación de un aspecto del significado (lo cual necesitarla
por lo menos un paso más), con el tiempo que tardan en procesar
otros más sencillos. Los resultados —que proceden de diferentes
experimentos- indican que, efectivamente, las negativas tardan
más en comprenderse. El mismo resultado se ha encontrado con
verbos como “remember/forget”, agree/conflict’, arrive/leave”,
“find/lose”, adjetivos como “present/absent”, “high/low”,
“good/bad”, cuantificadores como “many/few”, much/little”, las
preposiciones “to/from”, “into/out of”, “onioff”, y las
conjunciones “and/but” y “if/unless”. Este dato acerca del
procesamiento de la negación implícita es importante, ya que
supone una carga extra para la memoria activa que no siempre se
tiene en cuenta al evaluar la comprensión de una lengua materna o
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ex t t’ anjera.
Como hemos visto, en conjunto, hay bastante apoyo para
este tipo de representación y procesamiento de los significados.
Sin embargo, todavía quedan muchas dificultades, tanto con
la representación de algunas clases de palabras, como con
aspectos teorícos como la sinonimia o el número máximo de pasos
en un procedimiento. Esta última cuestión es crucial para la
teoría en cuanto a su plausibilidad.
1.3.7. Las diferentes clases de significados
Al buscar la manera de aprovechar las teorías
consideradas aquí, salta a la vista el hecho de que todas, menos
la de los procedimientos, concentran su esfuerzo en explicar
nuestro conocimiento del significado de los objetos concretos. Es
interesante pensar por qué tienen más éxito con unas clases de
palabras que con otras. La explicación de Johnson—Laird (1983,
1987> nos interesa porque se acerca al problema con las preguntas
y métodos del psicólogo, pero también está dotada de un profundo
conocimiento de las teorías semánticas y filosóficas acerca del
significado. Su explicación toma en consideración. además, la
compatibilidad con una teoría del funcionamiento de la mente,
aspecto fundamental de cualquier discusión seria sobre la
representación del significado.
Johnson-Laird considera que uno de los problemas de
estas teorías de la representación del significado en la mente
reside en su insistencia en crear una teoría única para un
fenómeno que se compone de elementos de distintos tipos -como
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son, en su opinión, los significados. Llega a esta conclusión en
parte al considerar un hecho que ha sido objeto de interés desde
hace siglos, como vemos en esta cita de San Agustín (Confesiones
XI, citado por Johnson-Laird, L983:205):
“What, then, is time? It no-ene asks me 1 know what
it is. It 1 wish to explain it to hin who asks, 1
do not know”
La pregunta que resulta pertinente aquí es ¿cómo somos
perfectamente capaces de utilizar un amplio vocabulario sin poder
aCrecer definiciones adecuadas de las palabras más frecuentes que
empleamos? johnson—Laird piensa que la explicación reside en La
existencia de diferentes ciases de significados, de los que
distingue tres tipos. Por una parte, están las palabras
analíticas, como “tío”, el conocido ejemplo “soltero” o términos
técnicos, cuyas definiciones indican las condiciones necesarias
para la inclusión de unos ejemplares en cierto conjunto. Por
otra, existen las clases naturales como “limón”, “plata”,
“elefante”, de las que <a no ser que seamos expertos) tenemos un
conocimiento incompleto, que, sin embargo, normalmente no nos
impide reconocerlas, ya que disponemos de un esquema adecuado
para ello. Luego están las palabras que designan conceptos coma
“mueble” u “hogar”, que tienen una semántica “~~r~j~;ctLyK’
porque su significado es convencional; es decir, ha sido
construido por la sociedad lingúistica que la utiliza. Estas
clases representan conceptos mentales impuestos al mundo, y no
existen garantías de acuerdo acerca de la asignación de algunos
miembros al conjunto:
“What counts as a chair or a-ti automobile ta not
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deterrnined by the essential structure of the real
classes of these entities; it depends salely en
schemata that different exemplars resemble te a
greater or lesser degree$’ (Johnson—Laird, 1983:1961
De la misma manera, en un nivel abstracto, construimos conceptos
como el de “la propiedad”, de Los que sabemos, aunque no seamos
capaces de definirlos, cómo su realidad afecta nuestro
comportamiento; tenemos una clara idea dc la conducta
convencional que implican (Johnson—Laird, 1983:416). Este autor
considera que otras clases de palabras pertenecen a este grupo,
como demostró por ejemplo, con experimentos realizados para
determinar el significado de “at” (op. cit. :196-7). Esto explica
la dificultad de encontrar formas equivalentes en diferentes
idiomas, como muestra el trabajo sobre las preposiciones en
espanol e inglés de Correa <por ejemplo, 1990>.
Por Lo que respecta al aprendizaje del significado de
los conceptos, esta teoría propone que existen diferentes
métodos: la experiencia directa, la definición o una combinación
de tas dos —posiblemente la manera más frecuente de aprenderlos.
Entonces, nuestra capacidad de definir las palabras viene dada en
parte por cómo las aprendimos, ya que, lógicamente, esta
experiencia influye en el tipo de representación que tenemos de
ellas. De esta manera, los conceptos básicos, que se aprenden por
experiencia directa como “ver~~ , “tener” “sentir” son los más
díficiles de definir, probablemente porque su significado es un
primitivo e inefable (Johnsan—Laird 1987:205, Fodor, 1990>. A
otras palabras semánticamente más complejas como “watch”, “lend”,
las llegamos a definir basándonos en los conceptos nombrados en
las primeras. Un tercer tipo de palabras puede representarse por
68
esquemas, fruto de nuestra experiencia con el concepto y
utilizables si queremos hacer una definición informal. Y otra
clase de palabras se aprende por medio de la definición, es
decir, a través de la experiencia lingúística solamente. Johnson—
Laird afirma que una gran parte del diccionario está ocupada por
palabras que no son de uso popular, y que se aprenden a partir de
la definición proporcionada por el lexicógrafo.
Sin embargo, en el momento de aprendizaje más rápido,
los niños son capaces de deducir significados y clasificar
conceptos desde la experiencia directa o del contexto
Lingilistico, como apunta Miller (1986>. Esto significa que mucho
de nuestro vocabulario se aprende de esta manera, aunque la mayor
parte de un diccionario se dedique a definir palabras que no
encontramos en nuestra experiencia cotidiana. Ello puede o no
ser un paradoja, pero nos debe servir de luz roja si nos
encontramos tentados a emplear el diccionario como instrumento de
enseñanza. Miller <1986) cita experimentos que demuestran que
incluso los estudiantes universitarios trabajando en su lengua
materna encuentran dificultad para averiguar con la ayuda del
diccionario cuál es el significado apropiado de una palabra
nueva.
Otro dato importante que nos interesa como profesores
se refiere a la manera en la que todos los niños normales
adquieren con tanta rapidez una gran cantidad de vocabulario.
Según Miller (1986:174>, entre los seis y los ocho años un
cálculo conservador seria de veintiún palabras nuevas diarias.
Considera que los niños emplean el campo semánticO en el que
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encuentran la palabra para acercarse a su significado. Primero,
la clasifican en una categoría semántica, y después,
paulatinamente, descubren las distinciones entre las palabras que
conocen de la misma categoría. La siguiente cita de Miller
(1986:175) parece pertinente para nuestro trabajo en la enseñanza
de la comprensión:
Children could not memorize 21 arbitrary,
unrelated facts every day. Words can be learned so
rapidly because they are ngi unrelated, because
they form conceptually related patterns. A
vocabulary is a coherent, integrated sLsLe~ of
concepts. la other words . . the organization of
words into semantic fields fi what makes rapid
vocabulary learning possible.”
Aunque nuestros alumnos ya han pasado este momento óptimo de
adquisición de vocabulario, podemos, no obstante, ayudarles a
aprovechar este tipo de organización para memorizar y recuperar
significados.
1.3.8. Conclusión
De esta sección, en la que hemos analizado muy
rápidamente algunas teorías sobre el significado y su
almacenamiento en la memoria, podemos sacar dos tipos de
conclusiones para la enseñanza y el aprendizaje de una lengua
extranjera, los cuales exponemos en el Capítulo y, Naturalmente,
volveremos a hablar del léxico en el próximo capítulo, al tratar
la recuperación del significado durante el proceso de la lectura.
Antes de pasar a considerar otros conocimientos que intervienen
en la comprensión del texto, sin embargo, quisiera añadir una
aclaración.
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El lector puede echar en falta un área muy importante
que apenas hemos tocado aquí. Los estudios sobre el significado
de las palabras intentan generalmente aclarar Lo que conocemos de
sus intensiones, cómo tenemos almacenda esta información y cómo
la recuperamos. Otro aspecto importante que interviene en nuestro
comportamiento frente a los significados, tanto con respecto a su
reconocimiento como en cuanto a la representación que construimos
de ellos en el modelo de la situación, es su gfl~imiAii. -a qué se
refieren en el mundo. A pesar de todo lo que sabemos de su
significado -que hemos visto en diferentes formas anteriormente—
la intensión de muchas palabras es imprecisa. Sin embargo, en el
discurso pocas veces se nota la ambigdedad, porque sabemos
combinar los datos de los que disponemos de manera que nos sirven
de instrucciones acerca de su interpretación. De esta manera, la
intensión de “eat” , permite que su extensión se presente de
muchas formas (Johnson—LtIird, 1987:196 cita este ejemplo de
Weinrich, 1966>, por ejemplo, según la consistencia de la comida:
carne, arroz, sopa. . . , y según lo que se emplea para
transportarla a la boca: los dedos, cubiertas occidentales,
palillos orientales, pan tipo libanés etcétera, Sin embargo,
tendremos la situación delimitada de tal manera que las palabras
imprecisas tomarán valores muy concretos. Parece que este aspecto
del significado es tan necesario como conocer las intensiones.
Dado que con este argumento nos estamos acercando a otras áreas
de la comprensión -ya que todo está muy interrelaciofla¿o
dejaremos su desarrollo para las SecciOnes 1.4. y 2.4. en las que
hablamos de los esquemas de conocimiento y los modelos mentales,
respectivamente.
71
1.4, LOS ESQUEMAS DE CONOCIMIENTO
1.4.1. Introducción
En la Sección 1.3. nos limitamos a la representación
del conocimiento del significado de las palabras. Sin embargo,
tanto los psicólogos como quienes trabajan en la ciencia
cognitiva han visto la necesidad de una teoría menos atomista,
mas global —unos para dar cuenta del comportamiento humano, otros
para permitir simularlo. La siguiente cita de Minsky <1975:211),
explica el problema:
“It seems Lo me Lhat the ingredients of most
theories both in artificial intelligence and in
psychology have heen on the whole too minute,
local, and unstructured to account —either
practically or phenomenologically for the
effectiveness of common sonsa thought. The “chunks”
of reasoning, language, memory, and “perception”
ought to be larger and more atructured, and their
factual and procedural contenta must be more
intimately connected in order to explain Uhe
apparent power and apead of mental activities.”
Este trabajo de Minsky se publicó en un libro sobre la percepción
visual, uno de los campos de la psicología en el que se necesita
una explicación de nuestra capacidad de “inferir” el objeto
completo a partir de mensajes acerca de las superficies que se
encuentran en nuestra linea visual.
Otra área en la que también se observa la búsqueda de
una teoría es la de la comprensión de historias en lenguaje
natural por medio del ordenador, ya que fracasaron los primeros
programas provistos de un diccionario Y una gramática, al parecer
porque el programa no era capaz de construir las sencillas
inferencias necesarias para seguir una cadena causal. Al mismo
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tiempo, se puso en evidencia que los estudios sobre la memoria
necesitaban explicar los cambios que hacían los sujetos cuando se
les pedían que recordaran una historia después de cierto tiempo.
La teoría de los esquemas de conocimiento a la que se
dedica esta sección, se ha aplicado desde los años setenta en los
distintos campos mencionados y sigue desarrollándose a la vista
de los resultados experimentales. Los estudios de Bartlett (1932)
sirvieron de punto de partida para la teoría de los esquemas y,
de hecho, fue este psicólogo británico el que recogió el término
de Kant para referirse a los conjuntos de conocimiento que se
utilizan en la comprensión tanto del mundo que nos rodea como de
las representaciones del mundo que encontramos en los textos.
Pese a la importancia actual de su perspectiva, el momento de la
publicación de su libro no fue propicio para la difusión de esta
4
teoría, y sólo recientemente se le ha redescubierto
El trabajo se apoya en la descripción de experimentos
sobre el recuerdo, Bartlett descubrió que a medida que iba
pasando el tiempo sus sujetos introducían cambios en las
historias que reproducían. IDe allí, sacó la conclusión de que la
memoria no es un instrumento pasivo que calca la información que
recibe y la repite, sino que actua sobre la entrada y la
transforma según patrones que ya posee. Por ejemplo, los sujetos,
universitarios ingleses, al recordar una historia india, que
contenía elementos sobrenaturales (“The war of the ghosts”
Bartlett, op. cit. :86), efectuaron cambios en los acontecimientos
que, para ellos, mejoraba las relaciones causa-efecto, resultando
un cuento más coherente desde el punto de vista de la cultura
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occidental. Otras distorsiones tuvieron que ver con los objetos
que aparecían en el cuento, los cuales fueron a veces sustituidos
por cosas más cercanas al mundo de los sujetos.
Bartlett pensó, entonces, que sus sujetos interpretaron
la historia a través de ciertos “esquemas” de conocimiento de las
situaciones y del comportamiento normales y adaptaron lo que no
encajaba en la estructura normal de un cuento, tal y como ellos
la concebían. Poseemos, según el autor (1932:201> “active,
developing patterns” (término que prefería al de “esquema” por
razones que veremos más adelante) de conocimiento, que crean
expectativas sobre lo que no aparece explícitamente en una
situación. Estos patrones los hemos creado en base a
generalizaciones a partir de muchas situaciones parecidas que
hemos vivido y con ellos interpretamos el mundo. También estas
estructuras cambian, porque “aprenden”, incorporando nuevos datos
a medida que se experimentan más situaciones,
Las investigaciones sobre la inteligencia artificial
han utilizado esta noción de conjuntos estructurados de
conocimientos que se refieren a diferentes campos de la
experiencia, para permitir almacenar y recuperar rápidamente los
datos necesarios para la interpretación de una situación. Su
problema era que el lenguaje natural no explica las relaciones
entre los acontecimientos, ni da toda la información sobre los
participantes. Al codificar la experiencia en un mensaje
lingúistico, esperamos que nuestro interlocutor, o lector,
utilice su conocimiento de otras situaciones parecidas para
proporcionarle expectativas sobre el contenido, y permitir que
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‘rellene” lo que no le hemos especificado acerca de la situación
actual. Schank y Abelson (1977), cuya teoría expondremos con
detalle en la siguiente subsección, destacan el conocimiento de
causa como fundamental en la comprensión de un texto, o de
cualquier situación, Si no entendemos por Que ocurren los
acontecimientos o existen ciertos estados, no podemos decir que
hemos comprendido el texto. Paradójicamente, sin embargo,
encuentran que no es frecuente que se hagan explicitas las
relaciones lógicas:
“Existe una sintaxis causal muy simple en el
pensamiento natural, una sintaxis que puede ser
violada en la expresión en lenguaje
natural.”(Schank y Abelson, 19V?; trad. esp.
1987:39)
Tenemos, pues, que inferir los pasos intermedios para reconstruir
la cadena causal, como ocurre en (24) (op. cit. :46):
(24) Juan lloró porque María dijo que amaba a José.
Sabemos que no es el hecho de hablar lo que hizo que Juan
llorase, sino las implicaciones de lo que dijo María: que no ama
a Juan. Sin embargo, el sistema no lo sabe, si no se le
proporciona una serie de datos sobre el mundo, las personas y sus
necesidades y metas. Si está provisto de suficientes
conocimientos acerca del mundo al que se refiere el texto,
entonces puede activarlos cuando son necesarios para interpretar
la información parcial que tiene.
Los datos que se le suministra —y que se supone que
tenemos almacenados en la memoria— no son aleatorios ni
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desorganizados, sino estructurados en bloques, o esquemas.
Rumelhart, Smolensky et al, (1986:18> proponen una definición
general que explica cómo se utiliza esta configuración:
“Roughly schemata are like mnodeis of the outsíde
world. To process information with the use of a
schema is to determine which model best fits the
incoming information.
Y Minsky (1975:212), que habla de marcos , en vez de “esquemas
explica con más detalle qué es esta estructura y qué información
aporta:
“A frame Ls a data structure for representing a
stereotyped situation, like being in a certain kind
of living-room, or going to a child’s birthday
party. Attached to each trame are several kinds of
information. Some of this information is about how
to use the trame. Sorne is about what one can expect
to happen next. Some is about what to do it these
expectations are not confirmed.”
Según esta teoría, cuando las estructuras almacenadas
en la memoria empiezan a reconocer en una entrada sensorial una
configuración parecida, se activan y comprueban si los valores de
las variables de la entrada encajan en los huecos que tiene el
esquema. Si es así, todo el conocimiento al que dan acceso puede
ser utilizado para interpretar el objeto o la situación. La
Figura 4 (Rumelhart y Norman, 1988:567> nos ayuda a apreciar cómo
ocurre este proceso de reconocimiento. En la figura, se ve cómo
los esquemas almacenados en la memoria <Memorv schemata> se
activan al recibir desde fuera (P&t4 nool) Información
estructurada de una forma similar. A su vez, otros esquemas en la
memoria resultan activados por los primeros.
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Figura 4
Un tipo muy concreto de esquema o marco es el “guión”.
Schank y Abelson, investigadores en la ciencia cognitiva y la
psicología social, han desarrollado una teoría del conocimiento1
esquemático basada en esta estructura, a partir de la cual
organizan de una manera jerárquica los conocimientos. En la
siguiente subsección describiremos cuál es su concepción de la
organización de los conocimientos.
1.4.2. Los guiones, planes y objetivos de Schank y Abelson
Esta teoría puede considerarse complementaria a las que
vimos en la Sección 1.3. sobre la organización de la memoria
semántica, ya que Schank y Abelson toman como punto de partida la
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memoria episódica. Argumentan que esta clase de memoria forma la
base de nuestros conocimientos, y por eso quieren entender su
organización y cómo influye en nuestro sistema de comprensión. En
esta sección, describiremos la primera versión de la teoría. Más
adelante, en las Secciones 1.4.3., y 1.4.4., la contrastaremos
con algunos resultados experimentales y presentaremos una
reformulación de su base teoríca. Los cambios, no obstante, dejan
intactos los contenidos del primer trabajo -varía solamente el
modo en que se concibe su funcionamiento.
En la formulación clásica se considera que empleamos
dos tipos de conocimiento en la comprensión
1. Los conocimientos generales, que nos permiten entender cómo
funcionan el mundo y las personas. Aplicando este tipo de
conocimientos, interpretamos, por ejemplo, por qué una persona
puede pedir un vaso de agua, puesto que sabemos qué necesidades
tiene y qué usos tiene el agua.
2. Los conocimientos específicos, que, en una situación dada,
como un cumpleaños, por ejemplo, o una visita al dentista, nos
permiten saber cuáles son los papeles de los participantes, y por
qué ocurren las cosas, ya que rellenan los datos no mencionados.
Además, en cuanto un participante principal en una situación
conocida hace el primer paso correspondiente a tal situación, la
reconocemos y podemos predecir cómo se va a desarrollar. Lo que
sabemos de las situaciones especificas son los elementos básicos
de la teoría: son los guin.na~.
El ejemplo más conocido y más desarrollado por sus
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autores es el guión del restaurante. Es una situación como tantas
otras de la vida cotidiana, en la que los papeles están bien
definidos y los pasos dependen causalmente unos de otros. Se
divide claramente en “escenas” -los elementos más básicos de los
guiones- de las que algunas son obligatorias, y otras opcionales.
Una vez que se menciona alguna condición previa para la
aplicabilidad del guión, como puede ser el hambre, el nombre de
un establecimiento, o la intención del protagonista de comer en
un restaurante, provistos sólo del mínimo número de pistas,
podemos imaginar casi todo lo que va a ocurrir.
Otro aspecto característico de un guión es la variedad
que existe dentro de una situación tipo -el restaurante, por
ejemplo, puede ser de cinco tenedores, un autoservicio o un
establecimiento que sirve comida preparada a domicilio. Esto
permite que se rellenen los huecos de la situación básica por
diferentes variables, o que se suprimen algunos papeles. También
un guión puede formar parte de otro, como ocurre, por ejemplo, en
la situación del restaurante del tren. En el ejemplo <25) <Schank
y Abelson, op. cit.:75>, con el mínimo de información, activamos
tres guiones: el de un robo, de un viaje en tren y de un
restaurante:
<25) A Juan le robaron en el tren. En el restaurante no pudo
pagar la cuenta.
Al darnos cuenta de la escasez de información en ej.
ejemplo (25), que, sin embargo, es capaz de activar una situación
muy concreta, es importante que tengamos en cuenta la Sección
1.3.8., en la que hablamos de la imprecisión de los significados
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de las palabras muy frecuentes, y de cómo, a pesar de ello,
creamos un modelo muy concreto de la situación descrita en el
texto. También, podemos conectar la teoría de los guiones con la
de los prototipos <Seción 1.3.5.>, puesto que el guión ea un
prototipo de una situación. Al igual que en el prototipo de un
objeto, los valores ausentes se rellenan con un conjunto de
variables a partir de unos datos incompletos. Los valores aquí
también dependen tinos de otros, de tal manera que una vez que
rellenemos un hueco, quedan restringidos los posibles candidatos
para los demás. Comprobamos, entonces, que la teoría de los
guiones encaja en algunas de las teorías del significado que
hemos visto y las complementa.
Aunque podría parecer que la teoría de Schank y Abelson
sólo es aplicable a situaciones estereotipadas, mientras que la
vida está llena también de comportamientos muy individuales, hay
que añadir que además de estos guiones situacionales que hemos
esbozado, existen los guiones personales que sirven para
explicar tanto las motivaciones personales normales como las
neuróticas. Sin embargo, dado que el objetivo es emplear la
teoría de los guiones para que un sistema entienda los
comportamientos generalizados, se desarrolla el primer aspecto y
no el individual.
Los guiones representan el nivel más estructurado de lo
que es en realidad una descripción del comportamiento humano. Y
¿por qué activamos una serie de guiones? Schank y Abelson
consideran que, antes que nada, necesitamos entender las
relaciones causales en el mundo. Para ello, empleamos niveles
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cada vez más abstractos, que explican las metas que pueden tener
las acciones humanas. En este sistema, activamos un guión porque
se emplea como un elemento en un nían, En este segundo nivel,
para comprender una serie de acciones, es necesario saber cuál es
la meta que se persigue, como ocurre en (26) (op. cit. :86>:
<26> Juan sabía que la operación de su esposa sería muy cara.
Siempre estaba el tío Javier. Tomó el listín telefónico.
Esta serie de acciones se entiende como un plan para el objetivo
“conseguir mucho dinero para un gasto justificado”. Para llegar
nl objetivo habrá que tener en cuenta una serie de precondiciones
más o menos controlables. Por ejemplo1 suponiendo que el “tío
Javier” tiene disponible el dinero, quizá habrá que emplear algún
método persuasivo. Para hacerlo, será necesario un plan, y para
llevar el plan a cabo, los guiones adecuados.
El siguiente nivel es el de los objetivos, que explican
por qué se llevan a cabo los planes. Schank y Abelson enumeran
objetivos de diferentes clases. Primero están los que representan
las necesidades más básicas de la persona: los objetivos de
satisfacción, que pueden ser, por ejemplo, el hambre, el sexo o
el sueño. Sin tener satisfechos estos objetivos básicos, no se
está en condiciones de perseguir los de otro tipo, excepto,
quizá, los objetivos de conservación. Estas metas se llaman así
porque no es cuestión de conseguir algo que no se tiene, sino de
evitar que se nos quite algo —por ejemplo, la salud o las
posesiones. Para conservar estos bienes, hace falta saber qué
clase de amenazas son posibles y prevenirlas. Otros objetivos son
los típicos de la sociedad “desarrollada” : conseguir diferentes
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clases de conocimientos, de diversiones y distintos símbolos del
éxito.
Dentro de un objetivo puede existir una jerarquía de
posibles vías de satisfacción, es decir, un objetivo superior
puede satisfacerse por una opción entre un conjunto de
posibilidades, como muestra el cuento en (27> <op. cit. :120>:
<27> El profesor Stifle vino la ciudad para comprar una
casa. Esperaba encontrar una casa antigua de tipo
colonial por menos de 60.000 dólares, Pidió
información acerca de un buen agente inmobiliario y
fue enviado a Flustle Inc. El señor Hustle le
informó de que era imposible encontrar nada que
estuviese por debajo de 75,000 dólares en North
Parch, por lo que Stifle le pidió que mirase en
South Parch. Al mismo tiempo uno de los nuevos
colegas de Stifle le mencioné la existencia de una
casa que era una ganga en Scrimpover. A Stifle le
gustó, pero mientras estudiaba las posibilidades de
comprarla recibió una llamada urgente informándole
de que su madre se encontraba gravemente enferma,
con lo que tuvo que abandonar la ciudad. Cuando
regresé, la casa de Scrimpover había sido vendida.
Stifle decidió irse a vivir a un apartamento en el
centro de la ciudad. Mandó a buscar a su criada y a
su perro.
Esta cadena de acontecimientos gira en torno de un objetivo:
“instalarse en una nueva ciudad”. Vemos una serie de condiciones
que modifican la manera de conseguir el objetivo y también un
momento en el que un objetivo “de crisis” es capaz de interrumpir
la búsqueda del objetivo principal. El fracaso del objetivo
inicial, entonces, no necesariamente lleva a una reacción de
frustración, sino que puede terminar por la aceptación de un
sustituto que cumple las condiciones del objetivo superior.
En un nivel todavía más abstracto, están los 1~.zngA, que
permiten entender los objetivos como conjuntos y anticipar una
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vez conocido el tema, qué objetivos lo desarrollarán. Schank y
Abelson distinguen tres tipos: los temas de rol, que desarrollan
un papel social, los temas inter~ersonales, que permiten que
tengamos expectativas acerca del comportamiento de una persona
motivada, por ejemplo, por el amor, o por los celos, y los temas
de vida, que incluyen todos los objetivos generales que una
persona tiene en la vida, Nos permiten, entonces, conocer a lo
que aspira esta persona, y sabemos qué objetivos y condiciones
guían su comportamiento. Si se nos informa, por ejemplo, que:
<28> Mateo quería tener el pomo de la puerta más brillante
de toda la oficina. (op. cit. :153)
inmediatamente buscamos una explicación de este comportamiento -
queremos encajarlo dentro de nuestro sistema de objetivos
coherentes. Quedamos satisfechos si este objetivo poco usual
puede entenderse dentro del tema de vida de Mateo —que busca el
éxito como bedel.
La implementación de los guiones ha tenido cierto
éxito, por ejemplo, en la comprensión de extractos de periódico
por el programa FRUHP (.Fast reading, understanding and memory
program, Dejong, 1979>. Y como teoría del comportamiento se puede
aplicar al análisis de todo tipo de historias. Lo que nos
interesa más aquí es lo que nos dice de nuestra comprensión en
general. La siguiente cita indica la envergadura que reclaman
Schank y Abelson (op. oit. :154> para su teoría:
“la comprensión es una función de la posición que
un fragmento de información ocupa con respecto a su
contexto. Un guión puede ser entendido en la medida
que es una realización concreta de un plan. Un plan
es sensato solamente si conduce a un objetivo
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deseado, Y un objetivo es comprensible si forma
parte de un tema más amplio.”
La siguiente sección comenta algunos resultados experimentales
que indican hasta qué punto la concepción de los guiones y
objetivos puede dar cuenta de nuestras estructuras de
conocimiento.
1.4.3. La realidad psicológica de los esquemas
Se ha comprobado de muchas maneras la existencia de los
esquemas como estructuras activas a través de las que entendemos
lo que nos rodea -incluyendo su representación en un texto
escrito. Por lo que respecta a los guiones, hay bastantes
experimentos que indican que existen como estructuras
situacionales, Mencionaremos aquí algunos ejemplos solamente, ya
que lo que varía en los experimentos es el tipo de contenido y el
nivel de abstracción que se estudia, pero no el concepto de
esquema. Esquemas tan distintos como los marcos visuales y los
guiones situacionales afectan nuestra percepción de las entradas
que estamos procesando de la misma manera. Veamos primero un
ejemplo de cómo nuestros conocimientos de la forma de las cosas
influyen en la manera en la que las percibimos.
En un experimento, se presentaron a los sujetos unas
diapositivas de objetos familiares pero enfocados de tal manera
que resultaban irreconocibles. A medida que el investigador
mejoraba la imagen, los sujetos intentaban identificar cuanto
antes los objetos. Los investigadores <Bruner y Potter, 1964,
citado por Rumelhart, 1981:21> encontraron que cuando un sujeto
se comprometió con una primera hipótesis equivocada, necesitaba
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mucho más información para corregirla que
decidió más tarde sobre la identidad del
viendo. Con ello se mostró que el falso
distorsionaba la información visual que red
ello, este sujeto necesitaba más datos,
suficientes variables que no encajaban en
esquema, hasta poder desechar la hipótesis
otro sujeto que se
objeto que estaba
esquema del objeto
bía el cerebro y, por
necesitaba encontrar
los huecos del primer
y buscar otra.
También se han realizado múltiples demostraciones de la
existencia de los guiones, por lo cual sólo mencionaremos los
resultados generales. Los psicólogos han llevado a cabo
experimentos acerca de nuestros conocimientos de los elementos
que forman los guiones, tanto de los que llaman “guiones débiles”
<en los que el orden no tiene una cronología rígida) y los
“guiones fuertes” (en los que el orden no se puede alterar:
Abelson, 1981:717>. De ellos, se confirma que los elementos
que forman estas estructuras están conectados en el cerebro, y se
activan mútuamente. Prueba de ello es el hecho de que los sujetos
contestan más rápidamente a preguntas sobre los participantes u
objetos que pertenecen al guión, que a los que no. Además, es
frecuente en pruebas de memoria que se “reconocen”
acontecimientos que pertenecen al guión, los cuales, sin embargo
no se hablan mencionado en el texto. También, a pesar de que se
les indique que recuerden fielmente el texto, los sujetos colocan
en el orden canónico los pasos del guión que los experimentadores
habían presentado fuera de su posición cronológica (Bawer et al.,
1979). Igualmente, se ha confirmado experimentalmente nuestra
sensibilidad a las escenas obligatorias y opcionales en los
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guiones, puesto que en pruebas de reconocimiento de frases, se
contesta más rápidamente a las que se refieren a aspectos
centrales del guión que a las que son más periféricas.
En estos experimentos, recogidos en Abelson <1981>, se
considera que encontramos la prueba de que los guiones
efectivamente sirven para estructurar y organizar nuestro
conocimiento de las situaciones de la Vida normal. Es interesante
también el descubrimiento de que las relaciones causa—efecto en
una situación producen respuestas más rápidas que las que se
basan en el orden cronológico solamente. Este resultado apoya la
convicción de Schank y Abelson, comentada anteriormente, acerca
de la importancia para la comprensión de encontrar la coherencia
causal de lo que ocurre a nuestro alrededor.
Sin embargo, una cosa es poseer un guión de
una situación y otra aplicarlo cuando lo necesitamos. Este hecho
se ha confirmado en unos experimentos con textos a los que se les
suprimió el título —que resultaba, en estos casos, clave para su
comprensión. La investigación mostró que si no se activa el guión
por medio de una serie de pistas que da el autor, aunque lo
tengamos almacenado en la memoria, no podemos acceder a él, y en
consecuencia fracasa el intento de comprensión. Los experimentos
clásicos en este campo son los de Bransford y Johnson (1972), de
los que ofrecemos un ejemplo (op. cit:722>:
<29> “The procedure is actually quite simple. First you
arrange things into different groups depending on
their makeup. Of course, one pile xnay be sufficient
depending on how much there is to do. U you have
to go somewhere else due to lack of facilities that
is the next step, otherwise you are pretty well
set. It is important not to overdo any particular
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endeavor. That is, it is better to do too few
things at once than too many. In the short run this
¡nay not seem important, but conplica-tions from
doing toe many can easily arise. A mistake can be
expensive as well, The manipulation of the
appropriate mechanisms should be self—explanatory,
and we need not dwell on it here. At first the
whole procedure wilil seem complicated. Scan,
however, it. wilil become just another facet of life.
It is difficult te foresee any end to the necessity
for this task in the immediate future, but then one
never can telí.”
El título que falta para activar el guión es : ‘Washing clothes”.
Este experimento nos enseña también que en un caso de
ambigUedad como éste, un sujeto puede activar un guión que para
él es aplicable a la situación, aunque no sea el que el autor
desea que utilice. Veamos un ejemplo. Rumelhart (1981:23> informa
que en una interpretación particular de este texto un ejecutivo
creía que se refería a lo que hacía en su trabajo: mover papeles.
Esta interpretación ideosincrática ejemplifica cómo los
conocimientos particulares influyen en la comprensión de una
situación. Este efecto se ha experimentado con textos cuya
interpretación resulta muy distinta según los conocimientos
especializados de los sujetos que los leen. Por ejemplo, un
experimento empleó sujetos de distintas culturas, quienes
encontraron relevantes diferentes aspectos de los textos, y
entendieron el mismo texto de manera muy distinta Cgteffensen y
Joag—flev, 1984).
Obviamente, no es necesario reconocer que en una
situación de comunicación escrita normal habrXa muchas otras
maneras de evitar que los lectores se equivoquen, empezando por
el hecho de que éstos seleccionan los textos que leen, y por ello
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saben su procedencia y se acercan a ellos con
expectativas sobre el posible contenido. Los
experimentales, como es lógico, están construidos para co
una hipótesis y se intenta que otras variables no influyan
resultados. Por eso, aunque se puede argumentar que ni los
ni las situaciones comunicativas son naturales, no se
invalidar las evidencias sobre los procesos que muestran,
bastantes
textos
mprobar
en los
textos
pueden
Este dato nos advierte sobre la responsabilidad del
autor, que se tiene que preocupar porque sus lectores recuperen
el conocimiento necesario para interpretar su mensaje. Ello tiene
implicaciones en todos los niveles significativos del texto y no
sólo en la elección del título. Volveremos sobre este punto más
adelante, en la Sección 4.7..
1.4.4. El esquema como una construcción
A pesar de que esté comprobado que conocemos bien los
guiones que se aplican a las actividades que forman parte de
nuestra cultura, en estos experimentos se encontró un problema
para la teoría: en el recuerdo, los sujetos confunden a veces los
elementos que pertenecen a diferentes guiones. Estas confusiones
ocurren cuando los guiones muestran una similitud en otro nivel,
como, por ejemplo, los de la visita al dentista, y al médico,
ambas pertenecientes a nuestros conocimientos de los ‘~ servicios
de salud”, o la visita al dentista, al médico y al abogado, todos
parecidos en cuanto son guiones de “servicios personales”. Ello
llevó a pensar que los guiones no pueden ser estructuras rígidas,
almacenadas como conjuntos, ya que, si fuera así, se recuperarían
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todos los elementos a la vez, y no habría posibilidad de
entremezclar partes de otros guiones, por parecidas que fuesen.
Se vio, entonces, que era necesario concebir esta teoría de otra
manera, para adaptarla a los datos que revelan la ideosincracia
de la memoria humana. Schank ha propuesto para este fin una
flexibilización de la teoría de los guiones que incorpora,
además, un aspecto que Bartlett <1932) consideré importante: su
creatívidad.
La teoría de Schank, aunque formalizada para
representar el conocimiento en un sistema de ordenador, quería
reflejar el proceso de comprensión que empleamos los seres
humanos. A la vista de este resultado experimental, se obtuvieron
importantes conclusiones acerca de la estructura de la memoria,
ya que, como afirma Schank <1982:457): “every theory of
processing must also be a theory of memory”. Se propuso explicar
cómo una vivencia activa en la memoria diferentes aspectos de
otras experiencias —cómo, por ejemplo, en alguna ocasión
recordamos un acontecimiento pasado porque tenía el mismo
objetivo que el actual, y, en otra, lo recordamos porque los
detalles de la situación se parecen. Este hecho sugiere que la
memoria se descompone en diferentes niveles de información, y
que podemos consultarlos directamente, sin que la activación de
un nivel llame obligatoriamente a los demás. De esta manera se
explica por qué podemos recordar, por ejemplo, el objetivo de una
acción sin el plan (compuesto de guiones) para conseguirlo, o
viceversa. Lo que ocurre es que la memoria activa un nivel de
recuerdo relevante para la comprensión de otra experiencia.
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Tal manera de acceder a los recuerdos de las
experiencias sólo es posible si éstas se han categorizado como
relevantes para los diversos niveles, antes de almacenarlas.
Cuando procesamos una experiencia, cuantas más categorías
encontramos para ella, tantos más puntos tendremos para poder
activarla. Por lo tanto, según la capacidad que tengamos para
percibir el significado de diferentes aspectos de nuestra
experiencia, tendremos más o menos datos para ayudarnos a
entender las experiencias futuras. Y para ver el significado de
los acontecimientos es necesario poder abstraer de ellos unas
generalizaciones —si no, su significado queda preso de la
experiencia original, y solamente tendremos una vía de acceder a
ella.
¿Cómo se compagina esta realidad de la memoria humana
con la teoría de las estructuras de conocimiento —los guiones, o
esquemas? Schank (1982) propone que no existen los guiones como
bloques, como conjuntos, sino que existe la posibilidad de
reconstruirlos o una parte de ellos cuando los necesitamos. Es
decir, existen en potencia, y un nivel superior, que llama HOPe
(memory organization ~ackets), los aplica cuando son relevantes
para predecir lo que puede ocurrir en una situación o para
entender los acontecimientos. Un MOP recuperará diferentes
aspectos de la experiencia según su aplicabilidad a la situación
—y su relevancia depende de la manera en la que se almacenaron
originariamente. Finalmente, para explicar el funcionamiento de
un nivel de generalización muy abstracto, propone otro nivel de
organización que depende de los TOPs (thematic organization
vackets), Representan “the ultimate in the human ability to
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abstract out significant generalizationa fron one’ s experience”
<op. cit. :489). No son necesarios para poder comprender el mundo,
pero si se utilizan, permiten un enriquecimiento de la
experiencia —como ocurre, por ejemplo, cuando reconocemos el
parecido entre “West Side Story” y “Romeo and Juliet”.
Esta concepción de los esquemas como estructuras
virtuales, construidos, cuando son pertinentes, a partir de los
elementos almacenados en la memoria, resuelve un problema de
economía. Significa que los mismos conceptos pueden participar en
diferentes esquemas, lo cual es mucho más lógico que una teoría
que supone tener los mismos conocimientos repetidos en diferentes
bloques. ¡Ss más probable que la tuerza de la conexión entre los
conceptos que forman un esquema permita su construcción cuando
algunas de los variables se perciben y se activan. De hecho, los
científicos que trabajan en la construcción de modelos de
procesamiento en paralelo han conseguido representar el
reconocimiento de algunos esquemas de esta manera (Rumelhart,
Smolensky et al,,1986>. En su teoría, además, reproducen la
“indefinición” o “borrosidad” <fuzziness> que forma parte de
nuestro reconocimiento de los esquemas. Desde unos datos sobre la
identidad de algunas variables, se crean expectativas acerca de
la situación sin la necesidad de un nivel superior <como el de
los MOPs de Schank) que organice la activación.
Para explicar este fenómeno, Iran—Nejad (1987: 116—7>
ha empleado una metáfora que ayuda a comprender la naturaleza
transitoria de los esquemas. Primero, imaginemos una habitación
en la que el techo está cubierto de bombillas de colores. Un
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esquema es como la constelación de luces que se forma cuando se
encienden ciertas bombillas entre la multitud que hay. Esta
configuración desaparece al apagarlas, quedando, sin embargo, la
posibilidad de volver a reproducir el diseño en cualquier
momento, al igual que ocurre cuando activamos una estructura de
conocimiento. Otro parecido con los esquemas es el hecho de que
algunas bombillas de una configuración de luces pueden formar
parte de otra, de la misma manera que los participantes en un
esquema puede tener un papel en otro.
1.4,5. ¿De dónde vienen los esquemas?
Hemos abordado la cuestión de la formación de los
esquemas como un proceso de abstracción, de generalización. Es
interesante, no obstante, pararnos a considerar cómo empieza este
proceso. Los niños, desde muy pequeños parecen ser muy sensibles
a la repetición de las acciones y poco receptivos a los cambios
de rutina —como saben todas las madres. Schank y Abelson (1977)
consideran que incluso antes de hablar, han construido sus
primeros guiones. A este respecto recuerdan cómo el hijo de
Schank con sólo cuatro meses ya había establecido cuál era su
rutina a la vuelta de la compra y cómo se enfadaba si se
introducía algún cambio en ella.
Se observa que con poco más de dos años los niños
empiezan a poder describir el orden de las acciones en
actividades de su vida del tipo de ir al supermercado o a un
restaurante, y lo que esperan que ocurrirá alJ.I. Un ejemplo de
Schank <Schank y Abelson, 1977> muestra como se construye un
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guión a partir de una sola experiencia -es decir, cuando un niño
todavía no puede distinguir entre lo que es específico de una
ocasión y lo que es habitual en un guión. Así, su hija de cuatro
años, que le acompañaba a comprar un coche nuevo, le preguntó si
iba a comprar un nuevo llavero —su primera experiencia del guión
“la compra de un coche” había incluido esta escena. Sin embargo,
a esta edad ya podía describir el guión completo de
acontecimientos corrientes para ella, como comer en un
restaurante, -es decir, habla tenido suficiente experiencia para
poder generalizar por lo menos las escenas centrales.
Schank <1982) explica que los niños empiezan a
construir sus guiones desde su propia experiencia y necesitan
tiempo para aprender a abstraer lo que es específico a estas
ocasiones, y lo que es común a la experiencia de otros. Poco a
poco, construyen una representación del conocimiento social, una
representación que les permite compartir las expectativas de los
demás. Este proceso de abstracción, de aprender a distinguir lo
general de lo particular, continua toda la vida, y nos permite
apreciar la. similitud entre diferentes situaciones y experiencias
en distintos niveles de generalización. Estos conocimientos
pueden aplicarse a entender nuevas situaciones, como explica
Schank <op. cit. :470>:
“An important part of understanding is the
classification of new experiences in terma of oíd
ones that are deemed most appropriate or moet
relevant to that new experience.”
Al igual que construyen guiones situacionales, los
niños aprenden a conocer el esquema de un cuento, ya que suelen
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estar muy familiarizados con los cuentos típicos de su cultura.
Hay una vasta bibliografía sobre las llamadas “gramáticas del
cuento” a partir del trabajo original de Propp (1928). De estos
trabajos podemos sacar la conclusión de que existe otro tipo de
esquema, el género literario, y que nuestros conocimientos de la
tipología de los textos, las “superestructuras” <van Dijk 1978,
1983 etc.), se forman de la misma manera.
En cuanto al aprendizaje formal, los que trabajamos en
la enseñanza debemos también aprender de lo que la teoría de los
esquemas puede decirnos. Muchos pedagogos son de la opinión que
para aprender algo nuevo, necesitamos anclarlo en una estructura
del conocimiento ya establecido, Schallert <1982) comenta la
relación entre la teoría de los esquemas y el desarrollo del
aprendizaje, describiendo algunos experimentos que apuntan en
esta dirección. En ellos, se muestra, por ejemplo, que se
aprenden mucho mejor las ideas abstractas si previamente se
explican con ejemplos concretos que podemos relacionar con
nuestros esquemas de conocimiento general. Una vez establecida la
estructura para el nuevo concepto, es mucho más fácil asimilar la
expresión abstracta del mismo.
1.4.6. Conclusión
La teoría de los esquemas resulta fundamental tanto
para entender la posible organización de la mente como su
funcionamiento en la comprensión. Y, como se ha visto, usamos los
mismos instrumentos y técnicas para comprender la representación
lingúistica del mundo en un texto, como para crear nuestra
percepción de la realidad.
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De hecho, quienes proponen la teoría de los esquemas
consideran que no sólo es pertinente en la estructuración de los
conocimientos acerca del mundo, sino también en la organización
de los conocimientos lingúisticos. Minsky <1975:246> propuso como
unos primeros niveles de esquemas, los “surface syntactic frames”
y “surface semantic frarnes”, que servirían para crear
expectativas e interpretar las estructuras y los casos que podían
aparecer en una oración. De este modo, se almacenarían los
conocimientos lingtiísticos de la misma manera que los otros tipos
de conocimientos -dejando aparte, como advierte Garnham
<1988:40), la cuestión todavía sin resolver de la representación
y aplicación de las reglas sintácticas.
Hemos mencionado la conexión entre la noción de esquema
y la de género, al hablar del aprendizaje por los niños de la
estructura de los cuentos. Este concepto también ha sido evocado
para explicar la relación sistemática entre la situación, el
sistema lingúistico y el texto por Rieger <1979>, quien se
refiere concretamente a la noción de “register” en Halliday (por
ejemplo, 1978). De aquí podemos suponer que de la misma manera
que internalizamos los esquemas de las situaciones o de los
cuentos, también lo hacemos para otros tipos de textos —como, por
ejemplo, los artículos científicos. Es decir, el grupo cuya
experiencia laboral le lleva a estar en contacto con estas
estructuras crearía el esquema (o superestructura> de este tipo
de articulo. El esquema contendría no sólo su estructura retórica
sino también información acerca de los componentes semánticos
típicos que se encuentran en cada campo o disciplina.
95
¡1302 9402
Más adelante volveremos sobre otros aspectos de las
nociones que acabamos de analizar. En el siguiente capitulo se
verá el papel de los esquemas en el proceso de la lectura, en el
que éstos desempeñan un papel fundamental, ya que son
imprescindibles en la producción de las inferencias necesarias
para completar todo lo que el autor no hace explícito pero que
supone que su lector ‘tendrá en mente”. En el Capitulo y
consideraremos algunas implicaciones de esta teoría para la
enseñanza de la lectura.
NOTAS
1. En el sentido de van Dijk (1977). Utilizo esta manera de
distinguir entre la información proporcionada por el texto y la
que proviene de la situación comunicativa, a lo largo de este
trabajo.
2. Empleo la terminología de Halliday (1986>, ya que los análisis
en el Capítulo 4 se basan en su gramática. Agradezco al Dr. J. O.
Moreno la versión española.
3. Y es aquí, posiblemente, donde se encontrarían las reglas
1 ingilísticas.
4. Prueba de ello es el hecho de que sólo ahora se está
traduciendo al castellano.
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CAPITULO II: LOS PROCESOS DE LA LECTURA
2,0. INTRODUCION
Hasta hace pocos años, la investigación sobre la
lectura se limitaba prácticamente a los problemas de la
traducción de la ortografía en fonología. Esto se explica porque
se pensaba que con el reconocimiento de las palabras en la
oración, se podría dar cuenta de la comprensión de manera
automática. Este campo de estudio ha sufrido un enorme cambio por
distintas razones. La psicología cognitiva —y ya no conductista—
permitió el estudio de los procesos mentales, antes proscrito,
abriendo vías para llegar a conocer la estructura de la memoria
(Sección 1.1.), y la recuperación y organización de los conceptos
(Sección 1,3. ) . Al mismo tiempo se proporcionó información sobre
los procesos implicados en la interpretación del lenguaje
escrito, gracias a estudios realizados en relación con la
velocidad de la lectura y el registro de los movimientos de los
ojos durante la misma —uno de los temas que trataremos en este
capítulo.
Debe también notarse que los recientes avances en la
metodología de la neurofisiologia han hecho posible un
conocimiento de los distintos subprocesos que permiten al hombre
el uso del lenguaje (Sección 1.2.>, a la vez que aportan datos
que ayudan a confirmar o desmentir algunas teorías propuestas par
los psicolingúistas y los cognitivistas. Y, en el campo del
tratamiento del lenguale por ordenador, los primeros fracasos que
sufrieron los investigadores hicieron patente que su comprensión
implicaba mucho más que el conocimiento del significado de las
palabras y de las relaciones sintácticas.
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Los investigadores interesados por los problemas de la
lectura se han beneficiado por estos distintos enfoques, los
cuales, sin embargo coinciden en que la lectura no consiste
simplemente en la recepción del significado de unas marcas
convencionales sobre papel, sino de la construcción del
significado del texto a través de su interacción con los
conocimientos —lingúisticos y no Iingiiísticos— del lector. La
comunicación verbal se ha mostrado como un proceso económico,
puesto que una misma palabra u oración puede tener distinto
significado según la situación en la que se utiliza, en el que
tenemos que descubrir las intenciones comunicativas de nuestro
interlocutor o escritor, En este capitulo intentaremos describir
cómo se consigue esta meta,
Se puede leer un texto por muchas razones, y, según el
propósito del lector, emplear estrategias muy distintas, pero la
comprensión como proceso básico implica tener el objetivo de
construir un modelo de la situación y el contenido a los que se
refiere el texto, de tal manera que resulte compatible con los
conocimientos y las creencias del lector. Para conseguirlo, éste
debe crear suficientes inferencias para completar los datos que
suministra el autor y llegar a un modelo coherente. Como hemos
visto a lo largo del primer capítulo, esta construcción sólo es
posible si se produce una interacción entre las palabras que
constituyen el texto y los conocimientos almacenados en la
memoria del lector. La interacción tiene lugar en todos los
niveles que intervienen en la lectura, desde el reconocimiento
visual de las letras que forman las palabras hasta la
99
construcción de la situación a la que se refiere el texto. Es
necesario, por tanto, examinar el procesamiento del texto escrito
en cada uno de estos niveles —por supuesto en la medida en que
tenemos datos para poder hacerlo.
Para acercarnos a la complejidad de la lectura, tenemos
que tener en cuenta, por una parte, los instrumentos con los que
trabajamos —es decir, los sistemas de recepción, almacenamiento y
procesamiento de la información lingdistica en el cerebro- y por
otra, los diferentes fines para los que tratamos el lenguaje
escrito. A este respecto, la propia experiencia demuestra, por
ejemplo, que cuando corregimos nuestros escritos, podemos leerlos
para seguir y mejorar el flujo de las ideas, o podemos hacerlo
con el fin de corregir la ortografía —pero no es posible fijar la
atención en ambas tareas a la vez. También sabemos que la lectura
de un texto con el fin de aplicar los conocimientos que sacamos
de él a la resolución de un problema emplea un método muy
distinto del que usamos cuando hojeamos un texto con el fin de
llevarnos una idea del contenido general de que trata (skimming)
.
En este último caso, parece que suprimimos el análisis
sintáctico, ya que no nos interesa construir las relaciones entre
los conceptos, sino simplemente quedarnos con una lista de ellos,
para más tarde volver sobre el texto. Según el objetivo de la
lectura, entonces, dirigimos la atención a un aspecto u otro del
texto, lo cual significa que, de alguna manera, lo percibimos
como un constructo hecho de niveles. Nosotros, aquí, contemplamos
el mensaje escrito desde esta perspectiva, lo cual no está exento
de problemas, como explicaré.
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Aunque desde el punto de vista lingúístico la
descripción del texto por niveles sería lo más normal, cuando lo
que nos interesa es el proceso y no el objeto, la cuestión no es
tan clara. Hemos visto en la Sección 1.1. dos maneras de entender
el procesamiento del lenguaje, y según nos convenza un modelo u
otro conviene pensar que la comprensión del lenguaje se puede
estudiar por niveles o no. Si no estamos en la feliz posición de
la certidumbre, debemos mantener una postura abierta y receptiva
mientras consideramos algunos resultados experimentales
referentes a la interpretación del lenguaje escrito. Es
importante, por ello, recordar durante la lectura de estas
secciones, que aunque aceptemos la especialización en el
procesamiento del lenguaje -y veremos que algunas teorías acerca
de la lectura apoyan este enfoque— tendremos que evaluar los
datos para decidir, primero, si es probable que los niveles en
los que podemos dividir la interpretación del mensaje existen, o
si se trata solamente de una manera de estudiar un fenómeno que
sin ellos resultaría difícil de abordar. Y, si encontramos
indicios positivos, la segunda decisión sería si es probable que
sean herméticos (teoría modular), o si, de acuerdo con el modelo
del procesamiento en paralelo, es más plausible que toda la
información, desde los rasgos de las letras hasta los
conocimientos de la situación comunicativa y de los objetivos a
largo plazo de los participantes está potencialmente disponible
mientras el cerebro interpreta el mensaje, o un aspecto del
mismo.
Teniendo en cuenta esta observación, las próximas
secciones consideran los siguientes aspectos de la lectura:
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a-
- reconocimiento de letras y palabras y recuperación del
significado
- la formación de constituyentes, el análisis sintáctico y la
asignación de papeles semánticos
- la Integración de los referentes
- la construcción del modelo mental del texto.
Empezaremos por el principio, el punto de entrada del mensaje
escrito.
2.1. DE LA LETRA A LA PALABRA Y SU SIGNIFICADO
2.1.1. El reconocimiento de las letras
Aunque esta etapa de la lectura nos puede parecer a
primera vista sencilla, de hecho no lo es. Prueba de ello son los
debates que desde principios de siglo <Huey, 1908 citado por
Henderson, 1987>, se han mantendido acerca de la percepción de
las letras y su papel en el reconocimiento de las palabras. Al
principio, el enfoque era el de la percepción de un objeto
visual, lo cual influyó en la clase de experimentación. Sin
embargo, más recientemente se tiene en cuenta que las palabras
son objetos lingUisticos, que forman el interface entre lo
perceptual y los conocimientos del lenguaje almacenados en la
memoria.
No está clara la importancia de los rasgos de las
letras en la lectura normal, ni si existe una unidad mayor que la
letra pero menor que la palabra, cuya forma se reconoce más
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rápidamente que la de las letras individuales (Treiman y Chafetz,
1987). Lo que sí parece demostrado es que, incluso en la
percepción de las letras, se aplica el principio de la
participación activa de los conocimientos lingllisticos, ya que
está demostrado que la misma letra se reconoce más rápidamente
cuando se encuentra contextualizada que individualmente o en
palabras inventadas. Podemos apreciar cómo influye el contexto en
nuestra percepción de las letras en el ejemplo (1), de
McClelland, Rumelhart y 1-linton (1986:8):
IME OIL\T
Aquí, descubrimos que Interpretamos los mismos rasgos de las
letras de manera distinta según el contexto en el que se
encuentran.
Esta posibilidad de distinguir entre la información
procedente del contexto lingúistico y la que proporcionan los
rasgos de la letra se ha visto también en experimentos con
palabras mutiladas, como demuestran los ejemplos en (2) (ibid.>:
(2) S~OT
~ISH
DE~T
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Este fenómeno aparece dramáticamente en algunos casos de daños
cerebrales, en los que los pacientes no fueron capaces de
reconocer las letras iniciales de palabras inventadas, aunque no
experimentaron problemas si la letra empezaba una palabra que
existe en el léxico (Posner et al., 1988). Está comprobado,
entonces, que no dependemos únicamente de la información visual
que recibimos al leer las letras que forman una palabra, sino que
tiene lugar una interacción de ésta y los conocimientos léxicos
almacenados en la memoria.
Podemos entender la percepción de las letras y
palabras desde la explicación que ofrece la teoría del
procesamiento en paralelo. Su modelo del reconocimiento de las
letras, reproducido en la Figura 6 (McClelland y Eumelhart
1981:380), nos permite apreciar cómo podían influir mutuamente
los rasgos de las letras, las posibles letras y las posibles
palabras. Se piensa que la información acerca de los rasgos de
las letras, que el sistema visual manda a la zona del
procesamiento del lenguaje escrito, activa diferentes hipótesis
sobre la identidad de las letras, y de las palabras que pueden
formar. Se refuerzan las que se van haciendo más probable a
medida que se vayan encajando juntos la información visual y el
conocimiento lingiiístico, al tiempo que se desactivan las
hipótesis que resultan poco coherentes con el sistema lingii¡tstico
que el lector conoce.
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Figura 6
Habría que tener en cuenta también un aspecto del
reconocimiento de las letras compatible con la teoría de la
modularidad del procesamiento del lenguaje, y con los datos que
nos han proporcionado los estudios sobre las áreas lingUisticas
del cerebro, Puede que se procesen las letras de manera
automática en una zona especializada, y que, si la tarea no lo
requiere, sus formas y su identidad no lleguen a nuestra
conciencia, sino que se pierdan rápidamente después de que se
haya informado al nivel de procesamiento lingUistico
inmediatamente superior —el de la palabra. Esta manera de
proceder resulta económica para el sistema cognitivo, ya que la
atención puede concentrarse en un nivel muy superior. Además,
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existen trabajos experimentales en el nivel sintáctico que apoyan
esta postura, como explicaremos más adelante.
Sin embargo, no tenemos que abandonar la posibilidad de
la aportación de información de otras fuentes actuando en
paralelo, porque no se puede negar que a falta de todos los
rasgos de las letras -en experimentos con letras mutiladas o con
sus rasgos distintivos imprecisos (por ejemplo “c” versus “e”>—
entran en juego las expectativas creadas por el conocimiento de
otros datos procedentes de niveles superiores. A este respecto,
Massaro (1987) encontré que la influencia del contexto es cada
vez mayor cuanto más ambiguos son los datos recibidos del
estímulo, Es decir, el procesamiento arriba—abajo interviene para
suplir la falta de información de abajo-arriba.
De todos modos, aún cuando los rasgos de las letras se
distinguen perfectamente, parece que interviene el conocimiento
de las palabras. Recordamos que la mente no es un receptor pasivo
de información para procesar, sino que cada situación crea en
ella expectativas en los diferentes niveles, las cuales facilitan
la activación de los elementos más probables. En la próxima
sección, veremos algunas teorías de cómo se piensa que integramos
distintos tipos de información mientras reconocemos una palabra.
Ahora, quizá convenga recordar las conclusiones de la Sección
1.2., en la que se esbozó el funcionamiento del cerebro, ya que
éstas tienen repercusiones importantes en la interpretación de
los experimentos que intentan aclarar los procesos que nos
interesan.
Al estudiar la manera de reconocer las letras, y la
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información de la que disponemos para interpretar este nivel
linguistico, nos hemos encontrado —sin querer, ya que nuestro
propósito no es entrar en una polémica acerca de la manera en la
que el cerebro trata el lenguaje, sino entender los procesos de
la lectura— con la necesidad de decantarnos por una de las
posiciones en principio radicalmente opuestas: la modular, o la
paralela. Veremos que la cuestión de la especialización de los
niveles lingUisticos y su impermeabilidad a la información
procedente de otros, frente a la interacción de todo tipo de
información lingUistica y extralingdistica en la interpretación
del mensaje es una constante a lo largo de estas secciones.
Nuestra postura se ha perfilado ya de manera tentativa, y ahora
veremos los datos experimentales en los diferentes niveles que
nos llevan a pronunciarnos por una solución “mixta” —no para
evitar una toma de posiciones por una teoría u otra, sino porque
de esta forma se explican de una manera económica muchos datos
experimentales e intuitivos. No daremos más detalles aquí; irán
apareciendo a medida que consideremos los resultados de
experimentcs disefiados para aclarar los procesos de la
interpretación -y alguna vez, la producción— del lenguaje.
2.1.2. El reconocimiento de las palabras
Dejemos, entonces, los rasgos y el contexto de las
letras, y pasemos a considerar la palabra —la unidad básica para
el lector. Mientras que los distintos sistemas de ortografía
pueden representar sonidos, silabas o conceptos, en todos ellos
la unidad que aparece escrita es la palabra, no el sintagma o la
cláusula, -aunque algunos sistemas tienen la posibilidad de
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marcar ciertas relaciones entre palabras y la terminación de la
oración, Los sistemas ortográficos europeos generalmente se basan
en una representación fonémica de las palabras, que se puede
reproducir aplicando una serie más o menos compleja de reglas. En
el caso del inglés, incluso para los nativos, pero especialmente
para los que aprenden el inglés como lengua extranjera, es
notoria la dificultad de aprender las correspondencias entre
grafemas y fonemas, Esto se debe a la compleja relación existente
entre los factores que han influido en fijar la ortografía, tales
como la pérdida o cambio de orden de ciertos sonidos a través
del Liempo, el intento de reflejar el origen de palabras
extranjeras, la dependencia del contexto grafémico y la
influencia de la estructura morfémica de la palabra (Venezky,
1970, Venezky y Massaro, 1987>. Dada esta dificultad, es
importante para la pedagogía de la lectura intentar esclarecer en
lo posible el papel de la representación sonora en la búsqueda
del significado de las palabras que constituyen el texto.
Las opiniones al respecto han variado durante el tiempo
en el que se ha investigado este aspecto de la lectura. De pensar
que se construía siempre la fonología de la palabra para poder
acceder a ella, se pasó a considerar que los lectores expertos
nunca activaban la representación sonora. Ahora se piensa que,
aunque podemos construir la representación fonológica de las
palabras sin buscarla en la memoria, es dudoso que en la lectura
normal procedamos así, por muchas razones. En primer lugar, es un
método lento, y en el procesamiento de los niveles inferiores del
lenguaje sobre todo, prima la rapidez y la economía de atención.
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El hecho de que, por lo menos para los buenos lectores, la
percepción de la palabra en una lengua conocida implica su
procesamiento -la palabra nos “cautiva”, y no podemos decidir que
no la leeremos- sugiere que la lectura podría pertenecer a
niveles cognitivos automáticos, y, por consiguiente, más
directos. Otro problema para la teoría de la construcción de la
representación fonológica antes de reconocer la palabra es que,
en bastantes lenguas, hay muchas ocasiones en las que simplemente
no parece funcionar. Por ejemplo, en el caso del inglés existen
muchísmas palabras muy irregulares, como: women Iivvm ¡nl colonel
/1<3: tUI; además, los niños, antes de aprender bien las
correspondencias entre grafemas y fonemas, pueden adquirir un
amplio vocabulario lector (Beech, 1989>. Otro dato difícil de
explicar es el hecho de que las lenguas con ortografía
logográfica no tienen esta vía de acceso a su fonología. Por
todas estas razones, se piensa más bien que normalmente se emplea
una ruta directa a la representación léxica almacenada en la
memoria, y es allí donde se activa la fonológica, a la vez que
los significados y la información sintáctica.
Naturalmente, también existe y se emplea cuando es
necesario, el método de las reglas fonológicas. De ello tenemos
muchas pruebas, empezando por nuestra propia experiencia con
lexemas nuevos, y experimentos con palabras inventadas como
“prenin” y “dalk”, donde se demuestra la aplicación de diferentes
reglas (Kay, 1987, Seymour, 1987:33>. El efecto de la percepción
visual de lexemas cuya pronunciación es irregular, como “head”,
en la producción de los sujetos en experimentos con palabras
inventadas, indica que se ha activado la representación
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fonológica de las primeras, y se han aplicado las mismas reglas
dependientes del contexto grafémico. Curiosamente, esta
influencia se produce incluso si no aparece en el experimento la
palabra con pronunciación irregular, sino otra semánticamente
ligada a ella. De esta manera, “brush’ activa “comb”, que
influye en la manera de pronunciar la palabra inventada, “jomb”
(Rosson, 1983, citado por Kay, 1987:191>.
Otros experimentos emplean falsos homófonos, como, por
ejemplo, “burd” o “blud”, y es interesante que se reconocen como
pertenecientes al léxico de la lengua inglesa con una frecuencia
significativa (Patterson y Colthert, 1987:439, Caplan, 1987:239).
Además, estas formas activan la palabra real que corresponde a su
fonología mucho más de lo que se podía esperar de su parecido
grafémico, como ocurre, por ejemplo con “brane” y “brain”
<Besner, Dennis y Davelaar, 1985, citado por Besner, 1987:214).
Parece evidente aquí también que se compara la imagen sonora del
estímulo con otro en la memoria a largo plazo para producir estas
respuestas.
Encontramos, además, apoyo para las dos rutas en los
casos de dislexia superficial que describe Caplan (1987). Este
tipo de dislexia produce dos clases de errores. En un caso, el
paciente es capaz de construir la pronunciación de las palabras,
pero sólo aplican las correspondencias más regulares entre
grafemas y fonemas. Al enfrentarse con las palabras inventadas, o
las pronuncia utilizando el mismo método, y las acepta como
palabras que existen en el léxico, o produce palabras reales cuya
pronunciación es similar, Parece que en este tipo de caso, se
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accede a la memoria por medio de la imagen fonológica. Sin
embargo, otro paciente no podía pronunciar las palabras
inventadas, aunque no tenía problemas con las que existen. Aquí,
se concluye que ha perdido la capacidad de componer la imagen
sonora pero que puede llegar directamente a ella desde la imagen
visual.
Las consideraciones anteriores nos llevan a la
conclusión de que los buenos lectores parecen reconocer las
palabras que les son familiares directamente a partir de la
información visual, y de que la contribución de Las
correspondencias entre grupos de grafemas y fonemas es
relativamentes pequeña, como lo es también la de su contexto. Sin
embargo, en los casos de los lectores menos experimentados, de
las palabras infrecuentes o de la reducción de la información
visual, se emplean estrategias diferentes, en las que influyen
las distintas fuentes de información disponibles. Por ejemplo, se
ha comprobado que hasta la información sintáctica puede
emplearse, ya que en un experimento el contexto de unas palabras
inventadas con el grupo inicial “th” se pronunciaba o 9*/ o Idi
según parecían ser funcionales o léxicas <Kay, 1987>.
En cuanto a la aplicación de las reglas de
correspondencia grafema—fonema que emplean los lectores nativos,
se busca respuesta a la pregunta acerca de la unidad sobre la que
se basan. Existen indicios experimentales de que descomponemos
las palabras en unidades mayores que las letras y menores que las
morfemas. Treiman y Chafetz <1987> encontaron una especie de
estructura ‘tema—reina” en las palabras —ellos denominan los
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segmentos “onset” y “rime”— puesto que el grupo inicial de
consonantes se combina más rápidamente con la vocal y consonantes
finales que un grupo compuesto por consonantes iniciales más
vocal con consonantes finales. Veamos unos ejemplos:
(3> FIL OST ANK TE
<4) EtA ST NK VRO
(5) BIJASS + GROCK —— BLOOK + GRASS
(6) -— ELACJ< + GROSS
(3) se combina más rápidamente que (4> (Treiman y Chafetz,
1987:283), y la combinación en (5> se construye
significativamente más que la de (6), (op. cit.:295>. Si los
experimentos hubieran dado resultados contrarios, se podría
interpretar que a más información acerca del comienzo de la
palabra, más rápidamente se activarían posibles terminaciones.
Como este procesamiento parece que no se debe al funcionamiento
cognitivo general, sino a algo específico de la recuperación de
la palabra, nos interesa seguir estas investigaciones dado que
podrían aportar datos en los que basar algún aspecto de la
ensenanza.
Por lo que respecta a nuestra conciencia de los procesos
descritos, debemos considerar varios factores. Según la atención
que precisa el texto, por el grado de dificultad que presenta al
lector, éste llega o no a ser consciente de la representación
fonológica. No obstante, se piensa que se activa siempre como
paso al resto de la información sobre la palabra, que se tiene
almacenada en la memoria a largo plazo, y como apoyo en la
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memoria activa durante el procesamiento del segmento de texto.
Veremos cuando tratemos el análisis sintáctico, que si estas
relaciones se resuelven sin problemas, la representación
fonológica decae rápidamente, dejando libre la memoria activa
para tratar el. siguiente segmento. Sin embargo, si se encuentra
alguna ambigiledad, nos apoyamos en el sonido de los
constituyentes para poder mantener activada y repasar la
información semántica y sintáctica que precisamos para resolver
el análisis.
También nos interesa conocer la influencia de la imagen
visual de la palabra frente a la fonológica en el proceso del
acceso al diccionario mental. De los resultados de diferentes
experimentos, se deduce que en situaciones normales se recupera
la palabra a través de la representación fonológica y no de la
grafémica. Existen distintos apoyos para esta conclusión. Hemos
podido comprobar, al leer los falsos homófonos (“burd”, “blud”,
“brane”), que parece que comparamos la imagen sonora del estímulo
con otra en la memoria. En algunos experimentos, se ha comprobado
que los homófonos causan errores debido a la activación de los
distintos significados. Por ejemplo, en una prueba de
clasificación semántica, un porcentaje significativo de los
sujetos contestaron afirmativamente al ser preguntados si “meet”
era comestible, o si “rows” era una flor (Patterson y Coltheart,
1987:438). En otro experimento (Black, Ooltheart y Byng,
1987:658) se contrastó el efecto de homófonos y homógrafos en
oraciones coordinadas con elipsis del segundo verbo. Mientras que
la forma fonológica, como en (7), producía errores, la grafémica,
como en (8), no lo hacia:
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(7) [lerights injustices and she books.
1
(8> Soldiers wound enemies and watchmakers clocks
El estudio de estos datos, escasos como reconocen los autores,
nos lleva a la interpretación provisional de que no es la
representación visual sino la fonológica la que se emplea en la
memoria activa como apoyo para la información sintáctica y
semántica necesaria para comprender estas oraciones. Y, dado que
esta conclusión está respaldada por otros tipos de experimentos,
y también por la intuición de muchos lectores, parece probable
que sea así.
Un último punto que hay que considerar cuando
estudiamos la recuperación de la palabra, por su interés para el
profesor de lectura —aunque brevemente, puesto que no hemos
encontrado mucho trabajo experimental en esta área— es el de los
afijos y su tratamiento cognitivo. Según los estudios recopilados
por Jarvella et al. (1987), parece que no se almacenan todas las
distintas formas de las palabras, sino que se reconocen los
morfemas y a partir de ellos se construye el significado de la
palabra. Es posible, además, que diferentes sistemas lingbisticos
se procesen de manera algo distinta, ya que estos investigadores
encontraron que los lectores del holandés parecían más
sensibilizidados a la estructura morfémíc’a de las palabras que
los del italiano.
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2.1.3. La recuperación del significado de la palabra
Otra pregunta importante apunta a la información que se
activa al percibir tina palabra. Naturalmente, la respuesta es
distinta si ésta pertenece a un sistema lingUistico conocido o
no. Como impresión visual, si no tenemos acceso al sistema, los
nervios oculares no pueden empezar a procesar los elementos
significativos, y mandan un mensaje al cerebro muy diferente del
que enviarían si se conociera la lengua. Lo mismo ocurre>
lógicamente, con el primer análisis de un estimulo sonoro.
Consideraremos aquí lo que se ha descubierto acerca de la lengua
materna, y en el Capítulo V intentaremos sacar algunas
conclusiones para nuestro interés específico, con la ayuda de los
pocos estudios que hemos encontrado relativos a la lengua
extranjera. Para examinar el acceso a los significados, proceso
que es inconsciente, nos interesan los trabajos sobre la
polisemia, ya que este fenómeno se presta a la experimentacion.
Veamos algunos resultados y las interpretaciones que se han hecho
de ellos.
Aunque no es frecuente que lleguemos a ser conscientes
de la ambigUedad de las palabras que usamos, de hecho, las más
frecuentes son las más polisémicas, y existen indicios de que los
distintos significados influyen en la manera de procesarías. Se
ha probado que la polisemia acelera la respuesta en experimentos
de reconocimiento de palabras —cuantos más significados, más
rápida es la respuesta (Rubenstein, Garfield y Millikan, 1970,
citado por Miller y Glucksberg, 1988:448>. Parece que la
comprensión de este tipo de palabras, como en (9>, ocupa más
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capacidad cerebral que las no ambiguas, como en (10), puesto que
se ha descubierto que interfiere con otras actividades
cognitivas, como podría ser la detección de fonemas (phoneme
monitorinz)
:
(9) The men started to drilí before they were told to.
(10) The men started to march before they were told to.
(Foss, 1970, citada por Miller y Glucksberg, 1988:448>
En cuanto a los significados y cómo se activan, los
diferentes experimentos han levantado polémica con respecto a su
interpretación. Se quiere saber si se activan todas las
acepciones de una palabra contextualizada si el contexto inhibe
de antemano las que no son compatibles. La segunda opción parece
más acorde con nuestra experiencia, ya que no son frecuentes las
ocasiones en las que tenemos que decidir cuál será el significado
apropiado; no obstante, algunas investigaciones, como las de
Swinney (1979), sugieren que puede ser cierta la primera, y que
la activación afecta a todos los significados. Veamos algunos
ejemplos.
Algunos experimentos midieron el tiempo de respuesta en
una tarea de decisión léxica, en la que se presenta el estimulo
visual cuando el sujeto acaba de oir una palabra ambigua en un
contexto más o menos restringido, como en (11) y <12), de Swinney
<1979), y (13> y (14>, de Onifer y Swinney (1981, citado por
Jackendoff, 1987:104):
(11> Rumor had it that, for years, the government
building had been plagued with problema. The man was
not surprised when he found several knA~. in the
comer of his room.
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(12) Rumor had it that, for years, the government
building had been plagued with problema. The man was
not surprised when he found several apidera, roaches
and other bugs in the comer of his room.
<13> Alí the cash that was kept in the sale aL Uhe bank
was stolen last week when two masked men broke in.
<14) A large piece of driftwood that had been washed up
onto the bank by the last storm stood as a reminder
of how high the water had actually risen.
En (11) y <12), se encontró que la activación de los distintos
significados de “bug” produjo respuestas más rápidas tanto para
“ant” como para “spy”, que para otros estímulos, a pesar de que
en (12> el contexto no era f’avorable a la interpretación “espía”.
En cuanto a (13> y (14), las pruebas, presentadas inmediatamente
después de “bank”: “money”, “study”, “river”, “twelve”, o una
palabra inventada, mostraron un efecto facilitador para “money” y
“river”, independientemente del contexto. En los dos
experimentos, sin embargo, se descubrió que un mínimo retraso en
presentar el estímulo produjo la inhibición del significado que
era contextualmente inapropiado. Se ha llegado a la conclusión,
por lo tanto, de que, aunque en otro nivel el contexto crea
expectativas acerca del significado de ¿la siguiente entrada, en
el nivel neuronal, y automáticamente, se activan todas las
acepciones de la palabra.
A pesar de que existen otros experimentos con
resultados similares, se ha criticado esta interpretación porque
el significado que servía de prueba se presentó de manera visual
simultáneamente con la palabra ambigua. Miller y Glucksberg
(1988) consideran que podría ser el mismo estímulo que influye)
de una manera retroactiva, en la producción del significado que
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no era apropiado al contexto. Otros trabajos proponen que lo más
importante para la activación de un significado es su frecuencia,
y que incluso si el contexto indica el sentido menos usual, éste
no siempre se produce. De hecho, a veces es difícil encontrar la
otra acepción de un lexema cuando es muy infrecuente, como en el
caso de “does” = gama, o “shower” = el que muestra algo
(Carpenter y Daneman, 1981:140>. Parece difícil, por las
condiciones de los experimentos, llegar a una conclusión
definitiva acerca de cuántos significados se activan. Desde
luego, es perfectamente compatible con un modelo del
procesamiento en paralelo, y también con módulos especializados
en diferentes procesos lingUisticos en los que los primeros
niveles son automáticos, esta propuesta de que los distintos
significados se activen con diferentes fuerzas, y de que la
intervención del contexto nos lleve a elegir uno. De la misma
manera, puede que no haya ninguna activación de una acepción, si
ésta no es empleada normalmente por el sujeto.
Lo que nos resulta también interesante en este tipo de
experimentos es la información que proporciona acerca de los
procesos de recuperación cuando se elige un significado
equivocado. Dado que para ello es necesario compatibilizar el
significado de varios elementos dentro de la oración, trataremos
este aspecto más adelante.
Naturalmente, además de los significados de una
palabra, existe información almacenada en el cerebro sobre los
papeles semánticos que puede desempeñar, inclusive cuáles son más
frecuentes, y también sobre la clase o las clases sintácticas a
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que pertenece. Casi como anécdota, podemos mencionar a este
respecto que en un experimento, se encontró que donde la sintaxis
sólo permite un grupo verbal, como en (15>:
(15) They alí rose.
se activó tanto “levantarse” como “flor” (Tanenhaus, t,eiman y
Seidenberg, 1979, citado por Just y Carpenter, 1980:340).
2.1.4. El caso de dos sistemas
Remos hablado de la recuperación de la palabra a partir
de la forma gratémica, es decir, del acceso al significado, la
clase y las estructuras sintácticas, y las restricciones
semánticas. Cuando los sujetos tienen acceso a dos sistemas, como
es el caso del aprendizaje de una lengua extranjera, nos interesa
saber cómo pueden estar representados los conceptos, ya que de
aquí podemos intuir cómo se conectan las dos lenguas. Una teoría
que se sostiene es que la manera en la que se representa un
concepto depende de la lengua en que se aprendió, lo cual
significa que debe estar codificado en una lengua en concreto.
Sin embargo, según los resultados de una serie de experimentos
(Smith, 1989), parece más bien que existe una representación
abstracta del concepto, a la que se conectan las palabras
correspondientes de cada idioma. Esta investigadora encontró que
un concep½ que no había sido presentado en el experimento, sino
inferido por el sujeto, siguiendo las instrucciones de la
prueba, tenía un efecto positivo en una tarea de completar
palabras, tanto en la lengua objeto de la prueba, como en la otra
lengua que conocía el sujeto. De esta manera, si el sujeto
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estudiara (16):
(16) The fish attacked the swimmer.
inferiría el concepto “shark”, y completaría más rápidamente
tanto <17) como <18>:
(17> _ H _ RK
(18) T U OH
En cuanto a la conexión entre los elementos de su léxico, según
esta autora, debe ser algo parecido al esquema en la FIgura 6 en
el. que O representa el concepto subyacente:
PEZ--—-O-—--FISH
PESCADO-——-O--——-FISH
LENGUADO----O----SOLE
SARDINA----O----SARDINE
ATUN-----O----TUNNY FISH
TIBURON----O-----SHARK
Figura 6
Otro resultado de los experimentos de Smith, que me
gustaría incluir aquí por su interés para el docente, es el hecho
de que las pruebas con listas de palabras, que no implicaban un
procesamiento profundo del significado, producían una mayor
activación de la forma grafémica en otra tarea de completar
palabras en la misma lengua que el estímulo. Sin emhargo, cuando
el estimulo era una oración cuyo significado había que procesar
para producir una inferencia, era el concepto el que tenía mayor
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activación. Habrá que tener este dato en cuenta a la hora de
diseñar o evaluar experimentos de aprendizaje de léxico, ya que
podíamos dejarnos engañar por los aparentes buenos resultados que
produce el aprender vocabulario en listas, cuando, de hecho, la
forma superficial se había aprendido sin integrarla con el
significado ni la información acerca de su uso, datos que se
pueden deducir cuando se aprende de una manera contextualizada.
En el Capítulo y consideraremos algunas implicaciones
de los estudios que hemos presentado aquí. En la próxima sección
pasamos a considerar el siguiente nivel en la interpretación del
mensaje escrito.
121
2.2. EL ANALISIS SINTACTICO Y LA ASIONACION DE PAPELES
SEHANTICOS
2.2.1. La realidad psicológica de la oración
En esta sección, la unidad a la que nos referiremos
será la oración, puesto que los estudios psicolingUísticos
indican que por lo menos para el texto escrito, es en este
segmento donde procesamos las relaciones sintácticas. La
información al respecto se recaba principalmente de los estudios
que registran la rapidez de lectura, o los movimientos de los
ojos y su fijación en las palabras durante la lectura de un
texto. Los experimentos con oraciones sueltas no nos proporcionan
(latos muy fiables, puesto que los sujetos generalmente tienen que
ocuparse de alguna respuesta -motor o verbal— a la vez que
terminan el procesamiento de la oración. Existen varios estudios
<por ejemplo, Frazier y Fodor, 1978, Just y Carpenter, 1980> en
los que los sujetos se detienen al leer el último sintagma o
palabra de la oración por un tiempo significativamente más largo
que en otros momentos de la lectura del texto. También se ha
descubierto (Jarvella, 1971) que perdemos la capacidad de repetir
correctamente una oración después de terminar de leerla. El hecho
de que podemos sin embargo parafrasearía sin dificultad indica
que en cuanto no necesitemos la forma superficial porque hemos
construido una representación semántica del contenido, borramos
la oración de la memoria activa para dejar sitio a una nueva
entrada.
Otras fuentes de datos apoyan la importancia en el
procesamiento lingilístico de la unidad de la oración. Just y
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Carpenter (1980> grabaron los movimientos de los ojos mientras
sus sujetos leían textos cortos y vieron que el final de la
oración emplea significativamente más tiempo: una media de 71
milisegundos más. La terminación del párrafo en su estudio
también produce una fijación de más duración, curiosamente
aproximadamente el doble del de la oración: una media de 157
milisegundos, El mismo efecto se encontró en un estudio de la
actividad neuronal por medio del electroencefalograma (Caplan,
1987: 415 cita a Friedman, 1976> que mostró que se concentra más
actividad eléctrica en la última palabra de la oración, más
incluso que en las palabras léxicas más importantes. Parece claro
que es en este momento cuando se intenta terminar el análisis del
segmento e integrar toda la información sobre las relaciones que
expresa. No hay que olvidar que no es sólo el análisis sintáctico
que se está completando en este punto, sino también la asignación
de referentes y la creación de las inferencias necesarias para
construir un modelo coherente del texto.
Otro aspecto de los resultados descritos, y que hay que
tener en cuenta siempre al evaluar distintos modelos del proceso
de la lectura, tiene que ver con el nivel de procesamiento que
requiere la tarea y el tipo de texto, según los cuales variará el
segmento que podemos procesar. De hecho, en una tarea de memoria,
Aaronson y Scarborough (1977) encontraron indicios de que el
sujeto iba procesando la oración por segmentos cortos, los cuales
frecuentemente coincidían con la cláusula. Aunque es evidente que
la necesidad de recordar el texto influye en el comportamiento de
los sujetos en el experimento, estos resultados pueden tener
implicaciones para el caso de un alumno que lee en una lengua
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extranjera. ¿Será que necesita dividir la oración en segmentos
más manejables? Según la dificultad del contenido del texto y el
número de palabras en la oración —que suele ser un índice de la
complejidad sintáctica y de allí conceptual— es posible que si.
En este caso tiene que reconocer las divisiones en cláusulas,
cosa no siempre fácil. Habrá que tener en cuenta este dato a la
hora de elaborar los contenidos del curso de lectura.
2.2.2. La segmentación en constituyentes
Antes de entrar en las discusiones acerca de qué
información utiliza el analizador <~arser) humano para establecer
las relaciones entre los constituyentes, es interesante notar que
el paso previo, la segmentación de la oración, ha sido probada de
manera experimental. La importancia de este paso en la
comprensión también está comprobada por la experiencia de los que
enseñamos lenguas extranjeras y por los investigadores en la
lectura en lengua materna <por ejemplo, Huggins y Adams, 1980).
Tanto los trabajos sobre vacilaciones, repeticiones y
correcciones en la producción, como los que emplean el método de
intercalar un chasquido <click) durante la audición de una
oración, y los que miden la rapidez de lectura, indican nuestra
sensibilización hacia la unidad de cada constituyente, como
también lo hace el hecho de que se suele recordar u olvidar todos
los miembros de un sintagma juntos. Estos datos tienen claras
implicaciones para la enseñanza de la lectura, tanto en lengua
materna como en una lengua extranjera. Los mismos alumnos que
muestran un conocimiento normal de la estructuración de los
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enunciados que producen oralmente, muchas veces parecen ignorarla
cuando leen, y ni siquiera responden a la señal de puntuación
indicando el final de la oración. En este problema intuimos otra
vez el resultado de entender la enseñanza de la lectura como el
simple reconocimiento de las palabras aisladas.
Los experimentos con chasquidos llevados a cabo por J.
A. Podor y T. O. Bever y colaboradores (comentados por Clark y
Clark, 1977, Aaronson y Scarborough, 1977, Huggins y Adaina,
1980, entre otros) comprobaron que a pesar de haber sido grabados
dentro de un constituyente de la oración que escucharon los
sujetos, éstos informaron haberlos oído entre dos grupos. En los
ejemplos (19> y (20), (de Garret, Bever y Fodor, 1966, citado por
(Mark y Clark, 1977) el asterisco indica la posición del
chasquido, y la línea oblicua la de su percepción:
(19) As a result of their invention’s influence!
the * company was given an award.
<20) The chairman whose ¡nethods still influence the * company/
was given an award,
Se controlaron con cuidado la entonación y el ritmo, para que la
información suprasegmental no influyera en los resultados, pero,
a pesar de ello, se comprobó que, efectivamente, no se rompe la
unidad del constituyente,
El análisis de la producción también indica que somos
conscientes de los segmentos de la estructura lingtiística. Se ha
visto que las pausas y correcciones no se distribuyen al azar en
la cadena hablada, sino que se observan regularidades. Mientras
que las repeticiones y correcciones producen constituyentes
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completos, como en (21) a <24>, las pausas suelen ocurrir entre
las palabras funcionales y las léxicas, como se puede ver en los
ejemplos (25> y <26) (Clark y (ilark, 1977:264—61, en los que la
barra oblicua indica la pausa al recomenzar un constituyente, y
las dos barras, la pausa dentro del sintagma:
(21> in 1 in the garden,
(22) he ¡ he didn’t go
<23> the silvery / the sbiny tray
(24) Uhe very ¡ the rather nice house
<26> in the /1 mg house
(26) ¡nay II go
Parece que el emisor planifica por tina parte la estructura
sintáctica, y por otra la elección del léxico para expresar con
exactitud un concepto que quiere comunicar.
Con los experimentos de Podar y Bever y sus
colaboradores se entiende que la realidad psicológica de los
constituyentes sintácticos ha sido demostrado (véase, por
ejemplo, Kintsch, 1984). Sin embargo, también han tenido sus
criticas. Por ejemplo, se ha sugerido (Reber y Anderson, 1910,
citado por Aaronson y Scarborough, 1977:281> que no son loe
factores sintácticas, sino las regularidades en la entonación del
inglés, producidas por razones fisiológicas <i.e. la duración de
una inspiración de aire) y cognitivas (Le. la memoria a corto
plazo) las que motivan nuestra sensibilización a los segmentos
lingttlsticos. De todos modos, aunque parece más probable e].
argumento sintáctico —veremos más adelante otras razones para
inclinarnos a favor de esta interpretación— podemos, no obstante,
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trabajar para sensibilizar a los alumnos no nativos al ritmo
normal de los grupos de constituyentes del inglés.
Finalmente, un estudio sobre velocidad lectura de
oraciones, que pedía al sujeto recordar las mismas textualmente
al oir una señal, indica también la sensibilidad del lector
nativo a la unidad de los constituyentes de la oración. Los
autores (Aaronson y Scarborough, 1977> encontraron que, en esta
tarea de memoria, a diferencia de otra de comprensión, los
sujetos leyeron a una velocidad bastante buena <de 300 a 600
palabras por minuto> excepto cuando llegaron a palabras de
contenido claves <op. cit. :278), que resultan, según los ejemplos
en el artículo citado, ser siempre el elemento nuclear de los
sintagmas nominales, el último elemento del constituyente. Los
autores interpretan que la respuesta motor (el sujeto tenía que
apretar un botón para visualizar la siguiente palabra) no influye
en el tiempo, ya que alcanzan a veces una rapidez normal, sino
que es el tiempo de procesamiento lo que se mide. La comparación
con la urea de comprensión sin recuerdo indica que es el
objetivo que motiva la lectura lo que influye en la manera en la
que se procesan las oraciones. Sin embargo, lo que nos interesa
aquí de este experimento es el hecho de que se eligen los puntos
entre los constituyentes para un procesamiento más largo que fije
los segmentos en la memoria, y nunca en medio de ellos.
En la próxima subsección, abordaremos el tema de las
relaciónes sintácticas y de la información que emplea el lector
para descubrirlas, lo cual tiene implicaciones para la ensefianza,
y también para la teoría del procesamiento del lenguaje.
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2.2.3. El estudio del análisis sintáctico
Un aspecto del procesamiento del lenguaje que deben
conocer los profesores de la lengua materna y la extranjera trata
del análisis sintáctico y la asignación de papeles semánticos a
los constituyentes de la oración, ya que es el paso clave para la
comprensión. Desgraciadamente, éste es el aspecto del
procesamiento más desconocido todavía, lo cual no significa, sin
embargo, que no se haya trabajado en esta área. Vamos a comentar
algunas de las investigaciones en este campo, por que, aunque no
desvelan las reglas gramaticales mentales, sí pueden ofrecer
sugerencias acerca de las estrategias que pueden ayudar a los
alumnos a encontrar los papeles sintácticos y semánticos en la
oración.
Como hemos dicho, se han empleado fundamentalmente dos
métodos para intentar internarse en este proceso: la medición de
la velocidad de lectura de las oraciones sintácticamente
engañosas (garden nath sentences) y la grabación de los
movimientos de los ojos en las que se registra el tiempo que se
detienen en cada palabra del texto. Se cree que cuanto más tiempo
se necesita para leer un segmento, tanto más procesamiento ha
requerido por parte del lector. En cuanto al estudio de las
fijaciones, se piensa que el ojo permanece mirando una palabra
hasta que su significado y relación con el texto precedente estén
completamente resueltos <Just y Carpenter, 1980, 1984, 1987,
Carpenter y Just, 1986). Esto implica que las decisiones acerca
de las relaciones y los significados se toman de manera inmediata
128
a
-no se guardan distintos análisis posibles en la memoria activa
hasta comprobar si son compatibles con posteriores entradas. Y
tampoco influye en la asignación de papeles sintácticos la clase
de los elementos a La derecha de la palabra que tiene nuestra
atención. Está comprobado que hasta que no fijemos el elemento
que deshace la ambigiledad, nos mantenemos fiel a nuestro primer
análisis (véase, por ejemplo, Mitehelí, lSS7a y b).
En esta sección veremos algunos ejemplos que demuestran
que a veces nos equivocamos en un análisis sintáctico, lo cual
apoya esta hipótesis. A este respecto, veremos también cómo nos
recuperamos de los problemas producidos por un primer análisis
incorrecto. Y, quizá lo más importante desde el punto de vista
teórico, contrastaremos dos enfoques sobre esta cuestión que se
pueden resumir en las siguientes preguntas: ¿influyen los
factores semánticos y pragmáticos desde el principio del análisis
sintáctico? ¿operan posteriormente, como filtro para comprobar el
resultado? o ¿son éstos los elementos más importantes, haciendo
innecesario en muchos casos el análisis sintáctico completo?
Estos aspectos más específicos del procesamiento del lenguaje
deben proporcionarnos datos que nos ayudan a clarificar las ideas
acerca del ¡nodo general en el que el cerebro trata el lenguaje —
i.e. , acerca del funcionamiento modular o en paralelo.
2.2,4. La intervención de conocimientos semánticos y
pragmáticos
Una vez establecidos los constituyentes de la oración,
necesitamos descubrir las relaciones entre ellos para llegar a
una representación proposicional del significado, la base del
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modelo del texto. Primero comentaremos algunas de las razones que
hacen pensar que el nivel sintáctico no es autónomo, sino que
emplea todo tipo de información para llegar a un análisis de la
oración y a asignar los papeles semánticos y que, por lo tanto,
el significado de las palabras léxicas influye en el análisis
sintáctico, Un argumento importante se hace evidente en la
facilidad con la que entendemos los mensajes con errores
sintácticos u otras anomalías —lo cual es difícil de simular en
los programas para la comprensión del lenguaje natural por
ordenador, excepto en los que buscan principalmente diferentes
papeles semánticos, sin depender de la sintaxis para construir la
representación semántica.
Otro argumento se refiere al lenguaje hablado, pero
como no es probable que se utilicen diferentes métodos en la
comprensión del lenguaje oral y escrito, podemos tenerlo en
consideración. El problema es que precisamente los elementos que
indican las relaciones sintácticas -las palabras y morfemas
funcionales- son los que en la cadena hablada se reducen y apenas
se pronuncian (Clark y Clark, 1977>, por lo que parece que sería
necesario el refuerzo de otro tipo de información para el
análisis. Se sabe que los niños pequeños utilizan lo que conocen
del mundo para entender los mensajes lingUisticos, con lo cual no
sólo interpretan las oraciones de pasiva sin tener en cuenta que
esta estructura invierte los papeles semánticos, sino que
entienden las expresiones de situaciones anómalas o poco
probables como si se tratase de las que ellos conocen. De esta
manera, todos los ejemplos (27) a (30) se entienden como (27)
<Clark y Olark, 1977:74):
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(27> The cat chased the mouse.
(28> The mouse was chased by the cat.
(29) The mouse chased the cat.
(30> The cat was chased by the mouse.
Y no son sólo los nifios menores de cuatro años los que cambian
los contenidos y entienden lo que esperan entender, como prueban
las paráfrasis hechas por adultos de (31> y (32) <op. cit.75):
<31> John dressed and had a bath.
(32> Don’ti print that or 1 won’t sue you.
La intervención de la información semántica en el
procesamiento de las relaciones sintácticas también se ha
comprobado. El análisis de estructuras recursivas incrustradas —
del tipo de <33>:
(33) This is the malt that the rat that the cat that the dog
chased killed ate.
es mucho más fácil cuando existen restricciones de tipo
semántico entre los sujetos y verbos <Huggins y Adams, 1980:96—
7).
2.2.5. Los casos semánticos
Puesto que el objetivo del análisis sintáctico es
construir una representación de los papeles semánticos de los
constituyentes de la oración, cobra importancia la noción de los
casos gramaticales, y, lógicamente, los trabajos de Filímore
<1968, 1969 etc,) han sido una importante fuente de inspiración
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en esta área. Se supone que los conocimientos almacenados con
las entradas léxicas incluyen el número y tipo de argumentos que
puede tener un verbo1 y los posibles papeles que pueden hacer los
sustantivos, con su frecuencia o probabilidad. Se ha visto
experimentalmente que los casos semánticos que rige un verbo
preparan el procesador para determinado tipo de información, con
lo cual se acorta el tiempo de análisis, como ocurre en (34) pero
no en (35>:
(34) It was a dark and stormy night the millionaire was
murdered. ‘¡‘he killer left no clues for the police to
trace.
(36> It was a dark and stormy night the millionaire died. The
killer left no clues for the police to trace.
El estudio de los movimientos de los ojos <Just y Carpenter,
1980:346> muestra que el contenido semántico de los verbos
influye en la rapidez de la asignación de roles. Por eso, en
(35>, se paran en “asesino”, y luego al final de la oración, con
lo cual se tarda significativamente más tiempo que en <34).
Parece, entonces1 que en (34), como ~~matar~~implica la presencia
de un agente, la casilla en el modelo semántico está preparada
antes de que que aparezca la variable, el asesino, mientras que
en <35>, es necesario producir las inferencias necesarias para
encajar el papel de “the killer”. Con respecto a los papeles
semánticos que activa un verbo, también se ha comprobado que
incluso si no se menciona explícitamente el instrumento implicado
en una acción, éste se activa por defecto (Just y Carpenter,
1987:176).
Es difícil aceptar, sin embargo, que en el
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procesamiento asignamos los casos dependiendo específicamente de
nuestros conocimientos de la valencia de los verbos, ya, que como
demuestran las equivocaciones que ocurren con las oraciones
sintácticamente engañosas, la interpretación se hace de manera
inmediata; es decir, algunos papeles se tienen que decidir antes
de que aparezca el verbo que los rige. Es probable, por ello, que
las expecativas creadas por el contexto y los factores
semánticos, como la animación, deben entrar en la decisión
acerca de los papeles semánticos. En el caso de una lengua como
el alemán, si fuera necesario esperar al verbo para asignar una
interpretación a los participantes, la memoria activa estaría muy
sobrecargada.
Un problema que se plantea al analizar el mensaje
empleando el método de los casos está originado por la clase de
procesos que representa el texto. Los procesos materiales del
tipo:
(36) John broke ihe window with a hammer.
se analizan fácilmente, mientras que los procesos mentales y
relacionales requieren un tratamiento más complejo, como veremos
en el análisis de los artículos científicos en el Capítulo IV. Y
el hecho de que la metáfora gramatical sea tan extendida en
muchos tipos de textos también es problemático para este método.
Un aspecto interesante relacionado con el proceso de la
asignación de los papeles se descubrió gracias a la medición cte
la duración de detenimiento de los ojos. Just y Carpenter <1980>
vieron que no habla una diferencia significativa entre el tiempo
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necesario para procesar la acción, el agente o el instrumento,
pero que estos elementos de la oración requirieron mucho más
tiempo que los de clase cerrada, como los posesivos o los
conectores <preposiciones y conjunciones), y también más que las
circunstancias. Según este estudio, parece que lo más
imprescindible, o más íntimamente ligado a la acción, tarda más
en procesarse, o se procesa de alguna manera más profundamente,
que lo que es periférico en la oración.
Entre estos resultados, llama la atención el hecho de
que los conectores no requieren más tiempo. ¿Sería que el lector
mismo crea de antemano su idea de la probable relación entre los
conceptos que representa el texto y que la lectura simplemente
confirma sus expectativas? Estos experimentos siempre controlan
por número de letras por palabra, así que no es debido a que las
preposiciones son muy cortas y más frecuentes, e influyen en la
media aritmética que resulta de presentar las dos categorías
juntas. En las palabras que Just y Carpenter denominan
‘retóricas’, sin embargo, se empleaba un tiempo adicional
considerable. Como se trata del discurso metatextual, quizá
¿podría ser porque sacan’ al lector momentáneamente de su modelo
del texto y se comunican con él a otro nivel? No deja de ser una
cuestión interesante.
Finalmente, el hecho de que las circunstancias se
incluyen entre los elementos que necesitan poco tiempo indica que
la diferencia entre los elementos que requieren más tiempo, y el
otro grupo no es simplemente un reflejo de la diferencia entre
clases abiertas y cerradas. Resultaría de mucha utilidad llevar a
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cabo este tipo de experimento con un corpus mayor, estudiando los
tiempos de procesamiento de las categorías, con el fin de
encontrar algunas conclusiones que se podrían aplicar a la
pedagogía
2.2.6. Las estrategias
Para volver a la cuestión del análisis sintáctico,
vemos que seguimos sin aclarar cuáles pueden ser las estrategias
que utilizamos en esta etapa del procesamiento. El orden de los
constituyentes puede ser una clave para los papeles sintácticos,
aunque esto no funciona siempre igual en todas las lenguas. Y
tampoco la estructura superficial refleja siempre las relaciones
sintácticas, como en los ejemplos (37) (Schank, 1972:595) y <38)
(Schank, 1973 citado ‘por McOlelland et al., 1986:6):
(37) 1 saw the Grand Canyon flying to New York.
<38) 1 saw the sheep grazing in the fields.
Aquí es necesario utilizar conocimientos semánticos y pragmáticos
para asignar los roles de los distintos elementos.
También la clase sintáctica preferente a la que
pertenece una palabra influye en el análisis, como demuestra la
oración sintácticamente engañosa en (39> (Bever, 1970, citado por
Huggins y Adams, 1980:98fl
(39> The oid man the boats,
Y en <40) y (41), parece que el contenido léxico crea
expectativas acerca de la clase gramatical de futuros elementos,
como en estos titulares periodísticos (de Just y Garpenter,
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1980:350>:
(40> Carter Views Discuased.
(41) Judge Admits Two Reporters.
En <40) esperamos un complemento directo, y en (41), una cláusula
con “that”. Es interesante que no sólo es la clase sintáctica
sino el posible contenido semántico lo que está restringido por
las expectativas creadas por nuestros conocimientos del mundo —
tan activos son los esquemas que se utilizan. En <40), esperamos
que siga al verbo un sintagma nominal que denomina un lugar
geográfico o un monumento de algún país, si está de viaje el
presidente (si ya no fuera presidente, lo que visita no sería
noticia> u otro objeto de interés para la nación: quizá algún
nuevo misil, o una fábrica recién construida. Y en <41), debe ser
algo escandaloso para un juez —que cedió a presiones, o que se
equivocó en una sentencia.
A la vista de los diferentes tipos de conocimiento que
pueden intervenir en el procesamiento, algunos autores han
postulado que empleamos una serie de estrategias para llegar a
decisiones rápidas acerca de las relaciones expresados en los
textos. Primero recogeremos las de Bever <1970, citado en Huggins
y Adams, 1980:98), después, las de Just y Carpenter <1987), y
finalmente, las contrastaremos con la propuesta de Frazier
(Frazier, 1982, Frazier y Rayner, 1987), que representa otra
postura. Estas estrategias se han pensado para aplicar
concretamente al inglés —aunque quizá Frazier espera que sus
principios sean más generalizables. Las tres propuestas se
136
solapan en algunos aspectos, pero hemos considerado que era
interesante presentar un resumen de cada una, ya que los
diferentes enfoques pueden sugerir al docente distintas maneras
de aprovechar estos conocimientos en su trabajo.
Empezamos con Bever, quien, desde una perspectiva
generativista, sugiere que, para encontrar las relaciones de la
estructura profunda, primero buscamos una secuencia compuesta por
un sustantivo seguido de un verbo y después otro sustantivo, a la
que asignamos los papeles de agente, acción y objetivo
respectivamente, si la semántica lo permite. Si no viene
señalizada como subordinada, consideramos que ésta es la cláusula
principal de la oración. Utilizamos las restricciones semánticas
para guiar la asignación de los papeles sintácticos, lo cual
explica las interpretaciones de los ejemplos (27> a (30) en los
que el gato cazaba al ratón y viceversa, Al encontrar un
determinativo, empezamos un grupo nominal, y lo terminamos cuando
aparece un elemento con menor número de características de
sustantivo (‘lese noun—like”) que los anteriores en el grupo.
En cuanto a Just y Carpenter, estos autores,
especializados en el estudio de los procesos de la lectura por
medio de las fijaciones oculares, consideran que en el análisis
sintáctico se emplea distintos tipos de información: el orden de
los elementos, el conocimiento de las clases sintácticas a la que
pertenecen y su frecuencia relativa, la información que llevan
los afijos, las palabras funcionales, los significados de las
palabras y la puntuación. La frecuencia con la que una palabra
pertenece a una clase sintáctica explica el problema que
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experimentamos al procesar el ejemplo <39), ya que 1tman 3, sobre
todo en combinación con “oíd’, suele ser sustantivo. Las palabras
funcionales indican un nuevo sintagma, y posiblemente de qué tipo
es, cuál es su papel sintáctico. Es decir, restringen las
posibilidades que hay que considerar. Así, para estos autores, el
conocimiento sintáctico se emplea de una manera procedimental en
diferentes estrategias del tipo: “Si encuentras un deictico o un
cuantificador, empieza un nuevo grupo nominal”, “Si encuentras
una conjunción coordinada, empieza un constituyente del mismo
tipo que el anterior” (Just y Carpenter, 1987:144>. Parece
evidente que esta información hecha explícita para nuestros
2
alumnos, que ya la emplean, aunque con variaciones en su propia
lengua, puede ayudarles a aclarar de qué elementos está formada
una oración y qué relaciones se dan entre ellos.
Sin embargo, queda fuera de estas explicaciones mucha
información necesaria para la correcta interpretación de una
oración, como puede ser, por ejemplo, los tiempos complejos y la
modalidad, que indican qué tipo de mundo hay que construir en
nuestro modelo del texto. En las siguientes subsecciones veremos
algunas hipótesis acerca del papel del conocimiento sintáctico en
la comprensión.
2.2.7. Dos principios sintácticos
Lo que no aclaran los estudios que acabamos de resumir
es precisamente qué modelo de procesamiento implican —en qué
momento se integran los diferentes tipos de información. Por
ello, otros investigadores han sugerido que, en vez de una serie
de estrategias ad hoc, aplicamos das principios en el análisis
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sintáctico: la creación del mínimo número posible de nudos en
la estructura, o de constituyentes de la oración. Frazier
(1987:562> define estas reglas generales de la siguiente manera:
1. Minimal attachment: Dc not postulate any potentially
unnecessary nades.
2. Late closure: 1ff grammatically permissible, attach new items
into the clause or phrase currently being processed (i.e. the
phrase or clause postulated most recently).
Cuando la utilización de 1. deja la estructura todavía con
ambígúedad, ésta se resuelve con la aplicación de la regla 2.. De
esta manera, en <42> y (43>, (Frazier, op. cit. :563) la regla 1.
produciría los análisis (44) y <45), con un mínimo de nudos.
(42) John bit the girí with a book.
<43> Ernie kissed Marcie and her sister. .
(44) 0
s 8V
John y SN with a book
bit the girí
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o5 y
yErnie
kissed
Marcie and her sister
Sin embargo, (46> y (47):
John hit the
Ernie kissed
girí with a book with a bat.
Marcie and her sister laughed.
nos da un aumento considerable de nudos: (46) requiere otros
niveles en el árbol, como en (48>, y (47) extiende el análisis
de manera horizontal <49):
(48> o
John
5 8V
y
hit
SN
Det
the
-SP
with a bat
N SP
girí with a book
(45>
(46>
(47>
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(49) 0
o
SÑ sv s 5V
Ernie y SN Ser laughed
sister
kissed Marcie
Más adelante veremos algún ejemplo de la regla 2. que se refiere
a la creación del mínimo número de constituyentes.
En las estructuras ambiguas, según Frazier y Rayner
(1982), se aplican, como siempre, estas reglas, y cuando no
funcionan nos encontramos con la necesidad de deshacer el
análisis. Por esta razón, las oraciones que violan las
expectativas requieren más tiempo de lectura, como en (50) y
(52), mientras que en las versiones (51) y (53) que están
construidas para prevenir contra la ambigúedad, el análisis
procede normalmente:
<50) Since Jay always jogs a mile and a Salt really seemns lUce a
very short distance to him.
(51) Since Jay always jogs a mile and a Salt this seeins lUce a
short distance to him.
(52) Apparently tSe speaker concluded his very interesting but
technical lecture had not been a succeas.
(53) Nobody knew why tSe speaker concluded his very interesting
but technical lecture with such haste.
<Ejemplos tomados de Frazier y Rayner, 1982:206>
En (50) y (51), la conjunción indica la necesidad de crear un
nudo O subordinada, pero es sólo en (51) que la estructura de la
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oración indica dónde termina esta primera cláusula. En <50), sin
embargo, cuando usamos la misma táctica, e incorporamos “a mile
and a Salt’ en el primer SV al encontrarnos con el verbo
principal, tenemos que reconsiderar el primer análisis. En cuanto
a (52> y (53), la estructura de la segunda oración no contiene
ambigúedades, pero en <52) lo que clasificamos como sintagma
nominal como complemento directo resulta ser sujeto de otro nudo
o.
Estas reglas se consideran psicológicamente probables,
ya que simplifican el procesamiento para la memoria activa,
creando el mínimo número de constituyentes y reduciendo la
complejidad sintáctica (Just y Carpenter, 1987). Además, Frazier
(1987:562> opina que con ellas se explican “muchas” de las
estrategias que se refieren a la interpretación de las
estructuras gramaticales, que se enumeraron arriba. Sin embargo,
en una de las oraciones con las que ejemplifica las reglas, la
intuición no concuerda con lo que predicen los principios 1. y
2.. Dejaremos al juicio del lector si en (64>, “in the library”
forma parte o no del constituyente que se está procesando (regla
2.), como considera esta autora (IFrazier, 1987:563), o si
pertenece más bien al verbo principal:
(54> Jessie put the book Kathy was reading in the library...
Si consideramos que forma parte del grupo verbal principal,
parece que nuestra decisión está influida por el hecho de que
put” activa una casilla de lugar, y que estamos buscando el
primer candidato que cumpla las condiciones para rellenarla.
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Esta explicación no encaja con la posición de Frazier,
ya que otro aspecto importante de su tesis es que las reglas
operan a nivel puramente sintáctico, sin tener en cuenta otra
información almacendada con el elemento léxico. Es decir, que
construimos primero una representación sintáctica de la oración
antes de recuperar más información léxica de la memoria. Esta
conclusión está basada en parte en el hecho de que causan
problemas de análisis incluso las oraciones que son
potencialmente engañosas, pero que están contextualizadas de tal
manera que su significado está claro, como en (65>. Frazier
<1987:571) encontró pruebas de que los sujetos tuvieron que
corregir su primer análisis de las relaciones sintácticas en una
estructura ambigua dentro del texto —la oración subrayada—
<55> John worked as a reporter of a newspaper. He knew a
majar story was brewing over the mayor scandal. He went
to his editors with a tape and sorne photos because he
needed their approval to go ahead with tSe story. He ran
the tape to one of his editors and Se showed tSe photos
to the other. The editor played the tape agreed tSe
storv was bis. The other editor urged John to be
cautious.
A pesar de que se dice explícitamente que John le había puesto la
cinta para el editor, esto no evita que el primer análisis de las
relaciones entre los elementos sintácticos sea incorrecto.
Algunos autores proponen para explicar este resultado un primer
análisis sintáctico, y después un proceso de comprobación, ya
incluyendo otros tipos de información <Mitohelí, 1987a y b,
Frazier, 1987). Habrá que considerar esta propuesta con cautela,
puesto que se refiere a la impermeabilidad del nivel sintáctico,
y de allí al modo en el que procesamos el lenguaje.
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Como primer paso, veremos cómo las reglas explican el
conocido caso de ambigúedad en la estructura sintáctica en (56>:
(56> TSe horse raced past tSe barn felí.
Aquí, es evidente que el orden de aplicación es importante, ya
que, si usáramos la regla 2., y formáramos un constituyente, no
nos encontraríamos con un análisis erróneo, del cual es muy
difícil recuperar. La explicación de Frazier y Rayner es que con
la regla 1., evitamos la creación del nudo N’ al analizar “raced”
como verbo principal, como aparece en <67):
O
SN SV
the horse y SP
raced past tite barn
El problema se presenta cuando llegamos a “felí”, y
encontramos manera de incorporar este verbo al análisis.
hecho, una primera solución que se suele sugerir es la de
oraciones
57)
no
De
dos
(58)
O
SN SV
tSe horse A
raced
ogv
tSe barn
y
felí
pasí
Después de decidirse por (58),
produzca (59>:
suele ser difícil que el sujeto
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(591 0
5V
D t N’ felí
the
horse
raced past the barn
Lo que se considera interesante en este ejemplo tiene
que ver con la cuestión de por qué es tan difícil recuperarse y
formular otro análisis. Una explicación que se propone para
algunos problemas de este tipo es la pérdida de parte de la
representación de la oración en la memoria activa. En este caso,
no obstante, son pocos los elementos que hay que tener activados.
Es cierto que hay que retroceder bastante para encontrar el punto
en el que ocurrió el error, pero también es así en muchas
estructuras engañosas, de las que, sin embargo nos recuperamos
sin dificultad, como en (60) <Frazier, 1987:564):
<60> The girí knows the answer to tSe physics problem was correct.
¿Podría ser un caso como el cubo de Necker, que cuando lo
percibimos de una manera, no podemos, sin un esfuerzo
considerable, cambiar de perspectiva? Entonces, ¿cómo es que en
un caso similar de engaño sintáctico vemos fácilmente dónde está
el error, como en (61) (JohnsonLaird, 1983:309h
(61> TSe hoy told tSe story paseed it on to us.
Una sugerencia —con la que Frazier probablemente no
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estaría de acuerdo— es que nos cuesta apreciar la posibilidad del
verbo “race” con complemento directo, y que la poca frecuencia de
uso en esta estructura hace improbable la activación de la forma
pasiva. Desconozco si existen experimentos al respecto, pero si
hay otros resultados en este sentido acerca de las estructuras
más frecuentes que se utilizan con diferentes verbos (Holmes,
1987>. Estos datos parecen contradecir la tesis de Frazier acerca
de la aplicación de las reglas antes de la recuperación de la
información léxica. Puesto que ésta es una cuestión clave para
decidirnos por un modelo de procesamiento u otro, debemos recoger
aquí las conclusiones de dichos experimentos.
2.2.8. La intervención de información de la entrada léxica
Los experimentos que describe Holmes están diseñados
para comprobar si las expectativas acerca de la estructura
sintáctida más frecuente en la que entran ciertos verbos influyen
en los tiempos de lectura. Se emplearon verbos como “hear”,
‘read, o “answer’, que se construyen frecuentemente con un
sintagma nominal como complemento directo (que llamaremos Grupo
1.), y otros como “claim, know, believe’, que se suele seguir de
una cláusula (Grupo 2). Los sujetos, que tenían instrucciones de
buscar anomalías sintácticas, leyeron unas oraciones con una
mezcla de construcciones y errores. Entre ellas se incluían los
verbos de la prueba. Se habían preparado frases en las que ambos
grupos de verbos se siguieron de cláusulas con o sin “that” -es
decir, con o sin una ambigúedad sintáctica momentánea,
produciendo oraciones del tipo <62) <HolmeS, 1987:588>:
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(62> A journalist reported the inquest’s findings were very wrong.
Al leer las oraciones con verbos del Grupo 1. <del tipo
“read” + SN) seguidos de una cláusula sin “tSat’, los sujetos
pararon una media de 403 milisegundos más al encontrar el verbo
“were” que cuando esta estructura estaba indicada con ‘that”. Por
ello se piensa que, en los primeros casos, los lectores esperaban
un complemento directo realizado por un sintagma nominal y fueron
“engañados” al encontrar el sujeto de la cláusula. En cuanto a
las oraciones con verbos del Grupo 2. (del tipo ~knowr +
cláusula>, que se construyen más frecuentemente con una cláusula,
los lectores pararon una media de 61 milisegund’D5 más al
encontrar un artículo que al encontrar “that”. Holmes sugiere que
aunque “that” es un elemento opcional, el tiempo adicional de
procesamiento cuando no aparece indica que los sujetos de alguna
manera lo esperaban. En otras palabras, probaron primero la
hipótesis estructural más normal para esta clase de verbos. Esta
autora llega a la conclusión de que la información acerca de las
estructuras más frecuentes crea expectativas en los lectores e
influye en el procesamiento del mensaje.
Tenemos noticia de otros resultados que indican que se
emplea algo más que la información sintáctica respecto de la
clase de elemento en las distintas posiciones de la oración. En
(63) y (64), por ejemplo, la sustitución del verbo tenía
repercusiones sobre la interpretación de la estructura:
(.83) TSe woman wanted the dress on tSe rack.
(64) The woman positioned the dress on the rack.
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En (63>, el 90% de los sujetos adjudicaron el sintagma
preposicional al complemento directo, mientras que en <64), sólo
el 30% lo hicieron (Ford, Bresnan y Kaplan, 1982, citado por
Mítchell, 1987b:102>. Sin embargo, este resultado no nos indica
si el efecto del verbo es inmediato. Tampoco, si existe una
segunda operación de control después de un primer análisis
puramente sintáctico, como piensa Mitchell (1987b) —quien
considera que sus propios experimentos también apoyan esta
segunda explicación. En ellos, se midió la duración de la lectura
de oraciones que empezaban con una cláusula subordinada en la
que se jugaba con la posibilidad o no de un complemento directo.
Se mostró la oración a los sujetos en dos partes, con lo cual
siempre aparecía un sintagma nominal después del primer verbo,
como en (65) y (66) (op. clt,:99);
(66> .Just as the guard shouted tSe intruder
escaped through tSe window.
<66) Just as tSe guard shot tSe intruder
escaped through the window.
El hecho de que sus lectores detectaron la anomalía en oraciones
del tipo (66> indica para Mitchell que estaban intentando
integrar un complemento directo y que, por lo tanto, no habían
recuperado más información sobre el verbo que la clase gramatical
-es decir, todavía no tenían acceso a sus restricciones de uso.
Resulta difícil encontrar respuesta para la cuestion
acerca de lo que está ocurriendo cuando eJ. lector fija la
atención en “tSe intruder” en <65). Puede que esté rechazando el
resultado de la estrategia SN + SV + SN AGENTE + ACCION +
OBJETIVO, o puede que esté intentando interpretar el significado
[48
de este mensaje anómalo. Como comenta Simón (1989> es difícil que
se llegue a resolver la cuestión del efecto de la información no
sintáctica en el análisis de la oración. De acuerdo can lo que
hemos expuesto sobre el procesamiento del lenguaje, podríamos
incluso rechazar la necesidad de que sea una cuestión de ‘~o todo
o nada” acerca de qué información se recupera a la hora del
análisis sintáctico, sino más bien, de cuánta información se
necesita para resolver el análisis. Podemos formular la pregunta
del siguiente modo: ¿si recuperamos la información de que “shout”
por ejemplo, pertenece a la clase “verbo”, por qué no aparece con
esta información “verbo con complemento preposicional”? ¿Y de
allí a informacion sobre el tipo de estructura más frecuente?
Desde luego, es lógico que esta información esté almacenada junto
con la entrada que se recupera al leer la representación
grafémica, así que no es improbable que se pudiera activar.
Aunque habrá que esperar que futuros trabajos nos
aclaren estas dudas, la siguiente subseccióri ofrece resultados
experimentales interesantes que comentaremos antes de dejar este
aspecto del proceso de la comprensión del lenguaje. De todos
modos, estos experimentos sí nos indican qué clase de información
necesitan nuestros alumnos, lo cual es pertinente tanto para los
enseñantes como los lexicógrafos.
2.2.9. ¿Un nivel de análisis sintáctico automático?
Es evidente que este campo de j~vestigación está en
plena actividad, y que tardaremos en llegar a conclusiones
definitivas en cuanto a qué informacion y en qué orden la
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empleamos en la comprensión lectora. Sin embargo, terminaremos la
descripción de esta parte del proceso de interpretación con una
propuesta conciliadora. Los resultados experimentales obtenidos
por Flores dArcais <198?) indican que, aunque normalmente no
necesitamos un análisis sintáctico completo, de hecho éste se
construye, y se consulta cuando encontramos que falta coherencia
semántica o pragmática en la representación del texto al que
hemos llegado. Este autor estudió el efecto de distorsionar
diferentes aspectos de los textos que leyeron sus sujetos, y
encontró que detectaron e informaron sobre los errores
ortográficos y semánticos, pero no parecían conscientes de los
sintácticos. curiosamente, no obstante, los movimientos oculares
sí indicaron que percibieron las anomalías. Este resultado
sugiere que el análisis gramatical tiene lugar de manera
automática y que tenemos disponible una representación sintáctica
de las oraciones en el texto. Sin embargo, se cree que no es
siempre necesario consultar este nivel.
El investigador, entonces, para averiguar cuándo se
presta atención al análisis sintáctico, presentó a sus sujetos
algunos textos poco coherentes desde el punto de vista
pragmático. Bajo estas condiciones, aumentó significativamente el
número de errores sintácticos detectados conscientemente, con lo
cual concluyó que era una cuestión de asignación de recursos
computacionales. En los textos que piden más procesamiento abajo-
arriba es necesario dedicar atención a las relaciones
sintácticas, mientras que en los textos coherentes, los lectores
emplean más la información del nivel semántico y pragmático. Este
resultado recibe apoyo de un tercer estudio que revela que la
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diferencia entre una buena comprensión lectora y otra peor reside
en la utilización de los niveles superiores. Los sujetos tuvieron
que leer ciertos textos cortos rápidamente —a 450 palabras por
minuto— y responder a preguntas que evaluaban la comprensión de
los mismos, además de informar sobre cualquier anomalía
sintáctica o de otro tipo. Los sujetos que mejor comprendieron
los textos, sin embargo, se dieron cuenta de una menor proporción
de errores sintácticas que los que entendieron peor el contenido.
De este resultado, parece que la dependencia del nivel sintáctico
resta recursos que se podía de otra manera dedicar a la
integración del significado, y por eso se construye una
representación menos fiel del texto. Los buenos lectoras,
entonces, son los que, no teniendo dificultades de léxico ni
sintaxis, pueden dedicar la mayor parte de su atención a los
niveles superiores del proceso de comprensión, es decir, a
asignar los papeles semánticos y a integrar los diferentes
aspectos del mensaje en un modelo coherente.
Estos trabajos son importantes para nuestro modelo del
proceso de la comprensión, ya que, si existe un nivel de análisis
sintáctico automático, este dato apoya la hipótesis modular del
procesamiento ling~iístico. Y podemos suponer también, desde el
punto de vista de la pedagogía, que un buen conocimiento de las
reglas gramaticales es necesario si el alumno quiere imitar el
comportamiento de un lector nativo, aunque no siempre necesite el
análisis sintáctico completo. Por otro lado, Sabrá que preguntar
si, dada la dificultad de tal aspiración, debemos ½sistir más en
la aplicación de todo el conocimiento semántico y pragmático que
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tenga el alumno, y reforzar de esta manera las estrategias
específicas para procesar la sintaxis del inglés.
2.2.10. La recuperación de los errores
Los experimentos que miden la velocidad de lectura, o
la duración de detenimiento de los ojos, nos proporcionan también
información acerca de la manera en la que nos recuperamos de
errores de procesamiento, y de allí acerca de los diferentes
tipos de lectores. Parece que bastantes lectores identifican el
punto en el que reside la ambigúedad, y vuelven directamente a
ello para procesar la palabra o segmento otra vez, Se ha visto
además, que los problemas sintácticos y semánticos producen
reacciones parecidas durante el procesamiento de una oración o un
texto corto, por lo cual, los comentaremos juntos en este
apartado. Consideraremos primero el efecto de las ambigUedades
semánticas, según un trabajo de Carpenter y Daneman (1981).
El experimento consistía en la lectura en voz alta de
textos cortos que contenían homógrafos, los cuales producían
interpretaciones anómalas si el contexto no resultaba adecuado
para el significado (y pronunciación> más frecuente de la palabra
ambigua. Veamos un ejemplo en el que, según los autores, el
contexto estaba preparado para que el lector hiciera una
interpretación poco frecuente de la palabra “sewer” <el/la que
cose) (op. cit. :146k
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(67> After months of fruitless searching, we finally found
what we thought was our dream home, We have since
discovered, Sowever that the neighbourhood has both
advantages and disadvantages. The main advantage is that
there are several small stores nearby tSat selí hand—
made clothes. There is also one sewer who makes terrifio
suite. We will have to weigh the pros and cons before we
decide to buy it.
En esta clase de prueba, al percibir, por ejemplo, que
“alcantarilla’ no pega con la producción de “fabulosos trajes
el sujeto suele mirar largamente la palabra o frase clave para el
significado del homógrafo -aquí, “terrifie suits”- y después
volver a fijar la mirada en “sewer”. Dicha conducta podría
indicar simplemente una sensibilización a la estructura
sintáctica, ya que se elige volver a procesar el antecedente de
o que, de alguna manera, se registró en su momento la
ambiguédad del homógrafo <recuérdese el trabajo de Swinney
descrito en la Sección 2.1.3.>. En este ejemplo, dada la poca
frecuencia de uso de ‘costurero”, no parece muy probable la
segunda explicación, pero siempre es posible que se activara
ligeramente el verbo ‘ sew”, y de allí la posible ambigúedad. De
lo que sí podemos estar seguros es que cuanto más incongruente
es el resultado del error semántico, más tiempo duran las
regresiones a la parte ambigua de la oración. Otra reacción del
lector consiste en seguir leyendo, esperando encontrar más
adelante algo que clarifique el significado, lo cual a veces no
ocurre.
En este experimento, además de registrar los
movimientos de los ojos, los autores preguntaron sobre la
comprensión de la parte ambigua de sus textos, y encontraron
diversas reacciones a la dificultad que Sabía causado -según el
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grado de integración en el modelo del texto que el lector había
conseguido. Algunas veces parecía que se había abandonado el
empeño de hacer compatibles los significados en la oración, ya
que, en el caso de <67), por ejemplo, al ser preguntado quién
hacía fabulosos trajes, se contestaba “the sewer1’
(alcantarillado). Podría ser que se había recuperado la conexión
con “sew” (coser), pero que la activación del tema de desventajas
en el barrio mantenía la representación fonológica de
alcanterillado y se había producido un cruce. En otros casos,
como en (68), (Carpenter y Daneman, 1981:137) el sujeto hizo
algún cambio durante la lectura para compatibilizar su
interpretación con el texto.
(68> Cinderella was sad because sSe couldn’t go to the dance that
night. There were big tears in her brown dress.
Algunos lectores que pronunciaron “lágrimas~~, cambiaron la
preposición a “on”, con lo cual se salvó la inconsistencia, Otro
cambió “dress” por “eyes”, aunque las fijaciones de los ojos
indicaron que, antes de pronunciarlo, se Sabía dado cuenta del
error.
En otro texto, se comprueba el apego que tenemos a
nuestra interpretación de la situación. La oración (69) <op.
cit. :156) es la parte engafiosa de un texto que describe la
presentación de un violinista al público:
(69) He took a bow that was stately and yet humble.
Algunos lectores pronunciaron “bow” (arco de violín), en vez de
“bow” (saludo), pero cuando llegaron a los modificadores
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‘stately” y “humble”, los fijaron por mucho tiempo, indicando que
estaban intentando reconciliarlos con su imagen del arco. Sin
embargo, no reconsideraron su comprensión de “bow” (arco>, y
contestaron a la pregunta ¿qué hizo el violinista de una manera
elegante pero humilde? que colocó el elegante arco bajo la
barbilla antes de empezar a tocar.
De estos resultados nos interesan dos hechos
fundamentales: por una parte, la facilidad con la que un lector
experto encuentra la causa de la incongruencia en el texto y se
recupera de su error de interpretación, y por otra, la actuación
arriba-abajo, que manipula el texto que está delante de los ojos
del lector, para hacerlo compatible con sus expectativas. Es
decir, el lector no cambia su modelo del texto, sino que modifica
el mismo texto en su búsqueda de una representación coSerente. A
este respecto, vienen a cuenta los cambios que efectuaron
algunos alumnos para acomodar el contenido de un texto en inglés
a su interpretación. En el texto, una señora describe cómo le
robaron el bolso en la calle. Los alumnos, después de cambiar el
sexo de la señora cambiaron su bolso por algo más respetable para
3
un señor -un maletín . En la Sección 2.4. veremos con más
detalle la construcción del modelo del texto. De momento,
continuaremos centrándonos en las estrategias que emplean los
lectores para encontrar las relaciones entre los elementos,
pasando ahora a las reacciones de los sujetos de Frazier y Rayner
(1982> frente a las ambigUedades sintácticas.
Sus resultados no incluyen la interpretación semántica
de las oraciones problemáticas, pero, en cuanto al registro de
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los movimientos oculares, reflejan reacciones parecidas a las de
Carpenter y Daneman. Algunos lectores miraron por mucho tiempo,
posiblemente en dos o tres veces, la zona de la oración que
proporcionaba la clave a la ambígdedad sintáctica, y después
continuaron adelante, presumiblemente porque habían resuelto la
dificultad. La mayoría, sin embargo, después de mirar la parte
clave por un tiempo normal, volvieron a fijar la mirada en la
parte ambigua, o simplemente regresaron al principio del sintagma
clave, como si fuera para asegurarse de su correcta codificación.
Y otros sujetos reaccionaron de una manera “caótica”: miraban un
buen rato la zona que indicaba la correcta interpretación de la
ambigUedad sintáctica anterior, y luego avanzaban la mirada en
saltitos cortos hasta llegar al final de la oración. Después,
volvían al principio, y leían toda la oración otra vez. Parece
que este grupo no percibió dónde podía residir el error; sólo
sabía que algo iba mal. Su utilización de la sintaxis en el
procesamiento parece deficiente, y los autores piensan que es
probable que estos sujetos dependan en gran parte de la semántica
para crear una representación de las relaciones que expresan los
elementos de la oracion.
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2.3. LA INTEGRACION DE LOS REFERENTES
2.3.1. Introducción
Otro paso importante en la construcción del modelo del
texto, junto con el establecimiento de los papeles semánticos,
es la asignación de referentes, tarea que forma parte de la
integración de la información que vamos recibiendo a medida que
comprendemos el texto. Carpenter y Daneman <1981:139> resumen
este proceso de la siguiente manera:
‘Integration consists of cojnputing the syntactic
and semantic relations between the current word and
the previous text and incremuentally constructing a
representation of tSe text as it is being read.”
Entonces, ¿qué se incluye en el nivel de procesamiento que nos
ocupa ahora? Según la definición citada, este nivel del
procesamiento abarca desde el nivel de la recuperación del
significado hasta la construcción del modelo mental del texto. Es
decir, casi todo el proceso. No obstante, aquí limitaremos la
integración a las relaciones de correferencia, principalmente
entre los participantes y las acciones en el texto. Con todo,
esta redácción del campo no evita que el aspecto por tratar sea
muy amplio: en efecto, no es otro que la coherencia, en la
medida en que ésta aparece en la superficie del texto a través de
las relaciones coSesivas. Esta operación representa el paso
previo a la construcción del modelo mental, como explicaremos en
la siguiente sección.
Las relaciones entre las entidades, acciones y estados
que se reflejan en el texto pueden ser de distintos tipos, por lo
167
cual tenemos que recurrir a diferentes estrategias para descubrir
cuando se trata de una relación de correferencia. Como afirma
Webber (1980:142), la elección entre los posibles antecedentes de
un elemento necesita “sophisticated syntactic, semantic,
pragmatic, inferential and evaluative ahilities.” Los ejemplos
(70> a (74> son una muestra de todo lo que tiene que explicar una
teoría cognitiva de la construcción del modelo de los objetos y
acciones en el texto:
(70) A plane carne plummeting from the sky. A hoy pointed
excitedly at tSe stricken 747. <Sanford, 1987:23>
<71> The pilot put tSe plane into a stall just before landing
on the strip. He got it out of it just in time.
<Johnson—Laird, 1983:128>
(72> Mary gaye each girí a T-shirt. SSe bought them at Design
Research. (Webber, 1980:151).
<73) A German shepherd bit me yesterday. Thev are really
vicious beasts. (op. cit. :152>
(74) 1 can walk and 1 can chew gum. Jerry can too, but not at
the same time. (Ibid.).
Otro aspecto de la identificación de los antecedentes,
que influye en cómo se lleva a cabo el procesamiento, es el hecSo
de que el pronombre no se refiera a un elemento de la estructura
superficial, sino a un concepto en el modelo del texto. En <72),
si buscamos entre los constituyentes de la primera oración un
antecedente que concuerde con “them”, no lo encontramos. Parece
más bien que aparece en el resultado de procesar la primera
oración. Tal hecho ha sido comprobado experimentalmente por
Clifton y Ferreira (1987). Estos autores compararon el tiempo que
tardaron sus sujetos en encontrar el antecedente de un pronombre
plural cuando coincidía con un constituyente y cuando, por el
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contrario, los antecedentes aparecían en diferentes papeles
sintácticos. A la vista de los resultados —en ambos casos se
registraron los mismos tiempos— llegaron a la conclusión de que
se trataba, pues, de un mismo proceso, y que los sujetos buscaron
los antecedentes en su modelo de la situación, y no entre las
palabras del texto. Hay que apuntar, sin embargo, que en (73>, el
antecedente no existe en el modelo sino en la memoria a largo
plazo. Como dijo Webber, la recuperación de los antecedentes
refleja una habilidad cognitiva considerable.
A pesar de la complejidad, la integración de los
referentes se lleva a cabo de forma inmediata. La lectura de (75)
(Just y Carpenter, 1980:343), nos permite experimentar este
fenómeno:
(75) Although he spoke softly, yesterday>5 speaker could
hear the little boy s question.
Asignamos equivocadamente el referente de ‘he” en cuanto aparezca
el primer candidato (ya que es catafórico) y posteriormente
corregimos esta decisión cuando advertimos su incompatibilidad
con la claúsula principal. No esperamos el final de la oración
para considerar todas las posibilidades, lo que nos permitiría
evitar malgastar el esfuerzo computacional en eventuales
correcciones. Tenemos que recordar a este respecto que el
mantener diferentes análisis posibles en la memoria activa
también supondría un esfuerzo para el proceso cognitivo. Por
ello, parece que también en el nivel de la integración de los
referentes, al igual que hemos visto en otros niveles, para el
cerebro humano prima la rapidez y no la seguridad. Esto significa
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que una vez más tenemos que preguntar qué información utilizamos
para tomar decisiones acerca de las relaciones representadas en
la oración y el texto.
Para contestar a esta pregunta, podemos enfocar el
estudio desde dos perspectivas complementarias:
1. Desde la superficie del texto —las pistas lingúisticas que
indican al lector, por ejemplo, si el participante (o acción,
lugar, tiempo, etc,> ya existe en su modelo, y, por lo tanto,
debe realizar una búsqueda para recuperarlo, o si se acaba de
introducir en el texto, y, por tanto, es necesario crear un nuevo
concepto en el modelo. El uso de los artículos, los deicticos,
los pronombres y otras palabras que sustituyen a los miembros de
diferentes categorías gramaticales nos proporcionan esta
información.
2) Desde los conocimientos estructurados en esquemas (Sección
1 .4. > que aporta el lector para completar la información que le
es suministrada a través del bexto y elaborar un modelo
coherente. En su esfuerzo por encontrar el significado lógico del
texto, el lector reconstruye las relaciones entre participantes,
acciones, estados, etcétera, según los esquemas que conoce, para
representar en su modelo un mundo comprensible para éL Las
inferencias que crea para lograrlo pueden ser de muy diferentes
tipos -por ejemplo, pueden llevar al lector a la conclusión de
que dos sintagmas nominales, dos intensiones, tienen una sola
extensión, como en (70).
Así pues, los dos enfoques corresponden a los dos tipos
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de procesamiento que Sernos visto en todos los niveles de la
comprensión del texto. El primero corresponde al procesamiento de
abajo-arriba, y el segundo al de arriba—abajo. Nos centraremos en
el primero, ya que nos interesa saber cómo el texto informa al
lector acerca del modelo que tiene que construir. Naturalmente,
al ser la lectura un proceso interactivo, no podemos excluir de
la descripción la intervención de los conocimientos del lector.
Simplemente queremos tener como punto de partida la información
hecha explícita a través de las elecciones que el autor realiza
en su texto. Estos son los datos de los que debe disponer el
alumno cuando se enfrenta con la tarea de encontrar el
significado del mensaje. Terminaremos con una descripción de los
diferentes tipos de inferencias que emplea el lector en caso de
ambigfledad.
4
2.3.2. El empleo de las procategorías (pro—forms
>
La decisión del autor de emplear un pronombre, u otros
medios de indicar la correferencia, depende en todo momento de
su evaluación del estado del modelo del discurso que está
construyendo el lector. La justificación del uso de estas formas
es agilizar la comunicación y ahorrar esfuerzo de procesamiento,
objetivo que no se cumple si el lector no puede encontrar el
antecedente fácilmente. Y ¿cómo tiene acceso el autor al modelo
del texto del otro? Hemos visto que en la comprensión lectora
intervienen muchos factores externos al texto que el escritor no
puede controlar. Sin embargo, también es cierto que cualquier
acto de comunicación supone una serie de conocimientos y unas
normas de conducta que los comunicantes comparten. Entre los
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conocimientos que se espera que tenga un miembro de una comunidad
lingUistica dada existen ciertas convenciones o estrategias de
recuperación de referentes. Valiéndose de ellas, el autor elegirá
en cada momento la expresión lingUistica que considera adecuada.
En una situación de diálogo, existen muchas maneras de averiguar
si el acto de referencia textual ha logrado su finalidad. En el
texto escrito, en cambio, el autor no tiene acceso directo a su
receptor, por lo que debe cuidar mucho este aspecto de la
redacción. Cuando el lector experimenta alguna dificultad en la
asignación de la referencia, esta situación se debe a una falta
de coincidencia entre el estado de su modelo en cierto momento y
el modelo que el escritor considera que él debe tener (es decir,
depende de los conocimientos mutuos>. El hecho de que encontremos
casos de referencia más o menos aceptables indica el papel activo
del lector —hay lectores dispuestos a hacer más esfuerzo para
crear las inferencias necesarias que completen las relaciones en
el texto. También hay lectores que disponen de más información
que otros para poder hacerlo. Como ya se ha advertido en otras
ocasiones, en el caso del lector no nativo, la falta de una
información que el escritor presupone puede llevar a una
situación de incomprensión de la que el lector no perciba la
causa. O, peor aún, el lector puede considerar que ha comprendido
perfectamente el mensaje, cuando la realidad del caso es otra.
Ya nos hemos referido a algunos de los aspectos de la
referencia que hay que tener en cuenta al escribir un texto.
Vamos a intentar explicar ahora cómo el lector llega a asignar de
manera generalmente correcta la referencia de un pronombre. Como
es de esperar, el uso de las procategorías ha supuesto una
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complicación considerable para el campo del procesamiento del
lenguaje por ordenador. Por ello, estas formas se han estudiado
con mucho detenimiento y se ha logrado construir algoritmos que
reflejan posibles estrategias de búsqueda de sus antecedentes,
Sin embargo, aquí nos centraremos en el trabajo de los
psicólogos, quienes, no obstante, se han aprovechado de las
formalizaciones obtenidos dentro del campo del procesamiento por
ordenador. El enfoque psicológico nos interesa más porque
pretende explicar no sólo qué información se emplea en la
asignación de los referentes, sino en qué orden, lo cual lleva a
consideraciones acerca del funcionamiento lingtiístico en general.
Otro aspecto que trata este grupo de investigadores, y que nos
aporta datos interesantes, es el desarrollo del control del niño
sobre estos elementos del discurso. Naturalmente, dada la
extensión del tema, no es posible desarrollarlo adecuadamente
aquí, sino simplemente enumerar los factores y la manera en la
que intervienen, según se deduce de algunos resultados
experimentales. De esta manera, vamos encajando los elementos que
componen el proceso de la comprensión lectora, para que en la
sección final podamos entrar en algunas consideraciones acerca
del resultado del proceso: el modelo del texto.
Para decidir si es conveniente emplear una procategoría
el autor se preguntará no sólo si el participante al que quiere
referirse existe ya en el modelo del receptor, sino también si
ocupa una posición prominente (In focus, foreprounded), en otras
palabras, si es fácilmente recuperable. Este caso permite la
sustitución de un sintagma nominal o una proposición por un
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pronombre, de un sintagma verbal por un auxiliar o un verbo
modal, y de una expresión adverbial por otra. En ciertos casos —
a los que tienen que estar alertos los alumnos— el autor puede
emplear la elipsis.
El lector dispone de varias fuentes de información y de
estrategias para llevar a cabo una correcta asignación de la
referencia, según Sanford y Garrod (1981), van Dijk y Kintsch
(1983), Givón (1989) y otros. Primero está la sintaxis que impone
restricciones a los posibles referentes de un pronombre. Luego,
la topicalización y la nroximidad constituyen factores de
importancia a la hora de elegir el antecedente de cualquier
pronombre. Y finalmente intervienen las inferencias. Nos
ocuparemos del papel de la sintaxis -siempre desde un punto de
vista psicológico— y luego intentaremos aclarar la noción del
‘‘tópico ‘‘ en cuanto interviene en el control de la referencia
pronominal. Por último, nos referiremos a algunos problemas
asociados con el uso del concepto de proximidad y también a los
diferentes tipos de inferencias.
2.3.3. La sintaxis
Al hablar del proceso dinámico de la integración de los
referentes, nos enfrentamos otra vez con la cuestión que
discutimos al estudiar la asignación de los papeles semánticos -a
saber: ¿qué misión desempeña la sintaxis en el proceso, y cuándo
interviene la información pragmática? Algunos trabajos <por
ejemplo, Erlich, 1980, o Springston, 1976, citado por Sanford y
Garrod, 1981:143> indican que la primera pista que se utiliza es
la sintaxis, ya que el reconocimiento de la concordancia de
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número o género provoca decisiones más rápidas a la hora de
asignar referentes a los pronombres que cuando es necesario crear
algunas inferencias para llevar a cabo tal asignación. Además,
este método parece fundamental en el caso de los niños de cuatro
o cinco años, a los que resulta mucho más fácil comprender, (79)
que (80) (ejemplos tomados de Johnson—Laird, 1983:129):
(79) Susan needed John’s poncil.
He gaye it to her.
(80) Susan needed Hary’s pencil.
She gaye it to her.
Tyler y Marslen—Wilson (1982:227) llegaron a conclusiones
parecidos a partir de unos experimentos de diferente tipo con
niz5os de esta edad, y también encontraron que, a partir de los
siete años, la dificultad de asignar referentes cuando faltan
estas pistas sintácticas desaparece.
Sin embargo, los mismos autores intentaron averiguar en
qué momento se recupera el antecedente de un pronombre en ciertas
oraciones que presentaban una restricción en el nivel sintáctico,
y los resultados que obtuvieron curiosamente no les convencieron
de la influencia de la sintaxis, Veremos el porqué, dada la
importancia de esta contradicción.
En el experimento, los investigadores se sorprendieron
de que, en oraciones como <81) y (82):
(81) TSe sailor tried to save tSe cat but it felí overboard
instead.
(82) The sailor tried to save tSe cat but he felí overboard
instead.
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las decisiones léxicas acerca de “dog” o “boat” no fueron
facilitadas por su relación semántica con el antecedente del
pronombre, como sería de esperar si, en el momento de decidir, el
sujeto hubiera recuperado recientemente el concepto “gato” o
“marinero’. Los autores encontraron que los dos participantes se
activaban en igual medida, sin que contase en absoluto lo
relativamente reciente de su recuperación. En la siguiente
sección consideraremos una posible explicación basada en la
activación continua de la figura del marinero como tópico de la
oración, ya que, como veremos, este concepto influye en la
manera de procesar y almacenar los diferentes participantes.
Tyler y Marslen4VilsOfl (1982) no mencionan, sin embargo, esta
posible explicación para sus datos, y llegan a la conclusión, a
raíz de este experimento y de otros, de que el usar la
información sintáctica no es anterior ni menos costoso en
esfuerzo cognitivo que crear las necesarias inferencias
pragmáticas para asignar los referentes.
Podremos, entonces, concluir que es probable que haya
que considerar otros factores para explicar los resultados que
acabamos de describir, Y que parece más probable que -al igual
que hemos visto al intentar comprender el modo en que analizamos
la oración sintácticamente— el nivel de la gramática sea
relativamente impenetrables y que funcione de una manera
autónoma, con lo cual es lógico que se procesen primero los
aspectos sintácticos de la referencia, antes de recurrir a otras
estrategias. El hecho de que los niñoS desarrollan la capacidad
de hacer inferencias más tarde que la de emplear la información
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gramatical apunta también en la misma dirección.
2.3.4. El tópico
Frecuentemente, sin embargo, nos encontramos con que se
emplean los pronombres de manera que no existen pistas que
restrinjan los posibles referentes. No obstante, es raro (y
refleja poca consideración por parte del autor del texto) que no
sepamos cuál es el referente correcto de un pronombre. Una de las
convenciones comunicativas que facilita la recuperación de un
referente, y ayuda a una lectura fluida consiste en emplear los
pronombres para hacer referencia al tópico de un segmento del
texto. Esto ocurre en (83) <Sanford y Garrod, 1981:136), que
resultaría ambiguo si no fuera porque empleamos dicha estrategia:
(83) The feedpipe lubricates tSe chain, and jj~ should be adjusted
to leave a gap half an inch between itself and the sprocket.
A pesar de los dos posibles referentes de ‘it”, los lectores, sin
tener conocimientos extralingilísticos que les ayuden, no dudan
en asignarlo al primero, al que consideran tópico de la secuencia.
Y ¿qué es, en la lengua inglesa, el tópico? En el
Capítulo III nos ocuparemos de las características del tópico en
cuanto concepto funcional en ciertas lenguas: en las lenguas TP o
“topic prominent”, según Li y Thompson, 1976. Sin embargo, el
inglés actual es una lengua SP o “subiecí nrominent’. ¿Será que
el sujeto se ha apoderado de ciertas características del tópico?
Y ¿cuáles son las características del tópico que tienen
relevancia para la comprensión? un dato importante es el hecho de
que el tópico en las lenguas TP siempre aparece en primer lugar,
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como ocurre en (83). De este modo, en la terminología del
ordenador, puede funcionar como la “dirección en la memoria
adonde tiene que mandarse lo que se afirma de él. En efecto,
según Reinhart (1982, citado por Clifton y Ferreira, 1987:640),
la “topicidad” es cuestión de “acerca de qué se hace una
aseveración”. Dadas las discrepancias acerca de este concepto
intuitivo, esta autora sugiere una prueba para descubrir el
tópico: “he said about ‘the new topic NP’ that...”. En (83),
comprobamos que, efectivamente, nos parece satisfactoria esta
manera de destacar el referente de “it”.
Es revelador a este respecto un interesante experimento
de Hornby <1972> que consigue distinguir entre el agente y el
participante del que trata la oración: “what the sentence is
about” -lo que él considera el sujeto psicológico, y nosotros,
el tópico. Con el objetivo de forzar la elección del tópico,
presentó a los sujetos una serie de dibujos acompañados de unas
oraciones que sólo correspondían en parte a lo que se veía en la
pantalla. Por ejemplo, a la vez que los sujetos escucharon (84)
(Hornby, 1972:636):
<84) The Indian is building the igloo.
vieron dos dibujos -uno de un indio que construía su tienda y
otro de un esquimal que construía un iglú. En este caso, elegían
el dibujo en el que el indio hacía la acción. Sin embargo, de
acuerdo con las variaciones que Hornby introducía en las
estructuras en las que se presentaba la información, los sujetos
cambiaban sus elecciones. De esta manera, <85) y (86) (ibid.)
producen una respuesta distinta:
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(85) The igloo is being built by the Indian.
<86) It is the Indian who is building tSe igloo.
Ahora, el dibujo del iglú es elegido —es decir, los sujetos
consideran el iglú como tópico.
Los resultados demuestran que cuando se pregunta de qué
trata el dibujo, no se elige siempre el agente, ni el primer
elemento. Sin embargo, sí se prefiere el primer elemento del
enunciado cuando no lleva el acento enfático. En el caso de las
5
estructuras escindidas y en las que el agente lleva el acento
enfático el primer elemento se considera el foco, no el tópico, y
no resulta elegido como aquello de que trata el enunciado.
Estos resultados indican que, a falta de información
en contra, se considera corno tópico el primer elemento de una
oración. Sin embargo, en la decisión influye la evaluación de las
presuposiones implicadas en la manera de presentar la
información. Estas presuposiciones contextualizan las oraciones
sueltas que oyen los sujetos acerca de un hipotético tópico ya
establecido, que debe encontrarse en la parte no acentuada de la
oración. El experimento indica, entonces, que en cuanto tengamos
algún dato, aunque sea mínimo, construimos una hipótesis acerca
del tópico. Nuestro ejemplo (83):
(83) TSe feedpipe lubricates the chair, and it should be adjusted
to leave a gap half an inch between itself and the sprocket.
muestra la influencia del tópico de la oración en la asignación
de la referencia del pronombre. Sólo si Say datos en contra de la
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primera hipótesis se considera alguna otra posibilidad, aplicando
ya conocimientos pragmáticos. Podemos apreciar este fenómeno en
(87>, donde al principio pensamos que “he” se refiere al tópico
de la primera oración <es decir, a Peter> pero, cuando seguimos
leyendo, empezamos a dudar:
(87) Peter visited John on Friday. He always felt tired at tSe end
of the week. (Kennedy, 1987:179)
Parece que la estrategia del tópico como referente preferido se
pone en duda aquí debido a las inferencias que se crean para
entender la situación que describe el texto desde el punto de
vista de la meta de la acción. Consideramos que es posible que el
texto trate de un acto de compañerismo hacia un amigo que tiene
un trabajo agotador. Esta interpretación crea una relación de
causalidad entre las dos oraciones, que entra en conflicto con la
asignación del referente de “he” a Peter. La creación de las
inferencias que llevan a la segunda interpretación responde a una
búsqueda consciente del antecedente del pronombre. En (83), como
no entendíamos de la materia, no teníamos conocimientos que
diesen pie a una interpretación del significado y no llegamos a
preguntarnos por otra posibilidad aparte de la del primer
elemento como tópico.
2.3.5. La proximidad
Aunque éste es un concepto fácil de utilizar (es
evidente que la mera distancia que existe en el texto entre el
pronombre y su antecedente sirve para guiar al lector acerca de
qué elemento debe probar primero), no constituye, sin embargo,
una explicación de porqué resulta o no correcta la
170
pronominalización. Teniendo en cuenta nuestro interés práctico
por conocer las circunstancias que permiten una rápida
recuperación del antecedente de un pronombre, solamente vamos a
incluir algunos ejemplos ilustrativos de ciertos aspectos que
influyen en esta tarea. Es importante que los alumnos sepan que
hay ocasiones en las que esta sencilla regla no es aplicable, y
que deben contrastar los posibles significados implicados en las
distintas elecciones de antecedentes por medio de las
inferencias.
Primero veremos un ejemplo de porqué es importante la
proximidad. Dada la limitada capacidad de la memoria activa, se
piensa que, mientras que la activación del elemento con función
de tópico se refuerza, la de otros elementos decae rápidamente si
no existen razones para mantenerlos. De esta manera, la secuencia
(88) a <90> (de Sanford y Qarrod, 1981:135> no resulta adecuada:
(88> TSe donkey kicked lis owner on tSe leg.
(89) Then it ran into tSe village and hid.
¿90> He was extremely annoyed by this aggressive behaviour,
Aunque a la oración (88> pueden seguirla bien (89), bien (90), la
intervención de una oración entre la mención del dueño y el uso
del pronombre para referirse a él no produce una lectura fluida.
Se pueden proponer varias explicaciones de esto. Si el lector
considera “el burro” como el tópico -y debe hacerlo, ya que no
existen indicios de lo contrario— espera que el escritor le
indique si ha decidido cambiarlo e introducir un tópico nuevo.
El no seguir esta convención, como ocurre en la secuencia <88> a
(90), le choca. Otra posible explicación del efecto que produce
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la secuencia puede tener su origen en el cambio de escenario. El
burro termina en la aldea, pero el autor no nos devuelve a la
escena del incidente para retomar la historia del dueño. La mera
repetición del sintagma nominal sería suficiente para indicar que
esto ha ocurrido.
La aceptabilidad de (89) o (90) después de <88) nos
indica que aunque la recuperación del antecedente está facilitada
si es el tópico de la secuencia, el que no lo sea no implica que
resulte necesariamente difícil recuperarlo. Parece que existe una
condición que tiene que cumplirse para que se lleve a cabo una
rápida recuperación de un antecedente: que esté incluido entre
los “centros del discurso” (discourse centres> de la oración.
Esta noción se ha desarrollado en el campo de la comprensión del
lenguaje natural por ordenador. Todos los argumentos del verbo
principal pueden ser centros discursivos, y desempeñar, por
tanto, un papel especial en la coherencia del modelo del texto.
Cada oración tendrá uno o varios centros prospectivos <forward
—
iooking), y uno o ninguno retrospectivo (backward—looking), que
la une con el discurso anterior <Clifton y Ferreira, 1987:651,
resumen las ideas de Joshi, Grosz etcétera). Según cómo sea el
tipo de centro, tendrá o no la posibilidad de ser sustituido por
un pronombre, como podemos apreciar en las secuencias (91> y
(92), o (91) y (93), donde los dos centros, John y Hill, son
prospectivos:
<91) John hit Hill.
<92) He was taken to hospital.
(93) He was taken to jail.
Sin embargo, <94> seguido de (92> con una acentuación normal,
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porque “Buí” es ahora un centroproduce un efecto extraño,
retrospectivo:
(94) It was John who hit Bilí.
Como se mencionó al presentar esta cuestión, el uso de
la proximidad entre el pronombre y su referente no es tan simple
como parece, y por ello, en caso de duda, recurrimos a la
inferencia. La inferencia no sólo sirve de estrategia para
aclarar la correferencia entre los participantes y las
circunstancias descritas por el texto, sino también para
establecer relaciones de tipo causal entre las acciones, y para
evaluar el significado de una afirmación en un contexto dado,
como acabamos de ver en (87):
<87) Peter visited John on Friday. He always felt tired at the
end of the week.
Es decir, la inferencia participa en la integración de todos los
aspectos del texto.
2.3.6. Las inferencias
En esta sección no nos limitaremos al papel de la
inferencia en la asignación de referentes, sino que, como se
acaba de indicar, vamos a introducir otros aspectos de la
integración que dependen de los procesos de la inferencia. Esta
etapa de la comprensión no sólo trata de averiguar “¿quién hizo
qué, cuándo y dónde?”, o ‘qué relación se da entre dos
conceptos”, sino ¿porqué se hacen las cosas, y por qué ocurren;
es decir, cuáles son las metas de los participantes, y cuáles son
las causas de los sucesos? Los distintos tipos de esquemas de
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conocimiento <que explicamos en la Sección 1.4.) proporcionan al
lector la información necesaria para este paso en la comprensión
del texto. Empleando los esquemas, el lector construye un modelo
del texto que le resulta coherente con sus conocimientos y
creencias.
La importancia del papel de las inferencias se
descubrió en gran parte gracias a los primeros esfuerzos por
comprender el lenguaje natural por ordenador. Para el programa
resultaba difícil aclararse acerca de las preguntas sobre
participantes y circunstancias —ya que tenía que buscar los
antecedentes de los pronombres y de otras categorías. Igualmente
le faltaba información para comprender las metas y las causas de
las acciones de los seres humanos. Sin esta información, la
representación del texto resultaba incoherente. De este modo, los
investigadores se dieron cuenta de que el texto es mucho más que
la suma del significado de las palabras y las relaciones
sintácticas entre ellas. Veamos un ejemplo. Según (95) se siga de
<96> o se siga de <97) (Sanford y Garrod~ 1981:5), crearemos unas
relaciones lógicas muy distintas entre los dos enunciados:
(95) Jilí came bouncing down the stairs.
(96) Harry rushed off to get the doctor.
(97) Harry rushed over to kiss her.
¿Por qué creamos las inferencias necesarias para unir
los enunciados? Porque pensamos que nuestro interlocutor o autor
tiene el objetivo de comunicarnos algo con su yuxtaposición, ya
que está siguiendo las convenciones que enumeró Once <1975). El
autor, por su parte, supone que disponemos de los conocimientos
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necesarios para completar la información que no ha expresado
explícitamente. Es decir, supone la existencia de algo parecido a
los guiones, planes, metas y temas de Schank y Abelson (1977),
que describimos en el Capítulo 1. Estas estructuras forman la
base desde la cual creamos las inferencias.
¿Y qué son las inferencias? Huchas de las definiciones
que se proponen se refieren solamente a la creación de
participantes -como el camarero en el guión del restaurante— o a
la presentación en el texto de un elemento nuevo como si
ya fuera conocido, como ocurre en (98> (Haviland y Clark, 1974,
citado por Sanford y Garrod, 1981:94>
(98) Mary unpacked the picnic things. The beer was warm.
En estos casos de inferencias “puente” (brid~in~ inferences), al
no encontrar la mención previa de “beer”, buscamos un
“antecedente indirecto” (Clark y Haviland, 1977:6) a través del
cual el objeto o participante entra en nuestro modelo de la
situación. Sin embargo, como hemos dicho, el concepto es más
amplio, como propone Frederiksen (1977:68) en la siguiente cita:
“Inferential processes operate on units of given
propositional knowledge to generate new
propositions from given ones. Given propositions
may have been derived from a current textual input,
from discourse context, from extralingtiistic
context, or be a part of a person’ s stored
knowledge of the world”.
Las inferencias se han clasificado de diferentes
maneras. Graesser (1981:112) sugiere una primera división en lo
que llama inferencias “proposicioflales” —las que son
necesariamente verdaderas, como es el caso de inferir que
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Katherine no ha tomado la pastilla al escuchar (99>:
(99) Katherine forgot te take her pilí.
y las que se basan en les conocimientos pragmáticos, y son
probablemente verdaderas. Para explicar las relaciones en el
texto nos interesa especialmente este segundo tipo. Como abarca
muchas clases de significados, los investigadores han propuesto
distintas clasificaciones de las inferencias. Para nuestros
fines, resulta muy útil la clasificación sencilla que han hecho
Sanford y Garrod (1981:5—7) y que se resume a continuación.
1. Inferencias léxicas. Son aquellas que nos permiten seleccionar
un significado de un elemento ambiguo —como en (100), donde la
ambigiledad de cada uno de los sustantivos se resuelve por la
presencia de los demás— y establecer la correferencia entre los
participantes y las acciones, como vemos en los ejemplos (101> a
<104):
<100) The pilot put the plane into a stall just before
landing en the strip. Pie got out of it just in time.
(Johnson—Laird, 1981:128>
<101) Give the monkeys the bananas although the~ aren’t ripe
because thev are hungry. (Sanford y Oarrod, 1981:142)
(102) John bought the car from Bilí because he needed the
money. (Op.cit. :144)
(103) John bought the car from Bilí although he needed the
money. (Op cit. :145>
(104> 1 bought a new bathing costume in the sales. Sue did
toe, but not the same colour.
2. Inferencias de espacio y tiempo. Estas inferencias nos hacen
suponer que el lugar y el tiempo de la acción sigue siendo el
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mismo hasta que el autor nos indique lo contrario:
<106) 1 went to the university this morning. 1 did nothing
but check the students’ ¡narks. Nobody carne to see me.
Cuando queremos cambiar de lugar o de marco temporal,
frecuentemente empleamos un tema marcado (Sección 3.5.2.>, como
en (106):
<106) When lunchtime came, 1 was really fed up.
3. Inferencias extrapoladas. Quedan otras dos clases de
inferencias que tienen que ver con la explicación del significado
del texto. Esta primera clase, como su nombre indica, se refiere
al proceso por el cual vamos más allá de la información
proporcionada por el texto, y completamos las proposiciones para
expresar las relaciones entre (95) y (96) o (97), o para aclarar
quién es el antecedente de Nheít en (109) (Sanford y Garrod,
1981:7):
(107> John wanted to go te Hawaii,
(108) He called his travel agent.
(109) He said they took cheques.
Aquí, “rellenamos” una serie de datos: que John tendrá que pagar
el viaje, y que la agencia va a recibir su dinero, por lo cual
hay un cambio de antecedente. Podemos inferir también que ir a
Hawaii es bastante caro, que no es conveniente pasear con tal
suma en efectivo. El número de inferencias que desencadena el
texto, como veremos ahora, depende de varios factores. Los
ejemplos (110) y (111) (Woods, 1980:68) demuestran también que
para encontrar el antecedente de un pronombre, un nivel
aparentemente bastante elemental del procesamiento, es necesario
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Lomar decisiones en un nivel muy superior:
(110) The city council refused te grant the women a parade
permit because thev feared violence.
(111) The city ceuncil refused to grant the women a parade
permit because thev advocated violence.
4. Inferencias evaluativas. Nuestro conocimiento del mundo nos
indica el significado de un enunciado en un contexto dado, y, de
esta manera, sabernos cuál es el mensaje que se nos quiere
comunicar. Si leemos (112>, (Sanford y Garrod, 1981:7>:
(112> Harry could only find ene pound in his pocket.
el significado es totalmente distinto si en este momento Harry
quiere coger el metro y hay cola en la taquilla, o si se
encuentra en un restaurante de lujo. Es evidente que si no
tomamos en cuenta el contexto del enunciado, no podemos decir que
hemos entendido el significado del mensaje.
Para nuestra descripción de la comprensión lectora, nos
interesa saber en qué momento se crean las inferencias
necesarias para integrar lo que vamos leyendo, y cómo se
almacenan estas proposiciones que no forman parte del texto
leído. Parece que este proceso es inmediato, ya que los estudios
de los movimientos de los ojos muestran que durante la lectura de
un texto éstos se paran, entre otros puntos, en los pronombres y
en las palabras que son claves para las inferencias (Carpenter y
Just, 1986:20). El tiempo que los ojos permanecen mirando la
última palabra de una oración también se ha interpretado como
reflejo de que éste constituye un momento de procesamiento
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importante, en el que se integran los datos recibidos durante la
lectura. Este momento en el que se completa la interpretación de
la oración (sentence wrap—up> es necesario porque permite pasar a
la memoria a largo plazo un segmento con un significado completo,
que después se integra en el modelo del texto en construcción.
Sin embargo, saber que las inferencias se crean de
manera inmediata no nos indica qué clase de información empleamos
para crearlas. Ni tampoco nos dice si es un proceso de abajo—
arriba, o de arriba—abajo -es decir, si es más bien la
información en el texto lo que provoca la creación de las
inferencias o si el responsable del proceso es la activación
previa de un esquema. Por eso, es importante estudiar las
inferencias que hacen los sujetos controlando la cantidad de
texto que conocen. Veamos los resultados de un experimento sobre
este tema.
Graesser <1981) estudió esta cuestión a través del
análisis d
llevaban a
grupos de
información
contexto,
con el con
Según la
parece que
el texto
basándonos
significa
e protocolos que reflejaban las inferencias que
cabo los sujetos acerca de una oración dada. Sus tres
sujetos disponían de diferentes cantidades de
• en uno caso, los sujetos leyeron la oración sin
en otro, con el contexto previo, y en un tercer caso,
texto previo y posterior, o sea, el texto completo.
interpretación que hace Graesser de los resultados,
creamos las inferencias a medida que vamos leyendo
-tal y como indican los movimientos de los ojos—
en el contexto global leído hasta el momento. Ello
que las inferencias que una oración cualquiera podría
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generar están controladas por el contexto, y que las que no son
coherentes con el modelo que hemos construido o con el esquema
que tenemos activado en un momento determinado y que contraía
nuestras expectativas, resultan bloqueadas. Sólo en el caso de un
texto tan difícil que no logramos encontrar el esquema adecuado,
empleamos también el texto posterior para intentar llegar a una
interpretación del contenido global del mensaje. Recomponemos
nuestra aproximación al significado a medida que recibimos más
datos, y, posiblemente, corregimos partes del modelo que habíamos
construido. Es evidente que en este caso la carga para la memoria
activa es muy grande, y ello significa que el lector tiene menos
recursos de procesamiento disponibles para los niveles
inferiores implicados en el procesamiento.
Podríamos volver aquí a la cuestión de cuántas
inferencias provoca en un lector el procesamiento de un texto.
Como dijimos antes, la contestación depende de la interacción de
diferentes variables, tales como el tipo, contenido y dificultad
del texto, por una parte, y los conocimientos y el grado de
control sobre el proceso lector que ejerce el sujeto, por otra.
Los textos narrativos, para los lectores familiarizados con el
género, producen muchas más inferencias que los expositivos. Los
datos que ofrece Graesser <1981:134) revelan una media de (nada
menos que) ocho inferencias por cado dato explícito en un texto
narrativo, frente a las dos y media inferencias de un texto
expositivo. La conclusión está clara: una narración depende
muchísimo de la activación de los conocimientos del lector,
mientras que la exposición tiene como objetivo aumentar estos
conocimientos, por lo cual el autor hace explícita mucho más
180
información. Graesser encontró también que los textos difíciles
desencadenan menos inferencias. En este caso, suponemos que el
lector no dispone de los conocimientos necesarios, ya que no
corresponde al lector modelo al cual el texto estaba dirigido.
Por lo que respecta a la variable “lector” que
interviene en el número de inferencias que se construyen, es
interesante la información sobre la actuación de los lectores
jóvenes. Parece que los niflos no crean inferencias de una manera
espontánea. Al entender (113):
(113) The man stirred his cup of tea.
(Johnson-Laird, 1983:129), por ejemplo, no aparece en su modelo
la cuchara, a menos que se les sugiera que es necesario un
instrumento. Sin embargo, se cree que los niños pequeños son
capaces de usar las inferencias acerca de cantidades, o del orden
de las acciones, si se controla la carga que supone la tarea para
la memoria.
También se ha comprobado experimentalmente que la
capacidad de hacer inferencias en niños de siete y ocho años
distingue a los buenos lectores de los que no comprenden bien un
texto escrito. Aunque el nivel de vocabulario y capacidad de
descodificar de los sujetos eran parecidos, se descubrió que los
que comprendían mejor la lectura eran los niños que hacían
inferencias del tipo (115) al leer (114> <Johnson—Laird,
1983:129):
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(114> The car crashed into the bus. The bus was near the
crossroads. The car skidded on the ice.
(115> The car was near the crossroads.
Es evidente que para que su modelo de la situación sea correcto,
(115> es una parte necesaria de ello. Lo que no nos indica este
experimento, como advierte Johnson—Laird, es la dirección causa—
efecto, y es importante tener presente este dato al evaluar las
implicaciones pedagógicas.
Una última cuestión acerca de las inferencias, que nos
lleva a la próxima sección sobre el modelo mental del texto que
construye el lector, tiene que ver con la manera en la que se
almacenan estas proposiciones. Desde que apareció el primer
trabajo de Bartlett (1932> sobre este tema, se sabe que el
recuerdo de los textos se basa en una construcción e incluye
tanto datos que añade el sujeto como sus propias evaluaciones.
Estudios más recientes, como los de Bransford y Johnson (1972:
717) también observaron que las inferencias llegan rápidamente a
formar parte del recuerdo, ya que tos sujetos que leyeron (116>,
reconocieron (111> como parte del texto presentado previamente:
<116> The river was narrow. A beaver hit the log that a
turtle was sitting on and the log flipped over from the
shock. The turtie was very surprised ay the event.
(117) A beaver hit the log and knocked the turtle into the
water.
Sin embargo, algunos autores defienden el modelo del
texto que supone el almacenamiento de una versión basada en la
superficie, y no en una representación más abstracta formada por
una serie de proposiciones. Esta postura se basa en la
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comprobación de que los sujetos fueron capaces de distinguir
entre las oraciones que leyeron y las inferencias que ellos
mismos añadieron (Walker y Meyer, 1980:427). Hay que tener en
cuenta dos datos para poder evaluar esta propuesta. ¿Cuánto
tiempo pasa entre la lectura y la prueba de reconocimiento de las
oraciones? Y ¿qué instrucciones recibieron los sujetos? Está
comprobado que cuanto menos tiempo pasa, como es lógico, mejor se
distingue entre el texto original y la construcción hecha por el
sujeto. En cuanto a la tarea propuesta a los sujetos, si se les
pide que recuerden el texto, ellos mismos inhiben las inferencias
al concentrarse en la tarea de memorizar la superficie del texto
(Spiro, 1980:257), Como no tenemos de momento más argumentos
acerca de las diferentes posturas, dejemos esta cuestión hasta
considerar las teorías acerca de la construcción del modelo del
texto.
Resumiendo lo tratado en esta sección, encontramos que
para llevar a cabo la integración de los referentes en el modelo
que estarnos construyendo mentalmente, tenemos que considerar dos
aspectos del texto:
1) la estructura superficial
2> el esquema de conocimiento al que se refiere
el. contenido.
El uso de los artículos y las procategorías nos indica si tenemos
que crear un nuevo concepto o si ya existe en nuestra
representación. Estos elementos funcionan, entonces, como
instrucciones, como pistas parecidas a las que vimos en el
análisis sintáctico. Por otra parte, los conocimientos del
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lector, plasmados en el esquema que la entrada activa, sirven
como fuente de inferencias imprescindibles para completar la
información que el escritor no hace explícita.
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2.4. EL MODELO MENTAL
2.4.1. Introducción: ¿cómo es la representación del texto
Durante la descripción de los procesos de la lectura
nos hemos referido en varias ocasiones al producto final, el
modelo mental del contenido del texto, sin ofrecer más
explicaciones. Creíamos que el mismo término serviría para dar al
lector una idea aproximada de lo que nos queda como resultado del
proceso de la comprensión, una idea lo suficientemente gráfica
como para que no pensara que almacenamos en la memoria la
superficie del texto convertida en una representación
preposicional. En efecto, aunque es posible almacenar un texto de
esta manera, no es lo más dell ni normal. En esta sección
intentaremos explicar en qué se diferencia el modelo mental de la
representación proposicional, y cómo creamos este modelo.
Empezaremos por volver al ejemplo de la creaci6n de
inferencias, que se acaba de leer: <116) y (117). Recuérdese que,
según los sujetos, el texto informaba explícitamente sobre la
causa y el resultado: que el castor tiró la tortuga al agua. Sin
embargo, esta información sólo aparecía implícita en el texto.
Si, como pensamos, lo que queda en la memoria refleja el
procesamiento del texto, este tipo de experimento prueba que a la
información explícita se le afiade nuestra propia interpretación
de las relaciones entre los acontecimientos. Otros resultados
experimentales sobre el recuerdo también indican que los sujetos
elaboran la información presentada antes de almacenaría, Veamos
algunos ejemplos. En (118> (Garnham, 1985:112). <119) (op.
cit.:164) y (120> (Anderson et al., 1976:676k
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(118) The animal ran towards the kennel.
(119) The housewife cooked the chips.
(120) The fish attacked the swimmer.
el recuerdo mejoré significativamente cuando, para elicitarlo, se
sustituyeron las palabras de las oraciones originales : “animal’,
“cooked” y “fish”, que se refieren a categorías muy generales,
por otras más específicas —es decir por ‘dog’ en (118>, por
“fried en (119) y por “shark” en (120). A la vista de estos
resultados, podría pensarse que la explicación deriva del
conocimiento de las relaciones semánticas entre cada par de
palabras. Sin embargo, el hecho de que, como argumenta Johnson-
Laird (1983:238), se produciría el mismo efecto si se empleara
“shark” también en (121):
(121) It attacked the swimmer.
indica que no es simplemente una cuestión de la semántica —no se
puede pensar que “it” tiene un significado amplio- sino que el
proceso debe tener que ver con la referencia. Pero, en el caso de
estos ejemplos, ¿qué clase de referencia puede ser?
Los defensores de la teoría de los modelos mentales
contestan de la siguiente manera. Si ‘dog” activa más fácilmente
una proposición acerca de “kennel’ que ‘animai-”, o ‘fried” nos
lleva a chips” antes que lo hace “cooked’, debe ser porque no
hemos almacenado una representación de la oración original, sino
un modelo de la situación en el que hemos incluido estos
conceptos. Al oir la palabra estímulo ‘shark’, e]. sujeto responde
(120) o (121> rápidamente porque tiene en la memoria un modelo de
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la posible referencia de la oración experimental, que incluye un
tiburón. Se piensa, entonces, que, al procesar las oraciones, no
sólo representamos la información que se nos suministra, sino que
construimos un modelo mental de nuestra interpretación del
contenido. Para hacerlo, activamos un esquema que nos permite
elegir valores por defecto para las palabras que tienen un
significado impreciso, amplio, como en (118) a (120>, o,
rellenar el hueco con los datos que faltan, como en (121>. Veamos
dos últimos ejemplos (de Anderson y Ortony, 1975, citado por
Johnson-Laird, 1983:238) que demuestran muy claramente cómo, a
través de la inferencia, elaboramos nuestro modelo mental:
(122> The container contained the apples.
(123) The container contained the cola.
En (122) ‘basket’ fue la palabra que mejor recuerdo suscitaba
mientras que para (123), lo era “bottle”.
Otra indicación de cómo se crea el modelo se encuentra
en (124) y (125) (Higgins y Adanis, í980:95h
(124) The gloves were made by tailora.
(126> The gloves were made by hand.
donde, a diferencia de (118) a <120) y <122> a (123), el estimulo
para el recuerdo en las oraciones originales no pertenecen al
nivel básico de categorías <según la teoría de los prototipos —
Sección 1.3.5.). En (124> y (125), ‘tailors” tuvo más éxito a la
hora de activar el recuerdo de su oración que “hand’. En la
teoría de los modelos mentales —que no aplicaron los autores—
podemos encontrar una explicación. Es más fácil recordar (124)
porque nos proporciona suficientes datos para poder construir un
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modelo completo, mientras que en (125), donde falta un
participante decisivo, el agente, tenemos que suministrar
información de una manera demasiado aleatoria, si queremos
completar nuestra representación de la situación, ya que no
poseemos (normalmente> un esquema de “fabricación de guantes
Por último, incluimos, como ¡nera curiosidad, otro
indicio más de que se pueden construir distintos niveles de
representación al leer un texto. La reacción del lector ante un
eufemismo -en contraste con el rechazo que puede producir una
palabra obscena en un texto— se explica si consideramos que el
eufemismo nos permite quedarnos en el nivel de la representación
proposícional, mientras que la palabra obscena nos lleva a la
extensión, como si dijeramos, al objeto o al acto mismos -y por
ello se produce la confusión entre la palabra y la realidad
(Johnson—Laird, 1983:245). A este respecto, de Beaugrande
(1987:44> cita un experimento sobre “perceptual defence” que
describe cómo el lector se defiende de una experiencia
desagradable rechazando la palabra que le molesta antes de que
pueda llegar a formar parte de su modelo del texto.
Basándose en experimentos como los que hemos comentado
arriba, diferentes autores han llegado a la conclusión que, en el
proceso de comprensión de un texto escrito, construimos una
réplica mental de la situación, además de una representación de
la superficie del texto. Aquí nos referiremos al trabajo de van
Dijk y Kintsch (1978, 1983), que hablan del “modelo de la
situación”, y al de Johnson- Laird <1983>, que emplea el término
“modelo mental”, puesto que estos investigadores han desarrollado
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sus hipótesis desde la perspectiva del procesamiento del texto.
Sin embargo, antes de exponer sus teorías sobre estos procesos, y
el contenido del modelo, nos parece interesante ofrecer un
argumento adicional en favor de la necesidad de esta
construcción, una explicación que apoya la tesis central de este
trabajo de la importancia de la anticipación en la comprensión.
Para ello, recurrimos a la lógica, y no a los resultados de los
experimentos sobre el procesamiento del lenguaje. El argumento
es de Johnson—Laird (1983:402 y sigs.).
Este psicólogo empieza por describir nuestra percepción
del mundo que nos rodea. Para saber cómo es y lo que acurre en
él, los sentidos reciben datos desde los objetos externos y el
cerebro los emplea para construir un modelo parcial de los mismos
—es decir, de las mismas entidades que han producido las
configuraciones de energía que nos han permitido conocerlas. De
esta manera, lo que percibimos del mundo depende en parte de cómo
es el mundo, que envía las señales, y en parte de cómo somos
nosotros, de qué recursos tenemos para convertir la información
externa en representaciones, en modelos de este mundo. Y sólo
conocemos el mundo porque estamos capacitados, por la manera en
la que hemos evolucionado, para crear, y luego manejar, estos
modelos. De aquí Johnson-Laird saca la siguiente conclusión (op.
cit. :407>:
“if the perception of the world la model-based,
then discourses about the world must be inodel-
based, and the ability to make inferences from what
we perceive nr froin what we are told enables us to
anticipate even quite remote eventa”
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Mediante el uso de un modelo, se pueden probar diferentes
hipótesis y, así, saber cómo sería el mundo en el caso de que
llegase a ocurrir cierta posibilidad. De esta manera, podemos
anticipar y no sólo reaccionar ante los acontecimientos. Se
pueden manejar mundos posibles, mundos deseables y mundos
Imposibles. Y lo mismo ocurre tanto si el modelo se basa en
información que procede directamente del mundo exterior, como si
la información se obtiene de manera indirecta, es decir, a partir
de un texto. El texto es la representación lingúística de un
modelo, un modelo de un modelo, y cuando procesamos un texto para
comprenderlo, lo que hacemos es volver a construir el modelo.
2.4.2. La representación proposicional o base del texto
Sin embargo, cuando los hablantes no comprenden la
situación, porque les faltan conocimientos, esquemas para
estructuraría, pero sí entienden las palabras y las relaciones
entre ellas, pueden representar lo que significa el texto para
ellos aunque no alcancen la intención comunicativa del autor, ni
creen las inferencias que serían de esperar. En este caso, es
imposible relacionar el contenido del texto con una noción de
cómo sería el mundo en el caso de que fuesen verdaderas las
proposiciones que contiene, pero sí podemos construir una
representación de éstas. Este nivel lo llaman van Dijk y Kintsch
(1983) la base del texto, y Johnson—Laird (1983), la
representación proposicional. En esta sección, veremos, en primer
lugar, distintas razones por las que nos quedamos a veces en este
nivel de comprensión, y después cómo se construye la base del
texto. En la sección siguiente contrastaremos este nivel con el
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del modelo mental.
Podemos hacernos una idea de los distintos niveles en
los que entendemos un texto al leer el ejemplo (126), de Johnson—
Laird <1983:244):
(126) The elderly gentíeman often walked the streets of the town.
Comprendemos (126) perfectamente, a pesar de que la oración no
tiene el mismo significado que si supiéramos, por ejemplo, que el
anciano es Einstein y la ciudad, Princeton. La diferencia es que
primero hacemos una representación proposicional de la intensión
de (126), del conjunto de situaciones a las que puede referirse,
y luego, al conocer la identidad del anciano y de la ciudad,
estamos capacitados para hacer un modelo de la situación —es
decir, de la extensión de (126). En este momento, nuestra
representación se acerca bastante a la del autor, aunque el
parecido depende también, naturalmente, de nuestros conocimientos
del mundo universitario americano, y, hasta cierto punto,
también de la física. Y si sabemos que la frase pertenece a una
guía turística, tenemos datos para evaluar, además, las
intenciones comunicativas del autor, el ambiente que quiere
evocar. Con ello, el modelo queda bastante completo.
Existen otras ocasiones en las que no podemos construir
un modelo mental. Un caso de situación en la que construiremos la
base del texto pero no un modelo se produce cuando el lector no
posee los conocimientos que el autor supone de él, como ocurrió
en nuestro ejemplo (83) de la asignación de referentes <Sección
2.3.4.):
191
(83> The feedpipe lubricates the chain, and it should be
adjusted to leave a gap of bali’ an inch between itself
and the sprocket.
Si nos faltan los conocimientos expertos que este texto
presupone, el resultado es una comprensión parcial, y no es
posible construir un modelo mental, Sin embargo, sabemos de qué
área de conocimiento trata el texto, y hacemos una
representación, aunque sea incompleta, aproximada. Algo parecido
ocurre al leer (127), un ejemplo del lenguaje que inventó Anthony
Burgess (citado por Johnson—Laird, 1983:442)
(127> The gloopy malchicks are scatting razdraziiy to the mesto.
Aquí, a pesar de no entender el significado de las palabras
léxicas, intentamos interpretar la cláusula. Reconocemos las
relaciones entre los participantes, Suponemos ciertos rasgos
semánticos de los constituyentes, y, posiblemente, permitimos que
las palabras fonológicamente próximas y de la misma clase
gramatical (dato que deducimos por la morfología) nos sugieran
algún aspecto de su significado, llegando así a una
representación que, aunque imprecisa, excluye muchas otras.
Tomando datos de tos experimentos, y de la
introspección, se ha deducido, pues, que la lectura de un texto
puede producir distintos trazos en la memoria, según la
profundidad de procesamiento. Y que la manera en la que
procesamos e.]. texto depende de los conocimientos que tenemos
sobre las entidades y situaciones representadas en él. Al leer
una oración, se activa el. conocimiento que nos puede servir para
interpretarlo. Si no encontramos respuesta entre nuestros
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esquemas de conocimiento, el procesamiento quedará en la
superficie del texto, En este caso, no llegaremos a integrar la
representación que hacemos de la entrada lingúistica en nuestras
estructuras de conocimiento, y no podremos construir un modelo de
la situación. Lo que sí podemos hacer es una representación
superficial, ya que la ausencia de conocimientos
extralingt~ísticos no implica que no procesemos los niveles
lingOisticos —como hemos visto en las secciones anteriores.
Finalmente, de esta exposición podemos extraer una
conclusión importante para la enseñanza, que merece la pena
señalar. Las diferentes posibilidades de representar aquello que
comprendemos de un texto indican que hablar de dos niveles, como
hacen estos investigadores, es una simplificación útil -por lo
cual seguiremos empleándola- pero que no hay que olvidar que
pueden existir distintos grados de precisión entre las bases del
texto que construyen distintos lectores.
En definitiva, el paso previo al modelo mental es una
representación de la superficie del texto. Sintsch y van Dijk
<1978> y van Dijk y Kintsch <1983) describen con detalle una
propuesta para la construcción de este nivel, compuesto por las
proposiciones que contiene el texto y las relaciones entre ellas.
El resultado es una representación detallada del significado, tal
y como aparece en el papel -es decir, sin el conocimiento del
mundo que aporta el lector, ni las supresiones que hace al
olvidarse de los detalles, y quedarse con lo fundamental del
significado, con el “gist”.
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Estos investigadores piensan que analizamos la
superficie del texto en proposiciones, de una manera parecida a
la que hacen ellos en sus experimentos, en los que suelen
contabilizar y analizar el número de estas unidades que los
sujetos recuerden. Citan <van Dijk y Kintsch, 1983:37-41>
distintos tipos de demonstraciones experimentales que respaldan
la realidad psicológica de estas estructuras. El método, aunque
“primitivo” (op. cít.:38), no pretende la sofisticación de la
semántica formal, sino que su objetivo es muy diferente:
representar cómo los lectores normales comprenden los textos
(Kintsch, 1982:92>.
Consideran que cada clatisula es una proposición, por lo
cual la representación está compuesta por una lista de
proposiciones ‘complejas’ . Se va construyendo la base del texto
cláusula por cláusula, tal y como nos indican los experimentos
sobre la lectura que vimos en la Sección 2.2.. Para elaborar una
representación coherente, cada proposición tiene que estar unida
con la anterior a través de la repetición de un argumento. Este
aspecto de su teoría de 1978 ha sido objeto de criticas, porque
depende demasiado de la superficie del texto y no puede
representar correctamente la coherencia en ejemplos como (128) y
(129), de Johnson—Laird (1983:380 y 383, respectivamente>:
(128) Roland’s wife died in 1928. He married again in 1940.
fis wife now lives in Spain.
(129) This is a story of a man who was a war correspondent in
the Boer War, a man who became Prime }dinister, and a
man whose wife burnt bis portrait by Graham Sutherland,
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En la versión más actual de la teoría <1983) los propios autores
reconocen que su concepción de la coherencia del texto era
demasiado simple. Ultimamente, incluyen la posibilidad de
reconocer que diferentes expresiones lingilísticas se refieran al.
mismo objeto, como en (129>, o la misma expresión a diferentes
objetos, como (128). Para ello, es necesario acceder a los
conocimientos del mundo del lector,
Aunque en este nivel de la comprensión van Dijk y
Kintsch intentan limitar el número de inferencias al mínimo, para
que la base del texto resulte coherente puede que sea necesario
incluir alguna inferencia de tipo puente (Sección 2.3.6.> que
introduzca en la representación un argumento que sirva de nexo
cohesivo, Otra manera en la que pueden estar unidas las
proposiciones es por medio de una unidad superordinada que se ha
guardado en la memoria activa durante el procesamiento de varias
proposiciones, dada su posición en la estructura del texto -por
ejemplo, por ser el tópico de una sección de él. También tiene
una función cohesiva la macroestructura, aunque durante el
procesamiento no será todavía una estructura plasmada, sino que
consistirá en una representación parcial, que permite hacer una
hipótesis acerca de lo que trata el texto.
2.4.3. El modelo mental
Según van Dijk y Kintsch (1983), mientras el lector va
procesando el texto que entra en la memoria activa, en los
distintos niveles que describimos en las anteriores secciones, va
uniendo las proposiciones que construye para representar el
significado por medio de diferentes relaciones cohesivas. Por una
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parte están las que se dan entre el contenido, como puede ser la
correferencia de participantes, la coherencia que da el
pertenecer al mismo mundo posible, o a mundos accesibles, y las
relaciones de causa y efecto entre los estados o sucesos -es
decir, las relaciones “externos” de Hatliday y Hasan (1976>. y,
por otra, están las relaciones “funcionales” (op. oit. :169) —o
“internas’ al texto según los lingúistas antes citados— entre la
cadena de actos de habla. Estas serán relaciones como, por
ejemplo, de especificación o de explicación, por las que
deducimos el significado de la yuxtaposicíon de proposiciones que
ha elegido el autor.
El modelo mental se basa en esta representación
proposicional para construir una configuración estructuralmente
idéntica a la situación que describe el texto. La coherencia de
la base del texto permite crear un modelo en el que se incluyen
todas las proposiciones, y que tíene~ por ejemplo, unidad de
tiempo y espacio, y que resulta lógico en cuanto a las
intenciones y relaciones de causa y efecto que representa. Sin
embargo, a diferencia de la base del texto, el modelo mental
representa también las intenciones comunicativas del emisor, y
los del receptor, además de los conocimientos del mundo que
aporta éste para crear las inferencias con las que interpreta el
significado del texto. La inclusión de los conocimientos del
mundo implica que el modelo que construye cualquier lector
siempre será uno de entre un conjunto de posibles modelos, ya que
existen en potencia tantos modelos como posibles lectores. El
modelo mental es menos completo que la base del texto en un
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sentido, ya que al construirlo se van perdiendo los detalles,
pero más completo en otro, porque al interpretar la base del
texto a través de los esquemas de conocimiento del lector, se
produce una representación de la extensión, de lo que significa
el texto en el mundo.
Veamos ahora cómo la teoría del modelo mental explica
diferentes aspectos de la comprensión del texto, Primero, tenemos
que resolver un posible problema.
el modelo mental hay que activar
para interpretar el texto escr
pregunta de cómo incluimos en el
conocimiento almacenado en las
lector, ya que es evidente que cu
a un esquema, no se activa todo
¿Cómo se limita, entonces, el
contestar a esta pregunta tenemos
expuesto allí podemos deducir la s
cerebro recibe una entrada
estructuras mentales, lo cual p
fuerte en otras estructuras
configuración de conocimientos de
Hemos dicho que para elaborar
los conocimientos necesarios
ito. Podría planteársenos la
modelo la parte adecuada del
estructuras esquemáticas del
ando encontrarnos una referencia
lo que se conoce acerca de él.
modelo de la situación? Para
que volver al Capítulo 1. De lo
iguiente explicación. Cuando el
linguistica, activa ciertas
roduce una actividad más o menos
conectadas con ellas en la
1 lector. Las estructuras cuyas
conexiones se activan más, se refuerzan, y llegan a nuestra
conciencia, mientras que las otras pierden energía. De esta
manera, sólo recuperamos los conocimientos que la configuración
de nuesta mente encuentra relevantes para la interpretación de la
entrada. En (130) a (132) tenemos unos ejemplos sencillos de este
fenómeno <Johnson-Lalrd, 1987:197)
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(130) The tomato rolled acroas the floor.
(131) The sun was a ripe tomato.
(132) He accidentally sat on a tomato.
Para la comprensión de (130>, se activa la forma redonda, para
(131), el color, y para (132) la pulpa blanda -todas ellas
características del tomate. Es decir, a partir de nuestro esquema
del tomate, recuperamos cada vez la parte pertinente para la
comprensión de las distintas proposiciones. Y ésta es la
característica que aparece en el modelo. Como indica Johnson-
Laird (1983:419), que es un constructo económico, en el que todo
lo que aparece tiene un papel simbólico.
Un aspecto interesante de esta teoría es la facilidad
con la que representa el significado interpersonal (Sección
4.2.). Para crear una representación de las creencias, las
esperanzas, los mundos probables, imposibles etcétera, la teoría
propone que incrustamos el modelo de la situación dentro de otro
modelo que indica cómo hay que interpretarlo. De esta manera,
sabemos si el emisor (u otro) afirma, duda, niega, espera
etcétera, que sea verdad la situación que el modelo representa.
Del modelo mental se llega a la macroestructura del
texto -es decir, a un resumen de la esencia de su significado
(Sección 3,7,4). Este resumen cuenta con una representación de la
situación comunicativa, que incluye la función del texto y los
objetivos del emisor y receptor. La ¡nacroestructura, entonces, al
igual que el modelo mental, puede cambiar según estas variables
individuales. Por ello, el recuerdo que se reconstruye de este
resumen también varía.
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Para concluir, debemos considerar qué puede significar
la teoría de las representaciones del texto que acabamos de
esbozar para la comprensión lectora. Nuestra hipótesis es que no
sólo tiene fuerza explicativa en esta area espécifica, sino que
se aplica al aprendizaje en general. Veamos por qué es importante
construir un modelo mental del texto.
Sugerimos que la razón es la siguiente. Lo que
incorporamos a las estructuras de nuestros conocimientos ya
existentes es el modelo, o un resumen de él (la macroestructura
para van Dijk y Kintsch), y nunca la representación
proposicional. Es lógico que solamente se pueden unir estructuras
del mismo tipo, por lo cual, el contenido de un texto del que no
somos capaces de elaborar un modelo mental, no podrá almacenarse
con nuestros esquemas de conocimiento, Naturalmente, al almacenar
el nuevo modelo, cambiaremos algunas de las estructuras
anteriores, porque incorporaremos la información nueva que nos
aporta la lectura del texto. De aquí podemos pensar que el modelo
mental es imprescindible para poder aprender de un texto. El
recuerdo de una serie de proposiciones, al igual que el de la
superficie de un texto, puede guardarse en la mente como un
conjunto aislado, pero no es compatible con el resto de nuestros
conocimientos, ni es posible utilizarlo de la misma manera que
ellos,
La construcción del modelo mental —al igual que los
otros niveles de la comprensión de un texto que hemos estudiado-
revela implicaciones interesantes para la pedagogía de la lectura
en lengua extranjera. En las conclusiones (Capítulo V), hacemos
199
algunas propuestas a este respecto. En la Segunda Parte de este
trabajo consideraremos ciertos aspectos del tipo de texto al que
se enfrentan nuestros alumnos -aspectos que parece tener
importancia a la hora de interpretar el texto, según se desprende
de la descripción del proceso lectora que acabamos de esbozar.
NOTAS
1. Para corregir el cambio de tiempo en (8>, podemos considerar
un ejemplo como “Boatmen row on the river and ceuples st borne”.
2. Es sorprendente -o quizá no lo es tanto— cuántas veces en la
clase de lectura de textos en inglés, al buscar el sujeto en una
oración algo compleja, los alumnos españoles sefialan con todo
convencimiento el grupo nominal que sigue inmediatamente al
verbo.
3. Examen de la asignatura Lectura y Comentario de Textos.
Filología Inglesa, UAM, febrero, 1990.
4. Término sugerido por el Dr. O~ Fiera.
5. En este trabajo he preferido emplear el término “escindada”
para traducir cleft. Sin embargo, es frecuente el uso de
“hendida”. Véase, por ejemplo, Juan de la Cruz y F.M. Trainor,
Curso de Sintaxis Inglesa 17, Madrid, Taurus Universitaria, 1989.
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SEGUNDA PARTE: LOS TEXTOS
CAPITULO III: EL TEMA Y SU FTJNCION EN EL TEXTO
3.1. LA PERSPECTIVA FUNCIONAL DE LA FRASE Y EL CONCEPTO DE TEMA
3.1.1. Introducción
Dado nuestro interés por los procesos de emisión y
recepción de textos, en esta parte del trabajo nos hemos acercado
a los estudios que ven al lenguaje como un sistema para la
comunicación. Comenzamos con el trabajo de los lingUistas de la
Escuela de Praga, puesto que este grupo aborda el estudio del
lenguaje como mensaje. Su perspectiva funcional:
“starts from the needs of expression and inquires
what means serve Lo satisfy these conimunicative
needs in the language being studied”. (Mathesius
1929:123).
Gran parte de la investigación emprendida por este grupo se ha
centrado en la fonología, pero Mathesius además se interesó por
el orden en el que aparecen los elementos que constituyen la
oración, y fue el creador de la denominada “perspectiva funcional
de la frase”.
Las reflexiones de este lingúista han servido de
catalizador dentro y fuera de su grupo, y han dado lugar a toda
una serie de estudios que intentan explicar el orden y la función
comunicativa de los componentes del enunciado. Por otra parte,
estos estudios han ido incorporando el objetivo de dar cuenta de
las estructuras que forman la concatenación de los enunciados en
textos. Y puesto que parten del mensaje como expresión lineal,
consideramos que pueden ayudar en un análisis del texto desde el
punto de vista de su recepción por el lector.
Dado que nuestro objetivo no es estudiar la teoría de
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éste u otro lingilista, sino encontrar los aspectos de las teorías
que pueden ofrecer conocimientos del proceso comunicativo
aplicables a la enseñanza de la comprensión lectora, hemos
intentado evaluar sus aportaciones desde nuestro punto de vista.
Por ellos, hemos seguido los conceptos de tema y reina
desarrollados por Mathesius hasta llegar a una definición que
podamos aplicar para analizar algunos aspectos de los textos a
los que se enfrentan nuestros alumnos. En los siguientes
apartados, pues, consideramos distintos puntos de vista, fruto de
inquietudes y objetivos lingiiisticas diferentes, para ir
acercándonos al fin que perseguimos.
3.1.2. Mathesius: el orden de los elementos y tema—rema
La preocupación que originó la investigación de
Mathesius en este campo fue el llamado “orden libre” de las
palabras en checo. Previamente, se había intentado una
explicación comprensiva, basada en argumentos tanto gramaticales
1
como semánticos, psicológicos y rítmicos o de eufonía . Frente a
estas múltiples explicaciones, Mathesius señala el papel decisivo
de la función comunicativa en la elección del orden de la
secuencia en la frase:
“The intrinsic worcf—order factor in Czech is the
aspect of funotional sentence perspectiva. Every
bipartite utterance is composed of two components,
the first of which expresses soinething relatively
new and contains what is asserted by the sentence.
It is that part of the sentence which is sometimes
called the psychological predicate and which, for
the sake of a clearer distinctiofl from the
grammatical predicate with which it does not always
coincide, 1 prefer to cali the rheme of the
utterance. The second part of tbe sentence contains
the basis of the utterance or theme, the
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psychological subject according to earlier
terminology, i,e. things relatively familiar or
most readily available to the speaker as the
starting point. In sentences uttered in a cali
manner the first element is the theme and only then
comes the rheme (objectíve word order), whereas in
excited statements the order is reversed, first
comes the rheme of the utterance without any
preparation and only then follows the theme
<subjective word orderfl” (Mathesius, 1929:126—7)2
Hablar de un sujeto o predicado “psicológico” era
corriente en el siglo diecinueve, y la influencia del pequeño
libro de Weil (1844), De l’Ordre des Mots dans les Langues
Anciennes Comparées aux Langues Modernes, se percibe claramente
en los temas que trata Mathesius. Weil usa las expresiones “le
point de départ” y “le but du discours” (op. cit. :21) para
referirse a las dos partes de la oración. Explica que el orden
“sujetivo” se emplea “quand l’imagination es vivement frapée ou
que la sensibilité de l’áme est profondement gmue”, mientras que
normalmente se prefiere el orden “objetivo
En un principio, Mathesius consideró la perspectiva
funcional de la frase universal, aunque admitió que se podría
expresar de distintas maneras en diferentes lenguas. Sin embargo,
sus estudios comparativos del checo y el inglés le llevaron a
reconsiderar su punto de vista, ya que es evidente que estas
lenguas difieren bastante en sus posibilidades de expresar esta
función. Como el orden de los constituyentes en la oración es el
resultado de la interacción de varios factores, se producen
tensiones entre los distintos sistemas, y, en el caso del inglés,
se tiende a colocar los elementos que forman la oración siempre
en las mismas posiciones. La frecuencia en inglés del papel de
sujeto para el tema lleva a Mathesius al estudio de los medios
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que existen para colocar el elemento temático en esta función
sintáctica, especialmente el uso de la voz pasiva. Sin embargo,
concluye que el inglés no es capaz de ordenar por tema/rema las
oraciones “no emotivas”. Incluso afirma:
“English differs from Czech in being so little
susceptible to the requirements of FSP as to
frequently disregard them altogether.” (Mathesius,
1943, citado por Firbas 1966:239>
Uno de los objetivos de este capítulo será el de
verificar o rechazar esta afirmación, la cual realmente entra
en contradicción con los principios de la lingúistica funcional.
Veremos que, sin disponer de la flexibilidad del checo, el inglés
tiene sus recursos para expresar la división temática. Y otro
objetivo será el de aclarar cómo interviene en la estructuración
del mensaje la noción de tema, y qué efecto produce en la
recepción del mismo. Por ello, es necesario descubrir qué eran
para Mathesius el tema y e rema, y cómo aplicaba estos conceptos
en el análisis de la oración. No ha sido una empresa fácil, en
parte debido a la necesidad de acudir a fuentes indirectas -la
interpretación hecha por un discípulo de Hathesius- y en parte
porque el mismo Mathesius no emplea siempre la misma
terminología.
Mathesius consideró que las oraciones afirmativas
contienen una aserción que forma el núcleo del enunciado, o el
rema, y un elemento, el tema, al cual éste se refiere, como
acabamos de ver. Según Firbas <1987:140), utilizaba distintos
términos para este elemento: “vychodisté <point of detiarture)
,
“téma <theme)” y “základ (basis. foundatiofl)”. Los dos últimos
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términos se empleaban indistintamente, mientras que, con el
tiempo, dejó de utilizar el primero . Sin embargo, en una ocasión
(Mathesius, 1939, citado por Firbas, 1987:140> puso de manifiesto
que el punto de partida y el tema no coinciden necesariamente. Se
volverá a este asunto más adelante en la exposición.
Nosotros seguiremos a Firbas y otros lingúistas
interesados por este concepto, en la utilizacón de los términos
tema y rema, El tema, pues, según blathesius es:
“that which is known or at least obvious in the
given situation and frorn which the speaker
proceeds”. (Mathesius, 1939, citado por Firbas,
1964b:286)
Esta definición encierra ciertas dificultades en cuanto a su
aplicación, como pronto se hizo evidente. Por ejemplo, obliga a
crear el concepto de “tema anticipatorio” para explicar la
estructura de algunas oraciones, como puede ser la frase que
inicia una historia e presenta los personajes. Estas oraciones
iniciales carecen de elementos conocidos -jr~ en el relato, a
diferencia del diálogo, la situación comunicativa no interviene
para suplir esta falta. De este modo, en los siguientes ejemplos
<Firbas 1964b:268-9), (1) es considerado por Mathesius como “sin
tema”, mientras que otras típicas frases iniciales, como (2), son
para él compuestos de un ‘tema anticipatorio” y un rema
(1) Byl jednou jeden král. (Erase una vez un rey.>
(2) V jedné panoval král, ktery.
<En un país reinaba un monarca).
Aunque esta clase de estructuras se limitan a cierto tipo de
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textos, es evidente que indican la existencia de un área
problemática para el concepto que estamos investigando.
El trabajo de Mathesius fue, si no el germen, si un
gran avance puesto que, aunque la división bipartita de la
oración se contemplaba desde la antiguedad, ha inspirado hasta
nuestros días polémicas y estudios tan numerosos que sólo podemos
mencionar algunos de sus representantes y resumir sus
aportaciones. De los resultados de los estudios de Mathesius
sobre tema y rema en checo e inglés quedan como ideas más
importantes las siguientes
1) La articulación temna/rema se expresa por el orden en la
oración, cuyo significado varía según el estado anímico del
emisor. Así, el primer elemento es el tema en una situación
comunicativa normal. Contrariamente, si el emisor está emocionado
o perturbado, será el reina lo que expresa primero.
2) El elemento elegido como tema es algo conocido por el emisor y
receptor, mientras que el rema expresa algo nuevo. Con este
criterio, Mathesius admite que puede haber oraciones sin tema. La
Figura 7 representa estas posibilidades:
Primer elemento Segundo elemento
Conocido St Nuevo = Ji
Nuevo = U Conocido = T
— T Nuevo Ji
Tema anticípa-
tono = nuevo
Figura Y
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Las teorías de Mathesius sobre la perspectiva funcional
de la frase fueron investigadas y elaboradas posteriormente por
Firbas (1964a y b, 1966, 1970, 1974, 1975, 1982, 1987, 1990).
Según éste, el significado de tal articulación de la oración era,
en la versión original, parcialmente contextuaD “a means of
embedding the sentences as an utterance into the context
(proceeding from something that is known)”. Pero, en parte, no
habrá referencia al contexto: “ focussing on the intrasentential
relationship between what is being spoken about and what is being
said about it” (Firbas 1987:140).
Esta interpretacion se basa en un artículo (Mathesius,
1947 citado por Firbas 1987:144), en el que se sostiene que, para
comprender la perspectiva funcional de la frase, hay que ampliar
la definición de tema y reina
“We shall come closer to the true state of things
if instead of a known notion we speak of’ the basis
(foundat ion> of the utterance and instead of a new
notion we speak of the nucleus (core) of the
utterance.”
Esta nueva definición se libra del problema creado por la
necesidad de un elemento conocido, acercándose a la de las
primeras investigaciones de Halliday <1967) y, también, de otros
que ven en el tema la noción de “aboutfless” , Sin embargo, los
trabajos posteriores de los seguidores de Mathesius se basan más
bien en la definición original.
Como último punto, en este repaso muy breve de un
aspecto del trabajo de este destacado lingiUsta, resulta
interesante señalar que era consciente de la importancia de su
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Lo revela latrabajo en el ámbito de la comprensión del mensaje.
siguiente cita:
the speaker uses the sentence in order to
express the attitude he assumes towards sorne
reality at the moment of communication. This meana
that in the sentence something is being said about
something else, lEn order to understand correctly
what the speaker means by bis sentence, we must be
quite clear what he la speaking about and what he
is saying about it. This determines the two basic
parts of the sentence from the point of view of the
semantic structuring of the sentence.t’(Mathesius, 1982, citado por Firbas,1987Á44>
3.1.3. El desarrollo de los conceptos de tema/rema: tUrbas
Los conceptos de tema y reina fueron considerados de
mucho interés por otros lingUistas del grupo, a la vez que la
falta de simetría en el esquema Teina/Rema = Conocido/Nuevo no les
resulté satisfactoria, Prueba de ello son los numerosos trabajos
que aparecieron sobre la perspectiva funcional de la frase. Se
siguió investigando sobre las ideas básicas : el orden de los
elementos y grado de familiaridad de la información. También se
concedió más importancia al co-texto como otro factor que
influye en la colocación de los elementos en un enunciado.
Dado que todas estas nociones son claves en la
comprensión de un texto, aquí intentaremos continuar la
investigación sobre tema y rema para desentrañar, en lo posible,
sus características y modos de expresión. Comenzamos por la
propuesta de Firbas sobre el “dinamismo comunicativo”.
Los estudios de Firbas exponen su solución al problema
de encontrar una explicación de la perspectiva funcional de la
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frase aplicable a todo tipo de oración, sin tener que admitir
excepciones, como las oraciones sin tema. Define esta perspectiva
como el principio por el cual los elementos que forman el
enunciado se ordenan según el grado de dinamismo comunicativo —
de menor a mayor -que lleva cada uno. Y para medir el dinamismo
comunicativo de un constituyente tenemos que evaluar su
contribución al desarrollo de la comunicación: el grado de
dinamismo comunicativo depende de cómo un elemento “pushes the
3
conimunication forward” (Firbas 1964b:270) . Con su definición, el
tema equivale a lqs elementos de la oración que soportan el
mínimo de dinamismo comunicativo. Dentro del tema se encontrará
el “theme proper” que tendrá el grado más bajo del todo. Firbas
apoya la noción de grados de “temacidad” dentro de la oración en
el hecho de que Mathesius menciona los “centros” del tema y del
rema. Dado que éste considera que los dos puntos están unidos, se
puede deducir que contempla también una transición entre ellos.
A diferencia de Mathesius, sin embargo, Firbas no
Imita el medio por el cual se expresa la perspectiva funcional
de la frase al orden de los constituyentes, ya que considera que
el fenómeno es más complejo. Para él, hay que tener en cuenta
varios factores si queremos explicar el arden escogido y las
aparentes contradicciones entre la posición de un constituyente
de la oración y el grado de dinamismo comunicativo que lleva.
Interviene por una parte la distribución normal del dinamismo
comunicativo, con ej. grado más bajo al principio de la oración y
el mayor al final. Esta estructuración depende en gran parte del
co-texto, que indica cuáles son los elementos ya conocidos. Y por
otra, puede afectar a este orden la distribución de información
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configurada por el factor semántico:
“The other factor is the semantic structure of ihe
sentence whose chief field of operation on the PSP
level is just the sentence section that conveys
only new information <i.e. the section that has not
been affected by Uhe context and is therefore
contextually independent).. . The sernantic structure
is capable of indicating the degrees of CD through
the various items of semantic content conveyed by
the sentence elements; in this way it is capable of
acting counter to the basic distribution of CD.”
(Firbas, 1964b:270)
Algunos de los aspectos de la estructura semántica estudiados por
este linguista en relación con el dinamismo comunicativo en
inglés son los que se exponen a continuación.
Firbas considera que, para evaluar el papel de los
constituyentes de la oración en el desarrollo del mensaje, el
verbo es un elemento clave. Por ello, concede mucha importancia
al significado de ciertos tipos de verbos y a la relación
semántica entre un verbo y sus complementos o adverbios, A este
respecto, piensa que los complementos tendrán más dinamismo
comunicativo que el verbo, puesto que completan su significado
(Firbas, 1966:243). El orden en que apareezcan los complementos
directo e indirecto indicará cuál es más remático <Firbas
4
1974:21) . También los adverbios de lugar muchas veces resultan
lo más destacado del mensaje y tendrán más dinamismo que el verbo
(Firbas 1974:19>. Los verbos que expresan existencia o “llegada
en la escena” ceden el lugar de interés a sus sujetos -que en
inglés, a diferencia del checo, normalmente se colocan al
principio de la oración. En consecuencia, para Firbas el reina
puede ser inicial sin que la frase sea de tipo subjetivo o
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emocional, como en (3) (op. cit~18):
(3) A girí ( = rema) carne into the roma.
Asimismo, los sujetos de verbos asumen el papel de rema en los
casos de “afinidad semántica” entre la pareja sujeto/verbo, como,
por ejemplo, en (4) a (6) <Firbas, 1966:244>:
<4> A helí rang/tolled.
(5> A flag/bird ?lew.
<6) A king reigned.
Por lo que respecta a la identificación del tema,
Firbas toma, como se ha visto, el criterio de dependencia del co—
texto (Le,, el hecho de ser “conocido”). Demuestra que
normalmente al expresar el tema aparecerá el artículo definido o
un pronombre, aunque, dada la combinación de factores que
interviene en el grado de dinamismo comunicativo de cualquier
elemento de la oración, no es imposible que el terna aparezca
precedido del artículo definido (Firbas 1966:245>.
En resumen, el estudio del dinamismo comunicativo se
revela complicado porque, según Firbas, es necesario evaluar
también el papel que desempeñan la sintaxis y la semántica en la
colocación de los elementos en la oración. En otras palabras,
tenemos que separar los niveles gramaticales, semánticos y co-
textuales, si queremos entender el significado de una determinada
estructuración del mensaje. Mientras que el nivel de la
perspectiva funcional es el que refleja cuáles son los elementos
que se presentan como ya conocidos y, por ello, cuáles son
temáticos (tUrbas 1964b:272), los otros niveles funcionan de
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manera distinta. Por una parte, el nivel de la gramática es
autónomo, y no siempre puede acoplarse al orden del dinamismo
comunicativo. Por otra, el de la semántica puede incidir en el
grado de dinamismo comunicativo que tiene cualquier elemento,
como acabamos de explicar. El grado de correspondencia entre los
sistemas varía, por le que es importante no confundir criterios
al intentar explicar el funcianain lento del tercer nivel, el de la
perspectiva funcional de la frase. Sólo cuando existe la
posibilidad de elección, este nivel actúa sobre los otros dos
para presentar algún aspecto de la realidad dentro de un contexto
comunicativo.
Además, recientemente, este autor sostiene que existen
dos características que identifican al tema: la dependencia del
contexto y el hecho de expresar de qué trata la oración (Firbas
1987:140 y sigs.). Y haciendo la salvedad de que él no ha
orientado su trabajo sobre el dinamismo comunicativo hacia este
último enfoque, considera que
“The aboutness feature ½ naturally hierarchically
superior to the feature of context dependence.”
(Op. cit. :143)
y es el rasgo del tema que siempre está presente, mientras que
habrán ocasiones en las que no esté ligado al co—texto. Por eso,
propone los términos “foundation—laying”, para los elementos
temáticos, y “core-constituting”, para los remáticos. Estos
nombres pretenden resaltar el papel dinámico de aquellos
elementos en la comunicación, lo que representa una idea
interesante en el estudio del texto. Por otra parte, aunque en el
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citado trabajo no explica cómo encontrar el tema, podemos
deducirlo de sus ejemplos (Firbas 1987:141—2> . Estos revelan que
lo que destaca un referente para este papel es la frecuencia con
la que se menciona en una sección del texto.
No obstante, casi toda la obra de Firbas se centra en
la dependencia del contexto como rasgo más destacado del tema, lo
cual trae consigo un problema al limitar su concepto de contexto
a lo puramente lingúistico, a lo ya mencionado en el texto (que
nosotros llamamos co-texto), sin admitir información procedente
de la situación ni de los conocimientos que proporcionan los
distintos tipos de esquemas. Esta concepción niega una realidad
del proceso de la comunicación, lo cual disminuye su
aprovechamiento para los fines que perseguimos.
Se nos presenta otra dificultad al considerar la
variedad de ejemplos y las diferentes explicaciones que ofrece
tUrbas para su análisis, ya que indican lo complejo que resulta
aplicar la teoría del dinamismo comunicativo para buscar el tema
y rema en una oración. A la vez, esta complejidad arroja dudas
sobre la posible utilización de este sistema en la comprensión de
textos escritos por parte de los que no se dedican a la
lingtiística. Por otro lado, el mismo Firbas sugiere para los
casos de difícil análisis temático recurrir a la entonación,
puesto que el hablante coloca el núcleo de la entonación en el
rema de la frase. Para hacerlo correctamente, primero hay que
interpretar el mensaje, distribuyendo funciones temáticas y
remáticas entre los elementos.
Este argumento resulta, para los objetivos que
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apuntarnos aquí, algo circular. Haremos un breve paréntesis para
comentarlo, puesto que surge frecuentemente en trabajos sobre la
expresión y la comprensión de la información en un texto escrito.
Según algunos lingtiistas por ejemplo, Halliday, 1967, Alían,
1986) solamente de manera aproximada podemos intentar una
correcta colocación del núcleo de la cláusula, sin que nuestra
interpretación llegue a ser más que una hipótesis sobre el
significado que quería expresar el autor al escribir. Sin
embargo, otros se muestran más optimistas, al considerar que el
escritor emplea todos los recursos que le brinda el sistema
lingúistico para indicar a su lector cuáles son las unidades de
información y dónde está el foco de la entonación.
Desgraciadamente, sin un muy buen conocimiento de la lengua, es
muy difícil que un lector inexperto capte todas las claves que le
ofrece quien escribe.
Con todo, a pesar de los problemas de aplicación que
conllevan, consideramos que las nociones de tema, reina y
dinamismo comunicativo encierran conceptos importantes para la
interpretación de un texto y, por ello, no abandonamos el área de
estudio. La siguiente sección, pues, se dedica a la investigación
de uno de los elementos, el tema, emprendida por otros miembros
del grupo.
3.1.4. El desarrollo del concepto de tema: otras perspectivas
Danes, como Firbas, aborda el estudio de la perspectiva
funcional de la frase con una clarificación de los sistemas, ya
mencionados, que entran en la producción de un enunciado: el
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semántico que, para él, expresa las relaciones “lógicas”, el
gramático, cuyas categorías relacionan los elementos gramaticales
en sistemas de dependencia y de coordinación y, finalmente, la
organización lineal, “the level of organization of utterance”
(Danes 1964:225), donde se percibe cómo actua la perspectiva
funcional de la frase dentro de su contexto comunicativo:
into the domain of the organization of
utterance pertains alí that is connected with the
processual aspect of utterance Un contrast to the
abstract and statíc character of the other two
levels), that is to say, the dynamism of the
relations between the meanings of individual
lexical items in the process of progressive
accumulation, as well as the dynarnisni of alí other
elements of utterance <seinantic and grammatical
too), arising out of the semantic and formal
tension of expectation in the linear progression of
the making—up of every utterance.”(op. cit. :227)
Es en este nivel donde hay que estudiar la perspectiva funcional
de la frase, evitando mezclar en él los medios y los fines de los
otros dos. En calidad de medios utilizados por este nivel, flanes
enumera “rhythm, intonation (as a complex of “melody” and
“stress”), [he order of words, and of clauses, sorne lexical
devices, etc.” (op. cit. :228). Es decir, tampoco Danes simplifica
la tarea del análisis de la presentación del mensaje. Sin
embargo, su interés por el proceso de la comunicación es afín al
nuestro.
Danes centra su atención en el problema del tema.
Aunque es la sección remática la que hace avanzar la comunicación
por medio de la información nueva, el tema, o la serie de temas
en un texto, constituye la estructura a través de la cual se
presenta la base de la comunicación. Se puede considerar cada
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Lema como un punto en la línea que lleva la idea central de un
texto. Según Mathesíus, reconocer el tema es fundamental para la
comprensión del significado de una oración, la cual, por
compleja que sea, sólo debe llevar un nexo tema—reina (flanes
1970b:139). Además, el rema no presenta problemas de definición.
Danes llama la atención sobre el hecho de que, mientras se
discuten dos definiciones del tema —básicamente las de Mathesius,
es decir, lo “conocido” y “aquello del que trata la oración”- con
el rema no hay conflicto:
the differentiation concerns tbe first members
of the two pairs only (i.e., the known (given)
piece of information vs. thexne), while the second
members are identical, viz. , tSe core of tSe
utterance or the rheme (what the speaker says about
the known information, or what he says about the
theme.” (Danes, 1974b:10’7)
Por otra parte, reconoce que el concepto de conocido es
tan amplio e impreciso que resulta difícil de definir (Danes,
1974b:109). Entra en juego cierta relatividad ya que es el emisor
guien juzga que algo es “conocido” para el receptor en una
situacion comunicativa, y la evaluación puede basarse en el
contenido del texto, en el contexto situacional, o en los
conocimientos del mundo que el emisor supone que el otro tiene,
El hablante (o el escritor) además evalúa el periodo que
considera apropiado, en cada ocasión, para la duración de este
concepto. (En la Sección 3.4. volveremos a tratar la noción de
“conocido”.
En relación a esto, hay que apuntar otra dificultad
para definir lo que se ha mencionado ya en un texto: el hecho de
que se puede presentar la información de una manera directa o
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indirecta. Puede aparecer a través de distintas relaciones
semánticas, empezando por la implicación semántica hasta llegar
a todo el conocimiento del mundo que contiene la evocación de un
objeto, o una situación estereotipada en una cultura dada, es
decir, el concocimiento almacenado en los esquemas de
conocimiento recuperados por los participantes durante el
intercambio lingúistico.
Según Danes, para la comprensión se necesitan ciertas
estrategias que permiten al receptor singularizar el tema entre
toda la información acumulada en un momento dado de la
comunicación. Es consciente de los problemas que presenta la
noción de conocido y, sin renunciar a su definición original del
tema, resalta la importancia de la primera posición en la frase
para el “utterance theme” (Danes 1974b:112).
Mencionaremos, para terminar, otros dos linguistas que
también ven como características del tema el hecho de que sea
conocido y que depende de alguna manera del co—texto. Benes
(1968:269) afirma que “the theme ½ presented as something given”
e incluye entre los medios de expresión de la articulación
tema/reina, el orden, las construcciones léxico—gramaticales y los
artículos, Considera que el orden de los elementos representa,
por una parte, la interpretación de una realidad
extralingúistica, y por otra, la incorporación de esta
representación al texto. De esta manera, es el co-texto que
influye en la presentación del contenido. Y Sgall (1975:410)
apoya la opinión de Benes, al definir el tema como “the
contextually bound part of the sentence”, fusionando la idea de
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conocido” con la de la influencia del co—texto. A la vez,
refleja el desarrollo de los conceptos de la perspectiva
funcional de la frase hacia unidades mayores que la oracíón~ como
se verá en secciones siguientes.
3.1.5. Resumen de las características de la articulación tema-
reina
Ya han intentado la tarea de resumir las caracerjisticas
de estos elementos del mensaje Palkova y Palek (1977) con el fin
de averiguar la utilidad de los conceptos que cubren tema/rema
para los objetivos que se propone la lingúística del texto. Se
recogen ahora las conclusiones de estos autores, puesto que su
fin y el nuestro son el mismo —aprovechar los descubrimientos
sobre el funcionamiento de la articulación tema/reina en la frase
para el estudio de un texto.
Palkova y Palek encuentran que los siguientes conceptos
son esenciales:
“a) The idea that it ls possible to draw a
distinction between segments in a sentence which
present information already known (from the context
or the situation) and seginenta conveying new
information which cannot be inferred by the
listener.
b> The idea that it ½ poseible to distinguish
segments which are context dependent, i.e. which
are connected with segmente of another sentence of
the same text.
c> The idea that it is possible to distinguish in a
sentence segments which are of greater or lesser
comnunicative importance; this importance ½ first
and foremost a question of the speaker’ s purpose.
d> The idea that in cominunication there is a
certain favaured order Lar saying something (y>
about something (x> which is mapped in the sentence
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and wherein x usually precedes y.” (Palkova y Palek
1977:213).
La falta de homogeneidad de criterios les lleva a distinguir por
una parte entre los conceptos (a> y (c) que son “mentally
orientated” y (b) y (d) que se refieren a “the structure of tSe
utterance and are founded on the relatíonship between its
elements” (op. cit.:218), Además, consideran que, en la
comunicación, el concepto <a), lo conocido y lo nuevo, aparece
desde el punto de vista del receptor míentra que el (c), la
importancia comunicativa, se considera desde el del emisor.
Este análisis, sin embargo, se lijnita al “producto” —
el texto ya plasmado. Si consideramos el proceso, el hablante
presenta su mensaje teniendo en cuenta lo ya conocido por su
interlocutor por una parte y lo que él quiere destacar, por otra
(los conceptos (a) y (c)) Para este fin, emplea sus
conocimientos del funcionamiento del sistema que utiliza <los
conceptos (b) y (d)>. Esquemáticamente, los conceptos que se
discuten pueden contrastarse de la siguiente manera:
a> Conocido Nuevo
b) Dependiente del Libre Hablante - Oyente
contexto ( Orientación
pragmática>
c) Menos importante Más importante
desde el punto de
vista de la comu-
nicación Estructura
del
d) Se expresa por el Aparece mas tarde enunciado
primer elemento
Figura 8
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Palkova y Palek seleccionan dos —el de la dependencia
del co—texto, (b), junto con lo conocido/nuevo, (a>- como los más
útiles para los estudios textuales, a la vez que apuntan las
dificultades de su aplicación práctica. Sin embargo, para la
comprensión de un texto no se puede dejar de lado el concepto
Cc), la importancia comunicativa ni, desde el punto de vista
cognitivo, el orden de los elementos, es decir, (d>.
Con estos comentarios de algunos trabajos
representativos, hemos intentado presentar el problema con el que
nos enfrentamos: el reconocimiento de un concepto -o unos
conceptos- que parecen tener poder explicativo a nivel intuitivo,
pero que son de difícil definición. Hemos mencionado a algunos
conocidos lingúistas cuyo trabajo representa un paso hacia
adelante en la clarificación de la relación de la dicotomía
tema/reina con la organización y recepción del mensaje. No cabe
duda sobre la importancia de estas nociones en el texto, ni
tampoco sobre la complejidad que aparece a la hora de intentar
aplicarlos en un análisis. Las dificultades surgen por dos
razones: la falta de nitidez acerca de qué se entiende por “tema”
y el funcionamiento de los sistemas implicados en su realización
a nivel superficial, a veces en armonía, a veces en conflicto.
Con el objetivo de lograr una clarificación, algunos lingúistas
se han preguntado si la confusión anta una idea tan fructífera
no proviene de encerrar varios conceptos, a saber:
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— conocido
- de qué trata el enunciado o serie de enunciados
- primer elemento.
El próximo apartado examina la distinción que hace Halliday
(1967, 1985a) entre tema y conocido y también, la importancia de
la posición inicial en la oración o cláusula.
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3.2. LA POSICION INICIAL EN LA ORACION
3.2.1. Introducción
Desde las primeras investigaciones sobre el orden de
los elementos en la oración, se aprecié la importancia de la
posición inicial en la comunicación del mensaje al receptor. Weil
hace explícita esta función de la siguiente manera:
“11 fallait d’abord que cette autre personnage
auquel on voulait se coifimuniquer fQt placée au
point de vue de celui qui parlait, il fallait
qu ‘une parole d’introduction précédát la parole
qu on voulait énoncer... 11 fallait donc un point
de départ, une notion initiale. . . qui forme coinme
le lieu oú les deux intelligences se rencontrent;
et une autre partie du discours, qui forme
l’enonciation proprement dite. Cette division se
trouve dans presque tout ce que nous disons.” (Weil
1844:20)
Su interpretación es recogida por I-lalliday (1985a:38) cuando
explica que el hecho de seleccionar la primera posición para un
elemento indica “the point of departure for the clause as a
message. . .that with which the clause is concerned”. Aquí, nos
encontramos, quizá, con la base de un concepto sencillo de
aplicar que puede ser útil en la comprensión de un texto tanto en
la lengua materna como en una segunda lengua. En las siguientes
secciones, se exponen algunas opiniones acerca del significado de
la posición inicial y su relación con el concepto de tema.
3.2.2. La primera posición y4 tema : Hallidav
La comprensión del significado del elemento inicial en
la teoría de Halliday requiere un contacto con su visión del
lenguaje. En la descripción del inglés, HallidaY contempla tres
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macrofunciones, que intervienen en la codificación del
significado. La primera, la experiencial, sirve para expresar
contenidos. En las palabras de Halliday:
“In the first place language serves for the
expression of content: it has a representational,
or, as 1 would prefer to calí it, an ideational
functíon... it is through this function that the
speaker or writer embodies in language bis
experience of the phenomena of the real world; and
this includes his experience of the internal world
of his own consciousness: bis reactions, cognitions
and perceptions, and also bis linguistic acts of
speaking and understanding.” (Halliday 1973:106>
La segunda es la interpersonal, que indica al receptor el
tipo de compromiso que mantiene el emisor con el mensaje y con su
interlocutor:
“This is quite different from the expression of
content. Here, the speaker is using language as a
means of bis own intrusion into the speech event:
the expression of his comments, his attitudes and
evaluations, and also of the relationship that he
sets up between himself and the listener...
(Ibid.)
Y la tercera, la textual, tiene el cometido de construir el
mensaje, de organizar y presentar la información de una manera
determinada:
“The textual function is internal te language and
is instrumental to the other two, ideational and
interpersonal; it is only because we can select the
desired fon of the message that we can also use
language eft’ectively both to represent an
expenience and to interact with those around us.
(Halliday 1970:326, nuestro subrayado)
Es esta última función la que nos interesa aquí, puesto
que interviene en la manera de estructurar la informacion. Para
representar la función textual, la lengua inglesa utiliza unas
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opciones que Halliday llama temáticas, siguiendo a los lingUistas
de la Escuela de Praga. Se diferencia de ellos, sin embargo, en
las distinciones que hace dentro del concepto global de “Thenie”,
como veremos ahora. El concepto y su función quedan explicados de
la siguiente manera:
“Theme is related Lo the discoursal, or
informational, component; under this heading are
brought together the principal options whereby the
speaker introduces structure into the discourse and
Un the ideal case> ensures ‘comprehension’ -the
recognition of the text as a text, and its
interpretation alon~ predicted lines. (Halliday
1968:179, nuestro subrayado>
La última parte de la cita pone de manifiesto la relevancia de
estos conceptos para nuestro trabajo y por ello vamos a explicar
muy brevemente cuáles son estas opciones que menciona:
1> la información, que distingue lo
conocido de lo nuevo, expresado por medio de la entonación
2) la tematización, que indica de dónde
parte el emisor en la construcción de su mensaje, y se expresa a
través del orden de los elementos, siendo el tema lo que se
coloca en primer lugar
3) una menor, la identificación, que
incluye ciertas estructuras sintácticas utilizadas para colocar
en posiciones destacadas diferentes partes de la oracion.
En las dos primeras, a diferencia de lo que hemos visto
hasta ahora, Halliday hace una distinción entre el significado de
la configuración temática y la estructura de la información:
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“The therne is what 1, the speaker, choose to take
as my point of departure. Given Ls what you, the
listener, already know about or have accessible to
you. Theme and Rheme is speaker orientated, while
Given and New is listener orientated,” (Halliday
1986a:278, nuestro subrayado>
Según Butíer (1985:176—7> el trabajo de Halliday sobre
tema/roma en inglés “is among his most original contributions to
the description of English”, y lo más importante en este área es
la diferenciación de los conceptos que se incluyen bajo la
denominación de tema y rema. Ambos conceptos son importantes en
la organización del mensaje y frecuentemente coinciden en un
elemento de la oración. Sin embargo, el emisor puede elegir para
el tema el punto de partida que considere llevará a su receptor a
procesar el mensaje de la manera que él quiere -como vimos en una
de las citas —en “the ideal case”.
Por lo que respecta a la función de la primera
posición, Halliday (1985a:67> explica que de una manera global el
tema sirve de “environment for the remainder of the message”.
A pesar de que aquí nos interesa principalmente la
función de la primera posición, o tema, también es importante
para una mejor comprensión de la expresión del significado en
inglés la dicotomía conocido/nuevo que, como hemos visto, según
algunos lingiiistas forma parte de las condiciones para reconocer
el tema. Halliday explica que
“It is Uhe interplay of new and not new that
generates information in the linguistic sense,
Hence the information unit is a structure made up
of two functions, the new and the given.” (Op.
cit. :275)
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La información es nueva
not in the sense that it cannot have been
previously mentioned, although it is often the case
that it has not been, but in the sense Lhat the
speaker presents it as not being recoverable from
Uhe preceding discourse.” (Halliday 1967:204>.
Y es el reconocimiento de esta parte del contenido como el
objetivo de la comunicación lo que representa el éxito de la
misma.
Al hablar de la información, Halliday se ocupa
básicamente del discurso hablado, puesto que considera que su
medio de expresión es la entonación. El hablante divide su
mensaje en bloques de información, que coinciden frecuentemente
con la cláusula y cuya terminación se índica por la entonacion.
flentro de cada segmento, indica al receptor qué es lo nuevo, la
parte realmente informativa, con el foco de la entonación. En
cuanto al texto escrito, el hecho de que el escritor carezca de
un medio de expresión tan flexible, no significa que no necesite
indicar al lector las partes más importantes del mensaje. Por lo
tanto, debe suplir esta falta haciendo uso de las otras
posibilidades ofrecidas por el sistema para destacar diferentes
partes de la oración —esto es, de todas las estructuras que
facilitan cambios en el orden de los elementos, con el objetivo
de dejar al final de la cláusula u oración la parte más destacada
para sus fines comunicativos. Sin embargo, no se puede depender
totalmente de la eficacia de este método; como advierte Halliday
(1967:211> “predictions from the discourse only have a high
possibility of being fulfilled”.
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De las dos opciones principales dentro del sistema
temático del inglés que distingue Halliday, puede resultar
más práctico para nuestros fines su concepto de la realización y
función del tema como elemento localizado al principio de la
oración o de la cláusula. Veremos lo que han opinado otros
investigadores sobre esta cuestión.
3.2.3. La primera posición y el tema: otras perspectivas
Muchos lingdistas, frecuentemente impulsados a
reflexionar sobre este aspecto de la comunicación por el trabajo
de Hathesius o por el del f’uncionalista inglés, han confirmado
la significatividad de la elección del elemento inicial de la
oración. Aquí se recogen algunos estudios de los lingUistas
checos o dentro de su área de influencia, que analizan la
importancia comunicativa de esta posición. En la sección
siguiente se considerará otra escuela, la americana, que
independientemente ha trabajado sobre los mismos conceptos
empleando otra terminología: la de tópico y comentario.
Trávnícek, un miembro del grupo de lingUistas checos,
parece ser uno de los primeros en intentar aclarar el concepto de
tema, partiendo del trabajo de Mathesius y destacando el papel
cognitivo del comienzo de la oración. Firbas (1964b:269) resume
la definición que Trávnícek propuso en una conferencia dictada en
checo en 1959:
the theme is the sentence element that links
up directly with the object of thought, proceeds
from it and opens the sentence thereby.”
A pesar de que a Trávnícek no le guste el término “psychologicky
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subjekt,”, y que emplea para el concepto de tema “vychodisko”, su
explicación tiene una gran carga psicológica:
“every thought has its objecto (0), a section of
reality, taken in by the senses or mediatorially
given, which the speaker <writer) has in mmd and
to which the thought refers1<. (Traducción deFirbas, 1964b:269>
Trávnícek no consigue, pues, separar en su definición del tema lo
que el emisor elige como punto de partida y el objeto o el
concepto central acerca del cual se predica algo en la
proposición.
La conferencia de Trávnícek produjo la reacción de otro
miembro del grupo, Benes, quien después de estudiar los
principios de las oraciones en alemán, propuso la posibilidad de
diferenciar el tema de la “base” de la frase, que seria lo que:
“as the opening element of the sentence, links up
the utterance with Uhe context and the situation,
selecting from several possible connections nne
that becomes the starting point, frorn which the
entire f’urther utterance unfolds and in regard to
which it is orientated,”
(Benes 1959, citado por Firbas, 1964b:276>
Y Danes, a pesar de definir el tema como conocido”, apoya a
Benes en su evaluación de la importancia del comienzo de cada
oración como punto de partida para la información que contiene,
escogido entre otras posibilidades por razones funcionales. De
este modo, afirma que:
“Our conception of utterance theme stands near to E.
Benes’s characterization of the “point of
departure” (Cz. ‘vychodisko’, G. ‘Basis’ ) as the
opening elernent of the sentence”. (Danes 1974:112)
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Si examinamos uno de sus ejemplos, encontramos que también se
entremezcía el concepto de “aboutness” con la ubicación en la
primera posición. flanes (1970:134> comenta que en el lenguaje de
las matemáticas la función del primer elemento es la de indicar
sobre qué se hace la afirmación. El orden de los elementos nos
dice que A > E es una información sobre A, mientras que en E < A
nos interesa informar sobre E.
También Firbas, para quién la clave de la distinción
entre tema y rema está en el grado de novedad de cada miembro de
la oración, el “dinamismo comunicativo”, ha reconocido siempre el
significado especial del comienzo de la frase:
“Froin the point of view of the linear character of
the sentence, the sentence beginning can be
regarded as a starting point (opening> in many
respects. It opens the grammmatical line, i.e. tSe
line along which the sentence is being structured
grammatically, the line of semantic structure, tSe
intonation line, and of course the FSP line”.
<Firbas 1964b:275)
Podríamos mencionar aquí con respecto a la primera
posición el trabajo del funcionalista, ¡11k, para quien el tema
es el primer elemento, A pesar de la terminología que utiliza, su
concepción es más próximo al de los lingtiistas americanos, que
veremos ahora. Dik huta el alcance del tema a una sola
estructura que nosotros llamaremos “topícahización”. Según esta
concepción, el tema consiste en un sustantivo llevado al
principio de la oración, fuera del nexo sujeto—predicado. La
oración se quedaría gramaticalmente completa si se eliminase el
tema, como en el ejemplo (7> <Dik, 1981:133>:
231.
(7) That guy, is he a friend of yours?
Esta estructura sin la sustitución pronominal del elemento
adelantado, según este autor, consta de “Lopic” y “focus” . Así,
el ejemplo <8) lleva tema, tópico y foco, mientras que (9)
consta solamente de tópico y foco (1111k 1981:142>:
<8)
(9)
That man, 1 bate him.
That man 1 bate.
Considera, sin embargo, que no es obligatoria la primera posición
para el tópico, pero sí un lugar destacado.
En su gramática, el objetivo de aislar un elemento en
la posición inicial de esta manera es la de presentar:
“a domain or universe of discourse with respect to
which it is relevant to pronounce the following
Predication” (Dík 1981:130>.
Con esta cita, flik anuncia la función del tema representada por
el primer constituyente como orientador para el receptor del
mensaje, lo cual parece ser el cometido del elemento elegido para
la primera posición de la oracion o cláusula, como veremos en la
Sección 3.5..
respecto
temático
por las
pronuncia
<thematíc
sen tence)”
En conclusión, hay que reconocer que las opiniones
de la primera posición como indicador del elemento
no son unánimes, Mientras que un investigador interesado
aplicaciones pedagógicas de la lingUistica del texto se
a favor de una definición “in positional terma
elements come early, rhematic ones late in the
(Enkvist 1982:10), no obstante, evita fijar con
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exactitud qué consituyente es el tema. Por otra parte, Lyons
<1977, trad. esp. 1980:449—50> considera que:
es discutible que la correlación entre la
condición temática y la posición inicial llegue,
incluso en inglés, al extremo de poder decir que
una expresion es temática si, y sólo si, aparece
inicialmente”
Y existen otros estudiosos, como Sgall (1987:179), que niegan la
conexión entre la primera posición y tema, o consideran, como
Fronek (1983 :318) que la posición de un elemento no influye en su
función en la oración. Para comprender mejor estas divergencias,
es necesario ampliar el estudio del fenómeno con el fin de
perfilar una funcion única que nos aclare acerca de la categoría
de elemento que representa el tema.
3.3. EL TOPICO: CARACTERíSTICAS Y FUNCION
3.3.1. Introducción
Con este objetivo, vamos a acudir a los lingúistas
norteamericanos que han estudiado aspectos de lo que ellos
denominan “tonic” y “comment”. Para estos autores, el tópico une
los aspectos que Hallíday separa en ‘tema” y “conocido”, por lo
cual en esta sección se sigue la terminología americana, teniendo
en cuenta siempre los conceptos que cubre. El hecho de que su
investigación en este campo no se inspirara en los trabajos de
Hathesius explica la creación de estos términos. En realidad, los
miembros de la Escuela de Praga se sorprendieron de que algunos
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americanOs <y europeos>:
• . have only lately been arriving, independently,
at some of the conclusions reached by Mathesius in
tSe thirties and early forties, and. . . such
linguistis regularly know nothing (or only a
little> about Matbesius’ achievements in that
field.” (Danes y Vachek 1964: 22)
Sin embargo, a pesar de empezar sus estudios en este campo más
tarde, la característica amplitud de los nuevos trabajos, que
tratan lenguas de distintas familias, por una parte, y por otra,
diferentes etapas cronológicas, ofrece una gran variedad de datos
que ayudan a comprender mejor el fenómeno que nos ocupa, y su
significado. El mismo Mathesius (1927:59> recomienda el estudio
de lenguas fuera del grupo indoeuropeo, como tina manera de llegar
al veradero significado de los fenómenos lingúisticos. Veremos
primero, pues, lo que los estudios de otras lenguas nos pueden
aportar.
3.3.2. Las características del tópico
fi y Thompson <1976) distinguen entre las lenguas en
las que el tópico es un elemento fundamental de la estructura
sintáctica de la oración y las que se basan en el sujeto: hay
lenguas como el manderín que son “topic proniinent” (TP), y otras
como el inglés que son “subject prominent” (SP). En las primeras:
“The basic constructions manifest a topic—comment
relation rather than a subject—predicate relation.
This evidence shows not only that the notion of
topic may be as basic as that of subject in
grammatical descriptions, but also that languages
may differ in Uheir strategies in constructing
sentences according to the prominence of the
notions of topic and subject.”
(Li y Thompson 1976:459)
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Estos autores consideran que nuestra visión de las lenguas TP
puede estar distorsionada por nuestro mayor conocimiento de las
lenguas SP, donde la oración se basa en la relación sujeto—
predicado. El estudio de las lenguas TP nos ofrece algunos datos
útiles sobre las características y funciones del tópico, tanto en
la oración como en el texto. Es posible que partiendo de una
descripción del tópico estudiado en unas lenguas donde el sujeto
no domina la frase, encontremos algunos datos respecto de la
función de este elemento de la estructura del mensaje que podamos
aplicar a una lengua SP como es el inglés.
En el trabajo mencionado, no se llega a definir el
tópico, pero se enumeran una serie de características
5
heterogéneas que lo distinguen . Así, en las lenguas TP, el
tópico siempre es definido, en el sentido de que el emisor
presupone que su receptor lo puede identificar. Además, “proper
and generic nouns are also understood as definite” <Li y
Thompson, 1976:461>. El tópico es sintácticamente independiente
del resto de la oración, y, en particular, del predicado. Si esto
se quiere representar en inglés, se necesita muchas veces de una
proposición independiente, como en el ejemplo (10> o una frase
introductoria del tipo: “As for. . .“ “Talking about..,
(10) Remember Tom? Well, he felí off his bike yesterday.
Por lo que respecta al orden de las palabras, este
estudio da la razón a Halliday, puesto que afirma que el tópico
(para Halliday “theme”> siempre aparece primero en la oración en
todas las lenguas estudiadas. Y no importa si lleva o no una
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indicación morfemática de su función:
“The reason that the topic but not the subject must
be in sentence—initial position may be understood
in terms of discourse strategies. Since speech
involves serialization of the information to be
communicated, it makes sense that the topie, which
represents the discourse theme, should be
introduced first. The subject, being a more
sentence-orientated notion, need not receive any
priority in the serialization proceas. (Li y
Thompson 1976: 465).
Otro concepto muchas veces presente en las
descripciones del tópico, pero sobre el que los estudios no
suelen insistir, quizá por su imprecisión, es el de “aboutness”
,
“topicidad”. El enunciado predica algo ‘acerca” del referente del
elemento que se considera tema/tópico. En palabras de Hockett
1968:201
“The speaker announces. . . a topic and then saya
something about it.Thus “John ¡ ran away; That new
book by Thomas Guerney / 1 haven’ t read yet.
El elemento que lleva esta característica no es necesariamente el
sujeto, ni se tiene que colocar en la primera posición. Datos
sobre la utilización de los tópicos en el lenguaje infantil
demuestran que el niño que no domina todavía las estructuras
sintácticas utiliza la topicalización para indicar de qué está
hablando y que este elemento se coloca en un lugar destacado —la
primera o última posición <Hornhy 1971).
Un problema se plantea en casos como el ejemplo (11),
de Dik <1981:144), donde, con el criterio que estamos usando, se
puede argumentar que en la segunda oración hay dos tópicos:
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11) What did John do with ¡ny book?
He gaye it to Peter.
Por eso, algunos lingúistas están de acuerdo con Alían (1987> a
quien le parece más útil relacionar “aboutness” con el párrafo
que con la oración, Crothers (1979) y Tonlin (1986), por ejemplo,
han trabajado con la frecuencia de referencia para encontrar el
tópico (para ellos, “tema”>, que identifican como el elemento
conocido que más contribuye al desarrollo del texto, Esta
cuestión se retomará en la Sección 3.7., que trata del tema desde
la perspectiva del texto.
Por lo que respecta a la función del tópico, Li y
Thompson (1976:464> explican que “it announces the theme of the
discourse” y, para aclarar esta utilización de “theme”, ofrecen
esta cita de Chafe (1976:50>:
“What the topics appear to do is limit the
applicability of the main predication to a certain
restricted domain. . .the topic sets a spatial,
temporal, or individual framework within which the
main predication holds.”
Al considerar los ejemplos que se citan de las distintas lenguas
estudiadas (Li y Thompson, 1976:467—8>, el papel de marco —o, en
otras palabras, la tarea de enfocar el mensaje para el receptor,
de guiar la comprensión— parece, efectivamente, ser fundamental
en la función del tópico:
(12) That tree (tepic) the leaves are big.
(13) Elephants (topic> noses are long.
(14) Airplanes (topic), the 747 is big.
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Mientras que en estas lenguas el tópico forma parte de la
sintaxis de la frase, en inglés estándar habría que introducirlo
en una oración o claúsula independiente, como ya se ha comentado:
(15> Have you noticed that tree? Its leaves are big”
(16) It’ you think about elephants, well, their noses are
long.
(17) As to airplanes, the 747 is big.
Sin embargo, los grupos adverbiales iniciales sí pueden
cumplir la función de limitar la referencia de la proposición
principal, cuestión evidente en los ejemplos (18> y <19), de
Chafe <1976:51k
(18) Tuesday 1 went to the dentist,
(19> In Dwindle Hall, people are always getting lost.
Aunque el sistema del inglés no lo reconozca, la
estructura tópica “pura” en el sentido de las lenguas TP se
encuentra en la lengua hablada popular, como se puede apreciar en
estructuras del tipo del (20> (Halliday, 1967:241>:
(20> Britain, it’s alí roads.
En (20>, al igual que en toda lengua TP, el primer elemento
“enfoca” el mensaje, anunciando de qué se va a hablar, y el
segundo aporta la información sobre aquél. El hecho de que esta
construcción se haya desarrollado parece indicar que esperamos
que, de alguna manera, lo que se procesa en primer lugar va a
dirigir nuestra comprensión del mensaje.
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3.3.3. La fusión tópico-sujeto
El fenómeno de topicalización se encuentra en otros
sistemas no estándares que se desarrollan bajo “heavv
communicative stress” (Givón 1976:156, su subrayado), como son
los idiomas creollos y el lenguaje infantil. Aquí, el hablante lo
utiliza con el objetivo de asegurar la correcta interpretación de
su mensaje. Para Qivón, que también se ha dedicado a este aspecto
de la comunicación, la utilización demasiado frecuente de ‘~left—
dislocation” en situaciones que no lo requieren> como “John, he
Ieft”, llevaría a una interpretación no marcada. Se entendería
entonces que “John he-left” tiene a John como sujeto en vez de
tópico y el pronombre como morfema clítico haciendo la
concordancia con el verbo. El proceso queda resumido del modo
siguiente:
“One of the most accíaimed properties of’ subjects,
that of graminatical agreement on the verb, is
fundamentally a topic property.. . it rises
diachronically via the reanalysis of topic into
subject and —simultaneously- of an anaphoric
pronoun into a (normally verb—bound> agreement
morpheme A’
(Givón 1979: 209—210)
Givón (1979) y Li y Thompson (1976) consideran que tal
proceso es un lento cambio cíclico que sufren las lenguas, de
fusión e independencia del sujeto y el tópico. lina idea tan
sugerente acerca de un concepto clave para este estudio merece
ser seguida, ya que las aportaciones de una visión histórica
siempre resultan valiosas. Y la explicación de Vennemann sobre el
desarrollo del tópico/sujeto en indo—europeo puede servirnos para
justificar esta afirmación. Por ello, la presentaremos
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brevemente.
Vennemann (1975> parte de una idea de Sapir que propone
que existe en el cambio histórico un movimiento generalizado
hacia un orden fijo para los elementos sintácticos. Entonces, si
el arden en indo-europeo era Soy, cabe preguntarse cómo ha
surgido el cambio a SVO, Desde el comienzo, acepta la segunda ley
de Behagel (1923:4>: “es stehen die alten Begriffe vor den neuen”
y explica con ella la primera regla universal de Greenberg
(1966:77>:
“In declarative sentences with nominal subject and
object, the dominant order is almost always one in
which the subject precedes the object.”
Vennemann <1975:288> considera que:
“Since the subject case is the principal case for
expressing topical terms, this “law” is at the root
of the apparent fact that a large majority of
languages have the subject early in the sentence
i.e. , are either SXV or SVX languages”
El movimiento que intercala el verbo entre el sujeto y el
complemento tiene una explicación compleja, unida a la erosión de
las distinciones que ofrecían los casos> sobre todo entre sujeto
y objeto. Durante este proceso, Vennemann cree que llegará un
momento en el que el verbo se interpone entre el tópico y todos
los demás constituyentes. Así, formula una ley básica para su
tesis, que dice:
“The change of an SXV language into an SVX language
goes via TVX, i,e. , a stage during which the basic
word order is that in which the finite verb
immediately follows the topic or topics
<T) ‘“( Ibid.)
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Incluso, se anuncia que cuando una lengua vuelva a desarrollar un
sistema de casos, su orden será otra vez SXV.
A los argumentos históricos de Vennemann, Steele (1975)
añade otros de tipo psicológico dentro de una visión diacrónica.
Según esta autora, la posición inicial se considera importante a
causa del dominio que implica frente a los elementos que la
siguen y su función es la de proporcionar un marco para
comprender el mensaje (Steele 1975:236>:
“1 hypothesize that the importance of sentence
initial position is related to a strategy that
psychologists have called ‘primacy’ . . . the first
element is perceived to be the most
important. . .Evidence abounds throughout language
that sorne kind of dominance is associated with an
element which precedes another element.”
Varios elementos pueden sufrir la atracción hacia el principio de
la frase, entre ellos, los verbos modales y el tópico. El tópico
se destaca, frente a los otros, como el candidato que más
probabilidades tiene de colocarse al principio de la oración. En
esta posición, se le puede entender como un prisma a través del
cual se comprende todo lo que sigue. Su elección se debe también
a que, siendo definido o especifico, será probablemente conocido
dentro del texto o de la situación. Ya se ha visto que existe
acuerdo entre los lingtlistas sobre el lugar en la frase más
adecuado para este concepto. Steele propone que, luego:
“the topic may solidify in sentence initial
position, thus forcing alí of the other elements to
sentential second position”. (Op. cit. :239>
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Muchas veces el elemento desplazado será un verbo modal, que debe
estar al principio de la oración para indicar de qué manera se
tiene que entender la información que lleva la proposición. Si el
tópico “se solidifica” en primera posición, delante de un
elemento verbal, podría llegarse a su interpretación como sujeto,
concluye esta autora, al igual que Vennemann y Givon.
Una serie de datos estadísticos referentes al inglés
antiguo y moderno nos pueden servir de ejemplo de la tendencia de
llevar al principio de la oración al sujeto gramatical. Enes
(1940:202) encuentra que en textos fechados alrededor del año
1000, menos del 50% de los complementos directos se colocaban
después del verbo. Sin embargo, hacia 1500, casi el 100% se
posponen. A medida que van apareciendo el complemento directo e
indirecto detrás del verbo, el sujeto comienza a acaparar el
Lugar inicial:
“The position before the verb, cleared of the
presence of formally distinct accusative —and
dative- objects, becomes in itself a distinguishing
feature of the form—class of nominative
expressions.” (Op. cit.:203).
Tan fuerte llega a ser la infuencia de este orden que, con la
erosión de las terminaciones, las construcciones impersonales de
Dativo + Verbo + Sujeto se entienden como Sujeto + Verbo +
Complemento Directo, como en (21> (Vennemann, 1975:277):
<21) I-Iem nedede no help - They needed no help.
También la visión diacrónica tiene información
aclaratoria sobre otra característica del tópico que nos
interesa. A propósito del hecho de que éste suele ser definido,
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Vennemann explica la transformación del demostrativo en artículo
cuando las terminaciones van desapareciendo en los sustantivos:
“In TVX languages, demonstratives are increasingly
used in topical noun phrases, because they preserve
5-0 distinctions longer than nouns; it is thus
olear fromn the beginning of a sentence whether a
topical NP is 5 or O. This non—deictio but rather
anaphoric use of the demonstrative ½ the birth of
the definite article whose functions may
subsequently change so that it becomes increasingly
usefulas an 5—O marker, even in non—topical
(Vennemann 1975:298)
Vemos que de los estudios del tópico considerados aquí
van surgiendo ideas que pueden resultar útiles para comprender el
proceso de la recepción lineal del texto por el lector, Por eso,
hemos preferido tocar, aunque sea superficialmente, este área.
Con ello esperamos poder añadir sus descubrimientos e
intuiciones a otros más cercanos en el tiempo y en el tipo de
lengua estudiada a los intereses que persigue este estudio. En la
última subsección, se resumen los principales aspectos del
tópico, con el fin de reunir los hilos del argumento.
3.3.4. Resumen de las características del tópico
Los estudios acerca del tópico y el comentario
generalmente coinciden en señalar la importancia del arden, el
hecho de que se trata de información más o menos conocida y,
6
para el tópico, el hecho de que es un sustantivo . Con respecto
al orden, hemos visto que todos los trabajos sobre lenguas TP y
el desarrollo del tópico coinciden en que este elemento aparece
en primer lugar, Otras expresiones de esta noción son: el
sustantivo más a la izquierda (Chomsky 1972, Keenan 1976, Smith
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1971>, o simplemente “more topical information must appear
earlier than newer information” (Givón 1979:300>. Hockett <1968)
denomina tópico al primer constituyente, que puede ser sujeto,
complemento o adjunto. Para Dahí (1974> el tópico es el primer
elemento, pero no es necesariamente un sustantivo, mientras que
Bach (1975) elige para el tópico un sustantivo, no importa la
posición. Información “conocida” entra en los conceptos del
tópico de Li y Thompson (1976), Kuno (1976), Keenan (1976> y
Givón (1976, 1979>, y también Chomsky (1972:206> quien emplea el
término “( shared) presuppositíon” . Parece que nos encontramos con
el mismo problema que con el tema: ¿cómo podemos simplificar
criterios para conseguir una definción unívoca que puede resultar
7
práctica para nuestros fines
Las siguientes secciones retoman los conceptos que han
surgido aquí para examinar con más detalle su significado y
relevancia. a saber, “conocido~~, “primera posición”, y
“topicidad”. Nuestro estudio del texto y su comprensión requiere
que también se incluya una sección en la que se contemplan las
posibilidades que tiene la lengua inglesa de aprovechamiento de
la primera posición, ya que según algunos estudios se duda de su
capacidad para colocar al principio de la oración el elemento
elegido por el autor.
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3,4. LA NOCION DE “CONOCIDO”
3.4.1. Introducción
Desde la perspectiva tanto del enunciado como del
texto, el concepto de conocido/nuevo es imprescindible para
seguir la estructura y coherencia del contenido y permitir la
comprensión. En esto coinciden todos los lingúistas que se han
dedicado al estudio de la relación tema/rema, o tópico/comentario
-a los trabajos ya citados en las primeras secciones del capítulo
se pueden añadir algunos recientes como flolinger (1985>, Sgall
<1987> y Bates y Mcwhinney (1987>. Incluso, los que separan
“tema” —expresado en inglés por el primer elemento— de
“conocido”, opinan que aquel elemento funcional suele tener un
referente conocido. Halliday {1985a:278) explica:
“mere ½ a close semantic relation between
information structure and thematic structure. Other
things being equal, the speaker will choose the
Theme from within what is Given and locate the
focus, the climax of the New, somewhere within the
Rheme.
Quirk también afirma
“There is commonly a one-to—one relation between
‘given’ in contrast to ‘new’ information on the one
hand, and theme in contrast to focus on the
other.”<Quirk et al., 1985:1361>
Esta relación se debe a una realidad psicológica, como apuntan
todos los estudios. Para tomar sólo un ejemplo, citamos a Scinto
<1983:77>:
“the sentence being an act of taking a stand—point
towards sorne reality means that experience
occasioned by sorne new reality is to be classed
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with some experience acquired before; in other
words, the acquiry of new experience takes place
through the mediation of previous experience.”
Puesto que el concepto entra claramente dentro de los intereses
de nuestro estudio, en las siguientes subsecciones intentaremos
acercarnOs más a lo que está comprendido en la noción de
información conocida/nueva, y ver algunas aplicaciones al
análisis de textos.
3.4.2. Una escala de información “conocida”
Un problema se presenta a la hora de definir qué es
“información conocida”. Esencialmente, porque es difícil sostener
un análisis de la comunicación que restrinja el tipo de
información que interviene en el proceso de la comprensión del
mensaje escrito a la que aparece en las páginas del texto, como
hacen algunos del grupo checo. En oposición a esta postura,
otros, como Dik (1981:128), incluyen conocimientos del mundo e
información derivada de la situación de la comunicación, además
de la información presentada en el texto.
Dahí (1976) ya había formulado una serie de preguntas
acerca de la utilización del concepto “conocido” y Chafe (1976>,
contribuido a perfilar las respuestas. Pero es en Prince <1981)
donde podemos encontrar tina propuesta que clarifica cuáles son
los tipos de información conocida y nueva. Esta autora, además,
pone a prueba su taxonomía al aplicarla en un análisis de dos
textos muy diferentes. Vamos a explicar de forma resumida la
escala de tipos de referentes que encuentra, puesto que su
sistema resulta una gran ayuda para comprender la distribución de
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las ciases de información que aparecen en el discurso y con ello,
las estrategias que utilizamos para entender la comunicación.
Si se quiere apreciar la utilidad de la escala de
información conocida/nueva propuesta por Prínce, es necesario
tener en cuenta sus bases cognitivas. Se reflejan en ellas las
posibilidades que tiene el receptor de encontrar un referente en
el discurso o de construir una representación del mismo. Al
emitir su mensaje, el hablante (o escritor> evalúa el grado de
dificultad para recuperar los referentes que el receptor pueda
experimentar durante el procesamiento de las diferentes partes
del texto, Para ello, utiliza un modelo del estado del mundo
mental de su interlocutor (o lector) que va construyendo. Dado
que el objetivo de la comunicación es variar, de alguna manera,
el contenido del mundo mental del otro, en cada etapa de la
recepción del mensaje se pasa a una situación diferente, De este
modo, la representación del mundo que tiene el receptor consta de
una parte más estable y otra que refleja el proceso del
intercambio lingUistico.
Si el emisor tiene la responsabilidad de evaluar el
estado cognitivo del receptor, éste, a su vez, se enfrenta con la
tarea de hacer un modelo del discurso para llegar a comprender el
texto. Emplea en ello los referentes que encuentra, infiere o
construye, siguiendo las “instrucciones” que el emisor pone en el
texto, como se explicó en las Secciones 2.3. y 2.4.. De esta
manera, según se señale un elemento como conocido o como nuevo
dentro del discurso o del mundo mental del receptor, éste o bien
lo busca o bien lo construye.
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Dentro de tal marco teórico, Prince (1981:237> propone
una escala que representa el grado de conocimiento que el lector
puede tener de los referentes que aparecen en el texto. Primero
la presentamos de forma gráfica, ya que será un punto de
referencia durante la explicación:
Assumed Familiarity
New Inferrable Evoked
Brand— Unused Inferrable Containing Textually Situationally
new Inferrable Evoked Evoked
/~
Brand- Brand-new
new Anchored
Figura 9
Vemos que no la titula “Información Compartida”, ni
“Informacion Conocida/Nueva”, sino “Grado de Conocimiento
Supuesto” (Assumed Familiarity>, porque quiere reflejar el hecho
de que es el emisor el que evalúa el grado de accesibilidad de
los referentes, como se acaba de explicar. En la escala, los
referentes están divididos en tres tipos : “nuevo” (new>,
“inferible” (inferrable> y “evocado” (evoked). Dentro de lo nuevo
se incluye todo lo que no existe en el texto ni en la situación
inmediata. Lo que no existe específicamente en el modelo del
mundo del receptor es “totalmente nuevo” <brand—new). Los
referentes que tampoco existen, pero con los que se tiene un
elemento de contacto son “totalmente nuevo pero anclado” (brand
—
new anchored); y los que son nuevos en el discurso, pero tienen
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un referente en los conocimientos del mundo del receptor son “sin
asar” <unused>. Veamos unos ejemplos (Prince op. cit. :233>. En
(22):
(22) 1 got on a ½~yesterday and the driver was drunk.
“a bus” es “totalmente nuevo” porque, no existe el autobus al que
se refiere ni en el discurso, ni en el mundo mental del receptor.
(23> A gnz 1 work with says he knows your sister.
En (23> el sujeto es “totalmente nuevo pero anclado” porque el
receptor relaciona el desconocido con su interlocutor, Y para
sin usar” el ejemplo puede ser el sujeto de (24), cuyo referente
existe para el receptor, pero no está activado hasta este
momento:
(24> Noam Chomsky went Lo Penn,
Vamos ahora a la información presentada como
“conocida”. Prince distingue por una parte lo “evocado” que trata
de los referentes presentes en la mente del receptor, ya sea
porque aparecen en la situación comunicativa o porque se han
mencionado antes en el discurso. El otro tipo, colocado
expresamente entre nuevo y evocado, lo llama “inferido”. Esta
clase cubre toda la información que, según el emisor, el receptor
es capaz de encontrar a partir de otras informaciones ya
evocadas, en el discurso o en la situación. Tiene un subgrupo —
“inferido del conjunto” (containing inferrable) — que se refiere
al caso de la inferencia del referente como miembro de un
conjunto, generalmente evocado por la situación. En el ejemplo
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<23>, “he” está evocado en el discurso, y en el (25), “you” por
la situación:
<25> Pardon, would vou have change of a quarter?
si volvemos al ejemplo (22), el conductor se infiere del esquema
que tiene el receptor de los autobuses, Vemos en (26> un ejemplo
de la clase “inferido del conjunto”:
(26> Hey, one of these Qgg.~ is broken!
Del conjunto de huevos presente en la situación se infiere un
miembro. En los ejemplos que se han presentado, las distinciones
entre los diferentes tipos resultan muy claras, pero veremos en
la siguiente sección lo que ocurre con un texto de cierta
complejidad y abstracción. Antes, sin embargo, tenemos que
mencionar otro aspecto de lo “conocido”, no tratado por Frince.
Al considerar el proceso de recepción de un texto por
un lector, conviene tener presente otra cuestión. Si un elemento
es conocido por haber sido evocado antes en el texto, ¿cuánto
tiempo dura la actualización que tiene lugar en la memoria
inmediata del receptor? Y si es ‘~ usado” —conocido en el
sentido de los esquemas y los conocimientos del mundo— aunque el
acervo cultural sea en cierta medida homogéneo, de manera que un
escritor pueda dirigirse a un lector modelo, siempre existirán
diferencias individuales. Este ultimo argumento puede
considerarse trivial, o por lo menos, poco influyente, pero
veremos en los análisis de Prince, que resulta ser un factor
importante. Y aún más cuando se plantea desde el punto de vista
del miembro de una cultura ajena, que se acerca al texto en una
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lengua que no es suya.
3.4.3. Problemas de implementación
de este
orac ion.
han oído
“conocido”
se verifi
corolario,
temáticos
concepto.
método de
basado en
que a vec
Y ahora es necesario pasar a evaluar la aplicabilidad
concepto para distinguir el tema del tema de una
Durante la exposición de las distintas teorías> ya se
voces que dudaban de la posibilidad de apelar a lo
para encontrar el tema de un enunciado. Por una parte,
ca la existencia de aseveraciones sin terna y su
otras con varios elementos conocidos, considerados
y por otra, la falta de precisión en la definición del
Sgall (1987>, por ejemplo, después de defender el
encontrar el tema (topict~ y “conocido” para él>
la utilización de preguntas, llega a la conclusión de
es resulta muy difícil distinguir en una oración los
elementos que correspnden
de la información. Y
comentario como conocido
no siempre funciona esta
al tópico y los que representan el foco
van Dijk, luego de definir tópico y
y nuevo, reconoce que, para el análisis,
dicotomía:
“any expression in a sentence which denotes
something denoted before is assigned topic
function, whereas other expressions are assigned
comment function. . . It is not easy to draw
unambiguous CONCLUSIONS from these observations
about the topic-comment articulation in sentences,
not even Lot sentences in (con->text. We have a
clear criterion, ... possibly corresponding to a
cognitive principIe of information expansion, but
our intuitions do not always seein to match with
these rules.)’ (van Dijk, 1977:122-3>
Bernárdez (1982:127), quien identifica el tema como conocido,
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presenta la siguiente explicación
“La observación de las estructuras superficiales no
siempre permite hallar el tema.”
A pesar de los problemas ya señalados que plantea la
implementación del concepto de “conocido” en un análisis, nadie
duda de su interés para comprender los procesos mediante los
cuales se constituye y se recibe un texto. Por eso, se comentará
ahora la aplicación de su taxonomía que hizo Prince, con el
objetivo de mostrar cómo puede ser aprovechado para nuestros
Fines.
Se eligieron para el análisis dos textos —una narración
oral y un texto científico escrito- y, como es de esperar, se
encontraron grandes diferencias entre los dos. La narración no
presentaba problemas de análisis, mientras que el texto
científico, sobre todo por la complejidad en las modificaciones
que sufren los referentes, era muy difícil de abordar. Con
respecto a los resultados, la narración tiene una alta frecuencia
de entidades evocadas en el discurso, en contraste con el texto
escrito, que muestra un aumento considerable de los dos tipos de
referentes inferibles, Un problema adicional se encuentra en la
dificultad expresada por Prince para determinar si un elemento
se presenta como inferible o no utilizado. Esta ambigiledad radíca
en las diferencias que pueden surgir entre el modelo del lector
para quién se escribe y el lector que en un momento dado coge el
texto. En este caso concreto, el contenido del texto —un tema de
lingdistioá está dentro del área de trabajo del lector y
analizador (Prince> pero, a pesar de ello, algunos de sus
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esquemas mentales y los que el autor le atribuye no coinciden.
Obviamente, estos resultados son muy relevantes para el
estudio del tipo de texto que nos interesa y del funcionamiento
de los textos en general, pero confirman nuestra reticencia hacia
la utilidad de este concepto como instrumento de análisis en la
clase de comprensión de textos.
3.5. LA PRIMERA POSICION Y SU FUNGION
3.5.1. ¿Es significativo el orden?
En este apartado primero comentaremos algunas opiniones
acerca de la elección del constituyente que se coloca en la
posición inicial, para luego pasar a considerar qué significa
esta elección, qué repercusión produce en la comprensión del
texto, Recuérdese que además del concepto de “conocido” como
elemento clave para encontrar el Lema de una oración, también se
ha mantenido para el caso particular del inglés, la hipótesis de
que el tema se encuentra en la posición inicial de la oración.
Una primera cuestión que interesa aclarar respecto de
esta sugerencia apunta a saber si realmente el orden en el que
aparecen las unidades que forman la oración es significativo o
no. Si consideramos que no es más que el producto de
transformaciones sobre una estructura profunda, las distintas
colocaciones no tendrán más que una representación semántica.
Como dice Bolinger (1977:3)
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“Linguists have tended to define linguistics so as
to say that variation in surface structures that
have the same deep structure is irrelevant te the
one thing that matters most in language, namely
meaning.”
Sin embargo, si creemos, con Sgall (1969:235) que diferentes
órdenes “doivent correspondre A deux structures profundes et A
deux interpretations sémantiques différentes” o con Bolinger, en
otra obra anterior (1962:1117>, que diferentes formas
superficiales responden a distintas significaciones, intenciones
o condicionamientos, podemos defender la significatividad de la
elección del orden. Weil, el gran pionero en la época
contemporánea que trató la articulación de la frase, estaba
convencido de la importancia de la posición dentro de la oración,
Como dice en la introducción a su obra:
.traiter de l’ordre des mots est . .en quelque
sorte traiter de l’ordre des idées: de ce point de
vue nótre sujet peut prendre quelque importance”
(Weil, 1844:1>
Siguiendo esta línea de pensamiento, en nuestros tiempos, los
psicólogos se han pronunciado sobre la relevancia de las
posiciones primera y última. Y los que consideran la marca del
tema como el hecho de ser conocido también reconocen el papel que
desempeña el orden en la representación del significado.
Según los lingiiistas que identifican el tema y lo
conocido, la posición más frecuente para este elemento es al
principio de la oración. No ha sido fácil dar con datos al
respecto -de hecho, sólo hemos encontrado un análisis temático
8
de un texto completo utilizando este criterio (Firbas, 1976)
Virbas ha elegido un cuento de Wain como texto para el análisis.
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Dado que sigue el dinamismo comunicativo de cada oración <o
cláusula en las oraciónes compuestas) dentro del texto, descubre
más de un tema por segmento. Su trabajo no tiene como objetivo
estudiar la posición del tema en la oración. Sin embargo, si nos
limitamos a su primer nivel de análisis, encontramos que de un
total treinta oraciones, veinticinco comienzan por el tema o
elementos temáticos. De los cinco restantes, dos empiezan por
“but”, elemento que a pesar de ser considerado por Firbas de
“transition”, tiene claramente la función de guiar la comprensión
del mensaje que viene a continuación. Finalmente, resulta
interesante notar que los tres segmentos con rema inicial, o
información nueva, se colocan en lugares claves del cuento —uno
específicamente en el momento que cambia el rumbo de la historia
y los otros dos, en el desenlace,
Por lo que respecta a las posibilidades del inglés de
aprovechar las distintas posiciones oracionales, hay diversidad
de opiniones, Algunos piensan que esta lengua es de “orden fijo”
y por tanto dispone de pocos recursos para variar la posición de
los constituyentes. Otros son de la opinión contraria, como
demuestra la siguiente cita:
“An important practical application of rhetorical
principles to Ube individual sentence has to do
with the arrangement of elementa within that
sentence. Por , . . the expressiveness of En~lish
depends heavilv on the order in which the various
elements of the sentence succeed each
other.” (Brooks y Warren, 1970:372)
Como prueba de esta afirmación, transcribo los ejemplos de
Enkvist (1982:59), en el que varía el arden de los elementos,
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consiguiendo un cambio en la “perspectiva temática” y en la
evaluación de lo que es más importante en el menáaje:
(27> In London three bombs exploded last night.
<28) In London last night three bombs exploded.
(29) Last night three bombs exploded in London,
(30> Last night in London three boznbs exploded.
<31> Three bombs exploded in London last night.
(32> Three bombs exploded last night in London.
Para este autor, aunque las relaciones fundamentales no han
cambiado, sí se ha variado la evaluación del papel de las
distintas unidades, En la Sección 3.6., retomaremos esta cuestión
desde el punto de vista sintáctico, para ver las posibilidades de
cambiar el orden de los elementos y la función de cada una en los
artículos analizados.
En resumen, se ha señalado el significado especial que
la primera posición tiene para Halliday (Sección 3.2.2,).
Discutimos además otras opiniones, especialmente las de algunos
miembros de la Escuela de Praga, que aunque no piensan igual que
aquél, también conceden importancia a este lugar (Sección
3.1. >, Y hemos examinado la posición y función del tópico
(Sección 3.3.). Parece que, a pesar de las diferencias
terminológicas, existe un acuerdo bastante general entre
lingúistas sobre la significatividad de este lugar de la oracion.
Puesto que aquí lo que interesa es el papel que pueda tener este
lugar para la recepción del texto, más que reconciliar las
distintas escuelas, intentaremos ver cuál puede ser la función
de la posición inicial,
Hemos visto que, aunque es importante partir de algo
conocido para hacer posible la integración de la información
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nueva que vamos recibiendo, esto no es condición imprescindible
para el elemento en primera posición, ni tampoco explica toda su
función cognitiva. A continuación, se describen los resultados de
algunos análisis y especialmente el trabajo de Enes (1983, en
prensa a y b) que han llevado a aislar diferentes funciones
específicas, dentro de una global, del segmento inicial de la
orac ion.
3.6.2. La función de la primera posición
Antes de considerar la propuesta de Enes acerca de la
función del tema, quizá convenga recordar a este respecto las
palabras del inspirador del interés actual por el orden de
presentación de los constituyentes de la oración. WeiI (1844)
comienza presentando su visión del desarrollo del lenguaje en
los primeros tiempos, según la cual se avanza desde la limitada
posibilidad de hablar de la situación inmediata a poder refenirse
al pasado y a situaciones alejadas de los interlocutores. De la
misma manera se pasa del enunciado de un solo miembro a su
partición en dos. Para ello:
“11 fallait d’abord que cette autre personnage
auquel on voulait se conununiquer fOt placé au point
de vue de celui que parlait” (Weil 1844:20)
Quienes se han dedicado a analizar los textos desde este punto de
vista están de acuerdo con Weil: e,g. Enes (1983 y en prensa,
a> en diferentes textos cortos, y Lowe (1981) en un corpus de
2.200 oraciones, encuentran, como chafe (1976> y Li y Thompson
<1978) que los elementos iniciales “set up a framework for a span
of the ensuing discourse” (Lowe 1981:6).
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Fries ha profundizado en el significado de la primera
posición tanto en sí misma, es decir, desde un punto de vista
estático, como en la construcción del texto como entidad
dinámica. En este punto, nos interesa saber por qué elegimos tal
o tal otro elemento al comenzar a construir cada segmento de
nuestro mensaje. Aunque Enes en sus trabajos sobre la
distribución de la información en el texto elige como segmento
basico la “cláusula compleja independiente” (Enes, en prensa,
a>, sus resultados son claramente pertinentes para nuestros
análisis. Otra cuestión metodológica interesante en el trabajo de
este linguista es su orientación textual. Llega a sus
conclusiones respecto del tema -un elemento definido dentro de la
cláusula- desde una óptica textual, Y, lo que es importante para
nosotros, le interesa cómo el escritor crea sus significados y
los presenta al lector.
Después de haber analizado muchos textos de muy
diferentes tipos, Enes (en prensa, a> propone como principio
general que:
“The theine of a clause complex provides a framework
within which the rheme of the clause complex can be
interpreted”
Es decir, los análisis textuales han confirmado lo que desde una
óptica más intuitiva, se había pensado con respecto al papel del
elemento inicial. Chafe (1984 citado por Fríes, en prensa, b)
llegó a esta misma conclusión sobre la función del tema en su
estudio de las cláusulas subordinadas iniciales, las cuales:
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“serve as a kind of ‘guidepo5~’ to int’ormation
flow, signalling a path or orientation in tenis of
which the following information is to be
understood”
El principio básico se ha desgíos~~0 en funciones más
específicas según la manera en la que influye el tema sobre la
interpretación del mensaje expresado en el rema. En el trabajo
desarrollado hasta ahora, Fries (en prensa, a) ha encontrado
cuatro funciones diferentes que expresa como “principios”, Puesto
que tienen mucho interés para las estrategias de presentación y
recepción de la información, se reproducen aquí con algunos
ejemplos que utilizado en este trabajo de Enes y en otros
anteriores.
Su primera regla se refiere al empleo del Lema para
darle al receptor la información necesario para seguir el enfoque
del mensaje:
“Principle 1. Provide information which ½ required
Lo interpret the main message” (Enes, en prensa a)
como, por ejemplo:
(33) As used lix anthropolo~ists, the term culture meana
any human behavior that is learned rather than
biologically transmitted, (Op. cit.)
En (33>, el tema prepara el lector para un punto de vista
específico desde el cual se debe entender la definición de
cultura”. Sin esta orientación su recepción seria muy distinta;
posiblemente, se pondría la definición en duda.
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Otro principio es:
“Principle 2. Cancel an assumption which has been
established in the previous context. “ <Op. cit.
El lugar apropiado para activar los presupuestos necesarios para
comprender correctamente el mensaje es el principio del
enunciado. El ejemplo (34> lo ha encontrado Fries en una receta
un tanto sorprendente, que indica cómo hacer una tarta teniendo
en cuenta la altitud geográfica del sitio donde se produce la
cocción:
(34) ‘Phis recipe is for baking aL 5000 feet.
If bakin~ at 7500 and 10000 feet, decrease baking
powder by one teaspoon,
and if baking aL 10000> decrease sugar by one
quarter cup. (Fries, en prensa a>
Este principio para el uso del tema también se encuentra en la
construcción de textos basados en el contraste. En ellos, el tema
indica al lector los cambiantes puntos de vista del autor:
<35> 1. Although the Ijnited States participated heavily
in World War 1, the nature of that participation
was fundamentally different from what it became in
World War II,
2a. The earlier conflict was a one—ocean war for
the Navy and a one-theater war for the Army;
2b. the latter was a two ocean war for the Navy and
one of five major theatres for the Army.
Sa. In both wars a vital responsibility of the Havy
was escort—of—convoy and antisubmarine work,
3b. but in the 1917—1918 conflict it never clashed
with the enerny on the surface;
Sc. whilst between 1941 and 1945 it fought sorne
twenty rnajor,and countless minor engageiiients with
the Japanese Navy.
(Enes, 1983:129)
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Un tercer principio, que se refiere a (segmentos de) textos que
utilizan el tiempo o el lugar como métodos de desarrollo
prescribe:
“Principle 3. Prevent temporal or locational
misinterpretation” (Fries, en prensa a)
Podemos apreciar cómo funciona este principio en el ejemplo <35>:
(36> 1. Jim attended the University of Michigan, in his
native state,
2. and received a Haster’s in English from Syracuse
University.
3. While there, he began working as music director
at WONO—FM.
En (36) (op. cit. ) podría esperarse que fuera más tarde, al
terminar sus estudios, que Jim empezara a trabajar, y por ello,
el autor previene contra esta interpretación equivocada con la
información en el tema. Es decir, el autor emplea el tema para
anticiparse a un posible malentendido por parte de su lector.
El lector se habrá dado cuenta de que las funciones
expresadas en estos principios se realizan por temas que no
coinciden con el sujeto sintáctico, a pesar de que la elección
del tema realizado por el sujeto es la más frecuente —y la que se
considera no marcada.
El principio cuarto expresa la función de la opción de
sujeto como punto de partida, la cual se basa en la relación
logico—semántica de “elaboración”, En esta relación:
• one clause elaborates on the meaning of another
by further specifying or describing it. The
secondary clause does not introduce a new element
into the picture but rather provides a further
characterization of one that is already there~
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restating it, clarifying it, refining it, or adding
a descriptive attribute or comnient..” (Halliday
1985a: 203)
Fries (en prensa, a>, entonces, propone su último Principio como
sigue:
“Principle 4. Highlight the point of elaboration”
El hecho de colocar el elemento que se va a desarrollar en la
primera posición es en sí, como ya se ha comentado, una señal
para el lector u oyente del tipo de importancia que el emisor le
concede. El ejemplo (37) representa uno de los muchos casos de
elaboración como tema que encontramos en los artículos que hemos
analizado:
(37) These two aspecis are cornplementary and they
usually play a decisive role in deterrnining word
order and other phenomena. CONR.ELS 4-3
No son los análisis de Fries los únicos que llegan a
esta explicación del papel del elemento inicial. Thompson ha
profundizado en un área del trabajo de Chafe sobre la
distribución de la información en los textos escritos. Esta
lingilista hizo un estudio empleando como corpus seis libros de
contendio novelístico o inforrnativo, sobre la ubicación en la
primera posición de la oración de las cláusulas que expresan
finalidad (Thompson, 1985>. En nuestra terminología, estas
9
cláusulas funcionan como tema en la oración, y sus conclusiones
confirman las de Fries:
“1 suggest that an initial purpose clause provides
a fraynework within which the inain clause can be
interpreted, and that it does this by its role as a
link in an EXPECTATION CHAIN.” (Thojnpson 1986:61>
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La función cognitiva del orden en la oración se confirma en un
Lrabajo posterior (Ford y Thompson, 1986> sobre la colocación de
la cláusula subordinada en la construción condicional. Allí se
comprueba:
1) que cláusulas con “if” en primera posición son tres
veces más frecuente que en la posición final
2) respecto de su función, “initíal conditionals create
background Por subsequent propositions” (op. cit. :370>
Tanto Thompson como Enes siguen trabajando desde una
perspectiva funcional sobre la organización lineal de la
información, En el siguiente apartado se comentarán algunas de
sus conclusiones acerca del efecto de retrasar unos elementos con
el objetivo de colocarlos hacia el final de la oraclon,
Para concluir la presente sección, presentarnos la
opinión de Enes sobre la utilización por el escritor de su
conocimiento, probablemente intuitivo, de la función del tema:
“of caurse, lf the function of theme is one of’
oníenting readers and listeners to what ½ about to
come, Uhe effective use of thematic content
necessarily involves considering and ¡nanipulating
readers’ and listeners expectations. That is,
wniters and speakers must consider what their
readers and listeners are likely to expect at any
given point, anó then use the thematic content of
their messages to influence these expectancies.
(Fries, en prensa a)
Y si los lectores estan preparados para procesar correctamente
las instrucciones que se les proporciona, conseguirán seguir con
facilidad el argumento, Enes explica que estos principios, o
reglas, no se refieren a la corrección en el sentido gramatical
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sino a un mejor dominio de ¼comunicación para conseguir los
fines del escritor. En la medida en la que el autor se antícipa a
las preguntas o dudas de su lector, puede facilitar o dificultar
la comprensión, según los elementos que se eligen para el lugar
temático. También puede sorprender al lector, seguir los pasos
que espera o conseguir otros efectos,
3,543. La posición final
Para completar esta sección, nos referiremos
brevemente a la Posición final, considerada de manera unánime
como el lugar adecuado para la parte más informativa del mensaje
(incluso pese a la falta de unanimidad acerca de la manera de
referirse a este concepto -rema, “comment”, “focus” o la seccion
con mayor dinamismo comunicativo). Un ejemplo de las diferentes
expectativas creadas por la posición oracional puede ser el
cambio de función comunicativa de un elemento sintáctico según se
coloque al principio o al final de la oración. Ubicado en el
primer lugar, tendrá una función orientativa, como se acaba de
ver, mientras que, trasladado al final de la oración, se
considera el objetivo o lo más importante de la comunicación
(véase por ejemplo Giora, 1983a y b, Firbas, 1975 , Thompson,
1985 y 1988, Enes, 1983, en prensa, hP.
El análisis de la posición de las unidades de
información más importantes en un texto corto de Bertrand
Russell (Smith 1971), sin valerse de las nociones de tema/rema,
etcétera, mostró que de veintisiete unidades consideradas más
importantes, veintidos estaban situadas en ultimo lugar, es decir
10
el ochenta y seis por ciento
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Trabajos más detallados acerca de la distribución de la
información consideran que no sólo es importante la posición al
final de la oración por llevar lo nuevo, o lo que se quiere
comunicar, sino que aquí está la clave para entender la finalidad
comunicativa del escritor. Es por esta razón que ejemplos como
(38) y <39) no son aceptables, ya que manifiestan un uso
incorrecto de la posición final, que en estos casos se considera
“semantically trivial” (Hicks, 1982:118>:
38> They frugally lived,
(39) The referee slackly handíed the match.
Fríes (en prensa bI encuentra que hay una correlación sistemática
entre el léxico que aparece en el rema y lo que se percibe como
el objetivo del autor en su texto. Incluso destaca, dentro del
reina, el último elemento, que denomina N—rema, como portador de
estos elementos léxicos significativos. Sus análisis detallados
de textos de diferentes tipos corroboran esta hipótesis.
Un aspecto de la comunicación del significado,
importante desde el punto de vista del hablante nativo y que no
se ha incluido aquí, como ya se ha explicado, por tratarse de la
comprensión lectora en estudiantes no nativos, es la entonación.
En la lengua hablada, la entonación tiene un papel clave en la
expresión de lo nuevo y de lo más importante comunicativarnente.
El escritor tiene que compensar la pérdida de este instrumento,
aprovechándose de las posibilidades que ofrece la sintaxis para
organizar la información en segmentos y colocar los elementos
léxicos adecuados en el N-rema.
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3.5.4, Conclusión
La interpretación que hacen los diferentes lingOistas
del significado del primer lugar en la oración nos ha llevado a
la conclusión de que en este concepto tenemos una clave
importante para la comprensión de un texto excrito, y una que no
es difícil de emplear, Dada la aplicación práctica a la que
aspiramos, la sencillez del concepto lo recomienda también,
puesto que esto permite que lo manejan los estudiantes sin
conocimientos de lingijística. Esta restricción nos ha influido
también en la decisión de tomar aquí la oración ortográfica como
segmento básico, y estudiar el tema oracional, en vez de seguir a
!lalliday, Enes y otros que trabajan en el nivel de la cláusula.
Es probable que, al comenzar una nueva oración, un escritor envíe
una señal a su lector, informándole sobre el status de la
información, al igual que, al abrir un nuevo párrafo, le
proporciona un dato sobre la estructura del texto. Nuestro
análisis temático, por lo tanto, parte de la oración tal y corno
la concibe el autor de cada articulo analizado. Y, ya que nos
parece importante la primera posición en la oración, la próxima
sección repasa las posibilidades que ofrece la sintaxis inglesa
para aprovechar el lugar temático.
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3.6. ESTRUCTURAS SINTÁCTICAS Y CAHBIOS DE ORDEN
3.6.1. Introducción
En esta sección, vamos a considerar algunas estructuras
sintácticas que posibilitan variaciones en la colocación de los
elementos en el enunciado; cambios motivados, creemos, por
cuestiones comunicativas y cognitivas, y que se pueden estudiar a
partir de
definido.
de las op
estructura,
estamos es
información
análisis)
funciones
frecuencia
gramáticas
objetivo
efectivainer’
los conceptos de tema y reina tal y como los hemos
En cada subsección, primero aportamos un breve resumen
iniones de los gramáticos acerca de la función de la
para luego pasar a comentar su uso en los textos que
tudiando. Nos ha parecido pertinente presentar esta
aquí (y no en el Capítulo IV donde explicamos otros
para poder contrastar nuestros datos sobre las
de las estructuras estudiadas -y alguna vez también la
con la que aparecen- con las aportaciones de las
consultadas. Hemos calculado las frecuencias con el
de poder distinguir cuáles son las formas que
te se utilizan en los textos que nos interesan, y se
han descrito las Punciones con el fin
orientación dirigida a la comprensión de
de poder proponer
estos textos.
una
Por lo que respecta a las frecuencias de empleo de las
formas, desgraciadamente, sólo hemos encontrado en otros estudios
cifras para la pasiva; para las otras estructuras comentadas
únicamente podemos citar las frecuencias encontradas en nuestros
artículos. Es evidente que esta clase de dato solamente es
significativo cuando los textos pertenecen a tan mismo género, y
que se necesita una muestra muy extensa para poder llegar a
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conclusiones de mayor alcance. Nosotros cumplimos con el primer
requisito, y no con el segundo <recordamos que los ocho
artículos suman 1500 oraciones, más que suficientes para nuestros
fines, pero pocas si hubiésemos querido abordar un estudio
estadístico como principal objetivo). Sin embargo, pensamos que
este estudio de frecuencias nos ha permitido acercarnos a un
aspecto significativo de los artículos, tanto cuando hemos
descubierto similitudes entre ellos, como cuando han aparecido
diferencias. En cada apartado, por lo tanto, presentamos tos
datos que nos parecen más significativos, y en el apéndice, el
lector encontrará las tablas completas. La decisión de emplear o
no alguna de estas estructuras es una elección significativa,
impulsada por la meta que se propone el hablante <o autor) al
emitir el mensaje. Si encontramos alguna regularidad en el
género que nos interesa, la podemos aprovechar en la enseñanza de
la comprensión lectora.
3.6.2. La voz pasiva
Como reconoció Hathesius en su momento, y ahora
reconocen las gramáticas que tratan la pasiva en relación con los
medios de tematización (p. ej. Quirk et al., 1985 o Ituddlestofl,
11
1984), esta voz es un recurso muy utilizado en inglés con fines
temáticos. Ya que el tema más característico es “actor subiect
given = theme” <Halliday 1967:216), la pasiva ofrece la
posibilidad de evitar que el agente acapare, por razones
sintácticas, el lugar temático, o de permitir que el objetivo
<aoal> lo ocupe sin que por ello se produzca un caso de tema
marcado. En la explicación de tal elección, hay que tener en
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cuenta un complejo de motivaciones. Como ya hemos visto, la
función de la primera posición es la de enfocar el mensaje desde
una perspectiva específica, y la de la última posición de
expresar la información más relevante que se quiere comunicar.
Escogeremos la pasiva si queremos presentar nuestro mensaje desde
el punto de vista del objetivo, y si, además, queremos destacar
lo que le ocurrió, dejaremos el grupo verbal en el Ultimo lugar
de la cláusula, Sin embargo, si nuestro propósito es resaltar el
agente de la acción, éste se introduce con Lx en el lugar
remático.
La forma más utilizada es la pasiva sin agente —
fluddleston (1984:441) y Leech y Svartvik (1975:258) dan la cifra
de casi un 80% de todos los ejemplos- y se elige frecuentemente
en parte para evitar la necesidad de mencionar este participante,
como ha sido observado a menudo <por ejemplo, Enkvist, 1978h:7—S,
Huddleston 1984:446), El uso de esta forma puede también estar
motivado por un deseo de parecer objetivo, puesto que su
impersonalidad sugiere “general validity for biased opinions
(Werlich 1983:148). En consecuencia, según apunta Vázquez (en
prensa), es un recurso bastante utilizado en el tipo de texto que
nos interesa, en el que el propósito del autor es persuadir bajo
una apariencia de imparcialidad científica.
De los cuatro artXculos analizados de cada disciplina,
tres tienen un porcentaje bastante alto de utilización de la voz
pasiva: en los textos de economía entre un 20% y un 40% de las
formas verbales finitas y en los de filología el porcentaje se
reduce, oscilando entre un 20% y un 30%. Es de notar que estas
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cifras son más altas que tas de Givón <1979:58), quien mantiene
el 18% para un texto “muy intelectual” y el 4% para uno
periodístico. En los dos textos restantes, la cifra cae bastante
respecto de la norma que hemos encontrado: el de economía tenila
el 11%, y el de filología el 6,7%. Es de destacar que estos dos
textos difieren de los demás en su tono mas coloquial, conseguido
en parte, quizá, por evitar la elección frecuente de la pasiva.
Al considerar el significado de estos porcentajes,
tenemos que tener presente el hecho de que la oposición
activo/pasivo contabilizada es formal, sintáctica, mientras que
nuestro interés es semántico. Hay que tener en cuenta, por tanto,
las restricciones sobre los verbos que pueden aparecer en la voz
pasiva. Precisamente en los textos analizados, son frecuentes los
verbos sin opción a la forma pasiva por expresar relaciones
adscriptivas o de identificación. Por otro lado, también aparecen
verbos intransitivos. Ello significa que en vez de comparar
simplemente un grupo de formas verbales activas con otro de
pasivas, la oposición tiene lugar entre tres grupos. El grupo de
formas activas está compuesto por dos clases de verbo: una clase
que tiene las dos opciones, la voz activa o la pasiva, y la otra,
que, dada la valencia de sus miembros, no tiene esta elección.
Visto de esta manera, habrá que incluir en la comparación
solamente a los que representan una verdadera eleción, con lo
cual, el porcentaje de veces que se escoge la pasiva subiría
considerablemente. Sin embargo, para poder comparar nuestros
datos con los de otros estudios no hemos hecho este cambio en la
presentación de los resultados; simplemente llamamos la abención
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sobre el hecho.
En cuanto a la función de la pasiva, los artículos
de economía la emplean cuando se describe:
1> la situación y coyuntura en la que se desarrolla el
estudio
2) la importancia de la técnica descrita en el
artículo y su uso
3) la elección de variables y la manera en la que se ha
abordado el cálculo
4> los resultados y su significado.
Por otro lado, en los textos de filología los autores
eligen la pasiva con los siguientes fines:
1) exponer lo que se pretende conseguir en el artículo
2) describir los datos (es decir, los ejemplos
estudiados>
3> explicar los orígenes de las formas bajo estudio, y
las transformaciones que sufren hasta llegar a la
estructura superficial.
También en estos últimos son frecuentes aquellas formas
impersonales a las que se refiere Werlich, citado anteriormente,
“it can be argued! counterargued/ concluded.. .“, y “the
phenornenon can be viewed as / said to! shown to,
En general, es bastante corriente el uso de la pasiva
para tematizar un elemento introducido en el rema anterior, como
por ejemplo en (40>:
<40) a>The last decade has witnessed an unprecedented rise
in the number of techniques designed to assess the
relative visual quality of the landscape.
b)This proliferation has been prompted by twa main
forces. LANDEV 1—1,2.
271
Sin embargo, este uso no se destaca sobre el de
presentar la información partiendo del objetivo, en vez de
destacar al agente. Este último papel semántico suele tener la
función de tema —i. e., como sujeto del verbo en voz activa— en
dos casos:
1 ) cuando aparecen los autores del artículo en su
texto como instigadores de acciones
2> cuando se perciben las acciones representadas en
el texto desde el punto de vista del que las inicia.
La pasiva con agente, que nos interesa porque codifica
la misma información que la forma activa, es utilizada más en los
textos de economía, donde un 19% de todas las pasivas expresa el
agente. En contraste, los lingiiistas la emplean sólo un 8% de las
veces, Esta estructura generalmente coloca el agente al final de
la oración o cláusula, frecuentemente permitiendo la modificación
posterior por medio de una relativa, lo cual resalta la
informacion que aparece al final de la oración:
(41) More typically, the populations are distinguished ~
some characteristics that are of interest and which mar
be difficult and/or expensive to measure
.
MULTIVAR 40-4
En el ejemplo (41> se aprecia claramente el papel del
último lugar, ya que sin las relativas, el contenido de la 7.oración es muy limitado —“characteristics” no es más que un
gancho en el que se puede “colgar” las cláusulas de relativa. De
un artículo sobre métodos estadísticos, ?IULTIVAR, hemos
seleccionado algunos ejemplos que muestran el efecto que produce
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en el mensaje la introducción del agente en último lugar:
(42> . . ,almost three quarters of the total variance between
areas of the three success-related variables was
explained ~y thft one index. 44—4
<43) The fact that there is no element of causation involved
is demonstrated clearly hx the central position of the
divorce rate variable. 52—4
(44> It is precisely this kind of question that is answered
lix the technicue of canonical correlation. 55-5
Cuando el agente precedido de kx no ocupa esta posición de
importancia, suele tener la función de introducir al autor de
una opinión comentada en la sección del artículo dedicada a
situar el estudio con relación a los anteriores trabajos en el
mismo campo. Se trata de enunciados del tipo:
(45) The structural instability of the capitalist economy
has of cotarse been identified lix a number of Marxists
as the prime determinant of the “permanent arms
economy” in the US. MILSPEND 2—4
donde la finalidad de la comunicación no es el de informar sobre
el agente. En este ejemplo, el mensaje parte de la instabilidad
de la economía capitalista <tema no marcado, punto de
elaboración> para relacionarla (en el rema) con una consecuencia
importante. Los economistas que han reconocido esta relación se
mencionan, pero, como indica la posición en la oración de sus
nombres y el uso de “of course”, se minimiza la relevancia del
dato.
Aunque quedan muchos ejemplos interesantes por
comentar, no queremos extendernos más sobre la utilización de la
pasiva en textos del género científico Efectivamente, hemos
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comprobado que resulta ser una forma empleada con frecuencia, y
que su uso corresponde a una elección acerca de la manera de
presentar la información. En el Capítulo IV se ofrecerán las
cifras de casos más específicos, en los que el objetivo toma el
lugar del tema oracional, mientras que en el estudio presentado
aquí, hemos incluido todas las manifestaciones del fenómeno.
3.6.3. Las estructuras escindidas
Al tratar las estructuras escindidas (cleft) y
seudoescindidas (pseudo—cleft> (en la terminología, más
informativa, de Halliday predicated theme y thematic eguative) lo
que nos interesa es su función comunicativa y no el status, algo
polémico, de los constituyentes. Antes de presentar algunos
ejemplos tomados de los artículos analizados, estudiaremos las
estructuras con ejemplos de las gramáticas consultadas o
nuestros.
Son estructuras muy flexibles que sirven para destacar
diferentes constituyentes de la oración. Crean en ella una
división y organizan parte del mensaje en forma de una
construcción parecida a un cláusula de relativo, con lo cual
aparecen diferentes focos de información. Ambas estructuras
implican exclusividad o negación contrastiva, Comparense los
pares de oraciones utilizados por HallidaY (1967:226>, ejemplos
(46) y (47>:
(46) a> We want Whatney s.
b> What we want is Whatney’ s.
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(47> a) Love makes the world go round.
b} li’s love that inakes the world go round.
En cierta medida las estructuras son complementarias, puesto que
la escindida se utiliza cuando se quiere destacar los sustantivos
<sujeto, complemento directo o complemento de preposicional), sus
modificadores o las circunstancias que aparecen en el enunciado~
<48) It’s a suit that 1 want.
<49> IL’s yellow that we re painting the kitchen.
(50> It was because of the slippery ground that we lost.
Y la seudoescindida es especialmente útil para colocar el foco de
la entonación en los predicados:
<51) What he did was kick the bottom of the door tilí it broke.
También se utiliza frecuentemente la seudoescindida para destacar
un sustantivo en el papel de complemento directo, en cuyo caso
éste suele colocarse en el lugar del rema, en contraste con lo
que ocurre en la escindida, donde se tematiza:
(52) It was a glowing balí of light that 1 saw in the night
sky.
La tematización es la única posibilidad para la
escindida. Contrariamente, aunque en la seudoescindida es más
frecuente el orden elegido en el ejemplo (53>, existe la opción
de invertir las cláusulas, (54>:
<53> What 1 saw in the night sky was a glowing hall of
light.
<54> A glowing balí of light was what 1 saw in tbe night
sky.
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Esta diferencia con la escindida es importante para nuestro
trabajo: la seudoescindida es reversible, con lo cual el emisor
puede elegir qué información quiere en el papel de tema. De esta
manera, en la seudoescindida se puede escoger el arden
dependiendo del referente que queremos elaborar, y teniendo en
cuenta las presuposiciones, por una parte, y el propósito de la
comunicación —que colocaremos en el rema— por otra. Más
utilizado, sin embargo, es el orden que presenta primero la
relativa, como si fuera una pregunta, y retrasa la “respuesta”
(Grimes 1975:338>:
<55> What did you see? A giowing balí of light.
Por otro lado, la utilidad específica de la escindida
reside en la posibilidad de presentar como tema elementos en
diferentes papeles sintácticos que normalmente se colocarían a la
derecha del verbo. Considérense los ejemplos <56> a (591, de
I-luddleston <1984:460):
(56> It is Tom 1 blame.
(57) It was Ed that she was refering to.
(58> It is tomorrow that he’ s coming.
(59) It is because he lied that he was dismisaed.
Otro aspecto muy significativo de estas formas y sobre
el que se ha escrito mucho <por ejemplo, Halliday 1967, Hickey y
Vázquez 1990, Huddleston 1984, Quirk et al. 1985, Táglich 1984,
Werth 1984), consiste en la determinación de la parte de cada
estructura que expresa una presuposición y la que representa lo
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nuevo. Veamos algunos ejemplos tomados de Huddleston <op. cit.
464—6):
(60) It was Ed who broke it.
Aquí tenemos un uso típico de la escindida, y resulta interesante
notar que rompe con el orden “conocido + nuevo puesto que es la
relativa la que expresa la presuposición. El ejemplo (61):
<61 ) It was my brother who was largely responsible Por
the improvements in the company’ s security arrangements
over the next two years.
es parecido al ( 60) , ya que ambos casos aunque comienzan con un
referente que podemos localizar <recuérdese Prince, 1981, en la
Sección 3.4.). Sin embargo, esa distribución no siempre se sigue.
Considérese el siguiente ejemplo:
(62) It is only since he died that she has come Lo
appreciate the importance of what he was trying Lo
achieve.
En (62), la información nueva aparece en el lugar esperado, y se
presenta la muerte de él como conocida.
Por lo que respecta a las seudoescindida, la
información en la primera cláusula puede o no ser conocida:
(63) He said that it was impossible, didn’t he?
Well, not quite: what he said was that it was illegal.
Pero (64> no presenta ningún elemento que se dé por supuesto:
(64) What worries me is that he may not have sufficient will
power to carry it through.
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Fluddleston recurre a la noción del dinamismo comunicativo para
explicar casos como <64) pero no es aplicable a las escindidas,
donde el primer referente lleva el acento enfático.
Estos e.jemplos demuestran que puede haber otra
explicación para le elección del primer elemento, sea o no
conocido, y esta visión, como veremos, es coherente con nuestra
noción de tema. En cada uno de los ejemplos con sus diferentes
distribuciones de información conocida y nueva, el segmento
temático sirve o bien para presentar y enfocar el punto de
elaboración o para hacer de marca cognitivo dentro del que se
procesa el resto del mensaje —como se expí Lcd en la Sección 3.5..
Además, la elección de la estructura escindida resalta la
significatividad del mensaje. En los ejemplos <601 y <61), su
utilización no cambia el orden de los elementos, pero sí cambia
nuestra interpretación del mensaje. Ahora, “Ed’ y “my brother”
son complementos en vez de sujetos < “Ed broke it”; “Hy brother
was responsible. . U’), con lo cual siguen teniendo la función de
tema -dado que representan el primer elemento experiencial <Ver
el Capítulo IV para una aclaración del método de análisis
temático>- y a la vez hacen un papel sintáctico en el que se
espera información relevante. Es decir, se enfoca el enunciado
desde un individuo, que hace de punto de elaboración, y se indica
que su identidad es fundamental para el mensaje. En el (62>, el
cometido de la escindida parece ser el de destacar el marco
dentro del cual se procesa el resto del enunciado. En cuanto a la
seudoescindida, esta estructura siempre da especial relevancia
al punto de elaboración presentado en el tema, como se ha visto
en los ejemplos.
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Desde el punto de vista del bajo porcentaje de uso que
estas estructuras tienen en nuestros textos, quizá hayamos
dedicado mucho espacio a su discusión y al análisis del efecto
de su elección en la comunicación. La razón que ha motivado un
enfoque tan amplio ha sido la necesidad de buscar una explicación
que pudiera aplicarse a todos los casos.
Es interesante notar que a pesar de ser una estructura
considerada expecialmente útil para los textos escritos <Quirk et
al. 1985:1384), el porcentaje de su uso en los distintos
artículos (relativo al número de oraciones en éada texto> no
supera el 3,
escrito en
estructura
hablado, no
familiar y
puesto que
parece en
textos (MIL
de destacar
entre 1,4% y
5%, cifra calculada en SPACT, uno de los artículos
un estilo más coloquial. Sin embargo, aunque esta
se utiliza con relativa frecuencia en el. lenguaje
encontramos ninguna regularidad que relacione el tono
el uso de estructuras escindidas en nuestros textos,
UNEMPL, el otro artículo que, intuitivamente, se
el estilo a SPACT, sólo muestra un 0,3%. Algunos
SPEND y CONRELS) no recurren nunca a esta posibilidad
parte del enunciado y los demás alcanzan cifras
2,2% . Con ello podemos afirmar que, a diferencia de
la pasiva, estas estructuras no representan un recurso preferido
en este género o, por lo menos, en nuestra pequeña muestra del
género.
El contraste de un ejemplo de SPACT, (65), con algunos
encontrados en otros artículos, (66) y <67>, puede revelar cómo
se utilizan estas formas en los teXto5~
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(65) What 1 would like to do is to telí them in German or
Italian that 1 am a Gern?an officer. SPACT 20-3
(66> What is significant is that the analysis 1 have
provided is ... CORRCOM 43-3
(67> It was through this historically given value of the
latter that current income per capita was determined.
MULTIVAR 19—5
Por lo que respecta a la función de las estructuras, nuestros
ejemplos de seudoescindidas reflejan los usos más frecuentes
encontrados por Brown y Yule (1983:131), es decir: introductorio:
(65> y conclusivo: (66>.
Un dato interesante es el hecho de que estos autores a
veces emplean otra estrategia, el auxiliar “do” con el fin de
resaltar el verbo, que puede considerarse un sustituto de la
seudoescindida cuando el elemento que destaca es un predicado.
Son bastante frecuentes ejemplos como:
(68> We do hope, however, that . . . CONRELS 15—2
que se podían expresar de la siguiente manera;
(69> What we hope, however, is that.
Encontramos que, efectivamente, los dos textos sin estructuras
escindidas emplean esta otra opción -la de (68>- mientras que
SPACT, que tiene el porcentaje más alto, no la emplea. De todos
modos, estos artículos en general conservan un tono formal,
científico, y usan otras maneras de tematizar y rematizar los
elementos comunicativos, que evitan acercarse a la entonación del
discurso hablado de manera espontánea.
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3.6.4. La construcción existencial con “There’
En esta sección intentaremos determinar la función de
esta “partícula”. No nos preocuparemos por su status gramatical
que, como en el caso de la relativa en las estructuras hendidas,
12
ha sido causa de polémica . En las oraciones existenciales,
“there”, considerémoslo adverbio, pronombre o grupo nominal, toma
el lugar del sujeto, desplazando éste al sitio normalmente
ocupado por el complemento. De esta manera, el sujeto se
encuentra más a la derecha en la oración, lugar más adecuado,
según las convenciones de la comunicación, para la información
más importante del mensaje. Puede recibir el foco de la
entonación y está en una mejor posición para sufrir
modificaciones de distintos tipos. Por lo tanto, tiene función
estructural en el sentido de que rellena una casilla sintáctica.
Sin embargo, no es cualquier hueco, sino que frecuentemente es el
primer lugar de la oración.
La posición inicial suele elegirse para elementos que
sirven de unión con el texto precedente, pero en el caso de
oraciones que empiezan por ‘there”, parte de esta cohesión se
rompe al introducir, con este elemento, algo nuevo en el universo
del discurso. Los elementos iniciales en las oraciones:
(70) There’s a book on the table
<71) He’s coming to dinner
tienen, para Quirk <1988, comunicación personal>, una función
paralela. ‘He” en <71) es cohesivo y there’ en (70) indican que,
en vez de conectar con algo conocido en el texto, ahora se va a
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introducir un nuevo referente, Es decir, no lleva información
semántica, sino pragmática <Hreivik 1981:15>; es una señal para
el receptor, un ‘presentador’ (Bolinger 1977:93>. Resulta
interesante notar que si a “Uhere’ le precede un grupo adverbial,
en algunos casos esta partícula llega a ser opcional. Hasta
ahora, aunque existen diferentes hipótesis, no esta claro cuáles
son las condiciones semánticas para esta supreslon. Desde el
punto de vista temático, y sin pretender suplir la necesidad dc
otras explicaciones, se puede considerar que el adjunto que
orienta al receptor en la comprensión de la oración sustituye
esta función de ‘Itere’
Los tipos principales de construcciones con Itere’ son
los locativos de lugar y tiempo y los de existencia pura
(absolutos>, los cuales, según algunos lingúistas (Quirk et al.
1985, Huddleston 1984, por ejemplo> también, incluyen algún
matiz locativo en muchas ocasiones. Un uso frecuente de estas
estructuras se da por la introducción en el texto de acciones o
sucesos mediante la sustantivación, evitando así la necesidad de
precisar el agente. Nuestros textos, lógicamente, no emplean
13
estas posibilidades -ni otras — de presentar acciones. En
cambio, en los textos analizados, ‘there tiene des cometidos;
indica la introducción en el discurso de un concepto, como en los
ejemplos (72) a <74):
<72> There are twa ways in which the differences in
marginal productivity could be explained.
MULTIVAR 12-2
(73> 1 think that Itere has been a loss of analytical
clarity in recent years. IJNEMPL 10—1
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(74) There is a valid and important question of why workers
who are involuntarily unemployed do not actively bid
for jobs by nominal wage—cutting. UNEHPL 51—1
(73) muestra la utilización de there” para introducir en el
texto una sustantivación ( ‘loss”) que consigue presentar el
cambio de estado no sólo como parte del tema, sino en la primera
posición en vez de al final de la oración. También se utiliza
“there” con una nominalización como una manera de presentar la
opinión del autor frente a la proposición que expresa la oración;
(75) There is no suggestion that they are easier to measure
than directly success related variables. i4ULTIVAR 54—3
Este uso se comentará con más detalle en el siguiente capítulo
(Sección ‘1.3.6.).
La sustitución de “be’ por otros verbos que expresan
existencia o aparición, como en (76):
(76) There may come a tinte when the Western nations will be
less fortunate. (Quirk et al 1985:1408>,
es una característica del registro formal de la que no hemos
encontrado ejemplos.
Existen otras maneras de expresar existencia, que
incluimos porque representan elecciones alternativas a “there”, y
pueden tener repercusiones temáticas. En una de ellas, el
hablante emplea el verbo ‘have’, y coloca en el lugar del tema a
la parte ‘implicada”, para orientar el mensaje desde su punto de
vista, como en el ejemplo (77):
(77) My friend had a valuable watch stolen.
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En nuestros textos, encontramos el uso siguiente:
(78) lEn (2) we have an NP Uhis man, which can be regarded as
the topic of (2). CONRELS 6—1
con el cual el autor también parece implicar al lector en su
interpretación de la función del sintagma nominal que se está
es tudiando.
Una estructura que adelanta el ‘existente” hasta la
posición inicial se construye con ‘to be found”
(79) Yet further evidence that correlative datases are not
relative clauses can be found in their transformational
behaviour, and in particular in their permutation
potential. CORRCOM 24—11
<SO) Rules Por the function indicating device for promising
are to be found corresponding to conditions <2)—(7).
SPACT 46—4
Un tercer tipo, que produce el mismo efecto en el orden, emplea
el verbo arise’, e incluye un elemento de causatividad. Por
esta razón, se ha considerado que su función es algo distinta, y
no se incluye en esta sección. Al hablar de los papeles
semánticos de los temas <Sección 4.5.2.> analizaremos su
utilización.
Por lo que respecta a la frecuencia de las estructuras
de existencia, no parece que los datos nos pueden decir mucho
significativo. Los porcentajes están bien distribuidos, entre
2,1% (MILSPEND> y 13% (CORRCOH). En los tres artículos con un
porcentaje más alto (con GORRCOM, UNEMPL: 10,5% y MULTIVAR:
9,6%), ‘there” introduce en el texto conceptos y elementos que
tienen un papel en la discusión, Además de esta función en los
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dos textos
encuentra
alternativa
el predicado,
encontrado tres
existencia, todos
de economía mencionados (UNEMPL y MULTIVAR> se
la tematización de formas sustantivadas como
a una estructura que lleva esta misma información en
y consecuentemente en el rema. Sólo se han
ejemplos de las otras formas de expresar
ellos en los textos de filología.
3.6.5. La extraposición
La extraposición del sujeto tiene una función parecida
a la del uso de ‘Itere”, puesto que ofrece la posibilidad de
colocar un sujeto compuesto por una cláusula, con o sin una forma
verbal finita, a la derecha del verbo, rellenándose la casilla
vacía por “it”. De la misma manera, el complemento directo puede
desplazarse a la derecha de su complemento o de un adjunto. La
elección de la estructura dependerá de la finalidad
comunicativa, como vemos en los ejemplos (81> y (82):
(81) It was clear that it was going to ram.
(82) That it was going to ram was perfectly clear.
Si el motivo de la comunicación es informar del cambio
del tiempo, habrá que atrasar esta noticia y dejarla para el
final de la oración <81). Si, por el contrario, esta cláusula
recoge una idea ya conocida, ocupará la posición inicial (82) e
interpretaremos que el propósito del mensaje es recalcar el hecho
de que ya había suficientes indicios de un inminente chaparron.
Es probable que se añada un intensificador —por ejemplo
‘perfectly”— para proporcionar más peso al mensaje. Siempre que
se quiere producir un texto aceptable y tener éxito en la
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comunicación, estas reglas pragmáticas sobre la distribución de
la información guian la actuación lingúística en la misma medida
t4
que las reglas sintácticas
La utilización de la extraposición varía mucho de
acuerdo con los textos, ya que se obtiene un resultado que va de
ningún ejemplo <MILSPEND) a más del 15% (CORRCOi4). Si dejamos
aparte el texto que no emplea esta posibilidad de cambiar el
orden en la oración, los otros siete artículos forman dos bloques
-uno que muestra entre 15,7% y 12,2% (CORRCOM, LANDEV y
MULTIVAR>, y otro que tiene 8,1% y 7,0% (SPACT, SYSEPRAG y
CONRELS>.
En nuestros artículos se elige la extraposición por
tres razones:
1) para presentar al autor en el texto a través de sus
acciones y pensamientos, de una manera impersonal, como en:
<83) Indeed it will be argued here that , . .CORRGOH 3-4
(84) The latter is, it would appear, .. ‘ 29-2
(85) . .it has been concluded that. . “ 455
(86) It was, Iherefore, decided. , LANDEV 13-4
(87) It will be assumed . . 10—4
2) para apelar al lector, sin usar una forma personal:
(88) It should be noted that, , CORRCOM 43-6
(89> It will be noticed that. . . LANDEV 19-3
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3) para evaluar la proposición sin mencionar la
procedencia de la opinión, y de manera que la evaluación aparezca
tintes de lo evaluado, lo cual repercute en la manera en que se
procesa y se reacciona ante esta información:
<90) .it would be highly suspicious to propose.
CORRCOH 12—9
(91> ..it is more natural to assume. ‘ 12—10
Nos ha parecido curiosa la existencia de un artículo
que ha evitado la extraposición totalmente -MILSPEND— y por eso
hemos intentado establecer las razones por esta elección. La
primera y más evidente está en el hecho de que los autores
personalizan mucho. Aparece “we’ frecuentemente y hay referencias
directas a los otros estudiosos en el mismo campo, a los que
critican, por su nombre: Smith, Ostram y otros. La evaluación en
este artículo nunca se presenta de forma indirecta. Encontramos
formas como (92> o (93>, por ejemplo, en vez de (94) o (95), que
serían las empleadas por otros autores del corpus
:
<92> A chaotic labour ¡narket cannot guarantee a regular
supply of competent labour >IILSPEND 12—2
(93) The monopoly—profits coefficient should be negative
HILSPEND 17—2
(94> It. Ls difficult for a chaotic labotar market to.
<95> It is likely that the monopoloy—profits coetficieflt
will he negative
Un caso, en el que se puede apreciar perfectamente que los
autores han evitado la posibilidad de emplear la extraposición,
es (96):
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(96> a)When necessary, then, the state responds to stagnant
or depressed employment conditions in the unionized
sector by sorne fiscal stimulant, often military
spending. MILSPEND 12-7
b>That defence industries in the lis are located
predominantly in the monopolv sector and are heavily
unionized obviously accentuates the likelihood that a
particular stimulant will be increases in the defence
budget. MILSPEND 12—8
La oración anterior, <96a>, muestra la motivación
temática que tiene la elección del sujeto realizado por una
cláusula. En el reina de (96a) los autores introducen el
argumento del gasto militar, relacionado con malos niveles de
empleo en el sector con más fuerza sindical, y en el tema
(subrayado) de <96b) recogen este hecho para elaborarlo más Larde
en la frase.
En el análisis temático, veremos que la extraposición
del sujeto se utiliza casi siempre con el fin de comentar o
evaluar diferentes enunciaciones, Oraciones que comienzan “It is
clear/obvious/possible etc that, A abundan en los artículos,
sobre todo en los del área de la economía. Volveremos sobre estas
formas en el Capitulo IV.
3.6.6. Otros movimientos de elementos
Existen otras posibilidades de movimiento dentro de la
oración, con frecuencia consideradas simplemente estilísticas,
para colocar algún elemento fuera del lugar que la sintaxis
normalmente le atribuye. Este fenómeno se ha denominado
“fronting” (Quirk et al. 1985:1377>. pero debe considerarse que al
igual que adelanta algunos elementos, atrasa otros, situándolos
en el lugar del rema. Como en el caso de la extraposición, el co—
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texto es decisivo para estos movimientos. Según Quirk et al.
<ibid.
‘It is very common both in speech and in
conventional written material, often serving ihe
function of so arranging datase order that end-
focus PalIs on the most important part of the
message as well as providing direct linkage with
what has preceded.
Thompson ha realizado estudios cuantitativos de textos
de distinto tipo (Thompson 1985 y 1988, Ford y Thompson 1986>
para buscar las razones textuales de los cambios de orden de
constituyentes en tas cláusulas de finalidad, el complemento
directo y el indirecto y las condicionales. Encuentra que estos
movimientos están relacionados con la distribución de la
información y tienen lugar para aprovechar el significado de las
posiciones temáticas y remáticas, tal y como se concibe en este
trabajo.
Junto con el adelantamiento de un grupo para situarlo
en el lugar del tema, donde servirá de marco cognitivo de la
nueva oración, a veces se puede invertir sujeto y verbo. Esto
ocurre sobre todo cuando el verbo lleva poco dinamismo
comunicativo, al colocarse con un sujeto determinado. En el
ejemplo (97) (Quirk et al. 1985:1380k
<97) By strategy is meant the basic planning of the whole
operation.
si se hubieran dejado los elementos sintácticos en su posición
normal, se hubiera producido un problema de procesamiento durante
la lectura de la oración al tener que esperar el final para
289
1-~~~~~
entender el acto de habla. Y si elegimos como tema ‘By strategy’,
pero no invertimos el sujeto y predicado, se frustran las
expectativas creadas por las convenciones textuales. Esperamos
que lo más comunicativo se coloque al final de la frase pero nos
resulta difícil dar con una interpretación informativa cuando
encontramos el grupo verbal “ls meant” en esta posición. Con el
orden escogido en (97> el autor primero utiliza el tema, “By
strategy” para indicar al lector la función del mensaje: definir
un término. Posteriormente, cumple con la expectativa creada en
el lector y define el concepto, en el lugar remático.
Sería un trabajo complicado, pero interesante, intentar
confeccionar unas estadísticas acerca del empleo de estos
movimientos, pero queda fuera de los límites de este estudio. Lo
que sí hacemos es ofrecer unos ejemplos ilustrativos de cómo
nuestros autores los han empleado. Para no extendernos demasiado
sobre este punto, solamente hemos presentado el co—texto
inmediatamente precedente. En el caso de (99>, hemos analizado la
oración compuesta en sus dos partes, opción que no se emplea en
el análisis temático normalmente. La hemos elegido aquí porque
este ejemplo resulta interesante para mostrar el tipo de
movimiento que nos interesa. (98b> incluye un tema con función
orientativa -que enlaza con el rema de (98a)— y la inversión del
sujeto. Los temas están subrayados
liES) a>j~ restricted otar analysis to five principal
components, which explained over 85% of the variance of
the original twenty variables.
b)flgrn these were derived the loadings for tUve
factors. MULTIVAR 30—1, 30-2
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En <99b) se varía el orden por razones temáticos, siendo esta vez
el verbo el que lleva la parte más significativo del mensaje:
“asserted’ contrasta con “expressed” en a>:
<99) a>The proposition that John will leave the room is
expressed in the utterance of’ alí of (1) - (5),
b)but ~nix in LXI. ½ that proposition asserted.
SPACT 12—5
El último ejemplo elegido, (100), enfoca la comunicación de tina
manera significativa con el adjunto inicial, tema de b), lo cual
deja el último lugar libre para el complemento, realizado por un
grupo nominal con modificación posterior:
(100) a>Peculiar to OsLrom s model (and several other
traditional approackQ~il, however, is the exeedingly
narrow definition of ‘domestic context’; at least
operationally, Lhat concept Ls used to refer
exclusively to the organisational Iinkages and implicít
power differentials among the state bureaucracies
discussed aboye.
b)Nowhere in anv of’ this literature are interna1
economic conditions considered to be salient domestic
influences impinging on the ~nilitary budgetary process.
MILSPEND 2—2, 2—3
Tenemos aquí una estructura paralela, en la que los dos temas y
los dos rema contrastan entre sí. EJ. modelo de Ostrom y otros
enfoques, en el tema de <boa), se relacionan con “ this
literature en el de <bOOb>, En a), el concepto limitado que
tiene Ostrom del contexto nacional, presentado en el reina,
excluye el presupuesto de defensa, introducido por los autores
del artículO como información relevante, en el rema de (IOOb>.
Es interesante notar, además, que al igual que hemos
hecho con el ejemplo <99). podríamos analizar <bOa) en dos
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segmentos, dividido por ‘;“, cada uno con su tema. En este caso,
tendríamos otro tema marcado: ‘at least operationally”,
clasificado como relational theme” por Downing <en prensa). Sin
embargo, este segundo enunciado sirve para clarificar un concepto
en el rema de (lOCa> y no funciona al mismo nivel informativo que
el enunciado principal de (lOQa) ni de (lOOb).
Otra opción abierta al escritor es la de dividir un
grupo nominal y situar una parte hacia el final de la oración:
(101> A difficulty arose that no—one had foreseen.
(Huddleston 1984:457)
<102) ~Ul cf tís were frightened but/except Uhe captain.
(Quirk et al. 1985:1397)
Desde una perspectiva gramatical. se podría considerar esta
división de un grupo sintáctico un problema para el análisis
temático. Sin embargo, si aceptamos que el tema es una noción
5j~~ácticO—praginátic5, y que se elige por razones cognitivas,
15
podremos encontrar una explicación adecuada . Esta separación
dentro de un grupo sintáctico está motivada por cuestiones
comunicativas. En lo.s ejemplos, se ha elegido parte del grupo
para el tema, lo cual orienta la oración de una manera
específica, y se ha situado la parte restante en el rema, para
que el lector le dé la importancia adecuada, según los fines
comunicativos del autor. Es una estrategia poco frecuente; hemos
encontrado en nuestros textos el siguiente ejemplo:
<103) 1p sum. cltjjjn, despite the aboye, that correlative
structures are a type of relativization la tantamount
te depriving this pattern of ah meaning.” COERCON 26-2
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donde el tema termina en claini” , aunque el elemento que realiza
el sujeto continua.
3.6.7. El significado de los cambios
En estas transformaciones se puede apreciar claramente
el papel que hace la finalidad de la comunicaclon en la
colocación de los elementos en la oracion, estén o no los cambios
respecto de la forma no marcada acompañados de ajustes en la
sintaxis. Los movimientos hacia adelante contribuyen a poner en
la posición temática elementos necesarios para conseguir el
enfoque deseado para el mensaje, elementos que permiten su
correcta interpretación. Y los que llevan ciertos grupos hacia el
final tienen la función de remarcar cuál es el propósitQ del
enunciado. En los textos escritos, el autor carece de La
posibilidad y también de la retroalimentación de la comunicación
oral que le permitirían seguir la recepción de su mensaje. En el
discurso hablado, una estructura puede tener diferentes
significados, según la posición del foco de entonación, pero la
forma escrita no tiene esta flexibilidad. Las convenciones de la
comunicación hacen que el lector espere encontrar en la posición
temática elementos que le orientan acerca del mensaje1 y en la
remática, los que le informan sobre la finalidad que tenía el
autor al producir el enunciado. Frente a estas convenciones, el
autor y el lector tienen, cada uno, su estrategia. Si el autor no
sigue las reglas, corre el riesgo de ser malinterpretado, y si el
lector no las conoce, le costará mucho inés llegar, si es que lo
consigue, al significado que encierra el texto.
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3.7. EL TEMA DESDE LA PERSPECTIVA DEL TEXTO
3.7.1. Introducción
En esta última sección vamos a considerar una
concepción del tema muy distinta de la que vimos en la Sección
3.5., la de tema (o tópico) de un texto, término que puede
referirse a una parte o a la totalidad del escrito. Aunque los
trabajos elaborados desde este punto de vista no desechan
totalmente los aspectos de tema ya estudiados —es decir, lo
conocido y lo que el autor presenta en primer lugar— apelan a
otra noción, en cierto sentido intuitiva: el argumento del cual
trata el segmento. Es evidente que este último concepto también
representa tina realidad psicológica, y por ello es importante
tenerlo en cuenta en el estudio de la comprensión lectora. A
pesar de las posibilidades que ofrece para acercarse al texto,
resulta difícil de formalizar. En efecto, desde esta perspectiva
sólo hemos encontrado análisis de textos o de tipo narrativo,
que tienen como eje los agentes de las acciones que describen o
de segmentos escritos expresamente para ejemplificar tal
concepto. En esta sección nos dedicamos a contrastar la noción de
tema oracional con la de tema del segmento o texto, al que
llamaremos “tópico” para distinguirlo del tema de la frase.
Después pasaremos a explicar cierto método por el cual se llega
a descubrir este tópico, en el que se resume el argumento
fundamental del texto.
3,7.2. La estructura temática lineal
Hasta el momento, hemos visto una relación lineal de
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tema-rema (o tópico-comentario) en oraciones aisladas o
en pares. Ahora queremos estudiar la manera en la que el lector
se va adentrando poco a poco en el texto, siguiendo la cadena de
temas y remas, la cual le proporciona el método de procesar y
organizar la información que va recibiendo. Que la cadena tiene
que ser algo más de una serie de relaciones superficiales para
que algunas oraciones lleguen a formar un texto es más que
evidente, Las conexiones meramente léxicas entre un rema y el
siguiente tema que el lector encuentra en los ejemplos (104> a
(107> (van Dijk, 1972:96) no le ayudan a solucionar el problema
de la organización del contenido:
(104) John wants Lo buy a ring for his sister.
(105) The sister ol’ our milkman had a baby yesterday.
(106) Small children internalize a highly complex grammar
in a very short time.
(107) For the time being, 1 refrain from giving thern more
money.
A pesar del impulso a la búsqueda de la coherencia e integración
de la información demostrado por la mente humana, no existe un
mundo posible en el cual estas oraciones formen un texto. Les
falta la necesaria orientación uniforme» (Hinds 1979:136) de un
párrafo o un segmento, que forma “a semantic unit discussing a
certain discotarse topie’ (Giora 1983a:155>.
Sin embargo, un párrafo de texto natural sí presenta
una coherencia que, en el nivel superficial, el lector percibe,
entre otras cosas, en la identidad de referencia —a diferencia de
la identidad de las unidades léxicas que no han conseguido dar
esta cualidad a las oraciones <104) a <107>. Especialmente en
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textos narrativos y expositivos, y menos en textos
argumentativos, la repetición de un referente lo destaca como el
argumento del que trata ese segmento de texto. Este mismo
elemento, como es “conocido”, para muchos lingúistas hace el
papel de tema, lo cual representa tina coincidencia sugerente.
Quienes se han interesado por fa relación entre lo conocido y lo
nuevo en el desarrollo de la información han intentado analizar
las cadenas de temas y remas (en su terminología) como una manera
posible de llegar a la estructura del texto. Otros, que
consideran que el tema es el primer elemento de la oración, han
llevado adelante análisis con cd fin de describir la
configuración de temas y remas, y también para buscar aquella
noción intuitiva que mencionamos al comienso de la sección, la
topicidad (aboutness> del texto.
En primer lugar vamos a considerar lo que consiguieron
los análisis que parten de “conocido” como tema. En este área, el
trabajo inicial y más citado es el realizado por flanes (1974),
sobre la “progresión temática’. Al analizar ciertos párrafos
expositivos, encontró tipos claramente diferenciados de
estructura temática. Con su definición de tema, este elemento
funcional coincidió en los ejemplos con el sujeto y con la
primera posición, y se formaron progresiones como las siguientes:
a) T R
T R
T R etc,
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1
T • R
2
T • R
3
T R etc.
c) T
1 1 2 2
T R T....R T R etc.
Figura 10
Aunque nos arriesgamos a generalizaciones demasiado
poco matizadas, podemos decir que en textos expositivos, la
expansión del contenido suele desarrollarse a menudo como el
16
modelo a). En biografías, es f’recuente el tipo b> y en textos
de tipo argumentativo, se encuentra el tipo c> <p. ej. 1{urzon
1984), donde los temas se derivan de un “hypertheme” <flanes
1974:120>. Sin embargo, como es de esperar, normalmente los
textos son mucho más complicados, y, como indica flanes, es
necesario )artir de la representación semántica y no de la
superficie del texto. Además de diferentes combinaciones de estos
tipos básicos, se encuentra la tematización a cierta distancia,
la tematización del nexo tema—rema en vez de la de uno de los
referentes, la tematización de varias partes de un reina, el salto
temático y otras estrategias.
Scinto (1983> ha trabajado sobre las bases sentadas por
Danes, y ha elaborado esquemas que representan diferentes
combinaciones de progresiones temáticas. Su trabajo es
especialmente interesante por el estudio de las relaciones
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semánticas que se dan entre los temas y remas. Muestra cómo se
cren la cohesión del texto, lo cual constituye una manera de
acercarse al texto muy reveladora.
Por los que respecta a los análisis de la progresión
temática que toman la primera posición como marca del terna, es
interesante notar que recurren, en los casos de tema marcado, a
la inclusión del sujeto en el tema. En esta postura, Kurzon
(1984>, Dubois <1987> y Berry <1989) están de acuerdo con Tagtich
<1984). La explicación de su decisión parece residir en el hecho
le que este tipo de análisis no se puede hacer con el criterio
elegido; es decir, tomando como marca del tema La primera
posiclon. Aunque el estudio de Rurzon tenía objetivos
pedagógicos -descubrir las causas de la dificultad que supone la
lectura de los textos legales— los resultados de los análisis no
nos proporcionan datos muy titiles para estos fines. En efecto, es
necesario recurrir frecuentemente a los hipertemas deducibles del
título o de las expectativas creadas por las condiciones de
felicidad para los textos legales, si se quiere conseguir Lina
explicación de la estructura temática (Kurzon 1984:36).
A este respecto, Downíng (en prensa> demuestra la
necesidad de separar las funciones de tema y tópico. Su trabajo
clarifica y amplía los de Enes (1983, en prensa a) acerca de las
distintas funciones del tema como marco para comprender el
mensaje expresado en el enunciado. Los análisis indican además
que el autor de la obra que forma el ~ analizado aprovecha
de manera sistemática la primera posición -fusionando los papeles
de tema y tópico— cuando quiere informar al lector de un CA¶blQ
298
de tópico
,
Otro trabajo con objetivos parecidos a los nuestros es
el de Tomlin (1986), quien ve en el tema una forma de explicar
el orden de los elementos en la oración. Según este autor, el
tema es lo que indica de qué trata cada segmento <párrafo) del
texto, y su método para encontrarlo se basa en la frecuencia de
referencia. Mientras que toda la información conocida es
importante para la comprensión, sin embargo, según Tomlin, debe
distinguirse la información “temática”, definida como el
argumento más importante para el desarrollo del párrafo. Tomlin
quiere demostrar que esta información se presenta antes que la no
temática, por lo cual explica otras maneras de distinguir el
tema. Se trata de la frecuencia con la que aparece un argumento
en una sección del texto, y de su relación con la meta de la
comunicación,
El enfoque de Tomlin encuentra apoyos en otros autores
-por ejemplo el trabajo pionero de Grimes (1975), o el de
Crothers (1979)— pero más allá de los textos analizados, algunos
comentarios de partidos de hockey y sencillas estructuras
narrativas, no demuestra sus posibilidades de aplicación a otros
tipos. Vale aquí la opinión de Kallgren (1978, trad. esp.
1987:169> sobre la iinplementación de las teorías en el análisis
de los textos:
“Ningún lingúista debería publicar nada sobre
lingúistica del texto si no ha sido capaz de
aplicar sus propios principios a algunas páginas de
lo que ha escrito él mismo . . Una teoría
lingúística textual que aspira a generalidad <y que
no se limita a sí misma a los cuentos de hadas
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eslavos o a las primeras frases de una conversación
telefónica o cualquier otra cosa> debería ser capaz
por tanto de aplicarse a si misma.
De la revisión hecha hasta el momento, parece que,
aunque se hayan conseguido frecuentemente resultados interesantes
que amplían nuestros conocimientos de diferentes aspectos de los
textos, los enfoques parecen limitados a aplicaciones a textos
sencillos, Si intentamos con estos métodos analizar un escrito
más complejo, en seguida se plantean varios problemas. Entre
ellos, debemos señalar que
1> Para utilizar la noción de “conocido’, hace falta
un complejo análisis, tal y como ha demostrado Prince (Sección
3.4.>.
2) cuando el análisis se realiza desde la perspectiva
del primer elemento, es necesario incorporar el sujeto, en los
casos de tema marcado.
3) Es difícil aplicar la frecuencia de referencia a
textos con alguna complejidad de estructura.
Sin embargo, a pesar de las dificultades, la intuición nos dice
que es posible aplicar el concepto de topicidad a todo tipo de
texto, por complicada que sea su organización temática.
Como se ha visto, estos trabajos analíticos buscan
relacionar la noción de tema como elemento conocido y la del
referente del que trata el texto. Otros autores, por ejemplo,
Qivón (1983a y b), Giora (1983 a y b>, Lautamatti <1978>,
mencionan a este referente como tema o tópico sin emplear la
distinción conocido/nuevo para identificarlo. Por otra parte,
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Sgall considera que los párrafos o partes del texto t tenen
“common Uhemes” o ‘hyperthemes’ (1975:414>. Sin embargo, no
encontramos en los trabajos citados respuesta a la pregunta
acerca de cómo enfocar el estudio del texto para poner de
manifiesto esta noción intuitiva. En las siguientes secciones,
intentaremos formalizar el concepto de topicidad desde otro punto
de vista.
3.7.3. Una jerarquía de temas
Para ¿ibordar un estudio de la comprension o producción
de la serie de enunciados que constituyen un texto, parece
imprescindible reconocer que existen además de las relaciones de
sucesión que se han considerado arriba, otras de jerarquía entro
Lemas y remas. (Avén ve tina diferencia cualitativa entre el tema
o tópico de todo el texto o de una seccion, y el de la oración:
“The story or narrative has a global theme nr topie
to it. Sub—parts have intermediate themes.
Paragraphs have their own topics. Roughly at the
paragraph level anó downwards, the notion of
“sentential topio” begins to assume relevance and
structural realityi’ (Givón 1979:298)
Para van Dijk, en el nivel superficial:
“The topic—comment expansion Ls a formal linguistic
means for what could be called the “informational
expansion” of a text” (van Dijk 1972:119?
Y, en palabras de Halliday (1974:44>, es “the text-creating
component”. La diferencia entre el tema oracional y el de una
sequencia reside, pues, en su función:
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IhAt the level of a sentence, a topic. . .indicates
the way information is linearly distributed whereas
a textual topio indicates how information is
globally organized.” (van Dijk 1981:190)
De la misma manera, Werlich (1983:27) habla de la base textual
temática como “a unit which both structurally and semantically
permits expansion into a text”. Para Bernárdez (1982> la
orientación semántica del ‘Lema del texto” distingue éste del
“plan global” (orientación pragmática>, puesto que este tema
representa la información fundamental que tiene que comprenderse
para que la comunicación no resulte fallida. Este tema,
jerarquicamente superior, se representa por una proposición, como
explica van Dijk, y no por un participante. La siguiente sección
expone su método de reducción semántica para llegar al tema del
texto, denominado por él “macroestructura”.
3.7.4. Las “macroestructuras
Al igual que, de alguna manera, distinguimos en la
oración una sección que indica el concepto del cual se trata y
otra que proporciona información acerca del mismo, también en un
texto podemos distinguir el tópico de la secuencia. flanes
(1974:109) encuentra que los párrafos, las secciones y los textos
enteros tienen su propio tema —o “hipertema”. La existencia de
esta jerarquía se comprueba de una manera sencilla. Como explica
van Dijk (1977a:131>:
“Our ltnguistic behaviour shows that we can cay
that a discourse, or parts of it, was ‘about”
something. That is, we are able to produce other
discourses, or parte of discourses, expressing this
“aboutness”, eg. in suifimaries, titíes, conclusions,
or pronouncements in any form.”
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Sin embargo, es necesario formalizar esta expresión intuitiva,
para llegar a un concepto que se pueda aplicar rigurosam~~~~ El
mismo autor sugiere que se contemple:
“the notion of topic of (a part of> a discourse as
a proposition entailed by the joint set of
propositions expressed by the sequence,” (van Dijk
1977a: 136).
Esta proposición la llama “macroestructura” por englobar, en el
nivel más general, el contenido del segmento. La macroestructura,
que refleja el plan del emisor para la creación de su texto, se
revela en las restricciones que impone en la manifestación
superficial, Y, además, a través de las macroestructuras, las
oraciones de la secuencia están unidas por un tópico global. Así
versan sobre situaciones y mundos idénticos, y hechos
relacionados por pertenecer al mismo “guión”.
El concepto de macroestructura se puede aplicar a
seccuiones del texto más o menos extensas, de las que resultan
proposiciones en distintos niveles: “any proposition entailed by
a subset of a sequence is a macrostructure for that sequence’
(van Dijk 1977a:137), De este modo, tenemos macroestructuras que
resumen en diferentes grados de generalidad el contenido de los
párrafos, los capítulos y los textos enteros. Este concepto
resulta muy útil en el estudio de los procesos de comprensión de
textos y organización de información en general.
Sobre su aspecto psicológico, nos Interesa aquí el
hecho de que mientras que las estructuras superficales se van
procesando en la memoria inmediata, la inforfflation semántica se
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reduce a macroestucturas que se guardan en la memoria a largo
plazo. Estas proposiciones, en las que se resume el tópico del
segmento, están disponibles para ayudar a la comprensión e
integración del contenido de las oraciones siguientes, que se
interpretan a través de las expectativas creadas por el hecho de
que se trata de esta macroestructura y no de otra (van Dijk y
Rintsch, 1983).
Naturalmente, la macroestructura no llega a ser
“producto” hasta terminar la lectura de todo el (segmento de)
texto. Mientras tanto, es una hipótesis creada por el lector, y
va corrigiéndose a la vista de los nuevos datos proporcionados
por el texto. La siguiente sección comenta una estrategia que
utiliza el escritor para ayudar a su lector en la construcción de
la macroestructura.
3.7.5. Las oraciones “tópico”
A pesar de que el lector (u oyente> crea las
macroestructuras por un proceso de reducción e integración de la
información que recibe, el autor puede hacerlas explícitas por
medio de las oraciones “tópico”. Estas frases se distinguen por
representar un nivel más general de información que las que
llevan el desarrollo del texto. A causa de esta diferencia de
nivel, sólo se pueden unir entre sí, y no con las oraciones de
menor generalidad. El ejemplo (108) (van Dijk, 1977a:132) puede
servir para ilustrar esta incompatibilidad; no es posible formar
una frase compuesta de las dos que se transcriben en el ejemplo:
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(108> a)Fairfield was defeated.
b)You could see it in the shabby houses the i¡nkept
roads and the quality of goods in the shop windows...
Otra indicación del status de (lOBa) es la referencia a la
proposición entera —conseguida por “it” en (108b)— no se refiere
al pueblo sino al hecho de su decadencia. “It”, “this” y “that”,
nos pueden mandar, en vez de a un referente representado por un
sustantivo, a una macroproposición <op. cit:15l>,
Dada su importancia, el autor suele escoger un lugar
destacado en el texto para las orac iones tópico. Al igual que en
la oración, la posición primera y última confieren relevancia, y
en el párrafo éstas suelen ser las posiciones elegidas para una
oracion tópico. Van Dijk explica:
“They have a specific function in the cognitive
processing of discourse: they either “announce” the
tepic of the passage or, after a passage, confirm
the hypothetical topic established by the reader.
In this sense, the other sentences may be viewed as
“explicatingor “specifying” the inforination of the
topical sentences. “ (van Dijk 1977a:136>
La posici5n inicial se indica especialmente, porque la
información puede almacenarse en la memoria a largo plazo y
funcionar como un punto de referencia que el autor elabora
durante el párrafo (Giora 1983a:175). Esta autora afirma también
que en un experimento sobre la organización del párrafo, los
sujetos mostraron preferencia por la estructura que introduce el
nuevo tópico al final del párrafo anterior, para volver a
presentarlo en la oración topical que empieza el próximo
17
segmento (op. cit. :162> , Este resultado confirma las
expectativas del lector, relativas a que la posición final
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introduce información nueva mientras que el comienzo sirve para
destacar o recordar un tema, u orientar al receptor.
Antes de pasar a tratar el cambio de tópico de un
segmento, hay un aspecto más que tal vez conviene comentar, por
su posible utilidad a la hora del análisis. Es la
pronominalización, que ha sido estudiada en relación con
secuencias de frases, pero generalmente de una manera algo
atómica, sin buscar tina visión más global del texto. Sin embargo,
I-finds (1977:79-80) encuentra que el tópico del segmento, una vez
introducido, puede sustituirse por un pronombre, mientras que, si
pudiera crearse alguna ambigúedad referencial, los sustantivos no
tópico se expresarán con grupos nominales completos. Es decir, en
la pronominalizacic5n domina el sustantivo que lleva la
topicidad del segmento.
3.7.6. Continuidad y cambio del tópico
Una cuestión importante relacionada con la jerarquía de
tópicos y la segmentación del texto es la expresión de
continuidad o cambio de los mismos, tema que ha sido investigado
por Givón, Al tratar el tópico oracional, este autor emplea una
perspectiva superfrástica, basándose en el párrafo como segmento
mínimo. En sus intentos de aislar las características del tópico
del enunciado, habla de “degree of predictability and thus
continuity of topio NP’s” <Givón 1983:7). Para él, el tópico no
es una proposición, sino un elemento referencial dentro del
párrafo, y se reconoce por la frecuencia con la que aparece:
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IP—
“It is linked Lo the thematic paragraph in a
statistically significant but noÉ absolute fashion:
Within the thematic paragraph it is most common for
one topic te be the continuity marker, the
leitmotif, so that it is the participant most
crucially involved in the action sequence running
through the paragraph; it is the participant ¡nost
closeiy assoclated with the higher level “theme” of
the paragraph; and finally it is the participant
most likely to be coded as the primary topic —or
grammatical subject— of the vast majority of
sequentially ordered clauses/sentences comprising
the thematic paragraph. It 18 thus, obviously, the
most continuous of ah the topics mentioned in the
various clauses in the paragraph.” <Givón 1983:8—9>
Con respecto a la manifestación superficial del tópico, Givón
parte ‘le la hipótesis de que existe una correlación sistemática
entre el mensaje y el código (Givón, 1983:15>, si bien considera
‘pie esta correlación no es perfecta. Así, la expresión del tópico
seguirá la máxima: “Expend only as much energy en a task as is
required for its performance’ (op. cit.:18>, Por ello, si es
evidente qué elemento representa el tópico, la anáfora cero o un
pronombre es suficiente para expresar su continuación. Si, por el
contrario, hay un cambio de tópico, o se retorna un tópico que
queda algo lejano en el texto, es probable que se utilice una
forma marcada, para destacarlo, como en inglés puede ser la
18
construcción escindida o “left dislocation” . La regla para
expresar la continuidad del tópico la llama “the iconicity
principIe” que explica de la siguiente manera:
“The more disruptíve, surprising, discontinuous or
hard to process a topic is, the more coding
material must be assigned to it.” (Ibid.>
Las opciones que tiene el autor para asegurar la identificación
del tópico son presentadas en la siguiente escala, basada en el
inglés:
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Most continuous/accesible topic
zero anaphora
unstiressed/bound pronouns, or grammatical agreement
stressed/independent pronouns
R—dislocated DEF NP’ s
neutral-ordered DEF NP’s
L-dislocated DEE NP’ s
Y-moved NP’s <contrastive topicalization)
cleft/focus constructions
referential indefinite NP’s
Nost discontinuous/inaccessible topic
(Givón 1983:17>
De esta manera el autor comunica al lector, por medio de las
estructuras sintácticas, un mensaje acerca de la interpretación
de su texto, avisándole cuándo debe prestar más atención para
procesar correctamente el nuevo tópico de una secuencia.
También puede indicar este cambio ortográficamente, lo
cual es una gran ayuda para el lector. Algunos autores rechazan
el término “párrafo”. Grimes <1975:103>, por ejemplo, habla de
‘partitioning’, y [.ongacre <1979) piensa que la decision de
terminar un párrafo puede ser guiada por razones ajenas a su
contenido (tales como la estética>, lo cual invalida un estudio
de su estructura. Sin embargo, de Beaugrande <1980:94>, entre
otros, considera que representa una entidad conceptual dentro del
texto. Semánticamente, el cambio de tópico se reconoce cuando las
proposiciones dejan de incluirse directa o indirectamente en la
macroestructura que corresponde a la secuencia. En palabras de
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van Di,ik (1977a:138—9), hay un cambio de párrafo cuando:
‘a sentence introduces an argument or a predicate
which cannot be subsumed under higher order
arguments or predicates of the given topic”.
3.7.7. Conclusión
Nos ha parecido importante incluir las opiniones acerca
del tópico resumidas en esta sección, ya que nos aportan
conocimientos del texto, de su estructura informática y de las
estrategias de comprensión y reducción del contenido. Sin
embargo, aún reconociendo el interés del concepto, en este
trabajo no podemos analizar los ocho artículos también desde la
perspectiva del tópico e investigar, además, cómo puede estar
presente en una labor pedagógica en el campo que nos interesa. Es
evidente que tal trabajo produciría material para otra tesis. No
obstante, dado el interés para la comprensión de la noción de
topicidad, en el resumen del análisis de los temas de un
artículo (Sección 4.6.>, también nos referimos al tópico como
concepto o participante principal en el marco del párrafo.
3.8. ACLARACIONES
Antes de terminar el. capítulo, queremos formular
algunas aclaraciones. La primera se refiere a las fuentes. El
capítulo ha cubierto mucho más terreno que el previsible en un
principio porque los que parecían conceptos en parte teóricos y
en parte intuitivos muy aprovechables para nuestros fines
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resultaron ser muy difíciles de concretar. La importancia que
tienen para la comunicación parece evidente a pesar de la Calta
de acuerdo que existe con respecto a la terminología y los
conceptos cubiertos por ella. Has sido necesario, pues, dedicar
bastantes páginas a seguir y contrastar los resultados de
algunos trabajos que se han desarrollado en este área.
Desgraciadamente, no ha sido posible consultar todo lo hecho en
este campo, principalmente por lo productivo que ha sido en
publicaciones y, también, a veces, por su inaccesibilidad.
Además, hay que tener en cuenta que el propósito del trabajo no
es estudiar el desarrollo de los conceptos de tema y rema en sí,
sino de investigar las posibilidades de aplicarlos. Y a este
respecto se puede afirmar que ha sido posible establecer nociones
que resultan útiles para la aplicación tanto al estudio de los
textos como al trabajo en el aula.
Por lo que respecta al análisis que nos planteamos, no
pretendemos un estudio exhaustivo de un texto específico, sino
más bien dar un panorama de algunos aspectos de la configuración
del mensaje en ciertos textos representativos de un género. A lo
largo de este capítulo nos hemos encontrado con conceptos
interesantes por sus posibles aplicaciones en el mejoramiento de
las técnicas de lectura de los estudiante. Entre las nociones
estudiadas, aunque reconocemos la importancia tanto de la
dicotomía conocido/nuevo en la comprensión, corno de las nociones
de topicidad y macroestructura, nos ha parecido más operativo
utilizar en nuestros análisis y aplicaciones prácticas la idea de
tema y rema propuesta por I-lalliday (1967, 1985aJ’. Como ya se ha
visto, es, en principio, un concepto sencillo, por lo menos en
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el nivel que lo utilizarán los alumnos, y a la vez relativamente
rico en aspectos reveladores de los distintos tipos de
significado que se expresan en el texto.
Es sabido que el análisis temático puede hacerse de
muchas ¡llaneras, dependiendo del objetivo que se quiere alcanzar,
Nuestra tarea más urgente será la de dar cuenta de los papeles
semánticos y de la información interpersonal y textual de los
temas oracionales, empleando para ello fundamentalmente las
categorías propuestas por Halliday, como se explica en el
capítulo siguiente antes de describir y comentar el análisis.
Este entoque nos proporciona datos sobre los papeles semánticos
más frecuentes en el tipo de texto que nos interesa, lo cual es
una información valiosa para una persona que se acerca a un texto
sin dominar completamente la lengua en el que está escrito, Otro
aspecto del análisis se centra en la presencia del autor en el
texto científico, en cómo presenta su punto de vista, cómo
influye en la recepción del contenido. En cuanto a la
organizacion del texto, el análisis da cuenta de la utilizacion
de los ternas textuales, que tienen la función de indicar al
lector las relaciones entre las partes del texto y entre las
ideas que se presentan en el mismo..
Para nuestros fines, nos ha parecido más provechoso un
análisis de textos de cierta extensión —hasta ahora los análisis
temáticos suelen limitarse a trabajar con algunos párrafos, o
textos cortos, como cartas, artículos de fondo y anuncios. Aquí,
los artículos tienen de 15 a 61 párrafos, y en total, de los
ocho (cuatro de la especialidad de Economía y cuatro de
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Filología) se han analizado unos 1500 temas oracionales, con lo
cual se consigue una muestra de tina amplitud que permite hacer
algunas verificaciones sobre las frecuencias de diferentes
elementos funcionales.
Se ha hecho, además, un análisis de la función del tema
como orientador del lector en uno de los artículos con el Úin de
mostrar cómo el contenido del tema guía la recepción del
significado del enunciado y crea la manera en la que se
desarrollan las estructuras retóricas dentro del texto. Dada la
extensión de los artículos y la clase de análisis —de estrategias
comunicativas comunes a todo tipo de comunicación— api icario a
tantos textos hubiera producido unos comentarios muy largos y
algo repetitivos. Por estas razones, hemos considerado que con un
ejemplo se puede apreciar sus posibilidades en la didáctica, sin
extendernos más en un trabajo ya muy productivo en volumen de
datos.
Y, finalmente, nos gustaría hacer ciertas aclaraciones
con respecto al enfocjue del análisis. Es posible que el lector se
haya preguntado ¿por qué este capítulo se concentra en el tema
de la oración y se habla poco del rema? La respuesta es la
siguiente: porque el objetivo de este estudio es encontrar
regularidades en ciertos tipos de textos que resulten de
aplicación práctica a las estrategias de lectura en una lengua
extranjera y nos ha parecido que este elemento es el que tiene
más probablidades de poder aprovecharse para estos fines,
El tema de una oración es un segmento fácilmente
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reconocible, por lo que no hacen Calta conocimientos de
linguistica para encontrarlo. Tiene un numero limitado de
funciones, o papeles semánticos, como veremos en la descripción
de los resultados de los análisis, y conocerlas sería tina
información más que le ayudaría al alumno a sacar el significado
de un texto del que no dispone de todos los elementos necesarios
para su correcta comprensión. Las runciones textuales e
interpersonales se encuentran frecuentemente en el tema, y si el
alumno las sabe reconocer e interpretar, lo dirigirán por el
camino trazado por el autor para llevar a su lector a la meta: su
mensaje.
Ciertamente, el lector encontrará más elementos léxicos
19
desconocidos en el rema, y también estructuras más complejas,
lo cual significa que esta parte de la oración presentará también
dificultades. Es, además, en el rema donde el escritor presenta
la parte más importante desde el punto de vista del objetivo de
la comunicatición. Sin embargo, no es fácil generalizar de una
manera aprovechable para el alumno sobre esta parte de la
oración. El hecho de que hay pocos estudios que se dedican a ello
es significativo de la posible infructuosidad de tal empeño. Los
análisis de Fries <en prensa, b) a la vez que son de gran
importancia en el estudio del texto y la enseñanza de la
redacción, resultan de difícil aplicación para nuestros fines,
excepto en un nivel orientativo y muy general. El alumno buscará
hacia el fin de la oración lo más importante para la comunicación
en un texto dado, pero el lingúista, de momento por lo menos, no
está en posición de poder generalizar sobre lo previsible en este
lugar. Intervienen muchos factores pragmáticos, algunos de los
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cuales el alumno, como especialista en el campo del que trata el
texto, estará más preparado para prever que el propio lingUista.
Quizá sería mejor, de momento, limitar el alcance de nuestro
análisis aunque el resultado sea una visión parcial del texto.
Por otra parte, el lector debe tener en cuenta en todo momento
que este trabajo no persigue un análisis exhaustivo de los
artículos representativos de la meta de los alumnos, sino la
selección de aquellos aspectos que sean relevantes para un
trabajo principalmente práctico. Los análisis muestrarán las
posibilidades del enfoque temático explicado aquí y la
experiencia en el aula, su utilidad.
NOTAS
i. véase los trabajos de Ertí o Trávnícek (citados por
~1athesius, 1927, Firbas, 1964b, 1974) acerca del checo. También a
este respecto, Weil (1844:2) comenta de las clásicos que buscaban
la explicación del orden en “des motifs. . . tirés de l’euphonie”.
2. Es interesante notar a este respecto la recomendación,
cincuenta años más tarde, de Kozhina <1983:155—6) acerca del
empleo del orden objetivo ( o “directo”> —de tema antes de renta—
para el lenguaje burocrático, científico y escrito en general.
3, A pesar de la aceptación de este concepto por muchos
lingúistas, no se muestran unánimes al respecto. Prueba de ello
es esta cita de Chafe (1976:33): “it has not been demonstrated
linguistically that given vs. new 15 anything more than a
discrete dichotomy.” No obstante, los análisis de Prince (1981>
respaldan la opinión contraria (Sección 3.4.3’)’
4, Recientemente este aspecto de la comunicación se ha estudiado
cuantitativamente con unos resultados interesantes <ThompSOn,
1988).
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5, Como apunta Keenan (1976:312), se aceptan como conceptos
básicos en las ciencias sociales “cluster concepts”, formados por
un conjunto de características.
6. Esto, si simplificamos mucho. Beaugrande y Dressler <1981:119—
20) han encontrado diez conceptos referidos a tópico/comentario y
tema/re ma.
7. Es difícil decidir dónde incluir el punto de vista de Grimes
(1975), que utiliza “tópico” para el elemento en el discurso,
debidamente señalizado <en inglés por colocarse en primera
posición), que representa la elección semántica “tema”, que
significa punto de partida.
8. Otro análisis hecho por Enqvist con resultados interesantes se
limita a considerar todo lo que precede al verbo como tema.
Tejada Caller (1986:215) informa que son ~~muy nunerosos” los
casos de tema delante de rema, pero no ofrece más detalles de sus
análisis.
9. Thompson explica que esta cadena está formada por las
expectativas globales creadas por el co—texto y el contexto, por
una parte, y por los objetivos que ve el lector en el texto o
que proyecta en él, por otra. Con este fondo cognitivo, el lector
procesa la cláusula de finalidad, la cual, a su vez, crea otras
expectativas.
10. Once oraciones del texto quedaron sin clasificar, a causa
de la dificultad que suponía la determinación de la parte más
importante, Parece que este problema se debe al tipo de texto,
que explica tos pasos del argumento filosófico.
11. Naturalmente la frecuencia varia con el tipo de texto, hasta
diez veces segt~n ~uirk et al. (1985:166>. En textos
periódisticos, Givón (1979:58) encuentra sólo un cuatro por
ciento de verbos en pasiva, siendo su explicación que en las
noticias el interés se halla centrado en los acontecimientos,
‘1donde el papel principal lo hace el hombre. En un texto muy
intelectual”, sin embargo, el porcentaje subió a un 18 %. Alían
(1986:100-lOl) comenta la frecuencia en comparación con otras
lenguas del uso de la voz pasiva en el inglés hablado. A pesar de
ello, en la lengua escrita sólo uno de cada siete verbos aparece
en esta forma (i.e. el 14%).
12. Véase, por ejemplo, Sampson 1972 o Bollnger 1977>.
13, Tampoco se encuentran ejemplos de ‘be” con el significado de
“suceder”, ni otros verbos que expresan “a characteristic stereo-
type action-state associated with a particular noun” <Givón
1979:72), ambos casos típicos de “there”.
14. Preocupa, por lo tanto, oír a profesores de redacción en las
universidades americanas quejarse de la necesidad de tachar “allí
those empty ‘its’”, sin tener en cuenta que forman parte de
estructuras con una Función comunicativa en los textos que
producen sus alumnos.
315
15. Es interesante notar que la definición del primer elemento en
el trabajo de Alían (1986:83) incluye específicamente esta
posibilidad : “The first propositional constituent, or the first
part of an initial discontinuous propositional constituent in a
clause or utterance.”
16. Véase, p, ej., Enkvist (1973>, quien hizo un análisis con
resultados interesantes tomando como tema todo lo anterior al
verbo.
17. Este resultado pone en duda la regla que propone Paduceva:
“At the beginning of a new paragraph there must be a phrase in
which the primary name either is not dominated at alí or is
dominated by a word which is not froin the last twa or three
phrases, but from sorne earlier one.” (Paduceva 1974:58>.
18. ofrece la cifra de alrededor de lb cláusulas de distancia
para Itt utilización de esta construcción. CGivón 1983:20—21>.
19. Los grupos nominales en el rema son mucho más largos que los
del tema (Fries en prensa b>. Este último puede representarse
por un elemento pronominal o una elipsis ya que hace referencia a
objetos conocidos.
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CAPITULO IV: EL ANÁLISIS TEMÁTICO
4.1. EL TEMA SEQUN HALLIIYAY
En este capítulo ponemos en práctica las conclusiones
del Capítulo III: aplicamos el concepto de tema que nos pareció
más operativo, dados nuestros objetivos pedagógicos, a una
muestra de textos sacada de la bibliografía recomendada a
nuestros alumnos en sus Facultades. Se estudia el tema desde
varios enfoques, pero siempre con una finalidad, la de encontrar
estrategias aplicables a la pedagogía de la lectura. El modelo de
análisis elegido, el de la gramática sistémica—funcional
(Haliday, 1976, 1985a etc.), proporciona un instrumento que
abarca distintos aspectos de la comunicación, resumidas en las
tres macrofunciones que distingue: ideational interpersonal y
textual. Desde esta perspectiva, en el análisis podemos
distinguir entre el contenido del mensaje, la posición del autor
frente a esta información, y las orientaciones metatexuales.
También proporciona un método de análisis que sirve para estudiar
los papeles semánticos que tiene el tema en los textos. Por medio
de este instrumento, hemos descubierto los tipos que resultan más
frecuentes en los artículos. También hemos abordado un aspecto de
ita lengua que permite una flexibilidad de expresión, la cual
influye en el análisis y necesita una explicación: la metáfora
gramatical. Al final del capítulo presentamos el análisis de los
temas de uno de los artículos para mostrar su funcionamiento en
la presentación del mensaje en un texto completo.
No es de extrañar que un estudio de la realización de
significados en estructuras sintácticas se encuentra muchas veces
con dificultades ocasionadas por la falta de isomoinorfismo entre
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las macrofunciones y su traducción en formas gramaticales. Para
llevar a cabo el análisis, hemos tenido que resolver estos
problemas de manera que los resultados reflejen lo más fielmente
posible el significado del articulo. Con este fin, hemos
recurrido a los expertos —tanto en linguistica sistérnica como en
1
las materias tratadas en los artículos . Las decisiones sobre la
segmentación en macrofunciones y la asignación a clases
semánticas que se encuentran en este capítulo son el resultado de
estas consultas, En la siguiente seccion explicamos la solución
que se ha dado al análisis temático de ciertas estructuras más
problemáticas.
análisis,
empezando
Hall iday
cláusula
donde si
comentado
para el
Entre los
realizada
que más s
marcada
respecto
eno ontramo
Ualii da y,
nuestros
Antes de pasar a exponer los resultados de los
recordamos brevemente al lector nuestras bases,
por las características del tema. En la gramática de
(1967, 1985w), el tema es el elemento funcional de la
inglesa que se encuentra en la primera posición, desde
rve para dirigir la recepción el mensaje. Como se ha
muchas veces, el papel de sujeto es el más frecuente
tema, por lo cual se le considera el caso no marcado.
casos marcados, la función más usual es la de adjunto,
por un grupo adverbial o un grupo preposicional; y la
e destaca y, consecuentemente, se interpreta como mas
en esta posición es la de complemento del verbo. Con
al grupo verbal como tema, en nuestros textos
s con cierta frecuencia el imperativo, que, segun
hace un papel a la vez interpersonal y experiencial. En
textos, el autor utiliza el imperativo para crear una
interacción más directa con el lector. También aparece alguna vez
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como sujeto y tema el infinitivo, pero la otra manera empleada
con frecuencia para tematizar el proceso verbal es la
sustantivación. Dado el tipo de texto analizado, no hemos
encontrado la forma verbal antepuesta a su sujeto y, por
consiguiente, acaparando La posición temática.
Hasta ahora el comentario se ha referido a las
oraciones declarativas. Las interrogativas tienen como tema el
elemento QU, que especifica cuál es el punto desconocido y, por
ello, interesante para el hablante. En cuanto a la interrogativa
total donde lo que importa es el sí o no respecto de la
proposición que enuncia la pregunta, Halliday considera el
operador (operator> junto con el sujeto, como tema. El hecho de
que sea la posición inicial la elegida para indicar la función
interrogativa —dato que interesa conocer al comienzo de la
recepción del mensaje- apoya, para Hallida?, su tesis sobre la
identidad “tema lo que se coloca en primer lugar”.
Ahora bien, siendo la función de la organización
temática la de presentar el mensaje que contiene la oración,
pueden formar parte del tema elementos que realizan las tres
macrofunciones que tiene la lengua : la experiencial~ que sirve,
como su nombre indica, para comunicar la experiencia
extralingúistica, para expresar el contenido; la interpersoflal.
con la que el emisor interviene en el texto, expresando tina
opinión o una actitud frente a este contenido; y la textual, que
relaciona el contenido con el co-texto y el contexto e indica la
estructura lógica del argumento.
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La única macrofunción cuya presencia es obligatoria en
el tema es la experiencial (que Halliday denomina “topical
theme”, término que se evita en este trabajo); la interpersonal y
la textual no necesariamente aparecen en cada oracion. De la
misma manera, veremos que sólo puede aparecer un elemento
experiencial, mientras que textual e interpersonal puede haber
mas. Se caracterizan, sin embargo, porque cuando aparecen varios
elementos interpersonales, éstos recalcan una sola actitud. El
ejemplo (1):
(1> It is certainly inadequate, however, just to say that
the real wage is too high. UNEMPL 26—6
contiene las expresiones de la opinión del emisor “certainly
inadequate” y “just to say” donde ambas insisten en la pobreza
del argumento propuesto.
El tema textual se compone de diferentes tipos, a
saber, los continuativos: por ejemplo, ‘Ves”, “well”, los
estructurales: conjunciones obligatorias y marcas de relativo, y
los conjuntivos: por ejemplo “therefore”, “nevertheless”, “in
other words” (Halliday 1985a:54). Puede aparecer más de una
clase en una oración, como se ve en (2):
(2) Thus, e.g., sorne philosophers ask ‘1{ow can a promise
create an obligation?” SPACT 8—2
En <3) es necesaria la presencia de la oración anterior para
apreciar la función conclusiva de “then”:
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(3) a)If firms typically operate along IJ—shaped cost
curves, entry of optimum sized firms could even be the
vehicles by which investment occurs. UNEMPL 28-4
b)But, then a quite remarkable configuration could
arise. IJNEHPL 29—1
4.2. PROBLEMAS DE SEGMENTACION
4 .2. 1. Introducción
Ahora que hemos visto en qué consiste el tema, y cuáles
son las tres clases, podemos abordar un problema que se presenta
frecuentemente en los textos : la segmentación de las estructuras
de extraposicion. Hemos dicho que el tema es el primer
constituyente de la oración, pero, a la hora de buscar el tema en
estas estructuras, no está claro cuál es la delimitación de este
elemento. La primera cláusula en la extrapOsicióll puede expresar
un proceso atributivo (“it is clear”), uno locutivo <“it is
said”> o uno mental (“it is thought”> que introduce o
“proyecta” otra cláusula dependiente. El problema es el
siguiente: si “it” no se refiere a un participafltei aunque sea
sujeto, es difícil argumentar que reune las características del
tema experiencial~ Cabe preguntarse, entonces, cuál es el
elemento que tiene esta función. En este apartado se describen
estas estructuras y se explica cómo se ha llegado a su análisis
temático.
4.2.2. La extrapOSiciórfl “it” más adjetivo
Es posible que el lector se haya fijado en el primer
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elemento llamado interpersonal en el ejemplo (1) citado arriba:
(1> It is certainly inadequate just to say
Aquí tenemos una oración con sujeto vacío en el lugar del terna
experiencial, y sujeto pospuesto —un tipo de oración frecuente
en los textos analizados, por las razones que se expondrán más
adelante. Ahora consideraremos posibles soluciones al análisis
temático de esta estructura. Es necesario explorar con cuidado
los tratamientos posibles de esta forma oracional, dado que su
frecuente elección por los autores de los artículos debe ser
significativa.
Existen varias maneras de abarcar el problema,
partiendo de la sintaxis y acercándose cada vez más a la
semántica en una búsqueda del significado subyacente, que es lo
que el alumno tiene que encontrar. Para empezar, se podría
considerar que el sujeto vacío nos remite al sujeto “verdadero”,
pospuesto. Sin embargo, si hemos aceptado la importancia de la
posición inicial para el tema, por ser ésta la única que permite
que cumpla su misión de introducir al lector en la proposición,
desde el enfoque elegido por el autor, este análisis resulta poco
coherente. Hay que dar cuenta del hecho de que el utilizar la
construcción con sujeto pospuesto tiene significado contrastivo
con su no—utilización.
Dada la frecuencia e interés de este tipo de
construcción en los textos, se hará un breve paréntasis para
considerar posibles tratamientos temáticos de este “it”. Existen
análisis (por ejemplo Halliday 1985a:60, Butíer, 1988,
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comunicación personal), basados en la cláusula, que lo consideran
tema experiencial. También Bolinger (1977>, argumenta a favor de
la tesis del contenido referencial de “it’, en cuyo caso habría
que considerarlo el tema experiencial. Para el propósito de este
trabajo, no parece muy clarificador este punto de vista. Por otro
lado, Quirk et al. (1985:1391> -para quienes, siendo el tema el
primer elemento en la oración, estaría representado por “it” en
oraciones del tipo “It is not surprising that. . . “- lo llaman
“sujeto anticipatorio”, sugieriendo así que no es un elemento
independiente.
Dado que no hemos encontrado en los gramáticos una
solución que nos convenza, volvamos al ejemplo <1):
(1> It is certainly inadequate just to say that the real
wage is too high.
Si descartamos “it” como primer elemento experiencial, parece
difícil elegir el verbo copulativo, por lo que pasamos al grupo
adjetivo: “certainly inadequate”. El núcleo del grupo es un
adjetivo de tipo valorativo, por lo cual tiene la misión de
representar una actitud —la del autor- frente a un contenido.
Como se acaba de ver, ésta es la misión del tema interpersonal,
por lo que todavía parece que nos falta el tema experiencia1. El
siguiente sintagma está formado por un verbo locutivo, y un
adjunto con función interpersonal (Halliday 1985a: 50 y 83). Este
verbo se sigue de un tema textual, de tipo estructural: “that” y
proyecta la cláusula ‘the real wage is too high’t. Dada La
intensidad de expresiones interpersonales, no parece descaminado
considerar que todo lo que precede está destinado a asegurar que
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el lector entienda cómo tiene que procesar la información que
contiene dicha aseveración. El tema experiencial —puesto que todo
lo anterior pertenece a otras ¡netafunciones, principalmente la
interpersonal— sería, pues, “the real wage’.
El ejemplo que se acaba de comentar resulta más
complejo por estar formado por el adjetivo valorativo junto con
un verbo locutivo <cuya problemática se tratará más adelante).
Los temas interpersonales que aparecen en la estructura “it +
adjetivo valorativo” consisten, como en los ejemplos que se dan
a continuación, solamente en el adjetivo seguido del sujeto
pospuesto realizado por una cláusula con “that” . Se han
seleccionado oraciones con las dos funciones sintácticas del tema
que se encuentran en esta estructura en los textos analizados:
sujeto y adjunto realizado por un grupo preposicional. El
subrayado indica la extensión que tiene cada tema, y la linea
oblicua lo divide en interpersonal, textual y experiencial. Se
indica, como siempre, la procendencia (nombre abreviado del
artículo y número de párrafo y oración) de cada ejemplo.
(4) It is not surprisin&that component 6 was not selected,
since its variance was relatively small. MULTIVAR 21-5
<5) It seems unlikely,/however./that the real wage will
stay constant for ever, UNEMEL 13—4
<6> It has become abundantl~ clear/in the psycho—linpuistic
research of recent vears that the process of human
communication is far more intricate and varíed than was
once thought. SYSEPRAG 2—1
En este análisis, basado en la oración ortográfica, y
no en la cláusula, no se ha contabilizado la conjunción “that” —
tema estructural y parte del tema textual según Halliday— dentro
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de esta macrofunción, puesto que es un elemento obligatorio de la
estructura sintáctica, no el resultado de una eleccion. Desde
nuestro enfoque, que tiene interés por los medios que emplea el
autor para, en este caso, indicar al lector relaciones textuales,
su inclusión distorsionaría la descripción de los datos.
Las decisiones por las que se ha llegado al análisis
que se acaba de describir se apoyan en la solución que da
Flalliday (1985a:59-SO> a las oraciones escindidas. Allí, ofrece
dos niveles de análisis, uno de las dos cláusulas, y otro de la
relación entre ellas <Tztema, Rrema):
(7> It’s love that nafres Ube world go round
T T [1
T R
De la misma manera, nuestro análisis del ejemplo C4> seria:
<8) It is not surprising that component 6 was not selected
T R T R
T II
donde, en un primer nivel, “that” sería el tema textual
(estructural) de la segunda cláusula. Butler (1988, comrnunicación
personal> se muestra de acuerdo con el siguiente paso, que
consiste en reconocer la función interpersonal de “surpnising”,
aunque le queda una duda respecto del estatus de “that”. El
análisis quedaría entonces asi
<9) It is not surprising that component 6 was not selected.
Interpers (Tex) T R
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Hay que tener muy presente al evaluar las decisiones
que se han tomado para llevar a cabo este análisis que el modelo
que se ha seguido se basa en la cláusula, mientras que en este
trabajo, por las razones expuestas anteriormente, la unidad
empleada para el análisis temático es la oración. Una constante
en la obra de Halliday es la aplicabilidad de sus categorías en
diferentes niveles de “delicadeza” (delicacy). Al igual que la
cláusula independiente tiene su terna, lo tiene la dependiente
también, y hasta el grupo, o, para cambiar de escala, el párrafo,
la sección y el texto. Frente a tal afirmación habrá que hacer
las matizaciones pertinentes. Así, en el nivel de las estructuras
menores, el condicionamiento sintáctico tiene un papel mayor,
m~efltra5 que en el de las mayores, el significado de la función
del tema empieza a cambiar cualitativailiente. Volveremos sobre
esta cuestión y su relación con la comprensión lectora más
adelante (Sección 4.7.). Ahora, nos interesa la aplicación en el
nivel que hemos elegido.
Este análisis plantea otro problema, dado que los
adjetivos valorativos que forman el tema interpersonal en los
ejemplos que se acaban de citar pueden tener otra fundan. Como
hemos visto, indican la posición del autor frente a un enunciado:
(10) It is clear, however, that SYSEPRAG 10—5
Pero también estos adjetivos en una construcción pospuesta pueden
formar parte del desarrollo del texto, al evaluar un hecho, en
vez de una proposición en el texto:
327
(11) It seemed most sensible to do this by looking at actual
ownership... MULTIVAR 43-2
(12> It was therefore necessarv to place a dividing line.
MULTIVAR 45-3
(13> Anyway, it is good to be faced by a brute fact that
needs explanation. UNEMPL 2-7
(14> 1 mean it is hard to imagine a plausible theoretical
framework in which the question ínakes sense. UNEMPL 7—2
Aunque, sin duda, aquí se expresa la opinión del autor, no
obstante, el propósito comunicativo en estas oraciones e.s la
predicación de esta evaluación, mientras que en los anteriores
ejemplos, el punto de vista del autor tiene un papel subsidiario,
de comentario al enunciado principal. Estos casos encajarían
dentro de la modalidad no epistémica, en la cual, como explica
Downing (1986:174):
“These are not the speaker ‘5 comments on the
process but form part of the content of the clause
itself, thus belonging to what Halliday calis the
ideational function of language.
Otra indicación de la clase de adjetivo se encuentra
en la estructura sintáctica,. Aquí, a diferencia de los temas en
“that”, la evaluación está seguida sistemáticamente de la
construcción con infinitivo. En estos casos, se ha considerado
que la misma evaluación es el tema, a pesar de que los adjetivos
que cumplen esta función pertenezcan a la clase que expresa una
actitud subjetiva (“attitudinal epithets”, Halliday 1985a:163).
Por estas razones, hemos considerado que se trata de:
“a semantic region where the two functions, the
ideational and the interpersonal, overlap, that of
speaker’s commentary on the contentA’
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reconocido por Halliday (Kress ed., 1976:211>.
Los adjetivos que se encuentran en las estructuras
pospuestas pertenecen a las clases descritas por Quirk et al.
<1985:1224), que agrupan a los que tienen que ver con la verdad
o el conocimiento (por ejemplo “true”), con la modalidad o el
deseo (por ejemplo “necessary”, “impossible”), o los que son
adjetivos de emoción (por ejemplo “surprising”>. Los grupos
primero y último suelen realizar el tema interpersonal puesto que
comentan de alguna manera la verdad de un enunciado mientras que
los del segundo grupo pueden funcionar como tema valorativo en
solitario, como se acaba de describir.
Para especificar mas acerca del material analizado, los
significados encontrados pueden resurnirse en las siguientes
oposiciones semánticas:
Temas interpersonales
:
más o menos a>
e)
Ternas valorativos
más o menos
claro,
verdadero,
característico
sorprendente
probable.
a) conveniente o útil
b> necesario
c> posible
d) difícil
e> característico
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Cuando existe una duda respecto del tipo de tema, a pesar de la
ayuda de la sintaxis, se ha buscado la clave en el texto. Si se
considera que el propósito del autor es el de comentar su
compromiso con la proposición expresada en un enunciado, y no
simplemente aseverar un hecho, entonces se ha analizado como
parte del tema interpersonal. No es extraña esta dificultad. Con
respecto a tal clase de adjetivos, como vimos en la cita supra
I{alliday considera que no está clara la línea divisoria entre
estos usos. Además, como acabamos de ver, la clasificación no
resuelve el problema del análisis temático, dado el grado de
solapamiento que existe entre los conceptos.
inc luye
expresión
340> llama
hecho como
utilizamos
re al mente
mismo.
Esta utilización de una estructura impersonal que
un adjetivo de tipo valorativo para conseguir una
de modalidad es un ejemplo de lo que Hallíday (1986a:
“la paradoja” de este sistema. Cuando se tiene un
cierto, no se hace más que enunciarlo, pero si
“a high value probability” (ibid.>, esto significa
que se reconoce un cierto elemento de duda sobre el
Una solución posible es conseguir que parezca objetivo
y, en vez de utilizar un adjunto modal (la manera “congruente”
com veremos en la Sección 4.5., sobre la metáfora gramatical>,
emplear una cláusula impersonal que presente la evaluación que
hace el emisor como un simple hecho. Así, en el género al que
pertencen los textos analizados, para convencer, hay que
presentar el argumento de una manera objetiva. Naturalmente, el
lector debe estar consciente de esta “manipulación” que se
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realiza a través de los recursos de la sintaxis.
4.2.3. La extraposición: “it” más verbo
Un problema formalmente parecido se presenta en las
estructuras que también comienzan con “it” vacío, y tienen el
sujeto pospuesto, formado por una cláusula dependiente. En estas
estructura, sin embargo, el verbo no es copulativo, sino casi
siempre de tipo locutivo. También se ha encontrado un grupo
pequeño de verbos del tipo “ Note Lhat. .“ “Suppose that. .“, que
se emplean en los artículos para dar al lector instrucciones
acerca de la función o relevancia de la proposición que sigue.
Un problema para la comprensión de esta construcción es
que parece que la misma estructura, con el mismo tipo de verbo,
tendría el mismo significado. pero en el caso de los locutivos,
no es así. Aunque se emplea una forma impersonal, puede servir o
para introducir una opinión personal, la del autor, o una opinión
en contradicción con el parecer del escritor. Es decir, la misma
estructura indica a veces “yo digo” y a veces “otros dicen”. Lo
segundo es menos frecuente, siendo la proporción encontrada de
3:1. Ejemplos que presentan la opinión del autor son los
siguientes
MULTIVAR
<15> It was assumed 26—5
CONRELS
(16) It might be said 3—4
(17> Generall3’ it can be said 7—5
(18) However, it can be shown 11—3
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CORRCOM
Indeed, it will be argued
rt has been shown
Thus it has been remarked
LANDEV
Again it is maintained
It is claimed initially
It is also argued
3—4
12—5
20—3
25—2
30-2
24—1
En (16), el contexto indica que el significado es “nosotros
podríamos decir” y en <20) se refiere a una demostración que el
autor presentó en el texto con anterioridad.
indica que
directamente
En los ejemplos (25> a (28>, sin embargo, el co—texto
no habla el autor, aunque sólo una vez se refiere
a la fuente de la información:
It has been suggested
It ½ also contended by Robinson et al
Of course, it may be counter—argued
It Ls often argued
MULTIVAR
LAN 0EV
COR ROOH
UNEN PL
Es interesante constatar que, en las dos listas de ejemplos, el
último grupo verbal difiere solamente en una palabra
(28
(24
It is often argued
It is also argued
Aquí, el co-texto proporciona la clave para la interpretación de
la identidad del emisor.
La razón por la que se eligen estas estructuras resulta
evidente. El autor las emplea para disfrazar de aseveración
objetiva una opinión que es personal. Como explica Halliday:
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19)
(20)
(21>
(22)
(23)
(24
(25
(26>
(27
(28>
10—3
28—1
30—4
50-1
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“they are different ways of claiming objective
certainty . . for something that is in fact a matter
of opinion” <1985a:340>
Y, si expresan una opinión del autor, su función es
interpersonal, aunque se encuentren en forma de una cláusula
finita, Con respecto a la macrofunción interpersonal y este
problema de análisis, la siguiente cita es aclaratoria:
“Modality represents the speaker’s angle, either on
the validity of the assertion or on the rights and
wrongs of Uhe proposal; in its congruent form, it
is an adjunct to a proposition rather than a
proposition in its own right.’Halliday 1985a:340)
Esta estructura, entonces, se ha considerado el tema
interpersonal porque su función se asemeja a la de adjuntos como
“obviamente” y “claramente”
4.2.4. Sujeto personal más proceso mental o locutivo
Basándonos en el argumento que se acaba de exponer, las
referencias “abiertas” a lo que piensa el autor tienen la misma
función, por lo cual se las ha analizado también como tema
interpersonal. Sin embargo, no es posible diferenciar en todos
los casos, el papel del autor dentro de la oración, ya que ésta
tiene en su totalidad la función de informar sobre el texto: su
estructura lógica, la marcha de la exposición etcétera. Las
frases que cumplen esa función se han denominado aquí oraciones
textuales (en los ejemplos: O.T.>, y en ellas se mantiene el
papel del autor como emisor o experimentador. Los siguientes
ejemplos de procesos locutivos y mentales representan temas
interpersonales;
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UNF MPL
<29) 1 suspect that 6—7
<30) 1 want to argue that 8—2
(31) Perhaps 1 had better say what 1 mean by (O.T. ) 7-1
MILSPEND
(32) We would argue that 5—1
(33) We believe that 6—3
(34> We are not suggesting that 10—1
5PACT
(35> Y think it is essential 2—2
(36> Y am inclined to think 6—6
(37) Y shall say, therefore, that 10-8
(38) Y think there are 16—3
CORRCOM
(39) 1 shall argue that
there is evidence against the analysis. (O.T. > 23-3
CONRELS
(40> We would contend that 44
Los otros artículos sólo utilizan la Corma impersonal para
conseguir un tono de objet ividad mayor.
Terminamos con un comentario sobre el análisis de
textos que muestran una presencia continuada del autor y una
relación autor—lector explícita. Creemos que se conseguiría más
fidelidad a los objetivos del escritor si se clasificara esta
presencia como función interpersonal. De no ser así, se
terminaría con un número desproporcionado de tema = emisor, que
no reflejaría su verdadera función. Además, como se verá en la
Sección 4.3.5., este papel semántico es muy frecuente en los
textos analizados, incluso si no contabilizamos las veces que
aparece e]. autor como sujeto personal de un verbo locutivo o
mental.. Además, se puede apoyar nuestra decisión de considerar
estos ejemplos como interpersonales, en el siguiente análisis
hecho por Halliday (1985a:59>:
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C41) Y don’t believe that pudding ever will be cooked.
T R T R
Interpers T E
4.2.5. La oración textual
Una característica de los artículos científicos es la
presencia del autor a través de los comentarios que hace respecto
de sus intenciones, globales o parciales, durante la marcha de la
exposición del argumento. Como se acaba de mencionar, en el
análisis se han denominado oraciones textuales las que se ocupan
de hacer estas puntuaciones metatextuales. En estos enunciados el
autor se dirige directamente al lector, informándole acerca de
la estructura y función de las distinas partes del artículo.
Las oraciones textuales que se han encontrado son tanto
anafóricas como catafóricas, aunque predomina esta última clase.
Se referieren al texto completo, a una sección o a una unidad
pequeña, que puede ser incluso una sola oración. Veamos algunos
ejemplos:
Catafóricas - texto completo
<42> This present paper does not attempt to give a basic
theoretical comparison of traditional and new
multivariate methodology. , . MULTIVAR 4—1
(43) The more limited aim is to show possible uses of
four traditional methods which seem particularly
useful in the study of regional economics.MULTIVAR 4—2
(44) mis paper proceeds through a brief descriptión of
a statistical technique to an evaluation of whether
factor analysis is a desirable step in the
prediction of the visual quality of landscape by
statistical methods. LANDEV 45
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(45> In Uhis paper, we wish to present yet another
series of observations and analyses on the
reiationships among international tensions and geo—
political considerations, capitalist prosperity,
and military expenditure for British readers
possibly unfamiliar with research currently under
way in the U.S. MILSPEND 3—2
(46> So Y propose to raise and discuss sorne theoretical
issues suggested by the form that the analytical
debate has already taken. UNEMPL 7—3
(47> It is not mg intention to prejudge the answer but
rather to clarify the question. IJNEMPL 8—3
En el ejemplo (47>, el co-texto nos indica que, efectivamente, el
articulo entero, y no sólo una sección de él está dedicado a
esclarecer el significado de la pregunta y las presuposiciones
que encierra.
Catafóricas - sección del texto
<48> Hg way of introduction, perhaps 1 can say why Y
think it is of interest ami importance in the
philosphy of language to study speech acts, 0w, as
they are sometimes called, language acts or
lingulstic acts. SPACT 2-1
(49> 1 shall confine mg discussion of these notions to
those aspects which are essential to mg main
purpose in this paper, but, even so, what 1 wish
to say comcerning each of these notions, if it were
to be at alí complete , would require a paper for
each; however, sometimes it may be worth
sacrificing thoroughness for the sake of scope and
1 shall therefore be very brief, SPACT 4—6
(50> Before examining the results of the regressions,
one further aspect of causation must be mentioned.
MULTIVAR 19-1
<51> In the next section the data used in the study are
presentad while the remaining four sections deal
with the four multivariate methods. MULTIVAR 44
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Catafóricas - pequeña parte del texto
(52) 1 shall illustrate this with an example. SPACT 18-8
(53> Perhaps 1 had better say what 1 mean by a badly
posed question. UNEHPL 7—1
Anafóricas - texto completo
(54> Let us now attempt to give perspective to the
arguments and conclusions of this paper. CORRCOM 45—1
(55> This paper reports on an experiment designed to
test the desirability of factor analysing landscape
elements before their use as independent variables
in statistical methods of visual—quality evaluation
as suggested by Robinson et al (1976). LANDEN 32—3
(56) We do hope, however, that we have shown that
structural relations between sentences are relevant
to the description of certain structures within
sentences • CONRELS 15—2
Anafóricas - sección del texto
(57) We have thus far, however, assessed only the
additive influences of these variables, implicitly
assuming no statistical interaction between
economic fluctuations and dornestic policy events.
MILSPEND 23-1
(58> 1 might summarize this by saying that 1 ant
distinguishing betwen the illocutionary act and the
propositional content of an illocutionary act.
SPACT 13-1
(59) So far we have considered only the case of a
sincere promise. SPACT 44—1
No se han encontrado ejemplos que completasen el grupo
anafórico con referencia a una oración o una parte muy limitada
del texto.
En el grupo catafórico es interesante que si bajamos de
nivel un paso más, la función de la oración textual la cumple ya
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el tema textual dentro de la oración. En un ejemplo como (60>:
(60> In other words, the analysis given aboye
accounts for ah that is problematic under the
alternative assumptions. COERCON 44—1
el tema textual indica al lector cuál es la función de la parte
experiencial del enunciado. De la misma manera, las oraciones
textuales lo hacen para la siguiente sección del artículo.
4.2.6. Conclusión
Para establecer las bases del análisis y distinguir
entre las distintas clases de información que aparecen en el
texto, hemos intentado buscar soluciones de acuerdo con la
gramática sistémica—funcional. Aunque algunas decisiones a
primera vista pueden resultar poco ortodoxas, hay que tener en
cuenta el nivel del análisis y el segmento que hemos decidido
examinar. Existen apoyos para nuestros análisis en otros
trabajos, tanto de la misma escuela (Francis, 1989> como de fuera
(Lautamatti, 1978). La segunda autora, que basa su trabajo en la
equivalencix del tópico con el sujeto, nos interesa por sus
comentarios desde una perspectiva distinta de la nuestra acerca
de los elementos “no tópicos” que se encuentran al principio de
la oracion, Distingue por una parte los conectores y marcas
metalingUisticas, y por otra los indicadores de la modalidad y
otras marcas de la fuerza ilocutiva. En cuanto al análisis de las
realizaciones de esta información no experiencial, Lautainatti
considera que en los ejemplos (61) a (63):
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(61) Biologists suggest that new-born children
<62) As biologists suggest, new—born children
(63) Obviously, new-born children
“the initial element in the sentence, whatever its
form, is a modality marker, while the actual topical
material appears in the following clause.”
Francis (1988:10) sigue la misma linea en su análisis sistémico,
como muestran sus ejemplos de temas interpersonales
<64) Yt doesn’t make sense for youngsters approaching
school—leaving age
(65) Small wonder then that it was to these designers
Para terminar, teniendo en cuenta nuestros fines es
interesante notar la relación que se da entre las funciones
textual e interpersonal y el procesamiento del mensaje, también
comentado por algunos autores fuera de la escuela sistémica.
Lautamatti <1978:76> indica que su primer grupo —conectores y
marcas metatextuales— se ocupa de la organización interna del
mensaje, mientras que los constituyentes del segundo —información
sobre la fuerza ilocutiva y la modalidad— “help the reader relate
the content matter to a larger framework of knowledge” <ibid.).
Brown y Yule (1983:133> también hacen hincapié en la función
cognitiva de los comentarios metatextuales:
“It is clear that this thematised ‘metalingual’
comment is not to be integrated with the
representation of content which the recipient is
constructing. Yt merely gives Sim directions, in
some cases about the type and structure of mental
representations he should be constructing (Once
upon a time presumably instructs him te construct a
fairy tale model > , in sorne cases about the internal
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structure of the model <more iinportantly) and
sometimes comments about the reliability of what is
asserted (perhaps>.
Sorprende un poco el uso de “merely” (línea 4> ya que muchas
veces, como muestran los ejemplos en la cita, esta información es
fundamental para entender el mensaje experiencial.
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4.3. PAPELES SEMANTICOS REPRESENTADOS EN EL TEMA ORACIONAL
4.3.1. Introducción
En los textos se ha estudiado el tema desde el punto de
vista de su función en el mensaje, esto es, de las estrategias
que utiliza el autor para expresar las funciones textual,
interpersonal y experiencial. El contenido que se quiere
comunicar tiene como punto de partida el tema experiencial, por
lo cual se han examinado los papeles semánticos de este elemento
del mensaje. En unas disciplinas específicas —la economía y la
filología- y en un tipo de texto cuyo registro varía solamente
dentro de unos límites establecidos -las convenciones de las
revistas científicas— se espera encontrar algunos tipos de
regularidades que podrían servir para dotar al alumno de
estrategias basadas en su conocimiento del género al que se
enfrenta y en las expectativas que este conocimiento previo crea.
El análisis sigue las pautas marcadas por Halliday (1985a> en lo
que respecta a la caracterización de la semántica del verbo y sus
argumentos -en su propia terminología, el. proceso y sus
participantes- con algunas modificaciones para intentar una
representación más adecuada de las distinciones significativas
que se encuentran en el corpus analizado. Antes de ofrecer
algunos ejemplos representativos, se presenta muy brevemente en
los apartados que siguen, los papeles semánticos que aparecen en
los artículos analizados, También se explican algunas
modificaciones que se han hecho necesarias por las
características de los textos y los problemas surgidos por la
naturaleza de los mismos.
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4.3.2. Los procesos materiales
El análisis de la transitividad se hace necesario,
naturalmente, para descubrir el papel semántico que desempeña el
tema no marcado, realizado por el sujeto sintáctico. En este
análisis, como proceso tipo o básico, Halliday elige el “proceso
material”, que es una acción. En este proceso, interviene Un
agente (actor>, el “sujeto lógico” en la terminología
tradicional, y opcionalmente un ob.ietivo (goal) que representa
one to which the process is extended” (Halliday, 1985a:103>.
Esta última categoría puede incluir algo que, a través del
proceso, llega a existir -por ejemplo, “Se construyó una casa’1 —
en cuyo caso el proceso se denomina de tipo creativo. Para
nuestros fines, es importante resaltar que los procesos
materiales “are not necessarily concrete, physical events; they
may be abstract doings and happeníngs” <Halliday, 1985a:104),
aunque se tienen que poder conceptualizar, de alguna manera como
“objetos” en oposición a “hechos”.
Cada campo tiene sus procesos materiales más
característicos, y esto se ha visto muy claramente en los
análisis. La economía cubre muchas áreas de conocimiento, aunque
los artículos analizados, elegidos al azar de entre el material
de lectura de los alumnos de esta especialidad, resultan ser de
Estadística, una disciplina básica, tanto en la rama de
Empresariales como en la de Teoría, y de Política Económica, de
interés general para los economistas, Los procesos en los que
participa un agente en estas áreas incluyen los cálculos
matemáticos y las operaciones estadísticas, por una parte, y la
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referencia al mundo por otra, puesto que es una disciplina que
tiene por objeto la actividad del homo econoinicus
.
Ejemplos
los primeros son:
LANDEV
(66) The . . scores were calculated
(67) The . . seores were broken down
(68) me values were divided
(69) The range of values was split
70
71
72
73
74
UNEMPL
The fraction of aggregate demand
The wage is inserted
Substitution. . . yields
Shephard’s Lemma . . gives
y will be replaced by AD(lhA.
Y de los segundos:
falís 16—7
17—4
21—3
23—3
23—5
MI) Uf 1 VAR
(75> This . . . Factor . . . measured
(76> . . . the variable DIVORC c~assified areas
(77> canonical correlation obtains combinations
UN EM PL
(78> . . .inflation 18 accelerating
(79) . . .workers could accent. ..jobs
(80> . . .empioyers do not .. .encouraae
LAN Ji Ey
funds have been made available
Penning—Rowsell and Hardy have undertaken
MILSPENU
.America has maintained a . arms economy
• .econornic policy has been controled
military spending has been emnloved in
.the monopoly sector courts government
intervention
• • .casualties stimulates . . outlays
...variable appears to depress . . .share
81
(82>
(83
(84
(85
<86
(87>
(88
32—2
53—1
56—1
40—7
50—1
51—2
1—5
32—2
10—1
10—2
11—1
11—2
18—6
24—6
MULTIVAR no presenta ejemplos de referencias al mundo por tratar
de una comparaclon de métodos estadísticos, ni MILSPEND de
cálculos matemáticos, dada su orientación hacia la política
económica. También se encuentra algún proceso material de tipo
de
9—1
9—2
14—3
16—2
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creativo, como el ejemplo <89>:
(89) Clwd County Council produced a inap LANDEV 4—4
aunque es muy infrecuente.
Durante el análisis, pareció que era necesario
introducir entre los participantes en los procesos materiales
otra categoría: la de objetivo como medio. Esto permitiría dar
cuenta de estructuras como las que siguen, con “use , “employ”
etcétera, donde utilizar la categoría “objetivo” no capta el
hecho de que el sujeto sintáctico representa, en realidad, una
circunstancia del enunciado (Lyons 1977, trad. esp. 1980:442); es
decir, no es que la acción del verbo pasa al referente en el
papel de objetivo, sino que se hace por medio del objetivo.
Objetivo como medio
(90) Field assessment by a selected team of
observers la used to derive rigorous mean
visual quality acores . . . LANDEV 8-2
(91) On Uhe other hand, it was bein~ used to place
the regions into two groups. HULTIVAR 45-2
(92> Thus, we argue, rnilitary spending in the liS has
been. . emploved by atate managers in an attempt
to increase effective demand for monopoly
products. MILSPEND 11-1
Además de estas clases de procesos materiales, en común
con otros campos dentro del mismo género, se encuentran acciones
que forman pasos en el desarrollo del trabajo de investigación y
en la expresión del argumento.
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Ejemplos en los textos de economía son:
UNEMPL
(93> We have to adopt the right procedure 12—6
(94) Statements ,. .wiil have to be pualified
still further 22—8
(95) A model .. . can be contructed 29—3
(96> They perform an ..... experiment 45—2
(97> They enter the unemployment rate In
the curve 45—3
LAN0EV
(98> . .a procedure was used 11—2
<99) Alt 30 variables should be used for
predictive purposes 13—1
(100) The regression was undertaken 15—5
<LOt) This clustering ½ done to . . 23—3
MILSPEND
(102) The viability . was examined 3-1
(103> Baran and Sweez s Lhesis is ~rounded in . . . 4-2
<104> . . .the view . . . ~s supported by the data. . . 16-5
(105) We control for revenue 16-4
<106) We .. .add 18—4
(107> We have . . . assessed . 23—1
(108> We did not find 23—3
MULTIVAR
<109) . .we were restricted to considering 9—1
<110) Four variables . . were disgarded 10—4
(111> Factor analysis . . . uses the concept 25—1
(112) The •‘ approach identified 37—1
(113) This search leada to 42—2
(114) Two . . methods were investi~ated 46—5
En los textos de filología <que tratan cuestiones de
gramática, de teoría lingilística y de pragmática> aparece una
proporción menor de procesos que se clasifican como acciones. Se
distribuyen entre (a) los típicos de los artículos científicos,
de los que acabamos de ver unos ejemplos, y <b) la descripción
del análisis gramatical y los hechos gramaticales, que se
expresan más frecuentemente como acciones que como relaciones
En uno de los textos, SPACT, el autor, por la naturaleza de su
temática (los actos de habla), emplea , como ejemplos, procesos
que se refieren a acciones en el mundo extralingUistico.
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Ejemplos del primer tipo son:
CON RELS
<115> This paper attempts Lo analvse the reiLevance. . 2—1
(116> Thus, we find a rheme—thenie . connection 6—5
<117> We then obtain the following rules 9—7
co RRCO M
<118> These facts should be com~ared 15—3
<119) Consideration must now be ~iven Lo 42—2
SYSEPRAG
<120) Somebody must have made a mistake 4—2
<121> ...we must infer a situation 10—6
Tanto el uso de “infer” en el ejemplo <121), como de “find”, en
el <116> pueden aparecer como expresiones de estado. Sin embargo,
por el contexto, se deduce que se refieren a etapas en el proceso
de descubrimiento descrito en el articulo.
Pasarnos ahora a considerar las acciones que representan
el contenido, es decir, que expresan ~~acciones” lingúisticas:
CONRELS
(122) E.Bach, on the other hand, would derive
constructions 14—3
CORRCOM
<123) Thus, Lhey modify verba 12—6
<124) Thus, hijos has moved 14—2
<125) Thus, a subject NP . . ~ tripger 15—5
<126) Correlative clauses can function as
concrete nominais 29—4
<127) Many complements subcateaorize 31—4
<128) An AP is ex~anded into AP1—S 41-3
SYS E PRAO
<129> The interpretation. . yields a senseless sequence 7—11
<130) In 4, it is merel~ apulied fewer times 7—15
SPACT
<131> . .he will . ,have perforined sorne act 1—3
<132> Some rules . do not merel~ regulate 6-2
<133) The activity of playing football is constituted by 6—4
Este último artículo, que trata de los actos de habla, se
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caracteriza por la densidad de verbos que expresan precisamente
estos actos, tanto en el desarrollo del contenido, como en el
metalenguaje del argumento. Basándonos en su significado normal,
se han clasificado con los locutivos, que se tratan en la Sección
43.5., aunque es importante reconocer, a la vez, su condición de
acciones. Se encuentran, también, en SPACT, algunas referencias a
las acciones materiales que tienen lugar en el inundo
extralingúistico:
(134> The speaker wili. . have moved bis jaw 1—1
<135) We learned how Lo play a gane 23—4
<136) . .The tean . . 18 behaving in a way 50—4
El ejemplo (136) se podría incluir en el grupo de procesos
menores que Halliday distingue, denominado “de comportamiento”,
Sin embargo, parece tener más en común con las acciones
materiales que con actividades como sonreir o “respirar
4.3.3. Los procesos mentales
Si los procesos materiales, incluso los materiales
abstractos, que son, salvo raras excepciones, el único tipo
representado en los textos analizados, solamente tienen como
participantes los “objetos”, esto no ocurre en los procesos
mentales, los cuales constituyen una parte importante de la
comunicación humana. Aquí, no es cuestión de preguntarse ¿qué
hizo X <con Y)?, como en los procesos materiales, sino más bien
¿qué vio 1 sintió ¡ pensó X?, donde X, necesariamente, tiene
atributos humanos, y normalmente es, en efecto, una persona. Los
procesos mentales tienen siempre dos participantes: el.
experimentador <senser) y el fenómeno (phenomenon), aunque el
347
‘4 ~.—
segundo puede existir solamente en potencia. Este segundo
participante puede ser un “objeto” o un hecho, expresado por una
cláusula de relativo, o tina expresión del tipo ‘el hecho de
que”. Halliday divide los procesos mentales en tres tipos:
percepción (ver, oir, sentir...>, afección <gustar, temer,
preocupar...>, y cognición (pensar, saber,..>. Como se puede
suponer, estos procesos Llenen gran importancia en los textos
argumentativos.
La clase más representada es, lógicamente, la
cognitiva, donde cl experimentador es un autor —y se recordará
que cuando se trata simplemente de la opinión del autor del
articulo se clasifica como un tema interpersonal. Pero muchas
veces, el autor está “escondido” detrás de tina “metáfora
gramatical” -concepto que se tratará más adelante (Sección 44.).
Frecuentemente, el fenómeno es el sujeto de la oración. Como se
puede esperar, no existen diferencias significativas entre las
dos disciplinas, así que se ofrecen sólo unos pocos ejemplos que
muestran, además del proceso, diferentes expresiones de
modalidad:
MULTIVAR
(137) More often, the future values have Lo be known 39—4
<138) Thus. differences could be expected in. 13—3
<139> The present use of factor analysis assumes that 27—1
UNEMPL
<140> You might think that to be a mere commonplace 2—1
<141) Imagine an economy consisting of 16—2
<142) Suppose now that the capital stock la 23—2
MILSPEND
<.143> We found the debate . ,informative 3-3
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LAN DE y
(144) First, planning agencies.. have become more aware 1—3
(145) Anyone familiar with factor analysis would doubt 24—2
SYSEPRAQ
(146) They apparently believe that 9—4
CORRT EM
(147) The question , ~. has alreadv been considered 28—2
CONRE LS
(148) Some linguists doubt bbc exístence of 1—2
SPACT
<149) 1 do not know how to prove 3—1
(150) The effort to state the rules. .can be regarded as 9—8
No es contradictorio con el análisis que clasif’ica la opinión del
propio autor como Lerna interpersonal la inclusión del ejemplo
(149), puesto que aquí solamente se afirma un hecho
extralinguisbico, no se comenta una aseveración hecha dentro del
texto.
EL proceso cognitivo puede aparecer también en las
“oraciones textuales” (Sección 4.2.5. ) , en las que toda la frase
consiste en un comentario metatextual. En este tipo de enunciado,
no tiene sentido distinguir una parte del tema como
interpersonal, puesto que en su totalidad se dirige directamente
al lector con información sobre el desarrollo de la estructtira o
el contenido del texto. Para citar un solo ejemplo:
(151) Let us be olear as to what might constitute
evidence in favour of this rossibility. CORRCOM 17—2
Aquí, aunque por la estructura sintáctica parezca una relación
adscriptiva, el significado es “clarifiquénlonOs”s y esto es lo
que el autor intenta hacer a continuación.
De las otras clases de proceso mental, el perceptivo y
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el afectivo • se encuentran algunos casos. Cuando aparece un
ejemplo de la percepción, muchas veces se trata de una oración
textual, o de la metáfora gramatical, como en (153):
<152) (-¡ere, we see the importance of aLlí geo—political variables
MILSPEND 24-5
<153> The last decade has witnessed an unprecedented rise
IJAPJDEV 1-1.
Dada la importancia en este género de conseguir una impresión de
objetividad total, para convencer al lector de la tesis que
sostiene el autor, no se recurre mucho a expresiones afectivas.
Suelen aparecer o bien en ejemplos que utiliza el autor, o bien
en oraciones Lextuales -ejemplos <155> y <156>— donde el
escritor explica sus intenciones al lector:
(154) of course, 1 want my captors to be deceived SPAC.T 20—13
<155) 1 want to give a list of conditions for the
performance of a certain illocutionary act “ 25—2
(156) We do hope, however, that we have shown. . CONREL,S 15—2
4.3.4. Los procesos relacionales
El tercer tipo de las tres clases de procesos que
i{alliday considera más frecuentes es el relacionaD Consiste en
tres subcategorías, cada una, a su vez, con sus variedades. Esta
proliferación se debe a que Halliday considera que para la
comprensión de textos, es importante captar con precisión qué
tipo de relación existe entre dos entidades, o una entidad y una
cualidad. En este trabajo, no se ha llegado a incluir todas las
distinciones que se proponen, por considerarlas demasiado
complejas para ser aprovechadas para los fines del estudio.
350
Como se puede esperar, el proceso relacional tiene un
papel importante en los textos analizados, hecho que advierte
Halliday < iSESa: 123—4>
in many registers —various kinds of scientific
writing, for example- relational processes tend to
he the most frequent and perhaps the most
inforinative of Lhe primary clause types.”
Los datos del análisis corroboran plenamente esta opinion.
La primera clase dentro de los procesos relacionales,
la intensiva, expresa la igualdad entre dos elementos. Esta
igualdad puede ser de dos tipos, pues Lo que podemos indicar una
relación de miembro de tina clase, tipo llamado adscriptivo o de
identificación con otro elemento, tipo denominado epuativo . La
expresión de pertenencia a una clase se hace a través de un grupo
nominal cuyo núcleo puede ser un sustantivo o un adjetivo. La
relación equativa tiene como argumentos dos sustantivos, los
cuales, aún teniendo una función diferente, son reversibles. Para
la relación adscriptiva, no existe esta posibilidad, y por lo
tanto, puede usarse como método de descubrimiento la prueba de
reversibilidad.
Las dos maneras que apunta Halliday (lSSSa:115> de
llegar a la identificación de un elemento por medio de los
conceptos de “token” y “value” no se han aplicado en este
trabajo. El nivel de “delicadeza” al que uno quiere llegar en el
análisis de un texto depende de la finalidad del trabajo, y se ha
considerado, teniendo en cuenta el objetivo pedagógico de este
estudio, y las posibilidades de Los sujetos a los que nos
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interesa aplicar sus resultados, que el afinar hasta tal punto en
la semántica no sería rentable para los alumnos. Sin embargo, el
concepto merece mencion. Se trata de identificar un elemento
bien por medio de la especificación de la forma, es decir, la
manera (le reconocerlo, bien a través de su función, contestando
a las preguntas sobre cuál es su papel y cómo se valora.
En los textos analizados, de las tres clases de
procesos relacionales, la intensiva, la circunstancial y la
posesiva, la que se utiliza con más frecuencia es la primera. En
este grupo, se encuentran muchos ejemplos de relaciones
adscriptivas y en una proporción algo menor, se presentan las
equativas. Veamos algunos ejemplos de cada clase, encontrados en
los distintos artículos:
Adscniptivas
SI ULTIVAR
(157) . .these two ¡nain islands are very different 10—3
(158) The country does indeed appear to be split 10—7
(159) Again, marginal productivity is likelv to be higher 13-4
MILSPEND
(160) ‘Uhese patterns are perhaps more explicit 24—4
(161) U 5 militarisTa, then, is also a function of
anti—capitalist insurgen~y 2~—7
UN EM PL
(162) Mention of capital accumnulation is a reminder 28—1
(163) The concept . . has becone firmlv established 32—2
CO RECOSÍ
(164> , the data of English Is often . . opaaue 3—1
(165) itt is one whose considerable power 1—2
5FACT
<166) This scepticism is premature 7—1
<167> . ,the production of the sentence token is
the illocutionarv ant 2—4
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SYSEPRAG
(168) Just where it should fit. .is even less olear 1-4
(169> The theory becomes inherentlv circular 6-5
(170) The figure ½ intended rnerely to serve 14-3
CONRE LS
(171) Jts counterpart is called rheme 4-2
(172> The topicalized NP. .is obviouslv ~ 2r4 ¡p9ntion form 6-2
<173) Insight into these regularities would mean ítrggress 7—7
ErnLajÁ vas
MUUf IVAR
(174) The more limited aim is to show possible uses 4-2
LAN DE y
(175) The entena for. ,were those adopted previously 15—fi
(176> Thus, Q.j A ±~ LKsl ½ ni flKÁ½ 8-5
MILSPEND
(177 ) The ,neaning of UhaL variable is assumed Lo represvnt
one dimension of’ internal state strenath 21—3
UN EM PL
(178) Suppose Lhat ¡4 Mo 26-1
(179) Ihe meaningful causal statement is Lhat. . . . 21-7
CORRCON
(180) My purpose is nol to map. .but to. . 4-5
(181) The data..is made 312 of those correlative etructures. 5-1
5 FACT
(182) Some of the English verbs. .associated with
illocutionary acts are : assert, . . . 1-6
(183) To perform illocutionary acts is to engage .. 4-1
SYSEPRAG
<184) The semantic dimension is the most difficull
to conceptualize 15-1
CONRELS
<185) The exarnple chosen here is the relation of.. 46
<186> Mod is the dominant category 83
<187> , .the pronoun. .can be viewed as the eouivátQilt of.. 11-4
Se notará que aunque existen otras maneras de expresar
equivalencia, domina el verbo “be”, sustituido por el signo “&‘
en el lenguaje matemáticO. A veces, el autor indica modalidad con
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expresiones del tipo ‘lis assumed Lo”, o “can be viewed as”.
No se han incluido entre estos ejemplos algunas
estructuras específicamente temáticas —es decir, las escindidas
estructuras que comentamos en la Sección 3.6.3. • Hemos encontrado
un porcentaje pequeño de estas construcciones, casi todas,
curiosamente, en los artículos de filología:
CORRCOM
(188> What is signiticant is that the analysís
1 have provided is precisely adaptable
Lo the domain of comparative formation. 43—3
<189) Alí it does is to cast a certain suspicion 44—7
SYSEPUAO
(190) It is the pra~matics of sentence ~eneration
that determines which choice will be made
within each syntactic semantic state 17—3
5 FACT
(191) It is not. .the production of the svznbol or
word or sentence. . which is the unit of lin—
guistic coinmunication 2—3
(192) It is this combination of elements which we
ahalí need to express in our analysis of the
illocutionary act 21—5
<193) Indeed it is because he purports to have in
—
tentions and beliefs which he does not have
that we describe his act as insincere 44—5
UNEM PL
(194> Tbut is what 1 meant earlier 21—8
El segundo tipo de proceso relacional se ha denominado
circunstancial por expresar relaciones de tiempo, lugar, manera,
causa etcétera. Aunque l-{alliday describe también la posibilidad
de la modalidad equativa, en los textos, sólo se han encontrado
ejemplos adscriptivos. Para indicar esta relación, se emplea un
grupo preposicional o un verbo que expresa una de las categorías
de circunstanciales como un proceso:
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LANDEV
(195) This is illustrated in PÁgs 3. and 5. 21—1
(196> The explanation probably lies in the
intervention of woodland 28—6
MULTI VAR
<197) Their variance and their cumulative explanation
are given in table 1. 15—2
<198> Thus it was not surprising that these local
circumstances were contained in a factor that 36—2
HILSPENO
(199> Alí indicators are in the expected direction 22-3
(200) Finally, the party of the president is included
in the equation 21—5
UN EM PL
(201> rt might appear as a NAIRU 33—2
CORRCOM
(202> The property of recursion must surelv stand
among the most. •characteristics 1—1
SYSEPRAG
(203> The very foundation of modern technology rests
on the fundamental assumption 4—3
(204> . .this noun phrase stands in contrast with 16—3
(205> The reason . .is due to 17—5
SFACT
(206) . .both the failure and the scepticism stem. .frorn 9—1
CONRELS
(207) These two kinds of syntactic investigation are
concerned with 3—3
La variedad en los verbos que expresan la relación
entre los dos elementos nominales caracteriza este grupo de
ejemplos, que incluye circunstanciales de temática, rol, origen y
causa, aunque la más frecuente es la de localizacion. El uso de
las metáforas espaciales para indicar relaciones abstractas es
una convención tan arraigada en toda comunicación sobre temas
abstractos que no se destaca aquí como uso especial.
En cuanto a la relacion de posesión, de los distintos
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tipos identificados por Halliday, únicamente aparecen ejemplos
del proceso atributivo, con la expresión de posesión en el verbo.
Frecuentemente es una relación “abstracta” <f-lalliday,
1985a:122> del tipo “X incluye ¡implica...”, etc., o tiene otros
rasgos semanticos además del de posesión, como en el caso de
merecer (debe tener) y faltar <necesita tener>. Es importante
para el análisis distinguir entre verbos que expresan un estado,
y los que indican un cambio de estado, como por ejemplo,
conseguir, o recibir, que se clasifican como procesos materiales
(ibid.). Casos de relación de posesión son:
LAN DE V
(208) The R2 adjusted measure provides a
more realistic interpretation 12—3
SÍ U LT IVA E
(209) . .many statistical procedures only have
asymptotic justification 8—2
<210) . .the remaining 20 variables exhibit
such differences 10—7
MILSPEND
(211) Ostrom s model. .appears to have . .power 2—1
<212> Table 4 containa GSL—AR<2> estimates 22—3
UNEMEL
(213> A rational discussion of the choice repuires
both a more complete model 26—5
(214) Substitution possiblities offer still other
variations on the basic theme 27-1
COERCOSÍ
<215) Formal properties provide additional criteria 8-3
SYSEPRAQ
<216) It occupies space on the semantic dimension 15-7
<217) . .any rneaningful use of language involves 19—4
SPACT
<218> Regulative rules take the form of imperatlves 7-1
OONRELS
<219> Normally, the ‘commentized” NP carnes the
primary accent 7—2
<220) The solution proposed has bhe advantage
of being more economical 14-6
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Otra vez aquí se encuentran, además del verbo típico de
la relación posesiva “have”, muchas otras formas de expresar la
relación de posesion. No es fácil distinguir las diferentes
relaciones abstractas a las que hemos hecho referencia, y aunque
no forman una parte sustancial de los textos, como la hacen las
relaciones adscriptivas, por ejemplo, aparecen en todos los
artículos sin excepción.
4.3.5. El proceso locutivo
Halliday considera que los demás procesos —los
locutivos, los de comportamiento, y los de existencia- tienen
menos importancia en el sistema verbal que los materiales,
mentales y relacionales. Sin embargo, en los textos elegidos en
este estudio resultan relativamente frecuentes, a excepción,
claro está, de las expresiones de “comportamiento” (behavioural
processes) del tipo de sonreír, respirar, etc., que no aparecen.
Ya se ha comentado que en los artículos científicos los procesos
locutivos, que en otro tipo de comunicación serían generalmente
menos importantes que los materiales, mentales y relacionales,
tienen un papel relevante en la configuración del mensaje.
Por “proceso locutivo” 1-Ialliday entiende “any kind of
symnbolic exchange of meaning” (Halliday, l985a:l29~, en el que no
es imprescindible un emisor con atributos humanos. No obstante,
ahora se explicarán las razones por las se ha considerado
oportuno, para la correcta comprensión de este proceso,
distinguir entre distintos tipos de emisores o fuentes de la
información, El otro argumento en el proceso que representa lo
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emitido puede aparecer en el Lema, incluso en forma de
nominalización como ‘este argumento’ , “la pregunta” etcétera.
Dado que el interlocutor al que se dirige la información es el
mismo lector, o el grupo de lectores posibles, el receptor no
suele intervenir de forma tematizada, aunque sí aparece alguna
vez:
(221) The foreign language teacher in the classroom
is warned SYSEPRAG 2-9
En el tipo de texto con el que estamos trabajando,
siguiendo los criterios de Halliday respecto del proceso
locutivo, encontramos diferentes funciones del “hablante”:
1) El emisor puede ser el autor que se dirige al lector en una
“oración textual” para dar instrucciones que le ayuden a seguir
mejor la estructura del texto y del desarrollo de la
argumentación, o para evaluar las conclusiones de una etapa de
la discusión. Se han explicado ya <Sección 4.2.) las condiciones
del análisis de la intervención del autor como tena
interpersonaxí.
2) Como es convencional en el género que se estudia, una parte
del artículo puede dedicarse a informar sobre otros trabajos en
el mismo campo, explicando las hipótesis, los métodos, o las
conclusiones que apoyan o contrastan con el trabajo del autor.
Para introducir esta información en el texto, se suele emplear la
función de emisor, que casi siempre se coloca en la posición
temática, con el fin de advertir al lector que ya no se están
presentando las ideas del autor del artículo.
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3) Además de introducir las opiniones de otros, el autor puede
comentar su propio texto. De esta manera, es corriente en estos
artículos que el autor vuelva sobre una parte del mismo con el
fin de aclarar el significado que tiene para el argumento que
está desarrollando. En este caso, tenemos el papel de emisor en
temas como:
<222> This proposal would strongly suggest CORRCOH 43—2
(223) The aboye hypothesis states that “ 41—1
(224> ALlí of this implies that meaning involves SYSEPRAG 12—1
4) Otro uso que pertenece casi exclusivamente al registro
científico es el del hablante (el autor) que define los términos
que se van a emplear en la expí icac ion:
(225> 1 calí the latter kind of rules constitutive rules,
SPACT 6—5
No se ha considerado, sin embargo, como proceso locutivo ejemplos
como <226):
<226) 1 distinguish between two sorts of rules. SPACT 6—1
puesto que este verbo implica no sólo la expresión, sino también
una acción dentro del proceso de investigacion.
5) Dado que los verbos como “explicar”, “convencer”, “enseñar”,
“demonstrar” y “probar” sirven para introducir información o
hechos, y, por lo tanto, se encuentran entre los que expresan el
proceso locutivo <Halliday, 1985a:13.3), una oración como <227) se
considera un proceso locutivo que tiene como tema “lo emitido”:
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(227) The fact that there is no element of causation
involved is demonstrated clearly by the central
position of the divorce rate variable.HULTIVAR 52—4
Si no se hubiera elegido la voz pasiva, “The divorce rate
variable” se hubiera analizado como “el emisor”, lo cual se aleja
mucho de otros miembros de esta clase de participantes. Por otra
parte hay que tener en cuenta que no siempre los verbos que
parecen pertenecer al grupo citado arriba expresan una función
locutiva, corno se ve en (228>:
(228) The surfaces of visual quality produced by the
two procedures, undoubtedly exhibit the sazne
general trends, LANDEV 21—1.
sino que puede ser tina relación abstracta de posesión.
6) Los artículos de filología tienen como objeto de estudio el
lenguaje, y para encontrar y explicar relaciones sintácticas,
semánticas o pragmáticas, es necesario mnanipularlo. Por eso,
podemos encontrar otro ‘emisor~’ , como en (229), donde •~escribir”
no puede considerarse de manera distinta de “decir” para los
fines del análisis, y será, por lo tanto, un proceso locutivo:
<229) We could, with not too much distortion, write each
of these sentences in a way which would isolate
this cominon feature, SPACT 2—3.
Incluso sí se considera que la acción de “reformular” un
enunciado es un proceso material dentro del campo de la
filología es difícil aceptar unas veces la denominación “agente”
y otras “emisor~~ cuando se trata del mismo verbo. Este problema
no termina aquí, como se verá en la Sección 4.3,7..
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7) Entre los artículos que hemos analizado se incluye uno que
trata de los actos de habla. Lógicamente, este texto tiene una
proporción muy alta de temas con la función de emisor, aunque, a
diferencia de otros, aquí forman parte del contenido del texto,
en vez de servir para indicar la manera en la que se debe
interpretar.
Para resumir: el emisor puede ser el autor del
artículo: 1), 3> y 4), otros autores: 2), cualquier hablante,
cuando se usa para introducir ejemplos de usos lingilísticos: 6>
y 7), y también una parte de la investigación: 5), como se vio
en el ejemplo <227), que comentamos anteriormente:
(227) The fact that there is no element of causation involved
is demonstrated clearly by the central position of Lhe
divorce rate variable. MtJLTI VAR 52—4
Este último caso es claramente diferente de los demás, por le
cual se ha resuelto de una manera distinta. Se trata, de hecho,
de un tipo de metáfora gramatical, corriente en este género. La
forma no metafórica sería, por ejemplo: “Sabemos por la posición
central de la variable “tasa de divorcios” que no puede haber una
relación de causa”. Por ello, ejemplos como éste se han analizado
como “causante” en un proceso mental de cognición. Según este
análisis, el tema en (227) será el fenómeno en el proceso mental,
lo cual concuerda con el hecho de que empieza “The fact that’1
Para Halllday <1985a:236) , un causante es un agente consciente,
como en (230>:
<230) She got him to talk it ayer.
361
Ir—
Sin embargo, hemos decidido usar esta manera de distinguir ésta
de los demás clases de locución, donde participa el emisor.
Para caracterizar el papel de emisor como acción
lingiiística —tipos 6) y 7)— se ha decidido, no sin ciertas
dudas, llamarlo “emisor como agente” terminología en concordancia
con la que se utiliza para solucionar algunos casos de metáfora
gramatical, y que no se aleja de la función central que tiene
este papel.
4.3.6. El proceso existencial
Y, para terminar, están los procesos existenciales, que
tienen un único participante, con el papel semántico de
existente, generalmente pero no necesariamente, introducido por
“there”. Los existentes sin “there” se introducen por verbos como
“have”, “occur”, “appear”, “be found”. Según Halliday, son
frecuentes como existentes los acontecimientos, es decir,
nominalizaciones de acciones, aunque, de hecho, las posibilidades
para este papel casi no tienen límite. En los textos analizados,
se pueden distinguir tres razones para la elección de la
construcción existencial. Suele ser una manera de introducir:
a) nuevos elementos en el texto
b) distintos pasos en el argumento que se está
desarrollando,
c> un tema interpersonal de una manera impersonal, al
igual que los temas en “it” con extraposición.
Ha sido difícil decidir cuál es la forma más adecuada
de analizar esta estructura, desde el punto de vista temático.
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Tampoco coinciden las opiniones de los lingilistas consultados.
Sobre esta cuestión, las posiciones tanto de Halliday como de
Quirk son algo contradictorias, aunque por distintas razones.
Quirk, que indica que el tema es el primer elemento <Quirk el. al.
j985:1361), considera que “there” es tema, puesto que toma el
lugar que ocuparía un elemento cohesivo si lo hubiera <véase la
Sección 3.6.4.). En este argumento parece que se solapa la
función que tiene el primer elemento de dirigir la recepción del
mensa.je con la posibilidad de que el tema experiencial se refiera
a algo “conocido”. Por otra parte, en un ejemplo de análisis
temático Halíiday (1985a:65) incluye “Ihere” entre los temas
experienciales no marcados:
<231) and/there/was nothing he could do about it
TEX TOP
Sin embargo, al ratar la estructura existencial como proceso
semántico, afirma:
“The word ‘there’ in such clauses has no
representational function; it is required because
of the need for a subject.” <op. cit. 130>
A este respecto, Mathiessen <1988, comunicación personal> opina,
al igual que Bolinger, 1977, que “there” sí tiene contenido: el
hecho de la existencia misma de un ser, un objeto o un hecho.
Aunque es una posición interesante, el papel del tiempo verbal
parece ser necesario para completar su significado, por lo cual,
no se ha adoptado su sugerencia para los análisis.
A pesar de tanta diferencia de opiniones, algunos
lingilistas están de acuerdo en que “there” tiene una función
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pragmática, como señal que dirige la atención hacia un objeto
nuevo <véase, por ejemplo, Breivik, 1981). En este caso, su papel
es parecido al de los temas textuales, en la medida en que da
una instrucción al lector, preparándolo para la introducción del
elemento novedoso. Sin ir tan lejos -porque lo coherente sería
entonces clasificar “there” como tema textual— en este análisis,
se incluye el primer elemento experiencial en el tema en estos
casos. Con esta decisión, nuestro análisis se aproxima a los dos
niveles sugerido por Alían (1986:84) para la oración:
<232) There/ ‘s a man/ at the door,
First Constituent
First Constituent
Por lo que respecta a la segmentación, el análisis
propuesto puede producir enunciados compuestos únicamente por un
tema. Quirk et al. <1985:1406> sugieren la posibilidad de
considerar que parte de estas oraciones se omite por tratarse de
algo sobrentendido:
(233) There is a God <in the Universe).
(234) Is there any other business (for the comnittee)?
Es interesante apuntar que, si se hace explícita la información
adicional, que es lo único que se podía considerar conocido, se
coloca en el lugar rernático. No hemos encontrado ni en los textos
analizados, ni en los ejemplos analizados por Enes <1983:126 y
128), este caso de “bare existential”, quizá precisamente porque
con el uso de “there es frecuente la posmodificación del
sustantivo. Puesto que no se ha encontrado una solución en
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trabajos analíticos anteriores, el criterio para decidir dónde
termina el tema ha sido el de transformar la oración en una
existencial con el verbo “exist” la primera posición posible
para este verbo se ha considerado como marca del final del tema.
Aunque no resulte muy satisfactorio, este método no se considera
del todo arbitrario, puesto que representa una posible elección
del emisor al construir el mensaje.
Para que el lector pueda apreciar los distintos usos
(le esta estructura, se han seleccionado ejemplos de dos artículos
de cada disciplina con el objetivo de mostrar las diferencias
entre tos dos campos. Se vera que, en el primer bloque de
ejemplos, los elementos que se presentan en el. texto son
“objetos” para el campo que trata el artículo
SPACT
(235) There are no doubt social rules 9-3
<236> There are alí sorts of odd
,
deviant and borderline promises 24-3
CORRCOM
(237) There are, however certain structures of the
comparison of eciualitv 3—2
(238) There are other contexts 24—2
<239> There is no preposition 36—3
MULTIVAR
<240) However, there are other socio—econo!nic features 13—2
<241) . .perhaps also there were greater opporturmities 32-7
UNEHPL
(242) There rnust be sorne endopeneitiv 13—5
(243) There are two ecjuations 18—6
<244) Of course, Uhere are estimates 383
Sin embargo, en los ejemplos siguientes, los existentes
son de otro tipo, dado que, aquí, “there” introduce, no un
“objeto”, sino una sección del argumento.
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245
246
247
COERCOSÍ
There is clear evidence
However, there is a fair amount of evidence
Secondly, there appear Lo be no other cases
10—1
12—3
:39— 1
1—1
12—1
SYSEPRAG
(248) There is as yet rnuch cont’usion
MULTIVAR
<249) There are two wavs
250
( 251
252
UNEMPL
There is a mínor ambi~uit¿v
There seem to be two reasons
There is a valid and ~jnportant guestiOn
34—1
35—2
51—1
Los ejemplos <253) a (255> tienen otra función ya que
demuestran la utilización de “there” para introdL¡cir un tema
interperSOntIl
MULTIVAR
(253) . there Is no such presum~tion that
the remaining twenty variables
(254) There is no sugpestion that they
UNEMPL
(255> ‘Itere is no implication here that anyone
10—5
41—5
8—5
No es infrecuente encontrar otras estructuras que
introducen existentes:
(266) We have here a case
(257> Rules for the function indicating device for
promising ~ to be found
(258) Thus, we may have typically sentences
Aparecen ejemplos de los mismos das
SPACT 21-2
•‘ 46—4
CORRCOM 11-2
grupos que vimos
anteriormente, y su estructura tampoco merece comentario, por no
presentar dificultad para la comprensión
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4.3.7. Otro tipo de relación: la causativa
Dado que en los textos (de economía sobre todo) aparece
un número apreciable de procesos claramente causativos, se ha
considerado conveniente introducir el papel de causante para dar
cuenta de la función de esta relación semántica en el argumento.
Los procesos con causante son típicamente adscriptívos o
existenciales. La posibilidad de unir los ejemplos existenciales
con causante al proceso creativo finalmente se rechazó por la
evidente intencionalidad de los autores en su uso de la
expresión de causa. En este sentido, hay una diferencia
significativa entre procesos creativos como el ejemplo <89) , de
[a Sección 4.3.2., o el (259):
(89) CLWD COUNTY COUNCIL (1975) produced a map LANDEV 4—4
<259> The activity of playing football ½ constituted bv
acting in accordance with these rules SPACT 6—5
y los ejemplos de procesos existenciales con causante -(260) a
(270>. A veces, el afectado <véase Sección 4.3.8.>, en el que se
ha producido un cambio por la acción del causante, aparece como
tema. También puede haber casos del resultado de la acción
causativa en el lugar temático, como muestra el ejemplo <260):
(260> Differences in income per capita are caused by
differences in marginal productivities MULTIVAR 17—2
A veces, el causante resulta ser una situaci6n~ que
puede tener lugar dentro del texto, creado por el desarrollo del
argumento, o fuera de ello, en el mundo extralingilístico. El
verbo que indica la existencia en estos caso suele ser “arise”,
como en los ejemplos <261) y <262>:
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(261) But then a quite remarkabte configuration
could arise UNEMPL 29-1
<262) A mild paradox arises here “ 40—1
A continuación ofrecemos otros ejemplos del proceso
causativo, primero de procesos de tipo existencial, después de
tipo adscriptivo y finalmente de algunas otras clases de
prOceSOS
gxistencial
LANDEV
(263) ‘¡‘bis proliferatiOn has been prompted ~y two forces 1-2
264 The presence of several components mav result
in an overalí quality effect 22—4
(265) Much credibility Qg1j%d be lost by the production 3—7
MULTIVAR
(266> Differences in income per capita are caused bv . . 17-2
(267) This procedure raises the possibilitv
of a direct confrontation 55—3
MILSPEND
(268) A chaotic Iabour market cannot warantee
a regular suppls’ 12-2
(269> These mixed but generally negative results
cast dqt&t on 22-7
SYSEPRAG
¿270) ‘[he related domain of PRAGMATICS has onlv recentlv
be~u~fl Lo arouse interest 1-3
AdscriptivO
LANDEV
(271> This renders the fj~ld of landacape aesthetics open 24
<272) The quality of land-use planning decisiofls are
infisi~nced lix the integrity of the informatiOn 6-3
MULTIVAR
(273) Changes in income per capita will affect such things
as ownership of televisions 196
MILSPEND
<274> A premature attempt reduces the likelihood of gauging
those procesaes accuratelY 6-3
<275> Internal state strength shoul-d afifect the degree
to which the state can protect 21—4
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<276) The economic and political impact is magnified bv
close functional ties with the monopoly sector 12—6
CONRELS
(277> Our brief treatment has left manv puestions oren 16—1
SYSEPRAO
(278) Hopes dwindled as the enormity of the problem
began to emerge 2—3
Otros procesos con causante
SPACT
(279> 1 might attempt to get vou to believe 18—9
(280) The reference to sorne person John, and predication
of the same thing of him inclines me to sas’ 11—1
CONRELS
(281) This leads H.S. Sorensen to analvse 12—12
(282> The non—existence of certain relative clause types
in some languages rules out the universal solution 14—5
Estos ejemplos muestran un alto porcentaje de
sustantivaciones, especialmente el primer grupo: los
existenciales. Este uso de la sustantivación de procesos o
relaciones funciona como una abreviatura, eliminando la necesidad
de expresar el agente, y posibilitando la tematización de la
acción, con todo lo que esta decisión por parte del autor
significa. Permite, además, que se pongan en relación la causa y
el efecto como participantes directos en el proceso, en vez de
utilizar una cláusula circunstancial. Esta cuestión se comenta
con más detalle al hablar de la metáfora gramatical <Sección
4.5,). Aquí, trataremos simplemente el análisis de los
participantes en estos casos concretos, por lo que es suficiente
apuntar que, aunque se refieran a acciones, por ejemplo “dudar”
en “these results cast doubt on 4’’”, el autor ha eligido una
presentación nominal, “duda”, por lo que se ha analizado como
tal: una causa cuyo resultado es la existencia de un objeto
abstracto. Las razones para esta decisión se encuentran en la
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Seción 4.6..
Es interesante relacionar la frecuencia de los procesos
causativos con el tratamiento que propone Halliday de la
ergatividad como otra manera de ver las relaciones entre el verbo
y los participantes en la acción. El sistema ergativo tiene una
configuración nuclear, en oposición al de transitividad,
utilizado en nuestros análisis, que es lineal. Este nuevo enfoque
parte de un proceso central , que, muchas veces tiene entre sus
posibles participantes un agente causante. En estos casos, el
proceso puede expresarse desde su causa (X opened the door) , o
2
sólo desde el punto de vista de su efecto (‘¡‘he door opened)
Para los fines pedagógicas, sin embargo, nos ha parecido más útil
el enfoque tradicional, a la vez que nos interesa destacar este
aspecto causativo en la semántica de algunos procesos verbales
encontrados en los textos, uso que refleja una elección del autor
en la presentación del argumento.
4,3.8. El “afectado”
Ha sido necesario buscar una denominación para una
categoría intermedia, dada la presencia de ejemplos que no se
podían clasificar como agentes, pero tampoco encajaban en los
procesos relacionales descritos. Para estos casos, nos ha
parecido útil emplear otra vez la categoría de afectado, puesto
que en ellos existe una causa, no necesariamente explícita, que
influye sobre el estado de un objeto. Los ejemplos que se han
encontrado son de dos tipos, diferenciándose por la presencia o
ausencia de dicha causa o influencia
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Presencia
MILSPEND
(283) The . .importance of military expenditure rests
qppn a particular Marxist view of the state 9—1
<284> Monopoly profits depend not cnN’ on state
intervention 12—1
MULTI VAR
(285) The values of four of these. . .depended on the
physical features of Uhe area 29—2
SYSEPRAG
<286) The initial peinÉ.. .hin~ed en the assuinptíofl
that 75
LANDE y
<287) The quality of land—use planning decisiona are
influenced li~ the integrity of the information
upon which they are based. 63
Ausencia
MULTI VAR
(288) However, appreciation of Lhese alternative
methods is growing 2—1
(289) Thus, the correlations decrease 59—3
4.3.9. Los circunstanciales como tema
Como ya se ha comentado <Sección 4. 1. ), el papel
sintáctico más frecuente para el tema marcado es el del adjunto,
que expresa una circunstancia del proceso verbal. En este trabajo
se ha interpretado “circunstancia” de una manera amplia, ya que
engloba los elementos de la oración que no participan
directamente en el proceso verbal. El complemento circunstancial
es el tercer elemento, después del proceso verbal y sus
argumentos, que entra en la construcción del enunciado para
representar nuestra experiencia. Halliday <1976:2021) explica
que la macrofunción experiencial codifica los contenidos que
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queremos expresar
“into three types of structural element: the
process itself, Uhe participants in the process
(animate and in-animate> and the attendant
circumstances. This is the basis of the very
widespread three-way distinction of constituents of
the clause into verbals, nominals and the rest
<adverbials in the broader sense).”
Por esta raz6n, se incluyen con los circunstanciales que
contestan a las preguntas ¿cuándo? ¿dónde? ¿cómo? y ¿por qué?,
otros de tipo lógico, como las cláusulas condicionales,
concesivas y algunas otras. Los circunstanciales, pues, pueden
realizarse por grupos preposicionales o adverbiales, o por
cláusulas subordinadas. Estas últimas frecuentemente siguen la
cláusula que modifican, pero tienen la capacidad de tematizarse,
de la misma manera que las primeras.
En cuanto al análisis de las cláusulas, Halliday
<1985a:57) ofrece, otra vez, dos niveles:
<290) If winter comes, can spring be far behind?
T R
T IR T IR
En un análisis en el nivel oracional, el tema lo forma toda la
cláusula, con lo cual el elemento textual estructural, “it’, no
aparece como tal. De esta manera, todos las circunstanciales
reciben un tratamiento igual.
Estos elementos, en el lugar temático, sirven de
filtro, a través del cual se recibe el resto del mensaje,
<Sección 3.5.) por lo cual su función en la comprensión es muy
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clara, y de gran importancia. Son muy frecuentes en los textos
argumentativos como los que estamos considerando, encóntrandose
ejemplos de casi todos los tipos principales, con especial
predominio de las de lugar, en el sentido abstrac Lo. Para
recoger el hecho de que no se refieran a un lugar concreto, se
denomina este grupo localización. Se han añadido algunas clases
no previstas expresamente por Halliday, quizá por tratarse
generalmente de casos de metáfora gramatical. Tal es el caso de
la circunstancial que indica la fuente o procedencia de una idea
o opinión, por ejemplo:
<291> According to Heindolf CONREL 7—3
por lo cual se la denomina emisor, al igual que el participante
en el proceso locutivo. Hemos diferenciado la procedencia de la
información (292) del punto de partida, u orinen (293):
(292) Er~rn ~ii and 1.24 it la clear that tite two
exogenous variables ¡4 and vi affect tite outcome
only through the single exogenous factor SÍ/vi, the
money supply in wage units. IJNEMPL 21—2
(293) From the clear assertion that “grajnms.r 15
autonomaus and independent of meaning”
,
transformatiOflalists have vialvered to the position
that “tite syntactic and semantic structure of
natural languages evidently offers mnany mysteries,
both of fact and of principIe, and any attempt
to delimit these domaina must certainly be quite
tentative”. SYSEPRAO 1—2
Se ofrecen ahora ejemplos de los diferentes tipos de
circunstanciales que se han encontrado de los artículos:
Localización
<294) In a typical speech situation SPAOT 1—1
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(295) Within the now no longer homogeneous
theory of generative transformational
grammar
<296) In the present context
<297) .in the expression cuantas estrellas
<298) . .‘n the psychoiinguistic research of
recent years
<299) . .at the cognitive end of speech
processes
(300> in most of the remaining studies
<301) un the standard short—run case
(302) In the ensuing analysis
COHRELS 1-1
3—1
CORIRCON 10-2
SYSEPRAG 2-1
2—5
MULTIVAR 1-2
UNEMPL 17-6
MIIJSPEND 20-2
Tiempo
(303> In recent years
<304) Before pursuing this notion further
(305) In years past
(306) When someone challenges this assumption
(307) On inspection
<308) Only recently
<309) When they do
(310) A year or two tigo
<311) . .as soon as there are two variables
(312) As firms move dovin the falling branch
of their V-shaped cost curves
<313> Previous to the analysis
(314) When domestic economic and political
conditions are adequately controlled
SPACT
<O.T. ) CONRELS
CORRCOM
SUSLiPRAG
SIULTíVAR
UN EM PL
5—1
12—8
2—1
4—4
5—1
1—3
40—3
48—1
22—5
29—5
LANDEV 15-2
MILSPENI) 18—9
Medio
(315) By stating a set of conditiofls for
the performance of a particular
illogution&ry act
(316) With two sets of six variables
(317> ,by this standard
(318) With a knowledge of the strength
of each element within each unit
(319> Using the regression models
described aboye
5FACT
SIULTIVAR
UNEMPL
LAN 0EV
Comparación
(320) Unlike Uhe pluralist Keynesian view
which conceives of the state as an
institution standing aboye classes
and representing the general interest
of society
<321) Compared to the unorganized segntents
of the working class
(322) similarly
MILSPEND 9-2
SPACT
12—4
35—1
23—6
59—1
50—3
8—4
11—1
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(323) Just as the speaker makes a choice
in selecting the rather titan a
some etc. at that position SYSEPRAG 15—9
Manera
(324> And as they stand 5PAC‘y 8—4
Temática
<325) In the case of promising
<326) For any one particular variable
5FACT
MULTIVAR
Emisor
(327> According to J. Firbas
(328) According to this model
CONRE L
MULTI VAR
Rol
<329) As a complex means of communicatiOfl SYSEPRAG 20-4
Punto de vista
(330> From the point of view of the
functional perspective
<331) In the vertical Philips curve
<332) From the economist’s point of
(333) By this standard
(334) In practical terms, the natural rate
in two ways
(335) From a semantical point of view
tradition
víew
figures
5 FACT
DestinatariO
Aditiva
<336> For this paper, an estimate was made
<337> Apart from the differences between
tite two determiners
Procedencia
<292) From (1) and <2>, it is olear titat
MU ¡ST 6-1
CONRELS 7—1
UNEHPL 21—2
Origen
(293> From tite olear
autonomous and
assertion that “graminar la
independent of meaning” SYSEPHAG 1-2
30—1
26—7
2—2
11—2
CON RE L
UNEHPL
U
4—1
34—2
50—5
50—3
33—1
14—1
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Causa
¿338> For lack of a better word
<339) Since the same proposition can be
common to alí sorts of illocutionary acts
(340> In the light of our findings on
contextually connected sentences
(341) .on several counts
<342) In view of alí this uncertainty
(343) Since the principal components
were orthogonal
(344) In the absence of any clear discontinuity
in the series
<345> With neither measurements of alí the
variables, nor even enough observations
to make multiple regression on ah the
variables useful
(346) Given the aims of this hipe of study
SPACT
CON REL
CORRCOM
SYSEPRAO
MULTIVAR
12—1
16—2
12—2
19—3
3—1
22—3
45—4
17—4
LANDEV 26-1
E i nalid ad
(347) In order to regard it as an
instance of linguistic communication
(348) To answer the first of these questions
(349) For the purpose of this paper
(350) To what other sort of end
(351) In order to explore this suggestiOfl
<352) For simphicity
(353) For concreteness
(354) To aid assessment of the variation
between the two maps
SPACT :3—4
18—2
CORIRCOSÍ 12-2
MULTIVAR 2-2
14—1
UNEMPL 24-1
41-2
LANDEV 18-1
Condicional
<355> U we viere certain the marks were a
consequence of, say, water erosion
<356) uf these observations hold true
(357) If correct
(358) uf one accepts this theory
<359) If predictior’ is being attempted
using current period exogenous
variables
(360> If the mapa are found to differ
significantly
SPACT
CONREL
CORRCOM
MULTIVAR
3—6
13—1
4—7
11—3
39—5
LANDEV 5—2
Concesiva
(361) While it is likely that several of
the 23 variables would not affect
marginal productivitY
(362) Though an obvious simplification
(363) .though this historically given
value of the latter
MULTIVAR 14-3
MILSPEND 7-2
MULTIVAR 19-6
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<364) Although the predicted scores may
vary slightly between the two
regressions LANDEV 17—1
Se ha considerado necesario transcribir una variedad de
ejemplos para dejar constancia de las múltiples maneras en las
que estas relaciones se expresan en los textos. Un problema para
la comprensión es, precisamente, el hecho de que existen tantas
formas de comunicar el tipo de nexo lógico entre las partes de la
oración, y que a veces una misma expresión sirve para indicar
distintas relaciones. Otras veces, el problema puedo ser del
nivel de la expresión, siempre que es preciso determinar si el
circunstancial se refiera al contenido del texto, o se trate de
un uso metatextual. “For simplicity” (352). en el texto, se
refiere al proceso que se describe, mientras que ‘For
concreteness” <353) explica al lector por qué se utiliza cierta
expresión.
Un último comentario sobre la función de tas
circunstanciales debe hacerse aquí. Una parte importante de la
comprensión de textos es la identificación de las referencias a
partes del argumento, y el autor los presenta frecuentemente en
primera posición, como circunstanciales de localización. Se
encuentran dos tipos: como el ejemplo <365) con una indicación
anafórica, y los que podríamos llamar endofóricos como (301) y
(366>, en los que “case” está definido dentro de su mismo grupo
sintáctico:
(365> In this case
<301> In the standard short—run case (UNEHPL 17-6>
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<366) In the case of the qualitative correlatives
tal and cual <CORRCOM 12-7)
También se ha encontrado “former” y “latter” en estructuras con
esta función textual. La bósqueda del referente y el análisis de
la función del elemento referencial forman parte del proceso de
interpretación de un texto, y es interesante notar que el autor
suele colocar estas indicaciones en la posición temática.
Aunque ya hemos presentado los papeles semánticos que
intervienen en el análisis, antes de pasar a exponer los
resultados debemos achira el tratamiento que se ha dado a un
fenómeno que complica la interpretación de los roles: la metáfora
gramatical. La siguiente sección tiene este propósito.
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4.4. LA “METAFORA GRAMATICAL”
4.4. 1 . Introducción
Han surgido dificultades en el análisis semántico de
los papeles realizados en el tema a causa de un fenómeno
frecuente en la producción verbal adulta: el empleo de las
metáforas gramaticales. Halliday (1985a:321 y siga. > explica que
existe siempre una manera “típica” de expresar una idea, pero que
habrá, además, otras formas menos literales o “congruentes”, las
metáforas gramaticales. En esta clase de metáfora, en vez de
sustituir los elementos léxicos, la forma no literal se consigue
mediante la tranforniación del tipo de proceso o participante. Si,
por ejemplo, queremos hablar de haber visto algo extraño,
eligimos típicamente, como en <367), un proceso mental de
percepción, un participante animado, y otro que puede serlo o no
(ejemplos de Halliday, op. cit.Ñ322h
<367> Mary saw something surprising.
Pero, podría expresar el proceso de otra manera:
(368) Mary came upon a surprisinS sight.
donde, en vez del proceso mental, tenemos uno material> con el
proceso de percepción realizado mediante un sustantivo. En (369)
el experimentador está representado por “los ojos”, y el proceso
toma el papel de agente:
(369) A surprising sight ¡net Mary’s eyes.
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Lyons <1977, trad.esp. 1980:441-2) está de acuerdo con este
punto de vista sobre las maneras más o menos literales de
presentar una situación. En su tratamiento de la valencia,
comenta:
‘Toda expresión referente al agente tenderá a
convertirse en sujeto del verbo, toda expresión
referente al paciente tenderá a convertirse en
objeto, toda expresión referente al instrumento
tenderá a convertirse en adjunto etc.”
por lo cual:
la promoción de . . . una expresión referente a
una de las circunstancias de una situación.. de la
categoría de adjunto a la de sujeto o complemento
en el núcleo oracional siempre constituye una
desviación con respecto al modo más corriente o más
neutro.”
4.4.2. La metáfora gramatical en los temas experienciales
Al comenzar un análisis para dar cuenta del significado
tenemos que decidir cómo tratar estas metáforas. Ni el
significado literal, ni el proceso que aparece en el texto —que
representa, en definitiva, la elección del autor— por sí solos
son suficientes. Halliday (1985a:345) considera que la metáfora
gramatical :“is something that needs to be accounted Lar in an
adequate interpretation of a text”. Hay que tener en cuenta la
forma ‘~no congruente” o metafórica, porque influye en cómo
entendemos el texto, y siempre añade matices al sentido, pero es
difícil saber hasta qué punto desentrañar la metáfora. Halliday
<op. oit. :332) sugiere “unscramble as Lar as is needed”, lo cual
parece un consejo prudente, sobre todo dada la finalidad de este
trabajo. Muchas de las metáforas gramaticales son transparentes,
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o forman parte de las convenciones de la redacción científica
occidental, por lo que los alumnos estarán ya acostumbrados a
encontrarlos en su propia lengua. A pesar de esto, cuando en el
análisis producen una “tensión en la gramática” (Halliday
1985a:332), como ocurre, por ejemplo, en <370), se incluye en el
análisis el papel metafórico, para ser fiel al texto, y el papel
literal, para dar cuenta del significado:
<370) The last decade has witnessed <MULTIVAR 1—1)
EXPERI MENTADOR-PERCEPCION
CO&IO CIRO-TIEMPO
De esta manera, se explica cómo algo no animado toma el papel de
experimentador y el hecho de que el significado es : “Durante la
última década se ha visto
Este ejemplo es transparente, pero se incluyen ambos
análisis por las siguientes razones • En primer lugar, para evitar
incongruencias entre procesos y participantes. En segundo, porc~ue
aunque el significado subyacente parezca obvio, pedagógicamente a
veces es útil hacerlo explícito. En efecto, es difícil saber
exactamente qué es, y qué no es metafórico:
“Titere is no very clear une to be dravin between
what is congruent and what is incongruent. Much of
the history of every language la a history of
demetaphorizing: of expressions which began as
metaphors, gradually losing their metaphorical
character.” <Halliday 1985a:327>
En (371>, por ejemplo, se reconoce la metáfora, que es gramatical
porque el significado no requiere un proceso material sino
relacional —“be important”:
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<371) International comparison may play an important part here
AGENTE UNEMPL 51-5
Sin embargo, el siguiente paso no se advierte : “It may be
important to compare international date”, ya que el proceso está
sustantivado en la versión metafórica. Es interesante comprobar
que el uso de la segunda metáfora se explica por razones
temáticas: permite el grupo nominal en la posición del tema sin
que por ello resulte una forma marcada. El tratamiento dado a
esta clase de ejemplos es simplemente el de analizar el proceso
que aparece en el texto, y esto, por varias razones:
1) No es problemático desde el punto de vista de la
sintaxis,
2> la primera metáfora está establecida en inglés y en
castellano
3) lo es también la sustantivación de las acciones,
transformación que da mayor flexibilidad a las posibilidades de
expresión - aquí para aprovechar el lugar del tema, otras veces
3
para facilitar la modificación
Muchos casos de la metáfora gramatical se basan en esta
sustantivación del proceso. A continuación, se transcriben
algunos de los ejemplos encontrados en los artículos, con la
versión congruente y el análisis, que, por las razones que se
acaban de explicar, sigue la versión metafórica:
(372> Consideration must titus be given to the meaning
OBJETIVO MULTIVAR 22-1
~= We must consider the meaning)
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(373) Phis clustering of variables is done to maximize
OBJETIVO LANDEV 23-3
<~ Variables are clustered to maximize tite variance)
<374) ‘Lije non—existence of certain relative clause tvyes in sorne
langua~es rules out tite universal solution
AGENTE CONRELS 14-6
<= Because titere are no examples . . . we reject tite universal
solution)
Otro ejemplo Frecuente en este tipo de texto es <375), en el que
también el análisis refleja el proceso original, por tratarse de
una convención del género:
(375) This paper attempts to analyse
AGENTE CONRELS 2-1
<~ [a this paper, we attempt... .1
También aquí, al igual que con los ejemplos de la sustantivación
de los procesos verbales, la forma metafórica produce un tema no
marcado.
Algunas de las metáforas gramaticales, sin embargo,
necesitan un análisis que explique el significado literal, bien
porque existe incongruencia entre el tipo de participante y el
proceso, bien porque no se reconocen como convencionales. Siguen
ahora unos ejemplos de este tipo de análisis:
<376) This analvsis suggested a solution
EMISOR COMO CIRC - CONRELS 12-13
PROCEDENCIA
<= From titis analysis, we found an idea for a solution)
<377) It does however put. quite a lot of strain on tite notion
AGENTE COMO UNEMPL 35-6
CAUSANTE (ADSCRIPTIVO)
<~ It makes the notion bard to believe)
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<378) The second definition however insista on a vertical curve
EMISOR COMO UNEMPE 34-3
CONDICIONAL
II’ ye take tite second definition, we will have to wark
with a vertical curve)
No se ha encontrado un denominador común para estos ejemplos, a
diferencia del primer grupo. Lo que es evidente es que es
necesario incluir el análisis no metafórico, para llegar al
significado del tema. Lógicamente, al contabilizar los tipas de
papeles semánticos, el que cuenta es el segundo análisis, que
refleja cuál es la relación entre los participantes y el proceso
verbal.
Un pequeño número de formas que hemos analizado como
metafóricas realizan el sujeto en el lugar del tema con una
cláusula de infinitivo, forma que choca con el papel semántico
exigido por el verbo. Estos casos se han interpretado como
condicionales:
(379) 212 ignore titese differences simply compounds Uds problem
EXPERIMENTADOR COMO MILSPEND 5-4
CONDICIONAL
<~ It you ignore these difterences, you . ..
<380> ‘fo truncate or extend tite . . sample can have .5 canseqUefl~DeS
POSEEDOR COMO CONDICION MILSPEND 6—8
< It you truncate or extend the sample, you may produce..
(381) To include Th& variables individuallv assumes tite
observer, in making titis judgement, djsaggregates
EXPERIMENTADOR COMO CONDICIONAL LANDEV 30—4
(1f you include . . , you assume>
Además de producir un tema no marcado, esta elección de la
estructura evita la necesidad de especificar el agente. Esto es
titil desde el punto de vista de la estructura de la información
en el texto; también puede, a veces, ser una manera de evitar J.a
inclusión de ciertos datos.
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4.4.3. La metáfora gramatical en los temas textuales
En este tratamiento de la metáfora gramatical, hasta
ahora solamente se ha comentado esta opción lingtiística en cuanto
afecta al tema experiencial de la oración. No hay que olvidar,
sin embargo, que las funciones textuales e interpersontiles,
frecuentemente colocadas en el tema, pueden emplear formas no
literales de expreslon. Consideremos primero los textuales, que
suelen real izarse mediante con,junc iones, adverbios o grupos
preposicionales. En los artículos, se encuentran algunos casos de
esta función realizada por una cláusula, forma a veces ya
establecida en la lengua, otras, no. Si tomamos como ejemplo la
función apositiva, el Lema textual que se emplea puede tener
diferentes formas:
CORRCOM<382) In other words
<383> That is
<384) That is to say
(385) This means that
<386) This effectively ,neans that
SYSEPRAG
ODRROOH
MILSPEN1)
En cuanto a la organización lógica del argumento,
expresarse de una manera no congruente por (388>:
<387) Hoviever
(388) ‘¡‘he fact remains that
(38?) puede
SPACT 25-4
HUL.TIVAR 49-5
donde las dos locuciones preparan al lector para un argumento que
contrasta con el anterior. Y para indicar la función de una parte
del texto, en vez de “To sum up” encontramos formas como (389) y
7—3
37-2
16-3
8-2
8—4
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~389> 1 might sumifiarize this by saying that SPACT 13—1
(390> Wc may summarize our intent so far
bv indicating that CORRCOH 16—1
Mencionamos como meya curiosidad un caso que se ha encontrado de
la clase de tema textual que llallíday < iSESa: 55) denomina
“continuative” poco corriente en los textos escritos, pero con
una función clara en el diálogo, que se realiza normalmente por
un adverbio, como “Well,...” o “Now, . . . , aquí, ejemplo <391), en
lorma ile e ¡ ñusula
(391) As it transpired MULTIVAR 48—2
Es difícil establecer una división entre las
expresiones que forman ya parte de la lengua de la misma manera
que las frases hechas, y las que no se reconocen como tal. Lo
importante para la comprensión es, lógicamente, reconocer la
función textual, y dentro de ella, por una parte los temas
textuales -jue se refieren a la construcción del argumento
(“internos”, para Martin, 1983), y por otra, los que comentan su
expresión <“externos’).
4.4.4. La metáfora gramatical en los temas interpersonales
Las formas de expresar el tema interpersonal por medio
de estructuras de extraposición (Sección 3.6.5.>, como en el
ejemplo <392), o con “there” (Sección 3.6.2.>, como en <393>:
(392) It la clear, however, that SYSEPRAG 10—5
(393) There ja a strong possibility therefare, that I.ANDEV 30—5
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también se podrían considerar metaf6ricas, puesto que se podría
realizar este significado por un grupo adverbial: “Clearly,
however. . .“, o “Very possibly, Uherefore. , .“. Muchas veces, sin
embargo, es difícil encontrar la rorma congruente, o no
metafórica, adecuada para expresar este comentario del escritor
sobre el contenido del texto. En el ejemplo <394), la forma
alternativa, “truely”, daría un aire arcaico a la expresion:
~394) It is equally true, however, Lhat fulí employment
UNEMP U
mientras que en muchos otros posibles casos de metáfora
gramatical en el tema interpersonal, como, por ejemplo, <395) y
<396), no parece que exista ninguna conexión con otras maneras de
expresión:
(395> Generally, it can be said CONRELS 7-5
<396) There is no suggestion that HULTIVAR 41—5
De todos modos, en el análisis de la función
interpersonal en los temas de los textos que estamos considerando
han surgido muchas dificultades, dada la complejidad del empleo
de la metáfora gramatical en sustitución de formas literales.
Para su resolución, se ha buscado la forma no metafórica de
expresar todo el argumento, separando así la parte experiencial
del mensaje de las otras dos metafunciones. Este proceso ha siclo
necesario para destacar la importancia de la presencia del autor
en nuestros textos. Aunque los artfrulos científicos informan a
la comunidad de los avances en los diferentes campos, el mensaje
no sólo tiene esta función. Como observa Bolir)ger (1977:4)
387
respecto dei. lenguaje un generaL:
“Llnguistic meaning covere a great deal more than
reporte of eventa iii the real world. It expresses
... such things as wbat Ls the central part of tite
meseage as against tite periplieral part, what amir
attitudes are towards Lbs permon nc are speaklng
to, ¡ion i¡e feel about tite reliability of’ atar
meseago, ¡ion WC situate omirselves in the eventa
that ne report, and many otiter titinga that make amir
meseages not merely a recital of tecLa but a
comp.lex of facts and comatenta abotat fact. unid
si tuat jons.
Sin embargo, diferentes tipos de textos muestran distintos <vados
de presencia del autor o “comentarios acerca de los hechos que se
4severan, para emplear la expresión de Bolinger. Esto hace que
el miso del lenguaje en estos textos sea muy diferente de, par
ejemplo, el que se encuentra en los manuales, que se limiten a
exponer un área de conocimiento ya establecida.
4.4.5. Conclusi6n
El lector se habrá dado cuenta de que éste es un campo
escurridIzo, lleno de zonas intermedias, y se preguntará quizá:
¿hasta qué punto podemos hablar de metáfora en las construcciones
que el idioma ha asimilado como uso normal o en las que parecen
no tenor tana forma literal? Aunque estamos de acuerdo con sus
dudas, nos ha parecido necesario intentar abordar este cuestión,
en vez de dejar de lado un aspecto al que ninguno de nuestros
textos se muestra ajeno. Con todas mus dificultades, queda claro
que la metáfora gramatical ea un campo de estudio muy amplio y
seria interesante ver desarrollado emte concepto en trabajos
contrastivos que estudiaran mu incidencia en ctiferenteu g6neroa y
en distintas lenguas.
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A pesar de su interés, no podemos seguir desarroilando
la discusión de este fenómeno de La lengua y sus manifestacionem
en los artículos analizados. En la próxima sección presentamos de
forma resumida los resultados de nuestros análisis de la
información que aparece en el tema oracional de Loa textos.
4.5. LOS RESULTADOS DEL ANÁLISIS TKNATICO
4.5.1. Temas textuales e interpermonales
Puesto que se trata de textos pertenecientes a un atuso
género, no esperamos encontrar diferencias significativas entre
los dos grupos -el de filologia (LINO> y el de economía <ECON>-
en cuanto al empleo de estas funciones dentro del tema.
Naturalmente, las expectativas serían distintas si estuviésemos
comparando géneros de diferentes clases. Las porcentajes se
calculan sobre el número de oraciones en el texto, dado que hemos
estudiado el tema de la oración y no de la cláusula. Presentamos
primero una tabla con los resultados que nos interesan aqua:
iii omm
SPACT 16,4 19,9 5,8
CONRELS 6,9 15,0 4,6
SYSEPRAG 5,6 12,0 0,8
CORRCOM 6,5 23,9 8,1
IBIZA LA I1~1 LI
LANOEV 1,2 24,8 2,1
UNEHPL 13,1 ¡7,5 4,?
NILBPRND 8,3 12,6 7,?
HULTIYAR 7,? 14,8 2,6
lIDIÉ LI lid LI
Tabla 1. Temam interpermonaleu y textuales y oraclonea tntualn
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Comentamos primero las manifestaciones textuales:
1) Tema textual
En los dos grupos lo primero que destaca es el hecho de
que, aunque los porcentajes en los distintos artículos varían
mucho, las medias para cada grupo son muy similares: 17,7%
<LING>, y 17,4% <ECON>. También lo es la distribución, con las
cifras más bajas en LINa :12%, y ECON 12,6%, y las más altas
23,9% <LING) y 24,8% <ECON).
2> La oración textual
También con respecto al uso de la oración textual se
presentan resultados bastante parecidos, Los porcentajes más
altos son en LINO, 8,1% de oraciones textuales y en ECON 1,7%. En
cuanto a los porcentajes bajos, se destaca un artículo de LING,
SYSEPRAG, con 0,8% de uso, mientras que en ECONS dos de los
artículos muestran poco uso de esta posibilidad de orientar al
lector: 2,1% y 2,6%. Podemos decir que los lingijistas (excepto en
un caso) parecen más conscientes de las oraciones textuales que
los economistas. Rechazamos la posibilidad de comparar la suma de
los dos datos <temas textuales + oraciones textuales> por
considerar que, aunque miden un mismo concepto —la frecuencia con
que el autor da instrucciones directos a su lector sobre el
texto— las intervenciones son de tipos diferentes.
3) El tema internersonal
Otra vez, a pesar de las diferencias individuales,
como conjunto los dos grupos son bastante homogéneos LING tiene
390
una media de 8,8%, y ECON de 8,5%, Es interesante, sin embargo,
que estas medias representan solamente la mitad de las que vimos
para el uso de los temas textuales. Es decir, es más frecuente la
intervención del autor en el tema para hacer explícita la
estructura lógica del artículo que para expresar una opinión
sobre el contenido o su compromiso con lo expresado.
Siguiendo con los datos, hay que destacar que los dos
artículos con mayor uso de temas interpersonales son precisamente
SPACT <16,4%) y UNEMPL (12,4%>; se recordará que de estos textos
comentamos el estilo más coloquial y la int’recuencia del uso de
la pasiva en comparación con el conjunto (Sección 3.6.2.). En el
grupo ECON, los demás artículos tienen porcentajes muy similares:
entre 7,4% y 6,3%, al igual que dos de LINO: 6,9% y 8,5%. Sin
embargo, otra vez SYSEPRAO presenta lina cifra algo más baja: 5,6,
Para concluir, podemos afirmar que en esta pequeña
muestra existe cierta homogeneidad respecto del uso de la función
interpersonal en el tema, y que el estilo menos formal en este
género se re LIeja, entre otras cosas, por una frecuencia más alta
de temas interpersonales. Es importante recordar que las cifras
reflejan solamente las manifestaciones de estas funciones dentro
del tema oracional. Aunque éste es el lugar más utilizado por la
posibilidad que ofrece de dominar cognitivarnente el enunciado,
también se encuentran comentarios interpersonales al comienzo de
las cláusulas no iniciales. Es decir, no hay que tomar estos
datos como reflejo de las únicas muestras de esta función en
nuestros textos. Lina ampliación del estudio sería la
contabilización de todas las manifestaciones y su ubicación en la
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taustila
4.5.2. Los papeles semánticos en el tema experiencial
Presentamos en forma de tabla
relevante de los aruilis is . las abreviaturas
portador en reine lón adscr i pL iva, IDEN
agente, OBJ= objetivo, ESIIS emisor
etreunstanciales, sin discriminar el tipo,
las u tases de procesos relacionales.
POR 1 DEN Mi EN )BJ Li NI 1 5 (ZA U 5
S PACT
.ONRELS
8 Y SE FRAti
ORIW(.)SI
ME 01 A
LAN0EV
UNEM PL
MI LS PEStO
MULTIVAR
MEDIA
11,7
5,8
9,7
14 , 6
hA
17,5
17,5
14, 7
13,7
‘ti
1 4, 0
15,1
7,3
1 4. 6
12.7
6,5
10,9
3,5
7,7
L~Ii
8 , 9
[VG
2 , 2
H,6
5,0
12,0
16,9
9,2
1SLtS
2 3
2,3
4, U
2,7
7,2
2,9
6,3
9,6
a , 9
4, 6
ti, 5
3,8
½‘
8,7
6,2
7,7
2,9
la informac ion
se refieren a:
Éden tít icado,
CAUS causa,
PREL= la suma de
UIRC
2 7 , 3
33 , 7
34 , 9
25,5
30,3
24,8
20,0
17,6
30,0
33, 1
34)
io ,i
1 3 . (1
5 , 4
Sil
10 , 2
5 , 4
15 , 4
10,9
10 <4
Tabla 2. Los papeles semánticos más relevantes
Puesto que nos interesa saber
más frecuentes en los campos estudiados,
cuáles son Los
el comentario
papeles
comienza
por lo más relevante -los papeles más frecuentes— para
tarde algunos datos secundarios o con referencia a
individuales,
tratar más
artículos
1 ) El proceso reIne toní resulta ser el más frecuente, sumando
con los diferentes tipos cl 33,1% dc los temas experienciales en
LINO, y el 32,4% en ECON. Los papeles semánticos, sin embargo, se
distribuyen de una manera algo distinta en cada grupo. Mientras
más
POR =
AG EN =
CIRC
todas
1>RE 1.
33 , 3
30,2
28,4
40, 7
33, 1
35,0
39,7
28,0
29,2
~LúA
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¡líe los ¡os papeles que des tacan son portador en una relación
ndscriptivo e identificado (poseedor y poseido son infrecuentes>,
ECON tiene preferencia por el portador: 15,7% sobre identificado
¿.1%, y LINO al revés, aunque con menos diferencia entre las
cifras: portador: 10,4% e identificado: 12,1%. Uno de los
artículos, CONRELS, utiliza poco la relación de adscripcion
(5,8%), cifra que se ve compensada por un porcentaje de
identificados (15,1%> y agentes (11,6%), bastante más alto que el
resto del ~rupo. Es decir, el autor presenta su descripción de
los fenómenos lingUisticos mediante la identificación de
uuncoptws i la representación de relaciones gramaticales como
acciones, hecho que se comentó en la Sección 4.3.2.
2 ) En segundo lugar de frecuencia en los dos grupos son los
circunstancialesp LINO tas emplea en un 30,3%, y ECON un 33,1%.
Este dato concuerda con la afirmación de Halliday de que los
adjuntos representan el tema marcado mas utilizado, y demuestra
que esta manera de dirigir la comprensión del mensaje es
frecuente en nuestros textos. Hemos cuantificado las diferentes
ciases que aparecen en nuestros textos con el fin de identi ficar
las que mas se utilizan. De los veinte tipos identificados
(Sección 4.3.9.) solamente cinco tienen cierta frecuencia y de
ellos sólo cuatro aparecen en todos los textos sin excepción. La
clase de circunstancial más utilizada es la de localización, con
una media de 7,3% (LINO) y 4,2% CECON>. Sigue la condicional con
4,9% en LINO y 3,9% en ECON, resultado interesante si pensamos
en la insistencia sobre la condicional en manuales de inglés para
económicas; parece que por lo menos en el tema oracional destaca
menos que en los argumentos sobre la lingiiística. Después viene
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LQÁIIPO c:on 4,1% ( LINO) y 2 ,9% <ECON). Causa, una relación
importante, hubiésemos dicho, aparece en el 3,5% de los temas de
LINO y en 1,5% de ECON. Finalmente, la temática se encuentra en
los temas de cinco de los artículos: 2,2% de LINO y 0,7% de ECON.
Ji Por [o que respecta a los procesos materiales, el agente, como
es de esperar, se utiliza menos en los textos lingílísticos: la
media para este grupo es 8,1%, comparada con 10,8% en ECON. El
hecho de que no sea más baja la primera cifra se explica por la
tendencia a presentar Las relaciones gramaticales como acciones.
Les trt; 1cLil(~s que empican más el agente como tenía son MILSPENJD y
(JNESIPt, ambos (le economía política s~ que donde tratan de acciones
en el mundo, a diferencia de los demás, que describen relaciones
entre conceptos o datos. Ya hemos mencionado el artículo de
filología (SPACT> que destaca por su alto porcentaje de agentes,
4) Los objetivos se emplean poco en LINO: 2,8%, y algo más en
ECON: 6,5%, donde es interesante el caso de UNEMPL <2,9%>,
resultado que parece pertenecer más bien al otro grupo, La
explicación reside en el hecho de que, a diferencia de los otros
artículos, en UNEMPL no se describen los resultados de
operaciones con variables,
5) El papel de emisor aparece en todos los artículos, reflejando
la importancia que se concede a la procedencia de la información
que se presenta. Se incluyen en los datos tanto los casos de
oraciones textuales, donde el emisor es el propio autor, como los
que atribuyen a otros las opiniones que se citan. Las medias son:
4,7% para LING y 6,2% para ECOtJ, donde se destaca el poco uso que
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hace MILSPEND (2,9%> en comparacion con los ciernas artículos. El
emisor corno _ ente es importante, lógicamente, en SPACT, con 9,3%
de los temas, y aparece en algún otro artículo donde se emplea
para definir los términos empleados.
ti> Fiemos calcuLado todos las manifestaciones de causatividad
incluyendo las categorías de causante en procesos cognitivos Y
locutivos para conocer la importancia de este concepto, tanto en
el desarrollo del argumento como en la relación entre los
elementos del mismo. En la tabla se ve que este concepto es más
importante en ECON < 10. 4%) que en LINO <8,1%), aunque en cada
~rupo se forman dos subgrupo s:e ti ECON , [JNEMPL mtíes t ra un bajo
porcentaje, 9,1%, Frente a los demás textos, que tienen entre
10,2% y 15,4%. En LINO, el grupo bajo (SPACT y CORRCOM~, tiene
entre 3,9% y 5,4%, y el alto (CONRELS y SYSEPRAG) de 10,4% a
13,0%.
4.5.3. Resumen
De lo expuesto en esta sección destacariamos dos
puntos:
1) Hemos visto que es importante distinguir entre el contenido
del artículo, por una parte, y las opiniones y la información
textual que nos indica cómo se estructura el argumento, por otra.
Los autores en este género se portan de una manera más homogéneo
respecto de la organizacton del texto, pero difieren en cuanto a
la utilización de comentarios sobre la manera en la que tenemos
que interpretar el contenido.
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2) Por lo que respecta a los contenidos, la mayoría de los temas
no marcados representan relac iones , y no acciones, aunque, como
se un visto, o tra manera de expresar las relac iones entre
cúncepitús puede ser conc ibiéndolas como acciones, Por lo que
respecta a Los temas marcados, son muy frecuentes los que se
¡enlizan por circunstanciales, especialmente de localización y
tiempo (abstracto y textual) s’ las condicionales, normalmente,
pero no siempre, fáciles de reconocer. La causatividad se expresa
de muchas maneras, y tiene (los funciones: puede mostrar bien
¡‘e lar tanes entre participantes, bien procesos de deducción en el
irgumenta.
La siguiente sección presenta el análisis temático
desde otra perspectiva: la del texto completo.
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4.6. ANALISIS TEMATICO DE FIN ARTICULO DE ECONOMIA
4.6.1. Introducción
Dado nuestro interés por estudiar la influencia del
tena, tal y como lo hemos definido, en la comprensión del mensaje
escrito, nos ¡la parecido importante incluir en este capítulo el
resumen del análisis temático de un texto completo. Este análisis
intenta mostrar como el autor utiliza la posición temática para
controlar las expectativas del lector —aspecto clave en la
eoínprnns ión LIc Lora— y dirigir su recepc ión del mensaje, Este
1 tpo de ami 1 isis, como ya se ha explicado, no revelará una cadena
le tomas que sigue el argumento principal del párrafo y del
texto, pero sí ayuda a ¡¡acer expí icitas las instrucciones que da
el autor al lector con respecto a cómo debe entender su mensaje,
El análisis tema por tema de un texto de este tipo
tiene como resultado un comentario largo, en el que no todos los
párrafos destacan por la manera en que el autor aprovecha los
recursos de la primera posición. Normalmente, en la exposición de
esta clase de análisis se elige algdn segmento por su interes
como muestra de una estructura —por ejemplo de contraste, de
ejemplificación o de orden cronológico— reflejada en la elección
del tema, lo cual resulta más interesante para el lector. No
obstante, en este caso nos ha parecido necesario, exponer de
manera resumida el análisis del artículo completo para poder
evaluar las posibilidades y problemas que presenta.
Con el fin de facilitar la lectura del análisis,
resumimos primero el contenido del, artículo. Empezamos por una
397
visión global del objetivo
tenga una perspectiva del
distribución de dicho conten
de los autores para que el lector
texto que te permita entender la
ido.
El artículo en cuestión, “Some observations
mu It i varia te
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n que permi
‘le [a planif
;td,j¡id i <zar a
visual del áre
Los autores
ndividuales
dores —Robinso
factorial en
<los mapas sobre
con fecc ionados
y es
ta a
i cac
dist
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del
e u
ne
el
un estudio realizad
la administración
ión rural y urbana
intas zonas un valor q
partir del análisis de
artículo defienden la
los cálculos frente al
t al.— que abogan por
tratamiento de sus
la calidad del
a partir de
paisaje
los datos
(que abreviamos
utilizados en la
o para suministrar
tomar decisiones
• Dichos métodos
ne representa la
una serie de
utilización de
método de otros
el empleo del
variables. Se
de una región del
que resultan de la
api icac lón de ambas metodologías
superioridací empírica de su método,
teoríco del grupo de Robinson, para
Los autores argumentan la
Y examinan el razonamiento
terminar rechazándolo.
Es evidente que tal contenido se expondrá de dos
maneras: mediante la descripción de situaciones y procesos y
mediante la argumentación. Siendo así, nos ha parecido
interesante hacer un resumen de los temas experienciales y
textuales en forma de tabla para mostrar cómo los diferentes
tipos de terna revelan la función retórica de las distintas partes
del texto1 Obviamente es imprescindible reconocer estas funciones
on
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st jueremos entender el signi ficado del texto y de las distintas
secciones que lo componen.
4.6.2. Resumen de la estructura temática de LANDEV
Fiemos utilizado los principios de Fries acerca de los
tipos de tema y de cómo inFluyen en la recepción del mensaje
(véase la Sección 3.5.2.>. El tipo 4, el más frecuente,
representa el tema no marcado, realizado por el sujeto
s ínt;dc t ico , cuya func lón es la de resaltar el punto de
e Iaborac lón del enunciado. Un párrafo basado en esta clase de
ema suc le ser expositivo o descriptivo. Por otro Lado, e i ti Po 1
corresponde al primer principio de Enes —es decir, representa el
1 ema que ex presa tina información necesaria para la correcta
interpretación del mensaje principal, Esta clase de tema se elige
a menudo en un segmento del texto dedicado a la argtímentacíon, ya
que sirve para matizar, para condicionar el significado del
enunciado, Y el tipo 3 -poco frecuente en este tipo de texto—
tiene el cometido de establecer el contexto temporal o de lugar.
En la Tabla 3, la combinación de uno de estos números con la T
indica que aparece un tema textual en la misma oración lo cual
muy frecuentemente, se asocia con la argumentación.
El artículo consta de treinta y tres párrafos divididos
en seis apartados. Analizamos cada tino bajo el encabezamiento
original, ya que refleja una parte importante del mensaje de los
autores. Los números a la izquierda indican los párrafos y cada
número de las columnas, el tema de una oración.
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3
4
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8,
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11.
12.
13
‘4,
15.
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18.
Seccion 4.
‘9.
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Sección 5,
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24
25.
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27.
28.
29.
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Sección 6.
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4 1
4 T4
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4 4
4 4
4 4
1 ¡
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‘I’l 4
4 4
4 3
1 4
1 1.
1 4
:3 4
4 14
4 4
4 4
4 T4
Ti 4
T4 ‘[‘1
1 ‘1
1 4
4 4
4 1
4 4
4 1
4 4
1. 4
1’4
T3
fa
1’ 4
4
Ti
4
1’ 4
4
4
‘.4
1
.4,’>
‘1’ 1
4
4
‘f 4
1
—l
4
T 4
‘¡‘4
4
4
‘1’ 1
,r 1
4
14
4
‘1 4 4
4 1 4 4
‘1’ 1
4
‘U4
—1
‘r 4
r 4
4
4
4
Tabla 3: Tipos de temas
~1’1
.4
Tí
4
‘1’ 4
4
Seccción 1, “Introduction”
Los siete párrafos de la introducción repasan el estado
de la disciplina y consideran las implicaciones de la situación
en la que se encuentra, con lo cual vemos una mezcla de las
funciones de exposición y argumentación. La inclusión de
4 T4
4 4 4
4 4 Ti
Ti
en LANDEV
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referencias al desarrollo histórico de los estudios del paisaje
está reflejada en la elección de temas del tipo 3, aquí con
ontenido temporal:
397) át the moment <2—3
398) More recently <3—3
El párrafo 4, central en la sección, nos proporciona un ejemplo
de la simple exposición, sin ningún tema marcado, y con un sólo
1 ema 1 extital que introduce un ejemplo:
399> tu ¡>art icular (4—3
Los otros temas textuales indican el desarrollo de la descripc ion
y de la relac lón lógica entre los enunciados:
(400) First (1—3 y 6—2)
<401) Second (2—1 y 7—1)
(402) Consequently <1—5 y 2—3)
(403> However <3—3>
<404 > Finally ( 7—3)
Los tres últimos párrafos en la introducción explican las
consecuencias de la elección de una metodología u otra y, para
ello, los autores emplean temas del tipo 1 —es decir, temas que
proporcionan un marco dentro del que se debe entender el resto
del enunciado:
405) lf the mape are found to differ significantly (5—2)
<406) U variations in the assessment of relative visual
quality are more the product of the metbod by which it
was evaluated than actual differences in landacape
6—4
401
<407> Vinally, if the technique is to be promoted t’or use 2w
planning agencies (7—3)
Los ejemplos (405> a (407) presentan la conclusión de sus
respectivos párrafos. Sin embargo, en vez de una indicación de
esta función, tenemos tres condicionales. La elección de esta
estruc tííra sintáctica r’esu 1 La muy e fee U iva por requerir al lector
más es fuerzo de procesamiento que tina conclusión presentada con
1 as seña ¡es lógicas visuales. En estos párrafos, para procesar la
condic ión, el lector tiene que seguir el mismo (amino de
rtízonamlent.o <jite los autores leí articulo. De esta manera, <lada
La forma de present nr ¡a int’ormac ~on llega a la misma conclusión
que tos autores y ¡a hace suya con mas facilidad. Las tres
condie iones tienen, sin embargo, funciones distintas: <405) y
(406) introducen las hipótesis del trabajo, mientras que (407>
expresa un estado deseado por los autores y, probablemente, los
[ectores -otros especialistas en el campo.
Sección 2. Statistical prediction of the visual quality of the
1and scape”
Esta sece ron, que consta de tres párrafos, describe el
método utilizado por los investigadores; por lo tanto, la función
más relevante es ía exposición y el tema más frecuente el 4, cl
punto de elaboración. Aunque el párrafo 8 contiene un tema de
U ipo 1
(408) With a knowledge of the strength of each element within
each unit <8—4>
resulta ser una circunstancial de medio cuyo uso corresponde con
una descripción del método. El tema textual indicando una
402
conclusión:
409 Tlíus ( 8—5
introduce [a ecuación que resu Ita de las operac iones descritas
anteriormente; es decir, indica simplemente la reescritura en
termínos algebraicos, no la conclusión de un argumento. Hasta el
fin del párrafo 10 no volvemos a encontrar ningún Lema textual ni
marcado. En este párrafo, el tema de tipo 1 acompañado de un tema
textual en ( 410
1 1<.)> llowevey’ , tor the piirpose of 1 his sttídy < 1<)—’>
concluye la secc ion uxpí icando por qué los autores no
intención de resolver un problema de fondo presentado
de elaborac ion en el primero enunciado del párrafo.
tienen la
cono punto
Sección 3. ‘The visual quality maps”
Esta seccion
proceso: la creac ion
resultan de las operac
emplean muchos temas
suelen tener el papel
tienen la función de
proceso: (411) y
operaciones: <413>;
metodología: <‘114) y
4 11>
< 4 1 2
U s .t ng
(1 si ng
incluye los párrafos 11-18 y describe
de los mapas utilizando los datos
iones descritas anteriormente. Vemos que
que sirven de punto de elaboración, y
semántico de objetivo. Los temas de ti
indicar el medio por el que se realiza
412); cl orden en el que tienen lugar
y la justificación de la lógica de
< 4 1 5 )
otro
q u e
se
que
PO 1
el
las
la
the regression models described aboye (11—1)
a varimax rotat.ion (15—2>
403
4 1:3>
4 1 4
415)
runc ion
flfl ¡‘tui fo
[a [‘05
de 1 a Iii
< ¡1 fi 1
Previous to the analysis <15—2)
[‘bus(¡1—3
Therefore <13—4)
Al ¡legar al párrafo 17, se nota un cambio
retórica, ya que los tres temas son de tipo 1
representa una etapa Lmportante en el argumento:
bi 1 idad de que se encuent: re alguna variación entre
isma zona:
en la
Es te
admite
mapas
Al tbough [he pred icted scores may vary
si ightly between the two regressions 1 17—1
Fxp ¡ i ca por que, no obstante, deben resLil tar bastan te similares
WI U h the same number of un i ts iii each
qual i ty elass ( 17—2)
Y llega a
onside rabíes
que el objeto
418
la conclusión de que si aparecen diferencias
es necesario examinar los métodos empleados, dado
descrito por los mapas no ha cambiado:
if Ihere are substantial differences (17—3)
Al igual que ocurre en la introducción del artículo —ejemplos
(405) a (407>- los autores emplean tina condicional para presentar
lo que es en realidad la conclusión de su argumento.
Por último, el problema planteado en 17—3
18-1, donde se abre el párrafo con un tema de
finalidad, que ¡ntroduce la oración en la que
explican como proponen resolver dicha dificultad:
se retorna en
tipo 1, de
los autores
>17)
404
To aid assessment of the variation between Lhe two maps
18—1
Sección 4. The regression results compared’
En esta corta sección, el primer párrafo, el 19, es
descriptivo s’ el segundo argumentativo. El párrafo 19 comienza
con un tema de tipo 3, con referencia temporal dentro del texto
(420) I3efore proceeding wi th a more detailed examination of
the advantages and disadvantages of either approach
<19—1>
‘.‘ cont iene otro de tipo 1 con función comparativa, propio de una
iesc ci pc lo
421) The higher [he value <19—5)
Por otro Lado, el párrafo 20 expone el significado de
los datos que se acaban dc describir, por lo cual la información
se presenta de una manera argumentativa con presencia de
indicadores textuales en dos de las tres oraciones. Sus funciones
son las de verificativo <422) y aditivo <423>:
(‘122) In fact (20—2)
(423) In addition <20—3)
Sección 5. “Factor scores as independent variables:
The case for and against”
El mismo título informa de la organización
argumentativa de esta sección y, efectivamente encontramos
frecuentes indicios de ello en los temas. Es la sección más
larga, lo cual refleja también la importancia y complej idad del
contenido. El párrafo 21 comienza con temas de tipo 4 <punto de
405
elaboración)
parecen Los
métodos estadi
que se informa
mapas y <le ¡as
los autores,
es tructií ¡‘a de
(424
(425)
¡261
ya que descri be tos aspectos en los cuales se
mapas que resul tan (le la aplicación de los dos
sticos, Sin embargo, los tres últimos temas, en los
de la exis tenci a de algunas di ferene las entre los
impl icac iones que es Lo Llene para tas ¡ti pci tesis de
ríe luyen temas t ex Luales para i tui icar al lector la
¡a uliscus ion:
llowever (21—2)
FuírtIiermore (21—1)
<onisequient 1V < ¿1—
ti oncE? p t O
lescript iv
s i 4 u i ente
22 y por
exposi tivo
que señalan
El parrato
e lave en la
ti Se ¿ipree i a
parrafo , sin
eso contien
y en parte
la hínción
¿2 es La dedicado a la exposición de un
disc ipi ma de Los autores y esta función
ea la presencia de teínas de t tpo 4 . El
embargo, evalua el contenido del párrafo
e tina ¡uezc la de funciones —en parte es
argumentat ivo- con varios temas textuales
de los distintos enunciados:
However <23—2)
Therefore (23—4)
On the other hand (23-7>
Los tres párrafos que siguen son cortos, pero esto
sean argumentativos. La Tabla 3 indica que utilizan
1, dos de causa <430) y <431), y una concesiva (432>:
no impide que
temas de tipo
Because of the number of regresslon weights involved
(24—1>
Given the aims of this type of study <26—1>
(427)
429)
4 30
<430>
431>
406
Although ibis inight Le a valid cniticísin <25—2)
algunos tenias tux tuales con tíínc rin ad it 1 va, ej eínp los
435 ) , puesto que i rítroducen datos adicionales bien a
a tesis (le hab i risorí [ten a favo u de ¡ a de los ay Lores:
Also (21—1)
Furtherniore ( 25—¡}
Again (25—2).
E 1.
¡ Pc 1.~ ti
1 vn ¡‘a fa
IiIiIO(i jata.
vatoral. ivas
función ¡‘oca
(36)
f 4 3
438
párrafo 2
Yfl ‘¡Líe SU
26
~:s ¡rile ¡-usan
7 contiene tanto arguiiíeritac ión como
rata de ¡itt pr’ab¡ema teflr ico, í’iesentado
los autores cans ide ran s iii soluc ion
te señalar’ que aquí encontramos
tema nterpersonal—<436) s <437)— s un
usada en es te art iculo
temas
<438>
Pro ferable ( 27—1)
Necessary (27—5)
Unfortunateiv 27—2
también se encuentran f;emas textuales durante el argumento:
Flowever (27—3)
Therefore <27—5).
439
440)
Los temas
VOL lejan Itt
de tipo 4 sin presencia de indicadores textuales
exposicion de la teoría.
El siguiente párrafo consta de dos partes:
presentación de la opinión de otros investigadores, Robinson
nl. y una cita de los mismos donde argumentan su hipótesis.
$ ¡ 3 2
stcjeiiias
1 43 3
1 ave t’
1 e
:1
<le 1
< ¡ a
-131
<4 a 5)
iesu t
II
la
et
Por
407
esta razon, los dos primeros Lemas de tipo 4 tienen el papel de
emisor. Después, en la cita, encontramos expresiones que marcan
la tune jón retórica de los enunciados:
For example < 28—2
However (28—4)
Thus < 28—8
¡41)
442>
44
En el parrafo 29 se presen
hecha por nuestros autores, o
itillí>) de elaboración < 444 1 y
manera de entender’ eI enurxc indo
La una ev
e ri un
otro
4 4 5
aluación de esta hipátes
tema de tipo 4 que indica
de tipo 1 que c’oritro la
¡‘he most appropriate way to tackle Uhis
Under these conditions <29—2)
O t ro
evaluación que
ptirratos :30
textuales re
razonamiento
autores, De
organización
(‘148> y
respuesta:
problein 29—1
argumento de Robinson, presentado junto con la
los autores hacen de él, forma el contenido de los
x’ 31. En el 30, encontramos una serie de temas
lacionados con la estructura —por tina parte, del
de Robinson y, por otra, de la reacción de los
esta manera, <446) y (447> se refieren a la
de los pasos en el argumento de Robinson, mientras
(449> indican el razonamiento de los autores en su
Initially (30—2>
Further <30—4>
However (30—4
Therefore <30—fi)
4 44
4 45
ls.
el
la
‘1 46)
<447)
( 44 8
149
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también indica laEn (45<1), un tema de tipo 1, concesivo,
evaluación del argumento de Robinson:
4 50 Although the gist of this is not easy to follow” <30—3)
interesante notar que el tópico del
resulta ser una metáfora gramatical
tema textual en un tema de tipo 4.
ontir como el punto de elaboración del
<451)
párrafo en el ejemplo
elegida para convertir
De este modo, puede
párrafo entero:
Ube final point < 30—1)
En el ¡uirrafo 31 siguen las argumentos <zon los que
unes U ros autores evaluan la jI U ima Ii ipótes is de Rob i nson . Sin
t.mbaru4o :lqu 1 VSI ¿1 runc..¡ on re tór i ca no se encuentra ref leqada en
el tipo de tema, ya que los autores nL ilizan otros medios para
representar los pasos lógicos que siguen en su razonamiento. Así,
emplean la semántica en temas del tipo 4, como en (452) y <453),
o la metáfora gramatical —en <454 1 un existente como valorativo y
en (455) un experimentador como cn’cunstancial de tiempo:
452
453>
¡54
455
The logic underlying this argument ( 31—1
These results (demonstrate) 1 31—H
There appears to be no basis <31—2)
This (makes no assumptions> <31—4¡
La conclusión sí está indicada con un Lema textual:
Accordingly <31—5).
Al igual que ocurre en el párrafo
penúltima oración puesto que
13, esta función aparece en la
en la última —más indicada
Es
45 1
un
.Íunc
‘156
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normalmente para este fin- se indica la ubicación de la tabla de
resultados que apoyan la conclusión.
Sección 6. “Conclusion”
La conclusión del artículo está compuesta por etas
párrafos. Li primero es de tipo expositivo, va que recuerda el
objetivo de tos investigadores en la evaluación del paisaje y
también algunos de sus trabajos dedicados a tal fin. Con esta
expí tención general los autores sientan las bases para razonar la
eonciiís¡ún tic este caso concreto en el parrat’a :ia. SIlentras que
vn el ~ todos Los temas son de tipo 4, y no se tít it iza ningún
tema 1 extual • ~n el 33, donde se discute el si<ni ricado ‘te Los
reseiltados, se inc1uy~xi indicadores de la estructura del
argumento. El tema de tIpo ;i, eJemplo <457>, es una referencia a
la organización de la exposición, a La vez que tina austiflcación
de los autores, y tos temas textuales en <468) y (459> avisan al
Lector de la rirnelón retórica de sus enunciados:
<457) A ter examinin0 ira detail the arguments advanced
Úor iasing t’actor scores (33—1>
(458> However <33—3>
(459> Therefore (33—5>
Merece la pena señalar el uso del último tema de tipo 1, una
condicional
(460> It <te aim oC the tecbnique Is to reproduce the
visual—quality acores given by tite observation ten
Lo each sample unU as precisely as passiblt to
enable Lite prediction of visual quality for
unsampled units <33—6>
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itís tutores ¡ti 1 izan este tema de la misma manera míe lo hacen en
;tfltet tores casos; es decir, con el lo obligan al lector a razonar
‘¡e u misma manera que ellos y, conseciíentemente, a aceptar su
(OtiC í vis ion.
4.6.3. Los temas interpersonales en LANDEV
(orno
presentados en
¡ <=Xtos suele
art ictílo ‘jíie
vimos en 1 os
la Secion ».l..
ser mucho menos
estarnos comentando
resultados de los
la función interpersonal
relevante que la textual
los temas i nterpersonates
anal isis
en estos
En el
U 1 enen
U(i’S II tiC 1
~i5t?\’Crac inri
JIV 1 Stiti <1
<461
(462
463
(464
< 4 65
466
(467
(468)
(469
1> titj~ s
4 6 1
O liria
¡ > expresan la opinión <jet autor trent.e a una
a (464>, 2> apelan al lector ¡‘165) y (466>
ci ta i ud i recta < 467> a i ‘[69
{)bv i <>1151 y cf;— 1)
Unfort,mnatelv <27—2)
There appears <23—4 y 31—2>
There is a strong possíbiiity <30—5)
It will be noticed <19—3)
Stíppose <28—3)
It is also argued
It is maintained
It is further pos
4.6.4. Conclusión
(24—1)
<25—1 y 32—3
tulated (30—4>
Con este análisis de la función del tema oracional en
un artículo científico hemos intentado mostrar cómo,
efectivamente, este elemento dirige las expectativas del lector e
influye en la manera de procesar el siguiente segmento del
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mensaje. Hemos visto la importancia de colocar el punto de
e [aborac ión en el lugar temat leo, y el e fecto de utilizar un tema
narrado, 1 papel del tema textual tiene mucha reí evanc ia en los
art i culos anal izados, tal y como revelaron los resul tados
espíes tos et¡ 1 a Secc ion 4 . 5.. Sin embargo, la función
rito upe rsonal apa rece poco.
[Cl análisis nos permite
El área de influer¡c: la del tema no
en el que se encuentra; mas bien
<Ient re del texto: el parra ¡O, A e
~>sii’rafoseXpOS itt vos romo el
vi rgu¡ííentativos como el 17, 20,
algunos con Uunc inri mixta, como
percibir un hecho interesante.
queda 1 ini tada por el enunc i ado
forma parte de uuía es truetura
s te respecto tenemos ejemp ¡os de
4, 8, 19, 22, 32, otros
21, 30, 33, y, naturalmente,
puede ser el caso del 23 o 27.
Sin embargo,
¡¡¡¡me ro de indicado res
tipo de texto, sección o
no existe
te x tu al e s
I~1
y
párrafo.
na simple correlación en
temas circunstanciales
Vimos en el párrafo JI
otros medios para expresar estas ¡unciones
vez, es importante insistir en que, como se
isis, estos usos resultan ser la excepción -
único en cl que encontramos que la estructura
nuestras expectativas respecto del contenido
cual podemos concluir que la norma está
resto del texto, De todos modos, también en
el párrafo 31, un estudio de los temas nos proporciona la clave
del ob,jetivo comunicativo, aunque de una manera distinta respecto
ciutor dispone
comunicativas
comprueba en e
el párrafo 31
tematica no e
retórico— con
representada p
de
A la
1 anál
es el
ump le
lo
or el
de los demás parra fos en el articulo.
tre el
y el
que el
4 12
No hay que olvidar, claro esta, los indicadores
textuales e interpersonales que nc se encuentran en el tema
orac iorial . Tal es el caso de, por ejemplo
(470> Phis figure is , howex , an exaggeration of reality
12—2
<471) The validity of this type of approach la, of course,
largely dependent on 10—1
El efecto cognitivo (le retrasar estos elementos se explica por la
pérdida ‘fe primac la; dicho en otros términos, dejan de formar
parte ‘ful marco cons derado por e ¡ autor necesario para La
tC)III~tO~IS ion del enunciado y se presenta como un comentario
[)OStCY’IOr. Comparemos (‘170> y (471) con (472) y (473>:
(472 > ¡lowever , this f igurc-~ is an exaggeration ol’ reality
473 or course , the validi ty of this type of approach
ts large[y dependent on
Otro dato que merece la pena mencionar es la frecuencia
con la que el tema no marcado de la primera oración de un párrafo
representa el punto de elaboración no sólo de su frase sino de
todo el párrafo. En otras palabras, los autores suelen colocar el
tópico del parrafo —entendido como el referente del que trata
todo el segmento— en primer lugar, De los veinte párrafos que
comienzan con un tema no marcado, diecisiete desempeñan el papel
de tenía del párrafo. En dos de los tres restantes, el tema indica
quien enunc ia los argumentos que aparecen en el párrafo, ya que
const i tuyen citas o comentarios sobre otras opiniones. <Ya
dij itrios en la Sección 4,3.5. que no resulta del todo
satisfactoria esta solución al problema del análisis de estos
emisores. ) El otro párrafo consta sólo de dos oraciones. y, por
413
el contenido, se podnia considerar, en e fec to, ma ccnt inmiac idn
del anterior, lina extensión interesante de este análisis seria
investigar st —como argumentan diferentes lingúistas <Seccion
3,7. — el supe tu en los casos de tema marcado desempefia el papel
le tópico. 5’ irí embargo, en nuestro análisis teínát ico no hemos
tratado esta cumes t j ón
Por último, aunque no ha sido parte del objetivo de
nuestro uinál isis, también podemos menc ionar el descubrimiento de
<los iraciones tópico: 1 a primera frase del parrat’o “e mt idós , y
la píi mora do¡ troi rita y los. Estas oraciones destacan por
uncouí 1 rarse en un iii ve. 1 mucho mas gene ral que tas demás del
¡<,xI o, y ¡‘ox’ resuin ir aspee tos fundamentales del argumento que
contiene el art icu lo.
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4.7. EL TENA EH LA CONnhuhzon LECTORA
4.7.1. Introdución
Ahora que hemos presentado los tipos de tema que se han
encontrado en los artículos analizados, queremos proponer lina
explicación de su función en el marca más amplio ‘te la
comprensión lectora, Para ello, tenemos que ampliar también la
noción de tema, como se verá más adelante. Esta sección, pues,
tiene el fin de enlazar con la primera parte del trabajo sobre el
gfloce9nmiento del texto escrito.
.~ Lo largo de los Capítulos £ y II sobre cl
procesamiento del lenguaje destacamos la importancia que tienen
en ¡a comprensión de:
1> los conocimientos del lector,
2> la creación de hipótesis acerca de posibles entradas
futuras y de su interpretación.
Ahora queremos mostrar la conexión que existe entre estos
aspectos de la comprensión lectora y el Isua, la noción centraL
de los Capítulos III y IV de este trabajo.
Recordemos que tomamos como segmento básico para la
comprensión lectora la oración ortogrática —no sólo por las
características de los alumnos a los que queremos aplicar los
resultados del estudio, sino también por su probado papel en ej.
procesamiento. Consideramos que el tema en ingLes se realiza
mediante el primer conBtittuyente experiencial e incluye los
elementos interpersonales y textuales que lo preceden. Su función
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quede perfilada por SU posición como “punto de partida del
mensaje’. Es, en definitiva, el elemento que el escritor elige
para dirigir la comprension de La enunciación. Lo mas frecuente
es que la función textual ele tema esté realizada por el. elemento
con el papel sintáctico de sujeto, en cuyo caso se le destaca al
lector el participante del que trata la cláusula: “the point of
elaboratíon” <Fríes, en prensa al. En otros casos, el tema puede
i~oincidir con un sintagma adverbial, o una cláusula subordinada,
y establecer diferentes tipos de “marcos” orientativos del
mensaje, cuyas funciones resume Downing (en prensa>:
“tu set the mal,, semantic tramework which will hoid
over, tú Ieast, ilie following clause or clause
<rompía. Titis rramework can be upatial, temporal,
individual nr situational, nr a combination of’
(diese.
Desde el punto de vista de los llngúistas, pues, el tema cumple
un papel importante en la emisión y recepción del mensaje. En
usta sección, querría proponer un marco cognitivo en el que se
podria encajar este interesante concepto. Empezaré por destacar
desde qué perspectiva es pertinente para la comprensión la noción
de tema, y luego pasaré a describir una manera de considerar el
tema en los diferentes niveles que intervienen en la comprensi6n
lectora.
4.7.2. Los conocimientos y las predicciones en la lectura
Describimos en el Capitulo II cómo en la comprensión
del lengua.je inciden las estructuras de conocimiento que tiene el
lector. Estas confIguraciones están compuestas por unas
estructuras esquemátIcas que organizan dIferentea clases de
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tintos. Unas representan conocímíegmtos de tipo £ inguistico -que
incluyen, por ejemplo, los papeles Semábticos que aparecen con un
verbo, o tus que normalmente desempeña cierto sustantivo. Otras
organizan nuestro conocimiento deL mundo -una serie de
conocimientos que están ¡midas a las palabras léxicas, y que
permiten al escritor suponer ‘píe su lector es capaz de suplir c:on
inferencias de distintos tipos la información no expresada en el
texto. Tales estructuras pueden referiraje al tipo de situación -
por tanto contienen información acerca de los participantes, los
comportamientos que se pueden esperar, tas metas inmediatas
etcétera. 01ro tipo de estructura que posee el lector contiene
igmCormacíón acerca de las metas a largo plazo, y de Ion
eomportamientos humanos para consegum¡rlas, Ial y como vimos en la
Sección 1.4. • Vamos a intentar conectar este conocimiento con el
concepto de tema y su papel en la lectura de un texto.
Dijimos <Sección 3.3.> que la mente no es un receptor
pasivo que espera alguna sensación del mundo exterior antes de
ponerse en marcha para interpretarla. Es un organismo activo,
<¡míe está constantemente formando hipotesis acerca de las futuras
entradas y de su significado. Para ello, tiene en todo momento
activadas parcialmente distintas estructuras de conocimiento.
Estas configuraciones mentales contienen las hipótesis acerca de
tas entradas que el sistema está esperando. SI aparece una
estructura parecida a las que espera, su reconocimiento será.
lógicamente, más rápido porque al estar ésta parcialmente
activada, el sistema necesita menou información para comprobar su
1
presencia que para encontrar otra estructura no esperada. Podemos
entender este fenómeno por medio de una comparación con la
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percepción visual, ya que funciona de la misma manera, Nos
sorprende a veces la dificultad que experimentamos al presentarse
ante nuestros ojos algo totalmente inesperado. Por un momento, no
somos capaces de reconocerlo aunque sepamos de qué se trata, y lo
reconozcamos fácilmente en su entorno habitual. Lo mismo ocurre
con las caras de las personas conocidas, que, a veces, no
reconcemos fuera del lugar donde esperamos verlas.
Algo parecido ocurre con la comprensión del lenguaje,
Los hablantes aportan a cualquier situación comunicativa una
serie de expectativas. Incluso antes de que empecemos a leer un
texto, ya hemos hecho algunas predicciones basadas en lo que
conocemos de la publicacion en la que se encuentra, el autor, la
escuela que representa etcétera. Estas hipótesis tienen que ver
con el contenido, y la motivación del autor en un nivel muy
general, Sin embargo, podemos hacer predicciones más o menos
específicas según el nivel en el que apliquemos nuestra atención.
Si, por ejemplo~ encontramos una palabra dividida en la última
línea de lina página, mientras estarnos pasando la hoja hacemos
unas hipótesis sobre su identidad. Este hecho lo descubrimos
cuando nos equivocamos. St acertamos, la lectura suele seguir
sin interrupción, sin que nos apercibamos de este aspecto del
procesamiento, Naturalmente, cuánto más información tengamos —
cuántas más letras queden a la vista, y cuánto más sepamos acerca
del campo semántico— más fácil será predecir correctamente.
Esto ocurre en todos los niveles de procesamiento, cómo
demuestra Bolinger <1952) en su artículo sobre “Linear
Modification”. En el nivel de la sintaxis, si paramos en medio de
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irla orac idil existe un número limitado de posibilidades entre las
que elegir
el analisi
estructuras
procf icc ione
pro ha 1> los
i nc orn p 1 e t a
conceptos
t recuerí teme
e xi tu, ‘Inc
tija. Si
la estructura
5 síntactico por
que se debe
s acerca del e
unas palabras
mac roe s t r u c t u r
probables. Y
nte sabernos qué
problemas puede
n embargo, en
siguiente.
ordenado
probar.
o n te ni do,
léxicas que
a indica
por lo q
acciones
n surgir
es tos
<Este método se aprovecha en
r para limitar el número de
Si queremos hacer algunas
el campo semántico hace más
otras, y la hipotética e
el tipo de relaciones y
ue respecta a los objetivos,
tienen más probabilidades de
dependiendo del camino que se
niveles superiores. nuestas
hipé te sis no pueden perfil arse con
rí tve los interiores.
tanta concreción como
Aunque casi
clase de predicciones,
¡tic constí tuye cl proc
creacion de hipótesis que
Inc rl sistema recibe. Se
lada la parquedad de ini’
un determinado nivel. Si
cadena hablada, vemos que
suficiente para determi
¡980:62—3). Es por esta
palabras suel tas , descon
procesamiento de
nunca llegamos
es probable que
a ser conscientes de esta
gran parte de la actividad
esamiento del lenguaje consiste en la
ayuden a la interpretación de los datos
cree que estas hipótesis son necesarias
orníación que proporciona tina entrada en
tomarnos como ejemplo la recepción de la
la información puramente acústica no es
nar los fonemas individuales (Woods,
razón que es muy difícil reconocer las
textualizadas, si se emplea solamente el
abajo-arriba. Como afirma Woods <op. cit.~61):
Parsing natural language is fundamentally a
ríondeterministic process. That is, it is not
possible Lo make alí ot the correct decisions based
en los
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7 1
sotely on local intormation.”
Cambiando ahora el nivel de procesamiento, otro ejemplo muy claro
Ú
es rl de la asignación de referentes a los pronombres, que %qmos Y
en La Sección 2.3.; tal asignación necesita decisiones basadas
a
en inferencias que sólo se pueden crear si empleamos nuestros
conocimientos del mundo. La interacción de tanta información
implica una distribución adecuada de los recursos cognitivos.
Aqi,í dejaremos de lado la cuestión de la impermeabiiidad de los
niveles, ya que es evidente que en algún momento durante tU
análisis es necesario poner en comunicación las diferentes clases
de información. > Veamos ¡arta propuesta (de Acaugrande, 1987> de
romo se pueden repartir los recursos entre las distintas tareas
• ¿U
is;>Iícadns en la lectura, antes de pasar a considerar el papel
del tema.
4.7.3. Los niveles de procesamiento y la dIstribucIón de los
recursos
La lectura ‘te aun texto, como hemos podido comprobar
‘Atarante la Primera Parte de este trabajo, es muy compleja para el
Sistema cognitivo, y en consecuencia, durante esta actividad la
mente suele estar a punto de la sobrecarga. Prueba de ello son
las equivocaciones que cometemos frecuentemente durante la
lectura rápIda. Sin embargo, estos errores de procesamiento no
Mielen resultar muy graves -muchas veces, son casi
imperceptibles. Parece, además, que forman parte de]. proceso
normal, puesto que sí hacemos un esfuerzo para prestar más
atención a la descodíficación, o al análisis sintáctico, -es
decir, redistribuimos los recursos que destinamos a los
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diferentes niveles que participan crí la interprc’t~¡ííei~ ch? un
texto— el resultado es una comprension impertYc ta ~a que emos
restado pos i bit idades a los nivel es sllper 1 re~ los fe 1 a
inferencia, por ejemplo— como mostro Flores U 1 91<7
(Sección 2.2.9.>. Vn esto caso, los tal tos de comprere; ion seran
el resu 1 Lado de no poder reconstruir la cebe lOn’:~ tu
part. icipantes y acciones.
Para poder explicar brevemente como ptit<jt’~ei a
iistri btu: ion ‘le los recursos cognit.iVO5 Jurante la tert ira,
rO[WOdIIc 111105 e~ la Jigtira 1 1 la propuesta dc’ Uobe it te Beangráríde
¡987:30
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de
La figura intenta mostrar como aunque solamente’ fJottemoi4 ;>erriblr
una porción muy reducidad <jet texto ‘perrept ion of t’Irrent
text’1, la mente tiene presente ;tl mismo tiempo ‘ana
representación <tel t.exto que hemos Leída (“rel raspee,? tve
representatlon nf prior text’>, y lanas hipótesis averca .10 ¡taS
rutiaras entradas (“predictíve representat ion of nubmnq’wnt
text” > • La figura indica La parte del te~tu •íue se pincele mantener
en la memoria a corto plazo para que intervenga activamente en el
análisis, y cómo los diferentes niveles Set texto •~5t.*fl
almacenados en la memoria a lar«o plazo. 1* intensidad ele )us
plintos S¡ ~flit• lea la e:tflt titad ate recuruos cogn it. ayos .frst ruulss ,í
rada nivel en las diaL mt-as etapas del procesnm¡entn.
¿4s1 pues, en el momento de la recepción del texto, se
Invierte más esfuerzo en interpretar los rasgos de las letras y
en descodificar las palabras. A la vez que esto ocurre. los
analizadores sintáctico y semántico están construyendo, por ‘ma
parte, una representación de los conceptos que acaban de pasar a
¡a memoria a corto plazo junto con las relaciones que se ‘tan
entre ellos, y, por otra, algunas hipótesis acerca ‘le La proxima
estructura gramatical, y del posible contenido semántico.
La creación de la base del texto y del modelo mental
necesitan tana visión más global de tas ideas y los objetivos, Y
el trabajo cognitivo requerido por este nivel está concentrado en
la memoria a largo plato, donde se van activando tos
conocimientos necesarios para elaborar una repreltiitaciófl
coherente del texto, y donde se almacenan los resultados .1.1
análisis. Al mismo tiempo, 1am reprnentaciOnCm y la posible
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---a
nwcroes truc turs que se forman producen prat icc ¡ aries ¡«te vra <set
futuro desarrollo del texto.
be ¡ieau<rande (¡987 > os de ¡ a opí rí ion itt? ¡ISP taita esta
nctividad coqnitivn tiene lugar ~n r’ar:slelo. como qp puede
iiprPriar en cómo concibo el proceso <te comprensIón. Entonces, nos
podemos preguntar ¿cómo ¡ ntorv teno “1 toma ele twa .,rac¡ón en rl
procesamiento del texto? Pasamos ahora a ronsi.lernr esta
cuestión.
4.7.4. La funcl6n cognitiva del tema
kecordemos ¡ilía ni la ‘lescr a pc ¡ crí <(e los tui ve Les ‘le
procesamiento del texto escrito (Capitulo 11>, y ¡a aportación ‘te
¡nformae¿un de tan niveL it otro para resolver las <trqtrntns clases
de ambigúedades que encuentra el. analizador <hombre u máquina>
en un segmento de texto, y consideremos cómo encetAn e» este
modelo la noción de elemento temático —el elemento que se catates
en la primera posición— y cuál es su función cognitiva. Hasta
ahora hemos tondo la oración como el segmento ‘¡entro del tunal
ilesempeña su papel el tema, pero pensamos que existen indicios de
que la primera posición es significativa en los diferentes
niveles que intervienen en La lectura. Por tanto, nos interesa
también Investigar esta posibilidad. Vamos a empozar por ver por
qué el tema de la cláusula destaca como segmento significativo, y
cuál es su función en La comprensión de esta estructura. Despues
pasaremos a considerar si se puede encontrar un comportamientu
cognitivo análogo en el primer elemento de los segmentos que se
distinguen en otros niveles.
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.4,
2
Par» que la elección de una estructura 1 ingtiist ica sea
4
signíricativa, tiene que ser el resultado de tina decisión tomada
entre varias posibilidades, de manera que el uso de la forma ‘te
expresión escogida contraste con tas no se hayan elegido. En
inglés, el arden de los elementos no refleja solamente
significado textual, sino también sintáctico. No obstante, como
se expuso en el Capitulo III, existen diferentes posibilidades
estructurales que permiten al escritor escoger el elemento que
quiere como tema. Es decir, puede decidir, dentro de las
posibilidades que le ofrece la gramática, cómo realizar en una
estructura sintáctica el significado semántico y pragmático que
quiere comunicar. De esta manera, tiene bastante libertad para
elegir el tema, ya que un concepto puede realizarse mediante
diferenles papeles sintácticos, empleando los recursos de la
sintaxis y de la metáfora gramatical. Sin embargo, no hay que
olvidar, como advierte Downing <en prensa> que la oración que
icemos es el resultado no sólo de las decisiones tomadas acerca
del tema, sino también de las relativas al rema; esto es. puede
‘¡‘te el escritor haya tenido que mover algún elemento hacia el
principio de la cláusula para evitar que aparezca en la parte
destinada a otro tipo de información.
Una de las motivaciones que lleva a la elección de una
estructura sintáctica para expresar un significado es la de
controlar la recepción del texto -para que se entienda mejor el
mensaje, y para conseguir diferentes fines. Por ejemplo, segiifl
Clark y Clark <t97?:104-5>, el hecho de colocar cierta
información en tina cláusula subordinada consigue que el lector
no se moleste en averiguar su veracidad, porque esta estructura
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normalmente implica una presuposición que no •‘s necesaria
verificar. Lo que se contrasta con la realidad es la proposición
que se enuncia en la Cláiisitl» principal. De ¿>sta mana•ra, tas
elecciones que se llevan a cabo en el nivel sintáctico tienen
como objetivo presentar el mensape <le una determinada manern.
En definitiva ¿cómo influye cl tema en la
interpretación <tel mensaje? Dado el hecho de que el texto se
recibo tinealmente durante la lectura, podemos ~u<erír que ¡A
~lecci6n <leí tema tiene que ver con k~ astk*ta%uon cte •lc~¡
cqpycimicntfls ¡‘QQQ~iAtlQS ~jr&t Últ.§.flArS’j&r LA enmqnLcatiosí. Mi el
tema rs no marcado —es decir, si está realizado por cl sujeto— es
mnteresanle el hecho de ‘¡‘¡e la indicación del modo verbal
aparezca en la posición temática. Naturalmente, <‘orno apunta
bowning (en prensa> éste es el primer dato que necesita cl oyente
o lector para saber qué es lo que la comunicaCión le pide: que
nceplu la proposición como verdadera (como indica el sujeto en la
posición temática>, que busque cierta información (señalado rn el
toma por “who’, “where’.. 1, que compruebe la verdad de ‘¿no
aseveración <indicado por el auxiliar o verbo modal más el sujeto
en el tema>, o que cumpla una orden <señalizado por el imperativo
en el tema>. A este respecto, Clark y Clark <1977t68> comentan el
hecho de que tos Indicadores del acto de habla. como “Os
nombro...”, “Prometo...”’ “Me apuesto...” se colocan en la
primera posición. Sin embargo, de sus ejemplos <474> y 1475>
<Ibid.>, se desprende que el perforuativo. cuando precede una
cláusula, lleva, en parte, información inttrPGrSOnBl cODO la que
estamos comentando:
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(474) 1 prornise you 1 won’t leave.
(475) 1 bet you that George won’t come.
La posibilidad de sustituir los performativos por ‘ really” o
‘definitely”, y también de colocarlos al final de la oración,
indica que se comportan de manera diferente a como lo hacen
nombrar’, o “sentenciar’, por ejemplo. Uo obstante, no parecen
haber perdido todo su carácter de performativos. Estos elementos
en primera posición llevan incluido, pues, un mensaje acerca de
la reacción que se espera del oyente, al igual que ocurre con las
palabras 913, el verbo auxiliar etcétera.
Otras instrucciones que (corno ocurría con las que
aporta el modo verbal) tampoco tienen que ver con el contenido
del mensaje son las que el autor transmite al lector en et tema
textual, Esta función del tenía sirve para indicar Ja dirección
que va a tomar el argumento. De esta manera, corno explica
J-Jalliday (1985a:52>, el significado de, por ejemplo, “itt’ o ‘but’
es la relación lógica entre las proposiciones:
‘‘I’he theme has to be interpreted as a meaning,
rather than as this or that particular ítem that
realizes Ube meaning; Ube Uheme of a clause
beginr¡ing with ‘but> is not so mucb the word ‘but’
as the meaning ‘contrary to ti-te expectation just
set up’.
Este aspecto del tema es una instrucción explícita al lector a la
hora de interpretar el texto.
Y ¿cuáles son las instrucciones incorporadas en la
decisión que toma el autor sobre el contenido semántico que debe
colocar en la posición temática? Tal y corno se describe el
426
procesO de la comprens ion. el tema exponencial también tiene su
papel cognitivo. En el caso <leí tema no marcado de una oración
‘lev lara U iva. e sto Hervirá de p is La para recupe par las es truc turas
.lt= ronde im lento —los esquemas. P<> r una parte , el conocimiento del
mundo, y por e Ura, los conocimientos 1 ingíl is t icos En es te
gen?, ido, se ha notado que el primer elemento de la oracion abre
“1 análisis sintáctico, y crea expectativas acerca de las
~; í gui en Les es U roe tupas 1 Vi rbas 1964 a, Bol inge r 1952 , Clark y
1 art • 1977 > El tema no marcado también sí rve para organ 1 ~ar la
niformac lán t¡ue ¡ irva [a e láusu la, s’a que da una tnstnílcci án
1 Iii¡)or’t.rtnito LI ¡a iíemor ¡a. Le informa: ésta es t¿i ‘ji recc ión en la
<remo r¡ a a largo pl tizo a la ‘.iue hay que anad ir los conocimientos
nuevos , La elección del tenía en ( •47t 1 y (477) ( Sanford , 1987:42>
1., i ene esta fune ion:
(476) Jolini’s wife is lite bis mother.
<477) Johns mother is lite bis wife.
Fn 476 ) el mensaje es: ‘al concepto que tiene la función de tema
añád¿íse el dato ‘es calDo su madre’ , fuego busquese en la memoria
las características de ésta y conéctense. Es curioso —para volver
por un momento a los argumentos del Capítulo lii— que el tema en
(476) y (477> representa lo desconocido (excepto el hecho de la
existencia de tal persona>, mientras que en la posición final
aparece lo conocido. No es significativo que en (476) y (477) se
trate de un proceso relacional, El proceso material en (478>:
478) John cooked the lunch for his mother.
no cambia la instrucción que lleva la posición temática. Su
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~er a: “ [ocalicese el concepto representado en el terna y
la información episódica ‘hizo la comida para su madre’”.
La función
expuso en la Seco ión
recordamos brevemente
Oown ng (en prensa> <ji:
de “guiar” [a comprens
mure ad o puede indicar o
la j’arte pr ¡ nc ipal del.
:15 resíl pus Lot anos
corlee;> titales COhTIO de 1.
un íI=rl 5a.> e acerca del
‘leí tema realizado por un adjunto
2,5.. En Li introducción a esta
las conclusiones de Fries (en pren
iones habían encontrado diferentes
jón por medio de este elemento.
1 en toque desde el que se debe tn
mensaje, o puede advert ir de un
vigentes has La este momento
empo o <le lugar. Es decir, lambien
coríoc imiento que debe activar el
va se
sección
sa a) y
mane ras
El tema
terp retar
c:amb io en
— U an t o
1 [eva
lcr tor’
para interpretar la siguienitie porción del texto.
otra clase de tema marcado, el terna en el papel de
complemento, representa una elección muy significativa por ~~arte
riel escritor, puesto que el mismo concepto podría haber hecho de
SItIE? to 1 Hall idas’ • 1 YEña : 45 1 , en cuyo caso no se destacar la de
¡sta manera fle aquí procede, obviamente, la explicación de su
huno ón: la posición temát i ca concede a un complemento la máxima
impontancia en el mensaje, superior incluso a la posicion final,
corno se puede apreciar en { 479 ) ( ibid.
179> Tuis responsibility we accept wholly.
4.7,5. Los niveles del tema
[¡al1 i clay
Se pueden encontrar varias muestras de que el propio
considera que el concepto de tema se puede hacer
mensa.j e
a tiáda se
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ex tenis i hi e a otros niveles. Por ejemplo, a pesar de que la
u lausula siibord inada se anal ice como el Lema de la orar tón , como
acabamos de ver, este 1 ingi~ isLa (Ifni t idas’, 1989 ) considera que,
en tal cttso , la cláusula principal también tendrá su propio tema.
Por ¡ o ‘¡Lle respecta a una unidad mayor, el párrato , ati rma
1 989a ñti ) que la orac Ion tópi<~O en la primera posie ión t’unc iona
¡orno eh terna <le esa parte del texto En cuanto al nivel inferior
a La u laLisil la, e.t sintagma nominal o verbal, Hall idas’ atribuye un
papel cogn iii yo importante al prime n e tomento, ‘que seca el tema
de !iu grupo. Segun este autor, el determinante y e] auxí llar o
‘.t’ ilio II1Ot1(t 1 -‘e; decir, o’ 1 ‘.peradcr 1 Pl!~319l_nr> , e 1 e Lomení o
ti nito, ~¡e en casi todas las formas verbales aparece en primer
‘rg an— jenení una U unc ion de it’ t ica , ya que lo que hacen es
toca te t he verb or noun vi Lb respee U Lo the speech si tune ion, to
t he he re ¿:nd n:ow o U Ube speake r and lis tener” tHaI 1 idas’, 1989>
Esto ‘ju loro decir, en otros términos, que proporc ionan al
receptor i nstrLucciotlos acerca de la cons trucc ion del modelo
mental. En el caso del grupo nominal, acerca de si es necesario
crear un concepto nuevo un el modelo, o, si no, de cómo se tiene
que recupe mr un concepto. Y en el del verbo, acerca de qué clase
de mundo se debe crear: un mundo posible, deseable, pasado,
actual etcétera.
Los psicolinguistas encuentran otros dos niveles en los
que podríamos distinguir un elemento con función temática, uno
inferior a los ya comentados, y otro superior. El interior lo
mencionamos como mora curiosidad’ Parece que incluso La unidad de
la palabra tiene una estructura que se podía considerar temática,
la de “onset + minie” (Treiman y Chafetz, 1987), como mencionamos
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en la St,cción 2.1.. Aunque el “tema” aqui ¡it> es siqnilicatito el:
el sentido de que resulta de tina elección que hace el emisor, su
existencia es interesante desde el punto de vasta cugnitivo. Y.
pasando ya al nivel <leí texto completo, coana se mostró en la
Sección 1.4., podemos considerar que el titulo hace 4. “tema” de
esta unidad, ya que, al igual que el tema no marcado de la
cláusula, activa bis estructuras de conocimiento que se emplearán
en la comprensión del texto, o de una parte del mismo.
4.7.6 Los niveles de procesamiento y los niveles de tema
Para cune> ¡¡ir tuses t ro nr<umento, ~S 1 nter<’sante
comprobar hasta ‘pite punto coinciden Loa niveles de tema que hemos
rropawsto aqui, 3 los niveles ¿‘u los que <le l3eaugrande <1987>
representa la comprensión de un texto (Figura II).
Empecemos -ya que nos interesa el texto escrito— por la
percepción de Ja palabra. Acabamos de comentar que los lectores
se comportan como si reconociesen una estructura “onset + rime’
en palabra~ con urna cierta configuración de consonantes y
vocales. Sin embargo, no se sabe cuánto influyen los rasgos de
las letras y cuánto la torma global, en el reconocimiento de La
palabra en la lectura normal. No tenemos datos para afirmar si a
este nivel el “tema” de la palabra desempeña un papel o no.
tn el análisis sintáctico y semántico, sin embargo,
parece evidente que, en distintos segmentos Lingtlisticos, el
prImer elemento, el “tema” del sintagma, tiene una importante
función cognitiva. En el sintagma nominal, el. determinante
contiene información acerca de la existencia o no en el modelo
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‘tel texto del concepto que introduce. En el sintagma verbal. el
elemento finito -si precede el verbo- indica al Lector que tipo
tic mundo crear en el modelo. En la cláusula, y La oración. t’l
tema tiene varios cometidos en cuanto a la interpretación del
segmento. Activa los diferentes tipos de esquema. funciona de
marco para el mensaje, destaca el concepto más importante, además
de ser el punto ele partida del análisis sintáctico. De sst.a
manera, crea expectativas en cuanto a los conceptos <tate pueden
aparecer en el texto, y a las estructuras gramaticales posibles.
ri~ importante recordar que • t;etún los esquemas que se ¿tct tve!:. .~ 1
lector puede o no construir las inferencias que neces ita para
entender el texto, por lo cual. nl escritor debe procurar ‘letar
clara cuáles espera que se utilicen, obviamente. Lo que no a’uede
controlar —Los conocimientos que posee el lector— no en de su
responsibilidad sin embargo, esto puede ser tana fuente de
dificultad para la comprensión.
EJ. nivel que de Beaugrande llama de las ‘ideas’ -que
corresponde al “topie, gist or tbeme uf a tesE” (1987:26)- qe va
formando durante la lectura del texto. Por una parte. se empieza
a hacer ¡anas hipótesis acerca de esta macroestructl*rS. ~‘ por
otra, se crean unas proposiciones que representan las
ancroestructuras de las secciones y los párrafos. Aqui tenemOs
que considerar, por tanto, el papel del “tema” ‘te lina serie de
oraciones (normalmente formando el párrafo ,rtográfico> la
oración tópico, y el “tema” del texto: el título. Couo no hemos
tenido ocasión hasta el momento de describir 51k titilO
vamos a dedicarles cierto espacio ahora. £uapezaremOm por Lo mas
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sencillo, el título
Se ha comprobado experimentalmente el papel del título
en la organización del contenido de un texto por medio de
diferentes métodos. Uno de estos métodos es suprimir cualquier
referencia a la situación de la que trata el texto, como ocurre
‘1
en Washing Clothes” de Bransford y Johnson (1972) que se
presentó en la Sección 1.4., y en el siguiente texto (480>, que
emplea, en vez de términos muy generales como aquél, distintos
tipos de metáfora:
(480) With hocked gens financing Mm, our hero bravely
defied alí scornful laugliter that tried to prevent
bis scheme. “Your eyes deceive”, he had said. ‘An
egg, not a table, correctly typifies this
unexplored planet.” Now three sturdy sisters sought
proof. Forging along, sometinnes through calni
vastness, yet more often over turbulent peaks and
valleys, days becames weeks as nnany doubters spread
fearful rumours about the edge. At last, froni
nowhere, welcome winged creatures appeared
sígnifyíng momentous success. (Doolíng y Lachman,
1971, citado en Sanford y Garrod, 1981:9>
Si hubiéramos sabido por el titulo que (480) se refiere al
descubrimiento de América, hubiéramos podido entender la
referencia, construir ita coherencia y crear un modelo mental.
Al igual que en “Washing Olothes”, la combinación de la
falta del título con la imposibilidad de encontrar en el texto el
esquema de conocimientos necesarios para interpretarlo, nos pone
en una situación comunicativa anormal. No obstante, de esta
manera podemos experimentar conscientemente una actividad
cognitiva por lo general inaccesible: cómo la aplicación de los
conocimientos almacenados en forma de esquemas nos permite
reconocer y asignar valores a las variables que encontramos en el
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texto. De todos modos, no es necesario manipular la situación
comunicativa hasta este extremo para demostrar experimentalmente
fa influencia del título en la interpretación, como han
comprobado diferentes estudiosos (por ejemplo, Kozminsky, 1977 o
Anderson <st al., 1977, citado por Brown y Thle, 1983:139). Veamos
algunos resultados.
Los investigadores que estudian la comprensión lectora
consideran que el título del texto funciona como un organizador
orevio (advance organizer), ya que ofrece una proposición
superordinada, una macroes tructura, con referencia a la cual , y a
través <le Los esquemas que activa, se debe entender el texto.
Brown y Yule describen cómo el título no sólo guía la comprension
del párrafo, sino que activa en los sujetos las mismas
inferencias. Emplearon el texto (481 1 , material original de
Anderson <st al, (1977, cItado por Brown y Thle, 1983:139>:
(4811 Rocky slowly got up from the mat, planning bis
escape. He hesitated a :noment and thought. Things
were not .going well . What bothered bini most was
being beid, especially since the charge against 1dm
had been weak. 1-le considered bis present situation.
The lock thaI heId blm was strong, but he thought
he could break it.
Según precedía al texto el título “A Prisoner Plans E-lis Escape” o
“A Wrestler in a Tight Comer , los sujetos crearon un modelo
mental muy diferente, empleando en cada caso las inferencias
adecuados para el título que se les había proporcionado. Por otra
parte, ICozminsky, dísefió un experimento que mostró cómo el título
influye en las proposiciones que se consideran importantes cuando
el lector construye la base del texto. Es decir, el título
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est.J1t)1<<C’ ~,:e e leinentos
¡ir) Se (2onec tan con
r:o se ¡ecupe var:.
so;> reí e van Les ,
la mac roes L rut’ tura
cuáles se olvidan
Y. consecuentemente
futic i dr:
o mit’ i ti
o sc .r i U o r
te(!ono2~ca
ce 1 ocan’ la
(liii’ SÉ’ 5
<vientan :1
o de st:.:
ti i ferer: t es
lambien: existen> resul tados experimentales acerca de la
—parec ida a la del ti tule— que desempeña la y’rime ra
de un parraf o, o <le un segmento ‘le texto. Aunque el
puede e Ieg ir como quiere conseguir que el lector
la macroest rL:c Ultra, y puede tener sus razones para no
otilcion topico oit J»i J)O5iU jón ‘‘ temat ica ‘ , ea frecuente
¡va ‘le este 1. migar r.’ara guiar la comprension , para
1 1 t=cter acerca ‘le! aísuifl to cilio x’tt a tratar el parrato
intención cemun icnt iva —para romper el hielo’’ de
maneras, corno dice Longacre 1 1979:118).
El hecho <le que los lectores están afectados por la
posición ¿¡e la ini formación , en el segmento de texto, de la
informacion ha sido demostrado por Rieras <1980, 1981). Sus
experimentos prueban un dato importante para los escri Lores: el
hecho ‘le ;:.¡e se recuerda mejor el contenido del párrafo si [a
oración tópico se encuentra al principio. Sus resultados también
descartan la posibilidad de que la primera oración se considere
automaticamente como portadora de la información principal, ya
‘¡nc los sujetos fueron capaces de reconocer la oración tópico
cuando se encontraba incrustada en medio del párrafo. Es decir,
los lectores ovaluan el contenido semántico, y no dep~nden de la
posición para encontrar esta funcidn en el párrafo. Sin embargo,
cuando se presentan dos oraciones, ambas tópicos, los sujetos
eligen la que está en la primera posición como más representativa
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del conten ido ‘leí texto.
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ejemplo (482
demuestra
un análisis extenso. Sin embargo, puesto
esempeñan ttn papel importante en la
vamos a intentar acercarnos a lo que
para el lector y para el autor. Según
ser preguntado de qué trata el párrafo,
muencionando el participante principal,
representa la macroestructura. Sin
que reconocen la oración tópico no sólo
enido del párrafo, sino porque expresa
más general que el resto de las
(van Dijk, 1977:132), citado en la
esta característica de las oraciones
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ILO3)it’O
(482) E~airfield was defeated. You could see it in the
shabby houses, Uhe unkept roads and the quality of
goods in the shop windows...
InUerPr<stamOs correctamente los detalles de la descripción de
Fairt’ield a través de la orientacion cognitiva que contiene la
oración tópica. Esta información es necesaria, porque, como
observa Enes (en prensa a.) “there are an infinite nurnber of
potentially significant aspects of any given detail” y hay que
ayudar al lector a elegir el que nos interesa.
de este
situaciOn
participa
apreciar
p r t mmi e r a
textos:
48:3)
(484>
tienen
oración
Sin embargo, no siempre se encuentra una oración tópico
tipo. Muchas veces, la simple presentación de la
sirve para activar el esquema que organiza los
ntes, relaciones de causa—efecto, etcétera. Se puede
en (483> y (484), en ias que sin la orientación de la
oracion sería diCicii reconstruir la coherencia de los
Jane was mvi ted to daciOs birthday party. She
wondered if he would like a kite. She went to her
room and shook her piggy bank. It made no sound.
(Minsky, 1975:241>
Christmas is coming.
The geese are getting fat.
Please put a penny in the oíd mnan’s hat.
If you haven’t got a penny, a ha’penny will do,
It you haven’t got a ha penny,
God bless you.
(Popular)
Nos hemos extendido un poco acerca de la influencia que
en el procesamiento los “temas” representados en la
tópico y en el título porque nos ha parecido importante
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considerar su papel, el cual resulta fundamental para fa
comprensión. Evidentemente, aquí no hemos podido hacer más que
rasgar la superficie, y éstos son aspectos del texto que merecen
un estudio profundo con datos del corpus. No obstante hemos
preferido introducirlos, a pesar de no poder profundizar en ellas
como es debido. Ahora vamos a volver al último de los niveles de
la Figura 11.
Este es el nivel de las metas. Aunque no parece
corresponder a los distintos “temas’ que hemos sugerido,
precisamente en el tipo de texto que nos interesa especialmente,
en los artículos científicos, suele aparecer al principio una
sección dedicada a explicar el propósito del autor en la
exposicion del trabajo. Por tanto, parece que podríamos
distinguir aquí otro nivel de “tema”: un primer apartado que
describe el mijotivo del estudio.
En esta sección hemos intentado mostrar la manera en la
que nuestro análisis temático puede estar relacionado con los
procesos timplicados en la comprension de los artículos. En el
Capí tulo y concretamos esta propuesta.
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NOTAS
Agradezco, por tana parte, a la doctora bowní,íg Mii ¡nest tma»i.’
ayuda y la generosidad con la que ha dedicado horas ;t resolver
mis problemas con el análisis, también al director de este
trabajo, doctor Enrique Hernardez, al propio I>roíesor latí tdav, n
Sir Itandol 1’ (4;airk, al Profesor Peter Enes Y a tos doctores <bris
Liutier y Christiant Matthiessen. No obstante, de raín~,ana manen
~on responsables de las decisiones finales. Por lo que resperra a
¡ka inlerpret&k<ZtOn de los mirticulos de economía, mis gracias a ¡ti
<¡actora ¡‘llar Martín—Guzmán, Catedrática de Estadística. fl.A.M..
2. C4uhrk eL aL. (1985:745> también llaman la atención sobre
la exístencía de “a tendency towards a metapliarícal perreption of
agerativuuiess iii nonagentive subiecta”.
3. ¡jons 1977; trad esp.1980:441> también comenta el oso
‘te 1 us sustanL A vos para ronvert ti• las <~itCt¡flSt&flC ¡RS ~h
participantes (‘a “oticios integrantes”).
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CAPITULO y: CONCLUSIONES
5.0. ~ DE LAS CONCLUSIONES
Las conclusiones a las que hemos llegado durante la
elaboración de este trabajo son de dos tipos, y reflejan, por una
parte, el interés por los procesos de la lectura en general, y,
por otra, la atención específica que hemos prestado a un
determinado tipo de texto, Consisten, en primer lugar, en las
predicciones a partir de la investigación de los procesos
implicados en la lectura en lengua nativa, estudiados en la
primera parte del trabajo, que consideramos válidas para la
lengua extranjera. No representan solamente nuestra evaluación de
los problemas específicos de los estudiantes universitarios
españoles, sino que hemos incluido, cuando ha sido posible, datos
procedentes de experimentos sobre la lectura en inglés como
lengua extranjera. La segunda parte de las conclusiones comprende
las implicaciones que tienen los análisis de los artículos
científicos para un curso de lectura académica. Los puntos
problemáticos que hemos destacado representan además posibles
áreas de investigación, ya que necesitamos conocer su incidencia
relativa en el éxito del lector no nativo,
En la primera parte de las conclusiones seguimos la
organización del Capitulo III (Los Procesos de la Lectura), y en
la segunda, la del Capitulo IV (El Análisis Temático). Es
importante recordar que al hablar de la lectura estas divisiones
no significan que los aspectos del procesamiento tratados en las
distintas secciones tengan lugar de manera necuencial. No son más
que una manera de fijarnos en diferentes aspectos de la
comprensión del texto escrito que corresponden a actividades
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cognítivas que tienen lugar en paralelo.
En primer lugar, pues, volveremos sobre los distintos
procesos que constituyen la lectura y destacaremos las
implicaciones que tienen para el profesor de lectura en lengua
extranjera. Al considerar los fenómenos que revelan los
experimentos acerca de la lectura en lengua nativa hay que tener
presente un hecho importante y tan evidente como problemático:
los experimentos que se han comentado utilizan sujetos de cuya
competencia en la lengua que leen no se duda, aunque no todos
sean lectores expertos, mientras que nuestros alumnos están
construyendo un sistema, todavía muy incompleto en cuanto al
léxico y a la sintaxis, Pueden, además, carecer de los esquemas
de conocimiento que se dan por supuesto al escribir para lectores
nativos, Ello significa que van a intervenir unas variables que
suelen ser insignificantes para los nativos, por lo cual se
necesitará trabajo de apoyo en puntos adicionales. A este
respecto, se incluyen, cuando resultan esclarecedores, algunos
resultados de experimentos sobre la lectura en lengua extranjera.
En la segunda parte de las conclusiones consideramos en
qué aspectos concretos de los artículos científicos debemos
trabajar, segtin revela el análisis temático.
441
5.1. PRIMERA PARTE: CONCLUSIONES CON RESPECTO A LOS PROCESOS
5.1.1. El reconocimiento de las palabras
Como se desprende de las investigaciones que hemos
estudiado, se necesita una base fonológica en la que apoyar los
conocimientos acerca del significado y uso de la palabra, para, a
partir de la misma acceder con facilidad a estos datos. Esta base
también se emplea en el momento de desentrañar las relaciones
sintácticas, si éstas resultan difíciles para el lector, porque
sirve de apoyo para mantener en la memoria activa los elementos
que se están procesando. La representación fonológica es, por lo
tanto, más importante en la lectura de lo que a veces se crela.
Al pensar en lo que esto significa para el profesor de
lectura en lengua extranjera, se nos plantean varios problemas.
En primer lugar, si entendemos que los datos de los trabajos
exerimentales en lengua nativa deben tenerse en cuenta en la
lectura en lengua extranjera, en nuestro caso concreto -el del
estudiante español que aprende el inglés- tenemos que
preguntarnos por el método de recuperación de la representación
fonológica de la palabra que emplea cuando lee en su propio
idioma. La pregunta que surge a continuación es si el método en
cuestión constituye una destreza transferible o no,
Si, en el caso del inglés, el buen lector nativo emplea
normalmente la ruta directa, y sólo recurre a la reconstruccidn
de la fonología cuando le falla este método más eficiente, parece
que seria deseable que los alumnos intentaran imitar este
comportamiento. Lo que el profesor que enseña la lectura en
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inglés a alumnos hispanohablantes necesita saber1 entonces, es si
éstos emplean normalmente el método de la construcción de la
representación fonológica, ya que provienen de un sistema de
correspondencias regulares entre grafemas y fonemas. Si resulta
que es así, deducimos que deben aprender, además de todo el
bagaje de conocimientos necesarios para la lectura en sí, unos
procesos cognitivos diferentes. Afortunadamente, aunque antes se
pensaba que en lenguas muy regulares se construía la fonología
para recuperar la palabra, unos experimentos recientes con el
serbocroata y con los diferentes sistemas ortográficos japoneses
indican que también se emplea la ruta directa en la lectura
fluida normal (Besner, 1987). Es decir, podemos suponer que
nuestros alumnos están acostumbrados a los mismos procesos que
los lectores nativos.
Aclarada una duda, pues, pasemos a la siguiente. ¿Qué
clase de representación sonora emplean nuestros alumnos cuando
leen en inglés? Según los experimentos que describe Segalowitz
(1986), en efecto, los lectores en lengua extranjera emplean una
representación fonológica mientras procesan el material escrito.
Además, cuanto más les cuesta entender el texto, más dependencia
muestran de la forma sonora. Por otra parte, los errores
producidos por los lectores bilingties al contestar acerca de una
serie de falsos homófonos sugieren que, por lo menos en los casos
estudiados por este autor, la representación fonológica empleada
era la correcta. Sin embargo, en nuestro caso no estamos tan
seguros.
Cualquier profesor que enseña la lectura en inglés a
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alumnos españoles puede comprobar que, aunque los alumnos
aseguran que pronuncian correctamente en inglés para sí cuando se
les pregunta por la forma que emplean mientras leen en voz baja,
sin embargo, es frecuente que pronuncien espontáneamente
palabras tía la española”, hecho que siembra cierta duda con
respecto a sus afirmaciones. Cómo llegan a esta representación
distorsionada —cuando la utilizan— no parece una estrategia
económica en recursos cognitivos, Puede que guarden dos
representaciones —lo que supone una posible explicación de por
qué pronuncian empleando la fonética española a pesar de que
conocen la forma correcta— o puede que construyan la fonología
española a partir de la imagen visual de la palabra inglesa, lo
cual constituye, además, un método lento. Lo que resultaría más
conveniente sería que empleasen en la medida de lo posible
aquellas estrategias que los lectores nativos encuentran
eficaces.
Según indican las investigaciones comentadas en 2.1.2.,
tales estrategias se basan en dos vías de recuperación de la
representación sonora: la directa y la constructiva. Habría que
trabajar entonces en las dos direcciones: por una parte, en la de
cómo fijar la fonología en la memoria junto con la imagen
grafémica, a medida que se vaya ampliando el vocabulario del
alumno, y, por otra, en la de cómo sistematizar las reglas que
permiten la reconstrucción de la fonología de manera que puedan
ser aplicadas por los alumnos. Esta área, como pone de manifiesto
el trabajo de Venezky y sus colegas (1970, 1987), es muy
compleja, y su puesta en práctica en el aula requiere un estudio
profundo. Quizá los trabajos que demuestran la progresiva
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sensibilización de los escolares nativos a las reglas y los
contextos ortográficos nos sirvan de punto de partida.
Puede que tales conocimientos ayuden también en otro
aspecto de la lectura en el que es probable que nuestros
estudiantes se encuenten una situación de desventaja frente al
lector nativo: el del reconocimiento de las letras. Si, como
pudimos percibir en los ejemplos (1) y (2) del Capitulo TI, el
contexto ortográfico influye en la rapidez con que se reconoce
una letra, cuando el lector se enfrenta a una palabra nueva, su
descodificación dependerá exclusivamente del procesamiento de
abajo-arriba, a no ser que conozca las reglas de combinación
ortográfica. En este caso, será capaz de predecir ciertos
elementos de la estructura de la palabra y, por tanto, no
necesitará que la entrada lingilística aporte una información tan
precisa.
5.1.2. El léxico
El aprendizaje del léxico supone para el profesor y el.
alumno de lectura un reto importante ya que implica mucho más que
emparejar una forma ortográfica con otra fonológica.
Inmediatamente se nos plantean preguntas tales como: ¿qué enfogne
nos sugiere la teoría para un aprendizaje más eficaz del léxico?
o ¿ qué necesitan saber los alumnos acerca de cada entrada? Nt
obstante, quizá la primera pregunta que nos hacemos es ¿cuál es
el papel de los conocimientos léxicos en la comprensión lectora?
Es una pregunta difícil de responder por dos razones.
Una es que hasta hace poco los estudios consideraron a la lectura
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como “a psycholinguistic guessing game’ (Goodman 1967>, y
consecuentemente hacían más hincapié en las estrategias que
emplean los lectores para anticipar y deducir significados que en
el almacén de conocimientos léxicos del que disponen. Y la otra
razón es que los resultados de los experimentos más recientes
destinados a descubrir diferencias entre los que comprendían bien
lo que leían y los que no lo hacían se revelan -por lo menos a
primera vista— como contradictorios. Por una parte se considera
que la capacidad de reconocer la palabra sólo explica el 10% de
la diferencia entre un bueno lector y uno malo (Jackson y
McClelland, 1979, Carpenter y Just, 1986), y que la correlación
entre esta destreza y el nivel de lectura en los niños sólo dura
hasta el tercer grado del sistema escolar, después del cual la
comprensión lectora tiene correlación con el de la comprensión
auditiva <Curtis, 1980 citado por Carpenter y Just, 1986:24).
Estos datos indican que en la interpretación del texto escrito
intervienen otros procesos importantes, como vimos en las
Secciones 2.2. a 2,4..
Sin embargo, los procesos superiores no pueden ponerse
en marcha si no se cuenta con unos datos fiables procedentes del
texto. Los experimentos de Just y Carpenter (1980) muestran que
un buen lector adulto no adivina el contenido léxico del texto
sino que se fija en casi todas las palabras léxicas. Y los
resultados de Perfetti y Lesgold <1977) indican que la
correlación entre el reconocimiento de letras o palabras y la
comprensión distingue a un buen lector de uno malo. Naturalmente
esto no significa que se sea un buen lector simplemente porque se
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es capaz de lleva a cabo eficazmente la descodificación; lo único
que indica es que esta destreza forma parte del bagaje de un buen
lector. Por lo que respecta a la lectura en lengua extranjera,
Clarke (1980) Eskey y Grabe <1988> y Grabe <1988> también
insisten en el papel del reconocimiento de las palabras, ya que
el sujeto que lee en una lengua extranjera necesita asegurarse de
que reconoce un cierto porcentaje del léxico para poder crear
algunas hipótesis acerca del significado del resto, Sin no lo
hace, le es imposible llevar a cabo los pasos que conducen a la
construcción del modelo del texto,
Es difícil evaluar qué porcentaje mínimo es necesario
para evitar que la comprensión sea demasiado aproximada. Sciarone
(1979, citado por Swaffar, 1988:142> ha propuesto la cifra de un
90%. Aunque se considera que posiblemente el tipo de experimento
haya influido en este porcentaje, unos datos de Perfetti (1986,
citado por Eskey y Grabe, 1988:235> apoyan su propuesta. Según
este investigador, desconociendo un 9% del léxico, el recuerdo
del contenido semántico del texto resultó ser de un 19% sólo.
Lógicamente, habrá que evaluar la finalidad de la lectura, y la
relativa importancia de las proposiciones recordadas para
establecer cuál es un nivel de comprensión aceptable para un
texto dado. De todos modos, en los últimos tiempos se ha vuelto a
reconocer el papel clave de los conocimientos léxicos en el campo
de la enseñanza de las lenguas, Una ojeada a las bibliografías
sobre didáctica de las lenguas demuestra que el interés por las
estructuras sintácticas está dando paso al interés por el léxico.
También, si pasamos al terreno de los trabajos teóricos, resulta
elocuente cómo se ha la extendido el uso del término
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“lexicogrammar
Una vez reconocido el importante papel que desempeña el
léxico en la comprensión lectora, nos interesa encontrar medios
de reducir la desventaja que sufren los no nativos. Los trabajos
sobre enseñanza de la lectura insisten en el uso del co—texto
como medio de acercarse al significado del léxico desconocido.
Desgraciadamente, los lectores que tienen que emplear el texto y
el conocimiento del mundo con este fin son precisamente los que
más dependen de este camino, y, a la vez, los que carecen de
estrategias de lectura eficaces. Por ello, debemos intentar
intervenir para mejorar sus técnicas de deducción de significados
a partir del co—texto. Para hacerlo, necesitamos estudiar los
procedimientos que emplean los lectores expertos al enfrentarse
con elementos desconocidos en el texto, Son aprovechables aquí,
pues, los resultados de algunos estudios sobre lectores no
nativos.
Cooper (1984> indica que una de las diferencias entre
los lectores malasios que participaron en su estudio reside en el
hecho de que el grupo de buenos lectores empleaba información
pertinente cuando intentaba acercarse al significado de un
vocablo desconocido, a diferencia del grupo de malos lectores,
que aplicaba cualquier conocimiento, por incongruente que fuera,
y no contrastaba el resultado del proceso con lo que sabia del
esquema evocado por el texto. Por lo que respecta a los procesos
que utilizan los buenos lectores, otros experimentos llevados a
cabo por van Daalen-Kapteijns y Elshout-Mohr <1981> nos
proporcionan datos interesantes. De acuerdo con estos
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investigadores un aspecto importante de las estrategias de
acercamiento al significado de una palabra nueva es la capacidad
de analizar los componentes del significado. Parece que todos los
sujetos que definieron con más acierto las palabras inventadas
por los investigadores, a partir de su utilización en diferentes
oraciones, se sirvieron de las mismas estrategias. Fueron
capaces, primero, de emplear el campo semántico para elegir un
posible significado como “modelo” para la palabra nueva, y,
luego, a medida que recibían más información a partir de los
sucesivos usos de la palabra, fueron capaces también de adaptar
los aspectos del modelo que no encajaban, de manera que siguiese
siendo compatible con los distintos contextos. Los que no lo
consiguieron, en cambio, no mostraban esa flexibilidad
proporcionada por el análisis de los componentes del significado,
y en cuanto encontraban una incompatibilidad entre la hipótesis
que habían postulado acerca del significado y los datos, la
desechaban totalmente y buscaban otra. De estos experimentos
podemos sacar la conclusión de que sería benficioso para los
alumnos realizar ejercicios que los obligasen a descomponer el
significado y a considerar lo que aporta cada uno de los
diferentes aspectos a la totalidad.
También se vid que, además de reconocer la clase
sintáctica a la que pertenece la palabra, es imprescindible poder
extraería del texto y construir proposiciones acerca del
significado, del tipo “un X es un Y que . . .“ donde Y representa
una clase. Para ello, los alumnos necesitan conocer las
clasificaciones que les permiten manejar los conceptos de
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superordenado e hipónimo y quizá también estar familiarizados con
las diferentes fórmulas para definir distintas clases de
palabras, para poder verbalizar sus hipótesis. Son interesantes
respecto del primer punto los resultados de unos experimentos de
recuperación del léxico por bilingúes, ya que se demostró
(Segalowitz, 1986> que estos sujetos, aunque mostrasen un gran
dominio de la segunda lengua, no tienen el léxico estructurado de
la misma manera que en la primera lengua. Concretamente en el
caso de la recuperación de las categorías, sólo se activan más
rápidamente los miembros más prototípicos de una clase, mientras
que los más periféricos se activan tan lentamente como otros
conceptos totalmente ajenos al concepto superordenado. Segalcwitz
interpreta que la desventaja en la velocidad lectora de ciertos
sujetos empieza precisamente en esta lentitud para recuperar los
conceptos, y la relativa debilidad con la que se activan -otro
resultado de sus experimentos. Son precisamente estos lectores
los que necesitan mantener los conceptos activados por más tiempo
para poder así elegir la información que necesitan mientras
analizan los constituyentes y asignan los papeles semánticos.
Antes de poder aplicar esta estrategia, sin embargo,
los lectores tienen que escoger lo que van Daalen--Kapteijns y
Elshout—Mohr <1981> denominan el “modelo” del posible
significado, y para ello necesitan emplear el modelo mental del
texto —aunque sea incompleto— y los conocimientos del mundo que
resultan pertinentes en la situación. Estos conocimientos
delimitarán los campos semánticos relacionados con el texto,
dentro de los cuales se puede elegir una hipótesis como modelo
aproximado del significado y contrastaría con los datos, llegando
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a perfilar poco a poco el concepto base. De esta manera, el
modelo del significado de la palabra es como un esquema, cuyas
variables toman valores a medida que el lector construye su
concepto o hipótesis.
Otra manera de deducir significados emplea el análisis
de la estructura morfémica de la palabra. No hemos encontrado
muchos datos sobre la incidencia de los afijos en el
reconocimiento de las palabras durante la lectura, aunque se cree
que no almacenamos cada forma derivada por separado, lo cual
sería lógico. Si, como parece (Sección 2 . 1. ) , los lectores de
lenguas germánicas están más sensibilizados hacia la morfología
1
que los de las lenguas latinas , podemos suponer que es un área
del reconocimiento del léxico en la que sería provechoso
trabajar.
Acabamos de mencionar los campos semánticos en relación
con las estrategias de acercamiento al significado de vocablos
desconocidos. Según se desprende de diversos estudios, esta
estructuración desempeña un papel en la construcción de un
sistema léxico organizado que resulta fundamental para reconocer
las relaciones semánticas que llevan a una mejor comprensión del
texto, En primer lugar, es en el marco de los campos semánticos
donde los niños adquieren nuevas palabras con tanta rapidez
(Miller, 1986). Aunque en su caso el momento biológico sea el
primer factor, se piensa que las relaciones entre los
significados que aprenden influye decisivamente en la facilidad
de la adquisición. Existen indicios de que para la adquisición de
una lengua extranjera también es importante la organización del
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vocabulario, como es de esperar. A este respecto, comentamos
anteriormente unos experimentos con bilingUes que mostraron la
importancia que tienen para la recuperación del léxico los
conocimientos de las relaciones entre las clases de objetos y sus
miembros. Recordemos también las pruebas procedentes de la
neurocirugía <Sección 1.2.6.> relativas a la conexión entre
vocablos que pertenecen al mismo campo semántico. Todos estos
experimentos parecen mostrar el interés de la propuesta de la
organización de los conocimientos léxicos en redes semánticas, y
la conveniencia de intentar encauzar la adquisición del léxico
aprovechando los distintos tipos de relaciones semánticas.
Y por lo que respecta a la segunda pregunta que nos
planteamos al comenzar el apartado, la de qué conocimientos es
conveniente que los alumnos vayan almacenando con la entrada
léxica, parece que esta información procede del análisis de los
usos de la palabra que se encuentran durante la lectura. Se
necesita saber -entre otras cosas— los diferentes significados y
el esquema con el que está relacionado cada uso, las clases
sintácticas a las que pertenece la palabra, la frecuencia
relativa de cada clase y las estructuras en las que suele
aparecer. Normalmente, estos datos no se aprenderán en el
diccionario —aunque los diccionarios empiezan a incluirlos— sino
más bien a base de encontrarse una y otra vez con distintas
apariciones de la palabra en cuestión. Para seleccionar la
información que sería más provechoso retener, el lector necesita
cierta sensibilización lingUlstica por lo tanto, podemos incluir
este punto en el curso de lectura.
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Y para terminar el apartado, me gustaría especular por
un momento sobre las implicaciones que tienen para la
comprensión del léxico en lengua extranjera, las diferentes
clases de significados a las que nos referimos en el Capítulo 1
<Sección 1.3.7.>. Por ejemplo, una dificultad para el
aprendizaje del nuevo vocabulario podría tener su raíz en las
palabras con una semántica constructiva, ya que los esquemas que
elaboramos de su significado provienen de acuerdos convencionales
que rigen en una comunidad dada, y es posible que abarquen
diferentes áreas de significado en las distintas lenguas. De esta
manera, algunos miembros de una clase en determinada lengua
podrían estar excluidos en su equivalente en otra cultura.
También las palabras analíticas de una lengua pueden referirse a
conceptos no lexicalizados en otra. Naturalmente, estas palabras
resultan más difíciles de aprender si nuestro sistema no
distingue el mismo conjunto de características. Es conveniente
que el profesor conozca la existencia de este tipo de
dificultades para que pueda preparar al alumno frente a ella. Y
por lo que respecta a las palabras que se refieren a las clases
naturales, podríamos pensar que sería importante controlar el
tipo de conocimiento -experto o cotidiano- que el autor supone a
sus lectores. Sin embargo, normalmente encontramos esta
información en cuanto reconocemos a qué tipo de publicación
pertenece el texto, por lo cual no es probable que esta clase de
significados llegue a constituir un problema. En definitiva, los
estudios de semántica contrastiva nos ayudarán a descubrir áreas
potencialmente problemáticas.
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5.1,3. Los constituyentes
fle los diferentes experimentos que se comentaron en
la Sección 2.2.2., podemos considerar que para los lectores
nativos está comprobada la sensibilización hacia la unidad del
constituyente. Sin embargo, éste es un área que necesita refuerzo
en el caso del lector nativo retrasado. Y ¿los alumnos no nativos
que leen en inglés? Distintos autores <por ejemplo Eskey y Grabe,
1988, Berman, 1984, I-Iosenfeld, 1984> han señalado que para
algunos lectores el reconocimiento de los constituyentes de la
oración puede ser el punto en el que se bloquea el proceso
lector. Es posible que influyan la estructura de su lengua
materna y su preparación linguistica, ya que (de acuerdo con
nuestra experiencia> los alumnos que llegan a las facultades no
suelen caer en errores de segmentación. Es decir, normalmente,
reconocen las señales que indican el principio y el final de los
diferentes tipos de sintagma. Sin embargo, hemos comprobado, al
igual que Cohen et al. <1979>, que al analizar el sintagma
nominal muchas veces no son capaces de distinguir qué elemento es
el núcleo y cuáles son los modificadores, y necesitan instrucción
acerca de las relaciones de significado entre los elementos que
pueden formar este grupo. Sin embargo, en general, los problemas
de nuestros alumnos proceden más bien del nivel inferior —falta
de vocabulario que implica que no recuperan los significados ni
la información sintáctica- o de niveles superiores -de las
relaciones sintácticas entre los constituyentes, y también de
referencia, y de conocimientos pragmáticos que permiten reconocer
la situación o hacer las inferencias con las que cuenta el autor;
es decir, se trata ya de aspectos de la construcción del, modelo
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del texto.
5.1.4. Las relaciones sintácticas
Sobre este aspecto del proceso de la lectura, a
diferencia de otros, la investigación está todavía lejos de
ofrecernos una teoría de la forma que podría tener la
representación de la gramática en la mente. Sin embargo, nos
proporciona otros tipos de información acerca del procesamiento
sintáctico, importante para nuestros fines. Por ejemplo, parece
que el nivel sintáctico es clave para la distribución de los
recursos cognitivos. Como se vió en los experimentos descritos en
la Sección 2.2.9., cuando el análisis sintáctico tiene lugar de
manera inconsciente, se consigue una comprensión más integrada
del texto que cuando, a causa de las dificultades que surgen en
el análisis, el proceso llega a ser consciente.
Tales resultados no parecen muy alentadores para los
lectores no nativos, puesto que es evidente que éstos no
consiguen procesar automáticamente las relaciones gramaticales~
y, por tanto, el esfuerzo cognitivo invertido en este nivel resta
al sistema posibilidades de integrar la información procedente de
los niveles superiores. Varios investigadores (por ejemplo~
Cooper, 1984, Devine, 1988, Eskey y Grabe, 1988> han destacado la
necesidad que tienen los lectores no nativos de reconocer
diferentes aspectos de la sintaxis del inglés, tales como el
significado de las palabras funcionales, el empleo de los tiempos
verbales y de la modalidad y las relaciones de dependencia que se
dan en la oración. Se piensa además <Cohen et al. 1979, Grabe,
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1986, Hosenfeld, 1984) que el tiempo invertido en desentrañar la
estructura sintáctica de la oración puede llegar a paralizar el
proceso de la comprensión, ya que resulta imposible mantener
activados los elementos necesarios para poner en contacto los
distintos tipos de información procedentes del texto y de los
conocimientos del lector durante un periodo suficientemente
largo. El resultado puede ser una lectura demasiado local, sin
conexión entre las palabras leídas, y, naturalmente, sin
comprensión.
Una desventaja adicional del lector no nativo reside en
el hecho de que ya tiene desarrolladas las estrategias propias de
su lengua, y que es muy probable que las transfiera a la lectura
en inglés. Efectivamente, este comportamiento se aprecié en los
experimentos descritos por Wulfeck et al. (1986>. De ellos se
deduce que las estragegias que emplean algunos hispanohablantes
para asignar los papeles semánticos en textos ingleses son,
precisamente las que emplean en español: primero, la
concordancia, segundo, los rasgos semánticos, y, por último, el
orden de los constituyentes. Tomemos nota, sin embargo, de que
los mejores lectores entre los sujetos de estos experimentos
invierten el orden de preferencia de las estrategias.
Parece, pues, que frente al problema de cómo ayudar a
los estudiantes a reconocer los papeles semánticos de los
constituyentes de la oración, tenemos dos vías de acción. Por un
lado, por medio de la instrucción formal y la práctica, intentar
que nuestros alumnos consigan acercares al análisis que haría el
nativo, sensibilizándolo hacia las estructuras del inglés. Y por
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otro, quizá debemos buscar a la vez los mismos medios
compensatorios que emplean los lectores nativos con insuficiente
dominio de las relaciones gramaticales en su lengua. Veamos
cuáles son.
Parece que los nativos con menor dominio del nivel
sintáctico dependen más de las pistas que proporcionan la
semántica y los conocimientos del mundo, los cuales crean
expectativas en cuanto a los posibles papeles que pueden
desempeñar los participantes que aparecen en el texto.
Probablemente un método práctico sería sistematizar para los
alumnos estas estrategias, que dependen, por ejemplo, del orden
de los elementos, de los rasgos semánticos (especialmente el
rasgo “ • vs. ~~no animado”), del conocimiento de los
papeles que asignan los verbos, y de los que desempeñan
típicamente los sustantivos. Esta información puede llevar
rápidamente a la representación de las proposiciones que componen
algunos tipos de textos. Los alumnos deben sacar el mayor
provecho posible de esta clase de información —sin olvidar,
naturalmente, sus límites y los peligros que encierra el
proyectar nuestras expectativas hacia el texto que estamos
leyendo sin contrastarías sistemáticamente con los datos de los
que sí disponemos.
Sin embargo, dados los procesos y los participantes que
predominan en los artículos científicos <esto es, los procesos
relacionales y los participantes abstractos> no parece
conveniente dejar que los alumnos dependan solamente de tales
estrategias. De hecho, hemos encontrado muy provechosa la
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práctica del análisis sintáctico orientado a descubrir las
participantes con sus modificadores, el tipo de relación que los
une, y las circunstancias que se mencionan. Teniendo en cuenta el
tiempo que requiere esta actividad es imprescindible que después
se vuelva a leer el segmento del texto tantas veces como sea
necesario, aumentando la velocidad lectora hasta poder percibir
la situación a la que se refiere. No obstante, no hemos estudiado
formalmente la influencia de esta actividad en el progreso de los
alumnos,
5.1.6. La integración de los referentes
Este aspecto del proceso de la comprensión se ocupa de
la identidad de los participantes, de las acciones, etcétera,
que aparecen en el modelo del texto. Por tanto, aquí entran en
juego dos tipos de actividades: por un lado, la interpretación de
las relaciones cohesivas, por medio de las cuales el autor
muestra al lector la correferencia, y por otro, la creación por
parte del lector de inferencias basadas en los esquemas activados
durante el procesamiento del texto. Tenemos que trabajar, por
tanto, en dos frentes: hay que lograr, por un lado, que los
lectores interpreten correctamente la información que aporta la
superficie del texto acerca de las diferentes clases de
referencia, y, por otro, que apliquen sus conocimientos
extralingfáisticos a la comprensión, para crear las inferencias
que hacen coherente la representación del texto, En primer lugar1
consideraremos algunos aspectos de las relaciones cohesivas que
aparecen en el texto, Después, pasaremos al papel de los esquemas
en la lectura.
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Los indicadores de la cohesión, al tiempo que aportan
información que nos permite reconocer la correferencía entre
distintos elementos textuales, crean un problema para el lector
inexperto o no nativo, como indica Berman U984>, ya que éste
tiene que reconstruir la información que tales indicadores
suprimen de la superficie del texto. Por ello, un componente del
curso de interpretación de textos escritos debe estar dedicado a
la recuperación de estos datos perdidos. Es necesario saber
encontrar, por ejemplo, los antecedentes de los pronombres,
información imprescindible para la construcción del modelo de la
situación, ya que lleva hasta el referente del antecedente. Una
manera de identificar correctamente el antecedente os a través de
la concordancia —estrategia bien desarrollada en los lectores
españoles, como acabamos de mencionar. Sin embargo, muchas veces
no es suficiente para identificar sin ambigUedad un antecedente.
A menudo, suele ser preciso reconocer el tópico de una secuencia,
o los centros discursivos en una oración, para lo cual se
necesita instrucción específica. Dado que la referencia a los
participantes puede aparecer de diferentes maneras, seria
conveniente también sensibilizar a los alumnos hacia las
relaciones semánticas entre los elementos léxicos como una de las
maneras de reconocer las relaciones entre los objetos y los
conceptos mencionados en el texto. Una dificultad que a veces
reconocen los no nativos es precisamente el empleo de palabras
que no son sinónimos para referirse a un mismo concepto. Por otra
parte, la correcta interpretación de las expresiones de las
presuposiciones incluidas en la elección de ciertas estructuras
sintácticas ayuda al lector a saber cómo debe representar un
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referente en su modelo mental del texto.
Naturalmente, debemos prestar atención al empleo de la
deixis -es decir, al significado de bu determinantes. Los
lectores necesitan distinguir entre la referencia específica y la
genérica, para saber si se trata de un objeto nuevo que deben
construir en su modelo, si lo pueden recuperar, o si el autor
solamente quiere que activen sus conocimientos de las propiedades
que tiene un conjunto, sin que aparezca ningún objeto nuevo en la
representación. Por lo que respecta a la referencia interna al
texto, el reconocimiento de los deicticos textuales y la
recuperación de las proposiciones a las que el autor nos remite
es decisivo para la correcta interpretación del argumento que se
desarrolla. También, como hemos visto en los análisis, es
frecuente encontrar en los textos de tipo argumentativo el uso de
la referencia adverbial indicando tiempo y lugar interiores al
texto. Estos usos, sin embargo, no suelen causar dificultades
como lo hacen los anteriores.
Otros aspectos de la cohesión mencionados por Halliday
y Rasan (1976> sobre los que a veces es interesante llamar la
atención para comprobar la recuperación de todos los elementos
implicados y la correcta asignación de los papeles son, por
ejemplo, la posesión, la comparación y el contraste. También
debemos estar atentos al uso de la elipsis y la sustitución para
asegurarnos de que el lector tenga en su modelo todos los
participantes y otros elementos que el autor espera. Por otro
lado, el frecuente empleo de la extraposición en los artículos
analizados señala un área de dificultad: distinguir exactamente
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cuál es la proposición a la que nos remite el sujeto vacío.
Es evidente que la información que proporciona la
superficie del texto es muy variada, pero frecuentemente implica
aspectos de la lengua que los alumnos conocen, por lo cual sólo
es necesario comprobar que reconocen el significado de las
indicaciones acerca de los objetos que deben figurar en el modelo
mental, aportadas por las diferentes elecciones que haya hecho el
escritor. No obstante, hay áreas —como la recuperación de la
referencia textual— que suelen constituir serias dificultades, y
en las que es necesario trabajar.
Pero no sólo buscamos las claves de la coherencia del
texto en el propio texto, como hemos dicho, sino también entre
nuestros conocimientos del mundo, Dada la influencia de los
esquemas en nuestra percepción e interpretación del mundo que nos
rodea, se puede suponer que los trabajos sobre la psicología de
la lectura destacarán su papel en la comprensión de los textos.
Efectivamente es así, y recogemos aquí los problemas que pueden
surgir en este nivel del procesamiento del texto que apunta
Rumelhart <1981:22>:
“1> The reader ny not have the appropriate
schemata, In this case he/she simply cannot
understand the concept beíng communicated.
2) The reader may have the appropriate sohemata,
but the clues provided by the author may be
insufficient to suggest them. Mere again the reader
will not understand the text but, with appropriate
additional clues, may come to understand it.
3) The reader may find a consistent interpretation
of the text, but ny not find the one intended by
the author, In this case, the reader will
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“understand” the text, but will misunderstand the
author.”
Por lo que respecta a la aplicación de los esquemas a
la comprensión por parte de los lectores que se acercan a un
texto en otra lengua, existen varios peligros adicionales. Por
ejemplo, es posible que en su cultura no exista el esquema al que
se refiere el autor, o que exista uno parecido, pero con
diferencias importantes que pueden llevar a inferencias o
interpretaciones no deseadas. Si el lector no reconoce el
esquema, y consecuentemente no activa los conocimientos que son
necesarios para comprender el texto, la memoria a corto plazo
sufre, porque, como dijimos en la Sección 1.1.3., si nos falta
una estructura superior en la que encajar la información que
estamos manejando, sólo podemos recordar un número reducido de
datos sueltos,
La cultura de la que proviene el lector, además, puede
carecer del esquema ‘formal” (Carrelí, 1987>, el modelo retórico,
en el que escribe el autor. En este caso, le resultará difícil al
lector dis-¿inguir las funciones de las diferentes partes del
texto. En nuestro caso, sin embargo, la comunidad científica ha
establecido normas internacionales, salvando algunas diferencias
que las revistas pueden imponer.
Tampoco hay que olvidar la posibilidad de que los
problemas que se presentan en los niveles inferiores de
interpretación acaparen demasiados recursos cognitivos, lo cual
interfiere con la actividad de integración, como advierten
diferentes autores <por ejemplo, Clarke, 1980, Eskey, 1988,
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Grabe, 1986>. Si se tiene un conocimiento limitado de la lengua
del texto, puede que se aplique tanto esfuerzo cognitivo para
descifrar el significado de abajo—arriba que no sean posibles los
procesos de arriba—abajo; es decir, que el lector no pueda
dedicarse también a activar el esquema apropiado y a crear las
diferentes clases de inferencias necesarias <Spiro, 1980).
También puede darse en la misma situación de dificultad
de desciframiento del lenguaje del texto una reacción
compensatoria opuesta: el uso indiscriminado de un esquema. En
este caso, el lector que carece de suficientes conocimientos
lingúisticos para comprender el material escrito, intenta suplir
esta falta por medio de sus conocimientos esquemáticos, pero sin
contrastar su interpretación con el texto.
Podemos pensar en algunos recursos para cambiar estos
comportamientos. En el primer caso -cuando no se utilizan los
esquemas- una lectura del texto guiada por el profesor, una vez
aclarados los problemas básicos de significado del léxico y de
las relaciones sintácticas, puede llevar a los alumnos a percibir
la situación a la que se refiere, a activar los conocimientos que
tiene y a aplicarlos a la interpretación del texto, De esta
manera se espera llegar a inculcar este hábito en los alumnos
cuyos conocimientos de la lengua del texto no les permite
normalmente darse cuenta de esta posibilidad. De hecho, se ha
demostrado experimentalmente <Hudson, 1982) que la activación del
esquema adecuado es un método especialmente eficaz para mejorar
la comprensión lectora en sujetos con un conocimiento bajo de la
lengua del texto, y resulta superior a la enseñanza previa del
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léxico desconocido, por ejemplo,
El segundo tipo de actuación —cuando el texto se
interpreta de manera demasiado libre por medio del uso
indiscriminado de un esquema- encaja dentro del estilo cagnitivo
“impulsivo” <en contraste con el “reflexiva”). Según Carrelí
<1988>, es posible que el profesor influya para introducir en un
comportamiento que depende del procesamiento de arriba-abajo, la
implementación de la corrección, desde abajo—arriba, De todos
modos, la primera tarea del, profesor es elegir los textos
adecuados a las capacidades de la mayoría de los alumnos, pero
que a la vez constituyan un desafío para ellos.
Terminamos esta sección con dos implicaciones de la
teoría de los esquemas para el escritor del texto. Primero, en
cuanto a las pistas que el autor ofrece acerca del esquema
necesario para interpretar su texto, recordemos la importancia de
elegir el nivel apropiado para la introducción de un objeto nuevo
del que hablamos en la Sección 1.3.6.. Es posible que la elección
de este nivel facilite la activación del esquema adecuado. Otra
ayuda al lector más propia del tipo de texto que estamos
estudiando podría ser el aprovechar la función de los ejemplos,
que sirven para acercar los nuevos conocimientos a las
experiencias que ya se tienen almacenadas en la memoria a largo
plazo. El esquema activado por el ejemplo puede formar la base de
una nueva estructura, por medio de la cual se llega a interpretar
la información del texto -y de esta manera nace en el lector un
nuevo esquema.
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$.l.6. El modelo mental
El resultado de la integración de la base del texto en
La experiencia del lector, como explicamos en la Sección 2.4., es
in modelo mental de la situación representada en el texto y de su
significado. La existencia de estas representaciones resulta
sugerente para la enseñanza, tanto para las clases de asignaturas
impartidas en lengua materna como para las clases de lenguas
extranjeras. Veamos algunas situaciones en las que la elaboración
del modelo mental tiene relevancia.
Una de ellas, que se da con demasiada frecuencia, es la
siguiente. Cuando los estudiantes leen para aprender, a veces
caen en la trampa de memorizar la representación de la base del
texto sin tener una idea clara de lo que significa en el mundo lo
que están procesando. De hecho, se han llevado a cabo
experimentos que ponen de manifiesto este problema <por ejemplo,
Waern y Rabenius, 1987), aunque la mayoría de los profesores no
necesitan pruebas de este tipo, porque han experimentado el
fenómeno en sus propias aulas. Con todo, disponer de un marco -el
de la teoría del modelo mental— probablemente nos permita
sistematizar diferentes aspectos de la enseñanza de la lectura.
Se podría aplicar, por una parte, en la evaluación de la
comprensión, por otra, en el análisis previo de los textos a la
hora de seleccionar material didáctico, y también para anticipar
posibles lagunas en los conocimientos de los alumnas, sobre todo
cuando se enfrentan a textos procedentes de una cultura distinta.
No hay que minimizar las dificultades que supone
evaluar el contenido hipotético del modelo mental medio que
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podrían construir nuestros alumnos, sobre todo si se tiene en
cuenta que la esencia de esta representación del significado del
texto -a diferencia de la base textual— es la incorporación de
las estructuras mentales de cada lector. No obstante, no parece
que ésta sea una contradicción intrínsica de este constructo. Si
no existiera, el autor no podría imaginar el lector modelo al que
se dirige, ni podríamos llegar nunca a un acuerdo acerca de la
interpretación del significado de un texto.
Es posible que la teoría del modelo mental nos ayude a
entender un problema específico: el de la elaboración de
resúmenes. Quizá la dificultad que suelen encontrar los alumnos
para seleccionar lo fundamental de un texto tenga su origen en la
representación de la que se sirven para la tarea. Si intentan
consultar la base del texto que han construido —porque no han
sido capaces de hacer un modelo de la situación— disponen de
demasiados detalles, y no se destaca cuál es el significado de
cada uno en el texto, ni cómo funcionan las relaciones de causa y
efecto. <Aquí no tomamos en cuenta los aspectos de la superficie
del texto que sirven de guía para el contenido del resumen.
Volveremos a esta cuestión en el siguiente apartado. ) El nivel
de la base del texto tampoco incluye las intenciones del autor,
imprescindibles para evaluar el significado. En la terminología
de van Dijk (por ejemplo, 1977), los alumnos no pueden aplicar
las reglas de reducción del significado necesarias para llegar a
la macroestructura.
Sin embargo, un comportamiento muy interesante -y
también alarmante- que hemos observado en el aula de lectura es
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el siguiente: según la edad, el nivel de lengua y la experiencia
que tienen los alumnos, crean unas representaciones muy
personales de
conocimientos,
sorprendente,
el autor apoya
Esto mismo fue
protocolos de
leían en su
conocimientos
negaron a ace
en el texto.
lo que significa un texto. Proyectan en él sus
y, sobre todo, sus creencias, de una manera
y, aunque no encuentren en el texto indicios de que
su interpretación, son muy reacios a abandonarla.
observado por de Beaugrande <1986> al analizar los
un experimento con universitarios americanos que
propia lengua. Estos alumnos proyectaron sus
culturales en un texto descriptivo y, también, se
ptar que los datos que habían añadido no estuvieran
Parece, pues, que el problema no reside en que los
alumnos no apliquen sus esquemas a la interpretación, sino más
bien en que los aplican en exceso, y de una manera incontrolada,
aun cuando dominan la lengua del texto.
Por lo tanto, nuestro papel debería ser el de intentar
encauzar el afán de estos alumnos por crear un modelo del texto:
primero habrá que conseguir que perciban las presuposiciones y
elaboran las inferencias necesarias para construir una
representación coherente de la base del texto. Una vez hecho
esto, se podría intentar que activasen los esquemas de
conocimiento pertinentes, para construir las cadenas de causa y
efecto, interpretar los objetivos de los personajes y del autor,
y tratar de relacionar el texto con la experiencia de los
estudiantes para que puedan darse cuenta de lo que significa la
situación en el mundo. De esta manera, se ampliaría su
experiencia y, a la vez, sus conocimientos —se lograría, en
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definitiva, el objetivo de la lectura.
Widdowson (1984) explica esta manera de forzar el texto
a adecuarse a la interpretación que elegimos como una manera de
defender nuestro espacio, formado en este caso por nuestro
sistema de creencias, durante la comunicación. Tal reacción
ocurre porque nos negamos a la dominación que supone el cambiar
nuestras estructuras de conocimiento. En la comunicación escrita,
el que se siente amenazado de esta manera puede rechazar el
texto, negándose a leerlo, o imponiendo una interpretación más
acorde con sus creencias, como acabamos de ver,
En el caso concreto del artículo científico, el autor
se dirige a su iguales con el fin de convencerles de la
corrección de su hipótesis. Para ello tiene necesariamente que
anticiparse a las objeciones que se le puedan hacer. De esta
manera, crea un diálogo con el lector modelo, y aunque el papel
de este interlocutor no se exprese, para comprender el artículo
hay que reconstruir sus intervenciones. Nuestros alumnos no son
todavía expertos, o, al menos, no lo son en igual medida que el
autor -aunque ya tienen conocimientos, y probablemente creencias
con respecto al tema tratado en el artículo- y necesitan
reconocer las implicaciones metodológicaS, ideológicas, etcétera
que subyacen al argumento para comprenderlo correctamente.
Por último, también es importante en el modelo del
texto el significado de ciertas elecciones de operadores
temporales y modales -un aspecto de la comprensión que no hemos
tenido ocasión de investigar específicamente en este trabajo
enfocado desde el tema de la oración. No obstante, la información
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interpersonal que hemos visto a veces incluida en el tema indica
la importancia de este aspecto del significado. Es en estos
operadores donde el autor proporciona el marco para la
interpretación de la predicación, ya que la sitúan con respecto
al escritor en cuanto al tiempo y a la veracidad, conveniencia,
etcétera, de la acción o el estado representados.
5.1.7. El tema en los niveles del procesamiento del texto
Finalmente, debemos preguntarnos por las implicaciones
en la comprensión lectora del primer elemento en los diferentes
niveles que consideramos en la Sección 4.7., Allí se vio que
existe bastante interés entre los lingUistas y psicolingúistas
por el elemento inicial —mucho más de lo que pudimos mencionar.
<Véase 3.6. para más referencias,> También se comprobó que los
investigadores están de acuerdo acerca del efecto que produce en
el lector que el autor emplee esta posición. Es importante, pues,
que los estudiantes se encuentren en situación de aprovechar al
máximo la información que aparece en el tema, en los distintos
niveles.
En primer lugar, en ej. nivel del sintagma (nominal y
verbal), para elaborar el modelo del texto necesitan conocer el
significado del uso de los determinantes y los auxiliares modales
y temporales. En segundo lugar, en la cláusula y la oración, como
hemos explicado, el tema aporta muchas indicaciones —acerca de la
estructura lógica del texto, de la respuesta que se espera de él,
y de los esquemas de conocimiento que se deben usar. En tercer
lugar, en cuanto al párrafo, el poder reconocer la oración tópico
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y distinguir la función de la información adicional que el autor
incluye es clave no sólo para la comprensión sino para el
recuerdo y el resumen del texto. Por último, hablamos de la
información que proporciona el titulo. A pesar de su destacada
posición, es sorprendente la poca atención que recibe por parte
de los alumnos; seria conveniente, por tanto, enseñarles a
considerarlo como un organizador previo del contenido y a
analizar su significado.
En la Segunda Parte de nuestas conclusiones volvemos al
nivel de la oración y consideramos la posible aplicación del
análisis temático de este segmento del texto.
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5.2. SEGUNDA PARTE: CONCLUSIONES CON RESPECTO A LOS TEXTOS
5.2.1. utilidad del análisis temático
La pregunta a la que tenemos que contestar en primer
lugar es ¿cómo puede resultar útil para la enseñanza de la
lectura la información que nos ha proporcionado el análisis
temático de los artículos científicos? Consideramos que los datos
procedentes del análisis, tanto los que se refieren a las
estrategias comunicativas que se emplean en los textos, como los
papeles semánticos más representativos de los temas oracionales
constituyen una fuente valiosa de datos que se pueden emplear en
la preparación de los lectores. Siempre que nos enfrentamos con
lo desconocido -que es, en definitiva, el caso del alumno que se
propone leer cualquier texto por primera vez— nos apoyamos en
todos los conocimientos que nos puedan ayudar a resolver el
problema de manera eficaz. El alumno dispone, por una parte, de
sus conocimientos de la especialidad, que limitan los contenidos
que pueden aparecer, y por otra, de todo lo que sabe del medio
utilizado para transmitir este contenido. Aquí, se incluyen
conocimientos lingúísticOs de diferentes tipos, entre ellos, los
que estamos estudiando, que se refieren a la organización y
presentación del mensaje. Por eso, creemos que la información
tratada aquí puede reducir las posibles clases de significados1 y
proporcionar al lector estrategias que le ayuden a interpretar el
texto correctamente. Para clarificar más nuestro empeño, y
llevar el trabajo a otro nivel de generalización~ resulta
pertinente aquí una cita de Foley y Van Valin <1984:15), puesto
que nos hemos acercado al texto desde las teorías funcionales
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“It must be emphasized that functional theories are
not performance theories. That is, they seek te
describe language in terms of the tvpes of
constructions which are used in speech activities.
They do not attempt to predict. the actual tokens of
speech events.”
En consecuencia, presentamos en esta sección de las
conclusiones los aspectos del análisis de los artículos que
destacan por su frecuencia, y que se podrían incorporar a la
labor del profes¿r de comprensión de textos. Tratamos como primer
punto las manifestaciones interpersonales y textuales. A
continuación, consideramos los papeles semánticos de los temas
experienciales no marcados y marcados. Y, finalmente, comentamos
brevemente el uso de la metáfora gramatical.
5.2.2. Los temas textuales e interpersonales
A través del análisis de los artículos se hizo evidente
una presencia acusada del autor en los mismos. Su intervención
tiene dos objetivos, y para conseguirlos toma distintas formas de
expresion. Uno de los fines del escritor es el de ayudar al
lector a seguir la estructura del texto y del razonamiento que
contiene, para lo cual emplea con cierta frecuencia los temas
textuales y las oraciones textuales. Encontramos que más del
diecisiete por ciento de las oraciones incluyen alguna referencia
de este tipo, porcentaje al que hay que añadir el de las
oraciones textuales -que se dedican específicamente a esta
función- que representan casi el cinco por ciento de las
oraciones que componen el ~.ggnM&~
Dada la importancia numérica de este aspecto del
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significado en nuestros textos, parece conveniente dedicarle una
preparación específica, ya que si los alumnos estuviesen en
situación de captar las instrucciones que contienen acerca de la
organización lógica del texto, se les facilitarla
considerablemente la tarea de comprender el contenido del
artículo.
Por lo que respecta al reconocimiento de estas
manifestaciones, las oraciones textuales se distinguen a veces
por las declaraciones abiertas del autor, en primera persona,
acerca de sus intenc iones, o por las referencias a segmentos del
texto. En cuanto a los temas textuales, como puede esperarse,
típicamente incluyen expresiones como “however”, “hence”,
“therefore”, “on the other hand”, con las que ci escritor se
asegura de que el lector sigue el hilo de la argumentación, ti
otras, como “initially’, “first of aif’, “by way of
introduction”, “in other words”, “iii short”, “parenthetically”,
“Lo put this point more precisely”, que le facilitan la
estructura del texto, o la función de una parte del, mismo.
La otra clase de intervención del autor en el tema, de
la que hemos encontrado una menor presencia -en algo más de un
ocho por ciento de las oraciones del ~py~- aparece en el tema
interpersonal. El cometido de este tipo de tema es el de indicar
la actitud o el compromiso del autor con la proposición a la que
está ligado. Según las muestras encontradas en nuestros
articulas, el significado del tema interpersonal indicará que la
proposición que introduce es: más o menos evidente, verdadera,
probable, característica o sorprendente. También el escritor
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emplea el tema interpersonal para llamar la atención del lector
sobre un punto importante del argumento, más o menos
directamente, como en (1> a <3>:
<1) Note
(2) It should be noted
(3) It is worth noting
Como no todas la expresiones de la función interpersonal resultan
tan evidentes para el lector, creemos que sería conveniente hacer
hincapié en esta importante parte del mensaje como un componente
de la clase de lectura.
En los articulos se emplean diferentes modos de
expresar la opinión del autor, unos que aparecen como tal, y
otras que se estructuran de manera impersonal. En primer lugar,
veamos las formas lingLiísticas que podríamos llamar “congruentes”
(Halliday, 1985>, aunque en el tipo de texto que estamos
estudiando se emplean mucho menos que otras “metafóricas”. En
el grupo de las formas congruentes se encuentran, por ejemplo,
las que indican frecuencia; “usually”, “in general”,
“characteristically’, u otras que comentan el contenido, como
“interestingly enough”, “obviously”, “unfortunately” , El otro
método que el autor emplea para expresar abiertamente su
compromiso con el enunciado es mediante el pronombre personal y
verbos del tipo “think’, “believe”, “suppose”, ‘suspect”. No es
probable que estas maneras explícitas de intervenir en el texto
presenten dificultades para un alumno capaz de acceder a este
tipo de lectura.
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Y si consideramos las maneras impersonales de
introducir una opinión -uso que interpretamos como un intento de
disfrazar de objetivas ciertas intervenciones del escritor—
también se encuentran de dos tipos. Por un lado, están las
estructuras que emplean la extraposición del sujeto y un adjetivo
valorativo típicamente “usual”, “clear”, “ surprising”,
“unlikely”. Al aparecer esta combinación, el alumno debe advertir
que se trata de la función interpersonal. Por otro lado, se
encuentra muchas veces la estructura impersonal con un proceso
locutivo o mental, en el que se indica Quién se responsabiliza de
la verdad de una proposición, el autor u otro. Consideramos que
estas formas también tienen un papel en la expresión del
significado interpersonal, ya que esta información no forma parte
del contenido, sino que es más bien un comentario, parecido a los
que acabamos de mencionar. Para el lector, la estructura
sintáctica hace otra vez de señal de la función; los verbos que
hemos encontrado son, por ejemplo “argue”, “remark”, “maintain”.
Estas formas entrañan una dificultad para el lector: el hecho de
que no hacen explicito quién es el emisor, o lo hacen de una
manera muy indirecta, como se aprecia en los ejemplos de la
Sección 4.3.5..
Finalmente, en algunos artículos, para introducir un
tema interpersonal también se emplea una estructura con ‘there”
seguido de la expresión de la actitud, que se realiza por medio
de la sustantivación. De esta manera, en vez de, por ejemplo, (4>
o <5>, aparecería <6> o <7):
<4) 1 am not suggesting
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1 am implying here
There is no suggestion
There ½ an implication
nque no se encuentra con frecuencia, quizá sería conveniente
vertir al alumno de esta función —y otras— de una partícula
rendida en las primeras lecciones de inglés, y tan conocida que
parece encerrar ningún problema de interpretación.
2.3. El tema como portador o identificado
Como bien advirtió Halliday (1985),
4acional es el más frecuente en el tipo de texto
~tudiando. Los temas con los papeles semánticos de
portador componen la tercera parte de todos
)calizados en nuestros artículos, y más de la mitad
3tán implicados en la transitividad de la oración, a
a temas no marcados. Ello significa que la
dentificación de estos papeles semánticos
onsiderablemente en la comprensión del texto.
el proceso
que estamos
identificado
los temas
de los que
1 tratarse
correcta
influiría
Dos tercios de los procesos relacionales observados en
uestros textos son de tipo intensivo, con lo cual el elemento en
1 lugar temático indica pertenencia a un conjunto o identidad
on el otro participante en el proceso. En el primer caso, el
lumno encontrará cierta variedad de verbos que indican la
elación, aunque son frecuentes “be”, “become” y “mean”~ en el
egundo, el verbo es casi siempre “be”. Por otra parte> se ha
ncontrado una cierta presencia de procesos adecriptivos de
ircunstanciales, de los que los más frecuentes son los de
476
localización, temática, rol, origen y causa. Para descubrir el
papel del tema en estos casos resulta reveladora la preposición
que suele incluirse en la estructura verbal, como muestran los
ejemplos citados en la Sección 4.3.4.. Los verbos en si, sin
embargo, aquí no ayudarán tanto al alumno como en otros casos,
dada su variedad. También aparece en los artículos la relación de
posesión abstracta, con el significado de “implicar”, “incluir”.
No siempre es fácil de reconocer, ya que, aunque “have” es el
verbo más frecuente, se emplean diferentes verbos —como
“contain”, “be composed of”, “consist of” “ carry”, “involve”,
provide”. Además, algunos de los verbos implican alguna
modificación de la noción de posesión, tales como “deinand”,
“require’, “lack”, ‘deserve’.
6.2.4. El tema como agente u objetivo
A diferencia de lo que ocurre con los procesos
relacionales, en este apartado tenemos que distinguir entre las
dos disciplinas que hemos estudiado, puesto que los significados
expresados en los temas realizados por sujetos de procesos
materiales pueden ser muy distintos. Los agentes y los objetivos
son relativamente frecuentes en los artículos de economía, donde
representan algo más del diecisiete por ciento de los temas. En
los de filología, en cambio, hemos encontrado un porcentaje menor
de procesos materiales: los temas en el papel de agente u
objetivo no llegan a sumar el once por ciento. Comentaremos en
primer lugar los datos de los artículos de economía.
En esta disciplina, con respecto al significado de los
temas -es decir, a su papel semántico— el lector debo saber que
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se referirán a los agentes u objetivos de una variedad de
procesos. Según los datos que nos proporciona el análisis de los
textos, se puede esperar que en el artículo se mencionarán, por
una parte, los procesos relativos a los cálculos matemáticos y
las operaciones estadísticas, como “calculate’, “total”, “break
down’, ‘divide’, “reduce’, Y por otra, aparecen los procesos
referentes al mundo del trabajo y de los negocios -campo, por
cierto, bastante amplio. Aquí, desgraciadamente, no podemos
ayudar mucho al lector. No obstante, los propios conocimientos
del alumno acerca de su disciplina le servirán para limitar el
abanico de posibles acciones que pueden aparecer, y de allí
deducirá qué clase de agente puede llevarlas a cabo, o qué tipo
de objetivo puede sufrir sus efectos. Por otra parte, como suele
ocurrir en las descripciones de trabajos de investigación, habrá
referencias a los procesos implicados en el estudio y a otros
internos al texto, como “produce”, “infer”, “follow”, ‘include’,
“employ”, emphasize”. En ellos, el autor explica cómo ha
procedido para llevar a cabo la investigación y cómo ha
organizado la exposición —es decir, su conversión en un texto
escrito.
Por lo que respecta a la filología, parece que en esta
disciplina, por regla general, los posibles tipos de acciones se
restringen más. Es conveniente que el lector sepa que las
relaciones sintácticas se presentan frecuentemente como las
acciones de unos elementos autónomos, del tipo ‘X domina Y”. De
esta manera, los temas realizados por agentes aparecen con verbos
como “function”, “modify”, “expand”, “subcategorize”, “trigger”
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Por otro lado, estos textos tienen en común con los de la
economía -teniendo en cuenta, claro está, las diferencias de
objeto de estudio y de metodología- las acciones que pertenecen
al género, esto es, las que describen los pasos en el
descubrimiento de los hechos, por una parte, y las que comentan
la presentación de la exposición, por otra.
5 • 2 • 6 . El tema como emisor
Forma parte de los escritos que produce el mundo
académico el comentario de otros trabajos en el campo del que
trata un artículo. Durante la exposición, por tanto, es
importante señalar la procedencia de la investigación, y de las
opiniones que se expresan. Por ello, aparece en la posición
temática con relativa frecuencia el papel de emisor. Este papel
se ha encontrado en más del seis por ciento de los temas en los
artículos de economía analizados, y en un poco menos del cinco
por ciento de los de filología,
Sin embargo, el emisor no tiene un referente único, y
para comprender el texto es preciso averiguar en cada caso quién
pnede ser. En los textos de economía, la elección está
restringida al propio autor del articulo, o los autores de otros
trabajos. En los artículos de filología, el emisor puede además
ref’erirse a cualquier hablante. El comentario que se hace —lo
emitido- frecuentemente se encuentra en el lugar temático. Puede
referirse a una parte del artículo, o a los estudios de otros
investigadores, o, en filología, a un enunciado que forma parte
de la lengua que se estudia.
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Si el lector quiere distinguir rápidamente estas
funciones, necesita reconocer, por una parte, los sustantivos que
suelen utilizarse con este fin, tales como ‘proposal”, “paper”,
“hypothesis” , y, por otra, los verbos que señalan la presencia
de un emisor: “suggest”, ‘state”, “report”, “contend”,
“summarize”, ‘establish”, “claim’. Una función textual señalada
por la presencia del emisor, que vimos en algunos de los
artículos, es la definición de los términos, que no suele
resultar difícil de reconocer, ya que frecuentemente aparece en
primera persona el verbo “calI”. Y, recordemos, finalmente, que
en las oraciones textuales, el autor puede aparecer en el papel
de emisor. Se suele utilizar la primera persona y verbos como
“discuss” , ‘ formulate”, “illustrate”, “explicate’, “turn to’,
“refer to”, “summarize”.
6.2.6. El tema como circunstancial
Este tema marcado -que representa, en los artículos de
filología, casi la tercera parte de los temas estudiados, y en
los de ecDnomía, casi la cuarta parte— tiene una función
importante en el procesamiento del mensaje. Sin embargo, no es
fácil ofrecer a los alumnos algunas generalizaciones acerca de
los significados y formas que pueden enocontrar, por dos razones.
Primero, existe en nuestro corpus un amplio abanico de tipos de
tema con el papel de circunstancial, por lo cual muchos de ellos
son muy poco frecuentes. Y, segundo, porque no hay una relación
unívoca entre la función y su realización: cada tipo puede
expresarse de varias maneras, a la vez que una misma expresión
puede expresar diferentes significados.
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No obstante, mencionaremos los tipos más frecuentes,
algunos de los cuales suelen encontrarse señalados claramente en
el texto. La circunstancial que más se utiliza es la de
localización, que puede referirse tanto a un lugar material como
a una posición abstracta, o textual. En el último caso, se
tratará de la referencia a parte del texto, o a un argumento o
prueba reciente. Por lo que respecta al reconocimiento de este
tipo de tema, naturalmente el frecuente empleo de la preposición
It •
in lo facilita, como en (8> a <12>, y “where’ sirve de señal en
(13>:
(8) In the first rule of the bare component CONRELS
(9) In a description of relative clause modification
deriving the required clauses by recursion of the
initial symbol CONRELS
(10> In most of the remaining studies MULTIVAR
(11) En this use of discriminant analysis MULTIVAR
(12> Within the framework of regional studies MULTIVAR
?ía Where there ½ a (-m) alternative CONRELS
También hemos encontrado bastantes casos de la colocación de una
condicional en el lugar temático, la cual no presenta problemas
de identificación:
<14> Tf these coordinate sentences contain nouns identical in
reference CONRELS
(15> If prediction is being attempted using current period
exogenous variables HULTIVAR
Normalmente, tampoco encierra ambiguedades de interpretación,
aunque esta estructura puede usarse con diferentes fines; ya
vimos en el comentario del análisis del artículo completo un
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empleo eficaz de esta elección temática: la persuasión. La
circunstancial de tiempo, al igual que la de localización, puede
referirse al desarrollo del argumento en el texto, o a hechos que
tienen lugar en el mundo. Con frecuencia, las realizaciones de
este tema viene señaladas por grupos preposicionales, formas
verbales, palabras léxicas, etcétera, que los alumnos asociarán
fácilmente con el tiempo, como se puede apreciar en <16> a <21):
<16) Only recently MULTIVAR
<17> In 1971 MULTIVAR
(18) As more variables enter the discrimant function MULTIVAR
(19> flaving warned of the general dangers of the procedure
MULTIVAR
(20) Even at this stage of investigation CONRELS
(21) l3efore pursuing this notion further CONRELS
En cambio, en la expresión de la circunstancial de causa hemos
encontrado poca regularidad en cuanto a señales de su presencia;
frecuentemente hay que acudir a un análisis del contenido del
segmento del texto, y del conocimiento de las relaciones que se
dan en el mundo, En los ejemplos (22) a (24), la función está
señalada; en <25) y <26) no está tan clara:
<22> Given that there is no presumption of causation MULTIVAR
(23) Sínce the arbitrary selection of the variables to be
included in the discrimant function was not greatly
successful MULTIVAR
(24) Since each noun in a coordinated sentence which is
identical with a noun in a preceding sentence of the
same coordination automatically carnes the feature
(+mentioned) and no noun carrying this feature can be
commentized CONRELS
<25) With unemployment low in New Zealand but higher for the
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Maoris than for the white population MULTIVAR
<26> In the absence of any clear discontinuity in the series
MULTIVAR
En resumen, como los circunstantes pueden llevar marcas más o
menos ambiguas de su función en la oración, el lector advertirá
que este área precisa un estudio especial, y posiblemente
contrastivo, que ponga a disposición del profesor de lectura unas
pautas específicas que pueda aplicar en la clase. El alumno
necesitaría enfrentarse con muchos ejemplos contextualizados para
acostumbrarse a analizar las funciones y las circunstancias que
expresan, y evitar que las formas sintácticas le engañen a este
respecto.
5.2.7. Los temas en un texto
Las aplicaciones pedagógicas de la información que
proporciona el análisis del articulo resumido en 4.6. saltan a la
vista. Allí pudimos comprobar como, por un lado el tipo de tema
(marcado o no marcado>, y por otro la inclusión en el tema de la
función textual o interpersonal, distingue frecuentemente entre
los párrafos con función expositiva y los que llevan más peso
argumentativo. El reconocimiento de la función comunicativa de
los párrafos y secciones del texto, y de la manera en la que
encajan con el objetivo global del autor, depende de la capacidad
del alumno de encontrar los indicadores proporcionados y de
interpretarlos correctamente. Para facilitarle esta tarea es
preciso contar con un conocimiento de las formas más frecuentes
de expresión encontradas por el análisis’
A este respecto, a veces resulta sorprendente la
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ultad que algunos alumnos experimentan para distinguir de
la masa de información que encuentran en un texto el
nido más relevante: la macroestructura de la totalidad o de
parte de ella. La elección de un ejemplo o de una idea de
como el objetivo comunicativo principal es bastante
iente y demuestra la necesidad de una enseñanza racionalizada
mo funciona un texto. El análisis que llevamos a cabo de un
~ulo completo nos proporciona un instrumento que se puede
‘echar con este fin.
Además de la importancia del párrafo como unidad
~a, este análisis revela la utilidad de la noción intuitiva
;opico. Como se ha explicado, podemos extraer del texto o de
3egmento del mismo la macroestructura: una proposición que
Lca las proposiciones que lo componen. El tópico para
;ros sería el argumento principal de la proposición O, de
?a intuitiva, el argumento del que trata el (segmento de)
; y lo que se dice de él completaría la macroestructura. El
[sis temático refleja el funcionamiento de este concepto
todo en el nivel del párrafo, donde sirve de punto de
~ración —de la misma manera que en el nivel de la oración lo
el tema no marcado—, pero también en una sección y en el
completo. Si se es capaz de reconocer el tópico, este
~nto resulta de gran ayuda para la comprensión, ya que resume
,bjetivo comunicativo y orienta la interpretación de los
nados de nivel menos general Es interesante a este respecto
relación entre el sujeto y el tópico en inglés, como revelan
~s estudios.
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5.2.8. La metáfora gramatical
El tipo de texto que nos interesa muestra una
considerable densidad de metáfora gramatical, y podemos
preguntarnos hasta qué punto sería necesario desentrañar la
metáfora para explicar el significado. Aunque frecuentemente se
trata de estructuras en las que un proceso se expresa por medio
de la nominalización, y se da el caso de que una forma análoga
también se emplea en la lengua materna de los alumnos, parece
conveniente sensibilizar a los lectores hacia esta transformación
sintáctica. El objetivo de esta labor sería conseguir una
comprensión más nítida, menos abstracta, de lo que no son, en
definitiva, sino acciones llevadas a cabo por agentes -dato
precisamente suprimido durante este cambio de papeles
sintácticos’ A la vez, esperamos que los alumnos lleguen a
apreciar la flexibilidad con que el uso de estas formas dota a la
expresión de los contenidos. De esta manera, pueden tomar
conciencia de las posibilidades que tiene este aspecto de la
lengua y de las utilizaciones más frecuentes en su especialidad.
Y, además, como es un fenómeno que se encuentra en todo tipo de
escrito que maneje cierto nivel de abstracción, y no pertenece a
un determinado campo o disciplina, tal conocimiento les servirá a
2
los alumnos para todo tipo de lectura
Un ejemplo de la importancia del análisis de los
papeles semánticos para la comprensión se encuentra en el uso de
la transformación de procesos en participante5~ expresados por un
sustantivo, un infinitivo, un gerundio, o una cláusula.
Consideremos un caso:
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(27> Thus to assume that alí capitalist nations are somehow
units of the same statistical population risks
seriously misunderstanding intra—national processes.
MILSPEND 5-5
Si se entiende, con la ayuda del diccionario, que
“misunderstanding” significa “un malentendido”, se interpretará
que se trata del resultado de un proceso, y no del proceso mismo.
Con un conocimiento de los posibles cambios en el papel de
participante, se puede evitar esta clase de problema y llegar a
3
depender menos del diccionario
Como puede observarse, el análisis temático nos ha
proporcionado mucha información importante para trabajar en la
comprensión del artículo científico de economía y filología.
Además de ayudar en la comprensión del contenido experiencial,
los resultados del análisis son especialmente útiles para los
lectores acostumbrados a leer manuales. Como este tipo de texto
presenta al lector unos conocimientos ya aceptados en la
disciplina, carece de los aspectos argumentativos que encontramos
en los artículos, cuya función primaria es la de persuadir. En
efecto, el artículo primero persuade al lector del interés que
tiene el leer el texto y luego, de la validez de la
interpretación que hace el autor de los datos que ha obtenido,
Y por lo que respecta a este trabajo, yo también espero
haber persuadido al lector de la necesidad de tener las adecuadas
bases teóricas, contrastadas experimentalmente. como cimientos
sobre los cuales elaborar un curso de lectura de textos en lengua
extranjera. Tratándose de un proceso tan complejo, ~in estas
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bases no sería posible llevar a cabo el análisis de las
estrategias comunicativas empleadas por el escritor en la
construcción del texto, ni elaborar una orientación que lleve al
alumno a comprender cómo debe proceder para descubrir los
propósitos comunicativos del autor.
NOTAS
1. Fuera del grupo indoeuropeo se ha intentado relacionar el
conocimiento de los afijos empleados en inglés con la comprensión
lectora en sujetos fineses (Virkunnen, 1990>. Hasta ahora, estas
investigaciones no han dado resultados conclusivos.
2. Muy distinta es la metáfora léxica, frecuente en el lenguaje
de la economía, cuya comprensión exige una introducción de otro
tipo.
3. Agradezco a la Doctora Downing este ejemplo.
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IN LANOSCAPE EVALUATION
INTRODUCTION
<1>
1. ‘¡‘he last decade has witnessed ea unprecedented rise in the
number of techniques designed to assess the relative visual
quality of the landscape <see PEHNINO—ROWSELL,1973,1975, and
DEARDEN, 1977a for bibliographical reviews>.
EXPERIMENTADOR COMO CIRC-TIEMPO
2. ‘Phis proliferation has been proinpted by twa main farces
<DEARI3EN, 1978).
RESOLTADO
3. Ftrst, planning agencies on both sides of the AAtqnt& haya
become more aware of the importance of the visual resources of a
region in Uhe quest for higher environmental quality and citizen
satisfaction. EXPERIMENTADOR~-C0GNITIVO
¡‘EX
4. This has been reinforced by recent legislation and and the
more serlous attention being accorded aesthetics in Uhe courts
(ANDERSON, 1968; BROIJOHTON, 1972; LEIGHTY, 1972 and CERNY, 1974>.
OBJETIVO
5. Conseouentlv. increased research funds have been made
available to researchers in Ibis area, and algo, and probably not
Lotally unconnected, increased numbera of researchers have become
interested in the aestbetics of landscape.
TEX OBJETIVO
<2>
1. Second, •judgements of visual ouality are, and always wiIl be,
purely subiective opinions.
TEX PORTADOR-ADSCRIPTIVO
2. Considerable doubt <e.g. t¿EMER 1976) has been expressed as
Lo whether sucb opinions can ever be incorporated into a
generally accepted tecbnique t’or the assessment of visual
quality.
EMITIDO
3, Conseciuentlv. at the mornent, Uhere is en abserice of valid and
reliable theory in the area
TEX - TIEMPO
4. ~ caunled with ¿~frq difficulties involved in Th& ntu~X nf
~M~h ~n Inh&nnUx subiective topic rendera Ube fleid of
landscape aestbetics open to a wide range of methodolagital
interpretatiofl, which, in turn, has spawned Ube nUUeI’0US
techniques currently in use.
CAUSANTE-ADSORIPTIVO
1
<3>
1, DANIEL (1976) has suggested tbat proposed techniques ¡neet
Ubree entena: that tbey be valid, reliable ami practical.
EMISOR
2. ~j~y of the techniaues suggested to date fail to do Uhis,
especially Ube first two (DEARDEN, 1977b>.
AGENTE COMO PORTAUOR-ADSCRIPTIVO
3. However, more recentlv a number of statisticai Lecbniques
bave been developed (e.g. COVENTRY~SO1~Ii4ULLWARWICKSHIRE,197½
ROBINSON et al,, 1976; DEARDEN,1979) that. appear to be more
capable of fulfiilling Ube entena.
TEX CIRC-TIEMPO
<4>
1, AlI tbese techniciues are similar in tbat they use muitiple
regression as a means of ascertaining tbe relative visual quality
of a region.
PORTADOR-AUSCRIPTIVO
2. ‘¡‘he tecbniciues differ, bowever, in Ube derivations of t;he
inputs Lo the regression model.
PORTADOR-ADSCRIPTIVO
3, In particular, Ube important work of Robinson et mL. suggests
Lhat Ube variables constituting tbe independent side of’ Ube model
be factor analysed.
TEX EMISOR
4. CLWYD COUNTY COUNCIL (1975) produced a map of visual quality
using tbis method, and SEAFER, HAMILTON and SCHMIDT (1969) also
used factor—analysed independent variables in a somewbat similar
endeavo nr.
AGENTE-CREATIVO
5, Ibis paper proceeds tbrough a brief description of a
statistical technique (DEARDEN, 1979) to ea evaluation of
whetber factor analysis is a desirable step in the prediction
of the visual quality of landscape by statistical metbods.
mT, EMISOR
<5>
1. This cinestion becomes important if it la found that, in a
study of Ihe same area using the sanie data and statisticB.l
techniques, Ube visual quality map produced vanes significzafltly
according to whether the independent variables are factor
analysed or not before input to the regreasion.
PORTADOR-ADSCRIPTIVO
2. U the n~n.a are found to differ significantly, the question
arises as to which la Uhe more valid representation of visual
quality. CIRC-CONDICION
2
<6>
1. Obviouslv. the resolution of Ubis wiestion has both
Uheoretical and practical implicationa.
INTERPERS POSEEDOR
2. First. Ube obiective of producing a visual—c¡ualitv man ½
so tbat it can be incorporated along with other resource
information into land—use policy decision—making.
TEX IDENTIFICADO
3. Tbe nuality of land—use planning decisions are influenced 1»’
Ihe integrity of the information upon which they are based,
AFECTADO
4. It’ variationa in the assessment of relativa visual ciuality
are more tbe product of tbe metbod hí which it was evaluated
than actual differences in landscape Uhen Uhis lowers the
integrity of tbe input, with a consequent lowering in Ube quality
of decision—¡naking.
CIRC-CONDICION
<7>
1. Second, it ½ witb considerable difficuitv that decision-
makers bave finally been persuaded of the importance of Ube
lanáscape aestbetics in making land—use decisiona.
TEX CIRC-MANERA
2. Much hard-earned credibility could be bat by the production
of differing visual-quality surfaces of the sama area.
OBJETIVO COMO EXISTENTE
3. Finallv, it the tecbniciue la to be promoted t’or use
planning agencies tben as precise and unambiguous a statement of’
metbodology as possible ½ required.
TEX CIRO-CONDICION
THE STATISTICAL PREDICTION OF’ TEE VISUAL QUALITY OF ‘PilE
LANDSCAPE
<8>
1. The procedures followed to obtain input for the various
modeis tollow a similar pattei’fl.
AGENTE COMO PORTADOR-ADSORIPTIVO
2. Field assessment ~y a selected team of observera is used to
derive rigorona mean visual—quality seores Lar a representativa
sample of Ube total numbers of grid aquares within Ube area
under consideration; Ubese are the dependent variables.
OBJETIVO COMO MEDIO
5
3
3, The independent side of Ube model la comprised of
measurements per grid aquare Var each of a nuntber of landacape
elementa (usually between 20 and 30.>, whose presence ±5
bypothesized Lo be related tú visual quality (see Table 1 Lar
tbose used by DEARDEN, 1979).
PORTADOR-ADSCRIPTIVO
4. With a knowledge of Ube strength of’ each element within eacb
unit it is posaible, using tbe sample mean quality acores AS
tbe dependent variables in a multiple regression, to establish a
weigbt (i.e. a regresalon coefficient) for eacb element that
reflects ita contribution La visual quality in Ube units
sampled.
CIRO-MEDIO
5. Thus
:
A + S(k~1 Lo n) Bk Xkj + e,
wbere QJ mean visual—quality score of eacb unit sampled;
A = regreasion constarlh
Bk = underatandarized regression coefficient fox’
variable k;
Xjk= incidence of variable k in unit 1;
e error Len.
TEX IDENTIFICADO
<9>
1. Tbe vlsual-oualitv scores Lbat would have been accorded each
of tbe unsampled units, bad tbe~ been surveved on Ube sanie basis
as tbe sample unita, can Lhen be calculated again using the
equation given aboye Lhrough a knowledge of [he strengtb of
occurrence of each elenient within each unit plus knowledge of tbe
use of Ibe standardized regression coefficients.
OBJETIVO
2. The range of scores obtained can tben be broken down into
classes and Ube results rnapped.
OEJErIVO
<10>
1. Tbe validitv of Ubis ~ of approach Is, of caurse, largely
dependent upon Lbe quality of the inputs of the regression.
PORTADOR-ADSRIPTIVO
2. The R2 value of the regreasion, altbough ostensibly Sn
indication of validity, merely shows the proportion of variance
in Ube dependent variables accaunted for by Uhe independent
variables in tbe particular sample used.
CAUSA¡’4TE-COGNITIVO
3. Whetber Ube dependent variables, no matter how rigorously
derived, constitute a valid re~~repentatipfl ~f visual san&liA.z ½
difficult Lo establish due to Lborny phiJIosCPhlCal and
tbeoretical problema of defining a quality metric.
PORTADOR-ADSCRIPTIVO
4
4. Ilowever for the purpose of Ubis studv, it will be asauned that
the dependent variables do constitute a valid representatior> of
visual landacape quality, for iL is variations in the independent
side of the model which are our inain concern at the rnoment.
TEX CIRC-FINALIDAD
THE VISUAL-QIJALITY MAPS
<11>
1. ¡laing tbe regreasion modela described aboye, two ¡napa of tbe
visual landacape quality of the Saanich Peninsula, Britiah
Columbia, were produced, one using individual landacape elements
¿md Ube otber factor-analysed landacape elementa as the
independent variables in [he regreasion equation.
CIRC-MEDIO
2. In each case, a step—wise procedure was used such [bat the
variable accounting for the largest arnount of vaniance
unexplained by the precedent variables is entered at each atage.
CIRC-LOCALIZACION
3, Tbus. Uhe variables in Table ~ Uhe resulta of [he regreasiona
using Ube individual landacape elenienta, are presented in [he
order in wbicb they entered tbe equation.
TEX PORTADOR-CIRC-MANERA
<12>
1. With alí 30 variables in the ec,uation, [he R2 value of 0.92
indicates [bat 92% of the variance in the dependent variables ±5
accounted for.
CINC-TIEMPO
2. ‘Phis figure la, bowever, an exaggeration of reaiLity produced
by [be zero—order correlationa erroneously being treated ita if
they were error—free, resulting iri sorne capitalization of’ chance.
PORTADOR—ADSCRIPTIVO
3. The R2 adiusted measure provides a more realistio
interpretation of the actual predictive value (see KERLINGER and
PEDHAZtJR, 1973, p. 282, for example>.
IDENTIFICADO
<13>
1. In addition, it la necessarv tú decide whether alí 30
variables ahould be used Lar predictive purposes or whether
Uhere la sorne cut—off point after which Ube addition of
further variables merely capitalizes on random factora.
TEX EVALUATIVO
2. Reference Lo Table 2 illustratea that, after a certain point
([he addition of tbe variable “!-Iedge”>, [he R2—adjusted values
start [o falí.
EMISOR
‘4
1~
‘1
.1
E
3. The addition of [he remanung ‘.ari~ab1es thei’CfOrC, onlY
reduces the arnount of adiusted variance explained.
AGENTE
4, tt was ~ [herefore ~ de~~i4~d thai [he maxirnun number of
variables sbould be included up t.~o Ube pojat Of cjecreasing R2
adiusted values to obLain Ube regression coeffictientfl tisiflg Uhe
equaLion presented earlier
TEX PROCESO COGN ITIVO
5. A ~rauh showing observed agAtnatpmdiLtri± ~munI ciuality
acores ror each of [he 43 sa!flpje !uilt¶ is presented in Fig. 1
PORTAD(>R—CIRC-LUGAR( TEX)
<14>
1. The visual-ouality score~ fpx tB,. HLrUUijfllded xnut~ were
calculaLed by rnultiplying Uhe incidence of each variable in each
unit by Ube unstandardized coefficient. for each respecti ve
variable
OBJETIVO
2. :¡‘bese were LoLalled Ver ¿dI variables in eacb unit nad added
Lo [be regreasion constant for Uhe equation at Uhis stage to
produce [be final estirnaLe of visual qualiLy for oacb unit.
OBJETIVO
3. The range of values obt~jne<j was divided lato five classes
and Uhe resulLa rnapped Lo produce [he visual—quality surface of
[he area(Fig 2).
OBJETIVO
<15>
1. A aecond ¡imp of [be vis~~j. !I’141t1 of [he area was produced
using facLor-analysed independent variables foltowing Lhe
suggesUion of ROBINSON eL al. (1976>.
OBJETIVO-CREATIVO
2. Previous Lo tj~ analvais, ¿dI variables meastired en a
presence/absence basis <see table 1) were removed frorn the data
Lo minirnize Uhe chance of random correlations.
CIRC—TIEMPO
3, Usins~ a varifflaX EQSjijLtqfl, eight factora were identified with
eigenvalues over one (Tahle 3).
CIRC-MEDIO
4. The factor ~xsm plit~ tft~ f=utrYAL44AIUII nnnnx~x1 iprevious
Kg J=h~ 4flftiXflA were used as independent variables ¡a the
regreasion equation Lo obLain [be regrenffiion coefficients.
OBJETIVO COMO ROL
6 .Tbe multiple t~.nX ~flwas undertaken using the sorne step—wise
procedure as befare ¿md Uhe results are presented iii TabIe 4.
OBJETIVO
6
6. The entena fon decidinp [be mosL appropriate cut-off poiflt
were [bose adopted previously, i.e. aL [he poin[ of the maximuin
R2-adjusted value.
IDENTIFICADO
7. A ~ra~h illustraLinp Uhe relatioflshifl between observed and
predicted visual—ciualitv acores for each of the sample unita lE
presenLed la Fig. 3.
PORTADOR—CIRC-LUGAR(TEX)
<16>
1. The unstandardized coefficients plus [he regresaba constant
were used Lo prediaL visual—qualit3’ acores for ah the
unsampled units.
OBJETIVO COMO MEDIO
2. The range of values was split into five quality clases with
Ube sarne numbera of unita in each clasa as in [he previous mnap
(Fig. 2) and [be resulta mapped (Fig.4)
OBJE’rIvO
<17>
1. Altbou~h the predicted acores may varyz slishtIv beUween [he
two regreasiona, essentially Ube uniUs should have Lhe same
relative rankings of visual quality.
CIRO-CONCESION
2. Witb [he same number of unita in each c,ualiLy clasa, [he mapa
sbould be very similar te each other.
CIRO-CAUSA
3. It’ [bere are subs[anLiai[ differences, t.hen questiona arises as
Lo wbich presents [he more valid depiction of visual—landacape
qual i ty.
CIRO-CONDICION
<18>
1. Te aid assessment of [he variation between [he two maps, a
Lbird ¡imp was produced (FiM,6> summarizing the difference
between [he two visual quahi[y surfanes.
CIRO-FINALIDAD
2, This rna~ compares each of [he visual-quality mapa, unit by
unit, and indicates any existing clasa differences.
AGENTE
3. Of the 268 uniUs. 95 (37%) exhibit obanges la [heir
clasaificationa, of wbicb 18 (7%) are of two clasges or more.
POSEEDOR
‘4
14
‘y
4
7
ThE REGRESSION RESULTS COMPARED
<19>
1. Before proceeding with a more detaiiLed exarnination of [he
advantages and disadvantages of eitber approach, it may well be
useful [o compare [be results of [be twa regresslon analyses.
O.T. CIRC—TIEMPO(TEX)
2. ‘Pable 5 presents sorne relevant statistics for each regression.
EMISOR
3. It will be noticed Lhat tbe R2 and R2—ad.iUSted values for
Lbe regression using [be landscape elements are considerably
bigher tban [bose using [he factor ecores.
INTERPERS PORTADOR-ADSRIPTIVO
4. Tbe R2 value indicates the amount. of vaniance in the
dependen[ variables accounted Por frs’ libe independent variables.
CAUSANTE-COGNITIVO
5. The higber tbe value, [ben, Lhe greater Ube amount of
vaniance accounted for.
CIRC-COMPARACION
6. The Mm of a regression is to determine a unique set of’
regresalon coefficienLs Lbat account Por [he maximum aínount of
variance in Lhe dependent variable.
IDENTIFICADO
7. The regression using landscape elementa appears Lo be more
successful la [bis task.
PORTADOR-ADSRIPTIVO
<20>
1. Thls is illustrated in Figs. 3 and 5 with [be points of [he
grapb using [he landscape elements (Fig 3> showing much less
deviation from a straight Une [han Ubose produced Uy factor
scores (Fig. 5.>.
EMITIDO
2. la fact, [he mean residual fon the latter is more [han double
[bat fon [be former (7.0 compared [o 3.37>.
TEX PORTADOR-ADSRIPTIVO
3. In addition. the standard error of’ the estimate fon Lhe
ecsuation using facUor seores (9.3) is greater tban when using
landscape elements (7.23).
TEX PORTADOR-ADSRIPTIVO
FACTOR SCORES AS INDEE’ENDENT VARIABLES: THE CASE FOR AND AGAINST
<21>
2. The nurfaces of visual puality produced h~ jfl4~ fl~Q proczedures
undoub[edly exbibit [he same general trenda (Eigs. 2 ¿md 4>.
POSEEDOR
a
2. Concentra[ions of higb-cauality units occur on the coast une
and in sorne of the aneas inland (e.g. 7370>, and algo íow—
quality units show sorne distnibutional siinilari[ies C e.g. 6888,
7169).
EXISTENTE
3, However, as previouslv indicabed, differences hnfl~~qen [he
rnaps accur in 37 % of the units (Fig. 51.
TEX TEX EXISTENTE
4. Furtherniore, in [bis examule, it appears that the individual
landscape elernents ratber than the factor scores &CCount Por a
greater proportion of [he vaniance in tbe visual-MlUitlitY scores,
and Lherefore, constitute a beLter basis for prediction.
TEX CIRC-LOCALIZACION
5. Conseciuently, it seenis appropriaLe Lo examine tibe reasoning
of ROBINSON eL al. (1978) which íeads [bern Lo favour tibe use of
factor-analysed independent variables in tbe regression.
TEX EVAL.tJATIVO
<22>
1, One of Ube principal reasons advanced ½ that by using raw
variables as [be independent data, no allowance la ¡nade Por [he
association between variables.
IDENTIFICADO
2, Variations in visual guality are the product of rnany factora,
including ant only [he presence of certain componenta but also
the association be[ween componenta.
PORTADOR-ADSCRIPTIYO
3, ROBINSON et al. (1976. p~ 124) expand:
EMISOR
4, ‘The presence of several co¡nponents in a landsca’pe ¡nay’
result in a nveraliL qualiUy effect which differs from [bat wbich
can be represenLed by [he sunx of [he scores of the componen[S,
because nne component may becoine more or leas variable in [he
presence of o[hers.’
CAUSANTE—EXISTENCIA
<23>
1. ‘Phis is a goad point, and a recognized deficiency of using a
multiple regreasion technique.
PORTADOR-ADSCRIPTIVO
2. However, factor analysis does not seern to provide a solution
[o Lhe problem by c.Iustering highly correlated variables into
facto rs.
TEX AGENTE
3. This clustening ~f variables la done to ¡nax±jnize the varlance
of [he clusten -not [o maxirnize [he predictive abiiity of [he
variables.
OBJETIVO
.4
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4. There appears, tiberefore, Lo be no more a logical connection
existing beLween landscape and Uhe factors [han between quality
and the measureinení of [be landscape elernenta.
INTERPERS TEX EXISTENTE
5, The selection of’ variables for prediction hz factor nnalvsis
invariably involves lasa of useful infarmation.
POSEEDOR
6. A landscape elernenL bi~hlv correlated with visual Sm4LUX
rnigh[ not be significantly represented la any of [he factors.
PORTADOR-ADSCRIPTIVO
7. On Ube otber banda use of [be individual landscape elernenis
guaranLees tbat [he besL possible prediction equation will be
derived.
TEX AGENTE
.z 2 4>
1. It is ¡also /argued L tbat. because of [be number ot
’
regressjon wei~bts involved, “[be intierpretatlOn of [he resulta
becorne rnucb more difficulti” (ROBINSON et al. ,1976, p.l67>.
TEX INTERPERS CIRO—CAUSA
2. Anvone familiar wi[b factor analysis and [be dif’ficulties
involved in accuratelv defíning Ube naLure of each factor ( it
sucb a procces le posaible> would doub[ that usiag [‘actora
matead of tangible landacape elemente cou.Id apprecíably
simplify Ube procedure.
EXPERIMENTADOR-COGNITIVO
<25>
1. Furthermore, ROBINSON et al. (1976> contend [bat using
landacape elements as [he independent variables la ¿¡<la Lo
black-box Lechniques giving the tbe analyst little indication
of what procesaes are really taking place.
TEX EMISOR
2. Acain. It le niaintained [bat, althou~h [bis rni«ht k~ valid
criticlsm, factor analysis merely compounds [he sltuatiOTi.
TEX INTERPEES CIRO—CONCESIVA
<26>
1. GIven tibe airns of this tvpe of study, i..e. [o maP variationa
in visual c*ualitv for pThnntng purnoses, it la alrnc5st certain
[hat because of the present atate of the art ah studies wihl
use black—box Uecbniques to a certain degree.
CIRO-CAUSA
2. Tht~ ½ because, at present, there is insutflcieflt Knowledge
of Ube proceeses of landacape perception and preferences.
PORTADOR-CIRC-CAUSA
<11
4
‘4
lo
<27>
and1. IL would be preferable Lo bave sorne Uheoretical
eznpiricailly proven knowledge in [hese areas.
EVALUATIVO
2. Unfortiunatelv, sucb is ant lAxe case.
INTERPERS IDENTIFICADO
3. There j~, however, an immediate need to incorporate
asaesemente of visual quality in landscape planing.
TEX EXISTENTE
4. Insufficient time exisLe [o undertake [he type of
psycbological eLudies required Lo truily understand [he natural of’
landscape preferences.
EXI STENTE
5. Tberefore, it le necessarv, aL [he ¡nojnent to forego such
knowledMe ¿md airn for [he rnost reliable and valld results [bat
can pnssibly be itebived, irrespective of tbe lack of knowledge on
procese.
TEX EVALUATIVO
6. Alí studies [bat aim Uhus aro, in a manner of’ speaking,
black—box techniques.
PORTADOR-ADSCRIPT IVO
7. The use of factor ecores in [he rnultjpie—regressi~on rices
notbing to obange Lhe situation.
AGENTE
8. Tbe use of individual landacape elemen[s, retaininp onlv tbose
~p Lo [he point of decreaeinft R2-adiusted values Por uredictive
purposes, will ensure that every variable [bat contributes to
tibe prediction would be included and, hence, minirnize within
Uhe constrainLe mentinned aboye, [he black—box nature of [he
technique.
CAUSANTE-MATERIAL
<28>
1. It le aleo contended kx ROBINSON et al. (1916) that, by using
landecape elemente, [he number of’ regreesion weights le increased
and, consequently, [he chance of spurious relatioaships between
qualiLy and variable increaee.
EMISOR
2. Thev illustrate dije problem with an example [bat ¡night be of
benefit Lo repeat:
EMISOR
Y
y
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3. “Suppose, for exampla, Lhat in sorne hvpotheticaí ares
,
mineral exUraction is closely associated with deciduous woadland,
and woodland migbt even soreen the quarries from [he observar,
Lhen it is bighly llkely Lbat, within certain lirniLs, Lhe
recordad quality score f’or any of tbe survey units concerned
idíl increase as [he amount of deciduous woodland cover risas.
INTERPERS TEX CIRO—LUGAR
4 . However. [he estimated regresgion weigbts will alan indicate
Lbat qualiLy increases as the area of mineral exLracLion
morcases,
TEX CAUSANTE-COGNITIVO
5. This is unlikely.
PORTADOR-ADSCRIPTIVO
6. ‘¡‘he explanaLion probably lies in the intervenLion of
woodland, a variable [o which botb quality and mineral
extraction are relatied, rather Uban in a direct. posiLive
a eso e i a Li o n.
[‘ORTADOR-C1RO-LUGAR
‘7. me tirnuble with sucb spurious correlatioris ½ tibaL if Lbey
exist in tibe sainple daLa, tibes’ will affect that pradictione ‘a
[be arcas for wbich estimates are required.
IDENTI FICADO
8. Thus. in tibe circurnetances puoted aboye, a survey unit [baL
contained mineral extraction but not deciduous woodland onuld,
erronenusís’, obtain a higb estirnated acore” (ROBINSON eL al.,
1976, p. 167).
TEX CIRO-LOCALIZACION
<29>
1. Tbe rnost appropriate way [o tackle [bis problern ½ to eneure
tbat sufficienti variaLione in the quantity of each variable
occur la [he seL nf sample surves’ unita, and to seleot
approprinLe entena for rejecting non-contributory Landscape
elemente, sucb as no menease in tbe adjusted-R2 value.
IDENTIFICADO
2. Under Lbese conditions, [he error due tú the type of problem
rnentioned aboye wíll be negligible.
CIRC-CONDIOION
<30>
1. The fiu~j. point advanced ~ ROBINSON et nL.. (1976) ft favour
of factor analysis is also difficult [o support.
PORTADOR-ADSCRIPTIVO
2. It is clairned LlnASi4Ix L thfl M~ anal~s~~ by using Ube
landecape elemente individually, le expecting Lo explain it
higher proportion of [he variance than lis’ using tactor—tnulysed
independenL variables,
INTERPEES TEX EXPERIMENTADOR~COGNITIVO
4:
4..
Y
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3. Althougb tibe gist of Lhis ½ not easy Lo follow, it does
appear obvious, as in alí experimental work, Lbat tbe analyst
will use what be considere Lo be Uhe moaL truitful meane of
proceeding.
CIRC-CONCESION
4. However, it le /further L postulated L that: fi. to include
the variables individuallv aseumes [be abserver, in making [bis
judgement, disaggregates Lbe landecape and aseesaes eacb input
individually; but (b) it’ a “etructure” 15 showri tú exist between
tbe variables, tibis position ½ not tenabi-e; and, Uherefore, <o >
tbe observer wiIl evaluate Ube whole and expect [o find cerlain
componente exieting along wiLh others.
TEX TEX INTERPERS EXPERIMENTADOR-
COGNITIVO COMO
CIRO—CONDICION
5. “There is a etrnn~ poesibulitv, Uherefore, Lhat a reg~~aion
analysis based upan tbe [be factor etrucLure will explain a
higber proportion of’ LoLal variaLion [han one wbicb ½ nnt.
(ROBINSON eL al., p. 166).
INTERPERS TEX AGENTE
<31>
1. The lo~ic underlying Lbis argurnent me not aL ah clear.
PORTADOR-ADSCRIPTVQ
2. Tbere appears to be no basis for clairning tbat [be inclusion
of individual landecape elemente as independent variables
implicitly aseumee tbaL an observer disagreggittee the landecape
into [be sarne individual and discrete elemente [o make bis
evaluat ion.
EXISTENTE COMO EVALUATIVO
3. Tbe analvet le mereis’ seeking to predict [be ecoree Lhat
would have been olitained by ah unite had they been eurveyed
in a manner similar [o Lhe sample unite.
AGENTE
4. ‘Phis rnakes no assumptions regarding [be perceptual mechanisrns
of individuale; Uherefare, [he ahoye etaternenti appears
irrelevant.
EXPERIMENTADOR—COGNITIVO
COMO CIRO—TIEMPO
5. Accordin~lY. statement kkI becomes meaninglees. while no
supportive material is provided [o substantíate [he claime of
statement (ch nor of’ the conduelan.
TEX PORTADOR-ADSCRIPTIVO
6. The resulte of tbe nrLannt etudv (Talle 11 demoflstt’ate [bat
[he regreesion analysis based upan individual landacape elements
is succeseful in explaining a greater proportion of [he
variance Uhan nne based on factor ecores.
EMISOR
4:
¡
¿4
/4’
/4
¡
‘444
34
‘4
‘4
A.
‘4’
1<
.3
41
‘4
13
CONCLIJS ION
<32>
1. The search for a valid, reliable and practical rneans of
asseseing tbe visual pualitiy nf landeca»e is a difficult fiejid
of endeavour that will only advance tbrough rigoraus evaluations
of suggested techniques,
PORTADOR-ADSCRIPTIVO
2. PENNING—ROWSELL and HARUY (19733. OlLO (1974.1975a.1975b>, 2114.
BLACKSELL and OlLO <1975) have alí underta.ken furtiher
examination of euggeeted tecbniquee and ¡nade significarit cognrnents
as tn tbeir poesible improvemente.
AGENTE
3. This paper reporte on ar> experiment designed to test Lhe
desirability of factor analysing landscape elemente before their
use as independenL variables in etatistical ¡nethode of vmsual—
quality evaluation as euggeeted by ROBINSON et al. <1976>.
O.T, EMISOR
4. An incisive ~ Lix pENNING—ROWSELL and SEARLE J1977 1
considers other aspecte of Robinson’s techniques.
EMISOR
<33>
1, Af’ter exaninin0 in detail the argumente advanced for usina
factior ecores, it is proposed that such a procedure has little
tbeoretical or practical justification.
CIRC-’TIEMPO< TEX)
2. The principal criticierne raised liy ROBINSON et al. (1976> of
’
using individual landeca~e elemente are largely valid.
PORTADOR-ADSCRIPTIVO
3. IL le maintained. however. that the advantages of factor
analyeíng [o overcome [bese problems are insufficient to outweig h
Lhe weakenlng of [he predictive power of [he analysis.
INTERPERS TEX PORTADOR-ADSORIPTIVO
4. Many of [he criticierne apply tú etatistical techniques
irreepective of the nature of [be independent variables.
PORTADOR-CIRC-DESTINATARIO
5, Therefore, if Lhe aim ot’ tbe technicue la tú reproduce tite
visual—gualitv ecores given hx Z½obaervation teamn i& each
sam~le unit as preciselv as poseible to enable [he prediction of’
visual oualitv for unsampled unita, [ben it must be concluded
thaL [he use ol’ individual landscape elemente in a regreesion
analysis ½ more succeesful in this task.
TEX CIRO-CONDICION
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TElE POLITICAL ECONOMY OF MILITARY SPENDING:
EVIDENCE FROM THE UNITED STA¶IYES
/2
44
4,
;4
‘¿‘4
4,
>4
“4.
y
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~1
1
1<
.4
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<1
TItE POLITICAL ECONOMY OF HILITARY SPENDINC
;
EVIDENCE FROS TH~ UNITED STATES
<1>
1. social scientiste. especiallv in the United ~iLaLes, llave
employed a variety of disparate geopolitical and bureaucratic or
organisational explanatione of detente spending la advanced
industrial natione (see Ube succinct review of the liLerature 1»’
Ostrom, 1918)
AGENTE
2. It an atternpt Lo circurnvent sorne of £h& nerceived weaknesses
of tbe dominant and lar~elv mono-causal explanatione, Ostrom
proposed a ‘synthetic ¡nodel, labelled reactive iinkage’, which
integraLes aspecte of the conventionaiI ‘arme nace’ and ‘budgetary
politice’ [beories.
CIRO—FINALIDAD
3. Brmeflv. Ube defence budgetarv procees in tbe 115 ½ Lhought by
Ostrnm to be initiated by actual or perceived ‘defence neede’,
wbich determine [he armed cervices request fox’ defence
appropriations.
TEX FENOMENO
4. Tbati reaueet 18 altered as it ½ ‘filtered Lbrough the
remaining organisatione (i.e. , President, Congrese, Department of
Defense) to determine Lhe magniLude, ecale, and tirning nf the
reaction’ (OsLrom,1978,p.943).OBJETIVO
<2>
1. Ostrom’ e niodel, wbích focuses analvtic attention on Lhe
international and sorne aspecte of the domestie contexte within
whicb military expenditiure decisione are developed and executed
,
appears to bave boLh explanatnry and predictive power.
POSEEDOR
2. Peculiar Lo Ostrom’s model ¿and several. other traditional
approaches>, bowever, is the exceedingis’ narraw definition of’
‘domeetio context’ ; at least operationall.y, that concept ½ used
to refer exclueively [a the organisational linkages ¿md inxplicit
power differentials among tbe state bureaucracies discuseed
aboye.
ADSCRIPOION
3. Nowhere in anv of this literature are internal ecoflOlfl’0
conditione considered Lo be salient domestia influences jmpirlgiflg
on the military budgetary procese.
CIRO - LUGAR
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‘4<
4’
].4
.4’4, The etrucLural instabliility of’ the capitalist economv
.
especiallv thou0h not exclueivelv ita tendencv to
underconsumution, has nf caurse been identified by a number of
Marxists as tbe prime determinant of the permanent arma economy’
in Lhe US (Baron and Sweezy,1966; O’Connor, 1913; Kidron, 1968>.
.4,
OBJETIVO
5. To Ube extent [bat [be Marxiet peranective le correct, tben
Ihose tbeories of military expenditure whicb ignore the pasaible
effect of capitaliet etiagnation are likely to be incomplete or »
.4
simpIy wrong. 41/
CIRO-CONDICION $Y4’
41.4>
4/4
<3>
1 . TIxe viability of Ube Mandan Uhesis was first examined in this
journal by Smitb (1977> and Curthur ecrutinised by Cbester 4<,Y
<1978), Hartley and Motean <1978) and , once again by
Smith( 1978>.
OBJETIVO 4,
2. In [bis p~per we wisb to present yet another series nf
observations and analyees on [he relationehipe among
international tensiona ¿md geopolitical considerationa,
capitaliet prosperity , and mulitars’ expenditure Por Britieh g.
readere poseibis’ unfamiliar witb research currently under way mn
the United States (see Griffin,, Devine, and Waitlace, in presa>.
O.T• CIRC-LUGAR(TEX>
3. We Pound the debate between Smith and bis crítica inforinative,
and Smith’s two contributione partaicularly instructive Por our
reeearch, but we argue Uhat in at leaet one important particular . 4<>
botb Smith <1977,1978) and Chester (1978 are incorrect, ¿md,
indeed, that Ube entire debate was miedirected for the eame ‘4
reason.
EXPERIMENTANTE-COGNITIVO 4
4. Smith argued [bat [be etagnation [hesis predícta that defence
spending sbould be etirnulated by a nation ‘ e need Por surpius
absorption and, more generally, by economio downturns.
EMI SOR
E. Neither he nar bis critice found such a relationship with A
___________ 1jcroes—section data, tihough Smith in bis reply (1978>, did Vmd a
positive, marginally signifio ant, relationship between >4=
unemployment (lagged two years> and military expenditure ( as a
percentage of potential GDP) in [he United Kingdom Lar the peniod
1948—1975.
AGENTE
¡
6. He discouated tbe etatistical significance of that finding
however, and concluded that Baran and Sweezy’ a
underconsumptioflist bypothesis received no support.
EMISOR
17
44
44
44
<4> ¿
1. Our basic disagreement with Smith Thn4 bis criticel ½ that
bis initial formulation of Ube problem included a static croes—
sectional design [o tes[ an eseentiali.y dynamic ¿md historical
argument, and bis modified design employed data f’rom what ja
perbape tbe wroag nation <i,e.,Lhe UK>.
IDENTIFICADO 4..
2. Baran and Sweezy’s Uhesis is grounded in [he particular
political—economic history of tbe UniLed States and [be theory
may be eubject Lo similar ‘laws’ of capital accumulation, but
industrial etructures, degrees and forme of working-cíass
organization, world economic position, ¿md forme of st,ate <4,
economie intervention differ eignificantly a¡nong them.
OBJETIVO ‘4
¡Y.
3. ‘Phis hetero~eneity witbin Ube capitalist ‘core’ has lmport.aat
implicatione for determining crisis management etrategies in 14
general and modes nf surplus absorption in particular
(Shnnfield, 1965).
.11POSEEDOR
<5> 14
1. We would argue that Uhie sense of socio-historical snecificity
becomes even more crucial as we consider the relationship of 4,
monopoiy capitalism and militiary epending.
INTERPERS PORTADOR—ADSORIPTIVO
.4.4 ‘4
2, ‘Phis le eepecially evident in the case of the OS , a nation
which emerged from World War 11 ita the pre-eminent capitalist 4
nation and as Ube organiser and military protector of Uhe
Acapitaliet world economy.PORTADOR-ADSCRIPTIVO
3. OLber capitallst countries either had lees ecoaomic and
________________ ______________ .4 441
strategic need [o resort tú militar>’ expenditure or were actually
barred from massive re-armament (e..g.Japafl>.
POSEEDOR
4, To ignore [bese diff’erences, which are further exacerbated lix
the Iinkaaes among natione in Ube world svste,n (Sweezv.1973> and 4, 44
lix international treaties <Snvder ¿md Kick. 1979>, sirnply 14
compounde tbis problem• 4<
EXPERIMENTANTE COMO OIRC-CONDIOION
5. Tbus Lo aseume Lbat aIl capitalist nationa are somehow units
of lAxe same etatistical population’ risks seriouSlY
_____________________________________ ¿4
misunderstanding intra-natioflal procesees.
TEX AGENTE COMO CIRO—CONDICION
<6>
1. SmiLb (1977> defende bis use of a crose—sectional desigfl by ‘4
noting tihaL time-series data f’or an individual country reflect a
number of ‘political and econoiflic’ factore and these tulil be
specific Lo Ube historical developrnenb of each nation.
EMISOR
18
2 Hence, Ube use oP [he simpler crosa—sectional data ~ desig~
le thought Lo be useful br uncnvering systematic sirnilarities
between counLries wbich may reflect ‘ common preesures of atate
actions’(p, 71).
TEX PORTADOR—ADSCRIPTIVO
Y
3. We believe tbaL a premature attempt to detect common pI’ocesses <4
simpily reduces tbe iikelihood of gauging those procesees
accurateis’ in an>’ given nation. .4y<
A.
INTERPERS CAUSANTE-ADSCRIPTIVO
.44•
4. We are not disparaging croes—national research ja general; our
basic point simply is that [here ma>’ not be a common linkage
between economic fluct.uations and military spending in ah
capitalist natione,
EXPERIMENTANTE-AFECTIVO
4<,>
5. Tbis appliee both at [he conceptual level (does military ¿
spending mean the sanie Ubing in Canada and Ube United Statea?> ‘‘>4,4: 44’/4<
¿md to equation epecification (are Ube funetional forma of [he
variables [he sanie? are Lhe lag structures constant acrosa
natione?) ¿4<
PORTADOR—CIRO-LUGAR
6. We nffer one adriltional criticism of tiñe aspect of Smith’s 14
44
original reeearch.
O.T. EMISOR
7. llis data are for selected perioda <e.g.,depending on the
bypotbesis tested, 1960—1970, 1973, etc,), while Baran and Sweezy
identify [he entire poet-war period as the relevant time—Prame. >4
PORTADOR- CIRC-DESTINATARIO y,
8. To Uruncate nr extend Ube Uheoreticitlly relevant sam»le period
artificiahlv can have impor[aat consequences for parameter
estimates.
CAUSANTE-EXISTENCIA
9. Moreover. Srnitb’s (1978> time—serieS anairsis of UK data
while informative, le not conclusive, especialí>’ if,in fact, [he .3
pegging of militar>’ outlays on the domestic politicail econonis’ ½
a uniquelly American phenomenon.
TEX PORTADOR-ADSCRIPTIVO
10. Below we sbow how the general arguznent that politiCAl
economio linkages musti he etudied in epecifio socio—bistoricai..
contexte (in this case, the linited States> beara on the
reiationsbip between militar>’ spending and capitaliat stagnatiOfl.
O.T. CIRO-LUGAR<TEX>
19
rrllr sOCIO-HISTORLCAL COHTEXT
‘‘.4
<7> 4.,
1 . Tbe reor~anization of tbe 115 economv beainnina jfl lAxe Ial~ >4
l9th centurv and culminating in [he Great Depreesion au4 Lbs >4<
Second World War completed the historical development of a 4.
‘dualisLic industrial order.
AGENTE
44
2. Though .~n obvious simplification, we can nonetheless consider
the private economy in tbe US today as consisting of’ two distinel
capital sectore, Ube monopoly itad compet±tj.ve
(O’Oonnor,1973;Averitt, 1968 and Galbraith,1967 use different ¡
laheis for theee sectore but imply [he esme ‘jubstantive >4>
A’.phenomena)
01RO - CONCESION
Y.
3, The mnonopolv sector is composed of industries dominated by
¿44,44,
large,oligopolistic firme witb substantiaJ- power and control ovar
Lheir product markets ¿md Ube economy general].>’.
FOSEEDOR 43,
43;
4. The competitive sector, on tbe other hand, consists of Ubose
industries containing small, single—product firma with few extra—
44.4.4rnarket resources and minimal eccnomic or política]. power.
POSEEDOR
5. Botb firme ¿md workers in Uhe monouolv sector are asaurned to
be more proeperous [han Uheir competitive-sector counterparts.
PORTADOR-ADSCRI PT 1 VO
6. Labour in tbe mono~olv sector is also ¡nuch more beavxly
unionised, tbus magnifylng wage differentiala acroas capital
sectoris,
PORTADOR-ADSCRIPTI yO
7. The dual economy perepective, [ben, argues that accumulation
patterne iii contemporar>’ American capitalism have resulted in Ihe
segmentation of industries and labour.
EMISOR
<8>
1 , Wc ar~ue tbat an analysis of state economie interventiú» of
any sort ja the VS must necessarily address the dualistie natura
of capitalist production as tbis represente the fundamental
institutional context within which atate fiscal polície» are
enacted and implemented <see also Griffin st al., in presa>.
INTERFERS AGENTE
2. O’Connor (1976), for example1 argues Uhat in Ube VS the
stabe ‘e ability tú finance ite expenditure dependa
dispror~ortionatelY on revenue from [he moaopoly sector and on
favourable husmeas conditiona, which are increasingí>’ affected
hy patterns of private investment in the monapoly sector ir>
particular.
EMISOR
/44
y
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3. In sbort, Ube monopoly sector ½ thougbt to be the ‘engine’
<O’Oonnor 1973,p.23> of capital accuinulation ¿md enonomic growth
neceseary fox’ general prosperity and social barmon>’, an aseertion
receiving sorne empiricaiti support in clri.Pfin et al. Cm presB).
TEX IDENTIFICADO
4. This effectivelv meane tbat it’ the ¡nononol~ sectorCand not
necessarilv [he aggre~ate econorny.> ½ economicallv depreseed ox
’
sLagnating, Uhe etate is likely Lo respond witb sorne fiscal
etimulus <increased expendiLure and/or reduced tax ratee).
TEX CIRC-CONDICION
5. In tbe LIS fiscal stimulant has often (but not exclusively> Y»
____ ______ 4/
Laken the form of an enlarged defence budget.
CIRO-LUGAR
<9> .3
1. ‘¡‘be presumed critical importance of jnilitarv expenditure in
Ube VS ulLirnaUely reste upon a particular Marxist view of Ube
sUate,
AFECTADO
~t2. Unlike Lbe pluralist Kevnesian v~ew (c.f. Heller, 1967
:
¡lartley and Malean, 1978>, whi~h conceives of the atate as an
institution standing aboye clasees and renresenting the general >4<
interest of’ socieLy, sorne Marxists argue Lhat state intervention
“4in the economy is necessarily motivated by the long—terrn
intereste of capital. 4>4’
CIRC—COMPARACION
3. Militan’ expenditure. unlike rnost civilian government
expenditure, Ls thought by man>’ Marxists <especialis’ Baran and
Sweezy, 1966) Lo ensure rnost eff’ectively the viabuliLy of [he
capitalist order because:(1> armamente are quickly consumed or 44.
become obsolete, ensuring a never—ceasing demand fox’ weapons;<2> 7Vpowerful ideological rationales, centering around [he Cold War of’
Ube 1940s and 1950s and tbe noii resuscitated global tension and
insurgency, exist [o reinforce a high level of sucb .
expenditiire;(3) [be threaL or use of United States militar>’ power
funtions Lo maintain American political and economio hegemony in
the capitaliet world system;and <4> masaive social service
expenditures by tbe etiate are not a desired alternative because .4/
Uhe expansion of [he civilian etate ma>’ compete with private lv»
enterprise and profit-making, redistribute income in favour of
labour, ox’ weaken [he disciplinar>’ ar control funatione exerted A’
by the labour market over the working claes. .3
CAUSANTE-ADSCRIPTIVO . 43...
‘.4
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‘‘4’44
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¡
<10>
1. We are not suggesting UhaL America bas maintained a perrnanent
arms economy simply because of sorne mechanical economie
determinism, but ratber because of sorne mechanical economic
deLerminismn, buí rather because of [be combination of’ Lhe
etructural constrainte impinging on [he etate budget due tú [he
economic centrali[y of tibe mnonopoly sector aud [be
crystallisation of’ pollUical forces in the US after Ube Second
World War.
INTERPERS AGENTE
2. American economic policv since the war has been controlled by
wbat Goid (1977) has labelled [he ‘center Keynesian coalition’
Ube ¡nembere of’ wbich include social spending advocates dedicated ~‘4
Lo Keynesian style ‘demand—rnanagemerit’, Coid War protagoniste
interested in [he containn¡ent of Ube Soviet tlnion, and élite
businese people cornmitted [o Lhe expansion of monopoly capital
(cee Block, 1977 for f’urther discuesion).
OBJETIVO
‘4444
3, A comprornise was reached within [bis ‘center’ coalition durxng
tibe laLe 1940s based on [he agreenxent [bat, when technically and
politicail>’ feasible, militar>’ expenditure —noti civilian “/4
.41:’.
spending— c=ould best aridrees tibe goale of big busineas, organised
labour, aud political strategists. i/’
OBJETIVO , Y
4. ‘Military Keynisianism’ , ~ the polla of uainU [he defence <6
budget as a counter-cvclical ~.n4 economic ~rowth device, ihen, 4>,
wae tbe chosen mechanism through wbicb economic atabilisation and
simulation and tbe protection of the capitalist world economy
were to be insured.
IDENTIFICADO u
44.4.
<11> 410
1. Thus, we argile. miliLarv spendin~ in the LIS bas been (and, as y
of tbe late 1970s, continued [o be> employed by etate rnanagers in
an atitempt Lo increase eff’ective demand for ¡nonopoly producLe , 4<
(Baran and Sweezy’s 1966 diesis), etimulate research and
development and tecbnological innovation, and secure monopal>’
capitajis foreign markets against military adversaries and >4
ideological and nationalist opponents (O’Oonnor, 1973>.
TEX INTERPERS OBJETIVO COMO MEDIO
2. ThQ mononolv sector, iberefore, active].>’ courte government 4K
intervention of certain types because accumulation and growth la ‘4
[bat sector reste on tibe continued e,cpanslon of militar>’ ‘
expenditure tú socialise tbese [bese investmnení and consumption .4
cosLe.
AGENTE
<12>
1. MononoIí profite depend not only mx etate intervention, of 4
course, buí aleo on a relativel>’ productive, disciplined labaur .~
force.
AFECTADO
¡‘4
22
4.
2. A cbaotic labour market cannot guarantee a regular supply of
competent labour.
CAUSANTE-EXISTENCIA
3. Unions can, bowever, and in return fox’ doing so organized
labour has become an esaentia]. component of conternporary American
capitalism.
CAUSANTE-EXISTENCIA
4. Coninared Lo [be unorí~anised senients of Ube working class
,
unionised labour is, as we noted aboye, better paid and exercises
greater political influence due Lo its membership in [be dominant
Keynisian coalition. /t’,.CIRO-COMPARACION
<.4,
5. Tbe economic advantaaes of or~anised labour depend on fulí or
nearly fulí employment and, via [beir political influence <which
is arguably greater during democratic administrátiofls) , uniona
atitempt Lo direeL state po.Iicy toward [bat obiective.
AFECTADO
6. Tbe economic and poliLical imnact of organized labour is
furUber magnified Uy itis close funotional tie with Ube monopol>’
4.44
sector. ‘y
AFECTADO 44
Y
7. Wben necessarv, Uben, [he state responda tú stagnant or
depressed employment conditiona iii tbe unionised sector Uy sorne ‘y
fiscal stirnulanL, of’ten military spending.
CIRO-TIEMPO .4<
< y
8. ThaL defence industries in tihe liS are located predominantly la
tbe monopoly sector (Marfels. 1978) ~ are heavilv unionised
(Freeman and Medoff’. 1979> obviously accentuates [he likelibood .444.4
Lbat [he particular stimulant will be increases in the dePence ‘4.
.4
nuaget. ~0
CAUSANTE-ATRIBUTIVO y 4<
9. AIí of these consideratiofls suggest [bat the US’s defence <o
burden is not exclusivel>’ or even predominantí>’ a funotion of
geo-politica, international tensions, or [he arma race, but, <4’>..
rather, a consequence of domestic economic conditions, especialis’
[he accumulaLion and employment conditions of monopoly capital ¿4
and organized labour.
CAUSANTE-COGNITIVO
<oTElE PRESENT RESEARCH
.43,.
<13>
1. It tbis paper we atternpt to answer the following questionstis ~4
________ >4.4
mulitary spending in [be LIS simpís’ a reaction tú international
tensiona aud gea—political consíderationa or la America’ s . 4<
defence budget also governed Uy econornio vicisaitudes in ‘¡<e? .
sectora of capital ¿md labour? /4.
.44 41,
O.T. CIRC-LUGAR<TEX) ,
23 ~ /4>4. .444,
2. And,do staUe managers display a policy preference Por militar>’
raLber tban civilian spending for strictly econornie reasons ox’ ½
Ube composition of tihe federal budget also determined by
(internal and externa].) political eveats?
TEX POSEEDOR
3, Our data, annual econornic and and political observat4ons,
pertain [o the period 1949—1976.
PORTADOR-O 1RO—PROCEDENCIA
4. We use Lwo distinct measures of the military burden:f’irst,
following Smith (1977>, we express military expenditure as a
.7,percentage of Groas NaLional Product CONF) so as Lo mdcx [he 4
degree [o wbicb national output is ‘absorbed’ by militar>’
spending <Baran and Sweezy,1966); second, we express militar>’ •41/4~/.
spending as a percentage of total federal spending so as tú allow
a direct test of tbe ‘relaLive sensitivity’ tzhesis;i.e., [he
proposition tbat military raLber than civilian outlays wj.1l be
employed [o offseL Lendencies Lo stagnation. 4:4<
.,/4.4
AGENTE
>4,.
‘¿‘4
5, Tbe data sources Por aSí variables appear in Lhe appendix. +1
PORTADOR-CIRC-LUGAR( TEX)
‘4
<14> 4<
1 , We begin our analysis by specifying [he impact of faur Y
possible geo—political influences on ¡nilitary spending: .4<>..
international crises ( the number of’ internatinal incidenUs por
year in wbich the US displayed ‘torce Lbreat’ but did not <1
actualis’ use militar>’ force), USSR militar>’ expenditure fiS a
percentage of LIS QN?, casualties (Uhe number of wartime dead, an
index empiricalís’ superior tú either a simple war—year dumrny ox’
Korean and Vietnam dummies>, and detente Ca dummy Por the years $46»
1972—1976).
O.T. EMISOR <¡‘4.4
‘½‘4,4,,,,,
2. SUatistical significance and explanatorv power suggested [he
appropriate specificatiofl and lag structures of diese variables.
CAUSANTE-COGNITIVO
14
<15> .4 2~¡u
1. We present ir> table 1 generalized least squares <GLS>
estirnaLes eacb variable, first, with al]. other variables omitted it.
(see columns <1)46)) and [ben with al]. other variables included 4, .4
in tbe equation <see columna <6> ¿md (7)).
O.T. EMISOR .4
.3’44
2. The second order OLS transformatiúri was neceasar>’ tú purgo the ¡Y
‘4>4
estimated equation of autocorx’elatiofl. ¡
PORTADOR- ADSCRIPTIVO ‘1~
3, Tbese preliminarv An&Ixnt~ suggest that both measure*S of US
militar>’ expenditure are sensitive tú tihese indicatot’S, with
crises, USSR militar>’ spending, ¿md casualties ah stimulfitiflg “4
and detente retarding defence apending for tibe yeara 19491976.
CAUSANTE-COGNITIVO
¿.4
24
4. Ah coefficients are la Ube expected direction <and
statistically significant fox’ Ube GNP—based measure).
PORTADOR-ADSCRIPTIVO
5. Thus Ube view tbat us militarism ½ a function of geo
—
poiLitical and international t.ension factiors seems supported Uy
Ube data.
TEX OBJETIVO
<16>
1. We argued earliem, however.~ Lbat ijrferences restinp on
FmQjÚZ~s sucb as Ibose presented in ta~ig fi wtt==hexci.ude
dornesLie economic variabl~, are seriously incomplete and
possibly spurious.
TEX TEX PORTADOR-ADSCRIPTIVO
2. We bring daLa Lo bear on Ubese speculalion in hable 2, where
Wc present [he ef’fectis on defence outlays/GNP of a variety of
sector—speoific economic influences, faur budgetary ami/ox’
‘poliLical’ constraints on state spending, ¿md [be geo—political
var jabíes.
mT. EMISOR
3. This model is based on oLber current researcb (Griffin et al.,
in press> where we provide, in fuller detail, our rationale Por
Uhis specificaLion ¿inri Por Ube necessits’ of examining sector—
specific,ratber Uban aggregate, influences.
Y
PORTAOOR-ADSCRIPTIVO
4. We control Por revenne, civilian spending, and inflation since
4,
Ube>’ represent budgetary and br political <e.g., the inflation
ratel himitations on Ube degree Lo which state managers can .4
increase Ube defence budget.
AGENTE
4,”]
5, We have also included [be Liming of presidential electoral
years Qn Ube assumption Lbat in years immediately preceding
presidential elections state managera increase militar>’ outlays
in an attempt to ‘re—beat’ Ube econonxy so as tú increase their
popularity ¿md Uhe likelihood of [heir re—election (seo .33<
<YTufte, 1978>. 9
1 41,.
AGENTE
<17>
.4>
1. We expect Ube impact of unemployment in the unionised sector
tú be positivo because gtagnation iii [bat sector should provoke /4>4
atate managers tú increase military expenditure in an attempt Lo 3
stimulate Ube employ’nent of organized labaur.
EXPERIMENTANTE-COGN ITIVO
2. Tbe monppolv-nrofits LgtLIÁsl&fl& should be negativo because a
decreasing vate of growth of profits In monopolised industries
should stirnulate defence outlays ¿a ataLo rnanagers attempt tú
create or recreate an economic climate which Ls conducive Lo
4]further businesa investment.
POHTADOR-ADSCRI PTIVO
25
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3, Increasin~ industrial concentration sbould be linked botb tú a
riso lix tbe potential surplus <Baran and Sweezy, 1966) and tú a
curtailment of eutput, generating what O’Oonnor (1973, p.150>
calís ‘surplus capital’.
PORTAIJOR-ADSCRI PTI VO
4. Thus we expect concentration Lo increase militar>’ spending
relaLive te GNP.
TEX EXPERIMENTANTE-COGNITIVO
<la>
1. Alí control variables bave [he expected signs, with electoral
Liming and revenues stimulating and civilian spending and
inflation depressing militar>’ expenditure/GNP <see colurnn (1)).
POS FEDOR
2. As expected, unempleyment among the ranks of organised labour
and increasing industrial concentration increase defence outlays,
while Lbe growth rate of monopols’ profits decreases sucb
expenditure,
CIRC-COMPARACION
3. Before commenting en Ubese results, we first noed tú see if
conUrols ter the geo—political influences wash’ away Uhese
eftectis.
O.T. CIRC-TIEMPO<TEX)
4. We tberefore add separatel>’ tú tbe equation eacb of Uhe feur
geo—political variables shown tú be imporLant in table 1 in
columns (2>45) of Table 2.
AGENTE
5. Tbe results of these ketter—sDecified eciuations are cloar: alí
domestic political—econornic processes continuo tú af’fect defence
spending/GNP significantly, but dio geopolitical variables are
reduced in magnitude <crisis, detente), reverso sign <LJSSR
militar>’ expendiLure>, and are generail>’ nen-sigiiificitnt.
PORTADOR-ADSCRIPTIVO
6. Onl~ casualties (logged and lagged nn~ vear>, among [be faur
variables indexing potential international tension effecta,
significantís’ stimulates depence eutlays.
AGENTE
7, Results not presented bere also indicate bhat alternativo
measures of [he four gea- political influonces (see footnote on
p.6) ¿md alternative specificatiúfls of tihe equations (e.g.,
combining Ube four international tension variables in various
ways) do not alter these essontially nulí findinga.
OAUSANTE-COGNITIVO
8. Tbe apparent importarlce Ql in~aik of tbs ~eo—political
variables observed ~ TakTh 1 now appears tú be simple
statistical artifacts of equation mis—specification.
PORTADOR-ADSCRIPTIVO
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9. When domestic economic and political conditions are adeauatelv
contrelled, then, geo-political aad international tension
variables are, at best, of marginal importanco in dotermining [he
degree Lo which military oxpenditure absorbs national output.
CIRC-TIEMPO
10. Mereover, [be results indicating the iynpertance of domestio
¿md economic influences appear quite robust and, as Talle 3
indicates, can broadly be generalised to the components of total
defence spending, personnel—relatod costs and procurernent outlays
(seo also Nincic and Cusack, 1979 wbo report similar findings).
TEX PORTADOR-ADSCRI PTIVO
<19>
1. We believe Uhose results satisfactoril>’ address the first
question we posed earlier and lend considerable support tú a
medified < i.e. , sector-specific) Marxist interpretation of the
relationsbip between tbe ‘absortion’ functions of military
expenditure and economic prosperity in tbe VS:
INTERPERS AGENTE
2. Militar~’ outlays (as a percentage pi GNP> do appear Lo be
employed as a counter-cyclical fiscal instrurnent lis’ [he state,
¿md tbeir use seema [o be affected predoininantís’ by economic
fluctuations and trends in politically and economically dominant
sectors of’ labour and capital and much less so by real or by
perceived tbreats frem pelitical opponents or by ‘legitiinato’
defence ‘needs’.
OBJETIVO COMO MEDIO .0
3, Analyses not presented hero suggest, inoreover, [bat insofar as
Ube aggregate economy affects defonce spending, its impact ½
essentially derivative froni ami based en [be accunulation and
empleyment situations of Ube monopoly/unionised sectors <see
Griffin et al., in presa).
CAIJSANTE-COGNITIVO “6
4. Tbus, militan’ Kevnisianisln in tbe M~ appears to be ernployed
in Ube interests of organisod labour and monopois’ capital and not
necessarily tio offset stagnation ex’ cyclical downturns in either
Ube agregate economy or [be loas influential sectors of capital
¿md labour. 14..
TEX OBJETIVO COMO MEDIO
‘.4
<20> A’
1. We now address the second question posed aboye, i.e. , [be neo— ni
Marxist notion that military expenditure la used more frequently 1»
.4
ox’ more intonsively than ½ civilian expenditure. .t
O.T. AGENTE .~ =~
<‘41
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2. In Ube ensuing analvses, we examine tbe doniesLie and
international determinants of lAxe cemposition of tbe federal
budget ; tbat ½, militar>’ expenditure as a percentage of total
federal spending.
O.T. CIRC-LUGAR(TEX>
3, It’ state rnanapers de, in fact, prePer <ox’ are constrainedj Lo
extend public monies Por militan’ rather tban civilian PSiyI~osps
durin~ economicallv depresged periods (and vears of I±icreasj~g
industrial concentratien), we should seo that policy reflected in
increased defence outlays relativo tú total eutlay.
CIRO—CONDICION
<21>
1. Preliminary analvses suggested (a) tibat the apecification of
Ube composition equations should control for revenue/GNP ¿it-id a
dummmy indexing Democratic presidential incunbency and <b> Uhal
international crises ¿md inflation wore not significant and could
be ommnitted.
CAUSANTE—COGNITIVO
2. In tbe previous analvses, we used revenue/GNP as a mensure el’
tbe state’s ability tú finance expenditure.
CIRO-LUGAR
3. Tbe meaning of Lbat variable in the composition eauations,
however~ 18 assumod te represent ene dimension of internal siate
strengtb since it indexes the Lotal economic resourcos available
Lo the state (Rubinson, 1976).
PORTADOR-ADSCRI PTIVO
4. Internal state strenptb sbeuld affect [he degree to whicb Lhe
state can botb protect its own boundaries and extend its hegemen>’
over weaker atates via militarisation of the state budget.
AGENTE
5, Finall’li tbe party of the president is included in Lbe
equation Ijecause betb Ube ¡<orean and Vietnam conflicts were
inítiated and centinued under flemocratic administrations.
‘[EX PORTADOR—CIRO- LUGAR
<22>
1. Table 4 contains GLS—AR(2) estimates of the influences of
tihese two controls and Ml domestie and geo—political variables
registering significant effects in previous analyses (see calumfl
<1)).
POSEEDOR COMO EMISOR
2. Both [be revenne variable ~n4 flx~ £giaQnx&Ufl. a~jninSr~XflhXP-fl
dwnmv variable increase militar>’ outlay relativo tú total cutía>’.
AGENTE
28
3, More impertantlv, al]. indicatúi’s el’ ~eo—noU~~~j
censiderations are in Ube expectod direction and statisticaj~
significant, wi[h casualties ¿md USSR ¡nilitary exponditures
increasing and détente decreasing dio relativo sbare of’ Ube
federal budget devoted [o defence.
INTERPRS PORTADOR-ADSCRIPTIVO
4, Unionised unemploylnent, toe, significantly and, as Oxpected,
positivel>’ alters tbe composition of [be budget in favour of’ dic
military spending, suggesting [bat state managers do manipulate
expenditure patterns in response Lo employment conditions jn
unionised industries.
AGENTE
5. Neither moneuolv profits flor concentration, however,
significantí>’ influence tibe defenco sbaro <tbough Ube profiL
coofficienL is in tibe expected direction and aproaches
significance>
AGENTE
6. Tbe coefficients of botb of tibese variables las well xis
electoral Liming), inoreever, continuo tú rernain statistically
unirnporLant, ox’, al best, unstable when evaluated in simplor
modeiIs (seo columns <3)—(5>> ev wben assessed witb alternativo
lag structures <daLa noti presented).
PORTADOR-ADSCRIPTIVO
7. In surn, Ubese mixed but gonerallv negativo results cast
considerable doubt on a strictly econúinist neo—Marx ian «‘4
intorpreta[ion of the composition of state exponditure.
TEX CAUSANTE-EXISTENCIA
<23>
1. We hayo Ubus Par, however, assessed oní>’ Ube additive
influencos of’ [bese variables, implicity assuming no statistical <1
interactien between economic fluctuatiens and domostic political it’
ove nts.
O.T. AGENTE
.42, One implication of [he presumed penetration of [be Democratic .4
Partv lix organised labour (Greenstúfle. 1977) is tbat militar>’
expondituro rnigbt be invoked more frequently or with greater .. ji
intensity during flernocraLic administt’aLiOflS.
IDENTIFICADO . . y
A
3. We did not find an>’ consxstent evidence, bowever, [bat tibis
actualí>’ occurod duríng Uhe post—War penad (data not presented). Y
suggesting tbat Ube <at best) weak support Por tbe ‘relabive
sensitivity’ bypothesis ½ not strengthetied Uy consideratiofla of
sí;
‘44.4¡4,:.¿4,AGENTE
4,>
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<24>
1, ‘[bere is also reason te believe [bat tho impact of econornic
cycles in kev sectors depends en wbether ox’ not there ½ a
presidential election.
INTERPERS AFECTADO
2. Cur reasening bere is that continued incumbencv in pelitical
office probabí>’ dependa en ¡ninimal appoasment of lAxe demands of
tbe peliticalís’ ¿md ecenomicail>’ influential sectora of organised
labour and menopol>’ capital.
INTERPERS AFECTADO
3, Tbis means in effect [he pursuit of expansionary fiscal
programmes te stimulate ernploymont and provide a ‘bealtby’
business climate in years immediately preceding an election.
IDENTÍ FICADO
4. Analvses not presented bere did suggest that [be effects of
unienised i¡nemployrnent ¿md [be growtb rato of’ ¡nonopol>’ pref’its
were conditioned Uy the electoral cycite.
CAUSANTE-COONITIVO
5, Tbese patterns aro perhaps moro explicit in the rosults
prosented in colurnn (1> of Table 5, wbich excludes concentration
¿md non—electien—year profits sinco our previous <unpresentod>
analysis bad indicated [bat [bese terms were insignificant.
PORTADOR-ADSCRIPTIVO
5. Hero, wo soe [be importance of alí geo—political variables, of
botb election and non-election year unionised unemployment, and
of [he growtb rate of monopel>’ profits only in years inunediatel>’
preceding an election.
TEX EXPERIMENTANTE-PERCEPCION
6. Tbe lagped election year variable itselP appears [o depress
defence s relative share, perbaps because state rnanagers attenxpt
to ‘weo’ Ube electorate with incroases in such non—defence
eutlays ¿a transfer payments during [beso years (Oriffin et al.,
1981; Tufte, 1978>.
AGENTE
7, Tbe interaction analvais supperts [he notion [bat if sorne
fiscal stimulant is necessary te offset unernployment and (before
elections> falling profita, atate managers altor tbe conposition
of the federal budget, increasing jnii.itary expenditure relative
Lo civálian expenditure.
CAUSANTE-COGNITIVO
8. Tbese rosults are broadly consistont with the neo-Marxist
notion [bat militar>’ rather [ban civilian spending is [be
preferred stirnulant.
PORTADOR—ADSORIPTIVO
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9. We emphasise again, bowover, the comploxity of [bese
processes ¿md cautien against ¿ny simple transiation of Ube
economic ‘needs’ of’ LIS capital or labeur into fiscal policies:
internal political events - bere presidential olections— affect
tihe degreo tú wbich ecenomic fluctuations in monopoly and
organised industries are saliont and, obviously, extornal, gea—
political eventa such as détont.e, tbe military pústure of tibe
Soviet Union, and [be engagernent of [he United States in shooting
wars are crucial Por a complete understanding of Ube forces
affect.ing Ube compositieii of tbe federal budget.
EMISOR COMO AGENTE
<25>
1. The use of’ tbe military budget as a countor—cvclical fiscal
instrument ja not ¿a automatic consequenOe of general,
ahistorical structural instabilities presumabí>’ inhorent iii alí
capitalist economíes.
PORTADOR-ADSCRI UTIVO
2. Qnix fry understanding [he bifurcation of [be industrial order
in the 3i~ and [bus the rosulting economic centrality ¿md. via
Ubeir rnemberships la [he reigning Keynosian coalitifla, political
dominance of rnonopoly capital and enanisod labeur, were we alilo
Lo comprehend adequately the policy of militar>’ Keynesianism.
CIRO-MEDIO
3. Our data suggost strongly [bat militar>’ expendituro in tbe LIS
does servo absorption functions and la systematically related to
cyclical atagnation in theso ‘key’ sectors of capital and labeur
and te industrial cencentration.
CAUSANTE-COGN ITIVO
4. Once [bese sector-speci fic economic influences aro controlled
,
geo—political inf’luonces appeared, at best, as weak dotorminants
of defence outlays tas expressed as a percentage of 01ff>,
inxplying tbat a single-minded emphasis on the international
centoxt of militarism ½, Por sorne purposes, not onb’ likely tú
obscuro Ube fundamentalí>’ mero impertant domestic oconomic
doterminanta but ma>’ even be incorrect.
CIRC-TIEMPO
<26>
1. Even thou~h we believe state managors ir> Ube LIS manipulate the
dofence bud~et partiallv Lar reasoas internal tú tho domestin
economv, we do not want tú substituto mechanical, econúmic
determinism as an explanation of militar>’ Keynesianislli in place
of the conventional wisdom of’ geo-politics.
CIRC-CONCESION
2. B.n.Qb ~jj interpretatiúfl would leave little rúom Por the
discrotion and flexibility of ,judgment frequeatly displayed by
state managero in the desiga and implementaiofl of state fiscal
polio>’ (see Block,1977).
OAUSANTE-EXISTENCIA COMO CIRC-OOWDIOION
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3. Qur analvses of Ube composition of Lbe atate budgot, ja
particular, reveal UbaL defence eutlay relativo Lo tiotal spending
is very sensitive te International pelitical evonts ¿a well as to
domostic stagnation.
CAIJSANTE—OOGNITIVO
4. Tbis does not contradict an>’ of our previous inforences.
CAUSANTE - LO O UT 1 VO
5. American militan’ expendituro serves two functions: te shore
up tibe domestic economy ¿md te integrate disparate societies into
capitalist world economy (Lo,1975).
AGENTE
6. Onlv an expenditure bavin~ tibe geo-pelitical implicationa oP
militarv spendin~ can servo the latter strategic function
<Smith, 1977).
A GENT E
7. LIS mulitarism, Uben is also a function of’ anti—capite.list
insurgencs’ ¿md revolution abroad ¿md tbe militar>’ posture of [he
Soviet Union.
PORTADOR-ADSCRIPTIVO
8. Tbat state rnanagers appreciate tbe potential utility Cand
ignore Uhe posaible costa) of rnilitiarv spendin~ is denonstrated,
we believe, by current events in Washington,D.C.
FENOMENO-OOGNITIVO
9.. At the time of writing, losa [han one year into the Reagan
administration, we aro once again oliserving atate managera
increase ¡nilitary expenditure in tbe hopo of curing a number of
domostic ¿md international Llís.
CIRO-TIEMPO
<27>
1. Finallv~ we are not necossarilv sug~esting tbat onlv tbe VS
has developed a perman ent arms ecenomy tú atavo oPf economic
instaliility, but wo are arguing Lhat analyses of capitalist
stagnation and stato polics’ must be cognisant of the social,
economic, and political peculiarities of’ particular nationa.
TEX INTERPERS AGENTE
2. Tbe methedolo~ical leason la, we believe, quite clear: static,
croas—national researcb designa aro incapablo of adequately
assossing historicalí>’- and culturally —specific prúcesaes.
PORTADOR-ADSORIPTIVO
3. Countrv—Lo—countrv ¿md poned—tú period vaniabulity ma>’ simpí>’
lie Loo great tú allow sweoping generalisationa (as Smith’s,1980
research on Ube opportunity costs of militar>’ expenditure has
shown), and tho choico of wbich nation or nationa and time
perioda Lo study ½ ¿a much of’ a tbeoretical issue ¿a is
fúrmulatior> of the bypúthesis.
PORTADOR-ADSCRIPTIyO
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THE USE OF SfULTIVARIATE METHODS 114 ECONOMICS
WITH REFERENCE TO REGIONAL ANALYSIS
—
jfl~ USE OF MULTIVARIATE METHODS IN ECONOM lOS
WITH REFERENCE TO REGIONAL ANALYSIS
INTRODUCTION
<.1~>
1. ‘[be multiple regression estimator has boen used by economists
in [he majority of appliod statistical gtudies [be profession has
undertaken.
OBJETIVO COMO MEDIO
2. In moaL of tbe remaining gtudies, ter example using tochniciues
allowing for non-spberical disturbances ox’ simultaneity, Ube
basic modol estimatod has been a close cousin of [he multiplo
regresgion model.
CIRC-LUGAR
:3. Onl~ recently bave ecenomis[s taken much cognizance of
multivariate methods based on completel>’ difforent modois
CIRC - TIEMPO
4. Whil e Ubese otber metbods bave been used more widelv in otber
soci¿l and natural sciences , Ubes’ bayo in Lhe past beon
considored relativel>’ inappropriate Por use in econornics
CIRO - CONCESION
<2>
1. However, appreciation oP [bese alternativo ¡nethods is growing,
xis evidenced b>’ the recent appearanco of brief sections on otbor
multivariate mnotbods in advanced textbooks of econoinoti’ics (e.g.
Dhrymes (1970), Jobnston (1972>, Mallnvaud <1970) and ‘[boil
1971 ) ) ; a f’ew years ago such boeks contained no roferonces to
[bern (e.g. Obriat (1966), Goldberger (1964) and Johnston (1963>).
TEX AFECTADO
2. la applied studies reco~niLiOn rnust be givon tú Ube work of
Adelman and Merris wbo introducod a variety of these alternaLive
Lecbniques into [he developmont fleId (e. g. Adolnian and Múrris
(1965,l967,1968h, although Uheir introduction was not
rnetbodological disagreement (e.g.Brookifls (1970) and Rayner
(1970>)
CIRC - LUGAR
3. Witbin Ube framnowork of regional studies Ube work of Reicho
(1972) ami Ranner (1974) is iltustrative of [he growing awareness
of tho usofulness of tbese alternativo methc’ds.
CIRO - LUGAR
<3>
1. Vory recentlv a group bas presontod a new ¿md original
ovorview of muitivariate metbods in a series of papera given at
Lho Tbird World Congrosa of Economett’ics hold in 1975 < Wúld
<1975>).
CIRO -TIEMPO
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2. These gLudies suggest tbat tbere is a continuum of approacbes
Lo model construction, starting from ‘súft’ medels whicb require
little or no prior inPerrnation, as exemplified Uy cluster
analysis, and extending Lhrougb a rango of tocbniquos eacb of
wbich requiros an increasing use of prior information.
EMISOR
3. Eventually ‘hard’ modois aro reached in whicb Ube madel Is
fully specified a priori ¿md ½ then estimatod Uy mulLiple
regroas ion.
CIRO - TIEMPO
4. This overview allowed dio interrelationahipa lietiween Ube
diff’erent kinds of analyses to be placed in perspectivo and bas
led tú the doveleprnent of new tecbniques which combino Ube
approacbes of Uraditionalís’ separate motbods.
CAUSANTE - ADSORIPTIVO
5. Tbese new Non-linear Itierative Partial Loast Sauares <Áil,P~AIS)
rnetbods, while still in tbe early stages of devolopment, may
eventualís’ lead te a considerable re-organisatien of multivariate
metbodology.
CAUSANTE - EXISTENCIA
<4>
1, Jhis present papor does not attempt te give a basic
Uheorotical cúmparisen of traditienal and new ¡nultivariate
methodology,nor does it give oxamples of’ the new NIPALS wnethods
sinco Ubey are still in their Pormativo stages.
O.T. EMISOR
2. The more limited aim is tú sbow posaiblo uses of four
Uraditienal methods which seem particularí>’ useful 1» the gtud>’
of regional economics,namoly, multiplo regresion using principal
components, factor analysis, discriminant analysis jnvolving
another use of principal components. and canonical correlation.
O.T. IDENTIFICADO
3. The mothed adopted te compare and contrast j~jft Lechniaues la
Lo ¡nake careful note of the assumptions involved in each model
ami tú apply eacb form of analysis to variables dram from Ube
sanie set of data.
IDENTIFICADO
4. In [he noxt section [he data usod in Ube study aro presented
wbile [be remaining feur sections deal witb tbe faur multiVái’i¿tO
methúds
O,T. CIRO -LUGAR <TEXI
2. DATA
<5>
1. The daLa used in tbis studv were designed tú meafiure
<1) living etandarda, (ii>econúmic and social variatiúYl, ¿md
(iii) [he general attraction Por industrx of the Auckland urban
arena which form the only growtb nade in [he country.
OBJETIVO
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<6>
1. Por this paper an estimate was inade of [he 1971 por capita
income level <INCOME) in New Zealand’s twonty-four urban areas,
the derivation of INCOME being described in the ¿pendix.
CIRO - DESTINATARIO
2. In addition te INCOME other ‘standard of living’ measures mere
considered.
CIRO - ADITIVO
3. Variables were obtained te mensuro [he oxtent of telephone
services (TELEPF>, consumer durable ownorship <DEEPER;
WASHMA;TELEVI), and sanitation facilities (FLTOIL).
OBJETIVO
4. Social conditions were moasured by divorce ratos (DIVORO),
relígious adberence (ATHIES), racial compesition <MAORIS>, and
factors reflecting demograpbic structure, namel>’ birthratos
(BIRTHR), deathrates <DEATHR), and [be ratio of males and females
(.MALFEM).
OBJETIVO
5. Econemic cenditiens were measured Uy variables sbowing Ube
dependence en agriculture (AGRDEP), [he degreo of
industrializatien (MANPER), unempleyment ratos (FEMAUN; MALEUN),
populatien size (POPSIZ), and pepulation density <POPLEN>.
OBJETIVO
<7>
1. py studies, including those of Hampton and alíes (t976> and
McDonald <1970>, bayo stressed [he existence of a drift of
population and industry te [he North Island in general and the
north of’ the North Island (Auckland) in particular.
EM 1SOR
2. In 1971, the Auckland area, consisting cf [he feur adjacont
urban ¿reas, Northen Auckland, Western Auckland, Central Auckland
and Southern Auckland, bad a population of 649,000, approxinately
eno quarter of New Zeal¿nd’s total populatien.
CIRO - TIEMPO
3, To allow Ver [he ¿[traction exercisod lix [his growtb centre
with its plentiful factor inputs and larae final demand sector
,
[he f’ollowing variables more incorporatod into the analysis;
tomperature <TEMPER), road distance te Auckland from oacb urban
area <DISTAN), airfreight rato te Auckland (AIRFRE), a dummy
variable taking tho valuo one-hundred for a Nortb Island area ¿md
zero fox’ a South Island area <DDUMMY), out—migration (OIJTMIG>,
and in—niigra[ion (INMIOR>.
CIRO-FINALIDAD
4, Exact definitions e? alí variables usad. to~other witb data
seurces, are given in the appendix.
PORTADOR - CIRO - LUGAR (TEX)
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5, In order te avoid tho scale of the variables influencing dio
analysis at ¿ny point, they mere ah standardized to hayo
constant rneans <zero) ¿md standard deviations <unity>.
CIRC -FINALIDAD
<8>
1. It is usual Ver regional studios usinZ multivariate methods to
be conducted using a large number of ¿reas in order te avoid sorno
of [he statistical problems asgociated with tbo use of a limited
nuinber of observations.
INTERPERS OBJETIVO
2. In particular ¡nany atatistical procedures only hayo asymptotic
justification and are likoly te be incorrect fox’ sinahl samples.
TEX POSEEDOR
<9>
1. In tbis study we mere restricted te considering the twenty—
feur urban areas in New Zealand since tbese aro dio s¡nallest—sizo
populations groupings ter which adequate data are available,
CIRO - LUGAR
2. Thev represent ¿reas of’ unified cornmunity, economic ¿md
social interest.
IDENTI FICADO
3. Tbe relativelv small numbor of ebservations mili, of ceurse,
load te sorne of the statistical tosts being somewhat unreliable.
CAUSANTE - ADSCRIPTIVO
<10>
1. The twonty-feur ¿reas mero eacb denoted by a number, tbe
actual ¿reas ¿md the assigned numnliers being set out in the
appendix.
OBJETIVO
2. As a general rule tbeso nun¡bors increased the fartbor south in
latitude tbo area was, with nwnbors 1-19 reprosenting North
Island cities and 20—24 ropresenting south Island cities,
INTERPERS PORTADOR - ADSORIPTIVO
3. It bas often been suggested tbat theso twa main islands are
very difforont to each other and tbís simple hypothesis fúrmod
tbe point of departuro Por our analysis.
INTERPEES PORTADOR - ADSRIPTIVO
4, Feur variables which were hiahliv correlated with latitudo
,
nanxely DISTAN. AIRFRE. IJDUMMY, and TEMPER moro discardod, since
Por pbysicai reasons tbeir values clearly differ betweon lAxe twú
islands.
OBJETIVO
5, On tbo ether hand [hero ½ no such prosumntion that the
rernaining twont~ variables. reflecting social, economio and
demograpbic features, would exhibit such difforences.
T EX INTERFERS POSEEDOR
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ti. Calculation of tbe Goneralized Mahalonobis D—spuaro statistie
showod [bat Ube mili hypoLhesis, Lhat means of’ [bese twenty
variables are Lhe sarne in both islands, could be rejectecl ¿it ea
extremol>’ [4gb tevel of significance.
CAUSANTE - COGNITIVO
7. The country does indeed appear te be split into twe disparate
par La.
PORTADOR — ADSCRIPTIVO
3. SIULTIPLE REGRESSION
<11>
1. Tbe simplistic analysis of’ incorne deLormínation undor
competition portrays a situation wbere laliour is paid its
marginal product.
CAUSANTE - COGNITIVO
2. Accordin~ Lo Uhis model, assuming eitber lack of mebili Uy ox’
nori—honiogenei Ls’ of labeur, wago differentiala are explained by
di fferences in marginal productivity.
CIRO - EMISOR
3. IP ene accepts [bis theorv and puts iU in [he context of
expiaining tibe differenees iii avera~e incorne per capita between
various areas of a counLrv, Uhen Ubese diff’erences sbould be
explicable in terms of varying average marginal producLivity
beLween [he aroas.
CIRC - CONDICION
<12>
1. Thore are Lwo ways in wbicb Ube diff’eronces in marginal
product±vity could be explained.
EXI STENTE
2. One explanaLion erivisages [bat in an>’ particular area, [he
Uxibeur force and tbe quality ¿md quantitis’ of associaLed factors
are bomogeneous, but tbat [bese area cbaracteristics differ from
nne part of [he ceuntry Lo anotber,
EMI SOR
3. Tho second, more plausible explanation, allows tbe labeur
[‘orce and other factors in an area tú be non—bomogenoous tUero
are a number of differently skilled workers deing difforent kinds
of work.
EMISOR
4. Furtbermore, Ube preportiúns of’ eacb factor tvpe differ fromn
eno area tú Ube next.
TEX PORTADOR - ADSRIPTIVO
5, The conseciuencos of eitber oxplanation are similar.
PORTADOR - ADSORIPTIVO ¡4
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6. IP ene could measure Ube average value of [he variables UhaL
determine marginal producLivity, Ubese would dif’for between
areas.
CIRO - CONDICION
<13>
1. Manv variables [bat inpluence labeur productivitv aro eitber
conceptualí>’ net directí>’ moasurablo, ox’ nút in Pact measurod.
PORTADOR - ADSCRIPTIVO
2. Homever, Uboro are otber secio—economio features Ql ~ area
that do affecti labeur productivity and aro measurable.
TEX EXISTENTE
3. T.1hp~ f’or example, differences could be expected in marginal
productivity wben comp¿ring relativel>’ rural/agricultural ¿md
urban/¡nanufacturing areas, ox’ between areas witb a young mobile
workforce and tbose wbere it is older and more stable.
TEX TEX EXISTENTE
4. Again, marginal ;‘roductiivitv is likely te be bigber, aLbor
Uhinga being equal, tibe easjer Ube area 5 acCOss tú a growLh
cenLre:tbe Auckland area in Uho case of New Zealand.
TEX PORTADOR - ADSCRIPTIVO
5. The implication of the approacb is UhaL differences in por
capita incomo in [be urban arosa are detorminod Uy vars’ing
marginal productivities, wbicb, wbile not directí>’ measurable
Ubenselves, aro oxplained Uy cortain súcie-economic
cbaracteristics of [be ¿reas,
IDENTIFICADO
<14>
1. la order te exploro this suggestion, a principal component
analysis of Ube enLire twonty—tbroe standarized socio-economic
variables, otber [ban por capita income, was porf’3X’med.
CIRO - FINALIDAD
2. It was ho~ed tbat [be principal conwonenLs would capture the
variables [bat affec[ be differences ½ marginal productivit>’
botween regions.
INTERPERS AGENTE
3. Wbile it ½ likely tbat several of tho twentv-three varialiles
would not affec[ maninal productivitv, no attempt mas made Lo
remove sucb variables en prior grounds.
CIRO - CONCESION
4. Tbe reasena fox’ tbis were two—f’úld: first bocause Ube
atatistical problems causod by the presence of extraflOOuS
variables aro mucb moro severo tban [bose caused by tbe incorreflt
oxelusion of variables, ¿md secondl->’ bocauso tho next atage of
[he analysis itself effectively removeR unnecessarY infot’ffi¿tiún.
PORTADOR - ADSCRIPTIVO
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<15>
1. The firsL six compononts explained 89% of tbe variance of the
original series.
AGENTE
2. Tbeir variances and Uheir cumulativo explanaLion of’ total
variance are given in table 1.
PORTADOR - CIRO - LUGAR <TEX)
<16>
1 . The principal components were tben used as explanatiory
variables in a stepwise mulLiple regression analysis, wbere
standardized por capita income mas Ube endogeneus variable.
OBJETIVO COMO PAPEL
2. IP sorne of [be components bad indeed cap,tur¿~ci tb~
doterminants of varying marginal p~pducUivitv, tbey should bayo
preved significant in [be explanation of differences in por
capita income.
CIRO - CONDICION
<17>
1. Tbo empbasis in [bis kind of mulLivariate anatyais Ls oit
causaLion.
PORTADOR - CIRO - LUGAR
2. Differences in income per g~pJjA are caused b>’ differences tu
marginal productivities.
RESULTADO
3. Tbis would appear more directí>’ in tbo analysis it’ marginal
productivity itself could be ¡noasured, ox’ IP alí Ube determinants
of marginal productivity could be measured and there mere
sufflcient observations [o include ah of tbem ng explanatúr’>’
variables deterrnining incerne por capita.
PORTADOR - ADSCRIPTIVO
4. Witb neitber ¡neasuremonts of alí j~b~ variables. nor oven
enou~b observations [o make multiple reaession QD 41. .th~
variables useful, [he principie cornponents mere used Lo sunimarize
what information [hero was into new compúsite variables wbicb
tihoinselves determined inceme por capita.
CIRO - CAUSA
5. Te [be extent [bat [be marginal preductivities ~r.Q dasmn¡in~id
~ tbe obsorved socio-oconomic variables, [ben, provided tbese
variables were efficientlY summai’ized by Ube principal
components, tbeso components should bayo been significftnt
detierminants of income por capilis..
CIRO -CONDICION
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•:18>
1. It sbould be noted UhaL in tihis case Uhore mas no idea of’
tbere being an atternpt tú estirnate underlying factors tbat
explained [be tmenty—Lbree soc io-economic variables used.
INTERPERS CIRC LUGAR
2. 411 thaL mas bein~ atternpted mas te sunmarize Llie information
contained in diese variables, Lo investigate Ube extent Uhal this
int’ormation explained inceine por capitia.
IDENTIFICADO
3, Thus, fox’ Ubis analvsis Ube first few principal componenUs of
tbe variables mere required, ratber than Ube retatod factors,
TEX 011W - PROPOSITO
<19>
Before examlnlng Lbe results of tbe rogression, ono furtber
aspeeL of causaLion must be mentionod.
CIRO - TIEMPO (TEX>
2. It~ could pprbaps be ar~ued thaL a ¡nultiple reAression est:imate
of cur model mas inapprepiate. becatise Ube model mas, in part,
siinultaneous.
INTERPERS INTERPERS PORTADOR — ADSCRIPTIVO
3. Income pern cApft rnigbt be thougbti Lo bave been at least as
mucb a detenrninant of varying ownersbip of television as the
latter mas a determinant of Ube Permer.
PORTADOR - ADSCRIPTIVO
4. ‘[bis line of ar~umenL is rejected boro since Ube values of
tbese socio—econornic variables mere Laken Lo be ixisterically
givon, so Lhat Ube marginal preductiviLies were alse bistorically
given.
OBJETIVO
5. rt mas tibrough tbis bistoricallv ~iven value of tbe latter
tihat current income per capita mas deterinined.
T.P. CIRO - MEDIO
6.. Chan~es in income per capita will indeed affect such things xis
Ube ownership of television,but en].>’ in the future.
AGENTE
<20>
1. The results of [be stepwise ro~ression are given in Lable 2,
with Ube principal compenonts appearing in Uhe order [bey mere
introduced by [be stopwise progt’aflImO.
PORTADOR — CIRO - LUGAR <‘[EX)
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2. Tbe [bree principal compúnents excluded from the analysis ah
had ceeff’icionts wbose co¡nputed values were rnucb smaller tban [be
[bree included components; [be values of the former not being
significan[ly different Prom zero at the 5% level of
significance.
POSEEDOR
<21>
1. ‘[he results of [be regression are interesting.
PORTDOR - ADSCRIPTIVO
2. Tbov do appear te cenfirm [be bypotbesis that these socio—
ecenemio variables, xis summarized by [heir principal components,
moro significant determinan[s of per capita income.
AGENTE
3, ‘[be [bree compononts selected explained over 80% of tho
variance of por capita incúme between tbe areas ¿md ¿iii hayo
coefficients wbicb mere slgnificantí>’ different froin zero itt tbo
1% level of prebability.
AGENTE
4. ‘[be most interes[ing aspect of [be results appears fronx an
exarninatien oP [he order that lAxe principal compenents viere
selected.
PORTADOR - CIRO - PROCEDENCIA
5. It is net suprising [bat cemponent 6 mas not solected, sinoe
its variance vias relativo].>’ srnall.
INTERPERS OBJETIVO
6. What ½ surprising is [bat component 1 was never selocted in
spite of its bigb variance and tbat 2 was selectod first even
thougb it explained a smauler proportion of [he variance of the
original variables.
INTERPERS OBJETIVO
7, On its own component 2 explained 60% of tbe varianco of incomo
per capita.
AGENTE
<22>
1, Censideration must [bus be givon [o [he meaning attachod to
these principal compenents.
OBJETIVO COMO PROCESO COGNITIVO
2. Wbile tbe?v are ah sumniaries of [be twentv—[breo variables
,
sorne of these variables centainod information which mas
irrelevant in [he determina[ien of [he average marginal
productivity’of a region.
CIRO - CONOESION
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3. Since the principal components mero ortbogonal, tbe irrelevant
iriformatien was limited te a small number of cempononts, while
the informatien [bat was most relevant znay hayo been concentrated
in ono ox’ [mo components.
CIRO - CAUSA
4. Tbe results of [he regression sbew both of these facets of dio
principal componont analysis,
CAUSANTE - COGNITIVO
<23>
1. There is a tornptation te examine [he ceznpononts tú try ami
discover wbat kind of infermation it mas that, for example, 2
contained whicb 1 did not.
EXISTENTE COMO PROCESO AFECTIVO
2. Hoviever, Ubis is net relevant in the inultiple regreasion model
even it principal components are being used, since [bey aro
morel>’ a convenient method to summarize most of tbe informatien
in [he explanator>’ varialiles,
‘[EX PORTADOR - ADSCRIPIVO
3. In tbe case of factor analvsis en tbe other band, [be searcb
Por sucb an interpretation of ¿a artificial variable Is tbo whole
purpeso of’ [he approach.
CIRO - TEMATICA
4.. FACTOR ANALISIS
<24>
1, In ami multiple regression model [he cencept of causation ami
[be distinction betmeen endogeneus and oxogenous variables are
central.
CIRO - LUGAR
2. Wbile, in [be exampj.e considered in tbe provious section
,
thoso issues mero complicated by the relativo scarcity of
observations and tbe censeguent use of principal component
analysis, [bey mere in fact fundamental to tbe mothedology.
CIRO - CONCESION
<25>
1. Factor analysis also uses the concept of causation; lAxo vital
distinction botween the two approacbos is [bat in factor analysis
[be variables that determine the values of [be observed variables
aro tbemsolvos unobservable.
AGENTE
2. Indeed [be factor analysis model is fulí of indeterminacies
whicb can be enly partly overcúme by a serios of strong
assurnptions.
‘[EX PORTADOR - ADSCRIPTIVO
<26>
1. la analvtic terrns [be model oxamined in [bis section Ls as
follows.
CIRO - PUNTO DE VISTA
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2. Ihe socie—econornio pertormance of anv area Ls determined Uy
tinmeasurable underlying tactors such as, perbaps, the extent that
an area ½ agricultural ratber tban industrial.
OBJETIVO
3. Wbile Ubese ifacters are net directly measurable, nevertbeless
tboir value ditfers from ene area te anether.
CIRC - CONCESION
4. Ibese underlying factors determine tbe values of certain
measurable variables, such xis income per capita nr population
density.
AGENTE
5. Specifically it mas assumed that Ube observed value of an>’
nne of [he variables was determinod Uy a linear cembination of
the underlying values of tbe f’actors.
TEX PROCESO COGNITIVO
6. The weights attxiobed te each Factor differed according te ttxe
observed variable being determined.
PORTADOR - ADSCRIPTIVO
7. Por anv ene particular variable [he weigbts were tbe saíne ter
every area; [be diff’erences between [he observed values being
caused by differences between ateas in the underlying values of
the factors.
CIRO - TEMATICA
8. A purely economio factor could bave been expected Lo hxave
greater weigbt in deterrnining variables tbat mere largel>’
econornic while a demegrafio factor would hayo bad more effect on
[bose Uhat were demographic.
POSEEDOR
¶3. Tbe wei±bts attached te exioN factor in deLerrninin~ eacb
variable aún cailed tibe factor ieadings
IDENTIFICADO
<27>
1. ‘[he present use of factor analvsis assumes that tbe matrix of
factor loadings is tbe same fox’ oacb area,wbile Ube vector of
values of Ube factors dif’fers from ene area te anotber.
EXPERIMENTANTE - COGNITIVO
2. It is not possible tú observe tbese factors, ner te know what
it is that they are measuring, but it Ls possible Lo make
eniigbtened guesses about [be ínatter liased en the factor
loadings,
EVALUACION
3. Thus, if’ it is clear from these loadíngs tbat ½ the man a
particular factor onis’ influonces cortan yariabies, then a
consideration of an>’ commem characteristics of tbese variables
can sometimos tbrom light on mbat tho factor LS.
‘[EX CIRO - CONDICION
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<28>
1. In terms of [be mechanies of obtaini~g factor toadin~s,a
commonly ised Uechnique is [o take [he sigen vectors fron whicb
Uñe principal compenents of [be original variables mere derived.
multipí>’ the¡n by sorne constant so [bat [he derived ueuííponents
would have standarized variamos, and [ben rotate vectors, in such
a way [bat tibe loadings chango te ensuro Lhat eacb factor becamos
more closely associated with soine variables and less witb otbers.
CIRC - PUNTO DE VISTA
2. After adopting [bis procedure tibe proportion nf tite variance
of any particular variable determined by [be factors is Lbs sum
of squares of [be relevant loadings.
CIRC -TIEMPO
3. While [bey are similar ½ intierpretiatien te [he sauare of [be
multiujit correlation coefficient. in [bat botb measure tibe
j~oportion of variamos explained in a particular variable, Lbey
are based on totail>’ different rnetbodology..
(JIRC - CONCESION
4. Moreoveg~ in eitber case it weuld probabí>’ be botter it’ tbese
statistics were de-ernphasized sinos each c=oncentratiss on a
feature [bat is not central Lo [be ¡nodel
TEX CIRC—LUGAR
5. Wbile it is often Urus Lhati [be multiple re~ression estirnator
maximizes [he aguare of tbe nultiple correlatijon ceefficient
,
[bis is quite incidential Lo tbe estirnates of Ube model itselt’ and
oní>’ relevant in Sons particular types nf hypotbesis tiesting.
CrRC - CONCESION
6.. Tbe cornínunauities of a factior analysis are not separately
maxirnised by tbe estimation procedure.. but aro simply ono of jUs
algebraic side effectis.
OBIVO
<29>
1, It mould have been possibls te perform [be factior analysis en
aid Lwentyfour variables,
EVALUACION
2. Homever.. [he values of four pf [bese (DISTAN. AIRFRE. DDUMMY
and TEMPER) depended en [he physical location of [he area and
mere largely dotermined by latitude,
‘[EX AFECTADO
3. While it migh[ bayo boom intorestin~ Lo discover whetber
factor analysis mas ablo te dotect [bis undorlyinp factor
determining [bese variables, sucb a test of [be effectiveness of
[he rnstbod mas net an aim of [bis paper.
CIRO - CONCESION
45
4. Vhs variables used in Lbs anaiysis were Uberefore linited te
Ube rernaiming twemty whose values were not a priori expected te
be determined by sucb an obvious underlyimg factor.
OB JET 1 \‘O
<30>
1. 1k restricted nur analysis te five principal components, wbicb
explaimed over 85% of lAxe variance of tbe original twonty
variables.
AGENTE
2, From tbess wsrs derived Ube loadings ter Vive factors.
CIRC - PROCEDENCIA
3. Jhsss are given un table 3, wbsre sacb row gives for each
variable tbs ioadings for five factors and Ube communauity ter
thaI variable.
PORTADOR CIRO - LUGAR
<.31 ‘u
Do Lbs [‘actor ioadings shewn la tabie 3 give any olear
indication of wbat lbs factors the¡nssives neasured?
CAUSANTE - COGNITIVO
2. Ihe exisiesí way Lo aprpach Uhis guestion is te assign eacb
variable Lo Lbs factor whose loading has Ube bigbest absolute
value.
IDENTIFICADO
3. mis is the factor thaI contributes rnost te Ube explanat ion of
Ube variance of Lbat particular variable.
IDENTIFICADO
< 3 2>
1. Using and diking account of sftn, Lbs variables
diaL Lbs íirst tao ter had rnost influence en were POPSIZ< +
ACRDEP<—) DIVORC(+), POPDEN(+>, TELEVI(—), WASHMAC—~ t)EEPFR(—)
aríd INCOME( +
CIRO — MEDIO
2. ‘Phis first factor mest probably ineasured tbo extent that tbe
area was city urban rauber than rural urban.
AGENTE
3. ‘[be ci½ urban arsa had greater population, greater populatien
density, greater income and higber divorce rate.
POSEEDOR
4, ‘Phe rural urban arsa was more dspendent en agriculturo and
also had a bighsr ownersbip cf tbe consumor durables,
televisions, washing machines and doep Preezes.
PORTADOR - AUSCRIPTIVO
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5. Wbilo [bis doscription of the comparison between the kinds of
area seems reasonablo, tbere is ono odd feature, namely [bat
wbile income was higber in dio city, ownersbip of consumer
durables was lower tbere.
CIRO - CONOESION
6. Tbis feature can p robabí>’ be explained by bigber coste of
living in cities, taking into acceunt such itenis as ratos,
transport and Leed prices.
OBJETIVO
7, Perhaps also [hero mere greater opportunities te spend income
en tbings otber [ban [bese consumer durables.
IHTERPERS TEX EXISTENTE
<33>
1. ‘[be second factor was of majúr importance in explaining
OUTMIG(+>, INMIGR(+), DEATHR(->, BIRTHR(+>, ATHIES(+) and
MALFEM( +).
PORTADOR - AUSCRIPTIVO
2. Tbe simplost explanatien of tiñe factor le tbat it was a
demograpbic eno measuring [be concentration of [he population of
an area in tho younger ago greup.
IDENTIFICADO
3. Am area with a high proportion of’ yeung werkers, is ene witb
rolatively high population mnovoment, low deathrate and bigh
blrtbrato, a higher proportion of males (sinco females dominate
tbe oldest age group) and a bigh proportion of ¿[beiste.
PORTADOR - ADSORIPTIVO
<:34>
1. ‘[be [bird Lactor was ono of [he most succeesful, in the sonso
[bat it mas dosel>’ identified te tho [bree variables bIALEUN,
FEMAUN, and MAORIS <ah witb positivo sign), that tho otber
factore bad little influonce en tbeso tbree variables ¿md [bat
Ube communalities ter ¿11 [bree mero higb.
IDENTIFICADO
2, Tbis factor was aleo very sas>’ te intorprot in that it seeme
olear [bat it measured [be extont [bat ¿a aren contained a Maori
community.
PORTADOR - ADSORIPTIVO
3. Witb unemployment vorv bm in New Zealand, but bigher fox’ [he
Maeris [han Por [he vibito populatien, the factor denionetrated [he
frequentí>’ observed positive relationship botween nonwhite
population and unemployment levole.
CIRO - CAUSA
<35>
1. Tbe fourth factor explained MANPER(+),¿fld TELEPH(—).
AGENTE
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-, felcphcne ownership is wjdespread in New Zealand: of irban
>treas it is only tbe industrial cenUres wbers Lbs ownersbip iii
private dwsllings is ley,
PORTADOR - AUSCRIPTIVO
3. Ibus Uhis factor appears Lo moasure [be extsnt Lbat aneas were
industrialí>’ based.
‘[EX AGENTE
<36>
‘Phe final, factor explains Lbs ownersbip of flash toilsts Witb
a counLry as wealtby as New Zealand absence of f’lusb toilsUs is
indicative of a peculiar local o írcumstance and bas no [bing tic
do wi Lb [he iricome of tbe aren.
AGENTE
2. ‘[bus it was not sur~ris~ng [iaL Uñese Local e i rcumstancss were
conLained in a factor UbaL bac] uLule influezice en any ciñen
variable.
‘UEX [N’[ERPERS POSEIDO
:17>
¡ . ‘[be fac [nr anal vsi s ninproacb apparen tus’ Lden Li fi cd U ive
plausible factors wbicb explained a bigñ proport ion of Lbs
vaníarces of Lbs seo jo—economio variables.
A <3 ENT E
2. Yet a lingering doubt must rernain.
‘[EX EXISTENTE
1, Wouíd it not bave Usen possible Lo attach a reasonable
interpretation Lo a factor wbese loadings concentrated ca ami
random subset cf tñs socio—econemie variables?
EVALUACION
4. ‘[bat tbe five factors [bat tibe anaj,y~I% has thrown u,p are
plausible ¡5 comforting , bat dic plausibiliUy is lii no wav a
stauistioal Lest of [beir vatidiUy.
PORTADOR - ADSCRIPTIVO
<38>
1 . Iri [be p.revieus section [he principal comnonenUs wers obLained
morely te surnmarize tñe exogeneus variables.
‘[EX OBJETIVO
2. Thev were not calculated la exactí>’ tbe sanie way as Uhe
facLors usod ½ tñis secLien, being la fact an carl>’ sUage La [he
oalculation PacLors.
OBJETIVO
3. A more impertant distinotion still is [be cempietel>’ different
clasaiPication of [be variables.
IDENTIFICADO
48
‘1. In tibe multiple reaession model six principal components
surnrnarized twenty—tbree exogoneus variables and [breo of [be six
detormined ene endogenúus variable.
CIRO - LUGAR
5. TIxe principal compenents were net variables in tbeir own night.
PORTADOR - ADSCRIPTIVO
6. In tbo factor analvsis modol, en [he otber band, fivo f’actúrs,
wbich were unobservable exogeneus variables, detorminod twents’
endogonous variables.
CIRO -LUGAR
5..DISCRIMINANT ANALYSIS
<39>
1. Ono moans of deriving tbo multiplo regression estimator is as
part of [be process of obtaining tbe Best Linear Unbiasod
Predictor cf Uñe endogeneus variable model.
PORTADOR - CIRO - PAPEL
2. This use of [be werd ‘predictior’ does not coincide exactís’
with ever>’day usage,since in [be laLter it carnes connotations
of being ablo te Porecast Ube future.
IDENTIFICADO
3. While iti is certainly nossible tbat [be value of tho
endogenous variable in a model is Por a poned later [ban [bat of
Ube exegeneus variables. implying [bat tbe latter can be usod te
forocast [be futuro, Uhis situation rarel>’ occurs.
CIRO -CONCESION
4. More eften tbo futuro values of [he exogeneus variables bayo
te be known or themselves Porecast, beforo [he ‘predictod’ value
of Ube endogeneus variable can be obtained.
INTERPERS FENOMENO - COGNITIVO
5.. Qn Lbs otber band, IP ‘prodiction’ is being attem~ted using
current poned exogoneus variables, little ma>’ be gained by [bese
procedures since it will oPten be sasior [o directly measure Uho
actual valuo of tbe endegoneus variable.
TEX CIRO - CONDIOION
6. Tll3i~ while [he multiple rogressien estimator can be derived as
a part of a prodiction problom, it is usualí>’ more informativo tú
obtiain it xis an optinial ‘esti¡nator
TEX CIRO - CONOESION
<40>
1. ‘[he discriminant analysis mnodel is more concomed witb
predictien as an end itself.
PORTADOR - CIRO - TEMATICA
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2. in tbis case, ratbor tban trying te predict Llie value of a
variable fox’ a particular observation, [be aim is Lo prediot
whicb eno of’ a small nuinher of populations tbo observatien
bolongs te.
CIRC - LOCALIZACION
3. Again tibe use of’ tbe word ‘nredicL’ dúos net necessarily hayo
connota[ions of forecasting Ube futuro.
TEX POSEEDOR
4. More Uypically [be populationa are distinguisbod lis’ sorne
cbaractoristics [bat are of interest and wbicb mas’ be difficuít
and/or expensive te measure.
INTERPERS OBJETIVO
5. ‘[be pepulatiens ma>’ also be distinguisbed bs’ otber variables
wbicb may not be of particular interest in tbernselves.
OBJETIVO
6. Tbe guestien arises xis te whetber tbe values of Ube latter
variables can be usod te decide Lo wbicb púpulation an
observation belongs, and tberefore enable inforences te be mado
abeuL its Permer obaracteristics.
EXISTENTE (CAUSA)
7. ‘Pbe tiuestien mas’ be of interest in i[solf’ ox’ alternatively,
Lbs procedure mas’ sayo measuring cbaracteristics wbicb, although
of greator importanco tban the variables, mas’ be i¡npossible or
expensive te obtain.
PORTADOR - ADSCRIPTIVO
<41>
1. ‘[be jjflowin medel illustrates [bis procedure.
AGENTE
2. Wo assumed it was pessible te group New Zealand urban areas
into two populations, Ube comparativo ‘succesaes’ and tbe
oomparative ‘failures’, basing [be distinction en [he measured
values of certain socie—economic variables,
EXPERIMENTANTE - COGNITIVO
3. The discriminant 4n~iy~is Uhen examined wbetber it mas
possible Lo use otber socio-oconoiflic variables, wbicb mere
neutral in Lbemsolves as measures of success ox’ failuro, Lo
predict whetber an area mas in fact a success or a failure.
AGENTE
4. In [bis use of discrirninant analvsis, interest focuses or¡ Ube
possibilits’ of using neutral variables in tbis mas’,
CIRO -LUGAR
5. Tbere is no suggestion tbat thox are easior te nxeasure tban
directís’ success related variables; nor ½ [hero an>’ attempt tú
prodict success in [be futuro.
INTERPERS PORTADOR - ADSORIPTIVO
50
-a
1. ‘[be first stop in tñis procedure involved searcbing Ube
variables f’or Uñese wbere Uñere weuld be general agreement [bat
a bigber value implies a bighor standard of living.
POSEEDOR
2. Tbis searcb leads te tbe sUc variables FTOILE, TELEVI, TELEPE,
WASHHA, DEEPFR and INCOME,
AGENTE
3. The values of [mo of tñeso FTOILE and TELEPH, mere unifermis’
high; what variations tiñere mere ceuld be explained by local
pbenomona other Uhan differencos in standard of living.
PORTADOR - ADSCRIPTIVO
4. TbeY mere tberofore not used ½ determining a mensuro of tbe
standard of’ living of the areas.
OBJETIVO COMO MEDIO
5. Of Ube rernaining feur variables, TELEVÍ, WASHMA, and DEEPER,
mero xiii positivel>’ cerrelatod witb eacb other but negativel>’
witb inconie.
CIRO - TEMATICA
6. ‘[bis result Ls aL firsL sigbt surprising, altbougb it mas
indicated by [be leadings of tbose variables in [he first f’actor
of tbe factor analisis and mas discussod in the preceding
section.
PORTADOR - ADSCRIPTIVO
<43>
1. Re~ardIess of [he explanatien of [be nepative relationsbin
botween income and [be otber variables, our aim was tú order
areas Lis’ ebserved standard of living.
CIRO - CONCESION
2. It seemed most sensible te do [bis Lis’ looking at actual
ownersbip of the three censumer durables, rather than using the
income series.
EVALUACION
3. Since Ubere mas no prior reason for giving more weigbt tú ene
of’ Uñese variables over [he otbers as a noasure of success, ¿a
overalí index of succesa mas obtained b>’ taking tbat linear
cambination of [he tbroe standardized variables with normalized
weigbts wbicb maximized [be variance between [he areas.
CIRO - CAUSA
4. ‘[bis linear combination is~ of course, Ube first principal
conxponent of Uño Ubree variables and its value mas calculated fox’
eacb of [he twenty-four areas.
IDENTIFICADO
51
<4 ‘4 >
1. Bofore proceeding te a description of [he results of Lbs
discriminant analysis, it is useful Lo examine tbe succesa of’
[bis use of’ Ube f’irst principal compenent as a moans of ranking
Ube aroas.
CIRO - TIEMPO <TEX)
2. Firstlv. tbe variables alí entered [be principal component
witb similar weigb[s and witb positivo sign, implying tbat tbe
effect of increasing any of [bese variables, whilo holding [be
etihers censtant, would indeed be te marease [be success rating
of tbo regiens.
TEX AGENTE
3, The principal co¡nponent makes plausible [he prior assumptien
[bat [bose variables wero ah ‘geod’.
CAUSANTE - ADSCRIPTIVO
4, Socendlv, it is wortb notirw [bat tbe first principle
comvonent explained 73% of Ube variance of [he variables; alinost
Lhree-quarters of [be total variance between areas of [be [bree
success-related variables mas explained lis’ Ubis ono index.
TEX INTERPERS AGENTE
<45>
1. Tbe value of [be Pirst principal componont Ver [he twentv—four
areas mas at least petentialí>’ continuous.
PORTADOR - ADSCRIPTIVO
2. On Lbe otber band it mas boing used te place [be regiúns into
two groups;tbe succossful and Uhe failuros.
TEX OBJETIVO COMO MEDIO
3. It mas Uberefero necessarv te placo a dividing lino in [be
rango of values of Ube component.
EVALUACION
4. In tbe absence of any clear discontinuity in Ube series it
mas decided te place [he liar at [he mean value, soro.
CIRO - CAUSA
5. Tbis [ben lsd tú a skewed distribution witb fifteen successful
areas and nine failures, due [o tbe Umo or [bree areas tha[
registored very bm values fox’ Ube compúnent.
CAUSANTE - AUSCRIPTIVO
5. Tbo values fox’ [be coynpúnent and Ube grou»ing adonted are
given in talile 4.
PORTADOR - CIRO - LUGAR (TEX)
6. The taLle sbows [bat [bere ½ no clear geograpbical pattern
of succoss.
EMISOR
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7. Arcas that are peeprapbicallv cleso togetber had similar
nuinbo rs.
POSEEDOR
8. On tbe otber band, tibe order of’ [he area numbora in [be first
¿md fourth rows of table 4 appears [e be randam.
TEX PORTADOR - AUSCRIPTIVO
<46>
1. Witb Lbo aroas split into twa graups it mas then poesible [o
use [be remaining neutral variables [o try tú censtruct a
discriminant function tú prodict this success related partition.
CIRO — CAUSA
2. Tbe firs[ problem mas te determino Ube variables tú enter tbe
discriminant function.
IDENTIFICADO
3. It is alear tbat usina alí eiphtoon availablo variables te
predict tibe classification of the twerxtv—four areas would
previde no real test of [be ability te discriminate, because of
dio lack of degrees of f’reedom.
INTERPERS PORTADOR - ADSCRIPTIVO
4. In any case tbo use of’ so manv variables in detex’minins¿ Lho
greupin~ would be vox’>’ clumsy.
TEX PORTADOR — ADSCRIPTIVO
5. Tmo alternativo methods mere investígated.
OBJETIVO
6. la tbe firs[, six variables mero chosen en prior greunds te
bayo as wide a coverage as possiblo of neutral variables.
CIRO - LUGAR
7. In tibe secend. tibe cemputer itself chase [hase neutral
variables tbat most eff’sctively distinguisbod betmoon [he
groups.
CIRO - LUGAR
<47>
1. Tbe variables obeson fox’ [he f’irst method were INHIOR, POPSIZ,
DISTAN, MALEUN, MANPER and MALFEM.
IDENTIFICADO
2. The discriminant analysis proceeded by selecting tbe linear
comblnation of [hose six neutral variables tbat bost separatod
Ube twa groups of’ areas.
AGENTE
3. Th.~ coefficients of tbe variables usod la the function are
given ir [alilo5.
PORTADOR - CIRO — LUGAR <TEX)
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<48>
1. fl~ variables wero chosen not becauso it mas considored that
tboy would be particularís’ good ¿it predicting the succeases or
faulures, but rather te be representativo of’ [be set of neutral
variables.
OBJETIVO
2. As it transpired tbe nuIl bvpetbesis tbat [he meana f’or Ube
six variables mere tbe sane ir eacb of’ tbe time prúups cauld lie
rejected, but en].>’ aL the 5% levo], of significance,
TEX OBJETIVO
3. Tbo relativo inabilitv of [bese sfr variables te sonarate tbo
trS2!W~ 18 confirmed by tibe fact tbat twa of the fifteon ¿reas in
tho group of successes mere mrongly classifiod ¿md [breo of Uho
nine failures- an ovoralí error rato of just ovor 20%.
FENOMENO
<49>
1. ‘[be discriminant functien is given as function A in table 5,
wbere a positivo valuo cf tbo function f’or an area placed it in
Lho successful group.
PORTADOR - CIRO - LUGAR <TEX>
2. Tbe function shoms [bat a succesaful aros mas essentially ene
of small pepulation size, with a bm inflow of peopío.
CAUSANTE - COGNITIVO
3. On the otiber hand it mas clase te [he populatian nade of
Auckland, mas relativel>’ mnanufacturing based, ¿md had a high
proportion of’ males.
TEX PORTADOR - CIRO - LUGAR
4. Wbile sorne par[s of [bis doscription seom reasenable, [bis
reasonableness sbould not lis tbougbt [a givo validity [e [be
discriminant function,
CIRC - CONCESION
5. Tñe fact remains tbat tbis funotian ¡nado a number of’ errors,
HOWEVER AGENTE
<50>
1. Since tibe arbitx’ax’y solection of variables tú be included in
tj~ discriminan[ f’unction mas not ~reatlv succeasful, tibe second
approach mas indicated.
CIRO - CAUSA
2. flgg~ tbo computer mas prúgramnied tú searcb in a step—wise
fasbion among tibe eightoen variables that were not directí>’
related tú standard of living, and select la turn [hose
variables tbat rnost effectively discriminated betwoen Ube
successes and failures.
CIRO - LUGAR
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3. While tbis precedure ½ sure te seloct variables Lbat do mare
effectively separate [he two groups it sbould be rememberod that
any sucb step-mise procedure Ls statistically dubiúus.
CIRO - CONCESION
4. j~ inevitabis’ Liases tbe results towards bettor discrimination
in tbe sample of ¿reas tiñan could be expected mben applying the
estimated discrimninant functions te ¿roas eutside [be samplo.
AGENTE
5. ‘[be purpose of tbis soction is ta demenstrate that it is
pessible te use a fom variables te discrimninate offoctively,
ratber Lban te produce functions of groat robustness,
O.T. IDENTIFICADO
5. ¡lenco havirjg warned of [be general dan~ers in [be ~roceduro
me present [be results.
O.T. TEX CTRC - TIEMPO <‘[EX)
<51>
1. ‘[aLilo fi gives feur discriminant functiens produced
stop—wise precedure.
EMISOR
2. Functions B and O mere Lhe best functions using eno
variables respectively.
IDENTIFICADO
3. Ir alí oasos a positivo value for an area fron a
placed tbat area in [be success group.
CIRC - LUGAR
<52>
1. ‘[hero ½
f’unctions,
O.T~
by Uhe
and two
functien
little point in a detailed díscussien of [bose
EXISTENTE COMO EVALUACION
2. E and O clearís’ demonstrate [he potential of the rnetbad.
CAUSANTE - COGNITIVO
3. ~i±h verv f’ew variables it is pússible tú ‘prodict’ Ube
original grouping quite efficiontly.
CIRC - MEDIO
4. Th~ fact [bat tbero ½ no elemont of causation involvod ½
demonstrated clearí>’ by the central position of tho divúrce rato
variable.
FENOMENO - PROCESO COGNITIVO
5. QnQ is clearlv ~ supgestíng [bat an area with a bm divorce
raLn. is remarded Li>’ a high standard of living, but rather [bat
dio more rural urban aren, which has higher standard of’ living,
co-incidontalí>’ also has a lomor diverce rato.
INTERPERS OBJETIVO
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6. ¡‘be divo roe rato bappens te be a goad indicator of sucb urban
areas.
PORTADOII — ADSCRIPTIVO
7. ‘[bis relationsbip mas suggested ir the first factor of tbo
factor analysis section.
EMITIDO
8. .15 me follew the reasonin~ presented sarlior, [hero ½ sorne
underlying cause, narneis’ [he oxtent [bat an area is rural urban
ratñer [han city urban, tbati affects botb its standard of living
and its mores.
CIRO - CONDICION
9. Tb,e observed divorce rfl9 implies that the underlying Factor
ñas a particular value ¿md tho lattor thon causes [he values of’
Llie standard of living variables.
CAUSANTE - COGNITIVO
<53>
1. It is worth noLi~g tñat [be sinzle variable DIVORO classifiod
arcas xis effectively as tibe combination of aix variables in
funotion A.
INTERPERS AGENTE
2. ¡‘bis demenstrates tbo advantages of selecting variables te be
used ni discrirninating using spocific criteria.
CAUSANTE - COGNITIVO
3. ‘[bus, wbilo xis stated sarlier, tbe mneans of [he variables in
funotien A mere signif’icantlv dif’ferent ir tho two croups, tbis
mas eriE>’ ,just ¿it dio 5% level.
TEX CIRO - CONCESION
4. ‘[be variables in [he rernaining functions, en tho otber band,
bad significantí>’ different means itt levels considerably aboye
1%,
POSEEDOR
<54>
1. As more variables enter tbe discriminant function, so it is
more difficult te interpret [be fuaction xis a whele.
CIRO - TIEMPO
2. .Wunviign E~ fox’ example, cúntains sorne odd features and does
nút appear te bayo beon basod en aix>’ eno or two simple socio—
ecenomic criteria.
POSEEDOR
3. Given Lhat thero is no presumptien of’ causation sucb a lack
of’ simple interpretation is aoL disturbing.
CIRO - CAUSA
4.Q~ Lh~ piles li~n4 [beso j~g~ ¿f~jaj XMnQt½n~hayo demnonstrated
quite cleanly that a Pew variables can be used [o efficiently
predict tibe group [bat an area belongs [o.
‘[EX CAUSANTE - PROCESO COGNITIVO
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6. CANONICAL CORRELATION
<55>
1 . An interestina feature of tñe use of dtscrirninant anaij,ysis
In ~hg px’evious section ¿rose frorn the employmont of oontlnuous
values of tbe first principal compononts of tbo Lbree succeas
variables whicb more used tú place tibe regions irte two discretie
groups.
EXISTENTE (CAUSA>
2. ‘¡‘bese groups mere [ben tbemselves confronted witb cantinuous
values of tbe discriminant f’unctions liasod en sorne of [he
remaining variables,
OBJETIVO
3. ‘Phis ~rocsdure raises tibe possibilits’ cf a direot
cenfrentation cf a linear oombinationn of tbe success variables
with a linear oombination of tbe otbers.
CAUSANTE - EXISTENCIA
4. Pursu~g tibis lino of Lbougbti, tbe question becomes: ‘IP mo
drop Lbe concept of grouping, what Ls tbe closest relationsbip
ebtainable botween linear combinations of [he success variables
and Lbe remaining variables?”
CIRO - CONDICION
5. It is preciselv tbis kind of (luestion [bat is ansmered by tbe
teobriqus of canonical cúrrelatien.
T.P. IDENTIFICADO
<56>
1 . Canonical corrolation obtains linear combinations of twa
sets of variables tbat are as close as possible in lAxe sense of’
having Lbs bigbest simple cox’relatiori coofficiont.
AGENTE
2. TJxnx~ is a similarity botweon tbis procedure ¿md multiplo
regreesien mbicb naximises tbe simple cerrelatien betwoen tihe
singlo endogeneus variable and a linear combination of tho
exogeneus variables.
EXISTENTE
3. tlomover, thir aimj§x.itx does nút cax’ry ayer [o the
¡no tbodelogy.
TEX AGENTE COMO PORTADOR-CIRC-LUGAR
4. £nns=nln&Icorrelation carnes no cúncept of causation; Uhere
is no suggestion tbat ene set of variables le causindg the
values of the othex’ set.
POSEEDOR
5. EialJx~L~ in thQ Ind.Iaiting &=~innIs~ tiñere was no sc>czi<recúflúmic
model behind tbe anal>’sis.
TEX CIRO - LUGAR
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6. ‘[he question of tbe ojosenesa of [lis tipeap s~mbinxix&nn mas
simpis’ eno of fact,
PORTADOR - ADSCRIPTIVO
7. Even given tExe existence Ql sud> a f~q4 it is difflcu]t. Lo
intorpret, ox’ use, canonical correlatien teobniquea.
CIRC - CONCESION
8. !Jowever, it does aL least ¿mable a further contrast Lo be made
witñ tho otibor multivariate teobriques discusaed so fax’.
TEX CAUSANTE - PROCESO MATERIAL
9. U also gives a more complete pictiure of t,be ¡nultivariate
tools available Lo Lhe analyst.
AGENTE
<57>
1 . It would be soínemhat I~m~ti,pg te pursue tbe exact question
poned ¿it tbe end of Lbs first paragrapb in Lhis sectijon.
EVALUACION
2. It the disor i miaap t analysis t.be need te ensure UhaL me mere
measuring sucoess had restrioted [he [he succesa variables tú
[he tbree, ‘[ELEVI, WASHHA, ¿md DEEPFR.
CIRC — LUGAR
3. To demonstrate Lbs w~y t bpI Pmr2nkllI ~.Qrri~.t4Qfl v14~.¿iw
linear cembinations ,kttweon sas of v~,pj~ables it would be better
Le make Lbs sets contiain more than throe variables,
CIRO - FINALIDAD
4. On Lbs otiber band ~ ~ should not be toe largo, since
witb only twonty—foux’ obsorvations it La uniikely tbat Uhe
twenty—f’our variables can contain much linear independence.
TEX PORTADOR — ADSCRIPTIVO
o. Tbus any split of tibe twenty—four varj,abJ,g~ ifltQ two grounll
mill alrnost certiainly load Lo the first canonical variables being
ver>’ bigbly cerrelated dije Lo [be lack of degrees of fx’eedem.
TEX CAUSANTE - ADSCRIPTIVO
<58>
1. Tk~i nrnkThn then became ene of choosing twa seta of variables
where eacb set was distinguiahed from tbe other en sorne socio-
economic graunda ¿md mhere tbe numbera of variables mere both
largo enough te demostrate lAxe technique and at tite sanie Lime
sinaí]. enough Lo overcome the degrees of freedom difficulty.
PORTADOR - ADSCRIPTIVO
2. 1½ so~J.jjticjj~ ~tgsen mas Lo place ir a fírat group the sfr
ctonsumption related variablea, FTOILE, TELEVI, WASHMA, DEEPER ¿md
INCOME and tú confront Lbese witb ihe aix variables selected in
dio discriminant analysis Lo hayo att bush a covertige att posaibie
of Lbe neutral variables.
IDENTIFICADO
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3. ‘[bese mere INMIGR, POPSIZ, DISTAN, MALELIN, MANPER ¿md
>4ALFEM,
IDENTIFICADO
4. ‘[be resultis of 1li anajj~Sson tñe~e txg group~r ~4
variables are given in table 6.
PORTADOR - CIRO - LUGAR <‘[EX)
<59>
1. Witb Lwe sets of six variA~4ps it. ½ poasible Lo olitain sUc
Pairs of canonical variables, oach variable being uncorrelated
with ¿lii tñe others, excopt fox’ its paired variable.
CIRO ‘- HEDIO
2. Furfler Ljie correlation meen e~qj’~ paJr ½ maximized
subjeot Lo Lbs oondition of lack cf correlation with tibe
previously calculated variables.
TEX OBJETIVO
3. mus t;he corroiations deorease ir size wítb eacb successlve
pair of variables.
TEX AFECTADO
-1 . Is,g aix annrpximate’XZi test it. mas roL poasible tú reject
¿it Lbs 5% level of significance [bat ¿11 correlations beyond tibe
t’irst tbx’ee mere zero ¿md fox’ this reason [aMe 6 anIs’ presents
Lbs ooeffioients Fox’ Lbs first tbree pairs of’ variables,
CIRO - SfEDIO
<60>
1. It is widely accented ir Lbe lit,erature that thqj rst~t”1~~ of
94flgfljcal correlati~ analysis are difficult te interpret ¿md
this mas the case in tbis study,
INTERPERS PORTADOR - ADSORIPTIVO
2. Accordinsz to tbe first m~ix of variables an area wítb a bigh
ownersbip of washing machines, but a low ownership of deepfreezes
mas ver>’ likely te be ene of largo population size, largo influx
of populatien and bm malo unemployrnent.
CIRO - EMISOR
3. Wbile sorne nax’ts of ~js 4g~~riDtion ~ ~n~Js [he
wholo dúos net falí irLo an>’ easily preconceivod socio-economic
pattern.
CIRO - CONCESION
4. tu =~jLKs.uThri~ jg 411L1ns±t. tú onvisage an ¿tea witb high
ownersbip of washing machines but 1am ownersbip of deepfreezes.
sinos botb intuition ant! Ihe evidence of tite intercorrejation
between tbese variables suggest tbat they usual].>’ nieve Logeiher.
‘[EX EVALUACION
5. Tli~ r~nuxjjñng ~ína Ql YAnhifili were ¿a dufflcult tú e,cplain
a. Lbe first.
PORTADOR - AUSCRIPTIVO
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<61>
1. It is porbaps not surprising [bat little ir Ube way of socio
—
ecenomic intorpretation could be olitained frorn ¿ir oxarnination of
the canonical variables.
INTERPERS OBJETIVO
2. Tbis section comínonced with Lbe suggestien tbat canonical
corrolation analysis mas a natural extension of [he discrirninant
analysis approacb,
O.T. EMISOR
3. Tbere ~ tbe economic interuretation mas difficult te find,
oven if it appsared [bat tbo toel migbt lis useful.
TEX TEX PORTADOR - ADSCRIPTIVO
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UNEMPLOYMENT : GETTING TElE QUESTIONS RIQHT
UNEMPLOYMENT: GE’[TING TEJE QUESTIONS RIGHT
<1>
1. In niy opinion. tbe form and conception of’ this conferenco
exemplifies Lhe rigbt instinct fox’ múdern macroecúnornica.
INTERPERS AGENTE
2. ‘Ibero ½ a fact, ~ tyjg unrnistakablo unsubtle fact: essentially
ovorvwhere in tbe modern industrial canitalist world
.
unomployment ratos aro mucb bigber [han they used to be two ox’
tkree decades age.
EX]. STENTE
3, Eliz Li tbat?
CIRO - CAUSA
4. If rnacroeconomics is aood fox’ anvthin~, it ougbt to be ablo Lo
undorstand ¿md explain tbat fact.
CIRC - CONDICION
5. Wc should be aLilo Lo produce a fairís’ convincing analytical
accounti cf tbe oocurrences and persistence of unusually higb
unemployment ratos.
AGENTE
<2>
1, You iniszht tbink that te be a mere commonplace.
INTERPERS PORTADOR - ADSCRIPTIVO
2. Tú wñat other sort of end would anyono organizo a conforence?
CIRO — FINALIDAD
3. ~y oxperience, bomevor, ½ that most bigh-powored acadomic
conferences are stimulated liy purel>’ tecbnical developments, ex’ -
leas often - by ideelogical ox’ political promotion, ratber tban
by tbo need to deal mitb an outstanding fact.
IDENTIFICADO
4, 1 do roL blame anyone for tihis state of affairs.
EMISOR COMO AGENTE
5. 1k ma>’ not be blossed with man>’ significant observationa teo
big tú be quibbled ovor.
OBJETIVO COMO POSEEDOR
6. ~jj4 tocbnical innovationa do need te be thrasbod out by
experts.
‘[EX OBJETIVO
7. Anvway, U la znn~ tú be faced by a bruto fact that meada
explanation.
TEX EVALUACION
8. It ½ viñaL macroeconomics ought tú be about.
IDENTIFICADO
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<3>
1. 1 compiiment Ube organizore also on a second aspect of tibe
agenda: tñe countx’y—by--ceuntry organization of tbe papers.
EMISOR COMO AGENTE
2. We can aSí hope tic learn so¡netbing from cross—country
comparisons.
EXPERIMENTADOR - AFECTIVO
3. Ore of tñe few geod wavs mo hayo te Lest analvticaj~ idea§ ½
Lo seo wbetbex’ tbey can make sonso eL’ International differonces
in outcomes liy appoaling [o international differences ja
institutional structure and bistúrical onvironmont.
IDENTIFICADO
4. The rigbt .j2lace Le starti is within eacb country separatol>’,
studied by somneone mho knews tbe peculiarities of its bisLor>’ ¡md
its data.
IDENTIFICADO
.4 4 >
1. You rnjgjxt Lbink tbat tñis toú ougbt to lie obvieus.
INTERPERS PORTADOR ADSCRIPTIVO
2. But in fact tbe usual approach is just the opposite.
‘[EX TEX IDENTIFICADO
3. More oPten Lban not me fail tú take institutional differencos
seriously.
INTERPERS EXPERIMENTADOR - COGNITIVO
4. One model is supposed te apply ovorywbero ¿md ahways.
PORTADOR - CIRC — DESTINATARIO
5. Eacb countx’y is just a point en a crosa—section rogression, or
ano among soveral ossentially idontical. x’egreSSiúnS, loaving only
grwnblex’s Lo worry about wbat Ls exogonous ¿md wbat ½
endogeneus, and mbothex’ simple pararnetrizatiúfls do justico Lo
real differences in tbe ma>’ the economic mechanism functions in
ore place ex’ anotber.
PORTADOR - ADSCRIPTIVO
<5>
1. 1 bayo no way of knowing wbethor this organized eCfort mili
get ans’wbere in explaining bigb unemployrnents but it seems te be
set up tio give itself the best chance.
EXPERIMENTADOR - COGNITIVO
<6>
1. Lan bet ter p~ morse. QnQli~Ux lar fin ktfl.nn tb&sx.ttil ~rn4
9mIwirtcQI wqrjs are dosel>’ intertwined ir macroecotiomictt.
INTERPERS PORTADOR - ADSCRIPTIVO
2. aQfltcb a macro—theorist ¿md you fiad a casual econometrician.
PROCESO MATERIAL
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3. Scrat,cb a macro-econemotrician and you fiad a casual tbeorist,
PROCESO HATERIAL
4. !Jsuallv ~gjj do not hayo tio scratcb ver>’ bard,
INTERPERS AGENTE
5. Thus. Lhe discuasion of the issuos central to tbe conference
has airead>’ bardened irte certain characteristic forms.
TEX AFECTADO
6. Tj~re are ciuostions aIread>’ lying on tbe table Lhat [be
individual ceuntry papex’s mill be Lr>’ing te ansmer.
EXISTENTE
7. 1 suspect tbat sorne of diese puestiona are badis’ or caroloesis’
posed.
INTERESES PORTADOR — ADSCSRIPTIVO
8. Answers Lo badlv pesed ouestions usualí>’ bayo corresponding
problems of their own,
POSEEDOR
<7>
• Perhaj~s 1 bad better sa>’ what 1 mean by a badís’ posed
quest ion:
O. 1’. INTERPERS EMISOR
2. 1 mean tbat it is hard to imagine a plausible theerotical
f’ramework ir wbich tño quostion mnakos sonso, or in which an>’
answer can sensíbly and unambiguously be intex’pretod.
INTERPERS EVALUACION
3. So í px’opese te raise and discusa sorne [heorotical issues
suggested by the Íex’rn that tbo analytical debate has airead>’
taken.
0.1’. TEX EMISOR
<8>
1. For exarnple. if past performance is mix súrt of a ~uide, man>’
of [he papers at [bis conforence mill be preoccupied with [be
relation Lietween real wago ratos and ernployment, and more
particularí>’ witb the quostion of mhethor unompioyment ratos in
Europe are currontí>’ unusualí>’ bigh mainly becauso ‘real magos
aro tao bigb’.
TEX GTRC - CONDICION
2. 1. wa.nt, j~ argue Lbat g~j~ QL this argumont lacks an acceptable
Lheorotical framemerk ( ox’ rnakos sense únly la a tbeoretical
frainework tibat man>’ of those mho make the argument would not
real].>’ wisb Lo accept).
INTERPERS POSEEDOR
3. fl ~ j~y ‘ j~i~~j tú prejudge the ansmer, but ratber te
clarify [he question.
0.1’. IDENTIFICADO
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4. Te be specific. 1 want Lo propose tfr~4 ths~ useful q~e~Aj~gflA
are lietter pbrasod ir Lerms of nominal mage behavicur oven when
tiho dosired answers relate te real wages.
TEX INTERPERS PORTADOR-ADSCRIPTIVO
5. Tbere is no implicaLien boro fll~i ~u¿yone cares’ abaut nominal
mage.
INTERPERS ‘[EX EXPERIMENTADOR - AFECTIVO
6. Thp pg~j is ratber the oid efl~ ~t~t grmip~ Ql. wQrR?n ~n4
nlox.@.m carnet bargain over Lbe real wage.
INTERPERS AGENTE
<9>
1 . ‘[be ~r~g.n4 iss.~J~n.Z nomiímtn.f.~r diacu~iQn la more of
¿a oid obestruÉ ¿md is usualis’ taken as sasentialí>’ sottled in
current researcb and polios’ anals’sis.
PORTADOR - ADSCRIPTIVO
2. It. has te de witb tibe ‘natural rato of unomnploymetit’.
PORTADOR-O IRO-TEMATICA
3. ~ de rieL mart Lo question wbat appears te be a robust ftnding
of recenL researcb en tbe PbiIlipS curvet that [he term that la
usualí>’ ident i fied xis either a fox’ward-ioekiflg ‘expected rato of
inflatien’ or a ~ackwaz’d—looking carrier of • inertial inflation’
enters witb a ooefficietxt ver>’ near te ene.
EXPERIMENTADOR - COGNITIVO
4. 1 sball not oyen ask why that mas net so during a samplo
poned running fx’om 1950 Lo dio mid—1960s and what ene la tú make
of that fact, if it is a fact.
EMISOR
5. But 1 do mart Le sugpest tbat th& nutgit. It cas’.t41±
interpretation of dio ‘natural rato’ has ver>’ Little basis either
in tbeors’ or ir data analysis.
‘[EX INTERERS POSEEDOR
6. fl~ a sonso. it is not olear wbat me are talking abeut whea me
Lalk about dio natural rato.
‘[EX EVALUACION
<la>
1. FI¡~4hz~ 1 want tú sa>’ a word about [he concept of
involuntars’ unemnploymeflt’ because 1 tbink tbat there has been a
loas of’ analytical clarit>’ ir recetit years.
O.T. TEX EXPERIMENTADOR -AFECTIVO
2. Tli§X& 1~ 119. fl9,AI In~t&US~Q1A4C diLLIS=311t1boro, ant>’ a klnd of
carelesa backslidiflg into vaguerxefls.
EXISTENTE
65
3 • One neods [o be rerninded oní>’ because otberwise Lbe lack of
clarits’ tends Lo affect otbor asreota of tibe ongoing dincussion.
RECEPTOR
1. REAL AND NOMINAL WAGES
<u>
1. What dees it mean Lo sas’ tbaL higb unemploymerxt la caused by
bigb real magos?
IDENTI FICADO
2. Aro npl re4 WARf x’at&~ 4114 !IrflIfln½.x!tQflt both endogenous
variables ir nr>’ reasonable picture of’ a modern capitaiist
economs’?
PORTADOR - ADSCRIPTIVO
3. Tñe fatbor of tbe con ternpnyary d.x~c!IiflÁ9fl 9± lbt~ q~<¡satinn h~
probabís’ Edmond Malinvaud, and be, cbaracteriatitflllY, ja
comptetel>’ olear about vibat 18 required for tbis manner of
speaking Lo make analytical sense, and about the poasibl Iii>’ that.
the roquiromenta will net be mneanL ir ¿ir>’ concrete i~stanoC
IDENTIFICADO
4 . “The s~~~j=gI Li. e. mhz nn~vrnsIpxmCDt m~y rsi~w1 t f ron
lnappríkpriflte real. wag~s 1 would not anac it tbe evolut ion of
real magos mas sLricLiy dotermined by tibe growtb procesa ¿md liad
no autoneniy with respoct Lo otbex’ deteflfliflfiflta of’ Lhis process.
EXISTENTE (CAUSA>
5. ¡bit sorne of tbe nuestiona now raised precise].>’ asaume such an
autonorny, ¿md 1 ahalí Lake it Lo exiat, even though 1 casil>’
recognize [bat Lbe evolutien of real magos la mostí>’ inducedi’
Malinvaud, 1982,p. 1.
TEX EXPERIMENTADOR - COGNITIVO
12>
1 . Wben migbt an analytio¿il observer fiad it useful Lo [reaL mi
econornyhs real mago as given?
CIRO - TIEMPO
2. 1 suppose tbe simplest g~§~ would be that of an econornY wbose
internaS pricos aro largel>’ determitwd la international markcts
vta a fixod exchange rato and vihose nominal magos are imposed ca
it Lis’ a more nr leas omnipotoflt [nade union movement or perbapa a
govex’nment agency.
INTERPERS IDENTIFICADO
3. Tlw wate-~eXXtDt ~ has Lo be ¡more iban omnipútoflt it bas
Lo be in a soase arbitrar>’.
PORTADOR - ADSORIPTIVO
4. 11ff th.vx~ la t~ nflN..QLXJrC ~~qj~#flsfl ti #~‘~fl Ql littu? ~~~SMqL’JflQ
gg ThL~QU Qn .fsÁnQUsflI MfldftLiXI( uhr hdmYÁQMr ej flflJLlflLtl WAKSL~}t
then Lbe real mago is endogeaúUtt after ah.
CIRC - CONDICION
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5. If,~ f==r ~ ube ¡mier ox’ wag~ board cares about
un,ewr½xment t has a Phillips curve ir its hoadb then it is no
lúngex’ aoaningful tú sas’ whother [he real wage causes
unernployment or unemployment causes tibe real mago.
CIRO - CONDICION
6. 1k have Lo adopt tbe rigbt proceduro, whicb is te look fer tbe
true exogeneus variables.
AGENTE
<13>
1. A~~~otber story 1 bayo beard telís of’ a economy ir wbicb pricos
are exogoncus and nominal mage ratos are tigbtly and fulís’
indexod,
EMISOR
2. ‘[ben ube real wqgn is net onís’ exogenaus but more ox’ less
constant, except fox’ bias built irte [be indexin~ formula.
TEX PORTADOR - ADSCRIPTIVO
3. ‘[hin mas’ bayo been Ube case Por sorne periods in sorne Furopoan
economies — Ital>’ fox’ example.
IDENTIFICADO
4. It £WOI1)S ‘nl ik5iK~ bow~yrr that Lhe real W¿K~. will stay
censtant fox’ ever.
INTERPEES TEX PORTADOR - ADSCRIPTIVO
5. There must be sorno ondogenei~jy somombore, IP only througb mago
drift, and the right strategy is te bring it into tbo opon.
EXISTENTE
<14>
1. Tbere may be otber stories tbat load te predetex’¡niaod pricos
and nominal mages, and tberefere te prodotermined real magos.
EXISTENTE
2. Tbey aid seern pretty spocial, whicb is not te dony tbat tbey
ma>’ be true from Lime tú Limo and place te placo.
PORTADOR — ADSCRIPTIVO
3. But 1 imagiae [bat tbe general [heorotical picture ir tbo
minds of mnost macreeconomists is rather different.
‘[EX INTERPERS PORTADOR - ADSORIPTIVO
4. L&t. t~ t.rxt.~ reconstruct it in static terms~ trying not te be
so spocific as Lo evoke disagreemont on particular points.
‘[EX PROCESO LOCUTIVO
<15>
1. .Un~.lix b9fl3 t~fr~ ~J. ~ ~n.d Thti Jsxel Ql ~~pIQXmQIfl are
endogeneus variables.
INTEFtPERS PORTADOR - AUSCRIPTIVO
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2. A well specified ~g~regative niodel mill bayo sorne exogonous
variables as molí.
POSEEDOR
3. It will alse bayo an equilibrium concept, perbapa more than
ore, each apprepriate Lo a particular ‘length of run’
POSEEDOR
4. ‘[he ¡,iodot mill map eacb passible configuration of the
oxogonnus variables into ¿ir equilibrium configuaratien of [be
ondogenúus variables.
AGENTE
5. IL’ ono of tbo eciuilibx’iwfl conditiens Ql [he modo].
rIs2L’UQn~L (nr dernanct Ver labour> epuals sunnir of labAurt, tbat
equat ion sbould be oíaS LLed or suspended.
CIRO - CONDICION
6. Otbermise dio modo]. is roL suitable for studying Lhe preblem
of unernployment, ¿it least nút fox’ tbe length of run under
considera t ion.
TEX PORTADOR - ADSCRIPTIVO
<16>
1.. Tbis set—un can be exemplifiod in tox’rns of dio simplest
version of [be modo], ir [be back of everyone s miad.
OBJETIVO
2. tmagj no ¿a econemy consisting of a fixed nunber of firms,
identical except that each is Lho solo producor of a slightly
differentiated product.
PROCESO COGNITIVO
3. ‘Ibe demand function facin~ [be itb fin»
>D(pl/p).
IDENTIFICADO
4. llore A i s an aggrogate demand factor.
CIRO-LUGAR
5. It is writton as a Punction of unspecified variables te
indicate Lhat it dopends en ene ox’ more oxúgeneus policy
variables, sucb as tax ratos and the mono>’ supply.
EMITIDO
6. A ma>’ also be a function of sorne endúgenaus variables - [be
real mona>’ supply, fox’ example.
PORTADOR - ADSCRIPTIVO
7. 31bs mxiliL¿2LAd-USQ fQrn bas [he symmetric implication tbat an>’
<tange in aggregato demand sbifts the demand curve facing each
fix’m in [be saíno proportion and isoelasticalí>’.
POSEEDOR
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8. The fractien of aggregate demand flowing to each firrn falís xis
tho ratiion of its price te Lbs apprepriately defined price index
risos,
AF ECTA DO
9, Tbe demand curves aro identical from firn, te firm.
PORTADOR - ADSCRIPTIVO
10. Ir a ínement 1 mill make tbo samo assuínption abúut tbo
tocbnolegs’.
O.T. TEX EMISOR
11. Tbu~ in syínmotric eguilibrium, oacb pl = p.
TEX CIRO - TIEMPO
<17>
1. Those ínonopolisticallv coínpetitiyo firmns set tbeir omn prices
xis proflt-maxiínizers.
AGENTE
2. Tbev aro, bomevor, price-takers in Ube labeur ínarket, where
Ube>’ face tibe comínon nominal mago w.
PORTADOR - ADSCRIPTIVO
3. AII II need freír Lbe oornmon tecbnelegv Ls a comzíxon demand
function fox’ labeur, denotod N(w,AD<pl/ph•
IDENTIFICADO
4, Tbs mago is insorted as an argument of [bis fuaction te ¿Ibm
inforínalís’ for substitution possibilities, so tbo partial
derivativos are negativo ¿md positivo, rospectively.
OBJETIVO
5. 1 ama fudging boro abeut capital ¿md other inputs, but [bat Ls
cml>’ te aveid unnocessary coínplícations.
AGENTE
6. Ir tbe standard shert-run caso, wbon Iabour is the enly
variable input, tbe demand for labour ½ F—l<AD<pl/pH, wbox’e
yl=F(N1) is tbe sbort—run production funetion.
CIRO - LUGAR
<18>
1. ‘[he ith firm choeses pl tú maximizo ita profit plADCpl/p>—
wN(w,AD(pl/p)), ignoring of’ ceurse the effect of its own decision
ea p.
AGENTE
2. Ir a symmetric Nash opuilibrium ir ~ thorofore, <it—
1 >/N¿+w/p, wboro j Ls the elasticity of Di.> evaluated at pl/pl,
t.akon Le be positivo ¿md asaumed for tibe usual roason Lo oxceed
units’.
CIRO - TIEMPO
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3. ‘[he emplovment offerod bv Lbe rqpresentativo tira is
w ,AD( 1)).
IDENTIFICADO
4. ObViOU5lV tbere are bese ends te be tied up, but this ni
enougb te make the main point.
INTERPERS EXISTENTE
5. in lihis medel tbe exogeneus variables are the nominal mago ¿md
whatever exogenaus facters determine tbe level of aggregato
demand.
CIRC - LUGAR
6. Tbere aro twa eQuatiofis te determine tiñe endogencus variables:
the commen price p, ¿md tbe level of employrnent N.
EXISTENTE
<19>
1. For a fin«ox’ exercise, take tibe case alroady inentionod, where
labour is tibe caS>’ variable imput.
CIRO - ROL
2. U addition. spec’fY A=A(M,p)~M/P aggregate demand Ls given
Uy the quantits’ theor>’ of mono>’ witib constanL x’otocity, aet equál
to eno by choice of monetar>’ uniL.
TEX PROCESO MATERIAL
3. Thti Lwo ocuatiofis pi th~ mq4~±become
(1) kF’(N) = w/p
¿md
(2) F<N) = (M/p)D<1> = (M/wHW/P>D(1>
where
k l-j-1.
IDENTIFICADO
3. In what follew.ax 1 ama going Lo assume that k ni more ox’ leas
constan, ox’, more precise1>’. tbat variationa ja tbe elastiCitY
of demand abeng the demand curve are net so largo as te undermine!
simple qualitative presumptiOfl5.
TEX EXPERIMENTADOR - COGNITIVO
4 If thnx ~ tbat would oní>’ strengtben tbe largor case 1 ¿u
trying Lo make.
CIRO - CONDICION
<20>
1 E=ixjnil~n,fl4 defines a negativo1>’ síaped curve in [be plane of
w/p and N.
AGENTE
2. It looks liko tbe ‘demaad curve ter labour
PORTADOR - CIRO - COMPARACION
I~ doca, in fact, sas’ [he mago oqusís the marginal revcnU@
product of labaur.
EMISOR
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4. It would be tibe ordinary deínand curvo Lcr labeur it w ¿md p
woro exogencus te tbe representativo firm.
IDENTIFICADO
5. Su»pose, ¡is in Figure 1, tbat tho oconoma>’ were ¿it point A, tú
[he lefL of the vertical cerresponding te the supply of labeur.
INTERPERS CIRC - COMPARACION
6. It viculd be Leínp[ing te sav that unomplovínent of tbe arnount NS
- NO cccurs because tbe real mago is toe high.
INTERPERS EXISTENTE
7. JliUs LL~ causal statemont ½ fundanontalí>’ nisleading.
TEX PORTADOR - ADSCRIPTIVO
8. In Ube inodol, firíns do not ‘face’ Llie real wage w/p they
face Ube nominal mago w, ¿ad tibe>’ cboose the real mago b>’
choosing p.
CIRO - LUGAR
9. Thnr,~ is nc point in wishiag tbat w/p mero at tho levol
corresponding Lo fulí empleyment because w/p is not available for
wishing wishing sbeuld be roserved Lcr exogeneus variaLiles or
for parameters, and , at least in tbis medel, w/p ½ ondogenous.
EVALUACION
<21>
1. ‘¡‘he correct wav te x’oad [be figure is different.
PORTADOR - ADSCRIPTIVO
2. Fx’orn 114 ~~i4 fU it is clear tbat tbe two exúgonúus variables
ti and w affect tbe cutcomo onís’ tbrougb the singlo exogeneus
factor M/w, the menoy supply in mago units.
OTRO - PROCEDENCIA
3. Substitution of fjj into tai yields
<3) kDC 1 >(M/whF(N>/F’<N).
AGENTE
3. Thus. N is an increasing funtion of ti/st
TEX PORTADOR - ADSCRIPTIVO
4. Th~ fil says tbat w/p must be a decreasing funetion of M/w.
‘[EX EMISOR
6. Jn Ito figure, tben, the economy traverses Lrom nortb-west tú
súuth-east alúng the curve att M/w riges.
CiRO -LUGAR (TEX>
6. flm ne~nIagix4 causal statement la that, at poiat A~
unemploynieflt occurs because the mene>’ supply is toe bm and/or
tbe nominal mago is toe high.
INTERPERS CIRC -LUGAR
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7. Ib!; is what 1 meant sarlier by Lhe reínark that the focus
sbould be en the nominal mago oven if tibe real wage is higber
tihan its fuIl—ornployment tevol.
IDENTI FICADO
8. It Ube nominal wa~e wero lamer Uhan it is aL A, tbo pnice
leve], would be itower Loo, but not by so mucb as tú keep tibe real
wago from being lower ¿md emplowment ¡‘rení being higlier.
CIRO - CONDtOION
9.. (Ri=mse noto _ tbese are statements about ‘lomer’ ¿md ‘bigher’
— ‘f’ailling’ ¿md ‘rising’ are a much moro cornpl.icatead dynarnic
Etor>’.
iNTERPERS IDENTIFICADO
<22>
1. It ~pes without savins baL a serious nacro—model would add a
jet of cornplications.
INTERPEES AGENTE
2.1 shall mention onís’ sorne of the mero important poasibilities,
O.T. EMISOR
3. fdrst of alL, .Lh.~ Th~ k9x .4rn,nikfving &~~n~pSjg~s - that
ag~~egaUe <loínand is aove rned by a cñild~sblx I~p4L~ nsuiniúly
tboory, asid tbat eíívptovment is determined uniQuelx b1 tbe level
of nuLpul — combined Lo reduce tibe effective number of exogoneus
variables Lo ono, tibe monos’ supply in W¿ge unitis.
TEX AGENTE
4. 4 inodol of aggregate demand comnlex onotí~b te internrot tbe
real world would cortainís’ involvo a considorabis’ largor numbor
of exogeneus variables fiscal policy variables, open-oconomy
variables, and probabis’ otbers.
POSEEDOR
5. For exanrnilo, xis seon xis tbere are twa variables, tbe real
wage—emptos’ment. plane is covered bs’ a f’amil>’ of equilibriuní lech
eacb describing bew Lbo equilibriun point varios with ene of tbe
exogenotis tao tox’s Por prescribed setting of tite others.
TEX CIRC - TIEMPO
5, Questiens of policv mix arise, ¿md multiple causation will be
Lito rule.
EXISTENTE (CAUSA)
7. FuJjj o~p½ymont mas’ be achiovable with a rango of real mago
ratos *
PORTADO» - ADSCSRIPTIVO
8. $tIQflIflflXA abúut t½ £~t waa ini L±~higbi will bayo te
be qualified still furtbor.
OBJETIVO
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<23>
1. A seúondgrx r.any fin&er exeroise mili clarit’y tiño situatien.
AGENTE
2. Supppse new that the capital stock la fixod in Lho short rija,
but [hero is anotber variable factor - imperted ram inaterjais,
sas’, vihose domestio currenos’ price Ls censtant Lbrougbout, ¿md
can thijs be supreesed.
INTERPERS TEX PORTADOR - ADSCSRIPTIVO
3. SJ~p1tard’s
t4on gives
N< w, y>
Letrina ñpnLied ~ Lhe c8ipj.tal—restricted coat
tibe cenditiienal demand £i¡nction Por labotir,
AGENTE
4. Lot tbis bayo tbe form w—ayb, as for a Cobb—Douglas
Lechnology, nr a valid local approximation te almost an>’ síuooth
POSEEDOR
5. Hero y wili be replaced hy AD(lhA in symmetrio equiiilbrium;
a and b aro positivo censtants ¿md the unit cost curve is local>’
txiuling or rising accerding xis b<1 or b>1.
O 1RO—LUGAR
technology.
<24>
1. Por si¡npticitiy
,
Lbeory spocification,
CIRO - PROPOSITO
il’ no ene mill laugb,
A41/pr<M/w><w/p>.
1 bold te tibe quantiL>’
2. Then it Ls easx to salve tibe madei;i,e. write down the mapping
from tibe exogoneus variables <M,w) te [be endogeneus variables
(N, m/p):
<4> Pi = (k/b><N/wj
aná
(51
17EX
w/p<k/b>l/bw(a+b—1)/bM(l—bI/b.
EVALUACION
3. Thus [he money supply and tibe nominal wage determino Lbo price
uit” goods and dio level of output, and [herefore [he level of
employment ¿md [he real mago.
TEX AGENTE
4. Qifl and emnlovnzent are no langor
accounti of tbe second variable factor.
PORTADOR - ADSCRIPTIVO
uni guel ~‘ vela tied
<25>
1 . Ngw f ix M ¿md treat ti as a parameter tú get
represontatien:
116> W/p (k/b)Hb/aN<1-a-b)/b
‘[EX PROCESO MATERIAL
Qn
tibe
2, .A~&umin.g tbat a+b = J~, Uds defines a farnul>’ of
sloped curves in tbe x’eal-wage-emplúyment plane, as ½
CIRO CONDICION
nogativeis’
Figure 2.
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3. Twa of [he curves are drawn, with Ml > Mo.
OBJETIVO
4. t=jmxig.e~tu ido domestic prion of ram materia4s mili ,~iñlft tbe
minie family of curves.
AGENTE
<26>
E M Ho, ¿md tibe nominal mago ni such as tío put
Ube oconema>’ aL point A.
INTEItPERS IDENTIFICADO
2. It la certainly correcti te say that ~.L~rr flQaLw4 .w~gr menid
load Lo a lamer real mago ¿md would achieve Pulí employment al II.
INTERPERS CAUSANTE — EXISTENCIA
3. It LhaL sense tbe real mago is Loo high.
011W—PUNTO DE VISTA
4. EL is e~unLiy wc, ~ thgt fqLl nIgy~e,.px ia
achievable aL O witb a largor menes’ suppty <read:aggregate
demandj, a higber nominal mago ¿md the same real mago, ox’ evea a
siightly higber ono.
INTERPERS TEX PORTADOR — ADSCSRIPTIVO
5. ¡¿att ~rn~t & a of t~ choteo requires both a more
complete ¿md sensible modo]. tiban Uñe sketcb 1 hayo ¿sed ¿md
serioI¡s atitention tú Ube dynamics of magos, prices ¡md
employment.
POSEEDOR
6. It la certainhx inadenuate±,hsxey=~n.u~t ½ ~ttiXth&t3 tite reAl
~ ½ Loo bigh, xis it’ tbe real mago more evex’ywbere ¿md
alway& an exogeneus variable.
íNTER- ‘[EX PERS PORTADOR-
ADSCRIPTIVO
<27>
1. Substitutien nessibilitii&a in ptnAiagtign offer stili aLbor
variations en tibe basic theme.
AGENTE
2. 15 p ers ±5 ti en t !LUSJSISXLLÁLIZAUQfl tin4 unemplgxment rs4usauí
Ánx4t~ifln~nIá ~.n=i½& ql 9AftLt&i. then an equilíbrium tocus,
like t.hat. la tibe diagrain, ira>’ shift Lo tite iteft, lowereing tite
real ¡vago corresponding to fuji empleyment.
CIRO CONDICION
<28>
1. fle~tJ~¡> ~Á capft4 ~ is a reminder tibet uP until
núm Ube discusalon has been confinad te Llie sbox’t run, with a
fixed number of firíns.
PORTADOR - ADSCRIPTIVO
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2. \ sbert—run euJtUAlibriUní - £1 Qn .l.rim qn Uw fk=1!tLb’Wrn’~
Loe iig==U.- could >‘ield positivo ox’ negative profitis fox’ each
identical fino.
AGENTE
3. A natural lenger—run eqjjiIi~Úing cg~~spt ecuid be
Chamberlinian positivo ox’ negativo profita evoke entiry nr exit.
until. Éhe number of’ firmas ja such Lhat equilxbrium prafita are
~oro,
PORTADOR - ADSCRIPTIVO
4. Lf tirm3 .txnLC4J lx op~mt~ ~J&n& L~t~.Pftsi s=fl curve~. entry
of’ optiznuma-sized firma oould evon be tibe vebicles by whicb
iavestment eccura.
CIRO - CONDICION
<29>
1. But tihon a guite rernarAi~kTh =LQAXIEMflU.tQXi oafl casil>’ anac.
TEX TEX EXISTENTE (CAUSA>
2. A {ong— rin eqpiUkr4Mm 1.Q~M=t.~ tXR~tQKQSl~ te tS~ sbox’V riJn curvO
ux t.he tÁrin~., can turn aut te be positivol>’ siopod.
PORTADOR - ADSCRIPTIVO
~. A fllQCiOI alo~g tk~& K?n.ar41 lin?s can be constructed wítb tibe
following proport>’ witb a fixed number eL firma, exegenous
vaniationa itt aggrogate demand causo ompío>’mefit and dic real mago
Lo moyo in epposite dirocLioflS, ono rísínM wbíle tibe aLbor falla;
but variations in aggregate de¡nand sustained long eaough fox’
rontry and exit te eliminate profita mili trace cnt a long-i’t¡n
equilibriulil lúcus ¿long wbich employnieflt and real magos riso and
falí togetiber.
OBJETIVO - CREATIVO
4. me undorlxiflg idea is tibaL bigber aggregfite demand induces
botb an increased number of firma ¿md arx increase in the size of
each firín.
IDENTIFICADO
5. As firms moyo down tdyg L~UÁA~ k,c4n&b gr tbtir 3ahAn~I1 sLQfl
curves, witb coapetitiOn olimin¿ting puro profita, tite
equiiibrium real mago can easily riso.
CIRO - TIEMPO
6. Tli2~I ~ certainí>’ a pemerful bltow Lo simplistie statements
about ‘clasaical unemplo>’mont’
PORTADOR - ADSCRIPTIVO
<30>
1.. U ~ mrAX4XQlOaV ~n.t ~flj~ a~a Ql mQMI coníd be adapted
Lo describo an opon econon>’ in wbich tbe domestio market is
abared bs’ foreign and domestie firmas.
INTERPERS OBJETIVO
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2. Tbat mill mako it more likoly tbat higbor real magos— cx’,
bet[er still, relativo wagos— mill be associated with demostic
unomple>’ííient.
CAUSANTE - ADSCRIPTIVO
3. Rut tho ran~e of exogeneus variables driving [be real or
relativo wage will be cerrospondingly enlargod.
TEX AFECTADO
<31>
í. ny obiect in tbis sectien mas net a particular explanatien of’
tbe recent shift te bigbor unemployrnent ratos.
O.T. IDENTIFICADO
2. Rut 1 hopo te bayo made a caso [bat eno of tbe currently
popular ways of asking ¿md answering tho quostion is improperly
ferínulated ¿md tberofore unlikely te load te clear thinking.
O.T. TEX EXPERIMENTADOR - AFECTIVO
3. Tbe propor strategy ½ te focus en tbe exogeneus variables
(and of courso en tbe oquilibriuma conditiens [henísolves>.
IDENTI FICADO
4, Whatever ene may believe about tbe nominal wape, tbe real mago
is unlikely te be exogeneus, sxcept under spocial circuinstances.
CIRO -CONDICION
2 ‘[HE NATURAL RATE OF UNEMPLOYMENT
<32>
1. Milton Friedman, it will be roinembered, original].>’ definod [be
natural rato of unemploymont’ as the unempleymont rato ‘ ground
out b>’ the Walrasian equations’, or words te [bat effect.
EMISOR COMO AGENTE
2. Tbe concopt, ex’ a concopt goin~ under [bat narre, has become
firmís’ established in the literature,
AFECTADO
3, But 1 doubt tbat rnany of tbose who use the concept would
accept Friodman’s dofinition, ex’ would imagino ocenernetric
estimates of the ‘natural rato’ te be estimates of a component of
Walrasian equilibrium, or would regard [be Walrasian model as a
valíd reprosontation of anytbing tbat a macroecúnoínist weuld be
much interested in.
TEX INTERPERS EXPERIMENTADOR - COGNITIVO
<33>
1. kn practica]. terms, tbe ‘natural rato> tbose days figures in
twa ways.
CIRO-PUNTO DE VISTA
2. It ííiigbt appeax’ as a NAIRU, an unomploymoat rato Lielúw which
the ecenemy can net sta>’ without accelerating inflation.
PORTADOR CIRO - ROL
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j. Dr — in ¡nodels [bat centain an expectod inflation’ ox
’
inortial inflatien’ term en the right-band sido with a
coefficient of unity - it eccurs xis [be uaemployznent rato
compatible with a rato of inflation [bat does net deviate fronx
tibe expocted ex’ inertial rato.
TEX CIRO - LUGAR
4. This sbif’t of meaning is impex’tant because it diminisbes tite
tiemptation te ascribe optimalit>’ proporties [o tbe natural rato
xis ono íiiigbt automatically do witb a Walrasian concopt.
PORTADOR ADSCSRIPTIVO
<34>
1. Tbere is a minor ambiguity about Lbe first — [be NAIRU -
definitien.
EXISTENTE
2. It is compatible with [be idea of a long—run Pbillips curve
Lbat síepes dewnward everywbere, but has a vertical asymptote aL
tbo loft, at a positivo unomploymenti rato, procisol>’ tbe NAIRU.
PORTADOR — ADSCRIPTIVO
3. Tbe secend definition, bemever, insists en ¿ vertical long—run
Pbillips curve, and defines tite long run Lo be a state in wbich
tibe actual and expected (ox’ inertial) inflation ratos aro equal.
EMISOR COMO POSEEDOR
<35>
1. In rocent years [be vertical Phillips curvo interprotation of
Lito natural rato ñas come te dominate tbo litorature.
CIRO - TIEMPO
2. Thore seen te be [mo reasons Por [bis.
EXI STENTE
3. First, econemetric Pbillips curves estimated freír post—1965
sarplo por ieds reutinoly produce noar—unit ceefficionts en tite
oxpoctatior.al orinertial variable, so tho empirical basis ½
tbero.
TEX AGENTE
4. Tbe socond reason is purely thooretical: it mo imagino timo
otitermiso identical econemios, Pulí>’ adiustod te difPerenti ratos
of’ inflation (and menes’ supply grewth, sas’>, me seo no reason ter
tibor te bayo different real eutcomes.
PORTADOR - ADSCRIPTIVO
5. Tbis 15 wbs’, mas’ back in 1969, 1 described tite vertical long-
run Phillips curve stor>’ as hard not te believe’.
IDENTIFICADO
6. It dúos, bemever, put quite a lot of strain en tite netion of’
Pulís’ adiusted’
AGENTE COMO CAUSANTE - ADSCRIPTIVO
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<36>
1. ‘Phis version of tbo natural rato of unemplovrnont also ñas eno
ver>’ uncemfortable i¡nplication [bat soems aoL [o bayo been
directís’ faced in tbo litorature.
POSEEDOR
2. Later en, in anetitor cennection, 1 ¿¡u geing te refer tú sorno
recent estimates of [be natural rato in several OECD ceuntries.
O,T, CIRO LUGAR (TEX)
3. Ono of [beso puts [be cux’rent natural rato at 8.0 por cent in
tbo Federal Republic of Gorman>’ ¿md at 2.4 por cont in Austria.
EMISOR
4. Ono rnigbt be prepared Lo agree that [boro would evontualis’ be
accelerating inflatien in Gorman>’ if’ tite unomplos’znent rato mere
iteld bolom 8.0 por cent fox’ a long time, and in Austx’ia if tite
uneínploymen[ rato mero beld below 2.4 por cent f’or a long time.
EXPERIMENTADOR - COGNITIVO
5. Would anvone, bomever, accopt tite symínetrical proposition:
titati titere would eventualí>’ be accelerating deflation in Germany
if tibe unemploymont rato mere aboye 8.0 por cent Por a long time,
and in Austria if tbe unsmployment rato mere te oxceed 2.4 por
cent for a long timo?
EXPERIMENTADOR - COGNITIVO
6. Somebow eno doubts it.
CIRO- MANERA
7. Yet [bat is an implication of tbe wbúle apparatus.
TEX PORTADOR - ADSCSRIPTIVO
<37>
1. Tbe easy dod~e will not work.
AGENTE
2. Ono is [empted [o sas’, Ob,moll, so [be natural rato is a bit
fuzzy, an intorval ratber [han a peint, and titere is a band in
wbicb tite Pbillips curve slopes dovin, oven in [he long run,
EXPERIMENTADOR - AFECTIVO
3. Tho treublo is tbat, if [be liand is ver>’ narrow, the
discomfert reinaina: weuld ene boliove [bat Austria mould bayo
accelorating deflatien if tite unemployment rato mere sustained at
2.6 per cent?
IDENTIFICADO
4. 1ff [be band is f’airly wide, bomover, [ben, in effect, tite
long-run Phillips curve is net vertical ¿md eno can talk abeut
trade—effs mititin tbat ‘fairí>’ wide’ seno.
CIRO - CONDICION
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<38>
1. 11. tiñere is a natural rato of unemplovment, tiben it is oloarís’
iínportant fox’ pelie>’ purposos te knew what it is.
CIRO - CONDICION
2. It would make a loti of difforonco te pelicy whotihex’ tibe ñigh
unemployrnenti ratos mo are boro tia discuss eccur becauso tibe
natural rato ½ vex’y bigb er because current unemplo>’ment is fax’
aboye tibe natural rato.
PROCESO MATERIAL
3. Of course~ tbere aro estimates of tite natural rato, and Lbis
conference will undoubtedl>’ produce mere.
1 NTERP ERS EXISTENTE
<39>
Y. Estiínaties of Lbs natura r~Ia ½tbs NAIRU tradition tend Lo
eínpbasize oñanges in tite ooííiposition of tite labaur Varee bs’
demogx’aphio nr skill categer>’, obstacíes te mobility, tibe ante of
~inempioyment insuranos bensfits, and sucit factors.
AGENTE
2. In tibe vertical PJñllLaa=;ux’X’C tradition, bomever, [he
estimated natural rato arises Vram tibe pbilips curve ttself’ if
tibe coefficient on tibe inertial—expectátian¿l variable is unit>’:
ene simpí>’ equates tite curx’ent and expectod inflatíen rates and
solves lar Lite iínplied natural rato of unomployment <wbicb mill
titen be a functien of an>’ otiter rigbt—itand sido variables>.
CIRO - PUNTO DE VISTA
3. Tbat ½ nowadays tite caminan procedure.
PORTADOR ADSCRIPTIVO
1. A mild paradox arises itere.
EXISTENTE (CAUSA)
2. Ibose wbo estimate tite natural rato in tbis ~4y occasion¿ILY
ge on Lo discuss evonts ox’ policies tbat migitt possibly chango
tbo natural rato.
EM I SOR
3. ~h~n th~x =i=t,tibes’ normally talk about tbe factars 1 mentianed
oarlier xis figuring in tite NAIRO traditian.
CIRO — TIEMPO
4. I3ut titase factors bayo plas’ed no rolo in tite estimation.
TEX AGENTE
5. ~ seeme liko ratiter a bold leap, calling fox’ ¡nove
juatificatiún [ban it getis.
PORTADOR - ADSCSRIPTIVO
6. Ony~ can alwas’s defino Lite unomployínent rato Lo be below the
natural rato wbenever inflatien is ¿cceleratiag.
EMISOR COMO AGENTE
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7. But [ben it is vacucus te sav that lnf’latien is accelerating
because unemployrnont is below tite natural rato,
‘[EX TEX INTERPERS AGENTE
<41>
1, ‘[be main paint 1 want te mako about estinatos of tite natural
rato is ratiter different.
PORTADOR - ADSCRIPTIVO
2, Fer cencretenesa It turn te a receat Werking Papor of tite OECD
Ecenemics ¿md Statistics Department (Cee & Gagliardi,1985).
O.T. CIRC - PROPOSITO
3. I ompitasize titat 1 ama not be±ng critical of titis paper, which
soems te Lie an excollont and oxceptienalís’ theughtful exarnplo of
tho genre: it Ls [be genre 1 want te guestion.
INTERPERS AGENTE
<42>
1. The paper produces vertical Phillips curvo estimatos of tite
natural rato for nne or ten cauntrios , ant! ter titree or faur
sub-intorvals of tite penad since 1961 en 1967.
AGENTE
2. Titeir Pbillips curves are net really vertical Liecause changos
in unit labaur cests need not be passed ono—fon--ano inta changos
in prices, with citangos in iínport costs accounting Por tite
diff’erence.
PORTADOR - ADSCSRIPTIVO
3. But tbe numbers seemn te allow the paint 1 want te ¡nake.
‘[EX AGENTE
4. As already mentioned, tite current (earlv 1980s) natural ratos
rango from 2.3 and 2.4 por cent in Japan ant! Austria te 8,0 por
cent in Gorman>’ ¿md 9.0 por cent in Franco.
TEX AGENTE COMO IDENTIFICADO
5, (Surprisingly, II guess, [he estimate Por the 11K wbich vias 7.3
por cont in 1976-80, falís te 5.9 por cent ½ 1981—83; but [itero
Ls a vaniant , with a different treatínont of import prices, [bat
gives a figuro oP 9.6 por cont for 1981—83.
INTERPERS INTERPERS AGENTE COMO IDENTIFICADO
6. Tite alternativo treatrnont of inn’ort prices givos more
sonsible-looking results ter tite Unitod States tao, but my
argument does not depend en sucit detall-a.
AGENTE
7. Ceo and Gagliardi are, búwever, callirig attentiúfl te a
noglected aspect of tite NAIRU in an opon econoíny.
AGENTE
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<43 >
1. Tite countirv papera aL titis conforonco will vox’>’ likely emerge
witb ostimates of tite natural rato that var>’ widely from placo te
place -
AGENTE COMO POSEEDOR
2. Can me rationalizo [bose differences in toras of labeur market
institutions ant! otitor factora ia a cenvincing mas’?
AGENTE
3. It la ñardly eneugit te allow titat [boro are unspecified
‘difforonces’ botweon ceuntries Lito dif’Perences bayo te be
quanLitiativel>’ adoquate te tite task.
INTERPERS EXISTENTE
<44>
1 . It la oven more striking tbat Lite estimated natural ratos
mititin countries var>’ midel>’ freía sub—period te sub—period.
INTERPERS PORTADOR - ADSCRIPTIVO
2. Tite estimate fox’ Germanv gees from 1.6 [o 8.0 por cent in ten
years; tñat fer France geos fron 3.3 Lo 9.0 por cont in fivo
years; LitaL for tite OK, froríi 2.6 Lo 7.2 por cent betmeon 1967—70
¿md i971—75.
AGENTE COMO IDENTIFICADO
3. Can titase dramatio citanges be rationalized in a satisfactor>’
mas’?
OBJETIVO
<45>
1. Cos and Gagliardi tako noto of [be pessibility tbat tite
apparenti ‘natural rato’ mas’ be cIaseIs’ related te observed past
rates of uneínploymont.
EXPERIMENTADOR - COGNITIVO
2. Tbev pertorm an interssting oxporiment; but ni>’ interpretatien
el.” tite cutoemo is títitoris’ dif’foron[ froma titeira.
AGENTE
3. Thev enter tite unomples’mont rato in tho Pitillipa curve as a
doviatien from ita emn feur—year Caccasionalís’ eigbt-yoar> ínoving
ave rage.
AGENTE
4. Hero is titeir su¡nmary:
O.T, CIRC LUGAR (TEX)
5. “In tite case of Australia tbe iínprúve¡nent relativo te tite
equation witb just tite unemplayment rato is dramatic,
CIRC — ‘[EMATICA
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6. As well as improving tite sx~lanatorv powor of tite ecuation
,
tite ceofficiont estimatos en botb tbe activit>’ variable and Lito
inflation rato becenie significantí>’ difforent fronx zoro, ¿md [he
ceofficient en tite inflation ten cúrrespends mere closely te a
priori Lieliefs.
CIRO -ADITIVO
7. For tite United Kingdom titore is a marginal improvoínent in the
equation.
CIRO —TEMATICA
8. Fox’ tbe otitor ceuntrios, incarporating a natural rato
specified in [bis mas’ rnakes little difforonce te tite esti¡natiún
resultis ant! itence tite moro straigbtforward specificatien. , .
rnaintainodi’ (Ceo & Gagliardi,1985)
CIRO -TEMATICA
<46>
1 . 1 tako [bis as saying [bat tite data do not prefor [be
conventional, natural rato, specification te tito ano titat looks
at laggod unemployznont ratos.
INTERPERS EXPERIMENTADOR—AFECTIVO COStO OBJETIVO
2. Rut tite implications of [boso [mo alternativo ñ~~athoses
differ radically.
TEX PORTADOR - ADSCRIPTIVO
3. Tite lag interprotatien says [bat titere is yet anotiter ma>’ te
bring dúwn [be currentís’ eff’octivo ‘natural rato’: ,just bayo law
unomployment ter a while.
EMISOR
4. That meijíd seem te be front pago-nows.
PORTADOR - ADSCRIPTIVO
5. It ni bardís’ a natural—rato story ¿it al]..
PORTADOR -ADSCRIPTIVO
<4’?>
1. Tito propon conclusion is not tbat tite vertical leng—run
Pbillips curvo version of tite natural—rato its’potbesis Ls wrong.
IDENTIFICADO
2. 1 would suggost instoad [bat [he empirical Liasis Por [bat
story is ¿it bost flimsy.
INTERPERS TEX PORTADOR - ADSCRIPTIVO
3. A natural rato [bat M~s around froin ono triennium te anotbor
undor tite influence Ql unspecifiod f’orces, including past
unoín~lovment ratos, ½ not ‘natural’ at ¿11.
PORTADOR - ADSCRIPTIVO
4. ‘Epipitonomenal’ would be a better adjoctive; look it up.
PORTADOR - ADSCRIPTIVO
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{NVOLUNTARY UNEMPLOYMENT
<48>
1. A vear ox’ twa ago 1 bad a memorable conversatien mitb a fsm of
my teacbing colleagues in macreeconomics.
CIRO-TIEMPO
2. Iqe are discussing tite covorage of Lito ceunso mo teach
togetiter: witat must alí of cur graduate students, mitatevor titeir
specialities, knom abou[ macroeconemnics?
EMISOR
3. 1 offered dio <casual) opinion titat me cauld bayo auti any
Lreatirnent of tite supply of labeun, en [be grounds tbat eno can
tite supply of labeur te be inole.stice.ll>’ givon ant!
constiant in tite sitex’t te medium run witbeut losing anytiting of
significamos Lo macroeconomics.
EMISOR
4. Ono o m,y colbeaguos objected titaL [bat mas impossibbe.
EMI SOR
5. 1 askod wity.
EMISOR
6. 1-lecause Liten one could net explain fluctuatiens iii employment.
‘[EX ‘¡‘EX AGENTE
7. 1 explained [bat 1 thougbt emplos’ment could be a lot smaller
Litan Lite supply of labaur.
EMISOR
8. Tito book 1 got in re[urn oculd bayo signified amusornoat,
disbelief, pits’ ant! — maybe?— tite dawning of a new idea, in
unknown px’oportions.
EM 1 SOR
9. 1 mould ratibor not know.
EXPERIMENTADOR - AFECTIVO
<49>
1. Somoene once dofined an economist as a parrot trained te
x’epoat ‘Supply ant! demand, supply ant! demand’.
EMISOR COMO AGENTE
2. ‘[itere are manv worse tbings you could teach a parraL tú sas’ -
and me bear titein oven>’ das’ - but 1 want te suggest [bat, in tibe
case of [be labeur ínarket, our preoccupation with prico—ínedi¿itOd
max’keti—cloaning as tiño ‘natural equilibriuní condition ma>’ be a
serious error.
EXISTENTE
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<50>
1. Fon oxaínple, it is eften ar~ued tbat individual
wox’kers could accept lower—skill, lewer—paid jebs titan titos’ are
used te, bocauso sucit jebs are usualís’ available.
TEX INTERPERS AGENTE
2. Since Lbo~’ do net de se, titeir unomployment’ sitoijíd be
rogarded as ‘voluntar>”,
CIRO - CAUSA
3, fi tbink 1 once pointed eut [bat, lix tbis standard, alí tibe
American solt!iers wite were killed in Vietnam, could be coun~~ej att
suicides since tites’ could bayo deserted, emigratod tú Canada en
sbot themselvos in tite foot, but did nat.)
INTERPERS CIRO-PUNTO DE VISTA
4, Tite key point boro is [bat tite notion of ‘involuntary
unemploymen[’ is not metapbs’sical ox’ pss’cbolegical; it has littl.e
ox’ netiting La de witit free mill.
IDENTIFICADO
5. Frem tibe econamist’s point of yj~, [boro itt invaluntar>’
unemploymont mitenevor, fox’ ¿ny substantial nuniber of workers, Lito
marginal (consumptian) value of leisuro itt less titan tite gúing
real wage irx occupations fox’ wbich tite>’ are qualif’iod.
CIRO - PUNTO DE VISTA
6. Tbat definitien cavers underornplo>’ment as molí as total
unempleymont, ant! it cúvers botb tite skillod mechanio wba does
nat tako work as a sweeper ant! tite eno wha deos.
POSEEDOR
7. It has empix’ical cantent.
POSEEDOR
<51>
1. Titero is a valid ant! important ciuestion of mit>’ werkors mho are
inveluntanil>’ uneíuployod do not activel>’ bit! fox’ jebs by nominal
wage-cutting.
EXISTENTE
2. It is an eouallv interosting obsorvatien titat emplovertt do not
usualís’ encaurage sucit bebaviaur.
INTERPERS AGENTE
3. Econamic tbeor~ is not without usoful anamera tú that
quostien: [iteroare ass’mmotric infommation titeories , effiCiOnCY
mago titeonios, relativo—mago titeories, bargainiflg [beoríes,
fairnoss titeonies, insider—eutsider titeonies.
POSEEDOR
4, Rosearcb itas como tú no firm conclusian yet; and tite probloin
of empinical discnimination itas not oven beon taucited.
AGENTE
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5. InternaLional cemparisOn rnay pía>’ an impox’tant part boro.
AGENTE COMO PORTADOR—ADSCRIPTIVO
<52>
Y. An intorogting ant! useful solutian Lo tbat rit!dle mill alrnost
certainly’ involvo an equilibrium concept broader, en aL least
diff’orent fror», price—modiated market-cloaning.
POSEEDOR
2. fi sas’ ‘almost’ te ¿11am fon tite possibility tbat slowly solf-
cox’recting disequilibrium ma>’ turn eut te be a bottor idea.
EMISOR COMO AGENTE
3. Titat mill mean taking seniousls’ tite problem of modelling tite
strategs’ sots actualís’ seon by firms and werkors as availablo Lo
tbo¶, and tbeir criteria of citoice.
POSEEDOR
4. In neititer respoct, it seems te me, itas ecanomic tbeary yet
dono justice te tite institutienal ant! affectivo complexit>’ of tibe
labeur market,
CIRO - TEMATICA
5. Tite conventional assumptions seem particularí>’ implausiblo ant!
unappealing tibere.
PORTADOR - ADSCRIPTIVO
<53>
1. Once ano stax’ts down tbat lino
,
posoibilities opon up.
CIRO - TIEMPO
etbon interesting
2. Wo are alí usod te [be idea tihat non-cooperativo
bayo inefficient oquilibniuní points.
PORTADOR COMO EXPERIMENTADOR - COGNITIVO
3. ‘[be exarn~le of Nasit eouilibriuni, has ¡ of ceurse,
in detail.
OBJETIVO
4. In sucb cases it is natural te ask if titere
allocationa titat are cooperativol>’ at[ainable,
mecbanisms couiLd mast effectivoly achievo titem»,
CIRC- LUGAR
gamos can
beon studied
are botter
ant! wbat
5. ‘[bis ni wbat Lito [boar>’ of econoínic palics’ la presuiliabí>’
about.
IDENTI FICADO
6. 1 42 nnJ~ tbink U ii.ifl 2E2X2 jjfi§fflj simpí>’ [o Lurn
macreeconomifls into gamo titeor>’; but 1 think it mill be useful Lo
incorparato sorne game—titeoretio bablts of thought into tite ma>’ me
do ínacroecúnúffiic titeor>’.
INTERPERS EVALUACION
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7. Kevnes’s idea [bat anvtbing tbat ocuid be accemplisbod ky wage
ulsflatiarx oculd be accemplisbed more guickly ~n4 loss strossfullv
by mQnetarv expansion is, rigbt ox’ wrong, an examplo of Lbs sax’t
of Lbing Lbat noods Lo be dono, a bit moro fox’mally ant! en a
broader front.
PORTADOR - ADSCRIPTIVO
86
THE SPAHISH CORRELATIVES OF COMPARISON
AHD SENTENCE RECURSION
TI-lE SPANISH CORRELATIVES OF COMPARISON
AND SENTENCE RECURSION
<1>
1. The propertv of recursion throu~h successive repetitions of
sentences withln sentences rnust surely stand among the most
widely realized characteristios of natural languages.
PORTADOR - CIRO - LUGAR
2. It is one, moreover, whose considerable power linguistio
theory has understandably tried to constrain as narrowly as
possible into the three processes of coordination, relativization
and complementation.
PORTADOR - ADSCRIPTIVO
<2>
1. In years past there have been both explicit and irnplicit
claims that comparative formation embodies yet a fourth process
of sentence recursion.
CIRO - TIEMPO
2. For comparative structures, however, Chomsky(1976) has
suggested an analysis that would preclude the assumption of a
fourth process.
CIRO - DESTINATARIO
<3>
1. On this rnatter the data of English is often frustratingly
opaque and a decisive answer to the dilernma is difficult bo
provide.
CIRO - TEMATICA
2. There are, however, certain structures of the comparison of
enualitv provided in Spanish and Latin, and to a lesger extent in
certain other Romance languages, where the relating rnorphemes are
so marked as to provide a clearer mapping of the derivation of
the structure.
EXISTENTE
3. It is on sorne of these structures that this study focusses,
since 1 suggest they hold evidence that ½ of considerable
relevance to the problem.
CIRO - LUGAR COMO TEMATICA
4. Indeed it wilI be argued h~.r& Th~t ngn& of the three
established sentence recursive processes is capable of defining
correlative conjoining’ and hence a further process must be
recognized.
TEX INTERPERS PORTADOR - ADSCRIPTIVO
<4>
1 It la as well to consider at the outset certain objections
that rnight be made that these structures are literary and have
ceased to belong to many dialects and registers of speech.
EVAL{JACION
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2. This difficultv la readily admitted.
EMITIDO
3. It ja a difficulty also experienced by the acholar working on
any historical phenomenon, be it a classicai language nr oid or
middle English.
PORTADOR - ADSCRIPTIVO
4. Nonetheless, man’ insights into contemporary prpcesses have
been gathered by evidence far further removed from present—day
speech.
TEX OBJETIVO
5. tu purpose la ant to map the prevailing doznains of Ube
contemporary language, btu. to avail rnyself of whatever evidence
there is Izo postulate what ja poasible within Uhe limits of
Universal Grarnrnar.
O,T, IDENTIFICADO
fl. f shall a~gpg on libia evidence that at sorne stage Spanish
contained a recursive process which ja indefinable by any nL’ tibe
three established devices.
INTERPERS CIRO - CAUSA
7. If correct, thia conclusion has implicationa both la terna of
recuraba la general and alio Por Ube analysis of co¡nparison ja
particular, alabe it provides evidence that universal grainmar
containa a fourth device, one therefore potentially available Lo
ah languages.
CIRO - CONDICION
8. It does not, of caurse, establisb that any particular language
than the one from whicb Ube evidence 18 taken, avalis itself of
this device.
EMISOR
=5>
1. The data ayer which we shall be elaboratin~ g~j argunient la made
up of thoae correlative structures which are characterized by the
co—occurrence of the membera of nne of the twa pairE of
correlative words, tal.. .cual; and tanto.. .cuanto.
IDENTIFICADO
2. The first member of each ~j i~Jj~ p~j~ occurs generally la the
ieft hand clause in aur data, and will be referred to as the
‘antecedent’ (tal ,. ,tanto).
PORFADOR - CIRO - LUGAR
3. Th& second m~rnt=~x appears la Ube rlght hand clause and iglhl be
referred to as the ‘relator’ word (i.e. cual, cuanto).
PORTADOR - CIRO - LUGAR
4. Where posaible lihe sentences are taken from authoritative
worka and the authors ‘a name la included la brackets atterwardu.
CIRO - LUGAR
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nat ivej. la oliber cases E have rehied en libe ,iudgements nL
laformanta.
CIRC - LUGAR
<6>
1 . la libe course
recul’SiVe prns9,~ses
sball have cause
correlat ive structures.
O.T. CIRC - TIEMPO
of tj~s laveE~XjjU1tiQfl aJ tb~ ~RaW44h~fi
as devices Por accountjpg Por th~ tfla, we
Lo consíder oliber syntactic properties of
2. Reference wihl, la particular and repeatedly, be made te the
follnwing properties, whlcb it wifl be convenient to factor out
at libe beglnnlng.
0.1. EMITIDO
Correlatlves involve WH-mnvement
wb—movcment, ant ¡ceah te
<7>
1. CorrelalilVOS clearly involve
particularly la t.he fact that libe relator words cual and cuanto
bear Uhe usual marking of wh—word la Spanisb (j.c. inihití /k/
and tire assoclated with a constituent gap ja tbe part of the
sen tence Prom which they rnay be coas idered Lo have been removed.
POSEEDOR
2. Thus
se riten ce
TEX
althouih
cannot be
li he re la a g~~Jflwj3Jisfld. nttu~ts4 t 9).
embedded after cuanto (10):
CIRC - CONCESIVA
3. la other words, thi~ la a case of the ‘t’-gap, aseociated with
the trace ‘U nf the element t.hat has been removed.
TEX PORTADOR - AUSCRIPTIVO
Correlative words are adiectives
<8>
1. Ibe notion
tranaformatlonal
‘adiective’
‘to be a~ adiective’ ja defined
grarnrnar as the lexeme dominated
in tetilla el
by the nade
IDENTIFICADO
2. jfrj~ meana tbat from the beuristie polnt of vlew an adiective
le mnst readlly díscovered by distributioflftl crlterla, it it
libe categflt’yoccura wbere lihe rules of’ the grammar permil
adjectlve.
IDENTIFICADO
pnrtitul&rlY
morphologlcfli3. Enxm~I pxgnsitUni provide addltionfll critCl’la,
when they slgnal that an ltem has undergofle libe
rules predlcted by libe grammar for libe categot’Y conceirned.
POSEEDOR
t b i
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¡ me most signjflcant: r~xi=r&lg~nP the corre.tative word,~ heín~
conaidered ja that of libe marklng Var riuaber <and gender mn libe
case of the tan(to> cuanto pair).
IDENT1FICADO
2. Uy qúI~king tl~iribut1onat arid Pr9p!~rt~ it i~
pasa ible Lo arrive itt aix unequlvocal decision fi t o the
categorícal status of’ these words.
CIRO - MEDIO
3. ¡alt lalin le t usnote t&ú~. thn, p nrrtn~.n Ql. ~u&rkuit~ Z.==x
number txn4 gender are 1 inked Izo three categories bes idea that ot
ad.iective, narnely lihose for nominal and determiner.
TEX INTERPEES PORTADOR - ADSCRIPTIVO
4. We may now turn Un libeir distributional propert ie~i in order Izo
ideatit’y whicb of Ube tbree Ibe correlative wr.rds are.
0,1?. EXPERIMENTANTE - COGNITIVO
1<)>
¡ . Tbere ja clear evídence UhaIz UJg QQlíreLaLIXV words are n 4
nouns provided by sentences such ita 1 1 1
INTERPERS PORTADOR - ADSCRIPTIVC)
2. Iiere1 ja lihe expresa ion cuantas ~flr~1t@~ bu w~ux t4r<)
cuantas la patently the ruodá fier of estrellas wm th which 1
concord Thr number and gender.
CIRO - LUGAR
<11>
1. It la true that nominais may also be [be modifiers of oliher
nominals hut tihen Ibis occura libere la generally no obligatorv
concord.
INTEHPERS PORTADOR - ADSORIPTIVO
2. Thus tic m4y havn~ Lxpicallx seatences in libe form of (tU and
<121 exemplitylag predicate and attributive modification ot a
noun by a noun but withnut concord.
TEX INTERPEES EXISTENTE
3. ~u gJj~~jr words~ Lbe critefl~ ~í tgflt~2uttQn ~nd uxXkc¼pn
converge In the conclualon tbat rio unified analssis of
correlative phenomena can be provided under 1kw assumptíon that
correlative words are anuas.
TEX PORTADOR - CIRO - LUGAR
<12>
1. 1! Ls onjx s~Uthtix ‘u=n~Prtikjsrnft tic ½de~m,U4L~ that tbese
words are rxcu. determlners.
EVALUACION
2. F½~ Kli~ pjtr.pQ~u=m Ql UUI J=4ISX it. is not. of great impartancw=
1? Lhey are so considered.
CIRO - FIN
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i. Hotiever. libere Is a fair amount of evide~~g agal mili libe
determInEn’ assumptlon.
TEX EXISTENTE
4. Conslder, for example, that the determiner la a category wbich
ja onís’ introduced as an expansion of NP, ilis occurrence la
limlted Uberefore lic NP slots.
INTERPERS TEX PORTADOR - AUSCRIPTIVO
5, It has been sbowa, however~ tbat correlative words are lio be
Pound la poalticas with a fuactlon that ½ uncharacterlstie of
nomlnala.
INTERPERS TEX PORTADOR - CIRO - LUGAR
ti. Thus tbev modlfy verba ita in example (6) aad otber adjectivea
ita in (7) and (8>.
TEX AGENTE
7. In lihe case of tbe ‘(lualltatlve’ correlat1xe.~ t4 ~mJ ctp¡1,
libes’, like ah aucb adiectives, mas’ occur ng tbe predicalie nf
estar and sImilar verbs tihose suboategorizatlon la aucb tbat libes’
mas’ not occur witb nominal predlcates.
CIRC - TEMATICA
8. It la an important conseguence of t.b& t,~h~ory Ql
transformatioaa.i gramniar lihaL alí lexemes belong Lo nne of libe
independentis’ motivated lexical categorles whlch cnasliltue part
of lihe finite vncabulary of the pbrase structure rules.
IDENTIFICADO
9. Thus, for any particular unanalvaed phenomenon It tinuld be
hlgbly susplcinus te propose that a new lexlcal category be added
Lo thia vncabulary.
TEX CIRC - TEMATICA
10. In the case of correlative torda (although tbey are not
without Uhelr ldlosyncraslea) it ja more natural te assufile, lihat
they belong to sorne already establlshed lexical categorY.
CIRO - TEMATICA
11. Usln~ distributlonal and formal crlteria, 1 have attempted lo
ahow, that tbese words are most naturally analysed as adiectives.
CIRO - MEDIO
Antecedent movement
<13>
1. Tbe antecedent torda tal ~n4 tnnZn are relatively mobile
tILbin Lbs upper sentence, a property whlch te ahall refer Lo as
libe antecent movement.
PORTADOR - ADSCRIPTIVO
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<16>
1. We may aunirnarlze our lntent an far by indicating ‘-bat
correlaLlve structures have been abown Lo reveal CCt’tain
syntacLlc propertles:
(a) correlative sentences Involive wb—fronting;
(b) correlative torda are adieclilves;
(o) they rnay undergo antecedent movement;
(d) nouns inodlfled by correlatlve torda are pied-plped along
wlth Lbelr correlative;
(e) correlatlon la aubjecL Lo Ube IdenLlcal funotion
constralnt.
0.1?. EMISOR
2. We abatí compare the establisbed recurslon procesaes with mit
own correlative coajolaing hypotbesla prlnclpally on Lhese and
cther syntaotic facta and tbeir capacity for accnunting for them.
0.1?, AGENTE
Coordinatlon
=17>
1 . Tbe firaL posslblliLs’ te be considered la tiheliber coordinatlorx
rnigbt noii provide an adequaLe account of correlatlve con.ioining.
0.1?. IDENTIFICADO
2, Let us be clear as lio what migbL constltute evldence in favaur
of libIa posslblllty.
O.T. PROCESO COGNITIVO
<18>
1 . Coerdlnatlon Implies tbe conjolnlng of two equal atrucLures
in a retatlonshlp in which neither la subordlnated to the other,
and generally tbroughout libe Interpositina of a conjuaction word
that la independent of bntb of the conjoined elernenta.
IDENTIFICADO
2. Since it tinuid be sentenLlal coordination that would he
relevant te correlatlve con.ioinlng, the atructure implied by a
ceordlnatlon hypotbesls la lihaL of’ (17)
CIRC - CAUSA
<19>
1 . The problem nf such an analvala for correlatlve structures la.
la tbe first place, Izo locate a conjuriction.
IDENTIFICADO
2. Again. onlY Áx~ correlative relator torda can, with ~nY
feaslbllity, be so conaldered.
TEX PORTADOR - ADSCRIPTIVO
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3. ffowever, on several counLa tbey reveal propertles quIte alien
to coajuactlon, an, for example, libe marklgng for person and
number, la concord ofLen witb a nominal la Lhe sentence, and
oLber adiectlval propertles; Ube overt slster relationsbip
beLteen tbe relator torda and anotber lexerne of libe embedded
sentence obaerved In the case of <1) tihere Lhe nominal estrellas
has beea pled—piped aloag wILh Uhe relator cuantas; libe fact Lbat
idi correlative torda are coastituenta nf Ube left-band sentence
ma the case of the antecedenlis and Lbe rigbt—hand seatence la libe
case of the relator torda.
TEX CIRC - CAUSA
<20>
1. It ~s, moreover. clear tbatX±h~correlaLlVQ q~psea are
embedded clauses and cannot, Uberetore, be inatances of’
cnordinatlon.
TEX INTERPERS PORTADOR - ADSCRIPTIVO
2. perbapa the best c.rlterioa of libIa are libe movemeat
constralnta dlscovered by Emonda (1970).
ENTE RPERS IDENTIFICADO
3. Ihus It has been rernarkÑ fl.~t th twa correlative torda1 libe
ixntecedents tal itad tanto have a certaln freedom of movejneflt wiLb
Uhe left—band clause; libe relator torda cual nad cuanto on libe
other band are flxed lmmutabiy la Ube left—mosl position of libe
rlgbt—band sentence.
TEX INTERPERS POSEEDOR
4. It tbese seateaces tere a case of cnordlnalilon libls differencta
in behavlnur would be extremeis’ difficult to accaunt for.
CIRC - CONDICION
5. Under Emond’s descriplilOn of root and structure preserVi~g
rules It follows naturalís’ frorn tbe assumption Lbat libe left bitad
clause la a rooL 5, allowing comparatlvels’ free inovemerit of
constilitienta.
CIRC - PUNTO DE VISTA
6. Tbe rjght—hand one la an embedded sentence, In whlcb movemeflt
la severis’ coastrained.
PORTADOR - ADSCRIPTIVO
<21>
1. Tbese two propertles constitute c~nvlncing evidence tbaL
correlative atructures are not cases of coordinatiOfl but Lbat tbe
rIgbt—hand clause la clearly a subordlnfilie of tbe left.
IDENTIFICADO
Relativization
<22>
1. RelatiViZatiOfl muat be considered as provldlag lihe most
lmmedlately appealltxg account for correlalilve conjoinliig.
IDENTIFICADO
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2. It isatraigbtawav notlceable Lhat relative strucLIire~ Poeseas
marked similarlties wuth correlatlve atructures: libe relatora in
both cases are wb—marked torda belng oftea rnarked for gender and
number ita are sorne relatlve pronnuna.
INTERPERS POSEEDOR
3. Thev reveal Ube same sort of idenLiLy conatraint betteen
texemes In upper and ínter sentences.
POSEEDOR
4. Tbe relator words IIke relatlve pronouns are ciearly
constituenta of tbe ernbedded sentence which have been fronted lio
cornplementlzer positlon.
PORTADOR - ADSCRIPTIVO
rh~ !pAtttr, liberefore, demanda careful conalderalilon.
POSEEDOR
<23>
[a esaence the questlon 15 really nne nf libe appropriateness
of a sliruciure such ita ( [8> as ita analysia of Ube facis uf
correlative structurea•
TEX PORTADOR - ADSCRIPTIVO
2, It la clear, 1-ben. flat lio malntain a relative clause ana ¡ya a
iL la necesaary to sbow Lbat la corríatlve strucLures
(a> Lbe tibole correlative structi-ire la a Np;
(b> each of tbe correlatlve torda are dorninated by NP;
(cl oliber condltions of relatlvlzatlori are met.
INTERPEES TEX CIRO - FIN
3. 1 abati argue tbat on idi of tbese acores Lhere la evideace
agalnst Lhe analysls.
0.1?. EMISOR
4, (1) Conslder the puestlon of wbetber libe ~h9t
strucLtire ja a NP.
INTERPERS PORTADOR - ADSCRIPTIVO
5, There are certaln cases la whlch tbey are, ita for example, ja
<1> wbere libe subatructure (19> Is clearly the NP direet objedt
of the verb daré ‘1 shall give’
EXISTENTE
<24>
1. BuL, nf cnurae, libIa la a consequence of tbe fact that
correlatlve words are adiectives and tberefore a poasible
expansiofl ot’ tbe node NP.
TEX INTERPERS PORTADOR - ADSCRIPTIVO
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2. Tbere are oliher contexts, hotiever, wbicb permit ita adject iva 1
phraae but exciude a NP: such are Ube funclilona of verbal
qualiflers (manner and degree), adjectival modifier <degree> —
cases wblcb are exempilfied by tbeae may occur <as a predicaLe>
aflier verbs sucb as esLar wbich are noli compatible wutb a NP
predicate.
EXISTENTE
3. (2) kf~I onlY Is the catire construcilon noli necessariíy a NP,
it 12 alan libe case tbat Lbe correlatlve words tbemseives are rieL
anuna of NPs, as tina dlscusaed at lengtb in secLion 2.
TEX PORTADOR - ADSCRIPTIVO
4.(3) i~xnn la lihose coatexta wbere tbe qprjhLkiYA r’xsLtlir%t4! arx.
domlnated by NP their siruciure and fuaction is ottea different
from that of tbe relative slirucLul’C.
CIRO - LUGAR
5. la Ube laliter the enture embedded NP la converted in lio a
single texical unU, libe relaLive pronnun, itad retajas
semanticalis’ Ube original syntact fuactina, be UbaIz cine ‘4
subject, direct objeci or preposiLional obieci.
CIRO - LUGAR
6. Tbe correlative relator, na Lbe oiber bitad, la clearis’ often
onís’ a part of libe NP and frequenhís’ libe rernajnder of libe lexemes
nf iLs NP are extaat in surface sLructurC, as, for example, we
fiad la (1> and (2) wblch, ita has beea discussed,flre clear-cUL
cases nf pled—pipiag.
PORTADOR - ADSCRIPTIVO
7. la ½~r cases ilis function IB ant libat of a NP buL mereir
tbali of a modlfierof libe anua of Ube NP, a fuactiOn completely
allen Lo the relatlve pronoUfl.
CIRC - LUGAR
8.(4) Anotner imporliant p1ppertv ~Jmt~dlfítrnfltlAik~$ ctoxr=JÁit451~?
sLructflres from relaLIve clauses la the fuaculonal identity
requlr3lfleat. IDENTIFICADO
9,The latter appeara Lo require oaly thai libe anua ja the
embedded sentence to be relativlzed be identical witb tbe aoun la
Ube upper sentence Lhere are no condltlons Lo tbe effect lihat
tbey be la Identical structUl’fll or functional position.
POSEEDOR COMO IDENTIFICADO
10, As has been alreadv observed iA&~S~-Qfl 21 Etth C9rrd&LIYe
clauses, libere appears to be a very rigoroas constrtllflt en
ruactlonal ldentlty.
CIRO - COMPARACION
11. < 5) Yet rjinLh~x Q ~&II~ thA~ gQflQJ~AtkYe d&nM~A ~I=t
pelative ~1~na~.a can be found la their transtor¡flfltlnnal
behavlnur’, and la partIcular la ibeir permtit&tlOfl poterililfil.
PORTADOR - CIRO - LUGAR
97
<25>
1. Cae cbaracLerlstlc of relative cíanses ja Spanlst~ la Lbat libe
relalilve clause mas’ ant separate frnm U.s antecedent.
IDENTIFICADO
2. CorrelaLlve cnniniaiag, hotiever, as te bave noted, permita
such a separation wlth comparative freedom, as is tbe case here
in example (14).
AGENTE
< 26 >
1. Fjve impnrLant crlter½4 rr&nrrties bave been considered wbere
correlative structures differ from relalilvization <a) libe
construclilona do ant necessarily function as NPs, <b) libe
correlaLive torda are ant nominal, (e) even wben N¡’s libes’
funetion dlfferenlily from relative clauses, <d> Lbey are sub,jecli
Lo un ideatical funculon coastrnint thali does ant apply Lo
relative clauses, (e) antecedenL itad relator torda can be
separated ja correlat ive atructures but. noii la relatlve clauses.
0.1’. FENOMENO — COGNICION
2. La sum1 tn clalm, desphte Ube aboye, libaL correlative
atructures are a lis’pe of relativization 15 LantamnuaL lo
deprivlag IbIs palilierm of idi meaning.
TEX PROCESO LOCUTIVO
Complementalilon
<27>
1. ComplementatIo~ la posaibis’ tbe ieaat telí defined nf alá Ube
processes te are coaslderíng.
IDENTIFICADO
2. In coaseguence, iL ½ Lhe mnst difflcult lo establlsh nr Un
discoafnrm.
TEX IDENTIFICADO
3. fu in~.fl analvaes It seems Lo be agreed (a) Lhat complemenLa
are dominated by the ande NP and fuactlon as NPs, and tb) LbaL
Uhere la usualís’ aix oven; marker, libe complementizer wbicb
introduces tbe clause.
CIRO - LUGAR
<28>
1. 1L liben. correlatlve clauses 4rQ f~ be 4ngd1~4 4~ ~sIPISfl~AS~
sentences Lbey sbould have apprnximately tbe structure of <21>:
TEX CIRC - CONDICION
2. £li~ ~xi~flQfl qf whLLhQn correlatlvC clauses funclion fis M?~
has already been consldered la relatlon lic lts anaIySlS fis
relalilve clause.
FENONOMO - COGNITIVO
3. Our• ~nrniar. it tIl). be recalled, tas negative.
PORTADOR - ADSCRIPTIVO
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4. tM~ altai]., hovever, aleo coneider a¡s a compte.ent nnaiymis of
correlativea, a ny of avotding thtm conclusion, one which
postutates that the complement is pafl of a prep. phrame.)
EXPERIMENTANTE - COGNITIVO
<29>
1. Q~¡¡ secojj~ p~g~ hovever. la thai nno it ~orxtl.atiy~ sinmn
aix he ‘osty>ed a~ N~s they can clearly funetion in ways tbat are
atypical of a complement S.
TEX TEX GONCES¡OH
2. Tha falLir la. it would appear, without exception, an abmtract
nominal, therefore occurring only in environmenta tbat permiL
ahatract nouns nnd la being exciudod Eros thome that demand
concrete neuna.
PORTADOR - AUSCR¡PTIVO
3. In thAi tcay ¡<e uaay account for the ungraumattcallty of <225
arad <23).
CIRC - MANERA
4. ~gnetative fl.auna. however• can function ea concrete
nominal.
AGENTE
. Thí •ttixd PQJJIL la thai s~rInú~ g¡~ ¡udc a
comnplement.izer.
TEX POSEEDOR
6. ~jj~ ~ ft ~rj n~miaUkTh tbe only candidatea ¡fi
aurface etructre for tite role of compiementizer are tite relatar
vorde tbemaelves.
CIRC - CAUSA
7. Th» do irtdeed appear in complement¡zer position.
PORTADOR - CIRO - LUGAR
8. la hita an4 la ¡fl gfl>nr ~pjfl¡, however, they behave su ida-
words and not complementizera.
CIRO - TEMÁTICA
cao>
1. Qux niaL It abaU ka natnt la not thai ~rtnlflin tiMan
do foL ¡aove a complementizer in deep atructure, minee it la a
comnon asmuoption noii to conalder al>. Su to ¡aove a
complementizer, but ratiter that coaplement sentencea are
characterized by retaining titeAr couplemeotiz.ra in surface
struc tuve.
WENTI FICADO
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a. Wbea under certain co Llia ggIqp~~~~jvtxzer ½ dt’letabta,
replacing IL doca not geacralís’ rendar seateaces (25) where Lhe
cornplementizei’ is deletable la botb libe Spaaish and libe Eagllsh,
but bolih are equalís’ gramrnaliical with the comp[emeatizer
rep 1 aced.
CIRC - TIEMPO
3. rhr~.sa~ however~ a.Q ~=gsp=menLiZCr tbat con be liotalís’
replaced la libe case of correlative structures.
TEX EXISTENTE
4, Of ~oura e, im~y be copnt~xs arfl~&dt¡mt libq=~g4ip4affi~.a4ik?S
has been obllgatorily deleted by a very general rule, wbicb
prevenlis It from co—occurriag with a wb—form.
INTERPERS INTERPERS OBJETIVO
5. Ilowever, libe verx pm~nce of a wbjnrm wbicb has been tr9pt~d
teavint a It =1411 ja uncharacieristlc of a complernent sentence
but a sine qua aon of correlative con~oiaiflg.
rEX PORTADOR - ADSCRIPTIVO
<31 >
1. It is ebaracteristlle of ==Qmpi~U~QuttZ~XA~ Uhali tbey
subeategorize verba aad adiectives with wbicb Lbeir occurrence ni
assoc taLed.
EVALU ACI ON
2. For exarnple1 tb~ t~nLd clairn la f~ngUuih la subcategorized for
ita occurrence wlth a lihat complemenL and ita noacompaLiblily
wuth a tibeLber complement.
TEX OBJETIVO
3. Hencg Ube g~~rnn~ttg4lidY of (27) and libe ungrammaLicalutY of
<28)
TEX EVALUACION
4. It la. moreover, true lihaL rn4nX ~nmplemeat5 gubcategoi’iZC ant
only verba but ¿Uso adiectIves and even anuas.
TEX INTERPEES AGENTE
5. Correlauive clauses, on the otber baad, mlgbt ¿Uno be
considered lo subcategorlze certain lexemes.
AGENTE
6. BuIz. tfl~jx pj perti&~ in ttxÚ r~nntd. are entircís’ differeat.
TEX PORTADOR - áDSCRIPTIVO
7. EIx~LUt4~ .U,wi’i may reaIlY onís’ be considered Lo 5~bcat0gOrIZC
verbs and, aecondly, libe g~~~at~goriZfttloa 1a3 entireiy
predlctable from propertieS of each of the seLa of’ correlative
words; a quallttttlve adiective la tbe case of tal and cual and a
quantifier adiective la tbe case of tanto.,.cuflnto.
TEX AGENTE
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8. ihaL is~ libe tanto—cuanto pair aa adiecliival .¡uaaufiers
funcilon as degree adverblala aad quanliiflers lAke mucho aat
poco; libe tal, , .cual set, c~a Lbe oliber band, are semanticaily
qualitaLive aad liheir bebavinur la la geaeral of libe
nonqitantlfier adieclilve.
TEX AGENTE
9. ‘Ube laliter bul aol libe former can occur afLer tbe copul.a
estar.
PORTADOR - CIRO - LUGAR
<32>
1. We may summarlze Lbls section b> cnncludl~g tj~at cnrreh3tives
differ from libe esliabllsbed Lypes of complemeat clauses ni a
varielis’ of ways:(a) la aot necesaarils’ functioniag as a NP,(b) ja
haviag rio overli complementizer, <e) la requiriag wb—frnatiag ita u
condition of coajniniag, (d) la subcategorlziag properties.
TEX PORTADOR - ASCRIPTIVO
<33>
1. Itt ½ time lo consider Chornskv’s (1976) proposal.
TEX PROCESO COGNLLTIVO
2. It is nne UbaL can be called a fon of comnplernenLation, though
Uhis nomenclature la never used.
IDENTIFICADO
3. It deserves treatmenL apart, slnce under lihis analysis sorne of
libe argumenlia libat tie bave used againat libe complemeatation
analysls aboye cease Lo be appoalte.
POSEEDOR
<34>
1. Tbe esaence of libia proposal la libat comparatlves are
introduced by prepoaltiona. liban and as la Engllsh, aad libeir
complemealis are elliber NPs nr Ss.
IDENTIFICADO
2. Tbe atructure implied hx tbese asaumpLions, for cases where
libe complement la a 5 (l.e. clausal>, la represeated la <29>.
PORTADOR - CIRO - LUGAR (TEX>
3. One of libe advantages of tbe correlatlve atructures te bave
chosen to atudy, as opposed. say~ tQ th.~ mare prevalent fntIa5
tanto ¿md tal.. .corno, la tbat these relator torda perrnit libe
infereace of considerabl3’ more atructural Informatlon.
IDENTIFICADO
4. Como, for example, may be conaldered elther a complemefltizer.
a prepoaltion or a wb—form.
PORTADOR - ADSCRIPTIVO
5. ~ la no such arnbivatsflQ~ wltb cual and cuanlio slnce lihese
are clearís’ adiectival wb—constltUeflts of the embedded 5.
EXISTENTE
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6. WILh UhIs cien estd it la poasible to challenge libe
prepoalLional ¡Airase aaalysis on tbe followiag polata.
CIRO - TIEMPO
<35>
1. la Ube firsli place. Ube mroblern posed for libIa nnaiys is
Lbali of establlshing tbat correlalilves poases ita uderlying
prepoaitioaal—pbrase strucliure.
‘¡‘EX IDENTIFICADO
<36>
1. Ualike idi oLber prepositioaabnhras~ slirucliures ni .t½
Ianguag~, aoL onís’ la libere no overt prepoaltion la surface
sliruciure, libere ja almoaL no preposlLlon tbat c.~an be coaceived
as occurrlag la Lhia poahtion.
CIRO - COMPARACION
2. PrQpoj±ti.o»~, lAke complemeatizers, wben deleied, are normalis’
repiaceable.
PORTADOR — ADSCR 1 PTIVO
3. There ja no prerpullilon Uhali can be replacc’d ja Ubese
atruciures nad aLilí form a grammatical sealience.
EXISTENTE
<37>
1. Secoa4½~ tbere appear to be no oliber cases ja thlcb libe
coadiLlona nf ldentlty, libat exiat beliticen libe anliecedeat torda
tal and tanto nad libeir correspnndlag relator torda cual ¿md
cuanLo, come nemas ita independent. and iatervening preposjtion
auch thaL libe laliter are fronLed.
TEX EXISTENTE
2. ‘¡‘bali la libere are no cases aucb as (30>, buL only cases tihere
libe prepositlna ja pied—piped witb Lbe froated anua itad la
liberefore already la libe embedded 5.
TEX EXISTENTE
3. Horeover, iL la clear libaL the prepoallilonal rftra~Q a~j.y~js
doca ant avoid ah Lhe obiectiona levelled aL libe more general
compiemenLaLion aaalyala.
TEX INTERPERS AGENTE COMO POSEEDOR
4, II la slilll a~~.pjcaj for th.~ procesa nf complemetilifitiOn leven
It libe compiemenit of a preposiLlOn) lo bave ita a necessary
condlLlon Lbat libe complement 5 under~O ~qb—frontlng and Lhat tbe
complemenLlzer be deleted.
EVALUACION
<38>
1. To summartze
O.T. PROCESO LOCUTIVO
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2. Wc have consldered lito possíbilities : <a) thai Ube
correlatlve clauses are S complemenLa, (bí tbat tbes’ are
coraplementa preceded by a propoallilon.
EXPERIMENTADOR - COGNITIVO
<39>
1. Tb~y have failed to meeli certala criLeria nf libe former.
AGENTE COMO PORTADOR - ADSCRIPTIVO
2. ‘Ubev are noli a[ways NPs, libes’ iack a tompiemeatizer, Ubes’ do
aot subealiegorlze verba ita complemealia Ss do, tbey mvi tabí y
javolve wb-froatjag.
PORTADOR - ADSCRIPTIVO
3. Agpjast tbe rrApQ~1LiQflfli pin~a =zQnmklli~nt~pIy.jfl~jt has
been noted libat libere la ant tbe slightest evidente that it.
coatajaed a prepoal tina, ita behavlour, ja fact, beirig <¡ni Le
contrary and tbe wb—froaliing coatitlon la aliypical of complemeat—
Uype structurea.
(TEX> CIRO - TEMATICA
=40>
1. Tbe coacepj of coniplementatuoa UhaL 1 bav~ di~cAwJed is, f
Uhink, libe generalís’ accepLed one.
IDENTIFICADO
2. flotever,. it ahould ~ rrQ41~ that m~»y 11otu~st !5 úixlieTtfiuil
much freer noliloas of how complemenLe.tlOa fuactiona; sorne so free
ita Un be beyond libe pale emplriclsm.
EX TEX INTERPERS POSEEDOR
3. (Jg.~rls agalnst such aoliioaa few argumeats sufflce.
INTERPERS (TEX) CIRO - TEMATICA
Correlatl”e Conjoialag
<4 1 >
1 . la oppnsitánn lio tbe libree conjnining prOCtii$CS QXtlIlUfl?Si
aboye, consider now tbe followiag as an accounL of tbe facis of
correlative structures.
(TEX) CIRO - TEMATICA
2. It la nne that does Little more tban staLe tbe facts that are
pateat itt Lbe level of surface structure.
J~ENTIFICADO
3. <a) ¿~ ~fl la expanded lato AP’-S.
OBJETIVO
4. (b) AP’ dorninates libe correlative antecedeflt tal or tanto.
AGENTE
5. (cl ~¿ tontaina an AP node la libe same fuactionfil posililon ami
domlnates libe correspondlng relator word cual or cuanto.
POSEEDOR
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fi. Cd> Tbere is a procesa libat movea libe relator torda jato lihe
compiementizer posltion la St bringing abaut the delelijon of tbe
complementlzer.
EXI STENTE
<42>
1. Tbe aboye hvpothesís In effect staLea Lbat ‘reintive
coajoiaiag’ , occura when atructural conditions represented by(32> are preseat.
EMISOR
2. Onlv assump4,j~~n ~ aboye la jn aay way ita innavali ion, and
even thali la impí iclt ja alí aaalyses of clausal comparison.
PORTADOR - ADSCRIPTIVO
<43>
1 . Conslderatlon must aow libea be glven Lo libe tinguistie
coasequeaces of lihese assumplilona ¿md lo the accuracy wjlih whicb
Ubes’ generaLe libe strucliure types being considered.
0.1?. OBJETIVO COMO PROCESO COGNITIVO
2. < 1 ) By assuml ng tbat lihe domiaat iag ca tegO~y E corre [¿tuve
strudtures la adiecilve pbrase, libe disLributlOflal properties of
correlalilves are accuralicis’ accaunlied fon
CIRC - MEDIO
3. That la, we predlct Lbat libes’ tilil be fouad
(a) predlcates Cita predicalie adjectlves)
Ch) noun phrases Cas atírlbutive adiectives aad nominallzation of
adiectlves)
Cc) verb phrasea (aflier verb) ita mnanner degree adverbíals;
Cd) inodifler of adiective or adverb <l.e. degree adverbial).
¿Unce In tUl libese envlroameats it la well kaown thaI tbe pbrase
structue rules develop libe category adiectlve
TEX EMISOR
4. (II) Wc bave provlded a motivated accouat for libe
nonappearance nf a complementizer itad lihe absence of a
conjunctioti and a preposililon.
AGENTE
5. <11±> The obvious statement Thg.~ wb—frontiflg occura has been
¿nade.
EMITIDO
13. fl should be noted Lhat even fu ~ 4e~s.nintkQfl of qgstaUW9tUlY
j.ana’mgq, libere must be a wb—frontlflg rule Ver adiectives LO
account for questlona sucb as (33> and headless relatives sucb as
(34
INTERPERS CIRO — LUGAR
7. (iv> Wc bave accouated for correlative conjCitilflM being 3m
embedding, aad(y) for why Ihes’ are modlfiera of nouns.
AGENTE
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<44>
1, la otber words, Ihe aaalysis given aboye accounts for aId. tbat
18 prnblematlc under the alternative assumptloas.
TEX AGENTE
2. II la an account that ja aupremely natural.
PORTADOR - ADSCRIPTIVO
3, What is slgniflcaat la tbat the analysls 1 have provlded la
preciaely adaptable to the domnain nf comparative formatina
established by Breanaa on the evidence essentlally of Eagliah and
whlch she has expressed es <35>.
IDENTIFICADO
4. Tbls rule appliea to the atructure developed from (36).
PORTADOR - CIRO - DESTINATARIO
5. We have simpiLy in thls case to interpret X as AP and (32> can
be interpreted as an instanlilation of (36).
AGENTE
Conciusion
<45>
1. Let us new attempt to give perspectjve te the araiments and
conclusion of this paper: On the basla essentially of data frnm
Engliah a proposal has been ¿nade (Chomsky 1976) tbat comparative
clauses should be aaalyaed es a form of complementalon.
O.T. PROCESO LOCUTIVO
2. This proposal, it confirmed, tinuid strongly suggest tbat
natural language (Le, U.G.) permita only three types of’
senteatial recuralve procesa.
EMISOR
3. As tbe data of Enplish appears te provide little coacluaive
evidence cn this matter, we have examined a fon of Spanish
enniparative correlation whlch provldea clearer síructural
niarkings nf the fuactional words involved.
CIRO - CAUSA
4, On the basia of the Spanish data it has been coacluded that
not only can this fon of correlative conjoining net be a form
of complementation but that it can neither be aconuataed for la
terma nf any of’ the other twn establiahed recuraive proesses.
CIRO - CAUSA
5. Since it is clearlv a fnrm of 8 recursion It fnllows that a
fourth sentential recuraive device must be recognized.
CIRO - CAUSA
6, Per se this concluslon does not invalidate tbe analysls of
English comparatives fis prepositional complementa suggested by
Chomsky (1976>.
CAUSANTE - ADSCRIPTIVO
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7. Ah It does Is tn cast a certala suspicina, aface libe mnst
natural aaalysis of correlative cna,joiniag la ainxply a veralca of
the rival analyais of the dornain of comparisna also designed to
account Lev the comparatives of Engliah.
IDENTIFICADO
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SOME CONTEXTUAL RELATIONS BETWEEN SENTENCES IN ENGLISH
SUME CONTEXTUAd, UELATIQNS BETWEEN SENTESC~S LS ENGLI 3<
<1>
1. WithLntjie rwr n==•kn&e~ pgLQg~~wQjfli tts~qrx ;tf ~ t 1
libe V=mid gyaznmav eno nf tibe mo~it controver~ía1 isumua u~concept of deep a d surface structure.
CIRO — LUGAR
2. Sorne 1
who tngists doubt libe ¿=xlstence of thls dichotoms’; óthers,acknowledge it, haN diverging views ca tibe exact nature ¿U
libe relatioasbip betweea deep itad surface structure,
EXPERÍ MENTADOR — PROCESO COGN ¡ TEVa
<2>
1 . Phis varw r at te mpt.s Un anal y ~ie t be r’e lev arme e of e o nit cx t un 1
i’clatuiorxs la íieLermiaing tbe surface ~,ttructm.¡re’s nf a
group of Eagilsb seateaces.
O. T . AUENTE
=3
1 . la time pr9~?ali eoatex ti j ti iB perti inent lo tecali lome st” t h.
br iii litaL coaceptis of lihe Pragur. Sehon 1 ~mtq deve loped by .
Matbes tus and appl jed Lo Eag 1 tsh by .1. Firbas , J . Vacth k ziad
oLbe rs.
CI RO TI EMP<)
2. A~s=qrs1j~’g to J. Firbas libe Late yuca Malbesius rnade a
distiactiion betweea “formal senLeace aaalysus” itad ~‘functtona
seateace analysi&.
CIRC - EMISOR
3. These two kinds of svntactw jns3L9S4t%KXQfl are sonterned tiith
litio complemenliary aspeclis of syntactlc ~trudture: formal
sentence analysis.. . is concomed wtth what is generally <2ittted
para ¡ng, tibereas libe HitLer 1 functional :eatcnce aaatvsu 1
examines libe semantic atrucliure of tibe seateace ~zitb rrmcard t
tibe exclitial situation, i .e. a fact to Lhe coatext , both verba
¿md sltuatmonal.
PORTADOR - CIRO - TEMATICA
4. ti aatd th&t ttt~ 1&tfl.r examines Lhe fund tonal
perapective of libe senteaces. .2’
LNTERPERS AGENTE
<4>
1. FLUIII th~ pQJPA Ql Vjt~W Ql UN fQaflUflDtl purp~wtiu~ el seat
lihatz may be jaferred ciliher from libe verbal nr from Ube
situaLional coatiext” are regar’dcd as tibe commUfliCfltiVC basis of
libe senlience, libia usualís’ bein~ cal ¡cd the U heme.
CIRO - PUNTO DE VtSTA
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2. U=~c’nualierparli is called rheme, carnes new intormatien itad
playa libe more dynamic role la Ube seateace Írom libe
comrnualcatiVe polali of vjew.
PORTADOR - IDENTIFICADO
3. Theae two as~p~glis are complemeriliary ¿aid libes’ usuailv pias’ a
dcc jalve role ja determlalag word order itad oiher pbenornenit.
PORTADOR - ADSCRIPTIVO
4. We would cQ~%And lihat. y. Hatbestus’_a hstÁrwtiÑfl betiween
‘formal seateace aaab’siS ¿md functjgn4 an~IiA.l&’, wbile
perhaps stlll burdened sllgbliIV witb psycbnlottistie notinas and
thougb aot expliclliís’ det’taed, can be abota lic correspotid Un libe
weil—kaown ‘deep strt¡CtiUi’C — ‘surface slirucitlre’ djcbotnmy of
generatlve gramrnar, aad tzhat a rnodification al nur preseat view
of libia reiationsbip migbli yield impnrliaali insights talio ¡he deep
stri¡cture of senLeaces.
1 NT ERl’ ERS IDENTIFICADO
Tbemne” ¿md rheme { in American s liniw liural
It aguist mes:’’ t opi=~ and ‘+ommeali ) , ~li seema , are of re lev tace í u
Ube descriptlna of libe surtace structui’e of Fagí ish sealienees in
con te xli,
PORTADOR - ADSCRIPTIVO
6. The exampig± chos&n berq ja libe relation of dlfferetit tvpcs of
relalilve clauses te Lbe verbal context.
IDENTIFICADO
<5>
1. Ii.E. Heidolnb has sbown Lbat semanticfihís’ conatitueflts such ita
toplc ¿md commenL are relevant la ~eterminiag libe surface arder
of coastiLuealia as well ita libe intonaLional palitera of (jermnan
senliences.
EMISOR
2. Furlibenjllgr.ft. ~~corag to Heidoinh. certala strnctljrfll
procesaes sucb as tibe “linpicallzatioa nr commenLiZaLiOa of a
constituent are obllgatot’llY uriggered by the preseace of certala
contexttial feaLures such as C +meationed) or <—meatinaed >9
TEX CIRO - EMISOR
3. An=Yle~ lio Eaplish, tihis notina can lead te Iniportafit jnsighta
lato libe structut’e of seaLences.
CIRO - TIEMPO
<6>
1, la (21 we bave an NP tbls man, whlcb can be regarded as Ube
toplc of (2).
CIRO-LUGAR
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2. Tbe linntcallzed NP la (2J la nbvjousls’ a secoad-mention torm
and re Vera back to ita NP a man la libe italiecedeaL seateace 1. : if
<1) aad <2) follow each oliher succeaaively la tbia order ja
coanected discnurse, libe topicalized NP tbis man la <2) refers bs’
jmpllcatina to tbe same deaoLatum ita tibe ana-LoplcaJIzed NP a man
ja (1).
PORTADOR - ADSCRIPTIVO
3, Tbe NP thla man InL2J la libe Ubeme nr “commun±caLive basis’
of (2), wbereas libe NP ita accidenli ja libe rheme nr tibe
cnmmunlcatlve centre of (2>.
IDENTIFICADO
4, Tbe NP a man In (ji. la libe tuactional rbeme 4 nr commenli> la
that seatence.
IDENTIFICADO
5. Tbus. te fiad a rheme—tbeme 1 nr comrneat—tnpjc) enanectina
beiteen Lbe cnntexLually conaecLed senteaces (1) aad (2).
TEX AGENTE
<7>
1. Apari frnm libe differeaces tibe -~ defugn~Thp rs nf libe
lito NP’s In ti! txnA .LaJ : intrndustgry ( nr indefinlte)
aaaphorigM 2= x~±r1flflúWtX=2=it!==t~P~rXlthi. a’, te flnd an lmportanli
distincLlna ja “promineace’ beliweea libe first—meatioa Vorm ami
libe second—mealiioa fnrm.
CIRC - ADITIVO
2. Nnrmallv, libe “commeatized’ NP ita oíd man in tU carnes libe
prlmary accent la 1. wbereaa tibe topicallzed NP Lhis man la <2>
marka Lhe place of tibe complemeatai’Y secnndary accenL.
INTERPERS POSEEDOR
3. Accordina Lo Heidolpb Lbe topic nf a sentence coanected ja
discourse permita oaly libe coatrastive accent.
CIRC - EMISOR
4. iLh na Lhe otber bitad, an ladefinite NP sucb ita ita oíd man ir
JAJ cines ant carry tbe pnlmary acceal, the accented coastitueat
tilí be iaLerpreted as eltiher contrastlve nr empbatlc:
TEX CIRC - CONDICION
5. Geaerallv It can be aaid t~Á {n coatextuallv coanecL~
seateaces ja Enplisb — and presumabis In maríz otber iAftEXI4Mi~ V3
telí — libe topicalized constitueat, wbicb coaneclis libe seaterice
wítb ita antecedent senteace, tIlí normally bave libe jallilal
poallilon, while libe commeatlzed nne tienda to appear itt libe e¡uJ of
libe seatence.
INTERPERS INTERPERS CIRC - LUGAR
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6. A ±ya~ernaUc iavest~g~tlon ol libe re~uj ari t4es ‘inderí
tihese p~oce ases would presurnably show thai a nuinher of
liransformalilons resultlng a surface forma of ~ynonymeaua
uaderlying atructures can be showa lio be deterrnlaed by contextual
features nf tibe klnd nutiuined bere.
CAUSANTE - PROCESO (?OUNITIVO
7. Ia~igjt jato tihese regulan lijes wouid mean progreas it> tibe
researcb na problemns lUce word order.
IDENTIFICADO
<8>
1. ~n e¿’jpjaini~g the i¡nder lylng ~tU IRPIrQ 91 ¼k~ { ~j
te fotlow Ch. J. F’illmnre, wbo conlienda Lhat tibe sentence has
essenttalls’ a lirlparlillie structiure.
CHIC — TIEMPO
2. The Inilijal elem9nli 5 dominalzes a conslilliuent Nodallir ami
Auxliiary, aad Ube so called Proposition.
AGENTE
3. Most la tibe domínitat caliegory tor tUl seateatíal adverbs 4
1:15 Yesterdny la <1>>.
IDENTiFICADO
4. Furtibermo ¡‘ql it can be expanded lato aix emplis’ ruasliituent
cailed Tepic, wbich corresponda lio libe so—called <‘Thema”
postuialied for Germaa sentences bs’ E. 5. Nilma, fleidolph, ¿md 1>.
Kiparsky.
TEX OBJETIVO
5. la libe subseciueali formatilon rules 1’ rop izi expanded tato an
ordered serles cornprlsing Actaats — a procedure ciaseis’ parailel
Lo that of L. Tesniére - tIte Predicator C reallzed ciliher as an
ad.jective, a verb, nr a predlcative anua> nnd an ernpty eienient
cailed ComnxenL.
CIRC - LUGAR
<9>
1. Hence a sentence such as {2) has the foilowing uaderlytng
atructure:
TEX POSEEDOR
2. C+m) ip 4i4gx~m h ½ fleidolph’s contextual ¡‘esture
mentjoned”.
IDENTIFICADO
3. Let~, HA now as ~pme that the contextual. features serve lic
trigger two different tranaformationa, which correspoad te time
procesaes of “toplcalizatlon’ and “commentisation.
PORCESO COGNITIVO
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4. If libe coatextual fealiures of a Mlven coasliltueaL Is Q+m}~
liben it la placed, by appis’lag aa obllgatioi’y lioplcitílzation rule,
under Ube dominance nL’ Ube Tnplc—elemeaL, wblcb defines libe
sLructural tbeme, l.e, , tibe posltlna of tibe secoadary acceali.
CIRC - CONDICION
5. Tbis rule cnrreapoads dlrectís’ Lo tibe Tbernatlslerun~sr~ge3
formulated by E. 5. Kllma aad P. Klparsky.
IDENTIFICADO
It Tbe commeatlzatlna rule places libe constltueaL marked with libe
feature (—ni) under libe dominance of libe Cnrnment—elemeat, wblcb
deflaea libe poaltlna of libe prlmary acceat.
AGENTE
7, We liben obliala Lhe follotlag rule : (FIgure 6)
AGENTE
8. Oliher rules provlde for tibe followiag proceases: libe
prepnsjlilon P of the pre—aIIXlllfli’Y coastltueat la obllgatorily
deleied; tbe unsepclfled ageali—pbraae la ellmlnaLed aflier Ube
pasaivlzatlna of libe verbal predlcator; Det la replaced by
Uhls,lf iii dominalies Vm), or by a , If It dontlnaLes (—ml.
AGENTE
<10>
1.If te aasume libat libe NP nf Q~±man ~j aLrucLure JWsg. Li!
sbows libe coatextual feaLurx fiiLL wbereaa libe NP in ~ accldent
sbows libe featiure (+rn), te mlgbti expecli sometbing lAke tibe
followlng:
CIRC — CONDICION
2. Aa additlonal permutialilon for libe correct placemeliL of libe
flalte verb la requlred.
POSEIDO
3. If there are several NP’s sbowln~ tibe feature C+m), libe nne
wbicb ja meatinaed la tbe seateace lmmedíately precedlng ½
aelecLed for toplcallzalilon.
CIRC - CONDICION
4. Wbere fl~re la a frjal alternatlve, libe cnnstitueflt stiructul’e
can presumably be so organized libati tihe rlghtmosti actaati 15
seleclied for commentlzalilnii.
CIRC - LUGAR
<11>
1. Tf tbere la no constttueat nm~&nt ±114 nt~n~& idi.is.h h~ ~!
Det sbowlag Ube feafli¡’~ (srn1~ tbe priman’ — nr “¡‘hematíe” -
accent la automatlcally carried by libe verb C nr any oLbe!’ pred
elemen U)
CIRC — CONDICION
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2. QE course~ much furliber researcb Is requlred betore ~
exactís’ speclfy tibe coadunas for libe lnsertloa nf’ tibe correcIz
Del-forms.
INTERPERS POSEIDO
3. Hnwever, jli can be sbown evea itt tibis stape of Uve st lgau
libat Lbe aaapborlcal determlner stiands la a aLructut’fll relatijon
lo tibe anaphorical proantia, wblcb cnuld be formitílzed lato libe
frarnetork of a grammar Laklng coatextual featurea lato accounr.
TEX INTERPERS CIRC - TIEMPO
4. Thus we wnuld clalm libati tibe nroaosxn la Lbls sense can Fie
vleted aa libe equlvaleat of a previnusís’ meaLioned NP un wbicb
libe anun has been deleLed
TEX INTERPERS IDENTIFICADO
5, 11 sbnuld be anted thai ~libeJ afig acqent la nne npli ion nl
1111 dlsappears liogetber wtlib tbe ellrnlnaLed anua if lihe ~io—
called “Proanun” la chosen.
INTERPERS AFECTADO (EXISTENCIA>
6. Tbere fore tibe aaapborl~~ú. pronnurl can be y leted uui he
isolalied form of tibe aaapbnrlcal deiermlner.
TEX IDENTIFICADO
<12>
1, Coaliiaulng nur siucis’ of dlffereat tvpes of relatilx’r rúAu¡wu.
te now reliurn Un a pair nf coatextually linked senteaces similar
Lo tibe sequence (1) —(2).
0.1?. CIRC - TIEMPO (TEX>
2. la libe llght of nur flndlngs on coatiexliuallv coanected
senteaces, te can aow say Lbat tibe sentence <11) coatalas a
rbematlc NP an oíd mán Ideatical witb tibe tibematlc NP libia man in
libe fnllowing senteace (12>.
CIRC - CAUSA
3. Seaten~ (12) can be sald lo coatala sorne new information
nbout tibe refereat of tbe aatecedent senteace ; It coataifis a new
cornment nwns a gárage.
POSEEDOR
4. It sbould be noted tbat tbls concept corresponda dlrectlY Lo
libe liradltlonal notina of so—called non—restrlcted relative
clauses.
INTERPERS IDENTIFICADO
5. (We ~jball substltute libe term ‘descrlptilve’ and ‘selCCtlVC.’
for ‘restirlctlve’.>
AGENTE
6. Tbua te can formulate Lbe followlag set nf pbrases:
TEX EMISOR COMO AGENTE
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7. Tbe ladi tbali a descripUive relatlvx c1au~g sucb as ULL mmi
be vlewed ita a p~4¡¿hrase nf - itad tiberetore as
uraasformatlnaallv eciulvaleat witb - contextualii gg¡m~gftd paj. rs
nf seateaces sucb as Liii. — <14), itad contextualli .LLnJ=ed
conrdlaaliioas sucb ita <15) - (16) may jadicate tbat libe wbole set
(13) - (17> can be derlved from tbe same uaderlylng strlag of
sea liences,
CAUSANTE - PROCESO COGNITIVO
8. I3efor~ p~¡~pia~ libia nntiofl furthQL te sball Lry lio define tibe
dlffereat coatextual lmplicatlons of selective relaLive clauses.
O.T, CIRC - TIEMPO (TEX)
9. Tradltloaally tbe seleclilve relalilve dlauEe has been vieted
ant ita a modlfier provldlag additlonal laformatlon about libe
cnrrespondlag bead, btu. raliher as a part of Lbe wbnle NP
necessary for guaraalieelng ita correct reference.
CIRC-PUNTO DE VISTA
LO. Thn~ a liext or aco~yp~saliloa could begin wlLb sucb a
qeatence as ( 18), wbereas 4 19) requires an antecederili senlience
eoatitlalag ita Idealilcal NP:
TEX EMISOR COMO AGENTE
11, A sentence llke (19), tbougb perfectís’ telí formed if
regarded la Isníatlna ja ant accepliable It ant preceded bs’ a
sentence fult’llilag libe aboye requlremealis.
PORTADOR - ADSCRIPTIVO
12. Tbls leada E. St. Sorensen to analyse sucb klads of relative
clause conatrucLina ita obllgalinry subconstitueata of libe deflaite
determiner, wbicb can liben be oaly nptinnally deleted la coaliext.
CAUSANTE - PROCESO MATERIAL
13. Tbia aaalysls suggested a solution, now ot’tea accepted la
generalilve studles, wblcb liakea advantage nf Lbe possibllity of
bavlng a recurslve InItIal elernent under libe dominatlna of libe
determlner.
CAUSANTE - COGNITIVO
<13>
1. If tbese observatlnas bold lirue, libe followlag sequences
sbould be parapbrases nf eacb nther:
CIRC - CONDICION
2. It (13) - <17) ¿md (20) - (22) c~n b& ms~rd&~ ~~an~gttY9IX ~I!
seta of parapbrasea, we can establlsb a twa-tas’ correspoixdeI~Ce
between coatextualis’ connected seatences — nr coordlaatlOfls of
coatextualís’ coanected seateixcea - wblcb migbt be vlewed ita a
twa—tas’ LransfOt’maLlOaal relatlonsblp:
CIRO - CONDICION
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J. ¡a libe series of complex senteaces 123) — (23). whicb te
~npp==i±r=1 be equjval~~t, te bave a sequence nf lito conliextually
linked senLences Si (aad) 52 glvea as a coardination of
successive seateaces In (23).
CIRC - LUGAR
4. 3± 114ú te dlscover libe embeddiag of tbe subsequeati senteace
tato libe precedlag one, whereas in <25) libe precediag seaLeace
cita be y leted as embedded jato libe follnwiag.
CHiC - l~UGAR
~. Tbus tibe complex senteng~~~ <444 aact (25) can be regarded as
beiag derived by tibe sarne transforrnatinaal process worklng la lito
dlfferenli directinas.
TEX OBJETIVO
6. We would s~gg~~li thaI libIa liransfnrrnaliiOflitl relitLiqA~kiip, it
It cita be sbowa Un be coaslsteat with alí relevaat facía about
dutferenli klnda nf relalilve clausea, sbould be used ja [he
forrnulali Loa of a simple descrlpLlon of relalilve clauses.
INTERPERS OBJETIVO COMO MEDIO
<14>
1. M,S. Annear has suggeslied tbali tibere mas’ be a relaliioaship
beliteca sealience sequeaces la dlsonurse aad libe dlfferenli kinds
of relatjve clause coastructlnas.
EMÍ SOR
2. Sbe lirles lo sbot libal libia relatloaabip la a semantic nne,
but faila Lo glve a solutina tbat la completels’ satlafactor’Y,
AGENTE
3. E. Bach, oa tibe otiber band, would derIve aL leasL ¿iii
descríplilve relalilve clause constructinnS traaaformalilnnitlly frorn
coordlnatlnas nf sentences.
AGENTE
4. Iaterestln&Y eaougb be atiates Lbat there are mans’ languages
1ackln~ non—restrictlve relailve clauses itad usiag cnordinatilons
of sentiences lastead where tbe fixed order of Lbe conjoined
elemeata cnrresponds Lo tibe order nf tbe uaderlyins suructiure
suggeslied la libls paper.
INTERPERS EMISOR
5. ma nonz~&t~flflfl& ni certain relative clause types la sorne
ianEu~E~-a rules out tbe universal. solution bliberto suggeated la
generative grammars.
CAUSANTE-ADSCRIPTIVO
6. Tb~ ¿~QkuA.iQn prQpna~s. a Jj~j~ P4P~X has tibe advantage of betng
more economlcal.
POSEEDOR
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7. Tbus la a descrlption nr relative clause modlflcalijon derivxag
Ube reqpired ciarises by recuraba of tt~q ¡nZtísI symbot alt
derlvatbnas of a domlnalied S tUI have Lo he biocked except those
cnatalalag a aoua jdenlijcal tjlih Ube malirlx anua.
TER CIRC - LUGAR
8. ¡¡ence Ube fol lot 1 ng procedu re ni suggcslied:
TER EMITIDO
9. ra libe first rule of Ube base cojnponeat eoordinatlons nf
seatences are derlved.
CIRC - LUGAR
10. II’ libese cnor’dlaalied se aliene ~a qqntjur~nouns id~ptic~U. La
refereace - lihis idenlillis’ conid be handied by ita appropriate
ladexiag coavenlilon - Ube antecedeat enordinalie cita be embedded
lato libe following nne, libes yleldlng seiect tve retalilve clause
coas truc U loas.
CIRC — CONDICION
it. Slace each naun la a coordtaalied senlie~cc’ whicb Ói tdentn’aL
w ith a naun ja a pren edjng senteflee of tibe ~ íqqrbmtlilon
¿xuliornalilc aIIy e arrIes libe fealiure lmeali joned> arW np HQIJU
carrying tibis ¡“catare can be conmeatized, we can accouat for tibe
fact. libat ti comnientlzed anua pbrase caaaoli be modjfied bs’ a
restriciive relalilve clause
CHIC - CAUSA
<15>
1. Descrlptive clauses, on Lbe oliher baad, can be tboustbti of ita
libe result of embedding tbe following c’nordlnalie inLo lihe
precedlng nne.
IDENTIFICADO
2. Tbis assujppt Ion is in accordance witb libe fact tbat
descriptlve relatlve clause modiflcaLlon la poasible witb
libematie as telí as witb rbematlc anua pbrases.
PORTADOR - CIRC - MANERA
<16>
1 . Of coarse nur brief trealiment nf thjn £Qrnpi~ nmbkm has Ieft
many questlnas open.
O.T. INTERPERS AGENTE
2. We do hope, however, Lbat te bave showa tibat structural
relatlnas betteen seatences are relevanL to libe descriptlon of
certain atructures withln sentences.
0.1?. EXPERIMENTADOR - PROCESO AFECTIVO
3. Re~ea¡’gft m ~n&~tuAL r±jaflpa~ ni sLill la lts lnfancy.
PORTADOR - ADSCRIPTIVO
.4
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ON TEE RELATION BETWEEH SYNTAX, SENANTIOS
AND PRAGMATICS
UN lijE UELAT ION BETWEEN SYNTAX, SEMANTICS
.
XND PRAGMAI’ICS
<1>
Tbere la yeli mucb coafus ion ayer libe reiali ion betiween ss’ntax
aad semaaLics,
EXISTENTE
2. From libe clear naserlilon UbaIz ‘ graminar _ 5 a!ltonomous and
indepeadent of meaalngjl tSLhgp’~~~s’1 1957:17), Uranstnrmatiioaallsts
have talvered Lo libe posltion tbati “tibe syaliactlc and semanlile
suructure of natural languages evidenliis’ offera mitas’ rnystcries,
bolib nt’ fact itad of princIpIe. itad aay aliliempt te delimil lihese
domajas musti certajnly be quite tieatative”<CbOmSkY 1965:163).
CHZC - ORIGEN
:3. ‘¡‘be related dama la of PRAGMATICS bas only receatlv begun to
aromise IaLeresli amnng 1 inguistis and pss’cbo— t inguislis.
CAUSANTE — ADSCRIPTIVC
4 , ¡mis U wbere it sbouid ht Unto a liheqry ~ LS f’VCfh
tesis c tear liban libe relalilon aL’ syatax aad semaatics.
PORTADOR — ADSCRIPTIVO
5, fu Li libe jrmrposw nf Ube pxp~SCnt u~nmr te aL Lempt Un define
ube riotlona SYNTAX, SEMANTICS, and PRAGMATICS itad Lo sbow ¡mw
libes’ Interrelalie.
O. T. IDENTIFICADO
<2>
1. Ili bas become abqn4~ntix e. lear in lihe ~~ygbg:Ltttgufl~t=z
researcb of recent ~rar~ tbat libe process of human cornmunicaliInfl
la far more Intrlcate aad varled liban was once thougbt.
1 NTERPER5 CIRC — LUGAR
2. Studles of Fha pbysical form of Lli~ sp~st slgaaI, Var
jastiance, bave revealed Lar tess conslslieacy than liad beetx
antlclpated wllib tibe adveati of libe spectrogrtiph early ja tbe
1940’ s.
EMISOR
3. fUxli .h9=n~i for ita efflc leaL ~ or reaAjtng
machines for tibe hIlad sonn dwindled, ita tibe enormilis’ ni libe
problema began lio emerge nad obstacle after obstiacle was
encountiered<Libermitn,eli al,iQG?).
AFECTADO
4. it. la cIs~rn9yt,. Lhat autqatá& ~gsnt r~rstPti9Xl tIJA requlre
a gnod deal more liban a simple palriflg of’ speecb signais itad
torda.
INTERPERS POSEEDOR
5. At~P~ gt u hn. ~ggnUSy~~n4 gf ~22~LtI ~ app ile U
llaguislis have ¡‘un afoul of numernus dlfficuiLiCS ja trylng ¡o
diacover ube psycbologicatl underplaniaga of tanguage.
TEX CIRO - TEMATICA
118
6, Intihis aren, coaliroversv i a Lbe orde r nf libe dtLv.
CHIC - LUGAR
¡ . ‘¡‘be libeorelijcl itas do ant agree.
EXPERIMENTADOR - COGNITIV’O
H . The problema of meebitaical ti ritas [itt inri nf í ani~uage cm ‘xl 1
bali jasurmouatable.
PORTADOR - ADSCRIPTLVO
9. Tb~= foreign bxnEÁwác? Fetiche,’ in Ube cia¿airpom Li ‘atraed bs
¡tone oliber tihan ti. Chomsky blmself ( IS6fia) tibat íiagui tic theor.
ita yei has no chiar anster lic tibe problem of how hest lii teach a
t anguage; and, moreover, he acida libat te bave no goad r ‘asca ti o
rxpec li a so LitIna lio be torlibcnmjag itt. ¿xayli ime in libe I’orseeat>ie
futuro
RECEPTOR
<3 S
1 fnview of nl It» 1 suncertatnliy, 1-he psi yekio 1 iugu¡ isi U • he
La¡xguat{e cagineer, libe toreiga tanguage teacher, and anynae ~lse
la lieresLed ja unciera taud ing libe procesa nf tagunge commuaicali Ion
La hound Un experience a cert,aja soase of rrustrat ion it noli
ti srnay.
CUte - CAUSA
2. Why la it Úhali wl lib tibe great arnount of time nad e fLan ttxat
has boca expended la language researcb libere has been so 1 itítile
progreas?
<‘IRC - CAUSA
3. Tjwyrry exp~~rlis from whom te would pjpg ~n tbtiixux~rm,t poi,at
np obstacíes itad ms’stíeries, nad ultlmateis’ (la libe case of
transformatioaal Lbeory> suggest tbat perbaps no aolutíorí is even
poasible
EMI SOR
4. lEte paradoxical inslgbt agh¾tmd bx =¿Q~5ti.xr ~.nurc~ha¡4 ufr~p
lihlnklnl Li lihat uaderstaadlng mas’ be logicalís’ ímpossib[e.
IDENTIFICADO
<4>
1, 3± a person ipL~rxu~tQ=t tu ggittng nIi~u, qad dQXUM thIn*~i.
libia pbilosnphicaliy cbalíenglng conclusion la iacorrect bs’
deflaltlon.
CIRC - PUNTO DE VISTA
2. Som9bQdy rnust bayo made a rnistnke ¿momewbere.
AGENTE
3. flq very V=nmdMÚn’ of gxqcI~rn txshneistx reaLa un [he
L’undamental assumptlon lihat libere is order la libe universe ¿md
lihat libia order can be d jacovered.
PORTADOR - CHIC - LUGAR
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4. When 9omeone cballengfls th±s ~nmapL ion, ita tas’ ita
~~rnpiricisli ja coaceraed, j1js eballenge la based cítíher on error
nr speculaliion, nad la eltber case IL mustí be dlsregarded.
CIRC - TIEMPO
5. Ube ~p~fticist begina wilib
proceas eL’ language USC Li
unders linod.
EXPERIMENTADOR - COGNITIVO
libe asaumption [bat even tbougb Lbe
cnmplex, it can nevertbeless be
6, ¡lot is it [ben libatí liransformatílnaflhlslis bave come Izo
enaclus jon libali aaswers lo libe fundamental problema
llngulstles mas’ ant exlsli?
CHIC — MEDIO
7. Wc mm¡sli asaume libere LS Sonie unsuapeclied error lurkiag
somewbere ja libe Ir theory of language
EXPERIMENTADOR — COGNITVO
libe
of
<5>
[ . Ca inspection, te discover a cnnlirnveray ovel’
1 anguage wbicb deve loped soon atLer Chomsky’ a
~wb 11 cali ion en language t beors’ ( Syntac lite 5 liructtires
wbicb coaliurxí¡es lo libe present.
CIRC — IJEMPO
libe na tu re of
flrsli maJor
1957), itad
2 . la libis work, Chomsky argued libat tbe enmmunictiL Ive use of
1 anguage tas ant tbe ceatral coacera nf liaguistie lihenrv -
raliher libali libe prlmary lnterest of liagulstics tas tíhe internal
‘structíure nf language.
CIRC - LUGAR
3. He tas eballeaged on libIa aasumptloa by Roman Jaknbana (1959>,
a noted ¡nember of libe Prague scbool of lingulstica, itad by Anton
Relcbiiag (1961), botb of wbom contended thali ss’at&X tas ltself a
vehicle of rneanlng itad enuld anli be regarded as indepeadeat of’
semaflli los.
RECEPTOR
4. Uhlenbeck (1963J extended RelchJiag’S argumenta, but
41964) coatinued to malatala [bat [be commuaicatiVe
language tas subaldlary, and derivatlve — [bat language
essence ratber la ita inner toliallty” (1964:58).
EMISOR
Chomsky
use nf
bad ita
5. La=eúx Chomsky <196Gb) Lotally rejected the crIlilciSin of’
asaumplilon thatí language la seir—contajaed, and coatlaned to
libis Viet (1968,1969).
CIRO — TIEMPO
bis
bol d
43, 1JjJe a~s1s.tL~9ii~
have
aecessity for examlnlag
EM 1 SOR
g9t,nfl{fl-Qifl~ o]Jsx~ ~9ÁISIt 4114
continued [be debate polnting up libe
laaguage use la cominunicative settiflMs.
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Sales, ¡¡arr_xagt~~ ¡km~, 1 hayo argued lihat 11 ½ 1 ug ical 1 y
impoasible for a theory based na Chomsky s jnjt tal issumpliuon
about libe naliure of language , Izo expial a liba actual use oL
language.
EMISOR
8. U Un qui½ Igu=g~i±±ik1gLo account for libe eacodjng and
decodíag of messages abnutí objects, retaL jons, evealis , etc. , wi th
it U beors’ [balidenies lihali sí.ich cod 1 ng procesar. a actual [y t itkr.
p 1 nc o
EVALUACION
9. Chomsky, for example, mainlialas lihat laagtiage use Li tree Vram
stirnulus control (1968:11), ¿md lihali queslitoas conccra~ag tibe
approprialieaess of seatíeaces lo sjliualiiOas are r>tilisijde Ube
realnx of llngulsliics.
EMISOR
10. [a It any w n4~r tfrer4 ~ sbould deduce
Uhat libe cogallilve basis of language mas’ be beyoad libe scope (it
human (omprobeas inri?
INTERPERS EXPERIMENTADOR - COGNIT IVO
11 . Tlw.t, Lar las liaocp, [be re_lation bewj¿mo synta~ art sopiant LS
‘al [vta mitas’ ms’sliertfls
POSEEDOR
<6>
1. IL’ tve purgp lib error wblch leacis Lo [bese mys4~rés, it ni
llkels’ tbali libes’ tbemselvea wlll evaporat=.
CIRO — CONUICION
2. Tbe central errqg of tramfprm~ttnfl&tt5iW has so Lar gane
tbougb lito sliages:(a) It defined syntax as ladepeadeat of
meanlag.
POSEEDOR
3. Tbjs proved Izo be ita untenable defialtiún itad tas rnndít’ied
IKatz riad Fordor,1963; Hatiz itad Postal, 19i34;Cbomsky, 1965:Katz,l966) sucb lihat syntftx aad meaalag tere botb regarded ita
esacatílal to [be gramniar of litaguage, but [he error peralalied la
[bat (b) granimar tas deflaed as ladepeadent of cammualcative
selitiaga itad of libe natlve speaker’S ~nowIedge of libe world.
PORTADOR -ADSCRIPTIVO
4. akn~o .t4PS3I4t~ rs rutri ast==alix stxnnturQd FQB ‘md [3V
coi~i~jjaiq41nn, libia error Incapaeltates traasformútiOflfll tbeors’.
CIRO - CAUSA
5. Th~LkQnrx. becames jnberentlY cIrcular In Lrying [o explain
torda la lierma of otber torda, sentences la tersa of other
sentences, etc., aever breaklng out of libe circie te relate
tarda, seatencea, etc., to e~tra—ti¡igiIistic entltles, relatloflm,
aad so en.
PORTADOR - ADSCRIPTIVO
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<7>
1. Tli~ aggumen~ 4gAlasli a lihenry wbicb seeks te> ~~nIa’n Janaunge
¿xp±u’I frorn ita use is bs’ no meitas new.
PORTADOR - AUSCRIPTIVO
2. It has been expnuaded by sucb inca ita Albert Elnalieln
(1941:324) ¿md Bertrand Ruaselí <.1940:328).
EMITIDO
3 . !Jntb of libem bave polated nutí libe fact libitt tanguage la
relalied in kaowable waya Un ob,jects, eventa , and relaliloas la
libe perceived world.
EM 1SOR
4. fa order Un jílustrate lihe val lAáIx cM’ tlitE~ postUlan 1r.li ¡ja
consíder sorne nf libo coateatiorla to [he coatrary.
CHIC - FINALIDAD
5. Tbe i alt ial pq4niL, 4.dY~!flÉ2i5 lix Qhorn~Isx (19±11i~ u> favor QL
flin~4j=.g ‘ mgrammar’ as i ndcpeadmú oX rn~j3nltig ixiriged cia t be
assumpt; jon libali sealiences 1 ike 1 1 ) are meitalagleas t bougb
grarnmali ¡cal, wbereas sequeaces 1 jke (2) are also meaniagleas but
are ungrammaticitl.
AV ECT A DO
6. [f tíbla were correctí, [bat is, iL [bere tere grammaliical
sequences wblcb tere meitajaglesa as telí ita ungritmmttuitiil
sequeaces wblcb tere meaalagful libia would seem [o be evidence
[‘nrtíhe ladepeadeace of grarninar aad ineaaiag.
CIRC - CONDICION
7, Hotever, ~fl ja not onís’ more gramrnatlcal uban (2), btu. it js
atan more meaalagful.
TEX PORTADOR - ADSCRIPTIVO
8. If te use nur im~g4aatiOflS, te cita supply ita ltlLerprEStfltiOfl
Lar it..
CIRC - CONDICION
9. Tbe word colorlesa can bave tbe meaaiag of ‘laslpid’; green
can mean ‘ lmmature’ ; sleep cita mean ‘líe dormant’ furinusís’ can
be taken as libe phrase ‘la a atate of poteaLial explnslvE±riCSS
IDENTIFICADO
10. H~pM tb~ p~r4IflbpA~?~ ai.
TEX EXISTENTE
11. tu t±~S tt±~pnÉ br £.94L1L§Q tn ~tate thai lii Is actualis’
oaly a more compllcated example nf libe apparent conceptítial
dlfflcults’ la (4).
TEX INTERPERS PORTADOR - AUSCRIPTIVO
12. T119 o~yjqnr •~~~grpret=&Ltpfl of Has. s==~rct~sd=r~i ni 111 yieldás a
senselesa sequence.
AGENTE
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13. ficas a impis’ are ant. pbs’s jcal liblags wbicb can have color itt
Leas t. noii red, bine, green etc.
PORTADOR - ADSCRIPTIVO
14, I~ order lio render [41 rnewniagful tve muat chonse a leas
¿)bViOus íaterpre [aLba of ‘cojera ,e. g. , li~pes nr varlelijes.
CHIC — FINALIDAD
• . ‘fb½; Li libe same operali ion wbicb tve perL’ormed wilib respectí tu
;2)
IDENTIFICADO
16. in U) it la mereis’ applled t’ewer times.
CIRC — LUGAR
<8>
1 swhat Chomsky ‘5 i tlust rat_ion taita.
TEX INTERPERS AFECTADO
2. Syntax ja ant indepeadeatí of meaajag.
PORTADOR — ADSCRIPTIVO
1. T}xe di ffereace beliween sntqnc Dl i~n4 (2), raliber liban
m¡ppnri ing libe vIet lihaL «animar ¿iaxd meaaing are independeatí,
siiggeBlis a leep interrelatica betteca synliax ¿md semantles wbich
Ube siiperf jc ial coatí icta of word lng in ( 1 ) nealily coaceal
CAUSANTE - COGNITIVO
4. <Similar argjzments cita easily be adduced Lo confute tbe case
ja wbicb supposedly meaniagful sentencea are ungrammalilcal.
EMITIDO
5. Ubeir m~jinlnRfJ4aess la altays dependeat ¡¡pon ti relaxlng of
cerliaja syntactlc itad sernitatle reslirjctloas, tblcb sbowa, agala,
ita interdepeadeace of menaiag ¿md gramniar rnther Lima ita
indepeadeace.
AFECTADO
<9>
1, Agreei~g ~~lit Qligniakxli vlew.point favnrlag tibe independeace of
grarnmar and meanlgg, Kat z itad bis collaboraliors set fortb ita
argument ja favor of treating meaaiag ita indepeadeat of settings.
CIRO - CAUSA
2. AsS’aSes~ Rarnngton ¿md 1 f 196 3j pajn3±4 pMt, liheir reasoaing
½ precisels’ parallel to Chomsky’s.
CIRO — COMPARACION
3. Where~s hp ~3±jm~j that ~xnt~ íttt~ xad~w~nknt sM’ nwjmiug
Kaliz, Fordar, and Postal cialm tbat meaalng la lndependent of
set tunga.
CIRO - CONCESION
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4. Tbey appareatly belleve [bali libe ¡neanlng of a sealienee
autoaomous of exlira—Liaguislil& ealiitles. relatinas, etc., itad
tbat it exista ladepeadeali of libe apeaker’s knowledge of bis
world.
EXPERIMENTADOR - COGNITIVO
<lo>
1. la lihis t§ÉtiJ1d~ nonslder the rneaalag of Lbe sentence(S).
CIRC - TEMATICA
2. Sjpc~ we knnw that thenripj~ ±~mmal !hQ ~Qrta Ql ~brtng~ !ÚUSt
caa bave cola any 111QThTh11fl jd~aii can &nd &bkik tfl wpr$ bJ~Q
~ th~ phm1x4ly pgrThiKQAUJ& Loto “ of O¡7~MC lis
which a re ca11ed1ij1ii=~ ojntptt, a rneaniagful lnterpretatlon of
<5) js aot fortbcomlag ualess te reinterpret libe libeory of
relalijvity so as Un allow It. lio refer Lo an ab,jeci wblcb rnighli
Fiave color
CIRO - CAUSA
3. Tbis migbt be doae la a situatica wbere te bad just referred
¡o a red biad jag contaiaiag a wrllie—up nl’ libe tbeory of
eva luli ion.
OBJETIVO
4. Wc c:nutd liben say, libe liheory of relatlvuliy la blue, ~tmadmean
libali 1 u tas a a blun blader.
EMISOR COMO AGENTE
5. J~ Li clear, hqw~y.~r, tbali lix trÍADA 1=~uad~rstaad (5) tve do
ant Imniedlateis’ bave available la our mlnda ita supposedly
‘iadepeadeat’ meanlngs, ita Katz et al’s thenrizlng would suggest.
INTERPERS TEX CIRO - TIEMPO
6. RaLbej~ we musli Infer a sltualilOn in which (5> migbt occur.
TEX AGENTE
7. IjatIl sucb a setitlfla 19 jaferred, senteaces llike (5) do not
make sense.
CIRC - TIEMPO
8. 3’ liar leave us groplng.
CAUSANTE - COGNITIVO
9. Cieartx la tbese case~ £ ~btt ~i44 br
lndeflnlliely), tbe laferred settiag coatalnlf3g tbe referenta of
acun pbrases, etc., la crucial Lo cur understafldlng.
INTERPERS CIRO - TEMATICA
lO. A th~qxx whlgh ~. aa tn4vpen.dszflt cd ~tLttn&xs
cannat explasa tbem.
EMISOR
<13>
1. InfitsN’ ths. PIIQliISKP Vgr liJ~gjfl thsRQfl la atulí more serial”’.
TEX PORTADOR - ADSCRIPTIVO
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2. (‘onsíder libe perfectís’ ordlaary senteace: Itfl.
PROCESO COGNITIVO
3. Tb~ IzLrvdrnhLan=D±ASof {64 clearis’ requires an laferred settiag.
POSEEDOR
1. la c)rder [o tíaderstand (U), [he llstener muat kant wbat sortis
of “objecta”<tnthe broadesti sease of tbls lien»> boys are.
CIRC - FINALIDAD
5. lbs. word boí muali be relalied lo percelvable ob.jects, narnely,
hoya la libe kanwa world nf libe listener; ube relalilon between [he
aoL of bitting and libe verb phrase, la bittlag, must be known;
libe llaliener must know wbat son nf tblag wnuld be called a bali;
he muat kant libat libe la eacb anua pbrase ladlcates refereace lo
a pre—specitied <nr ImplIclIzís’ apeclfled) member of libe objec[
category la question; fjaails’, libe llatener musli kant tbe
relatina beiteen ja V— ing ¿md ca—gong evealia.
PORTAI)OR — ADSCRIPTIV<)
c 12>
• AId ¿U libia implIca thai rneaniag la everi tibe ssimplest mit
senteaces involves relatlona wllih selitlaga.
CAUSANTE - COGNITIVO
2. LlaÉulslilc struciurt~ does ant exlst apart from [be kanwledge
of libe world wbicb tibe speaker-llslieaCt’ commualcitteEi abnut.
EXI STENTE
3. Neltbpr meanl~g ant’ synliax exista la a vacuurn; nor do libe lito
of libem lingeLber exist independeat of situatiotial aettlngs.
EXISTENTE
4. Allibou~hLL la clear lihat words aad wor~ nrders are bound up
wltb meaalag la libe saíne tas’ libat ayntax and meanlng [akea
lo getber are related to libe native speaker’ a knowledge of libe
world, it remalas Izo be atated more preclsely ,>ust wbat 15 Un be
underalinod Lis’ libe liechalcal nolilona SYNTAX, SEMANTIOS and
PRAGMATICS, and what exactis’ la tbe nature of lihelr
iaterrelatloasbipa.
CHIC - CONCESION (INTERPERS)
<13>
la arder Lo aaswer libese questiona, let us think of language
use as occurrlag along tibree interrelated dimensions - tibe
SYNTACTIC, libe SEMANTIO, itad tibe PRAGNATIC.
CIRO - FINALIDAD
2. Ca Ube syntact~ dSm~n~Ápn elementa <atomlc and /on molecular
½ sliructul’e) are sequeaced in tIme (te abail concelve of this eta
a le? t-lio—rlgbL orderlag exlsliing al dlfferent levela
slmulLariCoUSlfl ea tibe semnantlc dimenglon, elementa (atomic itad
nr molecular) contrasí witb otbers of the sanie syntactic and nr
pragmatio liype; aad ca libe pragmatie dimanaba, time sequenced
elementE (atomlo and/or molecular) are relatad systematically te
percelvable entilliles, relationa, eventa, etc. , wbich LhemselVCS
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are ¿xlinmic and/nr molecular la slir¡.¡cliujre , and svhlcb are either
suructiured nr unatructured witb respect to Lime sequence,
direcilonalilis’ of relaliloas, etc..
CIRC - LUGAR
< 1 4>
1. Tbe tibree dlmeasinas ~jjggested can be visualized la temis of
ita nbstract coaceptual space tithin whlch lingulstic unlts are
produced and undersunod by speakers, as in Fig. 1.
FENOMENO - PERCEPC ION
2. The seateace (41 la rnughly plctured In Flg. 1. la an attempt
lo visualily represent ita codiag on libe dimensions of SYNTAX,
SEMANTICS, aad PRAGHATICS.
OBJETIVO
3. Tbe figure ¡a inteaded merels’ Un serve ita a suggestlve basis,
ant ita ita exact guide.
PORTADOR - CIRC - ROL
4. __ ¡he svataculc dimeasina te can see tibaL libere are sequeaces
itt tibe word and pbraae leveN,
CIRC — LUGAR
5. Tbe seateace jliself, as a molCOQiM e~mrnt of dl~s~, may
alan falí 1am a syaliacliic sequeace as sbowa la ng. 2.
PORTADOR - <2IRC - LUGAR
<15>
1, TIte semanlilo dimenslna ja tbe ¡nost dlfficult Lo conceptualize
ia Lerma of a picture.
IDENTIFICADO
2. Hero, tibe varlnus a[omic nad molecular elemeata of tbe synliax
are classlfled accordlag lo syatactlc and pragmatie liypes.
TEX OBJETIVO
3. Tbis dirnenaina can be coaceived of ita a set of atates
coatainiag cnntrastlag elemenlis wbich ja sorne cases are ordered,
la cibera, unordered.
PORTADOR - CIRO - ROL
4. Tbe selectlorx nf ita element (atomlc or !noj9~iLLaLI j~ ~ clven
síate effects tbe excluslon of alá otber sImilar elementa.
CAUSANTE - EXISTENCIA
5. ~¡‘ exarn»le. whs.n wp sfiy “il~ii [n bepianjflg fl~q ~eateace
plctQn.d In kbs. Ltgnm, te bave ¡nade a selection from a atímber of
iterna wblcb could bayo filled this positlon la lihe aoua pbrase.
TEX CIRO - TIEMPO
6. Th~ nail 2½sil occuples apace la libe syntactic dimension
Insofar ita It constitutes fin elemeflt Lo appea¡’ lix sequeace wílib
otber elemeata.
POSEEDOR
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7. fi occuples space en libe seman[lc dimeasion la [bali it
conslii tutes a choice la meaningful one? froin among a number of
otber elemenus wblcb coníd bayo occupled libe poslt ion ja question
<e.g. a, sorne, itas’, etc.>.
POSEEDOR
8. en tbe semaatlc dlmeas ion, eboices are made beiteen wnuld-be
simuhuaneoua elemenlis of a par.adlgmatic arraagernont wbile on libe
ss’ntacilc dlmeasina elernentis are produced un sequence.
CIRC - LUGAR
9. Just ita libe speaker ma ~cftpjg~ ti ~>cMpnjdng tÚ~ r’atfr~r
tíban a, sorne etc, itt Ibat QQfllt,%pfl, he fallota it by libe
seleclilon of boy raliber liban girí, caL, etc..
CIRO - COMPARACION
<16>
1. Al [br phrase leve _ te fiad a similar situation.
CI RC — LUGAR
2. Just ita (he =Q119r?dIPn nt’ ‘1xh~i” ~n th~ ~yntaq~~c ¿~i~
constiliutes a cholce ea the semantie axIs, libe generat ion of Ube
anua pbrase libe bes’ ( ita a molecular rlerneali) confiÉ i tutes ‘¡
cholce na libe sornaatic axIs.
CIRO - COMPARACION
3. Tbali ¡si Un sayx [bis anua p1tr~u~ sliands ja eonlirast wilib
synliacuicalIy ¿md pragmatlcally distInciL non» phrases.
TEX PORTADOR - CIRO — LUGAR
4. 1» occu»viGR libe ~L ppsjtbngj thr s~nt<~nc<~ it also
acqulres addllilonal slgnlt’icanee la as rnuch ita it Is related Un
eacb of Ube succeedlng elernenlis wjtbin libe sentencie as a wbole.
CIRO - CAUSA
5. la otiber worda, 1-be sentoace uniL Co atal nilxg the subjeet ‘1-1w
h&y1, verb “½ hitli mxl itad oh~~pt “libe bajl’ tUso constítutes a
meanínglul choice.
TEX IDENTIFICADO
6. it occupies a position on libe syntaetie axis and mas’ onter
hito syntactlc relations wltb succeedlng elemenlis of [be same
liype <lix libia case oliber sealiences 88 shown 1» Fig. 2> ¿md lIz
oceuples a poshlilon en [be sernantic axis insolar tis it
constlliutea a chotee betweea oliber senteaces nad sentence liypes
(e.g. , questiona, lmpera[ive,etC~ ) which mlght occupy lihat
POS ILion.
POSEEDOR
<[7>
1. Qn tbr nc~si&uti& =tia!umÁ=n~Ube various as’ntactic-semaatlc
elemealis are relalied lic extra—llnguistie percelved informaban
¡md prior knowledge.
CIRO -LUGAR
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2, ‘Jote, imotever, libat alt nL? Ube pragmatLc udnriaAlpfl c tanot
convenieatly be represealiiYd visualis’, r.g. ,prespezifI*3daeSS’ Ir
indlcated Uy libe definlte article, class membership as iadic xted
by cnmmoa aouns , prngreasjveness’ as Indlcalied by certata verb
phrases, etc.
INTERPERS TEX EMITIDO
3, Iii ex the prt~grnatics il sent?fl(~e g<~p~r~st~pu tíhaL determines
which choice wjll be made wjlibin each syntactic semáritic sstate.
AGENTE
4. Siace libe s’.pe4ii~x ~urL~[~ i&tt 6LlQ Lt 4 n&r41su1L4Y tPLtit
~tma=iUi½==r ~gp4isitLyxiPA~di?4) qunnber QL tM tet QL b9y141, be
selecta libo because be tanta lic lialk abouli ita oblectí which be
knows ja a member of libe sei nf hoya, be selecta hoy; because be
tanta Lo meat loa ita on—golag aci loa wb¡cb he knows to be
clasailied ita hililiirig, he selecta ja hitliing; asid o crí lot libe
selecuiori of lije hall.
CIRC — CAUSA
“h= rqasontbift t be speakey ppt~ ½ re ter t-O ttw hoy kdvre
libe hall i a dije to libe ¡te ¡‘ce ived di rect torta Itt y o t tí he re tsÉ ion
o Ix itt iag wb i c b be Ida be liween libe be>>’ md t he U iii • nad en U be
úlr.si red cmpbas ja.
PORTADOR — CIRC CAUSA
<18>
1 . SYNTAX ja defined, liben, mi the sequeríc iag of language
elementa ja time; SEMANTICS la det’ined mi the selectíen [ram
amoag tibe contraatlng elCm<3flÉ5 of a glvea syntactic and/u¡’
pragmalile liype ranglng from libe atenta tío molecuies of 1aau4ua~e
strucitlrE? aad PRAGMATICS Li deflaed mi libe dynarníc interftctirofl
betweea libe speaker’s kaowledge of libe world <jncludiag
inirnediateis’ perceived informatiOnl nad libe ayntaCtiCSCiliafltiC
d imeas toas.
IDENTIFICADO
2. Th§~ Lrnrnauifl~. bowever, are by no menas ladependcrkli.
PORTADOR - ADSCRIPTIVO
<19>
1 . ~tflL4=tt4!$ ~iuta coastlttllie seiuaatíic unita ja that libes’ embody
lmplicit exclus loas.
PORTADOR - ADSORIPTIVO
2. Wben a ~xxnL4ktiS untt ~L 4 ~t~xt~ Lflia ~É~aLii&Jár
~Etk=ttS=4, tUl otihera nf the sanie liype are implicitís’ exciuded.
CIRO TIEMPO
~ i.lflg3LUtfl~ Qt!t~WfttS gi¡rtl nttnrS&LIQU 4d2QML atnl~
LLn&nijItLQ qtútC4u r§4fftiQll3~ ‘QflfSPt sX=~~~ ttiey coastittlte
pragniat ~c unu te.
CIRO - CONDICION
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4. Tbls la to sav libali anv meaalagful use of Ianpuagp tavolves
sirnultanenus Implemeatalilon of syatax, semantics itad pragmatica.
TEX POSEEDOR
5. Tbese three aspecta of language do ant oxist independeatis’ itad
can oríly be uaderatnod in lierma nf tbelr interrelatioaahlps.
EXISTENTE
<20>
1. Wbea a language la vieted as a medlum for commuaicaliinn, the
lmnpllclt error of atliernptlag to deal wllib liriguistle míallis apart
from meaalag, nr meaalng apart fmi» libe speaker’s knowledge nf
libe world becomes expílcit.
CIRC - TIEMPO
2. A brick talí cines not exist apart from tbe apace—tirne relation
betweea ita brlcka itad mortar.
EXISTENTE
3. Neiliber cines a descriptina nf brlcka nr of ¡nortar coastiLute
txa explanatlna of a brick taIl.
PORTADOR - ADSCRIPTIVO
4. Aa a com~lex meitas nf commualcatinn tanguage cita nnly be
explalaed tltihin libe framework of ube context nf comrnunicaliion
itad lihls cita naly be acco¡npllabed librough an laliegrated thenry of
syatax, semantica , and pragmatilca.
CIRC - ROL
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WHAT IS A SPEECH ACT?
WHAT ¡5 A SPEECH ACT
?
1 NTRODUCT ION
<1>
1. la a txpjgal ~m~ci~ situation jnynlvlng a ~p~Aj~er ~ bearer1
nnd ita ¡literance by [he ~p§pker, libere are many klads of acts
4ssocialied witb libe speakers utterance,
CIRC - LUGAR
2. Tbe speaker tul characteristicalls’ bave moved bis jaw itad
túague aad ¡nade anises.
AGENTE
3. la addltlan~ br tilí cbaracteristlcally bave performed sorne
aclis wlthia libe clasa wblcb includes lnfnrming or irrltatíng or
berIng bis bearers; be tlll further characterisliically bave
perforíned aclis tlthla libe class whicb lacludes refering Izo
Kennedy nr Khrusbcbev nr the Nortb Pole; and be tIlí also bayo
porformed anis tllibia ube class wblch includes making atatemealis,
¿iskiag queslilona, issuiag commanda, givlag reporlis, greeliirxg, aad
waraing.
‘¡‘EX AGENTE COMO EMISOR
4. Tbe mernbcrs of lihia last class are whali AusLia called
illocutinaary acta nad it ½ wltb libIa class that 1 sball be
coaceraed ja libia paper, so libe paper mlght bayo been called be
‘Wbat is ita Illocutionary Ant?’
t
PORTADOR - ADSCRIPTIVO
5. 1 do ant alitempt Izo define the expreasloa “illocutionary ant’,
ullibougb il’ ¡ny analysis of a particular lllocutloaary ant
aucceeda it mas’ provide libe basis for a definitlna.
EMISOR COMO AGENTE
ti. Sorne nf libe Eaglish verba aad verb pbrases asanciated wltb
illocu t inan~ acta are: ataLo, assert, describe, warn, remark,
commeat, comrnaad, order, request, criticize, apologizo, censure,
approve, telcome, promise, expresa approval, aad expresa regret.
IDENTIFICADO
7. Austla clalmed libat libere tere over a tbousand aucb
expressions la Eagliab.
EMISOR
<:2>
1. ~x i=~xnf latroductlnn, perbaps 1 can sas’ wby 1 Lbink it lE
nf lnterest itad Importance in tbe pbilosopby of language te
studs’ speech acta, or, as they are sometimos called, language
acta or llaguistic anIs.
O.T. CHIC — ROL
2. 1 ~ la e~~ejftial to any apecimea nf llnúiiatic
commuaicaliioa thai it lavolve a llagulatio act.
INTERPERS EVALUACION
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3, Iii la ant, as im~ geaerally been supposed, libe symbol nr word
nr seateace, nr oven Lbe liokea of Lbe aymbnl nr word nr senteace,
wblcb la libe ualt of llagulstln cnmrnunicittlna, but ratber it Is
libe productlon nf lihe token la libe performance nf libe speecb ant
tbali conatitutea libe basic ¡ialt of llngulsLic cnrnmunlcatlnn.
CIRC - COMPARACION
4. To put libia ppjat more precisely. Ube producLion of the
sentence lioken under certaja condltloas la tbe illocutlnaary acL,
itad libe llloculiloaary ant Is Lbe mlalmal ualt of llnguistle
communlcalilna.
TEX IDENTIFICADO
<3>
1. 1 do ant kant bnw to prove libat lIngulaLIn communlcation
esaealilally javolves acta but 1 can tblak of argurnenta wltb tvbicb
nne rnight attempli lo convlnce sornenne wbn waa soeptical.
EXPERIMENTADOR - PROCESO COGNITIVO
2. One ar~umenli would be tin cali libe aceptlc’a aliteatlon Un tibe
fact libat tben be liakes a anise nr a mark on paper Izo be ita
tasliance of llagulstln cnrnrnualcaliion, as a measage, nne ni the
liblngs thaI la involved la bis so Lakiag liha anise nr mark ls
libat be abnuld regard it ita baving been produced by a beiag wltb
certitia jateat toas.
IDENTIFICADO
3, He canaot just regard it as a natural pbeanmeaoa, like a
atone, a taterfalí, nr a tree.
EXPERIMENTADOR -PROCESO COGNITIVO
4. la order to res¿ard it as ita instance nf lInailatIn
cnmnmuaicaliloa nne musí suppoae tbat Ita productlna Is wbat 1 am
caillag a speecb ant.
CIRC - FINALIDAD
5. It ja a logical presuppnaitioa, for example. of current
attempts Un decipi2ny lihe Mayan bleroglvpbs tbaL te aL least
bypotbesize tbat tbe rnarks te seo on tbe alones were produced by
belnga more nr leas llke nurselves and produned wlÉb certain
kinds of latentlnas.
IDENTIFICADO (TEX>
8. It te toro certala tbe rnarks tere a consecuence of, SALt water
q¡’g~~g~, Izben Lbe questlon of declphering tbem nr even calllng
Lbem bleroglypbs could ant arlse.
CIRC - CONDICION
7. To cnnstruQ Lbem usi4~x LJj~ ~Z&g.Qflx ~Á J.lnpulstiC
commualcatlna necessarily lavolves coastruiag uheir productlon as
speecb acta.
POSEEDOR
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<4 >
1 • To perfnrm illnculilonarv itcta la lo engage la a rule—goveraed
forín nf bebavlnur.
IDENTIFICADO
2. Y abitíl ¿irgue libat minh lihiaga ita asklng quesliinas nr rnakia~.t
atatemealis are rule—goveraed la ways quiLo similar lo libose In
tbich gettiag a base blIz la basebalí nr mnviag a knigbt in cheas
are rule—governed forma of acta.
O.T. EMISOR
3. 1 latead liberefore Izo explicate Lbe antion nf an illocutlnnary
aoL bs’ statiag a seli of aecessary itad sufficient coaditinas tor
libe performance of a particular kiad nf illocutloaary ant, and
extractlag frnm It a set of semantical rules for libe use of tibe
expresa Ion (nr ss’aliact in devine) ivbicb marks libe uliterance ita an
illocutlnaary aci of libali kiad.
O.T. - EXPERIMENTADOR - PROCESO COGNITIVO
4. fl E am ~m~JÁU in atat~j~g tff9 cpgditlpns ~ifld 1-1?
m’OrrespOtldThg rules mr oven nne kjnd of ~~il~¡’Y ant, t bat.
will provide uswitba patLera for aaais’sing nther klads of cts
itad cnasequeaty for expllcating tibe neuma la general,
CIRC - CONDICION
5. But la order lo set Ibe sta~e fox’ 1u11lix s~tflJAflg sp ndltturi s
¿md extractin rules fox’ por formin.g an i~kgjjLgnw¡iYwqt 1 bayo tío
diacuas libree nther preliminars’ antinas: rules, propositinas, nnd
meaning.
TEX CIRC - FINALIDAD
6. 1 abalí confine ¿ny discusalon nf ubese notloas Izo libose
aspedlis wblcb are easealiial Lo ¿ny mitin purpOses iii libis paper.
but,evea so, wbalil wish Izo sas’ nnacerning eacb of tibese rmotinas,
it’ it tere Lo be aL alí complete, wnuld require a paper fox’ each:
botever, snmetijmes It mas’ be tvnrlib aacrlflcing tbnrougbaess for
the sake nf acope and 1 abalí liberefore be vers’ briol.
O.T. AGENTE:
RULES
<5>
1. tu reneat years libere has been in libe pbilosopby of language
considerable disdussina iavolviag tbe notina of rules br libe use
nL’ expressinns.
CIRC - TIEMPO
2. Sorne pbilo~pflj~x!2 bayo oven sald timÉ knowing libe rneaning of a
word la aimply a maliter nf knnwing Lbe rules fox’ ita use nr
employmeat.
EM 1 SOR
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3. Ono disquieliing feature of sucb discusainas ja lihat no
pbílnaopber, Un ¡ny kaowlodge aL least, has over given aaytbing
Iike an adequato tormulatina fox’ Ube rulos fox’ tbe use nf oven
nao expression.
IDENTIFICADO
4. If meaalng is a matter nf rules nf use, surely te nugbt to be
alilo Lo state libe rules Lar libe Liso nf expresabas la a way wbicb
wauld explicalie libe meaniag of libase expressions.
CIRC - CONDICION
5. Cortaba otber pbilnsopbera, diamaved perbapa kx Xli~ ThL1vx9 of
libeir colleAgues to pxg.tgs. max rules, bayo denied libe
tasbinnablo view tbali rneaniag is a matter nf rules itad bayo
asaerlied tbat libero are no semantinal rules nf libe proposed kind
aU itil.
EMI SOR
ti. 1 am inclined Un liblak tbat libia scepticism ja prematuro and
sliems rrom a failure Un distinguisb difforeat sorts nf rules, ja
si tas’ which 1 abail nnw ííttempt lo expían.
INTERPERS PORTADOR - ADSCRIPTIVO
<6>
1. 1 (Iiauinguisb beliteen liwo sorlis nL’ rulos:
MiE N’I’E
2. Sorne regulate aatocedeatly exisliing forms nf bebavinur; fox’
examplo, tbe rules of olilquelite regulate laterpersonal
relatinasbipa, but tbeso relatinasbipa exiat iadepeadontly of the
rules nf etiquette.
AGENTE
3. Sorne rules na libe oliber baad do ant mereis’ rogulate but creato
nr define new fnrrns of bebavinur.
AGENTE
4. Tbe rules nf fontball, for example, da ant merels’ rogulate tbe
gamo nf fonlibalí but ita it toro crealie libe possibility nf nr
define tbat activiliy.
AGENTE
5. Tbe actlvúy nf playing fontíbalí la coastituted lis’ acliing la
accordanco wuth tibese rules; fontbalí bas no existeace apart from
Lbeso rules.
IDENTIFICADO
43. 1 calI tibe latter kiad nf rules constitutivo rules and libe
former kind regulativo rules.
EMISOR COMO AGENTE
7. Rei~u1attve ¡‘4p~ reguiate a pre—existiag activity, an activity
wbose existence la logicalís’ iadependent nf lbs existeace of tbe
rules,
AGENTE
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8. Constitutivo rules coastitulie litad alan regulalie> ita activity
libe oxistenco nf wbicb is Ingicalís’ depeadeat na Lbe rules.
AGENTE - PROCESO CREATIVO
<7>
1. Regulativo rules cbaractox’istically Lake tibe tnrm of nr can be
parapbrased ¿is ImperatIvos. e.g. “Wben cuttiag fnod hoid tbe
knife ja tbe rigbli bitad”, or “Offlcors are Izo toar lies ¿it
dianer.
POSEEDOR
2. Sorne coastiliutive rulos lake quite a different L’nrrn, e.g. a
cbockmalio la ¿nade if libo king is attackod la sucb a way tbat no
moyo ivlll leave it unalitacked; a toucbdnwn ja acorod wben a
player crosses libe opponeats’ goal lino la posaesalon fo libe bali
wbile a pias’ is la progresa.
POSEEDOR
3. if mix’ paradIgma of rules aro irn~erative regulative rules1
such ana—imperativo constitutivo rules aro likely Lo strike us ita
extremels’ curinus itad hardís’ oven as rules at all.
CIRC - CONDICION
4. Notice libat libey are almost tautological la cbax’acter, for
wbali libo “rulo” seoma io nffor ja a partlal defialtina nf
“cbeckmalie’ ex’ ‘toucbdnwn”.
INTERPERS PORTADOR - ADSCRIPTIVO
5, 8u14 of cnurs o, lihi s qpasi-liautnlogical ebaracter la a
aecessary consequonco nf Ubelr being constltitive rules: tbe
rulos cnaceraing linuchdowns must define libe notina of “toucbdnwn”
la Ube same way lihat libe rules coaceralag football define
“football’
TEN INTERPERS PORTADOR - ADSCRIPTIVO
6. Thali. fnr exajppI~, a Unuchdnwa can be acored ja sucb itad sun?
.
ways and enunta aix pglats caa appoar sometimes as a rule,
sometimos ita an aaalytin truth; and libat it can be coastrued ita a
liautolngs’ la a nlue Izo tbo fact Lhat tbe rule la question is a
constitutivo nne.
(TEX> PORTADOR - CIRO - ROL
7. Regulativo rules genorally bayo tbe fnrrn “Do 1<” nr “It Y do
POSEEDOR
8. Sorne membej~ nf libe set QL constitutivo rules bayo tbis fon»
but sorne also bayo Ube forín ‘X couats ita Y”.
POSEEDOR
<8>
1. Tbe failuro Lo ps.rpeive fl4~ la of sorne imporliance in
pbilnsnpby.
PORTADOR - ADSCRIPTIVO
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2, Thus~ e ,g~ sorno pbilos o~hors ask ‘How cita a prornise create aix
obligation?’
TEX TEX EMISOR
3. A similar ifilestina wnuld be “How can a tnucbdnwn create aix
poinlis?’
IDENTIFICADO
4 , Aad as libes’ stand bnth quostinas can only be aaswered by
staliiag a rule of libe fnrm “X enunta ita Y”.
‘rEX CIRC - MANERA
<9>
• 1 am incílaed Un t.biak tbali botb libe failure nf sorno
nfrtIgaqniia:~ Un atate rules fox’ libe use of expresabas aad libe
acepticisrn of otber pbiin~ppbers coaceraln~ libo existonce nr any
such rules stem itt leitat la part frnm a failure Un recogaize libe
djstiacts’inas beiteen constitutivo itad regulativo rules.
INTERPERS PORTADOR - CIRC - ORIGEN
2. Tbe modo 1 ______ __ _____ _____________
ox’ paradlgm nL’ a rule xvbicb moat pbilosnpbers bayo
Uhat nf a regulativo rule, aad if nne lnoks la sornantica fox’
pureLy regulativo rules ono is noii likely to fiad aaytblng
inlieresliiag frnm libe poiat of viet nf loginal analyais.
IDENTIFICADO
• Tbero tire no doubt social rules nf libe form Ono ougbt ant to
ulter obacenities itt formal gatbex’inga’ but tbat bardís’ seema a
rule nf tbe snrt that is crucial in explicating libe aenaatins of
a language.
EXISTENTE
4. Tbe byvntbesis libat lies bobiad tbo preseat PitPOx’ 18 tbat mho
semantina of a language can be regarded as a series of systems of
constitutivo rules and libat illocutinnary anta aro acta performed
ta accordance tvltb libese sets nf constitutivo rulos.
IDENTIFICADO
5. Ono nf libe alma nf tbis papor is Lo formulate a set nf
coastititive rules for a certain kiad of apeech ant,
O.T. IDENTIFICADO
6. Aad if wbat 1 bayo said nonceraing constitutivo rules ja
•gnrrect, we sbould ant be surprised if ant alí Ubese rules Lake
tbe t’orm nf Imperativo rules.
TEX CIRO - CONDICION
7. ladeed wo abalí seo tbat libe rulos falí jato several different
categories, nono nf wbicb is quite like tbo rules of otiquette.
EXPERIMENTADOR - COGNITIVO
8. ThQ QlJtnLfl Un state t~b~ rulos for ~ ilJ.ocutionarv ant can
also be regarded AS it kiad of test of tbe bypotbesis tbat tbore
are constitutivo rulos uaderlying speecb acta.
PORTADOR-ADSCRIPTIVO
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9. II? te ¿tre uaable 1=? gjve agy saliisfantnrv rule forrnulations,
mix’ failuro enuld be coaslirued ita partialís’ discnafirrning
evidonce agalast libe hs’pnthesls.
CIRO — CONDICION
PROPOS ITIONS
‘10>
1. Diffex’eali jllncutinnarv ¿ints oflien bayo featurea la comnina
wjtb eacb oliher.
POSEEDOR
2. Coaslder utlioraaces of tbe fnllowlng seatences:
PROCESO COGNITIVO
3. iJtteraaces nf each of thgjig~ pn ¿~ ~ would
cbarnnierlsliicalls’ be poi’fnrinitacos nf diffex’ent illonuliinaarv
acta.
PORTADOR - ADSCRIPTIVO
4. Tbe 1 irsli wouid, cbax’actortíatiCally, be a quostina, libo secoad
an itasertlna abouli libe futuro, libat is, a prediction, tbe tblrd a
request nr order, Ube fnurlib an expx’ossina of a wjab, ¿md libe
flflih a bypnlibetical expresaina of jateation.
PORTADOR — ADSCR 1 PT 1 VO
5. Yei la libo performance of eacb tbo speaker tould
cbax’anteristically porform some subaldlary anta vzbicb are nnrnmnn
lo alí VIve jllnnuliioaary acta.
TEX CIRO - TIEMPO
6. la libo uliterance of eacb Lbe speaker refera La a particular
perana joba nad prodicalies tbe ant of leaving tbo ronm nf tbat
person.
CIRO - TIEMPO
7. la no case ja Ubat Ml be does, but in every case it la a part
nf wbali be does.
CIRO-LUGAR
8. 1 sball san tberefnre. tbat la eacb of tbese cases, altbnugb
libe lllocutionars’ acta are dlfferonii, itt loast sorno nf tbe non—
lllocutloaary acta nf refereace itad predication are libe sanie.
INTERPERS TEX CIRO-LUGAR
<11>
1. Tbe x’eferenss. t~ sorne person 1plin ~nd prodication of tibe sanie
tbing of blm ja eacb of Ubes~%ll29UflQflgV p~L~ inclines me Un
sas’ tbali libere la a coinmon cnntenli la eacb nf tbem.
CAUSANTE - LOCUTIVO
2. Snrnetbing exprernitcM& bx tbs. 4nua~ ‘libat .Inbn tul bayo libe
room sesma Un be a comnmon fealiure of aId..
PORTADOR - ADSOFtIPTIVO
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2. We enuld, witb ant Uno much dlstortion, trite each of libose
seateacos ja a tas’ wblch would Isolate Ubia cnmmon feature: “1
assort that Joba tIlí bayo Ube ¡‘nota’, ‘1 ask wbeliher Jnbn tul
bayo libo ronta’, etc.
EMISOR COMO AGENTE
<12>
1. Por lank of nbehlierw&Ñ 1 propose lo calí libia common
conteat a propoaitinfl, itad 1 abalí describe libIa feature nf liboso
jlloculiloaary ¿ints 1»’ aaylag libali la tho uttoranco nf eacb nf
(l>—(5) libe speaker expresses libo proposition tbat Jobn tul
bayo ube mata.
CIRO - CAUSA
2. Nolilce libaii 1 do ant sav libat tbo seatonce exprosses tbe
propositlon; I do ant kant bnw senteanes cnuld perform acta of
libali kiad.
INTERPERS INTERPERS EMISOR COMO AGENTE
2. Rut lsba4 s~y tbali la tbe utterance of tbe senlience Lhe
wenker expressOa ti ¡)mopoaitlnn.
‘¡‘EX INTERPERS CIRO - TIEMPO
4. Notice alan libat 1 am dlstlaguishlng betteen a proposltion and
ña itaserlilon nr ataliemení nf tibal proposltlon.
INTERPERS TEX AGENTE
5. Tbe prgp95ltioa libat Joba will leave Lbe ronm la expressod la
libo utteraaco nf alí nf (1)—(5) but onís’ la (2> is that
propositlna asaertod.
EMITIDO
<13>
1. 1 mlgbli suifimarise tbls by sayiag tbat 1 ata dlstlaguiabing
betweoa Lbe illncutionary act itad tbe propositinaití coateali of ita
jltnculilnaary ant.
O.T. EMISOR
2. Of cnurse, ant alí llbocutionarv acta bayo a propositional
cnalioat, Lar examplo, ita utteritace of “Hurrab!’ nr Oucb! cines
ant.
INTERPERS POSEEDOR
bu Qma version nr anotber thls distiaction la an oid nne ¿md
bas been max’ked la difforent ways by autbora as diverso as Frege,
Sbeffer, Lewis, Roicheabacb and Haro, Lo montion naly a few.
CIRO - LUGAR
< 1 4>
1. Frorn a semantlnal pnlnt of vIet te can distiaguisb betweea the
pmopoaltional indicator la the soateace aad tbo indicator of
lllocutioaary force.
CIRO - PUNTO DE VISTA
1
1
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2. Thali .~.w, tor a large cío sa ot npflt9flV~ H~ed to
irlpcntioaaziy anta, te cita snv for libe puVposlO of ciur
libat Ube seateaco has tto <ant nenessarily soparate>
;‘ropositloa iadinating elemerít txnd libe funcijon
lev inc.
¡‘EX
pertorm
aaals’s Is
parlis, Ube
md 1 ca lii ng
CIRO — TEMATICA
1. Tbe ft¡nnilnn iadinnliing devine sbnws bnw Ube prnposiliiofi is te>
be Uakea, ox’, Un put it la anoliher tay, wbali jliocutinaitry forne
be mt terance ja te> hayo , t bat ja, tbat jI iocutioaars’ ant tibe
spoaker ja perfnx’ming ja libe ulilierance of libe senteace.
CAUSANTE — PROCESO COGNITIVC)
4. F~¡nptio~ j ndb±xtms
sliress,latonaliina noalinur’,
Ijixal ts’ a set of so—called
IDENTIFICADO
5. 1 mas’ jadicalie libe kiad of
by bogínairig tite soateane wilib
utevices zn ¡tSgIK~b include word order,
puactualilon, libe innod of libe verb, aad
performative verba:
>llocutjnaary ant 1 am pox’fnrming
“1 apologizo , ~I tara’, “1 giste’’
ci t.c
EMISOR COMO AGENTE
~. Ofton a actual speech Mjtuat_jons libe cnatext túl make it
loar whaÉ [be II mcii U ioaax’y torce of libe u literance is, ti libout
lis bejríg nenessitrs’ tu invoke 1-be approprialie I’uaci ion íadicnliiag
ti ev j c e
1 NTERPERS CIRO — LUGAR
=15:’
1. Ti libia semanticaL distlactina Li of ?fls’ ~ tsn~rLafl9P>
seerna likels’ tihat it sbould bayo sorne ss’ntacticitl anitlngtio,
norliámn roncaL dovelopmOflliS ja tiransforiflflliinflúl gramrnar tend
supporti Ube viet UbaL It tinos.
CIRO - CONDICION
2. [a libe mmadertyjng plirase marker of a scaUOIzl(’C IberO is
distad ion boliteen Ubose eleinenta wbicb correspoad lo
tuantina jndinating devine ¿md tbose wbich norrespoad Lo
proposltionflí coateat.
CIRO - LUGAR
<16>
1. Tijie 4bL lnctig.n betw~n UbqflnQLiQfl ~IR~ g1~yice
~ rt§xlO? ‘vill pravo vory useful to
giviag ita aaalysis of ita illocutinflttrY ant.
PORTADOR — ADSORIPTIVO
It
a ad
ti o
a
tbe
tbe
&nd J~bs.
ita la
2. ~jJflqt? t br sgpp prflPDfllkiPfl
JtQn14tQfl#3tY &LQt~, te can
proposllilOn t’rom nur aaalySiS of
CIRO - CAUSA
QAD hS! CQrnfl1QfltQ ~NtL s9rt~
separate nur aaalysis of
klads of lllocution&trY acts.
(4
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3, 1 tbiak libere aro rules fnr expx’essing propositinna, rules for
such thiags as refer’eano ¿md predination, but tbose rules caa be
disnussed indepeadentís’ of tbe rules fox’ function indicating.
INTERPERS EXISTENTE
4. In libia paper 1 abati ant attempt Lo discusa propositional
rulos but sball coacentrate na rules for using certain kinds of
fuactian jndlcaliiag dovices.
O.T. CIRO-LUGAR (¡‘EX>
MEAN INO
<17>
1 . Speecb acta are cbaracteristically performod in libe utterance
of anuada nr lihe rnaklng of ¡narks.
OBJETIVO
2. Whali ja libe difL’oreace botteon juat utteriag sounds nr mnaking
marks ¿md perforrning a speecb act?
IDENTIFICADO
3. Ono differeace la tbali libe anuada nr marks ono rnakes in libe
perforínance of a speecb acli are cbaracteristically said to bayo
meaniag, ¿md a secoad relalied differoace is tbat nne la
nbaractex’istlcally said Un mean sometbing by lihose souads nr
rnarks.
IDENTIFICADO
4. Cbaranterlsticallv when nno s~eaks ono ineana something by wbat
nao says, ¿md wbat nne says, libo string of morphernes thaI nne
emilia, la cbaracteriatically said Lo bayo a meaning.
INTERPERS CINC — TIEMPO
5, Her~, innideatally, la anotber pnint aL whicb nur analngy
boliteen perfox’miag speocb acta and playing games breaks down.
CIRO — LUGAR
6. The piones la a gamo like ebeas are ant cbarantorlstically
said Lo bayo a ¡neaning, and furtbermnre wboa ono mnakes a ¡nave nno
is noii cbaracterislilcaliy said lic mean aaytblng by tbat ¡nove.
POSEEDOR
<18>
1. Rut wbat la it for ano Lo mean snmetbing by what nno saya, and
thaI ja it for somotbing lo bave a meaning?
TEX IDENTIFICADO
2. To ¿aster tbe first of tibese cuestiona 1 propase to borrnw and
revise some ideas of Paul Once.
CIRO - FINALIDAD
3. In ita article entitied jfl~a~Thg”, Grice gives the following
aaalysis of nne soaso nf tbe notion of ‘meaniag.
CIRO - LUGAR
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4. To sav libali A rneaali snmetbing bv X 15 lo say that “A inteaded
Ube uttoranco nf x Un produce aonio effoct la an audience by means
nl’ tbo recogaitlna of tbis intention”.
IDENTIFICADO
5. Tbis seorns Un me a useful start na a» aaalyaia cf moaning,
first bocauso It abota tbe close relatinnsblp beliteen tho moLina
of meaniag aad libo antion nf Inlientina, aad secondly because it.
captures somolibing tbicb ls, 1 libink, essontial Lo speaking a
language:
PORTADOR - ADSCRIPTIVO
6. la speakiag a languag~ 1 attempt to cnmmunicate tbiags te ¡ny
boarer by moana nf getliiag blm te recognize ¡ny latentina te
cotamunicate just. tbnse lihlngs.
CIRO - TIEMPO
7. Ver example~ cbaradterisliicallv, wbon 1 make ita asaertion, ¡
atternpli Lo nnmmuaicato lo nad convince rny hoarer of the trutb of
a cortain propositina; ¿md lihe meitas 1 employ Un do this are Un
¡liter centala snuads, tbinb utiteranco 1 intead to produce la blm
libo desired effoci by meitas nf bis recogaitlon of my intention lio
produce juat tbali effect.
TEX INTERPERS CIRO - TEEMPO
8. 1 ahail illusliralio libia wilib ita example.
CnT. EMISOR COMO AGENTE
9. 1 migbt na libe ono haad attompt te get you to bellove libaL 1
ant Freacb by speaking Froncb al]. libe timo, dressing in libo Freacb
manner, sbnwiag tild onlibusiasin Lev de Gaulle, itad cuhhivatiag
Freanb anqualatancos.
CAUSANTE - PROCESO COGNITIVO
[O. [3ut I ínlgbt on libo nthor bitad attempt iin get you to bolieve
liuxat 1 ata Ereacb ~»‘ simpís’ lielliag you tbat 1 am French.
TEX CAUSANTE - PROCESO COGNITIVO
11. Nnt, wbat is libe differeace botweea tbese lito taya of ¡ny
attempliing lo geL ynu Lo bellevo libat 1 am Frerxcb?
TEX IDENTIFICADO
12. Ome crucial difference is tbat 1» Lbe second caso 1 attempt
lic get ynu Lo believe [bat 1 ita Freacb by getting you Un
recogaize tbat It la ¡ny purported latention te get yeu te believe
.just lihat.
IDENTIFICADO
[3. That la nao of libe lihiaga involved in Lolllng you that 3 am
Froacb.
IDENTIFICADO
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14. Ijut of cnurso if 1 lirv Lo got vnu Lo boliove tbat 1 ata Frennb
by puliting ea tbe ant 1 deacribod, liben s’nur recognition of my
inteauina Un produce la ynu tbe bellof tbaL 1 am Fx’eacb la noÉ
libo menas 1 ¿ini emplnying.
TER INTERPERS CIRO - CONDICION
15. ladeed ja Lbia case ynu would, 1 tbink, becarno ratber
suspicinus iL ynu recngalzed my inteation.
TER CIRO-LUGAR
<19>
1. flowever valuable Ubis analvais of moanina la, it soema te me
lo be la certain respoclis defectivo,
CIRO - CONOESION
2. First nf ¿dI, it faula te distiaguisb tibe difforeat kinds nf
effects —perlonutinaars’ veraus illocutlonax’s’- Ubat nne mas’ intead
Un produce ja nne a bearer, ¿md it furtber faila Un shnw tibe tas’
ja wbicb Ubose differont kiads of effecta are rolated to Ube
notina of rneaniag.
TEX AGENTE
3, Tbe polat nf libe cnuntex’—example tilí be te illuslirate libe
coanention betweea wbat a spoakor moitas aad tbat Ébe torda he
ulitera mean.
IDENTIFICADO
<20>
1. Suppnse tbat. 1 arn an American soldlor la tbo Socnnd Word liar
¿ad tbat 1 ata capturod by Italian lirnopa.
INTERPEES PORTADOR - ADSCRIPTIVO
2. And suppose also tbat 1 wisb Un get tbose tronps te bolieve
libat 1 ¿ini a Gorman nfficer ja order to get theni Lo release me.
TER INTERPERS TER EXPERIMENTADOR - AFECTIVO
2, Wbali 1 would 1ike te do is te telí tbern la Gorman nr Italian
libat 1 ata a Gorman officer.
IDENTIFICADO
4. BuÉ lot us suppose 1 don’t knot oanugb Gorman nr Italia» te do
UbaL.
TER INTERPERS EXPERIMENTADOR - COGNITIVO
5, Sn 1, as it toro, alitempt Un puÉ ea a sbnw of teIling liben
tbat 1 am a Gorman offinor lis’ reciting Lhose few bilis nf Gorman
tbat 1 know, lirusting tbat libes’ doa’t kant eaaugh Gorman te see
librougb my plan.
TER AGENTE
6, Lot mía suppnso 1 knnw onís’ nne lino nf Gorman, tbich 1
remember frnm a poeta 1 had ta memorizo la a bigb achoní Gorman
enurse.
INTERPERS EXPERIMENTADOR - COGNITIVO
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7. I?berefnre ~, a captured American, addross my Italian naptors
wílih Ube fnllowlag seatence: Keanat du das Litad, to dio Zítronen
blúbea?
TEX EMISOR COMO AGENTE
8. Now, Lot. us describo libe situation la Gricean terms.
TEX PROCESO LOCUTIVO
9. 1 jatead to produce a cortala effect la tbem, nameis’, libo
effect of belicviag tibat 1 ata a Gorman nt’finer; and 1 intead Lo
produce libls effont by meana of Uheir renognition nf ¡ny
jato ali Loa.
EXPERIMENTADOR - COGNITIVO
10. 1 jatead tbaL libes’ sbould Lbiak tbat tbat 1 itín tryiag Lo teil
libem Li Lbat 1 ata a Gorman nfficer.
EXPERIMENTAI)OR - COGNITIVO
11 . But does it follnw from libia accnuat tibat wbea 1 sa~’ ‘Kenast
iii das Laad. • “ etc. , wbat 1 mean ja, “1 am a Gorman nfficer?
¡‘EX PROCESO MATERIAL COMO EVALUACION
12. Nnli uajy cines iU aoli follow, but la this caso it seetas
plainis’ falso tbat wbea 1 ulilior tbe Gorman seatence what 1 mean
js 1 ata a Gorman of ficor , ox’ oven ‘mb bin cia deutacher
<)ffizier’, bonause thali tbe torda mean is, Kaowest lihou libe litad
wbere libo lemna lirees bloota’V
TEX PROCESO MATERIAL COMO EVALUACION
13. Of nnurse, 1 waat tas’ captora Un be deceived into liblnkiag
UbaU that 1 mean la ‘1 mm a Gorman offiner, but pan nf whali 18
involved ja Ube decepliina la getting libeta Un libink tbat tbat la
wbat libo tnrds tvbicb 1 uttor mean in Gorman.
INTERPERS EXPERIMENTADOR - AFECTIVO
14. AU nao pniat ja Lbe Pbilnsnpbical Invostigatioas Wittgensteln
saya ‘Say ‘ut’s nold boro’ itad mean ‘it’s tan» boro’
CIRO - LUGAR
15. Tbe reason te are unable Un do this la tbat wbat te can mean
is a functlnn nf tbat te are sayiag.
IDENTIFICADO
16. Meaniag la more liban a matter of intention, it la alan a
mnaliter of nonveation.
PORTADOR - ADSORIPTIVO
<21>
1 • (Trine ‘5 account can be ammended Lo deal witb coualiex’—examples
of libis klnd.
OBJETIVO
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2. We bayo boro a case tbere 1 ata liryiag lo produce a certai n
effecli Lv moana of tbe recogal lien of ¡ny intention Un produce
tbat effoct, but tbe devine 1 use to produce lihIs effent ja nne
wbicb la nnnveatinaaliliy, by libe rules governiag [be use of Ubat
devino, used as a meana of produciag quulio dífterent
illocutinaary effenta.
TEX EXISTENTE
3. We musli liberofore reformulate libe Oncean accounli of rnoaaing
la sucb a tas’ as Un ¡nake it clear libat nao a moaning somelihing
wben ono saya snmetblng is more liban jusÉ contiageatís’ related Lo
wbali libo seateaco moana la tbe íanguage nne la speaking.
AGENTE
4, Ja oux’ aaaly~ia of lllanuliinnary acta Ube speaker jateada Lo
produce a cerliain effeci by meitas of getliiag Lhe bearer lic
recogaize bis lateatina Izo produce tbat offect, nad furtbermore
it be la usiag torda litoralís’, be intenda tbia t’ecngniliioa un be
nnbleved ta vjrliue of libo fact Ubat libe rulos for ¡siag tihe
exprossinas be uttera assnciate libe expressions witb the
produni loa of 1-bali effent
c 11W — LUGAR
5. tU is libia nombination of eleinoata wbicb te ahail need Lo
express in nur aaalysis of libe illncutinaax’y ant.
IDENTIFICADO
HOW TO PIZOMISE
<22>
1. 1 abalí ant attempt Un give an analysia nf libe illnculiionary
ant of prnmising.
O.T. EMISOR
2. la ordor te do tbis 1 abalí aak tvbat conditiona are necessary
riad sufficient fox’ tbe ant of protaiaing La bayo boom performed in
libe iítteraace of a given seatence.
O.T. CIRO - FINALIDAD
3. 1 abalí attotapt Un anster this quostina by stating tbese
coaditinna ita a set nf propositiona sucb tbat Lbe coajuaction of
tbe membera nf libe set entalís tbo propositina tbat a speaker
made a premiso, itad libo propositina tbat tibe speakei’ ¡nade a
premiso entaila libia conjuaction.
O.T. EMISOR
4. Tbua eacb coaditina tilí be a neceasafl’ nonditina tor the
porformance of tibe ant nf promisiag, and taken nnlIeútiVC.IY luxe
set of conditiona tul be a sufficlent coadition fox’ Lbe ani Lo
bayo been performod.
TEX PORTADOR - ADSCRIPTIVO
<23>
1. It 1=QL~A1 ~SIQh~ s~t of con4iftL2fl~ te can extract from tbem a
set nf rules fox’ [be use of libe fuaction indicatiflM devine.
CIRO - CONDICION
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2. The ínetbod boro ja analognus te discovering tbe rules of cheas
by askiag oneseil’ wbat are tbe aeceasary and sufficieat
conditinna under whicb nne can be said te hayo correctly moved a
kaight nr castie nr cbeck-matod a plager, etc.
PORTADOR - CIRO - COMPARACION
3, We are in the position nf somenme thn has learaed te play
chesa withnut ever having tbe rules formulated itad wbn wanta such
a formulation.
PORTADOR - CIRO - LUGAR
4. Wo learned bow to pias’ Ube gamo of illocutlonary acta, but in
general It tas done withnut an explicit formulation nf the rules,
and libe firat step ja getting auch a formulatian la te set out
tbe cnndiitiona for tbe performanco nf a particular illocutionary
ant.
AGENTE
5. Our inciuiry tilí tbex’etore serve a doublo pbilnsopb±cal
purposo.
AGENTE
6. ~y stating a set of conditiona for tbe performanco of a
particular illocutioaarv ant te abail hayo offered a partial
expílcation of tbat notion and abaul alan Lave paved the tas’ tor
the second step, lihe forínulation of tbe rules.
CIRO - MEDIO
<24>
1. 1 find tbe statemont of tbo conditiona ven’ difficult te do,
riad 1 ata ant entirely satiafied with tho list £ ata abnut te
preaeat
EXPERIMENTADOR - PROCESO COGNITIVO
2. Ono reason ter tbe difflcult5r la tbat tbe notion of a premiso,
liko mosli notiona la nrdiaax’y language, does aot hayo absoluteis’
strici rulos.
IDENTIFICADO
3. Tbore are alí aorta of ndd, deviant, aad borderline premisos
;
and cnuater—exampies, floro nr leas bizarro, can be producod
against my analyais.
EXISTENTE
4. 1 ata inclined te tbink te ahalí ant be ablo te get a set nf
knnck dnwn neceasarY and sufficient conditiofla that tul exactís’
mirror tbe ordinary use of tho wnrd “premiso ~
INTERPERS AGENTE
5. 1 am cnnflning ¡ny discuasion, therefere, te the centre of the
concept nf promiaing and ignoriag tho fringe, borderline, and
partialís’ dofective cases.
O • T .AGENTE
6. 1 alan confine my diacuasion te fulíblota oxplicit promisea
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itad ignoro promíses ¡nado by elliptícal liux’ns of pbraso. hiats,
mo liapbnrs, e lic.
O,T. AGENTE
<25>
1. Anoliber
condiuloas w
POR’I’A DOR
ItLfIsaWtz arisos from my desíre
itbnuli nertama forma of nirnulariliy.
— (?IRC - PROCEDENCIA
te stalio libe
2. 1. want te gíve a llaL of condililoas Lar libe performanne of a
rertain jllocuttonary ami, whinb do ant tbemselves montuna libo
performanno of any iilnculiionary acta.
0,1. EXPERIMENTADOR - AFECTIVO
3. 1 neod lo saliiafy libia nondililon ja ardor lo offer aa
expí icaIz ion o L’ libe ant ion of ita II incut inaary ami ja general
olihe rt ¡se 1 abnuid ,; ¡mply be shaw íng libo reIali ion be liweea
di Llerenli ji lncu li ioaary ¿ints.
EXPERIMENTADOR — AFECTIVO
I CNn1? it_tlioiigb tbc.re 14111 be no nc tsuicrica [o
<:ertaia ti lontiliionary manopla tú t appear la
¿ni wel 1 ña irí libe aríalysarídiim ¿md 1 tbirík
ci reularí liv ja iiaavoídable because nL libo naliure of
rí.í 1 e a
‘¡‘EX
<26>
CIRC -. rONCES ION
1 la libo presealialiinn of Ube nondiLinn~ 1 aball
libe caso of a sincero promiso aad liben tibet bat
nonditinas lo allnw Lar inaincere premisos.
O. T. <:1Ro — LUGAR
ji bgt’~ tiL=?fl~t’ V
Un’ anatysans
bis fon nL>
cnmsl it tít ive
first nonsider
Un modify libe
2. As nur inaulry is somamliinal ratber thgn syntgflhj&4, 1 aball
simply assí¡me Ube exislience of grammatimitlly well—fnrtaed
senteacta,
CIRO - CAUSA
<27>
1. luyen tbaÉ asp~eaket 5 utt=trl .~i npnt=nP? 3’ tu tbr nresonco of
a brarer 11, liben, ja Ube ííliteranmo nf T, 5 sincereis’ (aad non-
dofeclivflly) promises libaL p lo H It’ aad only jf:
(1> Normal Iaput md Output Conditinas nbtaln.
CIRO — CONDICION
<28>
1. 1 use libe tortas inpuli’ riad ‘nutpuL” Un mover libe largo md
jadefinite rango of’ cnndltioas under wbicb aay kjad nf serinus
linguislite nommunination Hm posalble.
AGENTE COMO EMISOR
2. liQiflrx4 covera tbe condiliions fox’ jatelligible speaking and
inpul’ cayera tbe monditinas Ver understanding.
IDENTIFICADO
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:i. Togelber th~y include sumb liblaga as libali libo speaker ¿aid
bearer botb kant bow Un speak libo laaguage; bnlb aro conacinus of
wbat libes’ aro dniag; libe speaker la ant amtlag under duroas nr
libroalia; libes’ bayo no pbysimal impedimenta Un comrnunlcation, sucb
as deafaesa, apbasla, nr Iax’yagltis; Ubey are ant amtiag in a
play ox’ lelllng ,jnkes, clin.
[‘OSE EDOR
<2) 5 expresses Ubali p la libe uliterance nf T.
<29>
1. Thls coadltinrn isolates libo prnposiliinntil conlioflli frnm libe
reaL of libe apeocb ant ¿md enables us lo conmenlii’ate on tibe
peculiarluies nf prnmlsiag in libe reaL nf tibe aaalysis.
AGENTE
(3) la expressiag Ubat p, 5 prodlcatos a future ¿idi A nf 5.
<30>
1. la libo case of prnmi4ng tibe funcilon jndicating devine is ita
expresa ion wbnse acope i acludes certain fealures of libe
propos it inri.
CIRO — TEMATICA
2. t a promise ita ant musli be predinalied of libe speakex’ ¿md it
citano U be a pas t nc u.
CIRC — LUGAR
3. 1 nanaot premiso Un bayo done sometbing, and 1 mananí promise
lihal somenno elae tilí do aemetbing.
EMISOR COMO AGENTE
4. (Altbougb 1 can premiso te seo thai he tilI do II).
TEX EMISOR COMO AGENTE
~. The antion of ¿a act~ as 1 ata cnnalirulag It fox’ prosent
purpnse~, includes refx’aiiíiag frota ¿cts, perfnx’taing series of
acta, and may alan laclude atalies aríd moadiUiOas i mas’ prorniso
ant Un do snmeliblag, 1 mas’ pramise Lo do sometbing repoatedis’,
aad 1 may premiso Lo be ox’ romain ja mortaja síate ox’ condilion.
POSEEDOR
6. 1 calI nondililona 42) ¿md <3) libe propositional nontoati
cnndili lema.
EMISOR COMO AGENTE
<4) H wnuld preVer S’s dolng A Lo bis ant dniag A, riad 5
bol leves U would profer bis doing A Lo bis ant delng A.
<3 1 >
1. Ono mrus=Ial dj~~anttgn ktt~9&Ul PLQAflQ-~ Oil tbt =>flQ b~tnA tm4
kbr oltasx ja libat a promise la a pledge Lo do
sometblag Ver you, ant Un you, but a tbreat la a pledge Lo do
sometbiag Lo you, ant fox’ you.
IDENTIFICADO
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2. A premiso la defoculve it libo ibing protalaed la somelibing Ibe
promisee does ant wanli done; aad ili is furlibor defectivo if libe
promisor doca ant believe libo promisee tanta it done, since a
non—defecílvo promise musli be intended as a premiso riad ant ita a
ibreat nr warniag.
PORTADOR - ADSCRIPTIVO
~. Ji .LbInii b.g±hbalves oC tkia deuble coadition are necessary la
arder lo avnjd fairís’ nbvin¡¡s mnuntor—examples.
INTERPERS PORTADOR — ABSORIPTIVO
<32>
1, Une can, betover, Lbiak nf appareali nounLer-oXittapIOS Izo libis
coadition ita atatod.
EXPERIMENTADOR - COGNITIVO
2. Su2poael say Un a lazy studenli ‘If ynu don’t baad un your
paper on Lime 1 premiso ynu 1 wlll give ynu a failing grade un
libe naurse
INTERPERS EMISOR COMO AGENTE
3. Ls libia ¡iliteranco a premiso?
PORTADOR - ADSORIPTIVO
4. [ ata lamí jaed Izo lihink aol; te wnuld more aaturauly describe
it. ita a warniag nr posaibls’ oven a lbreali.
EXPERIMENTADOR — COGNITIVO
5. Buí wby liben la it posaible lo use Lbo Incution 1 premiso’ un
sucb a mase?
TEX CIRO - CAUSA
6, 1 tibiak te use it boro becauso “3 premiso” riad “1 boreby
premiso” are amoag tibe atreagoal functina iadicating devices for
cnmmllmeal providod by Ibo Eagllab Iaaguage.
rNTERPERS EMISOR COMO AGENTE
7. Fox’ Lhat reasen te ofLen use Uboso expresainns in Ibe
performance of speech acta tbicb are ant strlctly speaking
premisos but in ivbicb te wisb to empbaaize nur cnmmmilunonli.
CIRO - CAUSA
8. Te illustralio libia, moaslder anotber appareat mounter—examPle
Un tbe ¿aals’sls alnng differeat limes.
CIRO - FINALIDAD
9. Snmeiime~¡> more cotamonis 1 ½ini~in Th~ IinIt&4 aL&L§i Lh&n lA
EngLpn=4, nne beara people say “1 premiso00 tbea making ita empbaticasaerlilon.
INTERPERS CIRO - LUGAR
10. SuPp9SOL t’~p¿ e mpln, j accuse you nf bavlng aLelen libe
money.
INTERPERS TEX EMISOR COMO AGENTE
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11. 1 sav, ‘Yeu sUele libal rnonoy, dida’t yeu?
EMISOR COMO AGENTE
12. You reply ‘No, 1 dldn’U, 1 premiso you 1 didn’t.
EMISOR COMO AGENTE
13. Did veu mako a premiso ja Ibis case?
EMISOR COMO AGENTE
14. 1 L jad it ve~y tinnatural lic describo youx’ ulitorance as a
pretal se.
INTERPERS EVALUACION
15. IhIa ulitoranco wnuld be more aptly doscribed as an empbaliic
denial, aad te man explaja Ube occurreace of libo fuaction
jadinaliing devino “1 premiso ita derivativo treta genuino premisos
itad serving boro as ita expresainn addlng empbasis Un yeur deajal
PORTADOR - ADSCRIPTIVO
<33>
[a twneral libe poinli alialied la coadition LI] ja that if a
purparted premiso is te be non—defectIvo tibe tbing pronílsod must
be snmelibiag libe bearer tanta done, ex’ considera le be in tus
intoreal, nr would prefer beiag done Un ant boiag done, etc. ; and
Ube speaker musí be awaro of nr betieve nr kant, clic, libití ibis
la Ibe caso.
I NTERPERS IDENTIFICADO
2. 1 ibimk a mare eleganli itad exací formulatina of tbis condilion
tauld require Ube inliroduction nf tocbnimal Lorjniaelngy.
INTERPERS POSEEDOR
(5) It. is ant obvious Un botb 5 and II lihat S tUl de A in Uho
normal ceurso nL’ evealia.
<34>
1. Tbia condition la an instance nf a general coaditina ea many
diffex’oat kinds nf illonutinaary acta Un Ubo effent that Ihe act
muat bave a polali.
PORTADOR - ADSOSRIPTIVO
2. Fox’ oxampio. if 1 ¡nake a reguost te somenne te do ao¡netbing
wbicb u la obvious tbali be is alreadv doina ox’ is about lo do,
liben my requesí ja pointiesa itad tn thaI oxtent defectivo.
TEX CIRO - CONDICION
3. ½ an actual speech situation, listonera, knowing Ube rulos
fox’ perfnrmlng illoctítieaary acta, tilí asaumo that libia
coadition ja satisfiod.
CIRO - LUGAR
4. Sj¡ppese~ fox’ oxample. t~h~.t tu Lbs. ~iirns. nl ~ nukLis ~rn&~gh1
sas’ te a member nf ms’ audience “Look boro, Smith, pay altention
Un wbat 1 ¿ini sayiag’.
INTERPERS TEX CIRO - TIEMPO
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J. la arder lio make soase of thia uliteranco libo audience tul
bayo te assume liba Smith has ant boen payiag attoatiea nr al any
rato Ubali it is mot nbvinus that be has boen paying atteation,
tbat Ibe quesílon of bis paying alitention has arisen ja sorne way;
becauso a coadition fox’ maklng a roquest la IhaL it la ant
nbvinus UhaÉ libo bearer is dniag nr about Lo do tbe thing
requesled.
CIRO - FINALIDAD
<35>
1. 81n1h141x witb premisos.
CIRO - COMPARACION
2. It ½ nut of order for me Lo premiso Lo do semetbiag that it
is obvinus E ni» gning Lo do aaybow.
EVALUACION
3. It? II do seom Un be making ~u’Th a prnmis~, libe nnly tas’ my
audienco can make soase nf ¿ny utterance la Lo asaume Lbat 1
bolieve ibali It la ant obvieua [bali 1 ata goiag Un do tbo Lhing
¡‘romisod.
CIRO — CONDICION
4. 4 fru=ptLy g&trj~~ rn~n ~tn premisos bis tifo be tilí not desert
}íer jn libe noxi week la llkely te provide more anxioliy liban
cotaforí
AGENTE
<36>
1. Parenthetlc~Áix E tbink ~lift condition la an instance nf tbo
snrt of pbeaomenna atated la Zipf’s law.
TEX INTERPERS PORTADOR - ADSORIPTIVO
2. 1 tbink ibero ja operatiag ja nur laagua~e, ita la mnst forma
nf human bohavinur, a principie nf least effort; and 1 tbink
condition 15) la ita instance nf it.
INTERPERS CIRO - LUGAR
<37>
1. 1 cali conditinas sucb ita <4> itad (5) preparatox’y coaditinna.
EMISOR COMO AGENTE
2. Tbey are sine quibus non of bappy prnmisiag, but libes’ do ant
yet atate libe essential feature.
PORTADOR - ADSORIPTIVO
(6> 5 lateada to do A,
<38>
1. Tbo moat~, I¶P S&aL dj~flii~isS9il betwe en &J1Sk§X~ and Ia&Lnnnx~
is Éhat in tbo case of’ tbe sincere promise Lbe speaker
jateada lio do libe aoL promised, la tbe case of tbe insincero
promise he does not latead Lo do tbe act.
IDENTIFICADO
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2. Alan la sincere premisos libe apeaker bolleves it is poasible
fox’ hin te do Ibe act (nr Lo refrain frota doing it), but 1 tbiak
Lbo propoaltion libat be lateada Lo do it enLaila lihat be Lhinks
it la posaiblo t.o do <nr refrain frota dniag) it, so 1 am ant
sliating libat as an extra condition,
TEX CIRO - LUGAR
3. 1 calI libia moadition tibe aianerlly condition.
EMISOR COMO AGENTE
(7) 5 lateada thai libe utberance of T tilí placo hita undor an
obligation Un do A,
<39>
1. Tbe esaential feature nf a prnmi~ la tbat it ja libe
undex’liaklng of an obligatina Un perforta a certain ant,
IDENTIFICADO
2. 1 tbiak thai tbls ceaditlon distinguishea proznises <and oLber
membora nf libe same family aucb as yeta) from eLba kinds of
apeomh acta.
INTERPERS AGENTE
3. Notice thaI ja ibo atatomeal nf libe coaditina te oaly specify
Ube speaker’s inteatina; further conditiona tilí make alear hnw
UbaL inteatlea la roalized.
INTERPERS CIRO - LUGAR
4. II is olear, hotevor, libat baviag tbia intoation ja a
aonessary mondition of making a premiso; for if a apeaker man
doniostrato Lhat be did ant bayo Ibis inteation la a ~iven
ultorance, be can prove libat Ibe ulLorance tas ant a premiso.
INTERPERS TEX PORTADOR - ADSCRIPTIVO
5. We kant, fox’ oxaníple, tbat Mr. Pickwick did ant premiso te
marry libo toman because te kant be did ant bayo Ibe appropriate
inteníion.
INTERPERS TEX EMISOR COMO AGENTE
<40>
1. 1 calí libia tbe esaential coadition.
EMISOR COMO AGENTE
(8> 5 lateada tbat tbe ulterance of T tilí produce la ti a beliof’
tbat cenditinas <6) and (7> obtitia by meana of libe
rocegaltina of tho intentina te produce [bat boliof, itad he
intends ibis recognition te be achieved by meana of the
recogaition nf tbe seateace aa nne cnaventionally used te
produce aucb beliofa,
<41>
1. Tbia captures nur ameaded Oncean aaalysis of wbat it is fox’
libe apeaker Lo mean to mako a premiso.
AGENTE COMO POSEEDOR
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2. Tbe speaker intonda te produce a certala illocutinnary offect
by meana of getting the boarer te rocognize bis intention te
produce tbat offect, and be alan intonda tbia rocognition te be
acbieved la virtue nf tbe fact tbat tbe lexical and syntactical
charactor of tbe ltem he uttera cnnveatioaally associates it witb
produciag tbat offect.
EXPERIMENTADOR-AFECTIVO
<42>
1. Strictlv spoaking tbis coadition cnuld be formulated as part
of conditien (1), but it is nf ennugh pbiloanphi-cal interesÉ te
be wortb atating separatoly.
TEX OBJETIVO
2. 1 fiad it treublosomo for tho followlng reason.
EXPERIMENTADOR - COGNITIVO
3. XL mx origiaal obioctina te Grico ja reallv valid, tbea
surely, ono migbt aay, aid tboao iteratod intontinas are
superflunua; ah that la neceaaary ja tbat tbe spoakor shnuld
serinusly utter a aenteaco.
CIRO — CONDICION
4, Tbo production of alí thoae effocta la simply a ceasoqueaco of
Ibe bearer’s knosvledge nf what tbe aentenco moana, wbinb in tura
is a consoqueaco nf bis knowlodge nf tbo language, which la
asaumed by the spoaker at tbe outset0
PORTADOR - ADSCRIPTIVO
5. 1 tbink tbe correct reply te tbia obiectina la tbat conditioi
(8) oxplicatea wbat It la Lot’ tbo apeaker te ‘aeriously” uttei
tbe seateace, i.o. te utter it aad mean it, but 1 ata aol
cnmpletely cnnfidont about oitber the force of tbe obiection e:
nf tbe reply.
INTERPERS IDENTIFICADO
(9> Tbe somantical rules nf tbe dialoct apnken by 5 and H aro
sucb tbat T is correctly aad sincorely uttered it’ itad nnly
it’ conditinas <1>-(8) obtaia.
<43>
1. Tbis conditina ja intoaded te make olear tbat tbo soatorice
uttered la nne tbich by tbe semantical rules of tbe language la
used te make a premiso.
PORTADOR - CIRO - FINALIDAD
2. Taken tngothor with cendition Jfj, it eliminates ceuntor-
examplea like tbe captured anídier oxamplo considerod earlier.
CIRO - TIEMPO
3, Exactly wbat tho formulation of tbo rulos. la, wo ahall sena
seo.
FENOMENO - PERCEPTIVO
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<44>
1. So fax’ te hayo coasidored naly libe mase nf a sincero premiso.
O.T. CIRO LUGAR <TEX)
2. But insincero promisea are premisos anaetbelesa, and te new
neod Lo sbnw bow Un medify Ibo ceaditiona Un allnw ter theta.
TEX PORTADOR - ADSCRIPTIVO
3. la makj~g an inalacere pypjpg.se libo speaker doca not hayo alt
libo latealiloas and boliofs be has wben makiag a sincere premiso.
CIRO - TIEMPO
4. Ho~~’evmt,. lis. purporta te bayo theta.
TEX AGENTE
5. ladeed SI tu lzs.íute br rnrnQxt~ t<o h&XQ jatenijoas
boliefa tqhicb be does ant bayo libat te describe bis act as
las lacero,
‘¡‘EX CIRO - CAUSA
6. Sn Un aÁ½wfrx tnixws.x~ promises te need oaly le revise nur
coadilijoas Un atalie libaL libe spoaker liakes roaponsiblllÉs’ fox’
baviag libo belieL’s riad intentinas ratbor liban aliatiag thai be
acliunlís’ has ibom.
TEX CIRO - FINALIDAD
7. A gjue tb~t Q ~p§~kOr &q~ §Mflh rs.u=pnsibijttxja tbe
fact thaI be cnuld ant aay tilibeul absurdilis’, o.g. “1 premiso te
do A but 1 do ant intead te do A0.
IDENTIFICADO
8. Te s~y ‘ premiso Un do A’ ja lo talco respnasibiliLy for
Latendiag Izo de A, and Ibis moaditina bolda wbetber libe ulterance
tas sincere nr inaiacot’O.
IDENTIFICADO
9. Te allow fox’ Ibe pessibilitv of ‘m iaslaco~g nrQrniaQ tben te
bayo naly te reviso condiLina (6> s thaI it atates ant libitÉ the
speaker inteada Lo do A, buí tbat be takes respoasibililis’ Ver
iatending lo do A, itad Lo avoid libe mbarge of circulariíy 1 abatí
pbraso tbis as fellota:
<6*) 5 lateada ibaL Lbe utterance of T tIJA make blm respoasible
fox’ iateadiag Izo do A.
CIRO — FINALIDAD
<45>
1. Tbus a~fl4gA 3±xi4 y~ith 19LnSLftfltbZ =frQP2flÉl LLQflI Si32I
~taalvsaadum riad LtQm nsmiltX19fl LlLli ~ur nnÉxtL~ is neutral en
libe questina wbeiber [he premiso tas sincere nr insincerO.
PORTADOR - ADSORIPTIVO
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RULES FOR THE USE OF THE FUNOTION INDICATING DEVICE
<46>
1. Our aext task is te extract fx’om eur soL of conditlens a set
of rules for Ibe use nf libe functinn indicating devino.
O. T. IDENTIFICADO
2, Obvinusly ant alt of nur coaditinna are equally relevant te
tbia task.
INTERPERS PORTADOR - ADSORIPTIVO
3. Condition fil and coaditinas of tbe forma jfj and JÁJ apply
genorally te alí kiads of normal illncutionary acts itad are noÉ
peculiar te promisiag.
PORTADOR - CIRO -DESTINATARIO???
4. Rules fox’ tbe fuaction iadicating device fox’ prorniaing are lo
be found morrespnadlag le conditiona (2)—U).
EXISTENTE
<47>
1. . Tbe seniantical rules mr libo use of anv func lien lndicating
devine P for promlsimg are:
Rulo 1, P is te be uliterod naly in Un’ centoxt nf a sentence <nr
largor slireicb nL’ discnurae) Ibo ultorance of whicb predicaba
sorne futuro ant A nf Ihe spoaker 5.
IDENTIFICADO
2. 1 cali Ibis libe propesitional nontent rule.
EMISOR COMO AGENTE
3. II is dorived frota Ibe propositional content coaditinas (2)
and (3).
OBJETIVO
Rule 2. P is te be ultered onis’ it’ Iho bearor U tou.td prefer S’s
deiag A le bis ant dniag A, and 5 believes U weuld prefer S’s
dniag A te bis ant dning A.
Rule 3. P ½ te be utíered nnly it’ it is ant ebvieua to botb 5
and Fi thaI 5 tilí do A la Ibe normal ceurse of eveííts.
4. 1 malI rules (2) itad (3) preparatory rules.
EMISOR COMO AGENTE
5. Tbey are derivod fmi» tho preparatory cenditiena (4) and <5).
OBJETIVO
Rujio 4~ P la te be uttered oaly if 5 intenda Lo do A.
6. 1 calI Ibis Ibe siacerlís’ rule,
EMISOR COMO AGENTE
7. It la dorivod frez» tbe siaceriíy ceadition (6).
OBJETIVO
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Rule 5. Tbo utíerance nf P counts ita tbe undertaking of an
obligation te do A,
8. 1 calí tbis tbo esaential rule.
EMISOR COMO AGENTE
<48>
1. Tbeae rules aro ordored; Rules 2—3 apply only IV Rule 1 Ls
satisfiod, itad Rule 5 appliea oaly if Rules 2 aad 3 are satisfied
as tolí.
PORTADOR - ADSCSRIPTIVO
<49>
1. Netice tbat wberoas rules 1—4 tako Ux.~ fnr>a Ql puasí
—
Imperativos, i.o. tbov are of tbe forta: ulter P onlv 1±x, rule 5
la of Ibe forta: tbe utteraaco of P cnuats as Y.
INTERPERS CIRO - CONOESION
2. Tbua rulo 5 la nf libe kiad peculiar Lo systems nf constitutivo
ruIea wbinb 1 discusaed la sedtina II.
TEX PORTADOR - ADSORIPTIVO
<50>
1. Notine alan tbat libe ratber tiresomo anaIpgy witb gamos la
bolding up x’emarkably tolí.
INTERPERS TEX AGENTE COMO PORTADOR - ADSCRIPTIVO
2. It’ te ask nurselves under tbat ceaditinas a plaver nnuld be
said te p~py~ a knigbt cnx’rectly, te tveuld find proparatery
coaditinna, sucb ita thai it nusí be bis tura Lo mevo, ita telí as
tbe esaential conditina atatiag tbo actual positiona tho kmigbt
can moyo lo.
CIRO - CONDICION
3. 1 tblnk that tbero la oven a sincoritv rulo for competitivo
gamos, Ibe rule IbaL oacb sido trios Un wía.
INTERPERS EXISTENTE
4. 1 suggest thaI tbe teaz» wbicb “libreta” libe gamo la behaviag ja
a tvay closoly analognus Le Ibo speakor wbo lies nr makes false
premisos.
INTERPERS AGENTE
5. Of meurse. tbox’e uauallv are flQ propositinnal cnatent rules
fox’ gamos, becauso gamos do ant, by itad largo, represeat aliatea
nf affaira.
1 NTERPERS INTERPERS EXISTENTE
<51>
1. It’ ibis analvais la of .~nx general intx~.nS fl~i~n4 tbo case nf
premiaiag liben it would seem that tbese distiactlnas abeníd narry
ovor lato olber types of speecb aol, and 1 think a little
reflecilon tilí sbew tbat tboy do,
CIRO - CONDICION
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2. Coasidor, e.g., giving an order.
PROCESO COGNITIVO
3, Tbe proparalinrv conditinas include IbaL Ibo speakor sheuld be
ja a positina nf autborlís’ ovor Ibe boarer, tbo sincerity
coadition la libat libo apoakor tanta Ibe ordorod ant dono, aad Ibe
esaential coadltlon has te de witb Ibo fact that libo ultoranco Is
ña attompt lic get libo boarer t.n do it.
POSEEDOR
4. Fox’ assertieas, libe preparatnry coaditinas includo do LacÉ iba
libo boarer musí bayo sorno basia for supposíag tbe assertod
propositina la lirue, libo sincerits’ conditina la thaI be must
bolieve it te be truo, and ube osaential condition bas te do with
libo fact lbat Ube uliteranme la an alitempí te infnrm tbo boarer
nad conviace blm of lt.a truib.
CIRO - TEMATICA
5. Gyeeiings are a mucb simpler kiad nf spoecb amÉ, buí oven boro
anme nf dlatiactinma apply.
PORTADOR - ADSOSRIPTIVO
6. la Ube uliteranco nf Rollo” libere ja no propoaltional ceatení
¿md no sianeriiy condition.
CIRO - LUGAR
7. Tbe preparatnrv coadililon la thaI libe apealcer musí hayo jusí
enceuntered libo boarer, ¿md Ibe esaential rule la thaI libo
uliterance indicaba ceurtenus rocognition of Ibe hearer.
IDENTI FICADO
<52>
1. A proposal Ver furtber rosoarcb Ibon la te carry nut a similar
analyais nf ntber types of apoecb acta.
IDENTIFICADO
2. Not nalv would tbia give us ¿a aaalyais nf concopta
iatot’oatiag in Ibemaelvos, but Ibo comparisen nf differoat
analyaoa would deopea nur uadorataading of tbe tbolo subject itad
lacidentally provide a basia fox’ a more serinus taxonotas’ than ¿ny
of tbo usual Vacile mategories sucb ¿a evaluative versus
deacriptivo, nr cogaitive veraus emotivo.
TEX AGENTE
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