A one-counter automaton is a pushdown automaton with a singleton stack alphabet, where stack emptiness can be tested; it is a real-time automaton if it contains no ε-transitions. We study the computational complexity of the problems of equivalence and regularity (i.e. semantic finiteness) on real-time one-counter automata. The first main result shows PSPACE-completeness of bisimulation equivalence; this closes the complexity gap between decidability (Jančar, 2000) and PSPACE-hardness (Srba, 2006). The second main result shows NL-completeness of language equivalence of deterministic real-time one-counter automata; this improves the known PSPACE upper bound (indirectly shown by Valiant and Paterson, 1975 ). Finally we prove P-completeness of the problem if a given one-counter automaton is bisimulation equivalent to a finite system, and NL-completeness of the problem if the language accepted by a given deterministic real-time one-counter automaton is regular.
Introduction
Among the various notions of behavioural equivalence in concurrency theory [1] , bisimulation equivalence (or bisimilarity for short) is undoubtedly a central one in formal verification (cf, e.g., [2] ). We note that elegant characterizations of the bisimulation-invariant fragments of wellknown logics like first-order logic, monadic second-order logic or monadic path logic have been obtained in terms of modal logic [3] , the modal µ-calculus [4] , and CTL * [5] , respectively. Hence it is natural to formulate the bisimilarity problem, asking if two given states of a given system are bisimilar. On finite transition systems this problem is P-complete [6] and well understood.
thus the pairs (m, n) of equivalent configurations lie inside "linear belts" when viewed as points in a 2-dimensional space.
To show that bisimilarity of ROCA belongs to PSPACE, we describe a nondeterministic procedure that is implementable in polynomial space; it constructs (guesses) a bisimulation relation on-the-fly while checking the local consistency of the guesses. In fact, the guesses are performed only for the pairs in (polynomially many) belts, since for the pairs outside the belts the correct answer can be computed in polynomial time by using the above observation about the distances to incompatible configurations. It is sufficient to perform only exponentially many steps; as if no inconsistency has been found then we are sure that the pigeonhole principle guarantees a repetition in each belt, and this guarantees the correctness of the positive answer.
The ideas in the proof also show that the set of all pairs (p(m), q(n)) that are equivalent has a regular structure, with exponential periods, whose natural description can be computed by using polynomial workspace.
For deterministic ROCA, our analysis shows that if we follow a shortest distinguishing word for two configurations with small counter values, then we cannot move in a belt for long; and once we leave the belt(s), the rest is short. This shows that two configurations with small counter values are not equivalent if and only if they can be distinguished by a word whose length can be bounded by a polynomial in the size of the input; an NL upper bound is thus immediate. For configurations with large counter values (written in binary), the shortest distinguishing words might be exponential but we can verify in nondeterministic logarithmic space that we can reach a nonequivalent pair outside the belts shortly or that we can reach a nonequivalent pair with small counter values (by moving down in a belt).
Finally the results on regularity follow easily, once we realize that a configuration is not equivalent to any finite state system if and only if its reachability set contains configurations with arbitrarily large distances to incompatible configurations.
Further related work
Further simulation and bisimulation problems on one-counter automata (with or without the zero tests) were studied in other papers; some of them also used the "belt technique". We can refer to the recent paper [33] and the references therein. Other problems studied for one-counter automata in the verification community can be exemplified by papers [34, 35, 36, 37, 38, 39] .
Our NL-completeness result for deterministic real-time one-counter automata has not clarified the complexity of equivalence checking for general deterministic one-counter automata (with ε-transitions), left open in [27] . By using further (nontrivial) notions and ideas, we have shown NL-completeness also for the mentioned general case in [40] .
Organisation of the paper
Section 2 provides general definitions and the statements of the results. Section 3 shows some simple facts, and clarifies the notion of "incompatible configurations". Section 4 contains a description of the main algorithm, deciding bisimilarity of real-time one-counter automata; a "geometrical presentation" of the algorithm is given in Section 5. In Section 6 we show the polynomial-space complexity of the algorithm, its correctness, and we sketch the description of the whole bisimulation equivalence relation for a given real-time one-counter automaton. Section 7 shows that the equivalence problem is in NL for deterministic ROCA. Finally, Section 8 presents the results for regularity problems. 
Basic definitions and results
By N and Z we denote the set of nonnegative integers and the set of all integers, respectively. For i, j ∈ Z, by [i, j] we denote the set {i, i+1, . . . , j}. For a finite set X, by |X| we denote its cardinality. By Σ * we denote the set of finite sequences of elements of Σ, i.e. of words over Σ. If w ∈ Σ * then |w| denotes its length. By ε we denote the empty word; thus |ε| = 0. We put Σ + = Σ * {ε}.
Labelled transition systems (LTSs); deterministic LTSs
A labelled transition system, an LTS for short, is a tuple T = (S , Σ, ( a −→) a∈Σ ), where S is a set of states, Σ is a set of actions, and a −→⊆ S × S is a set of transitions labelled with action a. If S and Σ are finite sets then T is a finite LTS. (In fact, we will only deal with LTSs where the action set Σ is finite while the state set S can be countably infinite. ) We write s a −→ t instead of (s, t) ∈ −→ t for some w ∈ Σ * ).
An LTS T = (S , Σ, (
a −→) a∈Σ ) is a deterministic LTS, a det-LTS for short, if for each pair s ∈ S , a ∈ Σ there is at most one t such that s a −→ t.
Bisimulation equivalence on LTSs and det-LTSs
Let T = (S , The union of bisimulations is obviously a bisimulation. The relation ∼ is the greatest bisimulation, i.e., the union of all bisimulations on S ; it is obviously an equivalence relation. Bisimulation equivalence, also called bisimilarity, is defined also between states of different LTSs, referring implicitly to their disjoint union.
We also note that for deterministic LTSs bisimulation equivalence coincides with the variant of language equivalence called trace equivalence: s ∼ t iff for all words w ∈ Σ * we have s w −→ ⇔ t w −→ (i.e., s and t enable the same words, also called traces).
One-counter automata, and the generated LTSs
A real-time one-counter automaton, a ROCA for short, is a tuple A = (Q, Σ, δ) where Q is a nonempty finite set of control states, Σ is a finite alphabet, whose elements are called actions in our context, and δ ⊆ Q×Σ×{0, 1}×Q×{−1, 0, 1} is a transition relation for which (q, a, c, q ′ , −1) ∈ δ implies c = 1. The tuples (q, a, c, q ′ , j) ∈ δ are also called rules; the zero rules have c = 0, and the positive rules have c = 1.
Remark. The word "real-time" refers to the fact that there are no ε-rules (q, ε, c, q ′ , j). A configuration of A is a pair (q, n) ∈ Q × N where n is the value of the counter ; we often write q(n) instead of (q, n).
we put sgn(n) = 1 if n > 0 and sgn(n) = 0 5
if n = 0. The configurations p(0) are called the zero configurations. (We note that no counter decrement is allowed in the zero configurations.) A ROCA A = (Q, Σ, δ) is deterministic, a det-ROCA for short, if for each triple q ∈ Q, a ∈ Σ, c ∈ {0, 1} there is at most one rule of the form (q, a, c, q ′ , j). We note that T (A) is deterministic iff A is deterministic.
In Fig. 1 we can see a fragment of T (A), where A contains the rules (p, a, 0, 
Decision problems, and the results
We recall two standard propositions and then state our results as theorems. We use the notation L (logarithmic space), NL, P (polynomial time), PSPACE, NPSPACE for the respective standard complexity classes.
The bisimilarity problem for finite LTSs asks, given a finite LTS (in a natural graph presentation) and two states s, t, whether s ∼ t.
Proposition 1.
The bisimilarity problem is P-complete for finite LTSs, and NL-complete for deterministic finite LTSs.
We refer to [6] for P-completeness. For a finite deterministic LTS F and two states s 0 , t 0 , we note that s 0 ≁ t 0 iff in the LTS F × F (where we put (s, t)
such that some action a is enabled precisely in one of s, t in F . Hence bisimilarity in finite deterministic LTSs can be presented as digraph reachability, i.e., as a well-known NL-complete problem.
The bisimilarity problem for ROCA asks, given a ROCA A and two configurations p(m) and q(n), whether p(m) ∼ q(n) in T (A). In our complexity results (stated below) we assume a standard input encoding where the counter values m, n are given in binary; in fact, the given complexity bounds are also valid in the case of unary encodings.
We first observe that the bisimilarity problem and the language equivalence problem are logspace reducible to each other in the case of deterministic ROCA. The latter problem assumes a given det-ROCA A = (Q, Σ, δ) with a set of accepting states F ⊆ Q, and two configurations p(m) and q(n); it asks whether
Proposition 2. When restricted to det-ROCA, the bisimilarity problem and the language equivalence problem are log-space reducible to each other.
Hence bisimilarity reduces to language equivalence. Now we assume a det-ROCA A = (Q, Σ, δ) and F ⊆ Q; we construct the det-ROCA A ′ = (Q∪{s}, Σ∪{h}, δ ∪δ ′ ) arising from A as follows. We extend Q with a fresh "sink" control state s and we add the rules (s, a, c, s, 0) for all a ∈ Σ and c ∈ {0, 1}; moreover, if for some triple (q, a, c) there is no rule of the form (q, a, c, q ′ , j) then we add the rule (q, a, c, s, 0). Finally we extend Σ with a fresh letter h and add the rules (q, h, c, q, 0) for all q ∈ F and c ∈ {0, 1}.
We can easily check that p(m) ≁ q(n) in T (A ′ ), for p, q ∈ Q, if and only if there is a word w ∈ Σ * such that wh is enabled precisely in one of p(m), q(n); it is easy to check that the latter condition holds if and only if L(p(m)) L(q(n)) (for A and F). Hence language equivalence reduces to bisimilarity.
We will get the following results; recall the previous remark on the encodings of numbers.
Theorem 3.
The bisimilarity problem for ROCA is PSPACE-complete. Recall that the semilinearity of ∼ (in Theorem 4) means that the set {(m, n) | p(m) ∼ q(n)} is the union of finitely many linear subsets of N × N, for each pair p, q ; a set A ⊆ N k is linear if there is a base vector b ∈ N k and periods
Theorem 4. For a ROCA
Another view is that ∼ can be described by a formula in Presburger arithmetic [41] . In fact, our semilinear sets will be rather special, filling the "belts" and the "background" sketched in Fig. 5 periodically, with exponential periods. Polynomial workspace is sufficient for an algorithm generating a corresponding (exponential) description of ∼.
PSPACE-hardness in Theorem 3 follows from [25] , and NL-hardness in Theorem 5 follows from Proposition 1; hence our contribution consists in showing the upper bounds.
We also consider the regularity problem. We say that a configuration p(m) of a ROCA A is regular if p(m) ∼ f for some state f in a finite LTS; in other words, p(m) is regular iff the set of states reachable from p(m) is finite up to bisimilarity. For det-ROCA we have an analogue of Proposition 2, i.e., our regularity problem and the language regularity problem are log-space reducible to each other in this case. In contrast, we recall that both language equivalence and language regularity are undecidable for general, i.e. nondeterministic, ROCA.
Prerequisites for the main algorithm
In Section 3.1 we observe some useful facts; Section 3.2 then recalls some important notions that already appeared in [23] .
Simple facts about bisimilarity
We assume a fixed LTS T = (S , Σ, (
Proof. If R is covered by R ∪ ∼ then R ∪ ∼ is a bisimulation, and thus R ∪ ∼ ⊆ ∼.
We view ω as the first limit ordinal; hence n < ω for all n ∈ N.
We say that U ⊆ S is bisim-closed if {s ∈ S | s ∼ s ′ for some s ′ ∈ U} = U. We now define the equivalences ∼ 0 ⊇ ∼ 1 ⊇ ∼ 2 ⊇ · · · by the following inductive definition. We put ∼ 0 = S × S . For k ≥ 1, ∼ k ⊆ S × S is the set of all pairs covered by ∼ k−1 . Note that s ≁ 1 t iff s and t enable different sets of actions (in which case there is no B ⊆ S × S that covers (s, t)). We obviously have
The next proposition is also standard.
Proposition 9. For any LTS
Proof. By a standard partition refinement: when constructing ∼ 0 , ∼ 1 , ∼ 2 , . . . , we must reach a fixpoint within n iterations. 
The underlying finite LTS F A and the set INC of incompatible configurations
Let us consider a ROCA A. We recall that the counter value can change by at most one in one step and that the transitions do not depend on the concrete counter value when this value is positive. Hence if m is "large" then p(m) behaves "for a long time" like p in the following finite LTS F A controlled by the positive rules of A (Fig. 2 shows an example):
Definition 10. For a ROCA A = (Q, Σ, δ), we define the underlying finite LTS F A as We obviously have p(m) ∼ m p (for any p ∈ Q and any m ∈ N).
Convention. We will usually leave implicit if a concrete occurrence of p (with no counter value) refers to a control state or to a state in F A . E.g., in the expression p(m) ∼ m p we view p(m) as a state in T (A) and p as a state in F A .
We now define the set INC as the set of configurations of A which are "INCompatible" with F A in the following sense:
Definition 11. Assuming a ROCA A = (Q, Σ, δ), where |Q| = n, we define INC ⊆ Q × N and dist : Q × N → N ∪ {ω} as follows:
, the next fact follows from Proposition 8:
Comparing the distances of configurations to INC is an important ingredient of our algorithms. Regarding the INC-membership problem, asking if p(m) ∈ INC when given a ROCA A and p(m), it is sufficient to observe a PSPACE-upper bound for the analysis of Alg-Bisim in Section 4. The more precise complexity bounds captured by the next proposition are useful later.
Proposition 13. The INC-membership problem is P-complete; it is NL-complete when restricted to deterministic ROCA.
Proof. We assume a ROCA A = (Q, Σ, δ), where |Q| = n, and show a polynomial-time algorithm constructing INC. To the underlying finite LTS F A we (disjointly) add the restriction of T (A) to the state set
In the resulting finite LTS with n + n 2 states we construct the state-set partition corresponding to ∼ n , by standard partition-refinement techniques (constructing ∼ 0 , ∼ 1 , . . . , ∼ n ). Now p(m) belongs to INC iff it has no q in its partition class. Hence the INC-membership problem is in P.
We now show that the INC-membership problem is in NL for det-ROCA. The respective nondeterministic algorithm, given a det-ROCA A = (Q, Σ, δ) and p 0 (m 0 ), first compares m 0 and n = |Q|; if m 0 ≥ n, then it returns NO (since p 0 (m 0 ) ∼ n p 0 and thus p 0 (m 0 ) INC). If m 0 < n then the algorithm tries to show p 0 (m 0 ) ≁ n q, successively for each q ∈ F A . Since the LTSs T (A) and F A are deterministic, we have
It is thus sufficient that the workspace of the algorithm can store a pair (p(m), q) and a number k ≤ n, where m < 2n; since the numbers m, k can be stored in binary, a logarithmic bound for the workspace size is obvious.
We show the hardness results by a (log-space) reduction from the non-bisimilarity problem for finite LTSs (recall Proposition 1, and the fact that both P and NL are closed under complement). Assume a finite LTS T = (S , Σ, ( 
The distance of p(m) to INC is given by a shortest appropriate path in T (A) (if it exists). A possible shortest path from p(m) to INC is depicted in Fig. 3 . Since the counter can drop by at most one in one step, and r(k) ∈ INC implies k < n, we have dist(p(m)) > m − n ; hence dist(p(m)) < ω implies that the set {q(n) | dist(q(n)) = dist(p(m)} is finite. We can also anticipate that the constraint dist(p(m)) = dist(q(n)) < ω yields a certain linear relation between m and n, as made more precise later. The complexity questions of computing dist(p(m)) will be also addressed later. Now we note an important property of the configurations from which INC is unreachable:
Proof. Let us assume a ROCA A = (Q, Σ, δ), where |Q| = n. We verify that the set
is a bisimulation; the proof will be finished, since
. Since ∼ n−1 coincides with ∼ n in F A (by Proposition 9), we have r ∼ n q ′ , and thus 
The "only-if"-direction of the claim is trivial. For proving the "if"-direction, we recall that p(m) ∼ r 1 and q(n) ∼ r 2 for some r 1 , r 2 in F A (by Lemma 14) ; if r 1 ∼ n r 2 then r 1 ∼ r 2 (by Proposition 9).
Algorithm Alg-Bisim deciding bisimilarity for ROCA
After introducing some further notation we will present our main algorithm, deciding the bisimilarity problem for ROCA in polynomial space.
Definition 16. Assume a ROCA
We also put
(EFD can be read as "Equal Finite Distances".)
We note that ClearYes ⊆∼ and ClearNo ⊆≁ (by the previously established facts). We have already observed that dist(p(m)) < ω implies that the set {q(n) | dist(q(n)) = dist(p(m)} is finite; hence EFD i is finite for each i ∈ N.
The nondeterministic algorithm Alg-Bisim:
Input: a ROCA A = (Q, Σ, δ), and two configurations p 0 (m 0 ), q 0 (n 0 ). 
It will turn out that this algorithm can be implemented to run in polynomial space, and that there is a computation returning YES if and only if p 0 (m 0 ) ∼ q 0 (n 0 ). Since PSPACE = NPSPACE, the upper bound in Theorem 3 will be thus established.
We perform the respective analysis of Alg-Bisim in Section 6, after we "visualize" some related notions in Section 5.
Now we just remark that p 0 (m 0 ) ∼ q 0 (n 0 ) implies that the computation that always chooses R i = EFD i ∩ ∼ in 2(c)i returns YES. On the other hand, if the for-loop in 2(c) had no upper bound then for any infinite (i.e., non-failing) computation we would have (R 0 ∪ R 1 ∪ R 2 ∪ · · · ) ⊆∼, by Proposition 7; this would imply p 0 (m 0 ) ∼ q 0 (n 0 ). The bound ExpB in 2(a) will be chosen so that a successful run up to m 0 + ExpB guarantees a certain periodicity that in turn guarantees the existence of some infinite successful run if the for-loop had no upper bound.
Geometrical presentation of Alg-Bisim computations
Let us assume a ROCA A = (Q, Σ, δ). For any fixed p, q ∈ Q, a subset X of {(p(m), q(n)) | m, n ∈ N} can be naturally represented by black points in the 2-dimensional grid N × N: point (m, n) is black if (p(m), q(n)) ∈ X, and white if (p(m), q(n)) X. This is depicted in Fig. 4 . 
For representing subsets
Fig . 5 indicates an over-approximation of Unclear, as the later analysis will establish. The set Unclear resides in the "belt space", consisting of polynomially many linear belts with a polynomial (vertical) thickness. There is a polynomially bounded "initial space" covering all intersections of different belts; moreover, ClearYes will turn out to be periodic outside the initial space, with an exponentially bounded period. ′ ; here each depicted black point corresponds to an element of either R j ( j ∈ {i, i ′ }) or ClearYes. The exponential bound ExpB in 2(a) of Alg-Bisim (and the pigeonhole principle) will guarantee a repeat in which the difference of positions is a multiple of the (exponentially bounded) period of ClearYes; this will provide the announced guarantee of the existence of an infinite computation when no fail is encountered in 2(c)ii till m 0 + ExpB. To be more precise, we will need a repeat of a width-2 belt-cut, not just of a width-1 belt-cut depicted in Fig. 7 .
Repeat of a belt-cut
Analysis of Alg-Bisim, and the effective semilinearity of ∼
In Section 6.1 we note some facts about the shortest paths in T (A), in particular a normal form based on a lemma given already in [27] . In Section 6.2 we note some consequences of these facts for computing distances in T (A), and for the membership problems for ClearYes, ClearNo, and Unclear. We then look at the shortest paths to INC, yielding the function dist(p(m)) (the distance to INC), in Section 6.3. In Section 6.4 we make precise the periodicity of ClearYes, and we show the linear belts in which Unclear resides. In Section 6.5 we confirm that Alg-Bisim works in polynomial space, and in Section 6.6 we demonstrate that Alg-Bisim indeed decides the bisimilarity problem for ROCA. In Section 6.7 we derive the semilinear description of ∼ stated in Theorem 4.
Normal forms of shortest paths in T (A)
If we have p(m) −→ * q(n) in the LTS T (A) for a ROCA A, then a shortest path from p(m) to q(n) might be long even if |m − n| is small; in this case q(n) is not reachable from p(m) by using positive rules only. We now want to show a normal form of shortest paths; it is sketched in Fig. 8 for the case when using zero rules is necessary.
The paths induced solely by positive rules are called positive paths; we formalize the positive reachability relation as follows:
Definition 17. For a ROCA A = (Q, Σ, δ), we define the relations w −→ + for all w ∈ Σ * inductively:
We note that only the last node of a positive path might be a zero configuration.
The following proposition, illustrated in Fig. 9 , captures a standard simple fact: if a path from p(m) to q(n) makes a "high hill" then there is a shorter path from p(m) to q(n). The bounds in the proposition are not the best possible, but they are easy to show. 
where a i ∈ Σ and w = a 1 a 2 . . . a ℓ is a shortest word such that p 0 (m 0 )
Proof. If there is a counterexample (1) with m 0 = m ℓ = 0 then for the smallest i such that
is also a counterexample. Suppose now that (1) is a counterexample where m x = max{m 0 , m ℓ } ≥ 1. Let us fix some
We note that f (h), g(h) are well defined, and
]. This also implies that the path 0) is positive. By the pigeonhole principle we get some h, h ′ , where
, and only n 2 pairs of control states). But then we could remove
; this contradicts the assumption that w is a shortest word such that p 0 (m 0 )
The final claim for positive paths is derived analogously.
Given a shortest path from p(m) to q(n), it is trivial that any subpath is a shortest path from its start to its end. Proposition 18 thus bounds the maximum counter value in the "zero-touching" part in Fig. 8 , as well as the maxima of the "going-down" part and of the "going-up" part. We also have a lower bound for the overall minimum when there is no zero touching. Now we clarify the cycles; we concentrate just on the "going-down" part, since the "going-up" part is almost analogous when we reverse the positive ROCA-rules (i.e., replace each rule (p, a, 1, q, j) with (q, a, 1, p, −j)).
Definition 19.
Let A = (Q, Σ, δ) be a ROCA. By a cycle we mean a nonempty sequence of positive rules (q 1 , a 1 , 1, q 2 , j 1 ), (q 2 , a 2 , 1, q 3 , j 2 ), (q 3 , a 3 , 1, q 4 , j 3 ) , . . . , (q k , a k , 1, q k+1 , j k ) where q k+1 = q 1 ; the number k ≥ 1 is the length of the cycle. The above cycle is simple if 1 ≤ i < j ≤ k implies q i q j . The number e = k i=1 j i is called the effect of the cycle; if e < 0, then d = −e is called the drop of the cycle.
We note that the effect of a cycle is the change of the counter value that the cycle causes when performed. If the length of a cycle is k, then its effect is in [−k, k]. If |Q| = n, then the length of any simple cycle is in [1, n] (and its effect is in [−n, n]).
We refer to [27] for a proof of the next proposition; intuitively, if |m − n| ≥ n 2 and p(m) −→ * + q(n), then there is a shortest positive path from p(m) to q(n) in a certain normal form: the path starts with a "short" prefix, then uses repeatedly a simple cycle (at least once), and finishes with a "short" suffix (where the sum of lengths of the prefix and the suffix is less than n 2 ). In fact, only deterministic one-counter automata are considered in [27] . Nevertheless, the actions labelling the transitions are irrelevant for the reachability questions. In the proposition we can thus conveniently assume a bijection between Σ and δ: each action a has a corresponding rule (q, a, c, q ′ , j). We then say that v ∈ Σ + is a cycle if the corresponding sequence of (positive) rules is a cycle. 
• |v 1 v 3 | < n 2 , and v 2 is a cycle with |v 2 | ≤ n and with a drop d ∈ [1, n],
−→ + q(n) for some p ′ ∈ Q and m ′ ∈ N (where v 2 is repeated i times).
In later applications of Proposition 20 we will also implicitly use the fact that in the described case we can cut off and pump the cycle in the following sense:
There is an analogous claim for p(m) −→ * + q(n) where m + n 2 ≤ n; here v 2 is a cycle with a positive effect. The claim follows from Proposition 20 by reversing the positive rules (i. e. replacing (p, a, 1, q, j) with (q, a, 1, p, −j) ) and considering q(n) −→ * + p(m). We can also analogously cut off and pump the cycle.
In the next section we use Propositions 18 and 20 for noting a fact about the complexity of computing distances. This fact will help us later to clarify the membership problems for ClearYes, ClearNo and Unclear. In fact, just polynomial-space algorithms would suffice for our analysis of Alg-Bisim; the better complexity bounds in Section 6.2 are substantial for the deterministic case.
Computing (representations of) distances for ROCA
We first recall a standard simple fact regarding space-efficient implementations of (integer) arithmetic operations:
There is a procedure that, given op ∈ {+, −, ·, ÷, mod } and m, n, j ∈ N in binary, returns the j-th bit of (m op n), while using workspace O(log log max{m, n}) when op ∈ {+, −} and O(max{log log max{m, n}, log min{m, n}}) when op ∈ {·, ÷, mod}.
Informally speaking, in the case op ∈ {+, −} just two pointers moving in the binary presentations of m and n are sufficient (when performing the standard algorithm); if op ∈ {·, ÷, mod } then we also use a piece of workspace that can store the smaller of m, n (while realizing a standard textbook algorithm).
Given a ROCA A and two configurations p(m), q(n), the value distance(p(m), {q(n)}) can be obviously written in linear space (in binary); this follows easily from Propositions 18 and 20 (recall also Fig. 8 ). The next proposition shows that each specific bit of distance(p(m), {q(n)}) can be computed in nondeterministic logarithmic space (and thus also in polynomial time).
Remark. We thus also get NL-completeness of the reachability problem for ROCA, when the initial and final counter values are given in binary. The proposition is derived from Prop. 20 (i.e. Lemma 2 in [27] ) by using standard means (like Prop. 21); we provide a proof to be selfcontained.
Proposition 22. The following decision problem is NL-complete.
Input: A ROCA A, two configurations p(m), q(n), j ∈ N, c ∈ {0, 1} (m, n, j written in binary). Question: Is distance(p(m), {q(n)}) finite and is the j-th bit of its binary presentation c ?
Proof. NL-hardness follows from digraph reachability; we will show that the problem is in NL. Assume a given ROCA A = (Q, Σ, δ), where |Q| = n, and two configurations p(m), q(n). We first show a nondeterministic procedure deciding if p(m) −→ * + q(n).
If
, and p ′ ∈ Q. We verify that
• from p(m) we can reach p ′ (m+d 1 ) in ℓ 1 moves,
• from p ′ (n+d 2 ) we can reach q(n) in ℓ 2 moves,
• from p ′ (n+d 2 +d 3 ) we can reach p ′ (n+d 2 ) in ℓ 3 moves, and
Each configuration r(k) stored in the workspace during this process is represented by (r, k−m) or by (r, k−n) (i.e., we put only small differences in the workspace, as in 1.).
The above nondeterministic procedure obviously runs in logarithmic space; moreover, any successful run also yields a (small) presentation of the length of some path from p(m) to q(n) (i.e. of an upper bound for distance(p(m), {q(n)})): either ℓ in 1., or the tuple (
; in the latter case, the represented (big) number is For a concrete presentation of an upper bound for distance(p(m), {q(n)}), we can decide in nondeterministic logarithmic space if the bound can be strengthened; this follows from the fact that we can compare two (small) presentations by using the procedures captured by Proposition 21.
Since NL is closed under complement, we can thus construct a nondeterministic procedure working in logarithmic space where each successful run finishes with a presentation of distance(p(m), {q(n)}). Extracting the j-th bit of distance(p(m), {q(n)}) from the presentation can be done in logarithmic space (by invoking Proposition 21 again). Proposition 22 will be particularly helpful later, for clarifying the complexity of the membership problems for ClearYes, ClearNo, and Unclear. We can now note that it implies that dist(p(m)) = distance(p(m), INC) can be computed in polynomial time (once we recall the efficient constructability of INC, shown in Proposition 13 and its proof).
Distance to INC, and the period ∆ n
Our previous reasoning allows us to derive further useful consequences for the function dist(p(m)), including the exponentially bounded periodicity of the set {m | dist(p(m)) = ω} (for any fixed p).
Convention. In the rest of the paper we will derive the existence of several polynomials poly i : N → N, in particular Their concrete form will be left implicit (as well as the degree of poly 3 ) but we will assume that such polynomials are fixed, and whenever we refer to one of them, we mean the respective fixed polynomial. We will later relate poly 1 (n) and poly 2 (n) to the belt-thickness and to the initial space in Fig. 5 .
We now show a set of linear equations x = σ 1 m + σ 2 (where σ 1 , σ 2 are rational constants) such that any finite dist(p(m)) must satisfy one of them. (Recall the shortest path to INC sketched in Fig. 3.) Proposition 23. There are polynomials poly 0 (n) ∈ O(n 3 ) and poly
where
Proof. Suppose that p 0 (m 0 )
is a shortest path from p 0 (m 0 ) to INC; hence p ℓ (m ℓ ) ∈ INC and thus m ℓ < n. The path obviously never visits a configuration twice, and each subpath of this path is a shortest path from its start to its end. By using Proposition 18 we derive that m j < max{m 0 , n} + n 2 for all j ∈ [0, ℓ].
, and thus ℓ < n · (n + 2n 2 ). We can put c 1 = ℓ and d 1 = 0 in (2); here d 2 , c 2 are irrelevant, and we can consider d 2 = 1, c 2 = 0.
Assume now m 0 ≥ n + n 2 , and let i 0 be the smallest such that m i 0 = n − 1; we note that 
The reasoning in the proof of Proposition 23 has further consequences. Informally speaking, the next proposition shows that the set { m | p(m) −→ * INC } is "dense" if it is not a small finite set. The set { m | p(m) −→ * INC } might be not "dense", but it is "periodic". Any number that is a multiple of drops of simple cycles of the relevant ROCA A can serve as a period but we use ∆ n defined as ∆ n = n! = n · (n−1) · (n−2) · · · · · 2 · 1at our level of analysis. (See also Remark after Proposition 24.) Proposition 24. Assume a ROCA A = (Q, Σ, δ) with |Q| = n, and a configuration p(m) such that m ≥ n + n 2 .
If dist(p(m)) < ω then there is d
Proof. Point 1. A shortest path from p(m) to INC, where m ≥ n + n 2 , starts with a positive path Remark. We have chosen ∆ n = n! ≤ n n = 2 n log n ; though ∆ n is exponential in n, it can be written in O(n log n) bits. In more detail, we could specify ∆ A as the least common multiple of simple cycle drops in A. But this number is also exponential in the worst case (as shown by creating separate cycles whose drops are pairwise different primes); therefore we use simply ∆ n = n! at our level of complexity analysis. We note that an upper bound finer than n! is recalled from number theory in Lemma 1 in [27] .
ClearYes is periodic and Unclear is inside belts
We aim to make precise the periodicity of ClearYes; recall that for a ROCA with n control states we have ClearYes = {(p(m), q(n)) | dist(p(m)) = dist(q(n)) = ω and p(m)) ∼ n q(n)}.
Proposition 25. Assume a ROCA
When discussing Fig. 3 , we mentioned informally that a constraint dist(p(m)) = dist(q(n)) < ω imposes a linear relation between m and n. This is formalized in the next proposition, which implies that Unclear resides in polynomially belts with polynomial (vertical) thickness.
Proposition 26.
There is a polynomial poly 1 (n) ∈ O(n 4 ) such that the following holds. If, for a ROCA A = (Q, Σ, δ) with |Q| = n, we have dist(p(m)) = dist(q(n)) < ω then for some α, β ∈ [1, n 2 ] we have
as in (2) in Proposition 23, we get
> 0 then we (multiply both sides by
where α, β ∈ [1, n 2 ] and |ρ| ≤ n · poly 0 (n) + n 2 · poly (since poly 0 (n) ∈ O(n 3 ) and poly ′ 0 (n) ∈ O(n 2 )); we note that ρ is a rational number such that βρ is an integer.
If
, and thus m < n + poly 0 (n) and n < n + poly 0 (n) (since dist(r(k)) = distance(r(k), INC) > r − n). We can put α = β = 1 and note that |n − α β m| < n + poly 0 (n). Hence Proposition 26 implies that the set Unclear = ∞ i=0 EFD i is a subset of BeltSpace. We can now also note that the vertical thickness of the belts in Fig. 5 is 2 · poly 1 (n).
The next fact is not needed for the analysis of Alg-Bisim but we note it for later use; as expected, the BeltSpace-membership problem asks if (p(m), q(n)) ∈ BeltSpace when given a ROCA A and p(m), q(n) (where m, n are presented in binary).
Proposition 28. The BeltSpace-membership problem is in L.
Proof. The membership is determined by m, n (the control states are irrelevant). We have to check if there are α, β ∈ [1, n 2 ] such that |n − α β m| < poly 1 (n), i.e., either βn ≥ αm and βn − αm < β · poly 1 (n), or βn < αm and αm − βn < β · poly 1 (n). It is a routine to show that this can be done in logarithmic space (recalling Proposition 21).
Alg-Bisim works in polynomial space
As the first step of our complexity analysis, we explicitly recall the locality of checking the bisimulation conditions in T (A), where A = (Q, Σ, δ) is a ROCA; the locality follows from the fact that the counter value can change by at most one in one step. For p, q ∈ Q and m, n ∈ N we define the neighbourhood
Proposition 29. For a ROCA
A = (Q, Σ, δ), a pair (p(m), q(n)) is covered by R ⊆ (Q×N)×(Q×N) in T (A) iff it is covered by R ∩ Neigh(p(m), q(n)).
It is this locality which allows us to restrict to
We now recall that Alg-Bisim also uses procedures for solving the membership problems for ClearYes, ClearNo, and Unclear = ∞ i=0 EFD i ; though polynomial-space upper bounds would suffice here, we show better bounds in the next proposition; we also include the deterministic case for later use. An instance of the membership problem for ClearYes is a ROCA and two configurations p(m), q(n) (where m, n are presented in binary); similarly for ClearNo and Unclear.
Proposition 30.
The membership problems for
ClearYes, ClearNo, and Unclear are in P. When restricted to det-ROCA, the problems are NL-complete.
2.
Given a ROCA A = (Q, Σ, δ) and i ∈ N (in binary), the set EFD i can be computed in polynomial time.
Proof. We consider a ROCA A = (Q, Σ, δ) where |Q| = n. First we note that deciding if p(m) ∼ k+1 q(n) is straightforward once we construct the set Neigh(p(m), q(n)) ∩ ∼ k (due to the locality). This makes clear that deciding if p(m) ∼ n q(n) can be done in time bounded by a polynomial (in the size of A). In the deterministic case, deciding p(m) ≁ n q(n) is obviously in NL (we just stepwise guess a word no longer than n that is enabled in precisely one of p(m), q(n)), and we recall that NL =co-NL.
Since we can construct INC in polynomial time (recall the proof of Proposition 13), dist(p(m)) is computable in polynomial time (as follows from Proposition 22). It is thus clear that there is a polynomial-time procedure deciding to which of the sets ClearYes, ClearNo, and Unclear a given pair (p(m), q(n)) belongs. Propositions 13 and 22 also show that the membership problems for ClearYes, ClearNo, and Unclear are NL-complete in the deterministic case.
Since all elements of EFD i , for any fixed i, are in BeltSpace, their number is bounded by a polynomial in n, and EFD i can be constructed in polynomial time, w.r.t. the size of A and the length of the binary presentation of i (recall Proposition 26).
To finish the description of Alg-Bisim, we need to specify the exponential bound ExpB (computed in 2(a)). To this end we introduce a polynomial poly 2 ; the value poly 2 (n) will bound the initial space in Fig. 5 . It is chosen so that it guarantees that the neighbourhood of any "point" in a belt to the right of the initial space does not intersect any other belt, and the background in the neighbourhood guarantees the periodicity of ClearYes as captured by Proposition 25. Technically, we recall Proposition 26, yielding the polynomial poly 1 (n) ∈ O(n 4 ), and we fix poly 2 by the next proposition: Proposition 31. There is a polynomial poly 2 (n) ∈ O(n 8 ) satisfying the following conditions for any n ∈ N and α, β, α
, where we write X instead of poly 2 (n):
1.
Proof. We can rewrite 1. as X > β α · (poly 1 (n) + 1 + n + n 2 ), and 2. as X > ββ 4 and poly 1 (n) ∈ O(n 4 ), the claim is clear.
Corollary 32. Assume a ROCA
For each ROCA A = (Q, Σ, δ) where |Q| = n we put
We note that it suffices for Alg-Bisim to always have just current R i−2 , R i−1 , R i in memory (a subset of the vertical belt-cuts of the "window" in Fig. 6 , where the numbers are presented in binary). Hence the next lemma is now clear.
Lemma 33.
Alg-Bisim can be implemented to run in polynomial space.
Correctness of Alg-Bisim
We now show that Alg-Bisim indeed decides the bisimilarity problem for ROCA. One direction is easy: For the other direction we also use another aspect of the locality, following from the fact that transitions p(m) a −→ p ′ (m+ j) are independent of the concrete value m when the value is positive. Informally, if (p(m), q(n)) is covered by R and the "shift" (m We now show that there is a bisimulation containing the sets R 0 , R 1 , . . . , R m 0 (while it might not contain all R m 0 + j for j > 0); the proof will be thus finished.
Proof. Let the assumptions hold and let R cover (p(m), q(n)). Consider a transition p(m
We assume that A = (Q, Σ, δ) where |Q| = n, and consider the periodic sequence i 0 < i 1 < · · · < i ℓ where i 0 = 1 +max{m 0 , poly 2 (n)}, i j+1 = i j +(∆ n ) 3 for all j ∈ [0, ℓ−1], and ℓ = 2 4n
Let us now consider a concrete belt B, given by its slope α β where α, β ∈ [1, n 2 ]. Recall Fig. 7 for the idea of a "width-1 cut" repeat; we now derive a "width-2 cut" repeat (which is needed for a consistent periodic filling of B described later). We say that a pair (i, i ′ ), where i = i j 1 and i ′ = i j 2 for 1 ≤ j 1 < j 2 ≤ ℓ, is a repeat (of a width-2 B-cut) if the following holds:
for any p, q ∈ Q, any m ∈ {i, i + 1}, and any n such that |n − α β m| < poly 1 (n), if we put
We note that
} have the same number of elements that is bounded by n 2 ·2·2·poly 1 (n). We thus easily deduce that our choice ℓ = 2 4n 2 ·poly 1 (n) and the pigeonhole principle guarantee that there is a repeat (i, i ′ ), where
let us fix such a repeat (i, i ′ ). Informally speaking, we now "fill the belt B after i ′ " periodically, with the period i
3 . Formally we define the sets R B j for j = poly 2 (n) + 1, poly 2 (n) + 2, . . . inductively as follows:
′ ], and n satisfies |n − α β j| < poly 1 (n), and ( We proceed similarly for all belts (i.e., for all slopes α β where α, β ∈ [1, n 2 ]), and define R belts as the union of the sets R belt−B for all belts B. Now we deduce that R = R 0 ∪ R 1 ∪ · · · ∪ R poly 2 (n) ∪ R belts is covered by R ∪ ∼, and we invoke Proposition 7. Since R belts ∩ {(p( j), q(n)) | p, q ∈ Q, n ∈ N} coincides with R j for all j ∈ [poly 2 (n) + 1, m 0 ] (when m 0 > poly 2 (n)), there is a bisimulation containing R 0 , R 1 , . . . , R m 0 , and thus p 0 (m 0 ) ∼ q 0 (n 0 ). 24
Lemmas 33 and 36 prove the upper bound in Theorem 3 (stated in Section 2).
Effective semilinearity of ∼ (Theorem 4)
Theorem 4 can be now verified in a straightforward way. We do not give all tedious technical details but we give the main ideas, based on the previous analysis of Alg-Bisim. First we note that we can now assume that Alg-Bisim is adjusted so that it always chooses R i = EFD i ∩ ∼; we have shown that the membership in ∼ can be decided in polynomial space. In this case, for R = R 0 ∪R 1 ∪· · ·∪R poly 2 (n) ∪R belts (defined as in the proof of Lemma 36) we have R∪ClearYes =∼, as we now show. Suppose it is not the case. Then for a belt B, given by its slope α β , and for the (first) respective repeat (i, i ′ ) we would have p
suppose m ′ is the smallest possible. We now derive a contradiction by using a "shift of ∼" by the vector (−(i
(that is opposite to the vector used for the inductive construction of R belt−B ). Let us define
We can now easily check that R ′ is covered by R B i ∪R ′ ∪ClearYes;
and we have thus contradicted that m ′ was the smallest. There is surely a procedure producing a formula describing the whole set ClearYes (based on Proposition 24(2)). We have thus shown that Alg-Bisim can be enhanced to produce a (Presburger) formula describing the whole set ∼ if it can remember all constructed R 0 , R 1 , R 2 , . . . , and thus works in exponential space.
It is now a routine to note that the resulting exponential formula can be produced by using only polynomial workspace. The main trick is that the belt-cut repeats (i, i ′ ) do not need to be looked for in fully remembered R 0 , R 1 , R 2 , . . . but they can be nondeterministically guessed and then verified: when processing i, Alg-Bisim guesses that there will be the appropriate i ′ later (within an exponentially bounded number of steps to be now counted), remembers just the width-2 cut at i, continues with producing the description of the belt-filling until i ′ where it verifies that (i, i ′ ) is indeed a repeat.
Bisimilarity is in NL for deterministic ROCA
We recall that
where |Q| = n. The fact ClearNo ⊆≁ can be made more precise:
Let us now consider a deterministic ROCA A = (Q, Σ, δ) generating the deterministic LTS
, is also deterministic. We observe that
. Hence the question of equivalence in T (A) reduces to a (specific) Figure 10 : Projection of a path in T (A) × T (A); the start-node is projected to P 1 and the end-node to P 2 reachability question in the deterministic LTS T (A)×T (A). Figure 10 sketches the projection of a path in T (A) × T (A) to N × N; here the start-node (p 1 (m 1 ), q(n 1 )) of the path is projected to the point P 1 = (m 1 , n 1 ), while the end-node (p 2 (m 2 ), q 2 (n 2 )) is projected to the point P 2 = (m 2 , n 2 ).
(The figure does not show the third dimension, i.e., the respective pairs of control states are not depicted.)
Remark. We note that the reachability problem in the deterministic LTS T (A) × T (A) is undecidable in general. This follows from the standard fact that the trace inclusion problem,
−→)} is decidable, and even in NL.
The next lemma proves Point 1. in Theorem 5. It shows that if p 0 (m 0 ) ≁ q 0 (n 0 ) for a det-ROCA, where m 0 , n 0 are "small" (i.e., bounded by a polynomial) then the "equivalence level", i.e. the maximal k such that p 0 (m 0 ) ∼ k q 0 (n 0 ), is "small".
Remark. This is not true in the case of nondeterministic ROCA. We could use disjoint cycles whose lengths are pairwise different prime numbers to construct a simple example where p(0) ≁ q(0) but p(0) ∼ k q(0) for k being the least common multiple of the cycle lengths.
In a more elegant version of the next lemma we would have m 0 = n 0 = 0 but we use a form that is technically convenient later.
Lemma 38.
There is a polynomial poly 3 with the following property. For any det-ROCA A = (Q, Σ, δ) with |Q| = n, if p 0 (m 0 ) ≁ q 0 (n 0 ), and m 0 , n 0 ≤ poly 2 (n) or m 0 ≤ poly 2 (n) and
Proof. Let us consider a det-ROCA A = (Q, Σ, δ) with |Q| = n, and suppose p 0 (m 0 ) ≁ q 0 (n 0 ), m 0 ≤ poly 2 (n), and n 0 ≤ poly 2 (n) or (p 0 (m 0 ), q 0 (n 0 )) ∈ BeltSpace. It is convenient first to show the existence of a polynomial poly m 1 ), q 1 (n 1 ) )
is a shortest path in
. There surely must be such a path, since p 0 (m 0 ) ≁ q 0 (n 0 ). Fig. 10 might depict such a path, when (p 0 (m 0 ), q 0 (n 0 )) is projected to P 1 and (p ℓ (m ℓ ), q ℓ (n ℓ )) is projected to P 2 .
We note that the path (4) cannot enter ClearYes, so (p j (m j ), q j (n j )) ∈ BeltSpace for all j ∈ [0, ℓ−1]. Let us now fix arbitrary α, β ∈ [1, n 2 ], and consider a maximal " α β -segment to the right of poly 2 (n)"; i.e., we consider a subpath of (4) of the form
; the maximality means that one of the following conditions holds:
2. m i 1 +1 = poly 2 (n), in which case m i 1 = poly 2 (n)+1 (the segment returns to poly 2 (n));
(In Fig. 10 we can see two such maximal segments, for two different slopes 
We note that there are no more than β · 2 · poly 1 (n) possible values for the rational component ρ ; thus the number |Q ′ | of the control states of A ′ is no greater than
The rules in δ ′ are induced by δ as follows:
(Note that (n + j 2 ) − 
We can now easily check that the path (5) in T (A) × T (A) gives rise to the following path in
where m ≥ K 2 + n · K, which will be contradicted. The normal form of (7) allows us to assume that the path (5) We can thus conclude that in the path (4) we have m j ≤ poly 2 (n) + 2 · K 2 + n · K and (p j (m j ), q j (n j )) ∈ BeltSpace for all j ∈ [0, ℓ−1]. Since (4) cannot visit a node twice, we surely have ℓ ≤ (1 + poly 2 (n) + 2 · K 2 + n · K) · n 6 · 2 · poly 1 (n) (where n 6 = n · n · n 2 · n 2 accounts for the tuples (p, q, α, β)). We thus get poly ′ 3 such that poly ′ 3 (n) bounds the length ℓ of the path (4).
We have m ℓ ≤ m 0 + poly ′ 3 (n), and n ℓ ≤ n 0 + poly ′ 3 (n), and we recall that m 0 ≤ poly 2 (n) and n 0 < n 2 · poly 2 (n) + poly 1 (n). If dist(p ℓ (m ℓ )) dist(q ℓ (n ℓ )) then Proposition 23 implies that min {dist(p ℓ (m ℓ )), dist(q ℓ (n ℓ ))} ≤ n·(n 2 ·poly 2 (n)+poly 1 (n)+poly ′ 3 (n))+O(n 3 ). By Proposition 37 we thus deduce that p 0 (m 0 ) ≁ k q 0 (n 0 ) for k = poly ′ 3 (n) + n · (n 2 · poly 2 (n) + poly 1 (n) + poly ′ 3 (n)) + O(n 3 ) + n. Hence k is indeed bounded by poly 3 (n) for a polynomial poly 3 .
Proof. We recall that q(n) −→ * INC implies that q(n) ∼ r for some r in F A (by Lemma 14) . Hence if p(m) −→ * q(m+2n) implies q(m+2n) −→ * INC (for all q) then from p(m) we can reach only finitely many configurations up to bisimilarity, since each of them is bisimilar either to some r in F A or to q(n) where n < m+2n. The "only if" part is thus clear. Hence for every ℓ ∈ N there is a configuration that is reachable from p(m) and its distance to INC is finite but larger than ℓ. Therefore p(m) is non-regular.
We recall that the INC-membership problem is P-complete for (general) ROCA, and NL-complete for deterministic ROCA (Proposition 13); we also recall NL-completeness of the reachability problem (Proposition 22). From Proposition 40 we thus deduce that the regularity problem for ROCA (w.r.t. bisimilarity) is in P in general, and in NL in the case of det-ROCA. The latter problem is obviously NL-hard (by digraph reachability); hence the next lemma finishes a proof of Theorem 6.
In the lemma we only use ROCA with weak zero-tests (like in Petri nets): we say that a ROCA A = (Q, Σ, δ) is a one-counter net if (q, a, 0, q ′ , j) ∈ δ implies (q, a, 1, q ′ , j) ∈ δ.
Lemma 41.
Regularity for ROCA is P-hard, even when restricted to one-counter nets.
Proof. We use a log-space reduction from bisimilarity on finite LTSs (recall Prop. 1). Given a finite LTS F = (S , Σ, { a −→} a∈Σ ) and p 0 , q 0 ∈ S , we construct a one counter net A = (S ∪{s 0 }, Σ, δ), s 0 S , as shown below; we will have p 0 ∼ q 0 in F iff s 0 (0) is regular in T (A).
For every p a −→ q in F we put (p, a, c, q, 0) into δ for both c ∈ {0, 1}; any p(n) in T (A) just mimics the behaviour of p in F . We then complete δ by (s 0 , a, c, s 
