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On non-equilibrium photon distributions in the Casimir effect
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The electromagnetic field in a typical geometry of the Casimir effect is described in the Schwinger–
Keldysh formalism. The main result is the photon distribution function (Keldysh Green function) in
any stationary state of the field. A two-plate geometry with a sliding interface in local equilibrium is
studied in detail, and full agreement with the results of Rytov fluctuation electrodynamics is found.
As an illustration, plots are shown for a spectrum of the energy density between the plates.
I. INTRODUCTION
In his seminal article 65 years ago, Casimir formulated
a physical problem [1] which has had a tremendous influ-
ence on physics. His pioneering analysis of the physical
consequences of field quantization under external, macro-
scopic boundary conditions is still of current relevance.
Indeed, it turned out to be one of the most prolific ideas
in modern theoretical physics. Having a pure quantum
background and being closely related to classical physics,
the Casimir effect is a universal and wide-spread phe-
nomenon that can be found on all scales in the Universe.
One of the fascinating aspects of the Casimir effect is
its simplicity, i.e., there are theoretical models that are
amenable to exact solutions. Leaving aside many impor-
tant features of modern Casimir physics [2], we consider
the simple system of Ref.[1] with a slight generalization.
Namely, our setting consists of two half-spaces of differ-
ent materials with a plane-parallel gap in between. What
we know about the two media are their reflection coeffi-
cients (a matrix in general) and macroscopic conditions
like temperature distributions, macroscopic current den-
sities, distance and relative motion parallel to the inter-
faces. We assume that these conditions are maintained
stationary by external (generalized) forces. We want to
compute correlation functions of the electromagnetic field
in the gap. These yield for example the average energy
density of the field and the pressure exerted on the two
bodies as components of the stress (energy-momentum)
tensor. We focus in particular on symmetrized corre-
lations, also known as Keldysh-Green functions (KGF)
in quantum kinetics, and are able to derive them un-
der rather general circumstances in a stationary Casimir
geometry. We thus establish a natural non-equilibrium
extension of Casimir’s results.
Our approach starts from a simple observation which
is a common feature among all manifestations of the
Casimir effect: the interaction between the two interfaces
disappears when their distance becomes large enough.
On quite general grounds, we may therefore conclude
that the electromagnetic field which we observe in any
Casimir system results from several fields that originate
in the material of the different half-spaces and in the vac-
uum gap between them. The distance dependence of the
Casimir interaction is such that these fields become inde-
pendent (uncorrelated) as the interfaces are infinitely far
away. This fact is the cornerstone of our analysis: we use
the large-distance limit to express the KGF in a two-plate
setting in terms of KGFs of independent half-spaces.
In this paper, we relax the assumption that the two
plates share the same temperature and state of motion.
This makes it impossible to describe the field between the
plates as being in thermal equilibrium. The appropriate
tool to calculate photon correlation functions is then the
Schwinger-Keldysh technique[3, 4] of nonequilibrium pro-
cesses. The application of the Keldysh formalism to the
field of Casimir-Van der Waals interactions has a rela-
tively short history. The first application, to our knowl-
edge, is due to Janowicz, Reddig and Holthaus [5] in cal-
culations of the electromagnetic heat transfer between
two bodies at different temperature. Sherkunov used the
non-equilibrium technique extensively for dispersion in-
teractions involving excited atoms and excited media [6].
A general expression for the electromagnetic force on an
atom, in terms of the KGFs of atom and radiation field,
was found a few years ago by one of the present authors
[7].
The physical processes behind these field-mediated in-
teractions are the multiple reflections of photons between
the interfaces and their tunneling from one body to the
other, which follow from the boundary conditions for the
electromagnetic field on the interfaces. To include these
boundary conditions, we use an effective action in the
Schwinger-Keldysh technique with auxiliary fields and
evaluate generating functionals for KGFs by perform-
ing path integrals [8]. Path integral approaches for the
Casimir effect were introduced by Bordag, Robaschik and
Wieczorek [9]. Li and Kardar considered the interaction
between bodies mediated by a fluid with long range cor-
relations [10, 11]. They applied a path integral technique
to include arbitrarily deformed bodies on which any kind
of boundary condition can be implemented. This feature
makes the approach amenable to a perturbative analy-
sis of any deformed ideally conducting surfaces [12, 13].
Further on, Emig and Bu¨scher [14] used the optical ex-
tinction theorem [15] to reformulate the boundary con-
2ditions for a vacuum-dielectric interface in integral form
that depends only on the fields on the vacuum side (i.e.,
in the gap between two bodies). They then derived with
path integral techniques an effective Gaussian action for
the photon gas in the gap, providing the free energy and
in particular the Casimir interaction of dielectric bod-
ies with arbitrary shaped surfaces. A similar approach
has been followed by Soltan et al. [16] for a dispersive
medium between the bodies. Recently, Behunin and Hu
applied path integrals to problems of the Casimir-Polder
type (atom-surface interaction) in different nonequilib-
rium situations: in Ref.[17] is considered the Van der
Waals interaction between an atom and a substrate in a
stationary state out of global equilibrium; Ref.[18] is cal-
culating atom-atom interactions in a quantized radiation
field which is in a nonequilibrium state.
Our theoretical approach to the non-equilibrium
Casimir interaction where the boundary conditions in-
volve different, locally defined temperatures, is thus
a synthesis between the Feynman path integral and
the Keldysh-Schwinger formalism of nonequilibrium pro-
cesses [19, 20].
The paper is organized as follows: after preliminary no-
tations and introductions in Sec.II, we introduce rather
general expressions for retarded Green functions in the
Casimir geometry of two planar boundaries (Sec.III).
In Sec.IV is analyzed a Gaussian action in Schwinger-
Keldysh space which yields the non-equilibrium corre-
lations for the fields (Keldysh-Green functions). This
action implements in particular the boundary conditions
for the retarded Green functions. In Sec.V we discuss the
retarded Green functions in the limit where the interfaces
of the Casimir system are infinitely removed from each
other. Using this limiting procedure, the Keldysh-Green
function at any point in the gap is expressed via Keldysh
functions of the single interface systems defined at the
surfaces and via photon numbers in free space (Sec.VI).
As an application of the developed technique, we find in
Sec.VII the field correlation functions in a Casimir ge-
ometry with a sliding interface. This result is checked
in Appendix D where the same problem is solved us-
ing Rytov fluctuation electrodynamics. We illustrate our
results by analyzing the electromagnetic energy density
between the plates in two typical non-equilibrium situ-
ations (Appendix ??). Concluding remarks are given in
Sec.VIII, while technical details are collected in the other
Appendices.
II. PRELIMINARIES
A. Geometry of the problem
We consider two bodies with parallel and homogeneous
boundaries located at z = ±a/2. The boundaries are in
stationary conditions: their temperatures are constant
in time, and their relative motion (if any) is uniform and
parallel to each other. We can then assume that the EM
field in the cavity [−a/2 ≤ z ≤ a/2] is stationary in time
and homogenous in the xy-plane. As a consequence, all
relevant fields and correlation functions can be expanded
in Fourier integrals with respect to frequency ω and wave
vectors q = (qx, qy) along the interfaces. We use in the
following the shorthand
Ω = (ω, qx, qy) . (II.1)
For fields like the vector potential, we get a mixed repre-
sentation
A(ω, qx, qy, z) = A(Ω, z) , (II.2)
where the argument Ω is suppressed where no confusion
is possible.
We work in the Dzyaloshinskii gauge ϕ = 0 where due
to the transversality condition for the electric field, the
normal component Az of the vector potential can be elim-
inated in favor of the tangential ones Ax, Ay. Further-
more, given the plane of incidence spanned by q and the
normal to the interfaces, the dynamical variables of the
EM field in the cavity are the following linear combina-
tions
As =
qyAx − qxAy
|q|
, Ap =
q ·A
|q|
, (II.3)
which are nothing but the vector potential amplitudes of
s- and p-polarized waves. In the following, we call the
components defined in Eq.(II.3) the Weyl representation
of the vector potential or we say the vector potential is
written in the Weyl basis [21]: Aˆ = (As, Ap).
B. Weyl representation of free space Green
function
The Green function (GF) of the EM field plays a cru-
cial role in the following. Since it simply represents the
vector potential due to a point current source, it is also
represented by a mixed Fourier representation involving
a tensor Dαα′(Ω; z, z
′) (α, α′ = x, y, z). The latter is the
solution of (given the gauge ϕ = 0) [22][
(∂2z + q
2
z)δαβ − ∂α∂β
]
Dβα′(Ω; z, z
′) = 4πδαα′δ(z − z
′)
(II.4)
where (we set c = 1)
q2z = ω
2 − q2 , ∂α = (iqx, iqy, ∂z) (II.5)
In the following, we only need the tangential part of the
GF Dσσ′ with σ, σ
′ = x, y. (See Eqs.(III.16–III.18) be-
low for the normal components.) Projecting both indices
into the Weyl basis according to Eq.(II.3), we get from
Eq.(II.4) the simple Helmholtz equation
(∂2z + q
2
z)Dˆ(Ω; z, z
′) = 4πgˆδ(z − z′), (II.6)
where the 2× 2 matrix gˆ reads
gˆ =
(
1 0
0 q2z/ω
2
)
. (II.7)
3The GF in free space (no boundary conditions) is writ-
ten ∆ˆ(Ω; z, z′). As is well known, it comes in two types:
retarded ∆ˆR and advanced ∆ˆA Green functions. In the
Weyl representation, they are given by
∆ˆR(Ω; z, z′) = ∆ˆ0 e
iqz |z−z
′| = ∆ˆA∗(Ω; z, z′) (II.8)
where
∆ˆ0 =
2π
iqz
gˆ (II.9)
and the wave vector qz is defined over the entire frequency
axis by
qz =
{
sgnω
√
ω2 − q2 + i0 for ω2 > q2
i
√
q2 − ω2 for q2 > ω2
(II.10)
The two cases corresponding to outgoing propagating
and to evanescent waves, respectively. The infinitesimal
imaginary part of qz in (II.10) secures the analytical con-
tinuation of ∆ˆR to complex frequencies in the upper half
plane. It entails the existence of the limit
lim
a→+∞
eiqza = 0 (II.11)
for both propagating and evanescent waves. In addition,
we have the symmetry relation
qz(−Ω) = −q
∗
z(Ω) . (II.12)
As a consequence, the retarded GF has the property
∆ˆR(−Ω; z, z′) = ∆ˆR∗(Ω; z, z′), as it should, being a re-
sponse function between real-valued fields.
III. RETARDED GREEN FUNCTIONS
A. Single interface
We include stationary and translation-invariant (in the
xy-plane) boundary conditions in the retarded GF by
adding reflected waves. Let us start with a single inter-
face at z = −a/2 where the GF (subscript −) reads
DˆR−(Ω; z, z
′) = ∆ˆR(Ω; z, z′)+Rˆ−∆ˆ0 e
iqz(z+z
′+a), (III.1)
for z, z′ ≥ −a/2. The first term is the same as in free
space. The reflection matrix Rˆ− at the lower interface
takes a simple diagonal form in the frame where the lower
body is at rest
Rˆ− =
(
Rs− 0
0 Rp−
)
(III.2)
whose matrix elements are for a
metal : Rs− =
qzζ(ω)− ω
qzζ(ω) + ω
, Rp− =
ωζ(ω)− qz
ωζ(ω) + qz
,
(III.3)
where ζ(ω) is the (dimensionless) impedance, and for a
dielectric : Rs− =
qz − qzε
qz + qzε
, Rp− =
qzε − ε(ω)qz
qzε + ε(ω)qz
,
(III.4)
where ε(ω) is the dielectric permittivity and
qzε = [ε(ω)ω
2 − q2]1/2 (III.5)
the wave vector in the lower medium.
If only the upper medium is present, we have a GF
similar to Eq.(III.1), for z, z′ ≤ +a/2
DˆR+(Ω; z, z
′) = ∆ˆR(Ω; z, z′) + Rˆ+∆ˆ0 e
−iqz(z+z
′−a) ,
(III.6)
where Rˆ+ is the corresponding reflection matrix. We
suppose here a generic form for Rˆ+. The case of a sliding
upper interface is discussed in Appendix D.
B. General properties
Let us collect a few general properties of the reflection
matrices and the GFs. It follows from Eq.(D.15–D.18)
for Rˆ+ and from the diagonal form of Rˆ− [Eq.(III.2)]
that both fulfill the identity
gˆRˆTν = Rˆν gˆ , ν = ± (III.7)
The retarded GF (III.1) therefore satisfies
DˆR(Ω; z, z′) = [DˆR(Ω; z′, z)]T (III.8)
which is not the reciprocity condition because the wave
vector q in the arguments of both sides is the same.
Taking into account Eqs.(II.12) and (D.15–D.18), the
reflection matrices in Eq.(III.2) and Sec.D satisfy the
identity
Rˆν(−Ω) = Rˆ
∗
ν(Ω) (III.9)
where the asterisk denotes the element-wise complex con-
jugation. This entails that the symmetry relation is also
valid for the retarded GF at a single interface
DˆRν (−Ω; z, z
′) = DˆR∗ν (Ω; z, z
′) , ν = ± (III.10)
Below, we shall also deal with the advanced GF which is
defined as
DˆAν (Ω; z, z
′) = [DˆRν (Ω; z
′, z)]† = DˆR∗ν (Ω; z, z
′) (III.11)
where the last equality follows from Eq.(III.8).
C. Planar cavity
The preceding properties carry over to the retarded
and advanced GF in the cavity formed by two interfaces.
4By adding up multiply reflected waves, one finds the ex-
pression
DˆR(Ω; z, z′) = ∆ˆR(Ω; z, z′) +
∑
ν,ν′=±
Cˆνν
′
eiqz(νz+ν
′z′)
(III.12)
where
Cˆ−− = Uˆ−1+−Rˆ+∆ˆ0 e
iqza , Cˆ−+ = Uˆ−1+−Rˆ+Rˆ−∆ˆ0 e
2iqza
(III.13)
and Cˆ++, Cˆ+− are defined by swapping indices − ↔ + in
Eq.(III.13). The matrix Uˆ+− takes into account multiple
reflections of photons in the cavity; it is given by the
expression
Uˆ+− = Iˆ − Rˆ+Rˆ− e
2iqza , (III.14)
where Iˆ is the unit matrix. An analogous formula gives
Uˆ−+. Eq.(III.7) above gives us the property
Uˆ−1−+gˆ = gˆUˆ
−1T
+− (III.15)
which ensures that the generalized reciprocity rela-
tion (III.8) also holds for the cavity GF (III.12). Simi-
larly, the relation (III.11) between retarded and advanced
GFs remains true as well.
D. Normal components
To conclude this Section, we give the tensor com-
ponents involving the normal direction. The follow-
ing formulas can be shown from the wave equation Eq.
(II.4) and the symmetry properties above (λ = s, p and
q = |q|):
q2zD
R
zλ = iq∂zD
R
pλ , (III.16)
q2zD
R
λz = −iq∂z′D
R
λp , (III.17)
q2zD
R
zz =
q2
q2z
∂z∂z′D
R
pp + 4πδ(z − z
′) . (III.18)
E. Generalized impedance matrices
The reflection matrices Rˆν appearing in the expres-
sions above are the solutions to a scattering problem
at the planar interfaces. We discuss here an equivalent
formulation in terms of generalized surface impedances.
These will provide the link between boundary conditions
imposed on fields and interactions with auxiliary fields
restricted to the interfaces.
Evaluating the derivative with respect to z and z′ of
the retarded GF (III.12) at the interfaces ±a/2, we come
to the boundary conditions. With respect to the first
coordinate z (derivative ∂z), we find
iq−1z ∂zDˆ
R(−a/2, z′)− Yˆ−Dˆ
R(−a/2, z′) = 0 (III.19)
iq−1z ∂zDˆ
R(+a/2, z′) + Yˆ+Dˆ
R(+a/2, z′) = 0 (III.20)
where we defined the matrices
Yˆν = (Iˆ + Rˆν)
−1(Iˆ − Rˆν) , ν = ± (III.21)
These generalize the concept of a surface admittance to
a general reflection problem. Indeed, from the reflection
amplitudes (III.3) for a metallic surface at rest, we get in
the Weyl basis
metal: Yˆ− =
1
ζ(ω)
(
ω/qz 0
0 qz/ω
)
(III.22)
Note that despite multiple reflections, the boundary con-
ditions (III.19, III.20) are of local character: they link the
fields and their normal derivatives at the same position
with the corresponding admittance matrices.
With respect to the second coordinate z′ (derivative
∂z′) of the GF, a similar calculation yields
iq−1z ∂z′Dˆ
R(z,−a/2)− DˆR(z,−a/2)Yˆ T− = 0 (III.23)
iq−1z ∂z′Dˆ
R(z,+a/2) + DˆR(z,+a/2)Yˆ T+ = 0 (III.24)
where the admittance matrices appear transposed.
In the case of a single interface, we still find two bound-
ary conditions at z, z′ = ±a/2. If the “missing” body
is the upper one, for example, the admittance degener-
ates into Yˆ+ = Iˆ from Eq.(III.21). The boundary condi-
tion (III.20) then becomes equivalent to the Sommerfeld
condition for an outgoing wave: DˆR(z, z′) ∼ eiqzz. This
holds as long as z > z′ and in both the propagating and
evanescent sectors.
F. Remarkable identity
Using the boundary conditions (III.19–III.24), their
counterparts for the advanced GF DˆA, and the Green
equation (II.6), we come to the following property of the
GFs in the two-plate geometry∑
ν=±
DˆR(z, νa/2)ΓˆνDˆA(νa/2, z′)
= DˆR(z, z′)− DˆA(z, z′) (III.25)
In Eq.(III.25) we have introduced effective source
strengths
Γˆν = −
1
2
(
∆ˆ−10 Yˆν − h.c.
)
(III.26)
which are easily shown to be antihermitian: Γˆν† = −Γˆν
and symmetric: ΓˆνT = Γˆν . Therefore, they have purely
imaginary matrix elements: Γˆν∗ = −Γˆν . Besides, using
the parity properties (II.12) and (III.9) of qz and the
reflection matrices, the definition of the Γˆν entails
Γˆν(−Ω) = Γˆν∗(Ω) = −Γˆν(Ω) (III.27)
The identity (III.25) has a long history in macroscopic
fluctuation electrodynamics. It has been noted by Eck-
hardt [23], although involving a spatial integral over vol-
umes where the imaginary part of the permittivity is
5nonzero. The version we give here is technically some-
what simpler because only surface sources appear. This
may be related to the “holographic principle” stating that
under certain circumstances, all relevant properties of a
(source-free) field are encoded in a hypersurface. This
is obviously related to the classical Huyghens principle.
An alternative proof of Eq.(III.25) is given in Appendix A
using the Leontovich surface impedance boundary condi-
tion.
If one of the two interfaces is missing, an identity simi-
lar to Eq.(III.25) can be derived analogously. One simply
has to replace the source strength for the missing inter-
face by
Γν 7→ Γ0 = −
1
2
(
∆ˆ−10 Iˆ − h.c.
)
= −∆ˆ−10 Θ(ω
2 − q2)
(III.28)
where Θ is the unit step function. Note that only propa-
gating waves appear on the free boundary: they represent
the fields incident from infinity towards the interface.
IV. NON-EQUILIBRIUM ACTION
We now address the key problem of this paper: eval-
uate correlations for the EM field under non-equilibrium
conditions. To this effect, we use the path integral
method and work with an action for the EM field. An
auxiliary field ϕ is introduced to enforce the boundary
conditions at the two interfaces [8]. This technique was
developed in previous work [9–11] for equilibrium situa-
tions. We extend the approach to the whole Schwinger-
Keldysh space and define a Gaussian action for two cou-
pled Bose fields: the vector potential A and the auxiliary
field ϕ
S =
1
2
∫ {
Aˇ†(Ω, z)∆ˇ−1(Ω; z, z′)Aˇ(Ω, z′) + ϕˇ†(Ω)Fˇ ϕˇ(Ω)
+ϕˇ†(Ω)Mˇ(Ω, z)Aˇ(Ω, z) + Aˇ†(Ω, z)Mˇ †(Ω, z)ϕˇ(Ω)
}
.
(IV.1)
The integration is over Ω and z. In the action (IV.1),
the vector potential Aˇ lives in Keldysh space and has
two components that are called quantum Aˆq and classical
Aˆcl:
Aˇ =
(
Aˆq
Aˆcl
)
, (IV.2)
each of which contains the familiar transverse amplitudes
in the Weyl basis
Aˆ =
(
As
Ap
)
. (IV.3)
The 4 × 4 matrix ∆ˇ−1 is the inverse of the Keldysh-
Green (KG) matrix of the free EM field. In the Keldysh
basis (IV.2) for Aˇ, this KG matrix has the block structure
∆ˇ =
(
0ˆ ∆ˆA
∆ˆR ∆ˆK
)
, (IV.4)
where ∆ˆR,A are the retarded and advanced Green func-
tions for free space, introduced in Sec.II B. The function
∆ˆK is the KGF for the free field, it collects symmetrized
correlations of the vector potential. (A calculation is
sketched in Sec.C below.) Our goal is to calculate its
counterpart in the presence of the two interfaces that
we denote DˆK . It is given in the coordinate representa-
tion [24] as (x = (t, r))
DKαα′(x, x
′) = −i
〈
{Aˆα(x), Aˆα′ (x
′)}+
〉
(IV.5)
where {·, ·}+ is the anti-commutator. We work here with
the corresponding Fourier transforms with respect to t−t′
and to the tangential coordinates. In the Weyl basis, this
gives the matrix DˆK(Ω, z, z′).
The auxiliary field ϕˇ in Eq.(IV.1) has eight components
that are also grouped in the Keldysh structure
ϕˇ =
(
ϕˆq
ϕˆcl
)
. (IV.6)
The components ϕˆq, cl themselves are
ϕˆ =


ϕ−,s
ϕ−,p
ϕ+,s
ϕ+,p

 . (IV.7)
They are Weyl spinors localized in the lower (index −)
and the upper (+) interface. Finally, the matrix Mˇ(Ω, z)
in the action (IV.1) is related, as we shall see below, to
the boundary conditions imposed at z = ±a/2.
A. Evaluating the path integral
We follow the standard path integral procedure and
add source terms to the action (IV.1)
1
2
∫
(Jˇ†Aˇ+ Aˇ†Jˇ) (IV.8)
Then Gaussian path integrals are evaluated, first over the
EM field and then over the auxiliary field. We get the
generating functional for field correlations whose expan-
sion to second order in Jˇ provides the following expres-
sion for the KG matrix:
Dˇ = ∆ˇ + ∆ˇMˇ †ΛˇMˇ∆ˇ (IV.9)
where Λˇ is the solution of
Λˇ−1 = Fˇ − Mˇ∆ˇMˇ † (IV.10)
The KG matrix Dˇ of Eq.(IV.9) must have the block
structure (IV.4) with off-diagonal blocks that are Hermi-
tian conjugates [Eq.(III.11)] and with an antihermitian
Keldysh block
[DˆK(Ω; z, z′)]† = −DˆK(Ω; z′, z) . (IV.11)
6In addition, we impose the boundary conditions (III.19–
III.24) on the off-diagonal elements DˆR, DˆA of (IV.9).
These conditions unambiguously define the structure of
the matrices Mˇ and Fˇ in the action (IV.1) as
Fˇ =
(
Fˆ 0ˆ
0ˆ 0ˆ
)
(IV.12)
where Fˆ is a 4× 4 antihermitian matrix, and
Mˇ =
(
0ˆ Mˆ
Mˆ∗ 0ˆ
)
(IV.13)
Here the matrix Mˆ collects the boundary conditions at
the two interfaces into a vector of operators in the Weyl
basis
Mˆ(Ω, z) =
(
δ(z + a/2)[iq−1z Iˆ∂z − Yˆ−]
δ(z − a/2)[iq−1z Iˆ∂z + Yˆ+]
)
(IV.14)
The boundary conditions (III.19–III.20) then take the
integral form (common argument Ω suppressed)
0 =
∫
dz Mˆ(z)DˆR(z, z′) (IV.15)
0 =
∫
dz′ DˆR(z, z′)MˆT (z′) (IV.16)
with a derivative ∂z′ acting to the left in the second line.
For the advanced GF, the boundary conditions (III.23–
III.24) can be written as integrals over Mˆ∗(z)DˆA(z, z′)
and over DˆA(z, z′)Mˆ †(z′).
With the choices (IV.12, IV.13), one can show that
the Keldysh action (IV.1) acquires that so-called “causal
structure” [19, 20].
Inserting the matrices Mˇ and Fˇ from Eqs.(IV.13,
IV.12) into Eq.(IV.9), we find for the KG functions
DˆR,A,K the expressions
DˆR = ∆ˆR + ∆ˆRMˆT ΛˆMˆ∆ˆR (IV.17)
DˆA = ∆ˆA + ∆ˆAMˆ †Λˆ†Mˆ∗∆ˆA (IV.18)
DˆK =
(
Iˆ + ∆ˆRMˆT ΛˆMˆ
)
∆ˆK
(
Iˆ + Mˆ †Λˆ†Mˆ∗∆ˆA
)
+ ∆ˆRMˆT ΛˆFˆ Λˆ†Mˆ∗∆ˆA (IV.19)
where Λˆ is a 4× 4 matrix given by
Λˆ = −(Mˆ∆ˆRMˆT )−1 (IV.20)
The expressions (IV.17) and (IV.18) are integral forms
of retarded and advanced GF because matrix products
actually have to be read as the concatenation of inte-
gral operators. It is trivial to check that they satisfy the
boundary conditions (IV.15, IV.16). Using the explicit
form (IV.14) of Mˆ , we have checked in a straightforward
calculation that Eq.(IV.17) coincides with Eq.(III.12) for
the retarded GF.
B. Distribution (Keldysh-Green) functions for
photons
To analyse the expression (IV.19) for the KG function,
we first observe that the first term is equal to zero be-
cause ∆ˆK is a solution of the homogeneous equation cor-
responding to Eq.(II.6). (See Appendix B for details.)
We shall argue that Fˆ that characterizes the auxiliary
fields can be taken in block-diagonal form
Fˆ =
(
4∆ˆ0Pˆ (−)∆ˆ
†
0 0ˆ
0ˆ 4∆ˆ0Pˆ (+)∆ˆ
†
0
)
(IV.21)
where the quantity Pˆ (−) [Pˆ (+)] correspond to the lower
[upper] boundary, respectively. Adopting this choice, a
tedious, but elementary calculation leads us to (common
argument Ω suppressed)
DˆK(z, z′) =
∑
ν=±
DˆR(z, νa/2)Pˆ (ν)DˆA(νa/2, z′) ,
(IV.22)
for the KG function. This has the same form as the
Keldysh equation in quantum kinetics [4]. If we would
take this formal analogy serious, then the quantities
Pˆ (Ω; ν) would coincide with the Keldysh polarization op-
erators on the boundaries (i.e., the KG correlation of
interface polarization fields). In the non-equilibrium the-
ory, these are nonlinear functionals of the Keldysh func-
tion for photons, so that in the semiclassical approxi-
mation, Eq.(IV.22) would generate a kinetic equation of
Boltzmann type for the photon distribution function.
In the two-plate geometry of the Casimir effect, how-
ever, this is not the case because the Pˆ (ν) are indepen-
dent of the photon KG functions DˆR, DˆA, and DˆK . They
are rather determined by given macroscopic states of the
bodies and their interfaces and act like a linear driving
for the EM field in the cavity. This suggests an interpre-
tation of Eq.(IV.22) in the spirit of Rytov’s fluctuation
electrodynamics: the quantities Pˆ (±) encapsulate the
distribution of photon sources. They are the only piece
of information needed to produce the (non-equilibrium)
distribution function of photons in the cavity. For this
reason, we call Pˆ (±) the photon sources or fluctuating
sources in the following.
The above interpretation also helps to understand the
diagonal form for the source distribution function Fˆ in
Eq.(IV.21): the sources are located on the bodies’ inter-
faces, and correlations between the macroscopic states of
the two bodies are neglected. We intend to investigate
corrections to this approximation in future work.
V. THE LARGE DISTANCE LIMIT
In this Section, we consider the limit a → ∞ in order
to fix the strength of photon sources by referring to the
EM field in free space and near a single interface.
There are three different ways to take the limit:
7(A) If we fix both points z, z′ in the cavity and go
to the limit a → ∞, we recover Green functions in free
space. In particular for the retarded Green function,
lim
a→∞
DˆR(z, z′) = ∆ˆR(z, z′) (V.1)
with the free space Green function defined in Eq.(II.8).
(B) If the points stay at fixed distances z, z′ > 0 from
the lower interface, we get
lim
a→∞
DˆR(z−a/2, z′−a/2) = DˆR−(z, z
′; a→ 0) ≡ dˆR−(z, z
′)
(V.2)
where DˆR− is the Green function above a single interface.
The notation (. . . ; a → 0) means that in the expression
for DˆR− [Eq.(III.1)], a should be set to zero.
(C) Similarly, we may take points at positions z, z′ < 0
below the upper interface and get the Green function
below a single interface:
lim
a→∞
DˆR(z+a/2, z′+a/2) = DˆR+(z, z
′; a→ 0) ≡ dˆR+(z, z
′)
(V.3)
where the Green function DˆR+(z, z
′; a→ 0) is defined sim-
ilar to case (B) from Eq.(III.6).
We also need for the Keldysh-Green function
Eq.(IV.22) the limiting values when one position in the
Green functions recedes to infinity. Keeping z fixed,
a→∞ : DˆR(z, νa/2)→ ∆ˆR(z, ν) eiqza/2 , (V.4)
∆ˆR(z, ν) = ∆ˆ0 e
−iνqzz (V.5)
In this limit, the exponential eiqza/2 in the first line re-
stricts the support to propagating waves (real qz); it
drops out when products with the advanced GF DˆA are
formed because of Eq.(II.8). In a similar way, we define
for the single-interface limits (B, C) the functions
dˆR−(z, ν) = [Iˆe
−iνqzz + Rˆ−e
iqzz]∆ˆ0 (V.6)
dˆR+(z, ν) = [Iˆe
−iνqzz + Rˆ+e
−iqzz]∆ˆ0 (V.7)
VI. KELDYSH–GREEN FUNCTIONS
We now consider the KG function derived at
Eq.(IV.22) in the limit a → +∞ in order to find the
photon sources Pˆ (ν). Using the notation ∆ˆK , dˆK± and
Pˆ0,−,+ in the three limits (A), (B) and (C), we get
∆ˆK(z, z′) =
∑
ν
∆ˆR(z, ν)Pˆ0(ν)∆ˆ
A(ν, z′) , (VI.1)
dˆK∓ (z, z
′) =
∑
ν
dˆR∓(z, ν)Pˆ∓(ν)dˆ
A
∓(ν, z
′) , (VI.2)
where the GFs on the right hand sides are defined in
Eqs.(V.5–V.7) above. Manifestly, the sources in free
space Pˆ0(ν) are defined by the quantum state of free EM
field. Similarly, the fluctuation sources on the physical in-
terfaces [the lower one, Pˆ−(−) in case (B) and the upper
one, Pˆ+(+) in case (C)] are defined by the macroscopic
quantum state of the corresponding bodies.
We assume the statistical independence of the bodies
and the free EM field [25] and come to the conclusion
that the sources on the ‘free interfaces’ coincide:
Pˆ−(+) = Pˆ0(+) ; Pˆ+(−) = Pˆ0(−) , (VI.3)
and that the sources on the macroscopic interfaces are
the same for one and for two plates:
Pˆ (−) = Pˆ−(−) ; Pˆ (+) = Pˆ+(+) . (VI.4)
By evaluating Eq.(VI.2) at z = z′ = 0, we can also ex-
press the interface sources in terms of the KG function
there:
Pˆ (ν) = ∆ˆ−10 (Iˆ + Rˆν)
−1dˆKν (Iˆ + Rˆ
†
ν)
−1∆ˆ−1†0 − Pˆ0(−ν)
(VI.5)
where dˆKν is the boundary value of the KG function for
a system with a single interface
dˆKν = dˆ
K
ν (Ω; 0, 0) (VI.6)
The free space photon sources Pˆ0(ν) are calculated in
Appendix C. In Sec.VII, we work out the quantities Pˆ (ν)
for a specific example, allowing for the upper body to be
in uniform motion relative to the lower one.
We are now ready to collect our main result. The ex-
plicit expressions for the GFs DˆR,A [Eqs.(III.1, III.11)]
and for the photon sources Pˆ [Eq.(VI.4)] are inserted into
the KG function (IV.22) to give
DˆK(z, z′) =
∑
ν,ν′=±
Dˆνν
′
ei(νqzz−ν
′q∗
z
z′) . (VI.7)
We find the amplitudes
Dˆ−− = Tˆ+ + e
−2Im qzaRˆ+Tˆ−Rˆ
†
+ , (VI.8)
Dˆ−+ = Rˆ+Tˆ−e
iqza + Tˆ+Rˆ
†
−e
−iq∗
z
a , (VI.9)
Tˆ− = Uˆ
−1
−+γˆ−Uˆ
−1†
−+ ; (VI.10)
where Dˆ++, Dˆ+−, T+ are found by swapping the sub-
scripts + and −, Uˆ−+ has been defined in Eq.(III.14),
and
γˆν = e
−Im qza(Iˆ + Rˆν)∆ˆ0Pˆ (ν)∆ˆ
†
0(Iˆ + Rˆ
†
ν) (VI.11)
These expressions give the distribution function of pho-
tons in a planar cavity (homogeneous along the xy-
directions and stationary in time) whatever the macro-
scopic state of the two boundaries, as encoded in Pˆ (ν).
Based on the assumption of statistical independence, the
Pˆ (ν) are given by reference situations with a single in-
terface [Eqs.(VI.5, VI.6)].
In some cases (for instance in the Casimir effect), one
needs to subtract the free-space KG function to get finite
results for the relevant observables:
DˆKren = Dˆ
K − ∆ˆK (VI.12)
8where ∆ˆK is defined by Eq.(VI.1) with free-space photon
sources Pˆ0(ν) in the problem.
For completeness, the normal (z-) components of the
KG functions are also given here. They are expressed in
terms of tangential components, using the homogenous
version of Eq.(II.4). We get in analogy to Eqs.(III.16–
III.18) for the retarded GF
q2zD
K
zλ = iq∂zD
K
pλ , (VI.13)
q2zD
K
λz = −iq∂z′D
K
λp , (VI.14)
q2zD
K
zz =
q2
q2z
∂z∂z′D
K
pp . (VI.15)
VII. EXAMPLE: SLIDING INTERFACES
As an application of the theory developed so far, let
us consider the KG function in the case of two bod-
ies in relative motion. In this case in the limit (C)
we have a sliding interface (moving parallel to x with
velocity v). We suppose that we have equilibrium in
the body’s rest frame (with temperature T ′+), similar to
Refs.[26–28]. Using the Lorentz covariant formulation of
the fluctuation-dissipation theorem [29], we get for the
KG function in the limit (C) the expression (kB = h¯ = 1)
DˆK+ (Ω, z, z
′) = [dˆR+(Ω, z, z
′)− dˆA+(Ω, z, z
′)] coth
ω′
2T ′+
;
(VII.1)
ω′ = γ(ω − vqx) (VII.2)
where ω′ is the Doppler-shifted frequency. A calculation
starting from Eq.(VI.5) yields the corresponding source
located at the upper surface
Pˆ (+) = Γˆ+ coth
ω′
2T ′+
(VII.3)
where Γˆ+ is given in Eq.(III.26). The reflection matrix
Rˆ+ that appears in dˆ
R
+ [see Eq.(V.7)] is calculated in
Appendix D, Eqs.(D.14–D.19). These expressions cover
any relative velocities v.
The lower interface is in equilibrium at T−. Therefore
DˆK− (Ω, z, z
′) = [dˆR−(Ω, z, z
′)− dˆA−(Ω, z, z
′)] coth
ω
2T−
(VII.4)
and then using Eq.(VI.5) we get for the sources there
Pˆ (−) = Γˆ− coth
ω
2T−
(VII.5)
Inserting Eqs.(VII.3, VII.5) into Eq.(IV.22), we come to
the KG function for the cavity with one sliding interface
DˆK(Ω; z, z′) (VII.6)
= DˆR(Ω; z,−a/2)Γˆ−DˆA(Ω;−a/2, z′) coth
ω
2T−
+ DˆR(Ω; z,+a/2)Γˆ+DˆA(Ω;+a/2, z′) coth
ω′
2T ′+
That the frequencies differ in the two coth terms has been
known in similar contexts since the pioneering work by
Frank and Ginzburg on the Cherenkov effect (see Ref.[30]
for an overview). This spoils any attempt to describe
the sliding geometry by a global equilibrium assumption
even if the two bodies are of the same temperature (as
in Ref.[31]). The sign change between ω and ω′ (anoma-
lous Doppler effect) has also been noted in early work on
field quantization in moving media, see, e.g., Jauch and
Watson [32].
VIII. CONCLUSIONS
We have calculated the photon distribution function
between two parallel plates (Casimir geometry) under
rather general conditions: on the two plates, any arbi-
trary stationary nonequilibrium state is allowed for. Us-
ing the Schwinger-Keldysh formalism of nonequilibrium
field theory, we could express the Keldysh-Green function
of photons at any point in the gap between the plates via
the Keldysh functions of single interface systems, defined
at the surfaces, and via photon numbers in free space. As
a cross check of the results, we consider one plate sliding
relative to the other in local equilibrium, and we find full
coincidence of the results with Rytov theory, without any
restriction in relative velocities.
Our approach is flexible enough to allow for the zero-
temperature limit T → 0 to be taken. The example of
the sliding plates of Sec.VII then illustrates that one does
not recover an equilibrium situation. The resulting fric-
tional stress that opposes the relative motion is an in-
teresting (and controversial [31, 33–35]) manifestation of
an unstable vacuum state. For similar situations, we may
quote the Klein paradox [36] (electron-positron pairs cre-
ated by maintaining a static field configuration), and the
Schwinger-Unruh effect (thermalization of an accelerated
detector in vacuum). Indeed, one possible explanation for
quantum friction involves the creation of particle pairs in
the two plates [34, 35, 37], as pointed out in earlier work
by Polevoi within the context of Rytov theory [26].
Finally, we suggest that the developed formalism is
general enough to investigate generalizations beyond the
standard fluctuation electrodynamics. The crucial as-
sumptions of the latter are clearly spelled out: statistical
independence of the sources localized on the macroscopic
bodies. If this is relaxed, one has to establish the photon
source strengths in some other way. Concepts from non-
equilibrium kinetic theory like the Boltzmann equation
or the balance of energy and entropy exchanges are likely
to be instrumental here.
Appendix A: Remarkable surface identity
In this Appendix, we give an alternative derivation of
the remarkable identity (III.25) for the retarded and ad-
vanced Green functions. Coming back to its interpre-
9tation as the electric field radiated by a point electric
dipole, we have the wave equation
∇× (∇×E)− ω2E = 4πω2d δ(x− x′) (A.1)
where the source dipole d is located at x′. Multiply this
equation by some vector field F, to be specified later, and
integrate over a volume V with boundary A. Performing
a partial integration leads to
∫
dV (∇× F) · (∇×E)−
∫
dAF · (n× (∇×E))
− ω2
∫
dV F · E = 4πω2F(x′) · d (A.2)
where n is the unit normal pointing into the volume
V . We choose for the volume V the cavity bounded by
two plates. Use one of the Maxwell equations and apply
on the plates the surface impedance boundary condition
Et = ζn×H due to Leontovich [38], where Et is the tan-
gential electric field. This gives under the surface integral
in Eq.(A.2)
F · (n× (∇×E)) = iωF · (n×H) = i
ω
ζ
F · Et (A.3)
More general boundary conditions (as for dielectrics)
could be included by allowing for a q-dependent
impedance. We now make the choice F = E∗ (complex
conjugate) and take the imaginary part of Eq.(A.2). This
removes the volume integrals over the real functions |E|2
and |∇ ×E|2. The rest leads to
∫
dARe
(
1
ζ
)
|Et|
2 = 4πω Im (E(x′) · d∗) (A.4)
We recognize on the right-hand side the imaginary part
of the Green function, Im [DRij(ω;x
′,x′)djd
∗
i ] which can
be written as the difference between retarded and ad-
vanced GFs. On the left-hand side, we recognize a source
strength for surface currents given by the (positive) real
part of the admittance 1/ζ. This integral indeed rep-
resents the radiation by surface currents because the
field Eti(x) = D
R
ij(ω;x,x
′)dj is related, by reciprocity
[Eq.(III.8)], to the field generated at the vacuum point
x′ by a source at the boundary point x.
Let us finally emphasize that Eq.(A.4) greatly simpli-
fies calculations in fluctuation electrodynamics because
there is no need to perform a volume integration over
sources distributed throughout the bulk of the bodies.
It is sufficient to specify the radiation generated by the
bodies on their boundaries. A technique that can be ap-
plied with a similar advantage is the generalized Kirch-
hoff principle where so-called ‘mixed losses’ are used to
calculate correlation functions outside a body [39].
Appendix B: Simplification of the KG
function (IV.19)
We show here that the first line of Eq.(IV.19) for DˆK
vanishes:
0 =
(
Iˆ + ∆ˆRMˆT ΛˆMˆ
)
∆ˆK
(
Iˆ + Mˆ †Λˆ†Mˆ∗∆ˆA
)
(B.1)
Recall that the KG function in free space ∆ˆK(z, z′) solves
the homogeneous equation corresponding to Eq.(II.6).
The dependence on the first argument z therefore reduces
to eiνqzz, ν = ±. We shall show that −∆ˆRMˆT ΛˆMˆ acts
like the unit operator on these kind of functions and can-
cels with the first term Iˆ in the left bracket of Eq.(B.1).
This program can be carried out by straightforward
algebra, calculating the matrix Λˆ by inversion from
Eq.(IV.20), and working out the action of the boundary
operator Mˆ [Eq.(IV.14)] on the exponentials:
∫
dz Mˆ(z) eiνqzz =
(
eiνqza/2[−νIˆ − Yˆ−]
e−iνqza/2[−νIˆ + Yˆ+]
)
(B.2)
We present here a more compact proof whose starting
point is the product ∆ˆRMˆT , i.e., the line vector
∫
dz′∆ˆR(z, z′)MˆT (z′) (B.3)
= eiqza/2
(
eiqzz∆ˆ0(Iˆ − Yˆ T− ) , −e
−iqzz∆ˆ0(Iˆ − Yˆ T+ )
)
By acting on this from the right with the block-diagonal,
non-singular matrix
Qˆ = e−iqza/2
(
(Iˆ − Yˆ T− )
−1∆ˆ−10 0
0 −(Iˆ − Yˆ T+ )
−1∆ˆ−10
)
(B.4)
we get
∫
dz′∆ˆR(z, z′)MˆT (z′)Qˆ =
(
eiqzz , e−iqzz
)
(B.5)
The action of the operator ∆ˆRMˆT ΛˆMˆ on these expo-
nentials is precisely what we have to check. Using the
operator representation of Eq.(B.5), this is easily worked
out to be
∆ˆRMˆT ΛˆMˆ
(
eiqzz , e−iqzz
)
= ∆ˆRMˆT ΛˆMˆ∆ˆRMˆT Qˆ
(∗)
= −∆ˆRMˆT ΛˆΛˆ−1Qˆ
= −∆ˆRMˆT Qˆ = −
(
eiqzz , e−iqzz
)
(B.6)
where in step (∗) the definition Eq.(IV.20) was used. The
same cancellation with the unit operator Iˆ in Eq.(B.1)
happens for the operator in the right bracket there which
is just hermitean conjugate to this one.
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Appendix C: Free-space sources
To find the photon sources in free space Pˆ0(±) required
for Eq.(VI.5) we calculate the KG function by the stan-
dard mode expansion. The quantized vector potential
is[36]
A(x) =
∑
kλ
(
cˆkλAkλ + cˆ
†
kλA
∗
kλ) (C.1)
where cˆkλ and cˆ
†
kλ are the familiar annihilation and cre-
ation operators for plane wave photon modes (wave vec-
tor k, polarization index λ). The normalized mode func-
tions are (h¯ = c = 1)
Akλ(x) =
√
2π
ωk
ekλe
i(k·r−ωkt) , ωk = |k| . (C.2)
This is inserted into the definition (IV.5) for the KG func-
tion DKαα′(x, x
′) in the space-time domain. We take the
tangential components, switch to the Fourier-Weyl rep-
resentation and compare with Eq.(VI.1). In this way, we
find for the photon sources in free space
Pˆ0(Ω, ν) = Nˆν(Ω)Γˆ
0 (C.3)
Nˆν(Ω) = Iˆ sgnω + 2[Θ(ω)Nˆν(Ω)− (Ω→ −Ω)] (C.4)
where we introduce two different matrices for left- and
right-propagating photons
Nˆν(Ω) = Nˆ(q,−ν|qz|) (C.5)
which are, of course, diagonal in the polarization basis.
They involve the Bose-Einstein distribution:
Nˆ =
(
Ns 0
0 Np
)
=
Iˆ
eω/T − 1
(C.6)
in the simple case of a uniform temperature T . The pho-
ton sources in free space are thus defined by the average
number of propagating photons that penetrate into the
“cavity” through the corresponding “surfaces”.
Appendix D: Rytov theory for a sliding interface
For comparison with the non-equilibrium Keldysh--
Schwinger formalism, we outline here a calculation for
the two-plate system within fluctuation electrodynamics,
as developed by Rytov [40]. More details can be found in
Refs.[26, 33, 37]. For simplicity, we construct fluctuating
sources based on surface currents that are tangential to
the two surfaces. As a concrete example, we consider a
“sheared cavity”, i.e., the upper body is in relative mo-
tion with velocity v along the x-axis. Its reflection matrix
Rˆ+ is found by applying the Lorentz transformation.
1. Spectral strength of surface currents
We begin by considering the surface currents of the
sliding body in its rest frame K ′. From electric charge
conservation, we get the charge density
ρ′ =
q′ · j′
ω′
(D.1)
The currents in the laboratory frame K are found with
the help of a Lorentz transformation. Using Eq.(D.1)
for the charge density ρ′, we find in the Weyl basis the
representation
jλ(Ω, z) = Oλλ′j
′
λ′(Ω
′, z) , Ω′ ≡ (ω′, q′x, qy) (D.2)
where the primed k-vector is given by the familiar
Lorentz matrix (recall that c = 1)
(
ω′
q′x
)
=
(
γ −γv
−γv γ
)(
ω
qx
)
, γ = (1− v2)−1/2 .
(D.3)
For the matrix Oˆ in Eq.(D.2), the calculation yields
Oˆ =
γ
qq′ω′
(
ηω′ −vqyq
2
z
vqyωω
′ ηω
)
(D.4)
q′2 = q′2x + q
2
y , η = q
2 − vωqx . (D.5)
We assume that the current density contains only sur-
face current contributions Iˆ
ˆ(Ω, z) = −
∑
ν=±
Iˆ(Ω, ν)δ(z − νa/2) (D.6)
and get for the EM potential the source representation
Aλ(Ω, z) =
∑
ν=±
DRλλ′(Ω; z, νa/2)Iλ′(Ω, ν) (D.7)
According to the framework of local Rytov theory[40], we
define the commutator of surface currents as follows
[Iλ(Ω, ν), Iλ′ (Ω
′, ν′)] = iΓνλλ′(Ω)δνν′δ(Ω + Ω
′) (D.8)
where the spectral strengths Γˆν(Ω) (ν = ±, matrices
in the Weyl representation) are to be fixed. The the-
ory is local because currents “living” on different bound-
aries commute and are un-correlated—this is the main
assumption in Rytov theory. To complete this defini-
tion, we calculate the commutator of the vector potential
Aˆ(Ω, z) which is nothing but the retarded GF [22]. Using
the source representation (D.7) and the source commu-
tator (D.8), we find (q omitted in all arguments)
DˆR(ω; z, z′) =
+∞∫
−∞
dω1
2π
DˆR(ω1; z, νa/2)iΓˆ
ν(ω1)Dˆ
A(ω1; νa/2, z
′)
ω − ω1 + i0
(D.9)
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Now using the Kramers-Kronig relations for the retarded
GF, we come to
2i Im DˆR(Ω; z, z′) =
DˆR(Ω; z, νa/2)Γˆν(Ω)DˆA(Ω; νa/2, z′). (D.10)
for the imaginary part. This equation coincides with
(III.25) and therefore the spectral strengths Γˆν must be
given by Eqs.(III.26).
The definition (D.8) of Γˆν as a commutator of the
surface currents yields their transformation law under a
Lorentz transformation. Using Eq.(D.2), we find the rule
Γˆ+(Ω) = OˆΓˆ+′(Ω′)OˆT (D.11)
for the spectral strength on the upper (moving) interface
(ν = +). The primed quantities are evaluated in the
frame co-moving with the body.
2. Local equilibrium spectra
We are now ready to compute the KG function accord-
ing to its definition (IV.5), and have to consider equilib-
rium averages of anticommutators for the surface cur-
rents. With the local equilibrium assumption, these are
computed in the rest frames of the interfaces. For the
lower interface, using the fluctuation–dissipation theo-
rem [22] at temperature T−, we get
〈{Iλ(Ω1,−), Iλ′ (Ω2,−)}+〉T− =
coth
( ω1
2T−
)
iΓ−λλ′(Ω1)δ(Ω1 +Ω2) (D.12)
For the upper interface in its rest frame K ′, we have the
same equation in terms of primed quantities, with the
replacement− 7→ +. Using transformation laws (D.2) for
the currents and (D.11) for Γˆ+, we get in the laboratory
frame K
〈{Iλ(Ω1,+), Iλ′ (Ω2,+)}+〉T+ =
coth
( ω′1
2T+
)
iΓ+λλ′(Ω1)δ(Ω1 +Ω2) (D.13)
Inserting Eqs.(D.12, D.13) into the definition (IV.5) of
the KG function, we come to the result (VII.6) found
above within the Keldysh-Schwinger non-equilibrium
framework.
3. Lorentz-transformed reflection matrix
From the transformation law (D.11) for the surface cur-
rent strength Γˆ+, we can find the one for the reflection
matrix Rˆ+ of the moving interface. Recalling Eq.(II.9)
and the fact that qz is an invariant for motions parallel
to the xy-plane, we get
gˆ−1Rˆ+(Ω) = Oˆgˆ
′−1Rˆ′+(Ω
′)OˆT (D.14)
In the co-moving frame K ′, the matrix Rˆ′+(Ω
′) is block-
diagonal [see Eq.(III.2)] with elements R′s,p+ (Ω
′). The
transformation law (D.14) yields the following Weyl com-
ponents
Rss+ (Ω) = R
′s
+(ω
′) cos2 θ +R′p+(ω
′) sin2 θ , (D.15)
Rpp+ (Ω) = R
′p
+(ω
′) cos2 θ +R′s+(ω
′) sin2 θ , (D.16)
Rsp+ (Ω) =
ω
qz
[R′s+(ω
′)−R′p+(ω
′)] sin θ cos θ , (D.17)
Rps+ =
q2z
ω2
Rsp+ . (D.18)
Here, the polarization mixing is governed by the angle θ
with
sin θ =
vγqyqz
qq′
. (D.19)
Appendix E: Illustration: energy spectrum in the
cavity
This Appendix E contains an expanded version of that
one contained in the submission to Ann. Phys. (Berlin).
We give a number of technical details, mainly as a cross-
check for those who want to repeat these calculations.
1. Preparations
a. Energy density
The average energy density u(x) (in cgs units) is given
by a sum of correlation functions
u(x) =
1
16π
lim
x′→x
∑
α
〈{Eα(x), Eα(x
′)}+〉+ (E 7→ B)
(E.1)
where α = x, y, z is a cartesian index. In the two-plate ge-
ometry considered in this paper, u depends only on the z-
coordinate and inherits from the KG function DˆK(x, x′)
the natural spectral representation u(Ω; z) dω d2q/(2π)3
in terms of frequency ω and parallel wave vector q =
(qx, qy)).
Calculating the electric and magnetic fields from the
vector potential, we find the following link to the KG
function (IV.5)
〈{Eα(x), Eα(x
′)}+〉 = i∂t∂t′D
K
αα(x, x
′) (E.2)
= i
∫
dΩ
(2π)3
ω2DKαα(Ω; z, z
′) e−iω(t−t
′)+iq·(x−x′)
We abbreviate this link in the following by the notation
〈{Eα, Eα}+〉 → iω
2DKαα(Ω; z, z
′) (E.3)
where Eq.(E.3) permits us to identify the rhs with the
ωq-resolved spectral representation of the electric energy
density. We eventually put z′ = z and drop the argu-
ments of DKαα if no confusion is possible.
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The sum over the diagonal elements DKαα(Ω; z, z
′) is
reduced with the help of Eqs.(VI.13–VI.15) and the iden-
tities that follow from Eq.(II.3)
DKxα =
qxD
K
pα + qyD
K
sα
q
,
DKyα =
qyD
K
pα − qxD
K
sα
q
, (E.4)
the same equations holding for DKαx and D
K
αy. We find
in terms of the components in the Weyl basis
DKxx +D
K
yy = D
K
pp +D
K
ss
DKzz =
q2
q4z
∂z∂z′D
K
pp
∑
α
DKαα =
(
1 +
q2
q4z
∂z∂z′
)
DKpp +D
K
ss (E.5)
A similar calculation for the magnetic energy density
leads to
〈{Bx, Bx}+ + {By, By}+〉 → i∂z∂z′
(
DKss +
ω4
q4z
DKpp
)
〈{Bz, Bz}+〉 → iq
2DKss (E.6)
The energy spectrum is therefore determined by the di-
agonal elements DKσσ(Ω; z, z
′), i.e. the two transverse po-
larizations,
u(Ω; z) =
i
16π
{
(ω2 + q2 + ∂z∂z′)D
K
ss +
+ ω2
(
1 +
ω2 + q2
q4z
∂z∂z′
)
DKpp
}
(E.7)
where the derivatives ∂z′ are evaluated at z
′ = z.
b. Working out the Keldysh-Green function
We use Eqs.(VI.7–VI.11) for the KG function. In the
sum over ν, ν′, the dependence on positions z and z′ is
made explicit, and we can evaluate the derivatives in
Eq.(E.7):
u(Ω; z) =
i
16π
∑
νν′
{
(ω2 + q2 + νν′|qz |
2)Dνν
′
ss e
i(νqz−ν
′q∗
z
)z
+ ω2
(
1 + νν′
(ω2 + q2)|q2z |
q4z
)
Dνν
′
pp e
i(νqz−ν
′q∗
z
)z
}
(E.8)
The terms appearing here are given in Table I, focusing
on the two principal kind of waves: propagating waves
with q < ω and real qz and evanescent waves with q > ω
and imaginary qz .
To work out the matrix elements Dνν
′
σσ , we start with
Eq.(VI.11) for γˆν . Using the surface current spectra
Pˆ (ν) from Eqs.(VII.3, VII.5) and the abbreviations η+ =
cothω′/(2T ′+) and η− = cothω/(2T−), we get
γˆν =
−ην
2
e−Im qza(Iˆ − Rˆν)∆ˆ
†
0(Iˆ + Rˆ
†
ν)− h.c. (E.9)
where Rˆν is the reflection matrix for the interface at
z = νa/2. This formulation was used to generate the
plots in Figs.1, 2 below. In the following sections, we
provide details on special cases where the matrices Rˆν
are diagonal (no relative motion). The matrices γˆν are
then diagonal as well and have elements
γν,σ =
−2πigσην
v
(1 − |Rνσ|
2) (prop.)
=
−4πigσην e−κa
κ
ImRνσ (evan.) (E.10)
where gs = 1 and gp = v
2/ω2 (resp., −κ2/ω2) [see
Eq.(II.7)]. The notation for propagating and evanescent
waves is the same as in Table I. Note in particular the
Kirchhoff law for propagating waves (emission and ab-
sorption are equal).
2. Simple limiting cases
a. Free space
The simplest reference situation is free space in
global equilibrium at temperature T . The KG func-
tion ∆ˆK is given by Eq.(VI.1) with the source spectra
P0(ν) [Eq.(C.3)]. We then get
u0(Ω; z) =
ω2
qz
coth
( ω
2T
)
Θ(ω2 − q2) (E.11)
which is even in ω because of Eq.(II.10) defining qz. The
step function reduces the spectral support to the light
cone q2 + q2z = ω
2 with real qz.
This result can be recovered from the general formal-
ism by setting the reflection matrices Rˆν → 0. The emis-
sion spectra γˆν [Eq.(E.10)] reduce to the propagating sec-
tor only. The other elements of Eqs.(VI.7–VI.11) become
Tˆν = γˆν (E.12)
Dˆ−+ = Dˆ+− = 0 (E.13)
Dˆ−− = γˆ+ Dˆ
++ = γˆ− (E.14)
Since only the case ν = ν′ contributes, Eq.(E.8) yields a
spatially constant energy spectrum. Summing over the
sources γ±, we get from Table I:
u0(Ω) =
4i
16π
2ω2
−2πiη
v
=
ω2
v
coth
ω
2T
(prop.) (E.15)
which is nothing but Eq.(E.11).
Summing over positive and negative frequencies and
integrating over q in the propagating sector, we get the
Planck spectrum
w0(ω)
dω
2π
=
ω3 dω
2π2
{
N(ω) +
1
2
}
(E.16)
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propagating, qz = v ∈ R evanescent, qz = iκ
s-pol [ω2(1 + νν′) + q2(1− νν′)]ei(ν−ν
′)vz [ω2(1− νν′) + q2(1 + νν′)]e−(ν+ν
′)κz
p-pol (ω/v)2[ω2(νν′ + 1) + q2(νν′ − 1)]ei(ν−ν
′)vz (ω/κ)2[ω2(νν′ − 1) + q2(νν′ + 1)]e−(ν+ν
′)κz
Table I. Weighting factors for energy density spectrum (E.7), spelled out in polarization and type of waves.
where N(ω) is the Bose-Einstein distribution and the
+1/2 gives the zero-point energy.
b. Symmetrical cavity, zero temperature
As another check of Eq.(E.7), consider a symmetrical
cavity (identical plates at rest) at zero temperature. The
energy density was calculated for this case by Sopova and
Ford [41]. We first transform their integral representa-
tion to real frequencies and then compare to our result,
splitting into propagating and evanescent waves.
Eq.(50) of Ref.[41] for the energy density can be pre-
sented in the form
u(z) =
∞∫
0
κ3 dκ
2π2
1∫
0
dt
{ t2R2s
R2s − e
2κa
(E.17)
+
(1− t2)Rs
1−R2se
−2κa
e−κa cosh 2κz + (Rs → −Rp)
}
where we have adopted our conventions for the reflec-
tion coefficients (opposite sign in p-polarization) and for
the location of the cavity boundaries. Here, κ has the
interpretation of a decay constant at imaginary frequen-
cies, and t is related to the momentum parallel to the
surfaces. This can be made explicit with the change of
variable t = ξ/κ, 1− t2 = q2/κ2:
u(z) =
∞∫
0
dξ
2π2
+∞∫
0
dq
q
κ
{−ξ2R2se−2κa + q2Rse−κa cosh 2κz
1−R2se
−2κa
+ (Rs → −Rp)
}
(E.18)
Recalling the relation κ2 = ξ2 + q2, this is actually the
analytical continuation to imaginary frequencies ω = iξ
of a real-frequency integral. We shift the integration path
to real frequencies where iκ = i
√
q2 − (ω + i0)2 = qz,
and read off a frequency spectrum based on the measure
dω/2π:
u(ω; z) = 2Re
∞∫
0
qdq
2π
{ω2R2se2iqza + q2Rseiqza cos 2qzz
qz(1−R2se
2iqza)
+ (Rs → −Rp)
}
(E.19)
The real part arises because the integral is made over
positive frequencies only. Splitting into propagating (0 ≤
q ≤ ω) and evanescent waves (ω ≤ q), we get
upw(ω; z) =
ω∫
0
qdq
2π
{2ω2[Re(R2se2iva)− |Rs|4]
v|1− R2se
2iva|2
+
2q2 cos(2vz)(1− |Rs|2)Re(Rseiva)
v|1 −R2se
2iva|2
+ (Rs → −Rp)
}
(E.20)
uew(ω; z) =
∞∫
ω
qdq
2π
{ ω2e−2κa ImR2s
κ|1−R2se
−2κa|2
+
2q2 cosh(2κz)e−κa(1 + |Rs|2e−2κa) ImRs
κ|1−R2se
−2κa|2
+ (Rs → −Rp)
}
(E.21)
Let us now come back to our approach. In Eqs.(VI.7–
VI.11), all matrices are diagonal and commute. We write
Uσ for the diagonal elements of Uˆ−+ = Uˆ+− [Eq.(III.14)].
In addition, both interfaces have the same temperature so
that η± = η and Tˆ± = Tˆ are the same. To simplify some
of the following expressions, we treat propagating and
evanescent waves separately. We recover each of two lines
in Eqs.(E.20, E.21) individually from the KG function.
Propagating waves. Here qz = v is real, and the terms
with Dˆ++ and Dˆ−− contribute with the same weighting
factor [Table I]. Sum the two:
D−−σ +D
++
σ = 2Tσ(1 + |Rσ|
2)
=
−4πigση
v|Uσ|2
(1− |Rσ|
2)(1 + |Rσ|
2)
At this point, we recall that Sopova and Ford [41] work
with a regularized energy density where the free-space
value is subtracted. This value can be found from
Sec.E 2 a, so we subtract
(D−−σ +D
++
σ )0 =
−4πigση
v
(E.22)
=
−4πigση
v|Uσ|2
[
1− 2Re (R2σe
2iva) + |Rσ|
4
]
See how this changes one prefactor and adds one term:
(D−−σ +D
++
σ )reg =
−4πigση
v|fσ|2
[2 Re (R2σe
2iva)− 2|Rσ|
4]
(E.23)
Multiplying with the coefficient i/16π from Eq.(E.8) and
the weighting factors from Table I, we get the following
contribution to the energy density
∑
σ=s,p
ω2η
v|Uσ|2
[Re (R2σe
2iva)− |Rσ|
4] (E.24)
We get a spectrum over positive frequencies by adding
the value at −ω. From the definition of the KG function,
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we have
DˆK (−Ω; z, z′) = −[DˆK (Ω; z, z′)]∗ (E.25)
so that we simply have to take twice the real part of
Eq.(E.24). This still needs to be integrated over q, yield-
ing
∫ ω
0
qdq/(2π) in the propagating sector since nothing
depends on the orientation of q. In this way, we recover
the first line of upw(ω; z) in Eq.(E.20). (η = signω at
zero temperature.)
The terms involving Dˆ+− and Dˆ−+ are handled in a
similar way and give position-dependent contributions.
From Eq.(VI.9), we get
D−+σ e
−2ivz = [RσTσ e
iva +R∗σTσ e
−iva]e−2ivz
=
−4πigση
v|Uσ|2
(1− |Rσ|
2)Re(Rσ e
iva)e−2ivz
Adding the term D+−σ e
2ivz yields a cosine. There is no
free-space term to subtract here. The weight factors
from Table I now lead to different signs for s- and p-
polarization. Putting everything together, we find from
the previous expression the second line of upw(ω; z) in
Eq.(E.20).
Evanescent waves. We begin now with the terms ν =
−ν′ which do not depend on z [see Table I]. Their sum
is worked out as
D−+σ +D
+−
σ =
−16πigση e−2κa
κ|Uσ|2
ReRσ ImRσ
where the last two factors can also be written as 12 ImR
2
σ.
We sum over the polarizations and get a positive-
frequency spectrum given by the first line of Eq.(E.21).
The final contribution starts with
D−−σ e
2κz = Tσ(1 + e
−2κa|Rσ|
2)e2κz
=
−4πigση e−κa
κ|Uσ|2
ImRσ(1 + e
−2κa|Rσ|
2)e2κz
Adding D++σ e
−2κz gives a hyperbolic cosine. The polar-
ization sum is actually a difference, and we finally get the
second line of Eq.(E.21) for upw(ω; z).
3. Two non-equilibrium examples
To illustrate the general case, we use Eq.(E.7) and
the representation (VI.7) for DˆK(Ω; z, z′). In addition,
we integrate the energy density over the cavity volume
−a/2 < z < a/2 in order to reduce the number of rel-
evant parameters. The resulting spectrum U(ω,q) of
the energy per area is dimensionless and plotted in the
following as a function of frequency ω and wave vector
q. We consider for illustration purposes two complemen-
tary situations: (a) two dielectric bodies with frequency-
independent permittivity (index) ε = n2 at zero temper-
ature T± = 0, the upper one moving at velocity v along
the x-axis. Situation (b) is taken in mechanical equilib-
rium (v = 0) at two different temperatures T+ 6= T−.
One body is metallic, the other one dielectric as before.
Fig.1 illustrates the momentum distribution U(ω,q) of
the energy spectrum in the q plane, at fixed frequency ω.
The parameters of the bodies are given in the caption.
By inspection of the formulas, we find that the surface
sources have a spectral support inside the ‘polariton cone’
where the medium wave vector qzε is real [see Eq.(III.5)],
i.e., q ≤ nω (orange circle). If the dielectric is moving, the
border of the polariton cone is described by the equation
q′zε = 0 or explicitly
[1− (nv)2]q2x+2(n
2− 1)vωqx+ q
2
y = (n
2− v2)ω2 (E.26)
For small enough velocity v, this describes an ellipse (left
panel, red) that intersects the qx axis at
qx1,2 = ω
v ± n
1± nv
(E.27)
Above the Cherenkov threshold, i.e., v > 1/n, Eq.(E.26)
describes two hyperbolas (right panel, red line). It is
interesting that the simple setting of a dielectric in fast
motion creates a situation quite similar to so-called hy-
perbolic or indefinite media. These have been studied
recently; they show similar dispersion relations in the
bulk and are approximately realized in meta-materials
with an anisotropic dielectric response [42–45].
A setting with two temperatures is illustrated in Fig.2:
a hot dielectric facing a cold metal, both at rest. Here,
cylindrical symmetry holds and the energy spectrum
U(ω, q) depends only on the modulus q of the parallel
wave vector. In the qω-plane, one identifies the light and
polariton cones (dotted green and orange), and the res-
onances of the planar cavity (red lines). The latter are
quite weak because the dielectric plate is a poor reflector.
The right panel in Fig.2 shows broad peaks in the energy
density at these resonances, as well as sharper features
just inside the polariton cone (arrows). The spectrum dif-
fers from a global equilibrium situation (thin gray lines).
This difference becomes small if T± are close, as expected,
but also for a highly conducting metal. The energy den-
sity is positive everywhere because we did not subtract
the vacuum energy density (dotted blue line). The latter
eventually dominates at large frequencies.
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Figure 1. Spectrum of electromagnetic energy per area U(ω,q) between two dielectric bodies, one moving at velocity v along
the x-axis, at a fixed frequency ω. Parameters: zero temperature, refractive index n = 1.3 (for both bodies in their respective
rest frames, frequency-independent for simplicity), distance a = 0.4/ω ≈ 0.064 free-space wavelengths. The contours give the
dimensionless quantity U(ω,q) in steps of 0.1 between 0 and 1.3, higher values are clipped (white area), same scale in both
panels. Dotted Green circle (radius q = ω): free-space light cone; orange circle (radius q = nω): propagating photons in the
dielectric at rest (‘polariton cone’). Red ellipse (hyperbola): polariton cone in moving dielectric, as seen from the laboratory
frame. (left panel) Velocity below Cherenkov threshold vc = c/n: the polariton cone is an ellipse. (right panel) v above
Cherenkov threshold: the polaritons of the moving dielectric fill two hyperboloids. A non-zero energy spectrum, but with less
structure, is found on the other hyperboloid at qx > qx1 ≈ 5.9ω [Eq.(E.27)].
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Figure 2. Energy spectrum between a hot dielectric and a cold metallic plate. (left panel) The contours give the dimensionless
spectrum U(ω, q) in steps of 1 from 0 to 17. Red lines: modes in a perfectly reflecting cavity. Dotted green line: light cone
ω = q, orange line: polariton cone in the dielectric ω = q/n. The blue arrows mark the cuts shown in the (right panel): energy
density vs. frequency ω. Thin lines: two different temperatures (same as left panel), thin gray lines: global equilibrium at the
average temperature T = 1
2
(T+ + T−), dashed line: free-space spectrum at T = 0.
Parameters (for a reference temperature T = 300K): dielectric at T− = 390K with index n = 1.3, metal at T+ = 210K with
impedance ζ(ω) such that the skin depth at ω = T is ≈ 31 nm. We calculate the impedance from a Drude conductivity with
relaxation time τ = 1.1/T ≈ 28 fs. We have taken a relatively large distance a = 1.1 λT in order to push the cavity resonances
(red lines) into the thermal spectral range (λT = 1/T ≈ 7.6µm).
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