A production-scale ionized physical vapor deposition ͑I-PVD͒ source has been developed to investigate the directional metalization of 200 mm diameter wafers by sputtering. The ionization of sputtered metal is accomplished by a 45 cm diameter inductively coupled plasma ͑ICP͒. Unlike previously reported I-PVD sources, however, the coil of the ICP is external to the plasma chamber. A plasma-immersed Faraday shield is used to prevent sputtered metal from depositing on the walls of the plasma chamber and electrically shorting the ICP source. Interaction between the Faraday shield and the ICP is found to result in an rf-induced negative self-bias of no more than 15 V dc on the shield. Since the simple internal geometry of this I-PVD system is not complicated by an immersed inductor, factors that control radial uniformity are readily investigated. The spatially resolved flux of aluminum neutrals and ions on 200 mm wafers is measured and compared with two diffusion models. Both the aluminum neutral and ion density are centrally peaked with a profile that is predicted by simple diffusion in a cylindrical chamber. The fraction of ionized aluminum flux is quite uniform, however, since the aluminum neutral density and ion density radially decrease at similar rates.
I. INTRODUCTION
Integrated circuit metalization is conventionally formed by a combination of magnetron sputtering and chemical vapor deposition ͑CVD͒. While CVD generally exhibits superior conformality in vias and trenches, sputtering is preferred due to its simplicity and lower cost. Physical collimation 1 of magnetron sputtering by a honeycomb filter has been used to improve film conformality of physical vapor deposition ͑PVD͒. Collimated sputtering, however, significantly reduces the deposition rate and may lead to the creation of chipkilling particles. An alternate method of collimation is to ionize the sputtered material and subsequently direct these ions toward the wafer using a plasma sheath. The technique has become known as ionized physical vapor deposition or I-PVD.
The ionization of metal atoms requires a high density plasma, usually an inductively coupled plasma ͑ICP͒ 2-7 or electron cyclotron resonance ͑ECR͒ plasma. 8, 9 A typical I-PVD plasma reactor uses a dense, inductively coupled plasma that is generated by an internal, plasma-immersed coil that is powered by an impedance-matched 13.56 MHz rf source. 3, 4 Metal atoms are sputtered from a dc magnetron, thermalized in a downstream region of 10-40 mTorr Ar or N 2 plasma, ionized, and deposited on a temperatureregulated, rf-biased substrate. Since the rf coil in a conventional I-PVD system is totally immersed in the plasma, several problems are observed. First, the high degree of capacitive coupling between the coil and the plasma degrades the plasma generation efficiency since capacitively coupled rf energy enhances the sheath voltage 10 ͑i.e., ion energy͒ near the coil in addition to generating plasma. The energy which is wasted on capacitive coupling causes a second problem. Energetic ions (ϳ100's of eV͒ bombard the coil 11 and then generate sputtered contaminates that may adversely affect the plasma's delicate compositional balance during reactive sputtering. In inert gas plasmas, the ion bombardment will rapidly erode the surfaces of the coil that face away from the magnetron, particularly under conditions of high ICP power. Finally, and perhaps most seriously, an overburden of deposition occurs on the coil surfaces that face the magnetron. This overburden is a source of particulates that may ultimately lower the yield of the process. This article describes the design and characterization of a production-scale I-PVD system with an external coil that is intended to alleviate the problems associated with an immersed ICP coil. An internal Faraday shield, which also acts as a baffle for sputtered metal, protects the dielectric walls of the plasma chamber from thick deposits of metal film and allows the source to operate with an external coil.
Since there is no perturbation from an immersed inductor, this new I-PVD system is nearly ideal for investigating radial uniformity of metal ionization. First, however, the internal Faraday shield is used as a diagnostic to characterize electrical parameters such as coupling coefficient, induced rf voltage on the shield, and the self-bias voltage of the Faraday shield. The plasma is characterized using Langmuir probes to determine the argon ion density and the radial distribution of Ar ϩ . Finally, deposition experiments are used to infer the density and uniformity of aluminum atoms and aluminum ions near the surface of 200 mm wafers. The radial distribution of aluminum atoms and ions is then compared to a simple plasma diffusion model that may be used as a reactor design tool.
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II. EXPERIMENTAL METHOD
The ionized PVD source developed for this study uses an ICP with an inductive coil that is external to the plasma as seen in Fig. 1͑a͒ . The four-turn coil is formed from 13 mm diameter copper tubing that is wound around the outside of a 45 cm diameter quartz cylinder. Since sputtered metal from the target will quickly form an electrically conductive path around the inside of the quartz chamber, an aluminum Faraday shield is used inside the chamber. This shield has a single slot or gap as shown in Fig. 1͑b͒ that prevents the coil from inducing large circumferential currents in the shield. A baffle prevents deposition of metal on the quartz in the region of the gap and below the Faraday shield. Water cooling removes plasma-generated heat from the shield. The entire shield is electrically isolated from ground, including the water-cooling lines which are connected through tubular, isolated radio frequency power feedthroughs.
The coil is impedance matched to the output of a 2.5 kW, 1.8-2.2 MHz rf power source using a two-capacitor network. The load capacitor is in parallel with the rf source and is variable from 4400-5400 pF. The tuning capacitor forms a series-LC resonator with the coil and has a range of 3600-4100 pF. Once approximate capacitances are determined, fine tuning of the ICP is accomplished through automatic frequency adjustment by the rf source.
The 30 cm diameter aluminum alloy target contains 1% Cu and 0.5% Si. The magnetron is a Varian Quantum™ that is powered by an Advanced Energy 5 kW dc source. Deposition uniformity of the Quantum™ was approximately 3% over 200 mm wafers when the ICP source was not used. In the I-PVD mode of operation, however, the deposition was highly asymmetric. This is believed to be due to an interaction of the fringing magnetic fields of the magnetron with asymmetric rf induction fields produced by the coil. 12 Subsequently, the rotating magnet was removed from the target and axially symmetric deposition rates were once again observed. Since the ICP used here is capable of producing ion densities well in excess of 10 12 cm
Ϫ3
, it is not necessary to use magnetic confinement in the vicinity of the target to obtain reasonable deposition rates as is the case for conventional magnetron sputtering.
Ultrahigh purity argon is introduced to the chamber using a mass flow controller and chamber pressure is monitored with a capacitance manometer. Initial experiments used a diffusion pump with a water-cooled trap that produced a typical base pressure of ϳ6ϫ10 Ϫ7 Torr. The vacuum system was upgraded with a cryopump ͑base pressure of ϳ2 ϫ10 Ϫ7 Torr͒ for later experiments where aluminum films were deposited at an operating pressure of 30 mTorr.
III. EXPERIMENTAL RESULTS

A. Electrical characterization
The internal Faraday shield interacts with both the plasma and the four-turn coil. In particular, when viewed as an electrical transformer, the shield behaves like a single-turn secondary winding which is mutually coupled to the four-turn primary coil. Any rf voltage on the primary coil therefore induces a voltage across the gap in the shield. Figure 2 shows the primary peak voltage on the coil (V coil ) and the induced peak voltage on the shield (V shield ). The shield voltage is measured using an oscilloscope attached to the isolated water-cooling lines outside the chamber. The coil voltage is determined using a calibrated peak detector and capacitive voltage divider. As the primary voltage increases from 600 to 1600 V, the shield voltage increases from 50 to 100 V.
Since rf voltages are induced on the Faraday shield, it can be expected that the shield will become negatively selfbiased with respect to the plasma in the same way that an rf electrode is biased. Deleterious effects from a negative selfbias may include sputtering of material from the shield and decreased ion generation efficiency. The dc self-bias on the shield is measured using a second-order low pass filter as shown in Fig. 1͑b͒ . Figure 2 shows that the magnitude of the self-bias is typically less than 15 V and, therefore, should have relatively little impact on source performance.
A fundamental concern in the design of a Faraday shield is the degree to which the shield excludes the coil's rf magnetic flux from the plasma region. An estimate of the mutual inductance (M ) and coupling coefficient (k) between the coil and the shield can be determined from the transformer circuit equations 
where is the rf frequency (ϳ2ϫ2 MHz͒, and L shield and L coil are the inductances of the shield and coil. If the plasma is extinguished by evacuating the chamber to less than 10 Ϫ4 Torr, the shield current can be neglected (I shield ϭ0͒ giving
The coil inductance was measured in situ and found to be L coil ϭ4.0 H. This gives a measured mutual inductance from Eq. ͑3͒ of M ϭ0.38 H for all coil voltages. Finally, the coupling coefficient is determined from
For a shield inductance of 0.89 H, the coupling coefficient is kϭ0. 20 . By way of comparison, Mahoney 13 found that a planar, spiral coil ICP had a coupling coefficient between 0.11 and 0.21.
After prolonged use of the sputtering source, deposition from scattered metal atoms may build up on the walls of the quartz chamber above and below the Faraday shield and cause additional exclusion of rf fields from the plasma chamber. By intermittently monitoring the coupling coefficient in the manner described above, the onset of degradation in ICP performance can be detected and the chamber may be cleaned as part of a preventative maintenance schedule. Although the long term performance has not yet been determined, no degradation in the performance of this source is detectable after several hours of use.
B. Langmuir probe characterization in Ar
To obtain greater than 50% ionized aluminum flux, 14 the inductively coupled plasma should produce approximately 10 12 electrons ͑ions͒ per cm 3 . Langmuir probe measurements of the argon ion density (n i ) were made to initially gauge the capabilities of this external coil I-PVD system. The cylindrical Langmuir probe had a tungsten electrode 1 mm in diameter and 5 mm long. The ion saturation current (I sat ) was determined at a probe voltage of Ϫ50 V. From this measurement the ion density was determined using I sat ϭ0.61 n i A p (kT e /M i ) 1/2 . Here M i is the mass of the argon ion, and kT e is the electron temperature in eV calculated from Lieberman and Lichtenberg. 15 The effective area of the probe (A p ) includes the thickness of the self-consistent plasma sheath determined by Child's law. Measurement of ion density by this technique generally results in densities that are higher than methods that use the electron current. 16 These reported densities should be viewed in that context. Figure 3 plots the ion density measured at 11 cm below the top of the chamber on the central axis. From these measurements it is apparent that significant ionization of the sputtered aluminum will require over 2 kW of rf power at 10 mTorr. Much less power is necessary at higher pressures, however.
Radial uniformity is critical to any semiconductor manufacturing process and one of the issues addressed in this work. The argon ion saturation current as a function of chamber radius is shown in shield, and wafer chuck within the I-PVD source is superimposed on the figure. The measurement was made at the axial height of the wafer. In order to make the measurement, however, the wafer chuck was removed. In spite of induction fields which are most intense near the outer radius of the chamber, the ion saturation current ͑and ion density͒ are centrally peaked. This is a typical distribution of ions within a moderate-to-high aspect ratio chamber. 17, 18 A simple model for the spatial distribution of ions is superimposed on the data of Fig. 4 . This model for diffusion applies to the transition regime between the high and low pressure limits. 19, 20 The ratio of sheath-edge ion density to central ion density is given by
where i is the ion mean free path, n io is the ion density at the central axis of the chamber, and R is the chamber radius. The radial distribution of ions according to the Klyarfeld parabolic approximation is
͑6͒
This diffusion solution is in excellent agreement with the measurements of our induction plasma. The parabolic radial distribution of ions has two important ramifications for I-PVD deposition. First, the ion density profile generated by the ICP determines the target erosion pattern and the uniformity of sputtered metal from the target surface. Second, the wafer is often biased negatively during deposition and the argon ion density determines the local resputtering rate from the wafer. In this case, the resputtering rate will be highest in the center of the wafer due to the centrally peaked ion saturation current.
C. Radial uniformity of ionized aluminum
Unlike conventional sputtering where predominately neutral species are deposited, attention must be paid to the uniformity of deposition rate and the uniformity of ionization in I-PVD. In this section the total deposition rate will be experimentally determined on 200 mm thermally oxidized silicon wafers as a function of ICP power. The uniformity of the ionized aluminum flux fraction will be inferred from this measurement. In Sec. IV a simple diffusion model that approximately predicts the uniformity will then be presented and compared with the experimental results.
A contour plot of the deposition rate of aluminum over a 200 mm wafer is shown in Fig. 5 . The target power and the ICP power for the deposition were both 1 kW. The throw distance was fixed at 15 cm and the argon pressure was 10 mTorr. The deposition time was 10 min, after which the aluminum was photolithographically patterned and wet etched.
Step heights were determined using a Dektak 3030ST profilometer at 1 cm intervals over the entire wafer. The measured deposition rate is centrally peaked with a slight azimuthal asymmetry. The average deposition rate is 41 nm/min and the uniformity is 7% ͑standard deviation/ average ϫ100%͒. At 30 mTorr, however, the uniformity varied between 8% and 13%, and the poorest uniformity occurred at the highest ICP power. All films appear somewhat dull and nonspecular, which is typical of aluminum deposited under conditions of ion bombardment.
In Fig. 6 the deposition rate across the diameter of three wafers is plotted for ICP powers of 400 W, 1 kW, and 2 kW. As ICP power is increased to 2 kW, the target current typically increases from 1. creases from 770 to 190 V. The target power in Fig. 6 , however, was adjusted for each deposition such that the erosion rate of the target is identical in all three cases. In other words, the number of metal atoms sputtered from the target is fixed by requiring that the product of sputter yield 21 and target current is constant. The erosion profile of the target is determined by the Ar ϩ density generated by the ICP. Since the radial argon ion density follows the diffusion solution of Eqs. ͑5͒ and ͑6͒, the target erosion pattern should not depend on the ICP power. Given that the erosion rate and pattern are unchanged, the interesting observation is that increased ICP power causes an increase in deposition rate. The enhanced deposition rate is primarily due to more complete ionization of the sputtered aluminum and the difference between ion and neutral transport to the wafer surface as explained below. This increase in deposition rate will be used to infer the spatially resolved Al ϩ density. If no ionization were to occur in the downstream region, all aluminum atoms would be deposited on the wafer as thermalized neutrals ͑at a sufficiently large throw distance and pressure͒. The flux of neutrals to the wafer would be
where v th ϭͱ8kT g /M Al is the thermal velocity of aluminum atoms at the gas temperature T g , and n 0 is the density of aluminum atoms. When the downstream region contains a dense electron gas, some of the aluminum atoms are ionized and the flux to the wafer must be modified to include an ion flux term as follows:
where u B is the ion Bohm velocity ͱkT e /M i , n Al is the unionized aluminum density and n Alϩ is the aluminum ion density. Since the Bohm velocity is much greater than the thermal velocity, the flux to the wafer increases as the aluminum becomes ionized. By assuming that the total number of aluminum atoms is fixed, n 0 ϭn Al ϩn Alϩ . ͑9͒
Equations ͑7͒ and ͑8͒ may be solved for the aluminum neutral and ion density once ⌫ 0 and ⌫ IPVD are experimentally determined from the deposition rates at equivalent points on two or more wafers. This technique has been previously applied to find the axial evolution of ionization between the target and substrate. Additional details can be found in Dickson et al. 22 Since the rotating magnet was removed from behind the aluminum target, the Quantum™ source is no longer selfsustaining. Sputtering of the target relies on the ion density generated by the ICP. This complicates finding the Al neutral flux (⌫ 0 ) experimentally since some ionization will invariably take place in the inductively coupled plasma. One approach is to measure the aluminum flux at several different ICP powers and extrapolate the experimental data back to P ICP ϭ0. To obtain the best method of extrapolation, a global model 14 of I-PVD was used to calculate the ionization fraction and the corresponding increase in deposition rate as a function of electron density. The calculation assumed a fixed total aluminum density and the experimental conditions currently under investigation (Rϭ22 cm, Lϭ15 cm, pϭ10 and 30 mTorr͒. This model's result is shown in Fig. 7͑a͒ . The solid line is a nonlinear least squares fit of the deposition rate that will be used to extrapolate the experimental data to P ICP ϭ0 W. found to be 0.74Ϯ0.01 at both 10 and 30 mTorr. Since the deposition rate is proportional to the aluminum flux and electron density is approximately proportional to ICP power, an equation of the same form with bϭ0.74 was fit to the experimental aluminum fluxes as seen in Fig. 7͑b͒ . The intercept of this curve at P ICP ϭ0 was taken to be ⌫ 0 . The uncertainty in ⌫ 0 from the curve fit is indicated by the error bar. It is important to note that the experimental data of Fig. 7͑b͒ must be taken under conditions that give identical total aluminum density.
Repeating the procedure outlined above at several discrete points across the diameter on each of the wafers results in the aluminum neutral density, aluminum ion density, the ratio of ions to neutrals in the plasma and the ionized flux fraction at the wafer, ⌫ Alϩ /(⌫ Alϩ ϩ⌫ Al ). These quantities are plotted in Figs. 8 and 9 . The error bars represent the uncertainty due to the extrapolation of ⌫ 0 . Notice that the ionized flux fraction is always greater than the ionization ratio in the plasma. This is because the flux of ions arrives at the plasma-sheath boundary with the Bohm velocity ͓see Eq. ͑8͔͒, but the neutral aluminum atoms arrive with only one quarter the gas thermal velocity ͓Eq. ͑7͔͒. Since u B ӷv th , the flux of aluminum to the wafer is more highly ionized than the bulk plasma. Also worth noting is the rather uniform ionized flux fraction produced by the source. The solid lines superimposed on the measurements are from a simple diffusion model described below.
The increase of the ionized flux fraction with ICP power is shown in Fig. 10 for both 10 and 30 mTorr. For comparison, the global model of Ref. 14 is also plotted. While the global model predicts the trend of the data, the quantitative results are somewhat in error. One reason for the disagreement is that ϳ15% of the sputtered aluminum flux in the center of this plasma is unthermalized, 23 and therefore difficult to ionize, at a pressure of 10 mTorr. Since the global model assumes that the aluminum is entirely thermalized, it tends to overpredict the ion fraction at lower pressures.
A possible source of error in the experimental technique used to infer the ionization fractions in this work is that a constant gas temperature of 800 K is assumed. Heating and rarefaction of the argon as the ICP power is increased could cause one to overestimate the ion fraction at higher ICP powers. This is because rarefaction of the argon gas will decrease the scattering of sputtered Al atoms transiting the plasma. Less scattering will cause the deposition rate to increase at FIG. 8 . Radial profiles of ͑a͒ aluminum atom density, ͑b͒ aluminum ion density, ͑c͒ ionization ratio (n Alϩ /n Al ), and ͑d͒ ionized aluminum flux fraction at 10 mTorr. Error bars represent the error introduced due to the uncertainty in ⌫ 0 . The solid curves represent solutions to diffusion models for aluminum species.
FIG. 9. Radial profiles of ͑a͒ aluminum atom density, ͑b͒ aluminum ion density, ͑c͒ ionization ratio (n Alϩ /n Al ), and ͑d͒ ionized aluminum flux fraction at 30 mTorr. The solid curves represent solutions to diffusion models for aluminum species. the wafer. Recent experiments, however, show that the gas density decreases only ϳ7% as rf power increases from 600 to 1400 W. 24 Comparing these results with other measurements in the literature also suggests that the effect of rarefaction is small. Table I lists the results of this technique along with other published ion fractions measured at the central axis of I-PVD sources. Direct comparison of the various experiments is difficult due to the large variation in reactor volume, so an attempt was made to compare the highest electron density cases where the ion fractions have saturated. The ionized flux fractions measured by this technique agree well with those determined by mass and energy discrimination, 3, 4 analysis of high aspect ratio via profiles, 7 and modeling.
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IV. MODELS AND DISCUSSION
In previous work it was proposed that the aluminum neutral density could be determined from the solution of the diffusion equation 22 if the argon pressure were high enough that energetic sputtered aluminum atoms were thermalized in the region of the solution. In this case the density is determined by
with boundary conditions defined by a disk-shaped source term of radius b near the Al target at zϭ0. The Faraday shield at rϭR and the wafer at zϭL are modeled as perfect absorbers of Al atoms ͓n Al (rϭR)ϭn Al (zϭL)ϭn Al (rϾb,z ϭ0)ϭ0]. The solution to Eq. ͑11͒ is
where N 0 is the aluminum atom density in the thermalized layer nearest the cathode and J n is the nth-order Bessel function of the first kind. The modeled aluminum neutral density at the plane of the wafer ͓Eq. ͑12͔͒ is plotted along with the experimental density in Figs. 8͑a͒ and 9͑a͒ . Only the magnitude of the density (N 0 ) was adjusted to fit the data. The agreement of the shape of the radial distribution is within the accuracy of the measurements. The experimental technique is more accurate in determining the aluminum neutral density when the ionization ratio is small and the deposition is dominated by neu- trals. The error in the neutral density measurement is therefore smaller when the pressure is 10 mTorr, and it is at this pressure that the agreement between the diffusion model and the experiment is most convincing. Aluminum ions are generated primarily by electron impact ionization of thermalized Al neutrals throughout the volume of the ICP. 14, 22 The ions then diffuse and are neutralized by the walls of the chamber. Since this is the same generation and loss mechanism as argon ions, it is reasonable to speculate that Al ϩ will also follow the Klyarfeld model which accurately predicted the distribution of Ar ϩ ͑see Fig.  4͒ . To test this hypothesis, the Klyarfeld parabolic approximation of Eqs. ͑5͒ and ͑6͒ is plotted in Figs. 8͑b͒ and 9͑b͒ . Once again, only the magnitude (n io ) is adjusted to fit the data. The parabolic approximation appears to predict the radial variation of the aluminum ion density if the pressure is 10 mTorr. As the deposition becomes dominated by ions ͑e.g., at 30 mTorr͒, the experimental uncertainty in the aluminum ion density becomes smaller. At 30 mTorr a fairly accurate determination of Al ϩ density shows that the Klyarfeld approximation overestimates the Al ϩ uniformity ͓Fig. 9͑b͔͒.
The departure from the Klyarfeld model may be explained as follows. Argon atoms are more uniformly distributed than Al in the plasma since argon ions are neutralized at the chamber walls and reflected back into the chamber. The inert argon atoms also clearly do not stick to the chamber. Under these conditions the Klyarfeld model works well. Aluminum ions, however, are neutralized and captured by the walls. Al atoms also have a high sticking probability. The decreased Al density at the periphery of the chamber results in a lower generation rate of Al ϩ near the walls and a lower Al ϩ density than predicted by the Klyarfeld model.
The two models discussed above are combined to describe the ratio of Al ϩ to Al and the fraction of ionized aluminum flux. These curves are shown in Figs. 8͑c͒, 8͑d͒, 9͑c͒, and 9͑d͒. The ionization is quite uniform across the diameter of the wafer since both the neutral and ion densities decay at nearly the same rate with respect to r. The slight increase in ion fraction at larger r is due to an Al neutral density which is predicted to decay somewhat more quickly than the model for Al ϩ density. The greater rate of decay in neutral density is due to the boundary condition n Al (rϭR) ϭ0. The ion density boundary condition is comparatively larger, however, since n Alϩ (rϭR)ϭh R n io .
A final observation is that higher ion fractions at 30 mTorr argon pressure are not due to an increase in aluminum ion density. For both 10 and 30 mTorr, the Al ϩ density is n Alϩ ϳ1.5ϫ10 10 cm -3 . The increase in the relative ionization of aluminum is strictly due to a substantial decrease in the aluminum neutral density near the wafer. The observed decrease in n Al is caused by more gas scattering of Al at higher argon pressure.
V. CONCLUSION
This article introduced and described an ionized PVD reactor with an internal Faraday shield and an external coil.
Experience has shown that I-PVD reactors with internal coils are subject to ion-induced erosion of the coil, particularly at high rf power. Particulates are also generated by an overburden of sputtered material on the coil. In some configurations, the coil may block the deposition path between the target and the wafer resulting in nonuniform deposition. Initial indications are that the external-coil configuration is a potential solution to these problems.
Electrical characterization of the I-PVD system has demonstrated that the rf voltage induced on the Faraday shield does not produce a large self-bias voltage. The small voltage (р15 V dc ) induced on the shield does not significantly decrease the generation efficiency of the plasma nor does it cause detectable sputter erosion of the shield surfaces. In contrast, the dc self-bias potential on the coil of internal, immersed coil systems is much greater (у100 V dc ) and well above the sputter threshold of most materials. The coupling coefficient between the coil and shield is approximately 0.2. Since the plasma is in direct contact with the shield, this figure is also a reasonable estimate of the coupling coefficient to the plasma. A coupling coefficient of 0.2 is comparable to planar, spiral ICP sources commonly used for plasma etching.
Although no effort has been directed toward optimizing the uniformity of deposition, initial data show a 7%-13% uniformity of net deposition over 200 mm wafers. The uniformity of the ionization fraction is better than a few percent. The highly uniform ionization observed in this reactor is a result of similar radial profiles for Al and Al ϩ density. A two-dimensional diffusion model has been proposed to describe the density of aluminum atoms and ions. Provided that the sputtered neutral species are well thermalized, the solution to the simple diffusion equation predicts the Al density within the accuracy of the experimental technique. Similarly, the Klyarfeld parabolic approximation agrees with the measured Al ϩ density profile at 10 mTorr, but overestimates the ion uniformity at 30 mTorr.
The conventional approaches of designing low-pressure, short-throw magnetrons are not directly applicable to I-PVD since the energetic sputtered atoms must be nearly thermalized to obtain a significant ionization fraction. Once the sputtered species are thermalized, diffusion processes dominate the distribution of neutrals and substantial variations in the erosion profile of the target result in only small variations in uniformity at the wafer. Radial deposition uniformity in I-PVD reactors is dominated by the uniformity of the ionized metal species when the ionized flux fraction is high (Ͼ50%͒. This may partly explain why the poorest thickness uniformity coincides with the highest ionization fraction ͑i.e., 2 kW ICP͒. Continued refinement of reactor uniformity should therefore concentrate on the physical mechanisms that influence the distribution of metal ions in high-density, inert gas plasmas.
Finally, all these experiments were conducted with no bias voltage applied to the wafer. The argon ion profile of Fig. 4 indicates that some resputtering of metal from the wafer ͑due to substrate bias͒ will improve the film thickness uniformity by decreasing the net deposition at the wafer center. The deposited film profile within high-aspect ratio vias often depends on resputtering for conformality control, however. Processes which depend on resputtering for thickness uniformity will suffer from nonuniformity in bottom and sidewall coverage due to the decreased argon ion density near the edge of the wafer.
