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Abstract
This work in this thesis is concerned with modelling the electrical and optical 
behaviour of organic light emitting diodes (OLEDs) by means of computer sim­
ulation. The electrical model is based on the drift-diffusion theory of charge 
transport, conventionally used when studying crystalline, inorganic semiconduc­
tors (e.g Si). This model uses the current drift-diffusion and continuity equa­
tions, along with Poisson’s equation, to detail the transport of charge (electrons 
and holes) through a semiconductor. Charge is injected into the semiconductor 
through a metal contact-the metal/semiconductor interface is treated as a Schot- 
tky contact. The disordered structure of an organic semiconductor is modelled 
by field-dependent carrier mobilities, which are also used in the calculation of a 
Langevin optical recombination rate. The optical model is based on the emission 
of an oscillating dipole antenna within a thin-film structure. The variation of 
dipole emission due to microcavity effects is used to determine the behaviour of 
a radiatively-decaying dipole (an exciton).
Chapter 4 contains results of simulating OLEDs with the electrical model. After a 
brief study of two methods by which an organic heterojunction can be simulated, 
the model is used to study statistical copolymer and tri-layer small molecule 
devices. A crude approximation between recombination and photon emission is 
used to qualitatively reproduce experimentally observed emissive shifts for a tri- 
layer device. The emissive shift is attributed to the device having two seperate 
recombination zones with differing voltage responses.
Initial simulations of devices constructed from a novel blue copolymer showed 
the drift-diffusion simulation to be inadequate in reproducing experimental data. 
Resistive effects, ascribed to interfacial defects, were introduced into the model 
to explain the behaviour of degraded devices. With the inclusion of traps into the 
simulation an apparent relationship was derived between trap density and certain 
low-bias resistive effects. The explanation was proposed that impurity conduction 
via trap energy levels was responsible for the observed low-bias device behaviour.
Chapter 6 contains results generated with both the optical and electro-optical 
models. The electro-optical model was used to simulate the external quantum ef­
2
ficiencies of a series of bilayer devices. The simulated results were consistent with 
experimental measurements for equivalent devices, demonstrating the validity of 
the model. The sensitivity of the external quantum efficiency to parameters such 
as exciton diffusion length and Schottky barrier height was also investigated.
The optical and electro-optical models were then used to study anti-glare tech­
niques. Out-coupling profiles and L-V curves were simulated for device structures 
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The study of Organic Light Emitting Devices (OLEDs) really begins in the latter 
half of the 1980’s with the work of Tang and VanSlyke [1] [2]. Pope et al [3] had 
observed electroluminescent behaviour in single crystals of anthracene some 25 
years previously, but the large operating voltages (100V-1000V) and difficulties of 
manufacturing single crystals meant this approach was not suitable for practical 
devices. [1] [2] studied electroluminescence in thin-film OLEDs whose small size 
(~100nm layer thickness) allowed much lower operating voltages (5V-10V). These 
prototypes were bi-layer small-molecule devices, with an emissive layer of tris- 
(8-hydroxy quinoline) aluminium (Alq) and a hole transporting layer of N,N’- 
diphenyl-N,N’-(3- methylphenyl) - [ l , l ’biphenyl]-4,4’-diamine (TPD). Burroughes 
et al [4] also studied thin-film OLEDs; however instead of using multiple layers 
of molecular materials, their devices used a single emissive layer of the polymer 
poly(p-phenylene vinylene) (PPV). Figure 1.1 shows the structure of the above- 
mentioned materials.
This demonstration that practical light-emitting devices could be fabricated from 
organic semiconductors provided the impetus for a large amount of research into 
organic materials and device construction. At the present time OLEDs have al­
ready been used in low-information content consumer applications, perhaps most 
famously the Philips Sensotec 8894XL shaver featured in the film ’’Die Another 
Day” . Additionally high-information content applications, such as flat-panel 
monitors/laptop monitors [5] are in the prototype stage. Organic semiconduc­





Figure 1.1: The chemical structure of three organic semiconductors TPD , Alq PPV.
[6] and lasing [7] .
Much of the commercial interest in OLEDs comes from their potential for thin, 
flexible, lightweight displays. Some of the key advantages of OLEDs are:
(a) They exhibit fast switching speeds (< fts) [8].
(b) The emission wavelengths can be tuned by introducing dyes (for small 
molecule devices) or blending (for polymers) [9].
(c) Displays can be produced with wide viewing angles.
(d) high emission efficiencies have been reached (LED’s have been made that are 
ten times more efficient than back-lit, colour liquid crystal displays [10]).
1.1 Semiconducting behaviour in organic m ate­
rials
There are two main classes of organic semiconductor - small-molecular and poly­
mer. A common property of each class (and the fundamental reason for their 
semiconducting characteristics) is that they are conjugated materials; that is the 
carbon-carbon bonds can be seen as alternating between single and double bonds.
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In a conjugated structure (such as benzene) carbon atoms form three equally 
spaced in-plane sp2 hybrid orbitals and a pz orbital which is orthogonal to the 
sp2 orbital plane [11]. Overlap of the sp2 orbitals between neighbouring carbon 
atoms forms strong, highly localised a bonds. However these bonds, while being 
important to the molecular structure, do not contribute to electrical conduction. 
Instead it is the overlap of pz orbitals, forming delocalised 7r-bonds which support 
electrical conduction [8]. Figure 1.2 illustrates the above processes.
2Cf
a  bond 
framework 
of C-C bonds sp 'carbon
Figure 1.2: The sp2 and p z orbitals of a carbon atom (left), overlapping sp2 (middle) and p z 
(right) orbitals forming localised a  and delocalised 7r bonds respectively.
The tight-binding model [12] explains how iso-energetic states can become degen­
erate when they overlap. In this case the pz orbitals overlap to form a low energy 
7r (bonding) orbital, and a higher energy n* (anti-bonding) orbital. If this overlap 
occurs over a sufficient number of states, valence and conduction bands, with a 
well-defined bandgap (given by 7r — n*) are formed. The valence and conduction 
bands are alternatively known as the HOMO (Highest Occupied Molecular Or­
bital) and LUMO (Lowest Unoccupied Molecular Orbital) energy levels. Typical 
organic semiconductors have bandgap energies in the range 2-3eV [13], allowing 
emission in the visible spectrum (400-700nm). The presence of an excited state 
(an electron or hole) can cause distortion of the molecule or polymer where it is 
located. Thus as an electron or hole moves, the associated distortion will also 
appear to move. This combination of charge carrier and distortion is known as a 
polaron. For reasons of simplicity, charge carriers are referred to as electrons and 
hole in this thesis, and any effects due to molecular distortion are not explicitly 
modelled.
An organic semiconductor can be seen as consisting of a number of hopping sites 
(molecules or polymer segments) which vary in position and energy. Carriers are 
transported by tunnelling ’’hopping” between sites. A characteristic of transport 
in organic semiconductors is the field-dependence of the carrier mobilities, which 
has the form:
in n  bonds
12
/ i ( E ) = r t > e x p U | j - j  (1-1)
where n  (E) is the carrier mobility at a particular electric field, fio is the carrier 
mobility for zero field, E is the electric field strength, and E0 is a material pa­
rameter which defines the mobilities’ field dependence for a particular organic 
semiconductor, although this is often sample dependent since it is related to 
the amount of disorder in a material. Compared to the mobilities in crystalline 
inorganic semiconductors (e.g. 0.1450 m2/Vs for electrons in Si [14]) organic 
semiconductors have very low zero-field mobilities, with a range from 1 x 10~7 to 
1 x 10-14 m2/Vs [15]. This field-dependent form for carrier mobilities has been 
determined empirically from experimental measurements of carrier mobilities as 
a function of electric field [16] [17]. The field-dependent mobilities are attributed 
to both energetic and morphological disorder within organic semiconductors [18].
1.2 Device operation
OLEDs are manufactured from one or more organic semiconductor layers sand­
wiched between two electrodes. Device operation is as follows; Charges are in­
jected from a metal contact into the organic semiconductor(s). Electrons are 
injected from the cathode and holes are injected from the anode. These charge 
carriers are transported through the organic layer(s) due to the twin processes of 
concentration diffusion and drifting due to an electric field. The carriers may then 
recombine to form a singlet or triplet exciton (a Coulombically bound electron- 
hole pair) which then further diffuse through the device. The singlet excitons can 
decay radiatively while triplets generally only decay non-radiatively. The photons 
produced by exciton decay may be absorbed by a metal electrode, trapped in a 
layer by waveguiding effects or (ideally) propagated to outside the device. The 
above processes are illustrated for a mono-layered device in Figures 1.3 and 1.4.
The optimum electrical efficiency is achieved if carrier injection and transport 
are balanced. However most materials transport one carrier preferentially (in 
fact, the majority of materials are hole transporters) which is why multi-layered 
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Figure 1.3: Schematic energy band diagram illustrating electrical operation for a mono-layer 
OLED.
easier to control charge injection/transport. Optically, the radiative efficiency of 
a singlet decay will vary with position through the device. Multi-layered OLEDs 
are again useful as they can confine the carriers to specific, optically-efficient, 
regions within the device.
1.3 Overview
This thesis presents work concerning the electrical and optical modelling of or­
ganic light emitting diodes (OLEDs) by means of computer simulation. The 
optical model is based on the emission of an oscillating dipole antenna within a 
thin-film structure. The variation of dipole emission due to microcavity effects 
is used to determine the behaviour of a radiatively-decaying dipole (an exci­
ton). The electrical model is based on the drift-diffusion theory of charge trans­
port, conventionally used when studying crystalline, inorganic semiconductors 
(e.g Si). This model uses the carrier drift-diffusion and continuity equations along 
with Poisson’s equation, to describe the transport of charge (electrons and holes) 
through a semiconductor. Charge is injected into the semiconductor through a 











Figure 1.4: Schematic of a dielectric stack illustrating optical effects for a mono-layer OLED.
The fundamentally disordered structure of an organic semiconductor is modelled 
by field-dependent carrier mobilities, which are also used in the calculation of a 
Langevin optical recombination rate. The modelling software is a development of 
code previously produced by the group [19] [20]. The model itself has similarities 
to others in the literature e.g. [21] [22]. Much of the work described within [19] 
[20] was concerned with the vital tasks of validating the device model and testing 
its performance with various OLED structures.
Since the electrical model has been validated, the direction of research was ex­
tended to investigating the primary property of an OLED - light emission. The 
main goals of this work were to develop a coupled electro-optical model, capable 
of directly calculating the light output of a specified device. The model was used 
to determine material properties that were difficult or impossible to characterise 
experimentally. Additionally improvements were made to the numerical solver 
used by the simulation.
Chapter 2 contains the drift-diffusion theory used in the electrical model. Addi­
tionally there is discussion of how charge is injected into a semiconductor through 
a metal/semiconductor contact. Chapter 3 discusses how the simulation’s numer­
ical stability was improved by matrix preconditioning. Chapter 4 contains results 
obtained with the electrical model.
Chapter 5 discusses the emission of an oscillating dipole antenna within a thin-
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film structure, which is the basis of the optical model, and how this relates to 
discrete dipole transitions. The out-coupling efficiency of a decaying exciton is 
determined, which in conjunction with the electrical model allows calculation of 
a device’s photon output. Chapter 6 contains results generated with both the 
optical and electro-optical models.
Chapter 7 recaps the conclusions reached within the thesis, and also suggests 
possible avenues of future research.
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Chapter 2
The Band M odel of Charge 
Transport and Injection
In this section the theory behind the drift-diffusion model is discussed. There are 
two fundamental processes that occur in the electrical operation of an OLED: 
injection of carriers into an organic layer from a metal contact and transport 
of carriers through a semiconductor layer. For crystalline inorganic semicon­
ductors these processes are described by the energy band model [1]. Since this 
model is well understood and detailed in many sources (e.g.[1]) only the key con­
cepts/modifications pertaining to the simulation of organic semiconductors will 
be covered in this section.
The energy band model has been successfully applied to organic semiconductors 
by numerous groups (e.g [2], [3], [4], [5], [6]) and has shown itself to be a useful tool 
in understanding OLED behaviour. A number of modifications, most notably 
the inclusion of field-dependent mobilities, have been made to more accurately 
model organic devices.
The first part of this chapter is concerned with metal-semiconductor contacts and 
the derivation of analytical expressions for the device current. The second part 
discusses charge transport within a semiconductor and between semiconductor 
layers.
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2.1 M etal-Semiconductor contacts
When a metal comes into contact with a semiconductor, several conditions must 
be met to produce thermal equilibrium. In particular, the vacuum and Fermi 
levels must be continuous across the contact which is achieved by the transfer of 
charge between the two materials. This process results in the formation of an 
energy barrier between the metal and the semiconductor, the size of which is typ­
ically equal to the difference between the band edge and the metal’s workfunction 
[1]. Metal/semiconductor contacts of this type are termed Schottky contacts and 
the energy barrier is likewise labelled a Schottky barrier.
The magnitude of the Schottky barriers to electron and hole injection, (j>Bn and 
4>Bpi are given by
<t>Bn =  W>m -  X) (2-1)
<t>Bp — Eg {(f>m X) (2-2)
where (f>m is the m etal’s workfunction, x  is the semiconductor’s electron affinity 
(the energy of the LUMO level) and Eg is the semiconductor’s band gap. By 
substituting Equation 2.1 into Equation 2.2 it is possible to relate to <pBp'-
4>Bn =  Eg — <j>BP (2.3)
Inorganic metal semiconductor contacts are commonly labelled n- or p-type, ac­
cording to the semiconductor’s doping characteristics, and display significant 
band bending at equilibrium, due to the magnitude of the charge-densities in­
volved. An organic semiconductor typically has little or no doping, which in 
conjunction with a band gap in excess of 2.5eV results in the material containing 
virtually no intrinsic carriers (and so is said to be fully depleted). Due to this 
lack of intrinsic carriers, metal/organic semiconductor contacts can be classified 
as neutral/intrinsic contacts and display no band-bending at equilibrium. This
20
” rigid” band structure is shown for a metal/semiconductor/metal structure in 
Figure 2.1.
Bn
M etal Sem iconductor Metal
Figure 2.1: Band structure for a metal/semiconductor/metal contact
An important quantity for an OLED is the built-in voltage, caused by a potential 
difference between the metal-semiconductor contacts. Referring to Figure 2.1 the 
built-voltage and corresponding built-in field , denoted as and Em, are given 
by:
Vbi — -  {<Pm2 ~  <f>ml) (2-4)
E u  = ~  (2-5)
where d  is the semiconductor’s thickness.
Vbi and Ebi can deviate from the above definition due to interfacial effects (dipole
21
layers etc.) [7]. However experimental measurements of Vu generally agree with 
Equation 2.4 (e.g. [8, 9]).
Figures 2.2 and 2.3 illustrate how a device’s band structure varies with applied 
bias. At a small forward bias the device’s negative built-in electric field opposes 
transport of injected carriers, resulting in a small current. As the bias increases 
so does the absolute magnitude of the electric field until ,for an applied bias equal 
to the built-in voltage, the electric field reaches zero. For forward bias’ in excess 
of the built-in voltage, a high current ensues due to the device’s positive electric 
field and reduced potential barriers. For reverse bias the device’s negative electric 
field increases with the applied bias, which now assists carrier transport (since 
the direction of carrier flow is reversed). However the increased Schottky barriers 
(due to the rectifying nature of a Schottky contact) mean that few carriers are 
injected into the device, and hence the device current is small.
LUMO
HOMO
V = Y V>Ybi bi
Figure 2.2: Band structure schematic for forward bias operation
v=o V<0
Figure 2.3: Band structure schematic for reverse bias operation
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2.2 Carrier transport across a
m etal/sem iconductor contact
There are several processes by which carriers can be transported across a metal 
semiconductor contact:
1) Thermionic emission of carriers over a Schottky barrier
2) Interface generation and recombination
3) Tunnelling emission of carriers through a Schottky barrier
4) Tunnelling emission of carriers into interface states 
Only the first 3 mechanisms are discussed in this section
2.2.1 Thermionic emission
If a carrier’s kinetic energy is sufficiently large it can cross over the potential 
barrier at a Schottky contact. The simplest version of the thermionic emission 
theory assumes that electrons and holes within a semiconductor propagate freely 
in their respective bands and have a thermal distribution of kinetic energies. The
resultant current is the difference between two opposing carrier flows - one from
the metal to the semiconductor and one from the semiconductor to the metal. 
For zero applied bias these two currents are equal and opposite, resulting in no 
net charge transport.
For a n-type contact the current flowing from the semiconductor to the metal is 
given by
(2 .6 )
where v4* is the Richardson constant for electrons (equal to (A7Tqm^k%)/(h3)), 
T  is the absolute temperature, ks  is Boltzmann’s constant, q is the electronic 
charge, m* is the effective electron mass, h is Planck’s constant and Vapp is the
applied bias.
Similarly, the electron current flowing from the metal to the semiconductor is 
given by:
The resultant electron current, Jn, is given by the difference between Equations
For a p-type contact the resultant hole current, Jp is calculated in a similar 
fashion.
2.2.2 Thermionic emission-diffusion
In the case of low carrier mobilities (such as in organic semiconductors) the 
assumption of freely propagating carriers does not hold, due to the build up of 
carriers at the contact. The thermionic emission-diffusion theory [1] combines the 
thermionic emission model with transport of carriers in the depletion region. The 
current is now due to both thermionic emission across the Schottky barrier and 
drift-diffusion (discussed in Section 2.3) within the drift depletion region. This 
model uses the concept of electron and hole surface recombination velocities ,urn 
and urp, defined at the location of the Schottky barrier potential maximum, x m.





Jdd =  - q ^ n n  (x) (2.9)
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where fj,n is the electron mobility, <j>n is the electron quasi-Fermi level, and n  is 
the electron density, given by:
„  = Arcexp( z M |z ^ M )  ( 2 . 1 0 )
where N c  is the density of states in the conduction band, and i/j is the electrostatic 
potential.
The region between the metal-semiconductor contact and the potential energy 
maximum is assumed to be a perfect sink of electrons, such that the current flow 
in this region, J^ , is given by:
Jbr =  QVrn eq ^m ) (^*H )
where neq is the quasi-equilibrium electron density at x m:
n eq =  N C e x p  (2 ' 12)
and nm is the electron density at the point xm for an applied bias:
nm =  N c  exp - 4 Bn 4 n (^m)k ^ T
(2.13)
and vrn is given by
A * T 2
ik  ( 2 - 1 4 )
Equations 2.9 and 2.13 can be combined (by assuming continuity of current) to 




1 T {yrn/v B^
exp 4>Bi
knT
exp -q V 0app
kuT
(2.15)
where vB is the effective diffusion velocity for electrons in the depletion region 
given by:
vd -[jf f^nkBT exp




For the case where vrn ^  vB, the contact is drift-diffusion limited and so equation 
2.15 tends to [1]:
J  ~  qNcllrficontact GXp k*T
exp -qVoapp
knT
-  1 (2.17)
where Econtact is the electric field at the contact.
For the case where vrn, drift can be neglected and equation 2.15 reduces
to the thermionic emission current:














The quantum mechanical probability of a carrier tunnelling through the barrier 
(as opposed to being thermionically emitted over it) increases as the barrier 
becomes thinner. The thickness of the barrier decreases with increasing doping, 
and for a highly doped metal-semiconductor contact it is possible that tunnelling 
can become the dominant injection mechanism.
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If the majority of carriers tunnel at energies roughly equal to the Fermi level, the 
tunnelling mechanism is labelled field emission. Alternatively, if the majority of 
carriers tunnel at energies between the top of the barrier and the Fermi level, the 
mechanism is labelled thermionic field emission [11]. For organic semiconductors, 
which are essentially undoped, tunnelling current becomes dominant for low tem­
perature, low barrier height contacts at high electric field. This means that field 
emission will be the dominant tunnelling mechanism and device currents can be 
calculated using the Fowler-Nordheim formalism [12].
The Fowler Nordheim current density due to carriers tunnelling through a po­
tential barrier of height C can be expressed as [1 2 ]:
J  =  jT  W m (C -  WO1/ V  -  W ) exp ( - 4 k ( C ~ W 0 8 / 2 )  d w  (2 .2 0 )
where n  is the chemical potential, W  is the electron kinetic energy normal to the 
barrier, k = 87r2m /h 2, and E is the electric field.
Equation 2.20 can be re-arranged and integrated [13] [14] to give:
J  = E2 exp 3E qh
(2 .21)
where E is the electric field at the contact.
2.2.4 Ohmic Contacts
An Ohmic contact is defined as a metal-semiconductor contact that has a negli­
gible resistance relative to the bulk resistance of the semiconductor [1 ]. Ohmic 
contacts are commonly characterised by their specific contact resistance, R c , 




For the case where thermionic emission is the dominant current transport mecha­
nism, such as for a negligibly doped metal/semiconductor contact, R c  is obtained 
by substituting Equation 2.8 into Equation 2.22.
a highly doped metal/semiconductor contact), R c  is obtained by substituting 
Equation 2.21 into Equation 2 .2 2 .
where e is the relative permittivity of the semiconductor.
The above equations show that the contact resistance increases with Schottky 
barrier height and decreases with doping. Thus for a contact to behave as an 
Ohmic contact it must be either highly doped or have a small difference between 
the metal-semiconductor workfunctions (or both). For the majority of organic 
semiconductors it is difficult to achieve stable and consistent electronic doping, 
which means that the anode and cathode metals are chosen such that their work­
functions are as close to the semiconductor’s HOMO and LUMO energies as 
possible. Generally a barrier height of less than 0.3eV will produce an Ohmic 
contact.
Another technique used to create an Ohmic contact in organic devices is to in­
troduce a heavily doped surface layer between the metal and the semiconductor, 
forming metal-n+-n-type or metal-p+-p-type structures. This technique is also 
applicable to organic semiconductors, in particular by doping PEDOT with a 
high concentration of PSS, and placing it as a surface layer between an anode 
(usually ITO) and a semiconductor, has been shown to produce an Ohmic contact
(2.23)




2.2.5 Analytical m odelling
A device can be seen as being injection- or space-charge limited, that is the 
limiting factor on the current at a particular bias is either due to the transport 
characteristics of the metal-semiconductor contact or the bulk semiconductor.
In general the equations governing charge transport of a device are highly non­
linear making exact analytic solutions impossible. However it is possible to derive 
analytic solutions if simplifying assumptions are made about a device’s electrical 
properties.
If a device’s electron and hole Schottky barrier heights, (f>Bn and <t>Bp, are greater 
than roughly 0.3eV then the system can be described as injection-limited. In this 
case the total current flowing through the device at a sufficiently large applied 
bias is the sum of the electron and hole reverse-bias saturation currents.
J tot =  ^  exp ( z g ? )  +  exp (2.25)
where A* is the Richardson constant for holes (equal to (Anqm*k%)/(h3)) and m* 
is the effective hole mass.
If at least one of the contacts can be classified as Ohmic (see Section) then the 
device can be described as space-charge limited. Space-charge limited current 
(SCLC) occurs when a metal-semiconductor contact can inject an essentially 
unlimited amount of carriers, causing a build-up of space charge within semi­
conductor, which acts to oppose further carrier injection. For a unipolar (i.e. 
electron- or hole-dominated) system the total current flowing at an applied bias 
for a space-charge limited system is given by [16]:
(2.26)
9 V 2j _ ^ , app
tot — g ef1n /p~ ^ ~
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which is known as the Mott and Gurney equation.
Equation 2.26 is based on a number of assumptions. The semiconductor’s in­
trinsic carrier density is assumed to be negligible. One contact is assumed to be 
perfectly Ohmic, while the other is a perfect sink for injected carriers. Addition­
ally the electric field is assumed to be sufficiently high that the current within 
the semiconductor is drift dominated (the diffusion component is taken to be 
negligible - see Section 2 .2 .2 ). The electric field at the Ohmic contact is taken to 
be zero, implying flat bands at the contact.
Since organic carrier mobilities are field-dependent Equation 2.26 can be restated 
in terms of the zero-field mobility [17]:
9 V 2 




where fino/po is the zero-field electron/hole mobility and E no.po gives the field- 
dependence of the electron/hole mobility.
Equation 2.26 can also be extended for the case of bipolar space-charge limited 
current by using an effective carrier mobility fief f  [18]:
9 V 2
J  = (2-28)
where fief f  is equal to
_  2 [ 47r ^ n/ip (/iw + /xp)
^ 6^  3 e < vgr >
where v is the drift velocity of the carriers, and gr is the recombination cross- 
sectional area.
The above expressions can be very useful in determining OLED parameters, such 
as barrier height or carrier mobility, from current-volt age measurements. Some
(2.29)
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groups have assumed space-charge limited behaviour to fit experimental data 
[19] [20], while other groups, assuming injection-limited behaviour, have fitted 
data using thermionic emission (e.g. [21] [22] [23]) or Fowler-Nordheim tunnelling 
(e.g. [24]). The devices studied were typically unipolar single-layer systems.
While these analytical techniques can assist in characterising certain parameters, 
they suffer from certain disadvantages and limitations. Contacts must be classi­
fied as injection- or space-charge limited before analysis and fitting can begin; in 
practice this is an over-simplification. Erroneous classification of a contact will 
lead to errors in determining parameter values. Analytic expressions also tend to 
be limited in the ranges of voltage or temperature that they can accurately fit, 
and have difficulties with multi-layer and/or bipolar systems. Perhaps the key 
limitation of analytical techniques is that they cannot easily provide spatially 
dependent quantities such as recombination profiles. For a fully predictive sim­
ulation that can determine luminescent output, detailed information is required 
about a device’s internal properties, for which computational methods must be 
used.
2.3 The drift-diffusion model
The drift-diffusion model describes the non-equilibrium behaviour of injected 
charge carriers within a semiconductor, under the influence of an external electric 
field[25]. For simplicity the one-dimensional time-independent version of the 
model is used in the simulation. Since a typical device cross-section a few mm2, 
while the semiconductor layers are usually under 1 0 0  nanometers thick, this is a 
reasonable assumption. The time-independent version is used since this work is 
concerned with steady-state OLED operation.
The model essentially consists of six first-order differential equations; the drift- 
diffusion equations themselves, representing charge transport, the continuity 
equations which relate spatial variations in current density to recombinative pro­
cesses and Poisson’s equation, relating the charge density to electric field and 
potential.
The effect of the metal-semiconductor contacts (discussed in the previous section)
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are included as boundary conditions to the equations. A computational method 
by which these equations are solved is detailed in the next chapter.
2.3.1 Poisson’s equation
Poisson’s equation relates the electrostatic potential, -0, with the charge density 
p and the electric field, E;
d E  d2ip p
dx dx2 e
(2.30)
where e is the permittivity (equal to eoes), eo is the vacuum permittivity, es is the 
semiconductor’s dielectric constant. The charge density is given by
P — Q(p +  Ndop +  Ntrap) (2.31)
where q is the electronic charge, n  and p are the electron and hole concentrations, 
where N^op is the net charge contribution due to ionised acceptor and donor 
impurities. Ntrap is the net charge contribution due to traps (discussed in Section 
2.3.4).
The equations relating electron and hole densities to the electrostatic potential 
are obtained from Maxwell-Boltzmann statistics [1];
n  =  N c  exp
p =  N y  exp
1  ~<f>n + x) (2-32)kBT  
1
kBT  W  ~<t>v + Eg + X)j (2-33)
where N c  and N y  are the conduction band and valence band density of states,4>n 
and (f)p are the electron and hole quasi-Fermi levels respectively, x is the electron 
affinity, Eg the energy gap, A;# is the Boltzmann constant and T  the absolute 
temperature.
The simulation uses the electric displacement, D , which is continuous between 
material interfaces [26] [27], rather than the electric field, where:
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D =  eE (2.34)
2.3.2 Drift-diffusion equations
Within a semiconductor the electron and hole current densities Jn and Jp can be 
expressed as the sum of two current densities; drift (the movement of carriers due 




where fin and fip are the electron and hole mobilities and Dn and Dp are the 
electron and hole diffusion coefficients. For a non-degenerate semiconductor the 
diffusion coefficients can be related to the mobilities by the Einstein relationship:
_  dp
Jp  —  QfippEi c [D p —
Jn — Qfl'n'ft'E ~\~ (}Dn dx
D n = ( — )  Hn (2.37)
D p = { — W  (2.38)
By substituting equations 2.37 and 2.38 into 2.35 and 2.36 respectively yields:
(  _ Ub T d n \
Jn = qjin ( nE +  J (2-39)
Jp =  qih (pE -  (2.40)
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If equations 2.32 and 2.33 are substituted into equations 2.39 and 2.40 respec­
tively, a more compact form for the drift-diffusion equations can be obtained, 
which are more stable for numerical simulations [26]:
Jn =  - qnfin^  (2.41)
Jp = -Q Ptb-fa  (2-42)
note that (j)n and <fip are expressed in eV in the above equations.
The field-dependence of the electron and hole mobilities must be taken into ac­
count. (assuming constant temperature)
Mn(E) =  fino exp ( J (2.43)
where [ino and fipo are the zero-field electron and hole mobilities and Eno and Epo 
give the field-dependence of the electron and hole mobilities.
2.3.3 Continuity equations
The electron and hole current-densities flowing through a device can change due 
to recombination and generation:
= —q{G -  R) (2.44)
^  =  q(G -  R) (2.45)
where G is the electron-hole pair generation rate and R is the recombination
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R  has contributions from trapping and optical processes. The optical recombina­
tion rate, Ropt, has a bimolecular form with a Langevin recombination coefficient, 
7 :
Rapt =  7 (np -  n int) (2.48)
7  =  ^  (2.49)
where riint is the intrinsic carrier density, /j,r is an effective recombination mobility,
taken to be the larger of the electron and hole mobilities in the material, and e
is the dielectric constant of the material [28]. Since departures from equilibrium 
are large over most of the device, Equation 2.48 is often written as:
Ropt =  7  {np) (2.50)
Although the Langevin optical recombination process is frequently cited and used 
in all device models e.g. [29], an alternative electron-hole capture mechanism has 
been suggested recently [30] which is more accurate at high fields.
For an organic semiconductor, the electrons and holes form tightly bound exci- 
tons which can diffuse a significant distance before radiative emission. Thus the 
Langevin recombination rate is treated as the exciton formation rate. More will 




A trap level (an energy level within the bandgap) can behave as a recombination 
centre, electron trap, or hole trap. As their names suggest electron and hole traps 
act to remove carriers from the conduction and valence bands. A recombination 
centre can trap electrons and holes with roughly equal probability and so acts to 
remove electron-hole pairs from the system [16].
The key to a trap level’s behaviour is its energy level [31]. Energy levels close to 
the LUMO level act as electron traps and energy levels close to the HOMO level 
act as hole traps. Energy levels at the mid-gap act as recombination centres.
The presence of traps requires extra terms in Poisson’s equation and the con­
tinuity equations. In Poisson’s equation the effect of trapped charge must be 
included, while in the continuity equations the trap-assisted recombination rate 
must be accounted for.
Similarly to the electron and hole densities, the trapped electron and hole densi­
ties are derived from the Maxwell-Boltzmann distribution;
Nt
Utrap 1 +  exp [ -  ( #  -  <t>n +  X +  Et ) / ( kBT)\ 2^'51^
AT , .
Ptrap 1 + e x p  [(qi) -  (j)p + Xc + ET) / (kBT)]
where NT is the density of trap states and Et is the energy of the trap level 
relative to the conduction band.
np -  n \
trap Tn (p + pi) + rp (n + )
where n\ and pi are the equilibrium carrier densities that would result when the 
Fermi level lies at Eu and rn and tp are the electron and hole lifetimes.
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2.3.5 E lectrode boundary conditions
Carrier injection, through the metal-semiconductor contacts is included in the 
drift-diffusion model as 6  boundary conditions (3 per electrode) at the edges of 
the semiconductor (x= 0  and x=d).
At each Schottky contact, the electrostatic potential ,^>, is determined from the 
magnitude of the Schottky barrier. From Figure 2.1;
(2.54)
'ipbix = d) = ~4>Bn (2.55)
The model also incorporates image force lowering of the barrier at the contacts
[31];
=  4>b -  =  t/jj, -  (2.56)
provided that the field at the contact has the correct sign for barrier lowering.
There are also 2 current-based boundary conditions at each contact, one for 
each carrier. The electron and hole current-densities each have two components, 
the resultant thermionic-emission diffusion currents (see section) and the Fowler- 
Nordheim tunnelling current (see section)
Jn Jtedn T  Jtunn (2.57)
Jp — Jtedp T Jtunp (2.58)
The thermionic emission-diffusion currents, Jtedn and Jtedp» are given by:
Jtedn QVrn (j  ^ Tleq)




Instead of using the inorganic expression for recombination velocity given in 
Equation 2.14, vrn and vrp were calculated using the method in [32] which used the 
assumption that charge recombination at a metal/organic interface is analogous 
to the Langevin bimolecular recombination rate used in section 2.3.3.
Vrn —
1 6 7 re (kBT ) 2  /x„(E)
(2 .61 )
Vrp =  ( 2 . 6 2 )









E 2 exp - a 2C E
(2.64)
where B  and C  are given by:
B - £ i  |M5>
C  .  5 ^  (2 .6 6 )
6hq
ol\ and a 2 are fitting parameters added to the Fowler-Nordheim equations to 
allow for inaccuracies in their field and temperature dependence (e.g. [24]).
2.3.6 Organic heterojunctions
A common way to improve device efficiency is to use multiple layers of or­
ganic semiconductor. The mechanisms involved when a semiconductor comes
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into contact with another semiconductor have many similarities to those of 
metal/semiconductor contact discussed in Section 2.1.
If no interfacial chemical reactions occur then the energy barrier formed at 
the heterojunction (the interface between two semiconductors with differing 
HOMO/LUMO energies) is equal to the difference between the material’s sep­
arate band edge energies. While inorganic semiconductor hetero junctions can 
display significant band-bending, the rigid band condition applies to organic het­
erojunctions (for the reasons of low doping/intrinsic carriers discussed above). 
Figure 2.4 shows the band structure for a bilayer device with offsets at both the 
HOMO and LUMO levels.
ml
Bn
M etal Sem iconductor M etal
Figure 2.4: Injection/transport via trap energy levels
There are a number of approaches in modelling a hetero junction, of which the 
simplest is to assume the drift-diffusion equations are continuous across the in­
terface (this is equivalent to stating that the quasi-fermi levels are continuous 
across interface). The effect of the hetero junction manifests in a discontinuity of 
carrier densities (see Equations 2.35 and 2.36).
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A second approach is to consider the interface as being similar to a Schottky bar­
rier, where the net current across the interface is taken as the difference between 
two opposing electron or hole currents. For the Schottky contact the resultant 
current is equal to the difference between J s—m and Jm_ s (see Equation 2.8), 
one of which is fixed and one of which is dependent on the applied bias. For a 
heterojunction the resultant current is the difference between J S l _ S2 and Js2_+Sl 
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----------------------------Direction of electron transport








Barrier to holes No barrier to holes
Direction of hole transport
Figure 2.6: Hole transport across a heteroj unction
Figures 2.5 and 2.6 shows various band configurations and their effect on a flow 
of carriers. The equations governing the current through an energy barrier at a 
heteroj unction are given by:
Jn =  qn2vr n 2  -  qriivrni exp (  k ^ T )^
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Jp = qpiVrpi -  qp2vr p 2 exp (2-68)
Subscripts of 1  or 2  refer to different semiconductor layers and follow the conven­
tions in Figures 2.5 and 2.6. Electron and hole densities are calculated just to 
the left or right of the heteroj unction, depending on the subscript. The recom­
bination velocities, vrn and vrp, are the same as those given in Equations 2.61 
and 2.62. Note that this definition of vrn and vrp comes from the consideration 
of metal-semiconductor interfaces where image-charge forces are present. These 
forces are not present at organic-organic interfaces, which means that the actual 
recombination velocities would be substantially smaller than those used in the 
simulation.
These equations imply that the quasi-fermi levels can be discontinuous across 
the heteroj unction (unlike the drift-diffusion model). The model assumes an 
absence of dipoles,sheets of charge and recombination at the interface, which 
implies continuity of D, ip, Jn and Jp. In addition tunnelling of carrier across the 
heteroj unction is assumed to be negligible.
2.3.7 Electrical efficiency
Perhaps the key parameter in characterising an OLED is its external quantum 
efficiency (externally emitted photons per input carrier). While a purely electrical 
model cannot calculate this quantity, which requires using the optical model 
discussed in Chapter 5, it can provide a rough estimate (in the fact the upper 
limit) of a device’s efficiency.
The recombination current-density, Jr , which measures the amount of recombi­
nation (and hence exciton formation) in the device is given by [5]:
Jr = [  qR(x)dx =  Jn(0) -  Jn(L) = Jp{0) -  JP(L) (2.69)
Jo
Electrons (or holes) injected into the semiconductor at x=0 must either recom­
bine within the layer or leave through the opposite contact. The recombinative
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efficiency, tjr is the ratio of the recombination current-density to the total current- 
density:
(2.70)
where Jtot = Jn +  Jp-
Excitons are formed in one of two states; singlet or triplet. According to spin 
statistics, these are formed in a 1:3 ratio. Ignoring mechanism such as phos-
maximum possible external quantum efficiency, rjeqe of a device is given by:
where rjst is the fraction of excitons formed as singlets, which from the above 
paragraph is equal to 1/4.
2.4 Conclusions
A number of methods of modelling charge injection and transport in a 
metal/semiconductor/metal structure were presented in this section. The an­
alytic expressions in Section 2.2.5 can be useful in certain situations, however 
there are limitations in the level of detail they can supply. Additionally they 
require a number of assumptions to be made about a device, which if untrue may 
invalidate the results.
The drift-diffusion model with Schottky boundary conditions allows a detailed 
spatial study of device characteristics, and does not require classification of the 
device as injection- or space-charge limited before analysis and fitting can begin. 
Due to the complex, non-linear nature of the drift-diffusion equations, numerical 
solution techniques, discussed in the next chapter, must be used.
phorescence [33], only singlet excitons are capable of radiative decay. Thus the
Veqe — VstVR (2.71)
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Num erical solution of differential 
equations
The equations governing the behaviour of an OLED were detailed in the previous 
section. This chapter details how differential equations are solved via numerical 
techniques and how a technique can be modified to improve its performance.
The simulation uses a modified version of the Solvde functions from [1 ]. Solvde 
belongs to the class of relaxation methods, which in brief are methods that use 
approximate solutions to a problem to calculate a more accurate solution. This 
process can be repeated an arbitrary number of times, producing successively 
more accurate solutions, although machine precision places an upper limit on the 
accuracy that can be achieved. Figure 3.1 shows a qualitative representation of 
the relaxation method.
The following describes the key operations used by Solvde [1] to solve a set 
of differential equations. Beginning with N dependent variables Y, and their 
corresponding differential equations F, defined between two boundary values of 
a dependent variable x:
J  =  /i(x ,Y ) 1 =  1... IV (3.1)




Figure 3.1: Outline of the relaxation method
The above differential equations are converted into finite-difference equations by 
being discretised on a mesh with M points. At mesh-point k, x and Y  have values 
Xk and Yk. Using a simple two-point discretisation, Equation 3.1 becomes
(Vk,i ~  V k - i , i )  ~  [ x k ~  X k - i ) f i  -  x k- 1 ) , - { y k,i +  y k - i , i ) J  =  0 (3.3)
where y^* is the ith member of Y*.
The initial and final boundaries are located at x \  and %  respectively. The initial 
boundary has ni boundary conditions relating to it, while n2 boundary conditions 
relate to the final boundary. For the system to have a unique solution the sum 
of ni and n2 must be greater than or equal to N. The boundary conditions are 
defined by two sets of functions B initial and B f inai. The above information allows 
the definition of a set of M + l difference equations, expressed as a function of Y,
y k,i 2/fc-u 





At the initial boundary
6 i ti ( Y i )  binitial,i{%It Y i )  (3*4)
where i= l...n i
At the final boundary
6 m+u(Ym) =  bfinaiyi(xM, Y M) (3.5)
where i= n2...N
At points k=2...M
f^c,i(Y )^ =  {lJk,i y k —l , i )  ip^k -^k—l ) f i  ^2 ^^ ^ k —l)> ~^{yk, i "b 2/fc—l,i)^ (3*6)
where i= l...N
e^'i is the ith member of E at mesh point k. Similarly binitiai,i and bfinai,i are the 
ith members of B initiaZ and B /inaZ.
Taking a trial solution for Y, it is possible to calculate a set of corrections AY 
by expanding Equations 3.4-3. 6  by means of a first-order Taylor expansion:
N de, •
ei^ Y i + AYj) «  eM(Y!) +  £  ^ A V l ,n  (3.7)
n=1 ^ 2/ 1,71
where i= l...n i
N de
Cm+I^Ym +  A Y m ) ~  ^M+u O^m ) +  ^2  ~M+1'1 AyM,n (3.8)
n = l  ®yM,n
where i= n2...N
N d e v  N dee^Yfc+AY*, Y^+AY*-!) «  ek<i( Y k , Y ^ + Y ,  j ^ A y ^ + Y  j - ^ - A y ^ ,




A solution to Equations 3.4-3. 6  has been found when E (Y + A Y ) is equal to zero. 
This allows Equations 3.7-3.9 to be rewritten as:
N
Y I  Si,nAyi,n = -e i,i (3.10)
71= 1
where i= l...n i
N
'y 1 Si,n^V M ,n  =  &M+l,i (^'H)
71= 1
where i= n 2 ...N
N  2  N
y   ^Si,n^yk—l,n 4" ^ ] Si,n^Yk,n ~  &k,i (3.12)
7 i = l  n = N + l
where i= l...N
Where S is a matrix of partial derivatives at a mesh point k:
*,» =  (3-13)
C'2/fe-i,7i
where i= l...N
* *  =  a ^  (3-14)
O y k - l , n - N
where i=N+1..2.N
Sets of linear equations (such as Equations 3.7-3.9) are commonly solved via ma­
trix techniques. The equations are converted into a matrix equation of the form 
A .x=b. Where A and b are defined by the set of equations, x  is an unknown so­
lution vector. In the notation from [1] this is written as S .Y =E . Table 3.1 shows 
the matrix structure formed from Equations 3.10-3.12 for a system with 6  depen­
dent variables, 3 mesh points and 3 boundary conditions at each boundary (this 





ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E
ssssss ssssss AY E




Table 3.1: Matrix structure formed by S AY  and E [1 ]
S Element of S 
AY Element of AY 
E Element of E
Perhaps the most obvious way of solving for AY is to multiply both sides by S-1 , 
which then gives AY  as S_1 .E. However matrix inversion is a computationally 
inefficient process and when dealing with large matrices it is preferable to use 
more sophisticated techniques. Solvde uses Gaussian elimination [1 ] to reduce 
the matrix to an upper triangular form (see Table 3.2). The components of AY 
can then be calculated via backsubstitution.
It is worth noting that the updated solution Y + A Y  is not necessarily the pre­
cise solution to Equations 3.4-3.6 . The above process can be iterated using the 
updated solution to produce an updated S and E and so calculate another AY.
A Y  can be used as an error estimate for the solution. It is assumed that the 
magnitude of A Y ^  is roughly equal to the absolute error in Y ^ . An error average 
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Table 3.2: Matrix structure formed after Solvdes Gaussian elimination step [1] 
where Ytypical,i is a typical value of the variable Yk,i-
3.1 Internal Boundary Conditions
It is possible to modify Solvde to include internal boundary conditions - mesh 
points where some (or all) of the elements of Equation 3.1 are replaced. W ith 
reference to the drift-diffusion theory in the previous chapter, the thermionic- 
emission heterojunction model acts as an internal boundary condition.
In this case the heterojunction is implemented by replacing the drift-diffusion 
equations (at either side of the heterojunction) with the thermionic emission 
equations. Poisson’s equation and the continuity equation are continuous across 
the heteroj unction. The relevant blocks of the S and Y matrices are calculated 
consistently with these changes. The system is then solved as normal via Gaussian 
elimination - although the S matrix has been calculated in a slightly different 
fashion it makes no difference to the matrix solver.
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3.2 Numerical Instability
During the initial phases of programming the drift-diffusion simulation, the per­
formance of various numerical differential-equation solvers were investigated [2 ]. 
For simulating relatively simple single-layer, uni- and bi-polar devices it was 
found that the Solvde package from [1 ] was the optimum solution method for the 
following reasons:
1 ) Data storage requirements were reasonably modest
2 ) Simulation runtime scaled efficiently with increasing mesh-size
3) The code was both platform-independent and public domain.
However as more physical effects (such as trapping) were included in the model 
and as more complex multilayered devices were simulated, problems began to 
occur with the program. For specific, apparently unrelated, parameter sets the 
program would only be able to produce convergent solutions up to a certain bias. 
Attempts to increase the bias further caused a rapidly divergent solution, which 
would eventually result in a fatal program error. This seriously hindered the 
investigation of virtually all multi-layered devices, and a high priority was given 
to improving the simulations stability.
An initial diagnosis was that the numerical instabilities were due to a failure 
of the Solvde matrix-solution algorithms. To test this, Solvde’s Gaussian elim­
ination solver was replaced with a number of alternative matrix solvers (among 
them routines from the NAG software library [3] and simulations carried out 
on systems known to be problematic. Disappointingly none of the replacement 
solvers greatly increased the program’s stability. Additionally, virtually all the 
replacement functions substantially decreased the simulation’s speed, sometimes 
by as much as an order of magnitude. Since none of the replacement algorithms 
offered significant advantages over Solvde’s own algorithm, it was concluded that 
the numerical instabilities were not due to the Gaussian elimination solver.
For systems known to exhibit instability, the F04arf NAG routine would often 
report an error message that S was approximately singular. This suggested that 
it might be the matrices themselves that were the problem. After analysis of the
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structure of S and the output of the various solvers, it was concluded that the 
numerical instabilities were caused by the data-matrix being ill-conditioned. A 
matrix S is said to be ill-conditioned if a relatively small change in one (or more) 
of the matrix co-efficients results in a relatively large change in the solution [4]. 
Since a computer can only represent a number to a finite precision, the calculation 
of a mathematical operation may be subject to error. In the simulation there are 
two main stages where error can arise
1) The calculation of the matrix co-efficients
2) Reduction of the matrix to a solvable form
For an ill-conditioned matrix, small numerical errors arising from these operations 
can cause significant error in the solution.
As an example consider
[1 = i : M )  =  (?) (3.i6)
which has the solution A=19999,B=104.
if a small perturbation is applied to a single element of the above matrix
[} i S l f f l  =  (?) (3-17)
it can cause a considerable change in the solution (A=9999.5,B=53).
The origin of this behaviour is due to magnitude of the matrix determinant. Be­
cause its magnitude is relatively small (0.0001) compared to the matrix elements, 
a small change in one of the elements can can significantly alter the solution. 
This is analogous to
y = -  (3.18)a
where a is equivalent to a small determinant. A small change in a can cause a 
disproportionately large change in y.
As mentioned above substitution of the NAG functions for Solvde did not greatly 
decrease the simulation’s numerical instability. However enabling the precondi­
tioning options in the F lld e f NAG routine produced slight improvements in 
program performance. This raised the question: could preconditioning the data-
53
matrix solve the problem of simulation instability?
3.3 Preconditioning
Fundamentally the drift-diffusion simulation is a matrix solver, solving the prob­
lem
S.Y =  E (3.19)
for known S and E. Unfortunately, in our case S is what is known as ill- 
conditioned and can cause numerical instability in the matrix solver. A precon­
ditioner is a matrix P  designed to improve the numerical properties of problems 
like Equation 3.19
P -1.S.Y =  P -1.E (3.20)
or
(A .P -1).(P .x) =  b  (3.21)
The technique of matrix preconditioning is used in many scientific fields (e.g. 
[5, 6, 7, 8] and has been used in other electrical transport models [e.g. [9, 10]]). 
The choice of P  is crucial: a poor preconditioner might actually make the system 
harder to solve. Some preconditioners are constructed by taking an approxima­
tion to S. For example in the case of a diagonally-dominant matrix, applying the
preconditioner
=  ^j,k^j,k (3.22)
can be extremely effective [11] since
(S .P -1) ss I  (3.23)
and so Equation 3.25 becomes
I.Y  =  P _1.E (3.24)
making the calculation of Y  trivial.
The simulation currently uses what is essentially a two-stage preconditioner, set­
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up as follows:
Pri-PJir-A.x = P jJ .P ^ .b  (3.25)
where P str is designed to optimize the structure of S for Gaussian-elimination and 
P sci optimizes the numerical properties of S. Because of S ’s block structure it is 
not necessary to explicitly construct P str or P Sch instead the pertinent elements 
of P str or P sd needed to precondition a block of S can be calculated from that 
block alone. P str and P sc/ were selected by empirically testing the simulation 
with different preconditioners.
All this means that it is possible to precondition S with minimal computational 
demands. The run-time increase of the simulation is negligible, especially when 
compared with the stability improvement.
As a brief example of how scaling can improve a mathematical calculation, con­
sider Equation 3.18. For the purposes of demonstration the error in b and A, 
introduced when calculating y, is taken as 1% of b. So for b=l,a=0.02 Equation 
3.18 becomes
1 ± 0.01V = --------------  (3.26)y 0.02 ±0.01 v '
which gives a range of y values from 33 to 101.
If a is now preconditioned with a multiplication by 10, Equation 3.26 becomes 
which gives a range of y values of 4.93 to 5.07
The effect of scaling on the drift-diffusion simulation is shown in Figure 3.2. 
Benchmarks of Solvde’s error estimate against iteration count are shown for no
preconditioner, and for P sci and one of the other scaling matrices used in the
testing process. The results are for solution of the 0V case for a bilayer device 
similar to the one in Section 6.2, with a convergent solution defined as one with 
an error of less than lx l0 -6. The only difference between the three simulations is 
the preconditioning of the data matrix. The unconditioned simulation took the 
longest to converge to a solution, with the preconditioners noticeably reducing 
the iteration count. While P scj’s rate of convergence is initially slower than the
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other scaling matrix, increases in the rate result in a converged solution roughly 
50 iterations sooner.
lx lO 2
* - *  P scl
o— b alternative scaling matrix 
—  No preconditioner1x10
a oi  lxio*
1x10'
1x10'
0 100 400200 
Iteration count
300
Figure 3.2: Error estimate against interation count for using the simulation with 
and without preconditioning
While a speed improvement is beneficial, the primary advantage of precondition­
ing is shown in Figure 3.3. The simulation is trying to solve the same system 
as in 3.2, but this time for an applied bias of 2.34V. At this applied bias the 
unconditioned system is unable to produce a converged system, which eventually 
causes the simulation to crash. A convergent solution is produced by using the 
preconditioners, and the system could be simulated for applied biases of a least 
10V.
3.4 Conclusion
The differential equations from section 2.3 are solved via an iterative relaxation 
method, based on a finite-difference approximation. This method is fast, and 
has relatively low resource requirements. However the inherent ill-conditioning 
of matrices formed from the differential equations makes the simulation prone to 
numerical instability. Changing the method used to solve these matrices does not
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Figure 3.3: Error estimate against interation count for using the simulation with 
(top) and without (bottom) preconditioning
remove this problem, however it was found that the technique of matrix precon­
ditioning could produce noticeable improvements to the simulation’s stability.
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Electrical D evice Simulation
4.1 Electrical M odelling
In order to extend the electrical model, previously validated by [1] and [2], the 
focus of work has shifted away from single-layer devices constructed from con­
ventional materials (such as PPV) and bi-layer devices to more novel or complex 
devices and materials.
The work contained within this chapter details work on single-layer devices con­
structed of a novel blue-emitting copolymer and emissive shift in a tri-layer 
OLED. Additionally the differences between two different heteroj unction models 
are studied in a theoretical bi-layer device.
4.2 M odelling heteroj unctions in an OLED
There are two main factors that limit the photometric efficiency of an OLED; 
Mismatches between electron and hole transport can result in recombination at 
metal contacts or other optically inefficient regions within the device (see chapters 
5 and 6). Additionally, charge imbalance due to unbalanced carrier injection 
limits the recombinative efficiency since the majority carriers can be transported 
straight through the device instead of recombining.
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One method of increasing device efficiency is to construct the diode from mul­
tiple layers of organic semiconductor. In many multi-layered OLEDs layers can 
be characterised as electron-transporting layers (ETL), hole-transporting layers 
(HTL) or emitting layers (EL). Often a transporting layer will also act as an 
emitting layer. The choice of materials is based on a number of factors. Dif­
ferences in HOMO and LUMO energies between layers can increase charge in­
jection (by reducing the Schottky barrier height) and additionally can increase 
recombinative efficiency (by confining carriers to specific regions in the device). 








Figure 4.1: Band structure for the first device
The previous chapter (Section 2.3.6) presented two methods to model an organic 
heteroj unction (the interface between two organic semiconductors with different 
HOMO or LUMO energies). In this section two artificial hole-dominated bilayer 
OLEDs, inspired by the similar devices in [3], are studied. The devices both have 
a discontinuity in the valence band (the conduction band is continuous between 
the layers). Each device was simulated using both methods of heteroj unction 
modelling-firstly by assuming continuity of drift diffusion across the interface 
and secondly by explicitly including thermionic emission effects.
The first device (shown in Figure 4.1) has a relatively small discontinuity between 
the HOMO levels (0.2 eV). The direction of forward bias is taken with the anode 
as the left contact and the cathode as the right. Reverse bias swaps these roles, 
with the left contact acting as the cathode and the right as the anode. Unless 
stated otherwise, all other device band diagrams in this thesis conform to this
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classification.
Parameter Layer 1 Layer 2
Xc (eV) 3.0 3.0
E,  (eV) 3.0 3.2
3.0 3.0
Nc  (m-3) lx lO 27 lx lO 27
N y  (m~3) lx lO 27 lx lO 27
Ndop (m-3) - lx lO 15 -lx lO 15
fJLn (m2/Vs) 5xl0~8 5xl0-8
fip (m2/Vs) 5xl0-8 5xl0-8
E0 (Vm -1) 2.0xl04 2.0xl04
Thickness (m) l.OxlO-6 l.OxlO-6
Table 4.1: Material parameters
Figure 4.2 shows the forward bias J-V curves for the first device, simulated using 
the parameters listed in Table 4.1. When the thermionic emission heteroj unction 
boundary conditions are included in the simulation, the current-density is slightly 
reduced in magnitude, compared to the ’’plain” drift-diffusion simulation. This 
is expected as by including the effect of the 0.2eV energy barrier, hole transport 
through the heteroj unction is reduced.
Looking at Figure 4.1, for reverse bias there is no energetic barrier to hole trans­
port across the heteroj unction. This means that including thermionic emission 
effects in the simulation should not noticeably alter the device’s transport prop­
erties, and this is verified in Figure 4.3 (the absolute magnitude of the current- 
density is shown) as there is no discernable difference between the J-V curves.
To study the effect of a much larger offset between HOMO levels, the energy 
gap of the right layer in Figure 4.1 was increased by 2.0eV, resulting in a 2.2eV 
barrier to hole injection (Figure 4.4). The other device parameters retained the 
values given in Table 4.1.
Figure 4.5 shows the forward bias J-V curves for the second device. Even though 
the hole injection barrier is unchanged {(f)Bp is 0.9 eV) the large discontinuity 
between the organic HOMO levels causes the current-density to be drastically 
reduced. As before, including the effect of thermionic-emission at the hetero­
junction causes a decrease in the simulated current.
Figure 4.5 shows the electric field and hole density profiles through the device.
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Figure 4.3: Reverse bias J-V curves for the first device
Note tha t the hole profile has a linearly scaled vertical axis to highlight the peak 
density, which is the significant quantity for these results.The simulated field in 
the right layer is increased when thermionic effects are included. This is due 
to the thermionic-emission boundary conditions causing an increase in the hole 
density at the heteroj unction.
In general, including the thermionic-emission heteroj unction boundary conditions 
in the device model will (compared to the ’’plain” drift-diffusion model) cause 
a drop in the current-density due to an increased build up of carriers at the 
interface. This build up of holes (or electrons) can also result in an increased
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Figure 4.4: Band structure for the second device
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Figure 4.5: Forward bias J-V curves for the second device
(or decreased) electric field within a layer. Although this difference in current- 
density/electric field does increase with the magnitude of the HOMO discontinu­
ity, it increases far less than might be expected from the exponential nature of 
the heterojunction boundary conditions (see Section 2.3.6). This is presumably 
due to the fact that the magnitude of the thermionic emission current increases 
as the system deviates from its equilibrium state [3]. For the second device, al­
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Figure 4.6: Electric field profile (left) and hole density profile (right) for the 
second device at an applied bias of 6V
4.3 Em issive shift in a tri-layer OLED
This section continues the theme of multi-layered devices with a look at a tri­
layer N,N-diphenyl-N,N-bis(3-methylphenyl)l-l-biphenyl-4,4-diamine (TPD)/2- 
(4-tert-butylphenyl)-5-(4-biphenyl)-l,3,4-oxadiazole (PBD)/ tris-(8- hydrox- 
yquinoline) aluminium (Alq) device, created by [4]. Considerations of the band 
structure energetics (see Figure 4.7) by [4] led to these materials being nominally 
classified with TPD as an electron transporter, PBD as an emitting material and 
Alq as a hole transporter. However, as this section shows, this is an incorrect 
description of roles the materials play during device operation.
Reference [4] reported measurements of the device’s luminescent output at various 
voltages - Figure 4.8 shows the experimentally measured emission profiles at 8V 
and 14V. At an applied bias of 8V the emission peaked at just below the center 
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Figure 4.7: Band structure and direction of charge injection
emission is occurring within the Alq layer, with the emission from the TPD or 
PBD layers being a small fraction of this value.
a
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Figure 4.8: Emission spectra (from [4]) for applied biases of 8V (left) and 14V (right)
As the applied bias increased from 8V to 14V there was a broadening [4] of 
the lower-wavelength region of the emission profile, eventually resulting in a sec­
ondary emission peak located at the center of TPD's emission band (420nm [6]). 
No peak was observed at the PBD emission band center (370nm [7, 8]); emission 
at this wavelength is most likely due to TPD (as the emission at 370nm increases 
proportionally with emission at 420 nm).
The low intensities at 370nm combined with the peaks at 420nm and 520nm, 
implies that the initial description of successive layers from the left as Hole Trans­
porter/Emitter/Electron Transporter was incorrect. From the experimental find­
ings it is reasonable to suggest the materials perform as Hole Transporter/Hole 
transporter/Emitter at 8V and as Emitter/ Hole Blocker (or Electron Trans- 
porter)/Em itter at higher biases. This is in agreement with studies of similar 
devices - e.g. [9]
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Parameter TPD PBD ALQ
X c  (eV) 2.3 2.6 3.1
E9 (eV) 3.2 3.6 2.7
3.0 3.0 3.0
N c  (m -3) lx lO 27 lx lO 27 lx lO 27
N v  (m -3) lx lO 27 lx lO 27 lx lO 27
N dap  (rn-3) - lx lO 15 -lx lO 15 lx lO 15
Hn (m2/Vs) 1x10“ 11 lxlO-12 lxlO "10
fip (m2/Vs) lxlO-9 lxlO-10 lxlO-12
E0 (Vm -1) 1.45x10s 2.5xl07 6.5xl05
Table 4.2: Material parameters
To enable study of device emission with an electrical model (which calculates 
recombination rates rather than emission rates) the assumption was made that 
the emission from a layer is proportional to the total recombination occuring 
within that layer, and that all layers share the same constant of proportionality. 
It was further assumed that for an emission spectrum with 2 peaks, where each 
peak is centered on a particular layer’s emission band, that the ratio of the peak 
intensities is equal to the ratio of the recombination rates in each layer.
So for the 8V emission spectrum, where only one peak was observed (near the 
centre of the Alq emission band) the recombination rates in the TPD and PBD 
layers would be expected to be a small percentage of the rate in the ALQ layer. 
At 14V the expected TPD recombination rate would be around 80 per cent of 
the ALQ rate
The device was simulated using the parameters in Table 4.2. The electron and 
hole barriers, </>#n and were taken from the band diagram as l.leV  and 
0.6eV respectively. At each voltage step the total recombination rate within each 
layer was calculated. Table 4.3 shows the simulated ratio of TPD recombination 
to Alq recombination from 8 to 14V, along with the experimentally measured 
ratio of the TPD /A lq emission peaks. Information for the PBD recombination 
rates are not shown, as they are negligible in both simulation and experiment. 
At 8V since there is no discernable peak at the TPD emission band, a nominal 
TPD /A lq emission ratio of 0.05 was assigned.
The results show good qualitative agreement: The ratio of TPD to ALQ increases 
from being low at 8V to high at 14V. Quantitatively the ratio may be slightly 
too high at 8V and slightly too low at 14V, but considering the simplicity of our
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Voltage Recombination ratio Emission peak ratio
8 V 0.16 0.05 (nominal)
10 V 0.27 0.30
12 V 0.43 0.50
14 V 0.68 0.80
Table 4.3: Ratios of TPD/ALQ recombination and emission
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Figure 4.9: Carrier profiles through the device at 8V (left) and 14V (right)
Figures 4.9 and 4.10 show the carrier and recombination profiles through the 
device at 8V and 14V. As might be expected from Table 4.3, the bulk of the 
recombination occurs within the TPD and Alq layers. In each layer the peak 
recombination magnitudes occur at the heteroj unction between layers. The rel­
ative shapes of the TPD and Alq recombination zones remain roughly the same 
between 8V and 14V, with the Alq zone being noticeably broader than the narrow 
TPD zone. However the peak TPD recombination rate shows greater variation 
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Figure 4.10: Recombination profiles through the device at 8V (top) and 14V 
(bottom)
Considering this, it would seem that rather than the broadening of recombina­
tion region with voltage suggested by [4], the device can be seen as having two 
separate recombination regions with different voltage responses. For example the 
recombination within in the TPD layer increases by approximately an order of 
magnitude between 10 and 14V, while the amount of ALQ recombination only 
doubles.
These results shows the importance of a detailed and accurate device simulation
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in predicting device behaviour for a complex, multi-layered device. A simple 
analysis of the band structure could lead to the conclusion that the majority of 
recombination would occur in the PBD layer, and hence that the device would 
produce light at 390nm. However the simulation predicts that Alq will be the 
primary emitter, with the TPD emission increasing with the applied bias, which is 
in agreement with experimental observations. Rather than acting as an emitting 
layer, PBD is shown to act as a transport/blocking layer.
4.4 Variation in the internal field of SCB11 due 
to degradation
The device presented in the previous section illustrates one of the methods used 
to increase device efficiency - the use of multiple layers of small-molecule semi­
conductors to selectively transport and block carriers to maximise light output. 
An alternative approach is to use statistical copolymers - that is a polymer 
constructed of different functional moieties. The composition and ratio of moi­
eties is chosen for specific purposes such as improving electron and hole trans­
port/balance or adjusting HOMO and LUMO levels to reduce the barriers to 
charge injection.
SCB11 is a statistical copolymer produced by Dow Chemicals Ltd, supplied to 
Riz Khan et al [10] by Cambridge Display Technology Ltd. The three functional 
moieties were 9,9-dioctylfluorene , N-(4-butylphenyl)diphenylamine and bis-N,N- 
(4-butylphenyl)-6is-N,N-phenyl-l,4-phenylenediamine , respectively the nominal 
electron transporting, hole transporting and emitting groups.
Electroabsorption (EA) spectroscopy [11] uses an electric field to modulate the 
transmission of light through an organic thin film semiconductor by perturbing 
molecular energy levels. EA spectroscopy has been previously been used to mea­
sure the electric fields in both mono- and multi-layered OLEDs [12] [13] [14] [15]
EA spectroscopy measurements were made of a series of devices with an In­
dium Tin oxide (ITO): polyethylenedioxythiophene /polystyrenesulphonate (PE- 
DOT:PSS):SCBll: Au structure [16]. The devices were subjected to a constant
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electrical stressing at 120V D.C. for 16.75 hours. Before stressing the electroab­
sorption response was linear between -5V and +5V. After stressing the 
electroabsorption response had two main differences, firstly the curve was shifted 
upwards by a constant factor, and secondly the curve sharply changed gradient 
at around 0.5V.
The electroabsorption response of a semiconductor layer is proportional to the 
average electric-field within that layer. Thus, for the un-degraded results, there 
is a constant linear relationship between the electric field in the polymer layer 
and the applied bias. It was assumed for the un-degraded device that the entire 
applied bias was across the polymer - i.e. there were no other significant poten­
tial drops in the circuit. Using this assumption it was possible to calculate the 
constant of proportionality between electroabsorption response and electric field.
Looking at the zero applied bias results for the un-degraded and degraded devices 
in Figure 4.12, the vertical shift in the curves indicates a change in the built-in 
voltage, which was taken to be due a change in the PEDOT workfunction of 
0.8eV. This drop in the workfunction was qualitatively confirmed by analysis of 
PEDOT from the degraded device with a Kelvin probe (the small size of the 
PEDOT sample compared to the probe prevented a precise measurement).
Additionally the fact that the degraded ^  curve has a shallower (and variable) 
gradient to the un-degraded curve means that the field in the degraded polymer 
increases less rapidly with voltage. This implies that the potential difference 
across the degraded polymer, at a particular applied bias, is less than in the 
un-degraded case. Or , in terms of an electrical circuit, the degraded device is 
behaving in a similar fashion to a potential divider circuit, with a significant 
proportion of the applied bias dropped over a region other than the polymer.
It was suggested [17] that the electrical stressing caused the PEDOT/polymer 
interface to degrade, introducing a non-negligible interfacial resistance and a drop 
in the effective PEDOT workfunction. To model the resistive properties of the 
interfacial layer, the simulation was modified to include the effect of a series 
resistor. The degraded device is treated as being equivalent to the circuit diagram 
shown in Figure 4.11. The diode in Figure 4.11 is simulated by the drift-diffusion 
model, while the resistor is modelled by Ohm’s law. The voltage across the diode 





Upo(m2V_1s_1) 5 .6 x l( rn
Eon(Vm->) 1.3xl06
E0v(Vm-1) 1.3xl06
Nc(m -3) lx lO 27
N v (m~3) lx lO 27




Table 4.4: Material parameters for SCB11.











Figure 4.11: Equivalent circuit for the degraded device
The degraded and undegraded devices were simulated with the parameters from 
table 4.4. The carrier mobilities and HOMO/LUMO energies were measured 
experimentally [17], all the other parameters were assigned typical values from 
the literature . The barriers to injection for the un-degraded device were taken 
as 0.1 eV for (f)BP and 1.8 eV for 0£n. The value of (f>BP was dropped to 0.9 eV 
for the degraded device, while (f)Bn was assumed to remain constant. A set of 
simulations were carried out treating PEDOT as first a metal-type contact and 
secondly as a heavily doped semiconductor layer. However it was found that the 
polymer’s simulated Ea curves were the same in both cases, so PEDOT is treated 
as a metal-type contact hereafter, for the sake of simplicity.
The reverse bias curve has a different gradient in the degraded and undegraded 
cases. At approximately -5V applied bias, the potential difference across the
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degraded polymer is around IV lower in magnitude than for the undegraded 
polymer. Considering the reverse bias J-V characteristics this gave an interfacial 
resistance of 4x 1019fh Using this value it was also necessary to drop the value of 
the hole recombination velocity, vrp, at the PEDOT/polymer interface by 4 orders 
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Figure 4.12: Simulated and Experimental EA curves
The simulated results for the un-degraded device are in close agreement with the 
experimental measurements, however in the case of the degraded device there 
are fundamental discrepancies between the simulated and experimental data. 
The simulated reverse bias results for the degraded device are noticeably non­
linear, while the corresponding experimental results were observed to be approx­
imately linear. Assuming a constant interfacial resistance, this implied the effec­
tive reverse-bias resistance of the polymer should also be constant. However the 
drift-diffusion theory predicts that the polymer’s effective reverse-bias resistance 
is not constant.
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The effective resistance of two resistors in parallel is given by
1 1 1
(4.1)
R e f f R i R 2
If R2 )) Ri then Equation 4.1 will tend to
L_ ~  1 (4.2)
or
R e f f  ~  R \ (4.3)
Thus Ref f  will remain approximately constant with respect to a varying value of 
R2, providing the above inequality holds true.
With this in mind it was proposed that if the polymer’s electrical characteristics 
were treated as being equivalent to a simple parallel circuit, consisting of a diode 
and resistor (see Figure 4.13), then the polymer could demonstrate an approxi­
mately constant reverse-bias resistance. Relating this to Equations 4.1-4.3, the 
diode (here considered analogous to a voltage-dependent variable resistor) is R2, 
the parallel resistor is Rx and Re/ /  is the effective resistance of the polymer layer.




Figure 4.14: Updated circuit diagram for the degraded device
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The simulation was further modified to account for the effect of a parallel resistor. 
The degraded device is now treated as being equivalent to the circuit diagram 
shown in Figure 4.14. As before, the drift-diffusion model was used to simulate 
the diode, while the parallel resistor was simulated in a similar fashion to the 
interfacial resistance (using Ohm’s law). In the next section, further evidence is 
presented to justify the inclusion (and physical origin), of this parallel resistance, 
R//.
The un-degraded and degraded devices were again simulated using the parameters 
from Table 4.4. The approximate values of R// and Rinterface were deduced from 
analysis of the experimental ea results and simulated J-V curves. It was found 
that setting R// to 2.5xl09Q and Rinterface to 5 .0xl08£2 gave the best fit to the 
experimental data. The results obtained with these values are shown in Figure 
4.15.
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Figure 4.15: Simulated and Experimental EA curves
The experimental and simulated results are in exceptionally close agreement, for 
both the un-degraded and degraded devices. The simulated reverse-bias results 
for the degraded device are now perfectly linear, while at forward bias the kink
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Device Structure
1 ITO/PEDOT(200nm)/ SCB11 (80nm)/LiF(lnm)/ Ca (5nm)/Al
2 ITO/PEDOT(200nm)/SCB11 (80nm)/LiF(2nm)/ Ca (5nm)/Al
3 ITO/PEDOT(200nm)/SCB11 (80nm)/LiF(3nm)/ Ca (5nm)/Al
4 ITO/PED OT(200nm )/SCBll(80nm )/LiF(3nm )/Ca (5nm)/Al
5 ITO/PEDOT(200nm)/ SCB11 (80nm)/LiF(4nm)/ Ca (5nm)/Al
6 ITO/PEDOT(200nm)/ SCB11 (80nm)/LiF(4nm)/Ba (5nm)/ A1
Table 4.5: Device composition (from [IT])
is also reproduced accurately.
4.5 M odelling the I-V characteristics of SCB11
The I-V measurements of a set of 6 SCBll-based devices, identical except for 
cathode material and thickness, displayed approximately linear behaviour at ap­
plied biases below that of the built-in voltage. In this range of biases the I-V 
curves closely resembled that of an Ohmic conductor (other groups have also ob­
served this kind of behaviour e.g. [18]). This leakage current was not noticeable 
at biases above the built-in voltage as once the applied bias overcomes the devices 
built-in field, the magnitude of the exponentially increasing thermionic-emission 
current far outweighed the linearly increasing magnitude of the leakage current.
These effects were initially attributed to material defects causing an electrical 
’’short” across the polymer layer. It is difficult, if not impossible, to model these 
effects with a purely drift-diffusion based simulation as they are due to physical 
effects outside the scope of the model.
As mentioned above, the devices were identical except for the cathode thickness 
and composition. Table 4.5 lists the structure for each device. Increasing the 
thickness of the LiF cathode was observed to increase the device’s built-in voltage 
over a rough range of 2.4V to 2.55V.
Initial attempts to replicate the J-V curve focused on biases above the built- 
in voltage. It was found that simulating a device using Time-Of-Flight (TOF) 
measured values produced current-densities approximately two orders of mag-
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Figure 4.16: Simulated and Experimental I-V curves
nitude too high. Reference [17] obtained similar results using a simple Space- 
Charge-Limited (SCL) electrical model. It was possible to reproduce the upper 
bias I-V data by assigning an effective (calculated by curve fitting) mobility to 
SCB11. Figure 4.16 shows the experimental and simulated J-V curves for an 
ITO/PEDOT(200nm)/SCBll(80)/LiF(4nm)/Ca/Al device (device 5 from Table 
4.5) using both the TOF (measured) and effective mobilities. Table 4.6 lists the 
simulation parameters.
The results from the drift-diffusion simulation show good agreement with exper­
iment at biases beyond the built-in voltage; similarly good fits were obtained for 
the other devices in table 4.5. Below the built-in voltage the simulated current is 
many orders of magnitude too small, additionally an explanation is required as 
to why the effective steady-state mobility varies from the measured TOF values.
In the previous section a parallel resistance was introduced into the simulation 
to ensure the polymer’s effective resistance was roughly constant at low- and 
reverse-bias. The above I-V curve implies that the polymer has a fixed resistance
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Parameter SCB11 (Effective mobility) SCB11 (TOF mobility)
3.0 3.0
H„o(m2V_1s_1) 1—1 O X o 1 to l.Ox 10-12
/ipo (m2V_1s_1) 5 .6xl0-11 5 .6x l0-12
£on (Vm-1) 2.0xl06 1.3xl06
E0p(V n r1) 2.0xl06 1.3xl06
Nc(m -3) lx lO 27 lx lO 27
Nv(m -3) lx lO 27 lx lO 27
Ndop(m“3) -lx lO 10 -lx lO 10
Eg(eV) 3.1 3.1
Xc(eV) 2.1 2.1
<Pbp (eV) 3.0 3.0
</>B„ (eV) 0.5 0.5
T (K) 290 290
Device area (m2) 9 x l0 -6 9 x l0 "6
Table 4.6: Material parameters for SCB11.
at low bias, so we have again visualised the electrical properties of the polymer as 
being equivalent to a simple parallel circuit, consisting of a diode and resistor (see 
Figure 4.17). For a particular bias we can state the total current flowing through 
the device is equal to the current flowing through diode, plus the current through 
the resistor. The diode current is calculated, as normal, by the drift-diffusion 
simulation. The current through the resistor is calculated via Ohm’s law.
Polymer
Figure 4.17: Equivalent circuit for the devices from Table 4.5
It was proposed that the discrepancy between the simulated steady-state (effec­
tive) and experimentally measured transient (TOF) mobilities was caused by the 
presence of deep trap sites within the polymer, that would reduce the magnitude 
of the steady state current without noticeably affecting the mobility measure­
ments from TOF experiments. This would mean that the above-v^ experimental 
I-V measurements could be fitted with the TOF mobilities, provided an appro-
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Figure 4.18: Simulated and Experimental I-V curves for device 1
The resistance of the resistor was derived from the experimental results. It is 
reasonable to say that the thermionic-emission current is negligible at low bias 
(at 0.5V the drift-diffusion model predicts currents at least 5 orders of magnitude 
smaller than measured) and so the current through the resistor will be equal to 
the measured current. Resistance values were calculated by dividing the applied 
bias by experimental current for biases from 0.1V to 1.0V and then averaging.
For device 1, a level of traps at 2.8eV (0.3 eV above the HOMO) with a density of 
4x 1023 m“3 was found to give the best fit between the simulated and experimental 
I-V curves. Figure 4.18 shows the results obtained in this manner, alongside the 
experimental data. The results obtained by excluding traps from the simulation 
(no changes were made to R//) are shown for comparison.
The results for device 1 are discussed along with results for devices 2-6, on the 
next page. However it is worth noting that the difference between the untrapped 









E0n (V m -1) 1.3xl06
Eop (V m -1) 1.3xl06
Nc  (nr3) lx lO 27
Nv  (nr3) lx lO 27
N,^  (m -3) - lx lO 10
Eg (eV) 3.1
Xc (eV) 2.1
E t  (eV) 2.8
’■
'T IT i 0
0 4 x l0 23
R// (f)m2) 2 .5x l03
4>b p  (eV) 3.0
4>Bn (eV) 0.5
T (K) 290
Device area (m2) 9 x l0 -6
Table 4.7: Material parameters for SCB11.
TOF and effective mobility curves in Figure 4.16. This demonstrates that the 
effect of including traps (at least when simulating I-V curves) can appear similar 
to an alteration in carrier mobility.
The remaining devices from Table 4.5 were simulated using the parameters from 
Table 4.7. For each device the electron injection barrier, parallel resistance and 
trap density were adjusted for an optimum fit. Table 4.8 lists the values of 
R// and Afr used in each simulation (note that the parameters for Device 1 are 
the same as those in Table 4.7. Each device was also simulated without traps or 
a parallel resistance for comparison. Figure 4.19 shows the results obtained using 
these parameters.
The inclusion of traps and a parallel resistance in the simulation allows a fairly 
good agreement with experiment to be reached. However, at higher bias the slope 
of the simulated I-V curves are steeper than those of the experimental curves. 
This could be (referring back to the results in Figure 4.16) because the field- 
dependence factor , Eq, used in the simulation is too high. Alternatively the 
problem may lie in the choice of trap  parameters used in the simulation. Trap- 
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Figure 4.19: Simulated and Experimental I-V curves for devices 1-6
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Device <\>Bn (eV) N t  (m 3) R// (Om2)
1 0.5 4.0e23 2.5e3
2 0.5 3.5e23 2.0e3
3 0.45 2.0e23 5.0e3
4 0.4 3.0e23 5.0e3
5 0.45 3.0e23 4.0e3
6 3.0 2.0e23 5.0e3
Table 4.8: Material parameters for SCB11.
HOMO and LUMO bands by the traps. Since with the current trap parameters 
the majority of the traps fill below 6V, there are not enough free traps at higher 
voltages to reduce the I-V gradient. This problem cannot be solved by merely 
increasing the trap density as this would also reduce the magnitude of the mid to 
low bias currents. The parallel resistance produces an excellent fit to the sub-v^ 
for devices 2,3,4 and 6, however for devices 1 and 5 there is a slight discrepancy 
between experiment and simulation, which is attributed to experimental error.
The trap energy used in the simulation may have been too low ([17] suggested 
that the presence of the f8t group could introduce a trap level at 0.5 eV above the 
valence band with a density that could be a significant percentage of the polymer’s 
density of states - perhaps even as high as 1 x 1026 m-3). It is possible that a larger 
trap density at a higher energy might result in trap-filling over a wider range of 
biases , while still using the experimentally measured field-dependence values. If 
significant trap-filling was to occur up to 7V then the I-V gradient at 7V could 
be reduced by an appropriate amount, to fit the experimental results.
This section has attempted to model two experimentally observed effects sep­
arately - an unexpectedly high current at low bias, and an unexpectedly low 
current at high bias. These were explained by the introduction of a parallel re­
sistance and deep traps respectively. To investigate whether these parameters 
were connected - perhaps by being produced the same physical property of the 
polymer, a scatter-diagram, Figure 4.20, of trap density vs parallel resistance 
(from Table 4.8) was plotted.
A linear relationship between trap density and parallel resistance, with a nega­
tive constant of proportionality, was extrapolated using a least-squares method 
from Figure 4.20. This shows the low bias parallel resistance decreasing with
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Figure 4.20: Trap density vs parallel resistance for devices 1-6
increasing trap  density. For each device values of trap density and parallel re­
sistance were obtained from separate regions of the I-V curve by separate fitting 
methods. Thus any link between the two variables must be due to a real physical 
relationship, as opposed to an artifact of the fitting process. An inverse relation­
ship between resistance and density is consistent with analytic expressions for 
impurity transport in inorganic semiconductors [19].
This apparent link between trap density and low-bias conductivity could be inter­
preted as implying tha t the leakage current is due to carrier inject ion/transport 
via trap  states (illustrated in Figure 4.21). Although the trap energy levels are 
non-continuous in the band model, carriers could jump between trap states (de­
pending on the spatial separation of the states [19]) just as band conduction in an 
organic semiconductor is due to carriers hopping between the states tha t form the 
HOMO and LUMO levels. Transport mechanisms involving trap/im purity states 
have previously been used to explain a number of experimental observations, 
including low bias currents [20] and degradation of internal field [21].
Note that the above explanation is based on the comparison of fitted parameters 
for a small number of devices. Ideally a functional relationship between traps 
and resistance would be identified by expanding Figure 4.20 with data from a
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VFigure 4.21: Injection/transport via trap energy levels 
larger set of devices.
4.6 Conclusions
The devices studied in this section represent two approaches used in OLED design 
to (hopefully) increase device efficiency - multiple layers and statistical copoly­
mers. The above results are from the first attem pts to use the model to simulate 
statistical copolymer and tri-layer small molecule devices.
By using a crude approximation between recombination and photon emission it 
was possible to qualitatively reproduce the observed emissive shifts for a tri-layer 
device. In the next section the appropriateness of this basic emission model is 
discussed along with the introduction of a full optical model (based on microcavity 
effects) to the simulation. Additionally by using an electrical model, it is possible 
to obtain a far more detailed view of device operation and material behaviour 
than by only considering band structure energetics or analytic expressions. In 
the case of the tri-layer device PBD, which [4] classified as an emitter, was shown 
to act as a transport/blocking material.
When simulating the electrical properties of SCB11 the drift-diffusion simula­
tion initially proved to be inadequate to reproduce experimentally observed de­
vice characteristics. Resistive effects, attributed to material defects within the 
polymer and PEDOT:PSS/polymer interface, were introduced into the model to 
explain device behaviour. Simulations of the I-V and E-V characteristics were
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generally in good agreement with the experimental results. The EA results were 
particularly well reproduced for both the degraded and undegraded devices.
The fact that a parallel resistance was required for both the EA and I-V simula­
tions, offers justification for its inclusion in the device model. Furthermore when 
traps are introduced to explain higher bias I-V behaviour, there appears to be a 
relation between trap  density and the magnitude of the parallel resistance. W ith 
this in mind the explanation is proposed that the leakage current observed at low 
bias is due to injection and transport of carriers via trap energy levels.
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Light em ission in a thin-film  
micro cavity
There are a number of methods by which the light emitted by a singlet recom­
bining can be modelled (e.g. [1, 2, 3, 4]. The method described in this thesis is 
from [5], which uses the theory from [6, 7, 8, 9] and is based on the equivalence 
between an oscillating dipole antenna and the probabilities of a recombinative 
dipole transition. This theory allows the calculation of the power radiated by 
a dipole antenna within a microcavity, which in turn provides the change in 
radiative decay rate for dipole transitions.
5.1 The propagation of light in a microcavity
Figure 5.1 shows a thin-film structure, consisting of a stack of dielectric lay­
ers,orthogonal to the x-axis, terminated by two half-infinite media. Each layer 
is referred to by a parameter i, so the refractive index and layer thickness for a 
particular layer are referred to as rii and d* respectively. Of special note are the 
emitting layer (the layer in which photons are generated) and the half-infinite 
boundaries, which are labelled as e, +  and — respectively.
In a layer with a refractive index of n*, light with a wavelength A has the corre­
sponding wavevector k{.
Figure 5.1: Thin film structure, terminated by two half-infinite media
(5.1)
The component of the wavevector in the x  direction, kx,i, is given by:
kx, i = — /c2)1/2 (5.2)
where kx, i is taken as the complex square root in the first quadrant of the complex
plane and k is defined as:
K = (kl,i -  kl i Y /2 (5-3)
If both ki and « are real, and ki is greater in magnitude than k then Equation 




tv =  (k iS in o t i)
where is the angle between ki and the x-axis (see Figure 5.2).
(5.4)
Figure 5.2: orthogonal component of the wavevector
For a wave propagating through a layer i, the complex Fresnel coefficients for 
reflection and transmission, r^i±\ and £j,i±i, between adjacent layers,i±l, are 
given by:
r TM _  
r i,i± 1 —kx.,/n'f +  kXti± i /n -±1 (5.5)





lT M  
ji,a  i =  1 +  r
TM  
i,i± 1 (5.7)




a ’TM ’ superscript indicates the Fresnel coefficient for TM polarised waves while 
a ’T E ’ superscript likewise refers to waves with TE polarisation. Figure 5.3 
illustrates the labelling convention used in the above equations.
i+1
i-1
Figure 5.3: sign conventions for Fresnel coefficients
For two layers, labelled i and j , separated by an arbitrary number of intermediary 
layers, the total reflection and transmission coefficients can be determined by a 
recursive algorithm:
%'3 1 +  riA±1ri±1J exp(2jkXyi±idi±1)
 ^ 6Xp(2^'kx,i±.\di± \) 10)
1 “1“
where dj±i is the layer length.
In practice Equations 5.9 and 5.10 are used to determine the total 
reflection\transmission coefficients between the emitting layer and free space, 
r c,± and tCj±. The energy reflection and transmission coefficients, R ej± and Te>±, 
are derived from the amplitude coefficients:
l )T M ,T E    I T M ,T E  12
r c,± I (5.11)
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rp T M  uTM |2n e ^*,± 1 0 ^
7 1 4 M  (5 ' 12)
I S 1 =  l ^ f l 2l H  (5-13)I Kx,e |
note that Tj±  and Tj±  are taken to be zero when kXi± has a nonzero imaginary 
component, since there is no transmission, due to medium’s absorbing nature.
5.2 An Em itting Dipole Antenna in a Microcav­
ity
The total power (ignoring time-based behaviour) emitted by an elementary dipole 
antenna with dipole moment po and frequency v in an infinite medium of refractive 
index n e is given by:
The ratio of the actual power emitted by a dipole to Equation 5.14, here denoted 
as F, is used to simplify studying microcavity effects. For the case of a dipole in 
a infinite medium, F is equal to one. The total power output of a dipole antenna 
(including losses due to absorbing media and output into free space) can then be 
expressed as:
(5 .15 )
where K  is the power density per d/s2. For a dipole antenna at an angle of 0 to 
the x  axis, the TM and TE components of the power density can be expressed as 
a function of the TM and TE power densities of a dipole parallel or perpendicular 
to the x  axis:
f  oo
F =  K {k)Ak2
JO
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K j M = K l M cos2 6 + K j M sin2 B (5.16)
with a similar expression for K j E. For dipoles with a random orientation, inte-
grating over 6 gives:
I / ’T M    d  T f l  M  . “  TS
R n n d n m  ***“ I I ^  I
1 T  , ^ t/ T E
' a do  o -L (5.17)
k te  =  ~ k tb  + ~ k TeRandom 3 3 (5.18)
where K TM, KTM, KTE, KTe  are defined as:
k2 (1 +  aTM)(l +  a ™ )
U2U  1 _  rJT M^x.e *■ ^
(5.19)
K l M = ^R e kx,e (1 — a I M)(l — a_  )
fcf 1 — a ™
(5.20)
J<P = 0 (5.21)
K T e = ^R e
1 ( l + a T E) ( l +  a ^ E)
k ehx e 1 -  a TE
(5.22)
where the a  coefficients are defined as
aTM.TE =  r ™ r r e x p (2 A ^ +) (5.23)
a T_M,TE =  r T M . T E e x p { 2 j k x e X _ ) (5.24)
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a TM,TE  _  TM,TE TM,TE=  a + a _ (5.25)
The a  coefficients represent the majority of the microcavity effects; The nu­
merator in Equations 5.19-5.22 which is of the form (1 ±  a+ )(l ±  &-) represents 
wide-angle interference effects (interference between directly emitted and reflected 
radiation). The denominator which is of the form (1 — a) represents multiple- 
beam interference effects (interference between repeatedly reflected radiation). 




Figure 5.4: Wide-angle interference
5.3 Radiative and Non-radiative Dipole Transi­
tions in a microcavity
So far the optical model has been concerned with a dipole antenna, which emits 
continuous radiation. However, the dipoles (the excitons) in an organic semi­






Figure 5.5: Multiple-beam interference
When a dipole antenna’s power output is altered due to microcavity effects, 
the probability of a discrete radiative transition is altered by the same amount. 
For a dipole at a position x  inside the dielectric stack, with free-space radiative 
and non-radiative decay rates of rr and rnr respectively, the probability of a 
radiative transition resulting in emission into free space, relative to the free-space 
probability is:
Pdecay _i_ \  ^coupling (,%') (5.26)
T~nr i "





/  + K U )  d*2 (5.27)
Jo
The radiative and non-radiative decay rates,rr and rnr, are related to the total 
decay rate, r s, by the photoluminescent (PL) efficiency
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Vp l  =  -  =  1 -  —  (5.28)
Ts Ts
and t s is defined as
Ts — T~nr "h Tr (5.29)
note that rr is the free-space radiative decay rate, in a microcavity the radiative 
decay rate is given by F rr and Equation 5.29 becomes:
ts = rnr +  Frr (5.30)
5.4 Electro-Optical M odel
To calculate the light output the density of singlet (radiatively decaying) excitons 
is required. The continuity equation for excitons is
dS (x ,t )  d2S ( x , t ) , \ri/ \ /r— -Qt—  =  rgtRopt +  Ds — ------- r8(x)S(x, t ) (5.31)
or for the steady-state case:
Tg{x)S{x) =  VgtRopt + Ds d (5.32)
where S(x ,t)  and S(x)  are the singlet densities, Dg is the exciton diffusion rate, 
taken here as L 2d t s where L p  is the exciton diffusion length and t s the singlet 
decay rate, rst is the singlet to triplet ratio, Ropt is the Langevin recombination 
rate and rs(x) is the position-dependent singlet decay rate. Note that Equations
5.31 and 5.32 use quantities calculated from the drift-diffusion and optical models,
and so can be seen as the link between the two models.
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Once the singlet profile is known (by solving Equation 5.32) the rate of externally 
emitted photons can be calculated:
P =  f Eappi(x)F(x)TrS(x)dx  (5.33)
Jo
the external quantum efficiency (externally detected photons per input carrier) 
is given by:
Vq =  P/(Jn + Jp) (5.34)
or in terms of the individual efficiency components:
Vq =  TstVRVPLPdecay  (5.35)
where t}r is the recombinative efficiency (also known as the charge efficiency) 
defined in Chapter 2.
5.5 Analytical solutions
In general it is not possible to solve Equation 5.31 analytically, due to factors such 
as non-analytic singlet generation rates. However by assuming exciton diffusion 
is negligible the singlet density at a point can be taken as directly proportional 
to the singlet generation rate:
ts.S = rstR opt (5.36)
substituting Equation 5.30 into Equation 5.36 gives:
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s  =  rstR ^
T  “1“  F  T1 nr i ' r
the total number of radiative events per second, Ptoti is given by multiplying the 
singlet density by the radiative decay rate:
Ptot = Tst^ Z ‘ Frr (5.38)
Tvr +  FTr
the number of radiative events emitted into free-space (out-coupled) can then be 
expressed as:
p    Tnr T Tr Tst^opt
Tnr +  F rr 7~nr +  Frr
F tt F  K (k )d/c2 (5.39)
Jo
for dipole transitions dominated by radiative decay (rr>> rnr) Equation 5.39 
becomes:
p    TstPopt
~  F
[  + K ( k) dx? (5.40)
Jo
for dipole transitions dominated by non-radiative decay (rnr > >  r r ) Equation 
5.39 becomes:
P  =  r ^ R o ^ F T r  M l K ^ dK2 (5 41)
Tnr Jo
Equations 5.40 and 5.41 highlight the dual nature of the parameter F; For dom­
inant radiative decay the photometric efficiency is inversely proportional to F, 
while for dominant non-radiative decay the efficiency is directly proportional to 
F. This relationship is due to F being related to both the extent of decay into 
evanescent modes and alterations in the radiative decay rate. Thus for a system 
with both radiative and non-radiative decay channels, the effect of increasing F 
is a trade-off between decreased efficiency due to evanescent modes and increased 
efficiency due to a greater proportion of singlets which emit photons. If radiative
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decay dominates (i.e. nearly all singlets emit photons) increasing F must de­
crease the efficiency since the number of singlets emitting photons is already at a 
maximum. If non radiative decay dominates (virtually no singlets emit photons) 
then the increased probability of an evanescent mode being emitted is more than 
out-weighed by the increase in singlets decaying radiatively.
5.6 Conclusions
This chapter describes alteration in a dipoles emission due to microcavity effects. 
The key parameters obtained from the optical model are the increase in radiative 
decay rate and the photon outcoupling, F  and E^pUng, from which the photolu- 
minescent efficiency can be calculated. The drift-diffusion and optical models are 
linked via the singlet diffusion equation, which is solved by the same numerical 
techniques discussed in Chapter 3.
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Chapter 6
Optical and Electro-optical 
D evice Sim ulation
The results in this chapter were obtained using both the stand-alone optical 
model and the full electro-optical simulation. When looking for OLED’s to study 
electro-optically, it was preferable to look for devices configurations that the drift- 
diffusion model had previously simulated successfully (such as bilayer TPD:Alq 
devices) since this would make it easier to isolate any problems or irregularities 
arising from combining the separate electrical and optical models.
6.1 Reflection and absorbtion at a metal- 
semiconductor interface
Perhaps the simplest optical system is that of the interface between two half­
infinite media. Figure 6.1 illustrates a system of this type: A dipole (assumed 
to be of random orientation) is located within an organic semiconductor at a 
distance x from the metal-semiconductor interface. Light emitted by the dipole 
can either be directly emitted into the organic, reflected into the organic at the 
interface or absorbed by the metal.






Figure 6.1: Dipole emission near a metal-semiconductor interface
interfaces: The metal was modelled firstly as calcium and then as aluminium. 
Table 6.1 lists the refractive indices used in the simulation. The dipole was taken 





Table 6.1: Refractive index values used in the optical simulation.
Figure 6.2 shows the increase in the dipole’s radiative decay for both systems. As 
the dipole approaches the metal the total radiative power,F, begins to increase 
in a exponential fashion, indicating a strong coupling into evanescent modes. 
For the calcium-organic interface, F begins to increase rapidly once the dipole is 
within ~50nm of the interface, while this distance is reduced to ~10nm for the 
aluminium-organic interface. Since a dipole’s emissive efficiency generally has a 
reciprocal relationship to F and bearing in mind the typical layer thicknesses in 
an OLED (<100nm) the above results imply that, from an optical perspective, 
an aluminium electrode is preferable to a calcium electrode. This conclusion is 







Distance from organic-metal interface (m)
2e-07
Figure 6.2: Increases in radiative decay near an organic-metal interface.
Figure 6.3 shows the out-coupling efficiencies (the percentage of dipole transitions 
that result in photons being emitted into upper half space) for calcium and alu­
minium layers. The photo-luminescent (PL) efficiency was varied from 100% (all 
dipoles decay radiatively) to 50% (half the dipoles decay radiatively in free space) 
down to ~0% (dipole transitions are dominated by non-radiative processes). For 
the ~0% PL results, the out-coupling efficiency is determined by interference ef­
fects, which produces a sinusoidal curve that tends to unity (complete reflection) 
as the dipole moves away from the interface.
For both metals, as the PL efficiency of the dipole increases the out-coupling 
efficiency is increasingly dependent on F, causing the curves to become less si­
nusoidal due to comparatively reduced interference effects. For the 50% and 
100% PL curves the out-coupling efficiency decreases as the dipole approaches 
the interface, due to the increased emission into evanescent modes.
As suggested by Figure 6.2 dipoles within ~50nm of the calcium interface have 
lower out-coupling efficiencies compared to the aluminium interface (for the 50% 
and 100% PL cases). This again supports the conclusion that, optically speaking, 
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Figure 6.3: Variation in out-coupling efficiency for different organic-metal inter­
faces.
6.2 The external quantum  efficiency of 
T P D /A lq  Bilayer OLEDs
A variation in the external quantum efficiency with layer thickness for bilayer 
devices constructed of N,N’-diphenyl-N,N’-(3- methylphenyl)-[l,l’biphenyl]-4,4’- 
diamine (TPD) and tris-(8-hydroxyquinoline) aluminium (Alq) layers has been 
noted by a number of groups [2, 3]. They each independently concluded that 
there was an optimum thickness for the Alq layer for which maximum external 
quantum efficiency was observed.
These devices had previously been studied with the group’s electrical model [4].
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However the simulation predicted an invariant recombinative efficiency (which is 
proportional to external quantum efficiency) with respect to Alq thickness. It was 
concluded that optical effects were responsible for the experimentally observed 
variations, which made these devices ideal candidates for testing the full electro- 
optical simulation.
The first set of devices to be simulated were based on those produced by Yahiro et 
al [5]. The devices studied were fabricated from a 50nm layer of TPD and an Alq 
layer of variable length, with an Indium-Tin Oxide (ITO) anode and a Mg:Ag 
cathode [5]. Measurements of external quantum efficiency were carried out at 
a constant current of lOmAm-2. Figures 6.4 and 6.5 show a schematic energy 
level diagram and microcavity structure for these devices using parameters from 
[3, 6, 7, 12, 13, 14, 15, 16]. Tables 6.2 and 6.3 contain the material parameters 










Figure 6.4: Band diagram and direction of charge injection.
The thicknesses of the glass substrate and ITO layers were not stated in [5]. As 
an initial approximation, the glass layer was assumed to be the same thickness 
as the largest Alq layer (200nm), while the ITO layer was taken as having half 
this value. There is some uncertainty about Alq’s exciton diffusion length with 
estimates ranging from 5nm to 50nm [8, 9]. A typical exciton diffusion length in 
an organic semiconductor is lOnm [10] and this was the value used for the first 
set of results.
Alq was assumed to be a monochromatic emitter with a wavelength of 550nm
[11]. Exciton formation and light emission in the TPD layer were found to be
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Parameter TPD Alq3
3.0 [12] 3.0 [12]
UnO (m2V-1s-1) 6.1 x lO-10 [12] 1.9x10-“  [12]
Upo (m2V-1s-1) 6.1 x lO -8 [12] 1.9x10“ 12 [12]
E0 (V m -1) 4 .44x l07 [12] 7 .1x l06 [12]
Nc  (m -3) lx lO 27 [12] lx lO 27 [13]
N v  (m -3) lx lO 27 [12] lx lO 27 [13]
£ •§ T
1 00 - lx lO 15 lx lO 15
Eg (eV) 3.0 [6] 2.7 [6]
Xo (eV) 2.4 [6] 3.0 [6]
L d  (nm) 10 10
Vpl 0.33 0.33 [14]
r,t 0.25 0.25 [9]
rs ( s '1) 7 .7 x l0 7 7 .7x l07 [15]
E, (eV) - 0.15 [16]
N( (m -3) - 1.3xl023 [16]
4*Bp (eV) 0.70 -
<t>Bn (eV) - 0.66
Table 6.2: Material parameters used in the electric transport simulation.
Material n layer width (nm)
Air 1.0
Glass 1.5 [9] 200
ITO 1.9 [9] 100
TPD 1.9 [9] 50
Alq 1.7 [9] 25-200
Mg:Ag 0.25+4.3i [9]








Figure 6.5: Schematic of the device’s microcavity structure.
at most 1% of that in the Alq layer. Because of this the following results only 













Figure 6.6: The external quantum efficiency versus Alq thickness for a series of 
IT O \TPD \A lq\M g devices.
Figure 6.6 shows the simulated and experimentally measured external quantum 
efficiencies for the devices described above. Overall there is a good agreement be-
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tween the simulated and experimental curves. The simulated quantum efficiencies 
are the same order of magnitude as the experimental measurements, additionally 
a clear variation in efficiency, from a maximum to a minimum, between Alq layer 
thickness of about 75nm and 175nm, is present in both cases.
The efficiency peak at an Alq thickness of 75nm is due to an interaction between 
the twin optical effects of constructive interference and alterations to the exciton 
radiative decay rate. This means that exciton decay is more likely to result in 
externally detected photons at the 75nm than at other thicknesses. Relating this 
to the optical model Eq 5.26 reaches a maximum value at an Alq thickness of 
75nm. The efficiency minimum at ~  175nm has a similar explanation, except 
now destructive interference and the balance between non-radiative and radia­
tive decay act to reduce the number of emitted photons and hence reduce the 
efficiency.
The closest match is for Alq layer widths in the region 25nm to 125 nm. For 
thicker layers, although the variation is similar, the simulated magnitudes are 
lower than in the experimental data. A possible explanation for this discrepancy 
is as follows; As the Alq layer width increases, the distance between the emission 
zone and the Mg:Ag interface also increases, so that the variation in emission 
due to altered exciton lifetime (which is mainly due to the close proximity of 
the Mg:Ag surface) is reduced. Because of this, the wave-guiding effects (which 
are dependent on each layer between the emissive layer and free space) become 
relatively more significant. Since the lengths of the glass and ITO layers were 
not known and the assumed values could be inaccurate, this is likely to lead to 
discrepancies between theory and experiment for the devices with thicker Alq lay­
ers. Equally, for the shorter Alq thickness devices, the device’s emission rate, and 
hence quantum efficiency, is relatively less dependent on lengths of the glass/ITO 
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Figure 6.7: The out-coupling efficiencies for Alq thicknesses of 75nm (left) and 
150nm (right)
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Figure 6.8: Singlet generation and out-coupled decay profiles for Alq thicknesses 
of 75nm (left) and 150nm(right)
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Figures 6.7 and 6.8, show the outcoupling efficiencies, singlet generation 
(Langevin recombination) and effective (out-coupled) decay rate-densities for Alq 
thicknesses of 75nm and 150nm. In both cases the peak formation/decay rates 
occur at a different positions to the peak out-coupling efficiency, although this is 
more pronounced in the 150nm device. For the region near the cathode (on the 
right of the graph) the out-coupling efficiency is negligible, hence the decay rate 
is low despite the secondary singlet generation peak. Comparing singlet decay to 
generation rates, the decay rate-densities are much smoother, due to generated 
singlets diffusing before they decay.
6.2.1 T he influence o f S chottky  barrier height on external 
quantum  efficiency
The magnitude of the external quantum efficiency proved to be highly sensitive to 
the values of the injection barriers, (j)sP and (j>Bn- Figure 6.9 shows the variation 
in eqe with Alq layer thickness for devices with values of from 0.7 to 0.62. 
All other parameters were as in Tables 6.2 and 6.3.
—  Experimental 
0 —0  Simulated (0.66V) 

















Figure 6.9: The external quantum efficiency versus Alq thickness for a series of 
IT O \T PD \A lq\M g devices.
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Changing the barrier height did not noticeably affect the positions of the simu­
lated efficiency maxima/minima (75nm and 175nm for all simulations). However 
the peak-to-trough ratios and peak magnitudes were dependent on the barrier 
height. As (f)^ decreases from 0.7ev the efficiency increases, which is presumably 
due to the charge efficiency increasing in Equation 5.35 . Decreasing the electron 
injection barrier increases the number of injected electrons and so increases the 
electron to hole ratio. It is important to note that decreasing the electron barrier 
will only increase the charge efficiency up to a point: Once the ratio of injected 
electrons to holes reaches 1:1, injecting proportionally more electrons into the 
system will necessarily reduce the charge efficiency.
6.2.2 T he influence o f exciton  diffusion length  on external 
quantum  efficiency
—  Experimental 
0 —0  Simulated (lOnm) 














Figure 6.10: The external quantum efficiency versus Alq thickness for a series of 
ITO\TPD\Alq\M g devices.
Experimental estimates of the singlet diffusion length in Alq vary by roughly 1 
order of magnitude, as mentioned at the start of the section. Figure 6.10 shows 
the variation in eqe with Alq layer thickness for devices with values of L d covering
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the range of experimental measurements, including the ’’typical” value of lOnm, 
and the experimental data. All other parameters were as in Tables 6.2 and 6.3.
There is little difference between the 5nm and lOnm results, however the eqe’s are 
greatly reduced when the diffusion length is set to 50nm. Since the majority of 
singlets are generated at the TPD:Alq interface, and the out-coupling efficiency 
is decreased for singlets close to the Alq:Mg:Ag interface, increasing the diffusion 
length will result in an increased displacement of singlets through the system 
and, if the displacement is wide enough, reduced optical efficiency.













Figure 6.11: The external quantum efficiency versus Alq thickness for a series of 
ITO\TPD\Alq\Al devices.
The next set of devices to be simulated were based on those studied by Schmitz
[17] et al. These devices were essentially the same design as [5] with the exception 
that the TPD layer was 40nm thick and an Al electrode was used instead of 




TPD thickness (nm) 40
Al refractive index 0.5+6.5i
Table 6.4: Updated simulation parameters.
re-used. The only changes made were to the TPD thickness, (f)^ and cathode 
refractive index. Table 6.4 lists the pertinent values.
The results in [17] gave the photometric efficiency in arbitrary units. To allow for 
a comparison with the simulation, the experimental results were scaled such that 
the peak magnitudes of both curves were equal. Figure 6.11 shows the simulated 
and scaled experimental curves.
As with the results in Figure 6.6 the simulation agrees better with the experiment 
data for lower Alq thicknesses. The experimental peak efficiency occurs at ~  
70nm while the simulated peak occurs at ~  85nm, additionally the simulated 
external quantum efficiency decreases less steeply than the experimental curve 
at larger thicknesses. This discrepancy could be caused by one of the input 
parameters being fitted or estimated incorrectly (as for Figure 6.6). In particular 
there is still some uncertainty as to the value of Alq’s exciton diffusion length (as 
the results from Section 6.2.2 demonstrated) which can effect the location of the 
peak thickness.
6.3 Glare reduction via destructive interference
A common problem in the design of display devices is that of glare; ambient 
light being reflected from the screen. Figure 6.12 illustrates how glare can re­
duce the contrast between an OLED’s on(active) and off states. Ambient light 
enters through the transparent ITO anode and is reflected back by the reflective 
Al cathode. Since an observer views a superposition of the internally emitted 
and ambient reflected light, then the contrast of a display (emitting at constant 
luminance) can vary according to environmental conditions. To comfortably view 
a monochrome display the minimum luminance required is ~20% of any ambi­
ent reflections, while this increases to ~900% for a full-colour display [18]. Thus
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effective anti-glare techniques are required to manufacture usable full-colour dis­
plays.
Observer
Figure 6.12: Reflected and emitted light from a display
One method of removing glare is to incorporate a circular polariser into the 
device’s structure. This is very effective at eliminating ambient reflections and 
can produce a ’’black” off state. However for devices that emit unpolarised light, 
roughly 50% of emitted light will be lost to the polariser.
There are alternative glare-removal techniques (e.g [19]) which use destructive 
interference to eliminate ambient reflections. These techniques generally require 
extra layers to be incorporated into the device structure.
A l Organic ITO 1
A l Organic j ITO
Xaxis >
Figure 6.13: Possible device structures including a thin metal layer
It was decided to investigate how adding a thin-metal anti-glare layer affects an 
OLEDs optical properties. Figure 6.13 shows the possible locations where a thin 
metal layer could be introduced into a device. There were two options for the
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Device Structure
1 Glass/ITO (150nm) /  Al (4. 5nm) /  Organic (variable) /  Al
2 Glass/Al(4.5nm)/ITO(150nm) /  Organic (variable) /A l
3 Glass/ITO(130nm) /  Cr(4.5nm) /  Organic(variable)/Al
4 Glass/Cr(4.5nm)/ITO(130nm) /  Organic (variable) /  Al
5 Glass/ITO(150nm)/Organic(variable) /  Al
Table 6.5: Device composition (from [20])
metal: Chromium and Aluminium. Table 6.5 lists the relevant structures, along 
with a control device that has no thin-metal layer.
Figures 6.14-6.18 show the positional variation of F and ^coup/mg within an organic 
layer against increasing layer thickness. Both axes are scaled, with the y-axis 
corresponding to the dipole’s distance from the cathode divided by the organic’s 
thickness, while the x-axis is scaled such that a relative thickness of 1 corresponds 
to a thickness of 236nm. Table 6.5 lists the structures that were modelled, while 
Table 6.7 lists the simulation parameters. Simulations were performed for dipoles 
emitting monochromatically at 550nm.
The EcoupUng plots share a common feature, of a peak contour that curves down 
as the relative thickness is increased. The peak plane wave out-coupling occurs at 
roughly the center of a device with a relative thickness of 0.5. For Devices 2,3,4 
adding the thin-metal layer does not noticeably increase the peak out-coupling, 
which actually decreases for Devices 3 and 4. However for Device 1 the peak- 
outcoupling is increased to a value of 0.7. This suggests that Device 1 could be 
an efficient structure.
The plots of F display peak values at one or both edges depending on the position 
of the thin metal layer. These results highlight a potential problem with device 1: 
As the organic layer is sandwiched between two metal layers, exciton decay close 
to the metal/organic interfaces (as would be observed in a single-layer device) 
would be inefficient due to quenching. To fully exploit the out-coupling maxi­
mum in Device’s 1 structure it might be necessary to employ a bilayer organic 
configuration (such as TPD:Alq) as this would allow the singlet generation peak 
to be co-incident with the out-coupling peak.
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Figure 6.18: Ecoupiing (top) and F (bottom) for Device 5.
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Uno (m2V-1s-1) 5 .0 x l0 “12
fipo (m2V-1s-1) 1.0x10“10
E0 (V m -1) l.OxlO7
N c  (m "3) lx lO 27
Nv  ( n r 3) lx lO 27
Ndop (m-3) - lx lO 12
Eg (eV) 2.4
Xc (eV) 2.05
L d (nm) 10
r)P L 0.33
r,t 0.25












Table 6.7: Refractive index values used in the optical simulation.
To study the effect of a thin metal layer on luminance the devices were simulated 
using the full electro-optical model. Tables 6.6, 6.7 and 6.8 list the parameters 
used in the simulation. The organic was treated as having electrical properties 
similar to PPV, although the electron and hole Schottky barriers were set ar­
tificially to 0.2eV each (although in practice placing a thin metal layer next to 
a semiconductor can alter injection barriers [19]). For each device the organic 
thickness was set according to [20] for optimal destructive interference of ambi­
ent light. The organic semiconductors were again assumed to be mono-chromatic 
emitters at 550nm-PPV’s free-space peak wavelength[21]. Figure 6.19 shows the 
photon density-volt age curves obtained with these parameters.








Table 6.8: Device composition from [20])
portional to photon density) curves by ~30% to ~60% (compared to the results 
for Device 5). Devices 2,3 and 4 have roughly similar luminance characteristics 
while Device l ’s luminance is noticeably higher. It should be noted that the re­
sults do not account for ambient light sources and although Device l ’s luminance 
is ~30% less than that of Device 5, it could actually appear brighter (due to an 
increased contrast) in intense ambient light, due to glare cancellation.
It would be interesting to re-run the simulations with a bilayer organic structure, 
designed so that the singlet generation and out-coupling peaks are co-incident. 
Since Device 1 has a greater peak out-coupling value than Device 5, it is entirely 
possible that Device l ’s luminance could exceed that of Device 5, which in con­
junction with reduced glare could make Device 1 appear fax brighter than Device 
5.
6.4 Conclusions
The results in this chapter demonstrate the increased range of phenomena that 
can be studied with an electro-optical model. Starting with an examination of 
exciton decay near a metal-semiconductor interface, the model was then used to 
simulate the external quantum efficiencies of a series of ITO/TPD/Alq/M g:Ag 
devices. The simulated results are consistent with experimental measurements 
for the same set of devices, demonstrating the validity of the model.
The external quantum efficiencies were shown to be sensitive to the Schottky 
barrier height and exciton diffusion length. By adjusting the Mg:Ag electron 
injection barrier in small increments, a value of 0.66eV was found to give the 
best fit to the experimental data. The results obtained by varying the exciton
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Figure 6.19: Em itted photon densities for Devices 1-5
diffusion length demonstrated tha t using the largest experimental estimates (of ~  
50nm) produced quantum efficiencies inconsistent with the experimental results. 
Exciton diffusion lengths between 5nm and lOnm provided the best agreement 
with experiment.
When thin metal anti-glare filters are introduced into a device structure (Section 
6.3) the location and composition of the metal has a noticeable effect on emissive 
output. By using thin A1 layers it is possible to obtain regions in the device with 
high out-coupling efficiencies, although the device’s electrical characteristics must 
also be considered to fully exploit these regions.
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Conclusions and Further Work
The electro-optical simulation, described in this thesis, has shown itself capable of 
reproducing experimental observations and also of acting in a predictive fashion, 
for both bulk device behaviour (such as J-V curves) and material characteristics 
(such as trap densities).
The middle chapters (Chapters 2 to 4) dealt with the drift-diffusion model and 
included details of improvements and modifications made to the simulation. Sec­
tion 4.2 presented two different methods for modelling charge transport across 
an organic heterojunction; Continuous drift-diffusion across the interface and 
thermionic emission over the heterojunction barrier. In general explicitly includ­
ing energetic barrier effects caused a small reduction in currents and a small 
increase in charge densities at the barrier, although these variations did not scale 
greatly with the magnitude of the barrier. The choice of method to simulate 
the hetero j unction seems relatively less important than accurately determining 
parameters such as the Schottky barrier heights.
Modelling the blue co-polymer SCB11 (Sections 4.4 and 4.5) posed several chal­
lenges in explaining the observations of Reference [1]. Resistive effects (both 
series and parallel) had to added to the drift-diffusion model to fit the experi­
mental data. In particular, a parallel resistance was essential in reproducing the 
low forward and reverse bias electric fields and currents.
While the drift-diffusion model can be used for a very approximate study of light-
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output (Section 4.3) previous work [2] has concluded that microcavity effects must 
be considered to accurately simulate properties such as quantum efficiency. The 
electro-optical model, as detailed in Chapters 5 and 6 was able to reproduce the 
external quantum efficiency of a series of TPD:Alq devices (Section 6.2). As with 
the stand-alone drift-diffusion model, the results were particularly sensitive to 
a few key variables (Schottky barrier height, exciton decay parameters). When 
fitting was necessary, attempts were made to keep parameter alterations within 
experimentally measured limits.
The electro-optical model also allows a more in-depth study of sophisticated 
device structures, such as the anti-glare filters in Section 6.3. While the optical 
model is able to provide a guide to optimal layer thickness and efficiency, L-V 
curves are preferable when discriminating between various device configurations.
7.0.1 Further work
The drift-diffusion and optical models are essentially complete, in that they take 
account of sufficient physical effects to accurately model the majority of one­
dimensional systems. However both models could be extended to increase the 
simulations level of detail.
The linear regions of the SCB11 I-V curves, discussed in Section 4.5, were mod­
elled phenomenologically by incorporating a parallel resistance into the electrical 
simulation. It was hypothesised that this resistance arose from conduction via 
trap states within the band-gap. Other groups (e.g. [3]) have also attributed di­
vergences from pure-band injection to conduction via impurity states. Addition­
ally, Monte-Carlo simulations of charge injection from a metal into a disordered 
hopping system [4] indicate that neither thermionic emission or Fowler-Nordheim 
tunneling are entirely appropriate to model carrier injection in OLEDs (for rea­
sons such as incorrect temperature dependence). Future modifications to the 
drift-diffusion simulation could include a more explicit treatment of the effect of 
impurity states on charge transport and injection [5].
In this thesis, simulations performed with the optical model assumed that the 
excitons behaved as monochromatic light sources, while in reality an OLED emits 
over a spectrum of wavelengths. These spectra have been observed to shift de­
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pending on whether the organic semiconductor is in a free-space or microcavity 
configuration [6, 7]. The optical model could be extended to model these ef­
fects by calculating quantities such as F and E^piing for an appropriate range 
of wavelength values. Alterations to an exciton’s emission profile due to micro­
cavity effects could then be obtained by multiplying these values by the relative 
intensities of a reference (free-space) spectrum.
Although it was possible to improve the estimate for Alq’s exciton diffusion length 
from those obtained experimentally, it was perhaps the least well-defined input 
parameter in Section 6.2. By simulating a wider selection of devices it might be 
possible to obtain a more precise value for the diffusion length.
The investigation of thin metal anti-glare filters (Section 6.3) could be extended 
by simulating a wider range of structures. In particular, the nature of the mi­
crocavity’s out-coupling profile suggests that device efficiency could be increased 
by employing a bilayer organic configuration, also structures with multiple thin 
metal layers could be investigated [8]. Additionally an ambient light source could 
be incorporated into the optical simulation, which would allow a device’s contrast 
to be calculated. Alterations to the Schottky barrier height due to the thin metal 
layer [9] could be also be included.
There are many other potential applications of the electro-optical model includ­
ing: Determination of peak operating voltages (by comparing quantum and power 
efficiencies [10]), radiative triplet decay (for phosphorescent dye-doped systems
[11]) or studying angular emission characteristics [12].
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