Abstract. We present a novel framework for characterizing signals in images using techniques from computational algebraic topology. This technique is general enough for dealing with noisy multivariate data including geometric noise. The main tool is persistent homology which can be encoded in persistence diagrams. These are scatter plots of paired local critical values of the signal. One of these diagrams visually shows how the number of connected components of the sublevel sets of the signal changes. The use of local critical values of a function differs from the usual statistical parametric mapping framework, which mainly uses the mean signal in quantifying imaging data. Our proposed method uses all the local critical values in characterizing the signal and by doing so offers a completely new data reduction and analysis framework for quantifying the signal. As an illustration, we apply this method to a 1D simulated signal and 2D cortical thickness data.
Introduction
In neuroimaging, it is usually assumed that measurements f in images follow the familiar signal plus noise framework
where µ is the unknown mean signal, to be estimated, and is noise [5] [15] [19] [20] [26] [37] . The unknown signal is usually estimated by various spatial image smoothing techniques over M. The most widely used smoothing technique is kernel smoothing and its variants because of their simplicity, and because they provide the theoretical context for scale spaces and Gaussian random field theory [33] [37] .
In the usual statistical parametric mapping framework [15] [20] [37] , inference on the model (1) proceeds as follows. If we denote an estimate of the signal by µ, the residual f − µ gives an estimate of the noise. One then constructs a test statistic T (x), corresponding to a given hypothesis about the signal. As a way to account for spatial correlation of the statistic T (x), the global maximum of the test statistic over the search space M is taken as the subsequent test statistic. Hence a great deal of the neuroimaging and statistical literature, have been devoted to determining the distribution of sup x∈M T (x) using random field theory [35] [37] , permutation tests [31] and the Hotelling-Weyl volume of tubes calculation [30] .
The use of the mean signal is one way of performing data reduction, however, this may not necessarily be the best way to characterize complex multivariate imaging data. Thus instead of using the mean signal, in this paper we propose to use what is known as persistent homology, which pairs the local critical values [12] [13] [40] . It is intuitive that the local critical values of µ approximately characterizes the shape of the continuous signal µ using only a finite number of scalar values. By pairing these local critical values in a nonlinear fashion and plotting them, one constructs the persistence diagram [7] [12] [29] [39] .
Although persistent homology is popular in computational algebraic topology with applications in protein structure analysis [32] , gene expression [11] , and sensor networks [9] , as far as the authors are aware, there is no such application in medical image analysis. This is the first paper that applies the concept of persistent homology to medical imaging data. The proposed method is illustrated using both simulated and real neuroimaging data. For the simulation, we use 1D Gaussian noise in (1) . The 2D neuroimaging data comes from an MRI autism study where the interest is in quantifying the abnormal cortical thickness pattern in autistic subjects if there is any.
Persistence Diagrams
A function is called a Morse function if all critical values are unique and nondegenerate, i.e. the Hessian does not vanish [28] . We note that for integer valued digital images, critical values of intensity may not be all unique; however, the underlying continuous signal µ in (1) is likely and assumed to be a Morse function. We estimate the signal using a kernel function and obtain a smooth estimate.
For illustrative purposes, we will show how to construct the persistence diagram for a 1D Morse function. Assuming µ is a Morse function with a finite number of critical values, define a sublevel set R(y) = µ −1 (−∞, y]. The sublevel set is the subset of R that satisfies µ(x) ≤ y. The sublevel set can have many disjoint components. Let #R(y) be the number of connected components in the sublevel set. Let us denote the local minimums as g 1 , · · · , g m and the local maximums as h 1 , · · · , h n . Since the critical values of the Morse function are all unique, we can strictly order the local minimums from the smallest to the largest as g (1) < g (2) < · · · < g (m) and similarly for the local maximums as
We further collect all the critical values,
and order them as
At each minimum, we have the birth of a new component, i.e.
#R(g
for sufficiently small ε. The new component is identified with the local minimum g i . Similarly at each maximum, we have the death of a component, i.e.
#R(h
and two components will merge as one. The number of connected components will only change if we pass through critical points and we can iteratively compute #R at each critical value as
The sign depends on whether z (i+1) is a maximum (−1) or a minimum (+1). This is the basis of Morse theory [28] that says the topological characteristics of a topological spaces are characterized by the local behavior at critical points of a Morse function on that space. Persistent homology produces pairs (g i , h j ) of critical values so that a component is born at g i and dies at h j . Of course these are the (topological) parameters of interest which are unknown and to be statistically estimated with data generated according to (1) .
As an example, the birth and death processes are illustrated in Figure 1 , where the gray dots are simulated with Gaussian noise with mean 0 and variance 0.
with signal µ(t) = 10(t − 1/2) 2 + cos(7πt)/2. The signal µ is estimated using heat kernel smoothing [5] and plotted as the red line. Now we increase y from −∞ to ∞. When we hit the first critical value y = a, the sublevel set consists of a single point, i.e. #R(a) = 1. When we hit the minimum at y = b, we have the birth of a new component at b, i.e. #R(b) = 2. When we hit the maximum at y = c, the two components identified by a and c are merged together to form a single component, i.e. #R(c) = 1.
When we pass through a maximum and merge two components, we pair the maximum with the higher of the two minimums of the two components [12] . Doing so we are pairing the birth of a component to its death. Obviously the paired extremes do not have to be adjacent to each other. If there is a boundary, the function value evaluated at the boundary is treated as a critical value. In our simulated example, we need to pair (b, c) and (d, e). Other critical values are paired similarly. The reduced persistence diagram is then the scatter plot of these pairings. For technical reasons, the persistence diagram also include all of the points (t, t), where t ∈ R.
NOTATION: PAIRING IS DENOTED BY (t, t), (a, b), (x, y) IN VARIOUS PLACES. CAN WE HAVE UNIFORM SYMBOLS TO DENOTE PAIRING.

Persistence Diagram for Cortical Data
For a 2D Morse function defined on a cortical manifold M ⊂ R 3 , we need to also consider saddle points so the situation is more complicated. At a saddle point, we can have two possible pairings corresponding to either birth or death. A saddle point may join two components. This case is analogous to the local maximum in the 1D case. In this case, persistent homology pairs the value of the saddle point with the larger of the minimums of the two components. This pair is recorded in the persistence diagram of degree 0 (Figure 4) . If the saddle point does not join to disconnected components, then a hole is born in the sublevel sets. Persistent homology pairs the value at this saddle point with the value of the local maximum where this hole disappears. A precise definition is given in Section 4.
DEFINITION OF DEGREE-1 PD IS MISSING HERE.
Fig. 2.
Cortical thickness is computed as the distance between the outer (yellow) and the inner cortical (blue) surfaces. The cortical thickness is mapped onto a unit sphere and goes through heat kernel smoothing [5] Among various cortical measures, in this paper we consider cortical thickness, which has been used in characterizing various clinical populations [6] [38] . High resolution magnetic resonance images of age-matched right-handed males (6 high functioning autistic and 11 normal controls) were obtained using a 3-Tesla GE SIGNA scanner. The collected images went through intensity nonuniformity correction [34] and were spatially normalized into the MNI stereotaxic space via a global affine transformation [8] . Subsequently a supervised neural network classifier was used for tissue segmentation [22] . Brain substructures such as the brain stem were removed to make both the outer and the inner surfaces to be topologically equivalent to a sphere. A deformable surface algorithm [25] was used to obtain the inner cortical surface by deforming from a spherical mesh (Figure 2 ). Then the outer surface was obtained by deforming the inner surface. The deformation process establishes the structural correspondence between the two surfaces. The cortical thickness f is then defined as the distance between the corresponding vertices along the cortical mesh M.
DON'T FIX ANYTHING HERE. WE USE PAST TENSE FOR DESCRIBING EXPERIMENTS, IMAGE PROCESSING DONE TO THE DATA WE ARE USING IN THIS PAPER.
Since the deformable surface algorithm starts with a spherical mesh, there is no need to use other available surface flattening algorithms [ Figure 2 shows the pull back and the corresponding heat kernel smoothing on S 2 . Note that in the process of flattening, the critical values do not change so the persistence diagram should be identical for µ and its pullback (ζ −1 ) * µ. Therefore, we will construct the persistence diagram on the unit 2-sphere by projecting the cortical data to the sphere. 
Kernel Smoothing
As described in Section 2.1, after the application of a deformable surface algorithm, our data is on the unit 2-sphere, S 2 . So our measurement, f : S 2 → R is given by the nonparametric regression formula (1), where µ is the unknown signal and is the noise. In this section, we estimate the persistent homology of the sublevel sets of µ, an estimator of µ.
We begin by smoothing the data using the kernel,
where κ is given in [21] and arccos(x y) gives the geodesic distance between x and y on the unit sphere. We smooth the data using the usual kernel function estimator
To implement this we need to choose the corresponding design points which we do in the following way. We start by choosing a triangulation, T , of the sphere whose number of vertices satisfies the conditions in [3] . For our data, we start with an icosahedron and iteratively subdivide it three times, obtaining a triangulation with 1280 faces and 642 vertices.
For a sample of size n, define the estimator µ n in the following way. For each vertex v in our triangulation, we define µ n (v) = µ(v) according to (2) . For each face in our triangulation, we define µ n on the face by affine interpolation from the values on the vertices. This construction is well defined on the edges, and defines a function on the sphere.
The persistence diagrams of µ n
It remains to calculate the persistence diagrams of the sublevel sets of µ n . We will see that because of the way µ n is constructed, we can calculate its persistence diagrams using our triangulation, T .
We filter T using µ n as follows. Let r 1 ≤ r 2 ≤ . . . ≤ r m be the ordered list of values of µ n on the vertices of the triangulation. For 1 ≤ i ≤ m, let T i be the subcomplex of T containing all vertices v with µ n (v) ≤ r i and all edges whose boundaries are in T i and all faces whose boundaries are in T i . This construction is called a Vietoris-Rips complex. We obtain the following filtration of T ,
The end result is that the topological properties of the sublevel sets of µ n will equal the topological properties of the above filtration of T .
Using the software Plex, [10], we calculate the persistent homology, in degrees 0, 1 and 2 of the triangulation T filtered according to the estimator for each of the 27 subjects. Since the data is two-dimensional, we do not expect any interesting homology in higher degrees. In degree two, the persistent homology consists of a single persistence pair (a, ∞), where a is the maximum of µ n .
To compare the autistic subjects and control subjects, we take the union of the persistence diagrams of the subjects (Figure 4 ).
Statistical Properties of Persistence Diagram
In this section we will make more precise definition of a persistence diagram [7] and present results that compare the topological parameters and their estimators [3] [4] .
The persistent homology of the signal, µ, is encoded in its reduced persistence diagram,D(µ), which is a multiset of points each corresponding to the persistence of one topological feature, as in the examples above. In order to define a metric for such diagrams, it is convenient to add the ordered pairs (a, a) for all a ∈ R, each with infinite multiplicity. Call this multiset the persistence diagram of µ, denoted D(µ). We now give the precise definition.
Let k be a nonnegative integer. Given µ : S 2 → R and a ≤ b ∈ R the inclusion of sublevel sets i Call a real number a a homological critical value of µ if for all sufficiently small ε > 0 the map H k (i a+ε a−ε ) is not an isomorphism. Call µ tame if it has finitely many homological critical values, and for each a ∈ R, H k (S 2 µ≤a ) is finite dimensional. In particular, any Morse function on a compact manifold is tame. Assume that µ is tame. Choose ε smaller than the distance between any two homological critical values. For each pair of homological critical values a < b, we define their multiplicity µ b a which we interpret as the number of independent homology classes that are born at a and die at b. We count the homology classes born by time a + ε that die after time b − ε. Among these subtract those born by a − ε and subtract those that die after b + ε. This double counts those born by a − ε that die after b + ε, so we add them back. That is,
The reduced persistence diagram of µ,D(µ), is the multiset of pairs (a, b) together with their multiplicities µ b a . We call this a diagram since it is convenient to plot these points on the plane. We will see that it is useful to add homology classes which are born and die at the same time. Let the persistence diagram of µ, D(µ), be given by the union ofD(µ) and {(a, a)} a∈R where each (a, a) has infinite multiplicity.
A metric on the space of persistence diagrams is the bottleneck distance which bounds the Hausdorff distance [7] . It is given by
where the infimum is taken over all bijections γ :
In [7] , the following result is proven:
where µ, ν : M → R are tame functions. As an immediate consequence of (4), we can apply it to the model (1). Let Λ t (β, L) denote the subset of tame functions in Λ(β, L) the class of Hölder functions
where 0 < β ≤ 1 and L > 0. If we assume µ ∈ Λ t (β, L) for the model (1) is N (0, σ 2 ), for the estimator µ n with 0 < β ≤ 1 and
as n → ∞ [3] .
SO HOW MUCH BOUND ARE WE EXPECTING IN NUMBER FOR OUR DATA? THIS IS A NICE RESULT BUT IMAGING PEO-PLE WOULD WANT TO KNOW HOW MUCH
n SHOULD BE TO DERIVE SOME VALID INFERENCE ON PD. GIVE SOME GUID-ANCE. n SHOULD BE LARGER THAN 100? or 1000?
Consequently, because of the large n in medical image data, Figure 4 is an accurate description of the population parameters and therefore the extra layer of homology classes for the autistic group is most likely significant.
Discussion
We have presented the concept of persistence diagrams and described the filtration based algorithm for constructing the persistence diagrams. Since cortical thickness is highly noise, kernel smoothing is applied to remove high frequency spatial noise before the filtration. The constructed degree 0 and 1 persistence diagrams seem to show extra layer of homology classes for the autistic group (Figure 4) . It seems the autistic subjects introduce more pairings. For the degree-1 persistence diagram, there are 907 and 1347 pairings respectively for controls and autistic subjects. For the degree-0 persistence diagram, there are 930 and 1349 pairings respectively for controls and autistic subjects. Cortical thickness has been shown to be a discriminating anatomical feature for autism although the underlying biomedical mechanism is still unknown [6] . From the previous morphometric studies, it is found that autistic subjects exhibits more structural variability than normal controls. It is likely that autistics subjects exhibit more complex underlying geometric and topological pattern of brain.
It is unclear how one determines the statistical significance level of seemingly extra layer of homology classes for the lack of statistical inference frameworks for persistence diagrams. One may tempted to go for hypothesis-free classification frameworks for inference. However, figure 4 shows the classification based on possibly discriminating spatial pattern might be difficult if not impossible. Note that the autistic scatter plots basically encompass the control scatter plots for the degree 0 and degree 1 persistence diagrams. Since there are so much overlap, it may be difficult to directly apply various statistical and machine learning techniques. One the other hand, there seems to be spatial concentration difference in the pairings. To visualize if there is any, we have computed the pairing concentration P (x), which is the number of parings within a circle of radius r = 0.2 at the point x ∈ [2, 6] 2 . The pairing concentration maps are displayed in Figure 5 . From the figure, we can see huge concentration difference for both the degree 0 and 1 persistence diagrams. The concentration maps for autism is lager in most points.
The inference on the concentration map is heuristically given as follows. The number of pairings in a circle will likely follow a Poisson distribution. Suppose the concentration maps of autistic (P a ) and control (P c ) groups are Poisson with parameters λ a and λ c respectively. Under the null hypothesis of identical distributions across the groups, the concentration difference P a − P c follows the Skellam distribution of the form e −λa−λc J x (2), where J x is the modified Bessel function of the first kind [18] . Since the Skellam distribution is cumbersome to manipulate, we approximate it with a Gaussian distribution N (0, λ a + λ c ) by matching the first moments and the variances. The variance λ a + λ c is estimated as the pooled sample variance of the concentration maps, and is 32.21 2 and 31.86
2 for the degree 0 and 1 persistence diagrams respectively. The maximum concentration difference is 70 and 76 for the degree 0 and 1 persistence diagrams respectively. Then the pvalue of the one sided test of autism concentration larger than the control is 0.0149 and 0.0085 for the degree 0 and 1 persistence diagrams respectively. Since we took an approximation, we do not claim this to be exact but rather an approximation in the order of magnitude. A better inferencing might be achieved using nonparametric test procedures such as permutation tests.
Based on the above heuristic argument we have shown the significant concentration difference confirming the conjecture of autistic brain to be more likely to exhibit complex geometric and topological pattern than controls. It is hoped that this paper offers a spring board for further investigation of the persistence diagram based characterization of medical images. Due to the space limitation, there are a lot of methodological issues we have not discussed in the paper such as a more rigorous inferential procedure or the estimation of confidence circles around paired points in various ways including the bootstrap. These we hope to do in future works.
