Abstract-A novel adaptive interpolation filter structure for video coding with motion-compensated prediction is presented in this letter. The proposed scheme uses an independent directional adaptive interpolation filter for each sub-pixel location. The Wiener interpolation filter coefficients are computed analytically for each inter-coded frame at the encoder side and transmitted to the decoder. Experimental results show that the proposed method achieves up to 1.1 dB coding gain and a 15% average bit-rate reduction for high-resolution video materials compared to the standard nonadaptive interpolation scheme of H.264/AVC, while requiring 36% fewer arithmetic operations for interpolation. The proposed interpolation can be implemented in exactly 16-bit arithmetic, thus it can have important use-cases in mobile multimedia environments where the computational resources are severely constrained.
I. INTRODUCTION

S
TANDARDIZEDhybrid video coding systems such as the recent H.264/AVC coding scheme [1] as well as older standards, e.g., MPEG-1, 2, 4, H.262, and H.263, are all based on motion-compensated prediction. The state-ofthe art video coding standard H.264/AVC supports the use of motion vectors with quarter pixel accuracy for motioncompensated prediction. The fractional-pixel samples are obtained using a six-tap Wiener filter that is designed to minimize the adverse affects of aliasing [2] . However, aliasing in a video sequence is not a stationary process but has varying characteristics. Adaptive interpolation filters that change the filter coefficients at each frame have been proposed in the literature to overcome this nonstationary effect of aliasing and thus increase the coding efficiency of video codecs [3] , [4] . Fig. 1 shows a generalized block diagram of a hybrid video encoder with adaptive interpolation filters. The upper blocks of the diagram enclosed within a solid thick line rectangle represent a conventional encoder structure with fractional-pixel motion-compensated prediction, e.g., H.264/AVC, while those enclosed within a dash-dotted rectangle depict the estimation process of the interpolation filter.
In hybrid video coding scheme, the current image X is to be predicted by motion-compensated prediction (MCP) from the already encoded reference image Y . The result of the motion-compensated prediction is the predicted image X . The prediction error E is undergoing the transform coding (T) and quantization (Q) following the entropy encoding (ENC). In addition to encoding the prediction error E , the motion information mv that is obtained by the motion estimation (ME) is coded and transmitted to the decoder side.
Video coding with adaptive interpolation assumes that coefficients of the interpolation filter h are computed for each interpredicted frame, and this process is shown in Fig. 1 within the dash-dotted block. The adaptive filter h is the optimal Wiener filter minimizing the error energy of the motion-compensated prediction.
In [4] , Vatis et al. proposed a 2-D nonseparable adaptive interpolation filter (2-D-AIF). For each sub-pixel position, this scheme utilizes an independent 2-D nonseparable filter size of 6 × 6 tap. A total of 36 filter coefficients for each filter are calculated by minimizing the prediction error energy of each coded frame. It was reported that coding gains of up to 1.1 dB are achieved over the standard H.264/AVC especially at high-resolution high-quality videos. However, the improvement in the coding efficiency with 2-D-AIF scheme comes at the expense of having approximately three times higher interpolation complexity compared to the standard H.264/AVC [5] . The reasons for such increase are the nonseparable nature of 36-tap filters and the need to perform operations in 32-bit arithmetic. Since interpolation is already one of the most complex parts of H.264/AVC decoders [6] , a further increase in the complexity is very problematic, especially for resource-constrained devices, such as portable video players or recorders.
In this letter, we propose a novel adaptive Wiener interpolation scheme to improve the coding efficiency of video coders, with significantly less complexity than its counterparts [4] . The proposed method uses directional filters to interpolate each sub-pixel sample. The direction of the interpolation filter for each sub-pixel position is determined based on the alignment of the corresponding sub-pixel with integer-pixel samples. The proposed filter structure allows the use of 16-bit integer operations at the decoder, thus providing a very low computational complexity of interpolation at the decoder. Since significant coding efficiency is achieved with low decoding complexity, it is believed that the proposed method has important use-cases in mobile multimedia environments where the computational resources are severely constrained.
This letter is organized as follows. The proposed filter architecture is given in Section II. In Section III we discuss the interpolation process, describe its integer implementation, and provide its complexity estimates. Section IV presents simulation results, while Section V concludes the letter.
II. PROPOSED FILTER STRUCTURE
Consider Fig. 2 , where the pixel locations in the original image grid (we call them integer-pixels locations) are labeled by upper case letters {A1, . . . , F6} within the shaded boxes, and lower case symbols {a, b, . . . , o} represent locations of samples at sub-pixel image grid (sub-pixel locations) that are to be interpolated. The proposed algorithm uses a single directional adaptive interpolation filter (DAIF) to generate each sub-pixel.
Let us denote an interpolation filter used for each sub-pixel Sp, Sp ∈ {a, b, . . . , o}, with h(Sp). The direction of these filters is determined according to the alignment of the corresponding sub-pixel Sp with the integer-pixels. Such sub-pixelspecific filter alignment leads to different sets of integer-pixels, which are used to estimate the filter h(Sp) and interpolate Sp-sample. We denote these sets as s(Sp) ⊆ {A1, . . . , F6}. The following describes the alignment of the filters' directions and therefore s(Sp) in detail.
A. Alignment of Filters' Directions
Sub-pixel locations {a, b, c} and {d, h, l} are horizontally and vertically aligned with samples at integer locations s(a|b|c) = {C1, C2, . . . , C6} and s(d|h|l) = {A3, B3, . . . , F3}, respectively, as it shown in the Fig. 2(a) . Therefore, only those image samples at the respective s(Sp) locations are utilized for filter h(Sp) estimation and interpolating of {a, b, c} and {d, h, l}. Sub-pixel locations e, o are diagonally aligned with integerpixels in the northwest-southeast direction, whereas for locations g, m such alignment is in northeast-southwest direction, see Fig. 2 (b). Therefore, image samples at coordinates s(e|o) = {A1, B2, C3, D4, E5, F6} and s(g|m) = {A6, B5, C4, D3, E2, F1} are used for interpolating subpixel locations {e, o} and {g, m}, respectively. Locations { f, i, j, k, n} are either aligned with integer-pixel samples in both diagonal directions (location j), or have no integerpixel samples to be aligned with (positions f, i, k, n). For this reason, { f, i, j, k, n} are interpolated using the integerpixels that lie on a diagonal cross structure {A1, B2, . . . , F6} ∪ {F1, E2, . . . , A6}. The sets of integer-pixel locations that contribute to the interpolation at each sub-pixel location are denoted with s(Sp) and are given explicitly as following:
(1)
B. Calculating the Filter Coefficients
The interpolation filter estimation diagram is depicted in Fig. 1 within a dash-dotted block. The filter coefficients are analytically calculated for every P-or B-coded frame X . First, initial motion vectors mv with 1/4-pixel accuracy are found by performing motion estimation with the standard H.264/AVC interpolation (Yavc). Using this motion information, filters h(Sp) are calculated by solving a system of Wiener-Hopf equations [7] , which are constructed from Yavc and X images independently for each Sp. Coordinates of image samples which are used for h(Sp) estimations are given in (1) as s(Sp) in terms of relative (local coordinates) {A1, . . . , F6}. The link between these relative coordinates and the absolute image coordinates (x, y) can be established as follows.
Consider a sample X x,y located at the (x, y) coordinate in the original video frame X . Its local neighborhood with a size of 6 × 6 pixels is shown in Fig. 2 as {A1, . . . , F6} x,y , whereas X x,y is associated with C3 position. The sample X x,y is predicted from the reference image Yavc with motion vector mv x,y = (dx, dy). The integer part of this motion vector mv x,y = ( dx , dy ) specifies the absolute coordinate of C3 position in the up-sampled reference frame Yavc as (4x + 4 · dx , 4y + 4 · dy ). The absolute coordinates of {A1, . . . , F6} x,y positions in Yavc can be derived accordingly. The fractional component of the current mv x,y determines a sub-pixel location Sp ∈ {a, b, . . . , o} and hence the interpolation filter h(Sp) which is to be computed from {A1, . . . , F6} x,y samples of the reference and the original images.
Filter coefficients h t (Sp), where t is the coefficient's index, are calculated by solving a system of Wiener-Hopf equations. For an N -tap filter, the system of equations is given in (2)
where R cr (Sp) and R r (Sp) are the expected cross-covariance and auto-covariance functions computed from the original and the reference images independently for each Sp
where s(Sp) is a set of integer-pixels locations given in (1) . A practical approach to compute expectations (3) and (4) is to average local covariances over all motion vectors which were estimated from Yavc.
III. INTERPOLATION PROCESS After the adaptive filter coefficients are calculated, the reference image samples Y are interpolated at sub-pixels locations Sp as follows:
Interpolation at sub-pixel positions {a, c, d, l, e, g, m, o} is accomplished with a 6-tap filter (N = 6) and { f, i, j, k, n} samples are interpolated with N = 12, as shown in (5) . And, the filter calculation process described in Section II places no restrictions on floating point filter coefficients h t .
However, in order to perform interpolation with integer arithmetic, h t should be represented by integer values with finite word length. A signed h t value is represented with Q +1 bits as follows:
where Q is the number of bits representing the magnitude and the leftmost bit is reserved for the sign. Using this representation, interpolation is performed using integer arithmetic as follows:
Larger Q improves the accuracy of filter coefficient representation but increases the required memory size and memoryaccess bandwidth. In order to have the convolution sum in (7) fit in a 16-bit memory storage, the filter coefficients h t should be represented with a maximum of 4-bit accuracy (Q = 4). It was found empirically, that having Q < 8 significantly reduces the coding efficiency.
A. 16-Bit Integer Arithmetic Implementation
In order to achieve guaranteed 16-bit operation for the interpolation operation and still keep the coding efficiency high, a filter-specific calculation structure is proposed. The proposed method exploits the typical characteristics of interpolation filters and places certain restrictions on the filter coefficient values.
The proposed structure performs interpolation not using the equation given in (7), but using partial sums as shown in Fig. 3 . Two partial sums are required to interpolate Y (Sp) for Sp ∈ {a, b, c, d, h, l, e, g, m, o} and they are given as
Two additional partial sums are required to interpolate Y (Sp) for Sp ∈ {f, i, k, n, j} and these sums are given as Using the filtering operation and the restrictions described above, the accuracy of the filter-coefficients is increased from 4 bits to 7 for {a, c, d, l, e, g, m, o} and to 8 for { f, i, k, n, j} sub-pixel locations. The interpolation operations final expressions (8) and (9) are given for 16-bits interpolation of {a, c, d, l, e, g, m, o} and { f, i, k, n, j} respectively
for Q = 7 and Sp ∈ {a, b, c, d, h, l, e, g, m, o} (8)
In rare cases where the coefficient calculation process (2) results in coefficients that do not fulfill the conditions given in this section, the static interpolation filter is used for the corresponding sub-pixel location.
B. Interpolation Complexity Analysis
In this section we provide complexity analysis of the interpolation process that should be implemented at the decoder side. The complexity of the filter estimation process is beyond the scope of this letter, as it is an encoder algorithm and has much less restriction on the complexities.
First, we estimate the interpolation complexity of the proposed DAIF scheme as given in (7) and compare it with the complexities of the standard H.264/AVC and the most recently proposed 2-D-AIF interpolations, which are reported in [5] . This estimation was done in terms of the number of basic arithmetic operations, such as summation, multiplication, and shift, required to interpolate each sub-pixel location. The complexity estimate for each sub-pixel as well as the average of all sub-pixels complexities are given in Table I . Analysis of Table I shows that DAIF scheme requires about 38% of the number of operations needed for 2-D-AIF to interpolate the reference image (all sub-pixel locations). Moreover, our method requires about 36% less arithmetic operations in comparison to the standard H.264/AVC interpolation. As seen in Table I , the worst case complexity (which is an important parameter for decoding complexity) of the proposed scheme is reduced by 41% compared to H.264/AVC and reduced to one-third of the 2-D-AIF scheme.
Second, we estimate the complexity of the proposed interpolation implemented with 16-bit arithmetic, as given in (8) and (9), and compare it with complexity estimates for the 16-bit implementation of the H.264/AVC interpolation, available in [5] . Estimation results are given in Table II . Analysis of Table II shows that the proposed 16-bit implementation of DAIF interpolation has a complexity that is comparable with the highly optimized H.264/AVC on average for all sub-pixels as well as in the worst case scenario. We realize that the number of arithmetic operations is a simple approximation of the complexity and does not consider computational architecture, e.g., memory bandwidth, use of parallel arithmetic, and so on. However, we believe these estimates are useful for illustration purposes.
IV. EXPERIMENTAL RESULTS
Both of the proposed implementations of DAIF scheme, i.e., the 32-bit version as given in (7) with Q = 8 and the 16-bit version as given in (8) and (9), were adopted for integration into the official reference ITU-T VCEG-KTA software [12] .
In order to test the performance of the proposed interpolations, we produced rate-distortion curves with VCEG-KTA software [8] following the common test conditions defined in the ITU-T/VCEG group [9] with the baseline profile settings. Simulations were performed with test video sequences at QCIF, CIF, and 720p resolutions with a total of 300 coded frames for sequences at QCIF and CIF resolutions, and 150 coded frames for video materials at 720p resolutions. The standard H.264/AVC interpolation [1] was used as an anchor, and all simulation results are presented in Table III in terms of bit-rate reduction (%) compared to the anchor. Table III provides the simulation results for two integer implementations (32-bit and 16-bit) of the proposed DAIF scheme, noted as DAIF-32 and DAIF-16. Encoded bit streams for these schemes included side information for adaptive filters such as quantized filter coefficients, and thus the generated streams were fully decodable.
Table III also illustrates the simulation results for two more interpolation schemes: the 2-D-AIF which denotes the video coding with 2-D nonseparable adaptive filters (2-D-AIF) [4] ; and the SDIF which is the most recently proposed static directional interpolation filtering [11] . Additionally, rate-distortion curves achieved with the proposed DAIF scheme for "Crew" and "ShuttleStart" test sequences are given in Figs. 3 and 4 respectively.
As seen from Table III and the figures, a significant coding gain is achieved by the DAIF scheme compared to H.264/AVC. This gain comes from both the directional filter structure (SDIF outperforms the H.264/AVC interpolation by 2.7% in bit-rate reduction) and from adapting filter coefficients (∼7.7% of bit-rate reduction compared to H.264/AVC). Both DAIF schemes, the DAIF-32 and DAIF-16, provide comparable coding gain, about −7.7% of delta bit rate on average and 15% of bit-rate reduction for 720p video material. However, DAIF-16 slightly outperforms the DAIF-32 on low-resolution video sequences. This is because of reduced number of bits needed for transmitting the filter coefficients for DAIF-16 due to the lower dynamic range of the filter.
In comparison to the 2-D-AIF, the proposed scheme achieves comparable results as well (−0.03 dB on average), with significantly lower complexity. Additionally, it should be noted that the proposed DAIF scheme achieves about 1% of bit-rate reduction over the 2-D-AIF interpolation for lowresolution video sequences (QCIF) due to the significantly reduced bit overhead required for filter coefficients transmitting.
V. CONCLUSION
The recent H.264/AVC video coding standard supports motion-compensated prediction with up to 1/4-pixel accuracy motion vectors. In this letter, we proposed a novel interpolation scheme using DAIF for each sub-pixel location. Experimental results show that DAIF achieves about 7.7% of bit-rate reduction on average and 15% for high-resolution video compared to the standard nonadaptive interpolation scheme of H.264/AVC, while requiring 36% fewer operations for interpolation. Compared to the 2-D-AIF scheme, the proposed scheme has practically the same coding efficiency with approximately three times less complexity. The DAIF scheme as well as its 16-bit implementation described in this letter were both applied to the ITU-T/VCEG standardization and successfully adopted in the reference VCEG-KTA software [12] .
