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Abstract—In this paper, we study the performance of an
amplify-and-forward (AF) based analog network coding (ANC)
relay scheme in a multi-hop wireless network under individual
power constraints. In the first part, a unicast scenario is con-
sidered. The problem of finding the maximum achievable rate
is formulated as an optimization problem. Rather than solving
this non-concave maximization problem, we derive upper and
lower bounds for the optimal rate. A cut-set like upper bound
is obtained in a closed form for a layered relay network. A
pseudo-optimal AF scheme is developed for a two-hop parallel
network, which is different from the conventional scheme with
all amplification gains chosen as the maximum possible values.
The conditions under which either the novel scheme or the
conventional one achieves a rate within half a bit of the upper
bound are found. Then we provide an AF-based multi-hop ANC
scheme with the two schemes for a layered relay network. It
is demonstrated that the lower bound of the optimal rate can
asymptotically achieve the upper bound when the network is in
the generalized high-SNR regime. In the second part, the optimal
rate region for a two-hop multiple access channel (MAC) via AF
relays is investigated. In a similar manner, we first derive an
outer bound for it and then focus on designing low complexity
AF-based ANC schemes for different scenarios. Several examples
are given and the numerical results indicate that the achievable
rate region of the ANC schemes can perform close to the outer
bound.
Index Terms—Amplify-and-forward (AF), analog network cod-
ing (ANC), wireless networks, multiple access.
I. INTRODUCTION
S INCE the introduction of the amplify-and-forward (AF)relay scheme, it has been studied in the context of coop-
erative communication [1]-[4]. It is an interesting technique
from the practical standpoint because the complexity and cost
of relaying, always an issue in designing cooperative networks,
is minimal for AF relay networks. As the simplest coding
scheme, AF is also used to estimate the network capacity of
relay networks. Obviously, the achievable rate of AF scheme
can be viewed as a lower bound to the network capacity. In
addition to its simplicity, AF is known to be the optimal relay
strategy in many interesting cases [5]-[7]. Gastpar and Vetterli
[7] have shown that for a two-hop network with AF relays,
the cut-set bound of the network capacity can be achieved in
the limit of a large number of relays.
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Network coding [9] is a novel and promising design
paradigm for wired communication networks. As opposite
to the conventional routing operation, network coding allows
the intermediate relays processing the received packets to
reduce the amount of transmissions and thus improves the
total throughput of the network. Li et al. [8] have shown that
linear network coding can achieve the multicast capacity [9]
in a noiseless network. This result indicates that to send out
a linear combination of the incoming packets at each node is
sufficient to obtain the optimal capacity performance. Linear
network coding has also been studied in [10] from an algebraic
perspective. Each destination node effectively obtains source
information multiplied by a transfer matrix consisting of global
encoding kernels on the incoming edges of it, and can recover
the original data provided that the matrix is invertible.
Applying the principle of network coding to wireless com-
munication networks has recently received tremendous atten-
tion from the research community. AF relay scheme allows
one to exploit the broadcast nature of the wireless medium
and to introduce the concept of network coding into physical
layer. Katti et al. [11] have studied an AF-based analog
network coding (ANC) scheme. As opposite to the traditional
approach of wireless communications, analog network cod-
ing fully use the interference rather than avoiding it. This
technique significantly improves the network throughput in
many scenarios. Since then, many works have been focused
on the design of ANC relay schemes both for one-way and
two-way relay channels [12]-[17]. In [15] Maric´ et al. have
studied a multi-hop ANC scheme for a layered relay network
under the individual power constraint. With each relay node
amplifying the received signal to the maximum possible value,
the achievable rate is shown to approach the network capacity
in the high-SNR regime. Later such result is extended to the
generalized high-SNR regime as defined in [16]. The results in
[16] have shown the effectiveness of ANC in such generalized
scenario. Recently, Agnihotri et al. [17] propose an iterative
algorithm to obtain the optimal ANC scheme for a layered
relay network with ”Equal Channel Gains between Adjacent
Layers (ECGAL)” property in general SNR regime.
To employ ANC in a wireless network with AF relays, we
are especially interested in deriving the optimal achievable
rate. There have been many results for this problem [18]-
[20]. For a two-hop parallel relay network, Maric´ and Yates
[18] have found the optimal AF relay scheme in closed-form
along with the maximum achievable rate under the sum power
constraint. A more general result is obtained by Gomadam
and Jafar [19]. A case when all the relay nodes introduce the
correlated Gaussian noises is considered. They have found the
2optimal AF relay scheme for this scenario and investigated the
influence of the correlation between noises on the end-to-end
performance. However, the optimal AF scheme for a general
network where both the topology and the operation regime
of it have no limitation, is still unknown, even in the case of
a two-hop parallel relay network under the individual power
constraints. Agnihotri et al. [20] have provided a framework
to compute the maximum achievable rate with AF schemes
for a class of general wireless relay networks, which casts
the problem as an optimization problem. The similar idea
also appears in an independent work [16]. Unfortunately, the
optimization problem in general case is hard to be solved.
To employ AF-based ANC scheme in a wireless network,
there are still many important and interesting problems re-
maining to be solved. We list some of them as follows.
• Problem 1: The cut-set bound is usually used to justify
the performance of different relay schemes. However, it
is not a tight upper bound for the AF achievable rate in
most cases because the relay nodes are only allowed to
do linear operations. To derive a tight upper bound for the
achievable rate of a network with AF relays is an issue
of great importance since the optimal rate is always hard
to be obtained.
• Problem 2: Is it always optimal for relay nodes to
amplify the received signals to the maximum possible
values under individual power constraint? Intuitively, for
different scenarios there may exist different AF schemes
that have a better end-to-end throughput performance than
any others. Then how to characterize them?
• Problem 3: A multi-user scenario is also an interesting
topic [21]. For a two-hop MAC with AF relays, how
many AF schemes shall we use to obtain the entire
achievable rate region? Obviously, it is infeasible from
the practical standpoint for the relay nodes to store all the
AF schemes. Hence, it is worth investigating the tradeoff
between the performance and the complexity.
The main results of this paper give partial answers to the
above questions and are summarized as follows:
• In this paper, we pursue two related objectives. The first
one is to investigate the optimal AF-based ANC scheme
for a multi-hop unicast relay network. Assuming each
relay node has a transmitting power constraint, we derive
an upper bound of the optimal achievable ANC rate in a
closed form for a layered relay network. The idea behind
our method is similar to the technique used to derive the
cut-set bound. Thus we call it a cut-set like upper bound.
A novel AF scheme for a two-hop parallel relay network
is proposed, which is different from the conventional
scheme with all relay nodes amplifying the received
signal to the maximum possible value. We determine
the different conditions under which either the novel
scheme or the conventional one has a better performance
to approach within 1/2 bit to the upper bound and thus
the optimal rate. Based on such observations, a mixed
AF-based multi-hop ANC scheme is proposed. When the
network is in the generalized high-SNR regime [16], we
demonstrate that the lower bound of the achievable rate
can asymptotically achieve the upper bound. Furthermore,
we point out that the result obtained in [15] can be viewed
as a special case of the result obtained in our paper.
• The second objective of this work is to extend the ANC
scheme to the multiuser case. S. A. Jafar et al. [21] have
shown the optimal rate region of the two-hop parallel
AF network under a sum power constraint. We find
that to assume the relay nodes under individual power
constraints makes the problem more complicated. It is
observed that for a specific AF scheme, the network
reduces to a conventional MAC. Each Gaussian capacity
in the rate set of the MAC is equivalent to the capacity
of a two-hop parallel unicast network. With the similar
idea, we first derive two outer bounds for the optimal rate
region. The structures of them are fully characterized.
Then a dynamic ANC scheme is proposed. According to
different network settings, the number of the AF schemes
stored in the relay nodes varies and with finitely many
schemes a time-sharing inner bound is obtained. The
tradeoff between the storage space and the performance
is decided for the practical purpose. Finally, we illustrate
three ANC schemes. The numerical result shows that
the inner bound of each ANC scheme is close to the
respective outer bound in different scenarios.
Notation: Scalars are denoted by lower-case letters, e.g.,
x, and bold-face lower-case letters are used for vectors, e.g.,
x, and bold-face upper-case letters for matrices, e.g., X.
In addition, trace(X), |X|, XT and X−1 denote the trace,
determinant, transpose and inverse matrix of X, respectively,
and diag(x1, · · · , xn) denotes a block-diagonal square matrix
with x1, · · · , xn as the diagonal elements. X(i, j) denotes the
(i, j)-th element of X, and rank(X) denotes the rank of X.
||x|| denotes the Euclidean norm of a vector x. E [·] is the
expectation operation. log(·) denotes the logarithm in the base
2 and ln(·) denotes the natural logarithm. We use conv (·) and
col (·) to denote the convex hull and the closure of a set.
II. NETWORK MODEL
In the first part of this paper, we analyze a multi-hop
Gaussian relay network with a single source-destination pair
(S,D), which is represented by a directed graph G = (V , E)
depicted in Fig. 1. Assume each non-source node k introduces
a Gaussian noise, all the relay nodes work in a full-duplex
mode, and there is no circle path in the network. At instant
n, the channel output at node k is a linear combination of
all noisy signals transmitted from its upstream nodes and the
Gaussian noise introduced by itself and can be expressed as
yk [n] =
∑
j∈V(k)
hj,kxj [n] + zk [n], (1)
where hj,k denotes the channel gain from node j to node
k, V(k) represents neighboring nodes of node k which have
one-hop path to node k, xj [n] is the transmitted signal
at node j, and zk [n] is a sequence of independently and
identically distributed (i.i.d.) Gaussian noises with zero mean
and variance 1. All the channel gains are supposed to be fixed
positive real-valued constants known through the network for
the scope of the present paper.
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Fig. 1. Wireless relay network with single source-destination pair
A natural assumption is that there exists a transmitting
power constraint PUpk at each node k such that
E
[
x2k
] ≤ PUpk . (2)
Each network node performs analog network coding via
amplify-and-forward relay scheme. Assume the relay nodes
operate instantaneously as in [12], that is, the relay nodes
amplify and forward their input signals without delay.
xk [n] = βkyk [n] , (3)
where the amplification gain βk is chosen such that the power
constraint (2) is satisfied. Actually the possible system insta-
bility resulting from this assumption is avoided by a ”buffering
and subtracting” technique as observed in [20]. So, with this
assumption, the time index n then can be omitted in the sequel
for the sake of brevity. Through a relaying path from node j to
node k, the signal xj is multiplied by the amplification gains
and the channel gains along this directed path. Since the multi-
hop ANC scheme takes more of the network coding approach,
the corresponding coding coefficients are defined as follows.
Definition 1 (Local Encoding Coefficient): Let e(i, j) and
e(j, k) be the input and output channels of node j. We call
αe(j,k) = βjhe(j,k) (4)
the local encoding coefficient of pair (e(i, j), e(j, k)) , i ∈
V(j), where, in particular, βS = 1.
Definition 2 (Global Encoding Coefficient): We call
fj,k =
∑
{E(j,k)}
∏
e(m1,m2)∈E(j,k)
αe(m1,m2) (5)
the global encoding coefficient from node j to node k, where
E(j, k) represents the set of channels appearing in a relay path
between the two nodes.
The global encoding coefficient defined here can be inter-
preted as the equivalent path gain between node j and k. The
relationship between the local and global coefficients is given
as follows.
fS,k =
∑
j∈V(k)
αe(j,k)fS,j (6)
III. UPPER BOUND TO ANC RATE
A. Sufficient Condition of Power Constraint
We first derive the expression of the achievable rate for
a unicast network with a specific ANC scheme. Then the
problem of finding the maximum achievable rate is formulated
as an optimization problem. In this subsection, we focus
on capturing the feasible domain of each amplification gain
according to the power constraint at each relay node.
According to the assumption that each non-source node
introduces a Gaussian noise, each of them can be viewed
as a source with the noise as the input. Therefore, by the
linear operation of AF relay scheme, the original network
can be considered as a linear combination of several unicast
subnetworks and the source of each subnetwork is either the
source node S or the non-source node. Therefore, with the
global encoding coefficient (5), the received signal at the
destination is expressed as
yD = fS,DxS +
∑
{j}
fj,Dzj + zD
= xS,eq + zeq, (7)
where xS,eq = fS,DxS represents the equivalent signal trans-
mitted from the source node, and zeq =
∑
{j}
fj,Dzj + zD
denotes the equivalent noise received at the destination node
where the summation is over all relay nodes {j}. By the
assumption that all the Gaussian noises introduced at the non-
source nodes are independent, the sum of them is also drawn
according to Gaussian distribution. Hence, from the RHS of
the second equality above, the relay network employing the
ANC relaying scheme can be considered as a point-to-point
Gaussian channel. As the well-known result, the source node
adopts the Gaussian codebook. The random variable (r.v.)
xs used to generate the codewords is drawn according to
N [0, Ps] , where N
[
0, σ2
]
denotes normal distribution with
zero mean and variance σ2. A sequence of codes containing⌈
2nR
⌉
codewords of length n is proposed and it is shown that
the error probability goes to zero as n→∞.
From (4), (5) and (7), both the equivalent signal and noise
are related to the amplification gains chosen in the ANC
scheme. For the equivalent Gaussian channel, we focus on
the choice of the amplification gains to maximize the SNR
value at the destination node, and thus the transmission rate
R. Certainly, this problem can be formulated as a standard
optimization problem with the object function being the SNR
received at the destination node which is shown as follows.
SNR ({βk, k ∈ V\(S,D)}) =
f2S,DPS∑
j∈V\(S,D)
f2j,D + 1
, (8)
which is subject to the power constraints at the relay nodes.
Hence, to solve this optimization problem, it is necessary to
convert the power constrains into the constraints with respect
to the amplification gains first. However, for a multi-hop relay
network, the selection of the amplification gain at one node
also relies on the selections at its upstream nodes. Therefore,
we find it hard to give an equivalent independent constraint
for each amplification gain. To simplify the problem, we first
provide such an independent constraint. Then we show it
suffice for the power constraint. Fortunately, it will be shown
that under such constraint, a good multi-hop ANC scheme can
be proposed in a special SNR regime defined in the sequel.
Several parameters are defined first as observed in [15].
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Fig. 2. Layered relay network with single source-destination pair
Definition 3: When each node j transmits with PUpj given
in (2), the power received at node k is upper bounded by
PR,k =

 ∑
j∈V(k)
hj,k
√
PUpj


2
, (9)
and the reciprocal of PR,k is represented by
δk =
1
PR,k
. (10)
Note that if the network is noiseless, then the received signal
power at node k approaches (9) when all the neighboring
nodes of it transmit the received signals at the upper bounds
of the power constraints (2). Then we extend the sufficient
condition of the power constraint in [15] to a general network
model described in section II by the following lemma.
Lemma 1: In a multi-hop Gaussian relay network, it is
sufficient for each relay node k to choose the amplification
gain
β2k ≤
PUpk
(1 + δk)PR,k
∆
=
(
βUpk
)2
(11)
such that the power constraint (2) is satisfied.
Proof: The proof is given in the appendix A.
Note that by Definition 3, the value PR,k and its reciprocal
δk are both constants determined by the network settings.
Therefore, the constraints for the amplification gains proposed
in the above lemma are independent of each other.
B. Upper Bound to ANC Rate
In this subsection, we first show a layered relay network
depicted in Fig. 2. The source node is assumed to be at layer
0 and the destination node at layer L. The number of relay
nodes at layer l is denoted by nl. The transmitted signal vector
at layer l is denoted by xl and the received signal vector at
layer l + 1 can then be obtained as
yl+1 = Hlxl + zl+1, (12)
where yl+1 and zl+1 are the received signal vector and the
noise vector at layer l + 1 respectively, and Hl denotes the
channel matrix between these two layers with the element
Hl (j, k) representing the channel gain from node j at layer l
to node k at layer l + 1. Especially, we use h0 to denote the
broadcast channel between the source node and the nodes in
the first layer and hL−1 to denote the multiple access channel
between the nodes in the L−1th layer to the destination node.
Specifically, the global encoding coefficients in such net-
work are given as follows,
fS,D = h
T
L−1BL−1 · · ·H1B1h0, (13)
fj,D = h
T
L−1BL−1 · · ·hl,jβj , j ∈ Ll, l = 1, 2 · · ·L−1, (14)
where hl,j represents the jth column-vector in Hl, and Bl =
diag {β1 · · ·βj · · ·βnl} , j ∈ Ll where Ll denotes the node
set of layer l. From (7), (13) and (14), the signal received at
the destination node is given by
yD = h
T
L−1BL−1 · · ·H1B1h0xs
+
L−1∑
l=1
hTL−1BL−1 · · ·HlBlzl + zD, (15)
and the SNR function at the destination node (8) results to be
SNR ({βk, k ∈ L1,L2 · · · LL−1})
=
E
[(
hTL−1BL−1 · · ·H1B1h0xs
)2]
E
[(
L−1∑
l=1
hTL−1BL−1 · · ·HlBlzl
)2]
+ E [z2D]
. (16)
To have an upper bound to the ANC rate, we recall the
technique of obtaining the cut-set bound of capacity of a noisy
network. One may first assume all channels in the network are
noiseless except at one cut and then have an upper bound. By
taking the minimum upper bounds over all cuts, the cut-set
bound is derived. By applying the same idea to ANC in layered
networks, an analysis of an ideal layered relay network is made
first. We first fix a layer l0 and assume the Gaussian noises
are only introduced at nodes on this layer and other parts in
the network are noiseless. By optimizing the SNR function
received at the destination node of such network which is
formulated by
SNRl0 ({βk, k ∈ L1,L2 · · · LL−1})
=
E
[(
hTL−1BL−1 · · ·B1h0xs
)2]
E
[(
hTL−1BL−1 · · ·Hl0Bl0zl0
)2] , (17)
an upper bound of the optimal ANC rate Ropt is derived. Then
by traversing l0 = 1, 2 · · ·L, a collection of upper bounds
is obtained. To choose the minimum of them, a better upper
bound is derived. We draw the conclusion in the following
theorem.
Theorem 1 (Upper Bound to ANC Rate): An upper bound
of the ANC rate of a Gaussian layered relay network with L
layers under the individual transmitting power constraints is
given as follows.
RUp = min
l0=1,2···L
1
2
log
(
1 +PTR,l0PR,l0
)
,
where PR,l0 =
[√
PR,1 · · ·
√
PR,j · · ·
√
PR,nl0
]T
, j ∈ Ll0 .
Proof: The proof is given in the appendix B.
We refer to the optimal AF scheme at layer l0 for the
ideal network with only the nodes in layer l0 introducing
the noises as a ”pseudo-optimal amplification scheme”. Note
that the idea behind our upper bound is similar to the idea of
5cut-set bound, we call this upper bound a cut-set like upper
bound. As we know, the cut-set bound is an upper bound to
the network capacity, where the relay nodes are allowed to do
any operations, including decoding. So we intuitively feel that
the cut-set bound may not be tight for the optimal achievable
rate of a network with AF relays in general case. To generalize
the result of Theorem 1, we hope to find out a more general
upper bound result for a non-layered relay network with AF
relays. By taking a cut set of the network, we use the notation
J to denote the nodes on the output sides of the channels
in such cut set. If assume only the nodes j’s in J introduce
the Gaussian noises, the corresponding SNR function can be
expressed as,
SNRJ ({βk, k ∈ V\(S,D)}) =
f2S,DPS∑
j∈J
f2j,D
. (18)
Using the same argument as we derive Theorem 1, by opti-
mizing SNRJ , an upper bound of Ropt is derived. Then the
upper bound of ANC rate in general network is given as
RUp = min
J
max
βk,k∈V\(S,D)
1
2
log (1 + SNRJ ) . (19)
However, we are unable to give a closed-form of the optimal
solution for SNRJ in general case.
Remark 1: The upper bound of the ANC rate in [15] can be
regarded as a corollary of Theorem 1. Let us revisit the result
obtained in [15] in an alternative approach proposed in our
paper. Since in the scenario considered in paper [15], all the
relay nodes have sufficiently large transmitting powers except
the ones at layer L− 1, the upper bound in Theorem 1 shows
that the minimum is taken when l0 = L. The SNR function of
an ideal network with l0 = L , i.e., only the destination node
introduces the Gaussian noise turns to be
SNRL {βk, k ∈ L1,L2 · · · LL−1}
=
E
[(
hTL−1BL−1 · · ·H1B1h0xs
)2]
E [z2D]
, (20)
then the corresponding upper bound of the achievable ANC
rate is
RUp =
1
2
log (1 + PR,D) . (21)
Furthermore, from (20) we can see that the noise power
received at the destination is independent of amplification
gains in this case. Hence, the larger the transmitting powers
are, the better the performance of the ANC scheme. With
the power constraint, a practical ANC scheme is proposed as
observed in [15].
βk = β
Up
k , k ∈ Ll, l = 1, 2, · · · , L− 1. (22)
Remark 2: In [7], an upper bound to capacity of the relay
network is computed using a weaker corollary of cut-set
theorem [25, Theorem 14.10.1] and the capacity formula for
Gaussian vector channels with fixed transfer function [24].
Applying the similar idea used to verify the corollary, we can
also compute the upper bound to capacity of the layered relay
network, which can be formulated as an optimization problem
as follows.
min
l0=1,··· ,L−1
max
p
(
xj ,j∈Ll0−1
) I (xl0−1;yl0) (23)
subject to
E
[
x2j
] ≤ PUpj , j ∈ Ll0−1 (24)
Let us relax this power constraint to∑
j∈Ll0−1
E
[
x2j
] ≤ ∑
j∈Ll0−1
PUpj (25)
Note that for given l0, (23) is formulated due to the assumption
that the nodes in layer l0 − 1 are the multiple transmitting
antennas of the source node and the nodes in layer l0 are the
multiple receiving antennas of the destination node. Hence,
the transmitting antennas may have any cooperation to encode
the message and the multiple receiving antennas may have
any cooperation to decode it. Consequently, the corresponding
capacity is an upper bound to the network capacity. The
solution of the problem defined by (23) and (24) cannot be
larger than the solution of the problem defined by (23) and
(25). For a specific l0, the latter can be evaluated by using the
result in [24].
Cl0 = max
Kxl0−1
1
2
log
(
det
(
Inl0 +Hl0−1Kxl0−1H
T
l0−1
))
,
(26)
where Kxl0−1 = E
[
xl0−1x
T
l0−1
]
and the maximum is subject
to trace
(
Kxl0−1
) ≤ ∑
j∈Ll0−1
PUpj . Note that the optimal
solution is obtained by water-filling. To investigate how far
between the cut-set bound and the upper bound derived in
Theorem 1, several special cases are taken into account.
When the minimum in Theorem 1 is obtained by taking
l0 = 1, i.e., the first hop is on the bottleneck in the data
transfer, we have the broadcast cut-set bound as the upper
bound for capacity.
CBC =
1
2
log
(
1 + hT0 h0PS
)
. (27)
At this time, the upper bound obtained in Theorem 1 is
RUp =
1
2
log
(
1 + hT0 h0PS
)
, (28)
which is equal to the former. Hence, in case when RUp is
achieved, then the network capacity can be achieved.
When the minimum in Theorem 1 is obtained by taking
l0 = L, i.e., the last hop is on the bottleneck of the data
transfer, we have the multiple access cut-set bound as the upper
bound for capacity.
CMAC =
1
2
log

1 + hTL−1hL−1

 ∑
j∈LL−1
PUpj




=
1
2
log
(
1 + hTL−1hL−1
(
PUp
)T
PUp
)
, (29)
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Fig. 3. Two-hop parallel relay network with single source-destination pair.
where PUp =
[√
PUp1 · · ·
√
PUpj · · ·
√
PUpnL−1
]
. At this time,
the upper bound obtained in Theorem 1 is
RUp =
1
2
log (1 + PR,D)
=
1
2
log
(
1 + (hTL−1P
Up)2
)
. (30)
By Schwarz inequality, RUp ≤ CMAC . The equality holds
when PUp = chL−1 for some constant c.
IV. LOWER BOUND TO ANC RATE
We expect to obtain a good AF-based ANC scheme by
solving an optimization problem in this section. The SNR
function given in (16) is the object function, which is subject
to the constraint given in Lemma 1. Note that Lemma 1
only provides a sufficient condition for the power constraint.
Therefore, the optimal value of this optimization problem can
only be served as a lower bound to the optimal ANC rate.

max SNR ({βk, k ∈ L1,L2 · · · LL−1})
s.t. β2k ≤
Pk
PR,k + 1
, k ∈ L1,L2 · · · LL−1 (31)
As shown in [18], a similar optimization problem has a
simple solution under the sum power constraint for a two-hop
relay network as depicted in Fig. 3. However, the optimization
problem given above is essential a fractional programming
[22] which is a hard problem. Even for a two-hop network,
the above problem is a fractional programming [23] where
both the enumerator and denominator are convex functions.
There is no such easy approach to solve the problem so far as
we know.
Before investigating the lower bound to the optimal ANC
rate for the layered relay network with arbitrary layers, we
first examine three different AF schemes for two single-source
single-destination two-hop parallel relay networks as shown in
Fig. 4, and Fig. 6. Then we capture the characterizations of
these schemes.
• Scheme 1: As observed in most conventional amplify-
and-forward relaying schemes, all the relay nodes trans-
mit the received signal at the upper bounds of the power
constraints. Hence, the amplification gains are
βk = β
Up
k , k = 1, 2 · · ·n.
1 2
D
S
1 1Sh  2 1Sh  
2
1D
h a 
2Dh a 
1 1
UpP  2 1UpP  
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Fig. 4. 3-layer network with 2 nodes at layer 2.
• Scheme 2: Motivated by the scheme used in layer l0 when
we obtain Theorem 1, we employ the pseudo-optimal
amplification scheme for this two-hop network, that is
βk = c
1
hkD
√
PR,k, k = 1, 2 · · ·n,
where c = min
{
βUpk
hkD√
PR,k
, k = 1, 2 · · ·n
}
.
• Scheme 3: The destination node chooses one relay node
to transmit the received noisy signal which is referred to
as AF with selection. To be specific, only the relay node,
with the assistant of which the destination receives the
highest SNR value, amplifies and forwards its received
noisy signal with the upper bound of the power constraint.
Find
k0 = arg
k=1,2···n
max
(
hSkhkDβ
Up
k
)2
,
then choose
βk0 = β
Up
k0
and βk = 0, k 6= k0.
For the network parameters given in Fig. 4, we compute
the corresponding amplification gains and the SNR values
received at the destination node for the above three schemes.
Assume each Gaussian noise introduced by the non-source
node is i.i.d. with unit variance. Later, we will explain that
the assumption does not lose the generality.
• Scheme 1:
β1 =
1√
2
, β2 =
1√
2
and SNR =
(
a2 + a
)2
a4 + a2 + 1
.
• Scheme 2:
For 0 ≤ a < 1,
c =
a2√
2
, β1 =
1√
2
, β2 =
a√
2
, and SNR = 2a
4
a4 + 1
,
and for 1 ≤ a,
c =
a√
2
, β1 =
1
a
√
2
, β2 =
1√
2
, and SNR = 2a
2
a2 + 1
.
• Scheme 3:
For 0 ≤ a < 1,
β1 = 0, β2 =
1√
2
, and SNR = a
2
a2 + 2
,
and for 1 ≤ a,
β1 =
1√
2
, β2 = 0, and SNR =
a4
a4 + 2
.
70 1 2 3 4 5 6 7 8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
a
R 
[b
its
/ch
an
ne
l u
se
]
Comparision of different ANC schemes
 
 
Achievable rate of scheme 1
Achievable rate of scheme 2
Achievable rate of scheme 3
Fig. 5. Achievable rates of different AF schemes.
Then we compute the upper bound of the achievable rate
for this network. By Theorem 1,
RUp = min
{
RUp1 , R
Up
2
}
,
where RUp1 = 0.5 log 3 and R
Up
2 = 0.5 log
(
1 +
(
a2 + a
)2)
.
The result shows that if 0 ≤ a < 1.3028, then RUp1 is greater
than RUp2 , which means the bottleneck of data transfer is on
the second hop, and if 1.3028 ≤ a, then RUp1 is no larger than
RUp2 , which means the bottleneck of data transfer is on the
first hop.
In Fig. 5, the numerical result of the achievable rate for
each scheme is given. From Fig. 5, we observe that when
0 ≤ a < 2, the achievable rates of scheme 1 and 2 are almost
the same, while when 2 ≤ a, the achievable rate of scheme
2 outperforms that of scheme 1. We are interested in how to
select the AF scheme in different cases. Since in low SNR
scenario, it is not expected to perform AF as the relaying
scheme, to investigate the criterion, we consider the case when
a is sufficiently large, i.e., a ≥ 2. The total noise received at
the destination node has two portions, one is the propagation
noise from relay nodes denoted by wD, which is referred to
as the upper layer noise hereafter, and the other is the noise
introduced by the destination node itself which is referred to
as the lower layer noise later. We compute the propagation
noise power both for scheme 1 and 2. In scheme 1,
E
[
w2D
]
=
1
2
(a4 + a2),
and in scheme 2,
E
[
w2D
]
= a2.
Since the lower layer noise has unit power, we observe that
in both cases, the propagation noises dominate the total noise
received at the destination node. Therefore, the AF scheme
proposed in our paper is expected to be more effective in
dealing with the upper layer noises. Note that the dominance
only depends on the ratio of the variances of the upper layer
and lower layer noises, hence assuming all the Gaussian noises
have unit variance is without loss of generality.
1 2
D
S
2
1Sh a 2Sh a 
1
1
D
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Fig. 6. 3-layer network with 2 nodes at layer 2.
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Fig. 7. Achievable rates of different AF schemes.
For the network parameters given in Fig. 6, we compute
the corresponding amplification gains with the above three
schemes.
• Scheme 1:
β1 =
1√
1 + a4
, β2 =
1√
1 + a2
, and
SNR =
(
a2√
1+a4
+ a√
1+a2
)2
1
1+a4 +
1
1+a2 + 1
.
• Scheme 2:
For 0 ≤ a < 1,
c =
1
a
√
1 + a2
, β1 =
a√
1 + a2
, β2 =
1√
1 + a2
, and
SNR =
(a3 + a)2
2(a2 + 1)
,
and for 1 ≤ a,
c =
1
a2
√
1 + a4
, β1 =
1√
1 + a4
, β2 =
1
a
√
1 + a4
, and
SNR =
(a3 + a)2
a6 + 2a2 + 1
.
• Scheme 3:
For 0 ≤ a < 1,
β1 = 0, β2 =
1√
1 + a2
, and SNR = a
2
a2 + 2
,
and for 1 ≤ a,
β1 =
1√
1 + a4
, β2 = 0, and SNR =
a4
a4 + 2
.
8Then we compute the upper bound of the achievable rate
for this network. By Theorem 1,
RUp = min
{
RUp1 , R
Up
2
}
,
where RUp1 = 0.5 log
(
1 + a2 + a4
)
and RUp2 = 0.5 log 5. The
result shows that if 0 ≤ a < 1.2496, then RUp1 is less than
RUp2 , which means the bottleneck of data transfer is on the
first hop, and if 1.2496 ≤ a, then RUp1 is no less than RUp2 ,
which means the bottleneck of data transfer is on the second
hop.
In Fig. 7, the numerical result of the achievable rate for
each scheme is given. From Fig. 7, we observe that when
0 ≤ a < 1, the achievable rates of scheme 1 and 2 are almost
the same while when 1 ≤ a, the achievable rate of scheme
1 outperforms that of scheme 2. We are still interested in
how to select the AF scheme in different cases. As explained
previously, we consider the case when a is sufficiently large,
i.e., a ≥ 1. We compute the propagation noise power both for
scheme 1 and 2. In scheme 1,
E
[
w2D
]
=
1
1 + a4
+
1
1 + a2
,
and in scheme 2,
E
[
w2D
]
=
1
1 + a4
+
1
a2(1 + a4)
.
We observe that in both cases, the lower layer noise dominates
the total noise. Therefore, from the numerical result, the
scheme 1 is expected to be more effective in dealing with
the lower layer noise.
Now let us summarize the results drawn from the above
analysis. The first observation is that the more relay nodes
assist the transmission the better performance we can obtain.
The reason is that the source signals retransmitted by the
relay nodes are all related; however, the noise signals are
independent of each other. Therefore, from the aspect of
cooperation communications, the more copies of the original
signals received at the destination node the lager diversity
gain will be obtained. Second, if the relay nodes always
amplify and forward the received signal to the maximum
possible value, then it may result in suboptimal end-to-end
throughput. This observation leads to an interesting problem
that under what conditions the two schemes will have a better
performance? From the above two examples, we conjecture
that scheme 1 is more effective in managing lower layer noises
and inversely, scheme 2 is more valid in dealing with upper
layer noises. Finally, the first two AF schemes mentioned
above can constitute a mixed ANC scheme which can be
applied to a layered relay network with arbitrary layers. The
relay nodes at each layer may select either of the conventional
scheme (scheme 1) or the new scheme (scheme 2) proposed in
our paper. However, in a layered relay network, the selection of
the scheme for one layer also depends on the schemes applied
by the other layers. Therefore, it is complicated to provide a
localized criterion to select which scheme at each layer.
Let us consider the following AF-based ANC scheme mo-
tivated by the optimal solution in the ideal network analyzed
in Theorem 1. With such ANC scheme, a lower bound to the
optimal ANC rate is derived. To simplify the computation of
the lower bound, we first define
δ0 = max
j∈L1,··· ,Ll0−1,Ll0+1,··· ,LL
δj . (32)
The amplification gain at node k, k ∈ L1,L2 · · · Ll0−1 is
chosen as
βk =
√
PUpk
(1 + δ0)PR,k
≤
√
PUpk
(1 + δk)PR,k
= βUpk , (33)
and at node k, k ∈ Ll0+1 · · · LL−1 is chosen as some positive
constant such that
βk = const. ≤ βUpk . (34)
Note that the amplification vector selected at layer l0 depends
on these factors and moreover, no matter what feasible gains
are selected will not affect the resulting upper bound. The
amplification vector at layer l0 is chosen as
βl0 = c1G
−1PR,l0 , (35)
where βl0 and G are defined in the proof of Theorem 1, and
c1 can be determined as
c1 = min
{
βUpk
gk√
PR,k
, k ∈ Ll0
}
. (36)
Note that, in the above ANC scheme, both the conventional
and the pseudo-optimal amplification scheme are adopted.
Although it is not expected to obtain the optimal ANC rate
through a fixed scheme, the corresponding achievable rate of
such ANC scheme can be served as a lower bound.
Theorem 2 (Lower Bound to ANC Rate): A lower bound
of the ANC rate of a Gaussian layered relay network with L
layers under the transmitting power constraints is as follows.
RLow =
max
l0=1,2···L
1
2
log

1 +
P
T
R,l0
PR,l0
(1+δ0)
l0−1[
1− 1
(1+δ0)
l0−1
]
PTR,l0PR,l0 + c3

 ,
where c2 = E

( L−1∑
l=l0+1
hTL−1BL−1 · · ·HlBlzl
)2 is a
bounded constant and c3 = 1 +
c2 + 1
c21P
T
R,l0
PR,l0
.
Proof: The proof is given in the appendix C.
Note that c2 is a bounded positive constant depending on
the selection of amplification gains in nodes at layer l0 + 1
to L− 1. Finally, we should emphasize that the lower bound
obtained in the above theorem is a universal one since it is
not required that δ0 should be a small positive value.
V. APPLICATIONS OF AF-BASED ANC SCHEME
To the best of our knowledge, AF relay design for a layered
relay network has been the focus of mush recent research.
Thus by taking pseudo-optimal amplification scheme at certain
layers, we have an alternative multi-hop ANC scheme as
opposite to the scheme with all relay nodes amplifying the
9received signals to the maximum [15]. A problem is whether
pseudo-optimal amplification scheme can make things better
than conventional AF scheme. We turn to two particular
classes of layered relay networks and compare the resulting
lower bound of AF rates to our upper bound.
A. Application to Two-Hop Network
We extend the results derived from the previous examples
to a two-hop parallel relay network with n relay nodes. Note
that scheme 2 can be viewed as a pseudo-optimal amplification
scheme for such network. Denote by B(1) and B(2) the
two schemes and by w(1)D and w
(2)
D the upper layer noises
corresponding to these two schemes respectively. Hence, we
have
E
[
(w
(i)
D )
2
]
= hT1 B
(i)B(i)h1, i = 1, 2, (37)
and the lower layer noise introduced by the destination node
itself has, as assumed, a unit power.
E
[
z2D
]
= 1. (38)
It is easy to verify that E
[
(w
(1)
D )
2
]
is no less than
E
[
(w
(2)
D )
2
]
.
Definition 4: We call the upper layer noise dominates the
total noises received at the destination in a two-hop relay
network with AF relays when
E
[
(w
(1)
D )
2
]
≥ E
[
(w
(2)
D )
2
]
≥ 1.
Reversely, we call the lower layer noise dominates the total
noises when
E
[
(w
(2)
D )
2
]
≤ E
[
(w
(1)
D )
2
]
≤ 1.
As we mentioned before, the individual power constraints
make the problem of deriving the exact optimal AF rate
complicated to be handled. However, we still obtain some
interesting results on the performance of achievable AF rate
shown as follows.
Theorem 3: For a two-hop relay network with AF relays
under individual power constraints, there exist AF schemes
accodrding to different senarios when either the upper layer
noise or the lower layer noise dominates the total noises
recived at the destination node such that the gaps between
the the corresponding achievable rates R’s and the optimal
AF rate Ropt are at most 1/2 bit.
Proof: For a two-hop relay network, we see that the
achievable rate can be easily derived without employing the
lower bound obtained in Theorem 2. For the first scenario,
we compute the achievable rate with the pseudo-optimal
amplification scheme, i.e., B(2).
R =
1
2
log

1 + hT1 B(2)h0hT0B(2)h1PS
E
[
(w
(2)
D )
2
]
+ 1


=
1
2
log

1 + hT1 B(2)h0hT0B(2)h1
/
E
[
(w
(2)
D )
2
]
1 + 1
/
E
[
(w
(2)
D )
2
] PS


(a)
≥ 1
2
log

1 + hT1B(2)h0hT0 B(2)h1
/
E
[
(w
(2)
D )
2
]
2
PS


≥ 1
2
log

1 + hT1B(2)h0hT0B(2)h1PS
E
[
(w
(2)
D )
2
]

− 1
2
(b)
≥ Ropt − 1
2
(39)
where (a) follows from the assumption that E
[
(w
(2)
D )
2
]
≥ 1
and (b) follows from Theorem 1 that
Ropt ≤ RUp1 =
1
2
log

1 + hT1B(2)h0hT0 B(2)h1PS
E
[
(w
(2)
D )
2
]

 .
For the second scenario, we compute the achievable rate
with the conventional scheme, i.e., B(1).
R =
1
2
log

1 + hT1B(1)h0hT0B(1)h1PS
E
[
(w
(1)
D )
2
]
+ 1


(a)
≥ 1
2
log
(
1 +
hT1 B
(1)h0h
T
0B
(1)h1PS
2
)
≥ 1
2
log
(
1 + hT1B
(1)h0h
T
0B
(1)h1PS
)
− 1
2
(b)
≥ Ropt − 1
2
(40)
where (a) follows from the assumption that E
[
(w
(1)
D )
2
]
≤ 1
and (b) follows from Theorem 1 that
Ropt ≤ RUp2 =
1
2
log
(
1 + hT1B
(1)h0h
T
0 B
(1)h1PS
)
.
Then we complete the proof.
Note that Theorem 3 rigorously interpret the intuition
obtained from the examples in section IV. We are also in-
terested in the case beyond these two scenarios, i.e., when
E
[
(w
(1)
D )
2
]
≥ 1 ≥ E
[
(w
(2)
D )
2
]
. Are the performances of the
two schemes in such general scenario also good enough? We
draw the conclusion in the following theorem.
Theorem 4: For a two-hop relay network with AF relays
under individual power constraints, with either the pseudo-
optimal amplification scheme or the conventional one, the
gaps between the corresponding achievable rates R’s and
the optimal AF rate Ropt are upper bounded by a constant
when neither the upper layer noise nor the lower layer noise
dominates the total received noises at the destination.
Proof: To verify the statement, we compare achievable
rates corresponding to scheme 1 and 2 with two upper bounds
RUp2 and R
Up
1 respectively. The achievable rate with the
conventional scheme B(1) is as follows.
R =
1
2
log

1 + hT1 B(1)h0hT0B(1)h1PS
E
[
(w
(1)
D )
2
]
+ 1


(a)
≥ 1
2
log

1 + hT1B(1)h0hT0 B(1)h1PS
E
[
(w
(1)
D )
2
]/
E
[
(w
(2)
D )
2
]
+ 1


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(b)
≥ 1
2
log
(
1 +
hT1 B
(1)h0h
T
0B
(1)h1PS
ε+ 1
)
≥ 1
2
log
(
1 + hT1B
(1)h0h
T
0 B
(1)h1PS
)
− 1
2
log (1 + ε)
(c)
≥ Ropt − 1
2
log (1 + ε) , (41)
where ε = max


(
β
(1)
k
β
(2)
k
)2
, k = 1, 2 · · ·n

, (a) follows
from the assumption 1 ≥ E
[
(w
(2)
D )
2
]
, (b) follows from
E
[
(w
(1)
D )
2
]
E
[
(w
(2)
D )
2
] = hT1B(1)B(1)h1
hT1B
(2)B(2)h1
≤ ε, (42)
where the last inequality results from the generalized Rayleigh
quotient [27], and (c) follows from the same argument as (b)
in (40). Similarly, the achievable rate with the pseudo-optimal
amplification scheme B(2) is as follows.
R =
1
2
log

1 + hT1B(2)h0hT0 B(2)h1PS
E
[
(w
(2)
D )
2
]
+ 1


(a)
≥ 1
2
log

1 + hT1 B(2)h0hT0B(2)h1
/
E
[
(w
(2)
D )
2
]
1 + E
[
(w
(1)
D )
2
]/
E
[
(w
(2)
D )
2
] PS


(b)
≥ 1
2
log

1 + hT1B(2)h0hT0 B(2)h1
/
E
[
(w
(2)
D )
2
]
1 + ε
PS


≥ 1
2
log

1 + hT1B(2)h0hT0 B(2)h1PS
E
[
(w
(2)
D )
2
]

− 1
2
log (1 + ε)
(c)
≥ Ropt − 1
2
log (1 + ε) , (43)
where (a) follows from the assumption E
[
(w
(1)
D )
2
]
≥ 1, (b)
follows from (42) and (c) follows from the same argument as
(b) in (39).
Therefore, we complete the proof.
B. Application to Generalized High-SNR Regime
In this subsection, a special SNR regime is proposed, under
which the ANC scheme proposed in section IV is shown to
have a good performance. The scenario considered in this
paper can be viewed as an extension of that discussed in [15].
In the similar manner as in [15], we define the generalized
high-SNR regime as follows.
Definition 5 (Generalized High-SNR Regime): We call the
layered relay network is in the generalized high-SNR regime
if
δ0 ≤ δ, (44)
for some small positive δ, where δ0 is defined in (36).
From the definition, it is assumed that the received SNR
at each node k, k /∈ Ll0 is large which is referred to as the
high-SNR condition in the sequel. Therefore, the above SNR
regime is an extension of the high-SNR regime defined in [15],
where only the destination node does not satisfy the high-
SNR condition. If we set l0 equal to L, the generalized high-
SNR regime is degraded to the high-SNR regime. From the
perspective of the optimization problem, we will show that the
AF-based ANC scheme proposed previously can be utilized
as a good suboptimal solution for (31). It is expected that
the achievable rate of such ANC scheme may asymptotically
approach the upper bound of the ANC rate within a small gap
and thus close to the optimal ANC rate.
Two cases when the generalized high-SNR regime can be
satisfied are considered. If assume except the nodes on layer
l0 − 1, all the other nodes have sufficiently large transmitting
powers and the transmitting powers of these nodes tend to
infinity at the same rate as δ → 0, the network is in the
generalized high-SNR regime. Under these assumptions, we
have PR,k = const., k ∈ Ll0 , c2 = const., and c1 → ∞ as
δ → 0. It is not complicated to verify that
lim
δ→0
∆ = lim
δ→0
RUp −RLow
= lim
δ→0
1
2
log


1 +PTR,l0PR,l0
1 +
PT
R,l0
PR,l0
(1+δ)l0−1[
1− 1
(1+δ)l0−1
]
PT
R,l0
PR,l0
+c3


= 0 (45)
The result implies that the achievable ANC rate asymp-
tomatically approaches the upper bound. This analytical result
can be justified intuitively as follows. The total noise received
at the destination node is separated into three parts. We
first make a comment on the part consisting of the noises
introduced by the nodes on layer 1 to layer l0 − 1. As the
source transmits the signal with large power, (if l0 6= 1) and
all the introduced Gaussian noises have finite powers, this part
of noises seems to be small compared with the signal received
at nodes ∈ Ll0 and also at the destination node. Then we
discuss the second part consisting of the noises introduced by
the nodes at layer l0. As the generalized high-SNR regime
indicated, the nodes on layer l0 − 1 have limited transmitting
powers, each node on layer l0 receives a noisy signal with
finite powers. Furthermore, as mentioned before, the propaga-
tion noise is only a small fraction of it. Meanwhile, the noises
introduced at layer l0 have powers on the same level as the
received signal and hence this part of noises cannot be ignored
at the destination node. Finally, we consider the last part of
noises introduced by the nodes at layer l0+1 to layer L. Since
nodes at layer l0 possess large transmitting powers, the case is
similar as the first part. Hence the introduced noises of these
nodes are small compared with the transmitted signal from
layer l0, which implies that the propagated noises from layer l0
dominate the total noise received at the destination. Therefore,
the corresponding achievable ANC rate may asymptotically
approach the upper bound obtained from the ideal network
under the assumption that only the nodes on layer l0 introduce
11
1
2 4
3
S D
Fig. 8. 4-layer network with 2 nodes at layer 2.
Next we discuss another case. Assume all the nodes both on
layer l0 − 1 and l0 have finite transmitting powers, while any
other nodes have sufficiently large transmitting powers. But we
assume the number of nodes at the l0th layer is sufficiently
large which is similar to the assumption in [7]. Hence, there
are indeed two modes the nodes satisfying the high-SNR
condition. First, the nodes on layer l, l = 1 · · · l0−1, l0+2 · · ·L
satisfy the high-SNR condition as the previous case. Second,
the received signal powers at the nodes on layer l0+1 increases
with the number of the nodes on layer l0. Consequently, the
generalized high-SNR regime can be satisfied.
To emphasize on the difference between these two modes,
let
min
j∈L1···Ll0−1,Ll0+2···LL
PR,j ≥ 1
δ′
, (46)
for some small δ′ > 0. Then we have,
lim
nl0→∞
lim
δ′→0
∆
= lim
nl0→∞
lim
δ′→0
1
2
log

 1 +P
T
R,l0
PR,l0
1 +
PT
R,l0
PR,l0
[(1+δ′)l0−1−1]PTR,l0PR,l0+c5


= lim
nl0→∞
1
2
log


1 +PTR,l0PR,l0
1 +
PTR,l0PR,l0
1 +
c2 + 1
c21P
T
R,l0
PR,l0


= 0 (47)
where c5 =
(
1 + c2 + 1
c21P
T
R,l0
PR,l0
)
(1 + δ′)l0−1.
The result also implies that the achievable ANC rate
asymptomatically approaches the upper bound. Furthermore,
we observe that with the number of the nodes in layer l0
increasing, the upper bound of ANC rate also increases and
thus the optimal ANC rate.
Finally, two examples are utilized to illustrate the perfor-
mance of the ANC scheme in a 4-layer network for the
generalized high-SNR regime with l0 = 2. The numeric results
show that in both cases considered, the achievable ANC rate
can asymptotically achieve the upper bound of the ANC rate.
Example 1: 4-Layer Network with 2 relays at layer 2
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Fig. 9. Achievable ANC rate and upper bound of ANC capacity in 4-layer
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Fig. 10. 4-layer network with n nodes at layer 2.
A 4-layer relay network with 2 relay nodes on layer 2
is depicted in Fig. 8. To satisfy the generalized high-SNR
regime, assume relay nodes 3 an 4 possess sufficiently large
transmitting powers. The lower bound of the achievable ANC
rate is expected to increase with the transmitting powers of
the source node.
From Fig. 9 we observe the following:
1) For PR,3 and PR,4 constants, the achievable ANC rate
asymptotically approaches the upper bound of ANC rate. The
achievable ANC rate approaches the capacity to within one
bit as PS larger than 10, and is within a small fraction of a
bit for PS greater than 100.
2) Fig. 9 also shows the achievable ANC rate by setting
the amplification gains to the upper bounds of the power con-
straints given in Lemma 1. There is a constant gap approximate
1.5 bits from the upper bound.
Example 2: 4-Layer Network with n relays at layer 2
We next present the performance of ANC in the 4-layer
network with n relays on layer 2 depicted in Fig. 10. As the
number of the relay nodes n sufficiently large, the generalized
high-SNR regime can be satisfied.
The result shown in Fig. 11 implies that the gap between
the achievable ANC rate and the upper bound decreases within
one bit as n lager than 5, and within a small fraction of a bit
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Fig. 11. Upper bound of ANC capacity and increase of achievable ANC
rate with number of relays at layer 2 in 4-layer network.
for n greater than 40 as the transmitting powers of the nodes
on layer 2 are upper bounded by 2.
VI. EXTENSION TO TWO-HOP MAC NETWORK
In this section, we progressively study the performance of
the AF scheme in a two-hop parallel MAC depicted in Fig. 12.
The structure of the optimal rate region of this network is first
characterized by an asymptotical approach. Then a practical
low complexity AF-based ANC scheme is proposed.
A. Achievable Rate Region of Two-Hop MAC via AF
For simplicity, we focus on a two-source case. With the help
of the relay nodes, the two source nodes communicate with the
destination node individually. Assume each non-source node
introduces an i.i.d. Gaussian noise drawn according to the
distribution N (0, 1). With the superposition property of the
wireless channel, the received signals at each relay node is the
linear combination of the signals from the two source nodes
and the Gaussian noise. To perform ANC, the relay nodes
adopt the AF relay scheme. Hence the received signal at the
destination node is given as follows.
yD = h
T
1Bh01xS1 + h
T
1Bh02xS2 + h
T
1 Bz1 + zD, (48)
where xS1 and xS2 are the transmitting signals from the two
source nodes, h01 and h02 denote the broadcast channels
between the two source nodes and relay nodes respectively,
and h1 represents the multiple-access channel between the
relay nodes and the destination node. The other parameters
are defined in sections II and III. Again, assume each relay
node has an individual transmitting power constraint (2). As in
the point-to-point case, it is easy to verify that the equivalent
constraint of the power constraint at each relay node k in this
1 2 n
1S
D
2S
""
Fig. 12. Gaussian two-hop multiple access channel
network is given as follows.
β2k ≤
PUpk
1 + h2S1,kPS1 + h
2
S2,k
PS2
∆
=
(
βUpk
)2
, k = 1, 2 · · ·n.
(49)
To distinguish a specific AF scheme B, we use {B} to indicate
all feasible relay amplification gains are allowed.
In the similar way, the received signal at the destination
can be represented by an output of an equivalent scaler MAC
shown as follows.
yD = xS1,eq + xS2,eq + zeq, (50)
where xS1,eq = hT1Bh01xS1 and xS2,eq = hT1Bh02xS2 are
two equivalent transmitting signals of the two sources respec-
tively, and zeq = hT1 Bz1+zD is the equivalent Gaussian noise.
With a specific B, the two-hop MAC can be considered as a
conventional Gaussian MAC. To distinguish them, we denote
the former one as MAC(B). As the well-known result of Gaus-
sian MAC, the source nodes adopt the Gaussian codebooks.
The r.v.’s used to generate the codebooks are xS1 ∼ N [0, PS1 ]
and xS2 ∼ N [0, PS2 ]. The codebooks consist of
⌈
2nR1
⌉
and⌈
2nR2
⌉
codewords of length n respectively, and the decoding
error probability tends to zero as n→∞.
Corresponding to different AF schemes employed by the
relay nodes, MAC(B) may have different achievable rate
sets denoted by R(B) as shown in (51), where A =
H0diag{PS1, PS2}HT0 , and H0 = [h01,h02]. Denote by
R ({B}) the union of all achievable rate sets. However, note
that the union region may not be convex. Therefore, to obtain
the entire achievable rate region, we consider the time-sharing
technique according to different AF schemes. Consequently,
the following corollary is established.
Corollary 1: The optimal achievable rate region of the two-
hop MAC via AF relay scheme is the closure of the convex
hull of all the possible rate sets (51),
col (conv (R ({B}))) .
The convex hull is taken by the time-sharing technique
among all the rate sets. However, it is even more complicated
to obtain the optimal achievable rate region of the two-hop
MAC explicitly than to obtain the optimal rate as in the
point-to-point case. So we focus on giving an asymptotical
characterization of the rete region in the sequel.
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R(B) =
{
(R1, R2) : R1 ≤ C
(
hT1Bh01h
T
01Bh1PS1
hT1 BBh1 + 1
)
,
R2 ≤ C
(
hT1Bh02h
T
02Bh1PS2
hT1BBh1 + 1
)
, R1 +R2 ≤ C
(
hT1BABh1
hT1 BBh1 + 1
)}
(51)
Rout1 (B) =
{
(R1, R2) : R1 ≤ C
(
hT1Bh01h
T
01Bh1PS1
hT1BBh1
)
,
R2 ≤ C
(
hT1Bh02h
T
02Bh1PS2
hT1 BBh1
)
, R1 +R2 ≤ C
(
hT1 BABh1
hT1BBh1
)}
(52)
Rout2 (B) =
{
(R1, R2) : R1 ≤ C
(
hT1 Bh01h
T
01Bh1PS1
)
,
R2 ≤ C
(
hT1Bh02h
T
02Bh1PS2
)
, R1 +R2 ≤ C
(
hT1 BABh1
)} (53)
B. Outer Bound to Achievable Rate Region
To investigate the structure of the optimal rate region, we
first derive an outer bound for it in the similar manner as
we obtain the upper bound of the ANC rate for a layered
relay network. If omitting the received noise at the destination
node or the propagated noises from the relay nodes, two larger
rate sets Rout1 (B) and Rout2 (B) can also be obtained with
AF scheme B respectively as shown in (52) and (53), which
yield an outer bound for the optimal rate region given in the
following corollary.
Corollary 2: An outer bound of the achievable rate region
of the two-hop MAC via AF is the intersection of two outer
bounds shown as follows.
col (conv (Rout1 ({B})))
⋂
col (conv (Rout2 ({B}))).
In the following, we wish to address the issue on de-
riving the two outer bounds, i.e., col (conv (Rout1 ({B})))
and col (conv (Rout2 ({B}))), in the closed forms. The first
observation is that the second outer bound can be easily
expressed in a closed form. It is easy to verify that the three
Gaussian capacities in the rate set Rout2 (B) can be maximized
simultaneously by a specific choice
B∗ = diag
{
βUp1 · · ·βUpk · · ·βUpn
}
. (54)
The corresponding rate set is obtained, which covers any other
rate sets in Rout2 ({B}). Moreover, note that since Rout2 (B∗)
itself is a convex set, the second outer bound can be given
in (55). However, to obtain the first outer bound is not such
straightforward. Several useful lemmas are given as follows
for characterizing it.
Lemma 2: To have the first outer bound of the achievable
rate region of a two-hop MAC, it is sufficient to take x = Bh1,
which is called the amplification vector hereafter, in the linear
subspace span {h0i, i = 1, 2}.
Proof: The proof is given in appendix D.
As shown in (52), the three Gaussian capacities are inde-
pendent of the norm of x. By absorbing the norm of h01 and
h02 into PS1 and PS2 respectively, it is assumed without loss
of generality, that h0i, i = 1, 2 and x are normalized vectors.
Specifically, a two-hop MAC with two relay nodes is analyzed
first. By Lemma 2, it is sufficient for us to work on a two-
dimensional plane. We rewrite h0i, i = 1, 2 and x as
h01 = [cosα, sinα]
T , (56)
h02 = [cosβ, sinβ]
T
, (57)
x = [cos θ, sin θ]
T
. (58)
The key insight of the above expressions is that we can
find a set of orthogonal bases of space span {h0i, i = 1, 2},
e.g., u1 = [1, 0]T and u2 = [0, 1]T , then project all the three
vectors onto them. Therefore, from the geometric aspect, the
elements in each vector can be interpreted as the coodinates
under such base. Assume without loss of generality that α ≤ β
in the sequal. By substituting (56)-(58) into (52), the rate set
Rout1 (B) can be recast as
{(R1, R2) : R1 ≤ C (φ1 (θ)) ,
R2 ≤ C (φ2 (θ)) , R1 +R2 ≤ C(φ (θ))} , (59)
where θ ∈ [0, 2pi],
φ1 (θ) = PS1 cos
2 (θ − α) ,
φ2 (θ) = PS2 cos
2 (θ − β) ,
φ (θ) = PS1 cos
2 (θ − α) + PS2 cos2 (θ − β) .
To emphasize this, later we use Rout1 (θ) to denote the rate
set in the first outer bound and Rout1 ({θ}) to denote the
union of them. With the assistant of the above expression,
we investigate the relationship between different rate sets in
the first outer bound and find an interesting result with which
the scope of θ to be considered is narrowed to [α, β].
col
(
conv
(Rout2 ({B}))) ={(R1, R2) : R1 ≤ C (hT1B∗h01hT01B∗h1PS1) ,
R2 ≤ C
(
hT1 B
∗h02hT02B
∗h1PS2
)
, R1 +R2 ≤ C
(
hT1 B
∗AB∗h1
)} (55)
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Lemma 3: To have the first outer bound of the achievable
rate region of a two-hop MAC with two relay nodes, it is
sufficient to take θ ∈ [α, β].
Proof: The proof is given in appendix E.
Therefore, we only consider Rout1 ({θ}) for θ ∈ [α, β] in the
sequel. There still another problem remains to be solved. Is the
time-sharing operation necessary? In other words, is the union
region is a convex one? From (59), it shows that if both φi (θ),
i = 1, 2 are concave, then φ (θ) is concave, and since C (·) is an
increasing concave function, the three capacities in (59) are all
concave functions of θ. Consequently, the union of all rate sets
Rout1 ({θ}) is a convex set. In this case, conv (Rout1 ({θ})) =
Rout1 ({θ}). In the following lemma, a sufficient condition for
this case is proposed.
Lemma 4: The first outer bound of the achievable rate
region of a two-hop MAC with two relay nodes is convex
when |α− β| ≤ pi4 .
Proof: By Lemma 3, we only consider θ ∈ [α, β]. Hence
if |α− β| ≤ pi4 , then |θ − α| ≤ pi4 and |θ − β| ≤ pi4 . From (59)
we see that
d2
dθ2
φ1 (θ) = −2PS1 cos 2 (θ − α) ≤ 0 (60)
when |θ − α| ≤ pi4 , which implies φ1 (θ) is concave, and
d2
dθ2
φ2 (θ) = −2PS2 cos 2 (θ − β) ≤ 0 (61)
when |θ − β| ≤ pi4 , which implies φ2 (θ) is concave.
Consequently, φ (θ) is concave, and thus Rout1 ({θ}) is
convex.
Indeed, each result obtained in the above lemmas can be
extended to a two-hop MAC with n relay nodes directly. The
key step is the observed in proof of the following theorem.
Theorem 5: To have the first outer bound of the achievable
rate region of a two-hop MAC with arbitrary n relay nodes, it
is sufficient to take θ ∈ [α, β]. If | arccos(hT01h02)| ≤ pi4 , thenRout1 ({θ}) is a convex set and hence
conv
(Rout1 ({θ})) = Rout1 ({θ}) , θ ∈ [α, β]. (62)
Proof: The proof is given in appendix F.
However, the structure of the first outer bound is still
unknown in general case. We progressively work towards
this goal. A commonly used method to characterize different
rate-tuples on the boundary of a multiuser capacity region
is via solving a sequence of weighted sum rate maximiza-
tion problems, each for a different nonnegative rate weight
vector of users (see [14] and also [21]). For a two-hop
MAC, such technique can slao be employed to character-
ize Rout1 ({θ}). That is to solve an optimization problem
maxµ1R1 + µ2R2, µ1, µ2 ≥ 0. It is clear that the rate pair
(R1, R2) on the boundary of the union region must be on the
boundary of some rate region Rout1 (θ), which should satisfy
(52). By such observation, we first analyze the relationship
between the boundary points of Rout1 (θ) and the given weight
vector (µ1, µ2) in the optimization problem. Without loss of
generality, assume that µ1 and µ2 are normalized in [0, 1], and
that µ1 + µ2 = 1. Therefore, the maximization can be recast
as maxµR1+ µ¯R2, µ = µ1, µ¯ = µ2. For any given θ ∈ [α, β],
it is easy to verify that
1R
2
R
upper-diagonal corner point
lower-diagonal corner point
Fig. 13. Rate set in first outer bound
• case 1: when µ = 1/2, the rate pairs maximize the
sum rate in rate set Rout1 (θ) are the solutions of the
optimization problem, which satisfy
R1(θ) +R2(θ) = C (φ (θ)).
• case 2: when µ = 1, the rate pairs maximize the
individual rate R1 in rate set Rout1 (θ) are the solutions
of the optimization problem, which satisfy
R1(θ) = C (φ1 (θ)), 0 ≤ R2(θ) ≤ C (φ (θ))− C (φ1 (θ)).
• case 3: when µ = 0, the rate pairs maximize the
individual rate R2 in rate set Rout1 (θ) are the solutions
of the optimization problem, which satisfy
0 ≤ R1(θ) ≤ C (φ (θ))− C (φ2 (θ)), R2(θ) = C (φ2 (θ)).
• case 4: when µ ∈ (0, 12), the rate pair at the ”upper-
diagonal” corner point of the pentagon region (see Fig.
13) in rate set Rout1 (θ) is the solution of the optimization
problem, i.e.,
R1(θ) = C (φ (θ))− C (φ2 (θ)), R2(θ) = C (φ2 (θ)).
• case 5: when µ ∈ ( 12 , 1), the rate pair at the ”lower-
diagonal” corner point of the pentagon region (see Fig.
13) in rate set Rout1 (θ) is the solution of the optimization
problem, i.e.,
R1(θ) = C (φ1 (θ)), R2(θ) = C (φ (θ))− C (φ1 (θ)).
With the analysis made above, we conclude that for any
given µ, the boundary points of Rout1 ({θ}) can be derived
by miximizing µR1(θ) + µ¯R2(θ) with respect to θ and the
optimal solution is denoted by θ∗(µ). We explicitly obtain
the rate pairs on the boundary which maximize the sum rate
and the individual rates of Rout1 ({θ}) in the sequel. Then
two equations will be presented, whose solutions maximize
µR1(θ) + µ¯R2(θ) for µ ∈
(
0, 12
)
and µ ∈ ( 12 , 1) respectively.
Let us start with the maximum sum rate of Rout1 ({θ}). The
following lemma is established.
Lemma 5: The maximum value of R1 +R2 of Rout1 ({θ})
is given by C (φ (θ∗(12 ))), where θ∗(12 ) is shown in (63) on
the top of the next page.
Proof: For any θ, the maximum sum rate R1+R2 is upper
bounded by C (φ (θ)). It corresponds to the maximization
problem when µ = 1/2 as shown in case 1. By setting the
derivative φ′ (θ) to zero, we have
φ′ (θ) = −PS1 sin 2 (θ − α)− PS2 sin 2 (θ − β) = 0. (64)
Then, it follows that the solution of the above equation satisfies
tan 2θ∗(
1
2
) =
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
. (65)
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
θ∗(
1
2
) =
1
2
arctan
(
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
)
,
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
≥ 0
θ∗(
1
2
) =
1
2
[
pi + arctan
(
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
)]
,
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
≤ 0
(63)
µ
[
PS1PS2 sin 2 (β − θ) cos2 (θ − α) + PS1 sin 2 (θ − α)
(
1 + PS2 cos
2 (θ − β))]
= µ¯
[
PS1PS2 sin 2 (β − θ) cos2 (θ − α) + PS2 sin 2 (β − θ)
(
1 + PS2 cos
2 (θ − β))] (68)
µ
[
PS1PS2 sin 2 (θ − α) cos2 (θ − β) + PS1 sin 2 (θ − α)
(
1 + PS1 cos
2 (θ − α))]
= µ¯
[
PS1PS2 sin 2 (θ − α) cos2 (θ − β) + PS2 sin 2 (β − θ)
(
1 + PS1 cos
2 (θ − α))] (69)
Since θ∗(12 ) ∈ [α, β], θ∗(12 ) is obtained as shown in (63) on
the top of the page. The AF scheme corresponging to θ∗(12 )
is denoted by B(10). By the notations used in the proof of
Theorem 5,
B(10) = c(10)diag
[
H−11
(
cos θ∗(
1
2
)u1 + sin θ
∗(
1
2
)u2
)]
,
where the constant c(10) is chosen such that the constraint (49)
is satisfied and at least one of the amplification gain achieves
the upper bound.
Then we consider the maximum individual rates of
Rout1 ({θ}). The following lemma is established.
Lemma 6: The maximum value of individual rates Ri, i =
1, 2 of Rout1 ({θ}) are given by C (φ1 (α)) and C (φ2 (β)).
Proof: To derive the maximum individual rates is equiva-
lent to solving the maximization problems maxC(φ1 (θ)) and
maxC(φ2 (θ)) according to µ = 1 and µ = 0 respectively as
shown in case 2 and 3. By setting the derivative φ′1 (θ) to zero,
we have
φ′1 (θ) = −PS1 sin 2 (θ − α) = 0. (66)
The solution of the above equation is θ∗(1) = α.
By setting the derivative φ′2 (θ) to zero, we have
φ′2 (θ) = −PS2 sin 2 (θ − β) = 0. (67)
The solution of the above equation is θ∗(0) = β.
By the notations used in the proof of Theorem 5, the AF
schemes corresponging to θ∗(1) and θ∗(0) are denoted by
B(11) = c(11)diag
[
H−11 (cos θ
∗(1)u1 + sin θ∗(1)u2)
]
, and
B(12) = c(12)diag
[
H−11 (cos θ
∗(0)u1 + sin θ∗(0)u2)
]
, where
the constant c(1i), i = 1, 2 is chosen such that the constraint
(49) is satisfied and at least one of the amplification gain in
B(1i) achieves the upper bound.
Lemma 7: The weighted sum rate µR1(θ) + µ¯R2(θ) is
maximized by θ∗(µ) satisfying (68) given on the top of the
page for µ ∈ (0, 12), and is maximized by θ∗(µ) satisfying
(69) given on the top of the page, for µ ∈ ( 12 , 1).
Proof: Since for µ ∈ (0, 12), the rate pair (R1, R2) on
the boundary can be determined by solving the maximization
problem µ (C (φ (θ))− C (φ2 (θ))) + µ¯C (φ2 (θ)). By setting
the derivative of the object function to zero, we obtain (68).
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Fig. 14. First outer bound
By symmetry, the proof of the second part is exactly the
same as the first part.
From (68), it is clear that each θ∗(µ), µ ∈ (0, 12 ) is in[
θ∗(12 ), β
]
and conversely for each θ ∈ [θ∗(12 ), β] there exists
a µ ∈ (0, 12 ) satisfying (68). Consequently, the boundary points
determined by the optimization problem with µ ∈ (0, 12 )
(see Fig. 14, bc) can also be determined by the parametric
function of the ”upper-diagonal” corner point of the region
corresponding to the rate set Rout1 (θ) with θ ∈
[
θ∗(12 ), β
]
.
Similarly as the previous case, it is clear that each θ∗(µ) for
given µ ∈ (12 , 1) is in
[
α, θ∗(12 )
]
and conversely for each
θ ∈ [α, θ∗(12 )] there exists a µ ∈ (12 , 1) satisfying (69).
Therefore, we claim that the boundary points determined by
the optimization problem with µ ∈ (12 , 1) (see Fig. 14, cd)
can be determined by the parametric function of the ”lower-
diagonal” corner point of the region corresponding to the rate
set Rout1 (θ) with θ ∈
[
α, θ∗(12 )
]
.
Finally, the following lemma is proposed for the purpose of
analyzing the convexity of Rout1 ({θ}).
Lemma 8: The parametric function of the ”upper-diagonal”
corner point is a concave function of θ, for θ ∈ [θ∗(12 ), β], and
the parametric function of the ”lower-diagonal” corner point
is a concave function of θ, for θ ∈ [α, θ∗(12 )].
Proof: The proof is presented in Appendix G.
By the lemmas at hand, the entire region of the first outer
bound can be fully characterized and thus the outer bound.
C. Dynamic AF-Based ANC Scheme
We focus on designing a practical AF-based ANC scheme
in the left of the paper. Consider the three Gaussian capacity
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formulas in the achievable rate set R(B), we find that each
of them corresponds to a point-to-point two-hop relay net-
work discussed in section V. According to different scenarios,
differently many AF schemes are stored in the relay nodes
constituting a dynamic ANC scheme. By employing the time-
sharing technique, the achievable rate region of the dynamic
ANC scheme is the closure of the convex hull of the rate
sets it contains. It is obvious that one can obtain a larger
rate region by storing more AF schemes in the relay nodes,
but it will increase the complexity of the relaying scheme.
So the practical ANC design involves a trade-off between the
performance and complexity.
In the following, we consider four typical AF schemes.
The first three ones are B(10), B(11) and B(12). The forth
AF scheme considered, denoted by B(2), consists of the
amplification gains as the upper bounds of the constraints (49).
Similarly, the upper layer noises under different AF schemes
are denoted by w(1i)D , i = 0, 1, 2 and w
(2)
D . We redefine the
domination of the noises received at the destination.
Definition 6: We call the upper layer noise dominates the
total noises received at the destination in a two-hop relay
network with AF relays when
E
[
(w
(2)
D )
2
]
≥ E
[
(w
(1i)
D )
2
]
≥ 1, i = 0, 1, 2.
Reversely, we call the lower layer noise dominates the total
noises when
1 ≥ E
[
(w
(2)
D )
2
]
≥ E
[
(w
(1i)
D )
2
]
, i = 0, 1, 2.
Under these two special scenarios, the performence of two
dynamic ANC schemes are analyzed.
Theorem 6: For a two-user two-hop MAC with AF re-
lays under individual power constraints, the gap between the
achievable rate region and the optimal AF rate region is at
most 1/2 bit with respect to the maximum individual rates
and the sum rate when either the upper layer noise or the
lower layer noise dominates the total noises.
Proof: For the first scenario, we compute the achieveble
rate region with a dynamic ANC scheme consisting of three
schemes, i.e., B(10), B(11) and B(12). The corresponding
achievable rate region is the closure of the convex hull of
R(B(1i)), i = 0, 1, 2. For the gap between the outer bound and
the maximum achievable individual rates, the proof is exactly
the same as the point-to-point case given in Theorem 3. For
the sake of brevity, we omit the detailed proof here.
Denote the maximum sum rate of the optimal AF region by
(R1 +R2)max. We need to show that the maximum sum rate
of the achievable rate region is at most 1/2 bit from (R1 +
R2)max. From (51), the sum rate corresponding to scheme
B(12) is given as follows.
R1 +R2 =
1
2
log
(
1 +
hT1 B
(12)AB(12)h1
hT1B
(12)B(12)h1 + 1
)
=
1
2
log

1 + hT1 B(12)AB(12)h1
/
E
[
(w
(12)
D )
2
]
1 + 1
/
E
[
(w
(12)
D )
2
]


1
D
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Fig. 15. Two-hop MAC with two relay nodes
(a)
≥ 1
2
log

1 + hT1B(12)AB(12)h1
/
E
[
(w
(12)
D )
2
]
2


≥ 1
2
log

1 + hT1B(12)AB(12)h1
E
[
(w
(12)
D )
2
]

− 1
2
(b)
≥(R1 +R2)max − 1
2
, (70)
where (a) follows from the assumption that E
[
(w
(12)
D )
2
]
≥ 1
and (b) follows from Lemma 5 that the maximum sum rate of
the optimal achievable rate region is no larger than the one of
the first outer bound, i.e.,
(R1+R2)max
≤ C(φ(θ∗(1
2
))) =
1
2
log

1 + hT1B(12)AB(12)h1
E
[
(w
(12)
D )
2
]

 .
For the second scenario, the dynamic ANC scheme only
consists of the forth scheme B(2). The proof is almost the
same as the previous case. Therefore, the proof is skipped
here.
To be more general, we can obtain a more complicated ANC
scheme which is not limited to consisting of the above four
AF schemes. It is clear, the more AF schemes stored at the
relay nodes the lager the achievable rate region we may get.
Hence, according to different application goals, we can have
a tradeoff between the complexity of the coding scheme and
the performance of it as the common argument.
D. Examples
A two-hop MAC with two relay nodes is depicted in Fig. 14.
Consider the general case and the two cases either the upper
layer noise or the lower layer noise dominates the total noises
received at the destination node. The corresponding network
parameters are given in Figs. 15-17.
In the first case, we employ an ANC scheme with the four
AF schemes B(1i), i = 0, 1, 2 and B(2) and the time-sharing
technique. We explicitly plot the four rate regions in Fig. 15.
The numerical result shows that the gap between the inner and
outer bounds is approximate to 1/2 bit.
In the second case, we employ an ANC scheme with the
four AF schemes B(1i), i = 0, 1, 2 and the time-sharing
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Fig. 17. Time-sharing inner bound with AF schemes 1-3 and outer bound
technique. Since E
[
(w
(2)
D )
2
]
= E
[
(w
(10)
D )
2
]
= 6.33, and
E
[
(w
(11)
D )
2
]
= E
[
(w
(12)
D )
2
]
= 3.29, the upper layer noises
dominate the total noises. Therefore the inner bound obtained
by the ANC scheme yields a 1/2 bit gap to the outer bound
for the sum rate and two individual rates as shown in Fig. 16.
In the last case, only the forth AF scheme is em-
ployed. Since E
[
(w
(2)
D )
2
]
= E
[
(w
(10)
D )
2
]
= 0.38, and
E
[
(w
(11)
D )
2
]
= E
[
(w
(12)
D )
2
]
= 0.20, the lower layer noise
dominates the total noises. Therefore, the inner bound obtained
by the ANC scheme yields a 1/2 bit gap to the outer bound
for the sum rate and two individual rates as shown in Fig. 17.
VII. CONCLUSION
We cast the problem of computing the maximum achievable
rate of AF-based ANC scheme as an optimization prob-
lem. For a multi-hop wireless relay network, assuming an
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Fig. 18. Inner bound with AF scheme 4 and outer bound
individual power constraint at each relay node, we derive
a tighter amplify-and-forward upper bound for the optimal
transmission rate. The closed-form of such bound is derived
for a layered network with a single source-destination pair.
We have provided the analysis of the AF-based ANC scheme
both for a point-to-point case and a two-hop MAC case with
the assumption of instantaneous relay operation. However, in
general wireless relay networks with AF relaying, the resulting
input-output channel between the source and the destination is
an intersymbol interference (ISI) channel with colored noise.
We want to extend the results in this paper to that general
case, and we conjecture the corresponding ANC scheme may
be much more similar to the conventional network coding
framework.
APPENDIX A
PROOF OF LEMMA 1
Proof: Let wk be the total noise received at node k.
wk =
∑
{ik}
fik,kzik + zk, (71)
where {ik} denotes the nodes appearing in the relaying path
from S to k. The signal received at node k is expressed as
yk = fS,kxS + wk (72)
We prove the theorem by induction. Consider first the node k
whose neighboring nodes set only contains the source node S.
From (1) and (3),
E
[
x2k
]
= β2kE
[
y2k
] (a)≤ PUpk
(1 + δk)PR,k
(
h2S,kPS + 1
) (b)
= PUpk ,
(73)
where (a) is obtained from the condition (11), and (b) is drawn
from (9). To prove that the theorem holds for any node, we
assume that all the neighboring nodes of node k satisfy the
power constraints such that
E
[
x2j
]
= E
[
β2j (fS,jxS +Wj)
2
]
≤ PUpj , j ∈ V (k) (74)
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Then we consider the transmitting power at node k with the
amplification gain chosen satisfying the condition (11),
E
[
x2k
] (a)
= E

β2k

fS,kxS + ∑
j∈V(k)
βjhj,kwj + zk


2


(b)
≤ c00

f2S,kPS + E



 ∑
j∈V(k)
βjhj,kWj


2

+ 1


(c)
= c00

c01 +
∑
j∈V(k)
h2j,kβ
2
j
[
f2S,jPS + E
(
w2j
)]
+ 1


(d)
≤ c00

c01 +
∑
j∈V(k)
h2j,kP
Up
j + 1


(e)
≤ c00


∑
l,j∈V(k),l 6=j
βjhj,kβlhl,k
[√
E
(
w2j
)
E (w2l )
+fS,jfS,lPS ] +
∑
j∈V(k)
h2j,kP
Up
j + 1


(f)
≤ c00


∑
j∈V(k)
h2j,kP
Up
j +
∑
l,j∈V(k),
l 6=j
hj,khl,k
√
PUpj P
Up
l + 1
}
= PUpk (75)
where c00 =
PUpk
(1 + δk)PR,k
,
c01 =
∑
l,j∈V(k)
l 6=j
βjhj,kβlhl,k [E (wjwl) + fS,jfS,lPS ],
and
(a) follows from (6), (7)and (11),
(b) follows from (10),
(c) follows from (6),
(d) follows from the assumption (13),
(e) follows from the Schwarz inequality,
(f) also follows from (13), and the fact that[√
E
(
w2j
)
E (w2l ) + fS,jfS,lPS
]2
≤ [E (w2j )+ f2S,jPS] [E (w2l )+ f2S,lPS] .
Then we complete the proof.
APPENDIX B
PROOF OF THEOREM 1
Proof: We denote the SNR function at the destination
of an ideal network where only the nodes at layer l0, l0 =
1, 2 · · ·L, introduce the Gaussian noises as SNRl0 . With the
identical ANC scheme, it is obvious that
SNRl0 ≥ SNR. (76)
It concludes that the maximum of SNRl0 is no less than the
maximum of SNR. We first point out that
γ = Bl0g = Gβl0 , (77)
where
βl0 =
[
β1 · · ·βj · · ·βnl0
]T
, j ∈ Ll0 ,
Bl0 = diag
{
β1 · · ·βj · · ·βnl0
}
, j ∈ Ll0 ,
g =
(
hTL−1BL−1 · · ·Hl0
)T
=
[
g1 · · · gj · · · gnl0
]T
,
G = diag
{
g1 · · · gj · · · gnl0
}
.
The received signal vector at layer l0 is
yl0 =
[
fS,1 · · · fS,j · · · fS,nl0
]T
xS + zl0 (78)
and denote by
Pl0 =
[
fS,1 · · · fS,j · · · fS,nl0
]T √
PS (79)
A solution to
maxSNRl0 (80)
can be found by representing the object function in the form
of Rayleigh quotient that would then be maximized. With the
notations defined above, SNRl0 can be expressed as
SNRl0 (γ) =
γTPl0P
T
l0
γ
γTγ
. (81)
The optimal solution is
γopt = cPl0 , (82)
where c is a constant which is chosen such that the power
constraints are satisfied, the corresponding optimal value is
SNRl0 (γopt) = P
T
l0
Pl0 , (83)
which can be interpreted as the total received signal power at
nodes in layer l0.
It follows that the larger the elements in Pl0 , the larger
the optimal value. From (9) in definition 3, we know that the
received signal power at node k in layer l0 is upper bounded
by PR,k. Therefore the total received signal power at layer
l0 is upper bounded by PTR,l0PR,l0 . Consequently, the upper
bound of SNRl0 (γopt) can be given,
SNRUpl0 (γopt) = P
T
R,l0
PR,l0 , (84)
and the corresponding Gaussian channel capacity evaluates to
RUpl0 =
1
2
log
(
1 +PTR,l0PR,l0
)
, (85)
which can be served as an upper bound to the optimal achiev-
able rate of the original network. By taking l0 = 1, 2 · · ·L, a
set of upper bounds can be derived which leads to the result
RUp = min
l0=1,2···L
RUpl0 = minl0=1,2···L
1
2
log
(
1 +PTR,l0PR,l0
)
(86)
such that Ropt ≤ RUp holds.
Then we complete the proof.
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APPENDIX C
PROOF OF THEOREM 2
Proof: It is obvious that the maximum achievable rate
Ropt is no less than the rate derived from the scheme proposed
in this paper. To present the results, C(x) is used to denote the
capacity of Gaussian channel with SNR x.
Ropt ≥ C


E
[(
hTL−1BL−1 · · ·H1B1h0xs
)2]
E
[(
L−1∑
l=1
hTL−1BL−1 · · ·HlBlzl
)2]
+ E [z2D]


(a)
= C


c21
(
PTR,l0PR,l0
)2
(1 + δ0)
l0−1
c4 + c21P
T
R,l0
PR,l0 + 1


(b)
≥ C


PTR,l0PR,l0
(1 + δ0)
l0−1[
1− 1
(1+δ0)
l0−1
]
PTR,l0PR,l0 + c3

 , (87)
where c4 = E
[(
l0−1∑
l=1
hTL−1BL−1 · · ·HlBlzl
)2]
+ c2.
We first claim that (a) follows from
E
[(
hTL−1BL−1 · · ·Hl0Bl0zl0
)2]
= E
[
gTBl0zl0z
T
l0
Bl0g
]
= E
[
gTBl0zl0z
T
l0
Bl0g
]
= βTl0GGβl0 = c
2
1P
T
R,l0
PR,l0 ,
where g and G are defined in (77) and the last equality follows
from (34), and
E
[
(hTL−1BL−1 · · ·H1B1h0xs)2
]
=
1
(1 + δ0)
l0−1
(
hTL−1BL−1 · · ·Hl0Bl0PR,l0
)2
=
(
c1P
T
R,l0
PR,l0
)2
(1 + δ0)
l0−1 .
Then, we claim that (b) follows from
E


(
l0−1∑
l=1
hTL−1BL−1 · · ·HlBlzl
)2
=
l0−1∑
l=1
E
[(
hTL−1BL−1 · · ·HlBlzl
)2]
≤
l0−1∑
d=1
δ0
(1 + δ0)
d
(
hTL−1BL−1 · · ·Hl0Bl0PR,l0
)2
=
l0−1∑
d=1
δ0
(1 + δ0)
d
c21
(
PTR,l0PR,l0
)2
,
where the inequality follows from Lemma 1 in [15].
By taking l0 = 1, 2 · · ·L, a set of lower bounds can be
derived which leads to the result.
APPENDIX D
PROOF OF LEMMA 2
Proof: To prove Lemma 2, we justify the following
proposition. To have each rate set Rout1 (B), it is sufficient
to take x = Bh1 in the linear subspace span {h0i, i = 1, 2}.
Then Lemma 2 can be viewed as an directed corollary of such
proposition.
On one hand, any n-dimensional vector x can be decom-
posed as
x = x1 + x2, (88)
where x1 ∈ span {h0i, i = 1, 2}, x2 ∈ span⊥ {h0i, i = 1, 2},
and thus xT1 x2 = 0.
On the other hand, span⊥ {h0i, i = 1, 2} is the solution
space of the homogenous linear equations HT0 x = 0. There-
fore, it follows that hT0ix2 = 0, i = 1, 2.
Therefore, from (52), it is easy to verify that given any
amplification vector x = Bh1, there exists another one y =
B′h1 = cx1 such that Rout1 (B) ⊂ Rout1 (B′). Note that the
constant c ensures the scheme B′ in the feasible set {B} and
has no effect on the rate set Rout1 (B′).
In other words, the corresponding vector component of the
amplification vector belonging to span⊥ {h0i, i = 1, 2} will
not contribute to the received SNR for the three Gaussian
capacities in the rate set (52).
Then we complete the proof.
APPENDIX E
PROOF OF LEMMA 3
Proof: The lemma can be proved by a consequence of
careful calculation. Several basic conditions are described first.
As assumed in the previous section that all the channel gains
are positive values, the angles α and β are both in
[
0, pi2
]
.
Without loss of generality, assume 0 ≤ α ≤ β ≤ pi2 hence 0 ≤
β−α ≤ pi2 . From (59), we can see that the outer boundRout1 (θ)
only dependents on the inner product of the channel vectors
and the amplification vector. Although θ can take all values
in [−pi, pi] , it is easy to find that xTh01 = cos2 (θ − α) =
cos2 (θ − α± pi) and the same argument applies to the inner
product between x and h02. This implies that the value of θ
can be limited to
[−pi2 , pi2 ]. Then the proof can be completed
by the following discussions.
• Case 1. When θ ∈ [β, pi2 ],
xTh01 = cos
2 (θ − α)
(a)
≤ cos2 (β − α) , (89)
where (a) follows by 0 ≤ β − α ≤ θ − α ≤ pi2 , and
xTh02 = cos
2 (θ − β) ≤ cos2 (β − β) = 1. (90)
Therefore, by taking θ∗ = β, R(1)(θ) ⊂ Rout1 (θ∗) holds
for all θ ∈ [β, pi2 ].
• Case 2. When θ ∈ [α, β], there is nothing to prove.
• Case 3. When θ ∈ [β − pi2 , α],
xTh01 = cos
2 (θ − α) ≤ cos2 (α− α) = 1, (91)
and
xTh02 = cos
2 (β − θ)
(a)
≤ cos2 (β − α) , (92)
20
where (a) follows by 0 ≤ β − α ≤ β − θ ≤ pi2 .
Therefore, by taking θ∗ = α, Rout1 (θ) ⊂ Rout1 (θ∗) holds
for all θ ∈ [β − pi2 , α].
• Case 4. When θ ∈ [α− pi2 , β − pi2 ],
let ∆ = β − pi2 − θ ∈ [0, β − α] and θ′ = β − pi2 +∆ ∈[
β − pi2 , β +
(
β − α− pi2
)]
,
xTh02 = cos
2 (β − θ) = cos2
(pi
2
+ ∆
)
= cos2
(pi
2
−∆
)
= cos2 (β − θ′) (93)
1). If θ′ ≤ α, then
xTh01 = cos
2 (α− θ) = cos2
(
α− β + pi
2
+ ∆
)
(a)
≤ cos2
(
α− β + pi
2
−∆
)
= cos2 (α− θ′) ,
(94)
where (a) follows from 0 ≤ α− θ′ = α− β + pi2 −∆ ≤
α− β + pi2 +∆ = α− θ ≤ pi2 .
Therefore, in such case, for any θ there always exists a
θ′ ∈ [β − pi2 , α] that Rout1 (θ) ⊂ Rout1 (θ′) holds. Hence
from the result of case 3, by taking θ∗ = α, Rout1 (θ) ⊂
Rout1 (θ∗) holds.
2). If α < θ′ ≤ β, then
xTh01 = cos
2 (α− θ) = cos2
(
α− β + pi
2
+ ∆
)
(a)
≤ cos2
(
β − α− pi
2
+ ∆
)
= cos2 (θ′ − α) ,
(95)
where (a) follows from 0 ≤ α− θ′ = α− β + pi2 −∆ ≤
α− β + pi2 +∆ = α− θ ≤ pi2 .
Therefore, in such case, for any θ there always exists a
θ′ ∈ [α, β] that Rout1 (θ) ⊂ Rout1 (θ′) holds.
• Case 5. When θ ∈ [−pi2 , α− pi2 ],
xTh01 = cos
2 (θ − α) = cos2 (θ − α+ pi)
(a)
≤ cos2 (β − α) , (96)
where (a) follows from pi2 −β ≤ pi2 −α ≤ θ−α+pi ≤ pi2 ,
and
xTh02 = cos
2 (θ − β) ≤ cos2 (β − β) = 1. (97)
Therefore, by taking θ∗ = β, Rout1 (θ) ⊂ Rout1 (θ∗) holds
for all θ ∈ [−pi2 , α− pi2 ].
Then we complete the proof.
APPENDIX F
PROOF OF THEOREM 5
Proof: As proved in Lemma 2, it is assumed with-
out loss of generality that the amplification vector x ∈
span{h01,h02}. Note that in the proof of Lemma 2, there
is no restriction on the dimension of x. To apply the same
argument to obtain (56)-(58), it is assumed that x, h01 and
h02 are unit vectors. Then we find a set of unit orthogonal
bases of linear space span{h01,h02}, denoted by (u1,u2)
such that
x = cos θu1 + sin θu2, (98)
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Fig. 20. Complex plane representation 2
h01 = cosαu1 + sinαu2, (99)
h02 = cosβu1 + sinβu2, (100)
where cos θ = xTu1, cosα = hT01u1 and cosβ = hT02u1, and
α, β ∈ [0, pi2 ]. Since all the channel gains are positive, it is
clear that |α− β| < pi2 .
Again, the rate set R(B) for a two-hop MAC with n relay
nodes can be recast as (59) with (98)-(100). Therefore, by
Lemma 3 it follows that to have Rout1 ({θ}), it is sufficient
to take θ ∈ [α, β], and by Lemma 4 it follows that when
|α− β| ≤ pi4 , Rout1 ({θ}) is convex.
Then we complete the proof.
APPENDIX G
PROOF OF LEMMA 8
Proof: The function of the ”upper-diagonal” corner point
of each rate set Rout1 (θ) is given as follows. We consider the
boundary points determined by θ ∈ [θ∗(12 ), β].

x =
1
2
ln (1 + φ (θ))− 1
2
ln (1 + φ2 (θ))
y =
1
2
ln (1 + φ2 (θ))
(101)
d2y
dx2
=− g3 (θ) (1 + φ (θ)) (1 + φ2 (θ))− g2 (θ) g4 (θ)
g2 (θ)
× 2 (1 + φ (θ)) (1 + φ2 (θ))
[(1 + φ (θ))φ′2 (θ)]
2
g21 (θ)
, (102)
where
g1 (θ) =
φ′ (θ) (1 + φ2 (θ))
(1 + φ (θ))φ′2 (θ)
− 1,
g2 (θ) = φ
′ (θ) (1 + φ2 (θ))− φ′2 (θ) (1 + φ (θ)) ,
g3 (θ) = φ
′′ (θ)φ′2 (θ)− φ′ (θ)φ′′2 (θ),
21
g2 (θ) =φ
′ (θ) (1 + φ2 (θ))− φ′2 (θ) (1 + φ (θ))
= [−PS1 sin 2 (θ − α)− PS2 sin 2 (θ − β)]
[
1 + PS2 cos
2 (θ − β)]
+ PS2 sin 2 (θ − β)
[
1 + PS1 cos
2 (θ − α) + PS2 cos2 (θ − β)
]
=− PS1PS2 cos2 (θ − β) sin 2 (θ − α)− P 2S2 cos2 (θ − β) sin 2 (θ − β)− PS1 sin 2 (θ − α)− PS2 sin 2 (θ − β)
+ PS2 sin 2 (θ − β) + PS1PS2 cos2 (θ − α) sin 2 (θ − β) + P 2S2 cos2 (θ − β) sin 2 (θ − β)
=− PS1PS2 cos2 (θ − β) sin 2 (θ − α)− PS1 sin 2 (θ − α) + PS1PS2 cos2 (θ − α) sin 2 (θ − β)
=− PS1PS2 cos2 (θ − β) sin 2 (θ − α)− PS1 sin 2 (θ − α)− PS1PS2 cos2 (θ − α) sin 2 (β − θ) (103)
g3 (θ) =φ
′′ (θ)φ′2 (θ)− φ′ (θ)φ′′2 (θ)
= [−2PS1 cos 2 (θ − α)− 2PS2 cos 2 (θ − β)] [−PS2 sin 2 (θ − β)]
− [−2PS2 cos 2 (θ − β)] [−PS1 sin 2 (θ − α)− PS2 sin 2 (θ − β)]
=2PS1PS2 sin 2 (θ − β) cos 2 (θ − α) + 2P 2S2 cos 2 (θ − β) sin 2 (θ − β)
− 2PS1PS2 cos 2 (θ − β) sin 2 (θ − α)− 2P 2S2 cos 2 (θ − β) sin 2 (θ − β)
=2PS1PS2 [sin 2 (θ − β) cos 2 (θ − α)− cos 2 (θ − β) sin 2 (θ − α)]
=− 2PS1PS2 sin 2 (β − α) . (104)
g4 (θ) =φ
′ (θ)φ′2 (θ)
= [−PS1 sin 2 (θ − α)− PS2 sin 2 (θ − β)] [−PS2 sin 2 (θ − β)]
=− PS2 sin 2 (β − θ) [PS1 sin 2 (θ − α) + PS2 sin 2 (θ − β)]
(a)
= − PS2 sin 2 (β − θ)
[√
P 2S1 + P
2
S2
+ 2PS1PS2 cos 2 (β − α) sin 2 (θ − θ0)
]
=−
√
P 2S1 + P
2
S2
+ 2PS1PS2 cos 2 (β − α)PS2 sin 2 (β − θ) sin 2 (θ − θ0) . (105)
A = (PS1 cos 2 (θ − α) , PS1 sin 2 (θ − α)) ,
B = (PS2 cos 2 (θ − β) , PS2 sin 2 (θ − β)) , (107)
C = (PS1 cos 2 (θ − α) + PS2 cos 2 (θ − β) , PS1 sin 2 (θ − α) + PS2 sin 2 (θ − β)).
and
g4 (θ) = φ
′ (θ)φ′2 (θ) .
To verify the concavity of the parametric function (101), we
carefully check each term in (102). The computation of g2 (θ)
is given in (103) on the top of the next page. We claim that
g2 (θ) ≤ 0 for θ ∈
[
θ∗(12 ), β
]
. Because
2 (θ − α) ∈ [0, pi]
⇒− PS1PS2 cos2 (θ − β) sin 2 (θ − α) ≤ 0,
− PS1 sin 2 (θ − α) ≤ 0.
2 (β − θ) ∈ [0, pi]
⇒− PS1PS2 cos2 (θ − α) sin 2 (β − θ) ≤ 0.
which implies that each term in (103) is non-positive.
The computation of g3 (θ) is given on the top of the page
(104), we claim that g3 (θ) is a non-positive constant because
2 (β − α) ∈ [0, pi] ⇒ g3(θ) = −2PS1PS2 sin 2 (β − α) ≤ 0.
The computation of g4 (θ) is given on the top of the page
(105), where the equality (a) follows from the discussion
below.
PS1 sin 2 (θ − α) + PS2 sin 2 (θ − β)
= Im
[
PS1e
j2(θ−α) + PS2e
j2(θ−β)
]
(106)
We use A, B and C to denote PS1ej2(θ−α), PS2ej2(θ−β) and
PS1e
j2(θ−α) + PS2e
j2(θ−β) respectively as shown in Fig. 19
and (107). Hence,
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

ϕ (C′) = −arctan
(
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
)
,
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
≥ 0
ϕ (C′) = −
[
pi + arctan
(
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
)]
,
PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
≤ 0
(111)
PS1 sin 2 (θ − α) + PS2 sin 2 (θ − β) = |C| sinϕ (C) ,
(108)
where |C|2 = P 2S1 + P 2S2 + 2PS1PS2 cos 2 (α− β) and ϕ (C)
denotes the phase of C. Furthermore, to obtain the phase
ϕ (C), we first derive the phase of C′ = Ce−j2θ . In con-
sequence, ϕ (C) = ϕ (C′) + 2θ. As shown in Fig. 20, the
coordinate of C′ is given as
C′ = (PS1 cos 2α+ PS2 cos 2β,−PS1 sin 2α− PS2 sin 2β) .
(109)
Therefore,
tan (ϕ (C′)) = − PS1 sin 2α+ PS2 sin 2β
PS1 cos 2α+ PS2 cos 2β
, (110)
hence ϕ (C′) = −2θ∗(12 ) (compare (111) and (63)). There-
fore, we conclude that equality (a) holds. Applying the same
argument as we justified g2(θ) ≤ 0 , for θ ∈
[
θ∗(12 ), β
]
,
2
(
θ − θ∗(1
2
)
)
∈ [0, pi]⇒ sin 2
(
θ − θ∗(1
2
)
)
≥ 0,
2 (β − θ) ∈ [0, pi]⇒ sin 2 (β − θ) ≥ 0,
therefore, g4(θ) ≤ 0.
Finally, substituting the above results into (102), we obtain
d2y
dx2
≤ 0,
which implies that the parametric function (101) is concave.
The same argument also applies to the boundary function
determined by the ”lower-diagonal” points for θ ∈ [α, θ∗(12 )].
Therefore the proof is omitted.
We complete the proof.
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