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1. INTRODUCTION 
Let A = [Q] be a nonnegative matrix of size m x tt with row i of sum 
ri (i = 1, 2,..., m) and column j of sum sj (j = 1, 2 ,..., n). We call 
R = (rl , r2 ,..., r,) the row sum vector and S = (si , ss ,.. ., s,,) the column 
sum vector of A. It is clear that the components of R and S are compatible 
in the sense that 
7 = rl + r2 + 1.1 + r, = s1 + s2 + **- + s, . (1.1) 
Now let R and S denote nonnegative vectors whose components satisfy (1.1). 
Then we denote by 
2l = %(R, S) (1.2) 
the class of all nonnegative matrices of size m x n with row sum vector R 
and column sum vector S. 
In Section 2 we give an inductive construction for certain matrices of 
%(R, S) that contain no more than m + 11 - 1 positive elements. These 
matrices form a finite subclass 
‘3 = E(R, S) (l-3) 
of U(R, S) and are characterized in Section 3 by the positions of their 
positive elements. We prove further in Section 4 that the matrices of E(R, S) 
are precisely the extremal matrices of the class %(R, S) regarded as a convex 
set. 
In Section 5 we investigate the minimal term rank p” of the matrices in 
the class %(R, S). We order the components of R and S suitably and show 
that there exists a certain extremal matrix ,&? in @(R, S) of term rank p”. 
The integer p” has been previously estimated by inequalities ([I], [A). But 
the structure of i? now yields a simple and explicit formula for p”. 
In our concluding Section 6 we confine our attention to classes Vl(R, S) 
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with m = n and deal with upper estimates for the permanents of the matrices 
in this class. Previous upper estimates have been made for per(A) that 
involve the row sums of A ([2], [5j). Th e new estimates differ from these 
in that they depend on both the row and the column sums of A. Specifically, 
we prove that for the components of R and S rearranged in increasing order 
and for A in X(R, S) 
per(A) < fi min(rj , Q). 
j=l 
(1.4) 
The inequality (1.4) is sharp in the sense that each class has extremal 
matrices for which equality is attained. 
2. THE CONSTRUCTION OF THE CLASS %(R,S) 
Given a row sum vector R and a compatible column sum vector S, then 
the class %(R, S) is, of necessity, nonempty. For example, if T = 0 we set 
A=Oandifr#Oweset 
A = T-~[Y~s~]. (2.1) 
Also, it is easy to describe a construction for the totality of matrices in our 
class. Thus we may begin with the matrix with row sum vector R and 
column sum vector (7,0,0 ,..., 0). We then decrease certain elements in the 
first column and increase corresponding elements in the second column to 
obtain a new nonnegative matrix with row sum vector R and column sum 
vector (si , 7 - s1 , 0, 0 ,..., 0). We now leave the first column of the matrix 
unaltered and iterate the construction until it terminates with a matrix in 
our class. 
Given a row sum vector R and a compatible column sum vector S, we 
now describe an inductive procedure for the construction of a finite subclass 
E(R, S) of matrices of (U(R, S). In order to construct an arbitrary matrix A 
in E(R, S) we select a position (i, j) in the m x 71 array and define 
Uij = min(ri , Sj). (2.2) 
In case ri < si we complete row i by inserting (n - 1) O’s [as is necessary 
in view of (2.2)]. Then we require that the matrix A, obtained from A by 
deleting row i be a matrix of size (m - 1) x 7t with row sum vector 
Rl = (~1 ,...> yi--l , Tit1 v..., y,,J (2.3) 
and compatible column sum vector 
s, = (sl ,..*, sj-1 9 sj - yi Y  sj+l Y***, 4. (2.4) 
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Lastly, we require that the matrix A, be a member of the class @?(R, , S,), 
already constructed by the induction hypothesis. Similarly, in case ri >, sj 
we complete column j by inserting (m - 1) O’s [as is necessary in view 
of (2.2)]. Then we require that the matrix A, obtained from A by deleting 
column j be a matrix of size m x (n - 1) with row sum vector 
R, = (I~ ,..., ri-l 9 ri - sj 9 ri+l Y*..v rm) 
and compatible column sum vector 
(2.5) 
Lastly, we require that the matrix A, be a member of the class &(R, , S,), 
already constructed by the induction hypothesis. In case yi = sj either of 
the above constructions is allowed. The classes E(R, S) of matrices of size 
m x 1 and 1 x n are uniquely determined by their row sum vector R and 
column sum vector S, respectively. 
A line of a matrix designates either a row or a column of the matrix. 
We may regard the construction of a matrix A in E(R, S) as a sequence of 
insertions of elements of the form (2.2) followed by deletions of completed 
lines. Notice that the first line picked in the construction of A contains at 
most one positive element which is uniquely determined by the row and 
column sum conditions. It follows from the construction by induction that 
a matrix in (E(R, S) contains no more than m + n - 1 positive elements. It 
also follows from the construction that the matrices in E(R, S) have integral 
elements provided that the components of R and S are integers. In case m = n 
and R = S = (1, l,..., 1) the class E(R, S) reduces to the n! permutation 
matrices of order n. 
3. DESCRIPTIONS OF THE CLASS CZ(R,S) 
We now characterize the matrices of the class E(R, S) by the positions 
of their positive elements. 
LEMMA 3.1. A matrix A in the class 2l(R, S) is in the class E(R, S) if 
and only if every submatrix of A contains a line with at most one positive element. 
Proof. We first observe that the assertion is trivial for matrices consisting 
of a single line. Let A be in the class CZ(R, S) and let A, be the submatrix 
of A in the class @(RI , S,) described in the construction of A. Now let 
A’ be an arbitrary submatrix of A. Then A’ will be a submatrix of A, or 
else A’ will contain elements from the deleted line. In the first case the 
assertion follows by the induction hypothesis, while in the second case the 
assertion is obvious. Next, let A be a matrix in the class ‘U(R, S) possessing 
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the submatrix property of the lemma. We may then pick a line in A with 
at most one positive element and begin our construction with this particular 
position. The remaining submatrix of A must be in E(R, , S,) by induction 
and this implies that A is in E(R, S). 
Notice that the submatrix property of the lemma is independent of R 
and S. Also, let A’ be a submatrix of A in the class E(R, S) and let A’ have 
row sum vector R’ and column sum vector S’. Then it follows from the 
lemma that A’ is in the class E(R’, 9). 
A matrix A of size m x n is in upper triangular form provided 
~=O(i>j if m~n),ai+m-n,i=O(i>j if m>n) (3.1) 
and in lower triangular form provided 
%.i+n-m = 0 (i < j if m < n), aji = 0 (i < j if m > n). (3.2) 
By reversing the order of rows and columns we may transform a matrix in 
upper triangular form into a matrix of lower triangular form and vice versa. 
It is interesting to note that every matrix in E(R, S) may be brought into 
upper (or lower) triangular form by permutations of rows and columns. This 
assertion follows by induction because we may bring the element aij that 
was first selected by (2.2) into position (1, 1). Then if ri < sj we may 
rearrange A, into lower triangular form and if ri > sj we may rearrange 
A, into upper triangular form. 
Without loss of generality we now take m < n and obtain another 
normalization of A in E(R, S) by permutations of rows and columns. We 
first show that A must contain at least n - m columns with at most one positive 
element per column. If A contained at most n - m - 1 such columns, then 
A would contain a submatrix A,, consisting of m + 1 columns with at least 
two positive elements per column and hence a totality of at least 2m + 2 
positive elements. But A, is in the class E(R’, S’) and cannot contain more 
than 2m positive elements. We now take n - m columns of A with at most 
one positive element per column and permute these columns to the last 
n - m positions. Let A’ in the class E(R’, 8’) denote the submatrix of order 
m composed of the first m rows and the first m columns of the permuted A. 
We assert that the rows and columns of A’ may be permuted so that A’ has O’s 
on the main diagonal except possibly for position (1, 1). Moreover, each of the m 
leading principal submatrices of A’ has at most one positive element in its last 
row and at most one positive element in its last column. We prove this assertion 
by induction on m. Since A’ may be brought into lower triangular form by 
permutations of rows and columns we may reverse the ordering of the rows 
and obtain an A’ with O’s in its last row and column except possibly for 
positions (1, m) and (m, 1) in A’. We now delete row m and column m and 
apply the induction hypothesis to the resulting submatrix A” in the class 
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E(R”, S”). The result now follows because in permuting rows and columns 
of A” we may disturb the elements in positions (1, m) and (m, 1) but the 0 
in position (m, m) is unchanged. 
Conversely, let A be a matrix of size m x n with YOW sum vector R and 
column sum vector S and with positive elements in positions fuljdling the require- 
ments of the normalization described above. Then it follows that the matrix A 
must belong to the class E(R, S). We need merely begin our inductive construc- 
tion of CE(R, S) in the last n - m columns and then continue with row m 
and column m, and so on. Thus we see that a matrix in the class B(R, S) 
belongs to the class E(R, S) if and only if it can be normalized in the manner 
described above. 
Actually we may describe all possible choices for positions of positive 
elements in a matrix A satisfying the submatrix property of Lemma 3.1 
apart from rearrangements of rows and columns as follows. We begin with 
an arbitrary nonnegative matrix of order 1 and add to this a row and a 
column. The row and column each have at most one positive element in 
an arbitrary (but not in the last) position. We continue this construction 
in an obvious manner thereby satisfying the requirements of the normaliza- 
tion. 
4. EXTRRMAL MATRICES 
A matrix A in the convex set U(R, S) is called an extremal matrix provided 
that every convex decomposition of the form 
A=orA,+(l --)A2 (O<ol<l) (4.1) 
with A, and A, in the class ‘%(R, S) implies that A, = A, = A. From the 
theory of convex sets it follows that every matrix A in the class %(R, S) 
is a convex combination of not more than d + 1 extremal matrices, where 
d < (m - l)(n - 1) denotes the dimension of clI(R, S). 
THEOREM 4.1. A matrix A in the class %(R, S) zk an extremal matrix if 
and only if the matrix is in the class E(R, S). 
Proof. The theorem is trivially valid for matrices consisting of a single 
line. Now let A be an extremal matrix in %(R, S) of size m x n with m > 1 
and n > 1. We prove by induction that A is in E(R, S). Our induction 
hypothesis applies to matrices of size (m - 1) x n and m x (n - 1). We 
cancel a line in A and there remains a submatrix A’ of A with row sum 
vector R’ and column sum vector S’. But A’ is extremal because any 
nontrivial convex decomposition of A’ may be extended to A. Hence by 
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induction A’ is in @(RI, S’) and by construction A’ contains a line with 
at most one positive element. It then follows that A contains a line with 
at most two positive elements. We now cancel this line in A and obtain 
a submatrix A” which is extremal and in &(R”, S”). Then A” has at most 
m + it - 2 positive elements, and consequently A has at most m + it 
positive elements. We now prove that A contains a line with at most one 
positive element. Suppose that this were not the case. Then each row and 
column of A would contain at least two positive elements. We now count 
each positive element of A twice by rows and columns and find at least 
2(m + n) positive elements. Hence the number of positive elements in A 
is at least m + 7t and thus exactly m + n. It follows from the preceding 
argument that no row or column of A may contain more than two positive 
elements. Hence each row and column of A contains exactly two positive 
elements and A is in fact square of order n. Let B be the (0, 1)-matrix with 
l’s in the positions occupied by the positive elements of A and O’s elsewhere. 
The matrix B is a sum of two disjoint permutation matrices PI and P2. 
This assertion may be derived by an elementary normalization argument on 
the matrix B. But more generally we know that every (0, 1)-matrix with 
exactly K l’s in each row and column is a sum of K disjoint permutation 
matrices. We now define N = P, - P2 . It follows that all row and column 
sums of N are zero, and, for a sufficiently small positive E, both A + cN 
and A - EN are in the class 2l(R, S). But then 
A = $(A + EN) + $(A - EN) (4.2) 
contradicts the fact that A is extremal. Thus A contains a line with at most 
one positive element, say aij = min(ri , sj). Now the matrix A may also be 
obtained by the inductive procedure described for the construction of the 
class (E(R, S), since the submatrix A, occurring there is extremal, and by 
induction A, is in E(R, , S,). Thus A is in E(R, S). 
Conversely, let the matrix A be in the class E(R, S) and consider the 
possibility of a convex decomposition 
A =aA’+(l -a)A” (0 < a < 1) (4.3) 
with A’ and A” in the class %(R, S). We take the line in A with at most 
one positive element that was first deleted in our construction and look at 
the corresponding lines in A’ and A”. These lines cannot contain additional 
positive elements, and since A’ and A” are in %(R, S) the lines must coincide 
with the line in A. We now delete this line from A, A’, and A” and obtain 
A,, AI’, and A; , respectively. These matrices also satisfy the relationship 
A, = aA,’ + (1 - a) Al” (0 < a < 1). (4.4) 
But A, is in E(R, , S,) and is extremal by induction. Hence A, = A,’ = A; 
and, therefore, A = A’ = A”. 
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In case m = n and R = S = (1, l,..., 1) our results reduce to the classical 
theorem of Birkhoff, namely, the set of doubly stochastic matrices of order n 
is identical with the convex hull of the set of permutation matrices of order n. 
We next discuss various necessary and sufficient conditions in order that 
a matrix in our class be extremal. A matrix A in the cZuss %(R, S) is extremu2 
if and only if every submatrix A’ of size m’ x n’ has at most m’ + n’ - 1 
positive elements (1 < m’ < m and 1 < n’ < n). The assumption that A is 
extremal implies that A’ is in E(R’, S’) and consequently A’ cannot have 
more than m’ + n’ - 1 positive elements. Conversely, if A’ satisfies this 
property then A’ must have a line with at most one positive element because 
otherwise A’ would contain at least m’ + n’ positive elements. 
Again, we let B be the (0, I)-matrix with l’s in the positions occupied by 
the positive elements of A and O’s elsewhere. A matrix A in the CZU.W B(R, S) 
is extremal if and only if B does not contain a square submatrix B’ which is a 
sum of two permutation matrices. The necessity follows at once from the 
preceding paragraph, and the sufficiency may be derived by suitably altering 
the first portion of the proof of Theorem 4.1. 
The permanent of a square matrix A, denoted by per(A), is the same 
summation as det(A), except that the sign preceding each term in the n! 
sum for per(A) is positive. The permanent of A remains invariant under 
transposition and arbitrary permutations of the rows and the columns of A. 
A matrix A in the class %(R, S) is extremal if and only if B does not contain 
a squure submatrix B’ with per(B’) > 1. The necessity follows because A’ 
associated with B’ may be reduced to triangular form by permutations of 
rows and columns, whence per(B’) < 1. The sufficiency is an immediate 
consequence of the preceding paragraph. 
A matrix A in the class ‘U(R, S) is extremal if and only if A is the only 
matrix in the class 2I(R, S) associated with the same B. The assumption that 
A is extremal implies by an elementary induction on the lines of A that 
there does not exist an A’ # A in %(R, S) such that B - B’ is nonnegative. 
This assertion is actually stronger than the necessity, and once again the 
sufficiency may be derived by suitably altering the first portion of the proof 
of Theorem 4.1. Thus we have shown that the matrices in E(R, S) are 
uniquely determined by the positions of their positive elements. Also, a matrix A 
in (U(R, S) whose positive elements are minimal in number in X(R, S) is in 
W, s). 
5. THE MINIMAL TERM RANK 
The term rank of a nonnegative matrix A is the maximal number of positive 
elements in A with no two positive elements on a line. In other words, 
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the term rank of a nonnegative matrix A equals the maximal order of a 
square submatrix of A with positive permanent. The term rank of A also 
remains invariant under transposition and arbitrary permutations of the 
rows and the columns of A. The classical Konig-Egervary theorem asserts 
that the term rank of A equals the minimal number of lines in A that contain 
all of the positive elements in A. In this section we investigate the minimal 
term rank p” of the matrices in the class ‘U(R, S). It turns out that certain 
of our extremal matrices attain minimal term rank over the matrices of the 
class and this allows us to evaluate p” explicitly. We remark that the cor- 
responding evaluation problem for the maximal term rank p of the matrices 
in the class %(R, S) is trivial because we always have p = min(m, n) whenever 
the components of R and S are positive. The matrix A of (2.1), for example, 
attains maximal term rank. 
We now return to the inductive construction of the subclass e(R, S) of 
matrices of ‘%(R, S) described in Section 2. At each stage of the construction 
we choose for position (i, j) in the submatrix under consideration the position 
(1, 1) and denote the resulting extremal matrix in the class E(R, S) by ERss . 
Thus in the notation of the construction of fZ(R, S) in Section 2 we may write 
A, = -%,.s,- (5-l) 
Now let u,~ denote a positive element of the matrix ERss = [uii] in the 
class @(R, S). Then it follows by induction directly from the construction that 
aij = 0 (i = 1, 2,..., e-l;j=f+l,f+2 ,..., n), (5.2) 
aij = 0 (i = e + 1, e + 2 ,..., m; j = 1, 2 ,..., f - 1). (5.3) 
Furthermore, by induction we see that the element in position (m, n) of 
J%, s is 
amn = min(r, , s,). (5.4) 
Next we show that if A, and A, are two matrices in the class %(R, S) such 
that (5.2) is valid for their positive elements aef, then A, = A,. Thus the 
matrix ER, s is uniquely determined by R and S. Let A, and A, agree in 
rows 1, 2,..., e - 1 and let the first position of disagreement in row e occur 
in column f. Let A, have the larger element in position (e, f). Then, since 
both matrices have the same column sum sj , it follows that A, has a positive 
element in column f and in one of the rows e + 1, e + 2,..., m. But then 
an application of (5.2) to A, implies that the sum of row e of A, is greater 
than the sum of row e of A, . Thus A, = A, . 
Let a, , us ,..., a, denote nonnegative reals. The rearrangement of these 
numbers in ascending order is denoted by 
(5.5) 
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and in descending order by 
a,* 3 a2* 3 .** >, a,*. (5.6) 
We write 
R’ = (Ye’, r; ,..., Ye’), R* = (I~*, yz* ,..., rm*) (5.7) 
and similarly for S’ and S*. In investigating the minimal term rank p” of 
the matrices in the class %(R, S), it is convenient to deal with the class 
?I(R’, S*). 
We now define 
i!! = ER,,s’ (5.8) 
and prove that the matrix i? satisfies the following. I f  the positiwe elements 
in a matrix A in the class 9l(R’, S*) can be covered by e > 0 TOWS and f 3 0 
columns, then the positive elements in I?? can be covered by the last e rows and 
the $t-st f columns. From the cover of A it follows that the corresponding 
row and column sums together equal at least 7. Then we certainly have 
r,* + Y2* + *-* + Y,* + sl* + s2* + **a + s,* 3 7. W) 
Next we show that the inequality (5.9) implies that g can be covered by 
the last e rows and the first f columns. Suppose, on the contrary, that .!? 
has a positive element in position (u, V) within the block of size (m - e) X 
(n -f) in the upper right corner. Then property (5.3) implies that there are 
no positive elements in the intersection of the last e rows and the first f 
columns of i?. Hence we have 
ym’ + c-1 + **- + y;-c+l + sl* + sz* + I** + sf* + auu < 7, (5.10) 
and this contradicts (5.9). 
The argument also proves that I? can be covered by e > 0 YOWS and f  > 0 
columns if and only if (5.9) holds. The preceding facts can be combined into 
the following theorem. 
THEOREM 5.1. The matrix i? is of minimal term rank p”. Moreover, 
p” = min(e +f), (5.11) 
where the minimum is taken over all pairs e > 0, f > 0 satisfyig 
II* + Yz* + *** + re* + sl* + s2* + **a + s,* > 7. (5.12) 
We remark that Dulmage and Mendelsohn [I] have established the 
inequality 
max(ri*, sl*)p” > 7. (5.13) 
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This is now a direct consequence of Theorem 5.1. Let e > 0 and f > 0 
satisfy (5.12). Then we certainly have 
r,*e + sl*f 3 7, (5.14) 
whence 
m=+,*, s,*>(e +f) 2 7. (5.15) 
Next we assert that the matrix i? is in lower triangular form. Let m > n 
and suppose that there exists an e < f  such that aef > 0. Then it follows 
from (5.3) that 
11’ + Y2’ + -** + I,’ > sl* + s2* + -0. + se*. (5.16) 
We must then have Y,’ > s,* because re’ < s,* violates (5.16). But Y,’ > s,* 
implies ~1,~ > s:+~ ,..., r,’ > s,*, and these inequalities together with (5.16) 
imply yl’ + rs’ + a** + r,’ > T, a contradiction. Now let m < n and 
suppose that there exists an e < f  such that ae,f+n-m > 0. Then it follows 
from (5.3) that 
Yl’ + Y2’ + *** + Ye’ > sl* + s2* + -** + Sb*+n--m. (5.17) 
We must then have Y,’ > s:+,,-,,, because Y,’ < s:+,,, violates (5.17). But 
rg’ > s*,+,+,, implies ri+1 > ~:+r+~.+, ,..., rm’ > s,,* and these inequalities 
together with (5.17) imply 7 > T. 
We now show how p” positive elements, no two on a line, may be exhibited 
within the structure of I?. The terminal positive elements in the rows of i? 
lie in exactly p” columns and the initial positive elements in the columns of 8 
lie in exactly p” rows. The proof proceeds by induction. We first take the 
case m > n. Then since i? is in lower triangular form we may assume that 
row 1 of i? contains a positive element in position (1, 1) and O’s elsewhere. 
We now consider the terminal positive element in column 1. It then follows 
from (5.2) that the last n - 1 columns of 3 form a matrix P with a row 
and column sum vector possessing the same monotone properties as the 
corresponding vectors for Z?. Also, P satisfies the requirements of (5.2) and 
hence, by our remark following (5.4), P is an e matrix. Moreover, P must 
be of term rank p” - 1 and the result now follows upon an application of 
the induction hypothesis to fl. Next we take the case m < n. Then since 
,?? is in lower triangular form we may assume that column n of J!? contains 
a positive element in position (m, n) and O’s elsewhere. It then follows from 
(5.2) that the first m - 1 rows of .i? form a matrix C’? with a row and column 
sum vector possessing the same monotone properties as the corresponding 
vectors for B. Also, G satisfies the requirements of (5.2) and is an &’ matrix. 
Again e must be of term rank p” - 1 and the result follows by induction. 
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We now take the components of R’ and S* positive and let m < n. Then by 
Theorem 5.1 
Q’ + rZ’ + --* + Y;+~ > sl* + s2* + -** + sf* (f = 1, 2,..., m - 2) (5.18) 
is a necessary and st@cient condition on the components of R’ and S* in order 
that p” = m. Notice that condition (5.18) is vacuous for m = 1 and 2 so 
that in these cases p” = m automatically. 
We continue to take the components of R’ and S* positive and now let 
m = n. In this case the matrix l? is both square and in lower triangular 
form. Consequently the inequalities (5.18) are valid if and only if E has 
no zero elements on its main diagonal. By (5.3) the remaining positive 
elements of I? must then be contained in positions (2, l), (3,2),..., (n, n - 1). 
Hence the elements of l? are in this case given by the differences 
aii = rl’ + r2’ + *** + Ti’ - (sl* + s2* + *** + SC,) (i = 1, 2 ,..., n), 
(5.19) 
ai i--l = sl* + s2* + *a- + sLl - (rl’ + r2’ + -** + Y;-,) (i = 2, 3 ,..., n), 
and aij = 0 in all other cases. A class with m = n = p” is of special interest 
because one may attempt to evaluate the minimal permanent over the 
matrices of the class. But thus far such an evaluation has never been carried 
out for a specified R and S and general n. The case R = S = (1, l,..., 1) 
leads to the celebrated conjecture of van der Waerden. For n = 2 and the 
class % = %(R’, S’) defined by the positive vectors R’ = (rr’, Y,‘) and 
S’ = (sl’, sz’) we have 
2 
Yl’S,’ 1 -- 2 sl’ - 
I 
TZ’ - r.1’ 
2 1 i 
sl’ - yz’ - c’ > 0 
$; per(A) = 
) 2 ” 
( 
Yz’ - t-1’ 
) 
(5.20) 
T1'S1' sl’ - 
2 
GO. 
6. THE MAXIMAL PERMANENT 
In this section we confine ourselves to classes ‘%(R, S) with m = n. Let 
there be given indices il , iz ,..., i,, and j, , j, ,..., j, that are rearrangements 
of 1, 2,..., n. Then by successively selecting positions (& , j,) (k = 1, 2,..., n) 
we may construct an extremal matrix A = [au] in our class E(R, S) such that 
a,,,, = min(ri, , sjJ (k = 1, 2 ,..., n). (6.1) 
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Now let A be a matrix in ‘U(R, S) [not necessarily in E(R, S)] and let A 
satisfy (6.1). Th en it follows by the Laplace expansion that 
per(A) = fi min(r,, , sj,). (6.2) 
k=l 
Furthermore, we may reduce such an A to lower triangular form by permuta- 
tions of rows and columns. Actually, by these operations, we may, in general, 
reduce such an A to 
Dl 0 [ 1 * D, ’ (6.3) 
where D, and D, are diagonal matrices and 0 is a zero matrix. This follows 
because we may bring into the initial positions on the main diagonal all 
elements of the form (6.1) with ri, minimal and we may then bring into 
the terminal positions on the main diagonal all elements of the form (6.1) 
with sjs minimal. 
Next let a, , us ,..., a, and b, , b, ,..., b, denote arbitrary nonnegative reals. 
Again let ir , ia ,..., i, and jr , ja ,..., jn be rearrangements of 1, 2 ,..., n. Then 
in the notation of (5.5) we have the following lemma. 
LEMMA 6.1. We have generally 
$r min(q, , bj,) < fi min(a,l, b;). 
h=l 
(6.4) 
If all ai > 0 and all b, > 0 we have equality in (6.4) if and only if there exists 
a rearrangement h, , h, ,..., h, of 1, 2 ,..., n such thut 
min(uik , b,,> = min(& , b;l,, (6.5) 
holds for k = 1, 2,..., n. Suppose that all aj’ = a, > 0 and all bj’ = bj > 0. 
Then the obvious case of equality ik = jk for k = 1, 2,..., n is the only case 
of equality if and only if ai < a,,, , ai < bi+l , bi < bi+l , bi < a,,, holds 
for i = 1, 2 ,..., 12 - 1. 
Proof. Without loss of generality we may suppose that all ai = ai > 0 
and all b,’ = b, > 0. Let n > 2 and let 
cii = min(a, , bj) (i,j= 1,2 ,..., n). (6.6) 
First of all, notice that 
cia% d ci~ci~ (i < j, P -c 9). (6.7) 
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Notice further that equality holds in (6.7) if and only if the factors on the 
left coincide with the factors on the right in some order, and that equality 
is impossible if and only if cio < cja and ciP < cjo . 
The inequality (6.4) now follows by repeated applications of (6.7). We 
shall call a term of the form 
maximal provided that it equals the right side of (6.4). Among the factors 
of (6.8) we certainly find tin and cnj for some i and j. If i or j equals n then 
we may assume that i, = j, = n. Now we see that 
is also maximal, and by induction we see that cdtir form a rearrangement of 
ckk . If, however, i < n and j < n, we notice that 
CinCn3 G cf3cnn * (6.10) 
If we replace ci,,cn3 in (6.8) by c,,c,,~ we obtain a similar product 17’ which 
is still maximal because it cannot be larger. Thus we must have equality 
in (6.10), i.e., tin and c,, equal cij and c,, in some order. Also, the factors 
in D’ must coincide with ckk in some order by our previous argument. It 
now follows that the factors in (6.8) coincide with ckk in some order. 
Let n 3 3 and suppose that the sequences a, , a2 ,..., a, ; b, , b, ,..., b, 
allow in (6.4) only the obvious case of equality. Then the same must be 
true for the sequences a, , a2 ,..., a,-, ; b, , b, ,..., &_I and a2, a3 ,..., a, ; 
6, , 6, ,*-*, b, . Thus by induction the conditions of the lemma are necessary. 
The sufficiency follows from the inequalities 
ci,, < c,, and %j < Gtn (i < n, j < n), (6.11) 
which prevent equality in (6.10) while (6.9) has only the obvious case of 
equality by induction. 
THEOREM 6.2. Let A be a matrix in U(R, S). Then 
per(A) < fi min(ri, si), (6.12) 
j=l 
and equality is attained in (6.12) by a matrix A in (F(R’, S’) with main diagonal 
aj3 = dl(Yj’, s3’) (j = 1, 2 ,..., n). (6.13) 
TERM RANKS AND PERMANENTS 355 
Moreover, ;f the components of R and S are positive and if equality holds in 
(6.12) for a matrix A in ?l(R, S), then there exist three rearrangements 
. . . . 
21 , 1, ,-**, i, ; .I1 ,]!a ,***s 3-n ; h, , h, ,..., h, of 1, 2 ,..., n such that 
arkjk = min(rik , sj,) = min(rik , si,) (h = 1,2 ,..., n). (6.14) 
Proof. In order to establish (6.12) we may assume, without loss of 
generality, that A is in ?X(R’, S’) and that rl’ < sl’. An application of the 
Laplace expansion to the first row of A gives 
per(A) = 5 aIj per(A,). 
i-l 
(6.15) 
We fix j and denote an arbitrary AIi by A’. Let the matrix A’ have row 
sum vector 
(r,(A’), r&O,..., 44) (6.16) 
and column sum vector 
(sl(A’), sz(A’)s--*s j-,(A’), sj+l(A’),***s sn(A’))* (6.17) 
By the induction hypothesis there exists a rearrangement i1 , i2 ,..., inml of 
2, 3,..., n and a rearrangement j, , jr ,,.., j,..., of 1,2 ,..., j - 1, j + l,..., n 
such that 
per(A’) < n mWik(A’), sjk(A’)}, 
k=l 
(6.18) 
where in (6.18) it is understood that the row sums and the column sums 
occur in increasing order. But for any arrangement, 
n-1 n-1 
$J min{ytk(A’)~ SjJA’)) < n min{rJA), sjL(A)}, 
k=l 
(6.19) 
and by (6.4), 
n-1 
cl mW,t(A), Sjk(A)} < fi min(r ', s;-J fi min(r,‘, si’) 
id2 i-5+1 
(6.20) 
n 
< n min(r,‘, Si')* 
Hence, by (6.15) and the preceding inequalities, 
per(A) < i ati fi min(r,‘, si’) = fi min(r,‘, sf’). (6.21) 
i-l id 5=1 
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This proves (6.12) and the existence of the matrix A with main diagonal 
(6.13) has already b een established by previous discussion. 
Now let R and S have positive components and suppose that equality 
holds in (6.12) for a matrix A in (LI(R, S). We call such a matrix maximal. 
We now reconsider the proof of (6.12) for the case of a maximal matrix A, 
where the rows and columns of A are permuted so that A belongs to 
%(R’, S’). We take n > 2 and fix j so that ari > 0. Then equality must 
hold in all of our estimates for per(A’). The last product in (6.20) is positive 
and equal to per(A’). Hence all row and column sums of A’ are positive 
and with equality in (6.18) we have that A’ is maximal. By the induction 
hypothesis there exists a rearrangement i1, ia ,..., i,-r of 2, 3 ,..., n and a 
rearrangement jr , jz ,..., j,-, of 1, 2 ,..., j - 1, j + l,..., n such that 
aid, = min{rJA’), sJA’)} (k = 1, 2 )..., 92. - 1). (6.22) 
With this arrangement (6.18) and (6.19) hold again, now necessarily with 
equality, and this allows us to write 
n-1 n-1 
PeW) = Fl Q, = n min{y&Q +k(A>>. 
k=l 
(6.23) 
Hence, in particular, 
Uc,j, = min{r&Q sjlc(A)} (k = 1, 2 )..., ?z - 1). (6.24) 
Using the Laplace expansion we now obtain 
Hence a,$ cannot be smaller than min(r, , sj). Thus we also have 
ai”& = mWy&>, +,(A)> (6.26) 
with i,, = 1 and j,, = j. 
Now let A be a (0, I)-matrix of order 71 and let A belong to the class 
N(R, S). Mint [.5l has shown that 
per(A) G 9fi (q) (6.27) 
and by (6.12) we know that for c = 1 
per(A) < fi min{c(rj' + l), c(sjl + 1)). 
j=l 
(6.28) 
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One is tempted to conjecture the validity of (6.28) for c = 4 . But this 
turns out to be incorrect. For example, let 
(6.29) 
where D is the m-fold direct sum of the matrix of l’s of order 2 and J is 
the matrix of l’s of order 2m. The matrix A has order 4m and satisfies 
per(A) = 2m6m(2m)!. 
Moreover, the right side of (6.28) for c = $ reduces to 
5 2m 2m + 3 
0 ( z ) 
2m 
2 - 
But for m sufficiently large we know that 
5 2m 2m + 3 2nz 0 ( z 2 ) < 2*6m(4mn)1/2 (-$-)zm < per(A). 
(6.30) 
(6.31) 
(6.32) 
Remarks. M. L. Balinski has brought to our attention that extremal 
properties of the convex set r(l(R, S) are related to the simplex method of 
Dantzig applied to the transportation problem [see G. B. Dantzig. “Activity 
Analysis of ProductionandAllocation,“(T. C. Koopmans, Ed.)ChapterXXIII, 
pp. 359-373. Wiley, New York, 19511. Estimates are also available for the 
number of such extremal matrices in certain classes [see H. Perfect and 
L. Mirsky, Extreme points of certain convex polytopes, Monat. Math. 68 
(1964), 143-1491. 
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