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COMPANION FORMS AND THE
STRUCTURE OF p-ADIC HECKE ALGEBRAS
Masami Ohta
Abstract. We study the structure of the Eiesenstein component of Hida’s ordi-
nary p-adic Hecke algebra attached to modular forms, in connection with the com-
panion forms in the space of modular forms (mod p). We show that such an algebra
is a Gorenstein ring if certain space of modular forms (mod p) having companions
is one-dimensional; and also give a numerical criterion for this one-dimensionality.
This in part overlaps with a work of Skinner and Wiles; but our method, based
on a work of Ulmer, is totally different. We then consider consequences of the
above mentioned Gorenstein property. We especially discuss the connection with
the Iwasawa theory.
Mathematics Subject Classification 2000. 11F33, 11F80.
Introduction
The connection of the modular Galois representations with the theory of cyclo-
tomic fields was first studied by Ribet [R]. Then the Iwasawa main conjecture for
Q was proved by Mazur and Wiles in their fundamental paper [MW]. After these
works, Harder and Pink [HP] and Kurihara [Ku] have independently shown that, if
the Eisenstein component of certain p-adic Hecke algebra attached to cusp forms is
a Gorenstein ring, then one can further determine the structure of certain Iwasawa
module associated with Q(µp∞)/Q completely.
Although the Gorenstein property is established for most of non-Eisenstein com-
ponents of such p-adic Hecke algebras by the works of many mathematicians (cf.
Wiles [Wi], Chapter 2, Section 1), little is known about the Eisenstein components.
In contrast to this, the same property of an Eisenstein component of the p-adic
Hecke algebra attached to modular forms seems relatively easier to achieve. Indeed,
in their course of the proof of “R ∼= T”-type theorem for residually reducible two-
dimensional Galois representations, Skinner and Wiles [SW] have shown that such
an algebra is even a complete intersection, under some hypotheses.
The aim of the present article is to investigate this latter problem by a method
totally different from [SW], and then to consider some consequences.
Though we treat the Hecke algebras of level N with p ∤ ϕ(N) in the text, we
would like to explain the contents of this paper under the assumption N = 1 for
simplicity, adding comments on the general case.
Typeset by AMS-TEX
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We throughout fix a prime number p ≥ 5. Let eM (resp. e S) be the space
of ordinary Λ-adic modular forms (resp. Λ-adic cusp forms), introduced by Hida
and Wiles, of level 1 over Zp. (This is the space denoted by eM(1; ΛZp) (resp.
e S(1; ΛZp)) in the text.) Let eH = eH(1;Zp) (resp. e h = e h(1;Zp)) be Hida’s
universal ordinary p-adic Hecke algebra acting on this space. It is a fundamental
fact, due to Hida, that these spaces and algebras are finite and flat over the Iwasawa
algebra Λ = Zp[[T ]]. They split into a direct sum of ω
i-eigenspaces with respect
to the action of (Z/pZ)×, where ω denotes the Teichmu¨ller character. We indicate
these eigenspaces by the superscript “(i)”.
Fix an even integer k such that 2 ≤ k ≤ p − 1. The space eM (k−2) con-
tains an essentially unique Λ-adic Eisenstein series which interpolates the clas-
sical Eisenstein series. We define the Eisenstein ideal I of eH(k−2) as the an-
nihilator of this Λ-adic Eisenstein series. Then M := (I, p, T ) is a maximal
ideal of eH(k−2), and our main concern is the localization eH
(k−2)
M , the Eisen-
stein component of eH(k−2). The Eisenstein component of e h(k−2) is then de-
fined as e h
(k−2)
M := e h
(k−2) ⊗eH(k−2) eH
(k−2)
M . (These are the algebras denoted by
eH(1;Zp)M(ωk−2,1) and e h(1;Zp)M(ωk−2,1) in the text, respectively.) This latter
ring is not a zero-ring if and only if the Bernoulli number Bk is not a p-adic unit.
We have eH
(k−2)
M = Λ if k = 2 or p− 1, and hence we assume that 4 ≤ k ≤ p− 3,
in the rest of this introduction.
Let M˜k (resp. S˜k) ⊂ Fp[[q]] be the space of modular forms (resp. cusp forms)
(mod p) of weight k and level 1 in the sense of Serre and Swinnerton-Dyer. We
can consider the Hecke algebra acting on M˜k, i.e. the subalgebra of EndFp(M˜k)
generated by all Hecke operators T (n). Let m be the annihilator of the unique
Eisenstein series (mod p) in M˜k, in this algebra. The Eisenstein component of M˜k
is then the localization M˜k,m. Set k
′ := p + 1 − k, and define m′ and M˜k′,m′ from
M˜k′ in the same manner as above. (The spaces M˜k,m and M˜k′,m′ are the ones
denoted by Mk(Γ1(1);Fp)m and Mk′(Γ1(1);Fp)m′ in the text, respectively. The
ideals m and m′ are the images of m and m′ in the text in the characteristic p Hecke
algebra.)
Now recall that f ∈ M˜k and g ∈ M˜k′ are said to be companions to each other if
θk
′
f = θg or equivalently θkg = θf
where θ := q(d/dq) is the usual derivation. Let c(m′) (which will be denoted by
c(m′) in the text) be the dimension of the space {g ∈ M˜k′,m′ | g has a companion}
over Fp. It is easy to see that c(m
′) is always positive.
Theorem 1. If c(m′) = 1, then eH
(k−2)
M is a Gorenstein ring.
The nature of the space above is not clear in general at present, but here is a
simple criterion:
(∗) Bk′ ∈ Z
×
p ⇒ c(m
′) = 1.
Therefore the left numerical condition implies that eH
(k−2)
M is Gorenstein. We note
that the above quoted work of Skinner and Wiles shows that the same condition
implies that eH
(k−2)
M is moreover a complete intersection. In the text, however,
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we give a result as in Theorem 1 for a wider class of Eisenstein components than
treated in [SW]. The numerical criterion (∗) is also generalized, using our previous
work [O4].
Our proof of Theorem 1 is based on the following result due to Ulmer [U]:
Theorem. There is a bilinear pairing
M˜k × S˜k → Fp
such that:
i) its left kernel consists of the forms with companions;
ii) all Hecke operators are self-adjoint with respect to it.
Ulmer constructed his pairing for general level N , in the course of detailed study
of the Selmer group of the universal elliptic curve over the Igusa curve. However,
we remark that the original pairing, as it stands, does not satisfy ii) above when
N > 1; but it is not difficult to get a Hecke equivariant pairing by twisting it.
One of the motivation of this work was to study the connection of the objects
above with the theory of cyclotomic fields. Let L∞ be the maximal abelian unram-
ified pro-p extension of Q(µp∞). As before, we denote by Gal(L∞/Q(µp∞))
(i)
the ωi-eigenspace of the associated Galois group with respect to the action of
Gal(Q(µp)/Q). If e h
(k−2)
M is a zero-ring, eH
(k−2)
M = Λ, I is its principal ideal,
and Gal(L∞/Q(µp∞))
(1−k) = {0}. We henceforth assume otherwise.
Theorem 2. If eH
(k−2)
M is a Gorenstein ring, then the following conditions are
equivalent:
i) e h
(k−2)
M is Gorenstein;
ii) e h
(k−2)
M is a complete intersection;
iii) the Eisenstein ideal I of eH(k−2) is principal;
iv) the image of I in e h(k−2) is principal;
v) the Iwasawa module Gal(L∞/Q(µp∞))
(1−k) is cyclic over Λ.
The implications: iii) ⇔ iv) ⇒ ii) ⇒ i) are easy or well-known, and Harder,
Pink and Kurihara proved that i) ⇒ v). These hold unconditionally. The new
point here is that, under the hypothesis stated in the theorem, v) in turn implies
iv). More precisely, under the same hypothesis, we explicitly describe the Λ-module
Gal(L∞/Q(µp∞))
(1−k) in terms of the Eisenstein ideal, by applying the method of
[HP] and [Ku] to the modular Galois representation into GL2(e h
(k−2)
M ) attached to
the Eisenstein component of e S(k−2).
The outline of the text is as follows:
In Section 1, after notational preliminaries, we consider the comparison between
the space of ordinary modular forms of level N and that of level Np; and the
duality between the space of modular forms and its Hecke algebra, for later use.
As for the latter, our main result is Proposition (1.5.3). It especially generalizes
the known duality for the Eisenstein components of the space of ordinary Λ-adic
modular forms ([O4]) by a much simpler argument.
In Section 2, we study Ulmer’s pairing and its twisted version. We first recall
the definition of the pairing given in [U], and then look at the behavior of the Hecke
operators and the diamond operators with respect to it. For general level N , we
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show that the pairing obtained by twisting Ulmer’s original one by an operator
wN is Hecke equivariant. It is stated as Theorem (2.5.1) together with its comple-
ment (2.5.5). This procedure is quite analogous to the construction of the Hecke
equivariant “twisted Weil pairing” out of the Weil pairing.
With these two preliminary sections, we are ready to prove our main results in
Section 3. The general forms of Theorem 1 and the numerical criterion (∗) are given
by Theorems (3.3.2) and (3.2.3), respectively. We also show, in Theorem (3.3.8),
that the implication: i) ⇒ iii) as in Theorem 2 follows from the hypothesis as in
Theorem 1. We finally consider the connection with the theory of cyclotomic fields,
the general form of Theorem 2 being presented as Theorem (3.4.12) and Corollary
(3.4.13).
§1. Preliminaries on modular forms
1.1. Notational preliminaries. Let k be an integer such that k ≥ 2. We denote
byMk(Γ1(M)) (resp. Sk(Γ1(M))) the complex vector space of modular forms (resp.
cusp forms) of weight k with respect to Γ1(M). Via the q-expansion at infinity, we
consider it as a subspace of C[[q]], and set
(1.1.1)
{
Mk(Γ1(M);Z) :=Mk(Γ1(M)) ∩ Z[[q]]
Sk(Γ1(M);Z) := Sk(Γ1(M)) ∩ Z[[q]].
Also, for any ring R, we set
(1.1.2)
{
Mk(Γ1(M);R) :=Mk(Γ1(M);Z)⊗Z R →֒ R[[q]]
Sk(Γ1(M);R) := Sk(Γ1(M);Z)⊗Z R →֒ R[[q]]
so that the base changing property
(1.1.3)
{
Mk(Γ1(M);R
′) =Mk(Γ1(M);R)⊗R R
′
Sk(Γ1(M);R
′) = Sk(Γ1(M);R)⊗R R
′
trivially holds for any ring homomorphism R→ R′.
When R is a Z[1/6M ]-algebra, the spaces in (1.1.2) are canonically isomorphic
to the spaces of modular forms or cusp forms defined geometrically as in Katz [Ka1]
(cf. also Gross [Gr]), via the q-expansion mapping. This is a consequence of the
q-expansion principle and the base changing property as (1.1.3) for such forms (cf.
[Gr], Proposition 2.5 and remarks in Section 10). Later, when it is convenient to
do so, we will take this geometric point of view. For the argument of this section,
however, the above formal definition is rather convenient. If R is a finite field of
characteristic p, these are the spaces of modular forms or cusp forms (mod p) over
R in the sense of Serre and Swinnerton-Dyer.
The usual Hecke operators T (n) (for positive integers n) and T (m,m) (for posi-
tive integers m prime to M), as well as the diamond operators 〈m〉 (for integers m
prime to M) preserve Mk(Γ1(M);Z) and Sk(Γ1(M);Z). We then define the Hecke
algebras
(1.1.4)
{
Hk(Γ1(M);R)
hk(Γ1(M);R)
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as the R-subalgebra of EndR(Mk(Γ1(M);R)) or EndR(Sk(Γ1(M);R)) generated by
all such operators. Here we recall that T (m,m) = mk−2〈m〉 for any positive integer
m prime to M .
Similar terminologies as above will be used for other congruence subgroups of
SL2(Z).
In this paper, we throughout fix a prime number p ≥ 5 and a positive integer N
prime to p. Let F be a finite extension of Qp with its ring of integers r. We denote
by ̟ a prime element of F , and by k := r/(̟) the residue field. When R = F, r or
k, the Hecke algebras above are generated over R by all T (n); or by all T (l) with
prime numbers l and all T (m,m).
Let Λr be the Iwasawa algebra over r, i.e. the completed group algebra over r of
the multiplicative group 1 + pZp. Fixing a topological generator γ of 1 + pZp, we
identify it with the formal power series ring r[[T ]] via γ ↔ 1 + T . Now we denote
by
(1.1.5)
{
eM(N ; Λr)
e S(N ; Λr)
the spaces of ordinary Λr-adic modular forms and cusp forms introduced by Hida
and Wiles. We use the same convention for such spaces as in our previous works,
and refer the reader to [O1] and [O2] for details. We also refer the reader to these
papers for the definitions and basic properties of Hida’s universal ordinary p-adic
Hecke algebras:
(1.1.6)
{
eH(N ; r)
e h(N ; r)
acting on the spaces in (1.1.5). We only remind of us that they are algebras over
r[[(Z/NpZ)××(1+pZp)]] in such a way that a positive integer m prime to Np, con-
sidered as an element of (Z/NpZ)×× (1+pZp), acts as multiplication by T (m,m).
1.2. Eisenstein series. For Dirichlet characters χ, ψ and a positive integer c, we
formally set
(1.2.1) Ek(χ, ψ; c) := δ(ψ)L(1 − k, χ) +
∞∑
n=1
∑
0<t|n
χ(t)ψ(
n
t
)tk−1
 qcn.
Here, δ(ψ) = 1/2 or 0 according as ψ is the trivial character 1 or not, and L(s, χ)
is the Dirichlet L-function. Let χ and ψ be primitive of conductors u0 and v,
respectively. Then it is well-known that Ek(χ, ψ; c) belongs toMk(Γ1(N)) whenever
the following conditions:
(1.2.2)
{
(χψ)(−1) = (−1)k;
cu0v divides N
are satisfied, unless k = 2 and χ = ψ = 1.
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Next we recall Λ-adic Eisenstein series (cf. [O2], 2.3). Let ψ, v and c be as above
and let ϑ be a primitive Dirichlet character of conductor u. We assume that F
contains the values of ϑ and ψ. Then the series
(1.2.3) E(ϑ, ψ; c) := δ(ψ)G(T, ϑω2) +
∞∑
n=1
∑
0<t|n
p∤t
ϑ(t)ψ(
n
t
)At(T )
 qcn ∈ Λr[[q]]
belongs to eM(N ; Λr) whenever
(1.2.4)

ϑψ(−1) = 1;
v and c are prime to p;
cuv divides Np;
(ϑ, ψ) 6= (ω−2,1).
Here and henceforth, ω denotes the Teichmu¨ller character,
(1.2.5) At(T ) := t(1 + T )
s(t) if tω−1(t) = γs(t)
and G(T ;ϑω2) ∈ Λr is a twist of Iwasawa’s power series giving the Kubota-Leopoldt
p-adic L-function:
(1.2.6) G(γs − 1, ϑω2) = Lp(−1− s, ϑω
2).
For a character ε of 1 + pZp of finite order and an integer d ≥ 0, the (ε, d)-
specialization of E(ϑ, ψ; c), i.e. the classical form obtained by setting T = ε(γ)γd−1,
is given by:
(1.2.7) E(ϑ, ψ; c)ε,d = Ed+2((ϑεω
−d)1, ψ; c)
where the subscript “1” indicates the (possibly imprimitive) induced character de-
fined modulo the least common multiple of its conductor and p. If ε takes values
in F and Ker(ε) = 1 + prZp, this series belongs to Md+2(Γ1(Np
r); r). When
(ϑ, ψ) = (ω−2,1), the form ((1 + T )− γ−2)E(ω−2,1; c) ∈ eM(N ; Λr) has a similar
property.
Now assume uv = N or Np, and set
(1.2.8) E(ϑ, ψ) := E(ϑ, ψ; 1).
It is a common eigen form of all T (n) and T (m,m) in eH(N ; r), and we let
(1.2.9){
I(ϑ, ψ) = I := AnneH(N ;r)(E(ϑ, ψ)), the annihilator of E(ϑ, ψ) in eH(N ; r);
M(ϑ, ψ) = M := (I(ϑ, ψ), ̟, T )
be the Eisenstein ideal and the Eisenstein maximal ideal of eH(N ; r) attached to
E(ϑ, ψ), respectively. The ideal I(ϑ, ψ) is generated by all
T (n)−
∑
0<t|n
p∤t
ϑ(t)ψ(n/t)At(T ).
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For any eH(N ; r)-module, we will indicate by the subscript “M” the localization
at M.
For a non-negative integer d, we set
(1.2.10) ωd := T − (γ
d − 1) ∈ Λr.
Then there is a canonical isomorphism:
(1.2.11) eH(N ; r)/ωd
∼
→ eHd+2(Γ1(Np); r)
e in the right hand side being Hida’s idempotent attached to T (p). The image of
M(ϑ, ψ) in eHd+2(Γ1(Np); r) under this isomorphism is the Eisenstein maximal
ideal defined similarly as above with respect to Ed+2((ϑω
−d)1, ψ; 1). Thus, if X
is an eHd+2(Γ1(Np); r)-module, XM may be identified with its localization at this
Eisenstein maximal ideal.
1.3. Ordinary modular forms of level N and level Np. Clearly, Sk(Γ1(N); r)
(resp. Mk(Γ1(N); r)) is an r-submodule of Sk(Γ1(Np); r) (resp. Mk(Γ1(Np); r)).
In the following, we denote by e Hida’s idempotent attached to T (p) on the latter
space. The first statement of the following lemma is due to Gouveˆa [Go], Proposi-
tion 5:
Lemma (1.3.1). When k ≥ 3, we have{
e Sk(Γ1(N); r) = e Sk(Γ1(N) ∩ Γ0(p); r)
eMk(Γ1(N); r) = eMk(Γ1(N) ∩ Γ0(p); r).
Proof. We deduce the second statement from Gouveˆa’s result. For this, it is enough
to show that eMk(Γ1(N);F ) ⊇ eMk(Γ1(N)∩Γ0(p);F ) when F contains all ϕ(N)-
th roots of unity, ϕ being the Euler function.
It is then easy to see that Ek(χ1, ψ; c) with primitive χ, ψ and c satisfying
(1.2.2), together with ordinary cusp forms span eMk(Γ1(N) ∩ Γ0(p);F ) (cf. [O2],
Lemma (2.3.2), where a result of Hida is recalled). But it follows from Hida [H1],
Lemma 3.3 that Ek(χ1, ψ; c) is a non-zero constant multiple of eEk(χ, ψ; c), and
hence belongs to eMk(Γ1(N);F ). 
Let e0 be the idempotent attached to T (p) ∈ Hk(Γ1(N); r).
Proposition (1.3.2). Assume k ≥ 3. Then e induces an isomorphism
e : e0Mk(Γ1(N); r)
∼
→ eMk(Γ1(N) ∩ Γ0(p); r).
This isomorphism commutes with T (l) for primes l 6= p and 〈m〉 with (m,Np) = 1.
Moreover, T (p) on the left commutes with T (p) + pk−1〈np〉T (p)
−1 on the right.
Here, np is an integer prime to Np and congruent to p modulo N .
Proof. Gouveˆa has shown that
e : e0 Sk(Γ1(N); r)→ e Sk(Γ1(N); r)
is an isomorphism, and also that the compatibilities for the Hecke operators as
above hold ([Go], Lemma 3). The same argument works for modular forms; and
our claim follows from the previous lemma. 
In the following corollaries, we also assume that k ≥ 3.
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Corollary (1.3.3). There is an isomorphism of r-algebras
e0Hk(Γ1(N); r)
∼
→ eHk(Γ1(N) ∩ Γ0(p); r)
such that: 
T (l) 7→ T (l) for primes l 6= p;
〈m〉 7→ 〈m〉 for m prime to Np;
T (p) 7→ T (p) + pk−1〈np〉T (p)
−1.
Since T (p) of level N and level Np coincide in characteristic p, we obtain the
following:
Corollary (1.3.4). We have the identity in k[[q]]:
e0Mk(Γ1(N); k) = eMk(Γ1(N) ∩ Γ0(p); k).
Proposition (1.3.5). For any integer k ≥ 3, we have:
e0Mk(Γ1(N); k) = eM2(Γ1(Np), ω
k−2; k)
where the right hand side denotes the maximum direct summand of eM2(Γ1(Np); k)
on which the diamond operator 〈m〉 acts as ωk−2(m) for m ∈(Z/pZ)×⊆(Z/NpZ)×.
Proof. Let eM(N ; Λr)
(j) be the ωj-eigenspace with respect to the action of
(Z/pZ)× (cf. 1.1). It is then easy to see that (1, a)-specialization gives an isomor-
phism:
eM(N ; Λr)
(k−2)/ωa
∼
→ eMa+2(Γ1(Np), ω
k−2−a; r)
for each integer a ≥ 0 (cf. [O2], Proposition (2.5.4)), with the same meaning of the
right hand side as above. Applying this to a = 0 and k − 2, and further reducing
modulo ̟, we conclude that eMk(Γ1(N) ∩ Γ0(p); k) = eM2(Γ1(Np), ω
k−2; k). Our
result follows from (1.3.4). 
For a related lifting property of not necessarily ordinary cusp forms, cf. [Gr],
Proposition 9.3. When k = p+1, the identity above reads as: e0Mp+1(Γ1(N); k) =
eM2(Γ1(N) ∩ Γ0(p); k). This is a part of Serre [Se], The´ore`me 11, when N = 1.
1.4. Duality between modular forms and Hecke algebras. In the following,
we denote by a(n; f) ∈ R the coefficient of qn in f ∈Mk(Γ1(N);R) →֒ R[[q]].
Proposition (1.4.1). The pairing:
Hk(Γ1(N); r) ×Mk(Γ1(N); r)→ r
defined by (t, f) := a(1; f | t) gives a perfect pairing of free r-modules, when 2 ≤
k 6≡ 0 (mod p− 1).
Also the pairing:
eHk(Γ1(N) ∩ Γ0(p); r) × eMk(Γ1(N) ∩ Γ0(p); r)→ r
defined by the same formula is perfect when 3 ≤ k 6≡ 0 (mod p− 1).
COMPANION FORMS AND THE STRUCTURE OF p-ADIC HECKE ALGEBRAS 9
Proof. It is well-known that the formula above gives a perfect pairing between
Hk(Γ1(N);F ) and Mk(Γ1(N);F ) (cf. Hida [H2], §2). It therefore induces an injec-
tion:
Mk(Γ1(N); r)→ Homr(Hk(Γ1(N); r), r)
and what we need to show is its surjectivity. If φ is an element of the right hand
side, there is an f ∈ Mk(Γ1(N);F ) such that φ(t) = (t, f). We have (T (n), f) =
a(n; f) ∈ r for all n ≥ 1. If a(0; f) does not belong to r, then multiplying f by
a suitable power of ̟ and reducing modulo ̟, we see that a non-zero constant
belongs to Mk(Γ1(N); k), which can happen only when k is divisible by p− 1. This
proves the first assertion.
The same proof works for the second assertion by virtue of (1.3.4). 
Corollary (1.4.2). We have canonical ring isomorphisms:
Hk(Γ1(N); r)/̟
∼
→ Hk(Γ1(N); k) when 2 ≤ k 6≡ 0 (mod p− 1)
eHk(Γ1(N) ∩ Γ0(p); r)/̟
∼
→ eHk(Γ1(N) ∩ Γ0(p); k)
when 3 ≤ k 6≡ 0 (mod p− 1).
Proof.We clearly have a natural surjection from Hk(Γ1(N); r)/̟ to Hk(Γ1(N); k).
But the perfectness of the first pairing above, reduced modulo ̟, shows that the
action of the former ring on Mk(Γ1(N); k) is faithful, which settles the first case.
The same proof works in the second case. 
As before, we indicate by the superscript “(i)” the ωi-eigenspace with respect to
the action of (Z/pZ)×.
Corollary (1.4.3). If i 6≡ −2 (mod p− 1), the pairing:
eH(N ; r)(i) × eM(N ; Λr)
(i) → Λr
defined by (t,F) := (the coefficient of q in F | t) is perfect.
Proof. Take a positive integer d such that d ≡ i (mod p− 1). Then the pairing in
question reduced modulo ωd may be identified with the second one in (1.4.1) with
k = d+ 2. 
Remark (1.4.4). In [O4], 3.3, we discussed this type of duality for Eisenstein com-
ponents under the assumption p ∤ ϕ(N). For such a component attached to a pair
(ϑ,1) with ϑ 6= ω−2, we remarked that its a priori proof simplifies the proof of the
main theorem of [O4]. The corollary above supplies such a proof for ϑ satsisfying
ϑ |(Z/pZ)×= ω
i with i 6≡ −2 (mod p− 1). In the next subsection, we will also give
a direct proof for the remaining Eisenstein components when p ∤ ϕ(N).
1.5. Eisenstein components. Let ϑ and ψ be primitive Dirichlet characters of
conductors u and v, respectively. We assume that uv = N or Np, and that the
condition (1.2.4) is satisfied (so that we necessarily have c = 1). We will write
Ek(χ, ψ) for Ek(χ, ψ; 1) in the following.
We assume that r contains the values of ϑ and ψ. We set:
(1.5.1) ϑ = χωi
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with a character χ whose conductor u0 is prime to p. Let M = M(ϑ, ψ) be the
Eisenstein maximal ideal of eH(N ; r) associated with E(ϑ, ψ) (1.2.9). It is then
easy to see that eH(N ; r)M is contained in eH(N ; r)
(i).
In the following discussions, we take and fix an integer d ≥ 1 congruent to i
modulo p − 1, and set k := d + 2. It follows from the remark above that (1.2.11)
induces a ring isomorphism:
(1.5.2) eH(N ; r)M/ωd
∼
→ eHk(Γ1(N) ∩ Γ0(p); r)M.
Here, we are identifying M with the corresponding maximal ideal of eH(N ; r)(i),
and considering eHk(Γ1(N) ∩ Γ0(p); r) as a module over this ring. By (1.2.7), the
(1, d)-specialization of E(ϑ, ψ) is Ek(χ1, ψ). On the other hand, Ek(χ, ψ) belongs to
Mk(Γ1(N); r). Let m = m(k;χ, ψ) be the Eisenstein maximal ideal of Hk(Γ1(N); r)
associated with this series. It is thus generated by all T (n)−
∑
0<t|n χ(t)ψ(n/t)t
k−1
and ̟. We now consider the duality of the same type as in 1.4 for the local
components attached to m and M:
Proposition (1.5.3). Suppose that the following conditions are not simultaneously
satisfied: 
i ≡ −2 (mod p− 1);
the orders of χ and ψ are powers of p;
(u0, v) = 1;
every prime factor of v is congruent to one modulo p.
Then no non-zero constant belongs to Mk(Γ1(N); k)m, and the pairings:{
Hk(Γ1(N); r)m ×Mk(Γ1(N); r)m → r
eH(N ; r)M × eM(N ; Λr)M → Λr
defined as in (1.4.1) and (1.4.3), respectively, are perfect.
Proof. By (1.3.3) and (1.3.4), the spaces eMk(Γ1(N) ∩ Γ0(p); k)M and Mk(Γ1(N);
k)m coincide. Therefore, in view of the proofs of (1.4.1) and (1.4.3), it is enough to
show that no non-zero constant belongs to the latter space.
When i ≡ −2 (mod p − 1), i.e. k ≡ 0 (mod p − 1), a non-zero constant a ∈ k
certainly belongs toMk(Γ1(N); k). It is invariant under the diamond operators and
satisfies
a | T (l) =
{
(1 + lk−1)a if l ∤ N
a if l | N
for all prime numbers l. Thus if this element belongs to Mk(Γ1(N); k)m, it must be
annihilated by m. Our assumption clearly rules this possibility out. 
We have especially shown that, when p ∤ ϕ(N), the second pairing above is
always perfect (since the case where (ϑ, ψ) = (ω−2,1) is excluded by the condition
(1.2.4)). By the same argument as in 1.4, we also obtain the following:
Corollary (1.5.4). Under the same hypothesis as in (1.5.3), we have canonical
ring isomorphisms:{
Hk(Γ1(N); r)m/̟
∼
→ Hk(Γ1(N); k)m
eHk(Γ1(N) ∩ Γ0(p); r)M/̟
∼
→ eHk(Γ1(N) ∩ Γ0(p); k)M
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and the rings in the right hand side are isomorphic.
§2. Ulmer’s pairing
2.1. Selmer group Sel(K,V ). The purpose of this section is to construct a Hecke
equivariant bilinear pairing between the spaces of modular forms and cusp forms
over finite fields ((2.5.1), (2.5.5)). Such a pairing is obtained by twisting the one
constructed by Ulmer [U], and so we begin by recalling his result.
As in Section 1, we fix a prime number p ≥ 5, and a positive integer N prime to
p. For the moment, until 2.5, we assume that N ≥ 5. In what follows, we use the
same terminology and convention for modular curves as in Gross’ paper [Gr]. Let
Y1(N)/Fp denote the fine moduli scheme classifying the pairs (E,α) consisting of
an elliptic curve E and a closed immersion of group schemes α : µN →֒ EN , over
Fp-schemes. Its smooth compactification X1(N)/Fp actually parametrizes the pairs
(E,α) with E a generalized elliptic curve and α : µN →֒ EN a morphism whose
image meets every irreducible component of every geometric fibre (cf. [Gr], Section
2). The points of X1(N)/Fp − Y1(N)/Fp are called cusps. On the other hand, the
functor which assigns to each Fp-scheme S the S-isomorphism classes of the triples
(E,α, β) consisting of:
(2.1.1)

an elliptic curve E;
a closed immersion α : µN →֒ EN of group schemes;
a closed immersion β : µp →֒ Ep of group schemes
over S, is represented by an e´tale covering of Y1(N)/Fp − {supersingular points}.
Its smooth compactification I1(N) is the Igusa curve of level Np over Fp (cf. [Gr],
Section 5). I1(N) is geometrically irreducible over Fp. A point of I1(N) is called
ordinary, supersingular, or cuspidal according as its image toX1(N)/Fp corresponds
to an ordinary elliptic curve, supersingular elliptic curve, or a cusp, respectively.
Fix a finite extension k of Fp, and set K := k(I1(N)), the function field of I1(N)
over k. Let E be the base change to Spec(K) of the universal elliptic curve on (an
open subscheme of) I1(N). Then if we denote by V : E
(p) → E the Verschiebung,
the morphism β for E determines a canonical isomorphism: Z/pZ ∼= Ker(V ) by
the Cartier-Nishi duality. Let Sel(K,V ) be the Selmer group as defined in [U],
Section 1. It is a subgroup of H1(K,Ker(V )) satisfying certain local conditions;
but what we actually need is the following explicit description: First we note that
H1(K,Z/pZ) ∼= K/℘(K) via the Artin-Schreier theory, where ℘(x) := xp − x.
Then, Sel(K,V ) can be identified with the subgroup of K/℘(K) represented by
f ∈ K satisfying the following conditions:
(2.1.2)

f ∈ ℘(Kv) if v is a cuspidal place of K;
f ∈ Rv + ℘(Kv) if v is an ordinary place of K;
f = fv + ℘(gv) with fv, gv ∈ Kv such that v(fv) > −p
if v is a supersingular place of K
([U], Proposition 3.1). Here, Rv denotes the ring of integers of Kv.
There is a canonical isomorphism 〈 〉p of (Z/pZ)
× onto Aut(I1(N)/X1(N)/Fp)
which, on ordinary points, is given by
(2.1.3) 〈b〉p : (E,α, β) 7→ (E,α, bβ).
12 MASAMI OHTA
Consequently, the Galois group Gal(K/k(X1(N)/Fp)) is also canonically isomorphic
to (Z/pZ)×. As usual, we indicate by the superscript “(i)” the eigenspace on which
(Z/pZ)× acts via ωi. We then recall that Sel(K,V )(k−1) is identified with the
subgroup of (K/℘(K))(k) represented by f ∈ K(k) satisfying the above conditions.
2.2. Ulmer’s mapping. In what follows, we fix an integer k such that 2 ≤ k ≤
p− 1, and set k′ := p+ 1− k so that 2 ≤ k′ ≤ p− 1. In this subsection, we recall
the definition of the (additive but not necessarily k-linear) mapping
(2.2.1) Mk′(Γ1(N); k)→ Homk(Sk′ (Γ1(N); k), k)
constructed by Ulmer ([U], Theorem 7.8).
In general, if φ : E → S is a generalized elliptic curve, the invertible sheaf ωE on
S is defined as the OS-dual of the relative Lie algebra Lie(E
reg), where Ereg is the
smooth locus of φ. Thus ωE is simply φ∗Ω
1
E/S if E is a genuine elliptic curve over
S. A (geometrically defined) modular form f of weight n on Γ1(N) defined over k
in the sense of Katz is a rule which assigns to every pair (E,α) (E is a generalized
elliptic curve over a k-scheme and α : µN →֒ EN is as in 2.1) a section f (E,α) of
ω⊗nE , compatibly with base changes and isomorphisms (cf. [Ka1], [Gr]). Let ω be
the invertible sheaf on X1(N)/Fp corresponding to the universal generalized elliptic
curve over it. Then the space of modular forms above can be identified with the
space H0(X1(N)/k, ω
⊗n), where X1(N)/k := X1(N)/Fp ⊗Fp k.
If f is an element of this space, we can evaluate it at the Tate curve Gm/q
Z over
k((q)) together with the natural IdN : µN →֒ (Gm/q
Z)N , and we have:
(2.2.2) f (Gm/q
Z, IdN ) = f · (
dt
t
)⊗n with f ∈ k[[q]]
where t is the standard parameter on Gm. The correspondence f 7→ f establishes
an isomorphism: H0(X1(N)/k, ω
⊗n) ∼=Mn(Γ1(N); k) for all n ≥ 2.
We set
(2.2.3)
{
X := I1(N)⊗Fp k;
Y := X − {supersingular points} =: Spec(R).
Let π : I1(N) → X1(N)/Fp be the natural morphism, and denote by the same
symbol ω the inverse image of the previous ω by π. Then there is a canonical section
a ∈ H0(I1(N), ω) as described in [Gr], Proposition 5.2. Now let f ∈ Mn(Γ1(N); k)
correspond to f ∈ H0(X1(N)/k, ω
⊗n) (n ≥ 2). Then the correspondence f 7→ f /an
gives an isomorphism:
(2.2.4) M˜ :=
∞⋃
n=0
Mn(Γ1(N); k)
∼
→ R
(cf. [Gr], Proposition 5.5). Here, we are considering the left hand side as a subset
of k[[q]], and note that it coincides with the union ofMn(Γ1(N); k) for all n ≥ 2. We
will henceforth identify these two rings, and consider each element of Mn(Γ1(N); k)
as giving an element of R ⊆ K. Let Sel(K,V )j be the subgroup of Sel(K,V )
represented by forms of filtration ≤ j.
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We now recall Ulmer’s construction. First, we define the mapping
(2.2.5) Mk′(Γ1(N); k)→ Sel(K,V )
(k−1)/Sel(K,V )
(k−1)
p−1
by sending f ∈Mk′(Γ1(N); k) to the class of h := θ
k−1f , where θ = q(d/dq) is the
θ-operator of Serre and Katz. In [U], Theorem 7.8, (d), Ulmer defined this mapping
on Sk′(Γ1(N); k) for 1 ≤ k ≤ p. Here, we are assuming that k − 1 > 0, in order to
assure that h above is a cusp form (cf. Katz, [Ka2], II). Thus h satisfies the first
local condition in (2.1.2), as well as others, and determines a class in Sel(K,V )(k−1).
The kernel of this mapping consists of the forms with companions; i.e. those
f ∈ Mk′(Γ1(N); k) such that θ
kf = θg with some g ∈ Mk(Γ1(N); k). This follows
from the same argument as that given in [U], using the isomorphism: Sel(K,V )
(k−1)
p−1
∼=Mk(Γ1(N); k)
℘−cusp ([U], Theorem 7.8, (b)). But we remark that the definition of
the right hand side should be the forms (considered as elements of R) whose values
at every cuspidal place v belong to ℘(the residue field of v), rather than ℘(k).
On the other hand, we have an injection
(2.2.6) Sel(K,V )(k−1)/Sel(K,V )
(k−1)
p−1 →֒ H
1(X,OX)
(k)
defined as follows: Let f ∈ K represent a class f ∈ Sel(K,V )(k−1). Then, for each
place v of K, there are fv, gv ∈ Kv such that f = fv +℘(gv) and v(fv) > −p (resp.
v(fv) ≥ 0) when v is supersingular (resp. otherwise). The mapping above sends f
to the cohomology class of (gv)v ∈ AK/(K +
∏
v Rv)
∼= H1(X,OX), AK being the
ring of adeles of K.
Next, the Serre duality gives an isomorphism
(2.2.7) H1(X,OX)
(k) ∼= Homk(H
0(X,Ω1X/k)
(k′−2), k).
Here, we let b ∈ (Z/pZ)× act on differentials via the pull-back 〈b〉∗p by 〈b〉p, and
note that k′ − 2 ≡ −k (mod p− 1).
Finally, we have Serre’s isomorphism
(2.2.8) H0(X,Ω1X/k)
(k′−2) ∼= Sk′(Γ1(N); k)
(cf. [Gr], Proposition 5.7).
Combining (2.2.5)-(2.2.8), we obtain the mapping (2.2.1). Note that (Sel(K,V )
is just an abelian group and) the composite of (2.2.5) and (2.2.6) is not k-linear
unless k = Fp. So, we make the following
Definition (2.2.9). We define the pairing, called Ulmer’s pairing,
( , )k′ :Mk′(Γ1(N); k)× Sk′(Γ1(N); k)→ k
as the the one obtained from (2.2.1) when k = Fp, and as its k-bilinear extension in
general.
Thus the left kernel of this pairing is the k-linear span of the left kernel of the
pairing over Fp; i.e. it consists precisely of the forms in Mk′(Γ1(N); k) having
companions.
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2.3. Relation with Hecke operators. We are now going to look at the com-
patibility of Hecke operators with respect to the mappings (2.2.4)-(2.2.8).
For the moment, we fix a prime number l different from p, and consider the
Hecke operator T (l). We first recall related algebraic correspondences (cf. [Gr],
Sections 3 and 5). When l does not divide N , let Y (l)0 be the fine moduli scheme
parametrizing quadruples (E,α, β, C), where (E,α, β) is as in (2.1.1) over a k-
scheme, and C is a locally free subgroup scheme of El of rank l. There is an e´tale
morphism Y (l)0 → Y − {cusps}, sending (E,α, β, C) to (E,α, β), which uniquely
extends to a finite flat morphism π1 : X(l) → X with X(l) normal. On the other
hand, we can associate with (E,α, β, C) a triple (E′, α′, β′) by
(2.3.1)

E′ := E/C;
α′ := ϕ ◦ α;
β′ := ϕ ◦ β
with ϕ : E → E′ the quotient morphism. Let π2 : X(l) → X be the morphism
which, on ordinary points, sends (E,α, β, C) to (E′, α′, β′). When l divides N , we
define Y (l)0 as the fine moduli scheme parametrizing quadruples as above such that
C ∩ Im(α) = 0, and then define π1 : X(l) → X and π2 : X(l) → X in a similar
manner. Set
(2.3.2) Y (l) := X(l)− {supersingular points}.
Proposition (2.3.3). The notation being as above, the following diagram com-
mutes:
M˜
(2.2.4)
−−−−→
∼
R
lT (l)
y ypi1∗◦pi∗2
M˜
∼
−−−−→
(2.2.4)
R
where π1∗ is the trace mapping from H
0(Y (l),OY (l)) to R.
Proof. We may identify an ordinary geometic point P of Y with a triple (E,α, β)
as in (2.1.1). Then for x ∈ R, we have:
π1∗ ◦ π
∗
2(x)(P ) = π1∗ ◦ π
∗
2(x)(E,α, β) =
∑
Q=(E,α,β,C) 7→P
π∗2(x)(E,α, β, C)
=
∑
Q=(E,α,β,C) 7→P
x(E′, α′, β′).
Here, the sums run over all the geometric points Q = (E,α, β, C) of Y (l) such that
π1(Q) = P , and (E
′, α′, β′) is obtained from Q by (2.3.1).
Take f =
∑∞
n=0 anq
n ∈ Mk(Γ1(N); k), and let f be the geometrically defined
modular form corresponding to f by (2.2.2). The mapping (2.2.4) sends f to
x := f /ak. What we want to show is that the value π1∗ ◦ π
∗
2(x)(P ) for P =
(Gm/q
Z, IdN , Idp) coincides with lf | T (l), where Gm/q
Z is the Tate curve over
k((q)) and Idp : µp →֒ (Gm/q
Z)p is the natural embedding.
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To do this, we may assume that k contains a primitive l-th root of unity ζl. We
first treat the case where l ∤ N . Then there are l + 1 subgroups{
(i) C0 := µl = 〈ζl〉;
(ii) Ci := 〈ζ
i
l q
1/l〉 (i = 1, · · · , l)
of order l in Gm/q
Z over k((q)). Let (E′i, α
′
i, β
′
i) be the object corresponding to
(Gm/q
Z, IdN , Idp, Ci) by (2.3.1). Noting that a
k(Gm/q
Z, IdN , Idp) = (dt/t)
⊗k
and ak(Gm/q
Z, lIdN , lIdp) = l
−k(dt/t)⊗k (cf. [Gr], Proposition 5.2), a direct cal-
culation as in Katz [Ka1], 1.11 shows that:{
(i) x(E′0, α
′
0, β
′
0) = l
k
∑∞
n=0 bnq
nl if f | 〈l〉 =
∑∞
n=0 bnq
n;
(ii) x(E′i, α
′
i, β
′
i) =
∑∞
n=0 an(ζ
i
l q
1/l)n (i = 1, · · · , l).
The sum of the values in the case (ii) is equal to l
∑∞
n=0 anlq
n, which completes the
proof when l ∤ N .
When l | N , the subgroups to be considered are those in the case (ii), and the
computation above shows that our claim also holds in this case. 
It is easy to see that π1∗ ◦π
∗
2 preserves ℘(R) and Sel(K,V )
(k−1) ⊆ R/℘(R). The
proposition above and the well-known property:
(2.3.4) T (n) ◦ θ = nθ ◦ T (n)
show that the left square in the following diagram commutes:
(2.3.5)
Mk′(Γ1(N); k)
(2.2.5)
−−−−→ Sel(K,V )(k−1)/Sel(K,V )
(k−1)
p−1
(2.2.6)
−−−−→ H1(X,OX)
(k)
lkT (l)
y ypi1∗◦pi∗2 ypi1∗◦pi∗2
Mk′(Γ1(N); k) −−−−→
(2.2.5)
Sel(K,V )(k−1)/Sel(K,V )
(k−1)
p−1 −−−−→
(2.2.6)
H1(X,OX)
(k).
Also from the definition of the mapping (2.2.6) recalled in 2.2, the right square
commutes. Here, π1∗ in the right vertical arrow means the trace mapping for the
cohomology. Since the canonical mapping and the trace mapping for the cohomol-
ogy groups are transformed to each other by the Serre duality, we have the following
commutative diagram:
(2.3.6)
H1(X,OX)
(k) (2.2.7)−−−−→ Homk(H
0(X,Ω1X/k)
(k′−2), k)
pi1∗◦pi
∗
2
y yt(pi2∗◦pi∗1 )
H1(X,OX)
(k) −−−−→
(2.2.7)
Homk(H
0(X,Ω1X/k)
(k′−2), k)
where the superscript “t” means the transpose.
Finally, as shown by Gross ([Gr], Poposition 5.9), via the isomorphism (2.2.8),
T (l) on the right commutes with π1∗ ◦ π
∗
2 on the left.
By a similar argument, we can treat the diamond operators: For a ∈ (Z/NZ)×,
let 〈a〉N be the automorphism of X which is given by
(2.3.7) 〈a〉N : (E,α, β) 7→ (E, aα, β)
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on ordinary points. Then a similar but simpler argument as (2.3.3) shows that,
via (2.2.4), the diamond operator 〈a〉 on M˜ corresponds to the ring automorphism
of R induced by 〈a〉N . Proceeding as above, we conclude that via (2.2.5)-(2.2.7),
〈a〉 on Mk′(Γ1(N); k) corresponds to
t〈a−1〉∗N on Homk(H
0(X,Ω1X/k)
(k′−2), k), the
transpose of the mapping taking the pull-back of differentials. So, again by [Gr],
Proposition 5.9, 〈a〉 on the left and t〈a−1〉 on the right commute through (2.2.1).
We have especially seen that the pairing (2.2.9) is not compatible with Hecke
operators.
2.4. Operator wN . To remedy the situation in the previous subsection, we will
“twist” Ulmer’s pairing (2.2.9) by the operator wN to obtain a Hecke equivariant
one, in quite an analogous way as one obtains the “twisted Weil pairing” from the
usual Weil pairing.
To do this, we assume in this subsection that k contains a primitive N -th root
of unity ζN ; and we throughout fix this choice of ζN (on which our operator wN
depends). For an elliptic curve E over a k-scheme, we denote by
(2.4.1) eN,E( , ) : EN × EN → µN
the Weil pairing. Let wN be the automorphism of X which sends an ordinary triple
(E,α, β) to (E∗, α∗, β∗) defined by:
(2.4.2)
E∗ := E/α(µN ), with the quotient morphism φ : E → E
∗;
α∗(ζN ) := φ(tα) with a section tα of EN such that eN,E(α(ζN ), tα) = ζN ;
β∗ := φ ◦ β.
One easily checks that
(2.4.3) w2N = 〈−1〉N ◦ 〈N〉p
in the same manner as [Gr], Proposition 6.7, 3).
Proposition (2.4.4). Let l be a prime number different from p, and let π1, π2 :
X(l)→ X be as in the previous subsection. Then as algebraic correspondences on
X ×X, we have:
w−1N ◦ π2∗ ◦ π
∗
1 ◦ wN = 〈l〉p ◦ π1∗ ◦ π
∗
2 .
Proof. We give the proof only in the case where l | N , since the proof when l ∤ N
is similar but simpler.
We first consider the image of an ordinary point P = (E,α, β) under the cor-
respondence wN ◦ π2∗ ◦ π
∗
1 ◦ wN . Let wN (P ) := P
∗ = (E∗, α∗, β∗) and φ be as
above. If we denote by Ci (1 ≤ i ≤ l) the finite subgroup schemes of E
∗ of or-
der l not contained in the image of α∗, the image of P ∗ under π2∗ ◦ π
∗
1 is the
sum of Pi := (Ei, αi, βi) with Ei := E
∗/Ci, ϕi : E
∗ → Ei the quotient mor-
phism, αi := ϕi ◦ α
∗ and βi := ϕi ◦ β
∗. Set wN (Pi) = (E
∗
i , α
∗
i , β
∗
i ), and let
πi : Ei → E
∗
i = Ei/αi(µN ) be the quotient morphism. Since αi(µN ) = ϕi ◦φ(EN ),
there is a unique isogeny ϕ∗i : E → E
∗
i which makes the following diagram commu-
tative:
E
φ
−−−−→ E∗
tφ
−−−−→ E
ϕi
y yϕ∗i
Ei −−−−→
pii
E∗i .
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Here, tφ is the isogeny dual to φ. Since Ci∩α
∗(µl) = 0, we have
tφ(Ci) = Ker(ϕ
∗
i ).
Also, since φ ◦ tφ(Ci) = 0, we have
tφ(Ci) = α(µl), which is independent of i.
Therefore, if we denote by ψ : E → E/α(µl) the quotient morphism, there is a
unique isomorphism ηi : E
∗
i → E/α(µl) satisfying ψ = ηi ◦ ϕ
∗
i . On the other hand,
for a point t of EiN , we have:
eN,Ei(αi(ζN ), t) = eN,E∗(α
∗(ζN ),
tϕi(t))
= eN,E∗(φ(tα),
tϕi(t)) = eN,E(
tφ ◦ tϕi(t), tα)
−1
where tα is a point of EN as in (2.4.2). Noting that
tφ(E∗N ) = α(µN ), we see that
a point tαi of EiN satisfies eN,Ei(αi(ζN ), tαi) = ζN if and only if
tφ ◦ tϕi(tαi) =
α(ζ−1N ).
By (2.4.3), we conclude that the image of P = (E,α, β) under w−1N ◦π2∗◦π
∗
1 ◦wN
is the sum of (E′ := E/α(µl), α
′
i, ψ◦β) (1 ≤ i ≤ l) with α
′
i defined as follows: Let t
′
αi
be a point of EiN such that
tφ◦ tϕi(t
′
αi) = α(ζN ). Then α
′
i sends ζN to ηi ◦πi(t
′
αi).
We next consider π1∗ ◦ π
∗
2(P ). π
∗
2(P ) is a sum of quadruples (E
′′, α′′, β′′, C)
satisfying the following conditions: Let ξ : E′′ → E′′/C be the quotient morphism.
Then there is an isomorphism of E′′/C to E through which ξ ◦ α′′ (resp. ξ ◦ β′′)
corresponds to α (resp. β). We may identify E′′/C with E, Ker(tξ) with α(µl),
and hence ξ : E′′ → E′′/C with tψ : E′ → E, using the notation above. π1∗ ◦π
∗
2(P )
is thus a sum of (E′, α′, β′) satisfying: (i) tψ ◦ α′ = α and (ii) tψ ◦ β′ = β. The
second condition implies that β′ = l−1ψ ◦ β. As for α′, if we fix one α′ satisfying
(i), all α′t sending ζN to α
′(ζN ) + t (t ∈ Ker(
tψ)) also satisfy (i). Noting that
(E′, β′) has no non-trivial automorphism, we conclude that π1∗ ◦ π
∗
2(P ) is the sum
of (non-isomorphic) l triples (E′, α′t, l
−1ψ ◦ β) for t ∈ Ker(tψ).
We now return to the situation of the first part. From the relation: ψ ◦ tφ =
ηi ◦πi ◦ϕi, we have
tφ◦ tϕi =
tψ◦ηi ◦πi. It follows that
tψ◦α′i(ζN ) =
tφ◦ tϕi(t
′
αi) =
α(ζN ), so that α
′
i satisfies the condition (i) above. Since the image of a point under
w−1N ◦ π2∗ ◦ π
∗
1 ◦ wN consists of l non-isomorphic triples generically (because the
same holds for π2∗ ◦ π
∗
1), our conclusion follows. 
Corollary (2.4.5). For any differential form ω on X, we have:
w∗N ◦ π1∗ ◦ π
∗
2 ◦ w
−1∗
N (ω) = π2∗ ◦ π
∗
1 ◦ 〈l〉
∗
p(ω).
By a similar but much simpler argument as (2.4.4), one obtains
(2.4.6) w−1N ◦ 〈a〉N ◦ wN = 〈a
−1〉N for all a ∈ (Z/NZ)
×
so that for any differential form ω on X , we have:
(2.4.7) w∗N ◦ 〈a〉
∗
N ◦ w
−1∗
N (ω) = 〈a
−1〉∗N (ω).
It is also easy to see that wN commutes with 〈b〉p.
2.5. Twisting Ulmer’s pairing. So far, we argued under the assumption that
N ≥ 5. We now drop this assumption in the following
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Theorem (2.5.1). Let k′ be an integer such that 2 ≤ k′ ≤ p − 2, and N an
arbitrary positive integer. Assume that k contains a primitive N -th root of unity.
Then there is a k-bilinear pairing
( , )∗k′ :Mk′(Γ1(N); k)× Sk′(Γ1(N); k)→ k
with respect to which all Hecke operators and diamond operators are self-adjoint.
Moreover, the left kernel of this pairing consists of the forms with companions.
To prove this theorem, we assume for the moment that N ≥ 5. By the final
remark in 2.4, w∗N induces a k-linear automorphism of H
0(X,Ω1X/k)
(k′−2). Let us
denote by “ | wN” the automorphism of Sk′(Γ1(N); k) corresponding to w
∗
N via
(2.2.8). We then set
(2.5.2) (f, g)∗k′ := (f, g | wN )k′
where the right hand side is Ulmer’s pairing (2.2.9). Since we just altered the right
variable by applying a k-linear automorphism, this new pairing has the same left
kernel as Ulmer’s one. Hence the left kernel consists of the forms with companions,
as remarked at the end of 2.2. Also, it is clear from the argument in 2.3 and 2.4
that
(2.5.3) (f | T, g)∗k′ = (f, g | T )
∗
k′
holds for T = T (l) with a prime number l 6= p, or for T = 〈a〉. We note that the
argument up to this point applies equally to the case where k′ = p− 1. The proof
of (2.5.1) when N ≥ 5 will be complete by the following
Lemma (2.5.4). Let k′ satisfy 2 ≤ k′ ≤ p− 2. For any N ≥ 1 and any finite field
k of characteristic p, the Hecke algebra Hk′(Γ1(N); k) is generated over k by all T (l)
with prime numbers l 6= p and the diamond operators; or equivalently by all T (n)
with n prime to p.
Proof. It is obvious that the two k-subalgebras generated by the indicated operators
are the same. Call this subalgebra H ′. By the duality (1.4.1) and (1.4.2), we know
that Mk′(Γ1(N); k) is k-dual to Hk′(Γ1(N); k), and our assertion is equivalent to the
injectivity of the mapping:
Mk′(Γ1(N); k)→ Homk(H
′, k)
which sends f to the mapping: t 7→ a(1; f | t). If f belongs to the kernel of this
mapping, it must be a power series in qp. The injectivity of the θ-operator (cf.
[Ka2], II) then implies that f = 0. (We have followed the proof of Ribet’s lemma
given in Wiles [Wi], Chapter 2, §2.) 
Variant (2.5.5). We consider here the case where k′ = p−1, other hypotheses being
as above. Set H := Hp−1(Γ1(N); k) and let H
′ be its k-subalgebra generated by the
operators indicated in (2.5.4).
Take Dirichlet characters χ and ψ satisfying (1.2.2) with u0v = N , and assume
that χ and ψ do not satisfy the conditions in (1.5.3) simultaneously. Let m (resp.
n) be the Eisenstein maximal ideal of H (resp. H ′) corresponding to Ep−1(χ, ψ) (cf.
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1.5), so that n = H ′∩m. The proof of (1.5.3) assures us thatMp−1(Γ1(N); k)n∩k =
{0}, and hence we obtain a perfect pairing:
Hn ×Mp−1(Γ1(N); k)n → k
where we are considering the localizations of H ′-modules. The proof of (2.5.4) then
shows that H ′n = Hn, since the kernel of θ on Mp−1(Γ1(N); k) consists of constants.
We conclude that the restriction of the pairing (2.5.2)
( , )∗p−1 :Mp−1(Γ1(N); k)m × Sp−1(Γ1(N); k)m → k
enjoys all the properties required in (2.5.1).
We now turn to the case where N ≤ 4. As remarked in [U], pages 253 and
263, this case can be handled by adding an auxiliary level structure and taking
invariants. We explain this in some details below. Take an integer m ≥ 3 prime to
Np. We consider the moduli problem classifying the quadruples (E,α, β, γ) over
Fp-schemes, where E, α and β are the same as in (2.1.1), and γ is a full level m
structure
γ : Z/mZ× Z/mZ
∼
→ Em.
It is represented by a smooth and affine curve Ym over Fp.
Let Φm(X) be the reduction modulo p of the m-th cyclotomic polynomial, and
set µ×m := Spec (Fp[X ]/(Φm(X))). Then γ and the Weil pairing induce a morphism:
Ym → µ
×
m (cf. Katz and Mazur [KM], Chapter 9). We fix an irreducible factor
P (X) ∈ Fp[X ] of Φm(X) and its root ζm ∈ Fp, and consider k := Fp(ζm) as the co-
ordinate ring of an irreducible component of µ×m via X 7→ ζm. Let Ym = Spec (Rm)
be the inverse image of Ym to Spec (k). As an k-scheme, Ym is geometrically ir-
reducible, and represents the functor classifying the quadruples (E,α, β, γ) where
γ has determinant ζm (cf. [KM], loc. cit.). All the arguments in 2.2 applies to
this situation, replacing Γ1(N) by Γ1(N) ∩ Γ (m), and we write (2.2.∗)m for the
statement corresponding to (2.2.∗) in this situation.
Let G be the subgroup of GL2(Z/mZ) consisting of matrices whose determinants
are powers of p. As an Fp-scheme, Ym classifies the quadruples (E,α, β, γ) where
the determinant of γ is a root of P (X). So, G acts on Ym (and hence on Rm) in
such a way that g ∈ G sends (E,α, β, γ) to (E,α, β, γ ◦ g). On the other hand,
identifying Mk′(Γ1(N) ∩ Γ (m); k) with the space of geometrically defined modular
forms, we can let g ∈ G act on this k-vector space det g-linearly by the rule:
gf (E,α, γ) := f (E,α, γ ◦ g).
Then since the canonical section a ∈ H0(Ym, ω) is invariant under G, the isomor-
phism (2.2.4)m is G-equivariant. Since θ commutes with the action of G (which
follows from the description of θ given in [Gr], Proposition 5.8), (2.2.5)m is com-
patible with the G-action. We conclude that the pairing
( , )k′,m :Mk′(Γ1(N) ∩ Γ (m); k)× Sk′(Γ1(N) ∩ Γ (m); k)→ k
obtained by composing (2.2.5)m-(2.2.8)m satisfies
(2.5.6) (gf, gh)k′,m = (f, h)
det g
k′,m for all g ∈ G.
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Thus taking invariants under G, we obtain a pairing as (2.2.9) over Fp for N ≤ 4. It
is easy to see that this pairing is independent of the choice ofm up to multiplication
by an element of F×p as long as the order of G is prime to p, i.e. no prime factor
of m is congruent to ±1 (mod p). We fix such a choice of m, and call this pairing
( , )k′ .
Let us see that the left kernel of this pairing consists of the forms with companions
whenN ≤ 4 also. First assume that p ≡ 1 (mod 4). WhenN = 1, we takem = 4. If
f ∈Mk′(Γ1(1);Fp) belongs to the left kernel of ( , )k′ , it follows from (2.5.6) above
that f has a companion h ∈ Mk(Γ (4);Fp). From the commutativity of θ and the
action of G = SL2(Z/4Z), we conclude that h actually belongs to Mk(Γ1(1);Fp),
which proves our claim for N = 1. On the other hand, if we start with N = 1,
m = 4 and take invariants under the image of Γ1(2) (resp. Γ1(4)) in G, we obtain
from ( , )k′,4 the pairing ( , )k′ for N = 2 (resp. N = 4), once we fix an isomorphism
Z/4Z ∼= µ4 over Fp. Thus our claim for N = 2 (resp. N = 4) follows in the same
way. Starting with N = 3 and m = 4, we also settle the case where N = 3. When
p 6≡ 1 (mod 4), p−1 has an odd prime factor l. So, starting with N ≤ 4 and m = l,
we can argue in the same manner as above to conclude.
Finally, take an m ≥ 5 whose prime factors are not congruent to ±1 (mod
p), and consider the Igusa curve X(m) of level Nmp over Fp(ζN ). Its ordinary
points parametrize quadruples (E,α, β, δ) with δ : µm →֒ Em. We can define an
automorphism w
(m)
N of X
(m) over Fp(ζN ) by sending (E,α, β, δ) to (E
∗, α∗, β∗, δ∗)
with δ∗ = φ ◦ δ. Clearly, this automorphism commutes with wN defined as in 2.4
on X , the Igusa curve of level Np over Fp(ζN ), via the natural projection. The
argument above shows that Ulmer’s pairing of level Nm restricts to that of level N .
Therefore, it follows from the argument in 2.4 that the twisted pairing defined by
(2.5.2) is compatible with T (l) (l ∤ mp) and the diamond operators. Since there are
infinitely many prime numbers m 6≡ ±1 (mod p), the proof of (2.5.1) and (2.5.5) is
now complete.
§3. Structure of p-adic Hecke algebras of Eisenstein type
3.1. Companions in Eisenstein components. In this section, we fix a positive
integer d such that 1 ≤ d ≤ p− 3, and set k := d+ 2 and k′ := p+ 1− k.
Let χ and ψ be primitive Dirichlet characters of conductors u0 and v, respectively.
We assume that (χψ)(−1) = (−1)k(= (−1)k
′
) and u0v = N . We also assume that
the conditions in (1.5.3) are not simultaneously satisfied with i ≡ d (mod p − 1).
(We will soon assume that p does not divide ϕ(N) so that this assumption only
excludes the case where k = p− 1 and χ = ψ = 1.)
As before, we let r be the ring of integers of a finite extension of Qp containing
the values of χ and ψ, and k = r/(̟) its residue field.
Let Ek(χ, ψ) = Ek(χ, ψ; 1) ∈ Mk(Γ1(N); r) be the Eisenstein series defined by
(1.2.1). By abuse of notation, we use the same symbol to denote its reduction
modulo ̟ lying in Mk(Γ1(N); k).
Lemma (3.1.1). As modular forms (mod p), we have:
θk
′
Ek(χ, ψ) = θEk′ (ψ, χ)
i.e. Ek(χ, ψ) and Ek′ (ψ, χ) are companions to each other.
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Proof. Straightforward. 
As in 1.5, we let m := m(k;χ, ψ) ⊂ Hk(Γ1(N); r) be the maximal ideal associated
with Ek(χ, ψ). Also, we let m
′ := m(k′;ψ, χ) ⊂ Hk′(Γ1(N); r) be the maximal ideal
corresponding to Ek′ (ψ, χ).
Proposition (3.1.2). Let the notation and the hypotheses be as above, and suppose
that f ∈Mk(Γ1(N); k) has a companion g ∈Mk′(Γ1(N); k): θ
k′f = θg. If f belongs
toMk(Γ1(N); k)m, then g belongs toMk′(Γ1(N); k)m′ . The converse also holds when
k 6= p− 1.
Proof. Since 2 ≤ k′ ≤ p − 2, Hk′(Γ1(N); k) is generated by all T (n) with n prime
to p by (2.5.4), and hence the image of m′ in Hk′(Γ1(N); k) is generated by all
η′(n) := T (n)−
∑
0<t|n
ψ(t)χ(
n
t
)tk
′−1
with n prime to p.
Set
η(n) := T (n)−
∑
0<t|n
χ(t)ψ(
n
t
)tk−1
for n 6≡ 0 (mod p), which belongs to the image of m in Hk(Γ1(N); k).
From the relation (2.3.4), one easily checks that
θk
′−1 ◦ η(n)m = (n−k
′+1η′(n))m ◦ θk
′−1.
Thus if f belongs to Mk(Γ1(N); k)m, we have:
0 = η′(n)m ◦ θk
′−1f = η′(n)m ◦ θp−1g = θp−1 ◦ η′(n)mg
for m sufficiently large. This shows that g is annihilated by a power of m′, and
hence settles the first assertion.
When k 6= p−1, we can reverse the roles of f and g, since θk
′
f = θg is equivalent
to θkg = θf . 
In the situation above, the companion g of f is unique; and our hypothesis on
χ and ψ guarantees that the correspondence f 7→ g is injective on Mk(Γ1(N); k)m.
We thus have the following:
Corollary + Definition (3.1.3). Let c(m) (resp. c(m′)) be the dimension of the
space {f ∈ Mk(Γ1(N); k)m | f has a companion} (resp. {g ∈ Mk′(Γ1(N); k)m′ |
g has a companion}) over k . Then c(m) ≤ c(m′), and the equality holds when
k 6= p− 1.
Note that we always have c(m), c(m′) ≥ 1 by (3.1.1).
Theorem (3.1.4). Let the notation and the assumption be as above, and suppose
that r contains a primitive N -th root of unity. If c(m′) = 1, then there is an
isomorphism:
Mk(Γ1(N); k)m/kEk(χ, ψ)
∼
→ Homk(Sk(Γ1(N); k)m, k)
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of Hk(Γ1(N); k)m-modules.
Proof. Our assumption implies that c(m) = 1, and hence the twisted version of
Ulmer’s pairing ((2.5.1), (2.5.5)) gives us the desired isomorphism. 
3.2. Numerical criterion. We note that an isomorphism stated in (3.1.4) exists
only when p ∤ ϕ(N), for otherwise there is an Eisenstein series different from, but
congruent (mod ̟) to Ek(χ, ψ), so that the two spaces above cannot have the same
dimension.
So, from now on, until the end of this paper, we assume that p does not di-
vide ϕ(N). In this subsection, we give a sufficient condition for c(m′) (actually,
dimkMk′(Γ1(N); k)m′ itself) to be one, as an application of our previous work [O4].
We keep the notation of the previous subsection, and set
d′ := k′ − 2;
ϑ := χωd, ϑ′ := ψωd
′
;
M := M(ϑ, ψ), M′ := M(ϑ′, χ) (cf. (1.2.9)).
Our convention at the beginning of 3.1 excludes the case where k = p − 1 and
χ = ψ = 1 (in which case k′ = 2 and M2(SL2(Z); r) = {0}). However, we remark
that the argument below, up to the last paragraph in the proof of (3.2.3), works
equally in this case.
Now 0 ≤ d′ ≤ p− 4, and the pair (ϑ′, χ) is not exceptional in the sense of [O4],
(1.4.10). There is a canonical exact sequence:
(3.2.1) 0→ e S(N ; Λr)M′ → eM(N ; Λr)M′ → Λr → 0
which splits uniquely as modules over eH(N ; r)M′ when tensored with the quotient
field of Λr over Λr (cf. [O4], (1.5.5)).
Lemma (3.2.2). The congruence module attached to (3.2.1) (cf. [O4], 1.1) van-
ishes if and only if e S(N ; Λr)M′ = {0}, i.e. rankΛr eM(N ; Λr)M′ = 1.
Proof. The “if” part is clear. On the other hand, if we assume the vanishing of the
congruence module, the sequence (3.2.1) splits as modules over eH(N ; r)M′ . Hence
the sequence tensored with Λr/(T,̟) = k over Λr:
0→ e S2(Γ1(Np); k)M′ → eM2(Γ1(Np); k)M′ → k→ 0
also splits as modules over the Hecke algebra. The splitting image of 1 ∈ k is a non-
zero constant multiple of the unique Eisenstein series (mod̟) in eM2(Γ1(Np);k)M′ ,
which is not a cusp form.
Suppose that there is a non-zero element f ∈ e S2(Γ1(Np); k)M′ . Let m
′ be the
maximal ideal of eH2(Γ1(Np); k)M′ , i.e. the image of M
′ in it, and choose a non-
negative integer t such that m′t+1f = {0} but m′tf 6= {0}. Then any non-zero
element of m′tf is a cusp form sharing the same eigenvalues for all Hecke operators
as the above Eisenstein series. It follows that a non-zero constant must belong
to eM2(Γ1(Np); k)M′ . In view of (1.3.5) and its proof, a non-zero constant also
belongs to Mk′(Γ1(N); k) (resp. Mp+1(Γ1(N); k)) when d
′ 6= 0 (resp. d′ = 0). This
is impossible since p > 3. 
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Theorem (3.2.3). Let the notation be as above. If the p-adic integer ∏
l|N
l∤cond(χ−1ψ)
(lk
′
− (χψ−1)(l))
Bk′,χ−1ψ ∈ r
is a unit, then dimkMk′(Γ1(N); k)m′ = 1, and hence especially c(m
′) = 1. Here,
Bk′,χ−1ψ is the generalized Bernoulli number.
Proof. By [O4], (1.5.5), the congruence module attached to the exact sequence
(3.2.1) is isomorphic to Λr/(A(T ;ϑ
′, χ)) with
A(T ;ϑ′, χ) =
 ∏
l|N
l∤cond(ϑ′χ−1)
(l−1Al(T )− (ϑ
′χ−1)−1(l)l−2)
G(T, ϑ′χ−1ω2) ∈ Λr
where Al(T ) and G(T, ϑ
′χ−1ω2) are given by (1.2.5) and (1.2.6), respectively. The
value stated in the theorem is a unit multiple of A(γd
′
− 1;ϑ′, χ), and hence our
assumption implies that rankΛreM(N ; Λr)M′ = 1 by the previous lemma.
Thus eM(N ; Λr)M′/ωd′ ∼= eMk′(Γ1(Np); r)M′ is a free r-module of rank one.
It follows that Mk′(Γ1(N); k)m′ , being a subspace of eMk′(Γ1(Np); k)M′ , is also
one-dimensional. 
Note that, when d′ = 0 and χ = ψ = 1, the argument above together with the
fact that B2 = 1/6 assures us that eH(1; r)M(1,1) = Λr.
3.3. Applications to the structure of p-adic Hecke algebras. We keep
the notation and the assumptions in the previous subsections, and discuss the
Gorenstein property of the Eisenstein components of the Hecke algebras eH(N ; r)M
and e h(N ; r)M. For basic facts about Gorenstein rings, see Bruns and Herzog [BH]
or Eisenbud [E].
Now a local Noetherian ring is a Gorenstein ring if and only if its quotient
by an ideal generated by a regular sequence is Gorenstein. So, it follows from
(1.5.2) and (1.5.4) that eH(N ; r)M is a Gorenstein ring if and only if Hk(Γ1(N); k)m
is. It also follows from (1.5.3) and (1.5.4) that Mk(Γ1(N); k)m is isomorphic to
Homk(Hk(Γ1(N); k)m, k) as a module over Hk(Γ1(N); k)m, i.e. it is isomorphic to
the canonical module of Hk(Γ1(N); k)m. Thus eH(N ; r)M is Gorenstein if and only
if Mk(Γ1(N); k)m is a free module of rank one over Hk(Γ1(N); k)m.
Similarly, when e h(N ; r)M is not a zero-ring, it is Gorenstein if and only if
Sk(Γ1(N); k)m is free of rank one over hk(Γ1(N); k)m.
As before, we use the same symbol Ek(χ, ψ) to denote its image inMk(Γ1(N); k),
in the following
Lemma (3.3.1). The notation being as above, Hk(Γ1(N); k)m is a Gorenstein ring
if and only if Mk(Γ1(N); k)m/kEk(χ, ψ) is a cyclic Hk(Γ1(N); k)m-module.
Proof. We only need to prove the “if” part; and assume that the latter condition
is satisfied. If the module in question reduces to {0}, Hk(Γ1(N); k)m = k is clearly
Gorenstein. Otherwise, there is a non-zero f ∈Mk(Γ1(N); k)m such that
Mk(Γ1(N); k)m = kEk(χ, ψ) +Hk(Γ1(N); k)mf.
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Take a non-negative integer t so that mt+1f = {0} but mtf 6= {0}. Then any non-
zero element of mtf is annihilated by m. Since Mk(Γ1(N); k)m does not contain
a non-zero constant by (1.5.3), such an element must be a constant multiple of
Ek(χ, ψ). This shows that f generates Mk(Γ1(N); k)m over Hk(Γ1(N); k)m. 
Theorem (3.3.2). If c(m′) = 1, then eH(N ; r)M is a Gorenstein ring. Especially,
if the numerical condition in (3.2.3) is satisfied, eH(N ; r)M is Gorenstein.
Proof. By the well-known duality between Sk(Γ1(N); k)m and hk(Γ1(N); k)m,
Homk(Sk(Γ1(N); k)m, k) is a cyclic module over Hk(Γ1(N); k)m. So, our conclusion
follows from (3.1.4) and (3.3.1). 
Remark (3.3.3). Here is a remark on the relation with a work of Skinner and
Wiles [SW]. We continue to assume that p ∤ ϕ(N) and moreover that ψ = 1.
The theorem above implies that if Bk′,χ−1 ∈ r
×, then eH(N ; r)M, or equivalently
eH2(Γ1(Np); r)M, is Gorenstein. We note that Skinner and Wiles have already
shown, among others, that the same hypothesis implies that eH2(Γ1(Np); r)M, and
hence eH(N ; r)M also, is even a complete intersection. The reason is as follows:
Let Σ be the set of all primes dividing Np, and take χωd+1 as the character
χ˜ in [SW]. Then the condition Bk′,χ−1 ∈ r
× is equivalent to the vanishing of the
χ˜-eigenspace of the p-part of the ideal class group of the splitting field of χ˜. This is
one of the basic assumptions in [SW] to set up the deformation problem. Namely,
let QΣ be the maximal extension of Q unramified outside Σ and the infinite prime.
Skinner and Wiles started with the indecomposable residual representation ρ0 of
Gal(QΣ/Q) of the form
ρ0 =
[
χ˜ ∗
0 1
]
(χ˜ being the reduction of χ˜ modulo ̟) over k, which is unique up to equivalence
under the assumption above. They then considered various types of r-deformations
of ρ0.
The Hecke ring TminΣ,r was defined as the universal algebra controlling modular
Σ-minimal deformations of ρ0. Concretely, under the assumptions above, it is the
r-subalgebra of H2(Γ1(Np); r) generated by T (l) with prime numbers l ∤ Np and
the diamond operators, localized at its maximal ideal corresponding to E2(χω
d,1)
(cf. [SW], page 10523). It was shown in [SW], page 10526, that this ring is a
complete intersection, in their course of proving that TminΣ,r in fact coincides with
the universal Σ-minimal deformation ring for ρ0.
Let F be the set of primitive cusp forms belonging to TminΣ,r , i.e. those corre-
sponding to the minimal prime ideals of TminΣ,r , and ρf : Gal(QΣ/Q) → GL2(Af )
the p-adic representation attached to f ∈ F . For each f ∈ F , the n-th Fourier coef-
ficient a(n; f) of f is congruent to that of E2(χω
d,1) modulo the maximal ideal of
Af at least when n is prime to Np. But by applying results of Langlands and Wiles
to ρf as in Wiles [Wi], pages 500 and 507, one sees that a(q; f) for primes q | N
and a(p; f) are congruent to one modulo the maximal ideal of Af ; i.e. f itself is
congruent to E2(χω
d,1). It then follows that TminΣ,r coincides with the r-subalgebra
of eH2(Γ1(Np); r)M generated by T (l) with l ∤ Np.
Let q be a prime factor of N . Then, again using a result of Langlands as in [Wi],
Remark 2.11, T (q) belongs to TminΣ,r . The redundance of T (p) ∈ eH2(Γ1(Np); r)M
follows from (2.5.4) and (1.3.5); or from a result of Wiles as in [Wi], page 507.
Consequently, TminΣ,r indeed coincides with the full Hecke ring eH2(Γ1(Np); r)M.
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Finally, it follows from this that eH(N ; r)M is generated over Λr by all T (l) with
prime numbers l not dividing Np, by Nakayama’s lemma.
Example (3.3.4). Assume N = 1. In this case, there are (p−1)/2 Λ-adic Eisenstein
series E(ωd,1) for 0 ≤ d ≤ p− 3 even. Set Md := M(ω
d,1). We have eH(1; r)M0 =
Λr by the remark at the end of 3.2. On the other hand, we also have eH(1; r)Mp−3 =
Λr, since e S(1; Λr)Mp−3 = {0} (cf. [O4], Appendix A.1).
Therefore, so far as the Gorenstein property is concerned, we only need to treat
the case where 2 ≤ d ≤ p−5, or 4 ≤ k ≤ p−3. For this range of d, the roles of k and
k′ are symmetric, and the numerical criterion above may be rephrased as follows: If
either one of Bk or Bk′ is not divisible by p, then both eH(1; r)Md and eH(1; r)Md′
are Gorenstein (actually complete intersections by Skinner and Wiles). Thus one
can naturally ask if there is a pair (k, k′) (4 ≤ k ≤ p− 3, k + k′ = p+ 1) such that
Bk ≡ Bk′ ≡ 0 (mod p). As is well-known, when p ≡ 3 (mod 4), B(p+1)/2 6≡ 0 (mod
p) (cf. Washington [Wa], Exercise 5.9); and it can be easily checked that there is
no such a pair for p ≤ 4001, using the table in [Wa], Tables, Section 2. At present,
we know no example such that Bk ≡ Bk′ ≡ 0 (mod p), and hence neither know
whether or not the implication:
Bk 6≡ 0 (mod p) or Bk′ 6≡ 0 (mod p) ⇒ c(m) = c(m
′) = 1
is strict.
We next consider the structure of the cuspidal Hecke algebra e h(N ; r)M when
c(m′) = 1. It is based on the isomorphism:
(3.3.5) Sk(Γ1(N); k)m ∼= Homk(Mk(Γ1(N); k)m/kEk(χ, ψ), k)
deduced from (3.1.4).
Lemma (3.3.6). Let m be the image of m in Hk(Γ1(N); k)m. If c(m
′) = 1,
Sk(Γ1(N); k)m is isomorphic to m as an Hk(Γ1(N); k)m-module.
Proof. Taking the k-dual of the exact sequence:
0→ kEk(χ, ψ)→Mk(Γ1(N); k)m →Mk(Γ1(N); k)m/kEk(χ, ψ)→ 0
we see that Homk(Mk(Γ1(N); k)m/kEk(χ, ψ), k) is isomorphic to the kernel of the
homomorphism Hk(Γ1(N); k)m → k sending t to a(1;Ek(χ, ψ) | t), by (1.5.3) and
(1.5.4). Our claim follows from the isomorphism above. 
Corollary (3.3.7). Let m0 be the image of I(ϑ, ψ)M (cf. (1.2.9)) in
eHk(Γ1(N) ∩ Γ0(p); k)M via (1.5.2). If c(m
′) = 1, then e Sk(Γ1(N) ∩ Γ0(p); k)M is
isomorphic to m0 as an eHk(Γ1(N) ∩ Γ0(p); k)M-module.
Proof. We know that Mk(Γ1(N); k)m = eMk(Γ1(N) ∩ Γ0(p); k)M, as noted in the
proof of (1.5.3), and the same holds for cusp forms. Also, we have a canonical
isomorphism: Hk(Γ1(N); k)m ∼= eHk(Γ1(N) ∩ Γ0(p); k)M by (1.5.4). Our claim
follows immediately from (3.3.6). 
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Theorem (3.3.8). Assume that e h(N ; r)M is not a zero-ring. If c(m
′) = 1, then
the following conditions are equivalent:
i) e h(N ; r)M is a Gorenstein ring;
ii) e h(N ; r)M is a complete intersection;
iii) the Eisenstein ideal I(ϑ, ψ)M of eH(N ; r)M is principal;
iv) the image I of I(ϑ, ψ)M in e h(N ; r)M, the Eisenstein ideal of e h(N ; r)M, is
principal.
Proof. The kernel of the natural surjection: eH(N ; r)M → e h(N ; r)M has trivial
intersection with I(ϑ, ψ)M because an element in the intersection annihilates both
(Λ-adic) cusp forms and the Eisenstein series. Thus the conditions iii) and iv) are
equivalent. That iv)⇒ ii) is clear, and that ii)⇒ i) is well-known. Note that these
implications hold unconditionally.
We now show that the condition i) implies iii). The condition i) is equivalent to
the cyclicity of the eHk(Γ1(N) ∩ Γ0(p); k)M-module e Sk(Γ1(N) ∩ Γ0(p); k)M. By
(3.3.7), this is in turn equivalent to the principality of the ideal m0 of
eHk(Γ1(N) ∩ Γ0(p); k)M. Consider the following diagram of Hecke algebras:
eH(N ; r)M −−−−→ eH(N ; r)M/ωd −−−−→ eH(N ; r)M/(ωd, ̟)
(1.5.2)
y≀ y≀
eHk(Γ1(N) ∩ Γ0(p); r)M −−−−→ eHk(Γ1(N) ∩ Γ0(p); k)M.
Let Ik be the image of I(ϑ, ψ)M in eHk(Γ1(N)∩Γ0(p); r)M. It is the annihilator of
Ek(χ1, ψ) ∈ eMk(Γ1(N)∩ Γ0(p); r)M, and hence Ik ∩̟eHk(Γ1(N) ∩ Γ0(p); r)M =
̟Ik. It follows that Ik/̟Ik is isomorphic to m0 as an eHk(Γ1(N) ∩ Γ0(p); r)M-
module. Thus Nakayama’s lemma implies that Ik is principal if the condition i)
holds. The same reasoning applies to the left situation in the diagram above,
showing that I(ϑ, ψ)M is also principal under i). 
We note that e h(N ; r)M 6= {0} if and only if the quotient of e h(N ; r)M by the
image of I(ϑ, ψ)M is non-zero. By [O4], 3.2 and (1.5.5), this is the case exactly
when G(T, ϑω2) 6∈ Λ×r .
3.4. Relation with the theory of cyclotomic fields. In this final subsection,
we throughout assume that ψ = 1. Thus χ is a primitive Dirichlet character of
conductor N such that χ(−1) = (−1)d, and ϑ = χωd with 1 ≤ d ≤ p− 3. We take
r to be the ring generated by the values of χ over Zp. We are going to consider
consequences of the Gorenstein property of eH(N ; r)M on the two-dimensional
Galois representation attached to e S(N ; Λr)M.
To do this, we use the same terminology as in [O2] and [O3]. Thus e∗ESp(N)r
(resp. e∗GESp(N)r) stands for the ordinary part of lim←−
r≥1
H1e´t(X1(Np
r)⊗QQ,Zp)⊗Zp
r (resp. lim←−
r≥1
H1e´t(Y1(Np
r) ⊗Q Q,Zp) ⊗Zp r), and e
∗H∗(N ; r) (resp. e∗h∗(N ; r)) for
Hida’s universal ordinary p-adic Hecke algebra acting on this space. This algebra
is canonically isomorphic to eH(N ; r) (resp. e h(N ; r)). Let M∗ be the maximal
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ideal of e∗H∗(N ; r) corresponding to M via this isomophism, and set:
(3.4.1)

h∗ := e∗h∗(N ; r)M∗
H∗ := e∗H∗(N ; r)M∗
X := e∗ESp(N)r,M∗
Y := e∗GESp(N)r,M∗
for simplicity. In what follows, we will always assume that G(T, ϑω2) 6∈ Λ×r , so
that h∗ is not a zero-ring. Let I∗ be the Eisenstein ideal of H∗, i.e. the ideal
corresponding to I(ϑ,1)M via H
∗ ∼= eH(N ; r)M, and I
∗ its image in h∗. We
therefore have an isomorphism:
(3.4.2) h∗/I∗ ∼= Λr/(G(T ;ϑω
2)).
Let Ip ⊂ Gal(Qp/Qp) be the inertia group. We know that
(3.4.3) XIp = Y Ip =: X+
is a free h∗-module of rank one, and that X/X+ is isomorphic to the Λr-dual of h
∗
as an h∗-module ([O3], (2.3.6)).
Lemma (3.4.4). Y/X+ is isomorphic to the Λr-dual of H
∗ as an H∗-module.
Proof. We use the same notation as in [O3]. Thus o stands for the ring of integers
of a sufficiently large complete subfield of Cp, and we remind of us that Λo is
faithfully flat over Λr ([O3], (2.1.1)). By [O3], (2.1.11) and (2.1.12), we know that
(Y/X+) ⊗Λr Λo is isomorphic to eM(N ; Λo)M. It follows from the duality (1.5.3)
that the Λo-dual of (Y/X+) ⊗Λr Λo is free of rank one over H
∗ ⊗Λr Λo. From the
remark above, we conclude that the Λr-dual of Y/X+ itself is free of rank one over
H∗. 
Now assume that H∗ is Gorenstein (which is implied by the condition c(m′) = 1
by (3.3.2)). It follows from the lemma above that Y/X+ is a free H
∗-module of
rank one. Set
(3.4.5) X˜ := Y ⊗H∗ h
∗.
Then we have a commutative diagram of h∗-modules:
(3.4.6)
0 −−−−→ X+ −−−−→ X −−−−→ X/X+ −−−−→ 0 (exact)∥∥∥ y y
0 −−−−→ X+ −−−−→ X˜ −−−−→ (Y/X+)⊗H∗ h
∗ −−−−→ 0 (split).
Since Y/X is isomorphic to H∗/I∗ as an H∗-module by [O2], (5.2.11), the cokernel
of the middle vertical arrow is isomorphic to h∗/I∗ as an h∗-module, which is Λr-
torsion by (3.4.2). Since X and X˜ are free Λr-modules of the same rank, the two
vertical arrows above are injective.
Fix a σ0 ∈ Ip which acts as multiplication by ω
−d−1(σ0) 6= 1 on X˜/X+, and use
it to split the two horizontal sequences in (3.4.6) as h∗-modules, as in [O2], 5.3.
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Especially, if we denote by X˜− the ω
−d−1(σ0)-eigenspace with respect to the action
of σ0 on X˜ , X˜ is a direct sum:
(3.4.7) X˜ = X˜− ⊕X+
of two free h∗-modules of rank one. Fixing bases of X˜− and X+ (in this order)
respectively, we obtain a representation
(3.4.8) ρ˜ : Gal(Q/Q)→ GLh∗(X˜) ∼= GL2(h
∗) with ρ˜(σ) =
[
a˜(σ) b˜(σ)
c˜(σ) d˜(σ)
]
.
From the remark above, this realizes the representation into GL2(h
∗ ⊗Λr Q(Λr)),
considered in [O2], 5.3, over h∗, where Q(Λr) denotes the quotient field of Λr.
We can then apply the method of Harder and Pink [HP] and Kurihara [Ku]
to this representation as exposed in loc. cit.: Let B˜ (resp. C˜) be the ideal of h∗
generated by b˜(σ) (resp. c˜(σ)) for all σ ∈ Gal(Q/Q). By the final remark in (3.3.3),
I∗ is generated by all T ∗(l) − 1 − lT ∗(l, l) with prime numbers l not dividing Np,
and hence the ideal denoted by J∗ in [O2] coincides with I∗. Thus we have
(3.4.9) B˜C˜ = I∗.
We moreover have:
(3.4.10) B˜ = I∗ and C˜ = h∗.
Indeed, it is enough to show that B˜ is contained in I∗. But from the construction
of ρ˜, every b˜(σ) annihilates X˜/X ∼= h∗/I∗.
Let F be the abelian extension of Q corresponding to ϑω, and F∞ its cyclotomic
Zp-extension. Let L∞ be the maximal abelian pro-p unramified extension of F∞.
The group ∆ := Gal(F/Q) acts on Gal(L∞/F∞) in the usual manner, and we set
(3.4.11) Gal(L∞/F∞)(ϑω)−1 := Gal(L∞/F∞)⊗Zp[∆] r
via the homomorphism Zp[∆] → r induced by (ϑω)
−1. This is a module over
r[[Gal(F∞/F )]] in a natural manner.
Recall that from the outset we have fixed a topological generator γ of the mul-
tiplicative group 1 + pZp, and used it to identify Λr = r[[1 + pZp]] with r[[T ]] via
γ ↔ 1+ T , and hence a Λr-module with a r[[T ]]-module. Now for a Λr-module M ,
we denote byM † the Λr-module for which the action of T is newly given by that of
γ−1(1 + T )−1− 1. One easily checks that this Λr-module structure of M
† does not
depend on the choice of γ. On the other hand, the p-cyclotomic character induces an
isomorphism: r[[Gal(F∞/F )]]
∼
→ r[[1+pZp]] = Λr. We consider Gal(L∞/F∞)(ϑω)−1
as a Λr-module through it. With these terminologies, the following theorem follows
from [O2], (5.3.18) and (5.3.20):
Theorem (3.4.12). Assume that eH(N ; r)M is a Gorenstein ring. Then the Iwa-
sawa module Gal(L∞/F∞)(ϑω)−1 is isomorphic to (I
∗/I∗2)† as a Λr-module.
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Corollary (3.4.13). Under the same hypothesis, the conditions i) - iv) in (3.3.8)
are all equivalent to the cyclicity of the Iwasawa module Gal(L∞/F∞)(ϑω)−1 .
Proof. It follows from the theorem above that the cyclicity of the Iwasawa module
is equivalent to the principality of the Eisenstein ideal I of e h(N ; r)M. Therefore it
is enough to show that the condition i) in (3.3.8) implies the cyclity. When N = 1,
this is due to Harder, Pink and Kurihara, and their method easily generalizes to
the present case as follows: Under that condition, the module X is a direct sum of
free h∗-modules X+ and X− of rank one, X− being defined in the same manner as
X˜− from X . We can then consider the Galois representation
ρ : Gal(Q/Q)→ GLh∗(X) ∼= GL2(h
∗) with ρ(σ) =
[
a(σ) b(σ)
c(σ) d(σ)
]
in the same way as (3.4.8). Let B (resp. C) be the ideal of h∗ generated by all b(σ)
(resp. c(σ)). For the same reason as (3.4.9), we have BC = I∗.
By [O2], (5.2.16), there is a Gal(Q/Q)-stable h∗-submodule V of X/G(T, ϑω2)
which is isomorphic to h∗/I∗. Moreover the element σ0 ∈ Ip above acts as multi-
plication by ω−d−1(σ0) on V . Therefore V is in fact contained in X−/G(T, ϑω
2).
Since each c(σ) annihilates V , we conclude that C ⊆ I∗.
It follws that B = h∗ and C = I∗. Consequently we have:
Gal(L∞/F∞)(ϑω)−1 ∼= (Λr/(G(T, ϑω
2)))†
by [O2], (5.3.18) and (5.3.20). 
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