We present ionization cross sections for antiproton and helium collisions based on ab-initio timedependent coupled channel method. In our calculations a finite basis set of regular helium Coulomb wave packets and Slater function were used. The semiclassical approximation was applied with the time-dependent Coulomb potential to describe the antiproton electron interaction. Three different projectile energies were considered as 10, 50 and 100 keV. We found clear evidence for the formation of the anti-cusp in the differential distributions.
I. INTRODUCTION
Collision between antiprotons and atoms has a fundamental interest in atomic physics.
In the nineties numerous experimental and theoretical works were done with low energy antiprotons investigating various interesting phenomena [1] . Protons and antiprotons are the lightest heavy ions, where the semiclassical approximation is valid, therefore their motion can be treated classically. Contrast to protons at antiproton collisions-due to the negative charge-no electron transfer can take place which makes the electron dynamics much simpler at low energies.
In theoretical multi-electron atomic physics the investigation of antiproton helium collision has crucial interest.
There are three existing benchmark experiments where total cross ionization sections were measured for low energy collisions between antiprotons and helium atoms. The first two measurements were performed in 1990 [2] and 1994 [3] . More recently, single and double ionization cross sections of He and Ar atoms were investigated [4] by antiproton impact.
These experiments induced the "competition" between theories for the better and better descriptions of the physical processes, which is still very much active. In general, all theoretical descriptions predict almost the similar results above 100 keV antiproton collision energy, due to the weakening Sommerfeld parameter. This means that the interaction becomes perturbative and the first Born approximation is valid. The deviation between theory and experimental data becomes clearly visible between 10 and 100 keV impact energy and below 10 keV projectile energy, there are large deviations between non-perturbative ab-inito calculations. This is a clear indicator that the role of electron-electron correlation is crucial.
However, until now, there has been no clear evidence of which theoretical model is superior.
This paper now starts with a brief and non-exhaustive historical overview of the relevant existing theoretical models. The forced impulse method (FIM), developed by Reading and Ford [5] was one of the most successfully early method for proton and antiproton-helium
collisions. An improved version of FIM is the multi-cut forced impulse (MFIM) method by [6] . Bent et al. [7] used multi-electron hidden crossing (MEHC) theory in their study of the single ionization of He in antiproton impact. The time-dependent density functional theory [8] is another powerful method to describe non-perturbative many-electron ionization processes, even in the low keV/amu impact energy range. Keim et al. [9] applied density 2 functional theory with various response functions and with a basis representation obtained from the basis generator method (BGM) to obtain single-and double-ionization cross sections in antiproton and helium collision systems. Later, the method was improved and the same scientific question was subsequently revised [10] . Single ionization of He antiproton impact was also studied by Tong et al. [11] using a self-interaction-free time-dependent density-functional theory (SIF-TDDFT).
Various independent particle close-coupling methods in a semi-classical impact parameter treatment, where the electron wave function is expanded around the target nucleus, are prominent among the theoretical studies [12] [13] [14] [15] [16] [17] .
Later, a fully correlated, three dimensional approach was developed by Schulz and Krstic [18] to study the ionization cross sections in collision between antiproton and helium atoms.
They solved the time-dependent Schrödinger equation (TDSE) in a four dimensional Cartesian lattice (LTDSE) and calculated the ionization cross sections using 75 4 lattice points.
The B-spline basis for the construction of the active electron wave function was used by Sahoo et al. [19] . B-splines have been widely used in atomic physics [20] because of their ability to accurately represent the continuum channels when compared with other conventional bases. Foster [21] published calculations obtained from lattice time dependent close coupling method.
Fainstein et al. [22] applied the Coulomb Distorted Wave Eikonal Initial State (CDW-EIS) method below 100 keV antiproton impact energies and had an astonishingly good agreement with experimental data of [3] . This induced a debate regarding the validity of CDW-EIS method.
The independent particle approach also has been performed by Schultz [23] using a classical trajectory Monte Carlo Method (CTMC).
First we applied a time dependent coupled channel (TDCC) method in a special basis for calculating the single ionization cross sections. Our results for angular differential ionization cross sections were compared with the results of CDW-EIS and CTMC methods [24] . Later also the energy and angular differential electron emission cross sections were presented using CDW-EIS and CTMC models [25] .
In 2011, Kirchner and Knudsen published a topical review which exhaustively discussed and compared all the experimental results and theoretical model calculations [26] .
In parallel to the development of theoretical ab-initio methods, there must also be a focus 3 on the deeper understanding of the dynamics of the anti-cusp dip, where the DDCSs have to be analyzed.
One of the intersting part of the collision physics is the study of electron emissions in the direction of the projectile motion. The electron capture to continuum (ECC) peak was discovered in 1970 by [27] in the double-differential cross section (DDCS) of electrons ejected in proton-atom collisions at 0 degree compared to the projectile initial velocity.
For positively charged particles, the production of the cusp peak is experimentally and theoretically understood [28] . Numerous investigations lead to the conclusion that the cusp is generated when the asymptotic velocity of the ionized electron is equal with the velocity of the projectile.
It can be explained for positively charged projectiles as result of the special case of ionization, where the ionized target electron is strongly influenced by the outgoing projectile, or in other words when the atomic electron is dragged by the projectile continuum state and moves with it. Following this scenario, using the negatively charged projectiles we can expect electron yield deficit in the direction of the projectile path and we can expect anticusp formation instead of cusp formation.
However, for negative charged projectile impact, due to the very limited available experimental data, the production of the anti-cusp is barely understood, especially at low impact energies. The anti-cusp supposes that a well defined gap must exist in the energy spectrum of the ionized electron in the direction of the projectile. Numerous theoretical studies have addressed the question of anti-cusp from different authors [29] [30] [31] [32] [33] [34] . To the best of our knowledge, only the total ionization cross section data is so-far available from experiments and there are no available ab initio calculations for differential ionization cross sections for antiproton helium impact.
In this work we present ionization cross sections for antiproton and helium collisions based on ab-initio time-dependent coupled channel method. In our calculations a finite basis set of regular helium Coulomb wave packets and Slater functions are used. We show results for singly-and doubly differential cross sections at 10, 50 and 100 keV antiproton impact energies. So we believe, that this study might stimulate experimentalists to investigate this problem in the low energy antiproton-atom collisions in the future.
This paper contains a brief outline the used theoretical approach (Section 2) with the calculated results are presented and discussed in Section 3. Atomic units are used throughout 4 the paper unless otherwise indicated.
II. THEORY
The TDCC method has been widely used in various fields of atomic collision physics with the recognition that it is one of the most reliable and powerful theoretical approaches [26] .
Our single-center coupled-channel method was first introduced for the ionization of helium in relativistic heavy ion collisions [35, 36] . Later, the same model was applied for positron helium collisions [37] ; for the photoionization [38] and finally for two-photon double-ionization of helium [39] . Currently, a very similar model is used to investigate photoionization of rubidium atoms [40] .
In the semi-classical approximation, the projectile moves on a straight-line trajectory, with constant velocity v and impact parameter b. The projectiles are considered to be classical point charges without any inner structure.
To study the ionization process, the time-dependent Schrödinger equation is solved with a time-dependent external Coulomb field:
whereĤ He is the Hamiltonian of the unperturbed helium atom
The external time-dependent fieldV (t) is the antiproton-electron interaction
with
Below 20 keV, impact energies instead of the straight-line trajectories Coulomb hyperbolas are used. For collision energies below 1keV, the trajectory bending effect is even more important. Originally the retarded LenardWiéchert potentials were used for relativistic collisions [35] . Eq. (1) is solved by the expansion of Ψ(r 1 , r 2 ) in the basis of eigenfunctions {Φ j } of the time-independent Schrödinger equation:Ĥ
where a j (t) are the time-dependent expansion coefficients for the various channels described by the wave functions Φ j . Inserting this Ansatz into Eq. (1) leads to a system of first-order differential equations for the expansion coefficients:
where V kj is the coupling matrix Φ k (r 1 , r 2 )|V (t)|Φ j (r 1 , r 2 ) including the symmetrized products of the projectile-elec-tron single-particle interaction matrix elements and electronelectron single-particle overlap matrix elements, respectively.
Denoting the ground state with k = 1, the following initial conditions are used
The total cross section for occupying the helium eigenstate k can be calculated as
with the probability
The coupled system of Eq. (6) is solved numerically by using a Runge-Kutta-Fehlberg method of fifth order with embedded automatic time step regulation. The conservation of the norm of the wave function is fulfilled better than 10 −8 during the collision.
The eigenfunctions Φ j in Eq. (4) are obtained by diagonalizing the Hamiltonian in a basis of orthogonal symmetrized two-particle functions f µ so that
In the applied independent particle model the many-particle wave functions f µ are built up from single-particle orbitals. For these single-particle wave functions, an angular momentum representation with spherical harmonics Y l,m , hydrogen-like radial Slater functions and radial regular Coulomb wave packets is used. The Slater function can be written
6 where c(n, κ) is the normalization constant. A regular Coulomb wave packet
with normalization constant q(k, ∆k) is constructed from the radial Coulomb function
where η = Z/k, ρ = kr.
The wave packets cover a small energy interval ∆E k and thereby forms a discrete representation of the continuum which can be incorporated into the finite basis set. The normalized
Coulomb wave packets are calculated up to more than 300 a.u. radial distance to achieve a deviation of less than one percent from unity in their norm.
In this approach, two different effective charges Z for the target nucleus have been used to take into account the difference between the the singular and the double ionized stats of the He atoms. For single-ionized states, Z = 1 and for the double-ionized case Z = 2 were used, respectively.
The single-and double-continuum electron sates were calculated up to 6 a.u. energy equidistantly.
We 
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The Feshbach projection [35] together with the complex scaling were adopted in order to separate excitation, double-and single-ionization cross sections. In the first step, a new "reference" Hilbert subspace was constructed and split into three different orthogonal subspaces characterized by the properties of the two electrons: 1 -bound-bound, 2 -boundionized and 3 -ionized-ionized electrons, respectively. In the second step, the "calculated Hilbert" space was projected onto the reference space and this determined the excitation, single-and double-ionization contributions. To fix the effective charge of the Coulomb wave function used in the helium wave functions, the excitation and single-ionization cross sections were compared with the results obtained from the complex scaling [38] . Doubly-excited states embedded in the continuum e.g., "2s2s" (this labeling should not be taken literally because of the strong electron-electron correlation [41] ), can be identified by the method of complex scaling and therefore the double-excitation and the single-ionization states can be separated. This new combination of the two methods is still not exactly rigorous but is much more feasible than the Feshbach method alone and therefore reduces ambiguity.
To calculate the angular-differential ionization cross sections, the density operator was taken. The electron final-state density can be determined from the time-depen-dent wave function after the collision (t → ∞) according to the expectation value of the density operatorρ = i=1,2 δ(r − r i ) for a fixed impact parameter b
In order to extract the angular distribution of the ionized electrons two additional operations are needed:
1. The wave function Ψ is projected onto the single-ioni-zation continuum |Ψ ion = (1 − P b −P di ) |Ψ whereP b is the projector onto the bound state subspace (including all excited states) andP di is the projector onto double-ionized states.
2. The radial and the azimuthal coordinates have to be integrated over to get the polar angle distribution of the ionized electrons:
The angular differential cross section is obtained by integrating P b (θ) over the impact parameter. This method has already been used in a previous publication [24] and it gives a satisfactory agreement with other theoretical results.
Contrary to other perturbative or classical approaches, TDCC methods has a finite number of discretized final-states. This is why it is not possible to calculate energy-differential cross sections in a rigorous way -only the distribution of the channel cross sections divided by an effective energy can be obtained This effective energy can be defined in different ways, it can be the energy of the corresponding channel; the difference of the energies of the neighboring two channels or the widths of the Coulomb wave packets (12) . Here we consider the last one, and we use the form for calculating the approximated energy differential cross sections according to the following equation:
III. RESULTS AND DISCUSSIONS Table 1 shows our recent total single-ionization cross sections with some of the latest theoretical data. Figs. 1a, 2a, 3a display the DDCS for single ionization of helium at 10, 50 and 100 keV antiproton impact energies within the framework of the TDCC method.
According to the figures, generally, we can conclude the followings: In each cases we found a minimum at zero angle indicating the existence of the Coulomb hole ("anti-cusp"). In general we can say, that the anti-cusps are always properly appear with antiproton projectile impact. As the projectile energy enhances the centers of the anti-cusps enhance too. At 10 keV the DDCS are generally smaller than for 50 or 100 keV. Despite the numerous theoretical studies investigations into the anti-cusp [31, 42, 43] over the last decades, there is still no experimental observation of the anti-cusp in anti-proton impacts. Slow electrons are possibly ejected into the backward direction and the fast electrons are ejected along the broad ridge identified as the binary encounter (BE) ridge. This BE ridge may be the easiest feature to understand as fast electrons are ejected through a series of hard collisions between the projectile and the target known as the Fermi-shuttle mechanism [44] . For all three energies (10, 50 and 100 keV), the ridge follows closely this trend.
The distribution of slow electrons in backward directions is a clear indication of final state interactions between the ejected electron and the antiproton. As the force between the electron and the anti-proton is repulsive, slow electrons (v e < v p , where v e and v p are the electron and projectile speeds, respectively) lag behind the antiproton and will be scattered to the backward direction. For the total cross section the contribution of slow electrons is dominated therefore the angular distribution in the DDCS will be suppressed in the forward direction, as clearly shown in Fig. 1a, 2a and 3a. This is in sharp contrast to proton impact, where single differential cross sections will generally peak at small angles and decrease toward large angles. The remarkable contrast to proton impact is the anti-cusp (void) region for anti-proton impact. This can also be attributed to the repulsive final state interactions.
To have a more transparent overview of the trends of our calculations we show additional figures, namely cuts at constant energies and cuts at constant scattering angles for all the three energies. 
IV. SUMMARY AND CONCLUSIONS
The singly and doubly differential ionization cross sections for antiproton and helium atom collisions at 10, 50 and 100 keV impact energies were presented. The calculations were based on ab-initio time-dependent coupled channel method using a finite basis set of regular helium Coulomb wave packets and Slater function. A semiclassical approximation was applied with the time-dependent Coulomb potential to describe the antiproton electron interaction. We found a strong final state interactions between the antiprotons and the ejected electrons in the forward scattering angles. We clearly identified the existence of the formation of anti-cusp for each antiproton impacts. We hope that our recent calculations will further encourage the experimentalist to carry out differential cross section measurements in the in the near future. 
