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Abstract—In this paper we present a coded cooperation scheme 
using non binary LDPC codes and show how it can be used in a 
multi-user environment to achieve full transmit diversity. It is 
well known that non-binary LDPC codes over )(qGF outperform 
binary LDPC codes, but at a cost of increased decoding 
complexity. To ensure that this scheme can be practically 
implemented, we demonstrate how the Belief Propagation (BP) 
algorithm can be simplified, with a complexity dependent only on 
the row weight of the parity check matrix and independent of the 
finite field size. We show that this decoding algorithm has only a 
small degradation in performance compared with BP decoding on 
quasi-static fading channels and present the performance of a 
coded cooperation scheme using non-binary LDPC codes defined 
in GF(4) and GF(16). 
 
Index Terms—cooperative communication, coded cooperation, 
decode-and-forward, non-binary, LDPC, AWGN, quasi-static 
fading, belief propagation, reduced complexity, sub-optimal 
decoding.  
I. INTRODUCTION 
N recent years there has been an increasing interest in a new 
set of protocols that achieve transmit diversity through 
cooperative communication. These protocols are designed to 
relay signals between the nodes, creating a virtual multiple 
antenna system. The first systematic study was reported by [1] 
and numerous follow-up studies have presented the benefits of 
cooperative communication [2]-[6]. It has conclusively been 
shown that a collection of distributed antennas belonging to 
different users can be used to achieve a form of space diversity 
widely referred to as cooperative diversity. In a cooperative 
scheme a relay assists the source and the destination to achieve 
the diversity either by amplifying and forwarding or by 
decoding and forwarding the originally transmitted signal.  
Although it is reasonable to expect a cooperative scheme 
such as decode-and-forward scheme based on non-binary 
LDPC codes to perform better, the added decoding at the relay 
results in an increase in decoding complexity. 
Over the years, several attempts have been made to 
implement cooperative schemes based on binary LDPC codes 
[6], [7], [8], [9]. However it appears that no cooperative 
 scheme had been implemented using non binary codes most 
likely due to the larger decoding complexity making it 
impractical to implement. The classical BP algorithm used in 
decoding non binary LDPC codes has a computational 
complexity dominated by ( )2qO  [11], [12], [13] where q is 
the size of the finite field, making the decoding over higher 
order fields computationally infeasible. Even though [14], 
[15], [16] and [17] show that the belief propagation over 
( )qGF  can be conveniently transferred into the frequency 
domain reducing the complexity to ( )qqO 2log. , it could still 
be considered too high to be used in a decode-and-forward 
scheme, particularly for large q .  
In this paper, we propose a cooperative scheme that uses 
non-binary LDPC codes with a new sub-optimal BP decoding 
algorithm and a decoding complexity independent of q. In fact, 
the complexity of the proposed decoding algorithm reduces to 
just one floating point multiplication operation. Additionally, 
we demonstrate that this algorithm performs comparably to the 
belief propagation (BP) algorithm on the quasi-static fading 
relay channel.  
This paper is organized as follows. Section II introduces 
the decode-and-forward scheme using a simple wireless 
network. Section III begins by briefly introducing non-binary 
LDPC codes and BP decoding with particular attention to the 
decoding complexity in check node processing. This is 
followed by investigating possible methods to reduce the 
complexity further and how it can be realized. Section IV 
analyses the complexity reduction in the sub-optimal decoder 
in terms of floating point and finite field operations. We 
develop the new coded cooperative scheme using the proposed 
algorithm and show how this scheme could be used in a multi-
user environment to achieve full transmit diversity. We 
evaluate the performance of the proposed cooperative scheme 
on the quasi-static fading relay channel by computer 
simulation and present the results in section V. Conclusions 
are given in section VI.  
II. SYSTEM MODEL  
In our system model, depicted in Fig. 1, the source and 
destination are unable to achieve spatial diversity by 
themselves having only a single antenna. The channels 
between source (S) and destination (D) and destination and 
source and relay (R) are assumed to be reciprocal and quasi-
static flat fading. The source transmits its first sequence ][1 nx  
in time slot n . We can see that the received signals at the relay 
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and the destination are given by 
 
][][][ 211,2 nznxany RS += ε       (1) 
   (1) 
   ][][][ 311,3 nznxany DS += ε       (2) 
 
The signal transmitted by the relay is received at the 
destination during time slot  1+n  and can simply be written as 
    ][][][ 322,3 nznxany DR ′+′=′ ε       (3) 
 
We model the fading coefficients RSa , , DSa , and DRa ,  as 
zero mean, mutually independent complex Gaussian random 
variables having corresponding variances 2
,RSσ , 
2
,DSσ  and 
2
,DRσ  respectively.  
 
We model the additive receiver noises ][2 nz , ][3 nz  and 
][3 nz ′  as zero mean, mutually independent complex Gaussian 
variables with variance 0N . The signal to noise ratio in each 
transmission is defined as 
01
2
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Na RSRS εγ = , 01
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,,
Na RSRS εγ =  
In this paper we concentrate on the decode-and-forward 
scheme. During the first time slot the source transmits its 
message sequence ][1 nx . Both the destination and the relay are 
expected to receive the transmitted signal during the first time 
slot. The relay, having received the transmitted signal from the 
source, tries to identify the most probable codeword 
transmitted by decoding it. The decoded message sequence 
]1[2 +′ nx  is then forwarded to the destination during the 
subsequent time slot 1+n . The relay and the receiver both 
need to detect the transmitted codeword with the minimum 
probability of error. This relates to conditional ML detection at 
the relay and ML detection with a combiner at the destination 
[1], [5]. ML detection of ][1 nx at the relay can be implemented 
with a conditional ML receiver 
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The receiver at the destination needs to detect both 
transmissions ][1 nx  and ]1[2 +′ nx  and furthermore combine 
them to achieve transmit diversity. Both transmissions can be 
seen as single-hop direct transmissions similar to (4) and ML 
receiving at the destination can be implemented as 
0
1
*
,
, N
a DR
DR
ε
ω =             (5)  
0
2
*
,
, N
a DS
DS
ε
ω =            (6) 
before being combined to form the final codeword. The 
terms *
,RSa , 
*
,DRa , 
*
,DSa  are the complex conjugates of the 
fading coefficients RSa , ,  DRa , ,  DSa ,  and we assume that the 
fading of the channel is known to the receiver. 
III. NON-BINARY LDPC CODES 
 
Non binary LDPC codes over )(qGF , where q is a power 
of 2, can be seen as a generalization of binary LDPC codes 
over )2(GF . We define ( )Nn ccccc KK ,,,, 21=  such that 
)(qGFcn ∈ to be a valid codeword and we define )(mN as the 
set of codeword symbols that participate in check m . 
nmN \)( are the set of symbols that participate in check 
m except for symbol n . Similarly we define )(nM  to be set of 
checks that depend on codeword symbol nc  and mnM \)( to 
be checks that depend on symbol nc except for check m . In BP 
decoding we relate symbol probability mnq and check 
probability mnr with each non-zero entry in the parity check 
matrix H . The two quantities mnq and mnr are probability mass 
functions (p.m.f) with q  discrete probabilities. The BP 
decoder is initialized by setting the symbol probabilities mnq  
to the received codeword symbol likelihood values. The 
decoder then computes the probabilities of each check being 
satisfied using the symbol probabilities, updating the 
quantity mnr . Updating of the quantity mnr is commonly 
referred to as check node processing in the literature and yields 
a dominant computational complexity of ( )2qO  [11], [12], 
[13]. We illustrate check node processing further using the 
example given below. Consider a parity check matrix H in 
which the m th row contains several non-zero entries in 
columns j where { })(: mNjj ∈ . The parity check equation 
for the m th row is now given by 
 
∑
∈ )(
.
mNj
jmj cH             (7) 
 
aRD
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Figure 1 Three node network showing cooperative communication, case (a) 
The data from the source is being forwarded by the relay without decoding, 
case (b) Relay decode the data before being forwarded to the destination  
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 Check node processing requires that the probability of the 
check being satisfied is computed from the likelihoods of the 
other non-zero entries in the parity check equation. As seen in 
(7) parity check equations include non-zero entries in H . 
Since addition and multiplication is asserted to be closed 
under )(qGF , the non-zero entries in (7) can be 
accommodated with only a cyclic-shift to the probability 
distributions mjq  { )(: mNjj ∈ \ m }. The number of cyclic-
shifts applied to these distributions depends on the non-zero 
entries and neutralizes the effect of finite field multiplications 
in (7). The same number of cyclic-shifts needs to be applied in 
the reverse direction immediately after the check node 
processing to restore the original probabilities. Further details 
on permuting the probabilities using cyclic-shifts can be found 
in [14], [15] and [16].  
 
A. Check Node Processing Under BP 
 
The check probabilities mnr are updated by [11]  
 
∑ ∏
= ∉
=
ac nmNjj
c
mjm
a
mn
n
nqzr
: \)(:
][Prob
c
c      (8) 
 
where a  is a finite field element. In equation (8) ][Prob cmz  
acts as a binary switch according to whether or not 
acn = satisfies check m . We can now see from the above 
equation that one check node process between two successive 
symbol probabilities involves updating q number of discrete 
probabilities and each discrete probability update involves 
q number of floating point multiplications. Hence it is 
apparent from the above equation (8) that the classical BP 
decoding of non binary LDPC codes yield a computational 
complexity dominated by ( )2qO  [11], [12] and [13]. 
 
B.  Reduced complexity Sub-optimal Decoding 
 
Equation (8) takes into account every possible combination 
and provides the optimum solution. However, if we assume the 
symbol likelihood values contain a distinctively large 
likelihood value in its distribution, we can speculate that the 
maximum probability value of mnr  is given when those 
maximum probabilities are multiplied together. We can 
determine the maximum probabilities in each symbol 
probability distribution participating in mnr update as 
 
( )amjj qq maxmax_ = , nmNj \)(∈     (9) 
 
Furthermore, using the same assumption, we can infer that 
the remaining  )1( −q  terms in the equations to be 
insignificant. Drawing on the above assumptions, we replace 
2q number of operations with just the multiplication of 
maximum likelihood values in (9) and then update mnr  as.  
 
∏
∈
=
nmNjj
jmn qr
\)(:
max_        (10) 
 
Since there is only multiplication performed between two 
successive symbol probabilities we now need to store only the 
maximum probability. Therefore the sizes of mnq  and mnr  
data structures can be reduced to store only one (maximum) 
probability. But having the entire probability distribution 
replaced with only the maximum probability has an inherent 
problem. Since there is only one single probability, the 
decoder can not determine the symbol with which the 
probability is associated. However, we can conveniently 
overcome this set-back by defining two new variables mnQ  
and mnR to store the symbols against the probabilities stored in 
mnq  and mnr .  We describe the sub-optimal decoder as 
follows. The likelihood values of c is determined according to 
the channel model and the maximum likelihood value for each 
symbol is used to initialize the quantity mnq  and corresponding 
symbols are stored in mnQ . By using the same parity check 
equation (7) to compare and contrast, we can see which non-
zero entries need to be neutralized before the check node 
processing. The multiplication by non-zero entries mjH , 
{ })(: mNjj ∈ in (7) can very easily be taken into 
consideration simply by updating the symbols mjQ as 
 
mjmjmj HQQ ⊗=           (11) 
Once mnQ quantities are updated using (11), the parity 
check equation (7) can be rewritten using the updated values 
 
∑
∈ nmNj
mjQ
\)(
            (12) 
We can write the following equations to update mnR as  
∑
∈
=
nmNj
mjmn QR
\)(
           (13) 
 
The corresponding mnr probabilities can be updated using 
(9) and (10).    
 
C.  Variable Node Processing 
 
It is important to note that, the reverse of (11), (finite field 
division) is required before the values are being passed over to 
the variable node processing.  
 
mjmjmj HQQ = , { })(: mNjj ∈     (14) 
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Variable node processing under BP requires all q number 
of discrete probabilities and we can satisfy the requirement 
simply by setting the remaining ( )1−q  probabilities to share 
the remainder of the maximum probability equally. We can 
introduce a new data structure mnrr to hold the probability 
distribution that is to be fed in to the variable node process and 
initialize it as shown in (15) and (16).  
 
mn
Q
mn rrr
mn =           (15) 
 
( )
( )1
1
−
−= q
r
rr
mnQ
mna
mn   : { }mnQaqGFa ≠∈ :)(  (16) 
 
IV. COMPLEXITY ANALYSIS OF THE SUB-OPTIMAL 
BP ALGORITHM 
The added decoding at the relay makes non binary LDPC 
unsuitable to be used in decode-and-forward scheme, but our 
sub-optimal decoding algorithm reduces the decoding 
complexity, allowing them to be used in cooperative schemes 
effectively. Table 2 shows the complexity of the check node 
processing for conventional (optimal) BP algorithm and the 
sub-optimal BP algorithm. It can be seen that the number of 
floating point operations increases exponentially with finite 
field size, there is only one floating point operation and one 
finite field operation involved in the suboptimal BP algorithm 
for all finite fields. 
 
 
 
 
  
 
 
Table 2   Check node processing complexity for the BP and sub-
optimal BP decoding algorithms. 
V. PERFORMANCE RESULTS 
 
Non-binary LDPC codes over )4(GF and )16(GF  are 
implemented on the relay channel using the sub-optimal 
decoder. The codes are quasi-cyclic and based on the Reed-
Solomon construction method [18], [19] and [21]. The codes 
are simulated on a quasi-static (QS) fading relay channel. The 
relay uses the sub-optimal decoder while the destination used 
optimal BP decoder based on FFTs [14], [15], [16] and [17]. 
Figure 2 shows the BER performance comparison between the 
sub-optimal decoder and optimal BP decoder. In the first 
scenario the BP decoder is used at both relay and the 
destination while in the second scenario the sub-optimal 
decoder is used at the relay. It is evident from Fig 2 that the 
performance curves are close to each other. The marginal loss 
of performance in Fig 2 is expected as we set )1( −q values to 
share the remainder of the maximum likelihood value equally. 
We observe from equation (9), (11) and (20) that the loss of 
information increasing monotonically as we move into higher 
order fields.   
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The results for the decode-and-forward scheme in Fig 3 and 
Fig 4 were obtained for different inter-user channel conditions. 
The simulations were repeated for different fields. It is 
apparent from the results that for all finite fields, the sub-
optimal decoding at the relay yields a considerable diversity 
Optimal 
Sub-Optimal 
1111
1111Floating Point Operations
Finite Field Operations
0000
4096256164Floating Point Operations
Finite Field Operations
GF(64)GF(16)GF(4)GF(2)
Figure 2   Non binary LDPC GF(16) decode-and-forward 
comparison between optimal and sub-optimal decoder, N=312 
Figure 3 Decode-and-forward using sub-optimal decoding        
     at relay for nonbinary LDPC over GF(4), N=128 
Figure 4 Decode –and-forward using sub-optimal decoding      at 
relay for non-binary LDPC over GF(16), N=312 
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 gain and the reduced complexity makes it more appealing to 
be used at the relay. 
VI. CONCLUSION 
 
A cooperative communication scheme using non binary 
LDPC codes with a new reduced complexity decoder has been 
proposed showing that our decode-and-forward scheme based 
on the sub-optimal decoder can be used in a multi-user 
environment to achieve full transmit diversity. The sub-
optimal decoder reduces the decoding complexity of the check 
node processing significantly but any loss of performance 
appears to be marginal on the relay channel as seen in the 
simulation results. We conclude that the huge reduction in 
complexity more than makes up for the small degradation in 
performance on quasi-static relay channels, showing that 
coded cooperation with non-binary LDPC codes is now 
feasible. 
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