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Abstract
In this paper, we speed up the solution of inverse problems in Bayesian settings.
By computing the likelihood, the most expensive part of the Bayesian formula, one
compares the available measurement data with the simulated data. To get simulated
data, repeated solution of the forward problem is required. This could be a great
challenge. Often, the available measurement is a functional F (u) of the solution u or
a small part of u. Typical examples of F (u) are the solution in a point, solution on a
coarser grid, in a small subdomain, the mean value in a subdomain. It is a waste of
computational resources to evaluate, first, the whole solution and then compute a part
of it. In this work, we compute the functional F (u) direct, without computing the full
inverse operator and without computing the whole solution u.
The main ingredients of the developed approach are the hierarchical domain decom-
position technique, the finite element method and the Schur complements. To speed
up computations and to reduce the storage cost, we approximate the forward operator
and the Schur complement in the hierarchical matrix format. Applying the hierarchical
matrix technique, we reduced the computing cost to O(k2n log2 n), where k  n and
n is the number of degrees of freedom.
Up to the H-matrix accuracy, the computation of the functional F (u) is exact. To
reduce the computational resources further, we can approximate F (u) on, for instance,
multiple coarse meshes. The offered method is well suited for solving multiscale prob-
lems. A disadvantage of this method is the assumption that one has to have access to
the discretisation and to the procedure of assembling the Galerkin matrix.
Keywords: uncertainty quantification, Bayesian framework, likelihood, partial inverse,
domain decomposition, hierarchical matrices, H-matrices, elliptic problem, data-sparse H-
matrix approximation, multiscale, FEM
AMS 15A69, 65F10, 60H15, 60H35, 65C30
1 Introduction
In this work, we consider the elliptic boundary value problem with uncertain coefficients.
We use the Bayesian framework to compute the posterior probability for these coefficients.
†E-mail: alexander.litvinenko@kaust.edu.sa. King Abdullah University of Science and Technology
(KAUST), Thuwal, Saudi Arabia.
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Table 0.1: Notation
h, H grid step sizes on fine and coarse meshes
Vh, VH two finite element spaces, VH ⊂ Vh
f , fh, fH the right hand side, discretized on fine (h) and coarse (H) meshes
u, uh, uH the solution, computed on fine (h) and coarse (H) meshes
κ(x, Z) = eq(x,Z) uncertain permeability coefficient, depends on parameter vector Z
Z random parameter vector Z = (Z1, ..., ZnZ )
Ω, ∂Ω computational domain and its boundary
Θ space where parameter Z = (Z1, ..., Znz) is defined
VN vector space spanned on the basis {ϕ1(x), . . . , ϕN(x)}
I, IN index sets
Th, TH fine and coarse triangulations
TTh hierarchical domain decomposition tree
γω interface in the domain ω ⊂ Ω (also call “internal” boundary)
Γω = ∂ω boundary (also call “external” boundary)
dω dω :=
(
(fi)i∈I(ω) , (gi)i∈I(∂ω)
)
= (fω, gω)
a composed vector consisting of the right-hand side restricted to ω
and the Dirichlet boundary values gω = uh|∂ω
Fh, Gh two operators, such that uh = Fhfh + Ghgh,
yˆ true observations
y = yˆ + ε noisy observations
Φgω : RI(∂ω) → RI(γω) maps the boundary data defined on ∂ω to the
data defined on the interface γω
Φfω : RI(ω) → RI(γω) maps the right-hand side data defined on ω to the
data defined on γω.
Ψfω : RI(ω) → RI(∂ω) maps the whole subdomain to the external boundary
Ψgω : RI(∂ω) → RI(∂ω) maps the external boundary to the external boundary
u|γ restriction of the solution u onto the interface γ
HDD suggested here the hierarchical domain decomposition method
Computing the likelihood function in the Bayesian formula requires multiple solutions of
the forward problem and, therefore, could be expensive. But very often the whole solution
of the forward problem is not needed, only a part of the solution or a functional of the
solution is needed. Keeping this argument in mind, can we speed up the computations
by computing only what we need? The answer is positive. The structure of this work is
the following. The main idea is explained in Section 1.1. The stochastic forward problem is
described in Section 1.2. Bayesian updating for inferencing uncertain coefficients is described
in Section 1.3.
The main ingredient — the hierarchical domain decomposition (HDD) method — is
described in Section 2. The construction of the HDD method, including two main algorithms
“Leaves to Root” and “Root to Leaves”, is shown in Section 3. The hierarchical (H)- matrix
technique to speed up the construction process and H-matrix approximations of Ψgω and Ψfω
from H-matrix approximations of Ψgωi and Ψfωi , where ωi ⊂ ω, i = 1, 2, is shown in Section 4.
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Sections 5 and 5.2 are crucial in this work. In Section 5 we explain how to build functionals
of the solution with a reduces cost. Section 5.2 contains an example — computation of the
mean value in a subdomain.
1.1 The main idea
We combine the hierarchical domain decomposition method and the Schur complement to
obtain a fast and efficient algorithm for computing a partial inverse. To reduce the numerical
complexity further, we apply the hierarchical (H-) matrix techniques (Hackbusch, 1999).
Later we use this partial inverse for computing the solution in a subdomain, in a point,
the mean value over a subdomain and other functionals F (u). We call this method the
hierarchical domain decomposition (HDD) method [34]. This method was introduced by W.
Hackbusch in 2002 and later on it was developed in [34, 35, 25, 8, 1, 40]. The novelty of
this work is the application of the HDD method for computing the likelihood function in the
Bayesian formula. Some parts of HDD method are similar to the so-called, nested dissection
methods [60]. The utilizing of the hierarchical domain decomposition methods allows us to
solve problems with multiscale, jumping, oscillatory uncertain coefficients.
We consider an elliptic boundary value problem with uncertain L∞ coefficients and with
Dirichlet boundary condition (see more in Section 1.2):
−∇κ(x, Z)∇u(x, Z) = f(x), x ∈ Ω ⊂ R2, (1.1)
u = g(x), x ∈ ∂Ω, (1.2)
where κ(x, Z) is a random field dependent on a random parameter Z, Z = (Z1, ..., Znz) ∈ Rnz ,
nz ≥ 1, are a set of independent continuous random variables characterizing the random
coefficient of the governing equation. The solution u(x, Z) is a stochastic quantity
u(x, Z) : Ω× Rnz → Rn, (1.3)
where n is the number of finite element nodes in Ω.
The solution u(x, Z) belongs to H1(Ω) w.r.t. x and L2(Θ) w.r.t. Z. There is an estab-
lished theory about the existence and uniqueness of the solution to Eq. 1.1 under various
assumptions on κ and f ; see, for example, [2, 13, 16, 44, 49]. Here we assume that each
continuous random variable Zi has a prior distribution [42]
Fi(zi) = P (Zi ≤ zi) ∈ [0, 1], (1.4)
where P denotes probability and pii(zi) =
dFi(zi)
dzi
probability density function. The joint prior
density function for Z is piZ(z) =
∏nz
i=1 pii(zi). For the sake of simplicity, we will skip the
subscript Z and will write pi(z) for denoting the probability density function of the random
variable Z.
1.2 The forward problem
The elliptic boundary value problem, Equation 1.1, can represent incompressible single-phase
porous media flow or steady state heat conduction through a composite material. In the
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single-phase flow u is the flow potential, and κ is the permeability of the porous medium.
For heat conduction in composite materials, u is the temperature, −κ∇u is the heat flow
density, and κ is the thermal conductivity.
In [13, 16] it is shown that under additional assumptions on the right-hand side f and
special choices of the test space the problem Eq. 1.1 is well-posed. The case where the Lax-
Milgram theorem is not applicable (e. g. upper and lower constants κ, κ in 0 < κ < κ <
κ <∞ do not exist) is also considered in [49]. In [13] the authors analyze assumptions on κ
which were made in [2] to guarantee the uniqueness and the existence of the solution and to
offer a new method with much weakened assumptions. If the expansion for κ is truncated,
it is not guaranteed that the truncated κ will be strictly bounded from zero. As a result the
existence of the approximate solution to Eq. 1.1 is questionable, unless precautions are taken
as in [44]. The approach in [13] avoids this from the outset as the permeability coefficient
κ is the exponential of smoothed white noise and, as a result, the ellipticity condition is
maintained.
In [30, 31, 45, 61, 66] the authors develop iterative methods and preconditioners to solve
numerically discretized multi-parametric problems. In [12] the authors assume that the
solution has a low-rank canonical (CP) tensor format and develop methods for the CP-
formatted computation of level sets. In [48, 11] the authors analyzed tensor ranks of the
stochastic operator. The proper generalized decomposition was applied for solving high
dimensional stochastic problems in [53, 54]. In [28] authors employed newer tensor formats
for the approximation of coefficients and the solution of stochastic elliptic PDEs. Other
classical techniques to cope with high-dimensional problems are sparse grids [21, 5, 52] and
(quasi) Monte Carlo methods [18, 65, 32]. In [7, 6] authors approximate the polynomial
chaos expansion (PCE ) of the random input coefficient κ(x, Z) in the tensor train (TT)
data format. After that the solution u(x, Z) and post-processing are computed in the same
TT format. A low-rank tensor approximation of random fields, covariance matrices and set
of snapshots is done in[29, 39, 37].
1.3 Bayesian updating
In Bayesian settings, inverse problems and the problem of propagation of uncertainty through
a computational (forward) model are strongly connected. Prior and posterior probabilities
express our belief about possible values of the parameters Z before and after observations.
There are a lot of works, where authors are trying to speed up the Bayesian updating
procedure [43, 41, 50, 4]. In [57, 48, 36] authors build surrogate based techniques, reduce
stochastic dimension by using KLE and PCE expansions, ”linearize“ Bayesian formula [58,
59, 55] or build a non-linear Kalman filter extension [47, 46, 38].
In [10] authors develop an approach to Bayesian inference that entirely avoids Markov
chain simulation, by constructing a map that pushes forward the prior measure to the pos-
terior measure. The work [62] is devoted to optimal dimensionality reduction techniques for
the solution of goal-oriented linear-Gaussian inverse problems, where the quantity of interest
is a function of the inversion parameters. In [56] authors introduce a multiscale strategy for
Bayesian inference using transport maps.
We assume that Θ is a measure space with σ-algebra A and with a probability measure
P, and that q : Θ → Q and u : Θ → U are random variables (RVs). Often, we can not
Partial inversion of elliptic operator to speed up computation of Bayesian inference 5
observe the entity q ∈ Q directly, we can only see a ‘shadow’ of it, formally given by a
‘measurement operator’
Y : Q× U 3 (q, u) 7→ Y (q;u) ∈ Y , (1.5)
where κ(x, Z) = eq(x,Z). We assume that the space of possible measurements Y is a vector
space, which frequently may be regarded as finite dimensional, as one can only observe a
finite number of quantities.
The measurement operator Y with values in Y produces
y(Z) = Y (q(Z);u), u = u(q(Z)).
Examples of measurements are a) y(Z) =
∫
ω
u(Z, x)dx, ω ⊂ Ω, b) u in a few points. For
given f , the measurement y is just a function of q. This function is usually not invertible
since the measurement y does not contain enough information. In Bayesian framework state
of knowledge is modeled in a probabilistic way. The parameters q are uncertain, and assumed
as random. Bayesian setting allows updating/sharpening of information about q when the
measurement is performed. The problem of updating distribution—state of knowledge of q
becomes well-posed.
Usually the observation of the “truth” yˆ ∈ Rny will deviate from what we expect to
observe even if we knew the right q due to some model error , and the measurement will
be polluted by some measurement error ε. Hence we observe y = yˆ +  + ε. From this one
would like to know what q is. Let S : Rnz → Rny be the solution operator (for instance, the
inverse) of Eq. 1.1. For the sake of simplicity we will only consider one error term
y = yˆ + ε = S(Z) + ε, where ε subsumes all the errors, (1.6)
ε = (ε1, ..., εny) ∈ Rny are mutually independent random variables with probability density
functions pi(ε) =
∏ny
i=1 pi(εi). We assume here that RVs ε are independent of RVs Z.
The mapping in Eq. (1.5) is usually not invertible, and hence the problem is called ill-
posed. Modeling our lack-of-knowledge about q in a Bayesian way [64] by replacing them
with a Q-valued random variable (RV), the problem becomes well-posed [63]. But of course
one is looking now at the problem of finding a probability distribution that best fits the data;
and one also obtains a probability distribution of q. Here we focus on the use of Bayesian
approach [17].
Bayes’s theorem is commonly accepted as a consistent way to incorporate new knowledge
into a probabilistic description. It may be formulated as ([64] Ch. 1.5)
pi(z|y) = pi(y|z)∫
Θ
pi(y|z)piz(z)dzpiz(z), (1.7)
where piz(z) is the prior pdf of Z, pi(y|z) is the likelihood as a function of y for fixed prior
Z and pi(z|y) is the posterior probability density of Z conditioned on the data y. We follow
the notation from [42]. Most computational approaches determine the pdfs [41, 43, 63, 57].
To simplify notation, we will use piy(z) instead of pi(z|y) and L(z) to denote the likelihood
function pi(y|z). Equation 1.7 can be written as
piy(z) =
L(z)pi(z)∫
Θ
L(z)pi(z)dz
. (1.8)
Partial inversion of elliptic operator to speed up computation of Bayesian inference 6
Assuming independence on the measurement noise ε, the likelihood function is
L(z) = pi(y|z) =
ny∏
i=1
piεi(yi − Si(z)). (1.9)
2 Hierarchical domain decomposition method
We combine hierarchical matrix techniques (Hackbusch, 1999) and domain decomposition
methods to obtain fast and efficient algorithm for computing partial inverse, i.e. operators
F and G in Eq. 2.2. Later we use this partial inverse for computing the solution in a
subdomain, in a point, the mean value over a subdomain, a functional F (u). We call
this method the hierarchical domain decomposition (HDD) method [34]. This method was
introduced by Hackbusch (Multiscale Workshop, MPI, Leipzig 2002) and later on developed
in [34, 35, 25, 8, 24]. We formulated the main idea of the method in Section 2.1. We define
the hierarchical domain decomposition tree (see Fig. 2.2) in Section 2.2, give definitions of the
boundary-to-boundary mappings (Ψg) in Section 2.4, domain-to-boundary (Ψf ) mappings
in Section 2.3, boundary-to-interface (Φg) and domain-to-interface (Φf ) mappings which are
essential for the definition of the HDD method in Section 2.3.
2.1 The main idea of the HDD method
For a fixed parameter Z, Eq. 1.1 can be written as follow:
−∇κ(x)∇u(x) = f(x), x ∈ Ω ⊂ R2, (2.1)
u = g(x), x ∈ ∂Ω,
where x = (x1, x2). Let h and H will be fine and coarse meshes, used for discretisation of
Eq. 2.1. The subscript h near operator or function means that this operator or function was
discretised on a mesh with the step size h. In the following method the number of meshes
can be more than two (we speak about multiscale methods). The multiscale methods are
required for solving multiscale problems, i.e., problems when small scales are needed (vital)
and can not be neglected. Typically, solving the problem on a very fine scale is expensive or
even impossible. The remedy is to use combinations of scales, periodicity of the coefficients
etc [9, 51, 14].
The HDD method computes two discrete hierarchical solution operators Fh and Gh such
that:
uh = Fhfh + Ghgh, (2.2)
where uh = uh(fh, gh) is the FE solution of 2.1, fh the discretized right-hand side, and gh
the Dirichlet boundary data. Both operators Fh and Gh are approximated by H-matrices.
Let nh and nH be the numbers of degrees of freedom on a fine grid and on a coarse grid. In
general, we may use two (or more) different grids for the right-hand side and for the Dirichlet
data (e.g., operator FH and Gh).
Lemma 2.1 The complexities of the one-grid version and two-grid version of HDD are
O(nh log3 nh) and O(√nhnH log3√nhnH), respectively.
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The storage requirements of the one-grid version and two-grid version of HDD are
O(nh log2 nh) and O(√nhnH log2√nhnH), respectively.
Proof: see [34, 8] or Ch. 12 in [24].
Figure 2.1: (a) The solution u|γ on the interface γ can be computed with the auxiliary
operator Φ, by applying it to the right hand side f and to the boundary condition u|∂Ω; (b)
HDD can compute the solution in a subdomain ω ⊂ Ω; (c) HDD method can upscale fine
scale features onto a coarse mesh.
Three examples of possible problem setups on Fig. 2.1
(a) Suppose the solution on the boundary ∂Ω (Fig. 2.1 (a)) is given. One is interested in
the fast numerical approach which produces the solution u|γ on the interface γ. The
solution u|γ depends on the right-hand side and u|∂Ω, i.e. the solution on the external
boundary u|γ = Φ(u|∂Ω, f);
(b) The solution in a small subdomain ω ⊂ Ω is of interest (Fig. 2.1 (b)). To solve the
problem in ω the boundary values on ∂ω are required. How to produce them efficiently
from the global boundary data ∂Ω and the given right-hand side?
(c) The third possible problem setup is as follows. The solution on the interface or on a
very coarse mesh (see Fig. 2.1 (c)) is required. How to compute this solution effectively
without neglecting small scale features?
Other properties of the HDD method are listed below
1. HDD allows one to compute uh(fh, gh) for fh given in a smaller space VH ⊂ Vh.
2. HDD provides the possibility of finding uh restricted to a coarser grid with reduced
computational resources.
3. HDD shows big advantages in complexity for problems with multiple right-hand sides
and multiple Dirichlet data.
4. HDD is easy parallelizable.
5. If the problem contains repeated patterns (for instance, so-called cells in multi-scale
framework) then the computational resources can be reduced drastically.
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Figure 2.2: HDD contains two main algorithms “Leaves to Root” which computes auxiliary
mappings {Ψi,j} and Φij and “Root to Leaves” which computes the solution u|γi on the
interface γi.
2.2 Notation
Let Th be a triangulation of the spatial domain Ω. First, we decompose hierarchically the
given domain Ω (cf. [15]). The result of the decomposition is the hierarchical domain
decomposition tree TTh (see Fig. 2.2) with the following properties:
• Ω is the root of the tree,
• TTh is a binary tree,
• If ω ∈ TTh has two sons ω1, ω2 ∈ TTh , then
ω = ω1 ∪ ω2 and ω1, ω2 have no interior point in common,
• ω ∈ TTh is a leaf, if and only if ω ∈ Th.
The construction of TTh is straight-forward by dividing Ω recursively into subdomains. For
practical purposes, the subdomains ω1, ω2 must both be of size ≈ |ω|/2 and the internal
boundary
γω := ∂ω1\∂ω = ∂ω2\∂ω (2.3)
must not be too large (see Fig. 3.1 (left)).
Let I := I(Ω) and xi, i ∈ I, be the set of all nodal points in Ω (including nodal points
on the boundary). We define I(ω) as a subset of I with xi ∈ ω = ω. Similarly, we define
I(
◦
ω), I(Γω), I(γω), where Γω := ∂ω,
◦
ω = ω\∂ω, for the interior, for the external boundary
and for the interface.
Computing the discrete solution uh, Eq. 1.1, in Ω is equivalent to the computation of uh
on all γω, ω ∈ TTh , since I(Ω) = ∪ω∈TThI(γω). These computations are performed by using
the linear mappings Φfω, Φ
g
ω defined for all nodes ω ∈ TTh .
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1 2
3 4 5 6
87
9 10 11 12
inner boundary
extern boundary
Figure 2.3: Domain ω1 ∈ TTh with I(ω1) = {1, ..., 12}, I(∂ω1) = {3, 4, 5, 6, 7, 8, 9, 10, 11, 12},
I(γω1) = {1, 2} to be eliminated via Schur complement, I(Γω1) = {9, 7, 3, 4, 5, 6, 8, 12}.
On the next level, when ω1 will be coupled with ω2, the points I(γω) = {10, 11} will be
eliminated.
Notation 2.1 Let gω := u|I(∂ω) be the local Dirichlet data and fω := f |I(ω) be the local
right-hand side.
Definition 2.1 The mapping Φgω : RI(∂ω) → RI(γω) maps the boundary data defined on ∂ω
to the data defined on the interface γω. Φ
f
ω : RI(ω) → RI(γω) maps the right-hand side data
defined on ω to the data defined on γω.
The final aim is to compute the solution uh along γω in the form uh|γω = Φfωfω + Φgωgω,
ω ∈ TTh . For this purpose HDD builds the mappings Φω := (Φgω,Φfω), for all ω ∈ TTh . For
computing the mapping Φω, ω ∈ TTh , we, first, need to compute the auxiliary mapping
Ψω := (Ψ
g
ω,Ψ
f
ω) which will be defined later.
Thus, the HDD method consists of two steps: the first step is the construction of the
mappings Φgω and Φ
f
ω for all ω ∈ TTh . The second step is the recursive computation of the
solution uh. In the second step HDD applies the mappings Φ
g
ω and Φ
f
ω to the local Dirichlet
data gω and to the local right-hand side fω.
Notation 2.2 Let ω ∈ TTh and
dω :=
(
(fi)i∈I(ω) , (gi)i∈I(∂ω)
)
= (fω, gω) (2.4)
be a composed vector consisting of the right-hand side from Eq. 1.1 restricted to ω and the
Dirichlet boundary values gω = uh|∂ω (see also Notation 2.1).
Note that gω coincides with the global Dirichlet data in Eq. 1.1 only when ω = Ω. For all
other ω ∈ TTh we compute gω in (Eq. 2.4) by the algorithm “Root to Leaves” (see Section
3.4).
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Assuming that the elliptic boundary value problem, Eq. 2.1, restricted to ω is solvable, we
can define the local FE solution by solving the following discrete problem in the variational
form [22]: {
aω(Uω, bj) = (fω, bj)L2(ω) , ∀ j ∈ I(
◦
ω),
Uω(xj) = gj, ∀ j ∈ I(∂ω).
(2.5)
Here, bj is the P
1-Lagrange basis function at xj and aω(·, ·) is the bilinear form (see Eq. 1.1)
with integration restricted to ω and (fω, bj) =
∫
ω
fω bj dx.
Let Uω ∈ Vh be the solution of (Eq. 2.5) in ω. The solution Uω depends on the Dirichlet
data on ∂ω and the right-hand side in ω. Dividing problem (Eq. 2.5) into two subproblems
(Eq. 2.6) and (Eq. 2.7), we obtain Uω = U
f
ω + U
g
ω, where U
f
ω is the solution of{
aω(U
f
ω , bj) = (fω, bj)L2(ω) , ∀ j ∈ I(
◦
ω),
U fω (xj) = 0, ∀ j ∈ I(∂ω)
(2.6)
and U gω is the solution of {
aω(U
g
ω, bj) = 0, ∀ j ∈ I(
◦
ω),
U gω(xj) = gj, ∀ j ∈ I(∂ω).
(2.7)
If ω = Ω then (Eq. 2.5) is equivalent to the initial problem Eq. 2.1 in the weak formulation.
2.3 Mapping Φω = (Φ
g
ω,Φ
f
ω)
In this section we define mappings Φω, Φ
g
ω, Φ
f
ω. We consider ω ∈ TTh with two sons ω1, ω2.
Considering once more the data dω from (Eq. 2.4), U
f
ω from (Eq. 2.6) and U
g
ω from (Eq. 2.7),
we define Φfω(fω) and Φ
g
ω(gω) by(
Φfω(fω)
)
i
:= U fω (xi) ∀i ∈ I(γω) (2.8)
and
(Φgω(gω))i := U
g
ω(xi) ∀i ∈ I(γω). (2.9)
Since Uω = U
f
ω + U
g
ω, we obtain
(Φω(dω))i := Φ
g
ω(gω) + Φ
f
ω(fω) = U
f
ω (xi) + U
g
ω(xi) = Uω(xi) (2.10)
for all i ∈ I(γω).
Hence, Φω(dω) is the trace of Uω on γω. Definition in (Eq. 2.10) says that if the data dω are
given then Φω computes the solution of (Eq. 2.5). Indeed, Φωdω = Φ
ggω + Φ
ffω. Note that
the solution uh of the initial global problem coincide with Uω in ω, i.e., uh|ω = Uω.
2.4 Mapping Ψω = (Ψ
g
ω,Ψ
f
ω)
In this section we define mappings Ψω, Ψ
g
ω, Ψ
f
ω.
First, we define the mapping Ψfω from (Eq. 2.6) as(
Ψfω(dω)
)
i∈I(∂ω) := aω(U
f
ω , bi)− (fω, bi)L2(ω) , (2.11)
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where U fω ∈ Vh, U fω |∂ω = 0 and
a(U fω , bi)− (f, bi) = 0, for ∀i ∈ I(
◦
ω).
Second, we define the mapping Ψgω from (Eq. 2.7) by setting
(Ψgω(dω))i∈I(∂ω) := aω(U
g
ω, bi)− (fω, bi)L2(ω) = aω(U gω, bi)− 0 = aω(U gω, bi), (2.12)
where U gω ∈ Vh and (Ψgω(dω))i = 0 for ∀i ∈ I(
◦
ω).
The linear mapping Ψω, which maps the data dω given by (Eq. 2.4) to the boundary data
on ∂ω, is given in the component form as
Ψω(dω) = (Ψω(dω))i∈I(∂ω) := aω(Uω, bi)− (fω, bi)L2(ω) . (2.13)
By definition Ψω is linear in (fω, gω) and can be written as Ψω(dω) = Ψ
f
ωfω + Ψ
g
ωgω. Here
Uω is the solution of the local problem (Eq. 2.5) and it coincides with the global solution on
I(ω).
2.5 Φω and Ψω in terms of the Schur Complement Matrix
Let the linear system Au = Fc for ω ∈ TTh be given. In Sections 3.1 and 3.3 we explain how
to obtain the matrices A and F . A is the stiffness matrix for the domain ω after elimination
of the unknowns corresponding to I(
◦
ω \γω). The matrix F comes from the applied numerical
integration rule [34].
We will write for simplicity γ instead of γω. Thus, A : RI(∂ω∪γ) → RI(∂ω∪γ), u ∈
RI(∂ω∪γ), F : RI(ω) → RI(∂ω∪γ) and c ∈ RI(ω). Decomposing the unknown vector u into
two components u1 ∈ RI(∂ω) and u2 ∈ RI(γ), obtain
u =
(
u1
u2
)
.
The component u1 corresponds to the boundary ∂ω and the component u2 to the interface
γ. Then the equation Au = Fc becomes(
A11 A12
A21 A22
)(
u1
u2
)
=
(
F1
F2
)
c, (2.14)
where
A11 : RI(∂ω) → RI(∂ω), A12 : RI(γ) → RI(∂ω),
A21 : RI(∂ω) → RI(γ), A22 : RI(γ) → RI(γ),
F1 : RI(ω) → RI(∂ω), F2 : RI(ω) → RI(γ).
The elimination of the internal points is done as it is shown in (Eq. 2.15). To eliminate
the variables u2, we multiply both sides of (Eq. 2.14) by A12A
−1
22 , subtract the second row
from the first, and obtain(
A11 − A12A−122 A21 0
A21 A22
)(
u1
u2
)
=
(
F1 − A12A−122 F2
F2
)
c. (2.15)
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We rewrite the last system as two equations
A˜u1 := (A11 − A12A−122 A21)u1 = (F1 − A12A−122 F2)c,
u2 = A
−1
22 F2c− A−122 A21u1.
(2.16)
The explicit expressions for the mappings Ψω and Φω follow from (Eq. 2.16):
Ψgω := A11 − A12A−122 A21, Ψfω := F1 − A12A−122 F2, (2.17)
Φgω := −A−122 A21, Φfω := A−122 F2. (2.18)
3 Construction Process
In this section we explain the recursive construction of mappings Ψgω, Ψ
f
ω, Φ
g
ω and Φ
f
ω.
3.1 Initialisation of the Recursion
This section explains how to compute mapping Ψfω for the leaves of TTh and how it is
connected with the quadrature rule.
Our purpose is to get for each triangle ω ∈ Th, the system of linear equations
A · u = c˜ := F · c, (3.1)
where A is the stiffness matrix, c the discrete values of the right-hand side in the nodes of
ω and F will be defined later. The matrix coefficients Aij are computed by the formula
Aij =
∫
ω
κ(x)〈∇bi(x) · ∇bj(x)〉dx, (3.2)
where bi(x) is a piecewise linear basis function [22]. For ω ∈ Th, F ∈ R3×3 comes from
the discrete integration and the matrix coefficients Fij are computed using (Eq. 3.5). The
components of c˜ can be computed as follows:
c˜i =
∫
ω
fbidx ≈ f(x1)bi(x1) + f(x2)bi(x2) + f(x3)bi(x3)
3
· |ω|, (3.3)
where xi, i ∈ {1, 2, 3}, are three vertices of the triangle ω ∈ TTh , bi(xj) = 1 if i = j and
bi(xj) = 0 otherwise. Rewrite (Eq. 3.3) in matrix form:
c˜ =
 c˜1c˜2
c˜3
 ≈ 1
3
 b1(x1) b1(x2) b1(x3)b2(x1) b2(x2) b2(x3)
b3(x1) b3(x2) b3(x3)
 f(x1)f(x2)
f(x3)
 , (3.4)
where f(xi), i = 1, 2, 3, are the values of the right-hand side f in the vertices of ω. Then
denote
F :=
1
3
 b1(x1) b1(x2) b1(x3)b2(x1) b2(x2) b2(x3)
b3(x1) b3(x2) b3(x3)
 ≈ 1
3
 1 0 00 1 0
0 0 1
 and c :=
 f(x1)f(x2)
f(x3)
 . (3.5)
Thus, Ψgω corresponds to the matrix A ∈ R3×3 and Ψfω to F ∈ R3×3.
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3.2 The Recursion
This section explains how to build Ψω from Ψω1 and Ψω2 , with ω ∈ TTh and ω1, ω2 be two
sons of ω. The coefficients of Ψω can be computed by (Eq. 2.13). The external boundary Γω
of ω splits into (see Fig. 3.1 (left))
Γω,1 := ∂ω ∩ ω1, Γω,2 := ∂ω ∩ ω2. (3.6)
For simplicity of further notations, we will write γ instead of γω.
Notation 3.1 Recall that I(∂ωi) = I(Γω,i) ∪ I(γ). We denote the restriction of Ψωi :
RI(∂ωi) → RI(∂ωi) to I(γ) by γΨω := (Ψω)|i∈I(γ).
Suppose that by induction, the mappings Ψω1 , Ψω2 are known for the sons ω1, ω2. Now, we
explain how to construct Ψω and Φω.
Lemma 3.1 Let the data d1 = dω1, d2 = dω2 be given by (Eq. 2.4). Data d1 and d2 coincide
along γω, i.e.,
• (consistency conditions for the boundary)
g1,i = g2,i ∀i ∈ I(ω1) ∩ I(ω2), (3.7)
• (consistency conditions for the right-hand side)
f1,i = f2,i ∀i ∈ I(ω1) ∩ I(ω2). (3.8)
If the local FE solutions uh,1 and uh,2 of the problem (2.5) for the data d1, d2 satisfy the
additional equation
γΨω1(d1) +
γΨω2(d2) = 0, (3.9)
then the composed solution uh defined by assembling
uh(xi) =
{
uh,1(xi) for i ∈ I(ω1),
uh,2(xi) for i ∈ I(ω2) (3.10)
satisfies (Eq. 2.5) for the data dω = (f, g) where
fi =
{
f1,i for i ∈ I(ω1),
f2,i for i ∈ I(ω2), (3.11)
gi =
{
g1,i for i ∈ I(Γω,1),
g2,i for i ∈ I(Γω,2). (3.12)
Proof: Note that the index sets in (Eq. 3.10)-(Eq. 3.12) overlap. Let ω1 ∈ TTh , f1,i = fi,
i ∈ I(ω1), and g1,i = gi, i ∈ I(∂ω1). Then the existence of the unique solutions of (Eq. 2.5)
gives uh,1(xi) = uh(xi), ∀i ∈ I( ◦ω1).
In a similar manner we get uh,2(xi) = uh(xi) , ∀i ∈ I( ◦ω2). Equation (Eq. 2.13) gives
( γΨω1(d1))i∈I(γ) = aω1(uh, bi)− (fω1 , bi)L2(ω1) (3.13)
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Figure 3.1: (left) Domain ω and its two sons ω1 and ω2. Here γω is the internal boundary
and Γω,i, i = 1, 2, parts of the external boundaries, see (Eq. 3.6). (right) The support of
basis function bj, xj ∈ ω1 and xj ∈ ω2.
and
( γΨω2(d2))i∈I(γ) = aω2(uh, bi)− (fω2 , bi)L2(ω2) . (3.14)
The sum of the two last equations (see Figure 3.1 (right)) and (Eq. 3.9) give
0 = γΨω(dω)i∈I(γ) = aω(uh, bi)− (fω, bi)L2(ω). (3.15)
We see that uh satisfies (Eq. 2.5). 
Note that
uh,1(xi) = g1,i = g2,i = uh,2(xi) holds for i ∈ I(ω1) ∩ I(ω2).
Next, we use the decomposition of the data d1 into the components
d1 = (f1, g1,Γ, g1,γ), (3.16)
where
g1,Γ := (g1)i∈I(Γω,1), g1,γ := (g1)i∈I(γ) (3.17)
and similarly for d2 = (f2, g2,Γ, g2,γ).
The decomposition g ∈ RI(∂ωj) into gj,Γ ∈ RI(Γω,j) and gj,γ ∈ RI(γ) implies the decomposition
of Ψgωj : R
I(∂ωj) → RI(∂ωj) into ΨΓωj : RI(Γω,j) → RI(∂ωj) and Ψγωj : RI(γ) → RI(∂ωj), j = 1, 2.
Thus, Ψgω1gω1 = Ψ
Γ
ω1
g1,Γ + Ψ
γ
ω1
g1,γ and Ψ
g
ω2
gω2 = Ψ
Γ
ω2
g2,Γ + Ψ
γ
ω2
g2,γ.
The maps Ψω1 , Ψω2 become
Ψω1d1 = Ψ
f
ω1
f1 + Ψ
Γ
ω1
g1,Γ + Ψ
γ
ω1
g1,γ, (3.18)
Ψω2d2 = Ψ
f
ω2
f2 + Ψ
Γ
ω2
g2,Γ + Ψ
γ
ω2
g2,γ. (3.19)
Definition 3.1 We will denote the restriction of Ψγωj : R
I(γ) → RI(∂ωj) to I(γ) by
γΨγωj : R
I(γ) → RI(γ),
where j = 1, 2 and ∂ωj = Γω,j ∪ γ.
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Restricting (Eq. 3.18), (Eq. 3.19) to I(γ), we obtain from (Eq. 3.9) and g1,γ = g2,γ =: gγ
that (
γΨγω1 +
γΨγω2
)
gγ = (−Ψfω1f1 −ΨΓω1g1,Γ −Ψfω2f2 −ΨΓω2g2,Γ)|I(γ).
Next, we set M := −( γΨγω1 + γΨγω2). and after computing M−1, we obtain:
gγ = M
−1(Ψfω1f1 + Ψ
Γ
ω1
g1,Γ + Ψ
f
ω2
f2 + Ψ
Γ
ω2
g2,Γ)|I(γ). (3.20)
Remark 3.1 The inverse matrix M−1 exists since it is the sum of positive definite matrices
corresponding to the mappings γΨγω1 ,
γΨγω2.
Remark 3.2 Since gγ,i = uh(xi), i ∈ I(γ), we have determined the map Φω (it acts on the
data dω composed by f1, f2, g1,Γ, g2,Γ).
Remark 3.3 We have the formula Ψω(dω) = Ψω1(d1) + Ψω2(d2), where
dω = (fω, gω), d1 = (f1, g1,Γ, g1,γ), d2 = (f2, g2,Γ, g2,γ),
g1,γ = g2,γ = M
−1(Ψfω1f1 + Ψ
Γ
ω1
g1,Γ + Ψ
f
ω2
f2 + Ψ
Γ
ω2
g2,Γ)|I(γ). (3.21)
Here (fω, gω) is build as in (Eq. 3.11)-(Eq. 3.12) and (Eq. 3.7),(Eq. 3.8) are satisfied.
Conclusion:
Thus, using the given mappings Ψω1 , Ψω2 , defined on the sons ω1, ω2 ∈ TTh , we can compute
Φω and Ψω for the father ω ∈ TTh .
3.3 Building of Matrices Ψω and Φω from Ψω1 and Ψω2
Let ω, ω1 where ω2 ∈ TTh and ω1, ω2 are sons of ω. Recall that ∂ωi = Γω,i ∪ γ. Suppose we
have two linear systems of equations for ω1 and ω2 which can be written in the block-matrix
form: (
A
(i)
11 A
(i)
12
A
(i)
21 A
(i)
22
)(
u
(i)
1
u
(i)
2
)
=
(
F
(i)
11 F
(i)
12
F
(i)
21 F
(i)
22
)(
c
(i)
1
c
(i)
2
)
, i = 1, 2, (3.22)
where γ := γω,
A
(i)
11 : RI(Γω,i) → RI(Γω,i), A(i)12 : RI(γ) → RI(Γω,i),
A
(i)
21 : RI(Γω,i) → RI(γ), A(i)22 : RI(γ) → RI(γ),
F
(i)
11 : RI(ωi\γ) → RI(∂ωi), F (i)12 : RI(γ) → RI(∂ωi),
F
(i)
21 : RI(ωi\γ) → RI(γ), F (i)22 : RI(γ) → RI(γ).
Both the equations in (Eq. 3.22) are analogous to (Eq. 3.18) and (Eq. 3.19). Note that
c
(1)
2 = c
(2)
2 and u
(1)
2 = u
(2)
2 because of the consistency conditions (see (Eq. 3.7),(Eq. 3.8)) on
the interface γ. The system of linear equations for ω be A
(1)
11 0 A
(1)
12
0 A
(2)
11 A
(2)
12
A
(1)
21 A
(2)
21 A
(1)
22 + A
(2)
22

 u
(1)
1
u
(2)
1
u
(1)
2
 =
 F
(1)
11 0 F
(1)
12
0 F
(2)
11 F
(2)
12
F
(1)
21 F
(2)
21 F
(1)
22 + F
(2)
22

 c
(1)
1
c
(2)
1
c
(1)
2
 . (3.23)
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See the left matrix on Fig. A.1 and the right matrix on Fig. A.2 in the Appendix. Using the
notation
A˜11 :=
(
A
(1)
11 0
0 A
(2)
11
)
, A˜12 :=
(
A
(1)
12
A
(2)
12
)
,
A˜21 := (A
(1)
21 , A
(2)
21 ), A˜22 := A
(1)
22 + A
(2)
22 ,
u˜1 :=
(
u
(1)
1
u
(2)
1
)
, u˜2 := u
(1)
2 = u
(2)
2 ,
F˜1 :=
(
F
(1)
11 0 F
(1)
12
0 F
(2)
11 F
(2)
12
)
, F˜2 :=
(
F
(1)
21 , F
(2)
21 , F
(1)
22 + F
(2)
22
)
,
c˜1 :=
(
c
(1)
1
c
(2)
1
)
, c˜2 := c
(1)
2 = c
(2)
2 , c˜ :=
(
c˜1
c˜2
)
,
the system (Eq. 3.23) can be rewritten as(
A˜
(i)
11 A˜
(i)
12
A˜
(i)
21 A˜
(i)
22
)(
u˜1
u˜2
)
=
(
F˜1
F˜2
)
c˜. (3.24)
The system (Eq. 3.24), indeed, coincides with (Eq. 2.14). After elimination of variables u
(2)
1
(on the interface), we obtain the matrices as it shown in Figures 4.1 and 4.2.
3.4 Algorithms “Leaves to Root” and “Root to Leaves”
The scheme of the recursive process of computing Ψω and Φω from Ψω1 and Ψω2 for all
ω ∈ TTh is shown in Fig. 2.2 (left). We call this process “Leaves to Root”:
1. Compute Ψfω ∈ R3×3 and Ψgω ∈ R3×3 on all leaves of TTh (triangles of Th) by (Eq. 3.2)
and (Eq. 3.5).
2. Compute recursive from leaves to root Φω and Ψω from Ψω1 ,Ψω2 . Store Φω and delete
Ψω1 ,Ψω2 .
3. Stop if ω = Ω.
Remark 3.4 The result of this algorithm will be a collection of mappings {Φω : ω ∈ TTh}.
The mappings Ψω, ω ∈ TTh, are only of auxiliary purpose and need not stored.
The algorithm which applies the mappings Φω = (Φ
g
ω,Φ
f
ω) to compute the solution we call
“Root to Leaves”. This algorithm starts from the root and ends on the leaves. Figure 2.2
(right) presents the scheme of this algorithm.
Let the data dω = (fω, gω), ω = Ω, be given. We can then compute the solution uh of the
initial problem as follows.
The Algorithm “Root to Leaves”:
1. Start with ω = Ω.
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2. Given dω = (fω, gω), compute the solution uh on the interior boundary γω by Φω(dω).
3. Build the data dω1 = (fω1 , gω1), dω2 = (fω2 , gω2) from dω = (fω, gω) and
gγω := Φω(dω).
4. Repeat the same for the sons of ω1 and ω2.
5. End if ω does not contain internal nodes.
Since uh(xi) = gγ,i, the set of values (gγω), for all ω ∈ TTh , results the solution of the initial
problem (Eq. 1.1) in the whole domain Ω.
4 Hierarchical matrix approximation
The mappings Ψω and Φω correspond to dense matrices. Hence, the described HDD method
is practical only for small dimensions, and requires a low-rank approximation for large di-
mensions. The mappings (matrices) Ψω and Φω can be represented in the H-matrix format
and all steps of the computation can be performed with the hierarchical matrix arithmetic.
The matrices Φgω : RI(∂ω) → RI(γω), Φfω : RI(ω) → RI(γω), Ψfω : RI(ω) → RI(∂ω), have
rectangular format. The matrix Ψgω : RI(∂ω) → RI(∂ω) is quadratic. For Φg, Ψg we use
the standard admissibility condition (see Fig. 4.1). The matrices Ψfω and Φ
f
ω are very thin
and may require a new admissibility condition, which result in a more balanced sub-block
partitioning (see Fig. 4.2).
4.1 Introduction into Hierarchical matrices
The hierarchical matrices (H-matrices) have been used in a wide range of applications since
their introduction in 1999 by Hackbusch [23]. They provide a format for the data-sparse
representation of fully-populated matrices. Suppose there are two matrices A ∈ Rn×k and
B ∈ Rm×k, k  min(n,m), which defines a rank-k matrix R = ABT , R ∈ Rn×m. The storage
requirement for matrices A and B is k(n+m) instead of n ·m for matrix R. Let M ∈ RI×I
and the block cluster tree TI×I defines the block partitioning P of the set I × I. This
partitioning indicates which subblocks of M can be approximated by rank-k matrices with a
good accuracy (we call such blocks admissible blocks). One of the biggest advantages of H-
matrices is that the complexity of the H-matrix addition, multiplication, Schur complement
and inversion is O(k2n logq n), q = 1, 2, see [26], [23]. For further details of the H-matrix
construction see [20, 19, 3].
Definition 4.1 Let L+(TI×J) be the set of all admissible blocks of TI×J . We define the set
of H-matrices with the maximal rank k as
H(TI×J , k) := {M ∈ RI×J | rank(M |b) ≤ k for all b ∈ L+(TI×J)}.
In [33] authors prove the existence of an H-matrix approximation of the inverse (Assump-
tion 2) and of the Schur complement (Theorem 1).
The following proposition follows from Theorem 1 ([33]) and results from [27].
Proposition 4.1 The matrices Ψgω ∈ RI(∂ω)×I(∂ω), Ψfω ∈ RI(∂ω)×I(ω), Φfω ∈ RI(∂ω)×I(ω) and
Φgω ∈ RI(γω)×I(∂ω) for all ω ∈ TTh can be effectively approximated by H-matrices.
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Figure 4.1: An H-matrix approximation to (Ψgω)H ∈ RI×I , I := I(∂ω). The dark blocks
are dense matrices and grey blocks are low-rank matrices. The numbers inside the blocks
indicate ranks of these blocks.
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Figure 4.2: An H-matrix approximation to (Ψfω)H ∈ RI×J , I := I(∂ω), J := J(ω), |I| = 256,
|I| = 4225. The dark blocks are dense matrices and grey blocks are low-rank matrices. The
numbers inside the blocks are ranks of these blocks. The white blocks are zero blocks.
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5 Fast Evaluation of Functionals
In this section we describe how to use Φfω and Φ
g
ω for building different linear functionals of
the solution. Indeed, the functional λ is determined in the same way as Ψω.
If the solution u in a subdomain ω ∈ TTh is known, the mean value µ(ω) can be computed
by the following formula
uω := µ(ω) =
∫
ω
u(x)dx
|ω| =
∑
t∈Th(ω)
|t|
3
(u1 + u2 + u3)
|ω| , (5.1)
where u is affine on each triangle t with values u1, u2, u3 at the three corners and Th(ω) is
the collection of all triangles in ω. If the solution u is unknown, we would like to have a
linear functional λω(f, g), ω ∈ TTh , which computes the mean value µω of the solution in ω.
Below we list some examples of problems which can be solved by using linear functionals.
Example 5.1 The given domain Ω is decomposed into p subdomains Ω =
⋃p
i=1 Ωi. We
denote the set of nodal points on the interface by IΣ. The computation of the solution in the
whole domain Ω can be expensive (or even impossible in a reasonable time) and, therefore,
as an alternative, HDD offers the solution on the interface IΣ and the mean values inside
Ωi, i = 1, ..., p (see Fig. 5.1).
. . . .
.
.
.
.
.
.
.
.
.
.
.
.
mean value
Ω
h
H
TH
Th
Tr
Figure 5.1: (left) HDD computes the solution on a coarse mesh (or interface I(Σ)) and the
mean value inside of each cell. (right) Algorithm “Leaves to Root” goes through the whole
tree, but “Root to leaves” starts in the root, goes through TTH and finishes on a coarse level
with the mesh size H (marked with the red line). After that the mean value inside of each
coarse cell (of size H ×H) is computed.
Example 5.2 To compute the FE solution uh(xi) in a fixed nodal point xi ∈ Ω, i.e., to
define how the solution uh(xi) depends on the given FE Dirichlet data gh ∈ RI(∂Ω) and the
FE right-hand side fh ∈ RI(Ω).
5.1 Computing the mean value in all ω ∈ TTh
Let ω = ω1 ∪ ω2, ω1 ∩ ω2 6= ∅, with ω, ω1, ω2 ∈ TTh . To simplify the notation, we will write
di := dωi and (fi, gi) instead of (fωi , gωi), i = 1, 2 (see also Fig. 2.3). Recall the following
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notation (see (Eq. 3.16), (Eq. 3.17)):
Γ := ∂ω, Γω,1 := ∂ω ∩ ω1, Γω,2 := ∂ω ∩ ω2, then
d1 = (f1, g1) = (f1, g1,Γ, g1,γ), d2 = (f2, g2) = (f2, g2,Γ, g2,γ), where (5.2)
g1,Γ = (g1)|Γω,1 , g1,γ = (g1)|γ,
g2,Γ = (g2)|Γω,2 , g2,γ = (g2)|γ. (5.3)
We consider a linear functional λω with the properties:
λω(dω) = (λ
g
ω, gω) + (λ
f
ω, fω), (5.4)
λω(dω) = c1λω1(dω1) + c2λω2(dω2), (5.5)
where λgω : RI(∂ω) → R, λfω : RI(ω) → R and (·, ·) is the scalar product of two vectors.
Definition 5.1 Let ω1 ⊂ ω, λfω1 : RI(ω1) → R. a) We define the following extension of λfω1
(λfω1|ω)i :=
{
(λfω1)i for i ∈ I(ω1),
0 for i ∈ I(ω \ ω1),
where (λfω1|ω) : RI(ω) → R. b) The extension of the functional λg1,Γ : RI(Γω,1) → R is defined
as
(λg1,Γ|Γ)i :=
{
(λg1,Γ)i for i ∈ I(Γω,1),
0 for i ∈ I(Γ \ Γω,1),
where (λg1,Γ|Γ) : RI(Γ) → R.
Definition 5.2 Using (Eq. 5.3), we obtain the following decompositions
λgω1 = (λ
g
1,Γ, λ
g
1,γ) and λ
g
ω2
= (λg2,Γ, λ
g
2,γ), where λ
g
1,Γ : RI(Γω,1) → R, λg1,γ : RI(γ) → R,
λg2,Γ : RI(Γω,2) → R, λg2,γ : RI(γ) → R.
Lemma 5.3 Let λω(dω) satisfy (Eq. 5.4) and (Eq. 5.5) with ω = ω1 ∪ ω2. Let λgω1, λgω2, λfω1
and λfω2 be the vectors for the representation of the functionals λω1(dω1) and λω2(dω2). Then
the vectors λfω, λ
g
ω for the representation
λω(dω) = (λ
f
ω, fω) + (λ
g
ω, gω), where fω ∈ RI(ω), gω ∈ RI(∂ω), (5.6)
are given by
λfω = λ˜
f
ω + (Φ
f
ω)
Tλgγ,
λgω = λ˜
g
ω + (Φ
g
ω)
Tλgγ,
λ˜fω := c1λ
f
ω1
|ω + c2λfω2|ω, (5.7)
λ˜gΓ := c1λ
g
1,Γ|Γ + c2λg2,Γ|Γ, (5.8)
λgγ = c1λ
g
1,γ + c2λ
g
2,γ. (5.9)
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Proof: Let dω1 , dω2 be the given data and λω1 and λω2 be the given functionals. Then the
functional λω satisfies
λω(dω)
(Eq. 5.5)
= c1λω1(dω1) + c2λω2(dω2)
(Eq. 5.4)
= c1((λ
f
ω1
, f1) + (λ
g
ω1
, g1)) + c2((λ
f
ω2
, f2) + (λ
g
ω2
, g2)).
Using the decomposition (Eq. 5.2), we obtain
λω(dω) = c1(λ
f
ω1
, f1) + c2(λ
f
ω2
, f2) + c1((λ
g
1,Γ, g1,Γ) + (λ
g
1,γ, g1,γ)) (5.10)
+ c2((λ
g
2,Γ, g2,Γ) + (λ
g
2,γ, g2,γ)). (5.11)
The consistency of the solution implies g1,γ = g2,γ =: gγ. From the Definition 5.1 follows
(λfω1 , f1) = (λ
f
ω1
|ω, fω), (λfω2 , f2) = (λfω2|ω, fω),
(λg1,Γ, g1,Γ) = (λ
g
1,Γ|Γ, gω), (λg2,Γ, g2,Γ) = (λg2,Γ|Γ, gω).
Then, we substitute last expressions in (Eq. 5.10) to obtain
λω(dω) = (c1λ
f
ω1
|ω + c2λfω2|ω, fω) + (c1λg1,Γ|Γ + c2λg2,Γ|Γ, gω) (5.12)
+(c1λ
g
1,γ + c2λ
g
2,γ, gγ).
Set λ˜fω := c1λ
f
ω1
|ω + c2λfω2|ω, λ˜gΓ := c1λg1,Γ|Γ + c2λg2,Γ|Γand λgγ := c1λg1,γ + c2λg2,γ.
From the algorithm “Root to Leaves” we know that
gγ = Φω(dω) = Φ
g
ω · gω + Φfω · fω. (5.13)
Substituting gγ from (Eq. 5.13) in (Eq. 5.12), we obtain
λω(dω) = (λ˜
f
ω, fω) + (λ˜
g
ω, gω) + (λ
g
γ,Φ
g
ωgω + Φ
f
ωfω)
= (λ˜fω + (Φ
f
ω)
Tλgγ, fω) + (λ˜
g
ω + (Φ
g
ω)
Tλgγ, gω).
We define λfω := λ˜
f
ω + (Φ
f
ω)
Tλgγ and λ
g
ω := λ˜
g
ω + (Φ
g
ω)
Tλgγ and obtain
λω(dω) = (λ
f
ω, fω) + (λ
g
ω, gω). (5.14)

Example 5.4 Lemma 5.3 with c1 =
|ω1|
|ω| , c2 =
|ω2|
|ω| can be used to compute the mean values
in all ω ∈ TTh.
5.2 Algorithms for computing the mean values
Below we describe two algorithms which are required for computing mean values in ω ∈ TTh .
These algorithms compute vectors λgω and λ
f
ω respectively.
The initialisation is λgω := (
1
3
, 1
3
, 1
3
), λfω := (0, 0, 0) for all leaves of TTh . Let λ
g
1 := λ
g
ω1
,
λg2 := λ
g
ω2
. The algorithms for building λgω and λ
f
ω for all ω ∈ TTh , which have internal nodes,
are the following:
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Algorithm 5.1 (Building of λgω)
build functional g(λg1, λ
g
2, Φ
g
ω,...)
begin
allocate memory for λgω;
for all i ∈ I(Γω,1) do
λgω[i]+ = c1λ
g
1[i];
for all i ∈ I(Γω,2) do
λgω[i]+ = c2λ
g
2[i];
for all i ∈ I(γ) do
z[i] = c1λ
g
1[i] + c2λ
g
2[i];
v := (Φgω)
T · z;
for all i ∈ I(∂ω) do
λgω[i] := λ
g
ω[i] + v[i];
return λgω;
end;
Let λf1 := λ
f
ω1
, λf2 := λ
f
ω2
.
Algorithm 5.2 (Building of λfω)
build functional f(λf1 , λ
f
2 , Φ
f
ω,...)
begin
for all i ∈ I(ω1\γ) do
λfω[i]+ = c1λ
f
1 [i];
for all i ∈ I(ω2\γ) do
λfω[i]+ = c2λ
f
2 [i];
for all i ∈ I(γ) do
z[i] = c1λ
f
1 [i] + c2λ
f
2 [i];
v := (Φfω)
T · z;
for all i ∈ I(ω) do
λfω[i] := λ
f
ω[i] + v[i];
return λfω;
end;
Remark 5.1 a) If only the functionals λω, ω ∈ TTh, are of interest, the maps Φω need not
be stored.
b) For functionals with local support in some ω0 ∈ TTh, it suffices that Φω is given for all
ω ∈ TTh with ω ⊃ ω0, while λω0(dω0) is associated with ω0 ∈ TTh. The computation of
Λ(uh) = λ(d) starts with the recursive evaluation of Φω for all ω ⊃ ω0. Then the data dω0
are available and λω0 can be applied.
5.3 Solution in a Subdomain
Suppose that the solution is only required in a small subdomain ω ∈ TTh (Fig. 5.2, left). For
this purpose, the HDD method requires much less computational resources as usual. The
algorithm “Leaves to Root” is performed completely, but the algorithm “Root to Leaves”
computes the solution only on the internal boundaries (dotted lines) which are necessary for
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computing the solution in ω. The storage requirements are also significantly reduced. We
only store the mappings Φfω and Φ
g
ω for all ω ∈ TTh that belong to the path from the root
of TTh to ω. The storage requirement is O(nh log nh), where nh is the number of degrees
of freedom in Ω. The computational cost of the “Root to Leaves” is O(nh log nh) because
the storage of an H-matrix and as well as the H-matrix - vector multiplication requires
O(nh log nh)). If the right-hand side is smooth, it can be discretised (defined) only on a
coarse mesh TH (see Fig. 5.2, right). About the interpolation and restriction operators read
in [34, 25, 8, 24].
ω
H
h
Figure 5.2: (left) The solution in a subdomain ω ∈ TTh is required. HDD computes subse-
quently the solution only on the dotted lines and then in ω; (right) The coarse H and the
fine h scales.
6 Numerics
A lot of numerical tests with the HDD method were done in [34, 8, 25]. Notably, the HDD
method was compared with the preconditioned CG method, with the hierarchical Cholesky
method and the direct full H-matrix inverse. A lot of experiments were performed with two
meshes, the right-hand side, defined in a coarser space VH ⊂ Vh and multiple right-hand
sides.
Technical details and implementation of the HDD method can be found in [35, 8, 34].
Numerical experiments with Bayesian updating were done in [58, 59, 57]. In these works,
authors assume that observations are given in nH points, where nH < nh. After that, authors
use these available measurements to infer the unknown permeability coefficient.
7 Conclusion and discussion
In this work, we suggested the new method to speed up the computation of the likelihood
function. In turn, it can speed up Monte Carlo Markov Chain procedures or Bayesian inver-
sion methods. Often, the available observation is just a part of the solution or a functional
of the solution. The suggested HDD method provides a way to compute only a part of the
inverse (solution) operator, and only a part of the solution. Herewith the computational
accuracy is as usual (for instance, as in the standard FEM method), but the computational
recourses (FLOPS and storage) are smaller by a constant factor. This HDD method is based
on the hierarchical domain decomposition, finite element methods, and on the Schur comple-
ment. If the forward operator and the right-hand side can be discretized on different meshes,
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which is often the case in the multiscale problems, the HDD method can profit from this,
and the computational resources will be drastically reduced.
Additionally, to speed up the computation of the Schur complement, we approximate
all intermediate and auxiliary matrices in the H-matrix format. We then achieve the com-
putational cost O(n log3 n) and the storage O(n log2 n). There is some overhead due to
construction of the hierarchical decomposition tree TTh and due to permutation of indices
in assembling of mappings Ψω1 and Ψω2 . The idea of the HDD method is not new, it was
already suggested by Hackbusch in 2002, and further developed in [34, 25, 8, 24, 1, 40].
See also Ch. 12, [24]. The novelty of this work is the application of the HDD method for
computing the likelihood function in the Bayesian formula.
The drawbacks of the HDD method are: 1) the user must have an access to the procedure,
which assembles the stiffness matrix; 2) the user must be able to build the hierarchical domain
decomposition tree; 3) the interface size in 2D problems is O(n) and the coupling between
the internal and external boundaries is O(1), whereas, in 3D problems, the interface is O(n2)
and the coupling is O(n). The last item results in increasing of the matrix sizes, which should
be eliminated (inverted) in the Schur complement.
The HDD method can be coupled with many other, surrogate based, techniques [43, 41,
50, 4], especially with those methods, which aim to reduce the complexity of the stochastic
space and linearize the Bayesian formula [57, 47, 46, 48, 58, 59].
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A Appendix A
Example A.1 Figure A.1 shows an example of building (Ψgω)
H ∈ R512×512 from (Ψgω1)H ∈
R384×384 and (Ψgω2)
H ∈ R384×384. Let I := I(∂ω ∪ γ). The construction is performed in three
steps: 1) build H ′ := (Ψgω1)
H|I×I and H ′′ := (Ψgω2)H|I×I ,
2) compute H˜ = H ′ ⊕H ′′,
3) compute the Schur complement.
Note that H ′, H ′′, H˜ have the same block structures. The symmetries of (Ψgω1)
H, (Ψgω2)
H
and (Ψgω)
H are used.
Figure A.1: Building (Ψgω)
H ∈ R512×512 from (Ψgω1)H and (Ψgω2)H ∈ R384×384. The intermedi-
ate matrix H˜ ∈ R639×639 is an auxiliary matrix. The maximal size of the diagonal blocks is
32× 32. The grey blocks indicate low-rank matrices. The steps inside the grey blocks show
an exponential decay of the corresponding singular values. The white blocks indicate zero
blocks. For the acceleration of building the symmetry of Ψgω is used.
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Figure A.2: (On the top) An H-matrix approximation to (Ψfω)H ∈ RI×J , I := I(∂ω),
J := J(ω), |I| = 256, |I| = 4225. Building (Ψfω)H (on the top) from (Ψfω1)H (second) and
(Ψfω2)
H (third). The dark blocks are dense matrices and grey blocks are low-rank matrices.
The numbers inside the blocks are ranks of these blocks. The white blocks are zero blocks..
