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matrix of derivativeAbstract This article contributes a numerical scheme for ﬁnding approximate solutions of one-
dimensional parabolic partial differential equations (PDEs) under non-classical boundary condi-
tions. This scheme is based on the direct Chebyshev collocation method that has been frequently
used for problems of ordinary differential equations (ODEs). In fact, the approximate solution
of the problem in the truncated Chebyshev series form is obtained by this method. By substituting
Chebyshev series solution into the considered problems and by using the matrix operations and the
collocation points, the suggested scheme reduces the problems into the associated linear algebraic
systems. By solving this system of equations, the unknown Chebyshev coefﬁcients can be deter-
mined. To show the accuracy and the efﬁciency of the method, two numerical examples are imple-
mented and the comparisons are given by a new collocation method.
 2014 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Partial differential equations (PDEs) are used to describe a
large variety of physical phenomena, from ﬂuid ﬂow to electro-
magnetic ﬁelds, and are indispensable to such disparate ﬁelds
as aircraft simulation and computer graphics. Many PDE
models come from a basic balance or conservation law, which
states that a particular measurable property of an isolated
physical system does not change as the system evolves. Any
particular conservation law is a mathematical identity to cer-tain symmetry of a physical system. For instance, conservation
of mass, conservation of energy (heat transfer) and conserva-
tion of linear momentum. Among these equations, parabolic
PDEs are usually used to describe a wide family of problems
in science including heat diffusion and ocean acoustic propaga-
tion, in physical or mathematical systems with a time variable,
which behave essentially like heat diffusing through a solid.
These mathematical models are simpliﬁed descriptions of
physical reality expressed in mathematical terms. Thus, the
investigation of the exact or approximate solution helps us
to understand the meanings of these mathematical models.
In most cases, it is difﬁcult, or infeasible, to ﬁnd the analytical
solution or good numerical solution of the problems. Numer-
ical solutions or approximate analytical solutions become nec-
essary. Numerical methods typically yield approximate
solutions to the governing equation through the discretization
of space and time and can relax the rigid idealized conditions
of analytical models. They can, therefore, be more realistic and
374 E. Tohidiﬂexible for simulating ﬁeld conditions. Within the discretized
problem domain, the variable internal properties, boundaries,
and stresses of the system are approximated.
Among the numerical schemes, pseudospectral methods (or
spectral collocation methods) are powerful tools for the
approximate solutions of ordinary differential equations
(ODEs) and PDEs [1,2]. If we want to solve an ODE or
PDE to high accuracy on a simple domain, and if the data
deﬁning the problem are smooth, then the pseudospectral
methods are usually the best tool. They can often achieve 10
digits of accuracy where a ﬁnite difference scheme or a ﬁnite
element method would get two or three digits of accuracy.
At lower accuracies, they demand less computational time
and computer memory than the alternatives. For a recent efﬁ-
cient use of pseudospectral methods, in physical and engineer-
ing problems, see [3]. However applications of spectral
methods on PDEs subjected to the classical boundary condi-
tions have received considerable attentions, but modiﬁcations
of the existing algorithms should yet be explored to get high
accurate results in the case of nonclassical boundary
conditions.
In this article, in the light of the methods [4,5], we propose a
direct Chebyshev collocation technique for solving parabolic
equations in the form
@uðx; tÞ
@t
¼ @
2uðx; tÞ
@x2
þQðx; tÞ; 0 < x < 1; 0 < t
6 1; ð1Þ
subject to the initial condition
uðx; 0Þ ¼ fðxÞ; 0 6 x 6 1; ð2Þ
and nonlocal boundary conditions
Case I: [6] Z
uð0; tÞ ¼
1
0
k1ðx; tÞuðx; tÞdxþ g1ðtÞ; 0 < t 6 1; ð3ÞZ
uð1; tÞ ¼
1
0
k2ðx; tÞuðx; tÞdxþ g2ðtÞ; 0 < t 6 1; ð4ÞCase II: [6]a1ðtÞuxð0; tÞ þ bðtÞuð0; tÞ ¼ g1ðtÞ; 0 < t 6 1; ð5Þa2ðtÞuxð1; tÞ þ cðtÞuð1; tÞ ¼ g2ðtÞ; 0 < t 6 1; ð6Þ
where Qðx; tÞ; fðxÞ; k1ðx; tÞ; k2ðx; tÞ; g1ðtÞ; g2ðtÞ; a1ðtÞ; a2ðtÞ; bðtÞ
and cðtÞ are known functions, meanwhile uðx; tÞ should be
determined. In the following statement, we call Eqs. (1)–(4)
as Problem I and Eqs. (1), (2), (5) and (6) to Problem II. Prob-
lem I appears in the study of the quasi-static ﬂexure of a ther-
moelastic bar, where
R 1
0
kiðx; tÞuðx; tÞdx; i ¼ 1; 2, represents
the weighted average of the entropy uðx; tÞ [7,8]. Problem II
can be regarded as a heat transfer process where uðx; tÞ repre-
sents the temperature distribution. In an environment where
heat transfer takes place between liquids and solids, the heat
ﬂux is often taken to be proportional to the temperature differ-
ence between solid and liquid, and here, a1ðtÞ; a2ðtÞ; bðtÞ and
cðtÞ represent those proportionality factors [9]. Existence,
uniqueness and some other properties of the solution to these
problems were established in [10–14]. It should be recalled
that, parabolic PDEs with nonlocal boundary conditions have
been treated extensively by ﬁnite difference methods (FDMs),ﬁnite element procedures (FEMs), boundary element tech-
niques (BEMs), and the semidiscretization procedures in the
last 20 years [15–17]. A more extensive list of references as well
as a survey on progress made on the nonlocal boundary value
problems may be found in [18].
The plan for this paper is as follows. In Section 2, we
describe the direct Chebyshev collocation procedure for
approximating the solutions of Problems I and II. It should
be mentioned that, the proposed method is represented clearly
by using Chebyshev operational matrix of derivative. Section 3
contains two numerical examples, in which the results obtained
by the presented method are compared with those of [6]. Good
results of the presented method with respect to the Sinc collo-
cation method conﬁrm the efﬁciency of our scheme. Finally,
some conclusions are presented in Section 4.
2. Direct Chebyshev collocation method
We ﬁrst review some important properties of the shifted
Chebyshev polynomials in the interval [0,1]. Then, Problems
I and II will be transformed into their associated algebraic sys-
tems by using direct chebyshev collocation scheme. It should
be noted that, since the computational domain of the Problems
I and II is the unit square, we collocate these problems at the
uniform mesh. Moreover, for clarity of presentation, we just
apply our method to approximate the solution of Problem I.
In addition, Chebyshev operational matrix of derivative is used
to represent our next computations efﬁciently.
Now suppose that the vector TðxÞ is deﬁned in the
form TðxÞ ¼ ½T0ðxÞ T1ðxÞ   TNðxÞ, in which TnðxÞ
(n ¼ 0; 1; . . . ;N) is the nth order shifted Chebyshev polynomial
in the interval [0,1]. The ﬁrst ﬁve terms of the shifted
Chebyshev polynomials are as follows
T0ðxÞ ¼ 1;
T1ðxÞ ¼ 2x 1;
T2ðxÞ ¼ 1þ 8x2  8x;
T3ðxÞ ¼ 32x3  48x2 þ 18x 1;
T4ðxÞ ¼ 1þ 128x4  256x3 þ 160x2  32x:
Shifted Chebyshev polynomials satisfy at the following
interesting property
TnðxÞ ¼ 1
4
T0nþ1ðxÞ
nþ 1 
T0n1ðxÞ
n 1
 
; n > 1: ð7Þ
From the above equality, we deduce that T0ðxÞ ¼ TðxÞM, in
whichM is the Chebyshev operational matrix of derivative and
M ¼ 2
0 1 0 3    N 1 0
0 0 4 0    0 2N
0 0 0 6    2ðN 1Þ 0
..
. ..
. ..
. ..
. . .
. ..
. ..
.
0 0 0 0    2ðN 1Þ 0
0 0 0 0    0 2N
0 0 0 0    0 0
2
6666666666666664
3
7777777777777775
ðNþ1ÞðNþ1Þ
;
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M ¼ 2
0 1 0 3    0 N
0 0 4 0    2ðN 1Þ 0
0 0 0 6    0 2N
..
. ..
. ..
. ..
. . .
. ..
. ..
.
0 0 0 0    2ðN 1Þ 0
0 0 0 0    0 2N
0 0 0 0    0 0
2
666666666664
3
777777777775
ðNþ1ÞðNþ1Þ
;
if N is odd.
In this part, we will approximate the solution of the Prob-
lem I as follows
uðx; tÞ  uNðx; tÞ ¼
XN
m¼0
XN
n¼0
umnTmðxÞTnðtÞ ¼ Tðx; tÞU; ð8Þ
in which Tðx; tÞ ¼ ½T0ðxÞT0ðtÞ    T0ðxÞTNðtÞ    TNðxÞ
T0ðtÞ    TNðxÞTNðtÞ ¼ TðxÞ  TðtÞ, where 00 stands for
the kronecker product and also U ¼ ½u00    u0N   
uN0    uNNT. It should be mentioned that U is an unknown
vector and should be obtained by our presented method. Evi-
dently, uN;tðx; tÞ ¼ Tðx; tÞcMU, where cM ¼ INþ1 M, because
uN;tðx; tÞ ¼ TðxÞ  TðtÞð ÞtU ¼ ðTðxÞINþ1Þ  ðTðtÞMÞ½ U
¼ TðxÞ  TðtÞð Þ INþ1 Mð ÞU:
Similarly, we can deduce that uN;xxðx; tÞ ¼ Tðx; tÞfMU, in
which fM ¼ M2  INþ1. Suppose that Qðx; tÞ is known and also
0 ¼ x0 < x1 <    < xN ¼ 1; 0 ¼ t0 < t1 <    < tN ¼ 1, where
xi ¼ ti ¼ iN for i ¼ 0; 1; . . . ;N and assume that uðx; tÞ is approx-
imated by uNðx; tÞ. By keeping the structure of (1)
(0 < x < 1; 0 < t 6 1) we discretize this equation in the follow-
ing form (for this purpose, see the purple rhombics in Fig. 1)
@uNðxi; tjÞ
@t
¼ @
2uNðxi; tjÞ
@x2
þQðxi; tjÞ; i ¼ 1; 2; . . . ;N 1; j
¼ 1; 2; . . . ;N:
More precisely
Tðxi; tjÞ cM  fM U ¼ Qðxi; tjÞ; i ¼ 1; 2; . . . ;N 1;
j ¼ 1; 2; . . . ;N: ð9Þ
We discretize the initial conditions (2) as follows (for this
purpose, see the black squares n in Fig. 1)
Tðxi; 0ÞU ¼ fðxiÞ; i ¼ 0; 1; . . . ;N: ð10Þ
The boundary condition (3) is discretized in the following
form (for this purpose, see the red triangles in Fig. 1)
Tðx0; tjÞ 
Z 1
0
k1ðx; tjÞTðxÞdx
 
 TðtjÞ
 
U
¼ g1ðtjÞ; j ¼ 1; 2; . . . ;N: ð11Þ
The discretized boundary condition (4) can be written in the
form (for this purpose, see the blue down triangles in Fig. 1)
TðxN; tjÞ 
Z 1
0
k2ðx; tjÞTðxÞdx
 
 TðtjÞ
 
U
¼ g2ðtjÞ; j ¼ 1; 2; . . . ;N: ð12ÞEqs. (9)–(12) can be rewritten in the form AU ¼ b, where
A ¼
Tðx1; t1Þ cM  fM 
..
.
Tðx1; tNÞ cM  fM 
..
.
TðxN1; t1Þ cM  fM 
..
.
TðxN1; tNÞ cM  fM 
Tðx0; 0Þ
..
.
TðxN; 0Þ
Tðx0; t1Þ 
R 1
0
k1ðx; t1ÞTðxÞdx
 
 Tðt1Þ
..
.
Tðx0; tNÞ 
R 1
0
k1ðx; tNÞTðxÞdx
 
 TðtNÞ
TðxN; t1Þ 
R 1
0
k2ðx; t1ÞTðxÞdx
 
 Tðt1Þ
..
.
TðxN; tNÞ 
R 1
0
k2ðx; tNÞTðxÞdx
 
 TðtNÞ
2
666666666666666666666666666666666666666666666666664
3
777777777777777777777777777777777777777777777777775
ðNþ1Þ2ðNþ1Þ2
;
b ¼
Qðx1; t1Þ
..
.
Qðx1; tNÞ
..
.
QðxN1; t1Þ
..
.
QðxN1; tNÞ
fðx0Þ
..
.
fðxNÞ
g1ðt1Þ
..
.
g1ðtNÞ
g2ðt1Þ
..
.
g2ðtNÞ
2
666666666666666666666666666666666666666666664
3
777777777777777777777777777777777777777777775
ðNþ1Þ21
: ð13Þ3. Numerical experiments
In this section, two numerical illustrations are provided to
show the efﬁciency of the proposed scheme. In this regard,
the corresponding algebraic system AU ¼ b is solved by the
Jacobian iterative method in MATLAB software. We note
376 E. Tohidithat all of the programs of the proposed method were written
in MATLAB 2011a software with the Digits environment var-
iable assigned to be 32. All calculations are run on a Pentium 4
PC laptop with 2 GHz of CPU and 2 GB of RAM. As we
claimed before, spectral methods are the best tool for approx-
imating the solution of the mentioned PDEs with enough
smoothness in data and solutions. Numerical results of the fol-
lowing examples prove this claim and one can see the ability of
the presented scheme from the provided Figures and Tables. In
the Case I, we provide the following example from [6].
Example 1. Case I: [6] As the ﬁrst example, we consider the
PDE (1) subject to the initial condition (2) and nonlocal
boundary conditions (3) and (4) with the assumptionsTable 2 Comparison of the numerical results for the second examp
Presented method
N EN CPU time(s)
5 8:268e 002 0.84
7 2:960e 003 3.18
9 5:963e 005 6.09
11 7:720e 007 13.69
13 6:952e 009 39.02
15 4:637e 011 81.94
Table 1 Comparison of the numerical results for the ﬁrst example.
Presented method
N EN CPU time(s)
5 6:879e 006 1.67
7 1:970e 008 6.90
9 2:755e 011 15.66
11 3:220e 014 37.78
13 2:225e 017 86.36
15 1:405e 020 172.57
0 0.1 0.2 0.3 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 1 Collocation points fofðxÞ ¼ 1þ cosðxÞ;
Qðx; tÞ ¼ 0;
g1ðtÞ ¼
1
2
þ et  t et 1þ cosð1Þ þ sinð1Þ þ tsinð1Þð Þ;
g2ðtÞ¼ 1þ etcosð1Þ
t
2e
2ð1þ eÞþ etðe cosð1Þþ sinð1ÞÞð Þ;
k1ðx; tÞ ¼ xþ t;
k2ðx; tÞ ¼ tex;le.
Sinc collocation method
N EN CPU time(s)
5 4:52e 03 6.3
10 2:28e 04 20.6
15 6:13e 05 48.4
20 2:80e 05 78.5
25 6:32e 06 113.5
30 1:73e 06 157.3
Sinc collocation method
N EN CPU time(s)
5 3:02e 02 6.6
10 2:91e 03 20.1
15 5:84e 04 44.7
20 1:53e 04 75.2
25 6:19e 05 112.5
30 1:83e 05 165.1
0.5 0.6 0.7 0.8 0.9 1
×
r N ¼ 5 in the unit square.
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ing this problem, we use different values of N such as 5, 7, 9,
11, 13 and 15 and obtain the EN ¼ maxfj uð i50 ; i50Þ 
uNð i50 ; i50Þ j; i ¼ 1; 2; . . . ; 50g in deﬁnite CPU times for each of
the mentioned values of N. It should be recalled that in [6],
the authors used different values of N such as 5, 10, 15, 20,
25 and 30 and obtain the EN ¼ maxfj uð i50 ; i50Þ  uNð i50 ; i50Þ j;
i ¼ 1; 2; . . . ; 50g for each of chosen values of N in some CPU
times. For comparing the accuracy of our presented Cheby-
shev collocation method (CCM) with that of Sinc collocation
method (SCM) [6], we provide Table 1, in which the numerical
results are given. From this Table, one can see the efﬁciency of
our CCM with respect to the SCM. For instance, by our pre-
sented method, we reach the error EN ¼ 6:879e 006 in 1.67 s,
while the SCM reach to the error EN ¼ 1:83e 05 in 165.1 s.
Moreover, the error histories associated with the CCM for
N ¼ 6 and N ¼ 10 are provided in Figs. 2 and 3, respectively.00
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Figure 2 Error history eNðx; tÞ ¼ uðx; tÞ  uNðx; tÞ of t
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Figure 3 Error history eNðx; tÞ ¼ uðx; tÞ  uNðx; tÞ of thExample 2. Case II: [6] As the second example, we consider
the PDE (1) subjected to the initial condition (2) and nonlocal
boundary conditions (5) and (6) with the assumptions
fðxÞ ¼ sinðpxÞ þ cosðpxÞ;
Qðx; tÞ ¼ ðp2  1ÞexpðtÞ sinðpxÞ þ cosðpxÞð Þ;
g1ðtÞ ¼ etðt2 þ pÞ;
g2ðtÞ ¼ etðtþ pÞ;
aiðtÞ ¼ 1; i ¼ 1; 2;
bðtÞ ¼ t2; cðtÞ ¼ t;
which has the exact solution uðx; tÞ ¼ expðtÞ sinðpxÞ þð
cosðpxÞÞ. Similar to the previous example, we use different0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t
=u(x,t)− u
N
he presented method for N ¼ 6 in the ﬁrst example.
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Figure 4 Error history eNðx; tÞ ¼ uðx; tÞ  uNðx; tÞ of the presented method for N ¼ 8 in the second example.
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Figure 5 Error history eNðx; tÞ ¼ uðx; tÞ  uNðx; tÞ of the presented method for N ¼ 14 in the second example.
378 E. Tohidivalues of N such as 5, 7, 9, 11, 13 and 15 and obtain
the EN ¼ maxfj uð i50 ; i50Þ  uNð i50 ; i50Þ j; i ¼ 1; 2; . . . ; 50g in
deﬁnite CPU times for each of the mentioned values of
N. It should be recalled that in [6], the authors used
different values of N such as 5, 10, 15, 20, 25 and 30
and obtained the EN ¼ maxfj uð i50 ; i50Þ  uNð i50 ; i50Þ j;
i ¼ 1; 2; . . . ; 50g for each of chosen values of N in some
CPU times. For comparing the accuracy of our presented
Chebyshev collocation method (CCM) with that of Sinc
collocation method (SCM) [6], we provide Table 2, in
which the numerical results are given. From this Table,
the efﬁciency of our CCM with respect to the SCM
can be founded. For instance, by our presented method,
we reach the error EN ¼ 5:963e 005 in 6.09 s, mean-
while the SCM reach to the error EN ¼ 6:13e 05 in
48.4 s. Moreover, the error histories associated with the
CCM for N ¼ 8 and N ¼ 14 are provided in Figs. 4
and 5, respectively.4. Conclusions
In this article, we have studied a numerical scheme to solve a
one-dimensional parabolic PDEs subjected to nonlocal bound-
ary conditions. This method is based on the Direct Chebyshev
collocation method. In fact, we have developed the Chebyshev
collocation method to obtain the approximate solutions of the
parabolic PDEs subject to nonlocal boundary conditions.
Good results conﬁrm the accuracy of the presented method.
The method can be extended to solve two-dimensional para-
bolic PDEs subject to nonlocal boundary conditions, but some
modiﬁcations are needed.Conﬂict of interests
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