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In many quantum information processing applications, it is important to be able to transfer a quantum state
from one location to another - even within a local device. Typical approaches to implement the quantum state
transfer rely on unitary evolutions or measurement feedforward operations. However, these existing schemes
require accurate pulse operations and/or precise timing controls. Here, we propose a one-way transfer of the
quantum state with near unit efficiency using dissipation from a tailored environment. After preparing an initial
state, the transfer can be implemented without external time dependent operations. Moreover, our scheme is
irreversible due to the non-unitary evolution, and so the transferred state remains in the same site once the
system reaches the steady state. This is in stark contrast to the unitary state transfer where the quantum states
continue to oscillate between different sites. Our novel quantum state transfer via the dissipation paves the way
towards robust and practical quantum control.
I. INTRODUCTION
Quantum state transfer is an essential technique to real-
ize quantum computation and quantum communication [1–3].
One of typical approaches is to use flying qubits such as opti-
cal photons [4–11]. In this case, a quantum state of a station-
ary qubit can be transferred to the flying photons using a solid
state system such that they can interact with another station-
ary qubit at a distant node. However, in such an approach, the
quantum state transfer can be typically performed in a prob-
abilistic way. Another approach is to use a stationary qubit
array for sending quantum states [12–18]. Although the max-
imum distance of the transfer is limited by the length of the
array, it is in principle possible to realize deterministic state
transfer. Such an approach would be useful to realize scal-
able quantum computation in a distributed architecture where
quantum computers with a small size are connected by the
qubit array, and there are many researches along this direc-
tion [19–21]. In this paper, we focus on such a quantum state
transfer by using the qubit array.
In the standard schemes, unitary evolution or measurement
feed-forwards are adopted to perform quantum state trans-
fer in a qubit array. A sequential implementation of SWAP
gates between nearest neighbor qubits can transfer the quan-
tum state from a node to any other nodes [22–24]. Or com-
binations of the control-phase gates and measurement feed-
forwards can teleport the quantum state from one site to
another[25, 26]. However, these schemes require accurate op-
erations and/or precise timing for the implementation of the
state transfer. The operational inaccuracy and the time jitter-
ing might accumulates as an error, which could make it dif-
ficult to achieve threshold of the topological quantum error
correction [51–53].
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It is known that dephasing can improve an energy transfer
in a qubit-array under the effect of inhomogeneous broaden-
ing of the qubit frequencies [27–33]. When there is an en-
ergy detuning between the qubits, and in the absence of time-
dependent pulsed operations, the flip-flop interaction between
the qubits cannot induce an efficient energy transfer. Inter-
estingly, the existence of dephasing on the qubits effectively
compensates the energy detuning, and the energy transport
can be enhanced. However, when this approach is applied to
a one-dimensional system, the energy transfer is bidirectional
and the excitations can be transferred to the right or left of
the qubit array in a stochastic way. So the transfer is not as
efficient as in the case of a sequential implementation of the
SWAP gates or quantum teleportation. In these schemes, the
experimentalist can choose the direction of the energy trans-
fer by changing the timing, phase, and strength of the pulse
sequence.
Here, by exploiting decoherence induced by an external en-
vironment, we propose a one-way transfer of quantum states,
where no active control is needed The distinct feature of our
scheme is that, after we prepare an initial state, the transfer
from the initial site to the target site can be implemented au-
tomatically by the environment. Moreover, due to the non-
unitary properties of the decoherence, our transfer is one way
so that the quantum state can be transferred along one direc-
tion, and the state remains in the target site after the state trans-
fer.
It is worth mentioning that, by using a unitary evolution
for the transfer, the quantum state typically oscillates between
different sites, and time-dependent control such as turn on/off
the interaction is required to make the state stay in the target
site after the transfer. For example, since a flip-flop interaction
between two qubits makes an oscillation of the quantum state
between the two sites, we need to turn off the interaction to
implement a SWAP gate between them where time-dependent
control is required. For practical purposes, automatic one-way
transfer might be suitable for quantum information processing
2FIG. 1: (a) Schematic of our system to implement one-way energy transfer. Two-qubits are collectively coupled with a dissipative cavity.
An excitation prepared in the qubit 1 can be directionally transferred to the qubit 2. (b) An energy diagram of our system when the coupling
is absent. The frequency of the qubit 1 is higher than that of the qubit 2. The cavity resonance frequency is set to be around the detuning
between the qubits. (c) Schematic of our system to implement a one-way transfer of quantum states. Four-qubits are collectively coupled with
a dissipative cavity where the qubit 1 (2) has the same frequency as that of the qubit 3 (4). The qubit 1 and qubit 3 are used to prepare an initial
state described as α|↑↓〉13 + β|↓↑〉13 where α and β denotes arbitrary coefficients. In our scheme, an interaction with the dissipative cavity
can implement a coherence transfer of the prepared state into the qubit 2 and qubit 4.
because it can avoid potential timing errors that typical unitary
approaches would suffer from.
Also, the one-way transfer of a quantum state has a fun-
damental interest. Significant effort has been made to realize
high-performance circulators and isolators for superconduct-
ing quantum circuits [34–38]. The non-reciprocal properties
of these devices are useful for protecting quantum states from
noise and detecting signals from qubits. Understanding the
mechanism of the non-reciprocal properties of quantum sys-
tems is important to develop future applications for such di-
rectional devices [39–44], and our results could contributes
such a field.
Our paper is organized as follows. In Sec. II, we consider
a two-qubit system collectively coupled to a dissipative cav-
ity to implement the one-way transfer of an energy excitation
from a qubit to the other qubit. In this case, the coherence
of the initial state is not preserved. In Sec. III, we describe
a four-qubit system collectively coupled to a dissipative cav-
ity. Here, we use two qubits for the preparation of the ini-
tial state, and consider the other two qubits as the target sites
for the transfer. We show that, by using a decoherence-free
subspace [45–48], any single qubit information encoded in a
logical qubit (composed of two qubits) can be directionally
transferred to the target, while the coherence is preserved. In
Sec. IV, we conclude our discussion.
II. ONE-WAY ENERGY TRANSFER
We describe the model of our system to implement the one-
way energy transfer where the quantum coherence is not pre-
served. Here, we consider two qubits that interact via flip-flop
interaction. There is also a cavity that is collectively coupled
to the qubits. The Hamiltonian is given as follows:
Hˆ = Hˆqubit + Hˆcavity + HˆI
Hˆqubit =
2∑
j=1
~ω
(j)
q
2
σˆ(j)z + ~g(σˆ
(1)
+ σˆ
(2)
− + σˆ
(1)
− σˆ
(2)
+ )
Hˆcavity = ~ωcaˆ
†aˆ
HˆI = ~(aˆ+ aˆ
†)


2∑
j=1
Jj σˆ
(j)
z

 , (1)
(2)
where ω
(j)
q denotes the j-th qubit frequencies. Also, ωc
denotes the frequency of the cavity, g is the coupling be-
tween the qubits, and Jj denotes the coupling between the
qubits and cavity. Here, σˆ
(j)
+ = |↑〉j〈↓|j and σˆ
(j)
− = |↓〉j〈↑|j
(j = 1, 2) denote the ladder operators. We set the condition of
~ω
(1)
q > ~ω
(2)
q > ωc ≫ kBT throughout of this paper where
kBT denotes the thermal energy of the environment. Also, to
rescale the qubit frequency, we move into a rotating frame de-
fined by U = ei
ωt
2
∑2
j=1 σˆ
(j)
z , and we obtain the same form of
the Hamiltonian except that the qubit bare frequency ω
(j)
q is
replaced by a detuning δω
(j)
q = ω
(j)
q −ω. It is worth mention-
ing that, our Hamiltonian is different from the standard Jaynes
Cummings model where the interaction between the qubits
and cavity is described by (aˆ+ aˆ†)(
∑2
j=1 Jj σˆ
(j)
x ) before the
rotating wave approximation [49]. In our case, since the form
of the qubit-cavity interaction is (aˆ + aˆ†)(
∑2
j=1 Jj σˆ
(j)
z ), our
Hamiltonian preserves the total number of the excitation of the
qubit such as [Hˆ,
∑2
j=1 σˆ
(j)
z ] = 0. This is a crucial property
to implement our scheme, because otherwise the excitation of
the qubits could be transferred into the cavity and could be
lost from the qubits. Moreover, in our scheme, the cavity is
supposed to be coupled with an environment that induces a
3FIG. 2: One-way energy transfer of our protocol by using two qubits and a cavity. We plot the excitation probability P
(2)
e = Tr[ρ(t)|↑〉2〈↑|]
against the time t. The initial state is |↑↓〉12, and so the excitation of the first qubit is directionally transferred to the second qubit. We set
the parameters as δω
(1)
q /2pi = 15, δω
(2)
q /2pi = 0, J1/2pi = 2, and κ/2pi = 3. (a)Dependency of the cavity-qubit coupling strength where
we set g/2pi = 1 and ωc/2pi = 15. It is worth mentioning that, for J1 = J2, the qubit Hamiltonian Hqubit commutes with the qubit-cavity
interaction Hamiltonian HI, and so the dissipative cavity does not affect the dynamics of the qubit. (b) Dependency of the cavity frequency
where we set J2/J1 = 0.5 and g/2pi = 1. As the cavity frequency becomes closer to the qubit detuning (δω
(1)
q − δω
(2)
q ), the transfer speed
increases. (c) Dependency of the qubit-qubit coupling strength on the excitation probability P
(2)
e = Tr[ρ(t)|↑〉2〈↑|] where we set J2/J1 = 0.5
and ωc/2pi = 15. As we increase the coupling g, the excitation probability at a steady state becomes smaller.
photon loss. We assume that the thermal energy of the envi-
ronment is much smaller than the frequency of the cavity. This
means that the cavity emits the photon to the environment but
the cavity does not absorb the photon from the environment
[50]. In order to include such a photon loss, we adopt the
following Lindblad master equation in the rotating frame:
dρˆ(t)
dt
= −
i
~
[Hˆ, ρˆ(t)]−
κ
2
(aˆ†aˆρˆ(t) + ρˆ(t)aˆ†aˆ− 2aˆρˆ(t)aˆ†) , (3)
where κ denotes the photon loss rate.
We solve the Lindblad master equation given by Eq. (3),
and illustrate its energy transfer behavior. From now on
we are going to use the simplified notation for the states
|σ〉i ⊗ |σ˜〉j = |σσ˜〉ij , where σ, σ˜ =↑, ↓. We set the initial
state ρˆ(0) = |Ψ(0)〉〈Ψ(0)|, where |Ψ(0)〉 = |↑↓〉12. Now we
proceed to investigate the evolution of the initial state. With
this aim, we plot the excitation probability of the second qubit
P
(2)
e = Tr[ρ(t)|↑〉2〈↑|] in the Fig. 2. As long as J1 > J2,
the excitation probability almost monotonically increases, and
converges to a steady state. In this parameter regime, the ex-
citation probability for the steady state becomes more than
99%, and this shows a high efficiency of our one-way transfer
scheme. Also, we investigate how the cavity frequency affects
the energy transfer. As the cavity frequency becomes closer
to the qubit frequency difference (ω
(1)
q − ω
(2)
q ), the transfer
becomes faster as shown in the Fig. 2. On the other hand,
a larger qubit-qubit coupling strength makes the excitation
probability at the target qubit smaller when the system reaches
the steady state as shown in the Fig. 2.
We will describe the reasons why our scheme can achieve
almost the unit efficiency of one-way energy transfer as
shown in the Fig. 2. For this purpose, we diagonal-
ize Hˆqubit =
∑4
j=1 Ej |Ej〉〈Ej |. The Hamiltonian pre-
serves the total number of the excitation of the qubit such as
[Hˆqubit,
∑2
j=1 σˆ
(j)
z ] = 0, and so we can analytically obtain
the eigenvectors as follows:
|E1〉 = |↑↑〉12 (4)
|E2〉 = cos
θ
2
|↑↓〉12 + sin
θ
2
|↓↑〉12 (5)
|E3〉 = sin
θ
2
|↑↓〉12 − cos
θ
2
|↓↑〉12 (6)
|E4〉 = |↓↓〉12 , (7)
where we have
cos θ =
δω
(1)
q − δω
(2)
q√
(δω
(1)
q − δω
(2)
q )2 + 4g2
sin θ =
2g√
(δω
(1)
q − δω
(2)
q )2 + 4g2
.
In our paper, we assume |δω
(1)
q − δω
(2)
q | ≫ g > 0, and so we
have cos θ2 ≃ 1 and sin
θ
2 ≃
θ
2 ≪ 1.
Also, the eigenvalues are as follows:
E1 =
~δω
(1)
q + ~δω
(2)
q
2
(8)
E2 =
~
√
(δω
(1)
q − δω
(2)
q )2 + 4g2
2
(9)
E3 = −
~
√
(δω
(1)
q − δω
(2)
q )2 + 4g2
2
(10)
E4 = −
~δω
(1)
q + ~δω
(2)
q
2
. (11)
It is worth mentioning that, if we have a uniform interaction
between the qubits and cavity such as J1 = J2, the interac-
tion Hamiltonian HI commutes with Hqubit, and the cavity
does not induce the energy transfer as shown in the Fig. 2. So
we consider a case of an inhomogeneous coupling (J1 6= J2)
4with the cavity. Importantly, due to the small but a finite ef-
fect of the coupling strength g, the interaction from the cavity
induces a transition between |E2〉 and |E3〉 where we have
〈E2|HI|E3〉 6= 0. This means that, when the resonant fre-
quency ωc of the cavity is closer to the energy difference be-
tween |E2〉 and |E3〉, there is an efficient energy exchange
between the cavity and qubits. Actually, this explains why the
transfer becomes more efficient as the cavity frequency be-
comes closer to the qubit-qubit detuning (δω
(1)
q −δω
(2)
q ) in the
Fig. 2. Moreover, due to the strong coupling of the cavity with
the low-temperature environment, the cavity emits a photon
immediately after catching the excitation from the qubit, and
the cavity can approximately stay in a vacuum state. There-
fore, the initial state |E2〉 will irreversibly evolve into a steady
state |E3〉 in our system. On the other hand, although the en-
ergy of |E4〉 is lower than that of |E3〉, a transition from |E3〉
to |E4〉 is prohibited due to a zero transition matrix element
of 〈E3|HI|E4〉 = 0. It is worth mentioning that, as the qubit-
qubit coupling g becomes larger, a deviation of the state |E2〉
(|E3〉) from |↑↓〉12 (|↓↑〉12) becomes larger. With a large g,
the irreversible transition from |E2〉 to |E3〉 does not corre-
spond to our desired transition (from |↑↓〉12 to |↓↑〉12), which
explains the reason why the excitation of the target qubit in
the steady state becomes smaller with a larger coupling g in
the Fig. 2.
III. ONE-WAY QUANTUM STATE TRANSFER
Let us now describe the model of our system to implement
a one-way coherent quantum state transfer. In the scheme ex-
plained in the Sec. II, the decoherence from the environment
will destroy the quantum coherence, and so only the energy of
the initial state can be transferred to the target qubit. On the
other hand, in this section, we will show that a quantum state
can be directionally transferred in a qubit array. Here, we con-
sider four qubits collectively coupled with a dissipative cavity,
as shown in the Fig. 1. The Hamiltonian in the rotating frame
is given as follows.
HˆQT = Hˆqubit + Hˆcavity + HˆI
Hˆqubit =
4∑
j=1
~δω
(j)
q
2
σˆ(j)z + ~g
∑
j=1,3
(σˆ
(j)
+ σˆ
(j+1)
− + σˆ
(j)
− σˆ
(j+1)
+ )
Hˆcavity = ~ωcaˆ
†aˆ
HˆI = ~(aˆ+ aˆ
†)


4∑
j=1
Jj σˆ
(j)
z

 , (12)
where the first (third) qubit has an energy-exchange interac-
tion with the second (fourth) qubit. We assume δω
(1)
q > δω
(2)
q
(δω
(3)
q > δω
(4)
q ). Also, we assume that the qubit 1 (2) and
qubit 3 (4) has the same parameter such as δω
(1)
q = δω
(3)
q ,
δω
(2)
q = δω
(4)
q , J1 = J3, and J2 = J4. The key idea is to
use a decoherence free subspace [45–48]. By using the qubits
1 and 3, we can define a logical qubit |0L〉13 = |↑↓〉13 and
|1L〉13 = |↓↑〉13. We can also define such a logical qubit
by using the qubit 2 and 4. Since the qubit 1 (2) and 3 (4)
are identical for the dissipative cavity, the environment can-
not distinguish them, which makes it possible to implement a
one-way transfer of quantum states as we will describe later.
Similar to the case of the energy transfer in the Sec. II, we
consider a photon loss of the cavity, and so we will solve the
following Lindblad master equation:
dρˆ(t)
dt
= −
i
~
[HˆQT, ρˆ(t)]−
κ
2
(aˆ†aˆρˆ(t) + ρˆ(t)aˆ†aˆ− 2aˆρˆ(t)aˆ†).
We show the efficiency of our scheme to transfer the quantum
state by solving the Lindblad master equation. Firstly, we set
the initial state as 1√
2
(|↑↓〉13 + |↓↑〉13)|↓↓〉24. Also, we de-
fine a fidelity with the target state F = Tr[ρˆ(t)|ψBell〉〈ψBell|]
where |ψBell〉 = |↓↓〉13
1√
2
(|↑↓〉24 + |↓↑〉24). In the Fig. 3,
we plot the infidelity 1 − F against a time t. By choos-
ing the parameters in the Fig. 3, the fidelity can be more
than 99%, which is more than the threshold of the topolog-
ical quantum error correction [51–53]. Secondly, we numeri-
cally confirm that, for several other initial states described as
(α|↑↓〉13+β|↓↑〉13)|↓↓〉24 where α and β are coefficients, we
can obtain a similar fidelity by using the same parameters. So
these show that we can implement a directional transfer of 1
qubit information by using four qubits and a dissipative cavity.
FIG. 3: One-way quantum state transfer of our protocol by us-
ing four qubits and a cavity. The initial state is 1√
2
(|↑↓〉13 +
|↓↑〉13)|↓↓〉24. We define a fidelity with the target state F =
Tr[ρ(t)|ψBell〉〈ψBell|] where |ψBell〉 = |↓↓〉13
1√
2
(|↑↓〉24 + |↓↑〉24).
We plot the infidelity 1 − F in a log scale against a time t. As we
decreases g, the infidelity becomes smaller at the steady state, which
is consistent with the results in the Fig. 2. We set J2/J1 = 0.5,
J1 = J3, and J2 = J4. We use the same parameters as that used in
the Fig. 2 (c) except the qubit-qubit coupling.
We explain the reasons why we can send the quantum state
in a directional way. Since the qubit 1 (2) and 3(4) are iden-
tical, the dissipative cavity cannot distinguish whether the ex-
citation is located at the qubit 1 (2) or at the qubit 3 (4). This
means that the coherence between |0L〉13 (|0L〉24) and |1L〉13
(|1L〉24) is preserved in our scheme. On the other hand, as
long as we set J1 > J2, the dissipative cavity still can dis-
tinguish whether the excitation is on the qubit 1 or on the
qubit 2, which means that the directional excitation transfer
5can be performed similar to the mechanism described in the
Sec. II. Similar to the Eqs. (4)-(11), we can diagonalize
Hqubit. The second excited state and the third excited state
are approximated as |↓↑〉12 (|↓↑〉34) and |↑↓〉12 (|↑↓〉34) for
Hqubit where the dissipative cavity can induce an irreversible
transition between them as described in the Sec II, and this
approximation becomes better for (δω
(1)
q − δω
(2)
q ) ≫ g
((δω
(3)
q − δω
(4)
q ) ≫ g). This explains why the infidelity can
be smaller for a smaller g in the Fig. 3.
IV. CONCLUSION
In conclusion, we have shown a scheme to implement a
directional transfer of a quantum state by using a tailored en-
vironment. Since we use decoherence for the transfer, this is
an irreversible process. Moreover, once we prepare an initial
state, the transfer can be automatically implemented without
any time dependent operations. To implement a one-way en-
ergy transfer, two qubits and a dissipative cavity are required,
while we need four qubits and a dissipative cavity for a quan-
tum state transfer with preserved coherence. Our scheme pro-
vides not only an alternative way to implement a quantum
state transfer for quantum information processing but also a
deep understanding of a non-reciprocal device for future su-
perconducting circuit applications.
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