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Abstract—Networks of spiking neurons and Winner-Take-All
spiking circuits (WTA-SNNs) can detect information encoded
in spatio-temporal multi-valued events. These are described by
the timing of events of interest, e.g., clicks, as well as by
categorical numerical values assigned to each event, e.g., like
or dislike. Other use cases include object recognition from data
collected by neuromorphic cameras, which produce, for each
pixel, signed bits at the times of sufficiently large brightness
variations. Existing schemes for training WTA-SNNs are limited
to rate-encoding solutions, and are hence able to detect only
spatial patterns. Developing more general training algorithms
for arbitrary WTA-SNNs inherits the challenges of training
(binary) Spiking Neural Networks (SNNs). These amount, most
notably, to the non-differentiability of threshold functions, to the
recurrent behavior of spiking neural models, and to the difficulty
of implementing backpropagation in neuromorphic hardware. In
this paper, we develop a variational online local training rule for
WTA-SNNs, referred to as VOWEL, that leverages only local
pre- and post-synaptic information for visible circuits, and an
additional common reward signal for hidden circuits. The method
is based on probabilistic generalized linear neural models, control
variates, and variational regularization. Experimental results
on real-world neuromorphic datasets with multi-valued events
demonstrate the advantages of WTA-SNNs over conventional
binary SNNs trained with state-of-the-art methods, especially in
the presence of limited computing resources.
Index Terms—Probabilistic Spiking Neural Networks, Neuro-
morphic Computing
I. INTRODUCTION
From the pioneering works in the 40s and 50s, connectionist
systems based on Artificial Neural Networks (ANNs) have
made remarkable progress towards solving difficult tasks
through supervision or feedback mechanisms. While reflecting
the general distributed computational architecture of biological
brains, ANNs approximate the operation of biological neurons
by accounting for only one of the information-encoding mech-
anisms devised by brains [1]. In fact, neurons in ANNs encode
information in spatial patterns of real-valued activations, which
may be interpreted as modeling the spiking rate of biological
neurons. Biological neurons, however, can encode and process
information in spatio-temporal patterns of temporally sparse
spiking signals [2]. With the recognition of the limitations
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of ANN-based solutions in terms of energy consumption [3],
particularly for edge intelligence applications [4], there is a
renewed interest in exploring novel computational paradigms
that can benefit from time encoding and temporally sparse,
event-driven, processing [5].
Spiking Neural Networks (SNNs). As a step towards
capturing the temporal encoding capabilities of biological
brains, Spiking Neural Networks (SNNs) have been introduced
in the 90s [6], inspiring a line of work that has crisscrossed
the fields of neuroscience and machine learning [7]. While
initial research focused on aspects of biological plausibility,
more recent activity has also targeted the definition of practical
energy-efficient solutions for specific tasks, such as keyword
spotting in audio signals [8] and object recognition in videos
[9]. These works have been largely motivated and supported
by the significant progress made in the design of neuromorphic
computing platforms, such as IBM’s TrueNorth, Intel’s Loihi,
and Brainchip’s Akida.
Challenges. The design of training algorithms for SNNs
faces a number of novel challenges as compared to the
well-established state-of-the-art for ANNs. 1) First, spiking
neurons, if interpreted as deterministic devices as in ANNs,
are characterized by non-differentiable activation functions
due to their threshold crossing-triggered behavior. 2) Second,
spiking neurons are internally recurrent due to refractoriness
mechanisms and recurrent topologies [10]. Therefore, credit
assignment to hidden neurons – whose behavior is not specified
by data – requires to propagate changes in the visible outputs
through both space (neurons) and time. 3) Third, most neu-
romorphic chips typically do not implement backpropagation
paths, but only allow for local operations along with global
feedback signaling [11]. 4) Finally, groups of spiking neurons
may spike in synchronized fashion, implementing forms of
population coding through spatio-temporal correlations [12].
This paper aims at tackling all these challenges by leveraging
a probabilistic framework grounded in variational learning.
State of the Art. Solutions to the challenges outlined above
vary. At one end, we have approaches that forego training
on SNNs, which are then used solely as efficient inference
machines. This is done by transferring weights from pre-trained
ANNs [13] or from auxiliary non-spiking neural networks [14].
At the other end lie solutions that aim at the direct – on chip, if
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Fig. 1. Illustration of a WTA-SNN applied to a handwritten digit classification task using the MNIST-DVS dataset, with each WTA circuit i having Ci = 2
spiking units. (a) A moving MNIST digit captured with a neuromorphic camera records negative (−) or positive (+) events for each significant change in the
pixel’s luminosity. The negative event is encoded in the spiking of the first unit (green) of the corresponding circuit, while positive one is encoded by the
second unit (red). (b) The directed links between two circuits represent synaptic dependencies, while the self-loop links represent self-memory. The directed
graph may have loops, indicating recurrent behavior.
implemented on hardware – training of SNNs for the detection
and reproduction of specific spatio-temporal patterns. Non-
differentiability (challenge 1) is tackled by smoothing out the
activation function [15] or its derivative [10], or by relying on
probabilistic neural models [16], [17], [18]. Credit assignment
(challenge 2) may be carried out via backpropagation [19],
[20]; or, addressing also challenge 3, via feedback alignment
[21] or local randomized targets [22]. For probabilistic models,
local credit assignment is facilitated by variational inference
[16], [17], [18], as we further discuss in this paper. Finally,
spatial correlation (challenge 4) can be modeled via Winner-
Take-All (WTA) circuits of spiking neurons, where each WTA
circuit consists of a group of correlated spiking units, with at
most one of the spiking units emitting a spike. To the best of
our knowledge, as summarized in Section V, existing work
on WTA spiking circuits is currently limited to rate-encoding
solutions [23], [24].
Contributions. In this paper, we develop an online local
training rule for arbitrary networks of spiking WTA circuits,
referred to as Variational Online learning rule for spiking
Winner-takE-alL circuits (VOWEL). The goal is to train
the network to respond to input spatio-temporal patterns by
producing desired sequences of spiking signals at its output.
Consider, as an example, the set-up in Fig. 1(a), where the
input is provided by data produced by a neuromorphic camera.
For each pixel, the camera produces a trace of signed event
timings, with the timing marking the occurrence of a significant
change in luminance and the sign describing the direction of
the change. The network is trained to respond to images by
producing specific spiking outputs that can be decoded into a
class label. Importantly, encoding signed data requires the use
of at least two correlated spiking neurons, motivating the use
of WTAs. VOWEL applies more generally to WTA circuits of
any size.
The proposed training rule is derived via the maximization of
a lower bound on the discounted log-likelihood function defined
by assuming categorical generalized linear neural models [18],
[25] for spiking WTAs. Unlike existing work, the approach
applies to arbitrary topologies and spatio-temporal synaptic
and somatic kernels (see Fig. 1(b) and Fig. 2). VOWEL, which
generalizes the algorithms introduced in [16], [17], [18], [21]
for conventional SNNs (without WTA circuits), follows the
three-factor form [26]: A synapse weight wj,i from pre-synaptic
neuron j to a visible post-synaptic neuron i is updated as
wj,i ← wj,i + η ·
〈
posti ·
∑K
k=1
pre(k)j
〉
, (1a)
while a synaptic weight wj,i to a hidden post-synaptic neuron
i is updated as
wj,i ← wj,i + η ·
〈
` · posti ·
∑K
k=1
pre(k)j
〉
, (1b)
where 〈·〉 denotes a discounted time-averaging operator, and
η is a learning rate. The updates (1) depend on three types
of factors. The first, posti, is an error signal that depends
on the activity of the post-synaptic neuron i. It is computed
based on the desired behavior for a visible neuron i, and on
model-driven sampled behavior for a hidden neuron i. The
second term,
∑K
k=1 pre
(k)
j , amounts to the sum of K distinct
temporally filtered versions of the (desired or sampled) activity
of the (visible or hidden) pre-synaptic neuron j. Finally, the
scalar ` is a global reward signal that determines the sign and
magnitude of the update for hidden neurons, as dictated by the
current likelihood for the desired output of the visible neurons.
Numerical experiments on standard datasets produced by a
neuromorphic camera [27] demonstrate the capability of WTA-
SNNs trained with VOWEL to joint extract information from
spatio-temporal patterns, and from numerical values assigned
to each spike. Performance comparisons are presented with
conventional SNNs trained with state-of-the-art algorithms
[22]. We specifically focus our evaluations on the resource-
limited “edge intelligence” regime, characterized by small
neural network topologies and large sampling periods for the
acquisition of exogeneous signals [28].
Notations. We denote negative cross-entropy of two non-
negative vectors a and b with
∑
x ax ≤ 1 and
∑
x bx ≤ 1
by
H¯(a, b) :=
∑
x
ax log bx + (1−
∑
x
ax) log
(
1−∑
x
bx
)
,
and the Kullback-Liebler (KL) divergence as KL(a||b) =
H¯
(
a,a
) − H¯(a, b). The temporal average 〈ft〉κ of a time
sequence {ft}t≥1 with constant κ ∈ (0, 1) is defined as
〈ft〉κ = κ · 〈ft−1〉κ + ft, with 〈f0〉κ = 0. Finally, we denote
by ft ∗ gt =
∑
δ>0 fδgt−δ the convolution operator.
II. BACKGROUND
In this section, we introduce the operational principles
of SNNs and the key definitions, and review the online
local variational training rules derived in [16], [17], [18] for
conventional SNNs (not including WTA circuits).
SNNs as Recurrent Binary Neural Networks. An SNN
is defined by a network of spiking neurons connected over an
arbitrary graph, possibly including (directed) cycles. Focusing
on a discrete-time implementation, as in most hardware
solutions [11], each spiking neuron i at discrete time t = 1, 2, ...
outputs a binary value si,t ∈ {0, 1}, with “1” denoting the
firing of a spike. We collect in vector st = (si,t : i ∈ V)
the spikes emitted by all neurons V at time t and denote by
s≤t = (s1, . . . , st) the spike sequences of all neurons up to
time t. Each neuron i receives inputs from the set Pi of pre-
synaptic neurons, which are connected to it via directed links
in the graph. The current output of the neuron depends on a
function
si,t = fθi(sPi,≤t−1, si,≤t−1, zi,t) (2)
of the sequences sPi,≤t−1 emitted by pre-synaptic neurons
Pi, of the local spiking history si,≤t−1, and, possibly, of
a source of randomness zi,t. The function fθi(·), which
defines the recurrent operation of a neuron, is generally
non-differentiable in the local model parameters θi, since it
describes a threshold activation that dictates whether the neuron
spikes (si,t = 1) or is silent (si,t = 0). While expression (2)
allows for a general dependence on the spiking history, in
practice, function fθi(·) depends on a number of state variables,
including synaptic and somatic traces, that summarize the past
of spiking signals sPi,≤t−1 and si,≤t−1 [10]. Deterministic
models disable the dependence on randomness by setting
zi,t = 0. As mentioned above, simplifications [10], [15], [19],
[21], [22] for deterministic models yield local update rules,
which we relate to the proposed approach in Sec. III.
Generalized Linear Model (GLM). As an alternative to
deterministic models, probabilistic GLMs enable the principled
derivation of online local learning rules via the maximization
of (lower bounds on) the likelihood function. By leveraging the
source of randomness zi,t, GLMs define the spiking probability
of neuron i at time t as
pθi(si,t = 1|s≤t−1) = pθi(si,t = 1|ui,t) = σ(ui,t), (3)
with σ(x) = (1 + e−x)−1 being the sigmoid function and the
membrane potential ui,t being a (deterministic) function of the
state variables dependent on the past samples sPi,≤t−1 and
si,≤t−1. Note that the spiking probability (3) increases with the
membrane potential. From (3), the log-probability corresponds
to the binary negative cross-entropy, i.e.,
log pθi(si,t|ui,t) = H¯
(
si,t, σ(ui,t)
)
. (4)
The joint probability of the spike signals s≤T emitted by
all neurons up to time T is defined using the chain rule as
pθ(s≤T ) =
∏T
t=1
∏
i∈V pθi(si,t|ui,t), where θ = {θi}i∈V is
the model parameters.
Various models can be considered for the membrane potential
ui,t that entail distinct memory requirements. Here we follow
the approach in, e.g., [12], and assume that the membrane
potential is obtained as the output of spatio-temporal moving
average filters with finite-duration for both synapses and self-
memory. Specifically, to account for synaptic memory, we
pre-define, as part of the inductive bias, K finite-duration
filters {a(k)t }Kk=1, and, for neural self-memory, we similarly
introduce a finite-duration filter bt (multiple somatic filters can
also be considered). Each (j, i) synapse between pre-synaptic
neuron j and post-synaptic neuron i computes the synaptic
filtered trace −→s (k)j,t = a(k)t ∗sj,t, while the soma of each neuron
i computes the feedback, or self-memory, trace←−s i,t = bt ∗si,t.
The membrane potential of neuron i at time t is then given as
the weighted sum
ui,t =
∑
j∈Pi
K∑
k=1
w
(k)
j,i
−→s (k)j,t−1 + wi←−s i,t−1 + ϑi, (5)
where {w(k)j,i }Kk=1 is the set of learnable synaptic weights from
pre-synaptic neuron j ∈ Pi to post-synaptic neuron i; wi
is the learnable feedback weight; and ϑi is a learnable bias
parameter, with θi = {{{w(k)j,i }Kk=1}j∈Pi , wi, ϑi} being the
local model parameters. We observe that the GLM-based SNN
outlined above can be interpreted as a dynamic version of belief
networks [29] and can also be interpreted as an autoregressive
discrete process.
Training GLM-based SNNs. As is common in proba-
bilistic models [30], learning can be carried out by max-
imizing the likelihood (ML) that a subset X of “visible”
neurons outputs desired spiking signals x≤T in response to
given inputs. Mathematically, we can write the problem as
maxθ log pθ(x≤T ). Importantly, the stochastic spiking signals
h≤T of “hidden” neurons in the complementary set H have
to be averaged over to evaluate the likelihood log pθ(x≤T ) =
log
∑
h≤T pθ(x≤T ,h≤T ). To address the problem, variational
Expectation-Maximization (VEM) maximizes the lower bound
Lx≤T (θ) := Eq(h≤T )
[
log
pθ(x≤T ,h≤T )
q(h≤T )
]
(6)
over both the model parameters θ and the variational posterior
distribution q(h≤T ) =
∏T
t=1 q(ht|h≤t−1).
As proposed in [16], [17], [18], we choose the variational
distribution to equal the “causally conditioned” distribution of
the hidden neurons given the visible neurons1
q(h≤T ) = pθH(h≤T ||x≤T−1) =
T∏
t=1
∏
i∈H
pθi(hi,t|ui,t). (7)
1The notion of causally conditioned distribution was introduced in the
information-theoretic literature in [31].
Note that we indicate as θX = {θi}i∈X and θH = {θi}i∈H the
collection of model parameters for visible and hidden neurons
respectively. In contrast to true posterior pθ(h≤T |x≤T−1),
distribution (7) ignores the dependence of the hidden neurons’
outputs on future samples of the visible neurons. With this
choice, the ratio in (6) equals to the binary negative cross-
entropy loss for the visible neurons, i.e.,
log
pθ(x≤T ,h≤T )
q(h≤T )
=
T∑
t=1
∑
i∈X
H¯
(
xi,t, σ(ui,t)
)
. (8)
Furthermore, in order to obtain online learning rules, we
specifically aim at maximizing at each time t a discounted
version of the lower bound (6) with (7). Online local update
rules for the model parameter can be obtained by considering
the maximization of this criterion via stochastic gradient descent
[16], [17], [18, Algorithm 2], which we will generalize for
networks of spiking WTA circuits in Sec. III. For completeness,
we provide details for these online learning rules in the
Supplementary Material.
III. VOWEL: ONLINE LOCAL VEM-WTA RULE
In this section, we derive and detail the online local learning
rule for arbitrary networks of spiking WTA circuits based on
variational learning.
A. Probabilistic WTA-SNNs
Recurrent Networks of Spiking WTAs. A WTA-SNN is
an arbitrary directed network of spiking WTA circuits. As for
SNNs, the connectivity graph can possibly include (directed)
cycles. Each WTA circuit i consists of Ci correlated spiking
units, with at most one of the Ci spiking units emitting a spike,
i.e., a “1”, at any discrete time t. Note that in general each
WTA circuit may include a different number of units, and that
a WTA circuit i with Ci = 1 is a conventional spiking neuron.
Mathematically, we define the output of WTA i at time t by
the Ci × 1 vector
si,t =
{
0 if WTA i does not fire at time t,
ec if the cth unit spikes at time t,
(9)
where ec is a Ci × 1 vector that has all-zero entries except for
the cth entry equal to 1. As in Sec. II, we collect in vector
st = (si,t : i ∈ V) the signals emitted by all WTA circuits V
at time t, and denote s≤T = (s1, . . . , sT ) all the signals in
the interval t ∈ {1, . . . , T} for some T > 0.
Probabilistic GLM for WTA-SNNs. In a manner similar to
(2), for each WTA circuit i, one can define a general transfer
function fθi(·) mapping past behaviors {sPi,≤t−1, si,≤t−1}
of pre-synaptic WTA circuits Pi and of the circuit i to the
current vector output (9). A deterministic model for WTA
circuits would require the use of a multi-valued quantizer or
smooth approximation thereof. In this paper, we instead adopt
a probabilistic framework that allows us to directly derive local
online rules in a principled fashion.
Fig. 2. An illustration of the membrane potential ui,t model for a WTA-SNN,
with Ci = 2 units for all circuits and exponential synaptic and somatic filters.
The contributions of the synaptic traces from a pre-synaptic WTA circuit j ∈ Pi
through K synaptic filters {a(k)t }Kk=1 are multiplied by the corresponding
weight matrices {W(k)j,i }Kk=1, and then summed over k = 1, . . . ,K. The
contribution of the somatic trace of a post-synaptic circuit i through somatic
filter bt is multiplied by a weight matrix Wi. The bias parameter ϑi is
summed to obtain the membrane potential ui,t, which is used to determine
the distribution of the WTA circuit output si,t through the σ(·) operator.
A probabilistic GLM for WTA circuits defines the probability
of circuit i to output a spike at unit c for time t as
pθi(si,t = ec|ui,t) = σc(ui,t) :=
exp
(
u>i,tec
)
1 +
∑C
c′=1 exp
(
u>i,tec′
) ,
where the dependence on history {sPi,≤t−1, si,≤t−1} is medi-
ated by the Ci×1 membrane potential vector ui,t, and we define
the vector function σ(ui,t) =
[
σ1(ui,t), . . . , σC(ui,t)
]>
. Note
that the spiking probability for unit c in circuit i increases
with the cth entry value of the membrane potential ui,t. Under
this model, the log-probability equals the categorical negative
cross-entropy
log pθi(si,t|ui,t) = H¯
(
si,t,σ(ui,t)
)
. (10)
Following a natural generalization of the membrane potential
model for binary SNNs in (5), as illustrated in Fig. 2, we
assume pre-defined K finite-duration spatio-temporal filters
{a(k)t }Kk=1 and bt for synapses and self-memory, respectively.
Accordingly, the synaptic traces {−→s (k)j,t }Kk=1 for each synapse
(j, i) from pre-synaptic circuit j to post-synaptic circuit i are
defined by the Cj × 1 vectors
−→s (k)j,t = a(k)t ∗ sj,t,
and the somatic trace is similarly given by the Ci × 1 vector←−s i,t = bt ∗ si,t. The membrane potential of circuit i at time t
is a Ci × 1 vector given as the weighted sum
ui,t =
∑
j∈Pi
K∑
k=1
W
(k)
j,i
−→s (k)j,t−1 +Wi←−s i,t−1 + ϑi, (11)
where {W(k)j,i }Kk=1 is the set of learnable synaptic weight
matrices of size Ci×Cj for synapse (j, i); Wi is the learnable
feedback weight matrix of size Ci ×Ci; and ϑi is a learnable
Ci×1 bias parameter, with θi = {{{W(k)j,i }Kk=1}j∈Pi ,Wi,ϑi}
being the local model parameters of circuit i. Note that each
synapse is here defined by a matrix weight for each filter, and
not by a scalar as in the binary case.
A WTA circuit can be implemented as a group of spiking
neurons connected through an inhibition mechanism that en-
sures the spiking of a single neuron [23], [32], [33]. According
to the model (11), synapses connect circuits and are generally
capable of matrix-vector multiplication. Note that, due to the
binary nature of vectors {si,t}, no multiplications are required
during inference, i.e., to evaluate (11). As for conventional
SNNs, the energy consumption during inference hence depends
on the number of spikes, i.e., non-zero vectors, communicated
across the synapses between circuits.
B. VOWEL
Training GLM-based WTA-SNN. For training, we parti-
tion the set V of WTA circuits into disjoint subsets X and
H of visible and hidden circuits, respectively. By following
analogous steps as (6)-(8) for binary SNNs, we obtain the
following lower bound on the log-likelihood of the desired
behavior x≤T of the visible circuits
Lx≤T (θ) := EpθH (h≤T ||x≤T−1)
[ T∑
t=1
∑
i∈X
H¯
(
xi,t,σ(ui,t)
)]
.
Sparsity-inducing Variational Regularization. While the
behavior of visible circuits is specified by training example
x≤T , the behavior h≤T of hidden circuits in a WTA-SNN may
present dense spiking signals since the ML criterion Lx≤T (θ)
does not enforce any sparsity constraint. To obviate this
problem, bounded rationality [34] regularization (or generalized
Bayesian inference [35]) can be applied to the ML problem by
adding a term that penalizes deviations of the hidden circuits’
distribution pθH(h≤T ||x≤T−1) from a baseline distribution
r(h≤T ) with the desired level of sparsity r. Mathematically,
the learning criterion is given as
Lx≤t(θ)− α · KL
(
pθH(h≤t||x≤t−1)||r(h≤t)
)
= EpθH (h≤t||x≤t−1)
[ t−1∑
t′=0
γt
′
`θ,t−t′
]
:= Lregx≤t(θ), (12)
where α > 0 is a regularization coefficient; we have defined
the learning reward `θ,t at time t as
`θ,t =
∑
i∈X
H¯
(
xi,t,σ(ui,t)
)
− α
∑
i∈H
(
H¯
(
hi,t,σ(ui,t)
)− log r(hi,t)); (13)
and we have introduced a weighted time average with discount
factor γ ∈ (0, 1) for online learning.
Variational Online learning rule for spiking Winner-
takE-AlL circuits (VOWEL). VOWEL maximizes the lower
bound Lregx≤t(θ) in (12) via stochastic gradient descent as
θ ← θ+η·∇θLˆregx≤t(θ), in the direction of a Monte Carlo (MC),
stochastic, estimate ∇θLˆregx≤t(θ). This requires the gradient of
the log-probability (10) for each circuit i with respect to its
local parameters θi, which is given as
∇ϑi log pθi(si,t|ui,t) = si,t − σ(ui,t)︸ ︷︷ ︸
posti
, (14a)
∇
W
(k)
j,i
log pθi(si,t|ui,t) =
(
si,t − σ(ui,t)
)︸ ︷︷ ︸
posti
(−→s (k)j,t−1)>︸ ︷︷ ︸
pre(k)j
,
(14b)
∇Wi log pθi(si,t|ui,t) =
(
si,t − σ(ui,t)
)←−s >i,t−1︸ ︷︷ ︸
posti
. (14c)
In order to estimate the gradient of learning criterion (12), at
each time t, each hidden circuit i ∈ H generates a sample
hi,t ∼ pθi(hi,t|ui,t) from the causally conditioned distribution
(7). Then, for visible circuits i ∈ X , VOWEL updates the model
parameters by an amount equal to
∆θi = η ·
〈
∇θi log pθi(xi,t|ui,t)︸ ︷︷ ︸
pre and post
〉
γ
, (15a)
while, for hidden circuits i ∈ H, we have the update
∆θi = η ·
〈 (
`θ,t − bi,t
)︸ ︷︷ ︸
reward
· 〈∇θi log pθi(hi,t|ui,t)︸ ︷︷ ︸
pre and post
〉
κ
〉
γ
,(15b)
with some constant κ ∈ (0, 1). The baseline bi,t is a control
variate introduced as a means to reduce the variance of estimate.
We will discuss this further at the end of this section. Details of
the proposed learning algorithm with derivation of the gradient
estimates are provided in the Supplementary Material.
C. Interpreting VOWEL
Following the discussion of (1) in Sec. I, the update rule
(15) is local, with the exception of the global scalar reward
signal `θ,t used for the update of hidden circuits’ parameters.
Pre-synaptic trace. In the update of each synaptic weight
matrix W(k)j,i , the pre-synaptic circuit j contributes a term equal
to the synaptic filtered trace −→s (j)j,t−1. A lack of recent spiking
activity from circuit j hence yields a vanishing synaptic update.
Specifically, if a unit c of pre-synaptic circuit j has not spiked
within the memory of the synaptic kernels of the temporal
averages in (15), then, by (14b), the update of the cth column
of matrix W(k)j,i is approximately zero. This pre-synaptic term is
also common to rules derived from deterministic SNN models
(i.e., with Ci = 1 for all i ∈ V) such as [15], [20], [21].
Post-synaptic error. The updates of model parameters for
each circuit i in (14) depend on the post-synaptic error term
si,t − σ(ui,t), which plays a different role for visible and
hidden circuits. For visible circuits, it provides a feedback
signal in terms of the gap between the desired output xi,t,
to which visible circuits are clamped during learning, and
the average behavior σ(ui,t) under the current model. For
hidden circuits, this term amounts instead to the difference
between the current, randomly generated, output hi,t and the
average model behavior. This term hence magnifies updates
for the time instants in which desired or current behavior
differs significantly for the average counterpart – an instance of
homeostatic plasticity [36]. We note that, in rules derived from
deterministic binary models, the post-synaptic term is given
solely by the actual output neural value, possibly multiplied
by an approximate activation derivative [21], [22]. As such, it
does not provide any form of learning signal.
Global reward signal. For hidden circuits, the common
global reward signal `θ,t in (13) is used to guide the update
(15b). The global reward term (13) indicates how effective
the current, randomly sampled, behavior of hidden circuits
is in ensuring the maximization of the likelihood of the
desired behavior for the visible circuits. The global reward
can be computed by a central processor by collecting the
membrane potentials ui,t from all circuits. In rules derived
from deterministic binary models, a global error signal is
instead provided to all neurons by following various heuristics,
such as feedback alignment [21] or local per-layer rewards
[22], [24].
Optimized baseline for variance reduction. In order to
reduce the variance of the gradient estimate (15b) for hidden
circuits, we adopt an optimized baseline that minimizes a bound
on the variance of the gradient [37]. The optimized baseline
can be obtained as bi,t = 〈`θ,t ·e2i,t〉/〈e2i,t〉, where we denoted
ei,t = 〈∇θi log pθi(hi,t|ui,t)〉κ. We note that the baseline is
defined and updated locally at each circuit and separately for
each local parameter.
IV. EXPERIMENTS
A. Experimental Setting
We evaluate VOWEL on two classification tasks defined by
the neuromorphic datasets MNIST-DVS [38] and DVSGesture
[28], [39]. Both datasets have signed spiking signals as inputs
and class labels as outputs (see Fig. 1(a)). The spiking
sequences are obtained by sampling the input signals as detailed
in the Supplementary Material. We consider a generic, non-
optimized, network architecture characterized by a set of H
fully connected hidden circuits, all receiving the exogeneous
inputs as pre-synaptic signals, and a read-out layer. Each circuit
in the read-out layer receives pre-synaptic signals from all the
hidden circuits, as well as from the exogeneous inputs. All
WTA circuits in the WTA-SNN have the same number C = 2
of spiking units to represent the signed spiking signal.
As benchmarks, we consider standard binary SNNs trained
with VOWEL in the special case C = 1, as well as with the
recently proposed DECOLLE algorithm [22], which is derived
based on a deterministic SNN model. For binary SNNs, the
inputs’ signs can be either discarded, producing a binary input
signal (i.e., spike or silent) per pixel (as in, e.g., [40]); or else
two binary signals per pixel can be treated as separate binary
inputs (as in, e.g., [41]). We refer to the first case as “unsigned
binary inputs” and to the second as “per-sign binary inputs”.
The mentioned benchmark binary SNNs are trained with 2H
hidden neurons for a comparison with equal number of spiking
units. Other hyperparameters and training settings are detailed
in the Supplementary Material.
Fig. 3. Test accuracy for VOWEL with H = 16 hidden circuits for the
MNIST-DVS dataset with and without baseline and regularization. Shaded
areas represent confidence intervals equal to one standard deviation.
B. MNIST-DVS Classification
First, we consider a handwritten digit classification task
based on the MNIST-DVS dataset [38]. For this task, we train
WTA-SNNs with 10 spiking circuits in the read-out layer, one
for each label.
To start, Fig. 3 compares the test accuracy performance
of VOWEL with a modified version of VOWEL without
regularization (α = 0) and baseline (bi,t = 0). It can be
observed that baseline and regularization can improve the test
performance both in terms of average accuracy, by reducing
overfitting, and of robustness, by reducing the variance of the
stochastic gradients (15).
We now turn to the comparison of WTA-SNNs trained
with VOWEL with the mentioned baseline binary SNNs.
Fig. 4 shows the classification accuracy in the test set as
a function of the training samples. The WTA-SNN trained
with VOWEL is seen to outperform both conventional binary
SNN solutions, which were also trained with VOWEL (with
C = 1). In line with previous results [40], [41], the use of sign
information is only marginally useful for a conventional SNN.
This demonstrates the unique capability of WTA circuits to
process information encoded both in the spikes’ timings and
in their associated values, here the signs.
C. DVSGesture Classification
Having elaborated on the comparison with conventional
SNNs trained with VOWEL, we now compare the performance
of the proposed WTA-SNN system with a binary SNN trained
using a state-of-the-art method known as DECOLLE [22].
DECOLLE assumes a layered architecture, and it carries out
credit assignment by defining a random layer-wise rate-encoded
target that depends on the current average spiking rate in the
layer. For DECOLLE, the 2H hidden neurons are equally
divided into two layers. We consider a challenging gesture
classification task based on the DVSGesture dataset [39].
For VOWEL, we consider a network with up to H = 256
hidden WTA circuits. An equal or larger number of spiking
units is considered for DECOLLE. In order to explore the
trade-off between test classification accuracy and complexity,
Fig. 4. Test accuracy of binary SNNs with unsigned or per-sign inputs, and
WTA-SNN, all trained via VOWEL for the MNIST-DVS dataset. Shaded areas
represent confidence intervals equal to one standard deviation.
we have evaluated the performance of DECOLLE under
different sampling rates from 1 ms to 20 ms, with the latter
corresponding to the sampling rate used for VOWEL.
A summary of the performance comparison between
DECOLLE and VOWEL is provided in Table I. It is first
noted that, owing to the more significant complexity of the
task under study with respect to the MNIST-DVS task, the
accuracy levels are generally lower. We also observe that the
performance of DECOLLE degrades quickly with decreasing
number of hidden neurons and sampling rates. In particular,
with a sampling period of 20 ms and H = 256 (i.e., two
layers of 256 neurons), the accuracy drops to 26.38%. This is
likely due to the layered architecture with local rate-encoded
credit assignment used by DECOLLE and to the importance
for the DVSGesture dataset to extract information encoded in
spatio-temporal patterns. In contrast, WTA-SNNs trained with
VOWEL provide more robust accuracy levels even with only
H = 64 circuits. We attribute this capacity to operate with a
smaller number of neurons and coarser sampling rates to the
power of WTA-SNNs to directly distinguish spatio-temporal
patterns encoded in the values of the spikes.
V. RELATED WORKS
Probabilistic models for SNNs have been mostly proposed as
solutions to implement approximate Bayesian inference through
sampling and rate encoding in Boltzmann Machines (BM) [42],
[43]. We recall that BMs are undirected generative models
modeling correlated (static) scalar variables. The approach,
known as neural sampling, was pioneered in [42] for a two-
layer network consisting of a visible layer of spiking neurons
and a latent WTA circuit. We note that the BM can be
characterized as a special case of (3) with K = 1 and with
unit synaptic memory, where the unitary memory corresponds
to the values sampled at previous instant for Gibbs sampling
and information is encoded in the average spiking rate of the
neurons. Learning is carried out via a Monte Carlo-based EM
yielding local update rules or via contrastive divergence [43],
while inference of the latent variables is carried out via Gibbs
sampling on the BM.
TABLE I
TEST ACCURACY OF VOWEL AND DECOLLE ON DVSGESTURE
MODEL PERIOD H ACCURACY
1 MS 1024 61.42± 2.92%
1 MS 512 57.75± 3.22%
DECOLLE [22] 1 MS 512 56.42± 2.03%
10 MS 256 34.72± 0.75%
20 MS 256 26.38± 0.28%
20 MS 256 60.26± 0.91%
VOWEL 20 MS 128 57.96± 0.11%
20 MS 64 57.89± 0.35%
While BMs are undirected graphical models, inference on
more general directed models defined on a tree is studied
in [23]. This work uses randomness in the spiking behavior
of WTA circuits arranged on a tree to implement Bayesian
inference in trees of categorical variables through mean-field
variational inference. Learning is carried out via variational
EM, resulting in local update rules based on STDP. Generative
models based on probabilistic SNNs are studied in [24],
which considers directed networks of WTA circuits with noisy
synapses. The network is trained via variational EM based on
the reparameterization trick and diffusion approximation (see
also [43]).
All the works reviewed above use probabilistic SNNs to
approximate inference or data generation in networks of
correlated categorical variables by means of sampling and
rate encoding. These solutions are hence unable to effectively
process time encoded data in which information is carried
by spatio-temporal patterns. In contrast, learning rules for
probabilistic SNNs were introduced in [17] for sequence
memorization and in [16], [44] for sequence-to-sequence
mapping. Finally, multi-valued spikes (deterministic) models
are studied in [45] to reduce energy consumption of pre-
designed SNNs via time compression.
VI. CONCLUSIONS AND DISCUSSION
In this paper, we have proposed the first general local and
online learning rule for WTA-SNNs – referred to as VOWEL
– that applies to any topology. VOWEL only requires a scalar
feedback signal for the update of the weights of hidden circuits.
It is derived starting from first principles as the maximization of
a likelihood metric, and it encompasses KL-based regularization
and baseline control variates. Experiments have demonstrated
that WTA-SNN systems trained with VOWEL can outperform
state-of-the-art methods based on conventional SNNs for the
solution of tasks in which information is encoded both in
spatio-temporal patterns and in numerical values attached to
spikes. The advantages are particularly evident for resource-
constrained settings with a small number of hidden neural
units.
While this work considered the maximization of a discounted
log-likelihood learning criterion, similar rules can be derived
by replacing the log-likelihood with other reward functions.
For example, in [46], a probabilistic WTA-SNN can be used
as a stochastic policy in reinforcement learning. Other gener-
alizations include Bayesian learning via Langevin dynamics
[47], [48]; and the optimization of tighter lower bounds on the
likelihood [49], [50].
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APPENDIX A
BINARY SNNS
A. Methods: Training GLM-based Binary SNNs
Online Local Variational EM-based Rule. An online local update rule for the model parameters can be obtained by
considering the maximization of this criterion Lx≤t(θ) via stochastic gradient descent [16], [17], [18]. To this end, at each time
t, each hidden neuron i ∈ H generates a sample hi,t ∼ pθi(hi,t|ui,t) from (3). Then, for visible neurons i ∈ X , the synaptic
weights are updated as
∆w
(k)
j,i = η ·
〈 (
xi,t − σ(ui,t)
)︸ ︷︷ ︸
posti
· −→s (k)j,t−1︸ ︷︷ ︸
pre(k)j
〉
γ
, (16a)
while, for hidden neurons i ∈ H, we have the update
∆w
(k)
j,i = η ·
〈
`θX,t︸︷︷︸
reward
· 〈 (hi,t − σ(ui,t))︸ ︷︷ ︸
posti
· −→s (k)j,t−1︸ ︷︷ ︸
pre(k)j
〉
κ
〉
γ
(16b)
for some time-average coefficient 0 < κ < 1, and we have defined the reward, or learning signal, at time t as∑
i∈X H¯
(
xi,t, σ(ui,t)
)
. Similar expressions apply for the other model parameters (see Algorithm 2 in [18]). We have generalized
this rule in Sec. III, which provides the expressions for all updates. We also discuss there the relationship of rule (16) with
related algorithms derived from deterministic models.
APPENDIX B
WTA-SNNS AND ONLINE LOCAL VEM-BASED LEARNING RULE FOR WTA-SNNS.
A. Details on Probabilistic Models
Spatio-temporal filters. The membrane potential ui,t in (11) assumes a set of fixed K finite-duration spatio-temporal filters
{a(k)t }Kk=1 for synapses and a finite-duration filter bt for self-memory. For a synapse (j, i) from pre-synaptic circuit j ∈ Pi
to post-synaptic circuit i, the synaptic filters {a(k)t }Kk=1, along with the corresponding synaptic weight matrices {W(k)j,i }Kk=1,
determine the temporal sensitivity of the synapse. Specifically, the contribution of the kth synaptic trace −→s (k)j,t−1 is multiplied by
a learnable weight matrix W(k)j,i , where the (c, c
′)th element indicates the contribution of the past incoming signals from circuit
j with value c′ to the propensity of circuit i to emit a spike of value c. In a similar manner, the feedback, or self-memory,
filter bt, along with the feedback weight matrix Wi which describes the feedback contribution of the past spiking signals of
the circuit itself, determine the temporal response of a circuit i to its own spikes. When the filter a(k)t is of finite duration
τ , computing the filtered trace −→s (k)i,t requires keeping track of the window {si,t, si,t−1, . . . , si,t−(τ−1)} of prior signals. An
example is given by exponentially decaying function of the form a(k)t = exp(−t/τ1) − exp(−t/τ2) for t ≤ τ − 1 and zero
otherwise, with time constants τ1, τ2. An example of negative feedback filter bt = − exp(−t/τ3) with time constant τ3 models
the refractory period upon the emission of a spike, with the time constant τ3 determining the refractory period duration, see
Fig. 5(a). Example of filter functions include raised cosine functions with different synaptic delays, see Fig. 5(b).
(a) (b)
Fig. 5. Examples of synaptic, self-memory filters of duration τ : (a) an exponentially decaying synaptic kernel a(k)t and self-memory kernel bt, and (b) raised
cosine raised functions a(k)t in [25].
Probabilistic GLM model of WTA-SNNs. The joint probability of the signals s≤T = (s1, . . . , sT ) emitted by all circuits
in the WTA-SNN up to time T can be written using the chain rule as
pθ(s≤T ) =
T∏
t=1
pθ(st|s≤t−1) =
T∏
t=1
∏
i∈V
pθi(si,t|s≤t−1), (17)
where θ = {θi}i∈V is a set of model parameters. Under the considered GLM model (9)-(11), the probability of circuit i to
output a spike at unit c for time t is
pθi(si,t = ec|ui,t) = σc(ui,t) =
exp
(
u>i,tec
)
1 +
∑C
c′=1 exp
(
u>i,tec′
)
for c = 1, . . . , C, while the probability of not spiking is given as
pθi(si,t = 0|ui,t) =
1
1 +
∑C
c′=1 exp
(
u>i,tec′
) .
Defining the vector function σ(ui,t) = [σ1(ui,t), . . . , σC(ui,t)]>, it can be rewritten in a more compact form as
pθi(si,t|ui,t) =
{
1−∑Cc=1 σc(ui,t), if si,t = 0,
s>i,tσ(ui,t), if si,t = ec for c ∈ {1, 2, . . . , C}.
(18)
Moreover, it follows that the log-probability corresponds to the categorical negative cross-entropy
log pθi(si,t|ui,t) =
C∑
c=1
1{si,t=ec} · log σc(ui,t) + 1{si,t=0} · log
(
1−
C∑
c′=1
σc′(ui,t)
)
= H¯
(
si,t,σ(ui,t)
)
. (19)
We note that the categorical negative cross-entropy of circuit i depends on the local model parameter θi through the membrane
potential ui,t, which we omit for notational simplicity.
Derivation of the gradient ∇θi log pθi(si,t|ui,t) in (14). From the chain rule, we have that
∇θi log pθi(si,t|ui,t) = ∇ui,tH¯
(
si,t,σ(ui,t)
) · ∇θiui,t = (si,t − σ(ui,t)) · ∇θiui,t,
where the partial derivative ∇ui,tH¯
(
si,t,σ(ui,t)
)
is computed in a similar manner to the gradient of the standard categorical
cross-entropy. Specifically, for each cth entry of the membrane potential, say u(c)i,t , it follows that
∇
u
(c)
i,t
H¯
(
si,t,σ(ui,t)
)
= 1{si,t=ec} − σc(ui,t)
by plugging the following fact into the gradient of (19)
∂σc(ui,t)
∂u
(c)
i,t
= σc(ui,t) ·
(
1− σc(ui,t)
)
, and
∂σc′(ui,t)
∂u
(c)
i,t
= −σc(ui,t) · σc′(ui,t) for c′ 6= c.
The partial derivative ∇θiui,t is directly computed from the (11) as
∇ϑiui,t = 1, ∇W(k)j,i ui,t =
−→s (k)j,t−1, ∇Wiui,t =←−s i,t−1.
As a result, we have
∇ϑi log pθi(si,t|ui,t) = si,t − σ(ui,t),
∇
W
(k)
j,i
log pθi(si,t|ui,t) =
(
si,t − σ(ui,t)
)(−→s (k)j,t−1)>, for k = 1, . . . ,K,
∇Wi log pθi(si,t|ui,t) =
(
si,t − ui,t
)←−s >i,t−1.
B. Variational EM for WTA-SNNs
Evidence of Lower Bound (ELBO) for WTA-SNNs. Learning can be carried out by maximizing the likelihood (ML) that
a subset X of visible circuits outputs desired spiking signals x≤T in response to given inputs. Mathematically, we can write the
ML problem as maxθ log pθ(x≤T ), where the stochastic spiking signals h≤T of hidden circuits in the complementary set H
have to be averaged over in order to evaluate the marginal log-likelihood log pθ(x≤T ) = log
∑
h≤T pθ(x≤T ,h≤T ). To tackle
the problem, variational EM maximizes the evidence of lower bound (ELBO)
Lx≤T (θ) = Eq(h≤T )
[
log
pθ(x≤T ,h≤T )
q(h≤T )
]
over both the model parameters θ and the variational posterior distribution q(h≤T ) =
∏T
t=1 q(ht|h≤t−1).
As in (7) for conventional SNNs, we choose the variational distribution to equal the causally conditioned distribution of the
hidden circuits given the visible circuits
q(h≤T ) = pθH(h≤T ||x≤T−1) =
T∏
t=1
∏
i∈H
pθi(hi,t|ui,t).
From (17), this choice results the ratio in the ELBO Lx≤T (θ) equal to the categorical negative cross-entropy loss for the visible
circuits, i.e.,
log
pθ(x≤T ,h≤T )
q(h≤T )
= log pθX(x≤T ||h≤T−1) =
T∑
t=1
∑
i∈X
H¯
(
xi,t,σ(ui,t)
)
.
We also note that the ratio corresponds to the causally conditioned distribution of the visible circuits given the hidden circuits.
The resulting ELBO for WTA-SNNs can be written as
Lx≤T (θ) = EpθH (h≤T ||x≤T−1)
[ T∑
t=1
∑
i∈X
H¯
(
xi,t,σ(ui,t)
)]
.
ELBO with Variational Regularization for WTA-SNNs. Following the approach of bounded rationality [34] regularization,
sparsity-inducing variational regularization can be applied by adding a KL divergence term between the hidden circuits’
distribution pθH(h≤T ||x≤T−1) and a baseline distribution r(h≤T ) =
∏T
t=1
∏
i∈H r(hi,t) with the desired level of sparsity
r(hi,t) of each hidden circuit i at time t. Specifically, with a regularization coefficient α > 0, the learning criterion is given as
Lx≤T (θ)− α · KL
(
pθH(h≤T ||x≤T−1)||r(h≤T )
)
= EpθH (h≤T ||x≤T−1)
[
log pθX(x≤T ||h≤T−1)
]
− α · EpθH (h≤T ||x≤T−1)
[
log
pθH(h≤T ||x≤T−1)
r(h≤T )
]
= EpθH (h≤T ||x≤T−1)
[ T∑
t=1
(∑
i∈X
H¯
(
xi,t,σ(ui,t)
)− α ·∑
i∈H
(
H¯
(
hi,t,σ(ui,t)
)− log r(hi,t))︸ ︷︷ ︸
:= `θ,t: reward with regularization at time t
)]
:= Lregx≤T (θ).
To obtain online learning rules, we aim at maximizing a discounted version of the lower bound Lregx≤T (θ) at each time t as
Lregx≤t(θ) = EpθH (h≤t||x≤t−1)
[ t−1∑
t′=0
γt
′
`θ,t−t′
]
,
where 0 < γ < 1 is a discount factor.
Details on temporal average 〈·〉. Before to derive an online learning rule maximizing the lower bound Lregx≤t(θ), we first
note that the temporal average 〈ft〉γ of a time sequence {ft}t≥1 with a constant γ ∈ (0, 1) equals to the discounted sum of the
time sequence
∑t−1
t′=0 γ
t′ft−t′ . With 〈f0〉γ = 0, from recursive computations of the temporal average operator, we have
〈ft〉γ = γ · 〈ft−1〉γ + ft = γ ·
(
γ · 〈ft−2〉γ + ft−1
)
+ ft = . . .
= ft + γft−1 + γ2ft−2 + · · ·+ γt−1f1 =
t−1∑
t′=0
γt
′
ft−t′ .
Using the temporal average, the lower bound is obtained as Lregx≤t(θ) = EpθH (h≤t||x≤t−1)
[〈
`θ,t
〉
γ
]
. Finally, we note that the
summation of a time sequence {ft}t≥1 over time, i.e.,
∑t
t′=1 ft′ , can be approximated with the temporal average 〈ft〉κ with
some constant κ ∈ (0, 1), where the constant κ close to 1 allows to get a better proxy.
Derivation of the gradient ∇θLregx≤t(θ). We compute the gradient of the objective Lregx≤t(θ) with respect to θ as
∇θLregx≤t(θ)
(a)
= EpθH (h≤t||x≤t−1)
[〈
∇θ`θ,t
〉
γ
+
〈
`θ,t
〉
γ
· ∇θ log pθH(h≤t||x≤t−1)
]
= EpθH (h≤t||x≤t−1)
[〈
∇θ`θ,t
〉
γ
+
t∑
t′=1
γt−t
′
`θ,t′ ·
t∑
t′=1
∑
i∈H
∇θH¯
(
hi,t′ ,σ(ui,t′)
)]
(b)
= EpθH (h≤t||x≤t−1)
[〈
∇θ`θ,t
〉
γ
+
t∑
t′=1
(
γt−t
′
`θ,t′ ·
t′∑
t′′=1
∑
i∈H
∇θH¯
(
hi,t′′ ,σ(ui,t′′)
)
︸ ︷︷ ︸
≈
〈∑
i∈H∇θH¯
(
hi,t′ ,σ(ui,t′ )
)〉
κ
)]
(c)
= EpθH (h≤t||x≤t−1)
[〈
∇θ`θ,t
〉
γ
+
〈
`θ,t ·
〈∑
i∈H
∇θH¯
(
hi,t,σ(ui,t)
)〉
κ
〉
γ
]
.
The equality (a) follows directly from an application of the score function, or REINFORCE that uses the likelihood ratio
∇θ log pθH(h≤t||x≤t−1) = ∇θpθH(h≤t||x≤t−1)/pθH(h≤t||x≤t−1). Recalling that under mild conditions on a parametric
distribution pθ(x) we have
Epθ(x)[∇θ log pθ(x)] =
∑
x
pθ(x)∇θ log pθ(x) =
∑
x
∇θpθ(x) = ∇θ
∑
x
pθ(x) = ∇θ1 = 0,
we can simplify the gradient through the equality (b) as in [37]. In (c), the summation over time up to t is estimated using
temporal average operator with a constant κ ∈ (0, 1). In detail, for visible circuit i ∈ X , the gradient equals to
∇θiLregx≤t(θ) = EpθH (h≤t||x≤t−1)
[〈
∇θi`θ,t
〉
γ
]
= EpθH (h≤t||x≤t−1)
[〈
∇θiH¯
(
xi,t,σ(ui,t)
)〉
γ
]
, (20a)
while for hidden circuit i ∈ H, we have
∇θiLregx≤t(θ) = EpθH (h≤t||x≤t−1)
[〈
− α · ∇θiH¯
(
hi,t,σ(ui,t)
)〉
γ
+
〈
`θ,t ·
〈
∇θiH¯
(
hi,t,σ(ui,t)
)〉
κ
〉
γ
]
= EpθH (h≤t||x≤t−1)
[〈
`θ,t ·
〈
∇θiH¯
(
hi,t,σ(ui,t)
)〉
κ
〉
γ
]
. (20b)
Monte Carlo estimate of the gradient. An Monte Carlo estimate of the gradient (20) can be obtained by drawing a single
sample h≤t of hidden circuits from the causally conditioned distribution pθH(h≤t||x≤t−1) and evaluating
∇θiLˆregx≤t(θ) =
〈
∇θiH¯
(
xi,t,σ(ui,t)
)〉
γ
, i ∈ X , (21a)
∇θiLˆregx≤t(θ) =
〈(
`θ,t − bi,t
) · 〈∇θiH¯(hi,t,σ(ui,t))〉κ︸ ︷︷ ︸
:= ei,t
〉
γ
, i ∈ H. (21b)
We have introduced baseline, or control variates, signals bi,t as means to reduce the variance of the gradient estimator. Following
the approach in [37], an optimized baseline at each time t that minimizes a bound on the variance of the gradient can be
selected as
bi,t =
E
[
`θ,t · e2i,t
]
E
[
e2i,t
] .
In the proposed implementation in VOWEL, the expectations are approximated using averages over time, i.e.,
bi,t =
〈
`θ,t · e2i,t
〉
κb〈
e2i,t
〉
κb
,
with some constant κb ∈ (0, 1).
C. Detailed Algorithm of VOWEL
To elaborate the proposed learning rule VOWEL, at each time t, spiking signal hi,t of each hidden circuit i ∈ H is locally
generated from the current model hi,t ∼ pθi(hi,t|ui,t) and the global reward `θ,t in (13) is computed by a central processor
by collecting the membrane potentials ui,t from all circuits i ∈ V . Finally, as detailed in Algorithm 1, for each circuit i,
VOWEL updates the local model parameters θi via stochastic gradient descent as θi ← θi + η · ∇θiLˆregx≤t(θ) in the direction of
a stochastic Monte Carlo estimate (21), with learning rate η as in (15).
Algorithm 1: VOWEL: Online Learning Rule of WTA-SNNs via Variational EM
Input: data x≤t, discount factor γ. time-averaging constants κ, κb, learning rate η, regularization coefficient α, and sparsity
level r(·)
Output: learned model parameters θ
initialize parameters θ
for each time t = 1, 2, . . . do
- each WTA circuit i ∈ V computes the synaptic traces {−→s (k)i,t−1}Kk=1 and somatic trace ←−s i,t−1
- each WTA circuit i ∈ V computes the membrane potential ui,t from (11) based on synaptic traces {{−→s (k)j,t−1}Kk=1}j∈Pi
from pre-synaptic circuits Pi and somatic trace of itself ←−s i,t−1
- each hidden WTA circuit i ∈ H outputs a spike of value c with probability σc(ui,t), i.e., hi,t ∼ σ(ui,t)
- a central processor computes the learning reward `θ,t from (13)
- each visible WTA circuit i ∈ X computes the gradient ∇θi log pθi(xi,t|ui,t) from (14)
- each hidden WTA circuit i ∈ H computes the gradient ∇θi log pθi(hi,t|ui,t) from (14) and the baseline
bi,t =
〈
`θ,t ·
〈∇θi log pθi(hi,t|ui,t)〉2κ〉κb〈〈∇θi log pθi(hi,t|ui,t)〉2κ〉κb
- each WTA circuit i ∈ V updates local model parameters as
θi ← θi + η ·

〈
∇θi log pθi(xi,t|ui,t)
〉
γ
, if i ∈ X ,〈(
`θ,t − bi,t
) · 〈∇θi log pθi(hi,t|ui,t)〉κ〉γ , if i ∈ H.
end for
APPENDIX C
EXPERIMENTS
A. MNIST-DVS Dataset
The MNIST-DVS dataset was obtained in [38] by displaying slowly moving handwritten digits from the MNIST dataset on
an LCD monitor and recording the output of a 128× 128 pixel DVS (Dynamic Vision Sensor) camera [27]. The recordings
last about 2 s, which amounts to nearly 2, 000, 000 samples per example, with a sampling period of 1 µs. The camera uses
send-on-delta encoding, whereby positive (+1) or negative (−1) events are recorded if luminosity respectively increases or
decreases, and no event (0) otherwise. After pre-processing the dataset, each pixel of any input 26× 26 image consists of a
discrete-time sequence of positive (+), negative (−), or non-spike events. Using one-hot encoding for a WTA-SNN as described
in (9), this yields 676 two-dimensional input sequences, with one input circuit per pixel. When training binary SNNs using
unsigned binary inputs, the input sequence is given by 676 binary sequences that ignore the input’s polarities.
Examples are cropped to a length of 2 s and downsampled. Downsampling is done by gathering events happening during a
given time period. Events at each pixel during the considered time period are summed, and the sign of the sum is saved as a
one-hot vector.
Impact of variational regularization. We now evaluate the impact of variational regularization on the performance of
VOWEL. To this end, we train a WTA-SNN with H = 16 hidden circuits based on 3 trials with different random seeds. In
Fig. 6, we observe the spiking behavior of hidden circuits in a WTA-SNN trained without (top) and with (bottom) regularization
for two 65 time-steps long examples. While a WTA-SNN trained without regularization outputs dense spiking signals for the
hidden circuits, the regularization term applied by VOWEL clearly enforces temporal sparsity on the output of the hidden
circuits.
Comparison of the performance between VOWEL and DECOLLE on MNIST-DVS dataset. The training dataset is
composed of 900 examples per class, and the test dataset is composed of 100 samples per class. As is done for the DVSGesture
dataset in the main text, we propose a comparison of the performance between VOWEL and DECOLLE in Table II. Table II is
organized as Table I. While the performance of DECOLLE is quite sensitive to the number of hidden neurons, for this simpler
task the degradation is not as dramatic as for DVSGesture. We attribute this result to the fact that MNIST-DVS images can be
successfully classified even with rate-encoded models [22], [40], [41], hence not requiring the additional discriminatory power
of WTA-SNNs.
Fig. 6. Spatio-temporal spiking patterns for hidden circuits when presented with two MNIST-DVS samples, each of 65 samples with green and red corresponding
to the first and second spiking unit of a circuit, respectively. Top: Learning rule without regularization. Bottom: VOWEL with sparsity level r = 0.3 and α = 1.
TABLE II
TEST ACCURACY OF VOWEL AND DECOLLE ON MNIST-DVS
MODEL PERIOD H ACCURACY
DECOLLE [22] 1 MS 512 93.18± 0.52%
10 MS 512 92.20± 1.09%
25 MS 512 92.42± 0.08%
25 MS 256 89.08± 0.14%
25 MS 128 86.28± 0.64%
25 MS 64 79.62± 2.31%
25 MS 256 84.47± 0.42%
VOWEL 25 MS 128 82.06± 0.66%
25 MS 64 80.17± 0.45%
B. DVSGesture
This dataset contains a set of 11 hand gestures performed by 29 subjects under 3 illumination conditions, which are captured
in a similar fashion to the MNIST-DVS dataset using a DVS128 camera. Recordings are stored as vectors of one-hot encoded
pixels, taking into account the polarity of events. Following the preprocessing steps taken in [22], we downsized the images to
32× 32 pixels by summing the events in four neighboring pixels, and downsampled by binning in frames of variable length.
During training, 500 ms long sequences are presented for each sample, while testing is performed on sequences of 1800 ms.
C. Hyperparameter selection
Regularization in (13) assumes an i.i.d. reference categorical distribution with a desired spiking rate r, i.e., log r(h≤T ) =∑T
t=1
∑
i∈H
∑C
c=1 1{hi,t=ec} · log(r/C) + 1{hi,t=0} · log(1− r). During testing, the predicted class is selected as the index
of the output circuit in the read-out layer with the largest overall number of output spikes across all units. Hyperparameters
have been selected after a non-exhaustive manual search and are mostly shared among experiments. The learning rate is halved
after each epoch. We note that a more extensive selection could lead to potential accuracy gains. Values of the hyperparameters
are summarized in Table III.
TABLE III
HYPERPARAMETERS USED FOR VOWEL
PARAMETER DESCRIPTION VALUE
K NUMBER OF SPATIO-TEMPORAL FILTERS 8 (MNIST-DVS) / 10 (DVS GESTURE)
τ FILTERS DURATION 10
η LEARNING RATE 0.05/H
α KL REGULARIZATION FACTOR 1
γ, κ TEMPORAL AVERAGING FACTOR 0.2
κb BASELINE AVERAGING FACTOR 0.05
r DESIRED SPIKING SPARSITY OF HIDDEN NEURONS 0.3
