The East Australian Current (EAC) is a western boundary current flowing southward off the east coast of Australia. Its eddy variability has been shown to be vigorous, a typical feature being the formation of a large warm core eddy in the western Tasman Sea. The dynamics controlling the development of such an eddy are the subject of this paper. The Princeton Ocean Model was tuned for conditions that prevail in the western Tasman Sea, and initialized with features based on the Royal Australian Navy weekly temperature charts. A 70-day simulation initialized with summer conditions captures the formation of a large warm core eddy that matches fairly well the observations. Analyses of the results demonstrate that the formation of these eddies is associated with a wide range of dynamical aspects observed in the region, such as oscillation and propagation of the Tasman Front, EAC separation from the coast, formation of cold-core frontal eddies, and nutrient enrichment of coastal waters.
Introduction
Modeling of western boundary currents such as the East Australian Current (EAC), the Gulf Stream, the Kuroshio, and the Brazil Current is a major challenge of physical oceanography. The dynamics of these flows are essentially nonlinear and unstable, and they generally dominate the oceanographic conditions along their paths. The EAC in particular is driven by the input of the South Equatorial Current into the Coral Sea. As it flows southward along the New South Wales (NSW) north coast, the EAC narrows to a strong shallow surface current, impinging strongly but relatively steadily on the continental shelf and slope. Farther south, at around 33ЊS, the EAC often separates from the coast, deepening and flowing eastward into the Tasman Sea. At times, the EAC convolutes itself to form large anticyclonic eddies. The primary objective of this paper is to further elucidate the dynamics of the EAC and its interaction with the continental shelf of the western Tasman Sea. The motivation is a need for an understanding of the physical processes that govern the cross-shelf exchanges of organic or inorganic materials, the circulation patterns and thermodynamical balance of the western Tas-man Sea and the EAC as a basin edge system for climate dynamics studies.
Our present knowledge of the EAC system is mainly based on the compilation of many datasets. Little has been produced from numerical models, and there is obviously a need for comprehensive studies of the processes. In this paper, we describe a numerical investigation of the EAC dynamics using the Princeton Ocean Model (POM) developed by Blumberg and Mellor (1987) . Recent studies of the Gulf Stream (Mellor and Ezer 1991) have shown the practical capability of the POM to simulate such complex flows. A major problem area remains the initialization of such models. We present here a ''feature model'' developed for the EAC model, based on weekly temperature charts provided by the Royal Australian Navy (RAN). Another challenge when configuring a regional model is dealing with open boundary conditions. We have applied successfully radiative boundary conditions developed in Barnier et al. (1998) . Preliminary results of the configuration of the POM for the EAC, and a comparison of model predictions with RAN charts of the same period show overall abilities for modeling and forecasting over a period of a few weeks ). This paper presents longer simulations that capture the observed EAC variability in the western Tasman Sea, including the major feature that is the formation of a large anticyclonic warm-core eddy. These simulations allow analyses of the physical processes involved.
We present in section 2 an overview of the oceanographic conditions of the western Tasman Sea, and outline the thermodynamical and dynamical characteristics Church and Craig 1998). to be studied. The East Australian Current model is described in section 3. Section 4 presents a warm-core eddy formation as simulated by the model. We analyze the mechanisms and compare with other studies and observations in section 5. Section 6 is devoted to discussion of the results.
M A R C H E S I E L L O A N D M I D D L E T O N FIG. 1. Schematic diagram of currents around Australia (after

Oceanographic conditions
The EAC is a major oceanographic feature of the Tasman Sea. Since the eastern Australian shelf is narrow, the current can be a dominant factor determining the shelf and slope circulations. Previously, the EAC has been observed to display significant temporal and spatial variability. Nilsson and Cresswell (1981) have presented a synoptic description of its variability, while Bennett (1983) has compiled a summary of EAC dynamics, including a discussion of separation, instabilities, and eddy formation. More recently an overview has been given by Church and Craig (1998) . However, apart from the Australia Coastal Experiment (Huyer 1988; Louis 1989) , there have been few comprehensive studies of the EAC dynamics. Our knowledge is mainly derived from the compilation of many individual datasets. It is also derived from satellite observation: sea surface temperature (Cresswell et al. 1983) or altimetry (Wilkin and Morrow 1994) , but this concerns only the surface and is limited by cloud cover. Recent observations linked to the World Ocean Circulation Experiment and the Tropical Ocean-Global Atmosphere Experiment are focused on basin-scale dynamics relevant to climate variability. Synoptic mappings of the tridimensional hydrographic and dynamic structure of the western Tasman Sea are still needed, and we can expect large improvements in this respect from numerical models. Figure 1 depicts the location of the EAC in relation to the large-scale circulation. The current extends southward from about 18ЊS at its northern extreme sometimes as far as 42ЊS near Bass Strait at its southern extreme. South of the Great Barrier Reef (25ЊS) the shelf is much narrower and the EAC is stronger (having its maximum between 25Њ and 30ЊS). As a result, the current has a significant impact on the conditions on the shelf. It frequently crosses onto the continental shelf and moves close inshore, causing noticeable wakes behind headlands (Cresswell et al. 1983 ). As the current moves southward, following along the shelf topography it may diverge or separate and move out to sea (Fig. 2) . Cape Byron (28.43ЊS, 153.34ЊE), Smoky Cape (30.55ЊS, 153.05ЊE), and Sugarloaf Point (32.25ЊS, 152.30ЊE) are places generally noted for this occurrence. Sugarloaf Point appears as a major separation point (Godfrey et al. 1980) . Some of the separating flow returns to the north and some can be tracked as the Tasman Front across the Tasman Sea and around the northern tip of New Zealand. The zonal current associated with the Tasman Front is seen as the ''bridge'' linking the west-
Grayscale image of sea surface temperature in the western Tasman Sea. The EAC clearly separates around Sugarloaf Point and presents energetic turbulence at different scales.
FIG.
3. An illustration of how the westward propagation of the Tasman Front might control the flow of the EAC and cause warm-core eddies to pinch off (after Nilsson and Cresswell 1981) .
ern boundary currents of Australia and New Zealand, which would explain its location. The process actually involves westward propagation of Rossby waves (Godfrey et al. 1980) . The Tasman Front forms the interface between the warm waters of the Coral Sea and the cooler waters of the Tasman Sea. Characteristic values for the salinity of Coral Sea water are found to be 35.4-35.6 psu in the 20Њ-26ЊC temperature band. Over the central Tasman Sea a core of high salinity water (Ͼ35.7) is found to extend from 160ЊE, but along the coast of Autralia, Tasman Sea salinity drops due to advection of tropical waters. In the western Tasman Sea, the vertical structure is composed of three main water masses. The water in the upper 1000 m consists of various central, equatorial, or subtropical water masses. Antarctic Intermediate Water is below, characterized by a salinity minimum of 34.4 psu and 5.5ЊC. Deep water has a salinity maximum of 34.7 psu and 2ЊC. The Tasman Sea is bound at its southern limit by the subtropical convergence zone located near 42ЊS.
The EAC is present at all times of the year, but there is a marked seasonal cycle, with strongest flow between December and April, the austral summer (Ridgway and Godfrey 1997) . In the western Tasman Sea, the EAC is a narrow (40-50 km), shallow (300-500 m), and strong (1-2 m s Ϫ1 ) surface current, decreasing to approximately half this magnitude at 250 m. Below this depth, the EAC decreases more gradually and there is evidence from density structure that the EAC extends down to at least 2000-m depth. Along the seafloor beneath the EAC a compensating northward flowing current has been observed. The mean EAC volume transport has been estimated at 27 Sv (Sv ϵ 10 6 m 3 s Ϫ1 ) by Ridgway and Godfrey (1994) .
Meanders and instabilities may develop along the coast of New South Wales. A U-shaped meander is formed between 152Њ and 158ЊE and may extend as far south as 35ЊS. At its southernmost tip the meander may become unstable. As instabilities in the current develop, the meander pinches off to form eddies at a rate of once or twice per year. The pinch-off process is controlled by westward propagation of the Tasman Front according to Nilsson and Cresswell (1981) ; see Fig. 3 . Large warm-core anticyclonic eddies of Coral Sea water are
typically formed, and south of approximately 33ЊS they are the dominant feature of the EAC system. On occasion however contrasting cold-core cyclonic eddies are also observed. The warm core eddies range in size from 150 to 250 km in diameter. They seem to maintain their water mass identities for many months. These eddies have a well-mixed layer, sometimes down to a depth of 400 m, and may affect the thermal structure down to 1300-m depth. Mainly the eddies meander along complex paths and propagate southwestward as a distinct single oceanographic feature, but alternatively may be reabsorbed into the general Tasman Sea circulation. Within the warm core eddies temperatures in excess of 25ЊC have been observed at the sea surface during summer. During the winter months the eddies can bring unseasonable fishing conditions due to the entrapment of Coral Sea marine life. The warm water creatures are frequently caught in a layer of warm Coral Sea water overlying the southwestern Tasman Sea water. As the eddies migrate on and off shore, their deep features interact with the continental shelf and induce complex surface currents near to the coast. Louis (1989) observes the interaction between the EAC and the continental shelf of NSW, and reveals the presence of short coastaltrapped waves generated by these interactions. According to Louis, the scales of these oscillations are also such that amplification resulting from topographic instability in the wave field is also possible.
The shoreward migration of the EAC and its eddies seems to be correlated with occasional upwelling, which entrains water from the bottom of the continental shelf drawing it upward toward the shore. This puts the water that is usually found at the shelf break close to the coast, attracting winter fish such as barracuda, trevally, and pilchard. Nutrient-rich subsurface water may also supply the formation of large plankton blooms in bay areas like Jervis Bay or Port Stephens. The mechanism responsible for upwelling of subsurface water is unclear. Part of the major upwelling events is correlated with local wind stress, the remaining is correlated with the EAC and its eddies. Data analyses (Gibbs et al. 1997) and numerical studies (Marchesiello et al. 2000 ) using a two-dimensional (vertical cross section) version of POM have confirmed the primary role of local wind stress in near-shore upwelling processes. Even when the EAC is responsible for uplifting nutrient-rich water onto the shelf, upwelling favorable winds seem to be responsible for bringing this water to the surface. These studies have shown that a bottom Ekman layer driven by the EAC is unlikely to upwell cold plumes, as suggested by Blackburn and Cresswell (1993) . Another numerical study ) using preliminary results of the model presented in this paper, reveals a plausible mechanism for nutrient enrichment on the NSW shelf involving small cold-core frontal eddies generated by the EAC. The present paper will discuss this point further in the general context of EAC physical processes.
The model
The numerical simulations were performed using the Princeton Ocean Model, a three-dimensional fully nonlinear primitive equation model (Blumberg and Mellor 1987) . The model incorporates a free surface and a terrain-following coordinate in the vertical direction. As opposed to the geopotential coordinate, the coordinate is thought to better capture interactions between bottom topography and ocean dynamics . Vertical diffusivities and viscosities are derived from the Mellor-Yamada turbulent closure submodel, which yields realistic surface and bottom Ekman layers. Horizontal diffusivities and viscosities are parameterized by the Smagorinsky relation to horizontal resolution and dynamics. The POM has been succesfully used for similar coastal and regional modeling applications (Mellor and Ezer 1991; Miller and Lee 1995) and hence was appropiate for this application.
The model is based on the hydrostatic primitive equations in coordinates: 
, (x, y) the horizontal Cartesian coordinates, the free-surface elevation, (u, ) the horizontal velocity components in the (x, y) directions, a velocity component normal to surfaces, D is the water depth, T is the potential temperature, S the salinity, the in situ density, Ј the density perturbation [Ј ϭ Ϫ (z), (z) is a reference vertical profile of density extracted to in order to limit numerical errors induced by the pressure gradient term], 0 is a constant reference density, f the Coriolis parameter, g the acceleration of gravity, A M and A H horizontal eddy viscosity and eddy diffusivity given by the Smagorinsky (1963) scheme, K M and K H vertical eddy viscosity and eddy diffusivity given by the Mellor and Yamada (1982) level 2.5 turbulent closure scheme.
Further details describing the core of the model are not included here since they are well documented elsewhere (Blumberg and Mellor 1987) . The numerical techniques may be summarized as follows. A finitedifference scheme is applied on the Arakawa C grid for spatial derivatives. An explicit leapfrog scheme is used for time derivatives except for vertical diffusion terms, which are treated with an implicit scheme, and a weak Asselin filter is applied to remove numerical modes. A mode-splitting technique allows the separation of the barotropic and baroclinic components within the model, which result in internal (⌬t i ϭ 300 s) and external (⌬t e ϭ 10 s) time steps.
The model domain extends from 37.5ЊS to 28.5ЊS, 150ЊE to 157.5ЊE. A stretched grid was constructed using the method developed for the Semi-Spectral Primitive Equation Model (SPEM: Haidvogel et al. 1991) , which creates an orthogonal-curvilinear grid following the coast. This allows refinements of the grid over the shelf and slope region, with a minimum spacing of 5 km, increasing to a maximum of 30 km near the offshore boundary. The vertical grid spacing varies over the domain with 20 elements covering the water column. Bathymetry with a resolution of 5 minutes of latitude is obtained from the ETOPO5 (NOAA 1988) dataset, interpolated onto the grid. A 50-m minimum depth has been set to avoid numerical instability on the shelf zone. To estimate the pressure gradient truncation errors and hydrostatic inconsistency related to the coordinate (Haney 1991; Barnier et al. 1998) , we conducted ''resting stratification'' experiments ) in which the model is integrated with no forcing applied. The velocities produced in this experiment result from pressure gradient errors. The topography is then smoothed so that the error is not significant compared to the magnitude of currents to be simulated. Model grid and bathymetry are plotted in Fig. 4 .
The initial temperature field is constructed from the sea surface temperature and the temperature at a depth of 250 m (T250), which are obtained from the RAN weekly temperature charts. These data come from a wide range of sources including infrared satellite imagery, satellite tracked buoys, expendable bathythermographs (XBT, AXBT), and general shipping SST observations. They are plotted onto the weekly analysis charts using an optimal interpolation scheme. The model domain is slightly larger than the domain used by RAN, and NOAA-11 satellite-derived SST images are used here to extrapolate the temperature field over the whole domain.
Feature models provide a means to supplement the limited in situ observations with a knowledge of the typical structure of mesoscale ocean fronts and eddies. These models are used to infer the subsurface thermal structure from the surface location and are particularly accurate in areas of simple water mass mixing, like the Tasman Sea area [see Bennett et al. (1992) for a discussion of these models]. We constructed a feature model based on the Levitus (1982) climatological temperature profiles and RAN charts to project the surface information into the deep layers, which produced threedimensional synthetic temperature fields. In water depth less than 250 m, we assume a uniform mixed layer of 50 m and spline fit the temperature between 50 m and 250 m d. In water depths greater than 250 m, we produced a vertical profile corresponding to each T250 value by blending two climatological profiles, one of warmer water from the Coral Sea (T W ) and the second from colder water from the southern Tasman Sea (T C ):
where ␣ is the mixing ration at 250 m, defined as
Temperature-salinity relationships for the Tasman Sea are then used to calculate the salinity field and hence the three-dimensional density field. The initial flow field in geostrophic balance with the density field is derived from the thermal wind relation, assuming the level of no motion at 2000 m. The barotropic component of the flow is then constrained to the conservation of volume transport. In order to avoid initialization problems related to imbalanced mass and baroclinic flow fields (Temperton 1973) , the model is run in robust diagnostic mode. Temperature and salinity fields are strongly constrained to the observations, while the flow field adjusts to the mass field. The solution obtained is used as the new initial state in the prognostic mode. All initial fields supply boundary values, used throughout the simulation to force the model.
As usual in regional modeling, open boundary conditions need special considerations. The variables are specified at the northern boundary, which is sensitive to the strong southward currents and northward propagating waves. To avoid reflections of these waves, a sponge layer is added for surface elevation, temperature, and salinity. Radiative conditions are used for all variables at the southward and seaward boundaries. The radiation boundary scheme is described in details and validated in Barnier et al. (1998) , then used in Marchesiello et al. (1998) to achieve long-term simulations of the South Atlantic circulation with three open boundaries. The radiation scheme estimates a two-component, horizontal phase velocity near the open boundaries (Raymond and Kuo 1984) . However, unlike in Raymond and Kuo, only the normal phase velocity is eventually retained because of greater numerical stability. This can be written for a prognostic model variable at an eastern boundary as
where c x is the normal phase velocity calculated from the field surrounding the boundary point as
x 2 2 ␦ ␦ ϩ ␦x ␦y
Note that the relation for c x differs from Orlanski (1976) where tangential derivatives are neglected. We then avoid erronous strong values of c x in case of propagation along the boundary (␦/␦x small), a classical problem of one-dimensional radiation schemes (Raymond and Kuo 1984) . Radiative conditions are passive, that is, effective when features are propagating outward but inoperative when they are propagating inward. Hence, a relaxation term to initial values is applied in case of inward wave propagation, as in one-way nesting methods (Miyakoda and Rosati 1977) . This will allow further refinements such as coupling with time-varying data or large-scale models.
The model was forced only at the boundaries, in particular an inflowing EAC jet at the northern boundary. No heat flux, freshwater flux, or wind stress terms were imposed. 
Simulation of warm-core eddy formation
We choose to present here a 70-day simulation starting from an analysis of the ocean on 23 November 1992. A preliminary study ) has already shown that the model is close to observations for up to 3 weeks when compared to weekly RAN charts of the same period. The period is obviously reflecting the situation of an energy growing EAC, which is favorable to the formation of a warm core eddy. In particular, the formation of a large meander previous to the eddy is clearly confirmed by the observations of NovemberDecember 1992 and is not a result of the model spinup. We are focusing here on the model ability to capture the mechanisms involved in the formation of the eddy, as opposed to its forecasting ability over a 2-month period.
Six frames on Fig. 5 present the surface velocities representative of the whole period of simulation. The initial state of the model presents a smooth but classical feature of the western Tasman Sea: a Tasman Front slightly meandering from the coast at around 33ЊS and an anticyclonic warm-core eddy located south of Jervis Bay. We have estimated a volume transport of 22 Sv and currents of about 1 m s Ϫ1 in the northern part of NSW (Fig. 5a) .
During the first 2 weeks, the EAC energy is growing in the northern part and being advected southward. The southward branch of the current increases and develops a large U-shaped meander between 152Њ and 154ЊE, extending southward to Jervis Bay (Fig. 5b) . As the energy of the EAC is propagating past Sugarloaf Point, a perturbation appears between the coast and the current (visible on Fig. 7 around day 10), propagating southward and developing as a cyclonic circulation. While propagating, the cyclonic circulation grows in scale and strength, bringing cold water toward the surface. The southward drift of the cold-core eddy stops near Jervis Bay, and the eddy starts migrating offshore, resulting in the separation of the current from the coast (Fig. 5c) .
Meanwhile, the eastern branch of the meander propagates shoreward, resulting in a pinch-off of the meander (Fig. 5c) . After the pinch-off, a northward flow appears around 33ЊS, forming a small cyclonic circulation (Fig. 5d) . This feature grows, pumping up cold subsurface water and pushing the EAC eastward. The anticyclonic warm core circulation transforms into an eddy. The separation between the eddy and the mainstream current is finally realized when cold waters are upwelled within the cyclonic perturbation near Sugarloaf Point. Then the cold-core eddy migrates southwestward (Fig. 5e) , leaving the EAC to the north and an anticyclonic eddy fully formed off Jervis Bay (Fig.  5f ).
Time series of a temperature section crossing the eddy are shown in Fig. 6 and are compared to an observed eddy section (Nilsson and Cresswell 1981) . Clearly, the observed and simulated eddies are very similar, although the frontal features are sharper in reality. In both cases, the eddies are deep (more than 500 m) and about 250 km wide, asymmetric with a deeper mixed layer on the inner edge, and important outcropping on the outer edge [inner (outer) are referred to here as inshore (offshore) branches of the meander that previously existed]. By looking at the evolution of the model temperature, it appears that coastal dynamics may be partly responsible for the eddy features. At day 10, the EAC transports warm Coral Sea water above the slope of NSW. As the meander develops, a large trough appears with a deep mixed layer, while a cold dome forms on the outer shelf edge of Jervis Bay, which drives the inner branch offshore (day 30). Since no coastal dynamics influence the other edge of the meander/eddy, it is able to spread (day 50). In the following section, the physical mechanisms involved in the warm-core eddy formation are analyzed more precisely.
Analyses a. Pinch-off process
The aforementioned simulation is consistent with the scenario proposed by Nilsson and Cresswell (1981) , represented in Fig. 3 . The main aspect is the southward propagation of a large meander and its pinch-off resulting in an eddy. Nilsson and Cresswell relate the pinch-off process to westward propagation of baroclinic Rossby waves along the Tasman Front. Based on their observations, they proposed a phase speed of 2 cm s Ϫ1 , that is, sligthly above the value of 1.5 cm s Ϫ1 suggested by linear baroclinic waves theory. This discrepency has been attributed to nonlinear effects. In order to verify the validity of the Rossby wave effect theory on the pinch-off process, we first analyzed the wave speed of the Tasman Front. Figure 7a shows the contours of alongshore velocity along a cross-shore line starting at Sugarloaf Point and roughly following the Tasman Front. We note the westward propagation of the outer branch with an average speed estimated over the pinchoff process of 2 cm s Ϫ1 . Around day 35, a reversal in the phase is initiated with northward flowing coastal currents. The phase speed estimated for the model is then similar to the value proposed by Nilsson and Cresswell (1981) . Note that the instantaneous phase speed can reach higher values. This is acceptable for baroclinic rossby waves, considering the important effect of nonlinearity as demonstrated by Andrews et al. (1980) . Further simulations in the f plane (Fig. 7b) confirm the VOLUME 30 importance of the ␤ effect. Without the ␤ effect, the outer branch of the meander does not propagate westward, and no pinch-off occurs. Although significant variability is still notable, the commonly observed large warm-core eddy is not able to form in the f plane, nor is the EAC able to separate.
The EAC and Tasman Front are analogous to the Brazil Current and confluence region of the southwest Atlantic Ocean. Matano and Philander (1994) have shown the importance of the westward propagation of baroclinic Rossby waves on large meanders of eastern currents like the Brazil Current. Nilsson and Cresswell (1981) suggested that a westward propagation of Rossby waves should be followed by a phase reversal, with reverse currents close to the coastal region. They support this assertion with the observation of northerly currents occasionally reported along the shelf edge. In inviscid shallow water theory, the conditions for reflection of Rossby waves at western boundaries are well documented in Longuet-Higgins (1966) and Pedlosky (1987) . It is shown that a long incident wave propagating toward a western boundary may be reflected. The outgoing wave conserves ''elastically'' the incident energy, but is short (relative to the internal Rossby radius) with high energy density and an increased meridional velocity directed northward at the coast. The reflected short wave has a rapid decay, and is subject to nonlinear instability. This description matches the model solution.
In the model, a long baroclinic wave is initiated by the formation of a large meander (wavelength ϳ400 km compared to 30-40 km for the local first baroclinic Rossby radius of deformation estimated by Chelton et al. 1998) . After westward propagation of the meander outer branch, a phase reversal occurs, evident on both Fig. 5 and Fig. 7a . The reflected wave results in a small energetic cyclonic circulation (ϳ100 km) influenced by nonlinear processes. It is interesting to point out here that this cyclonic eddy induces an upwelling of cold subsurface water, frequently observed at the separation point of the EAC from the coast. Note that upwelling of nutrient-rich water around the separation point may be responsible for the blooms occasionally observed in Port Stephens.
b. Separation process
In this section we focus more closely on the mechanisms of separation of the EAC from the coast. Considering the basin-scale dynamics, westward propagation of Rossby waves from New Zealand may determine the general location of the Tasman Front. As we have discussed, the location and oscillations of the Tasman Front near the NSW coast may determine the general location of current separation. However, we observe that the EAC separates from the coast near specific spots like Smoky Cape, Sugarloaf Point, and Jervis Bay. Godfrey et al. (1980) had proposed that the exact location is dependent on bottom topography and, in particular, the bend in the the coastline at Sugarloaf Point. The observed separation points are also found to be separation points in the present model. The Jervis Bay location appears more related to the meander than the mainstream, unlike Sugaloaf Point, and this will be dis-
To analyze the mechanisms involved, a vorticity balance has been computed. A depth-averaged vorticity equation can be obtain by depth averaging (2) and (3) and then cross differentiating to eliminate the surface pressure terms. Then, the continuity equation (1) yields an equation for the rate of change of the vorticity of the depth-averaged flow given by
Hence, the tendency for depth-averaged vorticity is determined by planetary vorticity, topographic stretching, joint effect of baroclinicity and relief (JEBAR), bottom friction (we neglected here the interior viscosity), and advection: Figure 8 shows contours of the different vorticity terms (apart from BETA and TENDENCY) at day 10 for the northern part of the domain. In very local areas discussed below, BETA is two orders of magnitude smaller than the biggest individual term. Although, integrated values of BETA are significant in the vorticity budget. TENDENCY is also an order of magnitude smaller locally than the biggest term, and fluctuates greatly with small changes of the big terms.
The results are generally representative of the whole simulation. Positive values tend to drive the current offshore, while negative values tend to keep the current on the continental slope. It appears that all terms are important in localized positions on the continental slope. These positions correspond to the commonly cited separation points. Yet, rather than Sugarloaf Point, Crowdy Head is identified as a position of significant vorticity variability (located sligthly north of Sugarloaf Point). Jervis Bay (not shown) is also identified but to a lesser extent. ADVECTION and FRICTION are shown to be significant (up to 3.5 ϫ 10 Ϫ9 s Ϫ2 ) and appear to balance each other well. ADVECTION forces the EAC offshore while FRICTION tends to maintain its paths along the isobaths. Similarly STRETCHING and JEBAR terms are of the same order (up to 1.5 ϫ 10 Ϫ9 s Ϫ2 ), and again appear to be balanced.
The interpretation of terms in the vorticity budget seems quite trivial exept for the JEBAR term. Mertz and Wright (1992) give a usefull interpretation for JE-BAR. They suggest that JEBAR may appear as a correction for STRETCHING. The idea is that the component of the flow responsible for topographic stretching is not the depth-averaged flow, but the bottom current. Since STRETCHING is written as a function of the depth-averaged flow in Eq. (10), a correction is needed to account for the real topographic effect. This correction is related to baroclinicity, which tends to decrease the bottom current by inverting the pressure gradient toward the bottom. Thus, baroclinicity inhibits the stretching effect induced by oscillations over a sloping topography. This interpretation is compatible with our result where JEBAR appears to inhibit STRETCHING (opposite signs and comparable magnitude). This would result in offshore excursion of the EAC when ADVEC-TION is significant.
Our proposition is that the EAC is accelerated at Smoky Cape where the slope width narrows, while the local bottom friction balances the advection of vorticity. At Crowdy Head, the strong current is advected offshore as the isobaths alignment bends eastward. When the bottom friction does not completely balance the advection, the bottom stretching is enhanced. But, the strong baroclinicity of the current inhibits the stretching effect, enabling the EAC to cross the slope. Note that a simulation performed without bottom friction emphasizes further the role played by the other terms as described here. Myers et al. (1996) concluded that the JEBAR term was primarily responsible for the separation of the Gulf Stream from the coast. Our conclusion is similar for the EAC in that bottom topography indeed determines the exact location of separation. However, unlike the Gulf Stream, which seems to separate ''naturally'' from Cape Hatteras, the EAC separation requires added forcing. Reverse Rossby waves generated by large meanders of the Tasman Front near the coast may provide this forcing by driving the EAC offshore. This is revealed by comparisons of standard and f -plane simulations (Figs. 7a,b). On the other end, the EAC may be able to meander significantly only on ''fragile'' positions like Crowdy Head. A sensitivity test has been performed with a very smoothed bathymetry in the alongshore direction. Figure 7c shows that in the absence of local topographic structures, the EAC has no significant natural offshore deflection (around day 10) that would develop into a frontal eddy, as in the standard case. Furthermore, the Rossby wave forcing is not as effective in the separation process (around day 35). Hence, the combination of the local topography effect and Tasman Front forcing may determine the exact location of the EAC separation. The separation is actually completed when the lateral excursion of the current activates the formation of a coldcore frontal eddy, mainly through baroclinic instabilities of the mean flow, as described by Miller and Lee (1995) VOLUME 30 for the Gulf Stream cold-core frontal eddies upstream of Cape Hatteras. When the eddy upwells enough subsurface cold water and migrates offshore, the large warm-core eddy is isolated and the separation is completed. Observations of cold-core frontal eddies near Sugarloaf Point, comparable to our computation (Fig.  9 ), tends to validate this mechanism.
c. Interactions with coastal waters
As shown previously, one feature of the present model is the formation of small cold-core eddies along the outer shelf edge. Cyclonic cold-core features in the western Tasman Sea have been observed, and are analogous to Gulf Stream frontal eddies, which have been the center of considerably more attention. The surface temperature signal of a cold-core eddy is not as clear as it is for the warm-core eddies since they have smaller scales, shorter periods, and appear in the Tasman Sea where the background temperature is relatively cold.
However, we can observe them more clearly from satellite altimetry. In the present model, they also appear more clearly on sea surface elevation and subsurface temperature (e.g., T250). These cyclonic features seem to play an important role in the offshore circulation as we have shown. They also interact with coastal waters.
Nutrient enrichment in NSW coastal waters is particularly revealed by the occasional occurence of phytoplankton blooms during the spring season. It is assumed that the wind plays a major role in upwelling nutrients that supply these blooms. However the events appear to be correlated with the EAC variability (Tranter et al. 1986; Hallegraeff and Jeffrey 1993) . This study follows a series of papers that attempted to identify the mechanisms involved. We first applied a two-dimensional version of POM (vertical cross-shelf section) to a cross-shelf section of the Sydney shelf, where observations were acquired from a field experiment (Gibbs et al. 1997; Marchesiello et al. 2000) . The model confirmed that the vertical displacements of water in the nearshore zone respond principally to the local wind stress and indicated that the presence of cold-core features are correlated with higher upwelling events. Application of the three-dimensional EAC model to study a bloom event observed in Jervis Bay during spring 1992 validated this suggestion. The mechanism by which the EAC may enrich coastal waters is through baroclinic instabilities, which often appear as small intense cold-core eddies on the flank of much larger and more stable warm-core eddies.
Although this is a relatively new concept for NSW coastal waters, it has been recognized as an extremely efficient process on the southeastern U.S. continental shelf (Miller and Lee 1995) . As it flows along the outer edge of the continental shelf, the Gulf Stream meanders on and off shore, creating frontal eddies that influence VOLUME 30
the exchange of water between the shelf and the adjacent Atlantic Ocean on weekly timescales. The analyses presented in this section enlighten somewhat the characteristics of cold-core eddies associated with the EAC. Instabilities appear to originate from oscillations of the EAC near Sugarloaf Point (Fig. 7a, around day 10 ), in a process described by Louis (1989) . They develop as small cyclonic eddies being advected southward by the current. Parcels of slope water uplifted within the eddy are advected downstream, consistent with observations of Cresswell (1994) . The cold core stops near Jervis Bay, which is another topographic feature. A cold dome is then present as illustrated by time evolution of the temperature section off Jervis Bay (Fig. 6) . These features have weekly timescales, like their analogies from the Gulf Stream, which would explain our difficulty to observe them from limited physical data.
Discussion
The present model has shown its ability to simulate the EAC dynamics with realistic results, allowing us to propose plausible mechanisms to explain some fundamental aspects of the EAC variability and its interaction with the continental shelf of New South Wales. The model was able to capture the formation of a large anticyclonic eddy within a scenario consistent with that proposed by Nilsson and Cresswell (1981) . Nilsson and Cresswell established the role of baroclinic Rossby waves in pinching off the large meander, drifting southward from the EAC mainstream. Our simulation clearly confirms it. The Rossby wave, stimulated by the oscillations of the Tasman Front near the coast, travels westward at a phase speed of about 2 cm s Ϫ1 . It is reflected at the coast with evidence of a phase reversal, associated with a northward flowing currents near Sugarloaf Point. The wave is destabilized and develops as a small cyclonic eddy, uplifting cold subsurface water. This coldcore eddy seems to be a key element in the last separation process between the mainstream and the newly formed warm-core eddy.
The EAC separation from the coast discussed by Godfrey et al. (1980) , also appears to be related to the interactions of the current with the topography. These interactions in the model are consistent with the propositions of Louis (1989) , that is, that short topographic waves are generated by oscillations of the EAC and amplify as a result of instability processes involving the interaction with the current. Eventually, well-shaped small cyclonic eddies may be formed. We have established that oscillations of the EAC and formation of cyclonic eddies have preferential locations related to changes in topographic features. Where the bathymetry changes dramatically, the current tends to cross the slope but is constrained according to the vorticity balance. Baroclinicity, expressed by the JEBAR term, is then able to relax the topographic constraint in a way similar to the Gulf Stream at Cape Hatteras (Myers et al. 1996) .
From these critical positions where they are formed, instabilities may be advected southward by the EAC, but for the local separation to occur a forcing event is needed, like a Rossby wave reflection. Crowdy Head appears in the analyses as a separation point rather than Sugarloaf Point, implying that a bend in the coastline might not be a determinant factor. Crowdy Head presents a bend in the continental slope, downstream of an acceleration favorable zone where the slope width narrows significantly. Cold-core frontal eddies, developed along the outer shelf from the EAC have an active part in the offshore circulation pattern. They also appear to ventilate significantly the shelf zone with slope water, enabling the EAC to uplift cold nutrient-rich water onto the shelf, and eventually into the nearshore zone when local winds are upwelling favorable.
The surface forcing problem was omitted in this study in order to separate out the influence of the EAC alone on the western Tasman Sea. Yet, surface forcings are expected to impact the oceanographic conditions. This concerns surface heat and salt fluxes, and particularly wind stress. Large-scale wind forcing should not affect significantly our regional model since the Sverdrup balance is rather introduced through the boundaries. Regional winds should influence the surface mixed layer and, along with the turbulent submodel, should lead to more realistic results in this respect. More importantly for the coastal circulation is the impact of local winds inducing surface mixing, upwelling, and downwelling. The model can also be refined. Consideration of AVHRR images suggests that the dynamics of the EAC is associated with a wide range of time and length scales, all scales supposedly interacting. The treatment of variability should benefit from higher vertical and horizontal resolution, as well as improved numerical schemes. In particular, second-order discretized advection schemes are not the optimal choice (Sanderson 1998) .
Interesting hints on the EAC variability are demonstrated in our analyses of the simulation. However, the statistical reliability of our results are unclear. Longterm simulations with realistic forcing and improvements of the model should then be subject of future research.
