The origin ensemble (OE) algorithm is a new method used for image reconstruction from nuclear tomographic data. The main advantage of this algorithm is the ease of implementation for complex tomographic models and the sound statistical theory. In this comment, the author provides the basics of the statistical interpretation of OE and gives suggestions for the improvement of the algorithm in the application to prompt gamma imaging as described in Polf et al (2015 Phys. Med. Biol. 60 7085).
COMMENT
Comment on 'Imaging of prompt gamma rays emitted during delivery of clinical proton beams with a Compton camera: feasibility studies for range verification' out some steps that need to be implemented for the SOE algorithm to provide statistically correct result which were not described and possibly not implemented in Polf et al (2015) .
Statistical interpretation of origin ensemble algorithm
To understand the difference between the classical formulation and OE approach let us first consider a classical Poisson model and use a simple single voxel model of prompt gamma imaging. Later in this section, I emphasize the difference between the standard statistical formulation and the OE. I assume that at the beginning of imaging session a voxel contains r number of atoms that can produce characteristic prompt gamma (PG) if 'hit' by the high-energy proton. From the r number of atoms, x actually emit the PG during the imaging session. From those x PGs only y are detected by the detector apparatus (we assume that we have a perfect energy detector capable of detecting only characteristic PGs). It follows that ⩾ ⩾ r x y. The formulation that I just specified is a very general description of the PG imaging problem for this simple single-voxel single-detector example. This model can also be used to describe standard radioactive decay and classical nuclear imaging. Under the classical Poisson model, it is assumed that the number PGs generated per voxel, x, is described by a Poisson process characterized by some Poisson mean f . Poisson mean f can be interpreted as the average number of productions (x) that would occur if, hypothetically, the same experiment (therapy/imaging session) is repeated an infinite number of times. In other words, it is assumed that the distribution of x given f is Poisson. It follows that in the classical model r is not used to describe the statistics. If for all x productions the probability of detection, π, is the same for each production, the distribution of y given x is binomial. This, with the Poisson model of x, indicates that the distribution of y given f is also Poisson with the Poisson mean πf which can be rather straightforwardly shown as
x y x y
It is a common practice to use this model to obtain inferences about f based on data y (e.g. Shepp and Vardi 1982) . The Poisson model is a near perfect approximation of a more general model with r describing the underlying truth. In nuclear imaging, the Poisson approximation is always near perfect. It may become inaccurate for some special non-imaging cases (Sitek and Celler 2015) . The main difference between the standard statistical model described in the previous paragraph and OE method (Sitek 2008 (Sitek , 2012 (Sitek , 2014 is that OE makes statistical inferences about x and not about f as the f is not even a part of the statistical model of the OE algorithm. Therefore, the Poisson or any other assumption of how x was generated does not have to be used.
To illustrate it with a simple real-life example consider a high-energy proton irradiated sample in a well counter perfectly tuned to detect characteristic PGs. Consider that during a 1 s measurement the cumulative counts of = y 100 counts and that π = 0.12. In a standard formulation of the problem, assuming Poisson statistics, we would be interested in an inference about f . One such inference could be to find maximum likelihood (ML) point estimate f which for this case is simply = 833.3333 100 0.12 counts. f is the value of f that maximizes p y f ( ) in equation (1). In contrast to the standard formulation with Poisson statistics, the actual number of PGs that was produced, x, is the quantity of interest when using OE. We first note that x is discrete and it follows that its likelihood is discrete as well. For the example considered here, in order to find ML estimator we compute for each value of = + … ∞ x y y , 1, , the value of binomial
and determine the ML estimator of x corresponding to the maximum value of ( ) | p y x BI and find it equal to = x 833 ML counts. I want to emphasize again that this is the ML estimator of the number of PG productions that occurred which is a key characteristic of the OE method.
Another approach to the estimation of x is the Bayes approach in which we construct a posterior distribution ( ) | p x y BI and derive a point estimator from this posterior. To do so, we need to first define a prior distribution which in the subjective Bayesian analysis reflects our beforethe-experiment beliefs about the true value of x. For the sake of simplicity, we can assume that before the experiment any value of x is equally probable which leads to the flat prior ( ) ∝ p x 1.
Using Bayes Theorem this leads to the posterior ( )
A popular Bayesian point estimates are the node (maximum a posteriori, MAP) and the mean of the posterior (minimum mean square error, MMSE) estimators. A choice of the estimator depends on the assumed loss function (for more discussion on the loss function see Sitek (2012 Sitek ( , 2014 counts.
In any realistic imaging problem, with many voxels and/or many detectors, the theory for OE formulation leads to a model described by quite complex multidimensional discrete distributions which I derive and analyze in depth in Sitek (2014) . In order to make inferences based on these distributions, they are transformed to posterior distributions using Bayes Theorem. As demonstrated in our previous work (Sitek 2008, Sitek and Moore 2013) , the OE algorithm is a Monte Carlo method for obtaining samples from the posterior. These samples after averaging are used to provide an estimation of the posterior mean (MMSE estimator) of the number of decays per voxel that were detected during the imaging time and the images that authors present in their results show this quantity. Although the theory of OE may be somewhat complex, the OE algorithm is strikingly simple.
In imaging problems the task to 'determine the most likely point of origin (of PG)' as authors claim is impossible to perform with acceptable accuracy. To illustrate the futility of this task we can consider a very simple imaging system with 2 voxels and 1 detector which registered 10 PGs. If using definition of the task provided by authors where they look for the voxels from which events originated we have 2 10 = 1024 possibilities of what happened during imaging session. If we look for the number of emissions per voxel that were detected we have only 11 possibilities (0-10, 1-9,..., 9-1, 10-0). Suffice to say, it makes a big difference if we are trying to get inferences for the case 1 and the case 2 especially for any realistic imaging system. Polf et al (2015) correctly use the OE algorithm to obtain the samples from the posterior, however, based on the provided description it seems they use only the last extracted sample as a reconstructed image. In general, a much better strategy is to use many samples and average them to obtain the MMSE estimator of the number of origins of detected events per voxel. Another potential issue with the implementation of OE in Polf et al (2015) is that the image obtained by the OE algorithm (the average of samples) needs to be divided by the sensitivity image to find the MMSE estimate of the total number of PG productions per voxel detected or not. This is because the result of OE is the estimation of the number of PG productions per voxel that were detected which will be affected by the voxel sensitivity.
Improvements of OE algorithm
When using the OE algorithm for the reconstruction of the Compton camera data the need for this division may not be immediately obvious when visually examining the reconstructed images because the sensitivity is relatively uniform over the volume of interest. However, for other imaging modalities and other applications, if the images are not corrected, the visual perception of the image will exhibit serious artifacts (e.g. see figure 4 in Herraiz and Sitek (2015) ). Although the most obvious result of this method is an estimate of the image, the method in general provides the estimate of the entire posterior distribution through samples obtained by OE algorithm, which can be exploited to estimate the precision of the estimate, be used in statistical decision making, etc. (Sitek 2012 (Sitek , 2014 .
I hope that this comment clarifies some misunderstandings, and provides authors and readers with a better understanding of the theory behind the OE algorithm. I assume that the lack of any references in Polf et al (2015) to our work in which we derive the algorithm (Sitek 2008) and use it for reconstruction of Compton camera data (Andreyev et al 2011) is a simple oversight made by the authors.
