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The completeness of Banach space is frequently exploited. It depends on the fol-
lowing theorem about complete metric spaces, which in itself has many applications
in several parts of mathematics. It implies two of three most important theorems
which makes a Banach spaces useful tools in analysis, the Banach-Steinhaus theorem
and the open mapping theorem. The third is the Hanh-Banach extension theorem, in
which completeness plays no role.
1. Baire's Theorem
Theorem 1.1. (Baire's Theorem) If X is a complete metric space, the intersection
of every countable collection of dense open subsets of X is dense in X:
Proof. Suppose V1;V2;V3;::: are dense and open in X: Let W be any open set in X:
We have to show that
T
Vn has a point in W if W 6= ?:
Let ½ be a metric in X; let us write
B(x;r) = fy 2 X : ½(x;y) < rg
and let ¹ B(x;r) be the closure of B(x;r):
Since V1 is dense, W \ V1 is a nonempty set, and we can therefore ¯nd x1 and r1
such that
¹ B(x1;r1) ½ W \ V1 and 0 < r1 < 1:
If n ¸ 2 and xn¡1 and rn¡1 are chosen, the denseness of Vn shows that Vn \
B(xn¡1;rn¡1) is not empty, and we can therefore ¯nd xn and rn such that
¹ B(xn;rn) ½ Vn \ B(xn¡1;rn¡1) and 0 < rn < 1
n:
By induction, this process produce a sequence fxng in X: If i > n and j > n; the
construction shows that xi and xj both lie in B(xn;rn); so that ½(xi;xj) < 2rn < 2
n;
and hence fxng is a Cauchy sequence. Since X is complete, there is a point x 2 X
such that x = limxn:
Since xj lies in the closed set ¹ B(Xn;rn) if j > n; it follows that x lies in each
¹ B(Xn;rn), and therefore x lies in each Vn and W: This completes the proof ¤
Corollary 1.2. In a complete metric space, the intersection of any countable collec-
tion of dense G± is again a dense G±:
Proof. This follows from the theorem, since every G± is the intersection of a countable
collection of open sets, and since the union of countably many countable sets is
countable. ¤
De¯nition 1.3. Call a set E ½ X nowhere dense if its closure ¹ E contains no
nonempty opens subset of X:
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Any countable union of nowhere dense sets is called a set of the ¯rst category;
all other subsets of X are of the second category. Theorem 1.1 is equivalent to the
statement that no complete metric space is of the ¯rst category. To see this, just take
complements in the statement of Theorem 1.1.
It is simple to see that any subset of a set of ¯rst category is of ¯rst category. Also,
the union of any countable family of ¯rst category is of ¯rst category. However, the
closure of a set of ¯rst category is not in general of ¯rst category. In fact, the closure
of a linear set A is of ¯rst category if and only if A is nowhere dense. It is follows
that if X is a complete metric space and X = E [(X=E) where E is of ¯rst category
then X=E is of second category.
Example 1.4. (Liouville numbers) A real number z is called algebraic if it satis¯es
some equation of the form
a0 + a1z + ::: + anz
n = 0:
Any real number that is not algebraic is called transcendental.
A real number x is called Liouville number if x is irrational and has the property
that for each positive integer n there exist integers p and q such that
j x ¡
p
q
j<
1
qn and q > 1:
For example, x = §1
1 1=10k! is a Liouville number.(Take q = 10(n¡1)!)
It is true that every Liouville number is transcendental. If we shall try to examine
the set E of Liouville numbers, then we'll understand that by using the Theorem 1.1
E is of second category. The full proof we can ¯nd in [2].
Example 1.5. (Kuratowski-Ulam theorem)
If E ½ X £ Y and x 2 X; the set Ex = fy : (x;y) 2 Eg
is called the x-section of E:
The theorem is: If E is a plane set of ¯rst category, then Ex is a linear set of
¯rst category for all x except a set of ¯rst category. If E is a nowhere dense subset
of the plane X £ Y; then Ex is a nowhere dense subset of Y for all x except a set of
¯rst category in X:
Proof: The two statement are essentially equivalent. For if E =
S
Ei; then Ex = S
i(Ei)x: Hence the ¯rst statement follows from second. If E is nowhere dense, so
is E; and Ex is nowhere dense whenever (Ex) is of ¯rst category. Hence the second
statement follows from the ¯rst. It is therefore su±cient to prove the second statement
for any nowhere dense closed set E:
Let Vn be a countable base for Y; and put G = (X £ Y ) ¡ E: Then G is dense
open subset of the plane. For each positive integer n; let Gn be the projection of
G \ (X £ Vn) in X; that is,
Gn = fx : (x;y 2 G) for some y 2 Vng:
To more details see [2]
2. Banach-Steinhaus Theorem
De¯nition 2.1. Let f be a real valued function on a topological space. If
fx : f(x) > ®g3
is a open for every real ®; f is said to be lower semicontinuous.
The following property of semicontinuous functions are almost immediate conse-
quence of this de¯nition.
The supremum of any collection of lower semicontinuous functions is
lower semicontinuous.
Theorem 2.2. (Banach-Steinhaus theorem) Suppose X is a Banach space, Y is
a normed linear space, and f­®g is a collection of bounded linear transformations of
X into Y; where ® ranges over some index set A: Then either there exists an M < 1
such that
k ­® k· M
for every ® 2 A; or
sup
®2A
k ­®x k= 1
for all x belonging to some dense G± in X:
Proof. Put
Á(x) = sup®2A k ­®x k; (x 2 X)
and let
Vn = fx : Á(x) > ng; (n = 1;2;3;:::):
Since each ­® is continuous and since the norm of Y is a continuous function on Y
(an immediate consequence of the triangle inequality) each function x !k ­®x k is
continuous on X: Hence Á is lower semicontinuous, and each Vn is open.
If one of this sets, say VN fails to be dense in X; then there exist an x0 2 X and
r > 0 such that k x k< r implies x0 + x 62 VN; this means that Á(x0 + x) · N; or
k ­®(x0 + x) k· N
for all ® 2 A and all x with k x k· r: Since x = (x0 + x) ¡ x0; we then have
k ­®x k·k ­®(x0 + x) k + k ­®x0 k· 2N;
and it follows that M = 2N=r:
The other possibility is that every Vn is dense in X: In that case,
T
Vn is a dense
G± in X; by 1.1; and since Á(x) = 1 for every x 2
T
Vn; the proof is complete.
¤
The geometric meaning of following theorem is: Either there is a ball B in Y (with
radius M and center 0) such that every ­® maps the unit ball of X into B; or there
exists x 2 X (in fact, a whole dense G± of them) such that no ball in Y contains ­®x
for all ®:
Example 2.3. (Fourier series convergence problem) Is it true for every f 2
C(T) that the Fourier series of f convergence to f(x) at every point x?
Let us recall that the n-th partial sum of the Fourier series of f at the point x is
given by
sn(f;x) = 1
2¼
H
f(t)Dn(x ¡ t)dt; (n = 0;1;2;:::);4
where
Dn(t) =
n X
k=¡n
e
ikt:
The problem is to determine whether
lim
n!1
sn(f;x) = f(x)
for every f 2 C(T) and for every real x: It is true that the partial sums do converge
to f in the L2¡ norm, and therefore Theorem ?? implies that each f 2 L2(T) [hence
also each f 2 C(T)] is the pointwise limit a.e. of some subsequence of the full sequence
of the partial sums. But the does not answer the present question.
The Banach-Steinhaus theorem answers the question negatively. The full proof
exists in [3]
Example 2.4. Some important standard applications of Banach-Steinhaus theorem.
For example the following: Let C be a weak-star compact subset in the dual V ¤ of a
Banach space V . Prove that C is norm-bounded.
3. The Open Mapping Theorem
Theorem 3.1. (open mapping theorem) Let U and V be the open unit balls of the
Banach space X and Y: To every bounded linear transformation ­ of X onto Y there
corresponds a ± > 0 so that
­(U) ¾ ±V:
The symbol ±V stands for the set f±y : y 2 Y g; i.e., the set of all y 2 Y with
k y k< ±:
It follows from theorem conditions and the linearity of ­ that the image of every
open ball in X; with center x0; say, contains an open ball in Y with center at ­x0:
Hence the image of every open set is open. This explain the name of the theorem.
Proof. Given y 2 Y; there exists an x 2 X such that ­x = y; if k x k< k; it follows
that y 2 ­(kU): Hence Y is the union of the sets ­(kU); for k = 1;2;3;::: Since Y
is complete, the Baire theorem implies that there is a nonempty open set W in the
closure of some ­(kU): This means that every point of W is the limit of a sequence
f­xig; where xi 2 kU; from now on, k and W are ¯xed.
Choose y0 2 W; and choose ´ > 0 so that y0 + y 2 W if k y k< ´: For any such y
there are sequence fx
0
ig; fx
00
i g in kU such that
(2) ­x
0
i ! y0; ­x
00
i ! y0 + y; (i ! 1):
Setting xi = x
0
i ¡ x
00
i ; we have k xi k< 2k and ­xi ! y: Since this holds for every y
with k y k< ´; the linearity of ­ shows that the following is true, if ± = ´n2k :
To each y 2 Y and to each ² > 0 there corresponds an x 2 Xsuch that
(3) k x k· ±¡1 k y k and k y ¡ ­x k< ²:
This is almost the desired conclusion, as stated just before the start os the proof,
expect that there had ² = 0:
Fix y 2 ±V; and ¯x ² > 0: By (3) there exists an x1 with k x k< 1 and
(4) k y ¡ ­x1 k< 1
2±²:5
Suppose x1;:::;xn are chosen so that
(5) k y ¡ ­x1 ¡ ::: ¡ ­xn k< 2¡n±²:
Use (3); with y replaced by the vector on the left side of (5); to obtain an xn+1 so
that (5) holds with n + 1 in place of n; and
(6) k xn+1 k< 2¡n²; (n = 1;2;3;:::):
If we set sn = x1+:::+xn; (6) shows that fsng is a Cauchy sequence in X: Since X is
complete, there exists an x 2 X so that sn ! x: The inequality k x1 k< 1; together
with (6); shows that k x k< 1+²: Since ­ is continuous, ­sn ! ­x: By (5); ­sn ! y:
Hence ­x = y:
We have now proved that
­((1 + ²)U) ¾ ±V;
or
(7) ­(U) ¾ (1 + ²)¡1±V;
for every ² > 0: The union of the sets on the rights of (7); taken over all ² > 0; is
±V: This proved the theorem. ¤
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