In human face-to-face communication, language comprehension is a multi-modal, situated activity. However, little is known about how we combine information from different modalities during comprehension, and how perceived communicative intentions, often signaled through visual signals, influence this process. We explored this question by simulating a multi-party communication context in which a speaker alternated her gaze between two recipients. Participants viewed speech-only or speech + gesture object-related messages when being addressed (direct gaze) or unaddressed (gaze averted to other participant). They were then asked to choose which of two object images matched the speaker's preceding message. Unaddressed recipients responded significantly more slowly than addressees for speech-only utterances. However, perceiving the same speech accompanied by gestures sped unaddressed recipients up to a level identical to that of addressees. That is, when unaddressed recipients' speech processing suffers, gestures can enhance the comprehension of a speaker's message. We discuss our findings with respect to two hypotheses attempting to account for how social eye gaze may modulate multi-modal language comprehension.
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Introduction
Face-to-face communication is a multi-modal activity often involving multiple participants. Despite this, language comprehension has typically been investigated in uni-modal (i.e., just speech) and solitary (i.e., one listener) contexts. Here, we investigate language comprehension in the context of two other modalities omnipresent during face-to-face communication, co-speech gesture and eye gaze. Moreover, we explore the interplay of these modalities during comprehension in a dynamic context, where a speaker's eye gaze switches between two interlocutors, rendering them sometimes directly addressed, and sometimes relatively unaddressed, a typical characteristic of multi-party conversation.
Despite the uni-modal focus of traditional approaches to language comprehension, recent years have seen an increase in studies considering language as consisting of both speech and co-speech gestures. These studies have provided behavioural and neural evidence that co-speech gestures are processed semantically and integrated with speech during comprehension (e.g., Holle & Gunter, 2007;  
