In an incomplete market driven by time-changed Lévy noises we consider the problem of hedging a financial position coupled with the underlying risk of model uncertainty. Then we study hedging under worst-case-scenario. The proposed strategies are not necessarily self-financing and include the interplay of a cost process to achieve the perfect hedge at the end of the time horizon. The hedging problem is tackled in the framework of stochastic differential games and it is treated via backward stochastic differential equations. Two different information flows are considered and the solutions compared.
Introduction
In a stylized incomplete market on the time horizon [0, T ] (T > 0), we consider the problem of hedging a contingent claim coupled with the underlying risk of an uncertain model description. This is referred to as model ambiguity in the literature, see e.g. [CE02] . We choose to consider a conservative evaluation to such exposure to model ambiguity by measuring the robustness of the strategy in terms of a worst-case-scenario risk measure. In fact on the complete filtered probability space (Ω, F, P), M = {M t , t ∈ [0, T ]}, we fix the dynamic coherent risk measure ρ t (ξ) := ess sup
where Q M is the set of all scenarios considered, which are given by the probability measures Q equivalent to P on the future outcomes (Ω, M T ). The risk measure ρ is well-defined and finite for all financial positions ξ integrable with respect to all Q ∈ Q M . This risk measure is naturally connected to the concept of worst-case-scenario, associating the risk evaluation with the highest expected value on the downside of the position over all Q ∈ Q M . For this reason it is also a conservative evaluation of the risk exposure.
The financial market presents two investment possibilities. A saving account with price dynamics given by dS 0 (t) = r(t)S 0 (t)dt, S 0 (0) = 1, (1.2) which is used as numéraire, and a stock with price dynamics of the type dS 1 (t) = α(t)S 1 (t)dt + σ(t)S 1 (t)dB(t) + R 0 γ(t, z)S 1 (t−)H(dt, dz), S 1 (0) > 1.
(1.
3)
The driving noises B andH are a doubly stochastic Gaussian and Poisson type measures, respectively related to a time-changed Brownian and Poisson process. The parameters r, α, σ, γ are càglàd adapted stochastic processes and fields. To ensure the existence of a square integrable positive solution and to allow further analysis, we assume that |r(t)| < C (for some C > 0) P × dt-a.e., γ(t, z) > −1 P × Λ-a.e., and | ln(1 + γ(t, z)) − γ(t, z)|ν(dz)λ H (t) dt < ∞.
The elements ν, (λ B , λ H ), and Λ are associated to the behaviour of the jumps in these dynamics and the intensity of the (stochastic) time distortion applied, see the next section for details.
Price dynamics of this type include various well-known stochastic volatility price models such as [CGMY03] , where time-change of a pure jump Lévy process is used to take the erratic behaviour of volatility into account by mimicking the transition between a real-time clock to a transactions-time clock. See also e.g. [BNNS02] , [Hes93] , [HW87] , [SS91] where the stochastic volatility models lead to dynamics driven by time-changed Brownian motions, which are the doubly stochastic Gaussian noises in this paper. Also in the credit risk literature we can find examples of price dynamics of the type above. See e.g. [Lan98] , where doubly stochastic Poisson processes, also called the Cox processes, are largely used in the modelling of prices subject to default risk.
In the market above we consider a financial claim F ∈ L 2 (Ω, M T , P) with payoff at T > 0 and the M-predictable hedging strategies represented by the triple (π, V π , C π ), i.e. π(t) is the wealth invested in the stock at t representing the market portfolio, V π (t) the value of the strategy on the market, and C π (t) is the cost process. We denote V π (0) = v > 0. We assume that dV π (t) = π(t) S 1 (t−) dS 1 (t) + V π (t) − π(t) S 0 (t) dS 0 (t) = V π (t)r(t) + π(t) α(t) − r(t) dt + π(t)σ(t)dB(t) + R 0 π(t)γ(t, z)H (dtdz)
(1.4) and that C π (t) = ρ t e − T t r(s)ds (V π (T ) − F ) . We assume that (1.4) admits a unique strong solution for any admissible π (see e.g. [Jac79] for conditions). Moreover we require that the solution is square integrable, for this we assume 
|α(t) − r(t)||π(t)| + |α(t)σ(t)|
2 λ B (t) + R 0 |π(t)γ(t, z)| 2 ν(dz)λ H (t) dt < ∞.
(1.5)
Moreover, the process C π is also assumed square integrable.
The process Y π (t) := V π (t)+C π (t), t ≥ 0, is called the (total) price of the strategy. The hedging of F is obtained for a strategy (π, Vπ, Cπ) that yields Yπ(T ) = F . Note that Y π (0) = v + C π (0) is M 0 -measurable. Note that if the hedging strategy has C π ≡ 0, then the market investment are enough to selffinance the hedge. It is only in a complete market that it is possible to hedge all claims with these self-financing strategies.
We observe that for any hedging strategy (π, V π , C π ) with Y π (T ) = F we have This means that the risk given by the spread between the discounted final strategy price and the actual claim is zero according to the risk measure given, and actually all coherent risk measures.
Hereafter we consider the problem of finding a hedging strategy (π, Vπ, Cπ) for F such that
Hence the strategyπ minimizes the risk associated to the total price. Clearly Yπ(T ) = Y (T ) = F . Here above the set Π M denotes the admissible strategies
Considering the risk measure (1.1), we can write the problem (1.7) in the following way:
A solution to the problem (1.8) corresponds to finding (π,Q) ∈ Π M × Q M such that
This also gives Cπ(t) = EQ e − T t r(s)ds (F − Vπ(T ))|M t . To have a unique description of the optimal strategy, we set for EQ[Cπ(0)] = 0 and v = EQ[Yπ(0)].
This kind of approach to hedging is treated in [Del12] (see also [Del13] ) in the context of a financial market driven by a Brownian motion and an insurance payment process driven by a Poisson process. See also [BP15] for a study of a similar problem with an insurance perspective.
Here the dynamics are Brownian driven. We also refer to [Kar14] where a first study of this problem is given in the context of a market driven by a Brownian motion and a doubly stochastic Poisson noise. Comparatively, in the present paper we consider the more general market model and a substantially different structure of admissible strategies. The admissible scenarios are described by a measure change via shift transformation and we suggest a version of the Girsanov theorem that includes time-change. We note that in this context the measure change is not structure preserving in general. The hedging problem (1.8)-(1.9) is tackled using backward stochastic differential equations (BSDEs) and stochastic differential games. Our study is carried through in the context of two different filtrations: M = F, which is substantially the information flow generated by the noises, and M = G, which is the filtration that, additionally to F includes initial knowledge of the time-change process. These two settings lead to different BSDEs depending on their measurability properties. We treat the solutions exploiting the martingale random field properties of the driving noises and, in the case of G, we also rely on the better explicit structure of the noise (which allows for a more explicit stochastic representation theorem). In the case of information flow G, BSDEs driven by doubly stochastic Lévy noises are treated in [DS14] . We also mention that these integral representation theorems are studied in [DS13] with different approaches: via chaos expansions and via the non-anticipating derivative (see also [DR07] for a review on stochastic derivation). As for filtration F, we rely on the general results of [CFS08] , which we adapt to the random field set-up. Even though we can regard the information flow F as partial with respect to G, the problems presented here are not the same as in the study on BSDEs with partial information, see e.g. [CCR14] in the case of mean-variance hedging. Finally, we remark that the hedging criteria we consider differs from mean-variance hedging in the objective function to minimize: mean-variance hedging identifies the strategy by minimizing the quadratic cost, see e.g. [JMSS12] in the context of prices modeled by general semimartingales, and [Lim05] for the case of dynamics driven by a Brownian motion and doubly stochastic Poisson noises.
The paper is structured as follows. The next section provides details about the framework and the BSDEs considered. In Section 3, we study shift transformations, while Section 4 is dedicated to the actual solution of the hedging problem in the two information flows considered. Section 5 concludes with comments on the results obtained.
The framework and preliminary results
Hereafter we give full detail of the noises considered in (1.3), and the stochastic structures used. For this we refer to [DS14] and [DS13] . In particular we apply stochastic integration with respect to martingale random fields, see [DE10] and [CW75] .
The random measures and their properties
Let (Ω, F, P) be a complete probability space and X := [0, T ] × R, we will consider
the Borel σ-algebra on X. Whenever we write ∆ ⊂ X we intend a set ∆ in B X . The two dimensional stochastic process λ := (λ B , λ H ), where each component λ l , l = B, H, satisfies
represents the intensity of the stochastic time distortion applied in the noise. Denote the space of all processes λ := (λ B , λ H ) satisfying i) and ii) by L. Correspondingly, we define the random measure Λ on X by
Here ν is a deterministic, σ-finite measure on the Borel sets of R 0 satisfying
We denote the σ-algebra generated by the values of Λ by
Here below we introduce the noises driving the stochastic dynamics.
Definition 2.1. B is a signed random measure on the Borel sets of [0, T ] × {0} satisfying,
A2) B(∆ 1 ) and B(∆ 2 ) are conditionally independent given F Λ whenever ∆ 1 and ∆ 2 are disjoint sets.
Here Φ stands for the cumulative probability distribution function of a standard normal random variable.
H is a random measure on the Borel sets of
A4) H(∆ 1 ) and H(∆ 2 ) are conditionally independent given F Λ whenever ∆ 1 and ∆ 2 are disjoint sets.
Furthermore we assume that A5) B and H are conditionally independent given F Λ .
Substantially, conditional on Λ, we have that B is a Gaussian random measure and H is a Poisson random measure. We refer to [Gri75] or [Kal97] for the existence of the above conditional distributions. LetH := H − Λ H be the signed random measure given bỹ
Definition 2.2. We define the signed random measure µ on the Borel subsets of X by
2) The random measures B and H are related to a specific form of time-change for Brownian motion and pure jump Lévy process. More specifically define
We can immediately see the role that the time-change processes Λ B andΛ H play, studying the characteristic function of B and η. In fact, from A1) and A3) we see that the conditional characteristic functions of B t and η t are given by
Indeed there is a strong connection between the distributions of B and the Brownian motion and between η and a centered pure jump Lévy process with the same jump behavior. The relationship is based on a random distortion of the time scale. The following characterization is due to [Ser72, Theorem 3.1] (see also [Gri75] ). 
Stochastic non-anticipating integration and representation theorems.
Let us define
In view of (2.2), A1), and A3) we can see, that for any t ∈ [0, T ],
Lemma 2.2. The filtration G is right-continouos.
Proof. This can be shown adapting classical arguments for the Lévy case as in e.g. [App04, Theorem 2.1.9].
For ∆ ⊂ (t, T ] × R, the conditional independence A2), A4) means that
Hence µ is a martingale random field (with conditional orthogonal values in L 2 (Ω, F, P) with respect to G in the sense of [DE10] (see Definition 2.1) since
• µ has a σ-finite variance measure
• it is additive on pairwise disjoint sets in B X and σ-additive with convergence in L 2 ,
• µ is G-adapted,
• it has the martingale property (2.5),
In [CW75] there is a discussion about martingale (difference) random fields and the role of ordering associated with the information flow. In their terminology the martingale random fields here treated is both a "strong" and a 'weak" martingale.
of the random fields admitting a G-predictable modification, in particular
For any φ ∈ I G we define the (Itô type) non-anticipative stochastic integral I :
We refer to [DE10] for details on the integration with respect to martingale random fields of the type discussed here. In particular, I is a linear isometric operator:
Because of the structure of the filtration considered we have the following result (see [DS14] ):
whenever either side of the equality exists as an element in L 2 Ω, F, P .
Remark 2.1. It is easy to see that the random field µ is also a martingale random field with respect to F and the non-anticipating integration can be done also with respect to F as for G. We denote I F the corresponding set of integrands. However, results such as Lemma 2.3 and the forthcoming representation would not hold. See also [DS13, Remark 4.4]. We remark that
The following representation theorems are given in [DS14] .
Theorem 2.4. Integral representation theorem. Assume ξ ∈ L 2 Ω, F, P . Then there exists a unique φ ∈ I G such that
Note that the two summands in (2.9) are orthogonal. Here E[ξ |F Λ ] represents the stochastic component of ξ which cannot be recovered by integration on µ. Theorem 2.5. Martingale representation theorem. Assume M t , t ∈ [0, T ], is a Gmartingale. Then there exists a unique φ ∈ I G such that
We observe that in the case we consider µ as a martingale random field with respect to filtration F, the corresponding results take a different form. See [DE10] . In particular we have:
Theorem 2.6. Integral representation theorem. Assume ξ ∈ L 2 Ω, F, P . Then there exists a unique φ ∈ I F such that
where ξ 0 is a random variable in L 2 Ω, F, P orthogonal to the integral part.
In terms of the non-anticipating derivative as studied in [DE10] , the random variable Ξ 0 is characterised by having derivative identically null.
Backward stochastic differential equations driven by µ
The problem of hedging considered leads to different types of BSDEs depending on the information considered. Hereafter we give an overview of the results needed in the sequel related to both types. In particular the comparison theorems will play a central role in the solution of the optimisation problem (1.8). Our references are [DS14] and [CFS08] .
Information flow G
In the case of information flow G, the BSDE of reference is of the form:
Given a terminal condition ξ and a driver (or generator) g, a solution is given by the couple of G-adapted processes (Y, φ) on (Ω, F, P) satisfying the equation above. Hereafter we characterise explicitly the functional spaces in use and the elements of the BSDE to obtain a solution. Let S G be the space of G-adapted stochastic processes
Recall the definition of I G in (2.7) and denote Φ the space of functions φ : R → R such that
Definition 2.1. We say that (ξ, g) are standard parameters when ξ ∈ L 2 Ω, F, P and g :
Theorem 2.1. Let (g, ξ) be standard parameters. Then there exists a unique couple (Y, φ) ∈ S G × I G such that
From the definition of G and (2.16), we see that Y 0 is a square integrable F Λ -measurable random variable. To be specific, we have:
For a linear BSDE of the form (2.17), there exists an explicit representation of the solution.
Theorem 2.2. Assume we have the following BSDE:
where the coefficients satisfy i) A is a bounded stochastic process, there exists
Then (2.17) has a unique solution (Y, φ) in S G × I G and Y has representation
where
The next result is a comparison theorem. This result is crucial in the solution of the optimisation problem (1.8).
Theorem 2.3. Comparison Theorem. Let (g (1) , ξ (1) ) and (g (2) , ξ (2) ) be two sets of standard parameters for the BSDE's with solutions (
where κ ∈ I G satisfies condition iv) from Theorem 2.2 and f is a function f :
dt × dP a.e. and
If ξ (1) ≤ ξ (2) P-a.s. and g
s ) dt × dP-a.e., then
Information flow F
In the case of information flow F the BSDE of reference has the from:
(ii) µ (dt, dz) is its conditional variance measure, see [DE10] Theorem 2.1, which is in fact the correspondent to the conditional quadratic variation for martingales, see [Pro05] , and also, in this case we have
The existence and uniqueness of solutions of (2.19) are treated adapting the results of [CFS08] to the martingale random field case. Here we present the variation of these results in the form used later. The definition of standard parameters is analogous to Definition 2.1, but referred to F. The same is for the spaces involved. BSDEs of type (2.19), with standard parameters, admit a unique solution, which is characterized by the triple (Y, φ, N ).
Lemma 2.1. Let a, b, c be F-predictable bounded random fields, let E be the Doléans exponential of the martingale random field t 0 R b(s, z)µ(ds, dz), t ∈ [0, T ], and define
Suppose that (i) E is a positive uniformly integrable martingale;
If the linear backward equation
F is the space of L 2 −bounded (F, P)−martingales, then Y is given by
Proof. The proof follows the same arguments as in [CFS08] Lemma 2.2.
Recall that the Doléan exponential is positive if the martingale has jumps grater than −1 and conditions for uniform integrability can be found in [LM78] . 
, and
Then the process δY verifies the linear BSDE:
Assume a and b verify the conditions (i) and (ii) in Lemma 2.1. Assume also that ξ 2 ≥ ξ 1 and, for any t, δ 2 f t (ω) = C(t, z) ≥ 0 P−a.s. Then, for any t, Y 2 t ≥ Y 1 t P−a.s.
Change of measure: shift transformations
The various possible scenarios considered, see (1.1), are given by all probability measures Q equivalent to P obtained by shift transformation. This is chosen as a feasible set of transformations that allow for an explicit evaluation of the Radon-Nikodym density. Hereafter we study such transformations. We observe that, in the presence of time-change, such transformations do not lead to a self-preserving structure. As illustration we can see that the doubly stochastic Poisson random measure will not be such any longer after the measure change. We also recall that such shift transformations, when applied to Lévy noises are actually structure preserving.
We introduce the Radon-Nikodym density process
An explicit strong solution of (3.1) is obtained by application of the Itô formula:
Since we have assumed θ 1 (t, z) > −1 P×Λ−a.e., we know that ln (1+θ 1 (s, z) ) and the stochastic integration are well-defined. A generalized version of the Novikov condition found in [LM78] ensures uniform integrability of Z.
Theorem 3.1. Let B andH be as in Definition 2.1 with respect to P. Assume that Z(t), t ∈ [0, T ], as in (3.2) with θ ∈ I G , is a positive uniformly integrable (G, P)−martingale with E[Z 2 (T )] < ∞, and define the probability measure Q equivalent to P by
Define B θ andH θ by the dynamics
where we recall that Λ B (dt, {0}) = dΛ B t = λ B (t)dt and Λ H (dt, dz) = ν(dz)λ H (t)dt. Moreover, for any bounded predictable ψ such that
Then B θ is a continuous (G, Q)-martingale and a time-changed (G, Q)-Brownian motion. Also
We recall that two G-martingales with values in L 2 (Q) are strongly orthogonal if their product is a uniformly integrable (G, Q)-martingale or, equivalently, if their quadratic variation process is a uniformly integrable (G, Q)-martingale.
We have
From Lemma 1.27 in [ØS07] , we know that if Z(t)X ǫ (t) is a local (G, P)−martingale, then X ǫ (t) is a local (G, Q)−martingale. From Definition 1.28 and Example 1.29 in [ØS07] , and recalling that
we get the following: [Kal97] . Hence it is also a doubly stochastic Gaussian measure as in Definition 2.1. As for M θ (ψ), we can see that its quadratic variation is
Now, let ψ(t, z) = 1 (0,t]×B (t, z) for t ∈ [0, T ] and B ∈ B R 0 . Then
By Hölder's inequality, we have that
Hence M θ (ψ) is a (G, Q)-martingale, see e.g. Corollary to Theorem 27.II in [Pro05] . Denote B a semi-ring generating B R 0 . We can regard the σ−algebra B (0,T ] as generated by the semi-ring of intervals of the form (s, t], where 0 ≤ s < t ≤ T. The σ−algebra B (0,T ]×R 0 is generated by the semi-ring of sets (s, t] × A, where A ∈ B. For an element (s, t] × A in the semi-ring, let ψ(t, z) = 1 (0,t]×A (t, z). Then we havẽ Hence,H θ has the (G, Q)-martingale property, conditionally orthogonal values with respect to (G, Q), and the variance measure is σ−finite.H θ is clearly G−adapted by its definition, and H θ is additive and σ−additive in L 2 (Q) by its integral form and condition on θ 1 . In conclusion, H θ is a (G, Q)-martingale random field with conditionally orthogonal values. Finally, we show that B θ and M θ (ψ) are strongly orthogonal under Q, for ψ(s, z) = 1 ∆ (s, z)
as a consequence of A5) in Definition 2.1. From this we know that [B θ , M θ (ψ)](t) is a Q-local martingale, and by (3.3) we get from Theorem 51.I in [Pro05] that [B θ , M θ (ψ)] is a uniformly integrable Q-martingale. Then B θ (t) and M θ (t, ψ) are strongly orthogonal square integrable martingales.
Remark 3.1. If (3.1) is defined with θ ∈ I F , then Z θ is an F-adapted process. In this case the fields B θ andH θ would be strongly orthogonal (F, Q)-martingale random fields in the sense discussed above.
Note thatH θ is not a doubly stochastic Poisson random field under Q, in general. Hereafter are some sufficient conditions so that this is the case.
Corollary 3.2. LetH θ and Z be defined as in Theorem 3.1. If the stochastic field θ 1 is deterministic, thenH θ is a (Q, G)−centered doubly stochastic Poisson random field. Moreover, if θ 1 (t, z) = θ 1 (t) the new jump measure and the new time distortion process are given by
If θ 1 (t, z) = θ 1 (z) the new jump measure and the new time distortion process are given by
Proof. This can be shown studying the characteristic function (under Q) ofH θ (∆) for ∆ ∈ B [0,T ]×R 0 .
Hedging under worst case scenario
First of all we define explicitly the set of scenarios Q M considered in the definition of risk measure (1.1): ρ t (ξ) := ess sup
In the sequel we consider the cases of information flow given by M = G, F. Considering the agent's perspective it is natural to choose the filtration F as model for the information flow. In fact G carries the information of the whole process of stochastic time-change, which would be a form of anticipating information embedded in the information flow not reasonably available to an agent. We study the optimisation problem (1.8) in both cases on the market (1.2)-(1.3) with the F-adapted coefficients r, α, σ, γ.
Definition 4.1. Let the process Z(t), t ∈ [0, T ] be a (G, P)-martingale defined by
θ ∈ I G , Z(0) = 1, and θ 1 (t, z) > −1 P × Λ − a.e., such that Z ∈ L 2 (P) and (3.3) is satisfied. Moreover, for K > 0,
The sets of scenarios considered are:
and
The choice of θ predictable with respect to F or G induces in any case a probability measure Q equivalent to P. Moreover,
We recall that the hedging problem considered (1.6) is here solved tackling the problem (1.8):
Hence a solution to the problem (1.8) is given by (π,Q) ∈ Π M × Q M such that
Analogously, we define the set of admissible portfolio Π M with respect to both filtrations M = F, G.
(ii) π is M-predictable such that there exists a unique strong càdlàg M-adapted solution V π to the dynamics (1.4) on [0, T ],
The solution to the problem (4.3) is studied via BSDEs and the comparison theorem. The two filtrations lead to different types of BSDEs.
Hence,
(4.7)
The martingale representation Theorem 2.5 applied to
gives us the existence of the G-predictable integrands Z π,θ and U π,θ for the two corresponding stochastic integrals, so we have
The Itô formula allows to obtain the BSDE
The generator of this BSDE is:
The min-max type of problem corresponding to (4.3) arises in stochastic differential games. With the comparison Theorem 2.3 in hands, we can justify the proof of the following result due to [ØS11a] in our setting for the driving noises considered in this paper. As short hand notation denote g(π(t), θ(t)) = g(t, λ, y, z, u(·), π(t), θ(t)). The solution of a BSDE with standard parameters (ξ, g) is denote by (Y, Z, U ), for an optimalθ the solution is denoted by (Y π , Z π , U π ), and for an optimalπ the solution is then (Y θ , Z θ , U θ ) . The solution given in the case g(π(t),θ(t)) is denoted (Ŷ ,Ẑ,Û ).
Theorem 4.1. Let (ξ, g) be standard parameters. Suppose that for all (ω, t, λ, y, z, u) there exist π(t) =π(ω, t, λ, y, z, u) andθ(t) =θ(ω, t, λ, y, z, u) such that for all admissible portfolios π ∈ Π G and all admissible probability measures Q = Q θ ∈ Q G , we have:
for a. a. (ω, t) . Assume that the conditions of Theorem 2.3 hold. Supposeπ andθ are admissible. Suppose that for all admissible (π, θ) there exists a unique solution to the BSDE with (ξ, g(π(t), θ(t))) as terminal condition and generator, respectively. Then
Proof. The proof is due to [ØS11a] . By applying the comparison theorem to the solutions of the BSDEs of the couples of standard parameters (F, g(π(t), θ(t))), (F, g(π(t), θ(t))), (F, g(π(t),θ(t))), by (4.11) we get that
For all π: ess sup
From definition of essential supremum and (4.12), we get
From (4.13) and definition of essential infimum, we get
Hence, we obtain the following chain of inequalities:
Since sup(inf) ≤ inf(sup) we get equality between all terms.
We shall apply this result. The generator (4.10) satisfies the conditions of g 2 in Theorem 2.3. In fact for an admissible probability measure Q θ , we have:
Moreover, condition (4.11) leads to the study of the equations
These yield to the characterising equations for the optimal solution.
Summarising we have proved the following result.
Theorem 4.2. In case the reference filtration is G, the optimisation problem (4.3) admits a unique optimal solution (π,Q) ∈ Π G × Q G (1.9), characterised by the equations e t 0 r(s)dsẐ (t) −π(t)σ(t) λ B (t) = 0, (4.14)
where (Ẑ,Û ) ∈ I G are the integrands in the integral representation:
thanks to Theorem 2.4 and the random variable EQ[e
is orthogonal to the stochastic integrals. The optimal price processŶ (t) = Yπ ,Q (t) = Y (t), t ∈ [0, T ] is given by:
is a (G,Q)-martingale and a time-changed (G,Q)-Brownian motion and
is a (G,Q)-martingale random field orthogonal to Bθ. Under probability measure P, the optimal price process follows the following dynamics:
(4.19)
Remark 4.1. We observe that the optimal strategy (π, Vπ, Cπ) is then given by the processπ as characterised above, the value process Vπ (1.4) has v = Vπ(0) = EQ[e 
Flow of information F
In the case of flow of information F, we see that the problem (1.8) leads to a different type of BSDE than the one considered so far.
Recall that µ(dt, dz) = 1 {0} B(dt, dz) + 1 R 0 (z)H(dt, dz), is an (F, P)-martingale random field and that its conditional variance measure is:
Moreover, by Theorem 3.1 we define the (F, Q)−martingale random field µ θ by
Note that µ = µ θ .
Let us consider the process Y π,Q under filtration F for π ∈ Π F and Q ∈ Q F :
Then by direct computation and using Theorem 2.6, we obtain the following equalities:
Equivalently,
(4.23)
Recall that the random variable ξ 0 ∈ L 2 (Ω, F, P) is orthogonal to the stochastic integrals. The equation above together with (4.21) yield the BSDE:
, is an (F, Q)-martingale orthogonal to µ θ , and then also the process
, is an (F, Q)-martingale orthogonal to µ θ . It is also possible to verify, by direct computation that this process is also an (F, P)-martingale orthogonal to µ. This can also be seen directly from (4.22) by application of Theorem 3.1. In fact setting ψ(t) := e
By use of the martingale property, we get 
By Lemma 2.1, the P-dynamics correspond to
where N is a (F, P)-martingale orthogonal to µ. Comparing (4.26) and (4.24). We see that
Here after we state the corresponding result to Theorem 4.1 for the case of information flow F. Set f (π(t), θ(t)) := f (t, λ, y, z, u, π(t), θ(t)) as short-hand notation.
Theorem 4.3. Let (ξ, f ) be standard parameters. Suppose that for all (ω, t, λ, y, z, u) there exist π(t) =π(ω, t, λ, y, z, u) andθ(t) =θ(ω, t, λ, y, z, u) such that, for all admissible portfolios π ∈ Π F and all admissible probability measures Q = Q θ ∈ Q F , we have:
for a.a. (ω, t). Assume that the conditions of Theorem 2.4 hold. Supposeπ andθ are admissible. Suppose that for all admissible (π, θ) there exists a unique solution to the BSDE with (ξ, f (π(t), θ(t))) as terminal condition and generator, respectively. Then
Proof. The argument is the same as for Theorem 4.1.
We observe that equations of the type (4.24) satisfy the required conditions to apply the theorem above in a similar fashion as it was proposed for the filtration G. Hence we obtain the following:
Theorem 4.4. In case the reference filtration is F, the optimisation problem (4.3) admits a unique optimal solution (π,Q) ∈ Π F × Q F (1.9), characterised by the equations
where (Ẑ,Û ) ∈ I F are the integrands in the integral representation:
is a random variable orthogonal to the stochastic integrals, cf. Theorem 2.6. The optimal price processŶ (t) = Yπ ,Q (t) = Y (t), t ∈ [0, T ] is given by:
are orthogonal (F,Q)-martingale random fields. Under probability measure P, the optimal price process follows the following dynamics:
(4.33) Remark 4.3. We observe that the optimal strategy (π, Vπ, Cπ) is then given by the processπ as characterised above, the wealth Vπ on the market has Vπ(0) = v = EQ[e Remark 4.5. The characterizing equations (4.14)-(4.16) and (4.28)-(4.30) are formally the same, being the difference on the measurability properties of the processes considered. Denotê Q G = Qπ ∈ Q G in Theorem 4.2 andQ F = Qπ ∈ Q F in Theorem 4.4. Then from equations (4.16) and (4.30) with Theorem 3.1, we can see thatQ G|F =Q F .
Conclusions and example
With the intent of finding a hedging strategy in the incomplete market (1.2)-(1.3) we have studied the optimization problem (1.7). We have developed the solution using BSDEs and their comparison theorems. for this we refer to [DS14] and [CFS08] , of which we adapt the results. For our approach it is crucial the result of [ØS11a] developed for stochastic differential games.
Indeed we have transformed the hedging problem under model uncertainty in a min-max type problem (1.8) by exploiting the explicit representation of the risk-measure considered (1.1).
The noises considered are naturally linked to two different filtrations. The filtration G captures all the statistical properties of the noises, allowing to exploit the underlying Gaussian and Poisson structure, see Definition 2.1. The filtration F is substantially the filtration generated by the noises. We study the problem (1.8) with respect to both situations and we observe that F T = G T . Correspondingly, we have proposed two BSDEs related to the the two filtered probability spaces. The terminal condition is the same. The results obtained show differences in terms of adaptability of the solutions and the structure of the solution itself, cf. (4.19) and (4.33). Both set-ups lead to hedging strategies (π, Vπ, Cπ) with presence of cost process. In the case of G, the cost process accounts for the anticipated knowledge of the time-change. In the case of F, the cost process represents the spread between the perfect hedge and the best self-financing strategy. Here the distances are evaluated in terms of the risk-measure (1.1).
From the methodological point of view, we remark that the BSDEs presented for the study in the case of filtration F are based on the properties of the martingale random fields and we recall that our noises are martingale random fields with respect to both filtrations. In fact in this framework of general martingales we can see the correspondence between the two set-ups generated by the two filtrations. As explained earlier, from a financial modeling perspective it is better suited to consider the information flow given by F.
Example 5.1. Toy example. Let e − T 0 r(t)dt F is F Λ T −measurable (r deterministic). In the information flow G, the integral representation (4.17) shows that the optimal integrands (Ẑ,Û ) ∈ I G are null and that the optimal strategy presentsπ = 0, and v = EQ Here the values (θ 0 ,θ 1 ) for the probability measureQ G = Qθ ∈ Q G are given by (4.16). See Theorem 4.2. The cost process is Cπ(0) = e Consider the case of information flow F. Denote H F ⊂ L 2 (Ω, F,Q F ) and H G ⊂ L 2 (Ω, F,Q G ) the spaces generated by the integrals T 0 R φ(t, z)µ(dt, dz) for all φ ∈ I F and φ ∈ I G , respectively. BeingQ F =Q G|F (see Remark 4.5), then H F ⊂ H G . Hence, In line with Remarks 4.2 and 4.4, we see that the optimal measures Q F and Q G are risk-neutral in the given market. In fact, applying (4.16) or (4.30), i.e.
(α(t) − r(t)) + σ(t)θ 0 (t) + R 0 γ(t, z)θ 1 (t, z)ν(dz)λ(t) = 0, This result is consistent with the observations of [ØS11b] in the context of dynamics given by a jump diffusion and in the literature related to risk-minimizing strategies.
