Understanding conformational change is crucial for programming and controlling the function of many mechanical systems such as allosteric enzymes and tunable metamaterials. Of particular interest is the relationship between the network topology or geometry and the specific motions observed under controlling perturbations. We study this relationship in mechanical networks of 2-D and 3-D Maxwell frames composed of point masses connected by rigid rods rotating freely about the masses. We first develop simple principles that yield all bipartite network topologies and geometries that give rise to an arbitrarily specified instantaneous and finitely deformable motion in the masses as the sole non-rigid body zero mode. We then extend these principles to characterize networks that simultaneously yield multiple specified zero modes, and create large networks by coupling individual modules. These principles are then used to characterize and design networks with useful material (negative Poisson ratio) and mechanical (targeted allosteric response) functions.
I. INTRODUCTION
Many physical systems can be thought of as networks in which contacts, bonds, linkages, or hinges connect physical elements to one another. From the study of force chains in granular materials [1] to the study of fiber networks in polymer physics [2] , it has become clear that both homogeneous and heterogeneous patterns of connectivity between physical elements can constrain the bulk properties of the material, including its response to stress and shear [3] , its ability to transmit acoustic signals [4] , and its capacity for thermal and electrical transport [5] . These networks are also integral to the ever-evolving exploration of everyday machines [6] in robotics [7] and biology [8] . Perhaps one of the simplest and most powerful conceptual advances in understanding such systems was the development of structural rigidity theory [9] , built on a seminal early paper on constraint counting from J.C. Maxwell [10] , in which one predicts the flexibility of ensembles formed by rigid bodies connected by flexible linkages [11] [12] [13] [14] . Frames -consisting of rigid elements (sites) and the connections between them (bonds) [15] -are said to be rigid when the distance between two points cannot be altered without smoothly changing the length of one or more connections, and are said to be elastic otherwise.
Notably, even in rigid frames, mechanical networks can undergo conformational changes that drastically alter their function, such as exotic shape transformations in metamaterials [16] , and allosteric regulation of enzymes where substrate binding in one region changes the structure and function of a distal active site [17] . Characterizing and subsequently controlling such conformational changes is of critical import to a theoretical understanding of these materials, which in turn will support novel design and use of such materials. Yet, such characterization and control is challenged by the fact that perturbation to a few regions in the network can lead to wide-scale changes in the material's form in a complex manner that has to-date eluded formal treatment. Some have sought to address this challenge by designing networks through kinematic synthesis, tracing arbitrary trajectories with a trace point using only a few actuators [18] [19] [20] . Others have used computational heuristics such as tuning-by-pruning to predict mechanical responses in multiple nodes [21] [22] [23] . Given that such heuristics exist, it is now natural and timely to consider building a simple theory for how a mechanical network's topology constrains its control, and how novel topologies can be constructed to produce specified control functions.
Here we develop and exercise such a simple theory. We consider a rigid Maxwell Frame with nodes connected by edges. Given the connection topology, if we know all node positions, then the nullspace of the compatibility matrix [15] yields all allowed conformational changes. Alternatively, if we know all node displacements, then we can similarly find all node positions that yield that displacement. However, the successful characterization and control of designed networks must achieve desired positions and motions for a subset of the network, such as in auxetic materials that expand transversely in response to axial stretching.
We provide analytic and geometric principles for the construction, characterization, and control of these rigid frames with arbitrarily specified node positions and instantaneous displacements in d dimensions. These principles are derived for bipartite frames, where edges are only allowed between (i) the subset of nodes whose positions and motions are specified and (ii) the subset of nodes whose positions and motions are unspecified. Building on prior work on the deformation of general and bipartite frames [24] [25] [26] , we are able to characterize and control all networks that achieve arbitrarily and independently specified positions and motions in a subset of nodes. We are also able to characterize multi-purpose networks that achieve several distinct desired motions, and combine these networks as modules to construct large networks with desired conformational changes.
II. NETWORK CONNECTIVITY & MATHEMATICAL FRAMEWORK
Consider the frame specified by the undirected graph G = (V, E) with N nodes V = {1, · · · , N } embedded in d-dimensional space, and where the position of any node i is specified by vector x i ∈ R d×1 . Further, consider a set of N B rigid edges E ⊆ V × V, where
is the length of the edge constraining the node pair i, j (Fig. 1a) . For each node i, we specify an instantaneous motion with vector u i ∈ R d×1 . Then for any two nodes i, j connected by an edge of length l ij (Fig. 1b) , the set of allowed motions u i , u j must not change the length of l ij (Fig. 1c) . Hence, if an edge exists between node i and node j, we require Eq. 9 to linear order (see Supplemental Methods for derivation)
Further, our system of N nodes has a corresponding set of dN state variables, where each edge l ij provides a nonlinear distance constraint between two nodes. Provided that there are no states of self stress [27] , which we will ensure in the remainder of our results, the number of available finitely conformable degrees of freedom N D is given [28] by Eq. 10
where d(d + 1)/2 of these degrees of freedom are rigid body motions of translations and rotations that preserve distances between all pairs of nodes.
As a simple 2D example, we consider a triangle ( Fig. 1d ) with d = 2, N = 3, N B = 3, such that N D = 6 − 3 = 3. We see that these three degrees of freedom correspond to the x-translation, y-translation, and rotation, and that the frame's configuration is fully determined by fixing 3 non-redundant x or y coordinates. Next we consider a more complex network of 5 nodes (Fig. 1e) , with d = 2, N = 5, N B = 6, such that N D = 10 − 6 = 4.
Three of these degrees of freedom are rigid body motions, but the fourth manifests as a conformational deformation parameterized by θ, which requires the setting of an additional fourth coordinate.
Given a frame G and given all node positions x i , these degrees of freedom are all instantaneous motions u i that preserve all edge lengths according to Eq. 9. We can rewrite each constraint in terms of u i , and combine them to define the compatibility matrix C ∈ R
where the k-th row of C, corresponding to the k-th edge connecting nodes i and j, has all zero entries except (x i − x j ) T multiplied by u i , and (x j − x i ) T multiplied by u j . Then all node displacements u are given by the nullspace N (C).
In pursuing the understanding and control of mechanical materials, we are often interested in both the positions x S ∈ R dN S ×1 and displacements u S ∈ R dN S ×1 of a subset of network nodes (which we will call the specified nodes) V S ⊂ V with |V S | = N S nodes, but not those
of the remaining nodes (which we will call the unspecified nodes)
Consideration of a subset of specified nodes is common in the study of several materials, such as those that have a negative Poisson ratio (Fig. 1f) . In what follows, we provide analytic and geometric principles for characterizing all bipartite networks that satisfy position and displacement conditions for specified nodes. We then demonstrate how these principles can be used to design networks that generate these desired motions by controlling only a few nodes.
III. RESULTS

A. Conic Sections and Overlaps of Bipartite Networks
Given a subset V S of k nodes with positions x S and displacements u S as specified constants, and a disjoint subset V U of nodes with positions x U and displacements u U as unspecified variables, we consider bipartite frames where edges only exist between specified nodes and unspecified nodes such that E ⊆ V S × V U (Fig. 2a) . As examples in d = 2, we show one position (blue node) and motion (blue arrow) of an unspecified node that satisfies edge constraints Eq. 9 connected to two ( Fig. 2b) and three ( Fig. 2c ) specified nodes. Here, for any unspecified node j with positions x U j and motions u U j that is connected to all k specified nodes, we find all x U j , u U j that satisfy the edge constraints Eq. 9 given fixed x S , u S . We begin by writing the k edge constraints in terms of variables
By temporarily omitting the constraint that c = x T U j u U j , we can linearize Eq. 12 to 
where Q ∈ R m+1×m+1 . The solution space ofα to Eq. 14 has dimension m − 1, which are points for m = 1, conic sections for m = 2, and quadric surfaces for m = 3.
For the general case whereÃ has full row rank, then m = 2d + 1 − k. In d = 2, given k = 3 independent specified node positions x S1 , x S2 , x S3 and motions u S1 , u S2 , u S3 such that dim(N (Ã)) = m = 2, the solution space for x U j , u U j is one dimensional (Fig. 2d) .
Similarly, in d = 3 with k = 5 specified nodes, we again have dim(N (Ã)) = 2 for another one dimensional solution space (Fig. 2e) . By reducing the number of nodes by one, we can increase dim(N (Ã)) = 3 for a two dimensional solution space in d = 2 (Fig. 2f ) and d = 3 (Fig. 2g) . We can also achieve a higher dimensional solution space by creating redundancies in the specified node positions and motions such that the rows ofÃ are linearly dependent.
For example, the i-th rows ofÃ given by [u (Fig. 2h ) and four vectors in d = 3 (Fig. 2i) . Hence, these curves and surfaces characterize the only x U j , u U j of a node connected to all specified nodes that do not preclude the desired specified node positions and motions by construction.
B. Network Construction Through Judicious Constraint Placement
The quadrics and conics previously discussed specify all positions x U j and displacements u U j of an unspecified node j that satisfy all k edge constraints given the positions x S and displacements u S of k specified nodes. Hence, the addition of each unspecified node along these surfaces adds d state variables and k constraints while preserving the desired motions u S . Here we demonstrate that for k > d, we can judiciously constrain our system such that the only non-rigid body degrees of freedom allows desired x S , u S , thereby requiring in general that the solution space have dimension of at least 0, and at most d − 1 for k = d + 1. 
in such a way that 1) there are no states of self-stress, and 2) there are no rigid subgraphs, we ensure that our motion u S is the only finitely deformable non-rigid degree of freedom. As an example in d = 2, we provide an initial N S = 4 node system with a desired outward motion ( Fig. 3a) with a 1-dimensional solution space. Initially, the nodes have
which we reduce to 4 by adding N U = 2 nodes with N B = 8 edges (Fig. 3b) , and N U = 4 nodes with N B = 12 edges (Fig. 3c ) along the conic section to yield a single non-rigid motion.
We can similarly achieve the same result for N S = 8 specified nodes in d = 3 where rank(Ã) = 4 such that dim(N (Ã)) = 3 for a 2-dimensional solution space ( 
C. Multi-Mode Construction
Using this judicious constraint principle, we characterize and create networks with specified positions x S and two distinct displacements u S1 , u S2 . As an example in d = 2 for four nodes at x S ( Fig. 4a) , we stipulate two motions u S1 and u S2 , and we seek to characterize all bipartite networks that achieve these motions.
We realize that for one set of specified positions x Si , each specified motion u Si generates a solution space Eq. 14 for the position and motion of an unspecified node x U j , u U j . For each quadratic i, this solution space has parametersα i that map to physical positions and motions based onW . We can define a projection from our solution coordinatesα to common spatial coordinatesβ = P iαi . In this way, forQ
finds the spatial coordinates where the solution spaces of both quadratics intersect. rows and columns ofW . For dim(N (Ã)) = d−1 with solution dimension d−2, the projectioñ β = P iαi must also satisfy a linear constraint p T P −1 β = 1 (see Supplementary Methods).
While special cases in two equations and two variables permit an analytic expression for these intersections through the resultant of the system [29] , many numerical techniques also exist to find these solution space intersections in more than 2 variables. Hence, when designing 2 motions u S1 , u S2 , we can judiciously constrain our networks by placing our unspecified node at the intersection of the solution spaces while ensuring no states of self stress, and that no subgraph has fewer than 2 non-rigid body degrees of freedom to permit both motions.
To continue with our example in d = 2, we illustrate the solution spaces of both of these motions (Fig. 4b) , and constrain our system to have N D = 5, thereby allowing the two non-rigid body degrees of freedom (Fig. 4c) . Similarly in d = 3, we consider four specified nodes with two desired sets of motions (Fig. 4d) , with solution spaces as surfaces (Fig. 4e) .
We observe that by placing our unspecified nodes along the line of the surface intersections, we can constrain our system to have N D = 8 degrees of freedom (Fig. 4f) , where the two true non-rigid body motions are identical to the desired motions. Through the placement of unspecified nodes along the intersection of the solution spaces for multiple desired motions, we judiciously constrain networks in d = 2 and d = 3 to preclude all but the two desired instantaneous motions as our two conformational degrees of freedom.
D. Combining Network Modes for Potential Applications
In the previous sections, we outlined how to judiciously constrain frames to allow for desired positions and motions in a subset of specified nodes. Here, we discuss a few basic The natural way to couple these networks is to combine nodes. Consider the previously designed module in d = 2 with N D = 4 with outward motion (Fig. 3b) . A system with two of these modules (Fig. 7a ) has a total of N D = 8. By merging two pairs of nodes between the modules, we remove two nodes corresponding to four state variables, bringing our system back to N d = 4, compounding our motions (Fig. 7b ). Due to this coupling, a conformational change in the top module requires a non-rigid body deformation in the bottom module.
Hence, we require that for each module, the coupled nodes do not move as a rigid unit. For modules as these that preserve specific symmetries (see Supplementary Methods), we can create network lattices with properties such as negative Poisson ratio (Fig. 7c,d ).
We can further remove degrees of freedom by adding extra bonds between module nodes. ( Fig. 7e ) in d = 3, each with one conformational degree for a total system N D = 14. We can remove 6 degrees by coupling the two overlapping nodes (that also must not move as a rigid unit), and remove the last degree by adding an extra bond between the modules (Fig. 7f) , to yield a coupled network with N D = 7 that compounds our module motions (Fig. 7g) .
This long-range coupled conformational regulation of separately synthesized subunits is a hallmark of allostery in enzymes [30] such as ATCase [31] [32] [33] . Hence, by coupling modules through a combination of merging nodes (removes d degrees) and adding extra bonds between nodes (removes 1 degree) that do not move as a rigid body, we can compound module motions. We address the construction of these modules and one more method of coupling using judicious constraint addition between modules in the Supplementary Methods.
IV. DISCUSSION
Deciphering principles of control in mechanical systems is of fundamental importance to understanding and optimizing the function of allosteric enzymes, auxetics, packings, and tunable metamaterials [16, [34] [35] [36] [37] . Such principles could provide a link between network topology or geometry and the specific motions observed under controlling perturbations.
In this work, we obtain an intuitive closed-form analytic solution space of the positions x U and motions u U of an unspecified node set V U connected to a specified node set V S to allow for the desired motions while reducing the total number of degrees of freedom.
We further generalize this judicious constraint process to the design of two independent motions, and demonstrate how to design large network motions by coupling smaller modules.
Taken together, our work provides fundamental analytic and geometric principles for the construction, characterization, and control of 2-D and 3-D mechanical Maxwell frames.
Approaches to Network Design. Important prior work in material design has focused on the use of algorithms to tune the responses of mechanical networks and packings [21] [22] [23] 34] .
For example, desired motions at multiple sites of an existing spring network can be tuned by the greedy iterative removal of bonds. In contrast to these prior studies, our approach can be used to provide a fully analytic characterization of all bipartite networks that achieve desired responses in an arbitrary number of nodes. In this sense, our characterization is complete, intuitive, and invariant to any algorithm, cost function, or initial condition of network topology and geometry. We also address the problem of characterizing the solution space of networks that simultaneously achieve multiple specified motions in response to different perturbations, which can be used for the design of networks with multiple functions.
Important prior theoretical contributions provide valuable conditions for motions of bipartite frames [25] , or consider the properties and modification of predetermined structures, such as bistabilities of the Miura-ori tessellation [38] , and topological soft modes at dislocations in Kagome and square lattices [36] . Prior work has also sought to systematically enumerate lattices that yield auxetic behavior [39] . Importantly, these works require a preexisting structure, and do not address arbitrary and heterogeneous desired motions in the network. Our approach characterizes the full space of bipartite network solutions to achieve these arbitrary motions, which completely avoids complications associated with local minima and initial network configurations.
Implications for Materials Physics and Mechanobiology. Armed with the tools to generate desired motions in complex networks, we can begin thinking about applications in physics, biology, medicine, and engineering. One such application may be a bottom-up approach to designing cooperativity and allostery in proteins [40, 41] , where we can use known protein structural motifs [42, 43] and simulations of protein tertiary structure to design macroscopic conformational changes. Another application is the design of materials with two independently controllable modes of deformation that behave auxetically or nonauxetically under different perturbations [44] . These tools could also be used to characterize solution spaces of networks with a specified motion, and to use these spaces as principled priors for the efficient search of materials with these desired properties [45] . Finally, we can design simple networks to generate precise and complex distributions of spatial forces using few actuators for complex biological tasks such as grasping in 3 dimensions [46] . In any application, we can develop a battery of modules that can be coupled to yield even more complex responses, simplifying the network design process into a module-coupling problem.
Methodological Considerations. Importantly, while we outlined conditions for successful network construction, ensuring no self stress is not always guaranteed. There exist pathological unspecified node placements along the intersection of multi-mode solution spaces, and along a plane in 3 dimensions that yield self stresses, some of which are explored [25] .
Given the simplification of bipartite networks, these results only address the construction of more complex non-bipartite networks as the combination of bipartite modules. As such, an interesting future extension of this research would be the hierarchical judicious constraining of networks along the solution spaces in bipartite networks of specified and unspecified nodes.
Similarly, the analysis of existing networks is currently restricted to those that are wellapproximated by this bipartite simplification. An interesting future extension here would be the deconstruction of existing non-bipartite networks into coupled bipartite modules. These motions are also designed in the linear regime, and as such cannot speak to the extent to which the nonlinear motion follows this linear approximation. Useful future work could use analytical and computational approaches to consider geometries along these solution spaces that yield robust nonlinear responses that can be coupled to produce robust bulk responses.
Another useful future direction is the study of judicious constraint addition on non-bipartite networks, or the deconstruction of networks into interconnected modules of specified and unspecified nodes. [2] Picu, R. C. Mechanics of random fiber networks -a review. Soft Matter 7, 6768-6785 (2011). 
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B. Edge Constraint Satisfaction Through Perpendicular Relationship Between Node Positions and Motions
Consider a network of N nodes and |E| = N B edges in d dimensions. For any edge e k ∈ E of length l k connecting node i and node j, the node positions
We can gather all constraints k = 1, · · · , N B into an N B dimensional vector g(x)
. . .
and take the gradient with respect to instantaneous changes in node positions to get the
, · · · , 
must not change the value of any constraint
Hence, the requirement Eq. 9 for edge k comes from the fact that
We note that the complementary matrix only tests zero modes to linear order, and that the condition u ∈ N (C) is necessary but not sufficient for the actual motion u to be a finite deformation. Given a system has no states of self stress, the motions u ∈ N (C) are finitely deformable.
C. Rewriting the Linearized Edge Constraints into Vector Form
Consider a system of k specified nodes where the i-th node has some constant desired position x Si and motion u Si , and all k nodes are connected to an unspecified node j with variable position x U j and motion u U j for a total of k edge constraints. Each linearized edge constraint can be written as
We can then consider a vector of constraints g(
, from which we get Eq. 12
D. Rewriting the Vector Form into a Linear Solution with Quadratic Constraint
From Eq. 13
we know that if b ∈ R(Ã), one solution for the variablesṽ * =Ã + b, whereÃ + is the Moore-Penrose pseudo-inverse. The full space of solutionsṽ is given by the addition ofṽ
The application of the quadratic constraint c = x T U j u U j is achieved through some basic algebraic manipulation. Recall that c is the first entry ofṽ. Hence, for vector p = [0; · · · ; 0; 1], we see that c = p
Tṽ .
Next, we can define matrix
to extract the values of x U j and u U j from solution vectorṽ
Hence, our quadratic constraint Eq. 14 comes from satisfying
and we can group the variables α to get the form
To make the equation more presentable, we define
such that the quadratic constraint c = x
E. Dimensionality of the Unspecified Solution Space
The dimensionality of the positions x U j and motions u U j of an unspecified node is completely determined by the dimension of N (Ã). Because the linear solutions ofṽ have dimension dim(N (Ã)), and we have only one more constraint Eq. 14, the dimensionality of the unspecified node solution space is simply dim(N (Ã)) − 1.
F. Symmetry Preservation in Determining Solution Space Dimension
Given a system of N S specified nodes where all node positions x Si and motions u S1 are linearly independent, the solution space dimension is generally given by 2d − N S . This result follows simply from the fact thatÃ ∈ R N S ×2d+1 , such that if all rows i ofÃ given
are linearly independent, thenÃ has full row rank, and dim(N (Ã)) = 2d + 1 − N S . Finally, as a result of the quadratic constraint Eq. 14, the total solution dimension decreases by one to yield 2d − N S . If our specified node positions and motions are linearly dependent, then for each vector that is linearly dependent, the dimension of the solution space increases by one. Importantly, we note that these calculations are completely predicated on whether our specified node positions and motions are in the columnspace, such that b ∈ R(Ã). If b / ∈ R(Ã), then no solution exists.
G. Defining a Projection from Solution Coordinates to Spatial Coordinates
Our solution space for unspecified node positions and motions is given by linear combinationsṽ =Ṽα constrained byα T Qα = 0. However, when solving for the intersection of solutions for the design of multiple motions u S1 , u S2 , we have multiple matricesÃ 1 ,Ã 2 , where the variablesα 1 ,α 2 are not necessarily represented in the same spatial coordinates. To meaningfully solve for these intersections, we must first transform our solution coordinates α into spatially meaningful coordinates in d dimensions (e.g., x, y, z). A crucial component of this transformation is the dimension of the coordinate space, given by dim(N (Ã)) = m. meaningful coordinates, we seek a transformation matrix P such thatβ = Pα. We desire that the d entries ofβ correspond to spatial coordinates (e.g., x, y, z for d = 3). Recall that
such that linear combinations of the first to d rows ofW correspond to the spatial coordinates we seek as the first d entries ofβ. Specifically, we can write
as a matrix that isolates the first to m = d rows ofW via multiplication BW , to yield
With this transformation, we can create a transformed quadratic form
where the first d entries of the solutionβ will be in spatial coordinates.
2. Case 2: Number of Solution Coordinates:
If the number of original coordinates is m = d − 1, then we have one fewer solution dimensions than spatial dimensions, and a direct linear transformation matrix P is insufficient. We move forward by treating the particular solutionṽ * as a part of the homogeneous
whereα should equal 1. Then similar to before, we select the spatial coordinates of our solution using matrix
However, becauseα must be 1, we have the extra constraint that for p ∈ R d×1 where
Hence, our transformation leads to the same form as the previous casẽ
with the added condition that
Intuitively, what we have done is artificially extend our solution space to d coordinates such that our quadratic constraintβ TQβ = 0 defines a d−1 dimensional manifold, and we realize that the true solution space lies at the intersection of this manifold and the d−1 dimensional hyperplane defined by p T P −1β = 1. This way, we can change the coordinates of our original quadratic forms to d spatial coordinates, and find the intersection of these quadratics and mathematically well defined hyperplanes.
VIII. COMBINING NETWORKS WITH REPEATING MODULES
In the main text, we discuss how to couple two modules through judicious constraint addition. This method is the most general case, when the full nonlinear finite motions of the two modules do not overlap. Here, we will outline a simpler method of combining identical modules that share overlaps in their full nonlinear finite motions.
To begin, we consider a simple module (Fig. 6a ) in 2 dimensions with 4 specified nodes, that this module has two symmetries: one along the horizontal axis, and one along the vertical axis. We can replicate this module along one of these directions (Fig. 6b ), and couple their specified nodes according to the gray curves. Note that this system of 3 modules has 4 × 3 = 12 degrees of freedom, and by grouping the two specified nodes into one node, we remove 4 nodes and 4 × 2 = 8 state variables to yield 12 − 8 = 4 degrees of freedom.
We show this composite network (Fig. 6c) , with the one non-rigid body degree of freedom shown in the full non-linear trajectory with curves for each node parameterized by a time variable from blue to yellow.
We can then replicate this composite network (Fig. 6d) , and we notice that for the full non-linear conformational response, the grouped red specified node motions overlap. What we mean here is that as this time parameter is varied from 0 to 1, the x-coordinates of each grouped pair of nodes are equivalent, and the y-coordinates of each grouped pair of nodes is only offset by a single constant c(t) across all groups, which is simply a rigid body translation. Alternatively, we can say that if we were to combine the node pairs in each group, we only require the addition of rigid body motions to one composite's nonlinear trajectory to exactly follow the other composite's trajectory in the grouped nodes. As an example, we replicate the single module in Fig. 6a four times horizontally, and four times vertically, to create a networked sheet with one non-rigid body degree of freedom that we show in the expanded form (Fig. 6e) , and contracted form (Fig. 6f) . Hence, through the simple replicating and merging of simple modules that preserve certain symmetries, we can create materials that replicate the behavior of one module on a larger scale.
IX. COMBINING NETWORKS THROUGH JUDICIOUS CONSTRAINT PLACE-
MENT
Consider a set of |V S | = N S specified nodes embedded in d dimensions with coordinates x S ∈ R dN S ×1 , and with desired displacements u S ∈ R dN S ×1 . In general, the solution space of an unspecified node j with 2d variables (position x U j and motion u U j ) constrained by connections to k specified nodes has dimension 2d − k. For N S > 2d, we generally cannot place unspecified nodes connected to all N S specified nodes in a manner that preserves desired motions u S .
Instead, we can partition the N S nodes into p non-overlapping primary modules P i ⊆ V S where |P i | ≤ 2d nodes and P i ∩P j = ∅, and we judiciously constrain each module individually through the judicious placement of unspecified nodes to have d(d + 1)/2 + 1 degrees of freedom. Then, we can couple these modules by constraining a second set of coupling modules C k ⊂ {P i ∪ P j } such that |C k | ≤ 2d, while ensuring the entire network has the necessary number of degrees of freedom to achieve the desired motion.
As an example in d = 2, we partition a set of 6 specified nodes with desired motions (Fig. 7a) into two primary modules P 1 , P 2 and two coupling modules C 1 , C 2 (Fig. 7b) where
We judiciously constrain the primary modules to have 4 (b) Partitioning of specified nodes into two primary modules (P 1 , P 2 , purple curve), coupled by two coupling modules (C 1 , C 2 , light blue curve). (c) Construction of primary modules P 1 , P 2 through judicious constraint placement such that both primary modules have four degrees of freedom, with the non-rigid motion in solid green arrows, followed by the judicious constraining of the coupled modules C 1 , C 2 by placing unspecified nodes (blue circles) on the solution space (blue curve) to bring N D of the total system (d) down to 4, with the only non-rigid body motion shown in solid green arrows. (e) Example in d = 3 of six specified nodes with no unspecified solution space, (f ) partitioned into two primary modules (P 1 , P 2 , purple curve) and one coupling module (C 1 , light blue curve). (g) Judicious constraint construction of primary module P 1 to seven degrees of freedom by placing four unspecified nodes along the unspecified solution space, and judicious constraint placement of the coupling module C 1 with a two dimensional solution space (blue surface) to yield (h) the constructed network with the true and only non-rigid body motion (solid green arrows).
degrees of freedom, and also judiciously constrain coupling modules C 1 , C 2 (Fig. 7c) until the final network has 4 degrees of freedom, with our desired motion as the one non-rigid body motion (Fig. 7d) . As another example in d = 3, we partition a set of 6 specified nodes (Fig. 7e) into two primary modules P 1 , P 2 and one coupling module C 1 (Fig. 7f) , where |P 1 | = 5, |P 2 | = 1, and |C 1 | = 4. We first judiciously constrain P 1 along the unspecified solution space until it has N D = 7; then we constrain the coupling module C 1 (Fig. 7g) until the final network (Fig. 7h) has N D = 7, with the desired motion as the only non-rigid body degree of freedom. We see that by judiciously constraining these primary and coupling modules, we can design arbitrary motions in large networks. If the modules preserve some symmetries in their motions, this coupling can be performed much more efficiently through the combining of nodes to create materials that replicate the module motion on a larger scale (see supplementary methods). We note that this procedure is simply extended to the design of networks with multiple motions u S1 , u S2 by constraining the primary modules and the full network to have d(d + 1)/2 + 2 degrees of freedom.
X. AVOIDING STATES OF SELF STRESS IN 3 DIMENSIONS
One crucial condition to guarantee finitely deformable motions is to avoid states of self stress during the judicious constraint process. A peculiar situation arises when designing networks with 5 specified node positions and motions |V S | = 5 in d = 3. In general, for 5 specified nodes with independent motions, we have dim(Ã) = 2, with a one dimensional solution space that is the intersection of a quadric surface (defined by the first four nodes) and a plane (defined by the last node). Hence, all unspecified nodes in V U must be placed coplanar to each other, which creates a bipartite network that provably has at least two infinitesimal motions. These motions mean that if we judiciously constrain our 5 specified nodes to try to achieve a total N D = 7, we end up with 6 rigid body motions, 2 infinitesimal motions, and 1 state of self stress. The motions were scaled to 0.8 for purely aesthetic reasons so that the figure arrows would not overlap. Here, we solve for and visually demonstrate that the 1 dimensional solution space lies along a plane (Fig. 8a) , such that even if we added N U = 4, N B = 20 to theoretically N D = 3(5 + 4) − 20 = 7, the generated state of self stress would not guarantee our desired motion as the sole finitely deformable motion.
In response, we can add three coplanar unspecified nodes connected to all five specified nodes along the 1 dimensional solution space (Fig 8a) to yield N D = 3(5 + 3) − 15 = 9. Then we can remove the final two degrees of freedom by judiciously constraining two separate subsets of 4 specified nodes (Fig. 8bc ) along the quadric surface of solutions that are not coplanar to the initial 3 unspecified nodes, to get our final network N D = 7, with the one desired finitely deformable conformation degree of freedom (Fig. 8d ).
