spectral integration in type IV neurons of the dorsal As a result, it has been difficult to predict the responses of cochlear nucleus. II. Predicting responses with the use of nonlinear DCN principal cells to stimuli with arbitrary spectral shape. models. J. Neurophysiol. 78: 800-811, 1997. Two nonlinear mod-This paper focuses on type IV units, which are one response eling methods were used to characterize the input/output relation-type recorded from DCN principal cells. Tones and narrow ships of type IV units, which are one principal cell type in the bands of noise evoke inhibitory responses in type IV units dorsal cochlear nucleus (DCN). In both cases, the goal was to over a broad range of frequencies and sound levels (Spirou derive predictive models, i.e., models that could predict the reand Young 1991; Young and Brownell 1976); from these sponses to other stimuli. In one method, frequency integration responses, one would predict that broadband noise (BBN) was estimated from response maps derived from single tones and simultaneous pairs of tones presented over a range of frequencies. stimuli would also evoke inhibitory responses. However, the This model combined linear integration of energy across frequency responses to BBN in type IV units are in fact predominantly and nonlinear interactions of energy at different frequencies. The excitatory. Other examples of nonlinear behavior, in which model was used to predict responses to noisebands with varying the response to the sum of two stimuli is far different from width and center frequency. In almost all cases, predictions using the sum of the responses to the two stimuli presented sepatwo-tone interactions were better than linear predictions based on rately, have been documented (Nelken and Young 1997; single-tone responses only. In about half the cases, reasonable Spirou and Young 1991).
Spirou and Young 1991).
quantitative fits were achieved. The fits were best for noisebands To understand the nature of the representation of the with narrow bandwidth and low sound levels. In the second nonlinacoustic surround in DCN, and in other similarly complex ear method, the spectrotemporal receptive field (STRF) was derived from responses to broadband stimuli. The STRF could ac-auditory structures, it is desirable to have general predictive count for some qualitative features of the responses to broad noise-models of the response characteristics of type IV units. That bands and spectral notches embedded in broad noisebands. is, it is desirable to have a model that will predict the neuQuantitatively, however, the STRFs failed to predict the responses rons' responses to arbitrary acoustic stimuli. Such a model of type IV units even to simple broadband noise stimuli. For nar-avoids the necessity of experimentally evaluating every new rowband stimuli, the STRF failed to predict even qualitative fea-stimulus of interest and also provides a necessary basis for tures (such as excitatory and inhibitory frequency bands). The a comprehensive theoretical understanding of auditory signal responses of DCN type IV units presumably result from interacprocessing in the brain.
tions of two inhibitory sources, a strong one that is preferentially Two approaches to such models have been taken. One activated by narrowband stimuli and a weaker one that is preferentially activated by broadband stimuli. The results presented here approach is based on developing a physiologically based suggest that the STRF measures effects related to the broadband model that directly represents the neural interactions that inhibition, whereas two-tone interactions measure mostly effects shape the response properties of the structure. Qualitative related to narrowband inhibition. This explains why models based (Nelken and Young 1994) and semiquantitative (Blum et on two-tone interactions predict the responses to narrow noisebands al. 1995; Reed and Blum 1995) models of DCN have been much better then models based on STRFs. It is concluded that a developed that account for its known properties. However, minimal stimulus set for characterizing type IV units must contain this approach is not general and can be applied to a structure both broadband and narrowband stimuli, because each stimulus only after extensive experimental studies. The alternative is class by itself activates only partially the integration mechanisms that shape the responses of type IV units. Similar conclusions to develop models that capture the important aspects of the are expected to hold in other parts of the auditory system: when input/output processing in a structure, without requiring a characterizing a complex auditory unit, it is necessary to use a range detailed knowledge of its internal processing mechanisms of stimuli to ensure that all integration mechanisms are activated. (e.g., Marmarelis and Marmarelis 1978) . A variety of quasilinear and nonlinear modeling techniques has been applied to the auditory system (e.g., Aertsen et al. 1981; Backoff 
I N T R O D U C T I O N
and Clopton 1991; Eggermont et al. 1983b; Nelken et al. 1994a,b; Schreiner and Calhoun 1994; Shamma et al. 1995 ; The dorsal cochlear nucleus (DCN) in unanesthetized animals displays striking nonlinear response characteristics Wickesberg et al. 1984) . The predictive power of these Two types of stimuli were used to develop predictive models of methods has been evaluated to a limited extent. In some unit responses: 1) single tones and two-tone pairs across a range cases, good predictions are obtained, e.g., predictions of reof frequencies were used to construct response maps, and 2) pseusponses to four-tone complexes from responses to singledorandom BBN was used for characterization of units' responses and two-tone complexes (Nelken et al. 1994b ) and predic-with the STRF (Eggermont and Smith 1990) . tions of responses to arbitrary spectral shapes from a linear Data for tone and two-tone response maps were collected with superposition of rippled-spectra stimuli of different ripple the use of tones from a fixed frequency table with 19 entries (from frequencies (Shamma and Versnel 1995) . However, other 0.5-1.5 octave below to 0.5-1.5 octave above BF). These 19 studies have emphasized poor results of prediction attempts, tones were presented individually and in tone pairs with all possible particularly when the stimuli used to derive the model differ combinations of the 19 frequencies. Presentations were in random substantially from the test stimuli (Bonham et al. 1996; Eg-order. Data for the STRF were obtained as responses to periodic pseugermont et al. 1983a).
dorandom BBN. Two segments of noise were used; these are the The DCN is a promising test system for the development same as used by Kim and Young (1994) and their generation is of nonlinear input/output modeling methods because of the described in that paper. The noise consisted of 32,768 samples and detailed descriptions available of its internal synaptic organi-was played at a sampling rate of 10, 20, 40, or 100 kHz, depending zation and of the response properties of its inputs. In this on the BF of the unit; the sampling rate was chosen to keep unit BF paper, we consider the application of two nonlinear modeling between one-sixth and one-third of the sampling rate, equivalent to methods to the DCN, one based on single-and two-tone one-to two-thirds of the aliasing rate. The noise was presented response maps (Nelken et al. 1994a,b) and the other on through a 16-bit D/A converter as a continuous sound of 100-the spectrotemporal receptive field (STRF) (Aertsen and 200 periods. Johannesma 1981) . Both methods should capture some nonWhen units were held long enough, the measures described above were repeated at another attenuation level, 10-30 dB above linearities in the Wiener-Volterra sense. We emphasize prethe first. Between each series of stimuli, BF tone and BBN ratedictions in which the levels of the stimuli used to develop level functions were obtained to verify the stability of the unit.
the models and the stimuli used to test them are similar.
Because the design of the experiment required comparison of rate Thus we emphasize the spectral integration capabilities of data obtained over periods of minutes to hours, unit stability was the models rather than their ability to accurately predict be-important. Recordings were not made from units unless spike isolahavior as a function of level. For both methods, the crucial tion and triggering were clear and without artifact. Changes in unit assumption for applicability is that the neglected higher-properties over long periods of time still occurred in a minority of order terms are small relative to the terms that are kept in units (4 of 25 on which this report is based), but these occurred the model. mostly for BBN at high levels, above those used for the compariWe show that the characterizations derived from these sons in this paper. These units were therefore included in the sample analyzed here. two methods differ, as do the predictive abilities of the two Responses to bands of noise of various bandwidths (Fig. 1A ), methods; each method is only able to predict responses to to filtered noise (Fig. 1B) , and to notch noise (Fig. 1C) were used stimuli similar in spectral bandwidth to the stimuli used to to test the predictions of the modeling methods. The filtered noise develop the model. This result can be interpreted in terms of was generated by filtering a pseudorandom BBN with a headthe current qualitative model of DCN synaptic organization, related transfer function (HRTF) for a cat (Rice et al. 1992) . The because the stimuli used in the two modeling methods acti-HRTF is the transfer function from free field to a point near the vate different populations of inhibitory interneurons in DCN, eardrum; when a stimulus with this spectral shape is presented and therefore different aspects of the nonlinear behavior of through a closed sound system, the result simulates free-field pre-DCN type IV units. sentation of a BBN from a particular direction in space. The HRTF stimulus was stored in digital form and played through a D/A converter at a variable sampling rate chosen to place the prominent M E T H O D S spectral notch in the stimulus (arrow) at various frequencies relative to unit BF.
Animal preparation and protocol
The notch noise was generated by band-pass filtering (24 dB/ The methods have been described in detail elsewhere (Nelken octave) two independent BBNs with a low cutoff frequency of and Young 1997). Briefly, single-unit recordings were made in half the desired notch width and a high cutoff frequency equal to DCN of decerebrate cats with the use of tipped platinum-iridium BF. The resulting noisebands were modulated in quadrature to the microelectrodes. Responses to best-frequency (BF) tones and BBN BF of the unit and added, generating a stationary noiseband with were used to classify units as type I, II, III, I/III, or IV (Young total bandwidth of 2 1 BF and with a notch of the desired width 1984). This paper reports on responses of type IV units only.
Ç30 dB deep centered on BF. Noisebands were generated similarly, by low-pass filtering (48 dB/octave) two independent BBNs with cutoff frequency equal to half the bandwidth and modulating
Acoustic stimuli
the resulting bands to the desired center frequency. In later experiments, noise stimuli were generated digitally: the spectrum of the Sound was delivered from an electrostatic driver to the left (ipsistimulus was generated in the frequency domain by filling the real lateral) ear through a closed acoustic system connected to a hollow and imaginary parts of the Fourier transform of the signal with ear bar. Acoustic calibrations at the eardrum were performed for independent Gaussian pseudorandom deviates (passbands) or zeros each animal by sweeping a tone between 0.04 and 40 kHz and (stopbands). The resulting complex spectrum was then inverse measuring the resulting sound pressure level with a probe tube near transformed back into the time domain. The transform length was the tympanic membrane. All stimuli (except for the pseudorandom 32,768 points, giving a frequency resolution of 5 Hz at a sampling noise used for the STRF, described below) were 200 ms long with frequency of Ç162 kHz. A 16-bit D/A converter was used to 10 ms rise-fall times and a 1-s repetition period. Because of the transform the digital samples into an analog waveform; stimulus length of the total paradigm, responses of any one unit were obtained only to subsets of the stimuli described below.
level was set by attenuating the analog waveform after D/A con-For the first-order model, let f L and f H be the lower and upper edge of the noise passband to be predicted and f 0 õ f 1 õ rrr f n õ f n/1 be the tone frequencies chosen such that
then the predicted response R 1 noiseband was computed by
where R spontaneous is the spontaneous rate, R( f k ) is the response to the tone of frequency f k , and the weights w k account for the fact that the frequencies are usually logarithmically, rather than linearly, spaced
. . n 0 1 and
That is, each R( f k ) is assumed to represent the response rate to noise energy in a frequency band of width w k centered on f k . The factor w k /bw in Eq. 1 corrects the tone response rate R( f k ) for the fact that the tone is used to approximate a bandwidth w k of the noise signal, not the reference bandwidth bw, for which the level of the tone is appropriate. Note that we assume that it is driven rates that summate linearly, not total rates; that is, spontaneous rate is treated as if it were an independent input to the neuron. This is theoretically required, because the first-and higher-order terms in any functional expansion can only give zero output to zero input. A formula similar to Eq. 1 was used by Spirou and Young (1991) , except that arbitrary scaling was used instead of division by bw. Previous work has shown that a first-order model like Eq. 1 does noiseband of bandwidth BW; center frequency is arithmetic middle of band, not work in the DCN, because of the nonlinear properties of type as shown. B: noise filtered with cat head-related transfer function (HRTF), IV units (Spirou and Young 1991) . The two-tone data can be used shown at D/A sampling rate of 100 kHz. Arrow: prominent spectral null to derive a second-order correction factor c( f 1 , f 2 ) that captures or notch, which was moved to various frequencies above and below unit's higher-order interactions between tones of frequencies f 1 and f 2 as best frequency (BF) by changing sampling rate of D/A converter. HRTF, (Nelken et al. 1994a,b) obtained from Rice et al. (1992) , applies to sound originating at 15Њ ipsilateral azimuth and 30Њ elevation in 1 cat. C: notch noise generated as de- where R( f 1 , f 2 ) is the response rate to the two-tone combination of f 1 and f 2 , and R( f 1 ) and R( f 2 ) are the rates to the tones individually, as above. The spontaneous rate is added to compensate for version. Because the Nyquist rate (ú80 kHz) was above the audithe fact that it is subtracted twice in the R( f i ). Note that c( f 1 , f 2 ) Å ble range of cats, no antialiasing filter was used. Frequency bands 0 if the two tones combine linearly in the sense of Eq. 1. The generated in this way had much steeper slopes than the noisebands nonlinear terms c( f 1 , f 2 ) were computed from the single-and twogenerated with the use of the analog modulation technique. Nevertone data with the use of Eq. 2. The second-order prediction theless, the responses to corresponding stimuli were found to be R 2 noiseband was obtained from R 1 noiseband by adding terms derived from similar.
c( f 1 , f 2 ) as
Linear and nonlinear summation of tones
The single-and two-tone response map data were used to predict where responses to noisebands and notch-noise stimuli. Two models were used: a first-order model in which the response to a noise is pre-
dicted as the sum of the responses to tones within the passband of the noise, and a second-order model in which the summation is taken over all single-and two-tone combinations within the pass-
band. Because the responses of DCN type IV units change dramatically with sound level, it is necessary to choose the level of the The summation is taken over the region f L õ f j õ f H and f L õ f k õ tones to be comparable with that of the noise; in this case, the tone f H and the weighting factor w jk is defined similarly to w k in level was set so that the tone power was equal to the power in a narrow noiseband of width bw Hz, where the spectrum level of R one hand the neuron sums up roughly n inputs where n is propor-units to other stimuli are described in the companion paper, tional to the integration bandwidth of the neuron; on the other which treats regions of linearity in type IV responses (Nelhand, the summation defining C 2 has contributions from about n 2 ken and Young 1997). The STRFs of nine type IV units two-tone contributions. The correction factor bw( f H 0 f L ) is were collected; three of these units were also tested with roughly proportional to 1/n, because it measures the width of the two-tone stimuli and noisebands. The results are presented noiseband in units of bw and so fixes this discrepancy.
in two stages. First it will be shown that two-tone stimuli The theory presented above can be extended to predict the recan be used to model some nonlinear phenomena, mostly sponses to noisebands as function of their level. The second-order for narrowband stimuli. Second it will be shown that the prediction in this case is STRF predicts some aspects of responses to broadband, but
Two-tone stimuli can be used to predict the responses to
Examples of two-tone response planes for three different Where L is the level of the noiseband, L ref is the reference level units are shown in Fig. 2 . The axes of each plane are the (at which the 2-tone data were presented), and the other terms are two frequencies composing the stimulus. The firing rate is 2A shows a two-tone response plane for one unit at a low depends on products of tone levels at two frequencies, and therefore level, close to the maximum of the BF rate-level function. scales quadratically with level. Note that for L Å L ref , Eq. 4 reduces Significant responses occur only when the two-tone combito Eq. 3. These rate-level predictions were compared with the nation contains near-BF tones, resulting in the cross pattern measured rate-level functions, which were always taken for noise-in the figure. In Fig. 2A , the responses along the diagonal bands centered at the BF.
(where the 2 tones are identical and behave as a single tone Note that although the terms ''first-and second-order predic-with a level 6 dB higher) are almost the same as the singletions'' are used here, it is the power spectrum of the stimulus that tone responses off the diagonal, because the former is meais used as the input to the prediction formulas. These predictions sured at a level slightly above and the latter slightly below are therefore actually second order and fourth order when considthe maximum of the BF rate-level function. The nonlinear ered as functions of the stimulus waveform. It follows that the predictions based on the STRF are actually comparable with the interaction term c( f 1 , f 2 ) (Fig. 2D) is essentially zero except first-order predictions with the use of the formulation above ( Eq. when both tones are very close to BF, where it is negative. 1), although they are usually considered to be second order (in Figure 2B shows, for a different unit, a two-tone response terms of the stimulus waveform).
plane at a higher level, on the descending limb of the BF rate-level function. In this case, the responses on the diagonal STRF calculations are noticeably smaller than the single-tone responses, because of the nonlinear rate-level function. In this case,
STRFs were computed with the use of the same algorithms as c( f 1 , f 2 ) (Fig. 2E) shows a larger range with significant in Kim and Young (1994) . An STRF is a function of time and interactions. Figure 2C shows a two-tone response plane at frequency that measures the average spectral density of the stimulus as a function of time before action potentials from a neuron. still higher levels for a third unit. Here the single-tone re-A peristimulus time histogram was computed from the responses sponse is inhibitory at most frequencies. Note, however, that to the pseudorandom BBN. For each bin of the peristimulus time the two-tone responses (in Fig. 2F ) show definite facilitahistogram, the time-frequency distribution of the sound segment tion, for example the white spots near frequencies of 6.13 (10-20 ms) just preceding it was computed (the Wigner distribu-and 6.88 kHz, neither of which is excitatory when presented tion was used here) (Eggermont and Smith 1990; Kim and Young by itself. The two-tone response planes at low and medium 1994), and those distributions were averaged over all bins with levels invariably had the shape of a cross, showing that twoweights proportional to the number of spikes per bin of the peritone interactions occur mainly between frequency compostimulus time histogram. This is equivalent to averaging the Wigner nents that are close to each other and to BF (Fig. 2, D distribution of the sound preceding each spike, as in Eq. 7 of Kim and E). At high levels, however, the shape of the two-tone . The expected time-frequency distribution in the absence of correlation between spikes and sound was subtracted response plane was highly variable (Fig. 2F) .
to account for small spectral irregularities in the noise; the result First-and second-order predictions for the responses to of the subtraction is the STRF. The expected distribution was com-narrow noisebands (Fig. 1A) were generated from the tone puted as the STRF for a sequence of Poisson spikes, uncorrelated responses with the use of Eqs. 1 and 3. The noisebands with the pseudorandom BBN. The STRF can be thought of as had fixed bandwidth and spectral level, but varied in center representing the average spectrotemporal ''triggering event'' for frequency. The plots in Fig. 3 show discharge rate versus the unit and for the stimulus used to compute it (Aertsen et al. center frequency. The examples in Fig. 3 cover the range of 1981).
goodness of fit that can be achieved with single-and twotone models. In Fig. 3A , the first-order fit (r r r) is generally R E S U L T S too large. The second-order fit ( ---) follows closely the measured response ( ), except for some oscillations at This paper is based on the responses of 25 type IV units to the two-tone stimulus paradigm. The responses of these center frequencies between 4 and 5 kHz. This oscillation J699-6 / 9k17$$au05 08-05-97 14:28:41 neupa LP-Neurophys significant but weak response over a large frequency range. The first-order prediction oscillates wildly above and below the measured response. The second-order correction often has the right sign, but is too large at most frequencies. This creates the same pattern as in Fig. 3D : for frequencies at which the linear prediction is too low, the second-order prediction tends to be too large and vice versa. The quality of the fits of the measured and predicted data were quantified with the use of an objective measure d equivalent to the x 2 of the difference between the measured and predicted functions; if the difference between two functions is entirely due to noise, then d should be near 1, and d increases as the difference between the functions increases. This measure is described in detail elsewhere (Nelken and Young 1997) . In the predictions made here, cases with d Ç 1 were rare. This is probably the result of two factors: first, the different character of the predicting stimuli (2-tone complexes) and the predicted stimuli (noisebands); and second, responses to single-tone R( f 1 ) at same sound level; spontaneous rate is given by horizontal line. Note that 2-tone matrixes are symmetrical around major diagonal, because frequency combination f 1 , f 2 is identical to frequency combination f 2 , f 1 and each frequency combination was presented only once. Responses on major diagonal, where f 1 Å f 2 , were presented as single tone, with sound level increased by 6 dB, corresponding to in-phase addition of 2 identical tones. Each frequency combination was presented once. D-F: nonlinear interaction terms c( f 1 , f 2 ), Eq. 2, for the 3 examples in A-C. may be the result of noise in the measurements. Figure 3B is another example of a good fit. Figure 3C shows a borderline case. Although the second-order prediction correctly identifies the main peak of the response and its bandwidth, the prediction for the maximal rate is too large by a factor of Ç2. response has a peak. The second-order correction fixes the prediction. Examples are ordered by quality. A and B are good fits, C is qualitative discrepancy, but the correction is too large. As a medium fit, D and E are bad fits. Unit BFs, noise bandwidths, and noise result, the second-order prediction does show a peak at about spectrum levels: (A) 4.23 and 0.4 kHz, level Å 010 dB; (B) 2.62 and 1.6 the right frequency, but the rate at the peak is much too kHz, level Å 020 dB; (C) 17.7 and 1.6 kHz, level Å 04 dB; (D) 5.9 and 2.4 kHz, level Å 5 dB; (E) 17.8 and 2 kHz, level Å 010 dB.
large. Finally, Fig. 3E the noise in the estimates of the second-order contributions level was worse than the fit at the lower level (P Å 0.0025, 1-tailed Wilcoxon test). (they are computed as the difference between 3 measured rates, increasing their SD by a factor of Ç1.7). Fits with An unresolved question in nonlinear modeling of auditory neurons is whether the second-order kernels actually imd õ 30 were clearly good, as judged subjectively; fits with d ú 300 were clearly bad. In between, there was a large prove prediction quality. For example, Wickesberg et al. (1984) showed that for units in the anteroventral cochlear group of results for which the objective d value and the subjective judgment did not correlate well (e.g., Fig. 3 , C nucleus, the second-order Wiener kernels did not improve response predictions in some cases. For the method prevs. D, both of which have similar d values). Values of d for the second-order fits are shown in Fig. 3, A-E. sented here, the second-order prediction was almost always better than the first-order prediction, as judged by the d A total of 73 two-tone response maps was recorded from the 25 type IV units. From these, 428 predictions were made. measure. In Fig. 4D In addition to predicting the responses to bands at a fixed level with varying width and center frequency, it is possible between d and subjective fit quality was weak (128 of 428, 30%). Finally, 13% of the cases had large d values (d ú to predict, with the use of similar formulas, the responses of type IV units to noisebands of varying level (Eq. 4). 300: 58 of 428). Figure 4A shows a scatter plot of d against the bandwidth Such predictions are shown in Fig. 5 . Figure 5 , A and B, shows cases in which the second-order formula, based on of the test noiseband; the bandwidth is measured in octaves re the reference noise bandwidth used in the prediction (bw response plots obtained at one sound level, actually predicts the nonmonotonicity of the type IV units. Figure 5C shows in Eqs. 1 and 3, usually 200 Hz). The plot shows a tendency for the fit to degrade with bandwidth. In Fig. 4B , the same a case in which the second-order prediction is monotonic over the relevant level range, but the fit at low levels (below data are shown, but now bandwidth is measured re the BF of the unit. Now the plot is wedge shaped, showing larger the peak of the rate-level function) is excellent. Finally, Fig.  5D shows a case in which the prediction was nonmonotonic, scatter when fitting bandwidths that are comparable with BF. That is, the fit can be good or bad if the test noiseband is but the quantitative fit is bad-threshold is too low and the maximum firing rate of the unit is too high. As expected, wide compared with BF, but the fit is always bad if the test bandwidth is wide compared with the reference bandwidth. there was strong correlation between cases in which the fixed-level predictions (i.e., Fig. 3 ) were good and cases in Figure 4C shows a scatter plot of d values for predicting the responses to the same noise bandwidth at two different which the rate-level predictions were good. Twenty-one units were tested with at least one noiseband rate-level funclevels. There is a correlation between the fits at the two levels: units with bad fits at low levels tended to show bad tion; for a large majority (19 of 21) the rate-level prediction was successful (at least at low levels, as in Fig. 5C ) at some fits at higher levels also. The line through the scatter is the equality line. In the majority of the cases, the fit at the higher bandwidths. Nonmonotonicity was predicted in 16 of 21 of
FIG . 5. Responses to noisebands as function of level (
). Noisebands were always arithmetically centered on unit BF. First-order (r r r) and 2nd-order ( ---) predictions (Eq. 4) are superimposed. A: good fit with 2nd-order prediction between threshold and level at which unit is strongly inhibited. B: good fit of 2nd-order prediction between threshold and Ç10 dB re level of peak rate. C: good fit of both 1st-and 2nd-order predictions below peak of ratelevel function; in this case, 2nd-order prediction did not show nonmonotonicity. D: bad fit of both 1st-and 2nd-order predictions over full level range. Qualitatively, however, 2nd-order fit does predict nonmonotonicity of rate-level function.
the units. Only cases in which the two-tone data were mea-two peaks in Fig. 6A (Ç1.5 ms) was within the refractory period, so the second peak is not produced by simple regularsured close to the peak of the rate-level function (as in Fig.  2, A and B) showed reasonable predictions for noiseband ity in this unit. However, multipeaked STRFs were observed in three other units and, in those cases, the autocorrelation rate-level functions, and the predictions were best for narrower noisebands (200-800 Hz). These results show that, showed a significant peak at the repeat period of the STRF.
Thus, in the majority of cases, repetitions in the STRF result in some circumstances, the two-tone response maps capture not only information about spectral integration at a fixed from regularity of firing of the unit; that is, they are related to the intrinsic properties of the unit rather than to spectral level but also the information needed to describe the behavior of type IV units as a function of level.
integration mechanisms. A possible mechanism to explain the exceptional case in Fig. 6A is that the unit has an intrinsic oscillatory rhythm at the right frequency (Ç600 Hz), which
STRFs of DCN type IV units
is not observed ordinarily in spike discharges because of refractoriness. However, in those cases in which a spike was STRFs were computed for nine type IV units, usually at not discharged at the usual short latency (Ç4 ms) from the multiple levels. Figure 6 shows three examples of type IV favorable triggering event, the triggering event still evoked STRFs. The STRF is interpreted as the mean triggering event the intrinsic oscillation, which increased the firing probabilfor spikes, in the sense that the STRF is an estimate of the ity 1.5 ms later. average power spectrum in the stimulus as a function of
In general, the STRF shows very strong correlation along time preceding spikes. A triggering event may be either an the temporal dimension, which causes vertical stripes to apincrease in the level of some frequencies in the noise (white pear. The vertical stripes result from the use of a finiteregions in Fig. 6 ) or a decrease in the level of other frequenlength noise segment to compute the STRF. They correspond cies (black regions in Fig. 6 ), or both. Spike latency is the to the peaks and valleys of the nonflat power spectrum of time from the triggering event to the spike, which occurs at the specific noise segments used. Although some of this time 0 on the ordinate of the STRF plots.
effect is reduced by subtracting the expected STRF under Figure 6A shows a unit that had a strong, narrow excitthe no-correlation condition, obviously the compensation is atory region at a latency of 3-4 ms. It was surrounded on not full. three sides (that is, at higher and lower frequencies and on Another configuration of excitatory and inhibitory regions BF at longer latency) by an inhibitory region. This is the is shown in Fig. 6B . Here at suprathreshold levels the excitmost commonly seen pattern of STRF. A similar arrangeatory region is very wide, extending from Ç4.5 to 7.5 kHz. It ment, although weaker, appears again at longer latencies.
also has a weaker excitation at lower and higher frequencies, It is suspected that the second, longer-latency repeat of extending essentially across the whole frequency axis of the the excitatory/inhibitory regions in Fig. 6A is in fact an STRF. At low frequencies, the latency of the weak excitatory artifact due to regularities in the spike discharge of the type region increases slightly as frequency decreases, which may IV unit (Backoff and Clopton 1991; Kipke et al. 1991; Par- be a correlate of the traveling wave in the cochlea. It might ham and Kim 1992). To check this possibility, the autocorrelation was computed for this unit; the interval between the be hypothesized that such a wide excitatory region would region that seems to be restricted at longer latencies by inhibitory regions on either side of the BF. The STRFs are a sensitive measure of DCN units' response characteristics in that STRFs vary considerably from unit to unit but, in most units, their shapes stay relatively constant as sound level changes. Figure 7 shows a comparison of tone response maps (Fig. 7 , A and C) with STRFs (Fig. 7, B and D) for two units. The STRFs are shown as frequency marginals, which are computed by averaging the STRFs along the time axis over a range of latencies; they show the frequency tuning in the STRF, with variations in time averaged out. The solid lines show frequency marginals computed over latencies that include the principal excitatory peak, but not the inhibitory valleys at longer latency. The dashed lines show frequency marginals computed over latencies that cover the whole response area, including both the excitatory peak and the subsequent inhibitory valleys. The dashed lines therefore show the average deviation of the STRF from background across all latency values. The example shown in Fig. 7B is from the same unit as Fig. 6B . The broad excitatory area is clear in the solid lines; the dashed lines show that the inhibitory input centered at 5.7 kHz has a strong effect on the cell, producing a narrow net inhibitory input just below BF at high levels. The example in Fig. 7D is more typical of the type IV units in our sample in that it has an excitatory region centered at BF, an inhibitory region above BF, and a general shape that does not change with stimulus level. All STRFs had excitatory regions centered on BF, except for one case, where inhibitory regions only were seen at high levels (Ç20 dB above threshold).
Most type IV STRFs (7 of 9) showed significant inhibitory regions. Inhibitory regions at latencies just longer than excitatory regions (e.g., Fig. 6, A and B) can sometimes be attributed to refractoriness (Kim and Young 1994) . Inhibitory regions at frequencies just above or just below BF were also observed in most units (6 of 8); the case in Figs. 6 B   FIG . 6 . Examples of spectrotemporal receptive fields (STRFs) for type IV units. STRFs are shown in rectangles with the use of gray scale; scale and 7B is one exception. The cases in Figs. 6, A and C, is given at right. Because average stimulus spectrum has been subtracted, and 7D are more typical. These off-BF inhibitory regions STRF would be constant near 0 in absence of any correlated response from probably result from neural interactions. In four of six cases neuron. White regions: peaks of energy (excitatory regions). Dark regions: with both BF excitation and off-BF inhibition, the inhibitory valleys (inhibitory regions). Stimulus frequency is on abscissa and time region had a slightly longer latency than the excitatory repreceding spike discharges is on ordinate. A: narrow excitatory region at 12.5 kHz with somewhat wider inhibitory flanks. Note repetition of excita-gion, which is consistent with a multisynaptic inhibitory tion at longer latencies. B: wide excitatory region centered on 6 kHz with pathway. Very small off-BF inhibitory regions are observed wide inhibitory region at longer times. C: medium-width excitatory region in auditory nerve fibers (Kim and Young 1994) , but these near 10 kHz that lasts for a long time, and flanking inhibitory bands.
are too small to explain the kind of inhibitory effects shown in Fig. 6 . be manifested in the tone responses of the unit. Figure 7A shows the single-tone response map of this unit. This plot Prediction of responses to other stimuli based on the shows discharge rate as a function of frequency at eight STRF sound levels. The horizontal lines are spontaneous rate; inhibitory regions, where rate is less than spontaneous, are
The STRF has limited predictive power in the sense that shaded and excitatory regions are shaded in black. The unit it cannot be used to describe the responses of DCN units to does indeed have an excitatory region near threshold (080 most other stimuli. It can be seen in Fig. 7 that the STRF dB), which has a width similar to that of the strong excit-fails to predict the responses of most type IV units to tones. atory region in the STRF; however, above 10 dB re thresh-In fact, except for the case in Fig. 7B and one other in old, the unit gave predominantly inhibitory responses to which the STRF was entirely inhibitory, the STRF predicts tones. Thus there is no qualitative correspondence between excitatory effects of BF tones at all levels; this occurs bethe tone response map and the STRF.
cause the largest component of type IV STRFs at all levels Figure 6C shows a third configuration of excitation and is the excitatory peak near BF. By contrast, type IV units inhibition, which is to some extent intermediate between the show inhibitory responses to BF tones at suprathreshold levels. This failure of the STRF to predict inhibitory responses first two. There is a relatively wide short-latency excitatory to tones extends also to the prediction of the responses to the STRF has limited ability as a predictor of responses to wideband stimuli. narrow noisebands, because they give essentially the same responses as do tones (Nelken and Young 1997) .
It can be shown theoretically that the STRF can be used D I S C U S S I O N to predict rate responses to stimuli with arbitrary spectra by multiplying the frequency marginal of the STRF by Nonlinear modeling methods the spectrum of the stimulus and summing across frequency. The ability of STRFs to predict the responses to The arsenal of nonlinear modeling methods is rather limited at present. The most widely tested methods for nonlinear broadband stimuli was tested with the use of this calculation. STRF predictions were compared only qualitatively modeling of auditory units have been second-order reversecorrelation-based methods, used either in the time or frewith unit responses, because shifting and scaling were necessary to make the ranges of the predictions approxi-quency domains (Wiener kernel) (Wickesberg et al. 1984) or as the STRF (Aertsen and Johannesma 1981; Backoff mately equal to those of the measured rates. Four units were tested with BBN filtered to have the spectrum of a and Clopton 1991; Eggermont et al. 1983b) . In all cases, some function of the waveform just preceding a spike is cat HRTF ( Fig. 1 B ) . In these cases, the bandwidth of the excitatory peak in the STRF was a good but qualitative averaged over all spike occurrences. Various forms of STRF have been used, but all are related to the Fourier transform of predictor of the sensitivity of the unit to the spectral notch. The unit in Fig. 6 B was rather insensitive to the center the second-order Wiener kernel across one time dimension, giving the average time-frequency distribution of energy prefrequency of the notch, whereas units with a narrow peak in their STRF ( as in Fig. 6 A ) were much more sensitive ceding a spike.
The usefulness of the STRF for predicting responses has to the frequency of the notch relative to their BFs. For two additional units, the STRF failed to predict responses been found to be limited (Eggermont et al. 1983a ). There are two problems: first, the STRF assumes a stationary systo spectral notches embedded in BBN ( Fig. 1C ) . These units were unusual for DCN type IV units in that they tem and is generated from steady-state stimuli, whereas the responses of auditory neurons to interesting stimuli are not were inhibited by BBN. The STRF failed in these cases by predicting an excitatory response to the noise. Thus stationary. That problem is bypassed in this paper by at-tempting to predict only average discharge rate behavior and
The ability of the second-order predictions to capture the nonmonotonicity of the rate-level function of narrow noisenot detailed temporal aspects of responses. This is appropriate in DCN, because average discharge rate captures rea-bands (Fig. 5 ) may be explained with a similar argument.
Because the nonlinearity introduced by the type II unit is sonably well the temporal modulation of units' responses (Young and Brownell 1976) . The second problem is that weak, it can be approximated by parabolic term, as in Eq.
4. At higher levels the rate-level function is no longer parathere is no reason to assume a priori that the nonlinearity of an auditory neuron is limited to second-order terms in the bolic-in fact, the units usually shut down completely. As a result, the predictions based on two-tone measurements Wiener-Volterra sense. As is discussed below, the results of this paper suggest that the nonlinearities are of higher than cannot predict the rate-level functions at higher levels. It is nevertheless noteworthy that one measurement, near the second order in the DCN. Therefore, although the full Wiener-Volterra series would represent the unit completely, peak of the rate-level function, is sometimes able to capture the quantitative features of the whole rate-level functions there is no reason to think that truncating it at the second order would give a useful approximation (Johnson 1980) . from threshold to peak and to the inhibitory area. Unfortunately, estimating higher-order kernels is technically difficult.
STRF predictions The alternative approach to characterizing nonlinear neuIn contrast to the two-tone predictions, the STRFs of type ral systems is to build physiological models based on the IV units are computed with the use of responses to broadinternal organization of the system. In the case of the DCN, band stimuli. They do show qualitative agreement with the such models implement some or all of the known anatomic responses of some type IV units to notch stimuli, but are and physiological facts about DCN type IV units, and then unable to predict the responses to narrowband stimuli (Fig. test their ability to predict the responses to various stimuli. 7). In this sense, they complement the two-tone data, which Three such models have been suggested in the past (Arle are taken with the use of narrowband stimuli and are useful and Kim 1991; Blum et al. 1995; Pont and Damper 1991;  for predicting the responses to some narrowband stimuli. Reed and Blum 1995) . Although these models show some
The main use of the STRF may be in defining and classifying promise, they have not yet demonstrated predictive power the large variability in properties of type IV units (Nelken for the kinds of stimuli analyzed here. Spirou and Young 1991; Young and Tone and two-tone predictions Brownell 1976) . The STRF results contain one puzzle: the extent of the First-order predictions of responses to noisebands with inhibitory regions seen in the STRFs is much narrower than the use of summation of responses to single tones have been is expected from direct measurements of inhibitory bandfound to have very limited power (Spirou and Young 1991) .
widths with broadband notch-noise stimuli, where the inhibiIn this paper, we show that two-tone responses can be used tory bandwidth can be up to 1 octave re BF (median value to improve the quality of these predictions, but that the im-Ç0.5 octave) (Nelken and Young 1994) . With broadband provement depends on the bandwidth of the noise and also stimuli, type II units are minimally activated and the inhibion its level (Fig. 4) . The second-order predictions almost tion observed with notch-noise stimuli probably comes from always improve the fit qualitatively, but sometimes overcoma second inhibitory interneuron, the wideband inhibitor. The pensate for the errors in the single-tone fits (e.g., Fig. 3D ). wideband inhibitor's inhibition of type IV units is hypothePresumably, this behavior reflects the fact that higher-order sized to be weak (Nelken and Young 1994) , and the STRF nonlinear terms are necessary to fully model the unit's resuffers from a narrow dynamic range (Kim and Young sponses. In addition, there are indications that some of the 1994). Thus the explanation for the difference in inhibitory problems in the second-order prediction are caused by noise bandwidth may be that only the central, strongest portion in the two-tone responses, because only one repetition of of the wideband inhibitor's input is reflected in the STRF. each combination of parameters was presented and the twoAlternatively, the narrow inhibitory inputs in the STRF may tone contributions are computed as differences of these noisy be the weak remains of type II inhibition or of inhibition values.
from other unknown sources. In the companion paper (Nelken and Young 1997) , we
The STRF data also support the conclusion that the nonlinargue that the major source of nonlinearity in type IV reearity of type IV units is of higher than second order in the sponses is the inhibitory input from type II units. The limited Wiener-Volterra sense. Although the general position and success that was achieved with second-order predictions is extent of excitatory and inhibitory domains in the STRF are probably due to the fact that type II units are relatively consistent with the responses to broadband stimuli, quantitaweakly activated in the parameter range used. This follows tive predictions fail. Higher-order kernels are therefore from the fact that the tone levels used for the single-and needed to achieve quantitative agreement with the data, even two-tone response maps were usually at the peak of the ratefor broadband stimuli. level function or on its descending limb, which is where type II units are just beginning to fire (Young and Voigt 1981) . Assuming that type II units are the major source of Implications for auditory modeling nonlinearity, the fact that the predictions deteriorated with increasing bandwidth (Fig. 4A) can be explained as resulting
The main advantage of the modeling approach used in this study is that there are no free parameters in the prediction from an increasing difference between the narrowband predictor, which activates the type II units, and the broadband formulas, and therefore no training. The formulas are completely general, and they are made specific to DCN type IV test response, which does not.
