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1. Introduction
We study the adjacency and Laplacian (or Kirchhoff)matrices and their eigenvalues and energies of
signed graphs that are Cartesian products, Cvetkovic´ products (generally called NEPS), or line graphs.
(All graphs in this article are simple and loop-free.)
Signed graphs (also called sigraphs), with positive and negative labels on the edges, are much stud-
ied in the literature because of their use in modeling a variety of physical and socio-psychological
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processes (see [3,1,9]) and also because of their interesting connections with many classical mathe-
matical systems (see [21]). Formally, a signed graph is an ordered pair Σ = (G, σ ) where G = (V, E)
is a graph called the underlying graph of Σ and σ : E → {+1,−1}, called a signing (also called a
signature), is a function from the edge set E of G into the set {+1,−1} of signs. The sign of a cycle in a
signed graph is the product of the signs of its edges. Thus a cycle is positive if and only if it contains an
even number of negative edges. A signed graph Σ is said to be balanced (or cycle balanced) if all of its
cycles are positive.
A signed graph is all-positive (respectively, all-negative) if all of its edges are positive (negative);
further, it is said to be homogeneous if it is either all-positive or all-negative. A graph can be considered
to be a homogeneous signed graph; thus signed graphs become a generalization of graphs.
The Cartesian product Σ1 × Σ2 of two signed graphs Σ1 = (V1, E1, σ1) and Σ2 = (V2, E2, σ2)
is a generalization of the Cartesian product of ordinary graphs (see [6, Section 2.5]). It is defined as
the signed graph (V1 × V2, E, σ ) where the edge set E is that of the Cartesian product of underlying
unsigned graphs and the signature function σ for the labeling of the edges is defined by
σ
(
(ui, vj)(uk, vl)
) =
{
σ1
(
uiuk), if j = l,
σ2
(
vjvl), if i = k.
In this paper, we treat the adjacency matrix and the Laplacian matrix of a signed graph. These
matrices are immediate generalizations of familiar matrices from ordinary, unsigned graph theory [6].
Thus, if Σ = (G, σ ) is a signed graph where G = (V, E) with V = {v1, v2, . . . , vn}, its adjacency
matrix A(Σ) = (aij)n×n is defined as
aij =
{
σ(vivj), if vi and vj are adjacent,
0, otherwise.
The Laplacian matrix (or Kirchhoff matrix or admittance matrix) of a signed graph Σ , denoted by L(Σ)
(or K(Σ)), is D(Σ) − A(Σ) where D(Σ) is the diagonal matrix of the degrees of vertices of Σ .
We treat two kinds of operation on signed graphs: the Cartesian product (for which we get the
strongest results) and the class of generalizations called “NEPS” (or as we prefer “Cvetkovic´ products”)
introduced by Cvetkovic´ [5], and also the line graphs of signed graphs.
The ordinary adjacency and Laplacian matrices of a graph G are identical with those of the all-
positive signed graph +G. The so-called signless Laplacian of G [7] is the Laplacian matrix of the
all-negative graph −G. Eigenvalues of the adjacency matrix, the Laplacian matrix and the signless
Laplacian matrix of a graph have been widely used to characterize properties of a graph and extract
some useful information from its structure. The eigenvalues of the adjacency matrix of a graph are
often referred to as the eigenvalues of the graph and those of the Laplacian matrix as the Laplacian
eigenvalues.
Denote the eigenvalues of a matrix M of order n by λj(M) for j = 1, 2, . . . , n. The energy E(Σ)
of a signed graph Σ is the sum of the absolute values of the eigenvalues of its adjacency matrix. The
Laplacian energy of Σ , denoted by EL(Σ), is defined as
EL(Σ) =
|V |∑
j=1
|λj(L(Σ)) − d¯(Σ)|,
where L(Σ) is the Laplacian matrix of Σ and d¯(Σ) = 2|E|/|V | is the average degree of the vertices
inΣ . These definitions are direct generalizations of those used for unsigned graphs ([2,10] for energy
and [12] for Laplacian energy).
2. Preliminaries
For a signed graph Σ , the quantity c(Σ) = c(G) is the number of connected components of the
underlying graph and cb(G) is the number of its components that are bipartite. The quantity b(Σ) is
the number of connected components of Σ that are balanced. An essential lemma in signed graph
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theory is a characterization of balance by switching, which when expressed in terms of the adjacency
matrix takes the following form:
Lemma 2.1 [19]. Σ is balanced if and only if there is a diagonal matrix S with diagonal elements±1 such
that SA(Σ)S is non-negative. Then SA(Σ)S = A(G) where G is the underlying graph of Σ .
The negation of a signed graph Σ = (G, σ ), denoted by −Σ = (G,−σ), is the same graph with
all signs reversed. The adjacency matrices are related by A(−Σ) = −A(Σ).
2.1. Rank and eigenvalues
The incidence matrix of a signed graph Σ with n vertices and m edges [19] is the n × m matrix
H(Σ) =
[
ηij
]
(the capital letter is Eta) in which ηik = 0 if vi is not incident with ek , and ηik = ±1 if vi
is incidentwith ek , and such that for an edge vivj , the product ηikηjk = −σ(vivj). The incidencematrix
is uniquely determined only up tomultiplication of columns by−1, but that ambiguity does not affect
any of the properties of interest to us. In particular, the incidence matrix always satisfies the Kirchhoff
equation H(Σ)H(Σ)T = L(Σ). For that reason the Laplacian matrix is positive semi-definite.
Lemma 2.2 [19]. The incidence matrix and the Laplacian matrix of a signed graph Σ both have rank
n − b(Σ).
For a graphG, the Laplacian L(G) = L(+G)has rankn−c(G)and the signless LaplacianQ(G) = L(−G)
has rank n − cb(G).
Proof. The rank of the incidence matrix is found in [19]. The Laplacian matrix, being the product
H(Σ)H(Σ)T, has the same rank as H(Σ). Because +G is balanced, b(+G) = c(G). Because a compo-
nent of −G is balanced if and only if it is bipartite, b(−G) is the number of bipartite components of
G. 
Recall that the spectrum of a graph or signed graph is the spectrum of its adjacencymatrix and that
the spectrum is the list of eigenvalues with their multiplicities. The Laplacian spectrum is the spectrum
of the Laplacian matrix. Acharya’s theorem, following, gives a spectral criterion for balance in signed
graphs.
Theorem 2.3 [9]. If Σ = (G, σ ) is a signed graph, then Σ is balanced if and only if G and Σ have the
same spectrum.
We take note of the special case in which the underlying graph G is regular. The following lemma
generalizes the well known fact that, for a k-regular graph, the smallest eigenvalue is −k occurring
with multiplicity cb(G), the largest eigenvalue is k with multiplicity c(G) and the other eigenvalues
fall into the open interval (−k, k).
Lemma 2.4. Assume Σ has underlying graph G which is regular of degree k. Let the eigenvalues of Σ be
λ1, λ2, . . . , λn in weakly increasing order. Then λ1, . . . , λb(−Σ) = −k,−k < λb(−Σ)+1, . . . , λn−b(Σ)
< k and λn−b(Σ)+1, . . . , λn = k. The Laplacian eigenvalues of Σ are λLi = k − λi, including 2k with
multiplicity b(−Σ), 0 < λLb(−Σ)+1, . . . , λLn−b(Σ) < 2k, and 0 with multiplicity b(Σ). The Laplacian
energy equals the energy.
Proof. The proof is by substituting in the definitions, using the facts that the degreematrix isD = kIn,
A(−Σ) = −A(Σ) and k is the average degree. 
Lemma 2.4 raises the question of whether it is possible to have b(−Σ) > n − b(Σ), since if that
is the case and k = 0, then there is a contradiction in the notation of the lemma. By Lemma 2.6, a
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contradiction of that kind in Lemma 2.4 is not a problem because b(−Σ) > n − b(Σ) implies k = 0
and then all eigenvalues are 0 = k = −k.
Lemma 2.5. BothΣ and−Σ are balanced if and only if the underlying graph G is bipartite andΣ or−Σ
is balanced.
Proof. Let C be a cycle in G. The sign of C in −Σ equals (−1)|C| times the sign of C in Σ . Thus C has
the same sign in bothΣ and−Σ if and only if it has even length. Therefore, if G contains an odd cycle,
it is impossible forΣ and−Σ to both be balanced. If G is bipartite, then every cycle has the same sign
in Σ and in −Σ; therefore Σ is balanced if and only if −Σ is balanced. 
Lemma 2.6. b(−Σ) + b(Σ)  n except possibly when the number of isolated vertices is greater than
the number of components with order at least 3.
In particular, if the underlying graph G is k-regular and b(−Σ) + b(Σ) > n then k = 0.
Proof. First let us consider a single connected component Σi of Σ whose order is ni; let Gi be the
corresponding component of G. If ni  2 then b(Σi) = b(−Σi) = 1, so b(Σi) + b(Σi)  2 = ni + 1
if ni = 1 and b(Σi) + b(Σi)  2 = ni if ni = 2. If ni > 2 then b(Σi) + b(Σi)  2 < ni.
Therefore if b(−Σ)+b(Σ) > n then there are at least asmany isolated vertices inG as the number
of components with order 3 or greater.
When all vertices have the same degree k there can be no isolated vertices unless k = 0, which
means there are no edges. 
2.2. Kronecker product of matrices
The identity matrix of order n is denoted by In. The Kronecker product of matrices A =
[
aij
]
m×p
and B of ordersm × p and n × q, respectively, is the matrix A ⊗ B of ordermn × pq defined by
A ⊗ B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11B a12B . . . . . . a1pB
a21B a22B . . . . . . a2pB
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
am1B am2B . . . . . . ampB
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The Kronecker product is a componentwise operation, that is, (A ⊗ B)(A′ ⊗ B′) = (AA′) ⊗ (BB′). It
is also an associative operation; therefore amultiple product A1 ⊗ A2 ⊗ · · · ⊗ Aν is well defined. Let
Ai have ordermi × ni and elements ai;jk . An element of such a product is indexed by a pair of ν-tuples,
a row index j = (j1, j2, . . . , jν) and a column index k = (k1, k2, . . . , kν), where 1  ji  mi and
1  ki  ni. The element ajk of the product matrix is
ajk = a1;j1k1a2;j2k2 · · · aν;jνkν . (1)
Lemma 2.7 [23]. Let A and B be square matrices of orders m and n, respectively, with eigenvalues λi
(1  i  m) andμj (1  i  n). Then themn eigenvalues of A ⊗ B areλiμj , and those of A ⊗ In+Im ⊗ B
are λi + μj .
The second part of the lemma is due to the fact that A ⊗ In and Im ⊗ B are simultaneously
diagonalizable. The first part has an obvious extension to multiple products. That is the first part of
the next lemma. The second part is the extension to multiple sums and products.
Lemma 2.8. Let Ai, for each i = 1, . . . , ν , be a square matrix of order ni and let λij for 1  j  ni be
its eigenvalues. Let k1, . . . , kν be non-negative integers. Then the n1 · · · nν eigenvalues of the Kronecker
product A
k1
1 ⊗ · · · ⊗ Akνν are λj1...jν = λk11j1 · · · λkννjν for 1  ji  ni.
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Let kp = (kp1, . . . , kpν) for 1  p  q be vectors of non-negative integers. Then the n1 · · · nν
eigenvalues of
∑q
p=1 A
kp1
1 ⊗ · · · ⊗ Akpνν are λj1...jν =
∑q
p=1 λ
kp1
1j1
· · · λkpννjν for 1  ji  ni.
Proof. The first part is obvious from Lemma 2.7. The second part is true because the summedmatrices
commute, so they are simultaneously diagonalizable, they have the same eigenvectors and therefore
their eigenvalues can be summed. 
2.3. Products of signed graphs
Now we define a general product of signed graphs following the idea of Cvetkovic´ for unsigned
graphs [5] as described in [6, Section 2.5]. We work with signed graphs Σi = (Vi, Ei, σi), for i =
1, . . . , ν , of order ni, with underlying graph Gi = (Vi, Ei), vertex set Vi = {vi1, vi2, . . . , vini} and
adjacency matrix Ai. We denote the eigenvalues of Σi by λi1, λi2, . . . , λini . The Laplacian eigenvalues
are denoted by a superscript L, as λLij .
The general product is known as the non-complete extended p-sum or NEPS, but we shall call it
simply the Cvetkovic´ product. This product is defined in terms of a set B of 0/1 vectors, called the
basis for the product, such that for every i ∈ {1, 2, . . . , ν} there exists at least one β ∈ B for
which βi = 1; we say B has support {1, 2, . . . , ν}. First we define a product for one arbitrary vector
β = (β1, β2, . . . , βν) ∈ {0, 1}ν ⊂ Zν . This product, written NEPS(Σ1, . . . , Σν;β), is the signed
graph (V, E, σ ) with vertex set
V = V1 × V2 × · · · × Vν,
edge set
E = {(u1, . . . , uν)(v1, . . . , vν) : ui = vi if βi = 0 and uivi ∈ Ei if βi = 1},
and signature
σ ((u1, . . . , uν)(v1, . . . , vν)) =
ν∏
i=1
σi(uivi)
βi = ∏
i:βi=1
σi(uivi).
In the general definition we have a set B = {β1, . . . , βq} ⊆ {0, 1}ν \ {(0, 0, . . . , 0)} and we define
NEPS(Σ1, . . . , Σν; B) = ∪β∈B NEPS(Σ1, . . . , Σν;β).
The underlying graph of NEPS(Σ1, . . . , Σν; B) is the Cvetkovic´ product NEPS(G1, G2, . . . , Gν; B) of
the underlying graphs as defined in [6, Section 2.5].
Lemma 2.9. If β = β ′, then NEPS(Σ1, . . . , Σν;β) and NEPS(Σ1, . . . , Σν;β ′) have disjoint edge sets.
Proof. For a vertex pair u = (u1, . . . , un), v = (v1, . . . , vν), define β(u, v) ∈ {0, 1}ν by β(u, v)j =
0 if uj = vj and 1 if uj = vj . Thenu, v are adjacent inNEPS(Σ1, . . . , Σν;β) if and only ifβ(u, v)j = βj
for every j, i.e., β(u, v) = β . This proves that uv is an edge in NEPS(Σ1, . . . , Σν;β) for exactly
one β . 
In particular, the Cartesian product Σ1 × Σ2 × · · · × Σν arises by taking B to be the set of all
vectors with exactly one coordinate equal to 1. Another important product, called the strong product
or categorical product, is obtained by taking B = {(1, 1, . . . , 1)}. A generalization of both, which could
be called the symmetric p-sum (but we think of it as a product), is obtained by taking the set Bp, for
1  p  q, which consists of all vectors β with exactly p coordinates equal to 1. An incomplete
p-product, where B ⊆ Bp, has the nice property that
NEPS(−Σ1, . . . ,−Σν; B) = (−)p NEPS(Σ1, . . . , Σν; B).
For instance in the Cartesian product (−Σ1) × · · · × (−Σν) = −(Σ1 × · · · × Σν).
Afinalproperty shows that aCvetkovic´ productof all-positive signedgraphs is essentially equivalent
to the same product of the underlying graphs. Clearly,
NEPS(+G1, . . . ,+Gν; B) = +NEPS(G1, . . . , Gν; B). (2)
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3. Main results
In this section we establish expressions for the adjacency, degree and Laplacian matrices of the
Cvetkovic´ product of signed graphs in terms of the Kronecker products of the corresponding matrices
of the factor graphs. We also find similar expressions for the line graph of a signed graph. We apply
these results to calculate eigenvalues and energies in general and, in Section 4, for certain signed
product graphs: planar, cylindrical and toroidal grids, and their line graphs. An important application
is the characterization of balance of the product graph.
3.1. Adjacency matrix, eigenvalues and energy of products
First we treat the adjacency matrix of the Cvetkovic´ product, which implies expressions for the
eigenvalues. For the eigenvalues ofΣi wewrite λij , 1  j  ni. This theorem generalizes [6, Theorems
2.21 and 2.23] to signed graphs.
Theorem 3.1. Let Σ = NEPS(Σ1, . . . , Σν; B). The adjacency matrix is given by
A(Σ) = ∑
β∈B
A
β1
1 ⊗ · · · ⊗ Aβνν .
The eigenvalues are
λj1···jν =
∑
β∈B
λ
β1
1j1
· · · λβννjν
for 1  j1  n1, . . . , 1  jν  nν .
The energy
E(Σ) =
n1∑
j1=1
· · ·
nν∑
jν=1
∣∣ ∑
β∈B
λ
β1
1j1
· · · λβννjν
∣∣
satisfies the inequality
1
n
E(Σ) 
∑
β∈B
∏
i:βi=1
1
ni
E(Σi).
Equality holds for B = {(1, 1, . . . , 1)} (the strong product) but, assuming no Σi is without edges, in no
other case.
The form of the energy bound suggests that the average energy per vertex, E(Σ) = E(Σ)/|V(Σ)|,
may be an important quantity.
Proof. The proof of the first equation is almost exactly the same as that of the corresponding result
for unsigned graphs [6, Theorem 2.21]. The difference is that we must pay attention to the edge signs.
By Lemma 2.9 we need only consider the term of one β at a time; thus let Σ = NEPS(Σ1, . . . ,
Σν;β).
The elements of A(Σ) are indexed by pairs of ν-tuples, (j1, j2, . . . , jν) and (k1, k2, . . . , kν) where
1  ji  mi and 1  ki  ni, corresponding to vertices u = (u1j1 , u2j2 , . . . , uνjν ) and v =
(v1k1 , v2k2 , . . . , vνkν ) of the product graph. Let us write auv for the corresponding element of A(Σ).
Thenauv = σ1(u1j1v1k1)β1σ2(u2j2v2k2)β2 · · · σν(uνjν vνkν )βν by thedefinitionof theCvetkovic´ product,
where in each signed graph we define σ(uv) = 0 if u and v are not adjacent. The Kronecker product
of the adjacencymatrices has (u, v)-element a
β1
1;j1k1a
β2
2;j2k2 · · · a
βν
ν;jνkν by Eq. (1). These two expressions
are equal because ai;jiki = σi(uiji viki) by the definition of the adjacency matrix.
The eigenvalues follow from Lemma 2.8.
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The energy is immediate from the definition and the eigenvalue formula. The bound is computed
from the energy formula:
E(Σ) 
∑
β∈B
n1∑
j1=1
· · ·
nν∑
jν=1
∣∣λβ11j1 · · · λβννjν ∣∣
= ∑
β∈B
∏
i:βi=0
ni∑
ji=1
1 · ∏
i:βi=1
ni∑
ji=1
|λiji | =
∑
β∈B
∏
i:βi=0
ni ·
∏
i:βi=1
E(Σi)
= ∑
β∈B
n
∏
i:βi=1
1
ni
E(Σi).
If B = {β}, the eigenvalues are λj1···jν = λβ11j1 · · · λβννjν ; therefore, equality holds in the calcula-
tion of the energy bound. The only such B permitted by the definition of the Cvetkovic´ product is
B = {(1, 1, . . . , 1)}, which is the strong product.
Now suppose |B| > 1 and every Σi has at least one edge. That implies the eigenvalues of Ai
are not all 0. Since the sum of the eigenvalues of Σi is the trace of Ai, which is 0, Σi has both pos-
itive and negative eigenvalues. There exists an index I, 1  I  ν , such that not all β ∈ B have
the same value βI; let β
′, β ′′ ∈ B such that β ′I = 0 and β ′′I = 1. Choose j1, j2, . . . , jν so that
λiji > 0 for i = I but λIjI < 0. Now consider the eigenvalue π = λj1j2...jν (Σ). In its repre-
sentation as a sum of terms
∏ν
i=1 λ
βi
iji
there are a positive term due to β ′ and a negative term due
to β ′′. Therefore
∣∣∑
β∈B λ
β1
1j1
· · · λβννjν
∣∣ < ∑β∈B ∣∣λβ11j1 · · · λβννjν ∣∣. It follows that the energy bound is
strict. 
Corollary 3.2. The adjacency matrix A(Σ) of the Cartesian product Σ = Σ1 × · · · × Σν of ν signed
graphs is
A1 ⊗ In2 ⊗ · · · ⊗ Inν + In1 ⊗ A2 ⊗ · · · ⊗ Inν + · · · + In1 ⊗ In2 ⊗ · · · ⊗ Aν .
The eigenvalues of Σ are the sums of the eigenvalues of the Σi; i.e.,
λj1j2...jν (Σ) = λj1(Σ1) + · · · + λjν (Σν).
The energy E(Σ) is given by the formula
E(Σ) =
n1∑
j1=1
· · ·
nν∑
jν=1
|λj1(Σ1) + · · · + λjν (Σν)|
and satisfies the inequality 1
n
E(Σ)  1
n1
E(Σ1) + · · · + 1nν E(Σν), where n = n1 · · · nν , with strict
inequality if ν  2 and at least two of the Σi are not edgeless.
Proof. The corollary is immediate from Theorem 3.1 except the criterion for strict inequality, which
is slightly stronger than that of Theorem 3.1 and is proved similarly. 
3.2. Balance of the Cvetkovic´ product and the Cartesian product
The eigenvalues provide a short proof that the Cartesian product is balanced if and only if all
constituent factors are balanced. Balance is important because, by Acharya’s theorem, it causes the
eigenvalues and energy (of both adjacency and Laplacian matrices) to be identical to those of the
underlying unsigned graph, and therefore not interesting for themselves. We begin with a general
theorem that provides a sufficient but not a necessary condition for balance of a Cvetkovic´ product.
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Theorem 3.3. A Cvetkovic´ product Σ = NEPS(Σ1, . . . , Σν; B) is balanced if Σ1, . . . , Σν are all bal-
anced.
Conversely, suppose B contains the vector βi = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the ith position and
0 elsewhere. If Σi is unbalanced, Σ is also unbalanced.
Proof. If all Σi are balanced, then Theorem 2.3 says that they have the same spectra as do their
underlying graphs Gi. The formulas (in Theorem 3.1) for the eigenvalues of Σ in terms of those of the
Σi and of its underlying graph G = NEPS(G1, . . . , Gνν; B) (regarded as all positive) in terms of the Gi
are exactly the same, so Σ and G have the same spectrum. By Theorem 2.3 again, Σ is balanced.
The Cvetkovic´ product NEPS(Σ1, . . . , Σν;βi) consists of n/ni copies of Σi, where n = n1 · · · nν .
ThereforeΣi is a subgraph ofΣ . A subgraph of a balanced graph is balanced, so ifΣi is unbalanced,Σ
is unbalanced. 
The first part of Theorem 3.3 does not have a general converse. A counterexample is Σ =
NEPS(−G1,+K2; B2), where B2 = {(1, 1)}. Σ is bipartite and all negative; therefore it is always
balanced. However, −G1 is balanced only when G1 is bipartite. It is an open problem to determine
which bases B have the property that for every Cvetkovic´ product Σ = NEPS(Σ1, . . . , Σν; B) with
basis B, Σ is balanced if and only if all the constituents Σi are balanced. There is one important case
in which there is such an if-and-only-if theorem.
Theorem 3.4. The following three statements about the Cartesian product Σ = Σ1 × · · · × Σν are
equivalent.
(i) Σ is balanced.
(ii) All of Σ1, . . . , Σν are balanced.
(iii) Σ and its underlying graph G have the same spectrum.
When Σ is balanced, it and G have the same energy.
Proof. Theorem 2.3 implies the equivalence of (i) and (iii). Theorem 3.1 shows that (i) implies (ii). We
need only prove the converse. The basis for the Cartesian product is B1, which contains every unit
vector βi. Therefore, balance of the Cartesian product implies balance of each Σi by Theorem 3.1.
The last part follows from the definition of energy. 
Corollary 3.5. Let Σ = Σ1 × · · · × Σν . Then b(Σ) = b(Σ1) · · · b(Σν).
Proof. Each component of the Cartesian product is the Cartesian product of components Σ ′i of Σi for
1  i  ν . The component is balanced if and only if all Σ ′i are balanced. 
3.3. Laplacian matrix, eigenvalues and energy of the Cartesian product
The formula for the Laplacian matrix of the Cartesian product is like that for the adjacency matrix.
We write λLi and μ
L
j for the Laplacian eigenvalues of Σ1 and Σ2, respectively.
Theorem 3.6. The degree matrix of a Cvetkovic´ product G = NEPS(G1, . . . , Gν; B) of graphs Gi of order
ni, 1  i  ν , is
D(G) = ∑
β∈B
D(G1)
β1 ⊗ · · · ⊗ D(Gν)βν .
The average degree of the product is d¯(G) = ∑β∈B ∏νi=1 d¯(Gi)βi .
In particular, the degree matrix of the Cartesian product is
D(G1 × · · · Gν) = D(G1) ⊗ In2 ⊗ · · · ⊗ Inν + In1 ⊗ D(G2) ⊗ · · · ⊗ Inν
+ · · · + In1 ⊗ In2 ⊗ · · · ⊗ D(Gν).
The average degree is d¯(G) = ∑νi=1 d¯(Gi).
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Proof. We evaluate the degree matrix of the product Gβ = NEPS(G1, . . . , Gν;β). By Lemma 2.9 the
degree matrix of G is the sum of D(Gβ) over all β ∈ B.
By definition the neighbors of a vertex u = (u1, . . . , uν) are the vertices v = (v1, . . . , vν) such
that ui = vi if βi = 0 and uivi ∈ E(Gi) if βi = 1. The elements of v for which βi = 0 are fixed to be ui,
and those vi for which βi = 1 may independently vary over all neighbors of ui. Therefore the degree
of u is the product of the degrees dGi(ui) over all i such that βi = 1.
The matrix D(G1)
β1 ⊗ · · · ⊗ D(Gν)βν is diagonal and has as its diagonal element indexed by u
the number dG1(u1)
β1 · · · dGν (uν)βν . This is exactly dG(u). Thus the formula for the degree matrix is
proved.
Let n = n1 · · · nν . As there are n vertices, the average degree is determined by the equation
n · d¯(Gβ) =
n1∑
j1=1
· · ·
nν∑
jν=1
dG(u1, . . . , uν)
=
n1∑
j1=1
dG1(u1)
β1 · · ·
nν∑
jν=1
dGν (uν)
βν
= [n1d¯(G1)β1 ] · · · [nν d¯(Gν)βν ]
because
∑ni
ji=1 dGi(ui)
0 = ni and∑niji=1 dGi(ui)1 = nid¯(Gi). The left side of this equation is the total
degree of Gβ . By edge-disjointness of the graphs Gβ , the sum over β ∈ B is the total degree of G. Upon
dividing by nwe get the desired formula. 
Theorem3.7. Given signed graphsΣ1 of order n1, …,Σν of order nν , the Laplacianmatrix of the Cartesian
product Σ = Σ1 × · · · × Σν is
L(Σ) = L(Σ1) ⊗ In2 ⊗ · · · ⊗ Inν + · · · + In1 ⊗ In2 ⊗ · · · ⊗ L(Σν).
The Laplacian eigenvalues of the Cartesian product are the sums of those of all the constituents Σi; i.e.,
λLjk(Σ) =
∑ν
i=1 λLij.
Proof. The theorem follows from Theorem 3.6, Lemma 2.7 and the formula of Corollary 3.2 for the
adjacency matrix. By definition,
L(Σ) = D(Σ) − A(Σ)
=
ν∑
i=1
In1 ⊗ · · · ⊗ D(Σi) ⊗ · · · ⊗ Inν −
ν∑
i=1
In1 ⊗ · · · ⊗ A(Σi) ⊗ · · · ⊗ Inν
=
ν∑
i=1
In1 ⊗ · · · ⊗
[
D(Σi) − A(Σi)] ⊗ · · · ⊗ Inν
=
ν∑
i=1
In1 ⊗ · · · ⊗ L(Σi) ⊗ · · · ⊗ Inν . 
Theorem 3.7 does not generalize to other Cvetkovic´ products. For a vectorβ of weight
∑ν
i=1 βi > 1,
the Laplacian of Σβ = NEPS(Σ1, . . . , Σν;β) is
D(Σβ) − A(Σβ) = D(Σ1)β1 ⊗ · · · ⊗ D(Σν)βν − A(Σ1)β1 ⊗ · · · ⊗ A(Σν)βν .
The right-hand side will not combine by linear combination into a product of Laplacian matrices. The
general productNEPS(Σ1, . . . , Σν; B)whereB contains a vector ofweight> 1has the samedifficulty.
The only Cvetkovic´ product in which no vector has weight > 1 is the Cartesian product.
Theorem 3.7 implies the value of the Laplacian energy.
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Corollary 3.8. The Laplacian energy of Σ = Σ1 × · · · × Σν is given by
EL(Σ) =
n1∑
j1=1
· · ·
nν∑
jν=1
∣∣∣ ν∑
i=1
λLiji − d¯(Σ)
∣∣∣,
which has an upper bound given by
1
n
EL(Σ) 
ν∑
i=1
1
ni
EL(Σi).
The inequality is strict unless ν = 1 or at most one of the Σi has any edges.
The average Laplacian energy per vertex, EL(Σ) = 1nEL(Σ), like the average energy per vertex
mentioned at Theorem 3.1, appears to be significant.
Proof. The first part of the corollary is an immediate consequence of the definition of Laplacian energy
and Theorem 3.7. The second part follows from the formula of Theorem 3.6 for the average degree of
Σ and the consequent inequality
∣∣∑ν
i=1 λLiji − d¯(Σ)
∣∣  ∑νi=1 |λLiji − d¯(Σi)|.
The argument for strict inequality is similar to that in Theorem 3.1. The Laplacian energy of a signed
graph Σ of order n with underlying graph G is the trace of the matrix L(Σ) − d¯(G)In. The argument
applied to the adjacency matrix in Theorem 3.1 should be applied to L(Σ) − d¯(G)In here. 
3.4. Line graph
The general theorem on eigenvalues and energies of the line graph is well known for unsigned
graphs. For signed graphs it requires a new definition, namely, that of the line graph of a signed graph.
The line graph of Σ [20,22] is the signed graph Λ(Σ) = (Λ(G), σΛ), where Λ(G) is the ordinary
line graph of the underlying graph1 and σΛ is a signature such that every cycle in Σ becomes a cycle
with the same sign in the line graph, and any three edges incident with a common vertex become a
negative triangle in the line graph. The adjacency matrix is A (Λ(Σ)) = 2Im − H(Σ)TH(Σ).
There are twohomogeneous special cases.With an all-negative signature,Λ(−G) = −Λ(G), so the
all-negative signature is what gives the line graph of an unsigned graph. For an all-positive signature,
though, Λ(+G) is not +Λ(G) unless G is bipartite with maximum degree at most 2. The Laplacian of
Λ(−G) is therefore the “signless Laplacian” of Λ(G).
We can deduce the eigenvalues of the line graph from the Laplacian eigenvalues of the graph
(Theorem 3.9), but we cannot obtain the Laplacian eigenvalues of the line graph, except in the special
case where the original underlying graph is regular (Theorem 3.10).
Theorem 3.9. Let Σ be a signed graph of order n and size m, with Laplacian eigenvalues λL1, . . . ,
λLn−b(Σ) > 0 and λLn−b(Σ)+1, . . . , λLn = 0.
The eigenvalues of the line graph Λ(Σ) are 2 − λL1, . . . , 2 − λLn−b(Σ) < 2 and eigenvalue 2 with
multiplicity m − n + b(Σ). Its energy is
E(Λ(Σ)) =
n−b(Σ)∑
i=1
|λLi − 2| + 2 (m − n + b(Σ)) .
Proof. The eigenvalues of the line graph are obtained by the standard method. The line graph Λ =
Λ(Σ) has adjacencymatrix 2Im −H(Σ)TH(Σ). The eigenvalues of H(Σ)TH(Σ) are the same as those
of L(Σ) = H(Σ)H(Σ)T, except that the multiplicity of 0 changes from b(Σ) tom − n + b(Σ). Thus,
the adjacency matrix of Λ has eigenvalues 2 − λL1, . . . , 2 − λLn−b(Σ), and also 2 with multiplicity
m − n + b(Σ). That implies the value of the energy E(Λ). 
1 We do not use the customary letter L because we have used it for the Laplacian or Kirchhoff matrix.
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Theorem 3.10. Assume Σ has underlying graph G which is regular of degree k. Let the eigenvalues of Σ
be λ1, . . . , λb(−Σ) = −k, −k < λb(−Σ)+1, . . . , λn−b(Σ) < k, and λn−b(Σ)+1, . . . , λn = k.
The line graph Λ(Σ) has eigenvalues λ1 − k + 2, . . . , λb(−Σ) − k + 2 = −(2k − 2),−(2k − 2) <
λb(−Σ)+1 − k + 2, . . . , λn−b(Σ) − k + 2 < 2 and eigenvalue 2 with multiplicity m − n + b(Σ).
Its Laplacian eigenvalues are 3k − 4 − λ1, . . . , 3k − 4 − λb(−Σ) = 4k − 4, 4k − 4 > 3k − 4 −
λb(−Σ)+1, . . . , 3k − 4 − λn−b(Σ) > 2k − 4, and 2k − 4 with multiplicity m − n + b(Σ). Its energy
and Laplacian energy are:
E(Λ(Σ)) = EL(Λ(Σ)) =
n−b(Σ)∑
i=1
|λi − (k − 2)| + 2 (m − n + b(Σ)) .
Proof. The range of values of eigenvalues of Σ is taken from Lemma 2.4.
As thedegreeof a vertex inΣ is k, the total numberof edges ism = 1
2
kn. Thedegreeof a vertex in the
line graph is d¯(Λ) = 2k−2. Lemma 2.4 shows that the Laplacian eigenvalues ofΣ satisfyλLi = k−λi.
Therefore by Theorem 3.9 the eigenvalues ofΛ have the form 2− k+ λi (for i = 1, . . . , n) andm− n
other eigenvalues equal to 2. Substitution in the formulas of Theorem 3.9 gives the eigenvalues and
energy of the line graph. By Lemma 2.4 the Laplacian energy equals the energy.
The Laplacian eigenvalues of Λ satisfy λL(Λ) = 2k − 2 − λ(Λ) = 2k − 4 + λH where λH
denotes an eigenvalue of H(Σ)TH(Σ). Thus their values are 3k − 4 − λi for i = 1, . . . , n and
the eigenvalue 2k − 4 with multiplicity m − n in addition to its multiplicity amongst the values
3k − 4 − λi. 
We now apply these results to the Cartesian product of any number of signed graphs. Note that in
the exceptional cases where m − n < 0, the “additional eigenvalues” equal to a value α constitute a
deduction from the previously stated multiplicity b(Σ) of α. This can occur only in the rare case that
some component of Σ is a tree (and not always then); that is, if all the constituents Σi have isolated
vertices with at most one exception which must have a tree component.
Theorem 3.11. Let Σ1, . . . , Σr be r signed graphs, and let Σi have order ni, size mi and Laplacian eigen-
values λLij (for j = 1, . . . , ni). Let Σ = Σ1 × · · · × Σr , the Cartesian product, of order n = n1 · · · nr ,
average degree d¯(Σ) = ∑ri=1 d¯(Σi) and size m = 12nd¯(Σ).
Then the line graph Λ(Σ) has eigenvalues
λj1j2...jr = 2 −
(
λL1j1 + · · · + λLrjr
)
,
of which exactly b(Σ) = b(Σ1) · · · b(Σr) are equal to 2 and the remainder are < 2, together with
m − n = n
(
1
2
d¯(Σ) − 1
)
additional eigenvalues equal to 2. Its energy is
E(Λ(Σ)) =
n1∑
j1=1
· · ·
nr∑
jr=1
∣∣λL1j1 + · · · + λLrjr − 2∣∣+ 2(m − n).
Proof. The size of Σ follows from its average degree. The average degree follows from the fact that
the degree of a vertex (v1j1 , . . . , vrjr ) in Σ equals the sum of the degrees of its component vertices,∑r
i=1 d(viji).
By obvious extensions of Theorems 3.2 and 3.7 the Laplacian eigenvalues of Σ are the sums of the
Laplacian eigenvalues of the constituent graphs Σi.
The fact that b(Σ) = b(Σ1) · · · b(Σr) is Corollary 3.5.
The formula for energy in Theorem 3.9 can be rewritten as
∑n
i=1 |λLi − 2| + 2(m − n) because
λLi = 0 for i = b(Σ) + 1, . . . , n. Then λLi = λLj1j2...jr because Σ is a Cartesian product.
Theorem 3.11 now follows from Theorem 3.9. 
Theorem 3.12. In Theorem 3.11 let the underlying graph of each Σi be ki-regular for i = 1, . . . , r and let
k = k1 + · · · + kr . Then the underlying graph of Σ is k-regular and that of Λ(Σ) is 2(k − 1)-regular.
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The line graph Λ(Σ) has eigenvalues
λj1j2...jr = 2 − k + (λ1j1 + · · · + λrjr ),
for 1  j1  n1, . . . , 1  jr  nr , of which exactly b(Σ) = b(Σ1) · · · b(Σr) are equal to 2 and the
remainder are < 2 and −2(k − 1) (amongst which are exactly b(−Σ) = b(−Σ1) · · · b(−Σr) equal
to −2(k − 1)), together with n(k − 2) additional eigenvalues equal to 2.
It has energy, also equal to the Laplacian energy, given by:
E(Λ(Σ)) = EL(Λ(Σ)) =
n1∑
j1=1
· · ·
nr∑
jr=1
∣∣(λ1j1 + · · · + λrjr ) + 2 − k∣∣+ 2(k − 2)n.
It has Laplacian eigenvalues
λLj1j2...jr = 3k − 4 − (λ1j1 + · · · + λrjr ),
of which exactly b(Σ1) · · · b(Σr) are equal to 2k − 4 and the remainder are > 2k − 4 and  4k − 6
(of which exactly b(−Σ) = b(−Σ1) · · · b(−Σr) are equal to 4k− 6), together with n(k− 2) additional
eigenvalues equal to 2k − 4.
Proof. We substitute in Theorem 3.11 the values k for the average degree of Σ and 2(k − 1) for the
average degree of Λ = Λ(Σ). Thus m = 1
2
2(k − 1)n and m − n = (k − 2)n. We modify the energy
summation as explained in the proof of Theorem 3.11. That gives the eigenvalues and energy of the
line graph. The numbers of eigenvalues that take on the extreme values−(2k − 2) and 2 are given by
Lemma 2.4.
The Laplacian eigenvalues satisfy λL = 2(k − 1) − λ where λ ranges over the eigenvalues. 
4. Examples
In the sequel,while computing theenergyof theCartesianproductsof certain signedgraphs,wegive
emphasis to unbalanced signed graphs because, as Theorems 2.3 and 3.4 imply, the Cartesian product
of balanced signed graphs behaves exactly like the product of the unsigned underlying graphs.
Many formulas in the examples have cases depending on the parity of the number of negative edges
in a signed cycle. A signed cyclewith r negative edges is balanced if r is even and unbalanced if r is odd,
and whether it is balanced or unbalanced is what determines the eigenvalues and energy. Therefore,
for an integer r, we define [r] = 0 if r is even, [r] = 1 if r is odd.
4.1. Constituent signed graphs
The signed graphs which are the constituents of the Cartesian product examples are paths and
cycles. We denote by P
(r)
n , where 0 ≤ r ≤ n− 1, signed paths of order n and size n− 1 with r negative
edgeswhere the underlying graph is the path Pn. Note that P
(0)
n = +Pn and P(n−1)n = −Pn, inwhich all
edges are positive or negative, respectively. Similar notations are adopted for signed cycles C
(r)
n with r
negative edges for 0 ≤ r ≤ n.
Observing the fact that signed paths and indeed all signed trees do not contain any cycles, we have
from Theorem 2.3:
Corollary 4.1. A signed tree has the same eigenvalues as the underlying unsigned tree.
Inparticular, fromknownspectrawededuceeigenvalues thatwill beused later. (For the eigenvalues
see e.g. [18] for the path and positive cycle and for all cycles [15,13,16]. For the Laplacian eigenvalues
see [8].) To express the Laplacianmatrixwe employ squarematrices Jn;ij of order nwhose only nonzero
element is 1 in position (i, j).
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Lemma 4.2. The signed paths P
(r)
n , where 0 ≤ r ≤ n − 1, have average degree 2 − 2n . The eigenvalues
are:
λj = 2 cos π j
n + 1 for j = 1, 2, . . . , n.
The Laplacian matrix is L(P
(r)
n ) = 2In − (Jn;11 + Jn;nn) − A(P(r)n ). The Laplacian eigenvalues are:
λLj = 2
(
1 + cos π j
n
)
for j = 1, 2, . . . , n,
all of which are positive except that λLn = 0.
Proof. The eigenvalues are the same as the known eigenvalues of the unsigned path. The endpoints
of the path are v1 and vn. Thus, the degree matrix is 2I with 1 subtracted in the upper left and lower
right corners. That is, D(P
(r)
n ) = 2In − (Jn;11 + Jn;nn). The Laplacian matrix follows at once. 
Lemma 4.3. The eigenvalues λj of C
(r)
n for j = 1, 2, . . . , n and 0 ≤ r ≤ n are given by
λj = 2 cos (2j − [r])π
n
,
for j = 1, 2, . . . , n. The Laplacian matrix is L(C(r)n ) = 2In − A(C(r)n ). The Laplacian eigenvalues are:
λLj = 2
(
1 − cos (2j − [r])π
n
)
,
for j = 1, 2, . . . , n, all of which are positive except that λLn = 0 when r is even.
4.2. Product signed grids and ladders
In light of Theorem 3.4, a signed (planar) grid P
(r1)
m × P(r2)n is balanced. This graph has nr1 + mr2
negative edges. Note that not all signatures of a grid Pm × Pn are balanced, but all signatures arising
from Cartesian products are. We refer to these signed graphs as product signed graphs to emphasize
that they do not have arbitrary signs.
Corollary 4.4. A signed grid graph that is a Cartesian product of signed paths is balanced. The adjacency
matrix of a signed grid graph of the form P
(r1)
m × P(r2)n , where 0 ≤ r1 ≤ m − 1 and 0 ≤ r2 ≤ n − 1, is
A(P
(r1)
m ) ⊗ In + Im ⊗ A(P(r2)n ) and the Laplacian matrix is
4Imn −
(
A(P(r2)n ) + Jm;11 + Jm;mm
)
⊗ In − Im ⊗
(
A(P(r2)n ) + Jn;11 + Jn;nn
)
.
The eigenvalues are given by:
λij(P
(r1)
m × P(r2)n ) = 2
(
cos
π i
m + 1 + cos
π j
n + 1
)
for i = 1, 2, . . . ,m and j = 1, 2, . . . , n, and the energy is:
E(P(r1)m × P(r2)n ) = 2
m∑
i=1
n∑
j=1
∣∣∣ cos π i
m + 1 + cos
π j
n + 1
∣∣∣.
The Laplacian eigenvalues are given by:
λLij(P
(r1)
m × P(r2)n ) = 2
(
2 + cos π i
m
+ cos π j
n
)
.
Exactly one Laplacian eigenvalue is zero (that is λLmn); the others are positive. The Laplacian energy is given
by:
EL(P
(r1)
m × P(r2)n ) = 2
m∑
i=1
n∑
j=1
∣∣∣ cos π i
m
+ cos π j
n
− 1
m
− 1
n
∣∣∣.
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Proof. The adjacency matrix follows from Corollary 3.2 and the Laplacian follows from Theorem 3.7
and Lemma 4.2.
The eigenvalues follow from Corollary 3.2 and Lemma 4.2. (Note that by Theorem 2.3 P
(r1)
m × P(r2)n
has the same eigenvalues as the unsigned grid.)
The energy follows immediately from the definition.
We now look at the Laplacian eigenvalues and Laplacian energy. By Theorem 3.7 the Laplacian
eigenvalues are obtained by adding the Laplacian eigenvalues of P
(r1)
m and those of P
(r2)
2 . Corollary 3.8
gives the Laplacian energy.
Noting the fact that the average degree is 4 − 2
m
− 2
n
(from Theorem 3.6 and Lemma 4.2), the
Laplacian energy follows from Corollary 3.8. 
The case n = 2 is that of a signed ladder. Here there is a slight simplification: the eigenvalues
2 cos
π j
n+1 are ±1.
4.3. Product signed cylindrical and toroidal grids
In light of Theorem 3.4, the following signed graphs are unbalanced:
1. A signed cylindrical grid graph C
(r1)
m × P(r2)n when r1 is odd, 0 ≤ r1 ≤ m and 0 ≤ r2 ≤ n− 1. If
r1 is even, the cylindrical grid is balanced.
2. A signed toroidal grid graphC
(r1)
m ×C(r2)n when r1, r2 or both areodd, 0 ≤ r1 ≤ m and0 ≤ r2 ≤ n.
If r1 and r2 are both even, the toroidal grid is balanced.
A signed cylindrical grid that is the product of a signed cycle and a signed path is balanced or
unbalanced depending on the parity of the number of negative edges in the signed cycle.
Corollary 4.5. A signed cylindrical grid of the form C
(r1)
m × P(r2)n , where 0 ≤ r1 ≤ m and 0 ≤ r2 ≤ n−1,
has the adjacency matrix A(C
(r1)
m ) ⊗ In + Im ⊗ A(P(r2)n ). The Laplacian matrix is
4Imn − Im ⊗ (Jn;11 + Jn;nn) − A(C(r1)m ) ⊗ In − Im ⊗ A(P(r2)n ).
Proof. The adjacency matrix follows from Corollary 3.2. The Laplacian follows from Theorem 3.7 and
Lemma 4.2. 
Corollary 4.6. A signed cylindrical grid of the form C
(r1)
m × P(r2)n where 0 ≤ r1 ≤ m and 0 ≤ r2 ≤ n− 1
has the eigenvalues:
λij = 2
(
cos
(2i − [r1])π
m
+ cos 2jπ
n + 1
)
,
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. The energy is
E(C(r1)m × P(r2)n ) = 2
m∑
i=1
n∑
j=1
∣∣∣ cos (2i − [r1])π
m
+ cos 2jπ
n + 1
∣∣∣.
The Laplacian eigenvalues are given by:
λLij = 2
(
2 − cos (2i − [r1])π
m
+ cos 2jπ
n
)
,
for 1 ≤ i ≤ m and 1 ≤ j ≤ n, of which all are positive, except for λLmn when r1 is even. The Laplacian
energy is
EL(C
(r1)
m × P(r2)n ) = 2
m∑
i=1
n∑
j=1
∣∣∣1 − 1
n
− cos (2i − [r1])π
m
+ cos 2jπ
n
∣∣∣.
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Proof. The proof is the same as that of Corollary 4.4 with slight changes. The average degree is 4 − 2
n
by Theorem 3.6 and Lemma 4.2. 
A signed toroidal grid that is the product of two signed cycles is balanced or unbalanced depending
on the numbers of negative edges in the constituent signed cycles.
Corollary 4.7. A signed toroidal grid of the form C
(r1)
m × C(r2)n , where 0 ≤ r1 ≤ m and 0 ≤ r2 ≤ n, has
the adjacency matrix A(C
(r1)
m ) ⊗ In + Im ⊗ A(C(r2)n ) and the Laplacian matrix 4Imn − A(C(r1)m ) ⊗ In −
Im ⊗ A(C(r2)n ).
Proof. The adjacency matrix follows from Corollary 3.2. The Laplacian follows from Theorem 3.7. 
Corollary 4.8. A signed toroidal grid of the form C
(r1)
m × C(r2)n where 0 ≤ r1 ≤ m and 0 ≤ r2 ≤ n has
the eigenvalues:
λij = 2
(
cos
(2i − [r1])π
m
+ cos (2j − [r2])π
n
)
,
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. The Laplacian eigenvalues are:
λLij = 4 − 2
(
cos
(2i − [r1])π
m
+ cos (2j − [r2])π
n
)
,
for 1 ≤ i ≤ m and 1 ≤ j ≤ n. The Laplacian eigenvalues are positive, except that λLmn = 0 when r1 and
r2 are both even.
The energy and the Laplacian energy are both equal to
2
m∑
i=1
n∑
j=1
∣∣∣ cos (2i − [r1])π
m
+ cos (2j − [r2])π
n
∣∣∣.
Proof. The eigenvalues follow from Corollary 3.2. Then the Laplacian eigenvalues and energy follow
from Lemma 2.4. 
4.4. Line graphs of product signed grids
The line graphs of product signed grids can be treated by means of Theorem 3.11. That theorem
does not give the Laplacian eigenvalues, so our results are limited, except for toroidal grids, which are
regular and so are covered by Theorem 3.12.
Corollary 4.9. The line graph Λ(P
(r1)
m × P(r2)n ) of a signed grid graph that is a Cartesian product of signed
paths of lengths m, n  2 has the eigenvalues:
λij = 2 − 2
(
cos
π i
m
+ cos π j
n
)
for i = 1, 2, . . . ,m and j = 1, 2, . . . , n, of which all are < 2 except that λmn = 2, and also 2 with
additional multiplicity (m − 1)(n − 1) − 1. The energy is:
E(Λ(P(r1)m × P(r2)n )) = 2
m∑
i=1
n∑
j=1
∣∣∣− 1 + cos π i
m
+ cos π j
n
∣∣∣+ 2(m − 1)(n − 1) − 2.
Proof. This is a corollary of Theorem 3.11 and either Lemma 4.2 or Corollary 4.4. 
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Corollary 4.10. The line graph Λ(C
(r1)
m × P(r2)n ) of a signed cylindrical grid where n  2, 0 ≤ r1 ≤ m
and 0 ≤ r2 ≤ n − 1 has the eigenvalues:
λij = 2
(
cos
(2i − [r1])π
m
− cos 2jπ
n
− 1
)
,
of which all are < 2 except that λmn = 2 when r1 is even, and also the eigenvalue 2 with additional
multiplicity m(n − 1). The energy is
E
(
Λ
(
C(r1)m × P(r2)n
))
= 2
m∑
i=1
n∑
j=1
∣∣∣1 − cos (2i − [r1])π
m
+ cos 2jπ
n
∣∣∣+ 2m(n − 1).
Proof. This is another corollary of Theorem 3.11 and Lemma 4.2 or Corollary 4.4. 
As toroidal grids are 4-regular, the line graphs of their product signatures fall within the scope of
Theorem 3.12.
Corollary 4.11. The line graph Λ(C
(r1)
m × C(r2)n ) of a signed toroidal grid C(r1)m × C(r2)n where 0 ≤ r1 ≤ m
and 0 ≤ r2 ≤ n has eigenvalues
λij = 2
(
cos
(2i − [r1])π
m
+ cos (2j − [r2])π
n
− 1
)
,
all of which are< 2 except that λmn = 2 if r1 and r2 are even, as well as 2with additional multiplicity mn.
The Laplacian eigenvalues are
λLij = 8 − 2
(
cos
(2i − [r1])π
m
+ cos (2j − [r2])π
n
)
,
all of which are> 4 except that λLmn = 4 if r1 and r2 are even, as well as 4with additional multiplicity mn.
The energy and the Laplacian energy are both equal to
4mn + 2
m∑
i=1
n∑
j=1
∣∣∣ cos (2i − [r1])π
m
+ cos (2j − [r2])π
n
− 1
∣∣∣.
Proof. In this exampleof Theorem3.12,k1 = k2 = 2sok = 4. Theproduct graphΣ = C(r1)m ×C(r2)n has
mn vertices and 1
2
kmn = 2mn edges. The eigenvalues of the line graph Λ = Λ(Σ) are obtained from
Theorem 3.12 and Corollary 4.8. The energies and Laplacian eigenvalues follow from Theorem 3.12. 
4.5. Line graphs of homogeneously signed graphs
All-positive and all-negative signatures are interesting as they represent the “signed” and “signless”
Laplacian matrices of ordinary graphs. Recall that the Laplacian is L(+G) and the “signless” Laplacian
is L(−G), so that the Laplacian eigenvalues ofG are the same as those of+G, i.e., λLi (G) = λLi (+G), and
the “signless” Laplacian eigenvalues are λLi (−G). Also recall that c(G) is the number of components of
G and cb(G) is the number of bipartite components of G. Note that, since L(+G) = D(G) − A(G) and
L(−G) = D(G)+A(G), the twoLaplacianmatrices are relatedby the identity L(+G)+L(−G) = 2D(G).
Corollary 4.12. Let G be a graph of order n and size mwith Laplacian eigenvalues λL1(+G), λL2(+G), . . . ,
λLn(+G), of which λL1(+G), . . . , λLn−c(G)(+G) > 0 and λLn−c(G)+1(+G), . . . , λLn(+G) = 0.
The eigenvalues of the line signed graph Λ(+G) of G with all positive signs are 2 − λL1(+G), . . . , 2 −
λLn−c(G)(+G) < 2 and eigenvalue 2 with multiplicity m − n + c(G). Its energy is
E(Λ(+G)) =
n−c(G)∑
i=1
|λLi (+G) − 2| + 2(m − n + c(G)).
2448 K.A. Germina et al. / Linear Algebra and its Applications 435 (2011) 2432–2450
Proof. In Theorem 3.9, Σ = +G and b(Σ) = c(G). 
The line graph Λ(G) is equivalent to +Λ(G) but not in general to Λ(+G) because the latter is not
in general homogeneous. To find the eigenvalues ofΛ(G)wework through−Λ(−G), which isΛ(−G)
with all signs negated.
Corollary 4.13. Let G be a graph of order n and size m with underlying graph G and signless Laplacian
eigenvalues λL1(−G), λL2(−G), . . . , λLn(−G), of which λL1(−G), . . . , λLn−cb(G)(−G) > 0 and
λLn−cb(G)+1(−G), . . . , λLn(−G) = 0.
The eigenvalues of the line signed graph Λ(−G) are 2 − λL1(−G), . . . , 2 − λLn−cb(G)(−G) < 2 and
eigenvalue 2 with multiplicity m − n + cb(G). Its energy is
E(Λ(−G)) =
n−cb(G)∑
i=1
|λLi (−G) − 2| + 2(m − n + cb(G)).
The eigenvalues of the unsigned line graphΛ(G) are λL1(−G)− 2, . . . , λLn−cb(G)(−G)− 2 > −2 and
eigenvalue −2 with multiplicity m − n + cb(G). Its energy equals E(Λ(−G)), thus it is a function of the
signless Laplacian eigenvalues of G.
Proof. In Theorem 3.9, Σ = −G and b(Σ) = cb(G). Note that A(Λ(G)) = A(+Λ(G)) =−A(−Λ(G)) = −A(Λ(−G)), therefore the eigenvalues of Λ(G) are the negatives of those
of Λ(−G). 
4.6. Line graphs of homogeneously signed regular graphs
The line graphs of signed graphs whose underlying graphs are regular also fall under Theorem 3.12.
Corollary 4.14. Let G be a graph of order n and size mwhich is regular of degree k > 0. Let the eigenvalues
of G be λ1, . . . , λcb(G) = −k, −k < λcb(G)+1, . . . , λn−c(G) < k and λn−c(G)+1, . . . , λn = k.
The line signed graphΛ(+G) hasminimumeigenvalue−(2k−2)withmultiplicity cb(G), intermediate
eigenvalues −(2k − 2) < λcb(G)+1 − k + 2, . . . , λn−c(G) − k + 2 < 2 and largest eigenvalue 2 with
multiplicity m − n + c(G) (unless G is a forest).
Its Laplacian eigenvalues are 4k − 4 with multiplicity cb(G), intermediate eigenvalues 4k − 4 >
3k − 4 − λcb(G)+1, . . . , 3k − 4 − λn−c(G) > 2k − 4, and smallest eigenvalue 2k − 4 with multiplicity
m − n + c(G).
Its energy and Laplacian energy are:
E(Λ(+G)) = EL(Λ(+G)) =
n−c(G)∑
i=1
|λi − (k − 2)| + 2(m − n + c(G)).
Proof. In Theorem 3.10, Σ = +G, b(Σ) = c(G) and b(−Σ) = cb(G).
It is well known that the only case in whichm − n + c(G) = 0 is that in which G is a forest. 
Corollary 4.15. Let G be a graph of order n and size m with underlying graph G which is regular of
degree k > 0. Let the eigenvalues of G be λ1, . . . , λcb(G) = −k, −k < λcb(G)+1, . . . , λn−c(G) < k and
λn−c(G)+1, . . . , λn = k.
The line signedgraphΛ(−G) = −Λ(G)haseigenvalues−(2k−2)withmultiplicity c(G),−(2k−2) <
2 − k − λcb(G)+1, . . . , 2 − k − λn−c(G) < 2 and largest eigenvalue 2 with multiplicity m − n + cb(G).
Its Laplacian eigenvalues, which are also the signless Laplacian eigenvalues of Λ(G), are 4k − 4 with
multiplicity c(G), 4k−4 > 3k−4+λc(G)+1, . . . , 3k−4+λn−cb(G) > 2k−4, and smallest eigenvalue
2k − 4 with multiplicity m − n + cb(G). Its energy and Laplacian energy, which are also the signless
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Laplacian energy of Λ(G), are:
E(Λ(−G)) = EL(Λ(−G)) =
n−cb(G)∑
i=1
|λi + k − 2| + 2 (m − n + cb(G)) .
The eigenvalues of the unsigned line graph Λ(G) are the negatives of those of Λ(−G), i.e., 2k− 2with
multiplicity c(G), 2k − 2 > k − 2 + λcb(G)+1, . . . , 2k − 2 + λn−c(G) > −2 and smallest eigenvalue−2 with multiplicity m − n + cb(G). Its Laplacian eigenvalues are 0 with multiplicity c(G), 0 < k −
λc(G)+1, . . . , k − λn−cb(G) < 2k, and largest eigenvalue 2k with multiplicity m − n + cb(G). Its energy,
Laplacian energy and signless Laplacian energy equal the energy of Λ(−G).
Proof. In Theorem 3.10, Σ = −G, b(Σ) = cb(G) and b(−Σ) = c(G). By the identity A(−G) =−A(G),−G has the eigenvalues−λi. Also,Λ(G) has the same eigenvalues as+Λ(G) = −(−Λ(G)) =−Λ(−G), so that the eigenvalues of Λ(G) are the negatives of the eigenvalues of Λ(−G).
The Laplacian eigenvalues ofΛ(−G) satisfyλL(Λ(−G)) = 2k−2−λ(Λ(G))because L(Λ(−G)) =
(2k − 2)Im − A(Λ(−G)). These are the signless Laplacian eigenvalues of Λ(G).
The Laplacian eigenvalues of Λ(G) are the eigenvalues of L(−Λ(−G)) = (2k − 2)Im −
A(−Λ(−G)) = (2k− 2)Im + A(Λ(−G)). Thus, they have the form λL(Λ(G)) = 2k− 2+λ(Λ(−G)),
which is as stated in the corollary. 
Of particular interest are the homogeneous signatures of Kn. Recall that Kn has eigenvalues 0 with
multiplicity n − 1 and n − 1 with multiplicity 1.
Corollary 4.16. The line signed graph Λ(+Kn)with n  3 has eigenvalues 3− n with multiplicity n− 1
and 2 with multiplicity
(
n−1
2
)
.
Its Laplacian eigenvalues are 3n − 7 with multiplicity n − 1 and 2n − 6 with multiplicity
(
n−1
2
)
.
Its energy and Laplacian energy are:
E(Λ(+Kn)) = EL(Λ(+Kn)) = (n − 1)(2n − 5).
Proof. Set G = Kn in Corollary 4.14. Then k = n − 1,m =
(
n
2
)
, cb(Kn) = 0 and c(Kn) = 1. 
Corollary 4.17. Let n  3. The line signed graph Λ(−Kn) = −Λ(Kn) has eigenvalues −2(n − 2) with
multiplicity1,−(n−3)withmultiplicity n−1, and2withmultiplicity
(
n−1
2
)
−1. Its Laplacian eigenvalues,
which are also the signless Laplacian eigenvalues of Λ(Kn), are 4n − 8 with multiplicity 1, 3n − 7 with
multiplicity n − 1, and 2n − 6 with multiplicity
(
n−1
2
)
− 1. Its energy and Laplacian energy are:
E(Λ(−G)) = EL(Λ(−G)) = (n − 1)(2n − 5) + 2(n − 3).
The eigenvalues of the unsigned line graph Λ(Kn) are the negatives of those of Λ(−Kn), i.e., 2(n − 2)
with multiplicity 1, n − 3 with multiplicity n − 1, and −2 with multiplicity
(
n−1
2
)
− 1. Its Laplacian
eigenvalues are 2 with multiplicity 1, n + 1 with multiplicity n − 1, and 2n with multiplicity
(
n−1
2
)
− 1.
The energy, Laplacian energy, and signless Laplacian energy of Λ(Kn) equal the energy of Λ(−Kn).
Proof. Set G = Kn in Corollary 4.15. 
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