Abstract-This paper presents a new Model of Computation (MoC) for real-time tasks used in control systems. This new model, named continuous stream task model, relaxes some of the constraints imposed by the traditional hard and soft real-time task models. A key advantage of the model is the possibility to easily analyse the probabilistic evolution of the delays. This leads to an easy formalisation of necessary and sufficient conditions for the stochastic stability of the closed loop system producing considerable savings in the amount of CPU bandwidth required to stabilise the system. This fact is confirmed by an extensive set of simulations.
I. INTRODUCTION
A new generation of sensors such as video cameras, RADARS, laser rangers (LIDARS) have become increasingly popular in many real-time control applications. A distinctive features of these sensors is that the computation activities required to extract the relevant information are heavily dependent on the input data set. Thereby, computation and communication requirements are subject to important fluctuations. As an example in Figure 1 , we show the experimental cumulative distribution function (CDF) for the computation time of the different activations (jobs) of task implementing a visual lane recognition, which is used in an autonomous driving application. As evident from the picture, most of the time the computation of a job requires less than 200ms, but, occasionally, it can reach 500ms. An additional requirement is to share the processor with other applications to minimise the costs and simplify system engineering.
This variability notwithstanding, control applications using the data have to be highly reliable in terms of performance. The traditional way this is achieved is by the combination of a time-triggered model of computation [16] (which defines predictable temporal interfaces) with hard real-time scheduling theory (which ensures that such interfaces can be honoured). This approach is efficient and sustainable only if the computation time of the task does not change much. For the class of control applications considered here (which use sensors requiring a variable computation time), a worst case design determines a situation where computing resources are underutilised for most of the time.
If the time-triggered approach is dropped, designers have to accept the idea that the execution of the control algorithm will not have a regular timing. Many authors have investigated on how to make the design robust against an irregular timing behaviour of the implementation, focusing on such effects as packet dropout [22] , [18] , jitter in computation [20] , [17] and time varying delays [13] . Other authors have sought suitable ways to modify the scheduling behaviour in overload conditions. More recently, the onset of a new class of control algorithms, event-triggered [24] , [28] or self-triggered [21] , [26] , [27] dismisses the very idea of periodic sampling and advocates the execution of the control action only when necessary.
We take a different avenue: the control algorithm is designed in a classical way, and the variability of computation time is dealt by an appropriate scheduling policy. More closely related to our idea is the work of Marti et al. [5] , who propose to re-modulate the task periods in response to an overload condition. In the same direction goes the work of Lemmon et al. [7] and of Fontanelli et al. [10] , [11] , who develop a Markov Chain model to describe the possible activations of the control task that can be skipped without compromising stability. This Markovian model can be used to construct a jump linear system [19] describing the closed loop dynamics, which in its turn can be used to show stability or other control theoretical properties. One potential drawback of this approach is the complexity of the model, which requires sophisticated analysis technique leading to overly conservative results.
A simpler alternative is to recover the classic idea of time-triggered approaches with a simple variant: if a task does not meet its deadline its execution is simply cancelled. This approach is very simple to analyse [12] , but it grossly restricts the possibilities in the timing behaviour of the task, whereas most control schemes are known to be tolerant to limited delays and jitter [6] .
In this paper, we show how to combine the flexibility in accepting a variety of possible timing behaviours [10] with the simplification in the system analysis typical of a simple cancellation policy [12] . To achieve this ambitious goal we combine a new model of computation, named continuous stream, and a predictable scheduling policy. The continuous stream model of computation is time-triggered but in a flexible way (there is not a fixed point in time where I/O operations have to be performed, but a discrete number of possible of points). What is more, the activation of a job is not triggered by an absolute time, but by the completion of the previous one. This way, the delay introduced by a job is independent by the delays experienced in the previous ones. The use of a scheduler supporting the temporal isolation property [1] , [25] , makes the temporal behaviour of the task independent also from that of the other tasks sharing the processor. The combination of these techniques simplifies the computation of the distribution of the delays introduced by the execution of the task and, consequently, control design, enabling the use of a necessary and sufficient condition for control stability (while other task models only allows to use sufficient conditions). As a consequence, the amount of CPU time needed to control a system in a stable way is greatly decreased, as shown in Sections V and VI. In some sense, we could regard our approach as a event-triggered, but the considered events are "internal" to the system, whereas other approaches [24] , [28] consider events generated by the plant and detected by specialised hardware. While in both cases the final goal is a reduction of the computation time required to control the system, the way this goal is pursued is rather different. Indeed, event-triggered approaches reduce the average number of task activations while the continuous stream model simplifies the analysis to enable the use of effective stability tests.
II. MODELS OF COMPUTATION (MOC) FOR REAL-TIME

CONTROL
In this paper we will assume that a controller is implemented by a computation task (denoted by τ ) consisting of a stream of jobs denoted as J j (with j ∈ N). Each job: 1) is activated at time a j , 2) starts at time s j and 3) finishes at time f j after executing for a computation time c j . If the job executes on a dedicated CPU, we have f j = s j + c j and s j = max {f j−1 , a j }, meaning that the job J j can start if it has been activated and if job J j−1 finished. We define response time the interval between activation time a j and finishing time f j : R j = f j − a j . The objective of Job J j is to produce a control action u j to be applied to the actuators based on the sample y j collected from the plant (and on its past history). The sample y j is collected at time h j and the output u j is released at time d j .   000  000  111  111 00  00  11  11  000  000  111  111  00  00  11  11 00  00  11  11   000  000 000  111  111 111  000  000 000  111  111 111  00  00 00  11  11 11  00  00 00  11  11 11  00  00 00  11  11 The Model of Computation (MoC) of a task (also referred as task model) consists of a set of rules to decide: 1) when a job is activated (the time instant a j ), 2) when it samples the input (the time instant h j ), 3) when it releases the output (the time instant d j ).
The choice of a MoC for real-time control is a very important problem that stays at the confluence between two distinct and equally important design issues: 1) ensuring a predictable temporal behaviour, 2) achieving maximal efficiency in exploiting the available resources.
In the following discussion we will quickly review some of the most important MoCs presented in the literature presenting their practical and theoretical motivations, and then we will introduce the continuous stream model advocated in this paper.
A. Time-triggered
The time-triggered model of computation has a very established position in the research community and enjoys a good reputation amongst industrial practitioners. The paradigm was first introduced by Herman Kopetz and coworkers [15] and has received a constant attention throughout the last decades.
The model consists of the following rules: 1) the controller is activated periodically (a j = jT ), where T is the period, 2) sensing and actuation take place at specific points in time, which we will call interaction points. A very natural choice is to set h j = a j (forcing sensing at the activation of each job) and actuation after a fixed interval (d j = a j + D). An example execution is shown in Figure 2 , where large dots denote sensing operations and arrows pointing down denote actuation release.
This MoC virtually nullifies input and output jitter and it can be implemented using appropriate hardware interfaces. The evident advantage is a temporal behaviour that is perfectly compliant with the assumptions of classic digital control: periodic sampling and a fixed delay.
Choosing the points where inputs are acquired and output are released amounts to the definition of a "temporal interface" for the task implementing the controller. Such an interface can be honoured insofar as each job terminates within a relative deadline, which is set equal to the desired delay.
Job cancellation: If the response time of the job occasionally exceeds the relative deadline, one can in principle solve the problem by simply cancelling the job and holding the "past" value at the actuator. An example of this is shown in the bottom part of Figure 2 .
This approach is very easy to implement on top of a standard real-time operating system: a watch-dog timer for the job cancellation is all the developer needs. In addition, the temporal evolution of the task is easy to model because there is no "carry-on" execution between adjacent jobs. The probability of meeting the deadline only depends on the response time of a specific job. If such a probability can be computed, it is easy to account for in control design by using the standard techniques [29] , [12] . On the other hand if the job cancellation is too frequent, the system easily becomes impossible to stabilise.
B. Time-triggered Soft Real-Time
The time-triggered MoC was developed to ensure a fixed delay and a perfectly periodic sampling and it best fits a deterministic design approach. The job cancellation policy described above extends the applicability of the paradigm, but in some cases of interest it can be too strong an option. Indeed, if the actuation data can be delivered with a small delay beyond its deadline, this can be preferable to cancelling the job (and the delivery) outright. What is more, if a job starts with some delay, it could in principle be convenient to sample the input when it starts (at time s j ), rather than when the job is activated (time a j ).
These common sense considerations clash with a fundamental problem: designing a feedback controller with arbitrary delays and input jitter is difficult and, at best, leads to conservative choices (the controller has to be robust against a wide variability of the operating conditions with little or no a-priori knowledge). A possible strategy to cope with these issues is to revisit the idea of time triggered approach restricting the possible points in time where sensing and actuation takes place to a limited set of "interaction points", which can be chosen as integer multiple of a minimum "time granularity" P .
This can be done by the following rules (see [11] for more details): 1) jobs are activated periodically with a period T (a j = jT ); 2) if a job J j finishes before its next activation (i.e. f j < a j + T ), the release of the output u j is deferred to the end of the period (i.e. d j = a j + T is forced); 3) If a job J j finishes after its next activation but before a maximum delay D (max) (a j+1 < f j < a j + D (max) , the release of the output u j takes place at the next interaction point: d j = fj P P ; 4) If a job J j experiences a delay response time greater than a threshold D (max) , it is cancelled and a new job J j+1 is activated; 5) The output y j is sampled at the same time the control u j−1 is released (at instant h j = d j−1 ). The approach is exemplified in Figure 3 . In Soft Real−−Time Time−−Triggered 6P 0 P 2 P 3 P 4 P 5 P 7 P Figure 3 . Soft real-time time-triggered model of computation: an example the example, the task period is assumed equal to 3P . Job J j takes its input at time 0 and delivers its output at time 4P (beyond the activation of job J j+1 ). Job J j+1 , which is activated at time 3P , can start and sample its input data at time 4P . After a short execution time, J i+1 delivers its output at time 6P . Job J j+2 has to wait for its periodic activation (6P ) to get started and sample its input.
The philosophy of this model is to operate exactly as the classic time-triggered model in nominal conditions (response time R j smaller than a deadline equal to the period T for all j). On the other hand, when the nominal conditions are violated (a job breaching the deadline), the limited number of interaction points and the maximum delay reduces the possible closed loop evolutions to a finite and generally small number.
This model is more flexible in managing delays than the time-triggered model with job cancellation (it tolerates delays and allows the system to operate with "fresh" input data). On the other hand, the model of the temporal evolution has memory: the response time experienced by a job is affected by the lateness introduced by the previous one and so are the delays introduced by the control computation. As a consequence, the study of the closed loop system requires dealing with two interacting dynamical system: one given by the controlled system and the other one given by the evolution of the delays.
C. Continuous stream MoC
The continuous stream MoC is an "extreme" evolution of the soft real-time model of computation described in Section II-B. The idea of periodic activation is relaxed: when a job finishes after its soft absolute deadline (equal to the job arrival time plus the nominal period T ), it immediately activates the following one (hence the name "continuous stream"). However, we retain the notion of "interaction" points given by the integer multiples of a constant P . If, instead, a job finishes before its absolute deadline, then the next job is activated a period T after the job activation. The model is described by the following rules: 1) each job is activated at maximum between the interaction right next the end of the previous job and the previous job' arrival time plus T , a j = max{fj−1,aj−1+T } P P (for the first activation we can set a 0 = 0), 2) the delivery of a job's result takes place at the arrival time of the next job, 3) the input for a job is collected at the same time the result of the previous job is released: h j+1 = a j+1 . An example execution for the Continuous Stream MoC is reported in Figure 4 . In the example Job J j finished between 2P and 3P , its output is released at time 3P . At the same time the new input for job J j+1 is collected and the job is started. The same happens at time 5P for job J j+2 .
This model tries to combine the advantages of the two models described above: 1) it tolerates delays, 2) it is simple to analyse for the response time of a job does not depend on the behaviour of the previous jobs. Further, the absence of carry-on execution between adjacent jobs prevents an accumulation of delays. As discussed in the next section, this allows us to upper bound the maximum delay. Therefore, if the system is not overloaded we can avoid job cancellation.
The reader experienced in control can find potentially disturbing the complete dissipation of the periodic control model. In fact, we will see that the closed loop system is relatively easy to analyse nonetheless.
III. BRINGING THE CONTINUOUS STREAM MOC TO THE REAL-WORLD: IMPLEMENTATION AND SCHEDULING
A. Implementing Continuous Stream Tasks
The Continuous Stream model can be implemented without modifying the scheduling algorithm, since the only difference with the soft real-time time-triggered model is in the arrival time of the various jobs: in the time-triggered model, job arrivals are periodic, while in the Continuous Stream model a job arrival coincides with the sampling instant (which is the interaction point immediately after the maximum between the end of the previous job and the arrival of the previous job plus the nominal period T ). If the hardware sensors permit to associate a timestamp to the input data, the continuous behaviour can be implemented by sampling the input data until the timestamp is larger than or equal to max{t, a j + T }. Then, the arrival time of the next job can be set to be equal to the data timestamp.
For example, consider a vision-based control algorithm based on the input from a camera: the camera samples video frames at a fixed rate (imposed by the hardware -for example, 30 frames per second), and the sampled frames are stored by the driver in a ring buffer, associating a timestamp (corresponding to the sampling time) to each frame. Then, the control application can read the frames from the ring buffer (blocking itself only when the buffer is empty), for example by using the v4l2 API 1 . In order to implement the Continuous Stream model, when a job finishes, the application just has to read video frames until the timestamp is larger than or equal to the maximum between the current time and the last activation time plus the nominal period (notice that if the job finished within a period, some of these reads might be blocking, as in the traditional realtime periodic task model). When the correct frame is read, the next job's arrival time is set to be equal to the frame's timestamp, and a deadline is computed for this job.
B. Scheduling a Continuous Stream task through a Resource Reservation algorithm
Even if the implementation of the Continuous Stream MoC is neutral to the underlying scheduling mechanism, its key advantages emerge in their full strength only when the scheduler ensures a predictable temporal behaviour, expressed by a tractable mathematical model. In order to construct this model, we need to account for the scheduling interference introduced by the other tasks. This is an easy task if our scheduling scheme features the so called temporal isolation property (also known as temporal protection) [1] , [25] , meaning that some minimal temporal performance guarantees of a task are not affected by the other tasks running in the system.
If there is no temporal protection between tasks, the analysis becomes more difficult. Some kind of stochastic analysis for fixed priority schedulers already exists [8] , [14] , but it only works for periodic tasks and cannot be directly applied to the Continuous Stream model. Some work for adapting that kind of analysis to continuous stream tasks scheduled through fixed priority is currently in progress. In this paper, we will restrict our analysis to scheduling algorithms, such as the resource reservations, featuring the temporal isolation property. Resource Reservations [25] is an abstraction often used to provide temporal isolation. This property is obtained by reserving a resource (the CPU, in this case) to a task τ for an amount of time Q s (called maximum budget) in every reservation period T s . Focusing on the CPU resource, many different CPU scheduling algorithms can be used to implement CPU reservations; the particular algorithm used in this paper is the Constant Bandwidth Server (CBS) [1] , which is based on properly assigning dynamic scheduling deadlines to the tasks (and then selecting the task having the earliest scheduling deadline, according to the Earliest Deadline First -EDF -algorithm). The scheduling deadlines d s are managed according to the following CBS rules:
• Each task is scheduled by a CBS (Q s
• When a new job J j arrives (at time a j ), the CBS checks whether τ can be scheduled using its current scheduling deadline d s . If not, a new deadline d s = a j + T s is generated, and the current budget is recharged to q s = Q s . Notice that when the first job a 0 of task τ arrives, a new scheduling deadline d s = a 0 + T s is always generated (and q s is always set to Q s );
• When task τ executes, q s is decreased. When q s = 0, τ consumed Q s time units and its budget is depleted). In this situation, the current budget needs to be recharged to q s = Q s and the scheduling deadline needs to be postponed by
. This can be done immediately as soon as q s arrives to 0 (traditional CBS behaviour [1] ), or later, at time d s (hard enforcement rule [3] ). In this second case, the task is not schedulable until time d s (end of the current reservation period).
As a consequence of these rules, each task is reserved an amount of computation time Q s in each server period T s regardless of the behaviour of the other tasks, enforcing temporal isolation.
Note that the scheduling deadline d s has, in general, nothing to do with the deadline d j of the jobs: it is simply instrumental to a correct implementation of the resource reservation paradigm. For a full description of the algorithm and of its properties the reader is referred to [1] .
If the percentages of reserved CPU time do not sum to more than 100% ( Q s i /T s i ≤ 1), then some important properties of the CBS have been proved: if the traditional (non-hard) CBS behaviour is used, then no scheduling deadline is missed: ∀t, t ≤ d s [1] ; if the hard enforcement rule is used, then
see [3] for a proof. Some previous work [2] , [23] shows how to assign the scheduling parameters (Q s , T s ) in order to control the probability to miss a deadline for task τ when a periodic task model is used, or when the probability distribution of the inter-arrival times is known. When the Continuous Stream model is used, the previous analysis can be greatly simplified. The intuitive reason is that when a deadline is absolute, the guarantee requires knowing the delay with which the job started. On the contrary in the case of Continuous Stream, we need to guarantee a relative deadline (i.e., the time between the start of the job and its termination). Since J j always starts after previous jobs have been completed, its finishing time does not depend on the previous jobs (but only depends on its own execution time) and the analysis can "forget" the past history. This is shown in the following theorem:
Theorem 1: If a task τ is scheduled by a hard CBS (Q s , T s ) with T s = P , each job J j of the task is guaranteed to finish before time δ j , with
Proof: It has been shown [2] that if task τ is scheduled by a CBS (Q s , T s ), then the value of the scheduling deadline when job J j finishes is
where v j (the task's backlog) is the amount of execution time to be served immediately after the arrival of J j . By applying Equation 1 for t = f j , it is possible to show that
so job J j is guaranteed to finish before δ j . The backlog v j can be computed as [2] ). Since the Continuous Stream model is used, the arrival time a j of job J j is
Since T is multiple of P , a j is mutiple of P too, hence if P = T s then δ j is a multiple of P (δ j = kP ) and Equation 4 becomes (k − 1)P ≤ f j ≤ kP . As a result,
Applying this result to Equation 6 , it is possible to obtain
As a result,
Because of this result, Equation 5 becomes:
which is simply v j = c j . As a result, job J j is guaranteed to finish before
IV. THE CONTROL PROBLEM
We want to control a set of linear systems. For each of them, assumed strictly proper, the dynamics is described by:
We assume that the system is sampled at each interface point (with period P ), and that the server period T s is set equal to P
where the matrices A, B, C have the well known expression given by a linear system sampled with a fixed period [4] . The system is controlled by a task implementing a linear controller:
where j is the index of the j th job. The controller is designed supposing that: a) the continuous system (8) is sampled with a fixed nominal period T = N T s ; b) the output of the control task is released with a delay of one period T after the fetch of the output y j . The latter hypothesis, called hereinafter unitary delay assumption, is usually adopted to reduce the occurrence of the jitter phenomena in the nominal case. However, because of the computation time and of the presence of other tasks, the output may be further deferred after the relative deadline. In this case, the control task incurs an additional delay. Defining D j = Rj T s , the additional delay is given by Δ j = D j − N server periods. A maximum delay of N r server periods is tolerated. Hence, the integer delay D j can change for each job and assumes values in the set D = {N, . . . , N r }. In particular, recalling the result of Theorem 1 in Equation (2) which expresses the finishing time δ j of the j th job, the number of server periods defining the delay D j are given by
1) Plant Model: The integer variable D j represents the number of server periods during which the control value u j−1 is held constant. In ideal working conditions, where the control task has no delay, the control value is held constant for a whole control period due to the unitary delay assumption, hence D j = N . If, instead, the j th job incurs a delay, then u j−1 is held constant for a total of D j > N server periods. According to this definition, we can write the controlled system dynamics in a job-based fashion instead of a time-based one as in (9):
Here we are assuming that the output of the system y j is sampled on a job basis. In case of maximum delay (D j = N r ), if the input u j−1 is available just at the relative deadline, then both the dynamics of the system (12) and of the controller (10) do not change. If, instead, the delay would be greater then N r , a job cancellation event takes place (called drop), forcing the computation to stop. The cancellation event can be managed either holding the previous control value (drop and hold), or zeroing it (drop and zero). In both cases we consider the controller state z j to be held (z j = z j−1 ). Therefore, in the drop case, the dynamics of the controller (10) has to be modified. The dynamics (12) is still unchanged.
2) Closed Loop Model: In order to properly describe the unitary delay assumption and the drop events, we introduce the state variable ξ j and re-write the controller dynamics (10) as follows:
Regular dynamics:
Drop and hold:
Drop and zero:
The closed loop dynamics is then concisely written as
where
can be easily derived recalling that u j−1 in (12) is replaced by ξ j , thus leading to:
where B φ(j) = Dj −1 t=0 A Dj −t−1 B in all cases. The piecewise constant function φ : Z ≥0 → D ∪{N r +1} rules the switchings among the different subsystems according to the delay evolution (11) and the drop policy. Indeed, we have N r − N + 1 possible values of D j for the case of "regular" evolution (no drop event reported in (14) , i.e. φ(j) = N, . . . , N r ). Additionally, we have to account for 1 more dynamic (given in (15) or (16)) stemming from a drop event (i.e. φ(j) = N r + 1).
To summarise, the variable computation time c j of the control task τ and the constant scheduling budget Q s , induce different delays experienced by the j th activation of the feedback loop. The evolution of the delay makes the closed loop system to switch between different dynamics (it actually determines the value of φ(j)). From the control perspective, the QoS offered by the platform should be sufficient to sustain the QoC specification. The QoC metric considered in this paper is the Second Moment Stability (SMS), reported in the following definition.
Definition 1: SMS (Corallary 2.7 in [9] ): Suppose that {σ k } is a finite state i.i.d. form process with probability distribution {μ 1 , μ 2 , . . . , μ n }, then (13) is exponentially second moment stable if and only if the matrix
is Schur stable, where A [ 
2] i
A ⊗ A and ⊗ represents the Kronecker product.
QoC and bandwidth consumption are in evident tradeoff. Indeed, if the bandwidth devoted to the control task τ is greater than the worst case utilisation, all jobs complete within their deadline [1] , and the controlled system always evolves with its nominal dynamics A N (D j = N ), where the QoC specifications are respected by design. Conversely, if the bandwidth granted to τ is far less than the worst case, the jobs are often dropped and the system ends up executing with its open loop dynamics A o = A Nr+1 (D j > N r ) most of the times (actually invalidating the presence of a controller). Therefore, the derivation of the scheduling budget Q s has to strike an acceptable trade-off between QoS and QoC, which in turn requires a criterion that maps the QoC requirements (SMS) onto a required QoS (Q s ).
V. STOCHASTIC ANALYSIS
The choice a constant budget Q s induces a probability on the job delay D j . In particular, assuming that the process generating the computation time is stationary, it is possible to define the probabilities μ i , with i = N, . . . , N r of executing in i server periods and the probability μ o = 1 − Nr i=N μ i of dropping the computations, i.e., of canceling the job and hence going in open loop. The dynamics of the variance P ∈ R nc×nc of the state ζ for the (j + 1) th job is then given by
(17) Since the QoC metric considered in this paper is the SMS, it will be guaranteed if and only if P j in (17) tends towards 0 for j → +∞. Indeed, using the Kronecker product properties we can rewrite the dynamics (17) as
where vec(·) is the linear operator producing a vector by stacking the column of a matrix. This is a discrete-time linear time-invariant system in the state vec(P j ) ∈ R n 2 c . Hence, according to Definition 1, P j → 0 for j → +∞ if and only if
where with λ k (M ) we mean the k th eigenvalue of M .
A. An algorithmic estimate of the probabilities
The computation of the probabilities μ i involves the derivation of the Cumulative Distribution Function (cdf) of c j as a function of the scheduling budget Q s by means of (11). In particular:
where f (c) is the Probability Density Function (pdf) of the computing power requests. It has to be noted that for any given Q s , the set of probabilities μ i is readily available using (20) and, hence, ensuring SMS for the given Q s simply amounts to verify the necessary and sufficient criterium (19) .
For a practical standpoint, defining Q s and Q s the maximum and minimum available bandwidth respectively, it is possible to check the validity of (19) 
VI. SIMULATION RESULTS
The proposed approach has been tested on 60 randomly synthesised controllable and observable, open-loop unstable, continuous linear systems with a number of states ranging from 2 to 5. The controller for each system has been automatically derived using the Linear Quadratic Gaussian (LQG) systematic design procedure, while the sampling time of the systems has been set to 10 ms. The number of server periods in the nominal system sampling period was chosen to 4, i.e., T s = 2.5 ms. The maximum number of delays have been fixed to N r = 4.
For the computation time of the control task, we considered three different distributions: a uniform distribution (UD), an exponential distribution (ED) and a beta distribution (BD). The UD and BD are defined in the range [2.5, 12.5] ms, i.e., the task is not hard real time schedulable, while the ED is truncated (and re-normalised) in the same range. The mean value was 7.5 ms (standard deviation 2.89 ms) for the UD 5.57 ms (standard deviation 1.69 ms) for the BD and 5.69 ms (standard deviation 2.52 ms) for the ED. We draw a comparison between our approach, called Continuous Stream (CS) and the other techniques introduced in Section II: the time-triggered with job cancellations, dubbed TT-MaxB in the figures, representing the time triggered approach with full bandwidth (100% of the CPU utilisation) and the time-triggered with soft Real-Time [10] , [11] , named TT-SoRT in the figures. For completeness, we also proposed the approach presented in [12] , in which the time triggered approach obeys the stability criterium of (19) (TT).
The mean delay values are reported in Table I . From the distribution of the delays it can be noticed that the timetriggered approaches (TT-MaxB and TT) do not allow any delay, hence the mean values of the delays is obviously null. However, since the TT was not able to find a solution in the case of UD for any considered system, the mean delay as well as the probability of dropping the computation is not applicable. Of course, opening to delays decreases the probability of dropping (TT-SoRT and CS). For the approaches relying on the SMS QoC metric, the probability of canceling the job weakly depends from the assumed pdf, while a strong dependence come into place for TT-MaxB which relies on a constant maximum bandwidth. Trivially, the SMS-based metric allows a lower bandwidth allocation, as clearly depicted in Fig. 5 , which reports the cdf of the allotted budget in the different situations. The mean allotted budget is also reported in Table II for the different pdfs. Two main conclusions can be drawn from the reported simulation results. First, the pdf clearly plays a major role in facilitating the budget allocation, the BD being the most favourable and the UD the most challenging due to its higher probability of finishing within one period T . Indeed, the time-triggered TT does not produce any result for the UD. Secondly, the proposed CS represents a clear winner for the budget allocation, savings constantly a 40% with respect to the time-triggered soft real-time approach TT-SoRT. This feature is mainly due to the differences of the criteria adopted to verify the SMS, i.e., the chosen QoC metric. Indeed, in this paper the criterium stated in Definition 1 and adopted in (19) is necessary and sufficient for SMS, while in [11] an only sufficient criterium has been adopted, a choice dictated by the presence of the back-log in TT-SoRT. Another major consequence related to the criterium here adopted is related to the probability of finding a budget allocation that ensures SMS, as reported in Table III . Remarkably, the CS approach here proposed always finds a solution, irrespective of the chosen pdf. From the QoC perspective, the effect of minimizing the bandwidth generates a lower level of performance. However, the QoC metric adopted in this paper (stability) is still granted. As a qualitative comparison, Fig. 6 reports the absolute error of the output of the system driven by a piecewise continuous unitary reference signal with a period of 14 s and duty cycle of 50%. The results are reported for each considered pdf and each proposed approach and plotted in logarithmic scale to better identifying the differences among the signals. It is evident how the output remains close to the nominal one, i.e., the output generated by the controlled system when the controller generates the control without any delay or job cancellation, which is also reported for reference in the figure. Notice that, according to Table II , the TT approach is not reported in the case of UD.
VII. CONCLUSIONS
This paper showed how it is possible to decrease the amount of CPU time consumed by a real-time control task by modifying the task's model. In particular, a novel MoC (called continuous stream MoC) has been presented and analysed, showing that it allows to simplify the controller's design and to use less conservative constraints to impose the stability. Moreover, the continuous stream MoC enables the adoption of a necessary and sufficient criterium for stochas- tic stability. Simulative results (based on a large number of randomly-generated systems) have also been presented to confirm the theoretical results and to show the effectiveness of the presented approach. In addition, simulations empirically shows that, besides the targeted QoC metric, i.e., Second Moment Stability, the loss in performance is very limited compared to other more conservative approaches.
As a future work, we are planning to extend the analysis to models without temporal protection between tasks, following recent results on the stochastic analysis for fixed priority schedulers. Moreover, we are opening to other QoC metrics, such as minimizing the effect of input noises or including output performance.
