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Kapitel 1
Einleitung
Seit dem Einsatz der Computer f

ur die Verarbeitung von Daten besteht
ein stetig steigender Bedarf an Rechenleistung in nahezu allen Einsatzbe-
reichen. Diese Forderung nach immer mehr Rechenleistung wird jedoch
nur zum Teil durch die sich st

andig verbessernden von-Neumann Pro-
zessoren erf

ullt. Verschiedene Anwendungen aus unterschiedlichen Be-
reichen, wie z.B. der Bildverarbeitung, der Prozesssteuerung oder der
Simulationen, erfordern die Verarbeitung der Daten in Echtzeit bzw. in
einer vorgegebenen Zeit, die von den von-Neumann Prozessoren nicht
garantiert oder erreicht werden kann. Um diese Anwendungen unter
den gegebenen Randbedingungen verarbeiten zu k

onnen werden spezi-
sche L

osungen realisiert. Zu diesem L

osungen z

ahlen Spezialprozesso-
ren(DSPs), anwendungsspezische Prozessoren(ASICs), aber auch Par-
allelrechner und Netzwerk-Cluster.
Eine weitere Alternative zu den oben genannten L

osungen ist der
Einsatz von programmierbaren Logikbausteinen. Diese Logikbausteine
geh

oren zu der Gruppe der 'Field Programmable Logic Arrays' (FPGA)
und weisen eine starke

Ahnlichkeit zu ASIC Bausteinen auf. Aufgrund
der gleichen konzeptionellen Basis erreichen die FPGA-Bausteine

ahnli-
che Leistungssteigerungen wie vergleichbare ASICs, dennoch unterschei-
den sich die FPGA-Bausteine von den ASICs durch ihre Eigenschaft der
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Rekongurierbarkeit. Beide Bausteine k

onnen jede beliebige kombina-
torische oder arithmetische Funktion realisieren. W

ahrend jedoch beim
ASIC Baustein diese Funktionen einmal programmiert und nicht wieder
ver

andert werden kann, speichert der FPGA-Baustein die Funktionen
in einem 

uchtigen Speicher. Durch eine Ver

anderung dieses Speicherin-
halts k

onnen somit auch die Funktionen an die jeweilige Aufgabe dyna-
misch angepat werden.
Diese beiden Eigenschaften der FPGA-Bausteine { hohe Rechenlei-
stung und hohe Flexibilit

at { werden zur Verarbeitung von unterschied-
lichen rechenintensiven Anwendungen genutzt. Darauf basierende Syste-
me werden im allgemeinen als FPGA-Prozessoren bezeichnet und sind in
verschiedenen Ausf

uhrungen verf

ugbar. Am h

augsten eingesetzt wer-
den die FPGA-Prozessoren als PCI-Einsteckkarte, um in Form eines
Koprozessores spezische Anwendungen zu beschleunigen. Durch den
Einsatz von anwendungsspezischen Rechenwerken, die auf den FPGA-
Bausteinen ausgef

uhrt werden, sind Beschleunigungsfaktoren zwischen
10 und 1000 erreichbar. Anwendungsfelder in denen heutzutage FPGA-
Prozessoren Einsatz nden sind: die Bildbearbeitung/Bildverarbeitung,
die Kryptographie, die Mustererkennung, die Bioinformatik, der Prototy-
penbau, die Simulation komplexer physikalischer Vorg

ange (Astronomie,
Atomphysik), die Volumenvisualisierung, u. v. m.
Gegen

uber den anderen, zum Teil sehr speziellen L

osungen, verf

ugt
der FPGA-Prozessor

uber mehrere Vorteile. Zum einen Erm

oglicht der
Aufbau als PCI-Einsteckkarte eine einfache Integration des Koprozes-
sors in bestehende Rechnersysteme und in die Anwendungen. Zudem
wird durch die freie Programmierbarkeit der Bausteine eine parallele
Verarbeitung auf Ebene der Daten (SIMD), aber auch auf Ebene der
Operationen (MIMD) erreicht. Die weitere Eigenschaft der Reprogram-
mierbarkeit erm

oglicht es zus

atzlich den FPGA-Prozessor universell f

ur
die verschiedensten Anwendungen zu nutzen.
Abh

angig von der jeweiligen Anwendung werden einzelne Bereiche
der Datenverarbeitung zur Beschleunigung auf den FPGA-Prozessor aus-
gelagert. In der Regel handelt es sich dabei um sehr rechenintensive Pro-
grammteile, die in der Anzahl der zu verarbeitenden Daten, aber auch
in der Anzahl der auszuf

uhrenden Operationen stark variieren kann. Ge-
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messen an der Datenmenge und der Anzahl der auszuf

uhrenden Opera-
tionen werden die ausgelagerten Programmteile in drei Abstraktionsebe-
nen unterteilt, die nachfolgend aufgelistet sind:
Maschinenbefehlsebene: Bei der Maschinenbefehlsebene werden ein-
zelne Werte

ubergeben, die mit wenigen Operationen verarbeitet
werden. Ein Beispiel ist die Berechnung des gr

oten gemeinsamen
Teilers auf dem FPGA-Prozessor. Ausgelagerte Programmteile die-
ser Art erg

anzen dynamisch den Befehlssatz des Prozessors durch
anwenderspezische Befehle.
Funktionsebene: Programmteile, die zu der Funktionsebene z

ahlen,
berechnen vollst

andige rechenintensive Funktionen eines Programms
auf dem FPGA-Prozessor. Diese Programmteile sind gekennzeich-
net durch die Ausf

uhrung von mehreren Operationen, unabh

angig
von der Datenmenge. Dazu geh

oren z.B. NP-vollst

andige Berech-
nungen oder die Filterung von Bilddaten.
Programmebene: Kennzeichnend f

ur die Programmebene ist die Aus-
f

uhrung des gesamten Programmablaufs auf dem FPGA-Prozessor,
bei dem alle Daten verarbeitet werden. Ein Beispiel daf

ur ist der
Gensequenzvergleich gegen

uber einer Genomdatenbank.
F

ur die Realsisierung der Anwendungen kommen alle drei oben ge-
nannten Ebenen zum Einsatz. Aus Gr

unden der Eektivit

at und des
zu erreichenden Beschleunigungsfaktors basieren heutzutage die Anwen-
dungen meistens auf der Funktions- und der Programmebene.
1.1 Motivation
Die FPGA-Prozessoren verf

ugen

uber die Eigenschaft der dynamischen
Rekongurierbarkeit, die es erm

oglicht unterschiedliche Anwendungen
auf nur einer Einsteckkarte ausf

uhren zu k

onnen. Derzeit wird diese
Eigenschaft in den meisten F

allen nur dazu genutzt, um nachtr

agliche

Anderungen der Anwendung oder zus

atzliche Verbesserungen beim Pro-
grammablauf zu realisieren.
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In der Regel werden die FPGA-Prozessoren nur von einer oder von
wenigen Anwendungen zur Beschleunigung eingesetzt, da jede Anwen-
dung den FPGA-Prozessor vollst

andig und ausschlielich verwendet. Die-
se exklusive Nutzung entsteht durch die direkte Verwendung des Ger

ate-
Treibers der den Zugri auf den FPGA-Prozessor bereitstellt.
Aufgrund der steigenden Anzahl an allgemeinen Anwendungen, wie
z.B. Bildbearbeitung, Videokompression oder Kryptographie, die durch
den Einsatz eines FPGA-Prozessors beschleunigt ausgef

uhrt werden, ist
in Zukunft die exklusive Verwendung des FPGA-Prozessors durch eine
Anwendung inakzeptabel, da viele Anwendungen auf den FPGA-Prozes-
sor zugreifen. Zudem kann durch die Ausf

uhrung einer sehr rechenaufwe-
nigen Anwendung der FPGA-Prozessor f

ur Stunden oder Tage blockiert
werden.
Durch die Einf

uhrung eines Betriebssystems zur Steuerung des FPGA-
Prozessor wird eine allgemeine Nutzung aus verschiedenen Anwendun-
gen heraus erm

oglicht. Dieses Betriebssystem besteht aus verschiedenen
Programmen die den exklusiven Zugri auf die konkurrierenden Anwen-
dungen verteilt und somit die Verarbeitung der unterschiedlichen An-
wendungen auf dem FPGA-Prozessor erm

oglicht.
1.2 Stand der Technik
In der Vergangenheit haben sich mehrere Forschungsgruppen weltweit
mit der Fragesstellung eines Betriebssystems f

ur FPGA-Prozessoren und
dem Bau von FPGA-Bausteinen zur Unterst

utzung eines Betriebssy-
stems auseinandergesetzt. Exemplarisch werden hier die f

ur diese Arbeit
wichtigsten Konzepte kurz beschrieben und deren M

oglichkeiten aufge-
zeigt.
Rekongurierbare Logik f

ur Computersysteme
An der Universit

at T

ubingen (G. Haug und W. Rosenstiel) [HR98a,
HR98b] wurde eine Betriebssystemerweiterung f

ur das vorhandene LI-
NUX Betriebssystem realisiert, das jeder Anwendung die Nutzung des
FPGA-Prozessors erm

oglicht.
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Die Erweiterung basiert auf einem eigenen FPGA-Prozessor der als
PCI-Einsteckkarte aufgebaut ist. Durch Modikationen des Scheduling-
Algorithmus und Erweiterungen der Systemfunktionen wird die Rekon-
gurierbarkeit sehr intensiv genutzt, denn mit jedem Prozesswechsel auf
dem Host-Prozessor wird gleichzeitig auch der FPGA-Baustein rekon-
guriert. Diese Vorgehensweise ist notwendig, denn die Anwendungen,
die auf dem FPGA-Prozessor ausgef

uhrt werden, z

ahlen zu der Maschi-
nenbefehlsebene und bestimmten mit dem Euklidschen Algorithmus den
gr

oten gemeinsamen Teiler aus zwei Werten.
Dieser Betriebssystemansatz zeigt, da unter Verwendung eines spe-
ziellen FPGA-Bausteins (Xilinx XC6200) die Ausf

uhrung von verschie-
denen Anwendungen auf einem FPGA-Prozessor m

oglich ist. Gesteuert
wird die Verarbeitung durch das existierende Betriebssystem, da die An-
wendungen der Maschinenbefehlsebene zur gleichen Zeit auf dem Host-
und dem FPGA-Prozessor verarbeitet werden m

ussen. Der Einsatz ist
jedoch auf Anwendungen der Maschinenbefehlsebene begrenzt, da das
Konzept nur die Rekonstruktion der Register innerhalb des FPGA-Bau-
steins unterst

utzt und eine

Ubertragung von groen Datenmengen nicht
eektiv durchgef

uhrt werden kann.
Zusammenfassend kann man sagen, da die Arbeit das Prinzip eines
Multitasking auf FPGA-Bausteinen zwar best

atigt hat, aber dennoch
f

ur die Umsetzung von realen Anwendungen nur eine sehr bedingte Aus-
sagekraft besitzt.
Dynamisch Rekongurierbare FPGAs
An der University of Edinburgh (G. Brebner) [Bre97b, Bre98a] wur-
de auf Basis des gleichen FPGA-Bausteins XC6200 ein weiterer Ansatz
entwickelt. Das dort entstandene Paradigma unterscheidet sich vom vor-
hergehenden Ansatz durch die Aufteilung der zur Verf

ugung stehenden
FPGA-Ressourcen. Die Maschinenbefehle werden auf sogenannte 'Swap-
pable Logic Units' (SLU) abgebildet, die vergleichbar mit Speicher-Pages
dynamisch ausgewechselt werden k

onnen. Die Verarbeitung der einzel-
nen Anwendungen wird parallel und unabh

angig von der Anwendung
auf dem Host-Prozessor ausgef

uhrt.
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Auch dort haben die Arbeiten gezeigt, da logische Maschinenbe-
fehle parallel auf einem FPGA-Baustein verarbeitet werden k

onnen. In
Vergleich zu dem ersten Ansatz wird zus

atzlich gezeigt, da die paral-
lele Verarbeitung der Anwendungen durch eine betriebssystemgesteuer-
te Aufteilung der vorhandenen FPGA-Ressourcen durchgef

uhrt werden
kann. Diese partielle Nutzung der vorhandenen FPGA-Ressourcen er-
fordert jedoch einen Plazierungsalgorithmus. Aufgrund der ausgef

uhr-
ten logischen Funktionen innerhalb der SLUs wird der Austausch der
einzelnen SLUs durch ein einfaches

uberschreiben realisiert.
Wie schon zuvor konnte auch hier das Prinzip des Multitaskings
zwar best

atigt werden, aber dennoch besitzt es nur eine bedingte Aus-
sagekraft, da es nur logische Maschinenbefehle verarbeiten kann. Zu-
dem ist auch bei diesem Ansatz die Ausf

uhrung von Anwendungen der
Funktions- oder Programmebene aufgrund der fehlenden Daten

ubertra-
gung nicht m

oglich.
FPGA Unterst

utzung f

ur konkurrierende Prozesse
Der FPGA-Betriebsmanager der Wright State University (J. Jean)
[JTY
+
98] basierte auf einer PCI-Einsteckkarte die

uber acht gleiche
FPGA-Module verf

ugt. Die Aufgabe des Betriebssystem ist die Vertei-
lung der FPGA-Module an die konkurrierenden Anwendungen mit dem
Ziel, die Gesamtlaufzeit aller Anwendungen durch eine parallele Nutzung
der vorhandenen FPGA-Module zu optimieren.
Dieser Ansatz zeigt, da Anwendungen

uber die Maschinenbefehl-
sebene hinaus durch ein Betriebssystem gesteuert werden k

onnen. Be-
rechnet wird ein NP-vollst

andiges Problem das keinen groen Daten-
transfer ben

otigt. Der Ansatz geht

uber ein reine Lastenverteilung hinaus
und erm

oglich es den FPGA-Prozessor aus verschiedenen unabh

angigen
Anwendungen heraus zu nutzen.
Geeignet ist dieses Konzept sowohl f

ur Anwendungen der Maschi-
nenbefehlsebene als auch der Funktionsebene, die nur im geringen Um-
fang auf einen Datentransfer angewiesen sind. Diese Einschr

ankung be-
gr

undet sich durch die limitierte Datentransferrate die auf dem PCI-Bus
zur Verf

ugung steht. Eine Aufteilung dieser verf

ugbaren Datenrate kann
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zu unterbrochenen Verarbeitungsabl

aufen f

uhren, die die Eektivit

at der
Anwendungen senkt. Daher ist auch dieser Betriebssystemansatz nur f

ur
eine kleine Gruppe von Anwendungen einsetzbar.
Multitasking unterst

utzende FPGA-Bausteine
Neben der Forschung auf dem Gebiet der Betriebssysteme f

ur FPGA-
Prozessorenwurden auch neue FPGA-Architekturen entwickelt, die meh-
rere Kongurationen speichern k

onnen. Diese sogenannten 'Context Swit-
ching' FPGA-Bausteine [TCJW97, SV98] sind in der Lage die gesamte
Konguration innerhalb von nur einem Takt (5{30ns) zu wechseln. Diese
Entwickungen wurden dabei aus folgenden Gr

unden vorangetrieben:
Redundanz: Der Aufbau redundater Systeme (z.B. Weltraumsonden,
Satelliten).
Logik-Erweiterung: Die limitierte Anzahl an Logikzellen wird durch
ein zeitliches Multiplexen vervielfacht.
Multitasking: Zeitlich unterteilte Verarbeitung mehrerer Anwendun-
gen auf FPGA-Bausteinen.
Trotz der guten Eigenschaften hinsichtlich des Multitasking Betriebs
haben sich diese Bausteine nicht durchsetzen k

onnen. Die Gr

unde daf

ur
sind die schnell steigenden FPGA-Ressourcen, die geringe Ausnutzung
der Silizium

ache und die mangelnde Unterst

utzung durch die Entwick-
lungswerkzeuge. Durch bessere Fertigungtechnologien verf

ugen moderen
FPGA-Bausteine

uber weit mehr Logikressourcen als alle zusammenge-
nommenen Kongurationen eines 'Context-Switching' FPGA-Bausteins
und machen die Logikerweiterung somit

uber

ussig. Die Integration meh-
rerer Kongurationsspeicher reduziert bei einer gleichbleibenden Silizi-
um

ache zudem die Anzahl der Logikressourcen.
1
Dies wiederum f

uhrt
zu groen und damit sehr teuren Bausteinen mit einer Vergleichsweise
schlechten Anzahl an Logikressourcen. Der letzte Punkt ist die mangeln-
de Unterst

utzung der bereitgestellten Funktionalit

at durch die Entwick-
lungswerkzeuge.
1
Diese Verh

altniss ist eines der am besten geh

utesten Geheimnisse der FPGA-
Hersteller.
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Zusammenfassung
Die oben beschriebenen Ans

atze haben gezeigt, da die Ausf

uhrung meh-
rerer konkurrierender Anwendungen auf einem FPGA-Prozessor durch
ein Betriebssystem gesteuert werden kann.
Dennoch k

onnen diese Betriebssysteme nur Anwendungen der Ma-
schinenbefehlsebene oder der Funktionsebene ausf

uhren, die nur sehr
wenig Daten verarbeiten. Wie eine Analyse vorhandener FPGA-Prozes-
sor Anwendungen zeigt, verarbeiten die Anwendungen auf den FPGA-
Prozessoren zum Teil sehr groe Datenmengen, die zwischen dem Spei-
cher und dem FPGA-Prozessor

ubertragen werden m

ussen. Diese An-
wendungen geh

oren ausschlielich zu der Klasse der Funktions- und der
Programmebene.
Die Analyse hat zudem ergeben, da die Ausf

uhrungszeiten der An-
wendungen zum Teil Stunden oder Tage betragen. Mit Ausnahme des er-
sten Betriebssystems kommt die sogenannte 'Overlay' Technik zum Ein-
satz, die die ausgef

uhrte Anwendung im FPGA-Baustein

uberschreibt.
Die Anwendung dieser Technik erm

oglicht es dem Betriebssystem nicht
eine laufende Anwendung vorzeitig zu unterbrechen und diese zu einem
sp

ateren Zeitpunkt an dieser Stelle weiter fortzusetzen. Somit k

onnen
durch die langen Ausf

uhrungszeiten blockierende Situationen enstehen,
die f

ur eine gemeinsame Nutzung inakzeptabel sind.
Der letzen Punkt bezieht sich auf die zur Verwendung kommen-
den FPGA-Bausteine. Zwei der vorgestellten Betriebssysteme verwen-
den einen speziellen FPGA-Baustein und sind aus diesem Grund nicht
allgemein

ubertragbar auf andere u.a. modernere FPGA-Prozessoren.
Ebenfalls nur bedingt einsetzbar sind die 'Context Switching' FPGA-
Bausteine, da sie nicht verf

ugbar sind und nur unzureichend durch die
Entwicklungswerkzeuge unterst

utzt werden.
1.3 Zielsetzung
Das Ziel, das durch diese Arbeit realisiert werden soll, ergibt sich direkt
aus den umfangreichen Einschr

ankungen der zuvor beschriebenen Be-
triebssysteme. Es soll ein allgemeing

ultiges Betriebssystems f

ur FPGA-
Prozessoren aufgebaut werden, das keine Einschr

ankungen bez

uglich der
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Art der Anwendungen oder der verwendeten FPGA-Prozessoren be-
sitzt. Das entstehende Multitasking Betriebssystem soll in der Lage sein,
mehrere unabh

angige Anwendungen parallel zu verarbeiten, indem die
verf

ugbare Rechenzeit des FPGA-Prozessors unter den konkurrierenden
Anwendungen aufgeteilt wird. Bei der Realisierung wird auf die folgen-
den Punkte im Speziellen geachtet:
Task-Switching: Das Betriebssystem ist in der Lage ganze Anwendun-
gen in der Ausf

uhrung auf dem FPGA-Baustein anzuhalten und
zu einem sp

ateren Zeitpunkt fortzusetzen.
FPGA-Prozessor Unterst

utzung: Das Betriebssystem unterst

utzt
alle FPGA-Prozessoren, die bestimmte Anforderungen erf

ullen.
Anwendungsunterst

utzung: Durch das Betriebssystem werden alle
Arten von Anwendungen verarbeitet. Um dies zu gew

ahrleisten
werden alle an der Ausf

uhrung beteiligten Komponenten (FPGA-
Baustein und RAMs) gesichert.
Entwicklungsumgebung: Der Entwicklungsprozess von Anwendun-
gen, die den FPGA-Prozessor nutzen, wird durch eine Entwick-
lungsumgebung automatisiert und somit beschleunigt.
Die sich daraus ergebenden Teilziele sind wie folgt deniert:
1. Untersuchung der Machbarkeit des Task-Switchs auf FPGA-Bau-
steinen.
2. Aufstellen der Anforderungen die an die FPGA-Bausteine und die
FPGA-Prozessoren gestellt werden.
3. Konzeptionierung und Realisierung des Betriebsystems das die oben
genannten Punkte unterst

utzt.
4. Aufbau eines neuen FPGA-Prozessors, der die Verarbeitung des
Betriebssystems im besonderen Mae unterst

utzt.
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Diese Arbeit beschreibt das erste allgemeing

ultige Betriebssystem
f

ur FPGA-Prozessoren das es mehreren konkurrierenden Anwendungen
erm

oglicht, den FPGA-Prozessor gleichzeitig zu nutzen.
Der Inhalt dieser Dissertation gliedert sich folgendermaen: Kapitel
2 beschreibt die Grundlagen des Multitasking und den Aufbau und die
Anwendungsentwicklung von FPGA-Prozessoren. Kapitel 3 erl

autert das
Multitaskingkonzept f

ur FPGA-Bausteine und deren Umsetzung am Bei-
spiel eines modernen FPGA-Bausteins. Kapitel 4 evaluiert die m

oglichen
Konzeptionen eines Betriebssystem und deren Einbindung in bestehen-
de Betriebssysteme. Die Umsetzung der Konzeption wird in Kapitel 5
beschrieben. In Kapitel 6 wird die Konzeption eines speziellen Multitas-
king FPGA-Prozessors erl

autert und der Aufbau dieses FPGA-Prozes-
sors aufgezeigt.
Kapitel 2
Grundlagen
In diesem Kapitel werden die Gr

unde und Vorteile, die f

ur den Ein-
satz des Multitaskings auf FPGA-Koprozessoren sprechen, kurz beschrie-
ben. Die grundlegenden Techniken, die in

ahnlicher Weise auch bei dem
bekannten Multitasking-Betriebssystem Verwendung nden, werden an-
hand der Umsetzung in modernen Prozessorarchitekturen dargestellt.
Nach Erl

auterung der Grundprinzipien des Multitasking wird der
allgemeine Aufbau und die Funktionsweise der FPGA-Bausteine n

aher
erl

autert. Gegliedert ist dies in eine detaillierte Beschreibung der bau-
stein

ubergreifenden gemeinsamen Eigenschaften und das Vorgehen bei
der Konguration der FPGA-Bausteine. Zus

atzlich werden weitere Be-
sonderheiten der einzelnen FPGA-Bausteine genannt.
Diese Bausteine bilden die Basis f

ur die nachfolgend beschriebenen
FPGA-Prozessoren. Die Klassizierung und die Einteilung in zwei Grup-
pen von FPGA-Prozessoren wird erl

autert.
Auf die Beschreibung der FPGA-Prozessoren folgt eine umfangreiche
Erl

auterung zur Programmierung der FPGA-Prozessoren. Diese bildet
die Grundlage zur Durchf

uhrung des Multitaskingbetriebs auf FPGA-
Prozessoren. In weiteren Abschnitten werden die M

oglichkeiten der Ein-
gabe und die Umsetzung des gesamten Entwicklungsablaufs vom der
Netzliste zu einem kongurierbaren Design anhand eines Beispielpro-
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gramms n

aher erl

autert. Abschlieend wird kurz auf die Verikation der
Schaltungen eingegangen.
2.1 Multitasking
Bei der Klassizierung von Betriebsarten wird generell in die Single-
tasking- oder Multitasking-Betriebsart unterschieden. Im Singletasking-
Betrieb kann zu einem Zeitpunkt nur ein Programm ausgef

uhrt werden.
Ein Beispiel hierf

ur ist MS-DOS. Bei einem Multitasking-Betrieb, wie
er in vielen modernen Betriebssystemen, z.B. Windows NT oder Unix,
Anwendung ndet, k

onnen mehrere unabh

angige Programme parallel
gestartet und verarbeitet werden.
Der Vorteil des Multitasking-Betriebs gegen

uber dem Singletasking-
Betrieb ist gegeben durch eine bessere Prozessorauslastung, einer h

oher-
en Systemausfallsicherheit, einer Verk

urzung der Antwortzeiten und die
Vermeidung von blockierenden Zust

anden. Die bessere Prozessorausla-
stung entsteht durch den erm

oglichten Wechsel zu einem ausf

uhrungsbe-
reiten Prozess, sobald der laufende Prozess z.B durch einen I/O-Zugri
auf ein angefordertes Datenwort warten mu und so der Programmab-
lauf blockiert wird. Die Systemausfallsicherheit entsteht durch die Un-
abh

angigkeit der Prozesse innerhalb eines Multitasking Betriebssystems
und deren zeitlich verschachtelten Ausf

uhrung. Dadurch f

uhrt ein Fehl-
verhalten eines Prozesses nicht zum Absturz des gesamten Systems. Die
Verk

urzung der Antwortzeiten ist vor allem f

ur Dialogsysteme wichtig.
Sie werden aufgrund er h

aug entstehenden I/O-Zugrie im Besonde-
ren durch ein Multitasking-Betriebssystem beg

unstigt. Der letzte und
wichtigste Punkt ist die Vermeidung von blockierenden Situationen. Ein
sehr rechenintensiver Prozess verursacht im Singletasking-Betrieb eine
groe Verz

ogerung aller nachfolgender Prozesse. Solche Situationen gilt
es durch den Einsatz eines Multitasking-Betriebs zu vermeiden.
Neben der Klassizierung in den Single- und Multitasking-Betrieb
werden die Betriebssysteme weiterhin unterteilt in verdr

angende (pre-
emptive) und nichtverdr

angende (nicht preemptive) Systeme. In nicht
preemptiven Systemen kommen Prozesswechsel nur bei einer freiwilli-
gen Abgabe des Prozessors durch den laufenden Prozess zustande. Ein
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Vertreter der nicht preemptiven Systeme ist Windows 3.x. Preempti-
ve Betriebssysteme, wie z.B. Windows NT oder Linux, entziehen dem
laufenden Prozess auch ohne dessen Zustimmung den Prozessor. Ge-
steuert wird die Prozessorverteilung durch die sogenannten Scheduling-
Strategie.
2.1.1 Hardware Unterst

utzung
Die Unterbrechung der Prozessausf

uhrung auf dem Prozessor wird durch
mehrere Faktoren erm

oglicht. Ein Faktor ist die sequentielle Ausf

uhrung
der Programme auf dem Prozessor. Jede Programmoperation die auf
dem Prozessor ausgef

uhrt wird stellt eine atomare, nicht unterbrech-
bare, Operation dar. Abstrakte Programmfunktionen werden mit Hilfe
eines Compilers auf die begrenzte Anzahl der Maschinenbefehle abge-
bildet, wodurch sehr viele m

ogliche Unterbrechnungspunkte innerhalb
eines Programms entstehen.
Dar

uberhinaus ist der Zustand eines Prozesses durch den Befehls-
z

ahler, das Flag Register, die Daten-, Befehls- und Stackzeiger, die Seg-
mentregister und die allgemeinen Register vollst

andig deniert [Bra94].
Die Sicherung dieser Daten in einem speziellen Speicher, der Task-Status-
Segment (TSS) genannt wird, erm

oglicht es, den Prozess bei einer erneu-
ten Prozessorzuteilung an der unterbrochenen Stelle fortzusetzen.
Der dritte Faktor ist die hardwarem

aige Unterst

utzung durch die
Speicherverwaltung in Multitasking Betriebssystemen. Die Trennung von
virtuellem und physikalischem Speicher stellt jedem Prozess einen ei-
genen gesch

utzen Adressraum zur Verf

ugung, der mit den gesicherten
Daten-, Befehls- und Stackzeigern adressiert wird.
Der Prozesswechsel auf den Intel-Prozessoren wird durch den spezi-
ellen JMP TSS Befehl eingeleitet. TSS bezeichnet das dem jeweiligen
Prozess zugeteilte Status-Segment, in dem die zu sichernden Register-
werte gespeichert werden. Die Ausf

uhrung des Befehls, der in Abbildung
2.1 dargestellt ist, erfolgt in drei Stufen:
1. Alle Prozessorregister werden in dem TSS des ausscheidenden Pro-
zesses gesichert.
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2. Das Task-Register wird mit den TSS des eintretenden Prozesses
geladen.
3. Alle Prozessorregister des neuen Prozesses werden aus dem TSS
geladen.
EIP
EFLAGS
LDTR
EAX
EBX
EDX
ESP
EBP
ESI
EDI
ES
CS
SS
DS
FS
GS
TSS des 
ausscheidenden
Prozesses
TSS des 
eintretenden
Prozesses
Task-Register
(1)
(2)
(3)
Abbildung 2.1: Ausf

uhrungsreihenfolge des 'JMP TSS' Maschinenbefehls
der am Beispiel des Intel 80486 Prozessors. (Entnommen aus [Eic96])
2.1.2 Betriebssystemunterst

utzung
Der oben skizzierte Mechanismus zum Wechseln der Prozesse auf dem
Intel-Prozessor stellt die notwendige Hardwarevoraussetzung zur Un-
terst

utzung f

ur das Betriebssystem dar. Alle weiterf

uhrende Manahmen
zur Umsetzung der Multitaskingstrategie werden innerhalb des Betriebs-
systems umgesetzt.
Ein zentraler Punkt des Betriebssystems ist die Verwaltung der ein-
zelnen Prozesse. F

ur diese Verwaltung sind sowohl betriebssystemab-
h

angige Informationen als auch hardwareabh

angige Informationen not-
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wendig. Zu den Betriebssysteminformationen geh

oren z.B. die Prozessi-
dentikationsnummer, der Prozesszustand und die Prozesspriorit

at. An-
gaben zu dem virtuellen Adressraum und den ge

oneten Dateien sind
weiter Bestandteile der Betriebssysteminformation. Die hardwareabh

angi-
gen Bestandteile sind u.a. der Prozessorzustand und der Zustand von
ge

oneten Ger

aten. Diese gesamten Informationen werden f

ur jeden Pro-
zess in einer separaten Prozesstabelle innerhalb des Betriebssystems zu-
sammengefat und durch das Betriebssystem ausgewertet.
Die Ausf

uhrung der Prozesse wird von dem Betriebssystem gesteuert
und kontrolliert. Die sogenannte Scheduling-Strategie
1
bestimmt meist
dynamisch welcher Prozess auf dem Prozessor verarbeitet wird. Die Kon-
trolle der einzelnen Prozesse erfolgt w

ahrend der Ausf

uhrung des Be-
triebssystems, die entweder durch den Aufruf einer Systemfunktion oder
durch einen Zeitgeber aktiviert wird. Durch diesen Mechanismus wird
sichergestellt, da wartende Prozesse sofort gewechselt werden und das
sehr rechenintensive Prozesse nach einer maximalen Zeit { bei Linux
betr

agt diese 20ms [RPG
+
99] { unterbrochen werden.
2.2 FPGA-Bausteine
Field Programmable Gate Array (FPGA) sind elektronische Bausteine
die eine Unterklasse der programmierbaren Logikbausteine bilden. Sie
entstanden als eine Weiterentwicklung der Programmable Array Logic
(PALs) und sind seit ca. 1985 kommerziell verf

ugbar. Eine aktuelle Liste
der FPGA-Bausteine kann in [Opt] eingesehen werden. Eingesetzt wer-
den die FPGA-Bausteine zur Ausf

uhrung von kombinatorischen aber
auch arithmetischen Funktionen die im nachfolgenden als Schaltungen
bezeichnet werden. FPGA-Bausteine lassen sich durch folgende Merk-
male charakterisieren:
Programmierbarkeit: Das wichtigste Merkmal der FPGA-Bausteine
ist deren Programmierbarkeit. Die FPGA-Bausteine erlaubt es den
1
Auswahlverfahren, das den n

achsten zu verarbeitenden Prozess aus den warten-
den Prozessen ausw

ahlt.
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Entwickler jede Art von kombinatorischen oder arithmetischen
Schaltungen, mit oder ohne Register, umzusetzen.
Arrayartige, zellenbasierte Struktur: Die FPGA-Bausteine ver-
f

ugen

uber ein meist quadratisches Array von logischen Zellen die
zur Ausf

uhrung der Schaltung entsprechend konguriert werden.
Durch ein Zusammenschalten von mehreren Zellen

uber ein eben-
falls programmierbares Verbindungsnetzwerk k

onnen auch kom-
plexere Schaltungsfunktionen, wie z.B. ein 32Bit-ALU, umgesetzt
werden.
Rekongurierbar: Die Funktion der einzelnen Zellen und die Verbin-
dungen des Netzwerks werden durch den Inhalt der sog. Kongura-
tionsebene bestimmt. Durch ein Umladen dieses SRAM basierten
Speichers kann die Funktionalit

at innerhalb von wenigen 100ms
ver

andert werden.
Abbildung 2.2 zeigt die f

ur FPGA-Bausteine typische Architektur.
Die Architektur wird getrennt in zwei unterschiedlichen Ebenen.
Konfigurationsebene
Logikebene
LogikzelleI/O-Zelle Verbindungsnetzwerk
Abbildung 2.2: Aufbau der internen FPGA-Architektur (Entnommen
aus [Nof96])
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Die obere Logikebene zeigt den Zusammenhang der drei einzelnen
ausf

uhrenden Komponenten: I/O-Zellen, Logikzellen und Verbindungs-
netzwerk.
I/O-Zellen: Diese Zellen benden sich am Rand des Arrays und bilden
die bidirektionale Schnittstelle des FPGA-Bausteins zu der umge-
benden Schaltung. Jede I/O-Zelle verf

ugt im allgemeinen

uber die
notwendigen Ausgangstreiber und zwei Register.
Logikzellen: Auf die arrayf

ormig angeordneten Logikzellen wird die
programmierte Schaltung abgebildet. Diese Logikzellen sind her-
stellerabh

angig und variieren in der Ausf

uhrung. Im allgemeinen
besitzen alle Logikzellen eine programmierbare kombinatorische
Einheit (3{12 Eing

ange/Zelle) und eine speichernde Einheit (1{
8 Register/Zelle). Details der jeweiligen Ausf

uhrung sind f

ur die
Arbeit nicht relevant und k

onnen in den jeweiligen Datenb

uchern
nachgesehen werden [Xil99a, Alt00].
Verbindungsnetzwerk: Das Verbindungsnetzwerk ist das dritte
Grundelement eines FPGA-Bausteins. Es verbindet die einzelnen
Logikzellen miteinander, um die gesamte Schaltung abzubilden und
zudem auch die Logikzellen mit den I/O-Zellen um die Funktiona-
lit

at der Schaltung ausserhalb des FPGA-Bausteins zu nutzen.
Parallel zu dieser funktionalen Logikebene ist in der Abbildung 2.2
die untere Kongurationsebene dargestellt. Sie repr

asentiert den Kon-
gurationsspeicher des FPGA-Bausteins. Zwischen dieser Kongurations-
und der Logikebene besteht ein direkter Zusammenhang. D.h. jedes ein-
zelne Bit des Kongurationsspeichers bestimmt eine Funktion des Ver-
bindungsnetzwerks oder einer Zelle auf der Logikebene. Der Inhalt die-
ses Speichers bestimmt somit die Funktionalit

at des gesamten Bausteins.
Abbildung 2.3 stellt diesen Zusammenhang noch einmal graphisch dar.
Neben den allgemeinen charakteristischen Merkmalen der FPGA-
Bausteine unterscheiden sich die einzelnen Bausteine-Familien durch Va-
riationen im Aufbau der Zellen und des Verbindungsnetzwerks und durch
zus

atzliche bausteinspezische Erweiterungen. Die wichtigsten Variatio-
nen und Erweiterungen sind nachfolgend aufgelistet und kurz erl

autert:
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Abbildung 2.3: Vereinachte Darstellung des Zusammenhangs zwischen
der Logik- und der Kongurationsebene.
Logikzellengr

oe: Unterschieden wird in sog. 'Corse Grain'- und 'Fine
Grain'-Architekturen. Bausteine mit einer 'Course Grain'-Archi-
tektur verf

ugen

uber groe Logikzellen mit 8{24 Eing

angen und
2{8 internen Registern. Angeboten werden diese z.B. von Xilinx
[Xil99a] oder Lucent [Luc98a]. Demgegen

uber bestehen die Logik-
zellen in einer 'Fine Grain'-Architektur meist aus nur einem Re-
gister und einer entsprechend verkleinerten kombinatorischen Ein-
heit mit 3{8 Eing

angen. Hauptvertreter sind Actel [Act99], Atmel
[Atm00] oder auch die XC6200 Serie von Xilinx [Xil96].
Partielle Konguration: Verschiedene FPGA-Bausteine erm

oglichen
es dem Entwickler nur einen Teil der zur Verf

ugung stehenden Lo-
gikzellen zu verwenden und nur diese zu kongurieren. Durch diese
partielle Rekonguration k

onnen einzelne Prozesse parallel und un-
abh

angig von anderen Prozessen bzw. der Konguration anderer
Prozesse ausgef

uhrt werden. Dar

uberhinaus werden auch die Kon-
gurationszeiten verringert, da nur ein Teil der gesamten Kon-
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gurationsdaten zu

ubertragen ist. Bausteine von Atmel [Atm99a]
und von Xilinx [Xil96, Xil99b] erm

oglichen eine partielle Rekon-
guration, aber aufgrund der unzureichenden Unterst

utzung durch
die Entwicklungswerkzeuge k

onnen diese nicht praktisch genutzt
werden.
Readback: Ein Readback wird, auer von Altera, von allen FPGA-
Bausteinherstellern bereitgestellt. Er wird eingesetzt, um die ak-
tuell geladene Konguration aus dem FPGA-Baustein auszulesen
und diese auf eine korrekte

Ubertragung hin zu

uberpr

ufen. Zu-
dem enthalten die Readbackdaten auch die aktuellen Zust

ande
der Registern und der kombinatorischen Einheiten innerhalb des
FPGA-Bausteins. Somit wird das Auslesen des internen Zustands
der Schaltung erm

oglicht.
Interne RAMs: Aufgrund der vielfach zum Einsatz kommenden RAM-
Elemente innerhalb einer Schaltung wurden festverdrahtete RAM-
Bl

ocke mit in das Array aus Logikzellen integriert. Diese ersetzen
auf eine sehr eektive Weise die zu RAM-Elementen programmier-
ten und verschalteten Logikzellen. Auch sie sind in nahezu allen
modernen FPGA-Bausteinfamilien zu nden.
Multi-Context FPGAs: Multi-Context FPGA-Bausteine verf

ugen

uber mehrere Ebenen von Kongurationsspeichern, die es erlauben
die Funktionalit

at der Bausteine innerhalb von nur einem Taktzy-
klus (5-30ns) zu wechseln. Durch die unabh

angigen Kongurations-
speicher wird z.B. der einfache Aufbau von redundanten Systemen
erm

oglicht. Weitere Ziele sind die Vergr

oerung der Logikressour-
cen und die Nutzung dieser Ressourcen zu unterschiedlichen Zei-
ten. Bausteine dieser Art sind sehr spezielle Entwicklungen, die
sowohl von Sanders[SV98] als auch von Xilinx[Xil96] zu Evaluier-
ungszwecken entwickelt, aber nie verkauft wurden.
Eingebetteter Microprozessor: Zus

atzlich zu der Logikebene ist in
modernen FPGA-Bausteinen auch ein Microprozessor integriert.
Eine enge Kopplung zwischen dem FPGA und dem Microprozessor
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erlaubt es nun auch komplexere Anwendungen verteilt laufen zu
lassen. Derzeit wird nur ein Baustein der Firma Atmel [Atm99b]
angeboten, der

uber einen eingebetteten Microprozessor verf

ugt.
Unabh

angig von der Gr

oe der FPGA-Bausteine und den speziel-
len Erweiterungen ist die Konguration der Bausteine. Erst die Kon-
guration mit den Kongurationsdaten bestimmt die Funktionalit

at des
FPGA-Bausteins w

ahrend des Betriebs. Die Erstellung des Kongurati-
onsbitstroms wird in Abschnitt 2.4 detailliert beschrieben. Das Laden der
Konguration in den Kongurationsspeicher erfolgt

uber eine entspre-
chende Schnittstelle. In der Regel stehen dazu mehrere Schnittstellen zur
Verf

ugung. JTAG [AK96] ist eine standardisierte bitserielle Schnittstel-
le, die sowohl zum Testen der Bausteine im gesamten System, als auch
zur Konguration eingesetzt wird. Eine weitere bitserielle Schnittstel-
le erlaubt es den Kongurationbitstrom direkt aus einem angeschlosse-
nen ROM auszulesen. Diese Art der Konguration wird meist bei Syste-
men angewendet, die nach dem Einschalten automatisch starten. Mehre-
re FPGA-Baustein Familien wie z.B. Xilinx Virtex[Xil99b] oder Lucent
Orca 3C[Luc98b] verf

ugen zudem

uber eine weitere 8Bit breite Kon-
gurationsschnittstelle, die eine vergleichsweise schnelle Konguration
erm

oglicht.
2.3 FPGA-Prozessoren
Basierend auf der hohen Flexibilit

at und der Eigenschaft der Rekon-
gurierbarkeit der FPGA-Bausteine sind seit ca. 10 Jahren verschiede-
ne FPGA-Prozessoren entwickelt worden. Das Haupteinsatzgebiet dieser
FPGA-Prozessoren ist die Beschleunigung vorhandener Anwendungen
durch die parallele und systolische Verarbeitung der Daten in Hardware.
Die Vielzahl der unterschiedlichen entstandenen FPGA-Prozessoren
kann in zwei Kategorien eingeteilt werden: Stand-Alone FPGA-Prozes-
soren und FPGA-Koprozessoren. Beide FPGA-Prozessor Kategorien und
ihre jeweiligen spezischen Merkmale werden nachfolgend n

aher erl

autert.
2.3. FPGA-PROZESSOREN 21
2.3.1 Stand-Alone FPGA-Prozessoren
Diese Klasse an FPGA-Prozessoren werden meist f

ur einen bestimmten
Einsatz wie z.B. die Genomdatenanalyse[Tim], die ASIC-Prototypenent-
wicklung[Sta] oder als Triggerprozessor [HKL
+
95] in der Hochenergie-
physik eingesetzt. Daneben z

ahlen auch alle Evaluation-Boards, die von
den verschiedenen Herstellern angeboten werden, zu den Stand-Alone
FPGA-Prozessoren. Insgesamt machen sie mit ca. 60% den gr

oten Teil
aller FPGA-Prozessoren aus. Aufgrund der unterschiedlichen Einsatz-
gebiete sind diese Stand-Alone FPGA-Prozessoren sehr individuell und
spezisch aufgebaut.
Stand-Alone Systeme z

ahlen zu den Datenurechnern, welche die je-
weilige Anwendung unabh

angig von einem Host-Prozessor ausf

uhren. Es
besteht keine Kopplung zwischen dem FPGA-Prozessor und dem Host-
Prozessor, da dieser nur zur Konguration und zur Steuerung des Stand-
Alone Systems eingesetzt wird. F

ur die vorliegende Arbeit ist der Einsatz
dieser Stand-Alone Systeme nicht relevant.
2.3.2 FPGA-Koprozessoren
Auch in der Klasse der FPGA-Koprozessoren werden von verschiede-
nen Herstellern FPGA-Prozessoren angeboten, die allgemein verwend-
bar sind. Im Gegensatz zu den Stand-Alone Prozessoren basieren die
FPGA-Koprozessoren auf einer starken Bindung zwischen dem Host-
Prozessor und dem FPGA-Baustein. Die Mehrzahl (57%) der FPGA-Ko-
prozessoren basiert auf dem PCI[SA95] Bus und kann somit schnell und
eektiv Daten zwischen dem Host-Prozessor und dem FPGA-Baustein
austauschen.
Zum Einsatz kommen die FPGA-Koprozessoren in den unterschied-
lichsten Bereichen. Volumenvisualisierung[VHM
+
99], Mustererkennung
[Hez, MSS00], Bioinformatik [SBM00] oder Krypthographie [SKS
+
00]
sind nur einige Bereiche in denen sie erfolgreich eingesetzt werden. Die-
ses breite Einsatzspektrum der FPGA-Koprozessoren wird durch die ho-
hen PCI-Datentransferrate von bis zu 120MByte/s
2
erm

oglicht. Dadurch
2
Der PCI-Bus besitzt eine theoretische Daterate von 132MByte/s die in der Praxis
jedoch nur bei sehr groen Datenpaketen ann

ahernd erreicht werden kann.
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sind die FPGA-Koprozessoren sowohl zur Ausf

uhrung von datenintensi-
ven als auch f

ur rechenintensive Anwendungen gut geeignet. Desweite-
ren wird durch die Verwendung des PCI Busses eine sehr einfache und
schnelle Integration in vorhandene Systeme erm

oglicht.
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Abbildung 2.4: Allgemeiner Aufbau eines FPGA-Koprozessors
Der typische Aufbau eines FPGA-Koprozessors ist in Abbildung 2.4
dargestellt. Als zentrales Element zur Ausf

uhrung der Anwendungen
kommt ein oder mehrere FPGA-Bausteine zum Einsatz. Verbindungen
bestehen zu dem PCI-Bus, einem lokalen RAM und einem externen
Stecker. Die PCI-Bus Verbindung ist in der Regel

uber einen PCI-Inter-
facebaustein an den Host-Prozessor angeschlossen. Das ebenfalls meist
direkt angeschlossene RAM kann als statisches oder dynamisches RAM
ausgef

uhrt sein und der externe Stecker wird zum Anschlu weiterer
Komponenten verwendet.
Diese Klasse der FPGA-Koprozessoren ist f

ur diese Arbeit wich-
tig, denn nur diese verf

ugen

uber den notwendigen schnellen Datenaus-
tausch zwischen Host- und FPGA-Prozessor, der von vielen Anwendun-
gen ben

otigt wird.
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2.4 Applikationsentwicklung f

ur
FPGA-Prozessoren
Das Kongurieren eines einzelnen FPGA-Bausteins erfolgt durch Laden
eines Bitstroms in den Kongurationsspeicher. Aufgrund des sehr kom-
plexen und in Teilen geheimen Aufbaus des Kongurationsbitstroms er-
folgt die Umsetzung einer Schaltung auf den FPGA-Baustein auf einer
h

oheren, abstrakteren Ebene.
Dieser Abschnitt erl

autert den prinzipiellen Ablauf des gesamten Ent-
wicklungsprozesses f

ur FPGA-Bausteine und damit auch den der FPGA-
Prozessoren.
Entwurf Simulation
Place & Route
Netzliste
Bitstrom Timing-Netzliste
FPGA
Verhaltens Simulation
Net
zlis
ten 
Sim
ulat
ion
Timing
Simulation
Abbildung 2.5: Entwicklungsprozess einer FPGA-Schaltung
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Abbildung 2.5 zeigt die f

ur die Entwicklung relevanten Stufen der
Programmierung.
In der ersten Stufe entsteht ein anwendungsbezogener Entwurf der die
Anforderungen, die an die FPGA-Schaltung gestellt werden, beschreibt.
Zur Beschreibung dieses Entwurfs stehen dem Entwickler mehrere, in ih-
rer Abstraktion unterschiedliche, Beschreibungssprachen zur Verf

ugung.
Im Detail werden diese in Abschnitt 2.4.2 beschrieben. Zur Validie-
rung und zur Verikation des erstellten Entwurfs besteht die M

oglich-
keit diesen mittels einer Simulation zu

uberpr

ufen. Die Simulation, die
auf der Ebene der Entwurfsbeschreibung erfolgt, wird auch 'Verhaltens-
Simulation' genannt. N

ahere Beschreibungen zur Simulation sind in Ab-
schnitt 2.4.3 zusammengefat.
Nach der erfolgreichen Simulation des Entwurfs wird dieser von der
gew

ahlten Programmiersprache mittels eines Synthesewerkzeugs in eine
Netzliste umgewandelt. Diese Umsetzung erfolgt in zwei Schritten.
Der erste Schritt generiert aus der zugrundeliegenden Beschreibung
ein sog. Register-Transfer(RT) Modell. Abbildung 2.6 zeigt diesen ersten
Schritt der Umsetzung f

ur ein in VHDL beschriebenen 2Bit Multiplizie-
rer mit Ausgangsregister.
Das RTModell bestehen aus zwei Grundelementen: Speichernde Kom-
ponenten (Register) und logische Komponenten (Logik). Die Register
speichern mit jedem Takt den anliegenden Zustand und erzeugen somit
eine synchrone Schaltung. Die Logik zwischen den Registern hingegen
dient dazu die kombinatorischen und/oder arithmetischen Funktionen
auszuf

uhren, die auf die gespeicherten Variablen angewendet werden sol-
len. Vergleichbar ist dies zum Aufbau von Mealy- und Moore-Automaten
[tH95], die zur Realisierung von Finite-State-Machines (FSM) verwendet
werden.
In dem zweiten Schritt von der Umwandlung der Beschreibung in
eine Netzliste wird das entstandene RT Modell in eine FPGA-Baustein
spezische Netzliste umgewandelt. Dies ist notwendig, da das RT Mo-
dell auf idealisierten Voraussetzungen, wie z.B. Logikelemente mit belie-
big vielen Eing

angen, basiert. Die idealisierte RT Modell Beschreibung
wird dabei auf die bei der ausgew

ahlten Zielarchitektur vorhandene Lo-
gikzellengr

oe abgebildet. Abschlieend wird diese Abbildung in einer
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RT-Modell
entity Multiply is
  port (A:          in std_logic_vector(1:0);
           B:          in std_logic_vector(1:0);
           Clk:      in std_logic;
           Prod:   out std_logic_vector(3:0)
         );
end Multiply;
architecture Behave of Multiply is
begin
   Reg: process(clk)
    begin
        if(clk’event and clk=1) then
           Prod <= a * b;
        end if;
    end process;
end Behave;
A[1:0]
B[1:0]
Clk
Prod[3:0]
Multiplizierer
Register*
D Q
[1:0]
[3:0] [3:0]
[1:0]
VHDL
Abbildung 2.6: Umsetzung eines 2Bit Multiplizieres in ein RT-Modell
Netzliste abgespeichert. Die Abbildung 2.7 verdeutlicht diesen zweiten
Schritt noch einmal anhand des 2Bit Multiplizierer Beispiels. Basierend
auf der erstellten Netzliste kann der Entwickler eine weitere Simulation
durchf

uhren. Diese 'Netzlisten-Simulation' basiert im Gegensatz zu der
'Verhaltens-Simulation' auf deterministischen Komponenten und l

at er-
ste Aussagen

uber ein sp

ateres Timingverhalten der Schaltung zu. Ge-
rade dieses Timingverhalten der Logikkomponenten bestimmt die Lei-
stungsf

ahigkeit der sp

ateren Schaltung.
Nach erfolgter Verikation und Optimierung des Entwurfs m

ussen
die Komponenten der Netzliste auf die vorhandenen Logikzellen des
ausgew

ahlten Bausteins abgebildet werden. Sogenannte Place&Route-
Werkzeuge

ubernehmen diese Aufgabe. Die Place&Route-Werkzeuge sind
aufgrund der unterschiedlichen Architekturen der FPGA-Bausteine sehr
bausteinabh

angig und werden ausschlielich von den Bausteinherstellern
angeboten. Durchgef

uhrt wird dieser Schritt ebenfalls in zwei Stufen.
In der ersten Stufe werden die in der Netzliste beschriebenen Kom-
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Abbildung 2.7: Umsetzung des RT-Modells eines 2Bit Multiplizierers in
eine Netzliste
ponenten auf das Zellenarray plaziert (Placement). Der dabei zum Ein-
satz kommende Algorithmus versucht, unter Ber

ucksichtigung von vorge-
gebenen Plazierungsinformationen, den Abstand zwischen verbundenen
Komponenten m

oglichst gering zu halten. In der zweiten Stufe (Routing)
werden dann die Netzwerkverbindungen, aber auch Verbindungen inner-
halb der einzelnen Zellen erstellt. Das vorgegebene Verbindungsschema
der Schaltung ist ebenfalls in der zugrundeliegenden Netzliste enthalten.
Das Umsetzen der 'virtuellen' Komponentenverbindungen erfolgt durch
das Setzen von Multiplexern und sog. Switch-Matrizen die zum einen
Verbindungen zwischen horizontalen und vertikalen Signalleitungen in-
nerhalb des Netzwerks erm

oglichen und zum anderen den Anschlu der
Logikzellen an diese Netzwerke herstellen.
Die Umsetzung der Netzliste des 2Bit Multiplizierers auf einen Xilinx
Vitex FPGA-Baustein ist in Abbildung 2.8 zu sehen. Das im rechten
Bild abgebildete Array stellt dabei nur einen Ausschnitt des insgesamt
zur Verf

ugung stehenden Zellen-Arrays dar.
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Abbildung 2.8: Plazieren und Verbinden der in der Netzliste beschriebe-
nen Komponenten auf dem FPGA-Baustein.Das Zellenarray des FPGA-
Bausteins ist aus Gr

unden der

Ubersichtlichkeit ohne die plazierte Schal-
tung dargestellt.
Nach der erfolgreichen Plazierung der Netzliste auf dem ausgew

ahl-
ten FPGA-Baustein wird diese mit Hilfe eines Bitstromgenerators in
einen ladbaren Bitstrom umgewandelt. Der FPGA-Baustein kann da-
nach mit diesem Bitstrom konguriert werden. Dar

uberhinaus kann aus
der plazierten und gerouteten Schaltung wieder eine Netzliste erstellt
werden, die s

amtliche Timing-Informationen enth

alt. Basierend auf die-
ser Timing-Netzliste ist der Entwickler nun in der Lage eine 'Timing-
Simulation' durchzuf

uhren. Diese 'Timing-Simulation' ist vor allem bei
Schaltungen wichtig in denen die zeitlichen Anforderungen sehr hoch
sind.
Der Place&Route Schritt ben

otigt ca. 60{80% der Zeit von der Syn-
these des Entwurfs bis zu dem fertigen Kongurationsbitstrom. Abh

angig
von der Schaltungskomplexit

at der Netzliste dauert ein Place&Route-
Durchlauf zwischen ein paar Minuten und mehreren Stunden[Sin00].
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Bedingt durch den mehrstugen Programmierablauf, der in Abbil-
dung 2.5 dargestellt ist, h

angt das Ergebnis stark von den einzelnen Stu-
fen ab. Neben dem Entwurf der Architektur, die im folgenden Abschnitt
erl

autert wird, ist das Place&Route-Werkzeug mageblich bestimmend
f

ur die sp

atere Leistungsf

ahigkeit der Schaltung und zudem auch f

ur die
Verwendbarkeit der FPGA-Bausteine selbst
3
.
2.4.1 Entwurf
Der Entwurf der Schaltung f

ur eine Anwendung ist der erste und zugleich
wichtigste Schritt bei der Entwicklung. In diesem Abschnitt werden die
Auswahlkriterien erl

autert, die der Architekturentscheidung zugrunde-
liegen. Die hier beschriebenen Kriterien beziehen sich auf die Entwick-
lung von Anwendungen f

ur FPGA-Koprozessor sind aber auch f

ur An-
wendungen f

ur 'Stand-Alone' FPGA-Prozessoren g

ultig.
Prim

ares Ziel bei der Entwicklung von Anwendungen f

ur FPGA-Ko-
prozessor ist es, eine m

oglichst hohe Leistungsf

ahigkeit zu erreichen. Dies
wird erm

oglicht durch eine ausf

uhrliche Analyse der Anwendung, bei der
vor allem die zu verarbeitenden Daten und Datenformate, der rechen-
intensive Programmteil mit seinen Rechenoperationen und das Zusam-
menwirken mit dem weniger rechenintensiven Programmteil untersucht
wird. Basierend auf den analysierten Daten und den gegebenen Anforde-
rungen, wie z.B. Timing-Vorgaben, wird eine Architektur entwickelt, die
sowohl den Host-Prozessor als auch den FPGA-Koprozessor optimal aus-
nutzt. Die angewandten Kriterien f

ur eine optimale Nutzung sind dabei
f

ur jeden Teilbereich (Host-Prozessor, FPGA-Koprozessor und Kommu-
nikation) unterschiedlich.
Die Kriterien f

ur den Host-Prozessor sind im wesentlichen bezogen
auf die Art und Weise der Datenspeicherung. Dabei sollte ein zusam-
menh

angendes Format gew

ahlt werden, das eine eektive Daten

ubert-
ragung erm

oglicht und die direkte Datenverarbeitung auf dem FPGA-
Koprozessor zul

asst. Bei der Ausgliederung der rechenintensiven Pro-
3
Sobald die Place&Route-Werkzeuge die Netzlisten nicht oder nur schlecht auf
die Arraystruktur abbilden, kann auch der FPGA-Baustein nur bedingt eingesetzt
werden. Dies gilt f

ur die Bausteine der Xilinx XC6200 Familie[HR98b, Bre97a] und
Bausteine der Atmel AT40K Serie [Sim98].
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grammteile ist darauf zu achtet, da der Host- und der FPGA-Kopro-
zessor parallel arbeiten. Dies ist z.B. der Fall, wenn der Host-Prozessor
einen Datenblock vorbereitet w

ahrend der FPGA-Prozessor einen ande-
ren Datenblock verarbeitet.
Das alleinige Kriterium f

ur die optimale Kommunikation zwischen
Host- und FPGA-Prozessor ist die Datenblockgr

oe. Wie in Abschnitt
5.6.2 noch gezeigt wird, ist der Datendurchsatz auf dem h

aug verwen-
deten PCI-Bus nur bei groen Datenbl

ocken optimal.
Der FPGA-Koprozessor hat die Aufgabe, die

ubertragenen Daten
entsprechend der Anwendung schnell zu verarbeiten. Aus diesem Grund
beziehen sich die Kriterien f

ur eine eektive und damit optimale Umset-
zung ausschlielich auf die Schaltung des FPGA-Bausteins. Drei grund-
legende Konzepte der Schaltungsarchitektur, die nachfolgend n

aher be-
schrieben werden, kommen dabei zum Einsatz. Abbildung 2.9 zeigt diese
Grundkonzepte anhand von einfachen Beispielen.
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Abbildung 2.9: Grundlegende Schaltungskonzepte
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Parallele Verarbeitung der Daten ist ein wichtiges Kriterium f

ur
eine optimale Umsetzung der Anwendung. Die parallele Datenver-
arbeitung bezieht sich aber nur auf gleichzeitig zu verarbeitende
Daten (SIMD),

ahnlich wie bei der MMX-Erweiterung der Intel
Prozessoren [Inc99].
Pipeline Verarbeitung der Daten erlaubt es,

uber die parallele Da-
tenverarbeitung hinaus, auch Operationen parallel zu verarbei-
ten (MIMD). Die einzelnen Operationen, die auch voneinander
anh

angen k

onnen, werden nacheinander von unabh

angigen Stu-
fen verarbeitet und die jeweiligen Zwischenergebnisse in Registern
zwischengespeichert. Daher ist auch dieses Grundkonzept ein sehr
wichtiges Kriterium.
Divide & Conquer ist ein Konzept das komplexe und umfangreiche
logische oder arithmetische Funktionen in kleinere Funktionen auf-
teilt, die innerhalb von mehreren Takten abgearbeitet werden. Der
Aufbau dieser komplexen Funktionen folgt dabei den Richtlinien
der Pipeline Verarbeitung.
W

ahrend die ersten beiden Konzepte auf eine m

oglichst optimale Ver-
arbeitung der Daten gerichtet sind, wird das letzte Divide & Conquer
Konzept eingesetzt, um die Taktrate und damit die Verarbeitungsge-
schwindigkeit der Schaltung zu erh

ohen. Vereinfacht kann man sagen,
da die Leistungsf

ahigkeit der gesamten Schaltung mit dem Grad der
Parallelit

at, aber auch mit der Taktrate zunimmt.
Die oben genannten Kriterien f

ur die zu entwickelnde Schaltung al-
leingenommen f

uhren aber zu einem in der Regel nicht optimalen Ge-
samtsystem. D.h. die Verarbeitung der Daten kann optimal sein, aber
durch eine sehr geringe Datenrate auf dem PCI-Bus, bedingt durch klei-
ne zu

ubertragene Datenbl

ocke, ist der Gesamtdurchsatz nur geringf

ugig
h

oher als bei einer reinen Host-Prozessor L

osung. Aus diesem Grunde
gilt es bei dem Entwurf der gesamten Architektur alle kritischen Punkte
zu bedenken, um eine leistungsstarke, optimale Anwendung zu erhalten.
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2.4.2 Beschreibungssprachen
Zur Beschreibung der, in der Entwurfsphase entstandenen Architektur,
stehen dem Entwickler verschiedene Beschreibungssprachen zur Verf

u-
gung. Alle diese Sprachen bilden die beschriebene Schaltung zuerst in
ein RT Modell und danach in eine FPGA-Baustein spezische Netzliste
ab. Die Unterschiede der einzelnen Sprachen liegen zum einen in der
Abstraktion zu dem RT Modell und zum anderen in der M

oglichkeit der
Entwurfssimulation.
Nachfolgend werden die in drei unterschiedliche Abstraktionsebenen
unterteilten Beschreibungssprachen kurz beschrieben:
Modulgeneratoren geh

oren zu den strukturbeschreibenden Sprachen
die eine, zu den RT Modellen sehr

ahnliche, Struktur aufweisen.
Zu diesen Modulgeneratoren z

ahlen die Sprachen CHDL [KBH
+
98]
oder PamBlox [MMF98], aber auch Schaltplaneingaben wie z.B.
ORCAD. Kennzeichnend f

ur die Modulgeneratoren ist eine An-
zahl von Basiskomponenten die entsprechend der Anwendung mit-
einander verschaltet werden. Zu diesen Basiskomponenten geh

oren
unter anderem Logikelemente, Register, Addierer, Z

ahler und klei-
ne RAM-Bl

ocke. Durch Zusammenschalten der Basiskomponenten
wird der Entwickler in die Lage versetzt, die Bauteilbibliothek dy-
namisch durch komplexere Bauteile, wie z.B. Multiplizierer, zu er-
weitern.
Die Verikation und Simulation der Schaltung erfolgt direkt aus
der Entwicklungsumgebung oder, wie im Fall von CHDL, direkt
aus der beschriebenen Schaltung heraus.
Verhaltensbeschreibende Sprachen wie z.B. VHDL [Per98, PT97]
oder Verilog [Pal96] bieten dem Entwickler die M

oglichkeit, Struk-
tur- mit Verhaltensbeschreibung zu kombinieren. Aufgrund der
Standardisierung dieser beiden Sprachen stellen die Hersteller der
FPGA-Bausteine eigene Bibliotheken mit allen Basiskomponenten
(Logic, Register, usw.) bereit. Diese Basisfunktionen k

onnen durch
Verhaltensbeschreibungen erg

anzt werden, was zu einer einfache-
ren Schaltungsbeschreibung f

uhrt. Auch bei den zwei genannten
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Sprachen { VHDL und Verilog { ist der Entwickler in der Lage
eine eigene Bauteilbibliothek zu generieren.
Die Simulation der entwickelten Schaltungen erfolgt auch hier mitt-
les einer Beschreibung einer Simulationsumgebung in der gleichen
Sprache. Eine Besonderheit, die verschiedene VHDL/Verilog Um-
gebungen bieten, ist die zus

atzliche Simulationsm

oglichkeit von
Netzlisten. Dadurch ist man in der Lage, die drei verschiedenen
Simulationen mit nur einem Simulationsprogramm durchzuf

uhren.
Hochsprachen hingegen bieten dem Entwickler eine Beschreibungs-
ebene, die vergleichbar zu einer imperativen Programmiersprache
wie 'C' ist. Sowohl HandelC [Han99, Han98] als auch PPC [Zoz97],
zwei Beispiele hardwarebeschreibender Hochsprachen, verwendet
eine Untermenge der 'C'-Syntax als Basissyntax, die um paralle-
le und pipelinebeschreibende Befehle erweitert wurden. In beiden
Beispielsprachen besteht die M

oglichkeit, Funktionen zu beschrei-
ben. Umgesetzt werden die beschriebenen Schaltungen im Fall von
HandleC direkt in eine Netzliste und bei PPC in eine entsprechend
strukturierte VHDL Bescheibung.
Die unterschiedlichen Ausgangsbeschreibungenmachen sich bei der
auch hier notwendigen Simulationsumgebung bemerkbar.W

ahrend
HandelC einen eigenen auf der HandleC-Syntax basierenden Simu-
lator ben

otigt, kann PPC die verf

ugbaren Simulationsumgebungen
der VHDL Werkzeuge nutzen.
In der Praxis werden vor allem die angegebenen Modulgeneratoren
und verhaltensbeschreibende Sprachen verwendet. Sie verf

ugen

uber sehr
gute Simulationsm

oglichkeiten und erlauben aufgrund ihrer Abstrakti-
onsebene die Entwicklung von sehr leistungsstarken Schaltungen. Die
Hochsprachen hingegen sind konzipiert, um dem Softwareentwickler die
M

oglichkeit zu geben, die vorhandenen Algorithmen einfach und schnell
auf Hardware abzubilden. Verbunden mit dieser sehr hohen Abstraktion
ist die nicht optimale Umsetzung, die die Leistungsf

ahigkeit der erzeug-
ten Schaltungen einschr

ankt.
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2.4.3 Design Verikation
Der gesamte Entwicklungsprozess einer FPGA-Schaltung ist begleitet
durch die Simulation des Entwurfs, der Netzlisten und der plazierten
Schaltung. Die ausf

uhrliche Simulation innerhalb des Entwicklungspro-
zesses ist notwendig, da im Betrieb auf dem FPGA-Prozessor die Funk-
tionalit

at nur als 'Black-Box' durch Anlegen von Signalen getestet wer-
den kann. Ziel der einzelnen Simulationen ist es, sowohl der Entwurf als
auch die Schaltung auf deren korrekte Ausf

uhrung hin zu veriziert und
hinsichtlich der geforderten Anforderungen zu evaluieren.
Innerhalb des, in Abbildung 2.5 dargestellten, Entwicklungsprozes-
ses werden daher mehrfach Simulationen durchgef

uhrt. Die 'Verhaltens-
Simulation'

uberpr

uft den Entwurf auf dessen korrekte Verarbeitung der
Daten und das Zusammenwirken der einzelnen unabh

angigen Kompo-
nenten. Diese Simulation basiert auf der jeweiligen abstrakten Entwurfs-
beschreibung und l

asst daher nur eine funktionale Verikation zu. Nach
dem

Ubersetzen der Beschreibung in eine Netzliste folgt die 'Netzlisten-
Simulation', die ebenfalls die Funktionalit

at der gesamten Schaltung auf
der Basis der Logikzellen-Abbildung veriziert. Dar

uberhinaus werden
durch die Abbildung auf eine Netzliste erstmals Aussagen

uber das zeit-
liche Verhalten und damit

uber die zu erwartende Leistungsf

ahigkeit
der Schaltung m

oglich. Das endg

ultige zeitliche Verhalten der Schaltung
l

asst sich aber erst nach dem Place&Route-Vorgang durch die 'Timing-
Simulation' bestimmen. Die Timing-Netzliste enth

alt zu diesem Zweck
die Verz

ogerungszeiten der FPGA internen Logikelemente und Netz-
werkverbindungen.
Alle drei oben genannten Simulationen werden auf der Ebene der
Eingangs- und Ausgangssignale der jeweiligen FPGA-Schaltung durch-
gef

uhrt. In der nachfolgenden Abbildung 2.10 ist die 'Verhaltens-Simu-
lation' des 2Bit Multiplizieres f

ur verschiedene Eingangszahlen darge-
stellt.
Die Auswahl der Testdaten mit denen die Schaltung veriziert werden
erfolgt in der Regel durch den Entwickler. Eine sogenannte 'Testbench'
erm

oglicht es dem Entwicker, die ausgew

ahlten Testdaten direkt oder
aus einer Datei zu lesen und sie in Form von Eingangsignalen an die
zu testende Schaltung anzulegen. Ebenfalls

uber die 'Testbench' werden
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Abbildung 2.10: Waveform Output der 'Verhaltens-Simulation' des 2 Bit
Multiplizierers
Ausgangssignale und Ergebnisse ausgelesen und abgespeichert, um z.B.
im Fall von Bilddaten diese nach der Simulation anzuzeigen.
F

ur FPGA-Koprozessoren ist es jedoch wichtig die Simulation aus
Sicht des Host-Prozessor durchf

uhren zu k

onnen, um das Zusammenwir-
ken der einzelnen an einer Anwendung beteiligten Komponenten veri-
zieren und evaluieren zu k

onnen. Aus diesem Grund wurden f

ur die Be-
schreibungssprachen CHDL und VHDL spezielle Umgebungen erstellt,
die eine Simulation des gesamten FPGA-Koprozessors erm

oglichen.
2.5 Zusammenfassung
In diesem Kapitel wurden die Grundlagen des Multitasking Betriebs be-
schrieben, welche es erm

oglicht mehrere unabh

angige Prozesse parallel
zu verwalten und zu verarbeiten. Die hardwareseitige Unterst

utzung der
Prozessoren wurde am Beispiel des Intel 80486 Prozessors aufgezeigt.
Zus

atzlich wurden die Aufgaben des Betriebssystems zur Durchf

uhrung
des Multitasking Betriebs kurz erl

autert.
Eine zweite, f

ur diese Arbeit wichtige, grundlegende Beschreibung
erl

autert den Aufbau und die Eigenschaften von FPGA-Bausteinen und
von FPGA-Prozessoren. Neben den allgemeinen Merkmalen der FPGA-
Bausteine werden verschiedene, bausteinfamilientypische Variationen und
Erweiterungen genannt.
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Der f

ur die Umsetzung von Anwendungen notwendige Entwicklungs-
prozess wird anhand des Beispiels eines 2Bit Multiplizierers schrittweise
n

aher erl

autert. Beschrieben werden die einzelnen Stufen, die ein De-
sign innerhalb dieses Entwicklungsprozesses durchl

auft und die Werk-
zeuge, die dazu verwendet werden. Unter dem Gesichtspunkt der An-
wendungsentwicklung f

ur FPGA-Koprozessoren werden die daf

ur not-
wendigen Kriterien beschrieben. Abschlieend werden die verschiedenen
Beschreibungssprachen kurz beschrieben und die Form der Schaltungs-
verikation erl

autert.
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Kapitel 3
Preemptive Multitasking
auf FPGAs
Durch die im vorherigen Kapitel beschriebene Eigenschaft der Rekongu-
ration der FPGA-Bausteine ist es m

oglich, verschiedenste Anwendungen
auf einem FPGA-Prozessor beschleunigt auszuf

uhren. Dies wird derzeit
in den verschiedensten Bereichen durchgef

uhrt, wobei der FPGA-Pro-
zessor zu einem Zeitpunkt jeweils nur f

ur eine spezische Anwendung
eingesetzt wird.
Die zus

atzliche schnelle Rekonguration der Bausteine erm

oglicht es
nun, mehrere dieser Anwendungen auf einem FPGA-Prozessor paral-
lel auszuf

uhren, indem der FPGA-Baustein die einzelnen Anwendungen
zeitlich voneinander getrennt verarbeitet. Diese, von preemptiven Multi-
tasking Systemen bekannte Ausf

uhrung durch ein Betriebssystem bietet
somit auch f

ur FPGA-Prozessoren die Vorteile, die durch die parallele
Ausf

uhrung entstehen. Obgleich die FPGA-Bausteine f

ur eine echte par-
allele Nutzung geeignet sind, mu ein solches Betriebssystem auch hier
in der Lage sein, eine Anwendung in der Ausf

uhrung zu unterbrechen
und zu einem sp

ateren Zeitpunkt wieder fortzuf

uhren.
Das Ziel ist es, basierend auf der Grundlage der Rekonguration
der FPGA-Bausteine und der Rekonstruktion der Anwendungen auf
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dem FPGA-Prozessoren, ein Betriebssystem aufzubauen, das ein pre-
emptives Multitasking mehrerer unabh

angiger Anwendungen auf einem
FPGA-Koprozessor erm

oglicht. Zugleich ist dieses Betriebssystem allge-
meing

ultig, d.h. es verarbeitet alle Anwendungen und basiert auf verf

ug-
baren FPGA-Koprozessoren.
Dieses Kapitel beschreibt die Umsetzung der Idee eines preemptiven
Multitaskings f

ur FPGA-Bausteine mit allen Randbedingungen und An-
forderungen an die zur Verwendung kommenden FPGA-Koprozessoren.
Zu Beginn des Kapitels werden die speziellen FPGA-Bausteine beschrie-
ben, die ein solches preemptives Multitasking unterst

utzen, aber auch die
bisherigen Betriebssysteme f

ur FPGA-Prozessoren werden n

aher erl

autert.
Im Anschlu daran wird das f

ur FPGA-Prozessoren neuartige Konzept
des preemptiven Multitasking beschrieben. Im Detail wird auf die Um-
setzung der Funktionalit

at und den Ablauf eines Prozesswechels einge-
gangen. Durchgef

uhrte Messungen bilden abschlieend die Grundlage f

ur
ein darauf aufbauendes Betriebssystem.
3.1 Motivation
Die Rekongurierbarkeit der FPGA-Bausteine ist der Schl

usselfaktor f

ur
eine allgemeine Verwendbarkeit der FPGA-Prozessoren. D.h. viele An-
wendungen aus verschiedensten Bereichen wie z.B. der Bildverarbeitung,
der Kryptographie oder der Bioinformatik k

onnen durch den Nutzen
eines FPGA-Prozessors eine Beschleunigung erfahren, die den Nutzen
der Anwendungen weiter steigern. Derzeit ist die Nutzung der Ressour-
ce FPGA-Prozessor jedoch immer nur einer Anwendung vorbehalten,
die von den Vorz

ugen der beschleunigen Datenverarbeitung protieren
kann. Dies begr

undet sich durch die direkte Verwendung des FPGA-
Prozessors

uber den Ger

ate-Treiber, der exklusiv nur von jeweils einem
Prozess ge

onet werden kann.
Durch die Einf

uhrung eines preemptiven Betriebssystems f

ur FPGA-
Prozessoren wird dieser mehreren Anwendungen gleichzeitig zur Verf

ug-
ung gestellt. Das Betriebssystem, das aus mehreren Programmen be-
steht, steuert dabei die Ausf

uhrung der Anwenderprogramme auf dem
FPGA-Prozessor. Daraus resultierend entstehen durch die Verwendung
eines solchen preemptiven Betriebssystems folgende Vorteile:
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 Mehrfachnutzung des FPGA-Prozessor durch verschiedene Anwen-
dungen und Benutzer
 Bessere Auslastung des FPGA-Prozessors
 Vermeidung von blockierenden Situationen
 Priorisierte Verarbeitung der Prozesse
 Standardisierung der Benutzerschnittstelle
 Unterst

utzung mehrerer FPGA-Prozessoren
Diesen Vorteilen des preemptiven Betriebssystem steht ein systembe-
dingter Overhead gegen

uber. Dieser Overhead entsteht durch die Zeit,
in der der FPGA-Prozessor nicht durch die Anwendung genutzt wer-
den kann und verl

angert die Ausf

uhrungszeiten der einzelnen Anwen-
dungen. Das Betriebssystem, das w

ahrend dieses Overheads ausgef

uhrt
wird, verwaltet dabei die einzelnen Prozesse und schaltet von einem auf
den anderen Prozess um.
Aus den genannten Vorteilen und den Einschr

ankungen durch ein
solches Betriebssystem ergeben sich mehrere Randbedingungen, die beim
Aufbau eines Betriebssystems beachtet werden m

ussen:
 Das Betriebssystem mu in der Lage sein, eine laufende Anwen-
dung auf dem FPGA zu unterbrechen und ihn zu einem sp

ateren
Zeitpunkt fortzusetzen (preemptives Multitasking).
 Die Zeit f

ur einen Prozesswechsel mu gering sein, um eine mini-
male Beeinuung der Ausf

uhrungszeit zu erreichen.
 Der systembedingte Overhead f

ur die einzelne Operation mu ver-
nachl

assigbar sein.
 Das Betriebssystem soll verschiedene FPGA-Koprozessoren unter-
st

utzen.
 Eine einheitliche Benutzerschnittstelle mu f

ur den Zugri auf den
FPGA-Prozessor bereitgestellt werden.
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3.2 Stand der Technik
In der Vergangenheit wurden verschiedene unterschiedliche Ans

atze ver-
folgt, um den FPGA-Prozessor f

ur mehreren Anwendungen gleichzeitig
nutzen zu k

onnen. Alle diese Ans

atze basieren auf der Programmierbar-
keit und der Rekongurierbarkeit der FPGA-Bausteine und nutzen diese
beiden Eigenschaften um mehrere Anwendungen gleichzeitig zu verar-
beiten. Obwohl alle das gleiche Ziel verfolgen basieren die entstandenen
Systeme auf drei unterschiedlichen Grundkonzepten:
 Der hardwarebasierte Ansatz eines Multi-Context FPGA-Bausteins,
der mehrere Kongurationen gleichzeitig speichert
 Ein Betriebssystem, das eine echte parallele Nutzung von FPGA-
Logik durch verschiedene Prozesse erm

oglicht
 Ein Betriebssystem zur Verwaltung mehrerer nacheinander aus-
zuf

uhrender Prozesse
Die einzelnen Konzepte und die daraus entstandenen Systeme werden in
den nachfolgenden Abschnitten n

aher erl

autert.
3.2.1 Multi-Context FPGA-Bausteine
Multi-Context FPGA-Bausteine wurden von zwei Herstellern unabh

ang-
ig voneinander entwickelt und sollten mehrere, damals bestehende Ein-
schr

ankungen eleminieren.
Die Motivation f

ur die Entwicklung eines Multi-Context FPGAs bei
der Firma Sanders [SV98] und der Firma Xilinx [TCJW97] waren:
1. Die Logikkapazit

at des FPGA-Bausteins zu erh

ohen,
2. durch zeitliches multiplexen mehrere Anwendungen verarbeiten zu
k

onnen und
3. durch die gleiche Kongurierung der mehreren Kongurationsebe-
nen redundante Systeme aufzubauen.
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Die Vorgehensweise bei den beiden Multi-Context FPGAs ist im we-
sentlichen die Gleiche. Durch das Einf

uhren von zus

atzlichen Kongura-
tionsebenen, in denen die Programmierung der Logikebene gespeichert
ist, ist der FPGA-Baustein in der Lage, seine Funktionalit

at innerhalb
von wenigen Nanosekunden zu wechseln. Abbildung 3.1 illustriert die
entstandene FPGA-Architektur. Zus

atzlich zu der Kongurationsebene
Data I/O
Konfigurations
Bitstrom
Konfigurations-
Ebenen
Logikebene
Abbildung 3.1: Konzeption der Multi-Context FPGA-Bausteine.
wurde auch die Logikebene f

ur den Multi-Context Betrieb ver

andert.
Die Register wurden so erweitert, da sie die Registerinhalte jeder Kon-
guration statisch speichern. Eine weitere Ver

anderung erm

oglicht es,
diese Registerinhalte von einer zur anderen Konguration zu

ubertra-
gen. Dieser kongurations

ubergreifende Datentransfer erfolgt

uber die
Register. Durch diese verteilte Speicherung der gesamten Registerinhalte
einer Konguration ist ein Wechsel der Anwendung innerhalb von nur
einem Takt m

oglich. Die Kongurationswechsel werden von auen aus-
gel

ost und k

onnen somit auch den externen Zustand der Anwendung
ber

ucksichtigen.
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Der groe Vorteil f

ur den Einsatz dieser Bausteine in einem Mul-
titasking Betriebssystem ist die M

oglichkeit, eine Konguration inner-
halb von nur wenigen Nanosekunden (5-30ns) zu ver

andern. Dar

uber-
hinaus erfolgt die Konguration der Anwendung als Hintergrundprozess
w

ahrend der Baustein einen andere Anwendung ausf

uhrt.
Demgegen

uber verf

ugen diese FPGA-Bausteine nur

uber eine kleine
Anzahl an Logikzellen. Aufgrund der schnellen Entwicklung der FPGA-
Bausteine verf

ugt ein moderner Baustein mit einer Kongurationsebene

uber mehr Ressourcen als der Multi-Context FPGA-Baustein mit allen
Kongurationsebenen zusammen und der heutige Baustein kann diese
im Gegensatz zu der gemultiplexten Logik voll und permanent nutz-
ten. Dar

uberhinaus waren die Unterst

utzung durch die Entwicklungs-
werkzeuge nur unzureichend, so das z.B. der Datenaustausch zwischen
den einzelnen Kongurationen, nur mit groem Aufwand genutzt wer-
den konnte. Bedingt durch den Entwicklungsstatus der Bausteine sind
auch die wichtigen Place&Route-Werkzeuge nur mit Einschr

ankungen
nutzbar.
Diese Multi-Context FPGAs verf

ugen

uber eine sehr gute Unterst

utz-
ung f

ur ein Multitasking Betriebssystem, da sie schnell zwischen zwei
Anwendungen umschalten k

onnen. Dennoch bestehen bei der Betrach-
tung des gesamten Ablaufs von der Konzeptionierung

uber die Simula-
tion bis hin zur Ausf

uhrung der Anwendungen erhebliche M

angel, die
eine einfache Anwendungsentwickung unm

oglich machen.
Aufgrund der schnellen Entwicklung in dem Bereich der FPGA-Bau-
steine und des groen Aufwands bei der Optimierung der Place&Route
Software wurden die Entwickungen beider Multi-Context FPGA-Bau-
steine von den jeweiligen Firmen eingestellt. Derzeit sind keine Bausteine
verf

ugbar, die eine

ahnliche Funktionalit

at bereitstellen.
3.2.2 Parallele Nutzung der FPGA-Logik
Die parallele Nutzung der Logik innerhalb eines FPGA-Bausteins wird
bei dem Ansatz von G. Brebner verfolgt um mehrere Anwendungen
gleichzeitig ausf

uhren zu k

onnen [Bre97b]. Das Ziel ist die Entwicklung
eines Frameworks, das sowohl f

ur die Entwicklung der einzelnen An-
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wendungen als auch deren Plazierung und gegenseitige Kommunikation
beinhaltet.
Verwendet wird ein spezieller FPGA-Baustein von der Firma Xilinx
mit der Bezeichnung XC6216 [Xil96]. Dieser verf

ugt

uber eine schnelle
32Bit parallele Kongurationsschnittstelle, die eine f

ur den Ansatz not-
wendige partielle Rekonguration des Bausteins erm

oglicht. Desweiteren
umfasst der Kongurationsbitstrom des genannten Bausteins aufgrund
des verh

altnism

aig einfachen Aufbaus der Logikzellen und des Verbin-
dungsnetzwerks nur100kBit. Diese beiden Eigenschaften des Bausteins
erm

oglichen ein schnelles Wechseln der Konguration in 0,2ms.
Die parallel auszuf

uhrenden Anwendungen werden bei der Entwick-
lung auf kleine quadratische Logikbl

ocke abgebildet, die 'Swappable Lo-
gic Units' (SLU) genannt werden. In ihrer Position festgelegte Schnitt-
stellen erm

oglichen eine Kommunikation benachbarter SLUs unterein-
ander bzw. den Zusammenschlu mehrerer SLUs zu komplexeren Funk-
tionen. Dies ist zur Verdeutlichung in Abbildung 3.2 dargestellt. Das
Betriebssystem steuert die Verwendung der einzelnen SLUs und deren
Positionierung innerhalb des FPGA-Bausteins. Eine weitere Aufgabe des
Betriebssystems ist die Durchf

uhrung der Kommunikation zwischen dem
aufrufenden Prozess auf dem Host-Prozessor und der kongurierten SLU
auf dem FPGA-Prozessor. Beg

unstigt durch die Eigenschaft des direk-
ten Zugris

uber die Kongurationsschnittstelle auf die internen Register
innerhalb des FPGA-Bausteins ist das Betriebssystem in der Lage jede
verwendete SLU individuell mit Daten zu versorgen. Dieser Datenaus-
tausch basiert stets auf den Registern. Eine Verwendung von externen
Bausteinen wie RAMs ist nicht vorgesehen.
Die Funktionalit

at des Betriebssystem wurde f

ur logische und arith-
metische Funktionen gezeigt, die auf Basis von Registerwerten arbeiten.
Aus Sicht des Host-Prozessors wurde somit der Befehlssatz mit speziel-
len benutzerdenierten Maschinenbefehlen erweitert, die auf den FPGA-
Prozessor ausgef

uhrt werden.
Bei dem Ansatz erfolgt eine echte parallele Verarbeitung der Daten
in unabh

angigen Logikbereichen, den SLUs. Zusammen mit dem ent-
wickelten Betriebssystem wird die Durchzuf

uhrung einzelner, komplexer
Maschinenbefehle auf dem FPGA-Prozessor erreicht.
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Abbildung 3.2: Aufteilung der vorhandenen Logik

ache zur Ausf

uhrung
der SLUs
Dennoch ist bedingt durch die registerbasierte Kommunikation
1
nur
eine sehr geringe Daten

ubertragungsrate zwischen den Host- und dem
FPGA-Prozessor zu erreichen, was eine eektive Verwendung des Be-
triebssystems ausschlielich auf Maschinenbefehle mit nur wenigen Pa-
rametern eingeschr

ankt. Durch diese Einschr

ankung reduzieren sich die
Aufgaben des eingesetzten Betriebssystems auf die Verwaltung der ein-
zelnen SLUs und die Koordinierung der Zugrie. Eine Sicherung des
Zustandes im Falle eines SLU Wechsels ist nicht notwendig, da die Ma-
schinenbefehle kombinatorisch sind und durch die Registerwerte deniert
sind. Somit kann das Betriebssystem die einzelnen SLUs jederzeit

uber-
schreiben, um sie f

ur andere Anwendungen einzusetzen.
1
Die Datenrate bei einzelnen Registerzugrien liegt f

ur Lesezugrie bei  6Mbyte
und f

ur Schreibzugrie bei  25MByte [Mue00].
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Dieses entwickelte Betriebssystem zeigt, da f

ur eine Klasse von An-
wendungen die parallele Verarbeitung auf dem FPGA-Prozessor erfol-
gen kann. Zu diesem Zweck ist ein umfassendes Gesamtkonzept ent-
wickelt worden. Dennoch ist dieses Konzept aufgrund des zum Einsatz
kommenden Bausteins XC6216 mit seiner einzigartigen Kongurations-
schnittstelle und der partiellen Rekongurierbarkeit nur bedingt allge-
meing

ultig. Der Einsatz dieses Bausteins schr

ankt zudem die Program-
mierbarkeit weiter ein, denn die Unterst

utzung der Entwicklungswerk-
zeuge ist f

ur diesen Baustein mangelhaft [Bre97a, HR98b]. Die Ausnutz-
ung der partiellen Rekongurierbarkeit erfordert den Einsatz eines Algo-
rithmus zur Plazierung der SLUs auf den FPGA-Baustein. Dieser ist vor
allem bei Anwendungen mit mehreren verbundenen SLUs komplex und
f

uhrt nur selten zu einer vollen Auslastung der zur Verf

ugung stehen-
den Logik

ache. Als letzte Eigenschaft des Betriebssystems ist die Ein-
schr

ankung auf nur eine Klasse von Anwendungen zu nennen. Nur regi-
sterbasierte Maschinenbefehle k

onnen eektiv ausgef

uhrt werden, denn
Anwendungen, die groe Datenmengen austauschen, erfordern die ex-
klusive Nutzung der Kommunikationsmechanismen zwischen Host- und
FPGA-Koprozessor bzw. die Nutzung von lokalen RAM-B

anken. Diese
werden durch das Konzept nicht abgedeckt.
Die mangelnde Unterst

utzung durch die Entwicklungswerkzeuge,ma-
geblich durch das Place&Route-Werkzeug, hat die m

ogliche Verwendung
des Bausteins XC6216 soweit eingeschr

ankt, da dieser seit 1999 nicht
mehr erh

altlich ist.
Ein

ahnlicher Ansatz f

ur ein Betriebssystem, das im Gegensatz dazu
auf einem FPGA-Baustein ohne spezielle Unterst

utzung basiert, wur-
de von J. Jean [JTY
+
98] umgesetzt. Im Unterschied zum vorher be-
schriebenen Betriebssystem wird dort der FPGA-Baustein nicht partiell
rekonguriert. Somit steht jeder Anwendung die gesamte Logik des Bau-
steins zur Verf

ugung w

ahrend das Betriebssystem nur eine verwaltende
Funktion ausf

uhrt.
Im Ergebnis zeigt dieses Betriebssystem, da eine Verteilung ver-
schiedener Anwendungen auf die verf

ugbaren FPGA-Bausteine m

oglich
ist. Dargestellt wird die Funktionalit

at des Betriebssystems anhand von
Anwendungen, die zwar von ihrer Abstraktion vergleichbar mit Funktio-
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nen sind, aber dennoch nur einen sehr geringen Datentransfer erfordern.
Das Betriebssystem selbst arbeitet nicht preemptiv und mu mit der
Verarbeitung der ausf

uhrungsbereiten Anwendungen warten, bis die ge-
rade auszuf

uhrende Anwendung beendet wird. Gerade durch diesen nicht
preemptiven Ansatz k

onnen blockierende Situationen entstehen, die die
Ausf

uhrungszeiten der nachfolgenden Anwendungen erh

ohen und den
Beschleunigungsfaktor verringern. Eine weitere Einschr

ankung ist gege-
ben, sobald mehrere Anwendungen auf jeweils einem FPGA-Baustein
verarbeitet werden und jede dieser Anwendungen gr

oere Datenmengen
verarbeiten. In dieser Situation bildet die Schnittstelle zwischen dem
Host- und dem FPGA-Koprozessor mit der maximalen Datentransferra-
te eine Engstelle, die ebenfalls die gesamte Verarbeitungszeit aller An-
wendungen erh

oht.
3.2.3 Multitasking Betriebssystem
Das Ziel dieses von G. Haug entwickelten Systems [HR98b] ist es den
FPGA-Koprozessor fest mit der Ausf

uhrung der Anwendung auf den
Host-Prozessor zu synchronisieren. Eine solche feste Beziehung der An-
wendungsausf

uhrung auf beiden Prozessoren erm

oglicht es den bestehen-
den Befehlssatz des Host-Prozessors mit speziellen Maschinenbefehlen,
die auf dem FPGA-Koprozessor ausgef

uhrt werden, dynamisch zu erwei-
tern.
Der hier zum Einsatz kommende FPGA-Koprozessor basierte auch
auf dem XC6216 Baustein von Xilinx, wobei nur die schnelle Kongura-
tionsschnittstelle eingesetzt wird. Daher steht jedem Prozess die gesamte
Logik des Bausteins zur Verf

ugung. Eine Verwendung weiterer,

uber die
Grenzen des FPGA-Bausteins hinausgehende Elemente wie z.B. lokales
RAM ist nicht vorgesehen. Aufgrund dieser Einschr

ankung ist auch hier
nur eine geringe Datenkommunikation, basierend auf den Austausch von
Registerwerten, zu erwarten.
Die Prozesswechsel werden

uber eine Erweiterung des Linux Betriebs-
systems mit den Prozesswechseln des Host-Prozessors synchronisiert,
d.h. mit jedem Prozesswechsel auf dem Host wird auch die Kongu-
ration auf dem FPGA-Koprozessor gewechselt. Diese enge Verkn

upfung
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ergibt sich aus der notwendigen Verf

ugbarkeit der Maschinenbefehle f

ur
die ausgef

uhrte Anwendung auf dem Host-Prozessor. Eine Besonderheit
bei diesem Prozesswechsel ist die Speicherung und sp

atere Wiederher-
stellung des internen Zustandes durch direkte Registerzugrie auf den
FPGA-Baustein.
Durch den Wechsel der FPGA-Funktionalit

at ist es m

oglich, die Ma-
schinenbefehle eines Host-Prozessors dynamisch und anwendungsabh

ang-
ig zu erweitern. Verbunden damit ist aber ein hoher systematischer Over-
head, der durch den st

andigen Wechsel der FPGA Konguration kommt.
Bedingt durch die zum Einsatz kommende, registerbasierte Kommu-
nikation zwischen den beiden beteiligten Prozessoren ist dieses Betriebs-
system nur zur Aus

uhrung vonMaschinenbefehlen einsetzbar. Die fehlen-
de M

oglichkeit gr

oere Datenmengen eektiv

ubertragen zu k

onnen ver-
hindert auch hier die Verwendung des Betriebssystems durch die weitaus
gr

oere Anzahl von Anwendungen die groe Datenpakete, wie z.B. Bild-
daten, verarbeiten.
Im Ergebnis hat dieses Multitasking Betriebssystem die M

oglichkeit
aufgezeigt einen, auf dem FPGA-Koprozessor laufenden Prozess in des-
sen Ausf

uhrung anzuhalten und ihn zu einem sp

ateren Zeitpunkt wieder
fortzusetzen. Dies wird auch hier gezeigt auf dem schon beschriebenen
FPGA-Baustein XC6216 der

uber eine einzigartige und f

ur diesen Ein-
satz konzipierte Kongurationsschnittstelle verf

ugt. Das Betriebssystem
beschr

ankt sich auf eine Klasse von Anwendungen die aufgrund der
schlechten Datenrate bei einzelnen Registerzugrien nur bedingt f

ur ei-
ne Auslagerung auf den FPGA-Koprozessor geeignet sind. Operationen,
die auf einzelnen Registern ausgef

uhrt werden, k

onnen mit der vollen
Rechenleistung moderner Prozessoren verarbeitet werden
2
und sind nur
bei sehr komplexen Maschinenbefehlen zur Auslagerung geeignet.
3.2.4 Bewertung

Uber die in den vorherigen Abschnitten beschriebenen Multi-Context
2
Ein mit 1GHz laufender Prozessor verarbeitet ca. 700 Maschinenbefehle in der
Zeit einer Write-Read Kombination bei den gegebenen Datenraten (lesend 6MByte/s
und schreibend 25MByte/s).
48 KAPITEL 3. PREEMPTIVE MULTITASKING AUF FPGAS
FPGABausteine und Betriebssysteme f

ur FPGA-Koprozessor kann zu-
sammenfassend gesagt werden, da sie im Prinzip alle die Funktiona-
lit

at zur Verarbeitung mehrerer unabh

angiger Anwendungen bereitstel-
len, aber dennoch aufgrund der individuellen Einschr

ankungen entweder
nur f

ur eine Klasse von Anwendungen oder f

ur spezielle FPGA-Kopro-
zessoren geeignet sind.
Die beiden vorgestellten Multi-Context FPGA-Bausteine sind durch
das Wechseln der Konguration in wenigen Nanosekunden sehr gut f

ur
einen Einsatz in einem preemptiven Multitasking System geeignet, aber
trotzdem erweisen sie sich f

ur den praktischen Einsatz als unbrauchbar.
Die Gr

unde hierf

ur sind:
 Geringe Anzahl von Logikressourcen
 Mangelnde Verf

ugbarkeit von Entwurfsmethoden
 Schlechte Place&Route-Werkzeug Unterst

utzung
 Nichtverf

ugbarkeit der Bausteine
Alle drei beschriebenen Betriebssysteme zeigen, da eine Verarbeitung
von mehreren unabh

angigen Anwendungen aus der Klasse der Maschi-
nenbefehlsebene durchgef

uhrt werden kann. Die Anwendungen werden
dabei parallel bzw. zeitlich unterteilt auf den FPGA-Koprozessoren aus-
gef

uhrt. Dennoch ist auch der praktische Einsatz der Betriebssysteme
aufgrund folgender Einschr

ankungen nicht gew

ahrleistet:
 Geringe Unterst

utzung bei der Entwurfserstellung
 Keine Nutzung von externen Bausteinen wie z.B RAMs
 Geringes Abstraktionsniveau der Kommunikationsschnittstelle (Re-
gisterzugrie)
 Verwendung eines speziellen FPGA-Bausteins mit einzigartiger Kon-
gurationsschnittstelle
 Geringe bzw. nicht vorhandene Unterst

utzung zur Verarbeitung
von Funktionen und ganzen Anwendungen auf den FPGA-Koprozessoren.
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Mit Ausnahme des Ansatzes von G. Haug wird bei den vorgestellten
Betriebssystemen ausschlielich die sogenannte 'Overlay'-Technik einge-
satzt. Diese in Abbildung 3.3 illustrierte Technik

uberschreibt die Kon-
FPGA Logikebene
Zeit
Prozess 1
Prozess 2
Prozess 3
Prozess 4
Abbildung 3.3: Funktionsweise der 'Overlay'-Technik bei einem Prozess-
wechsel
guration des verwendeten FPGA-Bausteins bzw. der SLU mit den neuen
Kongurationsdaten, ohne die Zust

ande der vorherigen Anwendung zu
sichern. Ein solches Vorgehen unterbindet jedoch die M

oglichkeit, ei-
ne laufende Anwendung in dessen Ausf

uhrung anzuhalten, um diesen
zu einem sp

ateren Zeitpunkt in dem gleichen Zustand, wie der bei der
Unterbrechung bestand, fortzusetzen. Bei entsprechenden daten- und
rechenintensiven Anwendungen
3
entstehen durch die 'Overlay'-Technik
blockierende Situationen, die die Ausf

uhrungszeiten aller nachfolgenden
Anwendungen verl

angert. Zu sehen ist das anhand der beiden Prozesse
3 und 4 in der Abbildung 3.3. Durch die lange Ausf

uhrungszeit von Pro-
3
Solche Anwendungen verwenden in der Regel eine Abstraktionsebene die auf
Funktionen oder ganzen Programmen basieren.
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zess 3 kann sich die Ausf

uhrungszeit von Prozess 4 um ein mehrfaches
der eigentlichen Prozesszeit verl

angern und somit die Beschleunigung ge-
gen

uber der Ausf

uhrung auf dem Host-Prozessor ins Negative umkehren.
3.3 Preemptiver Multitasking Ansatz
Die im folgenden beschriebene Arbeit beseitigt den negativen Einu
der 'Overlay'-Technik durch den Aufbau eines Betriebssystems, das auf
der Basis des preemptiven Multitaskings arbeitet und alle Klassen von
Anwendungen verarbeiten kann.
Preemptive Betriebssysteme wie z.B. WindowsNT oder Linux wer-
den heutzutage auf vielen modernen von-Neumann Prozessoren stan-
dardm

aig eingesetzt. Sie bieten dem Benutzer viele Vorteile, die zum
gr

oten Teil auch auf dem FPGA-Koprozessor

ubertragbar sind.
Dieser neue Betriebssystemansatz konzentriert sich auf die Anwen-
dungen, die von einer Verarbeitung auf dem FPGA-Koprozessor im be-
sonderen Mae protieren. Diese sind einer Studie zufolge Anwendungen,
die entweder sehr rechenintensiv oder sehr datenintensiv sind oder eine
Kombination aus beiden Anforderungen vereinen. Details dieser Unter-
suchungen sind in Kapitel 4 zu nden. Klassizieren lassen sich diese
untersuchten Anwendungen ausschlielich in die Funktions- und in die
Programmebene, die von den bisherigen Betriebssystemen nicht oder nur
unzureichend unterst

utzt werden. Ein weiterer, f

ur die Funktionsweise
der analysierten Anwendungen sehr wichtiger Punkt ist die intensive
Verwendung von externen Elementen wie z.B. RAMs.
Das in Rahmen dieser Arbeit entstandene Betriebssystem konzen-
triert sich auf diese beiden Klassen von Anwendungen und deren Ver-
arbeitung auf verf

ugbaren FPGA-Koprozessoren. Im Mittelpunkt steht
die Verwirklichung des preemptiven Multitasking Ansatzes auf Stan-
dard FPGA-Bausteinen. Dar

uberhinaus wird neben dem Betriebssystem
selbst auch der weitere f

ur die Praxis wichtige Prozess der Anwendungs-
entwicklung mit in das Gesamtkonzept aufgenommen.
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3.3.1 Statusrekonstruktion einer Schaltung
Zur Vermeidung von blockierenden Zust

anden verfolgt das umgesetzte
Betriebssystem einen preemptiven Ansatz. Dieser setzt jedoch voraus,
da der Zustand einer Anwendung, die auf dem FPGA-Koprozessor aus-
gef

uhrt wird, in ihrer Ausf

uhrung unterbrochen und zu einem sp

ateren
Zeitpunkt wieder hergestellt werden kann.
Die Grundlage, die eine solche Rekonstruktion einer beliebigen An-
wendung und damit einer Schaltung erm

oglicht, ist der synchrone Auf-
bau basierend auf dem Register-Transfer Modell (RT-Modell). Dieses
Modell besteht aus zwei unterschiedlichen Grundelementen:
Speicherelemente in Form von Registern, die den jeweiligen Zustand

uber eine Taktperiode stabil halten. Verbunden sind sie jeweils mit
Ein- bzw. Ausg

angen der Logikelemente. RAMs z

ahlen ebenfalls zu
den speichernden Elementen.
Logikelemente, die die kombinatorischen oder arithmetischen Funk-
tionen ausf

uhren. Jedes Logikelement generiert Ausgangssignale,
die auf den Eingangssignalen und den internen Funktionen basie-
ren.
Die gesamte Schaltung besteht aus einer Vielzahl dieser beiden Grund-
elemente die meist alternierend hintereinander geschaltet sind. In Ab-
bildung 3.4 ist der typische Aufbau eines solchen RT-Modells zu sehen.
Die Logikelemente sind passive Elemente, d.h. sie generieren kombina-
torisch Ausgangssignale, die nur auf den auszuf

uhrenden arithmetischen
oder logischen Funktionen und auf den Zust

anden der Eing

ange beru-
hen. Die Register demgegen

uber speichern den jeweiligen Zustand aktiv
ab und bestimmen indirekt das Ausgangssignal des nachfolgenden Logi-
kelements.
Somit ist es zur Rekonstruktion einer Schaltung ausreichend, alle Re-
gisterzust

ande zu sichern und diese bei der erneuten Ausf

uhrung wieder
herzustellen. Dieser Vorgang ist in Abbildung 3.4 graphisch dargestellt.
Zur Sicherung der Zust

ande wird der Taktgenerator abgeschaltet, so
da sich die Registerinhalte stabil verhalten. Diese Taktabschaltung hat
zus

atzlich den Vorteil, da weitere speichernde Komponenten wie z.B.
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Abbildung 3.4: Darstellung der Statusrekonstruktion bei einer Schaltung.
Das illustrierte RT-Modell setzt folgende Funktion um: erg = a  (b+3)
RAMs, die sich auch ausserhalb des FPGA-Bausteins benden k

onnen,
sich nicht ver

andern und mitgesichert werden k

onnen.
Aufgrund des bei allen Entwicklungssprachen zugrundeliegenden RT-
Modells ist es nicht notwendig f

ur die Rekonstruktion des Schaltungszu-
stands besondere Unterscheidungen zu treen.
3.3.2 Zielsetzung des neuen Betriebssystemansatz
Die Zielsetzungen die dieser Arbeit zugrundeliegen, ergeben sich aus den
zahlreichen Einschr

ankungen der bestehenden Betriebssysteme und einer
Untersuchung verschiedener Anwendungen f

ur FPGA-Koprozessoren.
Ziel ist es, basierend auf der Grundlage der Rekonstruktion
von Schaltungen und der Rekonguration von FPGA-Bausteinen,
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ein Betriebssystem aufzubauen, das ein preemptives Multitas-
king mehrerer unabh

angiger Prozesse auf dem FPGA-Kopro-
zessor erm

oglicht. Dieses Betriebssystem sollte alle Anwen-
dungen ausf

uhren k

onnen und auf verf

ugbaren FPGA-Kopro-
zessoren basieren.
Randbedingung f

ur dieses Ziel ist zum einen die Baustein- bzw. FPGA-
Koprozessor Auswahl und zum anderen die Wahl der Betriebssystemar-
chitektur. Das neue Betriebssystem basiert auf der Verwendung von
standardisierten FPGA-Bausteinen. Bauteilspezische oder einzigartige
Merkmale, wie z.B. die 32Bit Kongurationsschnittstelle des XC6216 von
Xilinx, werden zugunsten einer allgemeinen Verwendbarkeit nicht einge-
setzt. Ein weiterer Vorteil, der sich durch die Verwendung von Stan-
dardbausteinen ergibt, ist die Verf

ugbarkeit optimierter Entwicklungs-
werkzeuge, die f

ur den Entwicklungsprozess unerl

alich sind. Dies gilt
insbesondere f

ur die Place&Route-Werkzeuge.
Das Ziel beinhaltet auch den erstmaligen Aufbau einer einheitlichen
Schnittstelle zur Ansteuerung von FPGA-Koprozessoren. M

oglich wird
dies durch den allgemeinen Ansatz, der die Unterst

utzung verschiede-
ner FPGA-Koprozessoren gew

ahrleistet und durch eine Abstraktion der
Zugrie durch das Betriebssystem. Ein,

uber das Betriebssystem hin-
ausgehende, sekund

ares Ziel ist die Erstellung einer Entwicklungsumge-
bung f

ur Anwendungen. Diese Umgebung ist speziell auf die Gegeben-
heiten bei der Anwendungsausf

uhrung zugeschnitten und erm

oglicht eine
schnelle und einfache Anwendungsentwicklung. Als selbstverst

andliches
Ziel dieses allgemeinen preemptiven FPGA-Betriebssystems gilt es, den
durch das Betriebssystem entstehende Overhead so gering wie m

oglich
zu halten. Ein Einsatz des Betriebssystems ist nur zu rechtfertigen, wenn
die Beeinussung der Ausf

uhrungszeit gering gegen

uber der eigentlichen
Prozesszeit ist.
3.4 Anforderungen
Zur Erf

ullung der oben genannten Ziele m

ussen an alle daran beteiligten
Komponenten und an das Betriebssystem unterschiedliche Anforderun-
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gen gestellt werden. Im speziellen werden im folgenden alle Randbedin-
gungen und Anforderungen f

ur die Komponenten genannt:
 FPGA-Baustein
 FPGA-Koprozessor
 Betriebssystem und
 FPGA-Schaltung
Eine detailierte Beschreibung aller Anforderungen und Randbedingun-
gen der einzelnen genannten Komponenten sind in den folgenden Ab-
schnitten zusammengefat.
3.4.1 FPGA-Baustein Anforderungen
Als wichtigster, ausf

uhrender Baustein mu der FPGA-Baustein be-
stimmten Anforderungen gen

ugen. Aufgrund des preemptiven Betriebs-
systemansatzes und der damit verbundenen hohen Rekongurationsrate
des Bausteins steht die Kongurationsschnittstelle des FPGA-Bausteins
in Zentrum der Anforderungen.
Diese Kongurationsschnittstelle hat direkten Einu auf den Over-
head des gesamten Betriebssystems und unterliegt daher mehreren An-
forderungen. Weitere Anforderungen an den Kongurationsbitstrom ent-
scheiden

uber die Eektivit

at bei der, f

ur den Ansatz notwendigen, Re-
konstruktion der Schaltungen. Desweiteren sind aber auch gewisse An-
forderungen an die praktische Verwendbarkeit der Bausteine gefordert,
die einen Einsatz

uberhaupt erst erm

oglichen.
Alle an den FPGA-Baustein gestellte Anforderungen sind in den
nachfolgenden Abschnitten n

aher erl

autert und anhand von m

oglichen
Alternativen begr

undet.
3.4.1.1 Kongurationsschnittstelle

Uber die Kongurationsschnittstelle eines FPGA-Bausteins wird der Bit-
strom geladen. Dies wird auch Kongurieren oder Rekongurieren ge-
nannt. Da bei jedem Prozesswechsel auf dem FPGA-Baustein dieser Bit-
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strom rekonguriert wird, stellt die daf

ur ben

otigte Zeit einen propor-
tionalen Anteil an dem systembedingten Overhead dar. Somit verringert
sich mit kleiner werdenden Kongurationszeiten auch der systembeding-
te Overhead des Betriebssystems.
Viele FPGA-Bausteine bieten dem Benutzer bis zu drei Schnittstel-
len zum Kongurieren des Bausteins an. Jede dieser Schnittstelle ist f

ur
ein bestimmtes Einsatzgebiet konzipiert und verf

ugt

uber entsprechende
Vor- und Nachteile. Nachfolgend werden die drei verf

ugbaren Schnittstel-
len kurz vorgestellt und unter dem Gesichtspunkt der Geschwindigkeit
beurteilt.
JTAG: Die JTAG[AK96] Schnittstelle wurde urspr

unglich f

ur den Sy-
stemtest eingebauter Bausteine entwickelt. F

ur FPGA-Bausteine
wurde die Funktionalit

at dieser einfachen, schon etablierten Schnitt-
stelle erweitert, um die FPGA-Bausteine dar

uber kongurieren zu
k

onnen.
Bei der bitseriellen Schnittstelle, die ein Hintereinanderschalten
mehrerer Bausteine erm

oglicht, wird jedes Kongurationsbit ein-
zeln geladen und ben

otigt daher relativ lange f

ur die gesamte Kon-
guration.
Bitserielle Schnittstelle: Sie ist ausschlielich zur Konguration des
FPGA-Bausteins zust

andig und kann den Kongurationsbitstrom
sowohl passiv nur empfangen als auch aktiv von einem weiteren
Baustein auslesen. Die aktive Beschaltung ndet bei Ger

aten statt,
die w

ahrend der Power-Up Phase den Bitstrom f

ur einen FPGA-
Baustein aus einem ROM-Baustein automatisch auslesen. Sie wer-
den in der Regel nur einmal konguriert. Der Betrieb mit einer
passiven Schnittstelle erfordert einen Host-Prozessor zur Kongu-
ration des Bitstroms.
Die Konguration erfolgt auch hier bitseriell

uber eine 1Bit breite
Schnittstelle, wobei jeder Baustein separat angesprochen werden
mu. Im Vergleich zu der JTAG-Schnittstelle ist die Konguration

uber diese bitserielle Kongurationsschnittstelle nur aufgrund der
h

oheren Frequenz schneller als die JTAG Schnittstelle.
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Parallel Schnittstelle: Diese Schnittstelle wird ebenfalls zur Kongu-
ration des FPGA-Bausteins verwendet. Sie ist durch das parallele
Anlegen der Kongurationdaten entsprechend schneller als die bei-
den vorher genannten Schnittstellen. Sie wird nur passiv betrieben
und erlaubt im Einzelfall auch eine selektive Adressierung der zu
kongurierenden Bereiche (partielles Rekongurieren).
Die Schnittstellenbreite betr

agt meist 8Bit und ist an mehreren
Bausteinen verf

ugbar. Im Vergleich zu der bitseriellen und der
JTAG Schnittstelle wird eine 8fach niedrigere Kongurationszeit
erreicht.
Zum Vergleich sind in der nachfolgenden Tabelle 3.1 die theoretischen
Kongurationszeiten f

ur eine Xilinx Virtex XV400 Baustein dargestellt.
Schnittstelle JTag Bitseriell Parallel
XV400 77,2ms 50,9ms 6,4ms
Tabelle 3.1: Kongurationszeiten f

ur einen Xilinx Virtex XV400 Bau-
stein unter Verwendung verschiedener Kongurationsschnittstellen. Der
Bitstrom des XV400 umfat 2.4 MBit.
Aufgrund der proportionalen Auswirkungen und der sp

ater noch
n

aher erl

auterten dominierenden Stellung der Kongurationszeit im Ver-
gleich zu der gesamten Prozesswechelzeit bietet nur die parallele Kon-
gurationsschnittstelle eine akzeptable L

osung um einen geringen Over-
head zu erreichen. Daher mu sie von dem verwendeten FPGA-Baustein
unterst

utzt werden. Aufgrund der schnell wachsenden Bausteingr

oen
(Logik

ache aber auch I/O Portanzahl) wird diese 8Bit parallel oder
noch breitere Schnittstellen in naher Zukunft allgemein verf

ugbar sein.
3.4.1.2 Readbackm

oglichkeit
Eine weitere, f

ur die Umsetzung der Zustandsrekonstruktion wichtige
Anforderung an die FPGA-Bausteine ist die Ermittlung der internen
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Zust

ande aller speichernden Elemente wie Register und RAMs. Die Um-
setzung der Zustandsermittlung kann auf zwei prinzipiell unterschied-
liche Arten durchgef

uhrt werden.
Einen M

oglichkeit ist die Einf

uhrung einer Kette, angelehnt an das
JTAG Testverfahren, die parallel zur Schaltung angelegt wird und alle
verwendeten Register hintereinander schaltet. Diese Kette wird bei ei-
nem Prozesswechsel entsprechend zur

uckgelesen, um die Zust

ande aller
internen Register zu erhalten.

Uber die gleiche Kette erfolgt auch die
Wiederherstellung des Schaltungszustandes bei einer erneuten Ausf

uhr-
ung der Anwendung. Obwohl diese Art des Readbacks nur die wirklich
verwendeten Register sichert, hat sie entscheidende Nachteile. Zum einen
bedeutet diese L

osung einen nicht unerheblichen zus

atzlichen Aufwand
an Logic (Multiplexer) und Netzwerkverbindungen und zum anderen
sind RAM-Elemente von einer solchen Zustandssicherung ausgeschlos-
sen.
Die andere, von fast allen FPGA-Bausteinen unterst

utzte Methode,
ist die des Readbacks. Readback bedeutet in diesem Zusammenhang
das Zur

ucklesen des gesamten Inhalts des internen Kongurationsspei-
chers. Dieser Readbackbitstrom, der fast ausschlielich zur Kontrolle des
Kongurationsbitstroms eingesetzt wird, enth

alt zus

atzlich den Zustand
aller speichernden Elemente inklusive der RAMs. Der Readback erfolgt
wie die Konguration

uber die ausgew

ahlte Kongurationsschnittstelle.
Obgleich bei einem ausgef

uhrten Readback Kommando alle Kongu-
rationsbits zur

uckgelesen werden, stellt der Readback die einzige prak-
tikable M

oglichkeit dar, um den internen Zustand aller speichernden
Elemente zu ermitteln. Dar

uberhinaus bedeutet die erste vorgestellte
M

oglichkeit der Zustandsermittlung einen erheblichen Mehraufwand bei
der Anwendungsentwicklung. Aus diesen beiden Gr

unden mu ein ver-
wendeter FPGA-Baustein neben einer schnellen Kongurationsschnitt-
stelle auch die M

oglichkeit eines schnellen Readback zulassen.
3.4.1.3 Zustandsrekonstruktion
Neben der M

oglichkeit, den aktuellen Zustand einer Schaltung auszule-
sen ist es genauso notwendig, diesen Zustand bei einer erneuten Ausf

uhr-
ung wieder herzustellen. Zu diesem Zweck mu das Betriebssystem in der
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Lage sein, jedes Register und jeden RAM-Block in den Zustand setzen
zu k

onnen, in dem es bei der Ausf

uhrungsunterbrechung war.
Die Register einer Logikzelle verf

ugen hierzu

uber einen sogenann-
ten Initialisierungs-Eingang. Bei Anlegen des aktiven Signals an diesem
Eingang wechselt das Register in den zuvor denierten Anfangszustand
der entweder einem HIGH oder einem LOW Signal entspricht. Darge-
stellt ist dies noch einmal in Abbildung 3.5 anhand der Logikzelle eines
Virtex Bausteins. Aufgrund dieser standardm

aig eingesetzten Methode
LUT
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D Q
Clk
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Init-Value:
Set
Reset
Init-Value:
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Reset
Abbildung 3.5: Statusrekonstruktion bei Register eines Virtex FPGAs.
Das obere Register ist auf HIGH und das untere auf LOW gesetzt.
bei allen FPGA-Bausteinen ist diese Anforderung immer erf

ullt.
Neben den Registern verf

ugen auch die FPGA internen RAM-Bl

ocke

uber eine Initialisierung, die im Unterschied zu den Registern immer mit
ganzen Datenw

ortern initialisiert werden. Die Datenspeicherung und In-
itialisierung dieser RAM-Bl

ocke erfolgt aufgrund der anderen Organisa-
tion direkt innerhalb des Kongurationsspeichers . Dies bedeutet, da
3.4. ANFORDERUNGEN 59
sowohl die Initialisierung der Register als auch der RAM-Bl

ocke stan-
dardm

aig durchgef

uhrt werden k

onnen.
Die Festlegung des Anfangszustands erfolgt normalerweise w

ahrend
der Entwurfsphase. Zusammen mit der Beschreibung oder in speziellen
Anforderungslisten werden die einzelnen Anfangszust

ande f

ur Register
und RAMs festgelegt, vom Place&Route-Werkzeug umgesetzt und in
den Kongurationsbitstrom

ubernommen. Siehe dazu auch Abbildung
2.5 auf Seite 23.
Das preemptive Multitasking Betriebssystem ver

andert jedoch die
Anfangszust

ande mit jedem Prozesswechsel. Eine solche dynamische Ver-

anderung des Anfangszustandes auf der Ebene der Entwurfssprache ist
aufgrund der langen Laufzeiten des Place&Route-Werkzeugs (min. 1 Mi-
nute) nicht realisierbar. Vielmehr z

ahlt die Rekonstruktion des Zustan-
des mit zu der Zeit, die f

ur einen Prozesswechsel ben

otigt wird und mu
daher so gering wir nur m

oglich sein. Diese zeitliche Anforderung ist aber
nur durch eine direkte Manipulation des Kongurations- und des Read-
backbitstroms einzuhalten. Eine solche direkte Bitstrommanipulation er-
fordert weiterhin die Oenlegung von Teilen der Bitstromarchitektur, die
im n

achsten Anschnitt beschrieben wird.
3.4.1.4 Bitstromarchitektur
Die eektive Rekonstruktion des internen Zustandes einer FPGA-Schalt-
ung kann nur durch eine direkte Manipulation des Kongurationsbit-
stroms erreicht werden. Zur Durchf

uhrung einer solchen Manipulation
mu sowohl die Bitstromarchitektur als auch die zugrundeliegende Ko-
dierung bekannt sein.
Die Bitstromarchitektur deniert dabei die Funktionen, die von den
einzelnen Bits bestimmt werden. Am Beispiel des Anfangszustands der
Register (Abbildung 3.5) wird dieser Zusammenhang deutlich. Ein Bit
bestimmt den Ausgangszustand des Registers nach der Konguration
und ein weiteres Bit, das an einer anderen Position im Bitstrom liegt,
beinhaltet den aktuellen Zustand des Registers.

Ahnliche Zusammen-
h

ange, wie sie in der nachfolgenden Abbildung 3.6 illustriert sind, gelten
sowohl f

ur den Kongurations- als auch f

ur den Readbackbitstrom.
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Abbildung 3.6: Zusammenhang der Anfangszust

ande und des Bitstroms.
Dieses illustrierte Beispiel zeigt den Zusammenhang zwischen der Netz-
liste und dem Kongurationsbitstrom.
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F

ur die Rekonstruktion des Zustandes sind nur die Register und
RAM-Inhalte interessant die im Falle des Xilinx Virtex XV400 Bau-
steins ca. 10% des gesamten Kongurations- bzw. Readbackbitstroms
ausmachen.
Die Kodierung der einzelnen Bitpositionen deniert die Funktion
bzw. den jeweiligen Zustand des angesprochenen Elements. Z.B. kodiert
eine '1' an der Stelle des Anfangszustands im Kongurationsbitstrom
ein Logikzellen-Register mit einem HIGH, wohingegen ein Ausgangs-
Register einer I/O-Zelle zum Erreichen des gleichen Anfangszustands
mit '0' kodiert werden mu.
Die direkte Bitstrommanipulation ist notwendig um bei der Umset-
zung eines Betriebssystems einen geringen systematischen Overhead zu
gew

ahrleisten. Um die direkte Zustandsrekonstruktion zu erm

oglichen
m

ussen sowohl die Kodierung als auch die Architektur des Kongurations-
und des Readbackbitstroms in Teilen bekannt sein.
3.4.1.5 Kongurationszustand
Der Ansatz des Betriebssystems umfasst neben dem FPGA-Baustein
auch weitere externe Elemente wie z.B. lokale RAMs die mit in die An-
wendung integriert sind. Um die Datenintegrit

at zu gew

ahrleisten mu
der Zustand der Signale die direkt mit den FPGA-Baustein verbun-
den sind w

ahrend des Kongurationsvorgangs weiteren Andorderungen
gen

ugen. Am Beispiel einer angeschlossenen Datenquelle wird dies deut-
lich:
Die Daten werden von der Datenquelle mit einem einfachen Steuersignal
angefordert. Generiert der FPGA-Baustein w

ahrend der Konguration
ein aktives Signal an den Ausg

angen, so ist dies f

ur die externe Da-
tenquelle gleichbedeutend mit dem Auslesen von Daten. Diese, w

ahrend
des Kongurationsvorgangs

ubertragenen Daten sind verloren, da die
FPGA-Schaltung die Daten nicht entgegennehmen kann.
Diese eher unscheinbare Anforderung ist sowohl f

ur die Auswahl des
FPGA-Bausteins aber auch f

ur die Entwicklung von Datenquellen oder
das Verbinden von RAMs wichtig.
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3.4.1.6 Software-Unterst

utzung
Diese praktisch orientierte Anforderung soll gew

ahrleisten, da der aus-
gew

ahlte FPGA-Baustein, der den anderen Anforderungen gen

ugt, auch
sp

ater f

ur die Anwendungen eingesetzt werden kann.
Bei der Entwicklung einer Anwendung f

ur einen FPGA-Baustein
spielen die Entwicklungswerkzeuge eine entscheidende Rolle. Deren Quali-
t

at ist mitbestimmend

uber die Leistungsf

ahigkeit der endg

ultigen Schal-
tung die auf dem FPGA-Baustein ausgef

uhrt wird. Im speziellen ist
es das Place&Route-Werkzeug, das

uber die Verwendbarkeit der Bau-
steine mitentscheidet. Ein Beispiel, das diesen wichtigen Zusammen-
hang aufzeigt, ist der Xilinx Baustein XC6216. Er ist hervorragend f

ur
ein Multitasking Betriebssystem geeignet, aber aufgrund der fehlenden
Unterst

utzung des Place&Route-Werkzeugs ist das Einsatzgebiet dieses
Bausteins nur auf sehr kleine und regelm

aige Schaltungen beschr

ankt.
Aus Gr

unden der einfachen und unkomplizierten Programmierbar-
keit sollte daher bei der Auswahl des eingesetzten FPGA-Bausteines
auch die jeweilige Unterst

utzung durch die Software-Werkzeuge als An-
forderung herangezogen werden. Ein weiterer Punkt bei der Baustein-
auswahl ist die verf

ugbare Anzahl an Logikzellen. Zur Entwicklung von
komplexeren Anwendungen sollten Bausteine mit einer groen Anzahl
von Logikressourcen verwendet werden.
3.4.2 FPGA-Koprozessor Anforderungen
Neben den zahlreichen Anforderungen, die an den zur Verwendung kom-
menden FPGA-Baustein gestellt werden, bestehen weitere Anforderun-
gen die den FPGA-Koprozessor betreen. Nur FPGA-Koprozessoren die
die folgenden Anforderungen erf

ullen sind geeignet f

ur ein preemptives
Multitasking Betriebssystem.
Diese, sich teilweise mit dem FPGA-Baustein

uberschneidenden An-
forderungen betreen folgende Bereiche: Die Anbindung der Kongu-
rationsschnittstelle, die Takterzeugung auf dem FPGA-Koprozessor, die
lokalen RAM-B

anke und den Zugri auf diese RAMs vom Host-Prozessor
aus. Diese einzelnen Bereiche, aus denen sich die Anforderungen ergeben,
sind nachfolgend n

aher beschrieben.
3.4. ANFORDERUNGEN 63
3.4.2.1 Kongurationsschnittstelle
Wie in dem Abschnitt 3.4.1.1 ausf

uhrlich dargestellt ist, beeinussen
die Zeiten die f

ur die Konguration und den Readback des FPGA-Bau-
steins ben

otigt werden mageblich den systembedingten Overhead des
Betriebssystems.
Zur Minimierung dieser Zeiten ist bei der Auswahl des FPGA-Ko-
prozessors darauf zu achten, da die entsprechend schnellste Kongura-
tionsschnittstelle f

ur die Konguration und den Readback genutzt wird.
Diese Schnittstelle mu auf dem FPGA-Koprozessor optimal umgesetzt
werden, so da das Betriebssystem auf dem Host-Prozessor einen schnel-
len Prozesswechsel auf dem FPGA-Koprozessor durchf

uhren kann.
3.4.2.2 Takterzeugung
Bei der Durchf

uhrung eines Prozesswechsels wird zuerst der Zustand der
gesamten ausscheidenden Anwendung durch einen Readback gesichert.
Dieser Readbackvorgang ben

otigt bei einem modernen FPGA-Baustein
in der Regel etwas l

anger als der eigentliche Kongurationsvorgang und
betr

agt f

ur den in der Tabelle 3.1 angegebenen Baustein XV400 8ms.
Bedingt durch die schnelle Schaltungstaktung im MHz Bereich werden so
zwischen dem Auslesen des ersten und des letzten Registerwertes meh-
rere tausend Takte verarbeitet. Der in einem solchen Fall entstehende
Status der Schaltung kann technisch gesehen zwar rekonstruiert werden,
aber dennoch werden bedingt durch die fehlende Synchronit

at die einzel-
nen fein aufeinander angestimmten Anwendungsabl

aufe in zeitlich unter-
schiedlichen Ausf

uhrungszust

anden gesichert. Die fehlende Synchronit

at
im Anwendungsablauf, die auch nachtr

aglich nicht wiederhergestellt wer-
den kann, macht eine Rekonstruktion des Zustands unm

oglich.
Eine Rekonstruktion des Zustands kann nur durchgef

uhrt werden, so-
lange sich die Schaltung w

ahrend des gesamten Readbackvorgangs nicht
ver

andert. Diese Anforderung an den FPGA-Koprozessor kann entweder
durch das Einf

uhren von zus

atzlicher Logik w

ahrend des Entwicklungs-
prozesses oder durch ein Abschalten der Taktgeneratoren verwirklicht
werden. Beide Realisierungen erm

oglichen ein 'Einfrieren' des Zustands
durch die Abschaltung der Taktgenerierung und damit eine synchrone
Sicherung des FPGA-Schaltungszustands.
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Das Einf

uhren zus

atzlicher Logik ist vergleichbar mit der individu-
ellen Readback Kette (siehe Abschnitt 3.4.1.2) und auch mit den gleichen
Nachteilen verbunden.
Das Ver

andern der Taktgenerierung zum 'Einfrieren' einer Schaltung
erfolgt hingegen sehr einfach durch die Abschaltung des Takts. Ohne
den Takt behalten die Register und RAMs ihren derzeitigen Zustand
und bei einem folgenden Readback des Zustands ist die Synchronit

at
der Schaltung erhalten, da alle Register zum gleichen Zeitpunkt ange-
halten werden. Technisch kann diese Taktabschaltung unter Verwendung
eines, in den meisten F

allen vorhandenen, 'Output-Enable'-Signals des
zugeh

origen Taktgenerators durchgef

uhrt werden, das

uber die Schalt-
ung in Abbildung 3.7 angesteuert wird. Diese Schaltung gew

ahrleistet,
da selbst bei mehreren unterschiedlich schnellen Takten die Abschal-
tung immer zum gleichen Zeitpunkt erfolgt, ohne das einzelne Takte
'verloren' gehen.
Bedingt durch diese Abschaltung des Taktes unterliegt die weitere
Taktschaltung auf dem FPGA-Koprozessor weiteren Anforderungen. So
ist der Einsatz von PLL
4
(Phase Locked Loop) oder DLL (Delay Locked
Loop) Schaltungen unm

oglich, da diese versuchen einen Takt durch Aus-
gleichen von Schwankungen m

oglichst stabil zu halten. Eine Verringe-
rung von z.B. 10MHz auf 0Hz ist jedoch eine sehr massive St

orung, die
von den PLLs oder DLLs entweder nur nach einer endlichen Zeit oder
gar nicht ausgeregelt werden kann. Ein solches Verhalten f

uhrt somit zu
einer nicht eindeutigen Unterbrechung der Schaltungsausf

uhrung und ist
daher in jedem Fall zu vermeiden.
Eine weitere Anforderung betrit die Trennung zwischen der Taktge-
nerierung f

ur die Schaltung und f

ur die Kongurationsschnittstelle. Der
Takt f

ur die Kongurationsschnittstelle wird unter anderem w

ahrend des
Readbacks ben

otigt. Im Gegensatz dazu mu der Takt f

ur die Schaltung
w

ahrend des Readbacks abgeschaltet sein. Diese beiden Anforderungen
lassen sich aber nur bei getrennt zu steuernden Taktsignalen erf

ullen.
Daher ist bei der Auswahl bzw. dem Aufbau eines FPGA-Koprozessor
u.a. auch auf eine solche Takttrennung zu achten.
4
PLL und DLLs sind Schaltungen zur Stabilisierung und Synchronisierung von
Taktsignalen
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Abbildung 3.7: Schaltung die ein sicheres Abschalten des Taktgenera-
tors erm

oglicht. In der oberen Schaltung wird

uber ein Stop-Signal die
Taktgenerierung immer zum gleichen Zeitpunkt an- bzw. abgeschaltet,
um keine Takte zu 'verlieren'. Dies ist in dem unteren Timingdiagramm
noch einmal verdeutlicht.
Ein in der Praxis h

aug angewendeter Trick ist die Verwendung von
mehreren unterschiedlich schnellen Taktgeneratoren. Dadurch wird die
Leistungsf

ahigkeit einzelner Schaltungsteile gesteigert bzw. die Zugris-
rate auf ein RAM wird vergr

oert. Gezeigt wird dies in der Doktorarbeit
von Holger Singpiel[Sin00].
F

ur die Rekonstruktion einer Schaltung ist es jedoch wichtig, den
Zustand einer Schaltung so zu unterbrechen, da der Anwendungsablauf
nicht ver

andert wird. Diese Anforderung ist bei mehreren unterschied-
lich schnellen Takten jedoch nur erf

ullt, wenn folgende Eigenschaften
zutreen:
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Phasensynchronit

at: Die einzelnen Takte m

ussen phasensynchron zu-
einander schalten. Nur diese Synchronit

at gew

ahrleistet, da der
Ablauf nicht durch ein ver

anderte Phase gest

ort wird. Ist die Pha-
sensynchronit

at nicht gegeben kommt es durch das Anhalten und
das Fortf

uhren der Taktgenerierung automatisch zu Phasenver-
schiebungen, die den Ablauf st

oren k

onnen.
Ganzzahlige Multiplikatoren: Nur die Ableitung der h

oherfrequen-
ten Takte von einem Basistakt erm

oglicht eine Synchronit

at zu-
einander. Um zus

atzlich eine Synchronit

at mit jeder Flanke des
Basistakts zu erreichen, d

urfen die h

oheren Takte nur mit einem
ganzzahligen und geraden Vielfachen des Basistakt arbeiten.
Abschaltung des Basistakts: Die zuvor genannte Ableitung von dem
Basistakt ist auch f

ur die Abschaltung und den Neustart wichtig.
So kann der Ablauf nur dann gew

ahrleistet werden, wenn die Takt-
signale nach dem Neustart den gleichen Signalpegel besitzen wie
vor der Abschaltung der Takte. Verdeutlicht wird dies in dem Ti-
mingdiagramm in Abbildung 3.8. Der Neustart erfolgt nur wenn
alle Taktsignale auf HIGH gesetzt sind. Dies hat zur Folge, da
auch das Anhalten des Taktes unmittelbar vor diesem Zustand er-
folgen mu, um keinen Takt zu 'verlieren'.
Abbildung 3.8 stellt die drei Anforderungen bei der Anwendung mehrerer
Taktsignale noch einmal zusammen.
Die oben genannten Anforderungen bei mehreren unterschiedlichen
Takten werden von den meisten FPGA-Koprozessoren erf

ullt, da zur
Taktgenerierung ein programmierbarer Taktgenerator eingesetzt wird.
Erf

ullen die unterschiedlichen Takte die genannten Anforderungen nicht,
so kann die Schaltung mit nur einem der zur Auswahl stehenden Takte
betrieben werden. Die M

oglichkeit der Taktabschaltung ist jedoch un-
bedingt notwenig, um die Schaltung innerhalb eines Taktes anzuhalten.
Sollte eine solche M

oglichkeit nicht vorhanden sein, so kann dies durch
ein nachtr

agliches Einf

ugen der in Abbildung 3.7 dargestellten Schal-
tung, in das vorhandenen Taktsystem erfolgen. Alternativ ist auch eine
Taktabschaltung innerhalb der Schaltung realisierbar, solange die Takt-
verteilung der Schaltung innerhalb des FPGA-Bausteins erfolgt.
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Abbildung 3.8: Darstellung der Anforderungen, die beim Einsatz von
mehreren Takten notwendig sind. Im oberen Timingdiagramm sind zwei
Takte dargestellt, die den Anforderungen nicht gerecht werden. Im unten
Diagramm sind die Anforderungen erf

ullt.
3.4.2.3 RAM Anbindung
Viele der verf

ugbaren FPGA-Koprozessoren stellen neben dem FPGA-
Baustein noch weitere Elemente f

ur die Nutzung bereit, die von exi-
stierenden Anwendungen intensiv genutzt werden. An erster Stelle ist
dabei das lokale RAM zu nennen, das unter anderem zum Zwischenspei-
chern von Daten aber auch als groe Look-Up Tabelle eingesetzt wird.
Durch diese Integration der verf

ugbaren RAMs sind auch diese Baustei-
ne ein Teil der Anwendung die bei einem Prozesswechel gesichert werden
m

ussen.
Aufgrund des direkten Zugris der FPGA-Schaltung auf diese RAMs
sind diese in der Regel fest mit dem FPGA-Baustein verbunden. Daher
erfolgt die Sicherung des RAM-Inhalts entweder direkt

uber die derzeit
geladene FPGA-Schaltung oder aber nach der Konguration einer spe-
ziellen FPGA-Schaltung die den Zugri erm

oglicht.
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Bei der Anbindung von SDRAM bedeutet eine Sicherung des gesam-
ten SDRAMs aufgrund der Speichergr

oe von meist mehr als 32MByte
ein zu groer Aufwand.
5
Aus diesem Grund werden SDRAMs entweder
exklusiv von einer FPGA-Schaltung verwendet oder der zur Verf

ugung
stehende Speicher wird unter den Schaltungen in einzelne Pages aufge-
teilt.
Unabh

angig von der Aufteilung unter mehreren FPGA-Schaltungen
mu das eingesetzte SDRAM-Modul

uber eine unabh

angige Refresh-
Schaltung verf

ugen. Diese automatische Refresh-Schaltung ist notwen-
dig, da w

ahrend des Readbacks und der Rekonguration die FPGA-
Schaltung die Datenworte innerhalb des SDRAMs nicht erneuern kann
[TG99]. Dar

uberhinaus mu ein inaktiver Zustand (mit Ausnahme der
Aktivierung der Refresh-Schaltung) durch die anliegenden FPGA-Signale
gew

ahrleistet sein, um den Inhalt des SDRAMs w

ahrend der Prozess-
wechselzeit nicht zu ver

andern.
3.4.2.4 Daten

ubertragung
Die gesamte Leistungsf

ahigkeit der Anwendungen und die schnellen Pro-
zesswechsel des Betriebssystems unterliegen vor allem der Datentrans-
ferrate, die zwischen dem Host- und dem FPGA-Koprozessor erreicht
werden kann. Diese beeinut neben der Konguration, dem Readback
und der Sicherung des SRAMs auch den Datenaustausch zwischen der
Anwendung und dem Host-Prozessor. Aus praktischen Gr

unden ist daher
bei der Auswahl des FPGA-Koprozessor auf eine eektive Datentrans-
ferrate zu achten.
3.4.3 FPGA-Schaltungsanforderungen
Die oben genannten Anforderungen an den FPGA-Baustein und den
FPGA-Koprozessor sind f

ur die Auswahl der infragekommenden FPGA-
Koprozessor erforderlich. Dar

uberhinaus bestehen weitere Anforderun-
gen, die bei der Entwicklung der Anwendungen bzw. der FPGA-Schalt-
ungen wichtig sind.
5
Die Sicherung und Rekonstruktion von 32MByte Speicher ben

otigt bei einer Da-
ten

ubertragungsrate von 120MByte/s 530ms.
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Diese Schaltungsanforderungen sind speziell f

ur den Multitaskingbe-
trieb der Anwendungen notwendig, um die Datenintegrit

at zu gew

ahrlei-
sten. Sie beschr

anken sich auf den Aufbau von speichernden Elementen
und die Integration von externen Elementen wie z.B. RAMs. Dar

uber-
hinaus werden hier vor allem auch praktische Anforderungen beschrie-
ben, die eine schnellere und einfachere Entwicklung von Anwendungen
erm

oglichen.
3.4.3.1 Aufbau speichernder Elemente
Wie in Abschnitt 3.4.1.3 beschrieben ist die Rekonstruktion eines Regi-
sterinhaltes nur m

oglich, wenn der Anfangszustand des Registers durch
ein Bit im Bitstrom deniert werden kann.
Der Aufbau eines Registers aus r

uckgekoppelten Logikbausteinen wie
NAND oder NOR { also aus kombinatorischer Logik { ist f

ur den Multi-
taskingbetrieb nicht erlaubt. Dieser Aufbau von speichernden Elementen
kann innerhalb des Kongurationsbitstroms nicht wiederhergestellt wer-
den, da der kombinatorischen Logik kein Anfangszustand zugewiesen ist.
Das Auslesen und die Rekonstruktion der Zust

ande ist somit auf
Register bechr

ankt. Um eine Datenintegrit

at zu garantieren m

ussen al-
le speichernden Elemente einer FPGA-Schaltung entweder als Register
oder als RAMs ausgef

uhrt werden.
3.4.3.2 Externe Elemente
Eine in der Praxis h

auger vorkommende Anforderung ist verbunden
mit der Integration von externen Bausteinen die auf dem FPGA-Kopro-
zessor zur Verf

ugung stehen. In Nachfolgenden wird die dort entstehende
Problematik anhand des Beispiel eines RAM-Bausteins erl

autert.
Die zum Einsatz kommenden RAM-Bausteine ben

otigen f

ur einen
lesenden Zugri meist ein oder zwei Taktzyklen zum Bereitstellen der
Daten. Im oberen Teil der Abbildung 3.9 ist eine solcher lesender RAM-
Zugri mit einem Takt Wartezeit illustriert. Erfolgt der Prozesswechsel
direkt nach der Adressierungsphase, so werden die Daten, die in der di-
rekt anschlieenden Datenphase auf dem Bus bereitstehen, aufgrund des
angehaltenen Taktes nicht mehr in die FPGA-Schaltung

ubernommen.
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Bei der erneuten Ausf

uhrung der Anwendung startet diese in der zuvor
abgebrochenen Datenphase, aber die Daten des RAMs liegen nicht mehr
an dem Datenbus an. Eine Unterbrechung zwischen der Adressierungs-
und der Datenphase f

uhrt somit zu einem falsch gelesenen Datenwort
und damit auch zu einem fehlerhaften Endergebnis.
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Abbildung 3.9: Timingverhalten bei einem Lesezugri auf ein externes
RAM-Element. Im oberen Diagramm wird ein unsicherer Prozesswechsel
gezeigt, bei dem Datenworte falsch gelesen werden. In unteren Beispiel
signalisiert ein spezielles Signal den Zeitpunkt eines sicheren Prozess-
wechsels.
Im unteren Beispiel werden alle nicht unterbrechbaren Taktzyklen
eines RAM-Zugris durch ein spezielles 'Task-Switch' Signal markiert.
Dieses Signal signalisiert der Taktabschaltung, da der Takt angehal-
ten werden kann ohne das angeforderte Daten verloren gehen. Aufgrund
der synchronen und ohne Waitstates auskommenden internen Register
und RAMs ist dieses Signal nur f

ur externe RAM-Elemente notwenig
und daher durch eine einfache

Uberwachung der zum RAM gehenden
Kontrollsignale zu realisieren.
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Weitere, in die Anwendung integrierte externe Bausteine, m

ussen
ebenfalls mit ihren Zugrien

uberwacht werden und abh

angig von dem
jeweiligen Zustand mu das 'Task-Switch' Signal generiert werden, um
eine sichere Abschaltung des Taktes immer zu gew

ahrleisten.
3.4.3.3 Anwendungsentwicklung
Die letzte, f

ur eine schnelle und einfache Anwendungsentwicklung not-
wendige Anforderung ist die exklusive Nutzung der auf dem FPGA-Ko-
prozessor verf

ugbaren Ressourcen f

ur die jeweilige Anwendung.
Bei einer gleichzeitigen Nutzung einzelner Ressourcen, wie z.B. das
lokale RAM, durch zwei konkurrierende Prozesse mu der Zugri auf die
Bausteine und die Datenrate entsprechend aufgeteilt werden. Eine sol-
che Aufteilung kann aufgrund entstehender Wartezeiten zu einem groen
Leistungsverlust f

uhren und zudem erfordert die Aufteilung einen zus

atz-
lichen Aufwand bei der Entwicklung der Anwendungen.
Demgegen

uber stellt die exklusive Nutzung des gesamten FPGA-Ko-
prozessors eine erhebliche Vereinfachung bei der Anwendungsentwick-
lung dar, die durch Ausnutzung der gesamten zur Verf

ugung stehen-
den Ressouren ein Maximum an Leistungsf

ahigkeit erreicht. Speziell die
Simulation der entwickelten Anwendungen wird durch diese exklusive
Nutzung erheblich vereinfacht und erm

oglicht den Aufbau einer Simu-
lationsumgebung die f

ur alle Anwendungen gleich ist. Mit dieser Simu-
lationsumgebung ist die Durchf

uhrung aller drei Anwendungssimulatio-
nen innerhalb des Entwicklungsprozesses aus nur einer Umgebung heraus
m

oglich. In Abbildung 3.10 ist diese Simulationsumgebung vereinfacht
dargestellt.
3.4.4 Betriebssystem Anforderungen
Das Betriebssystem steuert die gesamte Ausf

uhrung der unterschied-
lichen Anwendungen auf dem FPGA-Koprozessor und unterliegt daher
ebenfalls verschiedenen Anforderungen.
Diese Anforderungen beziehen sich weniger auf technische Einzelhei-
ten als vielmehr auf eine Liste von Aufgaben die das Betriebssystem f

ur
eine Multitaskingverarbeitung erf

ullen mu. Zu den Aufgaben geh

oren
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Abbildung 3.10: Dargestellt ist eine Simulationsumgebung die durch eine
exklusive Nutzung der FPGA-Koprozessor Ressourcen erm

oglicht wird.
die Koordinierung der einzelnen Anwendungen und deren Ausf

uhrung
auf dem FPGA-Koprozessor, die Bestimmung der Ausf

uhrungsreihen-
folge, aber auch die Konguration und der Readback des FPGA-Bau-
steins und die Rekonstruktion des internen Zustands. Die nachfolgende
Zusammenstellung gibt einen detailieren

Uberblick

uber die einzelnen
Aufgaben des Betriebssystems.
3.4.4.1 Konguration und Readback
Diese beiden Funktionen, die eine preemptive Ausf

uhrung der Anwen-
dungen erm

oglichen, werden bei jedem anstehenden Prozesswechsel nach-
einander durchgef

uhrt. Der Readback sichert sowohl den aktuellen Aus-
f

uhrungszustand des FPGA-Bausteins als auch den Inhalt der verwende-
ten RAMs. Bei der anschlieenden Konguration werden diese Zust

ande
3.4. ANFORDERUNGEN 73
entsprechend wieder hergestellt, um die Anwendung weiter auszuf

uhren.
Aufgabe des Betriebssystems ist es, diese beiden Schritte koordi-
niert nacheinander auszuf

uhren. Aufgrund des Einusses der Readback-
und der Kongurationszeiten ist hier auf eine m

oglichst gute Implemen-
tierung zu achten, die die M

oglichkeiten des FPGA-Bausteins und des
FPGA-Koprozessor optimal nutzen.
3.4.4.2 Zustandsrekonstruktion
Eine weitere Funktion die zur Durchf

uhrung des preemptiven Multi-
taskings notwendig ist analysiert den unterbrochenen Zustand der Schal-
tung und stellt diesen Zustand, unter Verwendung der direkten Bitstrom-
manipulation, in dem neuen Kongurationsdatensatz wieder her. Unter
Ber

ucksichtigung einiger Randbedingungen ist somit die Fortf

uhrung der
Schaltung an dem unterbrochenen Zustand gew

ahrleistet.
Die Funktionsweise der Zustandsrekonstruktion beruht auf dem in
Abschnitt 3.3.1 beschriebenen Prinzip und ist in dem folgenden Ab-
schnitt 3.5 detailiert beschrieben. Einen direkten Einu auf den sy-
stematischen Overhead hat die Zustandsrekonstruktion nicht, da sie auf
dem Host-Prozessor parallel zu der Anwendung auf dem FPGA-Kopro-
zessor durchgef

uhrt wird.
3.4.4.3 Verwaltungsaufgaben
Einer der zentralen Aufgaben

ubernimmt das Betriebssystem mit der
Verwaltung der einzelnen voneinander unabh

angigen Anwendungen, die
parallel auf dem FPGA-Koprozessor ausgef

uhrt werden. Neben der Spei-
cherung des Kongurationsbitstroms, des Readbackbitstoms und der
Speicherinhalte sind weitere anwendungspezische Informationen wie z.B.
die Priorit

at, das Prozessalter oder der Prozesszustand f

ur die Verwal-
tung der Anwendungen notwendig.
Basierend auf diesen Informationen und Zust

anden werden die ein-
zelnen Anwendungen vom Betriebssystem nach einem dynamischen Zeit-
plan erst f

ur die Ausf

uhrung vorbereitet und anschlieend zur Ausf

uhrung
gebracht. Die Verwaltungsaufgaben und das Erstellen des Zeitplans er-
folgt bei jedem Betriebssystemaufruf oder nach einer bestimmten Zeit,
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die dem Prozess f

ur die Verarbeitung zur Verf

ugung steht. Somit z

ahlt
die ben

otigte Zeit zur Ausf

uhrung der Verwaltungst

atigkeit ebenfalls zu
dem Overhead und unterliegt der Randbedingung m

oglichst schnell zu
arbeiten.
3.4.4.4 Anwendungsausf

uhrung
Jede Anwendung besitzt einen exklusiven Zugri auf den FPGA-Ko-
prozessor innerhalb eines Zeitfensters, da ihr f

ur die Verarbeitung zur
Verf

ugung steht. Diese exklusive Nutzung stellt zum einen die Grundlage
f

ur eine problemlose Verarbeitung der Anwendung dar und zum anderen
ist die Datensicherheit

uber die Anwendung hinaus sichergestellt.
Diese B

undelung der Zugrie auf den FPGA-Koprozessor erfolgt

uber
das Betriebssystem. Somit liegt neben der Verwaltung der Daten auch
die gesamte Anwendungsabwicklung vom Anmelden einer neuen Anwen-
dung,

uber das Laden von Kongurationen bis zum Ausf

uhren der Da-
tentransfers in der Hand des Betriebssystems.
3.4.5 Zusammenfassung
Alle Anforderungen die den Betrieb eines preemptiven Multitasking Be-
triebssystems erm

oglichen bzw. in einer besonderen Weise unterst

utzen
sind in der nachfolgenden Abbildung 3.11 noch einmal

ubersichtlich zu-
sammengefat. Unterschieden wird grunds

atzlich in Anforderungen die
an die Hardware, also die verwendeten FPGA-Bausteine und den FPGA-
Koprozessor, und die an die Software, einschlielich Betriebssystem und
FPGA-Schaltung, gestellt werden.
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Abbildung 3.11: Auistung der Anforderungen, die ein preemptives Mul-
titasking Betriebssystem erm

oglichen bzw. in einer besonderen Weise
unterst

utzen sollte.
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3.4.6 Baustein und FPGA-Koprozessor Auswahl
Unter Zugrundelegung der zuvor beschriebenen Anforderungen kann ei-
ne Bewertung der derzeit verf

ugbaren FPGA-Bausteine und FPGA-Ko-
prozessor durchgef

uhrt werden, die eine Einsch

atzung zur sp

ateren Ver-
wendbarkeit des Multitasking Betriebssystems erm

oglicht.
Im der nachfolgenden Tabelle 3.2 sind die am Markt verf

ugbaren
FPGA-Bausteine aufgelistet. F

ur den Vergleich wurden die FPGA-Bau-
steine von verschiedenen Herstellern untersucht, wobei jeweils ein Bau-
stein einer FPGA-Serie f

ur die Bewertung herangezogen wurde. Die Be-
wertungskriterien f

ur den Vergleich leiten sich dabei direkt aus den zuvor
beschriebenen Anforderungen ab und betreen: die Geschwindigkeit der
Kongurationsschnittstelle und die Bereitstellung eines Readbacks zur
Zustandsbestimmung der einzelnen Register und internen RAMs.
Die Untersuchung dieser Kriterien ist wichtig f

ur die prinzipielle Eig-
nung der Bausteine in einem Multitasking Betriebssystems. Dar

uberhin-
aus wurden weitere Kriterien untersucht, die f

ur einen sp

ateren prakti-
schen Einsatz der Bausteine wichtig sind. Dazu z

ahlen die Anzahl der
verf

ugbaren Logikzellen und Qualit

at der Place&Route-Werkzeuge. Auf-
grund der unterschiedlichen Auspr

agung der Logikzellen wurden diese
auf eine normierte Grundzelle mit einem Register und einer 4-Input
Look-Up Table abgebildet. Erst diese Abbildung erm

oglicht einen fai-
ren Vergleich der FPGA-Bausteinserien untereinander. Das Verh

altnis
der normierten Zellen zu der f

ur den Baustein ben

otigten Kongurati-
onszeit erlaubt dann einen Vergleich der verschiedenartigen Bausteine
bez

uglich ihrer Kongurationsschnittstellen.
Zum Vergleich wurde auch der FPGA-Baustein der Xilinx XC6216
aufgenommen, der bei den schon existierenden Betriebssystemen zum
Einsatz kommt, aber nicht mehr vertrieben wird.
Wie aus der Tabelle 3.2 ersichtlich ist, sind nur zwei der angegebenen
Bausteine vollkommen ungeeignet f

ur den Einsatz in einem Multitasking
Betriebssystem. Diese beiden Bausteine von Altera und von Actel ver-
f

ugen

uber keine Readbackm

oglichkeit und besitzen zudem eine ver-
gleichsweise langsame Kongurationsschnittstelle. Alle weiteren aufge-
f

uhrten Bausteine k

onnen in einem Multitasking Betriebssystem einge-
setzt werden.
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Bei der Auswahl der verwendbaren FPGA-Koprozessoren spielt ma-
geblich die Datenaustauschrate zwischen dem Host- und dem FPGA-Ko-
prozessor eine Rolle. Diese limitiert unter anderem die Geschwindigkeit
der Kongurationsschnittstelle und hat somit einen groen Einu auf
den systematischen Overhead des Betriebssystems.
Weitere Kriterien f

ur die Auswahl der FPGA-Koprozessoren ist der
zum Einsatz kommende FPGA-Baustein und die Verf

ugbarkeit von lo-
kalen RAM-B

anken. Eine vollst

andige Liste der verf

ugbaren FPGA-Pro-
zessoren ist unter [Opt] zu nden.
Die gesamte Gruppe der 'Stand-Alone' FPGA-Prozessoren ist unter
Ber

ucksichtigung der Kriterien ungeeignet, da diese meist nur einen sehr
langsamen Datenaustausch bereitstellen. Dar

uberhinaus sind sie zum
Zweck der Bausteinevaluation oder zur Verarbeitung eines speziellen An-
wendung erstellt und somit f

ur den allgemeinen Einsatz ungeeignet. Sie
werden im weiteren Verlauf der Arbeit nicht mehr ber

ucksichtigt.
Die zweite Gruppe der FPGA-Koprozessoren ist als Hardwareplatt-
form f

ur das Multitasking Betriebssystem geeignet, da sie in der Re-
gel

uber eine hohe Datenaustauschrate verf

ugen. Die Mehrzahl der ins-
gesamt 43 FPGA-Koprozessoren [Opt] verwenden entweder den PCI-
Bus (51%) oder die industrielle Ausf

uhrung CPCI-Bus (7%). Diese Ver-
bindung ist mit einer theoretischen Datenrate von 132MByte/s sehr
gut f

ur den Multitaskingbetrieb geeignet, wenngleich nicht alle FPGA-
Koprozessoren diese Datenrate auch umsetzen. Weitere Schnittstellen
wie SBUS, PMC-PCI, VME oder ISA verf

ugen mit Ausnahme der ISA
Schnittstelle ebenfalls

uber gute Datenraten und sind daher genauso ge-
eignet.
Unter der Ber

ucksichtigung der beiden weiteren Auswahlkriterien {
FPGA-Baustein und lokale RAMs { sind es insgesamt 15 FPGA-Kopro-
zessoren die f

ur einen Einsatz verwendet werden k

onnen.
Die Anforderungen, die sowohl an die FPGA-Schaltung als auch an
das Betriebssystem selbst gestellt werden, sind entsprechend durch den
Schaltungs-Entwickler bzw. innerhalb der Umsetzung des Betriebssy-
stems durchzuf

uhren. Sie stellen nur bedingt ein Auswahlkriterium f

ur
die Wahl des FPGA-Bausteins und des FPGA-Koprozessor dar.
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3.5 FPGA Anwendungsrekonstruktion
F

ur die Umsetzung der in Abschnitt 3.3.1 beschriebenen Zustandsrekon-
struktion einer Anwendung m

ussen spezielle Kenntnisse

uber den Bau-
stein und dessen Verhalten bekannt sein, die auch als Anforderungen an
den FPGA-Baustein in Abschnitt 3.4.1 formuliert sind.
Relevant ist zum einen der Aufbau des Bitstroms und die Kennt-
nis

uber die Zuordnung der einzelnen Bits zu den damit verbundenen
Funktionen. Detaillierte Kenntnis

uber die Positionen zum Auslesen der
aktuellen Zust

ande und zum Denieren der Anfangszust

ande von Re-
gisteren und RAMs sind f

ur eine Zustandsrekonstruktion unerl

asslich.
Unterschieden wird dabei zwischen dem Kongurationsstrom und dem
Readbackstrom, da der Aufbau sich ein wenig voneinander unterschei-
det. Zum anderen ist es ebenfalls wichtig das Verhalten des Bausteins zu
kennen, um die Umsetzung dieser Zustandsrekonstruktion zuverl

assig zu
gew

ahrleisten.
In diesem Abschnitt werden die Grundlagen in Form des Bitstromauf-
baus, das Vorgehen bei der Zustandsermittlung und der -rekonstruktion
und die Abfolge der Rekonstruktion auf dem FPGA-Baustein im Detail
erl

autert. Aufgrund der unterschiedlichen internen FPGA-Architekturen
und der darauf aufbauenden Bitstromarchitekturen wird die Zustandsre-
konstruktion anhand eines konkreten Beispiels, dem Xilinx Virtex XV400,
erl

autert.
6
Diese Bausteinserie besitzt die derzeit am besten dokumen-
tierte Bitstromarchitektur.
3.5.1 Bitstromarchitektur des Virtex FPGAs
Der Aufbau des Kongurations- bzw. des Readbackbitstroms ist bei dem
Virtex Baustein bis auf verschiedene Osetwerte identisch. Die Architek-
tur selbst ist stark abh

angig von dem Aufbau und der Anordnung der
Logikzellen und des Verbindungsnetzwerks, da die Speicherbits der Kon-
gurationsebene in unmittelbarer N

ahe zu den entsprechenden Bl

ocken
auf der Funktionsebene angeordnet sind. Bedingt durch diesen Zusam-
6
Die Zustandsrekonstruktion ist

ubertragbar auf alle anderen FPGA-Bausteine
und konnte auch in Teilen f

ur die Bausteinreihe Xilinx XC4000EX gezeigt werden.
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menhang und durch den regelm

aigen Aufbau des Zellen-Arrays erfolgt
der Aufbau des Bitstroms in mehreren hierarchischen Stufen.
Im Fall der Virtex Bausteinfamilie wurde f

ur die oberste Hierarchie-
ebene eine spaltenorientierte Unterteilung des Zellenarrays gew

ahlt, die
in Abbildung 3.12 illustriert ist. Wie in der Abbildung dargestellt, wer-
Center
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Abbildung 3.12: Vereinfachte Abbildung der einzelnen Spalten eines Vir-
tex Bausteins auf die oberste Hierarchieebene des Bitstroms.
den nach der Denition von Xilinx anfangend mit den innersten Netz-
werkverbindungen die einzelnen Spalten nacheinander zu einem vollst

andi-
gen Bitstrom zusammengef

ugt. Die Spalten des Zellenarrays werden da-
bei alternierend von innen nach auen an den Bitstrom angeh

angt. Mit
dem Abschlu des Zellenarrays folgen die Verbindungen und Einstel-
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lungen f

ur die I/O-Zellen auf der rechten und linken Seite und vier
weitere Bl

ocke f

ur das in den Baustein integrierte RAM. Der gesam-
te Bitstrom wird somit von f

unf unterschiedlichen Bl

ocken beschrie-
ben, die in Gr

oe und Aufbau variieren und unterschiedliche Berei-
che im FPGA-Baustein kongurieren. Diese sind: Zentrale Verbindungs-
netzwerk, Logikzellenspalte, I/O-Zellenspalte, RAM-Verbindungen und
RAMs. Bezeichnet werden die einzelnen Spaltenbl

ocke mit einer fortlau-
fenden 'Major'-Nummer, um diese eindeutig adressieren zu k

onnen.
Die zur Zustandsrekonstruktion wichtigen Spalten sind die Logik-
zellenspalten, die I/O-Zellenspalten und die RAM-Spalten. Anhand ei-
ner Logikzellenspalte wird der weitere Aufbau des Bitstroms erl

autert.
N

aheres zu den anderen Blockdenitionen sind in [Kel00] zu nden.
Der Aufbau einer Logikzellenspalte bildet die zweite Hierarchieebene
des Bitstroms und deniert die Einstellung der gesamten Spalte. Dazu
geh

oren die jeweils oben und unten angeschlossenen I/O-Zellen, die Lo-
gikzellen innerhalb der Spalte und alle Verbindungen des Verbindungs-
netzwerks, die sich innerhalb der Spalte benden. Aufgebaut ist dieser
Block aus 48 einzelnen 'Frames' die jeweils mit einer 'Minor'-Nummer
adressiert werden. Der gesamte Aufbau einer Logikzellenspalte mit allen
Frames ist in Abbildung 3.13 dargestellt.
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Abbildung 3.13: Abbildung des Aufbaus eines Spaltenblocks mit seinen
48 'Minor' Frames. Die roten Bits markieren die Positionen der zu-
standsbestimmenden Kongurationsbits und auf den gr

unen Positionen
im Readbackbitstream kann der Zustand ausgelesen werden.
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In der dritten Hierarchieebene ist nun noch jede dieser 'Minor'-Frames
unterteilt in jeweils 18 Bit breite Zellen. Jede dieser Zellen ist einer Lo-
gikzelle oder I/O-Zelle innerhalb der Spalte auf dem FPGA-Baustein
zugeordnet und erm

oglicht somit eine exakte Adressierung jeder einzel-
nen Logikzellen. Abbildung 3.14 zeigt diesen Zusammenhang graphisch
da.
Top I/O-Zellen
2x
Logik-Zellen
Zeile1
Bottom I/O-Zellen
2x
...
Logik-Zellen
Zeile 2
Logik-Zellen
Zeile n
18 Bit 18 Bit 18 Bit 18 Bit 18 Bit...
Abbildung 3.14: Abbildung des Aufbaus eines 'Minor'-Frames.
Innerhalb der zweiten Hierarchieebene bestimmt jeder 'Minor'-Frame
eine Vielzahl von Einstellungen an den Logikzellen, den I/O-Zellen und
den Verbindungsnetzwerken der jeweiligen Array-Reihe.
In Abbildung 3.13 sind die Bits rot markiert, die den jeweils einge-
stellten Anfangszustand der Register denieren. Bei der Virtex Serie sind
es vier Register innerhalb einer Logikzelle, die auf vier 'Minor'-Frames
(6, 12, 35 und 41) verteilt initialisiert werden. Innerhalb jedes dieser
'Minor'-Frames werden durch den 'Minor'-Frame Aufbau alle unterein-
anderliegenden Logikzellen, anfangend mit der Zelle in Zeile 1, deniert.
Zus

atzlich sind noch die Zustandsbits f

ur die I/O-Zellen, die oben und
unten an die Logikzellenspalte angrenzen, angegeben. Sie werden durch
Bits in sechs 'Minor'-Frames deniert (19, 26, 29, 36, 39 und 46). Die
Zustandsbits f

ur die RAMs
7
verteilen sich

uber 32 'Minor'-Frames (0{15
und 32{47) sind aus Gr

unden der

Ubersichtlichkeit in der Abbildung nur
angedeutet.
Wie schon in Abschnitt 3.4.1.4 erw

ahnt stimmen die Positionen, die
im Kongurationsstrom den Anfangszustand denieren nicht mit den
Positionen des Registerzustands im Readbackstrom

uberein. Dies gilt
f

ur alle Register innerhalb des FPGA-Bausteins jedoch nicht f

ur die ein-
7
Bei diesen RAMs handelt es sich um Logikzellen, welche die Look-Up Tabelle
zum Speichern von Daten verwenden. Das so kongurierte RAM ist 16x1Bit gro.
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zelnen Bits der RAMs. Der Zustand der jeweiligen Logikzellenregister
im Readbackbitstrom ist ebenfalls deniert in vier 'Minor'-Frames (2,
8, 38 und 45), die in Abbildung 3.13 zur besseren Unterscheidung in
Gr

un angezeichet sind. Erg

anzend sind auch die Positionen der Register
der angrenzenden oberen und unteren I/O-Zellen mit in die Abbildung
aufgenommen.
Zus

atzlich zu der Position der einzelnen Register oder RAM-Zellen
ist auch die Kodierung innerhalb des Bitstroms ein wichtiger Punkt um
den jeweils gew

unschten Zustand einzustellen. Die nachfolgende Tabelle
3.3 zeigt einen

Uberblick

uber die einzelnen Registertypen und deren
Kodierungen im Kongurations- und Readbackbitstrom.
Konfiguration Readback
Register HIGH LOW HIGH LOW
Logik 1 0 1 0
I/O-Output 1 0 1 0
I/O-Input 1 0 1 0
I/O-Tristate 0 1 1 0
Tabelle 3.3: Kodierung der Registerzust

ande von ausgew

ahlten Registern
im Kongurations- und Readbackbitstrom.
3.5.2 Zustandsermittlung
Bei der Zustandsermittlung ist es wichtig, alle zustandsbeschreibenden
Signale entsprechend ihres aktuellen Zustandes zu sichern, d.h. die Zu-
st

ande aller speichernden Elemente einer Schaltung m

ussen ermittelt
werden.
Die einheitliche Vorgehensweise ist unterteilt in zwei aufeinander-
folgende Schritte: Readback und Analyse. Mit dem Readback wird der
aktuelle Zustand aus dem FPGA-Baustein ausgelesen. Dieser Readback-
bitstrom enth

alt alle notwendigen Informationen bzw. Zust

ande, die f

ur
die Zustandsermittlung notwendig sind. Dies sind insgesamt nur 10%
des gesamten Readbackbitstroms. Der gr

oere restliche Teil besteht aus
Kongurationsdaten die z.B. die Verbindungen des Netzwerks innerhalb
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des FPGA-Bausteins bestimmen. Aus diesem Grund und aufgrund der
unterschiedlichen Positionen zwischen dem Readback- und dem Kon-
gurationsbitstrom, der in Abbildung 3.13 graphisch dargestellt ist, mu
der Readbackbitstrom nach dem Auslesen in einem zweiten Schritt vom
Betriebssystem, das auf dem Host-Prozessor l

auft, analysiert werden.
Diese Analyse ermittelt die Zust

ande aller speichernden Elemente in-
dem die verteilten Bits im Readbackbitstrom einzeln adressiert und aus-
gelesen werden. F

ur den ausgew

ahlten FPGA-Baustein der Virtex Serie
speichern folgende Elemente Schaltungsdaten: Logikzellen Register, I/O-
Zellen Register, Look-up Table RAMs und Block-RAMs.
In der nachfolgenden Liste sind die einzelnen Elemente, die alle oder
nur zum Teil auch in anderen FPGA-Bausteinen vorhanden sind, n

aher
erl

autert. Die Adressierung der einzelnen Zustandsbits ist aufgrund des
hierarchischen Aufbaus des Bitstroms

ahnlich und wird daher nur exem-
plarisch f

ur die Logikzellen Register des XV400 beschrieben.
Logikzellen Register: Bei dem XV400 Baustein sind jeweils vier nor-
mierte Grundzellen in einer Logikzelle vereint, so das auch vier Re-
gisterbits analysiert werden m

ussen. Insgesamt m

ussen 9600 Regi-
sterbits f

ur den gesamten XV400 analysiert werden. Eine Logikzelle
ist dabei unterteilt in zwei 'Slices' mit jeweils einem X- und einem
Y-Register (siehe auch Abbildung 3.13 auf Seite 82 und Abbildung
3.5 auf Seite 58). F

ur die Ermittlung der jeweiligen Bitadresse in-
nerhalb des Bitstroms kommen folgende Formeln zum Einsatz, die
sowohl die Byte- als auch den Bitoset innerhalb des adressierten
Bytes bestimmen:
Major =

Spalte 
Spaltenzahl
2
: Spaltenzahl  Spalte  2 + 2
Spalte >
Spaltenzahl
2
: Spalte  2  Spaltenzahl  1
(3.1)
Minor =
8
>
<
>
:
Slice = 0 und Reg: = X : 45
Slice = 0 und Reg: = Y : 39
Slice = 1 und Reg: = X : 2
Slice = 1 und Reg: = Y : 8
(3.2)
FrameAdresse = (8 + (Major   1)  48 +Minor) (3.3)
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ByteAdresse= (FrameAdresse Framebits+(18 Zeile+1))%8(3.4)
BitAdresse = (18  Zeile+ 1) 8 (3.5)
Mit diesen Formeln ist die Berechnung der Adresse jedes einzelnen
Bits garantiert und der Zustand der gesamten Logikzellen Register
ist somit analysierbar.
I/O-Zellen Register: Die I/O-Zellen des XV400 Bausteins unterschei-
den sich von den Logikzellen und verf

ugen

uber drei individu-
elle Register pro Baustein-Pin. Die drei Register speichern jeweils
das Eingangssignal, das Ausgangssignal und das Steuersignal des
Tristate-Treibers. Ein kombinatorisches Funktionselement ist nicht
vorhanden. Insgesamt verf

ugt der XV400 Baustein

uber 1440 die-
ser I/O-Register die es ebenfalls zu sichern gilt.
Die Bitpositionen dieser Register verteilen sich im Gegensatz zu
den Registern der Logikzellen sowohl auf die Logikzellenspalten
aber auch auf die I/O-Zellenspalte. Alle Pins am oberen und un-
teren Ende einer Logikzellen Spalte sind jeweils paarweise benach-
bart in den Logikzellenspalten zusammengefat. Zu sehen ist das
auch an der ersten und der vorletzten Spalte der 'Minor'-Framebe-
schreibung in Abbildung 3.13. Die weiteren Register der I/O-Zellen
auf der rechten und linken Seite des FPGA-Bausteins sind in eige-
nen I/O-Zellenspalten zusammengefat.
Look-Up Table RAMs: Bei dem behandelten Baustein besteht die
M

oglichkeit, die f

ur kombinatorische Logik vorgesehene Look-Up
Tabelle auch als ein 16x1Bit RAM-Speicher zu betreiben, um klei-
ne Datenmengen zwischenzuspeichern. Aufgrund der Logikzellen-
aufteilung wird auch hier in zwei 'Slices' und jeweils eine G- und
eine F-LUT unterschieden. F

ur eine vollst

andige Rekonstruktion
der Schaltung m

ussen auch diese Elemente entsprechend analysiert
werden, solange sie als RAMs genutzt werden. Diese Einstellungen
der Look-Up Tabellen kann dabei leicht aus den Kongurationsda-
ten, die zusammen mit dem Readbackbitstrom vorliegen, ausgele-
sen werden.
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Bei der Analyse m

ussen f

ur jedes einzelne Bit (siehe auch Ab-
bildung 3.13) der 16 RAM-Adressen jeweils die Bitstromadresse
ausgerechnet werden und der Zustand aus dem Readbackbitstrom
ausgelesen werden.
Die Anzahl der zu sichernden RAMs ist aufgrund der Unterschei-
dung des Verwendungszwecks der Look-Up Tabellen abh

angig von
der zu sichernden FPGA-Schaltung. Eine Sicherung und Rekon-
struktion von Look-Up Tabellen die kombinatorische Funktionen
ausf

uhren ist nicht notwendig.
Block-RAMs: Zus

atzlich zu den umgewandelten Look-Up Tabellen
verf

ugen moderne FPGA-Bausteine wie der XV400

uber weitere
feste RAM-Bl

ocke die zur Sicherung von gr

oeren Datenmengen
(4kBit) verwendet werden k

onnen. Auch diese Bl

ocke geh

oren zu
den speichernden Elementen einer FPGA-Schaltung und m

ussen
daher ebenfalls gesichert werden. Dem XV400 Baustein stehen ins-
gesamt 20 dieser RAM-Bl

ocke zur Verf

ugung die insgesamt 80KBit
umfassen. Der Inhalt dieser verteilten RAM-Bl

ocke ist in separa-
ten 'Major'-Bl

ocken kodiert (siehe auch Abbildung 3.12) und kann
somit als ein zusammenh

angender Speicherblock aus dem Read-
backbitstrom extrahiert werden. Aus diesem Grund m

ussen bei
der Analyse dieser RAM-Daten nur zwei Anfangsadressen berech-
net werden, wodurch eine komplexe Ermittlung der einzelnen Bit-
positionen entf

allt.
3.5.3 Zustandsrekonstruktion
Ziel der Rekonstruktion ist es nach dem Kongurieren des Bitstroms
und dem Start des FPGA-Bausteins den gleichen Zustand in allen spei-
chernden Elementen der Schaltung wieder herzustellen und somit die
unterbrochene und verdr

angte Anwendung an der gleichen Stelle weiter
fortzuf

uhren.
Die Zustandsrekonstruktion erfolgt dabei in umgekehrter Reihenfol-
ge zu der Zustandsermittlung ebenfalls in zwei Schritten: Zustandsre-
konstruktion und Konguration. In dem ersten Schritt wird der Zu-
stand, wie er vor der Unterbrechnung im FPGA-Baustein angehalten
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wurde, entsprechend rekonstruiert. Diese Aufgabe

ubernimmt ebenfalls
das Betriebssystem das auf dem Host-Prozessor ausgef

uhrt wird. Die
Rekonstruktion selbst erfolgt durch die direkte Manipulation des Kon-
gurationsbitstroms, da nur so eine schnelle Zustandsrekonstruktion in
wenigen Millisekunden durchgef

uhrt werden kann. Zwischen der Analyse
und der Rekonstruktion besteht eine 1:1 Beziehung in der jedes Register
und jedes RAM-Bit in den Zustand versetzt wird, das zuvor aus dem
Readbackbitstrom analysiert wurde. Zu diesem Zweck werden, wie zu-
vor bei der Zustandsanalyse, nur einzelne zustandsdenierende Kongu-
rationsbits ver

andert die weder Einu auf die Schaltungsfunktion noch
auf die Schaltungsverbindungen haben. Diese einzelnen Bits im Kongu-
rationsbitstrom und die unterschiedlichen Bitpositionen erfordern auch
hier eine genaue Berechnung der jeweiligen Adresse innerhalb des Bit-
stroms. Sie sind f

ur die daran anschlieende Manipulation notwendig.
In dem zweiten Schritt wird der FPGA-Baustein mit dem entsprechend
angepaten Bitstrom wieder konguriert und erneut gestartet, wobei der
intere Startzustand dem zuvor abgebrochenen Zustand entspricht.
In der nachfolgenden Liste sind noch einmal die vier speichernden
Grundelemente der Virtex Bausteine aufgef

uhrt. Erkl

art wird, wieder
anhand der Logikzellen Register, wie die Adressierung der einzelen Zu-
standsbits in dem Kongurationsbitstrom berechnet wird und welche
Besonderheiten bei der Registerekonstruktion der einzelnen Elemente zu
beachten ist.
Logikzellen Register: Die Rekonstruktion des Zustands in diesen
Logikzellen Registern erfolgt nach der in Abschnitt 3.4.1.3 be-
schriebenen Methode. Die Anfangszust

ande von jedem der vier
Register einer Logikzelle werden entsprechend der zuvor analysier-
ten Zust

ande und der Kodierungstabelle entweder auf HIGH oder
LOW gesetzt. Diese Ver

anderung bewirkt, da nach der Kongu-
ration des FPGA-Bausteins der Zustand aller Register den jeweils
eingestellten Wert annehmen und die Anwendung in den Zustand
setzt, der zum Zeitpunkt der Unterbrechung bestanden hat. Wie in
Abbildung 3.13 dargestellt, sind die Positionen der Kongurations-
bits, die den Anfangszustand denieren, bis auf den 'Minor' Frame
identisch. Aus diesem Grunde unterscheiden sich die Formeln zur
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Berechnung der jeweiligen Bitposition nur in der Berechnung des
'Minor' Wertes:
Major =

Spalte 
Spaltenzahl
2
: Spaltenzahl  Spalte  2 + 2
Spalte >
Spaltenzahl
2
: Spalte  2  Spaltenzahl  1
(3.6)
Minor =
8
>
<
>
:
Slice = 0 und Reg: = X : 41
Slice = 0 und Reg: = Y : 35
Slice = 1 und Reg: = X : 6
Slice = 1 und Reg: = Y : 12
(3.7)
FrameAdresse = (8 + (Major   1)  48 +Minor) (3.8)
ByteAdresse= (FrameAdresse Framebits+(18 Zeile+1))%8(3.9)
BitAdresse = (18  Zeile+ 1) 8 (3.10)
I/O-Zellen Register: Genauso wie bei den zuvor beschriebenen Lo-
gikzellen Register erfolgt auch bei den Registern der I/O-Zellen
die Zustandsrekonstruktion durch das Setzen der entsprechenden
Anfangszust

ande die die Register nach der Konguration anneh-
men. F

ur die jeweiligen Input-, Output- und Tristateregister einer
I/O-Zelle, die an der oberen und der unteren Seite des XV400
Bausteins angeschlossen sind, werden die Anfangszust

ande eben-
falls in der Logikzellenspalte deniert was auch in der Abbildung
3.13 zu sehen ist. Die 'Minor'-Frames 19, 26, 30, 36, 39 und 46
beinhalten die jeweiligen Bitpositionen f

ur die Register der oberen
und der unteren I/O-Zelle. Die I/O-Zellen, die auf der rechten und
linken Seite des Bausteins angeschlossen sind, werden innerhalb
der entsprechenden I/O-Zellenspalten gesetzt. Dort werden jeweils
drei benachbarte I/O-Zellen zusammengefat. Die Position dieser
I/O-Zellenspalten innerhalb des gesamten FPGA-Bitstroms ist in
Abbildung 3.12 zu sehen.
Look-Up Tabellen RAMs: Bei der Rekonstruktion des RAM-Zu-
standes sind die entsprechenden Bitpositionen im Readback- und
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Kongurationsbitstrom

ubereinstimmend, so da die berechneten
Bitpositionen, die zum Analysieren der Zust

ande verwendet wur-
den, auch f

ur die Rekonstruktion eingesetzt werden k

onnen. Wie
zuvor bei der Analyse der einzelnen RAM-Bits werden auch bei der
Rekonstruktion die Bits der RAM-Adressen einzeln in den Kon-
gurationsbitstrom geschrieben. Bei dieser Rekonstruktion ist eben-
falls zu analysieren, ob die adressierte Look-Up Tabelle in ihrer
Funktion ein speicherndes oder ein kombinatorisches Element dar-
stellt. Diese

Uberpr

ufung erfolgt wie schon zuvor mit einer Analyse
einzelner Bits des

ubrigen Kongurationsbitsstroms.
Block-RAMs: Die letzten, zu rekonstruierenden Elemente eines Virtex
Bausteins sind die Block-RAMs. Wie zuvor bei dem Look-Up Ta-
bellen RAMs sind auch hier die Bitpositionen der einzelnen RAM-
Bits identisch, so da f

ur die Rekonstruktion keine neuen Adressen
errechnet werden m

ussen. Zus

atzlich kann bei den Block-RAMs die
Rekonstruktion mit nur wenigen Befehlen durchgef

uhrt werden, da
die analysierten Daten zusammenh

angend in den Kongurations-
bitstrom kopiert werden k

onnen.
Nach der Rekonstruktion des Kongurationsbitstroms ist der zuvor
unterbroche Zustand der FPGA-Schaltung im Bitstrom wieder herge-
stellt und kann bei einer erneuten Konguration des FPGA-Bausteins
diesen initialisierten Zustand wieder hergestellen. Diese Rekonstruktion
erfolgt bei den Registern durch die Initialisierung des Anfangszustands
und bei den RAM-Elementen durch das Ver

andern der Initialisierung
selbst. Bei einer erneuten Prozesszuteilung durch das Betriebssystem
wird der FPGA-Bausteins mit diesem modizierten Bitstrom kongu-
riert und gestartet. Der eigentliche Start der Schaltung erfolgt automa-
tisch durch ein spezielles Startkommando, das am Ende des Kongu-
rationsbitstroms mit

ubertragen wird. Dieses Startkommando initiiert
eine Start-up Sequenz, die den FPGA-Baustein und die kongurierte
Schaltung innerhalb von mehreren Schritten einschaltet. Die nachfolgen-
de Darstellung 3.15 zeigt die einzelnen Schritte die bei dieser Start-up
Sequenz ausgef

uhrt werden.
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Start-Up Takt
Start-Up Phase
Done
GWE
GTS
GSR
0 1 2 3 4 5 6 7
Abbildung 3.15: Start-Up Sequenz nach der Konguration des Virtex
Bausteins.
Die Reihenfolge der einzelnen, in der nachfolgenden Auistung be-
schriebenen Schritte kann durch den Entwickler eingestellt werden.
DONE Pin: Das DONE Signal wird als einziges der erzeugten Signa-
le

uber den DONE Pin nach aussen gef

uhrt. Es signalisiert dem
Betriebssystem, das die Konguration ohne Fehler durchgef

uhrt
wurde und der Baustein normal startet.
GTS Signal: Das Global Tristate Signal schaltet alle Tristate-Treiber
der I/O-Zellen die von der Schaltung verwendet werden zur glei-
chen Zeit ein. Dies verhindert ein zeitlich nicht synchrones Ein-
schalten der Ausganssignale, das zu Datenverlusten oder zu gegen-
einander treibenden Bausteinen f

uhren kann.
GWE Signal: Das Global Write Enable Signals aktiviert die RAMs
und die Register der FPGA-Schaltung. Das Setzen dieses Signals
aktiviert somit die gesamte Schaltung.
GSR Signal: Das aktivierte Global Set-Reset Signal versetzt alle Re-
gister einer Schaltung in den eingestellten Initialisierungszustand.
Es sollte zusammen mit den GWE Signal geschaltet werden um
die Schaltung zu starten.
Ein aktiviertes GSR Signal veranlasst den Wechsel der einzelnen Re-
gister in den im Kongurationsbitstrom angegeben Anfangszustand. Die
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RAM-Bits werden im Unterschied zu den Registern ohne das GSR Si-
gnal gesetzt, da die Positionen im Kongurationsbitstrom direkt in den
Speicher

ubernommen werden. Das gleichzeitige Freigeben der Schaltung
erfolgt durch das Aktivieren des GWE Signals. Somit erm

oglicht die Ab-
schaltung des GSR Signals und die gleichzeitige Aktivierung des GWE
Signals einen synchronen Start der Schaltung.
Die Zustandsrekonstruktion des gesamten FPGA-Bausteins

uber die
Initalisierung verhindert jedoch eine allgemeine Verwendung des GSR
Signals als Reset f

ur die Schaltung, denn eine Aktivierung des GSR Si-
gnals veranlasst die Schaltung in den zuvor restaurierten Zustand und
nicht in den urspr

unglichen Reset Zustand der Anwendung zur

uckzu-
kehren. Ein eventuell notwendige Resetschaltung ist daher getrennt von
dem GSR Signal aufzubauen.
3.5.4 CRC Kontrolle
Eine weitere Komponente des Kongurationsbitstrom ist der CRC (Cy-
clic Redundancy Check), der eine Kontrolle des

ubertragenen Bitstroms
erm

oglicht. Die CRC Kontrolle verhindert die Ausf

uhrung einer durch
einen Bitstrom- oder einen

Ubertragungsfehler ver

anderten Kongurati-
on auf dem FPGA-Baustein. Solche Fehler k

onnen zu einer ver

anderten
Schaltungsfunktionalit

at bzw. im ung

unstigen Fall zu einer teilweisen
Zerst

orung des Bausteins f

uhren.
Die Zustandsrekonstruktion manipuliert 10% des gesamten Kon-
gurationsbitstrom, so da der urspr

unglich errechnete CRC-Vergleichs-
wert nicht mehr

ubereinstimmt und es daher zu einem Abbruch der
Start-Up Sequenz kommt. Um diesen Startabbruch zu vermeiden, ist es
notwendig, entweder den CRC-Vergleichswert basierend auf dem mani-
pulierten Bitstrom neu zu errechnen oder die CRC Kontrolle im Baustein
abzuschalten. Aufgrund der, f

ur eine Neuberechnung ben

otigen Zeit,
wird f

ur diesen Ansatz die Abschaltung der CRC Kontrolle angewendet.
M

oglich ist dies da in dem Kongurationsbitstrom nur Bits ver

andert
werden, die den Initialisierungszustand von Registern und RAMs beein-
ussen. Die Schaltungsfunktion und { noch wichtiger { die Verbindungen
innerhalb der Schaltung werden zu keiner Zeit ver

andert, so das es auch
zu keiner Zerst

orung des Bausteins kommen kann.
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3.6 Funktionsaufbau und Messungen
Die praktische Umsetzung der beiden zuvor beschriebenen Funktionen
f

ur die Ausf

uhrung im Betriebssystem wird in diesem Abschnitt erl

autert.
Basierend auf der Bitstromarchitektur und der Bitkodierung wurden
vier Funktionen entwickelt die eine schnelle und direkte Rekonstruk-
tion erm

oglichen. Im Hinblick auf eine optimale und damit schnelle
Ausf

uhrung der Rekonstruktion wird der Aufbau der Funktionen n

aher
erl

autert. Anschlieend durchgef

uhrte Messungen und Vergleiche zeigen
deren Leistungsf

ahigkeit und dienen gleichzeitig zur Absch

atzung der
sp

ater erreichbaren Zeit f

ur einen Prozesswechsel.
3.6.1 Aufbau der Rekonstruktionsfunktionen
Ziel der Funktionen ist die Analyse und die Rekonstruktion des Zustands
aller Register und RAMs einer Schaltung. Diese Rekonstruktion, die
einen Teil des Prozesswechsels darstellt, wird von dem Betriebssystem
durchgef

uhrt, das auf dem Host-Prozessor neben den anderen dort ablau-
fenden Anwendungen verarbeitet wird. Zur Vermeidung eines zu groen
Einues auf diese Anwendung wird zus

atzlich ein weiteres Ziel verfolgt:
Die Ausf

uhrungszeit der Funktionen ist durch eine geeignete Verarbei-
tungsreihenfolge auf ein Minimum zu beschr

anken.
Insgesamt ist die Analyse und Rekonstruktion auf vier Funktionen
verteilt, die jeweils einzeln die Logikzellen Register, die I/O-Zelle Regi-
ster, das Look-Up Tabellen RAM und die Block-RAMs bearbeiten. Diese
funktionale Aufteilung ist vor allen bei den Funktionen, die die RAMs re-
konstruieren von Vorteil, da die berechneten Bitadressen sowohl f

ur den
Readback als auch f

ur den Kongurationsbitstrom verwendet werden
k

onnen. Ein weiterer Vorteil dieser Aufteilung liegt in der Vermeidung
einer Zwischenspeicherung der einzelnen Statuswerte, da diese direkt im
Readbackbitstrom ausgelesen und dann sofort anschlieend im Kongu-
rationsbitstrom angepat werden k

onnen.
Diese Vorgehensweise, bei der jedes Registerbit einzeln und nachein-
ander verarbeitet wird ist dennoch gepr

agt von sehr langen Ausf

uhrungs-
zeiten, die in den h

augen Berechnungen der Bitpositionen begr

undet
sind. Bei der Betrachtung des hierarchischen Bitstromaufbaus, wie er
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in Abbildung 3.13 abgebildet ist, f

allt eine immer wiederkehrende Re-
gelm

aigkeit der einzelnen Bits auf. Dies gilt sowohl f

ur die Register
als auch f

ur die Look-Up Tabellen RAMs. Unter Ausnutzung dieser Re-
gelm

aigkeit erfolgt die Berechnung der einzelnen Bitpositionen nicht
mehr absolut zum Anfang des Bitstroms sondern relativ zu dem jeweils
ersten Bit in einem Frame. Unter Verwendung dieser relativen Adressie-
rung werden die daf

ur notwendigen Rechenoperationen auf ein Minimum
reduziert und dadurch auch die Ausf

uhrungszeit verringert. Die bei die-
ser relativen Adressierung nicht vorhandene streng monotone Reihenfol-
ge der Register ist unerheblich solange die 1:1 Beziehung zwischen den
beiden Bitposition im Readback- und Kongurationsbitstrom erhalten
bleibt.
Anhand des Beispiels der Rekonstruktion aller Logikzellen Register
wird die Vorgehensweise verdeutlicht. Dargestellt in Abbildung 3.16 wer-
den am Anfang der Funktion die Osetwerte der vier Registerpositionen
innerhalb des ersten 'Major'-Frames mit den Formeln (3.1 - 3.5) berech-
net. Abgelegt in jeweils vier unabh

angigen Variablen zeigen sie direkt auf
die Bitpositionen (Readback) der vier Register (S0X, S0Y, S1X und S1Y)
aus der Logikzelle in der ersten Zeile der Arrayspalte. Entsprechende Va-
riablen werden auch f

ur die Adressierung in dem Kongurationsbitstrom
angelegt, um eine direkte Zustands

ubertragung durchf

uhren zu k

onnen.
Die Rekonstruktion erfolgt nun innerhalb der ausgew

ahlten Spalte
durch die Verarbeitung aller Registerbits, die sich in dem adressierten
'Minor'-Frame benden. Aufgrund des Aufbaus eines 'Minor'-Frames
(siehe Abbildung 3.14) wird die Bitposition jeweils um 18 Bit erh

oht,
wodurch die Register in der n

achsten Zeile adressiert werden. Dieses
Durchlaufen der Spalte erfolgt mit eigenen Laufvariablen. Nach Durch-
lauf aller vier Register bzw. deren 'Minor'-Frames werden die vier Varia-
blen, die auf die Logikzelle in der ersten Zeile zeigen, um einen 'Major'-
Frame weiter gesetzt, um die Rekonstruktion der n

achsten Logikzellen-
spalte durchf

uhren zu k

onnen. Diese spaltenweise Rekonstruktion wird
solange fortgesetzt, bis die letzte Spalte innerhalb des Logikzellen Arrays
vollst

andig verarbeitet wurde. Der gesamte Ablauf der Funktion, der bei
den anderen zu rekonstruierenden Elementen

ahnlich ist, ist noch einmal
in dem Ablaufdiagramm 3.17 dargestellt.
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Major     Minor
1
2
3
4
0
7
47
0
47
0
0
1
2
3
2
3
2
Abbildung 3.16: Relative Adressierung der Bitpositionen innerhalb des
Readback und Kongurationsbitstroms am Beispiel der Logikzellenre-
konstruktion.
96 KAPITEL 3. PREEMPTIVE MULTITASKING AUF FPGAS
Berechne Offsetwerte
Rekonstruiere  Slice 0 Register X
Rekonstruiere  Slice 0 Register Y
Rekonstruiere  Slice 1 Register X
Rekonstruiere  Slice 1 Register Y
Setze Zeilen- und Spaltenvariable
Inkrementiere Zeilenvar.
Zeilenende?
Ja
Nein
Inkrementiere Spaltenvar. und Offsetvar.
Spaltenende?
Ja
Nein
1
2
3
Abbildung 3.17: Ablaufdiagramm der Funktion die den Zustand alle Re-
gister in den Logikzellen rekonstruiert.
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Die vier Funktionen zur Rekonstruktion des gesamten FPGA-Bau-
steins basieren bis auf die Block-RAM Funktion auf dem oben angegebe-
nen Prinzip. Mit diesen Funktionen ist das Betriebssystem in der Lage
einen beliebigen Baustein der Xilinx Virtex Serie
8
mit all seinen spei-
chernden Elementen vollst

andig zu rekonstruieren. Diese Rekonstruktion
basiert dabei nur auf den im Readbackbitstrom enthaltenen Zustands-
daten und stellt diesen Zustand in dem dazugeh

origen Kongurations-
bitstrom zu 100% wieder her.
3.6.2 Messungen
Um die Leistungsf

ahigkeit der einzelnen Funktionen zu evaluieren, wer-
den die oben beschriebenen vier Funktionen mit weiteren Funktionen,
die jeweils die gleiche Funktion ausf

uhren, verglichen. Ziel dieser Mes-
sungen ist es, den Funktionsaufbau in Hinblick auf das zweite Ziel { eine
minimale Ausf

uhrungszeit { hin zu

uberpr

ufen.
Die beiden anderen Funktionen unterscheiden sich in deren Aufbau
und der Durchf

uhrung der Rekonstruktionen. Die Unterschiede werden
im nachfolgenden anhand der Logikzellen Register verdeutlicht:
Die erste Funktionsgruppe rekonstruiert alle einzelnen Register nach-
einander und errechnet f

ur jede Bitposition die Adresse neu. Die zweite
Funktionsgruppe ist stark angelehnt an die Ausf

uhrungsreihenfolge der
oben beschriebenen Funktionen mit dem Unterschied, da die einzelnen
Registergruppen (S0X, S0Y, usw.) in jeweils einer eigenen Schleife re-
konstruiert werden. Die dritte, in Abbildung 3.17 dargestellte, Gruppe
verarbeitet alle vier Registergruppen hintereinander, gesteuert von nur
zwei ineinander verschachtelten Schleifen.
Die Funktion zur Rekonstruktion der Logikzellen Register wurde f

ur
die Messungen in allen drei unterschiedlichen Ausf

uhrungen program-
miert. Die Rekonstruktion des Block-RAMs hingegen wurde nur in der
ersten und der dritten Ausf

uhrungsmethode umgesetzt. Alle Messungen
erfolgen auf einem Pentium I Rechner mit 166MHz Taktfrequenz und
128MByte RAM. Die Ergebnisse sind in der folgenden Tabelle 3.4 zu-
sammengefat.
8
Dies gilt nicht f

ur die Bausteine der Virtex-E Serie.
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Rekonstruktionsfunktion Gruppe 1 Gruppe 2 Gruppe 3
Logikzellen Register 17.4ms 5.3ms 4.8ms
Block-RAM 136ms | 0.2ms
Tabelle 3.4: Ausf

uhrungszeiten f

ur die unterschiedlich aufgebauten Re-
konstruktionsfunktionen f

ur die Logikzellen Register und das Block-
RAM.
Die durchgef

uhrten Messungen zeigen deutlich, da der gew

ahlte
Funktionsaufbau und der Rekonstruktionsablauf am besten geeignet ist,
um das zweite Ziel einer minimalen Ausf

uhrungszeit zu erreichen. Im
Vergleich zu dem ersten naiven Ansatz werden bei der Rekonstruktion
der Logikzellen Register 75% der urspr

unglich ben

otigen Zeit einge-
spart. Die Rekonstruktion des Block-RAMs erfolgt in weniger als 1% der
urspr

unglichen Zeit, was auf die Rekonstruktion als zusammenh

angender
Block zur

uckzuf

uhren ist. Die minimalen Unterschiede zu der zweiten
Funktionsgruppe ergeben sich durch die zus

atzlich entstehenden Kon-
trollstrukturen f

ur die Schleifen.
Diese Ergebnisse sind entsprechend miteingeossen in die Entwick-
lung der vier Funktionen zur Rekonstruktion von Logikzellen Register,
I/O-Zellen Register, Look-Up Tabellen RAM und Block-RAM. Alle vier
Funktionen rekonstruieren den Zustand aus einem gegebenen Readback-
bitstrom heraus direkt in den dazu passenden Kongurationsbitstrom.
Die Rekonstruktion umfasst alle speichernden Elemente des FPGA-Bau-
steins wodurch eine 100% Rekonstruktion des Zustands erreicht wird.
Die nachfolgende Tabelle 3.5 listet die einzeln ben

otigten Rekonstrukti-
onszeiten und die insgesamt ben

otigte Zeit f

ur die Rekonstruktion eines
XV400 Bausteins auf.
Alle oben aufgef

uhrten Messungen wurden auf einem PC System mit
einem Pentium I Prozessor und 166MHz Systemtakt durchgef

uhrt.
9
Zeit gemessen f

ur die Sicherung von 8 als RAM verwendete Look-Up Tabellen.
Die Ausf

uhrungszeit ohne ein RAM betr

agt 1.35ms.
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Elemente Rekonstruktionszeit
Logikzellen Register 4.8ms
I/O-Zellen Register 0.5ms
Look-Up Tabellen RAMs 1.9ms
9
Block-RAM 0.2ms
P
7.4ms
Tabelle 3.5: Ausf

uhrungszeiten aller Funktionen zur vollst

andigen Re-
konstruktion des Schaltungszustands.
3.7 Ablauf eines Prozesswechels
Der gesamte Prozesswechsel auf einem FPGA-Koprozessor erfordert ne-
ben der zuvor beschriebenen Rekonstruktion des Schaltungszustandes
noch weitere Schritte, die ausgef

uhrt werden m

ussen. Im Betriebssy-
stem, das auf dem Host-Prozessor l

auft, wird der Prozesswechsel in vier
nacheinanderfolgende Aufgaben unterteilt, die bei jedem Prozesswechsel
durchgef

uhrt werden m

ussen. Diese zum Teil voneinander abh

angigen
Aufgaben sind:
Kontrolle der Takterzeugung: Das Anhalten des Taktes versetzt die
derzeit laufende Schaltung in einen konstanten, nicht weiter ver-

anderten Zustand, der f

ur die nachfolgende Analyse und Rekon-
struktion des Zustands notwendig ist. Abgeschaltet wird die Schal-
tung

uber die in Abbildung 3.7 dargestellte Taktkontrollschaltung,
um zu gew

ahrleisten, da der FPGA-Koprozessor ohne einen Da-
tenverlust angehalten wird. Jeder Prozesswechsel startet mit dieser
Taktabschaltung, um den derzeitigen Zustand zu einem Taktschalt-
punkt 'einzufrieren'.
Nach der erfolgten Rekonstruktion und Weiterf

uhrung der Anwen-
dung durch das Betriebssystem erfolgt der erneute Start der Takt-
generierung als letzte Aufgabe des Betriebssystems. Durch diese
Reaktivierung des Taktes ist der FPGA-Koprozessor in der Lage
den Prozess an der zuvor unterbrochenen Stelle des Ablaufs weiter
fortzuf

uhren.
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Sowohl das Ab- als auch das Einschalten des Taktes erfordern nur
wenige einzelne Zugrie auf den FPGA-Koprozessor und wird in
wenigen s ausgef

uhrt.
Readback und Konguration des FPGAs: Nach der erfolgten Ab-
schaltung des Taktgenerators mu der angehaltene Zustand der
Schaltung von dem Betriebssystem ausgelesen werden. Zu diesem
Zweck wird ein Readback des FPGA-Bausteins initiiert und die
gesamte Konguration inklusive des derzeitigen Zustands wird in
den Speicher des Host-Prozessors

ubertragen. Dieser zweite Schritt
innerhalb eines Prozesswechsel ist notwenig, um die Zustandsdaten
f

ur die Rekonstruktion auf dem Host-Prozessor bereitzustellen.
Im umgekehrten Fall { bei der Fortsetzung einer Anwendung { wird
der FPGA-Baustein mit dem zuvor rekonstruierten Kongurati-
onsbitstrom aus dem Speicher des Host-Prozessors konguriert und
anschlieend durch das Einschalten des Taktes wieder gestartet.
Auch hier ist eine

Ubertragung des Kongurationsbitstroms not-
wendig, da die Rekonstruktion durch das Betriebssystem auf dem
Host-Prozessor erfolgt. Unmittelbar vor der Konguration werden
die RAM-Inhalte wiederhergestellt, so da die FPGA-Schaltung
durch den erneuten Start des Taktgenerators die Anwendung wei-
ter verarbeitet kann.
Bedingt durch die Gr

oe des jeweiligen Kongurations- und Read-
backbitstroms, die bei dem Xilinx XV400 Baustein aus rund 2.4
MBit besteht, bestimmen diese beiden Aufgaben mageblich die
gesamte Zeit die zur Durchf

uhrung eines Prozesswechsels ben

otigt
wird. Die Konguration des XV400 Bausteins erfolgt dabei in 12ms
und der Readback in 14ms (siehe Abschnitt 5.6).
Sicherung des RAM Inhalts: Zus

atzlich zu dem Speichern in dem
FPGA-Baustein verwendet eine Vielzahl von Anwendungen die lo-
kalen RAMs auf den FPGA-Koprozessoren. Bei der Zustandssiche-
rung der Anwendung mu somit neben dem Zustand des FPGA-
Bausteins auch der Inhalt dieses RAMs gesichert und entsprechend
rekonstruiert werden.
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Die Sicherung des jeweiligen Inhalts erfolgt in einem dritten Schritt
nach dem Readback des FPGA-Bausteins. Gesichert wird der In-
halt entweder

uber die noch kongurierte FPGA-Schaltung oder
nach der Konguration einer speziellen Schaltung, die einen Zu-
gri auf das RAM erlaubt. Die bei dieser Sicherung gelesenen Da-
ten werden, wie zuvor der Readbackbitstrom, zum Host-Prozessor

ubertragen und dort zusammen mit den anderen Prozessinforma-
tionen gespeichert.
Die Wiederherstellung der Daten bei einer erneuten Ausf

uhrung
des Prozesses erfolgt abh

angig von der Zugrism

oglichkeit der aus-
zuf

uhrenden FPGA-Schaltung. Besteht eine direkte Zugrism

oglich-
keit des Betriebssystem auf das lokale RAM, so erfolgt die Wieder-
herstellung des RAM-Inhalts nach der Konguration des FPGA-
Bausteins, was nur eine Konguration des FPGA-Bausteins erfor-
dert. Besteht dieser direkte Zugri nicht, so mu durch die Kon-
guration einer speziellen Schaltung der RAM-Inhalt wiederherge-
stellt werden, bevor die eigentlich auszuf

uhrende FPGA-Schaltung
geladen werden kann.
Die zur Sicherung undWiederherstellung des RAM-Inhalts ben

otigt
Zeit ist von zwei Faktoren abh

angig: Der Datenaustauschrate zwi-
schen dem Host- und dem FPGA-Prozessor und der Gr

oe des
RAM-Blocks. Auf den FPGA-Koprozessor werden in der Regel
Speicherbl

ocke mit einer Gr

oe von 512KByte bis 8MByte ein-
gesetzt. Bei einer angenommenen Daten

ubertragungsrate von 120
MByte/s zwischen dem Host- und dem FPGA-Koprozessor wer-
den somit weitere 33ms f

ur Sicherung und Wiederherstellung eines
2MByte groen RAMs ben

otigt. Diese Zeit erh

oht sich auf 45ms
sobald eine spezielle FPGA-Schaltung konguriert werden mu um
den Zugri auf das RAM zu erm

oglichen.
Rekonstruktion des Prozesszustands: Das Unterbrechen einer lau-
fenden Anwendung wird mit einem vierten und letzten Schritt
beendet. In diesem wird unter Verwendung der in Abschnitt 3.6
beschriebenen Rekonstruktionsfunktionen eine Analyse des unter-
brochenen Schaltungszustands durchgef

uhrt.
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Mit Abschlu dieses vierten Schrittes ist die Verarbeitung der ent-
fernten Anwendung abgeschlossen und das Betriebssystem bereitet
die neu zu startende Anwendung auf dessen Ausf

uhrung vor. Der
erste Schritt dieser Vorbereitung ist die Rekonstruktion des Zu-
stands in dem entsprechenden Kongurationsbitstrom, bevor die-
ser im nachfolgenden auf den FPGA-Baustein konguriert wird.
Bedingt durch den eektiven Aufbau der Rekonstruktionsfunktio-
nen wird diese Vorbereitung zusammen mit der Analyse durch-
gef

uhrt. Somit steht der modizierte Kongurationsbitstrom der
neuen Anwendung schon zur Verf

ugung und mu beim n

achsten
Prozesswechsel nur noch konguriert werden.
Die Rekonstruktion des Schaltungszustands wird f

ur den XV400
Baustein in 5ms durchgef

uhrt. Dennoch wird die Zeit f

ur einen
Prozesswechsel dadurch nicht erh

oht, da diese Rekonstruktion par-
allel zu der Konguration des FPGA-Bausteins erfolgt. Erm

oglicht
wird dies durch den Einsatz einer DMA-

Ubertragung der Kongu-
rationsdaten auf dem FPGA-Koprozessor.
Eine Aufgabe des Betriebssystem ist es, den Prozesswechsel auf dem
FPGA-Koprozessor zu steuern und die oben genannten Aufgaben nach-
einander durchzuf

uhren. Der gesamte Ablauf des Prozesswechsels auf
dem FPGA-Koprozessor, dargestellt in Abbildung 3.18, ist

ahnlich zu
dem Prozesswechsel eines Intel Pentium Prozessors.
Der erste Schritt schaltet die Taktgenerierung ab, um den Zustand
der Anwendung 'einzufrieren'. In dem zweiten Schritt wird dann der
interne Zustand des FPGA-Bausteins per Readback ausgelesen und zum
Host-Prozessor

ubertragen. Nachfolgend wird auch der Inhalt der lokalen
RAMs auf dem FPGA-Koprozessor vom Betriebssystem gesichert. Der
vierte Schritt analysiert den Schaltungszustand und rekonstruiert diesen
im entsprechenden Kongurationsbitstrom.
Nach der abgeschlossenen Unterbrechung der einen Anwendung wird
die neu auszuf

uhrende Anwendung vorbereitet. Dazu erfolgt in Schritt
f

unf die Rekonstruktion des RAM-Inhalts. Diese Rekonstruktion erfolgt
entweder vor oder nach der Konguration des FPGA-Bausteins. Die
Konguration des FPGAs ist der sechste Schritt. Der siebte Schritt bei
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Task-Zeiger
RAM Inhalt, Readback- 
und Konfigurationsbitstrom
des ausscheidenden
Prozesses
FPGA
RAM
PCI
FPGA-Koprozessor1
2
3
RAM Inhalt, Readback- 
und Konfigurationsbitstrom
des eintretenden
Prozesses
6
5
7
4
Abbildung 3.18: Darstellung der einzelnen Schritte des Prozesswechsels
auf einem FPGA-Koprozessor.
einem Prozesswechel ist die Reaktivierung des Taktes die zur weiteren
Abarbeitung der Schaltung startet.
Dieser gesamte Ablauf eines Prozesswechsels erfolgt innerhalb von
80ms auf einem Pentium I 166MHz unter Verwendung eines FPGA-
Koprozessor mit einem XV400 Baustein (Details der Messungen k

onnen
in Abschnitt 5.6.3.2 auf Seite 173 nachgelesen werden). Bei dieser ge-
messen Zeit f

ur einen Prozesswechsel erfolgt keine Sicherung des lokale
RAMs auf dem FPGA-Koprozessor. Eine solche Sicherung w

urde die
Prozesswechselzeit in besten Fall um weitere 33ms erh

ohen.
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3.8 Zusammenfassung
In Kapitel 3 wurden die existierenden Betriebssysteme f

ur FPGA-Ko-
prozessor im Detail beschrieben. Es hat sich gezeigt, da diese Entwick-
lungen eine Vielzahl von Einschr

ankungen hinsichtlich der zum Einsatz
kommenden FPGA-Baustein, der m

oglichen Anwendungen und deren
Ausf

uhrung besitzen. Fast allen Ans

atzen gemeinsam ist die Verwend-
ung der sog. 'Overlay'-Technik die nur eine sequenzielle Abarbeitung
der einzelnen Anwendungen zul

asst. In Unterschied dazu untersucht der
neue, in dieser Arbeit beschriebene Ansatz einen preemptiven Prozess-
ablauf zum Aufbau eines Multitasking Betriebssystem bei dem mehrere
Prozesse gleichzeitig verarbeitet werden.
Wichtigste Eigenschaft eines solchen preemptiven Multitasking Be-
triebssystemes ist die M

oglichkeit, einen laufenden Prozess in dessen
Ausf

uhrung zu unterbrechen, ihn zu sichern und zu einem sp

ateren Zeit-
punkt wieder auf dem FPGA-Koprozessor weiter auszuf

uhren. Diese pre-
emptiven Prozesswechsel erfordern unterschiedliche Anforderungen so-
wohl an den FPGA-Baustein und den FPGA-Koprozessor, aber auch
an die Entwicklung der Schaltungen und das Betriebssystem. Diese ge-
forderten Anforderungen sind in dem Kapitel detailliert aufgelistet und
eine Vorauswahl der in Frage kommenden FPGA-Bausteine und FPGA-
Koprozessoren wurde vorgenommen.
Die zentralen Eigenschaften, die ein gefordertes preemptives Multi-
tasking erm

oglicht, ist die Analyse und die Rekonstruktion des Schalt-
ungszustandes. Diese Schaltungsrekonstruktion wird anhand des Bei-
spielbausteins Xilinx Virtex XV400 in der grunds

atzlichen Wirkungs-
weise, dem Ablauf und der Umsetzung n

aher erl

autert. Zur Evaluation
der zu erwartenden Zeit f

ur einen Prozesswechsel wurden verschiedene
Messungen durchgef

uhrt.
Zusammenfassend wurde in diesem Kapitel dargestellt, da das Un-
terbrechen und Wiederherstellen einer FPGA-Schaltung unter bestimm-
ten Voraussetzungen m

oglich ist und durchgef

uhrt werden kann. Daraus
entstanden sind vier Funktionen, die diese Rekonstruktionsm

oglichkeit
f

ur eine gesamte Bausteinfamilie von modernen FPGA-Bausteinen um-
setzen. Basierend auf diesen Rekonstruktionsfunktionen wird in den bei-
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den nachfolgenden Kapiteln die Konzeption und der Aufbau des Multi-
tasking Betriebssystem dargestellt.
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Kapitel 4
Betriebssystem
Architektur
Das vorherige Kapitel hat gezeigt, da die Durchf

uhrung eines preempti-
ven Multitasking auf FPGA-Koprozessoren prinzipiell durchf

uhrbar ist.
Neben der Frage der generellen Machbarkeit mu aber auch der Nutzen,
der durch ein solches Multitasking Betriebssystem erreicht werden soll,
im Verh

altnis zu dem zus

atzlich entstehenden Overhead beim Einsatz
dieses Betriessystems stehen.
Zur Bestimmung des Nutzens werden in diesem Kapitel verschiede-
ne Anwendungen aus einzelnen wissenschaftlichen Bereichen aber auch
allgemeine Anwendungen, die durch einen FPGA-Koprozessor beschleu-
nigt ausgef

uhrt werden, analysiert. Basierend auf den Aufgaben eines
Betriebssystems, den ermittelten Ergebnissen und den sich daraus er-
gebenden Anforderungen werden anschlieend drei grundlegende Kon-
zepte f

ur den Aufbau eines Multitasking Betriebssystem er

ortert und
diskutiert.
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4.1 Anwendungsanalyse
Der Konzeption eines geeigneten Betriebssystems geht eine Analyse der
derzeitig und zuk

unftig durch das Betriebssystem ausgef

uhrten Anwen-
dungen voraus. Ziel der Analyse ist zum einen die Erstellung einer allge-
meinen Programmierschnittstelle (API) f

ur die Anwendungen und zum
anderen die Bestimmung des Nutzens eines preemptiven Multitasking
Betriebssystem f

ur diese Anwendungen im Speziellen und f

ur FPGA-
Koprozessor im allgemeinen.
Zur Erstellung einer allgemeinen API werden die einzelnen Host-
Programme der Anwendungen untersucht. Jede Anwendung auf einem
FPGA-Koprozessor wird durch ein entsprechendes Host-Programm ge-
steuert. Dieses

ubernimmt Steuerungsaufgaben wie z.B. das Kongurie-
ren des FPGA-Bausteins oder die Einstellung der Taktraten, aber auch
den Datentransfer zwischen dem FPGA-Koprozessor und dem Host-
Speicher. Aus allen untersuchten Programmen werden die f

ur die Aus-
f

uhrung notwendigen Funktionen in funktionale Gruppen eingeteilt und
auf eine allgemeine API-Schnittstelle abgebildet. Dieses API bildet dann
die Schnittstelle zwischen dem Host-Steuerungsprogramm und den von
den jeweiligen Anwendungen eingesetzten FPGA-Koprozessoren und er-
m

oglichen eine einheitliche Kontrolle der verschiedensten FPGA-Kopro-
zessor

uber die gleichen Funktionsaufrufe. Aufgrund des geringen Einu
dieser API-Schnittstelle auf die Konzeption des Betriebssystems wird
diese nicht weiter erl

autert.
Das zweite Ziel der Anwendungsanalyse { die Untersuchung des Nut-
zens eines preemptiven Betriebssystems { ist f

ur diese Arbeit weitaus
wichtiger, denn nur wenn der Einu des Betriebssystem auf die aus-
zuf

uhrende Anwendungen klein ist und die Vorteile durch eine einfache-
re Ausf

uhrung und Entwicklung von Anwendungen f

ur den FPGA-Ko-
prozessor erreicht wird, ist ein Einsatz eines solchen Betriebssystem zu
rechtfertigen. Zur Untersuchung dieses zweiten Ziels werden die Anwen-
dungen anhand der nachfolgenden Kriterien analysiert und bewertet:
Ausf

uhrungszeit auf dem FPGA-Koprozessor: Die Ausf

uhrungs-
zeit ist die Zeit, in der die Anwendung Daten auf dem FPGA-Ko-
prozessor verarbeitet um das Ergebnis zu ermitteln. Diese Aus-
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f

uhrungszeit ist beim Einsatz eines Multitasking Betriebssystems
im besonderen von der Wahl der Zeitscheibenl

ange, in der die An-
wendungen auf dem FPGA-Koprozessor ausgef

uhrt werden, ab-
h

angig. Abbildung 4.1 illustriert diesen Zusammenhang graphisch.
Bei einer zu kurzen Zeitscheibenl

ange entstehen viele Unterbre-
Ausführungszeit
Wartezeit Kurze Zeitscheiben
Lange Zeitscheiben
Abbildung 4.1: Warte- und Ausf

uhrungszeit in Abh

angigkeit von der
Zeitscheibenl

ange. Das obere Bild zeigt die Verarbeitung bei kurzen Zeit-
scheiben und das untere bei langen Zeitscheiben.
chungen, die die gesamte Ausf

uhrungszeit erh

oht. Die Wahl einer
zu langen Zeitscheibe erh

oht jedoch die Wartezeit auf den FPGA-
Koprozessor, was im ung

unstigsten Fall ebenfalls zur Verl

angerung
der Ausf

uhrungszeiten f

uhren kann.
Dar

uberhinaus bestimmt das Verh

altnis der Ausf

uhrungszeiten zu
der Zeitscheibenl

ange

uber die Notwendigkeit einer Zustandsrekon-
struktion. Ist dieses Verh

altniss stets kleiner als eins, dann ist die
Rekonstruktion nicht notwendig denn das Ergebnis liegt immer
vor Ablauf der Zeitscheibe vor. In diesem Fall mu der Zustand
nicht gesichert werden, denn die folgende Berechnung erfolgt mit
einem neuen Datensatz und einer FPGA-Schaltung die im Grund-
zustand gestartet wird. Ist das Verh

altniss jedoch gr

oer als eins
so

uberschreitet die Ausf

uhrungszeit die zur Verf

ugung stehende
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Zeitscheibe und der Zustand mu am Ende der Zeitscheibe gesi-
chert werden, damit die Anwendung zu einem sp

ateren Zeitpunkte
weiter verarbeitet werden kann.
Wie oben gezeigt wurde, beeinut die Ausf

uhrungszeit der An-
wendungen die L

ange der gew

ahlten Zeitscheibe und die Notwen-
digkeit der Zustandsrekonstuktion. Umgekehrt hat aber auch die
Zeitscheibenl

ange zusammen mit dem systematischen Overhead
des Betriebssystems einen Einu auf die Ausf

uhrungszeit. Zur
Bestimmung der Zeitscheibenl

ange ist es daher sehr wichtig die
Ausf

uhrungszeiten der einzelnen Anwendungen zu kennen.
Datenaustausch zwischen Host- und FPGA-Koprozessor: Der
Datenaustausch ist ein weiterer Punkt, der bei der Analyse und
der Beurteilung hinsichtlich eines Multitasking Betriebssystem ei-
ne wichtige Rolle spielt. Bei der Betrachtung des Datenaustau-
sches wird grunds

atzlich in zwei Gruppen von Anwendungen un-
terschieden: Datenuanwendungen und rechenintensive Anwen-
dungen. Bei den Datenuanwendungen werden die Daten direkt
w

ahrend der

Ubertragung verarbeitet wodurch die

ubertragene Da-
tenmenge die Ausf

uhrungszeit bestimmt. Die rechenintensiven An-
wendungen hingegen

ubertragen nur wenig Daten, wobei dort die
Ausf

uhrungszeit nicht von der

Ubertragung sondern von den Be-
rechnungen bestimmt ist.
Gerade bei den Datenuanwendungen ist aufgrund der direkten
Datenverarbeitung die Ausf

uhrungszeit abh

angig von der zu er-
reichenden Datentransferrate und der Datenmenge. Wie die Mes-
sungen in Abschnitt 5.6.2 noch zeigen, ist die Datenrate eben-
falls abh

angig von der Datenmenge. Somit ist f

ur Datenuan-
wendungen die zu

ubertragende Datenmenge bzw. Datentransfer-
zeit ebenfalls wichtig zur Bestimmung der Zeitscheibenl

angen. Die
Daten

ubertragung bei rechenintensiven Anwendungen ist nur se-
kund

ar interessant, da die Ausf

uhrungszeit durch die Rechenzeit
bestimmt wird.
Der Datenaustausch und sein Einu auf die Wahl der Zeitscheiben
ist somit ein weiteres Kriterium bei der Analyse der Anwendungen.
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Dar

uberhinaus erm

oglicht die Betrachtung des Datentransfers den
Aufbau eines neuen Konzepts zur eektiveren

uberschneidenen An-
wendungsverarbeitung.
Abstraktionsebene der FPGA-Koprozessor Anwendung: Die
Angabe der verwendeten Abstraktionsebene ist das dritte wichtige
Kriterium f

ur die Notwendigkeit eines preemptiven Multitasking
Betriebssystems. Anwendungen aus der Gruppe der Maschinen-
befehle setzen voraus, da die Funktionalit

at bei Ausf

uhrung der
Anwendung auf dem Host-Prozessor verf

ugbar ist, um den Befehl
ohne groe Verz

ogerungen ausf

uhren zu k

onnen. Dies erfordert je-
doch den Wechsel der FPGA-Schaltung mit jedem Prozesswechsel
auf dem Host-Prozessor, was zu einem massiven Overhead durch
das Betriebssystem f

uhrt. Anwendungen die auf funktionaler- bzw.
Programmebene arbeiten, k

onnen im Vergleich dazu unabh

angig
von Host-Prozessor verarbeitet werden, wodurch eine Prozessver-
arbeitung mit getrennten Prozessorzeitscheiben erm

oglicht wird.
Unter Ber

ucksichtigung des entstehenden Overheads bei h

augen
Prozesswechseln ist die Abstraktionsebene ein weiteres wichtiges
Kriterium bei der Analyse der Anwendungen. Zus

atzlich erh

alt
man

uber diese Analyse einen Eindruck

uber die Einsatzf

ahigkeit
der bisher entwickelten Betriebssysteme.
4.1.1 Analyse
Unter Ber

ucksichtigung der Ziele und der oben genannten Kriterien
wurden unterschiedliche FPGA-Koprozessor Anwendungen untersucht.
Die ausgew

ahlten Anwendungen stammen dabei aus den verschieden-
sten Gebieten, in denen die FPGA-Koprozessoren Einsatz nden und sie
werden auf unterschiedlichen FPGA-Koprozessoren ausgef

uhrt. Dadurch
ergibt sich zum einen ein guter

Uberblick

uber die einzelnen FPGA-
Koprozessoren und deren Programmierschnittstelle und zum anderen ein
allgemeing

ultiger

Uberblick bez

uglich der oben genannten Kriterien.
Untersucht wurden ausschlielich Anwendungen die eine Datenver-
arbeitung auf Funktions- oder Programm-Ebene durchf

uhren. Anwen-
dungen der Maschinenbefehls-Ebene wurden nicht analysiert, da sie zum
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einen den Overhead der Anwendung unverh

altnism

aig erh

ohen und zum
anderen aufgrund der niedrigen Datenaustauschrate heutzutage nicht
mehr zum Einsatz kommen.
4.1.1.1 Anwendungen
Die untersuchten Anwendungen werden f

ur die Analyse in die beiden
Gruppen der datenuorientierten und der rechenintensiven Anwendung-
en unterteilt. Nachfolgend werden die einzelnen Anwendungen kurz er-
l

autert und in der Tabelle 4.1 werden die analysierten Werte zusammen-
gefat.
Datenuanwendungen:
HEP-Mustererkennung [MSS00, KLL
+
98]: In der Hochenergie-
physik verarbeiten die FPGA-Koprozessoren Detektordaten auf
der Suche nach seltenen Partikelteilchen, die f

ur die sp

atere Ana-
lyse abzuspeichern sind. Die Detektorbilder werden w

ahrend der

Ubertragung mit Mustererkennungsalgorithmen verarbeitet und
die Ergebnisse anschlieend ausgelesen.
DES Ver-/Entschl

usselung [Pat00]: Verschl

usseln von Daten durch
den DES Algorithmus, um z.B. die

Ubertragung von Daten gegen
ungew

unschtes Abh

oren zu sichern. Auch hier werden die Daten
zeitgleich zu der

Ubertragung verschl

usselt.
Photoshop Filter [SS98]: Die Filterung von 2-dimensionalen Bildda-
ten wird von einem FPGA-Koprozessor durchgf

uhrt. Durch die
Flexibilit

at des FPGA-Koprozessors k

onnen verschiedene Filter
auf einem System ausgef

uhrt werden. Angebunden ist der FPGA-
Koprozessor an das Programm Photoshop.
Genomdatenbankanalyse [LM95]: Der Homologievergleich einzelner
Gensequenzen mit den Datenbankeintr

agen ist die Aufgabe die
durch einen FPGA-Koprozessor ausgef

uhrt wird. Die Vergleiche
werden durchgef

uhrt w

ahrend die Daten an den FPGA-Baustein

ubertragen werden.
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DTP Programm [MS98]: PostScript Rendering ist ein sehr rechen-
aufwendiger Schritt der die Postscript-Seitenbeschreibung in ein
pixelorientiertes Bild umwandelt. In einer Studie werden Bezier
Kurven mit Hilfe eines FPGA-Koprozessor in ein Pixelbild trans-
formiert.
Verkehrszeichenerkennung [Hez]: Positionsbestimmung von Ver-
kehrszeichen mit einem speziellen Mustererkennungsalgorithmus
der auf Bilddaten basiert. Das Ziel ist die Positionsbestimmung
f

ur eine weiterf

uhrende Analyse. Die vielen Vergleiche werden da-
bei auf den

ubertragenden Bilddaten durchgef

uhrt.
Volumenvisualisierung [VHM
+
99]: Visualisieren eines 3-dimension-
alen Datensatzes ist eine weitere datenintensive Anwendung die auf
einem FPGA-Koprozessor ausgef

uhrt wird. Die generierten Bild-
daten werden online erzeugt und sofort

ubertragen.
Rechenintensive Anwendungen:
Image Interpolation [HLA98]: Diese Anwendung aus dem Bereich
der Bildverarbeitung interpoliert die Bilddaten zwischen den be-
nachbarten Pixeln und vergr

oert somit die Bild

ache. Die Origi-
naldaten werden nach der

Ubertragung verarbeitet und anschlie-
end zur

uckgelesen.
Mustererkennung [RH97]: Das Erkennen von verschiedenen Objek-
ten in einem Radarbild ist Ziel dieser Mustererkennung. Die in-
teressanten Bereiche werden von der Anwendung mit mehreren
Gruppen von Mustern verglichen und das Ergebnis zur

uckgege-
ben. Auch hier ist der Rechenaufwand aufgrund der vielen Muster
85mal h

oher als f

ur die

Ubertragung der Radarbilder.
Stereobildanalyse [WV97]: Die Anwendung erstellt basierend auf
zwei Bildern eine Tiefenkarte der aufgenommenen Szenerie. Der
Vergleich jedes einzelnen Pixels des einen Bildes mit einer Vielzahl
von Pixeln in dem anderen Bild verdeutlicht den hohen Rechen-
aufwand dieser Anwendung.
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Genetische Algorithmen [GN96]: Das FPGA-Koprozessor System
ermittelt die optimale L

osung des Traveling-Salesman Problems
unter Verwendung eines genetischen Algorithmus. Auch dieses An-
wendung ist aufgrund der vielen Schleifendurchl

aufe sehr rechen-
aufwendig.
Optimierung [AFA
+
99]: Die Optimierung von Schnittmustern f

ur die
Textilindustrie ist ein weiterer rechenintensive Prozess der auf ei-
nem FPGA-Koprozessor ausgef

uhrt wird. Ziel der Optimierung ist
eine Minimierung des Verschnitts zu erreichen.
Proteinstrukturvorhersage [SBM00]: Gesucht wird hier eine Pro-
teinstruktur mit der minimalen Energie. Die Energieberechnung
ist ein rechenintensiver Teil, der auf dem FPGA-Koprozessor aus-
gef

uhrt wird.
Eine weitere Umsetzung berechnet sowohl den Energieterm als
auch die Proteinstruktur und durchl

auft viele Schleifen bei der
Berechnung der optimalen Proteinstruktur.
DES Keybreak [KD98]: Die Suche nach einem Schl

ussel durch einfa-
ches Probieren ist ein sehr rechenintensiver Prozess, der nahezu kei-
nen Datentransfer erfordert. Die Analyse des gesamten Suchraums
auf einem FPGA-Koprozessor erfordert mehrere Jahre Rechenzeit.
4.1.1.2 Anwendungsanalyse
Wie in der Tabelle 4.1 zu sehen ist, erstrecken sich die Ausf

uhrungszeiten
der einzelnen Anwendungen von wenigen Millisekunden bis zu mehre-
ren Jahren, wobei die durchschnittliche Ausf

uhrungszeit im Bereich von
mehreren 100ms liegt.
Die Betrachtung eines Beispiels macht die Notwendigkeit f

ur ein pre-
emptives Multitasking Betriebssystem deutlich. Angenommen ein Be-
nutzer hat die Berechnung der Traveling-Salesman Problem gestartet
und kurz darauf startet ein anderer Benutzer die Berechnung eines Tiefen-
bildes mittels der Stereobildanalyse. In einem nichtpreemptiven Betriebs-
system wird die zweite Anwendung erst ausgef

uhrt wenn die erste be-
endet ist und das bedeutet, da sich die Ausf

uhrungszeit aus Sicht des
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Datentransfer Ausf

uhrungs
Anwendung Bytes Zeit Zeit
1 HEP-Mustererkennung 64kByte 0.5ms 1.2ms
2 DES 2MByte 16ms 17.5ms
3 Verkehrszeichen-
erkennung 105kByte 15ms 45ms
4 Volumenvisualisierung 1MByte 105ms 105ms
5 DTP 1MByte 250ms 500ms
6 Photoshop Filter 70MByte 583ms 714ms
7 Genomdatenanalyse 800MByte 6.6sek 90sek
8 Stereobildanalyse 77kByte 0.64ms 24ms
9 Image Interpolation 272kByte 2.2ms 188ms
10 Mustererkennung 16kByte 130s 244ms
11 Genetische Algorithmen 480Byte 10s 295sek
12 Optimierung 100KByte 1ms 3360sek
13 ProteinStruktur (1) 37KByte 300s 40ms
14 ProteinStruktur (2) 100KByte 1ms >86400sek
15 DES Keybreak 100Byte <1ms 67:8  10
9
sek
Tabelle 4.1: Ergebnisse der Anwendungsanalyse. Angegeben sind jeweils
die

ubertragene Datenmenge und die daf

ur ben

otigte Zeit und die Zeit
f

ur die Ausf

uhrung der gesamten Anwendung.
Benutzers f

ur die Tiefenbildberechnung im ung

unstigsten Falle von 24ms
auf

uber 295 Sekungen verl

angert. Eine solche dramatische Verl

angerung
der Ausf

uhrungszeit um mehrere 1000% ist f

ur einen praktischen Betrieb
nicht vertretbar. Demgegen

uber besteht in einem preemptiven Betriebs-
system die M

oglichkeit, die Ausf

uhrung der ersten Anwendung zu unter-
brechen, die zweite Anwendung (Stereobildanalyse) zu verarbeiten und
daran anschlieend mit der ersten Anwendung fortzufahren. Im Ergebnis
verl

angert sich die Ausf

uhrungszeit der zweiten Anwendung nur minimal
um die Zeit f

ur einen Prozesswechsel und die gesamte Ausf

uhrungszeit
f

ur beide Anwendungen zusammen wird ebenfalls nur minimal durch den
Overhead der Prozesswechsel verl

angert.
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Bei der Wahl der Zeitscheibe spielt die durchschnittliche Ausf

uhr-
ungszeit eine wichtige Rolle. Eine Zeitscheiben die k

urzer ist als die
durchschnittliche Ausf

uhrungszeit bedeutet, da sehr viele Anwendun-
gen mindestens einmal unterbrochen werden und sich somit deren Aus-
f

uhrungszeit immer verl

angert. Demgegen

uber ist eine zu groe Zeit-
scheibe gleichbedeutend mit einer langenWartezeit f

ur kurze Anwendun-
gen. Aus dieser

Uberlegung ergibt sich die minimale Zeitscheibenl

ange
aus der durchschnittlichen Ausf

uhrungszeit der Anwendungen die auf
dem FPGA-Koprozessor verarbeitet werden.
Wie in der zweiten Spalte der Tabelle 4.1 zu sehen ist werden vor
allem bei den Datenuanwendungen zum Teil sehr groe Datenmen-
gen zwischen dem Host-Speicher und dem FPGA-Koprozessor

ubertra-
gen. Der eektive Datentransfer wird durch einen entsprechenden DMA
Transfer durchgef

uhrt, der nur bedingt f

ur eine Unterbrechung geeignet
ist. Um nun aber die Zeit, in der die Anwendung auf dem FPGA-Ko-
prozessor verarbeitet wird, nicht durch einen sehr langen und nicht un-
terbrochenen Datentransfer

uber die gegebene Zeitscheiben hinaus zu
verl

angern werden groe Datenmengen in mehrere kleinere Datentrans-
fers unterteilt. Die Datenmenge der Teiltransfers orientiert sich dabei so-
wohl an der gew

ahlten Zeitscheibenl

ange als auch an der zur Verf

ugung
stehenden Datentransferrate des jeweiligen FPGA-Koprozessors. Voraus-
setzung zur Unterteilung der Datenmenge ist auch hier die M

oglichkeit
der Prozessrekonstruktion auf dem FPGA-Baustein.
Ein weiterer Punkt, der nicht mit in die Tabelle aufgenommen wurde,
ist die Nutzung von externen Elementen, die auf dem jeweiligen FPGA-
Koprozessor vorhanden sind. F

ur diese Analyse steht dabei die Verwen-
dung der lokalen RAM-Bausteine durch die entsprechenden Anwendun-
gen in Vordergrund.
Mit Ausnahme der beiden Datenuanwendungen Genomdatenban-
kanalyse und DES Ver-/Entschl

usselung und der Anwendung der DES-
Schl

usselsuche verwenden alle aufgelisteten Anwendungen die lokalen
RAM-Elemente, die von dem FPGA-Koprozessor bereitgestellt werden.
Diese h

auge Verwendung macht klar, da zus

atzlich zu dem Zustand
des FPGA-Bausteins auch diese lokalen RAM-Elemente vom Betriebs-
system zu sichern sind
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Die Auswahl der analysierten Anwendungen zeigt einen representa-
tiven Querschnitt aller Anwendungen die auf den FPGA-Koprozessor
verarbeitet werden. Bei einer genaueren Betrachtung wird deutlich, da
sowohl sehr spezielle Anwendungen aus einzelnen Wissenschaftsberei-
chen (Physik, Bioinformatik) aber auch viele allgemeine Anwendungen
(Bildbe-/Bildverarbeitung, Datenverschl

usselung, Mustererkennung und
Visualisierung) durch den FPGA-Koprozessor in ihrer Ausf

uhrung be-
schleunigt werden.
Eine Bereitstellung der allgemeinen Anwendungen an alle Benutzer
eines Rechnersystems erfordert eine entsprechende Koordinierung der
Ausf

uhrung und einen Schutz der einzelnen Anwendungen gegen ei-
ne Datenmanipulation von aussen. Eine solche Bereitstellung der An-
wendungen an alle Benutzer eines Systems ist zwangsl

aug mit der
Einf

uhrung eines Betriebssystemes f

ur den FPGA-Koprozessor verbun-
den. Dieses Betriebssystem koodiniert die Abl

aufe und den Schutz des
jeweiligen Anwendungen und gew

ahrleistet eine st

orungs- und konikt-
freie Ausf

uhrung der einzelnen Anwendungen.
4.1.1.3 Zusammenfassung
Alle untersuchten Anwendungen sind noch einmal

ubersichtlich in dem
Diagramm 4.2 eingetragen. Die durchgef

uhrte Anwendungsanalyse zeigt
deutlich, da eine Ausf

uhrung von mehreren Anwendungen auf dem
FPGA-Koprozessor nur dann sinnvoll ist, wenn das Betriebssystem die
einzelnen Anwendungen in ihrer Ausf

uhrung verdr

angen kann, denn nur
ein solches preemptives Multitasking Betriebssystem ist in der Lage,
ein Blockieren einzelner Anwendungen zu verhindern. Die Anwendungs-
ausf

uhrung auf dem FPGA-Koprozessor wird dazu in einzelne Zeitschei-
ben unterteilt, die den Anwendungen zugeordnet werden. Die minima-
le L

ange dieser Zeitscheiben richtet sich nach der durchschnittlichen
Ausf

uhrungszeit der Anwendungen, die bei mehreren 100ms liegt. Die
maximale Zeitscheibenl

ange bestimmt die Wartezeit bis zur Ausf

uhrung
und ist nicht fest deniert. Diese Unterteilung in Zeitscheiben hat weiter-
hin Auswirkungen auf die Daten

ubertragung die bei groen Datenmen-
gen unterteilt werden mu. Eine weitere Erkenntnis der Analyse zeigt,
da das lokale RAM auf dem FPGA-Koprozessor bei jedem Prozess-
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Abbildung 4.2: In dem

Ubersichtsdiagramm sind die einzelnen Anwen-
dungen mit der jeweiligen Ausf

uhrungs- und Daten

ubertragungszeit dar-
gestellt. Die Anwendungen sind unterteilt in Datenu- und recheninten-
sive Anwendungen. Die einzelnen Nummern entsprechen den Nummern
in der Tabelle 4.1.
wechsel mit gesichert und rekonstruiert werden mu, da es von fast allen
Anwendungen genutzt wird.
Diese Erkenntnisse zeigen, da die Ausf

uhrung mehrerer unabh

angi-
ger Anwendungen auf dem FPGA-Koprozessor nur durch ein entspre-
chendes Betriebssystem sicher und st

orungsfrei durchgef

uhrt werden kann.
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4.2 Betriebssystem Anforderungen
Aus der durchgef

uhrten Anwendungsanalyse ergeben sich verschiedene
Anforderungen die bei der Konzeption des Betriebssystems beachtet wer-
den m

ussen. Diese Anforderungen folgen zum einen direkt aus der Ana-
lyse der Anwendungen und zum anderen aus den in Abschnitt 3.4.4
formulierten Aufgaben des Betriebssystems. Im einzelnen sind das: ei-
ne hohe Datentransferrate, eine allgemeine Verwendbarkeit des FPGA-
Koprozessors, eine gerechte Ausf

uhrungsreihenfolge der Anwendungen,
eine parallele Nutzung des Host-Prozessors und des FPGA-Koprozessors,
eine einheitliche API-Schnittstelle und die Sicherung des gesamten An-
wendungszustandes bei einem Prozesswechsel. In der nachfolgenden Auf-
listung sind die einzelnen Punkte beschrieben:
 Die Datentransferrate zwischen dem Host- und dem FPGA-Kopro-
zessor sollte nahe der theoretischen Datenrate sein, um eine opti-
male Anbindung der Datenuanwendungen sicherzustellen und
dar

uberhinaus die Zeit f

ur einen Prozesswechels zu minimieren.
Beeinut wird diese Datenrate mageblich von der Umsetzung
des Ger

atetreibers.
 Eine Verwendung des FPGA-Koprozessor soll von allen Benutzern
und Anwendungen des Systems m

oglich sein und die einzelnen An-
wendungen sollten sich nicht gegenseitig in ihrer Ausf

uhrung be-
einussen. Diese Prozesskontrolle und Koordinierung der einzelnen
Anwendungen ist zentrale Aufgabe des Betriebssystems selbst.
 Eine weitere Aufgabe des Betriebssystems ist die faire Verteilung
des FPGA-Koprozessors unter den konkurrierenden Anwendungen.
Durch eine priorit

atsbasierte Verteilung der Zeitscheiben soll diese
gerechte Aufteilung gew

ahrleistet werden.
 Eine einheitliche API-Schnittstelle soll die Verwendung des Be-
triebssystems vereinfachen und eine Unabh

angigkeit bez

uglich der
verwendeten FPGA-Koprozessoren gew

ahrleisten. Das API bildet
dabei die Schnittstelle zwischen den einzelnen Anwendungen und
dem Betriebssystem.
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 Die Sicherung und anschlieende Rekonstruktion des gesamten An-
wendungszustandes, inklusive aller Register und RAM-Inhalte, ist
eine weitere Aufgabe die w

ahrend jedem Prozesswechsel vom Be-
triebssystem durchgef

uhrt werden mu.
 Die letzte Anforderung an das Konzept des Betriebssystems ist
die parallele Nutzung des Host- und des FPGA-Koprozessors. Dies
erfordert eine entkoppelte Ausf

uhrung der Anwendungen auf bei-
den Prozessoren. Zusammen mit dieser Entkopplung ist auch der
Einu des FPGA-Betriebssystems auf das Host-Betriebssystem
und die dort ausgef

uhrten Anwendungen so gering wie m

oglich zu
halten.
Diese genannten Anforderungen sind bei der Konzeption des Be-
triebssystems f

ur die FPGA-Koprozessoren zu beachten, um eine all-
gemeine Verwendbarkeit und ein H

ochstma an Leistungsf

ahigkeit und
zu erreichen.
4.3 Grundlegender Aufbau
Der grundlegende Aufbau des Betriebssystems f

ur den FPGA-Kopro-
zessor wird bestimmt durch die zuvor genannten Anforderungen und
durch den zur Verwendung kommenden FPGA-Koprozessor selbst.
Die FPGA-Koprozessoren sind in der Regel als eine Einsteckkarte
f

ur einen der standardisierten Bussysteme aufgebaut und daher leicht in
ein vorhandenes Rechnersystem zu integrieren. Aufgrund der geforderten
hohen Datenaustauschrate ist ein entsprechend leistungsf

ahiges Bussy-
stem auszuw

ahlen. Die heutzutage weit verbreiteten PCI und CPCI Bus-
systeme stellen eine theoretische Datenrate von 132MByte/s bereit und
sind somit f

ur den Aufbau des FPGA-Betriebssystems gut geeignet. Der
PCI-Bus wird daher auch bei 58% aller FPGA-Koprozessoren verwen-
den Die Anbindung an das Betriebssystem erfolgt

uber einen entsprech-
enden Ger

atetreiber und eine spezielle FPGA-Koprozessor abh

angige
Software-Bibliothek. Der allgemeine Zugri der Anwendungen auf den
FPGA-Koprozessor wird

uber die einheitliche API-Schnittstelle verwirk-
licht.
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Der Aufbau des gesamten Betriebssystem f

ur FPGA-Koprozessoren
ist somit unterteilt in mehrere Schichten, die aufeinander aufbauen und
in einzelne Funktionsbl

ocke unterteilt sind. Das gesamte Schichtenmo-
dell ist in Abbildung 4.3 dargestellt. In dem untersten Funktionsblock
FPGA-Koprozessor
Gerätetreiber (DD)
FPGA-Bibliothek (LIB)
Hardware-Management-Unit 
(HMU)
Host-Prozessor
Host-Betriebssystem
(H-OS)
Anwendung 1 Anwendung 2 Anwendung N
Abbildung 4.3: Allgemeines Schichtenmodell des Betriebssystems f

ur
FPGA-Koprozessoren.
des Modells sind die beiden parallel arbeitenden Prozessoren { FPGA-
Koprozessor und Host-Prozessor { dargestellt. Die gesamte Steuerung
des Host-Prozessors wird von dem entsprechenden Host-Betriebssystem
(H-OS) ausgef

uhrt und entspricht einem Rechnersystem ohne ein FPGA-
Koprozessor. Durch die Erweiterung des FPGA-Betriebssystems kommt
auf der linken Seite der Ger

atetreiber (DD), die FPGA-Koprozessor Bi-
bliothek (LIB) und die Hardware-Management-Unit (HMU) hinzu.
Der Ger

atetreiber stellt den direkten Zugri auf den FPGA-Kopro-
zessor und die entsprechenden Register her. Durch das Ver

andern der
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Registerinhalte werden indirekt die daran angeschlossenen Bausteine wie
z.B. die Taktgeneratoren oder der FPGA-Baustein eingestellt. Die darauf
aufbauende Bibliothek (LIB) koordiniert die einzelnen Registerzugrie
des Ger

atetreibers und f

ugt diese zu einzelnen Funktionen zusammen.
Diese, in mehrere Gruppen eingeteilte Funktionen, erm

oglichen z.B. das
Setzen der Taktgeneratoren, die Konguration bzw. der Readback der
FPGA-Bausteine oder die

Ubertragung von Daten durch einfache Funk-
tionsaufrufe. Die Bibliothek umfasst somit alle Funktionen, die zum Be-
trieb des FPGA-Koprozessor notwendig sind und stellt diese der dar

uber-
liegenden Hardware-Management-Unit zur Verf

ugung. Die Aufgabe der
HMU beinhaltet die Ablaufsteuerung der einzelnen Anwendungen und
die Durchf

uhrung der Prozesswechsel auf dem FPGA-Koprozessor. Je-
de Anwendung, die Daten auf dem FPGA-Koprozessor verarbeitet, ist
sowohl mit dem Host-Betriebssystem aber auch

uber die einheitliche
API-Schnittstelle mit der HMU verbunden.
Dieser Aufbau des Betriebssystems in mehreren Schichten erm

oglicht
eine einfache Unterst

utzung von mehreren FPGA-Koprozessoren. Durch
den Austausch des Ger

atetreibers und der FPGA-Prozessor spezischen
Software-Bibliothek wird eine solche Portierung erreicht. Besteht eben-
falls eine Portierung der FPGA-Schaltung so kann unter Verwendung des
gleichen Programms f

ur den Host-Rechner die Anwendung auf mehreren
FPGA-Koprozessoren ausgef

uhrt werden.
4.4 Umsetzungskonzepte
In diesem Abschnitt werden drei verschiedene Konzepte f

ur den Auf-
bau des FPGA-Betriebssystems er

ortert und entsprechend den gegebe-
nen Randbedingungen bewertet. Ziel dieser Bewertung ist die Auswahl
des am besten geeigneten Konzeptes, das in dem anschlieenden Schritt
umgesetzt wird. Die drei zur Auswahl stehenden Konzepte sind: ein
Client-Server Modell, ein erweiterter Ger

atetreiber und eine vollst

andige
Integration in ein vorhandenens Betriebssystem.
Die Bewertung dieser drei Konzepte erfolgt nach den in Abschnitt
4.2 aufgelisteten Anforderungen. Einzige Ausnahme dabei ist die Da-
tenaustauschrate, die nur durch den Ger

atetreiber bestimmt wird.

Uber
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diese in Abschnitt 4.2 genannten Anforderungen hinaus wird auch die
Portabilit

at des Betriebssystems auf mehrere Host-Betriebssysteme und
mehrere FPGA-Koprozessoren, der Einu auf das Host-Betriebssystem
und die Kommunikation zwischen Anwendung und Betriebssystem zur
Bewertung herangezogen. Ein letztes, eher praktisches Bewertungskri-
terium ist die Ausf

uhrungsebene des Betriebssystems, die einen Einu
auf den Entwicklungsaufwand hat.
In den nachfolgenden drei Abschnitten werden die einzelnen Kon-
zepte kurz erl

autert und anhand der Bewertungskriterien werden die
jeweiligen Vor- und Nachteile genannt.
4.4.1 Client-Server Modell
Der Client-Server Ansatz ist das erste Modell mit dem die Funktionalit

at
des FPGA-Betriebssystems umgesetzt werden kann. Der Server

uber-
nimmt dabei die Aufgaben der Anwendungsverwaltung, der Koordinie-
rung und der Steuerung des FPGA-Koprozessors. Wie in Abbildung 4.4
dargestellt, arbeiten sowohl die HMU des Servers als auch die FPGA-
Koprozessor Bibliothek in der Ausf

uhrungsebene 'User-Space' und kann
daher mit herk

ommlichen Programmierwerkzeugen wie Compiler und
Debugger erstellt und einfach getestet werden. Die API-Schnittstelle des
FPGA-Betriebssystems liegt innerhalb der Client-Anwendung und

uber-
nimmt den gesamten Datenaustausch zwischen Client und Server. Das
Konzept der Client-Server Kommunikation basiert auf einer standardi-
sierte Interprozess Kommunikation die von dem Host-Betriebssystem be-
reitgestellt wird und daher eine Portierung des gesamten FPGA-Betriebs-
systems auf andere Rechnersysteme sehr vereinfacht. Desweiteren ist
auch eine Portierung auf andere FPGA-Koprozessor durch den Aus-
tausch des Ger

atetreibers und der Bibliothek einfach zu realisieren. Aus
der Abbildung wird ebenfalls ersichtlich, da sowohl der Host- als auch
der FPGA-Prozessor parallel und unabh

angig voneinander betrieben
werden.
Ein weiterer Vorteil dieser Architektur ist eine m

ogliche Netzwerkan-
bindung durch Verwendung von Sockets
1
anstatt der Interprozess Kom-
1
Sockets sind standardisierte Betriebssystemelemente die einen Datenaustausch
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Host-Betriebssystem
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Betriebssystem-Server
Abbildung 4.4: Schichtenmodell des Client-Server Betriebssystems.
munikation. Ein solcher Netzwerkbetrieb ist jedoch nur bei sehr rechen-
intensiven Anwendungen eektiv einsetzbar da die Datentransferrate
durch die Netzwerkverbindung und nicht durch den Ger

atetreiber be-
schr

ankt wird.
Bei dem Client-Server Modell werden alle Anforderungen die an den
Multitaskingbetrieb gestellt werden innerhalb des Servers realisiert. Die
Vorteile dieses Konzepts liegen bei der Portabilit

at, dem vergleichsweise
einfachen Aufbau und den Testm

oglichkeiten dieses Client-Server Mo-
dells. Die Nachteile dieser Umsetzung sind zum einen der zus

atzliche
Kommunikationsoverhead der durch den Datenaustausch zwischen Cli-

uber ein Netzwerk erm

oglichen.
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ent und Server entsteht und zum anderen die Beeinussung des Host-
Systems durch die h

augen Host-Betriebssystemaufrufe bei dieser Kom-
munikation.
4.4.2 Erweiterter Ger

atetreiber
Das zweite Konzept ist die Erweiterung der Ger

atetreiberfunktionalit

at.
Bei diesem Konzept werden sowohl die FPGA-Koprozessor Bibliothek
als auch die Hardware-Management-Unit in den Ger

atetreiber integriert.
Die nachfolgende Abbildung 4.5 illustriert das entsprechende Schich-
tenmodell des erweiterten Ger

atetreibers. Im Gegensatz zum Client-
FPGA-Koprozessor Host-Prozessor
Host-Betriebssystem
(H-OS)
Anwendung 1 Anwendung 2 Anwendung N
User-Space
Kernel-Space
Hardware-Management-Unit 
(HMU)
FPGA-Bibliothek (LIB)
Gerätetreiber (DD)
Gerätetreiber-Betriebssystem
Abbildung 4.5: Schichtenmodell des erweiterten Ger

atetreibers.
Server Konzept arbeitet das gesamte FPGA-Betriebssystem im 'Kernel-
Space' und die Kommunikation zwischen Anwendung und dem FPGA-
Betriebssystem erfolgt

uber Aufrufe des erweiterten Ger

atetreibers. Die
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Steuerung des FPGA-Koprozessors erfolgt auch hier parallel und unab-
h

angig zu der Ausf

uhrung der Anwendungen auf den Host-Prozessor.
Auch in diesem Konzept wird die geforderte Funktionalit

at inner-
halb der HMU realisiert. Der Vorteil dieses Ger

atetreibers ist die eekti-
ve Kommunikation zwischen der Anwendung und dem FPGA-Betriebs-
system, die

uber einfache Funktionsaufrufe realisiert wird. Dar

uberhin-
aus entstehen nur wenig Wechsel zwischen dem 'User-Space' und dem
'Kernel-Space', da die gesamte Steuerung des FPGA-Koprozessor im
Ger

atetreiber und somit im 'Kernel-Space' durchgef

uhrt wird. Nachteilig
wirkt sich dieser erweiterte Ger

atetreiber auf die Portabilit

at des FPGA-
Betriebssystems aus, da f

ur jede Kombination aus FPGA-Koprozessor
und Host-Betriebssystem ein eigener Ger

atetreiber erstellt und getestet
werden mu. Zus

atzlich ist der Entwicklungsaufwand vor allem aufgrund
der Ausf

uhrung im 'Kernel-Space' hoch.
4.4.3 Betriebssystemintegration
Die vollst

andige Integration in ein vorhandenes Betriebssystem kenn-
zeichnet sich durch einen koordinierten Ablauf der Anwendung auf bei-
den Prozessorelementen, so wie es bei Anwendungen der Maschinen-
befehls-Ebene vorausgesetzt wird. Diese Koordinierung erfordert vom
Betriebssystem eine gemeinsame Auswahl der einzelnen Anwendungs-
teile f

ur den FPGA- und den Host-Prozessor. Die Kommunikation erfolgt
auch hier

uber Systemfunktionsaufrufe, die von dem ver

anderten Be-
triebssystem bereitgestellt werden. Abbildung 4.6 zeigt diese Integration
graphisch dar. Bedingt durch den gemeinsamen Ablauf der Anwendun-
gen auf dem Host-Prozessor und dem FPGA-Koprozessor entsteht nur
eine Verbindung zwischen den Anwendungen und dem Betriebssystem.
Die Vorteile eines solchen Betriebssystems ist die Einbeziehung der
erweiterten Funktionalit

at in die Entwicklungswerkzeuge wie z.B dem
Compilern und die Nutzung des FPGA-Koprozessors durch das Betriebs-
system selbst. Dar

uberhinaus wird die schon optimierte Schnittstelle
zwischen Anwendung und Betriebssystem f

ur die Kommunikation ge-
nutzt. Nachteilig wirkt sich eine solche Integration auf die Portabilit

at
aus, da diese Integration eine Anpassung im Betriebssystem selbst er-
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FPGA-Koprozessor Host-Prozessor
Anwendung 1 Anwendung 2 Anwendung N
User-Space
Kernel-Space
Hardware-Management-Unit 
(HMU)
FPGA-Bibliothek (LIB)
Gerätetreiber (DD)
Host-Betriebssystem
(OS)
Abbildung 4.6: Schichtenmodell des vollst

andig integrierten FPGA-
Betriebssystems.
fordert. Diese Anpassung mu f

ur jedes Betriebssystem aber auch f

ur
jeden weiteren unterst

utzten FPGA-Koprozessor einzeln durchgef

uhrt
werden, was einen hohen Arbeitsaufwand bedeutet. Dar

uberhinaus ist
die Integration in ein vorhandenes Betriebssystem mit einem sehr hohen
Aufwand verbunden.
4.4.4 Diskussion
Unter Ber

ucksichtigung der Anforderungen, die in Abschnitt 4.2 auf-
gelistet sind, werden die drei oben genannten Modelle bewertet. Alle
drei Modelle erf

ullen die geforderte Funktionalit

at die an das FPGA-
Betriebssystem gestellt werden. Im Detail konzentriert sich die Auswahl
daher auf f

unf Anforderungen, die zu gleichen Teilen in die Gesamtbe-
wertung eingehen.
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Die Performance des FPGA-Koprozessors wird mageblich von der
Umsetzung des Ger

atetreibers und dem FPGA-Koprozessor selbst be-
stimmt und ist in der Regel gut. Durch der Verwendung des gleichen
Ger

atetreibers in allen Modellen sind die Ausirkungen auf die Konzepte
gleich. Nur die Leistungsf

ahigkeit des Client-Server Modells ist aufgrund
des f

ur die Kommunikation notwendigen Overheads geringf

ugig schlech-
ter. Dieser Overhead, der nicht von der Datenmenge abh

angt, beeinut
die Kommandoausf

uhrungszeit und verl

angert z.B. den Datentransfer
von 128kByte von 5.4ms auf 5.8ms. Unter Ber

ucksichtigung der bei den
verschiedenen Anwendungen analysierten Datenmengen und des gerin-
ger werdenden Eektes bei groen Datenmengen kann dieser Overhead
vernachl

assigt werden.
Die zweite Anforderung f

ur die Beurteilung ist die Portabilit

at des
Betriebssystems. Unterschieden wird dabei in die Portierbarkeit zur Un-
terst

utzung weiterer FPGA-Koprozessoren und zum Betrieb auf anderen
Host-Betriebssysteme. Die Unterst

utzung eines anderen FPGA-Kopro-
zessors ist durch die Bereitstellung des Ger

atetreiber und der FPGA-
Koprozessor Bibliothek einfach durchzuf

uhren. Diese beiden Module sind
hardwareabh

angig und werden daher von den Herstellern zusammen
mit dem FPGA-Koprozessor ausgeliefert. Durch Auswechseln dieser bei-
den Funktionsbl

ocke ist der Einsatz eines anderen FPGA-Koprozessors
2
schnell zu realisieren. Die Portierung auf ein anderes Host-Betriebs-
system ist vor allem bei dem erweiterten Ger

atetreibermodell und bei
dem integrierten Betriebssystemodell aufwendig. So ist eine Portierung
des integrierten Modells nur m

oglich, wenn die internen Quellen des
Betriebssystems bekannt sind und somit Ver

anderungen im Betriebs-
system selbst durchgef

uhrt werden k

onnen. Bei dem erweiterten Ger

ate-
treiber erfolgt die Portierung ohne Kenntnis des Betriebssystems, aber
dennoch ist die Integration und der Aufbau eines Ger

atetreibers bei
jedem Host-Betriebssystem unterschiedlich, was eine solche Portierung
ebenfalls nicht beg

unstigt. Im Gegensatz dazu ist die Portierung des
Client-Server Modells sehr einfach m

oglich, da nur der vom Hersteller
des FPGA-Koprozessor mitgelieferte Ger

atetreiber und die Software-
2
Neben der Auswechslung der beiden Module mu der FPGA-Koprozessor auch
die in Abschnitt 3.4 erf

ullen.
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Bibliothek ausgetauscht werden m

ussen. Der Server ist direkt und ohne
Anpassungen portierbar, da er auf standardisierten Elementen aufbaut.
Eine weitere Anforderung bez

uglich der Kommunikation zwischen
dem Client und dem Server fordert, da diese m

oglichst eektiv durch-
gef

uhrt wird. Sowohl die Betriebssystemintegration als auch die L

osung
des erweiterten Ger

atetreibers verwendet Systemaufrufe f

ur die Kontrol-
le und den Datenaustausch mit der FPGA-Anwendung. Diese System-
aufrufe sind sehr schnell und bedingt durch die h

augen Aufrufe eektiv
umgesetzt. Dar

uberhinaus erm

oglicht die Ausf

uhrung im 'Kernel-Space'
einen direkten Zugri auf den Datenspeicher was in dem Client-Server
Modell nicht m

oglich ist. Die Kommunikation in dem Client-Server Mo-
dell verwendet die standardisierte Interprozess Kommunikation, die mit
einem geringen Overhead verbunden ist. Dieser Overhead begr

undet sich
durch den wirklichen Austausch von Daten, die Systemaufrufe f

ur die
Kommunikation und die Prozesswechsel auf dem Host-Prozessor. Bei
der Betrachtung einer Anwendung wird deutlich, wie gering der Einu
dieses Overheads auf die gesamte Ausf

uhrungszeit ist. So ben

otigt z.B.
die Filterung von Bilddaten (Anwendung 3 in Tabelle 4.1) nur 11 Kom-
mandoaufrufe des FPGA-Betriebssystems f

ur die gesamte Ausf

uhrung.
Die Durchf

uhrung der Prozesswechsel auf dem FPGA-Koprozessor
erfordern zus

atzliche Rechenleistung des Host-Prozessors, die einen Ein-
u auf die anderen Host-Anwendungen haben. Ein minimaler Einu
ist daher eine weitere Anforderung die an die zu untersuchenden Model-
le gestellt werden. Die beiden Modelle des integrierten Betriebssystems
und des erweiterten Ger

atetreibers f

uhren die Betriebssystemfunktionen
im Kernel-Mode aus, der sich unter anderem dadurch kennzeichnet, da
er nur von Interrupts unterbrochen werden kann. Bei einer gemessenen
Prozesswechselzeit von 80ms ergibt sich somit eine nicht unerhebliche
Beeintr

achtigung der laufenden Host-Anwendungen die w

ahrend dieser
Zeit nicht ausgef

uhrt werden k

onnen. Bei dem Client-Server Modell er-
folgt die Verarbeitung als eine weitere Host-Anwendung die somit auch
durch eine andere Anwendung verdr

angt werden kann. Daher ist bei dem
Client-Server Modell der Einu auf andere Anwendungen geringer. Der
zu erwartende Einu auf die Prozesswechselzeit kann durch die Wahl
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einer hohen Ausf

uhrungspriorit

at des Servers minimiert werden.
Die letzte betrachtete Anforderung ist der Entwicklungsaufwand zur
Umsetzung des Betriebssystems. Auch hier ist das integrierte Betriebs-
systemodell das aufwendigste, da neben der Umsetzung der Funktiona-
lit

at auch die Anpassungen im Host-Betriebssystem durchgef

uhrt werden
m

ussen. Der Entwicklungsaufwand f

ur den erweiterten Ger

atetreiber ist
ebenfalls aufwendig, da das FPGA-Betriebssystem im Kernel-Mode ar-
beitet. Einzig das Client-Server Modell kann als gew

ohnliche Anwendung
erstellt werden und verarbeitet die Daten im 'User-Space'. Dennoch ist
der Aufwand f

ur das Client-Server Modell h

oher aufgrund der Realisie-
rung der Kommunikation zwischen Client und Server.
Die Beurteilung der ausgew

ahlten Anforderungen zeigt, da sowohl
der erweiterte Ger

atetreiber als auch das integrierte Betriebssystem Vor-
teile bei der Performance und der Kommunikation besitzen. Der Vorteil
bei beiden Anforderungen kommt durch den Overhead bei der Kommuni-
kation zustande. Dar

uberhinaus ist die, f

ur die Ausf

uhrung von Anwen-
dungen der Maschinenbefehlsebene notwendige enge Kopplung zwischen
dem FPGA- und dem Host-Betriebssystem nur bei dem integrierten Be-
triebssystem gegeben.
Demgegen

uber stehen die Vorteile des Client-Server Modells, die so-
wohl eine einfache Portierung, einen geringeren Entwicklungsaufwand
und einen geringeren Einu auf die Ausf

uhrung weiterer Host-Anwen-
dungen gew

ahrleisten. Unter Ber

ucksichtigung der Anwendungen aus
dem Abschnitt 4.1 ist die Anzahl der aufzurufenden Kommandos sehr ge-
ring. Daher ist auch der Einu der notwendigen Client-Server Kommu-
nikation auf die Ausf

uhrungsperformance nur gering. Die Einschr

ankung
bei einem Client-Server Betriebssystem nur Anwendungen der Funktions-
oder der Programmebene verarbeiten zu k

onnen stellt keine Beeintr

achti-
gung der Verwendbarkeit da, denn in der Regel werden heutzutage nur
diese Anwendungen durch einen FPGA-Koprozessor beschleunigt.
Die weitere Betrachtung der Anwendungsanalyse zeigt, da die Host-
und die FPGA-Anwendungen in voneinander unabh

angigen Zeitscheiben
verarbeitet werden m

ussen, um den systembedingten Overhead zu mini-
mieren. Diese unabh

angige Umsetzung ist am einfachsten und ohne einen
hohen Performanceverlust mit dem Client-Server Modell zu realisieren.
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4.5 Zusammenfassung
Dieses Kapitel analysiert unterschiedliche Anwendungen, die auf ver-
schiedenen FPGA-Koprozessoren ausgef

uhrt werden. Diese Untersuch-
ung dient zur Bestimmung des Nutzens eines FPGA-Betriebssystems
f

ur die Anwendungen die heutzutage auf den FPGA-Koprozessoren aus-
gef

uhrt werden. Im Mittelpunkt dieser Analyse steht die jeweilige Zeit
f

ur die

Ubertragung der Daten und die Zeit, die zur Ausf

uhrung der
Anwendung ben

otigt wird. Erst diese Daten geben Aufschlu dar

uber,
ob die Unterbrechung der Anwendungen auf dem FPGA-Koprozessor
notwendig sind. Die ermittelten Ausf

uhrungszeiten liegen zwischen we-
nigen Millisekunden und mehreren Jahren, wobei die durchschnittliche
Laufzeit mehrere 100ms betr

agt. Desweiteren zeigt die Analyse, da bei
fast allen Anwendungen die verf

ugbaren lokalen RAM-Elemente mitver-
wendet werden. Bedingt durch die sehr variierenden Ausf

uhrungszeiten
wird klar, da f

ur die allgemeine Nutzung des FPGA-Koprozessors ein
preemptives Multitasking Betriebssystem notwendig ist. Nur ein solches
Betriebssystem erm

oglicht eine schnelle und faire Ausf

uhrung der An-
wendungen bei einer nur minimalen Beeinussung der Ausf

uhrungszei-
ten.
Zusammen mit den Aufgaben aus Abschnitt 3.4.4 werden die Anfor-
derungen an ein solches Betriebssystem deniert und die grundlegenden
Komponenten beschrieben. F

ur die Umsetzung stehen drei unterschied-
liche Konzepte zur Auswahl: ein Client-Server Modell, ein erweiterter
Ger

atetreiber und eine in das Host-Betriebssystem integrierte L

osung.
Anhand der gegebenen und erarbeiteten Anforderungen werden diese
drei Umsetzungskonzepte bewertet. Diese Bewertung zeigt, da sowohl
der erweiterte Ger

atetreiber, als auch die Integration in das Host-Be-
triebssystem aufgrund eines hohen Portierungs- und Entwicklungsauf-
wands und einer nur kleinen zu erwartenden Performanceverbesserung
keine entscheidende Vorteile gegen

uber dem Client-Server Modell besit-
zen. Vielmehr ist das Client-Server Modell am besten geeignet, um ein
portables, allgemein verwendbares und schnell zu realisierendes preemp-
tives Multitasking Betriebssystem f

ur FPGA-Koprozessoren aufzubauen.
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Kapitel 5
Implementierung des
FPGA-Betriebssystems
Wie zuvor im Kapitel 4 gezeigt wurde ist das Client-Server Modell am
Besten f

ur die Implementierung des FPGA-Betriebssystem geeignet. Aus
diesem Grund ist dieses Modell f

ur die Realisierung des FPGA-Betriebs-
systems auf Basis eines modernen FPGA-Koprozessors ausgew

ahlt wor-
den.
Dieses Kapitel beschreibt die konkrete Umsetzung dieses Client-Server
Betriebssystems (CS-OS) das eine allgemeine Verwendung des FPGA-
Koprozessors durch verschiedene Benutzer und aus unabh

angigen An-
wendungen heraus erm

oglicht. Nach einer kurzen Zusammenfassung der
gestellten Anforderungen werden die Grundlagen des Client-Server Be-
triebsssystem beschrieben. Im Anschlu an diese theoretischen Grund-
lagen von Betriebssystemen folgt eine Beschreibung der verwendeten
FPGA-Koprozessor Karte und der Aufbau des Softwaremodells das dem
Betriebssystem zugrundeliegt. Beschrieben werden die einzelnen zum
Einsatz kommenden Softwaremodule inklusive deren Funktionsweise. Ab-
schlieend werden die an dem gesamten FPGA-Betriebssystem durch-
gef

uhrten Messungen dargestellt und analysiert. Ein Vergleich mit den
vorhandenen FPGA-Betriebssystemen und die Er

orterung der durch den
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eingesetzten FPGA-Koprozessor entstandenen Einschr

ankungen werden
in einem weiteren Abschnitt diskutiert.
5.1 Anforderungen
Bei der Implementierung des FPGA-Betriebssystems sind verschiedene
Anforderungen zu beachten, die die Funktionsf

ahigkeit und die Perfor-
mance des Betriebssystems beeinussen. Die einzelnen, an das FPGA-
Betriebssystem gestellten Anforderungen sind ausf

uhrlich in Abschnitt
3.4.4 und in Abschnitt 4.2 erl

autert bzw. diskutiert und werden hier nur
kurz beschrieben. F

ur das gew

ahlte Client-Server Modell sind vor allem
die folgenden Anforderungen f

ur die Implementierung wichtig:
 Portabilit

at
 Verteilung der FPGA-Rechenzeit
 Performance
Die Portabilit

at des Client-Server Betriebssystem umfasst zwei m

ogliche
Portierungen. Zum einen soll das Client-Server Betriebssystem auf mehr-
eren unterschiedlichen Host-Betriebssystemen ausf

uhrbar sein und zum
anderen sollen mehrere FPGA-Koprozessoren unterst

utzt werden. Er-
reicht wird diese umfassende Portabilit

at durch den Einsatz von stan-
dardisierten Kommunikationsmechanismen und durch die Ausf

uhrung
des Betriebssystems als eine 'User-Space' Anwendung.
Eine faire Verteilung der auf dem FPGA-Koprozessor zur Verf

ugung
stehenden Rechenzeit durch das Client-Server Betriebssystem ist eine
weitere wichtige Anforderung. Diese Verteilung gew

ahrleistet, da je-
de der konkurrierenden Anwendungen den FPGA-Koprozessor f

ur die
Ausf

uhrung zur Verf

ugung gestellt bekommt. Gesteuert wird diese Ver-
teilung durch Priorit

aten und die Ausf

uhrung selbst.
Die dritte Anforderung an das Client-Server Betriebssystem betrit
die Performance bei der Verarbeitung der einzelnen Anwendungen. Bei
dem Client-Server Modell erfolgt der Datenaustausch zwischen Anwen-
dung und Betriebssystem

uber Interprozesskommunikation. Aus diesem
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Grund ist bei der Implementierung dieser Kommunikation auf einen ge-
ringen Overhead zu achten, um die Gesamtperformance nicht zu beein-
ussen.

Uber diese drei Anforderungen hinaus sollte das Betriebssystem eine
einheitliche API-Schnittstelle auf der Client Seite bereitstellen, die im
Zusammenhang mit der Simulation der FPGA-Schaltungen die gesamte
Entwicklung vereinfacht.
5.2 Betriebssystem Grundlagen
Bei der Realisierung des Client-Server Betriebssystems sind speziell die
oben genannten Anforderungen zu ber

ucksichtigen, wobei die anderen,
hier nicht genannten Anforderungen, ebenfalls erf

ullt sein m

ussen.
Dieser Abschnitt beschreibt die grundlegenden Konzepte, die bei der
Implementierung des Client-Server Betriebssystem Anwendung nden.
Diese Grundlagen sind unterteilt in den Aufbau der Kommunikation zwi-
schen Client und Server, dem Zustandsmodell der Anwendungen inner-
halb des Client-Server Betriebssystems und die gew

ahlte Schedulding-
Strategie, die die Ausf

uhrungsreihenfolge bestimmt. Die Auswahl und
Implementierung dieser drei Modelle ist ausschlaggebend f

ur die Perfor-
mance, die Portabilit

at und die faire Zuteilung des FPGA-Koprozessors
an die einzelnen Anwendungen. Jedes Modell wird in den nachfolgenden
Abschnitten ausf

uhrlich erl

autert und kurz bewertet.
5.2.1 Kommunikationsmodell
Das Kommunikationsmodell beschreibt die Durchf

uhrung des Datenaus-
tauschs zwischen den Clients und dem Server, der zur

Ubermittlung
der auszuf

uhrenden Kommandos verwendet wird. Zur Vermeidung ei-
nes Overheads ist diese Kommunikation bei dem Client-Server Betriebs-
system so auszuf

uhren, da auch bei groen Datenmengen ein eektiver
Datenaustausch erfolgen kann. Dar

uber hinaus ist ein Kommunikation-
mechanismus auszuw

ahlen, der zum einen eine einfache Portierung auf
andere Host-Betriebssysteme erm

oglicht und zum anderen eine f

ur die
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sequenzielle Ausf

uhrung der einzelnen Kommandos notwendige und zu-
verl

assige Kommunikation gew

ahrleisten.
Aufgrund der Anforderungen, die an die Kommunikation gestellt wer-
den, wird die standardisierte Interprozess Kommunikation (IPC) nach
dem System V Standard [Ste90] ausgew

ahlt. Ausschlaggebend f

ur diese
Wahl ist vor allem die Portabilit

at, denn IPC ist auf vielen Betriebs-
systemen verf

ugbar. F

ur den Datenaustausch und die Synchronisation
werden folgende Komponenten des IPC System V eingesetzt:
Semaphoren werden f

ur die Synchronisation zwischen dem Server und
dem Client eingesetzt um z.B. einen gleichzeitigen Zugri auf ein
gemeinsam genutztes Shared Memory Element zu verhindern.
Message Queues werden f

ur den Austausch der Kommandos einge-
setzt, denn sie erm

oglichen einen unidirektionalen Datenaustausch
zwischen Client und Server. Aufgrund des unidirektionalen Kanals
werden stets zwei entgegengesetzt arbeitende Message Queues auf-
gebaut.
Shared Memories dienen zum Austausch von groen Datenmengen
zwischen den Clients und dem Server. Angeh

angt an jedes Shared
Memory ist eine Semaphore, die den gleichzeitigen Zugri auf die
Daten verhindert.
Das zugrundeliegende Kommunikationsmodell, das bei dem Client-
Server Betriebssystem zur Anwendung kommt, ist abgeschlossen, d.h.
jedes von Client ausgesendete Kommando wird nach der Ausf

uhrung
mit einer Antwort best

atigt. Die Notwendigkeit der Antwortpakete wird
deutlich bei der Betrachtung des folgenden Beispiels: Bei der Filterung
von Bildern werden zuerst die Bilddaten zum FPGA-Koprozessor

uber-
tragen und anschlieend wird die Filterung gestartet. Erfolgt die Kom-
munikation ohne Antwortpakete, so kann die Filterung gestartet werden,
obwohl die Daten

ubertragung noch nicht beendet ist. Aufgrund der nicht
vorhandenen Daten kann somit ein falsches Ergebnisbild errechnet wer-
den. Dieses Beispiel macht klar, da die blockierende Eigenschaft der
Funktionaufrufe innerhalb der Client-Anwendung erhalten bleiben mu
und Optimierungen der Kommunikation wie z.B. das Sliding-Window
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Prinzip, das bei der TCP/IP Daten

ubertragung [Lie00] zum Einsatz
kommt, hier nicht eingesetzt werden k

onnen.
In der nachfolgenden Darstellung 5.1 ist das Kommunikationsdia-
gramm f

ur das 'Init'-Kommando aufgezeigt. Dieses 'Init'-Kommando
meldet einen neuen Client bei dem Server-Betriebssystem an und gene-
riert alle notwendigen Kommunikationkan

ale f

ur den Betrieb. Nach der
Client Server
Start ’Init’-Funktion
Erzeuge Message-
Queue   ’DOWN’
Sende 
Init-Kommando
Warte auf 
Antwortpaket
Öffne Message-
Queue  ’UP’
Return ’Init’-Funktion
Empfange Init-Kommando
Erzeuge Message-
Queue ’UP’
Öffne Message-
Queue ’DOWN’
Erzeuge Prozesseintrag
in der Prozessverwaltung
Sende Antwortpaket
Empfange 
Antwortpaket
Init - Kommando
Antwort - Paket
Abbildung 5.1: Kommunikationsmodell beim Anmelden eines neuen Cli-
ents beim Server. Dieses Kommando meldet einen Client beim Server an
und baut alle notwendigen Kommunikationskan

ale auf.
Generierung des 'DOWN'-Kanals,

uber den die Antwortpakete an den
Client zur

uckgesendet werden, meldet sich der neue Client beim Server
an. Hierzu wird ein weiterer gemeinsam genutzter Kanal verwendet. Der
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Server f

uhrt das empfangene 'Init'-Kommando aus. Dabei generiert er
seinerseits einen 'UP'-Kanal und f

ugt den neuen Client in die Prozess-
liste ein. Zum Abschlu sendet der Server das Antwortpaket zur

uck an
den Client der daraufhin die 'Init'-Funktion beenden kann. Anhand des
Beispiels der 'Init'-Funktion soll verdeutlicht werden, wie die Kommu-
nikation zwischen dem Server und den einzelnen Clients in dem imple-
mentierten Client-Server Betriebssystem durchgef

uhrt wird.
Der ersten Anforderung an die Kommunikation { wenig Overhead
durch die zus

atzliche notwendige Kommunikation { wird durch ein klei-
nes Datenpaket Rechnung getragen. Dieses Datenpaket ist in Abbildung
5.2 illustriert. Die Struktur ist so ausgelegt, da die Parameter aller Kom-
MessageType
Transaction ID
Kommado
Parameter 1
Parameter 2
Parameter 3
String [128]
152Byte
Kommandopaket
Abbildung 5.2: Struktur der Datenpakete die f

ur die Kommunikation
zwischen Client und Server eingesetzt werden.
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mandos mit diesem Datenpaket zum Server

ubertragen werden k

onnen.
Die einzelnen Felder des Datenpakets beinhalten:
 MessageType zur Unterscheidung von unterschiedlichen Kom-
mandopaketen. Dieses Feld wird von der IPC verwendet.
 Transaktionsnummer zum Protokollieren der Zugrisreihenfolge
des Clients.
 Kommando kodiert die einzelnen Kommandos mit einer system-
weit einheitlichen und einzigartigen Nummer.
 Parameter 1-3

ubertragen die jeweiligen Kommandoparameter
zwischen Client und Server.
 String aus 128 Bytes zur

Ubertragung von Message Queue Namen
oder mehrerer zus

atzlichen Parametern.
Gr

oere Datenmengen wie z.B. Bilddaten oder Genomdatenbanken wer-
den

uber Shared Memory Elemente ausgetauscht, die es dem Server er-
lauben direkt auf die Daten des Clients zuzugreifen, obwohl der Server
nicht im Kernel-Mode arbeitet. Diese Zugrism

oglichkeit ist vergleich-
bar mit den Zugri durch einen Ger

atetreiber oder durch das Betriebs-
system.
Durch die Wahl der Interprozess Kommunikation f

ur den Daten-
austausch zwischen Client und Server ist das entstehende Client-Server
Betriebssystem einfach auf andere Host-Betriebssysteme portierbar und
verf

ugt

uber eine hohe Performance aufgrund der geringen Datenmen-
gen, die ausgetauscht werden.
5.2.2 Zustandsmodell des Betriebssystems
Zur Unterscheidung der verschiedenen Zust

ande, in denen sich die ein-
zelnen am Server angemeldeten Anwendungen benden, wird das nach-
folgende Zustandsmodell eingef

uhrt. Aufgrund dieses Zustandsmodells
wird die Auswahl der Anwendung getroen, die durch den n

achsten Pro-
zesswechsel in Besitz des FPGA-Koprozessor kommt.
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F

ur die Anwendungen, die sowohl auf dem Host- als auch auf dem
FPGA-Koprozessor ausgef

uhrt werden, sind die Zust

ande in zwei Grup-
pen unterteilt. Wie in der Abbildung 5.3 graphisch dargestellt, wird die
erste Gruppe nur im Client-Server Betriebssystem ausgef

uhrt, w

ahrend
die zweite Gruppe die Ausf

uhrung auf dem FPGA-Koprozessor beschreibt.
Software
Hardware
Init Close
setConfig
removeConfig
Timeout
Schedule
Verarbeitung
auf FPGA
Warte auf 
Ausführung
Ready
auf Server
Neu Beendet
Abbildung 5.3: Zustandsmodell der Anwendungen die durch das Client-
Server Betriebssystem ausgef

uhrt werden.
Die einzelnen Zust

ande sind wie folgt deniert.
Neu: Neu deniert eine Anwendung, die aus Sicht des Client-Server
Betriebssystem nicht gestartet ist. Dieser Zustand kann sowohl
einen Host-Prozess beschreiben der noch nicht gestartet ist, als
auch einen Host-Prozess der gestartet ist, sich aber noch nicht bei
dem Client-Server Betriebssystem angemeldet hat. Erst mit der
Anmeldung (Init) wechselt der Zustand in 'Ready auf Server'.
Ready auf Server: Dieser Zustand bedeutet, da die Anwendung sich
beim Server angemeldet hat, aber noch kein FPGA Kongurations-
bitstrom geladen ist, der auf dem FPGA-Koprozessor ausgef

uhrt
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werden k

onnte. Trotzdem werden in diesem Zustand Kommandos
von Client ausgef

uhrt, auch ohne da der FPGA-Baustein kon-
guriert ist. Durch die Abmeldung (Close) des Host-Prozesses wird
der Wechsel in den 'Beendet' Zustand

uberf

uhrt und die Anwen-
dung wird beendet. Das Setzen (setCong) eines zuvor geladenen
Bitstroms ver

andert den Zustand in 'Verarbeitung auf FPGA'.
Beendet: deniert die Aktivit

at der Anwendung als beendet. Das be-
deutet, wie beim Zustand 'Neu', das der Host-Prozess entweder
sich nur beim Client-Server Betriebssystem abgemeldet hat oder
komplett beendet ist.
Verarbeitung auf FPGA: Dies ist der Zustand in der die Anwendung
auf dem FPGA-Baustein verarbeitet wird. Erreicht wird dieser
Zustand durch den Wechsel vom Zustand 'Ready auf Server' so-
bald der FPGA-Baustein konguriert wird oder wenn die Anwen-
dung zuvor von der Verarbeitung verdr

angt wurde und nun erneut
ausgef

uhrt werden soll. In dem letzten Fall wechselt der Zustand
von 'Warte auf Ausf

uhrung' in den Verarbeitungszustand. Demge-
gen

uber wechselt eine Anwendung in den 'Warte auf Ausf

uhrung'
Zustand sobald die Zeitscheibe aufgebraucht ist (Timeout). In den
Zustand 'Ready auf Server' wird gewechselt, sobald die Kongu-
ration aus dem FPGA entfernt wird (removeCong). Mit diesem
zweiten Wechsel aus dem Verarbeitungszustand wird gleichzeitig
auch die Hardwareebene verlassen, denn die Anwendung verf

ugt

uber keine FPGA-Schaltung mehr, die auf dem FPGA-Koprozessor
ausgef

uhrt werden k

onnte.
Warte auf Ausf

uhrung: ist der letzte Zustand die eine Anwendung
innerhalb des Client-Server Betriebssystem annehmen kann. In die-
sem Zustand verweilen alle Anwendungen die zuvor verarbeitet
wurden und dann nach Ablauf der Zeitscheibe in ihrer Ausf

uhrung
unterbrochen wurden. Bei der Unterbrechung (Timeout) wechseln
die Anwendungen vom verarbeitenden in den wartenden Zustand.
Umgekehrt wechseln die Anwendungen vom wartenden in den ver-
arbeitenden Zustand wenn sie erneut zur Ausf

uhrung gelangen
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(Schedule). W

ahrend die Prozesse in diesem Zustand verweilen
werden zwischen Client und Server keine Daten ausgetauscht.
Am Beispiel der Mustererkennunganwendung soll der Ablauf durch
die verschiedenen Zust

ande verdeutlicht werden. Zu Beginn ruft das
Host-Programm die 'Init'-Funktion auf, die den Wechsel vom Zustand
'Neu' in den Zustand 'Ready auf Server' veranlasst. Daran anschlie-
end wird das FPGA-Design geladen, die Takteinstellungen ver

andert
und weitere Vorbereitungen getroen. Mit dem Funktionsaufruf 'Con-
g FPGA' wird der Zustand in 'Verarbeitung auf FPGA'

uberf

uhrt
und die Daten werden verarbeitet. Bei einem Prozesswechsel auf dem
FPGA-Koprozessor springt der Zustand nun zwischen 'Verarbeitung'
und 'Warten' hin und her. Nach Beendigung der Mustererkennung wird
die FPGA-Schaltung mit der 'ClearFPGA' Funktion beendet und der
Zustand springt auf 'Ready auf Server' zur

uck. Nach weiteren Aufr

aum-
arbeiten durch das Host-Programm wird die Anwendung innerhalb des
Client-Server Betriebssystem durch die 'Close'-Funktion beendet und
wechselt in den 'Beendet' Zustand.
5.2.3 Scheduling Strategie
Das dritte Konzept, das der Implementierung des Client-Server Betriebs-
systems zugrundeliegt, befasst sich mit der Scheduling-Strategie. Diese
bestimmt die Ausf

uhrungsreihenfolge der einzelnen Anwendungen durch
das Client-Server Betriebssystem.
Die unterschiedlichen Scheduling-Strategien m

ussen hinsichtlich ih-
rer Qualit

at und Eignung f

ur den Einsatz in dem Client-Server Betriebs-
system bewertet werden. Die wichtigen Kriterien die zur Bewertung her-
angezogen werden sind:
Prozessorauslastung: Ma f

ur die Auslastung ist die Zeit, in der An-
wendungen auf den Prozessor ausgef

uhrt werden. Die gew

ahlte
Scheduling-Strategie sollte diese Auslastung maximieren.
Durchsatz: Der Durchsatz wird bestimmt durch die pro Zeiteinheit
fertiggestellten Anwendungen. Ebenso wie die Auslastung ist dieser
Wert durch die Wahl der Scheduling-Strategie zu maximieren.
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Turnaroundzeit: Die Turnaroundzeit ist die Zeit, die zwischen zwei
aufeinanderfolgenden Zuteilungen des Prozessors an eine Anwen-
dung vergeht. Sie ist durch die Wahl der Scheduling-Strategie zu
minimieren.
Wartezeit: Die Wartezeit ist die Zeit, die eine Anwendung auf die Zu-
teilung des Prozessors wartet. Diese Zeit gilt es ebenfalls zu mini-
mieren.
Antwortzeit: Die Antwortzeit deniert die Zeitspanne zwischen der
Ankunft z.B. eines Kommandos und der Reaktion in Form der
Ausf

uhrung dieses Kommandos auf dem FPGA-Koprozessor. Auch
diese Zeit gilt es zu minimieren.
Realzeit: Vorgegebene maximale Antwortzeit in der das Betriebssystem
auf ein Ereignis reagieren mu.
Abgesehen von der Realzeit, die nur f

ur Realzeitbetriebssysteme von Be-
deutung ist, werden alle anderen Kriterien zur Bewertung der jeweiligen
Scheduling-Strategie eingesetzt. Aufgrund der zum Teil gegens

atzlichen
Auswirkungen bei der Optimierung der Kriterien ist abh

angig von der
jeweiligen Betriebsform jeweils ein Kompromi zu schlieen.
In den nachfolgenden Abschnitten werden die einzelnen Scheduling-
Strategien kurz vorgestellt und anhand der oben genannten Kriterien f

ur
den Einsatz in dem Client-Server Betriebssystem bewertet.
5.2.3.1 First-Come, First-Served (FCFS)
Das FCFS Schedulingverfahren geh

ort zu der Gruppe der nichtpreemp-
tiven Verfahren und teilt den Prozessor in der Reihenfolge der Auftrag-
seing

ange zu. Die Verwaltung der Anwendungen und die Realisierung
dieser Scheduling-Strategie ist sehr einfach und f

uhrt daher zu einer sehr
hohen Auslastung des Prozessors. Prozesswechsel nden nur bei einem
Betriebssystemaufruf oder einer freiwilligen Abgabe des Prozessors durch
die jeweilig laufende Anwendung statt, d.h. eine sehr rechenintensive An-
wendung kann den Ablauf blockieren.
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Dieses FCFS Verfahren hat eine sehr hohe Prozessorauslastung, aber
durch die nichtpreemptive Verarbeitung sind die Warte- und Antwort-
zeiten sehr lastabh

angig und unterliegen hohen Schwankungen. Dar

uber
hinaus ist das Verfahren aufgrund der M

oglichkeit einer langen Blockade
durch eine rechenintensive Anwendung nicht f

ur den Einsatz im Client-
Server Betriebssystem geeignet.
5.2.3.2 Shortest Job First (SJF)
Das SJF Schedulingverfahren ist

ahnlich zu dem FCFS Verfahren je-
doch wird die Reihenfolge der Anwendungen nicht nach dem Auftrag-
seingang sondern nach der voraussichtlichen Ausf

uhrungsl

ange sortiert.
Dieses Verfahren kann sowohl preemptiv als auch nichtpreemptiv aus-
gef

uhrt werden.
Aufgrund des geringen Verwaltungsaufwands ist auch bei dieser Sche-
duling-Strategie eine hohe Auslastung des Prozessors zu erwarten und
durch das Vorziehen der Anwendungen mit kurzen Ausf

uhrungsl

angen
werden gleichzeitig die Wartezeiten auf ein Minimum reduziert. Dennoch
ist der Einsatz nur bedingt realisierbar, denn die Ausf

uhrungsl

ange ist
a priori vor Ablauf nicht bekannt und kann nur aufgrund der letzten
Prozessorzuteilungen gesch

atzt werden. Des weiteren ist die Antwortzeit
ebenso wie bei dem FCFS Verfahren sehr hoch und unterliegt zusammen
mit der Wartezeit groen Schwankungen. Eine fehlende Priorisierung der
Anwendungen und die nichtdeterministische Schedulingreihenfolge sind
weitere Gr

unde die einen Einsatz in dem Client-Server Betriebssystem
verhindern.
5.2.3.3 Round-Robin (RR)
Round-Robin ist eine preemptive Scheduling-Strategie die eine gleich-
m

aige Aufteilung der verf

ugbaren Prozessorzeit auf alle Anwendungen
zum Ziel hat. Das RR Verfahren unterteilt die gesamte Prozessorrechen-
zeit in einzelne Zeitquanten (auch Zeitscheiben genannt), in denen eine
Anwendung verarbeitet wird. Der Prozessor wird dann, entweder freiwil-
lig durch den Aufruf einer Betriebssystemfunktion oder nach Ablauf der
Zeitscheibe, der Anwendung wieder entzogen und die Anwendung mu
erneut eine Zeitscheibe anfordern. Die jeweils auf eine neue Zeitscheibe
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wartenden Anwendungen bekommen diese nach dem First-In First-Out
(FIFO) Prinzip zugewiesen.
Durch die in der Ausf

uhrungszeit limitierten Zeitscheiben wird der
verf

ugbare Prozessor fair unter den konkurrierenden Anwendungen ver-
teilt. Somit wird der Durchsatz der Anwendungen optimiert und die
Warte- und Turnaroundzeit sind deterministisch. Nachteilig wirkt sich
das RR Verfahren auf I/O intensive Anwendungen aus. W

ahrend rech-
nenintensive Anwendungen die Zeitscheiben immer voll ausnutzen k

onnen
werden die Zeitscheiben der I/O intensiven Anwendungen durch den
Aufruf von Betriebssystemfunktionen in der Regel vor deren Ablauf un-
terbrochen.
F

ur den Einsatz des RR Verfahrens in den Client-Server Betriebs-
system ist die Wahl der Zeitscheibe von entscheidender Bedeutung. Bei
einer sehr kleinen Zeitscheibe von weniger als 100ms und einer Pro-
zesswechelzeit von 80ms w

are die Prozessorauslastung denkbar schlecht,
denn nur 20% der Zeit w

urden f

ur die Ausf

uhrung der Anwendungen
verbleiben. Bei steigenden Zeitscheibenl

angen verbessert sich die Pro-
zessorauslastung, aber gleichzeitig werden auch die Antwort- und die
Turnaroundzeiten der Anwendungen verschlechtert.
5.2.3.4 Priorit

atsbasiertes Scheduling
Bei den priorit

atsbasierten Schedulingverfahren wird unterschieden in
dynamische und statische Priorit

aten. Statische Priorit

aten werden bei
der Generierung der Anwendung angegeben und k

onnen nicht vom je-
weiligen Betriebssystem oder den Anwender ver

andert werden. Dyna-
mische Priorit

aten werden demgegen

uber jeder Anwendung individuell
zugewiesen. Die Zuteilung des Prozessors erfolgt abh

angig von der Prio-
rit

at, wobei die Anwendung mit der h

ochsten Priorit

at den Prozessor
zugeteilt bekommt. Bei der nichtpreemptiven Variante erfolgt ein Pro-
zesswechsel, sobald die Anwendung den Prozessor freiwillig oder durch
ein Betriebssystemaufruf abgibt. Der Prozessor wird dann der wartenden
Anwendung mit der h

ohsten Priorit

at zugewiesen. In der preemptiven
Variante erfolgt ein Prozesswechsel sofort, wenn eine neue Anwendung
in die Warteliste aufgenommen wird, die eine h

ohere Priorit

at besitzt als
die derzeit ausgef

uhrte Anwendung.
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Das priorit

atsbasierte Schedulingverfahren erm

oglicht eine Vertei-
lung der Prozessorzeit abh

angig von der Wichtigkeit der jeweiligen An-
wendungen. Durch diese Priorisierung besteht aber auch die Gefahr, da
Anwendungen mit niedriger Priorit

at nur sehr langsam oder gar nicht
verarbeitet werden. Ein solches Verhalten ist gekennzeichnet durch eben-
falls sehr lange und variierende Turnaround-, Warte- und Antwortzeiten.
5.2.3.5 Multilevel-Feedback-Scheduling (MLFS)
Dieses Schedulingverfahren kombiniert mehrere Verfahren miteinander,
um die jeweils entstehenden Nachteile zu vermindern. Dieses MLFS wird
in vielen UNIX basierten Betriebssystemen eingesetzt und basiert auf
dem zuvor beschriebenen Round-Robin Verfahren. Im Gegensatz zu dem
RR Verfahren kommen hier mehrere Wartelisten zum Einsatz die un-
terschiedlich langen Zeitscheiben zugeordnet sind. Zu sehen ist dies in
Abbildung 5.4. Die Verarbeitung innerhalb der Wartelisten erfolgt mit
dem FCFS Verfahren. Anwendungen werden entsprechend ihres aktuel-
Zeitscheibe = 8ms
Zeitscheibe = 16ms
Zeitscheibe = 32ms
First-Come-First-Served
Abbildung 5.4: Wartelisten des Multilevel-Feedback-Scheduling.
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len Rechenbedarfs aber auch abh

angig von der Vergangenheit zwischen
den einzelnen Wartelisten ausgetauscht. Diese Kombination von mehr-
eren Schedulingverfahren erlaubt eine gerechte Prozessorverteilung unter
sowohl rechenintensiven als auch I/O intensiven Anwendungen.
Durch die Verwendung der Zeitscheiben wird auch bei diesem Sche-
dulingverfahren eine sehr gerechte Verteilung der Rechenzeit des Pro-
zessors unter den konkurrierenden Anwendungen erreicht. Dies ist im
direkten Vergleich zu einem reinen RR Verfahrens sogar noch besser,
da I/O intensive Anwendungen besonders behandelt werden. Gekenn-
zeichnet wird dieses kombinierte Verfahren durch einen guten Durch-
satz, aber auch durch geringe Antwort- und Wartezeiten. Dar

uberhin-
aus ist auch hier eine priorit

atsbasierte Verarbeitung der Anwendun-
gen gegeben. Aufgrund des hohen Aufwands zur Verwaltung und zur
permanenten Ermittlung der dynamischen Priorit

aten ist die Prozessor-
auslastung jedoch nicht optimal. Unter Betrachtung des Client-Server
Betriebssystems werden auf dem FPGA-Koprozessor nur recheninten-
sive Anwendungen ausgef

uhrt, die eine aufwendige Unterscheidung in
unterschiedliche Zeitscheiben nicht rechtfertigen.
5.2.4 Realisierte Schedulingstrategie
Die Auswahl der zum Einsatz kommenden Scheduling-Strategie ist so-
wohl von den Anforderungen an das Client-Server Betriebssystem als
auch von den gegebenen Randbedingungen abh

angig.
Eine Anforderung an das Betriebssystem ist die faire Verteilung der
zur Verf

ugung stehenden Rechenzeit auf dem FPGA-Koprozessor unter
den konkurrierenden Anwendungen. Eine weitere Forderung ist die dyna-
misch steuerbare priorit

atsbasierte Ausf

uhrung der Anwendungen. Diese
beiden Anforderungen sollen sicherstellen, da die Ausf

uhrung wichtiger
Anwendungen bevorzugt wird aber gleichzeitig andere weniger wichtige
Anwendungen trotzdem verarbeitet werden.
Weitere Randbedingungen, die durch den FPGA-Koprozessor ent-
stehen, sind zum einen die relativ lange Zeit von 80ms (siehe Messun-
gen auf Seite 173) die zur Durchf

uhrung eines Prozesswechsels auf dem
FPGA-Koprozessor notwendig ist und zum anderen die Tatsache, da
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aus Sicht des Host-Prozessors bei den Anwendungen auf dem FPGA-
Koprozessor nur I/O Zugrie durchgef

uhrt werden. Im Gegensatz zu
den I/O Zugrien einer Host-Anwendung sind diese Zugrie nicht ge-
eignet um die Anwendung an dieser Stelle zu unterbrechen, denn die
Daten werden sofort nach der

Ubertragung an den FPGA-Koprozessor
verarbeitet. Im Vergleich dazu mu eine Host-Anwendung warten bis die
angeforderten Daten verf

ugbar sind.
Unter Ber

ucksichtigung einer hohen Prozessorauslastung ist bei den
langen Prozesswechselzeiten auf dem FPGA-Koprozessor nur eine Ein-
teilung in feste Zeitfenster sinnvoll. Eine solche feste Einteilung der Zeit-
scheiben ist bei dem Einsatz des Round-Robin Schedulingverfahrens ge-
geben, das somit die Basis f

ur das Scheduling Verfahren des Client-Server
Betriebssystems bildet. Eine Kombination mit dem Feedback Verfahren
oder die Verwendung unterschiedlich langen Zeitscheiben, wie sie beim
Multilevel-Feedback Scheduling zum Einsatz kommen, ist hier nicht not-
wendig, da aus Sicht des Client-Server Betriebssystems nur recheninten-
sive Anwendungen ausgef

uhrt werden. Jede Anwendung auf dem FPGA-
Koprozessor verwendet die gesamte Zeitscheibe und nur bei der Beendi-
gung des Programms wird diese unter Umst

anden nicht voll in Anspruch
genommen.
Die zweite Anforderung nach einer dynamischen priorit

atsbasieren
Ausf

uhrung wird durch die Einf

uhrung der sogenannten 'Multi-Slot'
Strategie erreicht. Ziel dieser Strategie ist eine Verteilung der Rechen-
zeit die den Priorit

aten der konkurrierenden Anwendungen entspricht.
Grundlage dieser 'Multi-Slot' Strategie ist das zuvor ausgew

ahlte Round-
Robin Verfahren, das durch seine gerechte Rechenzeitverteilung gekenn-
zeichnet ist. Aufgrund der langen Prozesswechselzeit wird bei dem neuen
'Multi-Slot' Verfahren nicht nach jedem Ablauf einer Zeitscheibe gewech-
selt, sondern nur nach einer priorit

atsabh

angigen Anzahl von Zeitschei-
ben. Dieses Verfahren, das nachfolgend noch detaillierter beschrieben ist,
verhindert ein Abfallen der Prozessorauslastung durch

uberm

aig viele
Prozesswechsel.
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5.2.4.1 'Multi-Slot' Scheduling:
Das 'Multi-Slot' Verfahren basiert auf einer dynamischen Bewertung, die
mit einem 'Aging' Verfahren
1
bestimmt werden. Bei jeder Anwendung
die nach einer Wartezeit wieder zur Ausf

uhrung kommt, wird ein sog.
Aging-Grundwert um einen Oset-Wert erh

oht. Dieser Aging-Wert, der
die Bewertung der Anwendung angibt, wird priorit

atsabh

angig bei dem
Prozesswechsel und nach der Beendigung jeder Zeitscheibe verringert.
Sobald der Aging-Wert den Grundwert von 1 unterschreitet wird er durch
die n

achste wartende Anwendung abgel

ost und am Ende der Round-
Robin Liste wieder angeh

angt. Durch die priorit

atsabh

angige Verringe-
rung des Aging-Wertes wird die gesamte zur Verf

ugung stehende Rechen-
zeit entsprechend den Priorit

aten aufteilt. Die Berechnung des Wertes,
der von dem Aging-Wert subtrahiert wird, erfolgt mit der nachfolgenden
Formel:
Aging Decrement =
1
Priority
; (Priority 2 Z ; 0 < Priority  10)(5.1)
Durch dieses 'Multi-Slot' Verfahren wird eine Verteilung der Rechen-
zeit erreicht, die der jeweiligen Lastsituation und den einzelnen Prio-
rit

aten entspricht. Das Diagramm 5.5 zeigt einen Ausschnitt des Ablaufs
dieses 'Multi-Slot' Round-Robin Verfahrens, das in dem Client-Server
Betriebssystem Anwendung ndet.
Die Wahl des Oset-Wertes, der beim Prozesswechsel abz

uglich des
prozessabh

angigenAging-Decrement zum Aging-Grundwert addiert wird,
bestimmt die Anzahl der Zeitscheiben, die der Anwendung zur Verf

ugung
stehen. Somit steuert dieser Osetwert auch indirekt die Anzahl der
durchgef

uhrten Prozesswechsel und die daran gekoppelte Prozessoraus-
lastung. Dieser Zusammenhang ist noch einmal graphisch in dem Dia-
gramm 5.6 illustriert. Ist eine Zeitscheibe 200ms lang und dauert ein
Prozesswechsel 80ms, so errechnet sich bei einem Osetwert von 0.5 ein
Systemoverhead von 12%. Bei einem Osetwert von 2.0 betr

agt dieser
Systemoverhead nur noch 3.5%.
1
Die 'Aging' Technik verringert dynamisch die Bewertung einer Anwendung
abh

angig von der L

ange der Ausf

uhrungszeit auf dem Prozessor.
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0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
18 20 22 24 26 28 Zeitslots
Prozesspriorität Task1
Task2
Task3
Task1 Task2 Task3Task3 Task1
Abbildung 5.5: Ausschnitt der dynamischen Prozessbewertung mit dem
'Multi-Slot' Verfahren. Gezeigt werden 3 Tasks mit folgenden Prio-
rit

aten: Task 1: Priorit

at 8;Task 2: Priorit

at 5;Task 3: Priorit

at 3.
Die Wahl dieses Osetwertes bestimmt zusammen mit der L

ange der
Zeitscheibe das Verhalten des Client-Server Betriebssystems bez

uglich
der in Abschnitt 5.2.3 genannten Kriterien. Das Erh

ohen des Oset-
wertes hat zur Folge, da die Prozessorauslastung steigt, aber gleichzeitig
wird auch der Durchsatz, und die Turnaround-, die Warte- und die Ant-
wortzeit erh

oht. Gleiche Kriterien gelten ebenfalls f

ur die Verl

angerung
der Zeitscheiben, wobei diese sich an der durchschnittlichen Ausf

uhrungs-
zeit der Anwendungen orientiert (siehe Abschnitt 4.1.1.2).
Unter den gegebenen Randbedingungen und den an das Client-Server
Betriebssystem gestellten Anforderungen ist die hier vorgestellte und
realisierte 'Multi-Slot' Scheduling-Strategie am besten geeignet, um die
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Abbildung 5.6: Das Diagramm stellet die Anzahl der Prozesswechsel in
Abh

angigkeit des Oset-Wertes dar. Die Werte wurden f

ur drei Anwen-
dungen mit Priorit

aten 8, 5, und 3 berechnet.
jeweils n

achste auszuf

uhrende Anwendung auszuw

ahlen. Hinzu kommt
noch, da die Bestimmung sehr schnell durchgef

uhrt werden kann und
somit den Systemoverhead nicht weiter vergr

oert. Durch das 'Multi-
Slot' Verfahren ist das Client-Server Betriebssystem in der Lage, die
Priorit

aten der einzelnen Anwendungen zu ber

ucksichtigen und gleichzei-
tig einer niedrigen Prozessorauslastung durch die langen Prozesswechsel-
zeiten entgegenzuwirken.
5.3 Zielplattform
F

ur den Test des Client-Server Betriebssystems kommt ein FPGA-Ko-
prozessor der Firma Silicon Software zum Einsatz. Bei dieser Einsteck-
karte handelt es sich um einen klassischen FPGA-Koprozessor, der

uber
den PCI-Bus mit dem Host-Prozessor verbunden ist. Der FPGA-Ko-
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prozessor ist best

uckt mit einem PCI-Interfacebaustein, einem FPGA-
Baustein XV400 der Firma Xilinx, einem synchronen RAM-Block, einem
SDRAM-Stecker und einer externen Steckverbindung. Die schematischen
Bl

ocke und deren Verbindungen sind in Abbildung 5.7 dargestellt.
PCI-Bus
PCI Interface
FPGA
Virtex XV400
Ko
nt
ro
llo
gi
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kt
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ne
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Abbildung 5.7: Blockschaltbild des FPGA-Koprozessor microEnable II.
Der Einsatz dieses FPGA-Koprozessors ist verbunden mit den in
Abschnitt 3.4.2 gestellten Anforderungen nach einer schnellen Kon-
gurations- und Readbackschnittstelle, einer Kontrolle

uber die Takter-
zeugung und einen Zugri auf die lokalen SRAM-B

anke. Im nachfolgen-
den wird die Realisierung dieser drei Anforderungen im Detail beschrie-
ben und deren Auswirkung auf das Client-Server Betriebssystem darge-
stellt. Weitere Eigenschaften des FPGA-Koprozessor sind nur sekund

ar
von Bedeutung und werden daher nicht weiter erl

autert. Sie k

onnen in
[NL99] nachgelesen werden.
Kongurations- und Readbackschnittstelle: Zur Durchf

uhrung der
Konguration und des Readback steht dem Client-Server Betriebs-
system die 8Bit breite 'SelectMap' Schnittstelle des FPGA-Bau-
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steins zur Verf

ugung, die auf der microEnable II mit maximal
40MHz betrieben werden kann. Dies erm

oglicht eine theoretische
Kongurationszeit von nur 7; 8ms. Gleiches gilt f

ur den Readback.
Takterzeugung: Aufgrund des allgemeinen Charakters dieses FPGA-
Koprozessor ist es nicht m

oglich die Taktgeneratoren durch ein
spezielles Signal gesteuert abzuschalten, um die FPGA-Schaltung
anzuhalten. Diese nichtvorhandene Steuerungsm

oglichkeit limitiert
die auszuf

uhrenden Anwendungen auf statische Schaltungen, die
intern abschaltbar sind, bzw. sich statisch Verhalten.
RAM-Zugrie: Auf dem FPGA-Koprozessor microEnable II ist kein
direkter Zugri auf das lokale synchrone RAM m

oglich, so da eine
Sicherung des RAM-Inhalts nur durch eine entsprechende FPGA-
Schaltung erm

oglicht wird.
Somit mu das Client-Server Betriebssystem nach dem Sichern des
FPGA-Status eine weitere FPGA-Schaltung geladen werden, die
die Sicherung und Rekonstruktion des RAM-Inhalts erlaubt. Al-
ternativ dazu kann das Client-Server Betriebssystem auf die Si-
cherung des RAM-Inhalts verzichten, wodurch nur maximal eine
Anwendung dieses RAM ohne einen Datenverlust nutzen kann.
Trotz der nicht erf

ullten Anforderungen, die zum Betrieb des Multi-
tasking-Betriebssystems notwendig sind, kann dieser FPGA-Koprozessor
als Zielplattform verwendet werden, um die Messungen des Client-Server
Betriebssystems durchzuf

uhren. Aus diesem Grunde wurden das Client-
Server Betriebssystem f

ur diesen FPGA-Koprozessor umgesetzt.
5.4 Modularchitektur
Eine weitere Anforderung, die bei der Ausf

uhrung des Client-Server Be-
triebssystemens zu beachten ist, ist die Portabilit

at des Betriebssystems.
Zur Einhaltung dieser Anforderung werden die notwendigen Teilkompo-
nenten des Client-Server Betriebssystems in mehrere Module unterteilt.
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Ziel dieser Modularisierung ist die Erleichterung der Portierung auf an-
dere Host-Betriebssysteme, aber auch die Portierung auf andere FPGA-
Koprozessor. Ein weiteres Ziel der Modularisierung liegt in der M

oglich-
keit der Wiederverwendung der Module in anderen Projekten und der
einfacheren Verikation der Funktionalit

at der Modulfunktionen.
Jedes dieser Module fat Funktionen zusammen, die einer funktiona-
len Bindung unterliegen. So werden z.B. alle Funktionen der Interprozess
Kommunikation (IPC) in einem eigenen Modul zusammengefat, so da
bei der Portierung von einem Host-Betriebssystem zum anderen nur dort
Anpassungen durchgef

uhrt werden m

ussen.
Das gesamte Client-Server Betriebssystem unterteilt sich in acht Mo-
dule die jeweils aufeinander aufbauen. Abbildung 5.8 zeigt die einzelnen
Module mit ihren jeweiligen Verbindungen. Wie in der Darstellung zu
erkennen ist, baut der Server auf den hardwarenahen Modulen auf, die
aus einem Zeitgeber (RTC), dem FPGA-Koprozessor mit den entspre-
chenden Modulen aber auch aus der Bitstrom-Bibliothek besteht. Diese
Module stellen den Server die ben

otigte Funktionalit

at zum Steuern des
FPGA-Koprozessor zur Verf

ugung. Auf der rechten Seite ist der Client
dargestellt, der die API-Schnittstelle zu den einzelnen Anwendungen be-
reitstellt. Verbunden sind Client und Server

uber das Interprozess Kom-
munikation Modul (ICP), das in beiden Modulen verwendet wird.
Hier sei noch einmal auf die leichte Portierbarkeit dieser Modularchi-
tektur hingewiesen. Wie die Abbildung zeigt, ist man in der Lage, z.B.
durch das Austauschen bzw. das Erweitern der Bitstromarchitektur Mo-
dule, schnell und einfach neue FPGA-Bausteine zu unterst

utzen, ohne
den gesamten Server ver

andern zu m

ussen. In gleicher Weise ist auch die
Portierung auf andere FPGA-Koprozessoren oder andere Betriebssyste-
me einfach durchzuf

uhren.
Im nachfolgenden werden die einzelnen Module in ihrer Funktiona-
lit

at und ihrem Aufbau kurz erl

autert.
5.4.1 Real-Time Clock
Die Real-Time Clock (RTC) ist ein Zeitgeber der von dem Host-Betriebs-
system zur Verf

ugung gestellt wird. Die RTC wird herangezogen, um ein
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Abbildung 5.8: Modularchitektur des Client-Server Betriebssystems mit
den einzelnen Modulen und deren Zusammenhang untereinander.
periodisches Signal zu erzeugen, das die Zeitscheiben des Round-Robin
Schedulingverfahrens vorgibt. Die unter Linux zum Einsatz kommende
RTC erlaubt eine Taktgenerierung zwischen 8KHz und 2Hz, das durch
entsprechende Teiler noch weiter in seiner Frequenz verringert werden
kann. Dieses periodische Signal wird direkt im Server-Modul verarbeitet
und steuert somit die Ausf

uhrungsh

augkeit des Client-Server Betriebs-
systems.
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5.4.2 Ger

atetreiber
Der Ger

atetreiber (DD) erm

oglicht alle Zugrie auf den FPGA-Koprozes-
sor. Daf

ur stellt der DD der dar

uberliegenden FPGA-Bibliothek alle
Funktionen zur Verf

ugung mit denen die Register auf dem FPGA-Ko-
prozessor angesprochen werden k

onnen. Dar

uberhinaus regelt der DD
auch das Einblenden von Speicherbereichen des FPGA-Koprozessors in
die Prozessumgebung auf dem Host-Prozessor,

ubernimmt die Steuerung
des PCI-Interfacebausteins, f

angt die Interrupts des FPGA-Koprozessor
ab und stellt Funktionen bereit, die einen eektiven Datentransfer per
DMA erm

oglichen.
Zum Einsatz kommt hier ein kommerzielles Produkt[Jun00], das die-
se Funktionalit

at f

ur eine Vielzahl von PCI-Interfacebausteinen bereit-
stellt. Dieser DD ist nicht nur f

ur viele PCI-Karten einsetzbar, sondern
unterst

utzt auch noch mehrere Betriebssysteme wie z.B. Linux, Win98,
WinNT oder Solaris. Diese vielf

altige Unterst

utzung und die damit ver-
bundene einfache Portierbarkeit ist der Grund f

ur den Einsatz dieses
Ger

atetreibers.
5.4.3 FPGA-Bibliothek
Aufbauend auf dem Ger

atetreiber stellt die FPGA-Bibliothek die not-
wendigen Funktionen zur Steuerung der einzelnen Komponenten auf den
FPGA-Koprozessor bereit. Im Gegensatz zu dem Ger

atetreiber, der nur
den Zugri auf die verf

ugbaren Register erm

oglicht, fassen die Funktio-
nen meist mehrere Registerzugrie zusammen, um z.B. den FPGA-Bau-
stein zu kongurieren. Unterteilt ist das FPGA-Bibliotheks Modul meist
in die folgenden funktionalen Untergruppen:
 Konguration und Readback des FPGA-Bausteins
 Daten

ubertragung zwischen FPGA-Koprozessor und Host-Speicher
 Einstellen der Takterzeugung
 Abfrage und Kontrolle von Signalen
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Die Schnittstelle, die die FPGA-Bibliothek dem Server bereitstellt, ist
unabh

angig von dem verwendeten FPGA-Koprozessor, so da eine Por-
tierung des gesamten Client-Server Betriebssystems auf andere FPGA-
Koprozessoren einfach durchgef

uhrt werden kann.
5.4.4 Bitstrom-Bibliothek
Die Bitstrom-Bibliothek stellt dem Server ebenfalls eine Schnittstelle zur
Verf

ugung die alle Funktionen zur Zustandsrekonstruktion einer FPGA-
Schaltung beinhaltet (siehe auch Abschnitt 3.5). Zur Unterst

utzung der
Portierbarkeit sind die Funktionen der einzelnen, unterst

utzten Baustein-
familien in eigene Module zusammengefat, die gegeneinander ausge-
tauscht werden k

onnen.
Notwendig wird diese Kapselung, da die Bitstromarchitektur nicht
nur zwischen den einzelnen FPGA-Herstellern, sondern auch innerhalb
der Produktfamilien stark voneinander abweichen k

onnen.
5.4.5 Interprozess Kommunikation
Die Interprozess Kommunikation (IPC) dient der Synchronisation und
dem Austausch der Kommandos zwischen den Clients und dem Server.
Bei der Auswahl des IPC stand auch die Anforderung an die Portierbar-
keit im Vordergrund, denn IPC System V ist ein standardisierter Kom-
munikationsmechanismus, der auf allen relevanten Betriebssystemen zur
Verf

ugung steht.
Das Modul, das die gesamte IPC Kommunikation bereitstellt, wird
sowohl vom Client als auch vom Server verwendet, um den Datenaus-
tausch zu realisieren. Die Verwendung des gleichen Moduls ist zum einen
praktisch, denn die Entwicklung ist nur einmal durchzuf

uhren, aber auch
notwendig, da beide { Server und Clients { die gleichen Datenformate
verwenden und somit eine zuverl

assige Kommunikation sichergestellt ist.
5.4.6 Client
Das Client Modul bildet die standardisierte Schnittstelle zu den Anwen-
dungen, die unabh

angig von dem verwendeten FPGA-Koprozessor und
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des zum Einsatz kommenden Host-Betriebssystem ist. Diese Schnittstelle
selbst ist untergliedert in folgende Funktionsgruppen:
 Ab- und Anmelden am Server
 Kontrolle

uber den FPGA-Koprozessor und die Takterzeugung
 Laden, Konguration und Readback des FPGA-Bausteins
 Datenaustausch zwischen Anwendung und FPGA-Koprozessor
Ausgef

uhrt ist diese Schnittstelle als eine Funktionsbibliothek, die in
die entsprechende Anwendung integriert wird. Beim Aufruf der Funktio-
nen werden dann entsprechende Datenpakete zwischen Client und Server
ausgetauscht und die Funktionen auf dem Server ausgef

uhrt.
5.4.7 Server
Der Server selbst ist die zentrale Einheit des Client-Server Betriebs-
systems, da die Kommunikation mit dem jeweils aktiven Client

uber-
nimmt, die n

achste auszuf

uhrende Anwendung mittels des 'Multi-Slot'
Schedulingverfahrens ausw

ahlt und die realen Zugrie auf den FPGA-
Koprozessor durchf

uhrt.
Wie aus der Abbildung 5.8 zu entnehmen ist, verwendet der Server
dazu die Funktionalit

at der folgenden Module: Interprozess Kommuni-
kation, Bitstrom-Bibliothek, FPGA-Bibliothek und RTC. Durch diesen
gew

ahlten Schichtenaufbau ist der Server selbst vollkommen unabh

angig
von dem verwendeten Host-Betriebssystem und dem zum Einsatz kom-
menden FPGA-Koprozessors, was eine Portierung des gesamten Client-
Server Betriebssystems vereinfacht. Eine detaillierte Beschreibung des
Aufbaus und der Funktionsweise des Servers ist in dem folgenden Ab-
schnitt dargestellt.
5.5 Funktionsweise
In dem vorhergehenden Abschnitt wurden die einzelnen Module beschrie-
ben, die zum Aufbau des Servers und des Clients notwendig sind. Dieser
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Abschnitt beschreibt den funktionellen Ablauf innerhalb des Servers und
des Clients, der bei der Verarbeitung der Anwendungen ausgef

uhrt wird.
Der Server selbst ist im Gegensatz zu anderen Servern, wie z.B. ei-
nem Web-Server [Eil00] oder einem Datenbankserver [DG00], auf zwei
permanent laufende Threads
2
begrenzt. Dies ist m

oglich, da der Server
immer nur eine Anwendung zu einem Zeitpunkt verarbeitet. Getrennt
wird dabei in einen Thread der f

ur das periodische Scheduling zust

andig
ist, und einen Thread der die Kommandos des jeweilig aktiven Threads
verarbeitet. Beide Serverthreads und der Ablauf aus Sicht des Clients
werden in den nachfolgenden Abschnitten detailliert erl

autert.
5.5.1 Scheduling-Thread
Hauptaufgabe des Scheduling-Threads ist die Auswahl der Anwendung
die innerhalb der n

achsten Zeitscheibe verarbeitet wird. Zus

atzlich geh

ort
aber auch das Abmelden eines beendeten Clients und das Anmelden ei-
nes neuen Clients zu den Aufgaben dieses Threads.
Der gesamte Ablauf des Threads ist in der Abbildung 5.9 darge-
stellt. Der Scheduling-Thread wird, angestoen von dem periodischen
Signal der Real-Time Clock, in regelm

aigen Zeitabst

anden ausgef

uhrt.
Diese Zeitabst

ande entsprechen der L

ange der Zeitscheibe und k

onnen
entsprechend eingestellt werden. Nach dem Start pr

uft der Scheduling-
Thread ob ein neuer Client sich anmelden oder ein beendeter Client
sich abmelden will. Diese beiden Operationen sind somit nur synchron
zu der Betriebssystemausf

uhrung m

oglich. Sobald kein Client sich an-
bzw. abmelden will, wird mittels des 'Multi-Slot' Schedulingverfahrens
der Aging-Werte der gerade aktiven Anwendung verringert und mit dem
Aging-Grundwert der anderen Anwendungen verglichen. Bei einem an-
gezeigten Prozesswechsel wird dann die laufende Anwendung angehalten
und gesichert, bevor die wartende Anwendung zur Ausf

uhrung vorberei-
tet wird. Die detaillierte Vorgehensweise bei einem Prozesswechsel ist in
Abschnitt 3.7 beschrieben.
2
Ein Thread ist ein nebenl

auger Prozess, der in dem Adress- und Datenraum der
Anwendung ausgef

uhrt wird.
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Abfrage des gemeinsamen UP-Kanals
An-/Abmelden des Clients
Neuberechnung des Aging-Wertes
Ja
Nein
An-/Abmelde Datenpaket?
Prozesswechsel
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Periodisches Signal von RTC
Abbildung 5.9: Ablaufdiagramm des Scheduling-Threads mit den ent-
sprechenden Funktionsbl

ocken.
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Innerhalb dieses Scheduling-Threads werden die gesamten Informa-
tionen aller Anwendungen gespeichert, um bei der Aktivierung diese an
den Kommando-Thread weiterzugeben. Zur Sicherung und zur Synchro-
nisation zwischen dem Scheduling- und dem Kommando-Thread werden
auch hier IPC Semaphoren eingesetzt. Diese Synchronisation ist zum
einen f

ur die

Ubertragung der Anwendungsdaten aber auch zur Unter-
brechung des Kommando-Threads notwendig, wenn keine Anwendung
f

ur die Verarbeitung bereitstehen.
5.5.2 Kommando-Thread
Die Aufgabe dieses Kommando-Threads ist die Ausf

uhrung der Cli-
entkommandos auf dem FPGA-Koprozessor. Die folgende Abbildung
5.10 zeigt den inneren Teil des Kommando-Threads, der w

ahrend der
Ausf

uhrung eine Anwendung durchlaufen wird.
Der gesamte Kommando-Thread wird in einer Endlosschleife verar-
beitet, die gesteuert durch eine Sempahore nur durchlaufen wird, wenn
mindestens eine Anwendung verarbeitet werden kann. Dieses Vorgehen
verhindert das Durchlaufen der

auersten Endlosschleife ohne das eine
Anwendung auf den FPGA-Koprozessor zugreift und minimiert somit
den Einu des Client-Server Betriebssystems auf andere Anwendungen
auf dem Host-Prozessor. Nach der Anmeldung eines Clients und dem
Laden einer FPGA-Schaltung kann diese vom Scheduling-Thread kon-
guriert werden. Sobald der FPGA-Baustein konguriert ist

ubernimmt
der Kommando-Thread die Kommunikation mit dem aktivierten Cli-
ent und verarbeitet dessen Kommandos. Nach dem Empfang des Kom-
mandos wird dieses analysiert und entsprechend dem Kommando wird
der notwendige Zugri auf den FPGA-Koprozessor durchgef

uhrt. Das
Ergebnis des Zugris wird anschlieend in einem Antwortpaket an den
Client zur

uckgesendet.
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Abfrage Semaphore
Ausführen von Kommando 1 
Ja
Nein
Kommando 1?
Empfange Kommando
Ja
Nein
Kommando 2?
Ausführen von Kommando 2 
Ja
Nein
Kommando n?
Ausführen von Kommando n 
Ja
NeinEnde Zeitscheibe?
Sende Antwort
Fehler !
Abbildung 5.10: Ablaufdiagramm des Kommando-Threads mit den ent-
sprechenden Funktionsbl

ocken. Dargestellt ist hier nur die innere Schlei-
fe, die innerhalb der Endlosschleife die Clientkommandos verarbeitet.
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Diese Ausf

uhrung der Kommandos wird unterbrochen, indem der
Scheduling-Thread mit einem speziellen Kommando den Kommando-
Thread unterbricht, um die Anwendung zu wechseln. Nach Beendigung
des Prozesswechsels erh

alt der Kommando-Thread

uber die Semapho-
re ein erneutes Startsignal und beginnt wieder mit der Kommando-
ausf

uhrung.
5.5.3 Client
Aus Sicht des Clients bzw. der Anwendung ergibt sich keine Ver

ander-
ung, denn die gesamte Kommunikation zwischen dem Client und dem
Server ist in den Funktionen der Client-Bibliothek gekapselt.
Nach Aufruf einer Funktion wird ein entsprechnedes Kommandopa-
ket generiert und an den Server

ubermittelt. Nach der Ausf

uhrung durch
das Client-Server Betriebssystem wird das Ergebnis in einem weiteren
Antwortpaket an den Client zur

uckgesendet und

uber den R

uckgabewert
der Funktion an die Anwendung

ubergeben.
5.6 Messungen
Zur Bewertung der Leistungsf

ahigkeit des entwickelten Client-Server Be-
triebssystems wurden verschiedene Messungen auf einem Computersys-
tem mit integrierten FPGA-Koprozessor microEnable II durchgef

uhrt.
Ein Teil der Messungen wurde zur Ermittlung der grundlegenden
Leistungsf

ahigkeit der PCI-Daten

ubertragung durchgef

uhrt. Die Kon-
guration und der Readback basieren auf dieser PCI-Daten

ubertragung
und bilden zusammen mit den Zeiten, die f

ur die Bitstromrekonstruktion
ben

otigt werden, die erreichbare Prozesswechselzeit des Systems.
Die daran anschlieenden Messungen wurden unter Anwendung des
Client-Server Betriebssystems durchgef

uhrt, um dessen Leistungsf

ahig-
keit w

ahrend des Betriebs zu ermitteln. Zur Bestimmung des syste-
matischen Overheads, der durch die Verwaltung der Anwendungen und
die Prozesswechsel entsteht, wurde der Kommunikationsoverhead, die
Prozesswechselzeiten und die L

ange der Zeitscheiben gemessen. Abschlie-
end wurde in einer weiteren Mereihe der gesamte Einu auf eine
Gruppe von Anwendungen bestimmt.
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5.6.1 Messaufbau
Alle nachfolgendenMessungen wurden auf einem Computersystem durch-
gef

uhrt, das

uber die folgenden Eigenschaften verf

ugt:
 Pentium I Prozessor mit 166MHz und 256MByte Speicher,
 einem MicroEnableII FPGA-Koprozessor zusammen mit 2 weit-
eren PCI Karten (Grak- und Netzwerkkarte) angeschlossen am
PCI-Bus,
 kommerzieller Ger

atetreiber (WinDriver),
 Linux Host-Betriebssystem (Kernel Version 2.2.14)
Alle Messungen wurden, soweit dies m

oglich war, ohne weitere auf
dem System laufende Anwendungen bzw. Prozesse durchgef

uhrt, um un-
verf

alschte Ergebnisse zu erhalten. Zur Ermittlung der Ausf

uhrungszei-
ten wurde der im Prozessor integrierte Taktz

ahler verwendet, der

uber
eine Nanoskunden genaue Au

osung verf

ugt und somit auch sehr kleine
Zeitmessungen zul

asst.
5.6.2 PCI-Daten

ubertragung
Die theoretische Daten

ubertragungsrate

uber den PCI-Bus betr

agt 132
MByte/s. Erreicht werden diese hohen Datentransferraten durch den
Einsatz von DMA-Transfers, die ohne den Host-Prozessor direkt in den
Host-Speicher schreiben oder Daten auslesen. Aufgrund des Einsatzes
des DMA-Transfers sowohl f

ur die Konguration als auch f

ur den Read-
back des FPGA-Bausteins besteht ein direkter Zusammenhang zwischen
der maximalen Datentransferrate und der Prozesswechselzeit.
Wie schon 1997 von Mark Shand [MS97] gezeigt wurde, ist die maxi-
mal erreichbare Datentransferrate abh

angig von den jeweiligen verwen-
deten Komponenten
3
und kann somit von einem zum anderen Rechner
3
Die maximale Datentransferrate wird haupts

achlich von dem verwendeten Chip-
satz, aber auch von der Grundlast des PCI-Buses bestimmt. Die Grundlast fat den
Datentransfer von anderen PCI-Karten zusammen.
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stark schwanken. Aufgrund des hohen Einues der maximalen Daten-
transferrate auf die Prozesswechselzeit ist es wichtig diese f

ur das oben
beschriebene Computersystem zu ermitteln. Nur so wird eine sp

atere
Bewertung des Client-Server Betriebssystems m

oglich.
Zur Bestimmung der Datentransferrate wird die Zeit gemessen, die
von dem Aufruf der DMA-Funktion bis zu dessen R

uckkehr vergeht.
Dadurch werden neben der eigentlichen

Ubertragung

uber den PCI-
Bus auch die notwendigen Vorbereitungsschritte, wie das Einlagern der
Speicher-Pages und den Aufbau einer Scatther-Gather Liste, mit ber

uck-
sichtigt. Insgesamt wurden drei verschiedene DMA-Transfers vermessen:
Direkter DMA-Transfer aus dem Speicher, ein DMA-Transfer mit vor-
herigen kopieren des Speichers und der im Client-Server Betriebssystem
implementierte DMA-Transfer.
Direkter DMA-Transfer: Der direkte DMA-Transfer aus dem Spei-
cher wird verwendet, um z.B. den Kongurationsbitstrom zum
FPGA-Baustein zu

ubertragen. Bei dieser

Ubertragung werden die
Daten direkt im Speicher vorbereitet und anschlieend

uber den
PCI-Bus gesendet. Aufgrund des direkten Speicherzugris erreicht
diese

Ubertragungsart die beste Datenrate, die gleichbedeutend
mit der f

ur das Computersystem maximal erreichbaren Datenrate
ist.
Memcopy und DMA-Transfer: Der zweite DMA-Daten

ubertragung
kopiert die zu

ubertragenden Daten zuvor in einen eigenen Speicher-
bereich, um sie dann von diesem zweiten Speicher per direktem
DMA-Transfer zu

ubertragen. Diese aufwendigere Art der

Ubertra-
gung ist bei dem eingesetzten Ger

atetreiber notwendig, um Daten
aus einem Shared-Memory Element

ubertragen zu k

onnen. Ver-
wendet werden die Shared-Memory Elemente unter anderem f

ur
den eektiven Datenaustausch zwischen Client und Server.
Server DMA-Transfer: Bei der dritten DMA-Daten

ubertragung wur-
de die dazu ben

otigte Zeit mit einem, an den Server angeschlos-
senen Client gemessen. Diese Messung wurde durchgef

uhrt, um die
Abh

angigkeit des Kommunikationsoverheads auf die Paketgr

oe zu
ermitteln.
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Zu jeder der drei oben aufgef

uhrten

Ubertragungsarten wurden Mes-
sungen mit einer variierenden Datenblockl

ange durchgef

uhrt. Gemes-
sen wurden die jeweils ben

otigte Ausf

uhrungszeite und die sich dar-
aus ergebenden Daten

ubertragungsraten. Die Abbildung 5.11 zeigt die
Ausf

uhrungszeiten f

ur die Read-Zugrie und die Abbildung 5.12 f

ur die
Write-Zugrie. Die entsprechenden Daten

ubertragungsraten sind in Ab-
bildung 5.13 f

ur den Read-Zugri und in Abbildung 5.14 f

ur den Write-
Zugri abgebildet.
Bei Betrachtung der beiden Ausf

uhrungszeitdiagramme 5.11 und 5.12
wird deutlich, da die DMA-Funktion des Ger

atetreibers einen Over-
head von 350s ben

otigt. Desweiteren ist zu sehen, da der Kom-
munikationsoverhead zwischen Server und Client weiter 100s in An-
spruch nimmt. Aufgrund des konstanten Osets macht sich dieser Over-
head nur bei sehr kleinen Datenpaketen bemerkbar und kann bei

Uber-
tragung von mehr als 5kByte vernachl

assigt werden.
Die Auswirkungen bei der

Ubertragung von Daten aus einem Shared-
Memory Element sind dagegen mit einer Verdoppelung der Ausf

uhrungs-
zeit verbunden. Somit halbiert sich die zur Verf

ugung stehende maximale
Datentransferrate, sobald Daten von dem Client zum Server transferiert
werden. Dieser Zusammenhang ist leicht in den Abbildungen 5.13 und
5.14 zu sehen. Es gilt zu beachten, da diese Halbierung der Datentrans-
ferrate auf den eingesetzten Ger

atetreiber zur

uckzuf

uhren ist und das
dieses Problem durch eine zuk

unftige Version behoben wird.
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Abbildung 5.11: Abh

angigkeit der Ausf

uhrungszeit von der zu

ubertra-
genden DMA Blockgr

oe.
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Abbildung 5.12: Abh

angigkeit der Ausf

uhrungszeit von der zu

ubertra-
genden DMA Blockgr

oe.
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Abbildung 5.13: Abh

angigkeit der Datentransferrate von der zu

ubert-
ragenden DMA Blockgr

oe.
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Zusammenfassend haben die Messungen ergeben, da die maximal er-
reichbare Datentransferrate f

ur das oben beschriebene Computersystem
inklusive des FPGA-Koprozessors bei 80MByte/s f

ur Read-Zugrie
und bei 65MByte/s f

ur Write-Zugrie liegt. Diese Datenraten halbie-
ren sich aufgrund des Ger

atetreibers, sobald Daten aus einem Shared-
Memory Element

ubertragen werden. Unabh

angig von der

Ubertragungs-
art ist der Einu der Datenblockgr

oe auf die zu erreichende Daten-
transferrate, die mit zunehmender Blockgr

oe ebenfalls zunimmt.
Dar

uberhinaus bleibt festzustellen, da der Kommunikationsoverhead
durch den Datenaustausch zwischen Client und Server 100s betr

agt
und somit nur bei der

Ubertragung von kleinen Datenbl

ocken ber

uck-
sichtigt werden mu.
Theoretisch ist aufgrund der gemessenen maximalen Datentransfer-
rate von nur 80 bzw. 65MByte/s keine Ver

anderung der Prozesswech-
selzeit zu erwarten. Die zu

ubertragenden Kongurationsdaten betra-
gen 310kByte f

ur den eingesetzten Virtex XV400 FPGA-Baustein und
werden bei 65MByte/s in 5ms zum PCI-Interfacebaustein

ubertragen.
Dort werden die 32Bit Datenworte in 4 Byteworte umgesetzt und mit ei-
ner Frequenz von 40MHz zum FPGA-Baustein

ubertragen. Diese zweite,
byteweise

Ubertragung limitiert die Konguration daher auf eine theo-
retische Kongurationszeit von 8ms.
5.6.3 Client-Server Leistungsf

ahigkeit
Die gesamte Leistungsf

ahigkeit des Client-Server Betriebssystems wird
bestimmt durch den systembedingten Overhead, der innerhalb des Be-
triebssystems, aber auch durch den Datenaustausch zwischen Client und
Server entsteht.
Dieser Abschnitt beschreibt kurz die Messungen, die zur Bestimmung
dieses systembedingten Overheads durchgef

uhrt wurden und bewertet
die gemessenen Zeiten. Im einzelnen wurden die Zeiten f

ur die Kom-
munikation zwischen Client und Server, die einzelnen Prozesswechsel
und die Abweichungen von der denierten Zeitscheibe gemessen. Zur
gesamten Beurteilung wurden abschlieend noch weitere Messungen aus
Sicht des Clients durchgef

uhrt, die den Einu der Prozesswechsel auf
die Ausf

uhrungsgeschwindigkeit der Anwendungen verdeutlichen.
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5.6.3.1 Kommunikationsoverhead
Zur

Ubermittlung der einzelnen Kommandos zwischen Client und Ser-
ver werden sog. IPC Message-Queues verwendet. Diese Message-Queues
bieten eine hohe Flexibilit

at f

ur die Portierung. Gleichzeitig wirken sie
sich aber auch nachteilig auf die Ausf

uhrungszeit der Kommandos aus,
denn die ben

otigt Zeit f

ur die

Ubertragung mu zu der eigentlichen
Ausf

uhrungszeit auf dem Server hinzuaddiert werden. Zur Bestimmung
dieses Kommunikationsoverheads zwischen den Clients und dem Server
wurde ein spezielles Kommando eingef

uhrt, das auf dem Server keine
Funktion ausf

uhrt und nur das Antwortpaket an den Client zur

ucksen-
det. Eine Messung der Ausf

uhrungszeit dieses speziellen Kommandos
bestimmt die Zeit, die f

ur die Kommunikation ben

otigt wird.
Mit diesem Versuchsaufbau wurden jeweils eine Messung durchgef

uhrt,
bei der nur ein Client mit den Server kommuniziert und in einer zweiten
Messung kommunizierten drei Clients gleichzeitig mit dem Server. Die
Ergebnisse dieser Messungen sind in Tabelle 5.1 zusammengestellt.
Kommunikations-
Messung overhead
ein Client 60s
drei Clients 63s
Tabelle 5.1: Kommunikationsoverhead zwischen den Clients und dem
Server f

ur jeweils ein Kommando.
Mit 60s hat die Kommunikation zwischen Client und Server nur
einen sehr geringen Einu auf die gesamte Ausf

uhrungszeit der Anwen-
dung, da diese in der Regel nur wenige Kommandos ben

otigen.
4
Deswei-
teren ist es zur eektiven Nutzung des FPGA-Koprozessors notwendig,
eine m

oglichst hohe Datenaustauschrate mit dem Koprozessor zu errei-
chen. Dies ist jedoch nur bei der

Ubertragung von entsprechend groen
Datenpaketen zwischen Client-Anwendung und FPGA-Koprozessor ge-
geben. Dargestellt ist dieser Zusammenhang auch in den Abbildungen
4
Siehe auch das Beispiel der Bildlterung auf Seite 129, das mit insgesamt nur 11
Kommandos komplett verarbeitet wird.
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5.11 und 5.12. Aufgrund der mit der Datenmenge steigenden

Ubertra-
gungszeiten ist der Einu des Kommunikationsoverheads von 60s
nur bei sehr kleinen Datenmengen bemerkbar und kann im allgemeinen
vernachl

assigt werden.
5.6.3.2 Prozesswechseloverhead
Bei einem Wechsel der zu verarbeitenden Anwendung ist es notwen-
dig den aktuellen Status der verdr

angten FPGA-Schaltung mit Hilfe
des Readbacks zu sichern und die FPGA-Schaltung der neu ausgew

ahl-
ten Anwendung wiederherzustellen und anschlieend den FPGA-Kopro-
zessor zu kongurieren. Die f

ur die einzelnen Schritte ben

otigten Zeiten
addieren sich zu der gesamten Prozesswechselzeit, die bei jedem Prozess-
wechsel ben

otigt wird.
W

ahrend der Durchf

uhrung eines Prozesswechsels ist es nicht m

oglich,
Daten auf dem FPGA-Koprozessor zu verarbeiten. Bedingt durch die
Prozesswechsel verl

angert sich somit die gesamte Ausf

uhrungszeit der
einzelnen Anwendung und die Leistungsf

ahigkeit des Client-Server Be-
triebssystems sinkt. Um den Einu der Prozesswechselzeiten auf die
Leistungsf

ahigkeit bewerten zu k

onnen wurden die Prozesswechelzeiten
bei einer und bei drei gleichzeitig laufenden Anwendungen gemessen. Die
Histogramme der Ausf

uhrungszeiten ist in der nachfolgenden Abbildung
5.15 dargestellt.
Wie in dem oberen Diagramm deutlich zu erkennen ist, betr

agt die
Prozesswechselzeit bei der Ausf

uhrung von nur einer Anwendung weniger
als eine Millisekunde. In dieser Zeit wird das 'Multi-Slot Schedulingver-
fahrens ausgef

uhrt und es wird

uberpr

uft, ob sich weitere Anwendungen
am Server anmelden wollen. Aufgrund der einen Anwendung werden
keine Prozesswechsel durchgef

uhrt. Die 39 gemessenen Prozesswechsel-
zeiten, die mehr als 500ms in Anspruch nehmen, ergeben sich durch die
einmalige Initialisierung der Anwendung. Diese Initialisierung ben

otigt

uber eine Sekunde
5
und f

uhrt aufgrund des gegenseitigen Prozessaus-
schlu der beiden Threads zu dieser fehlerhaften Messung.
5
Das Laden des Kongurationsbitstroms in den Host-Speicher nimmt mit rund
einer Sekunde die meiste Zeit in Anspruch.
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Abbildung 5.15: Histogramm der ben

otigten Prozesswechselzeiten. Im
oberen Histogramm ist die Zeitverteilung ohne einen Prozesswechsel und
im unteren Histogramm mit durchgef

uhrten Prozesswechseln dargestellt.
Im Vergleich dazu ist in dem darunterliegenden Diagramm die Vertei-
lung der gemessenen Prozesswechelszeiten dargestellt, die bei der gleich-
zeitigen Verarbeitung von drei Anwendungen auf dem Client-Server Be-
triebssystem entsteht. Auch hier sind Prozesswechselzeiten von weniger
als einer Millisekunde zu sehen. Sie entstehen sobald kein Client am Ser-
ver angeschlossen ist, aber auch durch das 'Multi-Slot' Schedulingverfah-
ren wenn die Anwendung auf dem FPGA-Koprozessor nicht gewechselt
wird. Auch die fehlerhaften Messungen durch die Initialisierung sind in
dem Histogramm zu erkennen an den 84 Prozesswechselzeiten die

uber
500ms lang sind. Im Vergleich zu dem oberen Histogramm sind zwei wei-
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tere Peaks der Prozesswechselzeiten bei 80ms und bei 40ms zu erkennen.
Der Peak bei 80ms entsteht durch die Prozesswechsel, die die verdr

angt
FPGA-Schaltung zur

ucklesen und die zur Ausf

uhrung ausgew

ahlte An-
wendung wiederherstellen und kongurieren. Diese Prozesswechsel sind
aufgrund der gew

ahlten Priorit

aten am h

augsten aufgetreten. Ein wei-
terer kleinerer Peak bei 40ms entsteht durch Prozesswechsel, die beim
Beendigen der Anwendung ausgef

uhrt werden. Wird eine Anwendung be-
endet so ist es nicht mehr notwendig den Zustand des FPGA-Bausteins
zu sichern. Durch den nicht ausgef

uhrten Readback verringert sich die
Prozesswechselzeit automatisch auf nur noch 40ms.
Aus dem unteren Histogrammwird deutlich, da das realisierte Client-
Server Betriebssystem bei der gleichzeitigen Ausf

uhrung von zwei oder
mehr Anwendungen jeweils einen systembedingten Overhead von 80ms
ben

otigt, um von der derzeit ausgef

uhrten auf die n

achste Anwendung
umzuschalten. Bei der hier eingestellten Zeitscheibenl

ange von 500ms
ergibt sich somit ein Verlust von 16% der realen Auf

uhrungszeit. Die
Abbildung 5.16 zeigt diese verl

angerte Ausf

uhrungszeit am Beispiel auf.
Dargestellt ist eine Anwendung, die 2 Sekunden Rechenzeit ben

otigt. Im
oberen Diagramm ist die optimale Ausf

uhrung ohne ein Prozesswechsel
dargestellt. In der unteren Darstellung wird die Anwendung nach je-
der Zeitscheibe unterbochen und kann erst nach der Prozesswechselzeit
wieder ausgef

uhrt werden. Durch diese zus

atzlichen Prozesswechselzei-
ten ergibt sich eine theoretische Verl

angerung der Ausf

uhrungszeit von
den urspr

unglichen 2 Sekunden auf 2,38 Sekunden. Dies entspricht einer
Leistungsreduktion von 19%.
5.6.3.3 Zeitscheibenl

ange
Die Zeit die f

ur einen kompletten oder nur in Teilen durchgef

uhrten
Prozesswechsel notwendig ist, macht sich auch in der L

ange der einzel-
nen Zeitscheiben bemerkbar. Messungen dieser Zeitscheibenl

angen geben
Aufschlu

uber die Ausf

uhrungszeit die den jeweiligen Anwendungen zur
Verf

ugung steht und ist somit ein Ma f

ur die gerechte Verteilung des
FPGA-Koprozessors.
Gemessen wurden hier jeweils die Zeit, in der die Anwendung auf dem
FPGA-Koprozessor ausgef

uhrt wurde, ohne die Overheadzeiten durch
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Abbildung 5.16: Auswirkung des systematischen Overheads auf eine An-
wendung. Im Beispiel betr

agt der Overhead 80ms, die Zeitscheiben
500ms und die gesamte Anwendungsrechenzeit 2 Sekunden.
die Prozesswechsel. Auch hier wurden unterschiedliche Messungen f

ur
nur eine Anwendung und f

ur drei parallel laufende Anwendungen durch-
gef

uhrt die in Abbildung 5.17 dargestellt sind.
Wie die Abbildung zeigt sind auch hier wieder die Auswirkungen
der langen Initialisierung zu erkennen. Bedingt durch diese blockieren-
de Funktion entstehen sehr kurze Zeitscheiben die im Bereich zwischen
100ms und 200ms auftreten. Desweiteren sind die, durch den 80ms lan-
gen Prozesswechsel eingeschr

ankten, realen Zeitscheiben bei der Verar-
beitung mehrerer paralleler Anwendungen zu erkennen. Sie sind zwischen
420ms und 500ms lang. Der Peak bei 500ms kennzeichnet die durch die
Einstellung des Zeitgebers eingestellte Zeitscheibenl

ange. Diese wird sehr
h

aug gemessen wenn entweder nur eine Anwendung verarbeitet wird
oder wenn der Server ohne eine Clientverbindung l

auft. Die steil zulau-
fenden Histogrammpeaks besitzen ein geringe Standardabweichung. Das
bedeutet, da die zur Verf

ugung stehende Rechenzeit pr

azise und fair
unter den konkurrierenden Anwendungen verteilt wird.
5.6. MESSUNGEN 177
0
50
100
150
200
250
0 100 200 300 400 500
Anzahl
Ausführungszeiten
der Zeitscheiben/ms
ohne Wechsel der FPGA-Schaltung
mit Wechsel der FPGA-Schaltung
Abbildung 5.17: Histogramm der Zeitscheibenl

angen. Ein Histogramm
zeigt die Verteilung der Zeitscheiben bei Ausf

uhrung von nur einer An-
wendung und das andere bei drei parallel ausgef

uhrten Anwendungen.
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5.6.3.4 Ausf

uhrungsgeschwindigkeit
Zur Verikation der im vorherigen Abschnitt theoretisch bestimmten
Verl

angerungszeit wurde eine weitere Messung durchgef

uhrt, welche die
Verl

angerung der Ausf

uhrungszeit von drei gleichzeitig ausgef

uhrten An-
wendungen ermittelt.
Die drei Anwendungen werden zum einen einzeln und hintereinander
und zum anderen parallel ausgef

uhrt. Gemessen wird dabei jeweils die
Zeit, die zur Verarbeitung aller drei Anwendungen ben

otigt wird. Gest-
artet werden die drei Anwendungen jeweils mittels einer 'fork'-System-
funktion, um einen objektiven Messwert zu erhalten. Nach der Durch-
f

uhrung von mehreren Messungen auf dem beschriebenen Computer-
system wurden die folgenden Ausf

uhrungszeiten ermittelt:
Durchschnittliche
Messung Ausf

uhrungszeit
sequenzielle Ausf

uhrung 11,27 sek.
parallele Ausf

uhrung 12,60 sek.
Tabelle 5.2: Ausf

uhrungszeiten f

ur eine sequenzielle und eine paral-
lele Verarbeitung. Gemessen wurde die Ausf

uhrungszeit der Client-
Anwendung.
Im Vergleich zu der zuvor ermittelten theoretischen Leistungsreduk-
tion um 19% betr

agt die mit dem System gemessene Leistungsreduk-
tion weniger als 12%. Der Unterschied zu dem theoretischen Wert ergibt
sich aus den Prozesswechseln, bei denen nur ein Teil der Einzelaufgaben
durchgef

uhrt werden m

ussen. So f

uhren von den insgesamt 19 notwen-
digen Prozesswechseln nur 13 einen Readback, eine Rekonstruktion und
eine Konguration durch. Werden jedoch mehrere Anwendungen mit
langer Ausf

uhrungszeit parallel ausgef

uhrt, so wird sich der gemessene
Wert an den theoretischen Leistungswert ann

ahern.
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5.7 Ergebnis
Mit dem hier vorgestellten Client-Server Betriebssystem ist erstmals ein
Betriebssystem f

ur FPGA-Prozessoren verf

ugbar, das im Vergleich zu
den bestehenden Betriebssystemen ein preemptives Multitasking durch-
f

uhrt. Der gew

ahlte Ansatz beinhaltet dabei die vollst

andige Rekonstruk-
tion des FPGA-Zustandes inklusive aller Register und RAM-Zellen.
Durch den Einsatz dieses Client-Server Betriebssystems wird die Ver-
arbeitung von mehreren unabh

angigen Anwendungen auf den FPGA-
Koprozessor m

oglich. Dar

uberhinaus wird auch die Entwicklung und
Programmierung der Anwendungen durch die Einf

uhrung einer einheitli-
chen Benutzerschnittstelle und die exklusive Nutzung des FPGA-Kopro-
zessors durch nur eine Anwendung zu einer Zeit vereinfacht. Verbunden
ist der Einsatz dieses Client-Server Betriebssystems mit einer minimalen
Leistungsbeeintr

achtigung von maximal 19%. Dies bedeutet, da eine
Anwendung, die nur

uber einen Beschleunigungsfaktor von 1.2 verf

ugt,
durch den Einsatz des FPGA-Betriebssystems immer noch gleich schnell
zu einer vergleichbaren Softwarel

osung arbeiten w

urde. Diese Leistungs-
werte ergeben sich f

ur eine Zeitscheibenl

ange von 500ms, was der durch-
schnittlichen Ausf

uhrungsl

ange von Anwendungen entspricht, die auf
den FPGA-Prozessoren ausgef

uhrt werden.
Neben der erf

ullten Anforderung nach einer leistungsstarken Imple-
mentierung ist auch die Portierbarkeit des gesamten Client-Server Be-
triebssystems erreicht worden. Das hier vorgestellte Client-Server Be-
triebssystems basiert auf einem allgemein verwendbaren FPGA-Kopro-
zessor und kann durch den Austausch von einzelnen Softwaremodulen
leicht auf andere FPGA-Koprozessor oder Host-Betriebssysteme portiert
werden.
Obgleich das umgesetzte Client-Server Betriebssystem alle gestellten
Aufgaben erf

ullt, ist nicht die gesamte Funktionalit

at realisiert worden.
Diese ist gegeben durch die Wahl des eingesetzen FPGA-Koprozessors
der zwei der gestellten Anforderungen nicht erf

ullt. Dies ist zum einen
die nur unzureichende Kontrolle der Taktgeneratoren und zum ande-
ren die realisierte RAM-Anbindung auf dem FPGA-Koprozessor. Neben
diesen beiden Punkten ist auch eine weitere Verringerung der Prozess-
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wechselzeiten durch eine optimierte Kongurationsschnittstelle m

oglich.
Im n

achsten Abschnitt sind die Verbesserungspotentiale n

aher erl

autert.
5.8 Verbesserungspotentiale
Obwohl das erzielte Ergebnis des Client-Server Betriebssystems eine par-
allele Verarbeitung von mehreren Anwendungen bei geringer Leistungs-
einschr

ankung erm

oglicht, besteht f

ur mehrere Punkte noch Verbesse-
rungspotential. In diesem Abschnitt werden drei einzelne Punkte ge-
nannt, die bei einer optimalen Realisierung die Leistungsf

ahigkeit des
gesamten Client-Server Betriebssystems weiter verbessern und die voll-
st

andige Funktionalit

at des FPGA-Koprozessors erm

oglichen. Die nach-
folgende Aufz

ahlung beschreibt die Punkte im Detail:
Kongurationsschnittstelle: Die auf dem verwendeten FPGA-Ko-
prozessor microEnable II eingesetzte Schnittstelle f

ur die Kon-
guration und den Readback des FPGA-Bausteines verf

ugt

uber
eine direkte Verbindung zu dem PCI-Interfacebaustein und kann
aufgrund des Interfacebausteins nur mit maximal 40MHz betrieben
werden. Somit betr

agt die minimale Kongurationszeit theoretisch
7,96ms. Aufgrund der geringen Speichertiefe des PCI-Interface-
bausteins entstehen jedoch nur sehr kleine Bursts
6
auf dem PCI-
Bus, so das die kleinste gemessene Kongurationszeit nur 12ms
betr

agt. Zus

atzliche Verz

ogerungen, z.B. durch die Auslagerung
von Speicherseiten, verringern die durchschnittlichen Kongurati-
onszeiten im laufenden Betrieb auf nur 50ms.
Eine Optimierung dieser gesamten Anbindung an den zum Einsatz
kommenden FPGA-Baustein verringert die Zeiten sowohl f

ur die
Konguration als auch f

ur den Readback. Durch diese Optimierung
wird die gesamte Prozesswechselzeit verringert, wodurch sich direkt
die Leistungsf

ahigkeit des gesamten Client-Server Betriebssystems
verbessert.
6
Ein Burst ist ein zusammenh

angendes Datenpaket, in dem aufeinanderfolgende
Daten eektiv

ubertragen werden.
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Taktkontrolle: Die auf der microEnable II realisierten Taktgeneratoren
verf

ugen nicht

uber die M

oglichkeit sie vollst

andig abzuschalten.
Somit ist es nur

uber eine entsprechende Erweiterung der Schal-
tungsfunktionalit

at m

oglich, den Zustand f

ur die Zeit des Read-
backs 'einzufrieren'. Auch ein nachtr

agliches erweitern dieser Funk-
tionalit

at ist nur f

ur zwei der drei Taktgeneratoren machbar, da ein
Takt f

ur den Readback und die Konguration des FPGA-Bausteins
permanent anliegen mu.
Ohne eine nachtr

agliche Ver

anderung der Taktgeneratoren oder
die Erweiterung der Schaltungsfunktionalit

at ist die Gruppe der
Anwendungen begrenzt auf reine Datenuanwendungen bzw. auf
Anwendungen die ihren gesamten Zustand innerhalb des FPGA-
Bausteins nur

uber spezielle Steuersignale ver

andern. Nur bei die-
sen Anwendungen ist sichergestellt, da nach dem Anhalten der
FPGA-Schaltung sich der interne Zustand nicht weiter ver

andert.
RAM-Anbindung: Die gr

ote Einschr

ankung der Funktionalit

at ist
gegeben durch die direkte Anbindung des lokalen RAMs auf dem
FPGA-Kopro-zessor. Dieses statische RAM ist direkt verbunden
mit dem FPGA-Baustein und kann nur

uber diesen beschrieben
oder ausgelesen werden. Da das Client-Server Betriebssystem nicht
davon ausgehen kann, da jede Anwendung einen solchen direkten
Zugri

uber die kongurierte FPGA-Schaltung erm

oglicht, mu
bei jedem Prozesswechsel eine spezielle FPGA-Schaltung f

ur den
direkten Zugri auf das RAM konguriert werden.
Die Sicherung und Rekonstruktion der Daten eines 2MByte groen
RAMs ben

otigt theoretisch 33ms. Hierzu mu noch die Kongu-
rationszeit hinzuaddiert werden, die f

ur den direkten Zugri auf
das RAM notwendig ist. Somit ben

otigt die Sicherung und die
Rekonstruktion des RAM-Inhalts bis zu 83ms und verdoppelt die
Prozesswechselzeit auf insgesamt 165ms.
Zur Realisierung dieser Verbesserungen wurde im Rahmen der Ar-
beit ein eigener FPGA-Koprozessor aufgebaut, der im speziellen das pre-
emptive Multitasking unterst

utzt. Der Aufbau und das Konzept dieses
FPGA-Koprozessors wird in dem folgenden Kapitel erl

autert.
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5.9 Zusammenfassung
In diesem Kapitel wurden die Realisierung des ausgew

ahlten Client-
Server Betriebssystems in Detail beschrieben. Das umgesetzte FPGA-
Betriebssystem basiert dabei auf drei grundlegenden Konzepten. Zwei
dieser Konzepte beschreiben die Kommunikation zwischen Client und
Server und die Aktivit

aten bzw. die Zust

ande der einzelnen Anwend-
ungen im Server. Das dritte Konzept umfasst das Schedulingverfahren,
das zur Auswahl der n

achsten auszuf

uhrunden Anwendung eingesetzt
wird.
Zur Auswahl diese Schedulingverfahrens wurden mehrere Bewertungs-
kriterien eingef

ugt und die bestehenden Schedulingverfahren bez

uglich
ihrer Eignung f

ur das Client-Server Betriebssystem bewertet. Aufgrund
der Randbedingungen und Anforderungen hat sich das Round-Robin
Verfahren als das geeignetste herausgestellt, das durch entsprechende
Modikationen zu einem 'Multi-Slot' Schedulingverfahren erweitert wur-
de. Dieses neue 'Multi-Slot' Verfahren erlaubt eine priorit

atsbasierte
Ausf

uhrung der Anwendungen und ber

ucksichtigt die relativ hohen Pro-
zesswechselzeiten in einem besonderen Mae.
Zusammen mit der Realisierung der Kommunikation und des gew

ahl-
ten Schedulingverfahren wird die dem Client-Server Betriebssystem zu-
grundeliegende Softwarearchitektur beschrieben, die eine hohe Leistungs-
f

ahigkeit und eine einfache Portierbarkeit des gesamten Systems erm

og-
licht. Die Funktionalit

at des Servers aber auch des Clients wird anhand
des internen Funktionsablauf erl

autert. Neben den zum Einsatz kom-
menden Softwaremodulen wird auch der eingesetzte FPGA-Koprozessor
kurz beschrieben.
Zur Bewertung der Leistungsf

ahigkeit des gesamten Client-Server
Betriebssystems werden zuerst die f

ur das beschrieben System erreich-
baren maximalen Datentransferraten f

ur DMA-

Ubertragungen gemes-
sen. Diese bilden die Grundlage zur sp

ateren Bewertung des Betriebs-
systems. Danach werden einzelne Kenngr

oen des Client-Server Betriebs-
systems vermessen, um die Leistungsf

ahigkeit des Systems zu beurtei-
len. Dazu geh

oren der Kommunikationsoverhead f

ur den Datenaustausch
zwischen Client und Server, die Verteilung der Prozesswechselzeiten bei
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der Verarbeitung von einer bzw. mehrerer Anwendungen, die Verteilung
der Zeitscheibenl

angen als ein Ma f

ur die Verteilung der Rechenzeit und
letztendlich die Leistungseinschr

ankung durch das Betriebssystem aus
Sicht der Anwendung. Wie diese Messungen zeigen, betr

agt die durch-
schnittliche Prozesswechselzeit weniger als eine Millisekunde bei der Ver-
arbeitung von nur einer Anwendung und 80ms bei mehreren parallel
arbeitenden Anwendungen. Diese Prozesswechselzeiten bestimmen ma-
geblich die Leistungsbeeintr

achtigung der Anwendungen die gemessen
bei weniger als 12% liegen. Der theoretische Leistungsverlust betr

agt
maximal 19% und wird nur bei sehr rechenintensiven und lang aus-
zuf

uhrenden Anwendungen erreicht. Unter Ber

ucksichtigung der theo-
retischen Leistungsverluste von maximal 19% werden alle Anwendungen
mit einem Beschleunigungsfaktor von 1.2 und mehr durch den Einsatz
des Client-Server Betriebssystems nur so beeinut das der Beschleu-
nigungsfaktor gr

oer als 1 bleibt.
Abschlieend wird durch eine Analyse des gesamten Systems her-
ausgearbeitet, an welchen Punkten noch weiteres Verbesserungspoten-
tial liegt. Es stellt sich heraus, da die Einschr

ankungen durch den
verwendeten FPGA-Koprozessor entstehen. Basierend auf diesen Ein-
schr

ankungen und der Analyse wird in dem nachfolgenden Kapitel die
Konzeptionierung eines speziellen FPGA-Koprozessors beschrieben der
das preemptive Multitasking im besonderen Ma unterst

utzt.
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Kapitel 6
Multitasking
FPGA-Koprozessor
Die im vorherigen Kapitel beschriebene Realisierung des Client-Server
Betriebssystems hat gezeigt, da die Leistungseinschr

ankungen durch
den Einsatz des FPGA-Betriebssystem sich maximal in einer 19% l

ange-
ren Ausf

uhrungszeit f

ur jede Anwendung zeigt. Diese Verl

angerung der
Ausf

uhrungszeit ist dabei direkt proportional zu der Zeit, die das Client-
Server Betriebssystem ben

otigt, um die auszuf

uhrenden Anwendungen
auf dem FPGA-Koprozessor zu wechseln.
Aus dieser Erkenntnis und aus der durchgef

uhrten Analyse des ge-
samten Systems, einschlielich des verwendeten FPGA-Koprozessor mi-
croEnable II, ergeben sich drei Hauptpunkte die ein erhebliches Ver-
besserungspotential aufweisen. Die beiden Erkenntnisse, die das gr

oten
Potential aufweisen, sind zum einen die Umsetzung der Anbindung an
die Kongurationsschnittstelle auf dem FPGA-Koprozessor und zum an-
deren die aus Leistungsgr

unden nicht realisierte Sicherung und Rekon-
struktion des RAM-Inhalts bei einem Prozesswechsel.
Dieses Kapitel beschreibt nun den Aufbau eines FPGA-Koprozessors
der im speziellen f

ur den preemptiven Multitaskingeinsatz konzipiert
wurde und durch die Optimierung der ermittlten Problemstellen die
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Prozesswechselzeiten auf ein Minimum verringert. Zus

atzlich zu der Um-
setzung einer Hardwareunterst

utzung f

ur den Multitaskingbetrieb wird
auch ein Softwarekonzept entwickelt, das die Entwicklung und Realisie-
rung von neuen Anwendungen im besonderen unterst

utzt und verein-
facht. Die Verbesserungen zu dem bestehenden FPGA-Koprozessoren
werden im Detail beschrieben und durch entsprechende Messungen mit
dem FPGA-Koprozessor microEnable II verglichen. Dar

uberhinaus wird
auch das gesamte Softwarekonzept detailliert beschrieben, das ebenfalls
die Optimierung der Anwendungsausf

uhrung als Ziel verfolgt.
6.1 Konzept
Das umfassende Gesamtkonzept des neuen FPGA-Koprozessors besteht
sowohl in speziellen Anpassungen zur Minimierung der Prozesswechsel-
zeiten als auch in der Einf

uhrung eines neuen Ausf

uhrungsmodells f

ur
den FPGA-Koprozessor.
Das prim

are Ziel ist es, den FPGA-Koprozessor optimal durch die
parallel laufenden Anwendungen zu nutzen und zugleich die entstehen-
den Overheadzeiten zu minimieren. Das sekund

are Ziel ist das neue
Ausf

uhrungsmodell, das den Multitaskingbetrieb unterst

utzt und zusam-
men mit einer kompletten Entwicklungsumgebung die Realisierung von
neuen Anwendungen f

ur den FPGA-Koprozessor erleichtert.
Die entscheidenden Ver

anderungen gegen

uber bestehenden FPGA-
Koprozessoren ergeben sich aus der durchgef

uhrten Analyse des letz-
ten Kapitels, den gestellten Anforderungen aber auch aus den Erfah-
rungen bei der Anwendungsentwicklung. Getrennt in die Konzepte f

ur
den FPGA-Koprozessor und die Softwareumgebung werden diese nach-
folgend n

aher erl

autert.
6.1.1 Multitasking Hardware
Die Konzepte zum Umsetzen eines eektiven Multitaskingbetriebs er-
geben sich aus den zuvor gemittelten Erkenntnissen. Oberstes Ziel f

ur
die Optimierungen ist die Verringerung der Prozesswechelzeit, die den
systembedingten Overhead bestimmt.
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Unter Verfolgung dieses Ziels konzentrieren sich die Optimierungen
auf eine verbesserte Anbindung des PCI-Busses an die Kongurations-
schnittstelle und die eektive Umsetzung von Sicherung und Rekonstruk-
tion der lokalen RAMs auf dem FPGA-Koprozessor w

ahrend eines Pro-
zesswechels. Dar

uberhinaus wird die Umsetzung der Taktgenerierung
angesprochen, die f

ur den vollst

andigen Multitaskingbetrieb vorausge-
setzt wird. Die Konzepte f

ur die Umsetzung dieses Ziels auf dem neuen
FPGA-Koprozessor, der das preemptive Multitasking im Besonderen un-
terst

utzt, wird im folgenden kurz erl

autert:
Takterzeugung: Das Konzept der Takterzeugung umfasst im wesent-
lichen die in Abschnitt 3.4.2.2 genannten Anforderungen, die an
den FPGA-Koprozessor gestellt werden. Zum Anhalten des Takt-
es werden die abschaltbaren Ausgangstreiber deaktiviert und

uber
einen Pull-Down Widerstand
1
wird ein stabiles Signal erzeugt. Die
sichere Abschaltung erfolgt mit Hilfe der in Abschnitt 3.4.2.2 be-
schriebenen Logik.
Wie die Erkenntnisse gezeigt haben ist es notwendig, die Kongu-
rationsschnittstelle mit einem eigenen permanenten Takt zu ver-
sorgen, da diese Schnittstelle auch nach dem Anhalten der FPGA-
Schaltungen f

ur den Readback und die Konguration genutzt wird.
Dieser sollte nach M

oglichkeit mit der maximal zul

assigen Frequenz
von 50MHz
2
getaktet werden um eine schnelle Konguration zu
erm

oglichen. Desweiteren wird auch auf einen Gebrauch von DLL-
und PLL-Schaltungen verzichtet.
Kongurationsschnittstelle: Zum Erreichen einer minimalen Prozess-
wechselzeit ist es notwendig alle an der Konguration und dem
Readback beteiligten Bausteine auf dem FPGA-Koprozessor mit
einzubeziehen. Aus diesem Grunde beschr

ankt sich das Konzept
nicht nur auf die Auswahl des FPGA-Bausteins mit der schnell-
sten Kongurationsschnittstelle, sondern umfasst dar

uberhinaus
1
Ein Pull-Down Widerstand zieht das Signal auf einen LOW Pegel wenn dieser
nicht von dem Taktgenerator getrieben wird.
2
Bei 50MHz kann der Virtex Baustein die Kongurationsdaten mti jedem Takt

ubernehmen.
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auch eine optimale Anbindung des eingesetzten PCI-Busses an den
Baustein und die Umsetzung auf dem Host-Prozessor.
Die Notwendigkeit eines solchen

ubergreifenden Konzeptes wird
deutlich bei der Betrachtung der Kongurationszeiten die mit dem
FPGA-KoprozessormicroEnable II gemessen wurden. Dort betr

agt
die minimale Kongurationszeit 12ms und liegt damit rund 50%
h

oher als die theoretische Zeit von nur 7,69ms. Zur

uckzuf

uhren ist
das unter anderem auf die kleinen Bursts auf dem PCI-Bus die
durch eine nicht optimale Anbindung an den PCI-Bus entstehen.
RAM-Switch: Das dritte Konzept zum Verbessern der Prozesswechsel-
zeiten beinhaltet die Integration des lokalen RAM-Inhalts in den
Prozesswechsel. Eine solche Sicherung des RAM-Inhalts wurde bei
dem realisierten Client-Server Betriebssystem nicht umgesetzt, da
eine Sicherung auf dem FPGA-Koprozessor microEnable II nur
durch einen Zugri

uber den FPGA-Baustein durchgef

uhrt wer-
den kann. Dies bedeutet aber, da sich die Prozesswechselzeit auf
165ms verdoppeln w

urde.
Das neue Konzept orientiert sich an den gemachten Erkenntnissen
und umfasst sowohl einen direkten Zugri des PCI-Busses auf die
RAMs als auch einen RAM-Switch. Der direkte Zugri des PCI-
Busses auf den RAM-Inhalt reduziert z.B. die oben genannte Pro-
zesswechselzeit um 30% auf nur noch 115ms, denn die Kongura-
tion mit einer FPGA-Schaltung, die den Zugri erm

oglicht, ist f

ur
die Sicherung des RAM-Inhalts nicht mehr notwendig. Zus

atzlich
erm

oglicht dieser direkte Zugri die Durchf

uhrung des im n

achsten
Abschnitt beschriebenen Ausf

uhrungsmodell.
Der RAM-Switch verbessert die Situation noch einmal und redu-
ziert den Prozesswechsel weiter auf die Zeiten die f

ur die Kongu-
ration, den Readback und die Zustandsrekonstruktion notwendig
sind. Erreicht wird dies, indem die einzelen RAM-B

anke bei einem
Prozesswechsel komplett abgetrennt werden und bei einer erneuten
Ausf

uhrung wieder aktiviert werden. Durch dieses Vorgehen wird
die Sicherung des RAM-Inhalts

uber

ussig, da eine abgetrennte
RAM-Bank seinen Inhalt nicht ver

andert.
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6.1.2 Softwarekonzept
Die nachfolgend beschriebenen Softwarekonzepte werden sowohl f

ur eine
Reduzierung der Prozesswechselzeiten als auch f

ur eine Vereinfachung
der Anwendungsentwicklung eingef

uhrt. Sie ergeben sich aus den Er-
kenntnissen und Erfahrungen bei der Anwendungsentwicklung und sind
bestimmt durch vorgegebene Randbedingungen.
Die Konzepte umfassen den Aufbau einer Softwareentwicklungsum-
gebung, die u.a. durch eine Nutzungseinschr

ankung des FPGA-Bausteins
die Entwicklung vereinfacht, aber auch die Komplexit

at des FPGA-
Betriebssystems minimiert. Erreicht wird das durch die exklusive Nut-
zung des FPGA-Bausteins durch nur eine Anwendung. Dar

uberhinaus
ist die partielle Nutzung des Bausteins nicht vorgesehen. Eine zus

atzliche
Verringerung der Ausf

uhrungszeiten wird durch ein spezielles Ausf

uhr-
ungskonzept erreicht, das durch einen speicherbasierten Datenaustausch
eine zum Teil parallele Ausf

uhrung erm

oglicht. Die einzelnen Software-
konzepte werden nachfolgend kurz erl

autert:
Partielle Nutzung des FPGA-Bausteins: Das Konzept eine parti-
elle Nutzung des FPGA-Bausteins durch verschiedenen Anwen-
dungen, wie z.B. bei dem Betriebssystem von G. Brebner (siehe
Abschnitt 3.2.2 auf Seite 42), wird nicht unterst

utzt.
Wie dieses Betriebssystem gezeigt hat, ist f

ur die partielle Nutzung
eines FPGA-Bausteins ein zumeist komplexer Partitionierungalgo-
rithmus notwendig, um die einzelnen FPGA-Schaltungen auf dem
FPGA-Baustein ausf

uhren zu k

onnen. Dar

uberhinaus hat die An-
wendungsanalyse in Kapitel 4 gezeigt, da nahezu alle Anwend-
ungen externe RAM-Elemente verwenden und durch die gemein-
same Nutzung dieser RAMs die Leistungsf

ahigkeit jeder einzelnen
Anwendung reduziert wird. Ein weiterer praktischer Grund f

ur die
exklusive Nutzung durch eine Anwendung ist die mangelhafte Un-
terst

utzung durch Place&Route-Werkzeuge die eine partielle Pla-
zierung nicht oder nur sehr beschr

ankt zulassen.
Exklusive Anwendungsnutzung: Resultierend aus der nicht unter-
st

utzten partiellen Nutzung ergibt sich das Konzept der exklusiven
Nutzung des FPGA-Bausteins durch jeweils nur eine Anwendung.
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Dieses Konzept erm

oglicht jeder Anwendung die gesamte zur Ver-
f

ugung stehende Datenbandbreite zu externen Elementen, wie z.B.
lokales RAM, zu nutzen. Desweiteren stehen der jeweiligen An-
wendung auch die gesamten FPGA-Ressourcen zur Verf

ugung, so
da es z.B. aufgrund eines hohen Auslastungsgrads nicht zu einer
Verringerung der Taktrate und damit zu einer Verringerung des
Beschleunigungsfaktors kommt. Ein weiterer Vorteil, der durch die
exklusive Nutzung entsteht, ist eine Verbeserung der Turnaround
Zeiten bei der Entwicklung von neuen FPGA-Schaltungen. Aus
Sicht der jeweiligen Anwendung bzw. der dazugeh

origen FPGA-
Schaltung sind die gesamten Ressourcen des FPGA-Koprozessors
verf

ugbar. Dies erm

oglicht es eine Simulationsumgebung zu gene-
rieren, die f

ur alle Schaltungen eingesetzt werden kann.
Speicherbasiertes Ausf

uhrungsmodell: Durch den Einsatz des
speicherbasierten Ausf

uhrungsmodells wird es m

oglich, die Aus-
f

uhrungszeiten der einzelnen Anwendungen weiter zu verbessern
und dadurch den Einu der FPGA-Betriebssystems weiter zu ver-
mindern.
Bei den derzeitigen Anwendungen werden die Daten erst

ubertra-
gen, sobald der FPGA-Baustein mit der FPGA-Schaltung kon-
guriert ist. Diese Vorgehensweise begr

undet sich in dem nicht vor-
handenen direkten Zugri auf die RAM-B

anke. Besteht jedoch die
M

oglichkeit des direkten Zugris w

ahrend der Ausf

uhrung einer
anderen Anwendung, so kann der Datenaustausch vor der Kon-
guration und damit vor der eigentlichen Ausf

uhrung erfolgen.
Das speicherbasierte Ausf

uhrungsmodell basiert auf diesem direk-
ten RAM-Zugri und

ubertr

agt die Daten immer

uber die RAM-
B

anke. Dieser Datenaustausch erfolgt w

ahrend der Ausf

uhrung
der anderen Anwendung und verringert dadurch die gesamte Aus-
f

uhrungszeit der Anwendung. F

ur das Betriebssystem bedeutet
das eine Verringerung der Turnaroundzeiten und eine gleichzeitige
Erh

ohung der Auslastung. Zus

atzlich ist auch eine Beschleunigung
der Datenuanwendungen aufgrund der h

oheren Speicherband-
breite zu erwarten.
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6.2 FPGA-Koprozessor Implementierung
Unter Ber

ucksichtigung der bei der Anwendungsanalyse ermittelten Da-
ten und der oben genannten Konzepte ist ein neuer FPGA-Koprozessor
entstanden, der ein preemptives Multitasking im besonderen Mae un-
terst

utzt.
Die einzelnen Funktionsbl

ocke des neuen FPGA-Koprozessors sind in
der nachfolgenden Abbildung 6.1 dargestellt.
Der neue FPGA-Koprozessor verwendet, wie die Mehrzahl der exi-
stierenden FPGA-Koprozessoren, den PCI-Bus als Datenverbindung zum
Host-Prozessor. Der PCI-Bus wurde gew

ahlt, da er

uber eine sehr hohe
erreichbare Datenrate verf

ugt und weit verbreitet ist. Angebunden ist
die Karte

uber eine PCI-Interfacebaustein der die gesamte Kommuni-
kation

uber den PCI-Bus kontrolliert. Als Prozessorelement kommt ein
FPGA-Baustein der Virtex Serie zum Einsatz, da diese Bausteine

uber
eine sehr schnelle Kongurationsschnittstelle verf

ugen (siehe Tabelle 3.2)
und die Bitstromarchitektur dieser Bausteine gut dokumentiert ist. Der
Virtex FPGA-Baustein bildet das zentrale Prozessorelement, auf dem
die FPGA-Schaltungen ausgef

uhrt werden. Verbunden ist der FPGA-
Baustein mit dem PCI-Interfacebaustein, dem externen Stecker und mit
dem RAM-Switch.
Die Verbindung zu dem PCI-Interfacebaustein wird f

ur den direk-
ten Zugri auf anwendungsspezische Register genutzt, welche die je-
weilige FPGA-Schaltung kontrollieren und steuern. Die ebenfalls direk-
te Verbindung zu dem externen Stecker kann genutzt werden um z.B.
Link-Module f

ur einen Datentransfer anzubinden. Bei einer solchen Ver-
bindung ist allerdings darauf zu achten, da das angeschlossene Modul
durch ein HIGH-Signal inaktiv geschaltet wird um z.B. ein Auslesen
w

ahrend der Prozesswechsel zu vermeiden. Die dritte Verbindung be-
steht zwischen dem FPGA-Baustein und dem RAM-Switch. Wie die
Anwendungsanalyse gezeigt hat ist es vor allem f

ur Bildverarbeitungs-
anwendungen von Vorteil wenn diese auf zwei voneinander unabh

angi-
ge RAM-Anbindungen zur

uckgreifen k

onnen. Aus diesem Grund wur-
den f

ur die FPGA-Schaltungen zwei unabh

angige Schnittstellen zu dem
RAM-Switch realisiert.
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Abbildung 6.1: Blockschaltbild des neuen FPGA-Prozessors der ein pre-
emptives Multitasking unterst

utzt.
6.3. MULTITASKINGUNTERST

UTZUNG 193
Der RAM-Switch selbst umfasst auf der einen Seite die beiden Ver-
bindungen zu dem FPGA-Baustein und die direkte Verbindung zu dem
PCI-Interfacebaustein. Auf der anderen Seite sind insgesamt acht un-
abh

angige RAM-Bausteine angeschlossen. Durch die Funktionalit

at des
RAM-Switchs, die im folgenden Abschnitt n

aher erl

autert ist, wird ei-
ne Sicherung des RAM-Inhalts

uber den PCI-Bus

uber

ussig und ein
Ausf

uhren der Anwendungen nach dem Konzept des speicherbasierten
Datentransfer wird erm

oglicht.
Die vierte Komponente auf dem neuen FPGA-Koprozessor

uber-
nimmt die gesamte Steuerung der einzelnen Komponenten, die Erzeu-
gung der Taktsignale und realisiert eine eektive Anbindung der Kon-
gurationsschnittstelle an den PCI-Bus. Gesteuert wird neben der Takt-
erzeugung vor allem der Zustand des RAM-Switchs. Die Takterzeugung
und die Anbindung der Kongurationsschnittstelle wird ebenfalls detail-
liert in den folgenden Abschnitten erl

autert.
6.3 Multitaskingunterst

utzung
Wie schon erw

ahnt ist der neu konzipierte FPGA-Koprozessor vor allem
auf den Betrieb mit einem preemptiven Multitasking Betriebssystem ab-
gestimmt und minimiert die Zeit, die f

ur einen Prozesswechel ben

otigt
wird. Dies wird erreicht durch die zuvor beschriebenen Konzepte und
deren spezielle Umsetzung auf dem FPGA-Koprozessor. Neben mehre-
ren kleineren Verbesserungen, wie z.B. den Einsatz eines schnellen PCI-
Interfacebausteins, wird die Multitaskingunterst

utzung mit der schnel-
len Prozesswechelzeit vor allem durch die Realisierung der folgenden drei
Bereiche erreicht: Takterzeugung, Kongurations- und Readbackschnitt-
stelle und die Realisierung des RAM-Switchs. Im nachfolgenden werden
die einzelnen Umsetzungen im Detail erl

autert und in ihrer Funktions-
weise erkl

art.
6.3.1 Takterzeugung
Der Aufbau der Takterzeugung orientiert sich in erster Linie an den
gestellten Anforderungen, die f

ur den Multitaskingbetrieb erf

ullt sein
sollten. Diese Anforderungen sind:
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 Die einzelnen Taktsignale m

ussen synchron und in einem ganz-
zahligen Verh

altnis zueinander arbeiten.
 Das Taktsignal wird mit dem Takt angehalten der mit der niedrig-
sten Frequenz arbeitet. Dies ist der Basistakt.
 Die Taktfrequenz mu

uber einen groen Bereich einstellbar sein.
 Das Taktsignal f

ur die Kongurationsschnittstelle mu permanent
verf

ugbar sein.
Aufgrund der letzten Anforderung an das Taktsignal, das f

ur den
Readback und die Konguration des Bausteins notwendig ist, wird so-
wohl das Taktsignal f

ur die Kongurationsschnittstelle als auch das Takt-
signal f

ur den lokalen Bus des PCI-Interfacebausteins mit einer perma-
nenten und nicht ver

anderbaren Frequenz realisiert. Die Frequenz be-
tr

agt 40MHz f

ur die Kongurationsschnittstelle und 33MHz f

ur den lo-
kalen Bus.
Die anderen Taktfrequenzen, die zum Betreiben der FPGA-Schalt-
ungen verwendet werden, m

ussen

uber einen weiten Bereich exibel
einstellbar sein. Diese hohe Flexibilit

at ist notwendig, da jede einzel-
ne Schaltung aufgrund ihres spezischen internen Timingverhaltens ei-
ne maximale Taktfrequenz besitzt. Aus diesem Grund werden f

ur die
Erzeugung dieser Taktsignale einstellbare Taktgeneratoren eingesetzt,
die durch eine entsprechende Programmierung die Ausgangsfrequenz
einstellen k

onnen. Der eingesetzte Baustein ICS525-01 [Cyp] von Cy-
press verf

ugt

uber einen sehr groen Frequenzbereich von 1MHz bis
160Mhz und kann

uber ein 'Power-Down' Pin seine Ausgangsfrequenz
abschalten, um die FPGA-Schaltung anzuhalten. Die Reaktionszeit be-
tr

agt beim Abschalten 50ns und beim Wiedereinschalten bis zu 10ms.
Aufgrund dieser langen Reaktionszeiten dieses 'Power-Down' Eingangs
w

are ein sicheres Abschalten nur bis zu einer maximalen Frequenz von
16MHz
3
m

oglich. Bedingt durch diese Einschr

ankung wird auf dem neu-
en FPGA-Koprozessor eine Taktabschaltung mit sogenannten Quick-
Switchs durchgef

uhrt. Diese Quick-Switch Bausteine erm

oglichen ein
3
Die minimale Zeit zum Abschalten errechnet sich aus 50ns Reaktionszeit des
Taktgenerators zuz

uglich 10ns Verz

ogerungszeit durch die Taktsteuerungslogik.
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Abschalten des Taktes in nur 4ns bei einer Taktdurchlaufverz

ogerung
von nur 250ps. Die gesamte Schaltung mit den drei realisierten Takt-
generatoren ist in der Abbildung 6.2 dargestellt. Die maximale Takt-
Taktgenerator 1
Taktgenerator 2
Taktgenerator 3
Takt-Steuerung
FPGA,
externe 
Stecker,
RAM
Stop-Signal
Abbildung 6.2: Schaltung zum Abschalten des Taktsignals mittels Quick-
Switches.
frequenz zum sicheren Abschalten ergibt sich bei dieser Schaltung aus
den Verz

ogerungen des Quick-Switches und der Taktsteuerungslogik und
betr

agt 70MHz. Diese maximale Taktfrequenz ist ausreichend, da die
zu erwartende maximale Taktfrequenz der FPGA-Schaltung zwischen
40MHz und 60MHz liegt.
Eingeleitet wird die Taktabschaltung durch ein Zugri des Betriebs-
systems auf ein Kontrollregister. Das Signal dieses Registers und die Si-
gnalisierung der FPGA-Schaltung bestimmen das Stop-Signal, denn der
Takt darf nur abgeschaltet werden wenn kein externer Zugri der FPGA-
Schaltung durchgef

uhrt wird. Sobald das Stop-Signal das Anhalten der
Takte anzeigt und die Taktsignale in einem Zustand sind, die ein sicheres
Abschalten erm

oglichen, werden alle Taktsignale an dem Quick-Switch
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auf ein LOW-Signal umgeschaltet und das Taktsignal dadurch angehal-
ten. Das erneute Anschalten der Taktsignale beginnt mit der Freigabe
des Stop-Signal durch das Betriebssystem. Dies bewirkt, da abh

angig
von dem Zustand der Taktsignale die Quick-Switches erneut umgeschal-
tet werden und somit das Taktsignal wieder am FPGA-Baustein anliegt.
Dieses kontrollierte An- bzw. Abschalten ist notwendig, um das System
deniert abzuschalten um danach wieder mit den gleichen Takt und den
gleichen Taktverh

altnissen zu starten.
Die Anforderung nach der Synchronit

at der einzelnen Taktsigna-
le wird durch die gemeinsame Taktung der drei Taktgeneratoren mit
dem gleichen Referenztakt gew

ahrleistet. F

ur die Einstellung der ent-
sprechenden ganzzahligen Taktverh

altnisse, die f

ur das sichere Anhalten
der FPGA-Schaltung gefordert werden, ist das FPGA-Betriebssystem
verantwortlich, indem die einzelnen Taktgeneratoren entsprechend ein-
gestellt werden.
Somit erf

ullt das realisierte Taktsystem die Anforderungen, die f

ur
den preemptiven Multitaskingbetrieb gefordert werden und erm

oglicht
eine einfache und sichere Abschaltung der Taktfrequenzen bis zu einer
Frequenz von 70MHz. Zudem wird durch die Umsetzung auf dem FPGA-
Koprozessor die Anwendungsentwicklung vereinfacht, da keine zus

atzli-
che Logik zum 'Einfrieren' der FPGA-Schaltung integriert werden mu
bzw. keine Einschr

ankungen mehr bez

uglich der verwendbaren Elemente
bestehen.
6.3.2 Kongurationsschnittstelle
Die Anbindung des Host-Prozessors an die Kongurationsschnittstelle
des FPGA-Bausteins ist bestimmend f

ur die gesamte Prozesswechelszeit
des FPGA-Betriebssystems. Die Prozesswechselzeit selbst besteht neben
der Sicherung und Rekonstruktion des RAM-Inhalts im wesentlichen aus
der ben

otigten Zeit f

ur den Readback, die Rekonstruktion und die Kon-
guration des FPGA-Bausteins. Eine minimale Prozesswechselzeit wird
somit erreicht, indem die notwendigen Zeiten f

ur die Konguration und
den Readback durch eine optimale Anbindung minimiert werden.
Aus den Erkenntnissen mit dem Client-Server Betriebssystem erge-
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ben sich vier Punkte, die zu einer optimalen Realisierung der gesamten
Anbindung des FPGA-Betriebssystems an den verwendeten FPGA-Bau-
stein auf dem FPGA-Koprozessor umgesetzt werden.
FPGA Bausteinwahl: Grundvoraussetzung f

ur eine schnelle Kongu-
ration und einen schnellen Readback ist der Einsatz eines FPGA-
Bausteins, der

uber eine schnelle parallele Kongurationsschnitt-
stelle verf

ugt. Ausgew

ahlt wurde daher die Virtex Baustein Familie
von Xilinx. Diese Bausteine besitzen eine 8Bit breite Schnittstel-
le die mit 50MHz betrieben werden kann und geh

oren daher zu
dem FPGA-Bausteinen mit der derzeit schnellsten Kongurations-
schittstelle (siehe auch Tabelle 3.2 auf Seite 78).
Schnittstellenwahl: Zu einer optimalen Anbindung geh

ort auch die ef-
fektive Ausnutzung aller an der Anbindung beteiligten Komponen-
ten. Dazu geh

ort im Falle der Konguration und des Readbacks die
Kongurationsschnittstelle des FPGA-Bausteins, der PCI-Inter-
facebaustein und die Daten

ubertragung

uber den PCI-Bus.
Die minimale Kongurationszeit wird bestimmt durch die Kon-
gurationsschnittstelle des FPGA-Bausteins. Bei dem eingesetzten
Virtex XV300, der

uber 214kByte Kongurationsdaten verf

ugt,
betr

agt die theoretische Kongurationszeit 4,4ms. Aufgrund der
Taktrate des PCI-Busses von nur 33MHz w

urde bei einer byteori-
entierten

Ubertragung die minimale Kongurationszeit auf 6,6ms
steigen. Zus

atzlich zu der Verl

angerung der Kongurationszeit w

ur-
den bei dieser L

osung auch 642kByte nicht genutzte Daten zus

atz-
lich

ubertragen, die die Gesamtlast auf dem PCI-Bus anheben
und andere PCI-

Ubertragungen beeinussen. Daher werden zur
Vermeidung dieser l

angeren Kongurationszeit jeweils vier Kon-
gurationsdatenworte in einem 32Bit PCI Zugri

ubertragen. Die-
ses 32Bit Datenword wird nachfolgend entweder durch den PCI-
Interfacebaustein oder durch eine andere zwischengeschaltete Lo-
gik auf vier 8Bit Datenworte umgesetzt und an die Kongurations-
schnittstelle angelegt.
Eine solche

Ubertragung der Daten, die ebenfalls f

ur den Read-
back eingesetzt werden, erm

oglichen die optimale Ausnutzung der
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verf

ugbaren Komponenten und tragen somit zu der minimierten
Prozesswechselzeit bei.

Ubertragungsmode: Wie die Messungen an dem FPGA-Koprozessor
microEnable II gezeigt haben, wird selbst bei Anwendung der zu-
vor beschriebenen

Ubertragung der Kongurationsdaten die mi-
nimale Kongurationszeit nicht erreicht. Die auf der microEna-
ble II gemessene Kongurationszeit von 12ms liegt dabei um rund
50% h

oher als die theoretische errechnete Zeit von 7,96ms
4
. Die-
se rund 50% l

angere Kongurationszeit entsteht zum einen durch
den Overhead der DMA-

Ubertragung und zum anderen durch die
kleinen Datenbursts bei der

Ubertragung auf dem PCI-Bus.
Zur eektiven

Ubertragung des Kongurationsdatenstroms wird
die DMA-

Ubertragung gew

ahlt. Bei jeder DMA-

Ubertragung wer-
den die Daten zuerst im Speicher vorbereitet und danach wird die
DMA-Steuereinheit eingestellt. Die Zeit f

ur diese Vorbereitungen
wird als Overhead bezeichnet und betr

agt 0.3ms. Zu erkennen ist
dies auch in den beiden Abbildungen 5.11 und 5.12.
Der gr

oere Zeitverlust bei der Konguration entsteht jedoch durch
kurze Datenbursts auf dem PCI-Bus, die aufgrund einer unter-
schiedlichen Dateneingangs- und Datenausgangsrate entstehen. In
Fall des FPGA-Koprozessors microEnable II werden 32Bit Daten-
worte mit einer Taktfrequenz von 33MHz von PCI-Bus in den PCI-
Interfacebaustein geschrieben und 8Bit Datenworte mit 40MHz
an den FPGA-Baustein weitergegeben. F

ur die Zwischenspeicher-
ung im PCI-Interfacebaustein steht ein 16 Wort tiefes FIFO zur
Verf

ugung, das nach20 PCI-Zugrien gef

ullt ist. Der Burstzugri
auf dem PCI-Bus wird daraufhin abgebrochen und der Bus wird
f

ur andere

Ubertragungen freigegeben. Beim Erreichen einer unte-
ren F

ullgrenze fordert der PCI-Interfacebaustein den Bus erneut
an, um einen weiteren Burst von 20 Zugrien durchzuf

uhren.
Die Auswirkung dieser kurzen Burstzugrie zeigt sich bei einem
direkten Vergleich der

Ubertragungszeiten. Die

Ubertragung der
4
Der eingesetzte FPGA-Baustein XV400 verf

ugt

uber eine Kongurationsbitstrom
von 311KByte. Bei einer Ansteuerung mit 40MHz ergibt sich die oben genannte Zeit.
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311kByte Kongurationsdaten zur Konguration des FPGA-Bau-
steins XV400 ben

otigt 12ms, wobei eine reine

Ubertragung der
Daten zum Interfacebaustein nur 4ms ben

otigen.
Aufgrund dieser Messungen und Erkenntnisse ist es notwendig bei
der

Ubertragung der Kongurationsdaten darauf zu achten, da
diese

uber die Kapazit

aten des PCI-Interfacebausteins hinaus zwi-
schengespeichert werden. Durch eine solche Zwischenspeicherung
kann garantiert werden, da der Kongurationsdatenstrom ohne
Unterbrechungen geladen werden kann und somit eine minimale
Kongurationzeiten erreicht wird. Zus

atzlich wird auch der PCI-
Bus eektiver genutzt, da gr

oere Datenbursts

ubertragen werden.
Softwareoptimierung: Eine weitere M

oglichkeit, die Prozesswechel-
zeit zu verringern besteht innerhalb der FPGA-Bibliotheksfunk-
tionen, die die Kongurations- bzw. den Readbackfunktionen um-
setzen. Bei jeder

Ubertragung der Kongurationdaten m

ussen die
einzelnen Speicherpages im Speicher gehalten werden, damit sie
z.B. mit einem DMA-Transfer ausgelesen werden k

onnen. Das Ein-
lagern und Halten dieser Speicherpages wird im Rahmen der Vor-
bereitungen des DMA-Transfers durchgef

uhrt und nach Beendi-
gung des Transfers werden die Speicherpages von der Funktion
wieder freigegeben.
Aufgrund der H

augkeit in der dieser Speicher genutzt wird und
die weitere zu erwartende Minimierung der Prozesswechselzeit wer-
den die Speicherpages schon beim Anlegen im Speicher so gekenn-
zeichnet, da sie permament verf

ugbar sind und nicht vom Host-
Betriebssystem ausgelagert werden k

onnen.
Alle zuvor ausf

uhrlich beschrieben Punkte zur Verbesserung der Pro-
zesswechselzeit wurden auf dem neuen FPGA-Koprozessor realisiert. Als
Prozessorelement des FPGA-Koprozessor kommt der beschriebene Vir-
tex XV300 FPGA-Baustein von Xilinx zum Einsatz. Die Anbindung
der Kongurationsschnittstelle dieses Bausteins an den PCI-Bus erfolgt

uber einen schnellen PCI-Interfacebaustein und ein spezielles FIFO, das
die Zwischenspeicherung der Kongurationsdaten und gleichzeitig auch
die Umsetzung der 32Bit breiten PCI-Datenworte auf vier 8Bit breite
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Datenworte durchf

uhrt. Die gesamte Anbindung mit den zum Einsatz
kommenden Komponenten ist in Abbildung 6.3 noch einmal graphisch
dargestellt.
PCI
Interface
BausteinP
CI
-B
us FPGA
Baustein
Virtex XV300FIFO
Kontroll-Logik
32Bit 8Bit
Abbildung 6.3: Anbindung der Kongurationsschnittstelle des FPGA-
Bausteins an den PCI-Bus. Das zwischengeschaltete FIFO speichert die
Daten und wandelt die 32Bit Datenw

orter in vier aufeinanderfolgende
8Bit Datenw

orter um.
Die Gr

oe des Kongurations- und des Readbackbitstroms des einge-
setzten FPGA-Baustein XV300 umfasst insgesamt 214kByte die

uber die
8Bit breite Kongurationsschnittstelle geladen und zur

uckgelesen wer-
den. Wie in der Abbildung zu erkennen ist, arbeitet die Verbindung zwi-
schen dem FIFO und dem FPGA-Bausteins unabh

angig von dem PCI-
Bus und wird nur durch die Kontroll-Logik gesteuert. Getaktet wird diese
Verbindung mit einem eigenen Takt der derzeit mit 40MHz arbeitet. Un-
ter der Voraussetzung, da das FIFO die gesamten Daten gespeichert hat
ergibt sich bei 40MHz eine theoretische Kongurationszeit von 5,5ms.
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Das FIFO, das von dem PCI-Interfacebaustein mit 32Bit Daten-
w

ortern gef

ullt wird, kann insgesamt 1024 Datenworte zwischenspei-
chern. Die Daten werden mit einer Taktrate von 33MHz geschrieben, so
da die gesamte PCI-Datenrate erreicht werden kann. Bei dem gegebe-
nen Taktverh

altniss k

onnen somit bis zu 1377 Datenworte (5,5kByte)
in einem Burst

uber den PCI-Bus

ubertragen werden. Der PCI-Zugri
wird unterbrochen, sobald das FIFO bis auf 64 Werte gef

ullt ist und wie-
deraufgenommen wenn weniger als 64 Worte in FIFO gespeichert sind.
Durch diesen vergleichsweise tiefen Speicher wird ein unterbrechungs-
freier Kongurationsdatenstrom gew

ahrleistet, auch wenn der PCI-Bus
gerade eine andere

Ubertragung durchf

uhrt. Die maximale Puerzeit be-
tr

agt 6.4s.
Aus Sicht des FPGA-Betriebssystems erh

oht sich die Zeit z.B. f

ur die
Konguration noch durch den Overhead der DMA-

Ubertragung und die
Kontrollzugrie zur

Uberpr

ufung der korrekten Konguration des Bau-
steins. Insgesamt ist dieser notwendige Overhead auf das Mindestma
beschr

ankt und beeinut die Gesamtzeit nur minimal. Durchgef

uhrte
Messungen mit dem System und den Funktionen sind in Abschnitt 6.4
beschrieben.
6.3.3 RAM-Switch
Das dritte Konzept, das auf dem neuen FPGA-Koprozessor realisiert
wurde, ist der RAM-Switch, der die Prozesswechselzeit auf ein absolutes
Minimum reduziert. Diese Reduktion ist zur

uckzuf

uhren auf zwei Eigen-
schaften die der RAM-Switch umsetzt: Die direkte Verbindung des PCI-
Busses mit den einzelnen RAM-B

anken und ein anwendungsabh

angiges
Verbinden bzw. Abtrennen der einzelnen RAM-B

anke durch den RAM-
Switch.
Die direkte Verbindung des PCI-Busses mit den RAM-B

anken erm

og-
licht dem Host-Prozessor ein Auslesen der Daten, ohne das Kongurie-
ren des FPGA-Bausteins. Dadurch wird eine direkten Sicherung und
Rekonstruktion der Daten aus dem RAM m

oglich. Die direkte Verbin-
dung kann dar

uberhinaus noch eektiver genutzt werden, da aufgrund
des RAM-Switchs ein direkter Zugri auf die von der FPGA-Schaltung
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nicht genutzen RAM-B

anke erm

oglicht wird. Diese parallele Nutzung der

Ubertragungswege wird von dem neuen speicherbasierten Ausf

uhrungs-
modell genutzt und beschleunigt zus

atzlich die gesamte Anwendungs-
ausf

uhrung.
Im Gegensatz zu der parallelen Nutzung der Datenpfade wirkt sich
die zweite Eigenschaft des RAM-Switchs direkt auf die Prozesswechel-
zeit aus. Durch ein Zuweisen der einzelnen RAM-B

anken zu den An-
wendungen, die auf dem FPGA-Koprozessor verarbeitet werden, ist die
aufwendige Sicherung und Rekonstruktion der RAM-Inhalte nicht mehr
notwendig. Die RAM-B

anke werden bei einem Prozesswechel durch den
RAM-Switch von der entsprechenden RAM-Schnittstelle elektrisch ab-
getrennt und erst wieder bei der erneuten Ausf

uhrung der Anwendung
angeschlossen. W

ahrend der Ausf

uhrung der anderen Anwendungen ist
die RAM-Bank deaktiviert und der entsprechende Inhalt wird nicht
ver

andert. Die Prozesswechselzeit verringert sich somit um 33ms,
5
da
eine Sicherung und Rekonstruktion des Inhalts nicht mehr notwendig ist.
In der nachfolgenden Abbildung 6.4 ist der Aufbau des RAM-Switchs
dargestellt. F

ur den Zugri auf die RAM-B

anke verf

ugt der Baustein

uber drei Schnittstellen die jeweils mit einem eigenen Bus innerhalb
des RAM-Switchs verbunden sind. Eine Schnittstelle ist verbunden mit
dem PCI-Interfacebaustein um einen direkten und parallel arbeitenden
Zugri des Host-Prozessors auf die RAM-B

anke zu erm

oglichen. Die
anderen beiden Schnittstellen verbinden die FPGA-Schaltung mit den
ausgew

ahlten RAM-B

anken und arbeiten unabh

angig voneinander. Die
elektrische Verbindung der einzelnen RAM-B

anke werden

uber soge-
nannte 'Bidirektionale Multiplexer' hergestellt. Diese programmierbaren
Multiplexer verbinden die Steuer-, Address- und Datenleitungen des aus-
gew

ahlten Busses mit dem eigentlichen RAM-Baustein und erm

oglichen
somit ein dynamisches Wechseln der RAM-B

anke abh

angig von der je-
weils zu verarbeitenden Anwendung. Aufgrund des lesenden wie auch
schreibenden Zugris auf die RAM-B

anke sind die Multiplexer f

ur einen
bidirektionalen Datenaustausch auszulegen. Gesteuert werden die Mul-
tiplexer durch ein Steuerelement, das entsprechend der Situation und
5
Ausgehend von einer PCI-Datentransferrate von 120MByte/s und einem Spei-
cherumfang von insgesamt 2MByte.
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Abbildung 6.4: Aufbau und Architektur des RAM-Switchs.
der zu verarbeitenden Anwendung die RAM-B

anke entweder mit den
FPGA-Schnittstellen oder mit der PCI-Schnittstelle verbindet oder die
RAM-Bank abtrennt und dadurch inaktiv schaltet.
Bez

uglich der Realisierung des RAM-Switchs und der Auswahl der
RAM-Bausteine sind bestimmte Randbedingungen und Anforderungen
einzuhalten, um zum einen die Prozesswechselzeit durch ein Wechsel des
RAM-Switchs nicht unn

otig zu verl

angern und zum anderen um eine
f

ur die FPGA-Schaltung optimale Anbindung bereitzustellen. Diese An-
forderungen betreen folgende Punkte: Maximale Taktfrequenz, direk-
ter Zugri auf die RAM-Bank, schnelle Programmierbarkeit des RAM-
Switchs und die Flexilit

at durch den Switch.
Maximale Taktfrequenz: Die Analyse verschiedener FPGA-Schalt-
ungen und Anwendungen hat gezeigt, da viele Anwendungen auf-
grund der Speicherbandbeite in ihrer Beschleunigung begrenzt sind.
Durch eine Verdoppelung der Speicherbandbreite, die z.B. bei der
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Bildverarbeitung eingesetzt wird, kann die Anwendung einfach um
einen weiteren Faktor 2 beschleunigt werden.
Diese Doppeltaktung soll auch auf dem neuen FPGA-Koprozessor
erm

oglicht werden. Somit ergibt sich f

ur den RAM-Switch eine
maximale Arbeitsfrequenz von 100MHz bei den zu erwartenden
Taktfrequenzen zwischen 40MHz und 60MHz. Diese Anforderung
sollte sowohl durch das Timing innerhalb des RAM-Switchs, als
auch durch die an den RAM-Switch angeschlossenen Bausteine wie
der FPGA-Baustein und die RAM-Bausteine selbst erf

ullt sein.
Direkter Zugri: Unabh

angig von der Taktrate ist auch der direkte
Zugri auf das RAM f

ur einen maximalen Datentransfer entschei-
dend. Viele Anwendungen, z.B. aus der Datenkompression oder der
Bildverarbeitung, arbeiten in einem sogenannten 'Read-Modify-
Write' Zyklus der ein Datenwort von Speicher liest, das Datenwort
ver

andert und es sofort danach wieder abspeichert.
Zum Erreichen des maximalen Datendurchsatzes bei diesem Verar-
beitungszyklus in speziellen, aber auch bei der Datenverarbeitung
im allgemeinen ist bei der Realisierung des RAM-Switchs und der
Auswahl der RAM-Bausteine darauf zu achten, da keine zus

atz-
lichen Waitstates entstehen die diesen Datendurchsatz mindern.
Kurze Programmierzeit: Aufgrund der Tatsache, da der RAM-
Switch nach dem Zur

ucklesen des FPGA-Schaltungszustands, aber
vor der erneuten Konguration der nachfolgenden FPGA-Schaltung
durchzuf

uhren ist, mu die dazu notwendige Zeit mit zu der Pro-
zesswechselzeit hinzugez

ahlt werden. Somit ist ein schnelles Um-
schalten des RAM-Switchs notwendig damit das Ziel einer mini-
malen Prozesswechselzeit erreicht bleibt.
Flexibilit

at: Neben den Anforderungen, die einen direkten Einu auf
die Leistungsf

ahigkeit des RAM-Switchs und die Prozesswechelzeit
haben, erweitert die Forderung nach einer hohen Flexibilit

at die
Einsatzm

oglichkeiten des neuen FPGA-Koprozessors.
Die Verwendung einer RAM-Bank aus zwei unabh

angigen Anwen-
dungen oder FPGA-Schaltungen heraus soll auch auf der Ebene
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der Hardware einen einfachen Datenaustausch nach dem Vorbild
des 'Shared Memory' erm

oglichen. Zus

atzlich soll eine exible Zu-
sammenschaltung von mehreren RAM-B

anken an eine Schnittstel-
le erm

oglicht werden, um den zum Teil sehr unterschiedlichen An-
wendungsanforderungen nachzukommen.
F

ur die Realisierung des RAM-Switchs stehen drei unterschiedliche
Basiskomponenten zur Auswahl, die unter Ber

ucksichtigung der gestell-
ten Anforderungen entsprechend bewertet werden k

onnen. Im einzelnen
werden zur Umsetzung des RAM-Switchs programmierbare Logikbau-
steine, programmierbare Verbindungsbausteine und Busschalter (Quick-
Switches) untersucht.
6.3.3.1 Complex Programmable Logic Devices (CPLDs)
Die CPLD-Bausteine sind wie die FPGA-Bausteine frei programmierbar
aber speichern ihre Konguration fest ab. Im Rahmen des RAM-Switchs
wird die Funktionalit

at der 'bidirektionalen Multiplexer' innerhalb der
CPLD-Bausteine umgesetzt und entsprechend an die drei Busse und die
acht RAM-Bausteine angeschlossen.
Die Untersuchung der Signalverz

ogerungszeit durch den CPLD-Bau-
stein gibt Aufschlu

uber die maximal erreichbare Taktfrequenz und

uber
den zu erreichenden Durchsatz. Die Signallaufzeiten betragen bei mo-
dernen CPLDs 6ns (Xilinx XC95288XL-6). Zusammen mit den 6ns Aus-
gangsverz

ogerung des Virtex FPGAs (XV300-4) und den 2ns Setup Zeit
des RAM-Bausteins (IDT71V547) ergibt sich eine minimale Zugriszeit
von 14ns und daraus resultierend eine maximale Frequenz von 70MHz.
Durch das Einf

ugen einer weiteren Registerstufe innerhalb des CPLDs
kann diese maximale Frequenz zwar auf die geforderten 100MHz erh

oht
werden, aber durch diese Registerstufe wird auch ein direkter Zugri un-
terbunden was den gesamten Datendurchsatz verringern kann. Zus

atzlich
ist anzumerken, da ein CPLD-Baustein den bidirektionalen Datenbus
nur durch Abschalten der Ausgangstreiber realisieren kann. Die Verz

oge-
rung dieser Ausgangstreiber betr

agt bei dem gew

ahlten CPLD 8ns und
reduziert die maximal erreichbare Frequenz ohne Register auf 62MHz.
Die Zeit die zur Konguration der CPLD-Bausteine ben

otigt wird, liegt
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f

ur den ausgew

ahlten Baustein XC95288XL-6 bei mehr als einer Mi-
nute und macht ein dynamisches Umkongurieren des Bausteins daher
unm

oglich. Die Funktionalit

at des Multiplexers wird durch den CPLD
bereitgestellt und

uber individuelle Steuerleitungen werden die Multi-
plexer einzeln angesprochen. Dies erm

oglicht ein Umschalten des RAM-
Switchs innerhalb von 10s.
Ein drittes Kriterium, das zur Bewertung herangezogen wird, ist die
Auslastung des Bausteins. Die interne Logik des CPLDs ist in der nach-
folgenden Abbildung 6.5 vereinfacht dargestellt. Insgesamt verf

ugt je-
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Abbildung 6.5: Interner Aufbau des Xilinx XC95288 CPLDs. Die Abbil-
dung zeigt den vereinfachten internen Aufbau einer Macrozelle.
de Macrozelle

uber f

unf Produktterme mit jeweils 54 Eing

angen. Die 5
Produktterme werden ODER verkn

upft und entweder in einem Register
zwischengespeichert oder direkt als kombinatorisches Signal ausgegeben.
Bei der Abbildung des Multiplexers werden f

ur eine Signalleitung nur
sechs der 54 Eing

ange ben

otigt die in drei Produkttermen zusammen-
gefat werden und aufgrund der direkten Anbindung direkt ausgegeben
werden. Diese Verschaltung der internen Zellen f

uhrt zu einer nur mini-
malen Auslastung der Bausteine die bei unter 20% liegt.
Insgesamt sind aufgrund der sehr hohen Anzahl an zu verbindenden
Pins 18 CPLD-Bausteine mit jeweils 117 Pins notwendig um die gesam-
te Funktionalit

at des RAM-Switchs umzusetzen.
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6.3.3.2 Field Programmable Interconnects (FPICs)
FPIC-Bausteine werden eingesetzt, um dynamisch ver

anderbare Signal-
oder Busverschaltungen zu realisieren. Sie basierend wie die FPGA-
Bausteine auf einem statischen RAM und sind dadurch frei rekon-
gurierbar. Die interne Switch-Matrix erm

oglicht sowohl ein 1-zu-1 als
auch eine N-zu-N Verbindung in verschiedenen Busbreiten und mit fest
denierten Verz

ogerungszeiten. Dargestellt ist das Blockschaltbild eines
FPIC-Bausteins in der nachfolgenden Abbildung 6.6.
Prog. I/O Buffer
Prog. I/O Buffer
Prog. I/O Buffer
Prog. I/O Buffer
Switch Matrix
I/O Control Switch Control
Abbildung 6.6: Vereinfachtes Blockdiagram des Field Programmable In-
terconnects von ICube.
Die Signalverz

ogerung des FPIC-Baustein ist fest deniert und f

ur al-
le Bussignale identisch. Sie betr

agt f

ur den untersuchten FPIC-Baustein
der Firma ICube (IQ160-100) 10ns. Zusammen mit den 6ns Ausgangs-
verz

ogerung des FPGA-Bausteins und der 2ns Setup Zeit des RAMs er-
gibt sich f

ur die direkte Ansteuerung des RAMs eine maximale Frequenz
von 55MHz.Wie auch bei der CPLD L

osung kann die Frequenz durch das
Zwischenschalten einer Registerstufe verbessert werden, wodurch sich
aber der gesamte Datendurchsatz vermindert. Ein 'Read-Modify-Write'
Zyklus verl

angert sich durch zus

atzlich Waitstates von drei auf f

unf Tak-
te.
Zur Realisierung des bidirektionalen Multiplexers, der den Datenbus mit
dem RAM verbindet, kann der FPIC in dem sogenannten Bus-Repeater
Mode geschaltet werden. In diesem Mode sind die I/O Buer als Ver-
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bindung geschaltet, die ein am Eingang getriebenes Signal erkennen und
es in die Switch-Matrix weiterleiten. Bei einem Betrieb in dem Bus-
Repeater Mode sind somit weitere Steuersignale, die die

Ubertragungs-
richtung angeben, nicht notwendig. Die folgende Abbildung 6.7 zeigt eine
solche Bus-Repeater Verbindung im FPIC-Baustein.
Pin A Pin B
I/O Buffer
(Bus-Repeater)
I/O Buffer
(Bus-Repeater)
Switch Matrix
Verbindung
Abbildung 6.7: Bus-Repeater Verbindung innerhalb eines FPIC-
Bausteins von ICube.
Die gesamte Signalverz

ogerung durch den FPIC betr

agt auch bei An-
wendung der Bus-Repeater Modes 10ns.
Aufgrund von fehlenden logischen Elementen in dem FPIC k

onnen die
einzelnen Verbindungen nur durch ein Umkongurieren der Switch-Ma-
trix erfolgen. Zum Kongurieren dieser Matrix stehen am FPIC-Baustein
zwei unabh

angige Schnittstellen zur Verf

ugung. Zum einen ist das ei-
ne JTAG Schnittstelle

uber die der gesamten Baustein innerhalb von
2ms konguriert werden kann und zum anderen eine schnelle paralle-
le Schnittstelle. Sie erm

oglicht das Ver

andern einzelner Verbindungen
innerhalb der Switch-Matrix so wie es f

ur die Funktionalit

at des bidirek-
tionale Multiplexers ben

otigt wird. Die Ver

anderung erfordert pro RAM-
Baustein 500 Zugrie, die bedingt durch die PCI-Schnittstelle inner-
halb von 16s ausgef

uhrt werden k

onnen. F

ur die Realisierung des ge-
samten RAM-Switchs werden 13 FPIC-Bausteine (IQ160-100) ben

otigt,
die den gesamten RAM-Switch innerhalb von nur 200s umkongurieren
k

onnen.
6.3.3.3 Quick-Switches
Die dritte Basiskomponente, die zur Realisierung des RAM-Switchs un-
tersucht wurde, sind Busschalter oder Quick-Switches. Dabei handelt es
6.3. MULTITASKINGUNTERST

UTZUNG 209
sich um schaltbare Elemente, die je nach anliegenden Steuersignalen eine
elektrische Verbindung erstellen.
Der interne Aufbau der Quick-Switches ist in der Abbildung 6.8 dar-
gestellt. Wie in der Abbildung zu erkennen ist, werden die einzelnen Ver-
InPort1[0]
InPort2[0]
InPort3[0]
OutPort[0]
InPort1[1]
InPort2[1]
InPort3[1]
OutPort[1]
Steuer LogikSteuersignale
Abbildung 6.8: Interner Aufbau eines Quick-Switch Bausteins.
bindungen zwischen den drei unabh

angigen 'Eingangs'-Ports und dem
'Ausgangs'-Port durch Feld-Eekt Transistoren (FET) hergestellt.

Uber
drei Steuerleitungen wird ein entsprechendes Gatesignal am FET er-
zeugt, so da entweder eine Verbindung zu Port1, Port2 oder Port3 her-
gestellt wird oder alle drei 'Eingangs'-Ports von dem 'Ausgangs'-Port
abtrennt sind. Der durch die Verbindung enstehende Widerstand be-
tr

agt maximal 12
 und kann bei den hohen Eingangsimpedanzen der
aktiven Bausteine vernachl

assigt werden.
Die Signale von dem Bus werden beim Einsatz der Quick-Switches
nur minimal verz

ogert, da nur eine direkte Verbindung zwischen zwei
Ports erstellt wird. Die angegebene und gemessene Verz

ogerungszeit be-
tr

agt daher nur 250ps. Bedingt durch diese minimale Signalverz

ogerung
ist somit ein Betrieb des RAM-Switchs und der RAM-Bausteine mit
den geforderten 100MHz kein Problem, da die gesamte Verz

ogerung nur
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8ns betr

agt. Dar

uberhinaus werden trotz zwischengeschaltetem RAM-
Switch die RAMs direkt angesprochen und k

onnen somit bei allen Zu-
grisarten mit dem vollen Datendurchsatz betrieben werden.
Die Quick-Switch Bausteine sind durch ihren internen Aufbau auch f

ur
den bidirektionalen Datenaustausch geeignet, da sie nicht aktive als Si-
gnalverst

arker oder Treiber agieren.
Das Umschalten der einzelnen Verbindungen wird durch eine

Anderung
der Steuerleitungen gesteuert. Die Quick-Switch Bausteine selbst ben

oti-
gen nur 5ns um eine Verbindung aufzubauen oder zu trennen. Dazu
kommt noch die

Ubertragung der neuen, 40Bit umfassenden Steuerinfor-
mation von Betriebssystem zu dem FPGA-Prozessor, so da insgesamt
weniger als 10s ben

otigt werden, um den RAM-Switch umzuschalten.
Der gesamte RAM-Switch umfasst neben den Quick-Switch Baustei-
nen auch die drei Busse, die dynamisch an die einzelnen RAM-Bausteine
angeschlossen werden m

ussen. Zum Verbinden einer RAM-Bank sind
f

unf Quick-Switch Bausteine notwendig, so da insgesamt 40 Quick-
Switch Bausteine eingesetzt werden m

ussen.
Aufgrund der Signalverteilung ist ein Bussignal an jedem bidirek-
tionalen Multiplexer angeschlossen. Im Betrieb ist z.B. eine RAM-Bank

uber den Multiplexer an einen Bus angeschlossen und die anderen sie-
ben Multiplexer sind inaktiv bzw. abgetrennt. Obgleich die Eing

ange
abgetrennt sind, wirken sie weiterhin als eine kapazitive Last, die das
Bussignal verformen k

onnen, so da es nicht mehr korrekt erkannt wird.
Zur Ermittlung der Auswirkungen dieser kapazitiven Last wurden Mes-
sungen durchgef

uhrt. Die Details der Messungen und die Ergebnisse sind
in Anhang A ausf

uhrlich dargestellt. Es konnte gezeigt werden, da bei
der entstehenden kapazitiven Last die Signale zwar verformt werden,
aber trotzdem noch in der vorgegebenen Toleranzgrenze liegen. Die Mes-
sungen wurden dabei bis zu der angeforderten maximalen Frequenz von
100MHz durchgef

uhrt.
6.3.3.4 Zusammenfassung
Wie die Untersuchung und die anschlieende Bewertung der drei Ba-
siskomponenten gezeigt hat, ist die Umsetzung der Funktionalit

at des
bidirektionalen Multiplexers mit allen drei Basiskomponenten m

oglich.
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Dar

uberhinaus werden auch die gestellten Flexibilit

atsanforderungen von
allen drei Modellen erf

ullt.
Die weiteren f

ur die Auswahl wichtigen Anforderungen umfassen die
Zeit die zum Umschalten ben

otigt wird, die maximale Taktfrequenz in-
nerhalb des RAM-Switchs und die Zugrie die keine Waitstates erfor-
dern. Die ermittelten Werte sind in der nachfolgenden Tabelle 6.1 zu-
sammengefat:
Basis- Programmier Maximale Direkter
komponenten Zeit Frequenz Datentransfer
CPLD 10s 62MHz Ja
CPLD (Reg) 10s 100MHz Nein
FPIC 200s 55MHz Ja
FPIC (Reg) 200s 100MHz Nein
QuickSwitch 10s 100MHz Ja
Tabelle 6.1: Zusammenfassung der ermittelten Bewertungskriterien f

ur
die untersuchten Basiskomponenten.
Durch den Einsatz des CPLD-Baustein ist der Aufbau eines RAM-
Switchs m

oglich, der die Verbindungen sehr schnell anlegen und trennen
kann. Dennoch ist der CPLD aufgrund der nicht erreichbaren maxima-
len Taktfrequenz bei einer direkten Verbindung und der Problematik mit
den bidirektionalen Verbindungen nicht zum Aufbau des RAM-Switchs
geeignet. Dar

uberhinaus entsteht durch die niedrige Auslastung der Bau-
steine ein hoher Kostenfaktor.
Die FPIC-Bausteine sind f

ur den Einsatz in dem RAM-Switch kon-
zipiert und verf

ugt

uber einen speziellen Betriebsmode, der ein bidirek-
tionales Verbinden erm

oglicht. Dennoch ist auch der Einsatz dieser Bau-
steine eingeschr

ankt, da durch die Signalverz

ogerung ohne Zwischenspei-
cherung nur eine maximale Frequenz von 55MHz erreicht werden kann.
Desweiteren entsteht durch die, im Vergleich zu den CPLD und Quick-
Switch Bausteinen, lange Umschaltzeit eine zus

atzliche Verz

ogerung bei
der Prozesswechselzeit.
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Die Quick-Switch Bausteine haben gezeigt, das mit ihnen ein RAM-
Switch aufgebaut werden kann, der sehr schnell arbeitet. Dies betrit
sowohl die ben

otigte Umschaltzeit, die nur 10s betr

agt, als auch die
maximale Taktfrequenz von 100MHz mit der direkt auf die RAM-B

anke
zugegrien werden kann. Durch den internen Aufbau der Quick-Switch
Bausteine erfolgt die Realisierung der bidirektionalen Busverbindung di-
rekt durch die Bausteine, wobei eine nahezu 100% Auslastung erreicht
wird.
Aufgrund dieser Ergebnisse der Untersuchung wurde der RAM-Switch
auf dem neuen FPGA-Koprozessormit den Quick Switch Bausteinen rea-
lisiert. Die Abbildung 6.9 illustriert das genaue Verbindungsschema, da
einen einzelnen RAM-Baustein mit den drei Bussen verbindet.
RAM Baustein
IDT 71V547
Adr Data Control ClkEnClk
Vcc
20 36 4
5
Steuer
Signale
PCI-Bus
FPGA-Ram0 Bus
FPGA-Ram1 Bus
Abbildung 6.9: Funktionsschaltbild der Anbindung einer RAM-Bank an
die drei RAM-Switch Busse.
Die Bussignale werden

uber mehrere Quick-Switch Bausteine direkt
mit dem RAM-Baustein verbunden, sobald die Steuerlogik die einzel-
nen Switch Bausteine angesteuert. Die Steuersignale sind synchron zu-
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einander und schalten den Switch zum gleichen Zeitpunkt um. Zus

atz-
lich

ubernimmt die Steuerlogik die

Uberwachung der Steuersignale, die
ein versehentliches Verbinden von mehreren gleichadressierten RAM-
B

anken an einen Bus verhindert. Ausgew

ahlt wird eine RAM-Anbindung

uber f

unf Steuerleitungen, die zum einen die Busverbindung denieren
und zum anderen einen Osetadressierung der einzelnen RAM-B

anke
erm

oglichen. Dieser Adressoset ist notwendig bei der kontrollierten Zu-
sammenschaltung mehrerer RAM-B

anke zu einem groen RAM-Block.
Die Reduzierung der Prozesswechselzeit durch den Einsatz des RAM-
Switchs wird m

oglich, da der RAM-Inhalt einer abgetrennten RAM-
Bank nicht ver

andert wird. Aufgrund der eingesetzten statischen RAM-
Bausteine ist bei einem Abtrennen nur darauf zu achten, dass keine
'Write'-Zugrie auf den RAM-Baustein erfolgen. Erreicht wird dies durch
die Deaktivierung des 'Clock-Enable' Signals, das im inaktiven Zustand
keinen Zugri { weder lesend noch schreibend { auf den Baustein erm

og-
licht. Dieser Eingang wird

uber einen zus

atzlichen 'Pull-Up' Widerstand
inaktiv geschaltet, sobald der RAM-Baustein von einem der drei Busse
abgetrennt ist und garantiert somit, das die gespeicherten Daten nicht
ver

andert werden.
6.3.3.5 RAM-Switch Einstellungen
Neben dem sicheren Abtrennen der einzelnen RAM-B

anke kann der
RAM-Switch auch so konguriert werden, da entweder eine RAM-Bank
von mehreren FPGA-Schaltungen genutzt wird oder das eine FPGA-
Schaltung durch die Schnittstelle auf ein gr

oeres RAM zugreifen kann.
Das Nutzen einer RAM-Bank durch verschiedene Anwendungen ist
eine sehr eektive Daten

ubertragungsart. So kann z.B. bei der Kom-
primierung von Daten zuerst das Histogramm von verschiedenen Da-
tens

atzen erzeugt werden, um dann in einem zweiten Schritt die Da-
tens

atze zu kodieren. Das in dem ersten Schritt erzeugte Histogramm
kann in einem eigenen RAM-Block gespeichert und einfach von beiden
Teilschritten genutzt werden. Im allgemeineren Sinn ist die Verwendung
einer solchen geteilten RAM-Bank mit der 'Pipe'-Operation in Unix ver-
gleichbar, wobei die RAM-Bank zur

Ubergabe der Daten von einer zur
n

achsten Anwendungen genutzt wird.
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Die zweite, sehr n

utzliche Eigenschaft des RAM-Switchs wird durch
die Zusammenschaltung von zwei oder mehr RAM-B

anken erreicht. Die
Schnittstellen zu dem FPGA (RAM 0 und RAM 1) umfassen neben
den Adress- und Steuerleitungen je einen 72Bit breiten Datenbus. So-
mit ist es m

oglich, durch das Zusammenschalten von zwei jeweils 36Bit
breiten RAM-B

anken der FPGA-Schaltung ein 72Bit breites RAM zur
Verf

ugung zu stellen. Die vom RAM-Switch angelegten Verbindungen
schalten jeweils die Adress- und Steuerleitungen an beide RAM-B

anke
an und nur die Datenleitungen werden unterschiedlich verbunden. Durch
die unterschiedliche Osetadressierung ist es ebenfalls m

oglich die Spei-
chertiefe des angeschlossenen RAMs zu vergr

oern.
Diese dynamische RAM-Anpassung, die f

ur alle drei Zugrisschnitt-
stellen umgesetzt ist, wird erst durch den RAM-Switch m

oglich. Dadurch
ist der Entwickler in der Lage f

ur die verschiedensten Anwendungen und
deren jeweilige RAM-Anforderungen die passendste auszuw

ahlen, um
ein Maximum an Leistungsf

ahigkeit zu erreichen. Unter Verwendung al-
ler acht RAM-B

anke mit jeweils bis zu 2MByte Speicherplatz ist aus
Sicht der FPGA-Schaltung ein sehr tiefer Speicher mit maximal 4Mega-
Addressen (1 x 4M x 36Bit) aber auch ein breiter Speicher mit maxi-
mal 144Bit Daten (1 x 1M x 144Bit) einstellbar. Bei der Nutzung aller
RAM-B

anke durch eine FPGA-Schaltung ist der Multitasking Betrieb
eingeschr

ankt, denn aufgrund von einer eventuell entstehenden doppel-
ten Nutzung einer RAM-Bank ist die Sicherung und Rekonstruktion des
RAM-Inhalts notwendig und erh

oht damit die Prozesswechelszeiten.
6.4 Messungen
Zur Bewertung der Verbesserungen, die von dem neuen FPGA-Kopro-
zessor unterst

utzt werden, wurden auch hier mehrere Messungen durch-
gef

uhrt. Im speziellen wurden mit diesen Messungen die Zeiten, die f

ur
die Konguration und den Readback des FPGA-Bausteins ben

otigt wer-
den, aber auch die Auswirkungen des RAM-Switchs auf auf die Signal-
verf

aufe ermittelt. Die im einzelnen durchgef

uhrte Messungen sind in
dem nachfolgenden Abschnitten kurz erl

autert und bewertet.
Zur Durchf

uhrung der einzelnen Messungen wurden der gleiche Mes-
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saufbau verwendet, der zur Ermittlung der Prozesswechselzeiten des
Client-Server Betriebssystem eingesetzt wurde. Er ist in in Abschnitt
5.6.1 auf Seite 164 beschrieben ist.
6.4.1 Kongurationsschnittstelle
Die Zeiten die zur Konguration und zum Readback des FPGA-Bausteins
ben

otigt werden bestimmen mageblich die gesamte Prozesswechselzeit
des FPGA-Koprozessors und damit auch den systematischen Overhead
des FPGA-Betriebssystems. Um diese Prozesswechselzeit auf ein Mi-
nimum zu beschr

anken wurde auf dem neuen FPGA-Koprozessor die
in Abbildung 6.3 illustrierte Anbindung der Kongurationsschnittstelle
umgesetzt.
Die theoretische Kongurationszeit bei dem eingesetzten FPGA-Bau-
stein XV300 ergibt sich aus der Taktrate mit der die Kongurations-
schnittstelle getaktet wird und der Datenmenge die bei der Konguration

ubertragen wird. Bei der Taktrate von 40MHz erfolgt die Konguration
des 214KByte umfassenden Bitstroms in 5,5ms. Mit dem Versuchsauf-
bau wurden mehrere Messungen durchgef

uhrt, bei denen jeweils die Zeit
f

ur die gesamte Kongurationsfunktion gemessen wurde. Die Funkti-
on umfasst neben der

Ubertragung der Daten auch das Zur

ucksetzen
der Schnittstelle und die abschlieende Kontrolle der Konguration. Die
durchschnittliche Kongurationszeit, die mit dem neuen FPGA-Kopro-
zessor gemessen wurden, liegen bei nur 6,2ms.
Diese Kongurationszeiten zeigen die Auswirkungen der optimalen
Anbindung der Kongurationsschnittstelle, denn die Ausf

uhrung der
Funktion ist nur ca. 12% l

anger als die theoretische Kongurationszeit.
Die Verl

angerung entstehen durch die Kontroll- und Steuerungszugrie
die f

ur die Konguration notwendig sind. Die Verbesserung zeigt sich
auch im Vergleich der schnellsten Funktionszeiten bei dem FPGA-Ko-
prozessor microEnable II die mehr als 50%

uber der theoretischen Kon-
gurationszeit liegt (Siehe auch Abschnitt 5.8).
Durch die optimale Anbindung werden sowohl die Zeiten f

ur die Kon-
guration als auch die Zeiten f

ur den Readback minimiert. Wie bei der
Konguration werden auch beim Readback 214KByte Daten mit der
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gleichen Frequenz

ubertragen, wodurch sich auch hier eine theoretische
Readbackzeit von 5,5ms ergibt. Der gesamte Readback ist jedoch in drei
Bereiche unterteilt. Daher erfolgt die gesamte

Ubertragung in drei unter-
schiedlich lange Datenpakete die jeweils einzeln aktiviert und vorberei-
tet werden m

ussen. Insgesamt ben

otigt der durchschnittliche Readback
9,1ms.
Wie zuvor bei den Kongurationszeiten wirkt sich auch hier die An-
bindung an die Kongurationsschnittstelle positiv auf die Readbackzei-
ten aus. Aufgrund der zweifach unterbrochenen

Ubertragung entsteht
jedoch eine zus

atzliche Ausf

uhrungszeit, die die gesamte Readbackfunk-
tion im Vergleich zu der theoretischen

Ubertragungszeit um ca. 65%
verl

angert.
Im Ergebnis sind die Zeiten f

ur die Konguration und den Readback
gegen

uber dem FPGA-Koprozessor microEnable II deutlich verbessert
worden. Da die Prozesswechselzeit mageblich durch diese beiden Zeiten
bestimmt wird ergibt sich auch eine deutliche Verbesserung der gesam-
ten Prozesswechselzeit. Unter Ber

ucksichtigung der Softwareoptimierung
wird ein vollst

andiger Prozesswechsel in weniger als 20ms durchgef

uhrt.
Die zus

atzlichen 5ms ergeben sich durch die Einstellungen der Taktgene-
ratoren, das Umschalten des RAM-Switchs und weitere Steueraufgaben
des FPGA-Betriebssystems.
6.4.2 RAM-Switch
Bei der Verwendung des FPGA-Koprozessor microEnable II hat das
FPGA-Betriebssystem zus

atzlich die Aufgabe den Inhalt der lokalen
RAMs auf dem FPGA-Koprozessor zu sichern und zu rekonstruieren.
Durch den RAM-Switch, der auf den neuen FPGA-Koprozessor reali-
siert wurde, werden die RAM-B

anke vom Bus abgetrennt und inaktiv
geschaltet. Diese Vorgehensweise reduziert die Prozesswechselzeit auf die
im vorherigen Abschnitt genannten 20ms und erm

oglicht zus

atzlich einen
parallelen Zugri des FPGA-Betriebssystems auf die derzeit nicht genut-
zen RAM-B

anke. In einer weiteren Messung wurden daher zum einen die
Funktionalit

at des RAM-Switchs getestet und zum anderen wurden die
Signalverformungen auf dem FPGA-Koprozessor gemessen um die ma-
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ximale Taktrate des RAM-Switchs zu ermitteln.
Die Kontrolle der Funktionalit

at wurden unterteilt in drei Messungen
die getrennt voneinander ausgef

uhrt wurden. Im einzelnen wurden die
folgenden Funktionen

uberpr

uft:
RAM-Switch Steuereinheit: In diesem ersten Funktionstest wurde
die korrekte Funktionsweise der RAM-Switch Steuereinheit

uber-
pr

uft. Diese Steuereinheit

uberwacht die Steuersignale um ein ver-
binden von gleichadressierten RAM-B

anken an einen Bus zu ver-
hindern.
Durch den Test mit mehreren g

ultigen und ung

ultigen Kongu-
rationen wurde diese Funktionalit

at

uberpr

uft. Die

Uberwachung
schaltet dabei nur g

ultige Kongurationen weiter auf die Steuer-
leitungen.
Direkter paralleler RAM-Zugri: In einem zweiten Funktionstest
wurde der direkte Zugri des Host-Rechners auf die einzelnen an
den PCI-Interfacebaustein geschalteten RAM-B

anke getestet. Je-
weils eine RAM-Banke wurde

uber den RAM-Switch angeschlossen
und mit Daten gef

ullt und wieder ausgelesen.
Dieser Test hat gezeigt, da der RAM-Switch die RAM-B

anke ein-
zeln an den PCI-Interfacebaustein anschlieen kann und das die
Daten geschrieben und wieder ausgelesen werden k

onnen.
Zugri der FPGA-Bausteine auf die RAMs: Der dritte Test hat
den Zugri des FPGA-Bausteins auf die RAM-B

anke getestet, in-
dem auch hier jeweils Daten in das RAM geschrieben und anschlie-
end wieder ausgelesen wurden.
Auch dieser Test hat die Funktionalit

at des RAM-Switchs gezeigt.
Zus

atzlich wurde die Grenzfrequenz gemessen, bei denen die

Uber-
pr

ufung der Daten Fehler anzeigte. Diese Grenzfrequenz betr

agt
33MHz und ist zur

uckzuf

uhren auf eine FPGA-Schaltung die schnell
und nicht optimal umgesetzt wurde.
Wie die Funktionstests gezeigt haben erf

ullt der RAM-Switch die an
ihn gestellten Aufgaben und erm

oglicht einen Zugri von der FPGA-
Schaltung aber auch von dem PCI-Interfacebaustein.
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Die zweite Messung im Zusammenhang mit den RAM-Switch betrit
die Signalverformung bedingt durch die kapazitive Last der Busstruktur.
Diese durchgef

uhrte Messung geht

uber die in Anhang A beschriebenen
Messungen hinaus, da hier zus

atzlich zu der kapazitiven Last auch der
Einu durch das Platinenlayout mit in das Ergebnis eingeht.
Zur Durchf

uhrung der Messung wurde die verbunden RAM-Bank
von der FPGA-Schaltung beschrieben und das Signal direkt am RAM-
Baustein gemessen. Diese Messung garantiert, da alle Eekte, die durch
den RAM-Switch und die Leitungsf

uhrung auf der Platine entstehen, in
dem aufgenommenen Signal ber

ucksichtigt werden. Mit einem Oszillos-
kop wurde das Taktsignal und ein Datensignal bei jeweils 14MHz und
bei 80MHz aufgenommen. Die beiden Diagramme sind in Abbildung 6.10
und 6.11 dargestellt.
Wie in der Abbildung 6.10 zu sehen ist werden die Signalverl

aufe
bei niedrigen Frequenzen nicht beeinut. Die Verz

ogerung von ca. 10ns
des oben abgebildeten Datensignals entsteht durch die FPGA-Schaltung
und die Ausgangstreiber des eingesetzten FPGA-Bausteins. Die Auswir-
kungen der kapazitiven Last sind in der zweiten Abbildung 6.11 deutlich
zu sehen. Bedingt durch die Last werden die Signalverl

aufe gegl

attet,
da der RAM-Switch wie ein Tiefpa wirkt. Dennoch sind die Signalpegel
eindeutig zu erkennen und die Daten k

onnen bei Einhaltung des Timings
von den entsprechenden Bausteinen eingelesen werden. Messungen zur
Ermittlung der Verz

ogerung durch den RAM-Switch wurden nicht durch-
gef

uhrt, denn die Verz

ogerung ist durch die in Anhang A beschriebenen
Messungen schon bestimmt.
Diese Messungen und Funktionstest zeigen, da sowohl die Funkti-
on als auch die Einsatzm

oglichkeiten des RAM-Switchs gegeben sind.
Die gestellten Anforderungen nach einem direkten Zugri, einer kur-
zen Programmierzeit und nach einem exiblen Einsatz wurden durch
die Funktionstests aufgezeigt. Wie die weiteren Messungen der Signal-
verl

aufe zeigen ist die Funktionalit

at bis zu einer Taktrate von 80MHz
gegeben
6
6
Funktionalit

at aufgrund der Signalpegel. Zu Beachten ist zus

atzlich die Verz

oge-
rung durch die FPGA-Schaltung und den FPGA-Baustein.
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Takt
Datenleitung
CH1  2.0V        CH2  2.0V          M 25ns
Abbildung 6.10: Signalverlauf des Takt- und eines Datensignals durch
den RAM-Switch bei 14MHz.
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CH1  2.0V          CH2  2.0V           M 5ns
Datenleitung
Takt
Abbildung 6.11: Signalverlauf des Takt- und eines Datensignals durch
den RAM-Switch bei 80MHz.
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6.5 Softwareunterst

utzung
Zusammen mit der Realisierung des neuen FPGA-Koprozessors wird
auch die Umsetzung eines neuen Softwarekonzepts erm

oglicht. Dieses
neue Softwarekonzept, das im Zusammenhang mit den Neuerungen auf
dem FPGA-Koprozessor entstanden ist, verfolgt prim

ar das Ziel die
Ausf

uhrung von mehreren Anwendungen auf einem Prozessor so eektiv
wie m

oglich durchzuf

uhren. Dieses Konzept ist speziell auf den neuen
FPGA-Koprozessor abgestimmt und kann diesen daher optimal nutzen
und somit die Anwendungsausf

uhrung

uber die eigentliche Datenverar-
beitung hinaus beschleunigen. Diese ganzheitliche Sichtweise, die sowohl
den FPGA-Koprozessor (Hardware) als auch das FPGA-Betriebssystem
(Software) umfasst, wird komplettiert durch eine Entwicklungsumge-
bung, welche die Erstellung von neuen Anwendungen stark vereinfacht.
Die Entwicklungsumgebung und das Softwarekonzept basieren da-
bei auf der exklusiven Nutzung des FPGA-Bausteins durch jeweils ei-
ne Anwendung, der Ausnutzung des RAM-Switchs und der Umsetzung
des speicherbasierten Ausf

uhrungsmodells. Eine detailierte Beschreibung
dieses Ausf

uhrungsmodells und der dazu entstandenen Entwicklungsum-
gebung ist in den folgenden Abschnitten beschrieben.
6.5.1 Speicherbasiertes Ausf

uhrungsmodell
Das speicherbasierte Ausf

uhrungsmodell f

ur Anwendungen wird zur Um-
setzung der FPGA-Schaltung, aber auch zur Ansteuerung des FPGA-
Koprozessors eingesetzt. Ziel dieses Ausf

uhrungsmodells ist zum einen
die weitere Verk

urzung der Ausf

uhrungszeit beim Einsatz des FPGA-
Betriebssystems und zum anderen eine Vereinfachung der Entwicklung
durch die Einf

uhrung von standardisierten Schnittstellen zum Datenaus-
tausch zwischen FPGA-Schaltung und Host-Prozessor.
Die jeweiligen Verbesserungen entstehen durch die Ausnutzung der
folgenden M

oglichkeiten: Das parallele Ausf

uhren von Datentransfers,
die eektive Nutzung der verf

ugbaren Datentransferraten und ein schnel-
len und direkten Zugri der FPGA-Schaltung auf die Daten.
222 KAPITEL 6. MULTITASKING FPGA-KOPROZESSOR
Parallele Datentransfers: Der realisierte RAM-Switch erm

oglicht
es dem FPGA-Betriebssystem w

ahrend der Ausf

uhrung einer An-
wendung auf dem FPGA-Koprozessor die nicht genutzten RAM-
B

anke

uber den PCI-Bus auszulesen oder zu beschreiben. Bedingt
durch diesen parallelen Zugri ist das FPGA-Betriebssystem in der
Lage den notwendigen Datentransfer f

ur die n

achste auszuf

uhren-
de Anwendung schon im Vorfeld durchzuf

uhren. Somit kann nach
dem n

achsten Prozesswechsel die Verarbeitung der Daten sofort be-
ginnen ohne auf die Beendigung des Datentransfers zu warten. Eine
detailierte Funktionsbeschreibung wird nachfolgend n

aher erl

autert.
Dieser vorab durchgef

uhrte Datentransfer vermindert somit die
Verarbeitungszeit auf dem FPGA-Baustein und somit auch die ins-
gesamt ben

otigte Zeit zur Ausf

uhrung der Anwendungen.
Eektive Datentransfers: Das speicherbasierte Ausf

uhrungsmodell
ist so ausgelegt, da der Inhalt einer RAM-Bank immer komplett

ubertragen wird, denn wie die Messungen der PCI-Daten

ubertra-
gung in Abschnitt 5.6.2 gezeigt haben ist nur bei gr

oeren Da-
tenbl

ocken eine hohen Datenrate erreichbar. Dar

uberhinaus ist die
Datenausgangsrate des PCI-Interfacebausteins durch die schnellen
RAM-B

anke stets h

oher als die Dateneingangsrate von dem PCI-
Bus. Dies garantiert einen optimalen und sehr eektiven Daten-
transfer aufgrund der langen Bursts, die

uber den PCI-Bus

uber-
tragen werden k

onnen.
Schneller Datenzugri: Aus Sicht der FPGA-Schaltungen entsteht
durch das speicherbasierte Ausf

uhrungsmodell eine standardisierte
Schnittstelle die einen schnellen, direkten und von der Schaltung
kontrollierbaren Zugri auf die zu verarbeitenden Daten bereit-
stellt. Aufgrund der Realisierung des RAM-Switchs und der dazu
durchgef

uhrten Messungen ist ein Auslesen der Daten mit bis zu
400MByte/s
7
m

oglich. Diese hohe Datenrate erm

oglicht es vor al-
lem Datenuanwendungen, die durch den Datentransfer

uber den
7
Auslesen von nur einer RAM-Bank mit einer Taktrate von 100MHz. Die gesamte
RAM-Zugrisrate betr

agt 1.6GByte/s
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PCI-Bus beschr

angt sind, die Daten mit einer schnelleren Taktrate
zu verarbeiten und somit ihre Ausf

uhrungszeit weiter zu vermin-
dern.
Die Funktionsweise des parallelen Zugris ist in der Abbildung 6.12
dargestellt. Das Beispiel zeigt eine Situation, bei der eine Anwendung
PCI Interface
FPGA
Virtex XV300
RAM-SWITCH
RAM
Bank 1
RAM
Bank 2
RAM
Bank 3
RAM
Bank 4
RAM
Bank 5
RAM
Bank 6
RAM
Bank 7
RAM
Bank 8
Abbildung 6.12: Beispiel eines parallelen Zugris auf die RAM-Bank. In
dem Beispiel arbeitet die FPGA-Schaltung auf dem RAM-B

anken drei
und vier, w

arend parallel dazu die RAM-B

anke eins, f

unf und acht mit
Daten gef

ullt werden.
auf den FPGA-Koprozessor ausgef

uhrt wird und parallel dazu weitere
RAM-B

anke vorbereitet werden. Die dort ausgef

uhrte Anwendung ver-
wendet jeweils eine RAM-Bank (Ram-Bank 3 und 4) an jeder Schnitt-
stelle. Parallel dazu ist das FPGA-Betriebssystem

uber den PCI-Bus
und den PCI-Interfacebaustein mit einem Teil der anderen RAM-B

anke
(Ram-Bank 1, 5 und 8) verbunden. Diese Verbindungen dienen dazu, die
Ergebnisdaten der vorherigen Anwendung aus der RAM-Bank 1 auszu-
lesen und jeweils einen neuen Datensatz f

ur die n

achste auszuf

uhrende
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Anwendung in der RAM-Bank 5 und 8 vorzubereiten.
Das nachfolgende Timingdiagramm in Abbildung 6.13 zeigt den da-
zugeh

origen zeitlichen Ablauf, der durch das FPGA-Betriebssystem be-
stimmt wird. In dem Beispiel ist zu sehen, da die erste Anwendung die
Task 1
Daten
Transfer
Task 2
Daten
Transfer
Task 3
Daten
Transfer
R
W W W W W
W W R W
ZeitSlot x-1 ZeitSlot x ZeitSlot x+1 ZeitSlot x+2 ZeitSlot x+3
Ausführung auf dem FPGA-Koprozessor
Abbildung 6.13: Timingdiagramm, das die parallelen Zugrie w

arend der
Ausf

uhrung einer Anwendung zeigt.
Ausf

uhrung auf dem FPGA-Baustein beendet. Die letzten Ergebnisda-
ten werden aber erst gelesen, sobald die n

achste Anwendung auf dem
FPGA-Koprozessor ausgef

uhrt wird. Zus

atzlich werden parallel zu der
Ausf

uhrung der zweiten Anwendung auch die Daten f

ur die dritte An-
wendung

ubertragen, so da die dritte Anwendung diese sofort nach der
Konguration des FPGA-Bausteins verarbeiten kann.
Die Vorteile, die sich durch diese parallele Daten

ubertragung erge-
ben, sind: eine bessere Auslastung des FPGA-Koprozessors, ein h

oherer
Durchsatz und eine k

urzere Ausf

uhrungszeit.
Durch die direkte Verbindung zwischen dem FPGA-Betriebssystem
und den nicht genutzen RAM-B

anken kann die

Ubertragung der Daten
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schon vor der eigentlichen Ausf

uhrung der Anwendung erfolgen. Dieses
Vorgehen wirkt sich direkt auf die Auslastung des FPGA-Bausteins aus,
denn der FPGA-Baustein kann w

ahrend der gesamten Zeitscheibe Da-
ten verarbeiten ohne zus

atzlich noch Daten

ubertragen zu m

ussen. Aus-
gehend von einer 500ms langen Zeitscheibe, in der 4MByte Daten mit
120MByte/s

ubertragen werden, ergibt sich somit eine Verbesserung der
Auslastung um 7%. Bei Datenuanwendungen, wie z.B. der DTP An-
wendung, ist diese Verbesserung noch deutlich h

oher, denn dort wird ca.
die H

alfte der Ausf

uhrungszeit f

ur die

Ubertragung der Daten ben

otigt.
Zusammen mit der Prozessorauslastung steigt auch der Durchsatz des
Systems, da mehr Anwendungen innerhalb einer denierten Zeit beendet
werden. Der h

ohere Durchsatz ist ebenfalls auf die parallele Vor- und
Nachbereitung der Anwendungen zur

uckzuf

uhren.
Die k

urzeren Ausf

uhrungszeiten ergeben sich aufgrund der paral-
lelen Zugrism

oglichkeit auf die nicht verwendeten RAM-B

anke. Dies
wird deutlich bei Betrachtung der ersten Anwendung, die in der Ab-
bildung 6.13 dargestellt ist. Nach der Beendigung der Zeitscheibe ste-
hen die Ergebnisdaten zum Auslesen bereit. In dem Beispiel werden
diese Daten innerhalb der n

achsten Zeitscheibe ausgelesen und die An-
wendung kann beendet werden. Besteht aber kein paralleler Zugri auf
die Daten kann die Anwendung erst beendet werden, sobald sie vom
FPGA-Betriebssystem erneut ausgef

uhrt wird und ein Auslesen der Da-
ten erm

oglicht.
6.5.2 Entwicklungsumgebung
Die Entwicklungsumgebung, die zusammen mit der Hardware und dem
dazugeh

origen Softwarekonzept entwickelt wurde, komplettiert das ge-
samte System und erm

oglicht eine einfache und schnelle Anwendungs-
entwicklung.
Aufgrund des eingesetzten speicherbasierten Ausf

uhrungsmodells sind
alle Anwendungen

uber die gleiche standardisierte Schnittstelle mit den
zu verarbeitenden Daten verbunden. Diese Schnittstelle entspricht den
RAM-Zugrien

uber den RAM-Switch, denn alle zu verarbeitenden Da-
ten sind in den RAM-B

anken abgelegt. Zus

atzlich zu dieser Schnittstelle
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verf

ugt der FPGA-Baustein und somit auch jede FPGA-Schaltung

uber
eine zus

atzliche Schnittstelle zu dem externen Stecker und zu dem PCI-
Interfacebaustein. Diese drei Schnittstellen sind integraler Bestandteil
jeder FPGA-Schaltung und erf

ullen spezische Aufgaben. Die RAM-
Schnittstelle wird eingesetzt, um groe Datenmengen zwischen der An-
wendung und dem FPGA-Betriebssystem eektiv auszutauschen. Die
Schnittstelle zu dem PCI-Interfacebaustein dient zum Steuern der FPGA-
Schaltung durch einzelne Registerzugrie und

uber den externen Stecker
werden weitere Hardwarekomponenten angeschlossen.
Die Aufteilung der Funktionen auf die drei Schnittstellen erm

oglicht
die Realisierung aller in Kapitel 4 beschriebenen Anwendungen auf dem
neuen FPGA-Koprozessor. Die entwickelte Simulationsumgebung, die in
der Abbildung 6.14 illustriert ist, stellt dem Schaltungsentwickler eine
Testbench zur Verf

ugung. Diese Testbench verf

ugt

uber die oben genann-
FPGA-Schaltung
Anwendung
RAM
PCI-Schnittstelle
externer
Stecker
Testbench
Abbildung 6.14: Blockschaltbild der Simulationsumgebung, die zur Ent-
wicklung neuer Anwendungen eingesetzt wird.
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ten drei Schnittstellen und erm

oglicht eine automatisierte Simulation der
gesamten FPGA-Schaltung. Die Aufgabe der umgebenden Testbench ist
die Simulation der Datenzugrie mit den entsprechenden Protokollen.
Durch den Zugri auf Dateien ist der Entwickler zus

atzlich in der Lage,
groe Datenmengen oder komplette Anwendungen vollst

andig und sehr
einfach zu simulieren. Eine weitere Vereinfachung dieser Simulations-
umgebung ist die Zusammenstellung der Daten. Die Funktionen in der
API-Schnittstelle stehen den Entwickler auch f

ur die Generierung der Si-
mulationsdaten zur Verf

ugung so das mit einem Host-Programm sowohl
die Simulationsdaten als auch die sp

atere FPGA-Schaltung angesteuert
werden kann.
Diese Entwicklungsumgebung bietet dem Anwendungsentwickler so-
mit eine sehr einfache und vor allem schnelle M

oglichkeit, neue Anwen-
dungen zu erstellen und die die Turnaround Zeiten bei der Anwendungs-
entwicklung zu verk

urzen.
6.6 Ergebnis
Der beschriebene neue FPGA-Koprozessor ist in der Lage, die Kongu-
ration und den Readback des eingesetzten FPGA-Bausteins in einer mi-
nimalen Zeit auszuf

uhren. Erm

oglicht wird dies durch den Einsatz eines
speziellen FIFOs, der optimalen Anbindung des PCI-Interfacebausteins
an die Kongurationsschnittstelle und durch die Softwareoptimierungen.
Die gemessene Zeit f

ur die Konguration betr

agt 6,2ms und liegt damit
nur ca. 12%

uber der theoretischen

Ubertragungszeit f

ur die 214KByte
Kongurationsdaten. Die optimale Realisierung der Anbindung macht
sich auch bei dem Readback bemerkbar, der in nur 9,1ms ausgef

uhrt
wird. Insgesamt ergibt sich somit eine Prozesswechselzeit von weniger als
20ms. Im Vergleich zu den Messungen des Client-Server Betriebssystems
in Abschnitt 5.6 erreicht der neue FPGA-Koprozessor eine um den Fak-
tor 4 schnellere Prozesswechselzeit, bei einem 30% kleineren Kongu-
rationsbitstrom. Die verringerte Prozesswechselzeit reduziert auch den
systematischen Overhead des gesamten FPGA-Betriebssystems und die
damit verbundenen Bewertungskriterien. Die Ausf

uhrungs- und Warte-
zeiten verringern sich und der Durchsatz aber auch die Prozessorausla-
stung werden durch die k

urzere Prozesswechselzeit verbessert.
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Ein weiteres Ergebnis, das durch die Neuerungen auf dem FPGA-Ko-
prozessor erreicht wird, ist die Integration der, auf dem FPGA-Kopro-
zessor verf

ugbaren, RAM-B

anke in den Prozesswechsel. Die Sicherung
und Rekonstruktion des lokalen RAMs auf dem FPGA-Koprozessor wur-
de bei dem in Kapitel 5 implementierten Client-Server Betriebssystem
nicht umgesetzt, da es mit bis zu 83ms die Prozesswechselzeit verdoppelt
h

atte. Durch die Realisierung des RAM-Switchs auf dem neuen FPGA-
Koprozessor ist die Sicherung sowie die Rekonstruktion der Daten in den
RAMs nicht mehr notwendig, da der gesamte RAM-Baustein inklusive
des derzeitigen RAM-Inhalts inaktiv geschaltet wird. Der Zugri durch
den RAM-Switch auf die RAM-B

anke erfolgt direkt mit einer maximalen
Taktrate von bis zu 80MHz. Zudem kann der Switch innerhalb von 10s
umgeschaltet werden und erm

oglicht einen parallelen Zugri des PCI-
Interfacebausteins auf die RAM-B

anke, der f

ur das neu Ausf

uhrungs-
modell ben

otigt wird. Bedingt durch den Aufbau des RAM-Switchs ent-
steht eine kapazitiven Last f

ur die Signale, die einem Tiefpaverhalten
entspricht. Wie Messungen gezeigt haben sind die Auswirkungen auf
einzelne Signale nur gering und bei Messungen bis 80MHz bleiben die
Signalpegel und damit die Signale eindeutig.
Die optimale Anbindung der Kongurationsschnittstelle, die Um-
setzung der Taktgenerierung und die Realisierung des RAM-Switchs
stellen die spezielle Unterst

utzung f

ur das preemptive Multitasking be-
reit, die f

ur die erreichte kurze Prozesswechselzeit verantwortlich sind.
Zus

atzlich erm

oglicht der RAM-Switch ein f

ur FPGA-Koprozessoren
neues Ausf

uhrungsmodell, das den Datenaustausch

uber die RAM-B

anke
ausf

uhrt und somit die Prozessorauslastung um weitere 7% verbessern
kann.
6.7 Zusammenfassung
Dieses Kapitel beschreibt die Realisierung eines neuen FPGA-Koprozes-
sors, der die Ausf

uhrung des preemptiven Multitaskings im besonderen
Mae unterst

utzt. Die Verbesserungen gegen

uber den anderen FPGA-
Koprozessoren ergeben sich aus den Einschr

ankungen beim Betrieb des
Client-Server Betriebssystems auf dem FPGA-Koprozessor microEna-
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bleII und aus den Anforderungen, die f

ur den Betrieb eines preemptiven
Multitaskings gefordert werden. Zusammengefasst werden die einzelnen
Punkte in dem Gesamtkonzept des neuen FPGA-Koprozessors. Dieses
Konzept ist unterteilt in die Hardwarekonzepte, die die Verbesserun-
gen beim Aufbau des FPGA-Koprozessors zusammenfassen und in die
Softwarekonzepte, die eine eektive Nutzung des FPGA-Koprozessors
erm

oglichen.
Ziel der Hardwarekonzepte ist es, die Prozesswechselzeiten durch
geeignete Anbindungen zu minimieren und die Anforderungen an den
FPGA-Koprozessor zu erf

ullen. Dazu z

ahlt die Takterzeugung und Takt-
abschaltung, eine optimale Anbindung des FPGA-Betriebssystems an die
Kongurationsschnittstelle und die Einf

uhrung eines RAM-Switchs. Die
einzelnen Verbesserungen werden in Detail in ihrer Funktion beschrie-
ben und die zur Auswahl stehenden Realisierungsm

oglichkeiten werden
besprochen und bewertet.
Die Anbindung an die Kongurationsschnittstelle beeinut direkt
die ben

otigte Zeit f

ur einen Prozesswechsel. Zur Minimierung der Pro-
zesswechselzeit ist es somit notwendig, die Anbindung aber auch die Soft-
wareansteuerung f

ur die Konguration und den Readback zu optimieren.
Insgesamt werden dazu vier Punkte analysiert, die einen Einu auf die
Kongurationszeiten besitzen. Zur abschlieenden Bewertung der Ver-
besserung werden Zeitmessungen f

ur die Konguration und den Read-
back durchgef

uhrt. Es zeigt sich, da die Konguration 6,2ms ben

otigt
und somit nur 12% langsamer ist als die theoretisch errechnete Zeit. Ein
Readback ben

otigt 9,1ms, so da sich insgesamt eine Prozesswechselzeit
unter 20ms ergibt. Im Vergleich zu dem FPGA-Koprozessor microEna-
bleII ist das eine Verbesserung um den Faktor 4.
Die weitere Neuerung ist realisiert durch den RAM-Switch, der es
erm

oglicht einzelne RAM-B

anke dynamisch an die FPGA-Bausteine oder
den PCI-Interfacebaustein anzuschlieen. Der Aufbau und die zum Ein-
satz kommenden Komponenten werden im Detail beschrieben und be-
wertet. Zum Aufbau des RAM-Switchs werden sogenannte Quick-Switch
Bausteine eingesetzt, da nur sie die geforderten Anforderungen erf

ullen.
Die durchgef

uhrten Messungen an dem RAM-Switch zeigen, da die ge-
forderte Funktionalit

at bereitgestellt wird. Weitere Messungen der Si-
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gnalverl

aufe zeigen, da das Tiefpaverhalten des RAM-Switchs eine
Einu auf die Signalverl

aufe hat, aber die Signalpegel erhalten bleiben.
Diese Messungen wurde bis zu einer Taktfrequenz von 80MHz durch-
gef

uhrt.
Die drei Softwarekonzepte, die eine eektive Nutzung des neuen FPGA-
Koprozessor erm

oglichen, werden ebenfalls beschrieben und in ihrer Funk-
tionsweise erl

autert. Diese Konzepte bestimmen die Nutzung des FPGA-
Bausteins und die damit verbundene Entwicklungsumgebung, die die
Anwendungsentwicklung vereinfacht. Das weiterf

uhrende Ausf

uhrungs-
modell beschreibt ein Konzept, das unter Ausnutzung der M

oglichkei-
ten, die durch den RAM-Switch entstehen, eine weitere Verbesserung der
Ausf

uhrungszeiten erreicht.
Kapitel 7
Diskussion und Ausblick
Gegenstand dieser Arbeit ist der Entwurf und die Realisierung eines
Multitasking Betriebssystems, das die Ausf

uhrung von mehreren An-
wendungen auf einem FPGA-Koprozessor steuert.
Die Ausf

uhrung von Anwendungen auf dem FPGA-Koprozessor be-
schleunigt die Datenverarbeitung und f

uhrt somit schneller zu einem Er-
gebnis. Zum Einsatz kommen FPGA-Bausteine, die sich durch ihre um-
fangreiche Programmierbarkeit, ihre hohe Verarbeitungsgeschwindigkeit
aber auch durch eine dynamische Rekongurierbarkeit auszeichnen. Zur
Beschleunigung der Ausf

uhrung werden die einzelnen Operationen par-
allel ausgef

uhrt und die schnelle Verarbeitung in jedem Takt ausgenutzt.
Auf diese Weise sind Beschleunigungsfaktoren zwischen 10 und 1000 er-
reichbar. Die Daten der Anwendung werden auf dem FPGA-Koprozessor
verarbeitet und durch ein Host-Programm gesteuert.
Betriebssysteme, die die Ausf

uhrung von Anwendungen auf dem Be-
triebsmittel FPGA-Koprozessor steuern, verf

ugen nur

uber eine unzurei-
chende Unterst

utzung der Betriebsmittel und unterst

utzen meist nur ein-
zelne FPGA-Koprozessoren. Aufgrund der mangelnden Unterst

utzung
dieser Betriebssysteme erfolgt die Steuerung der einzelnen Anwendungen
bei den meisten FPGA-Koprozessoren jeweils direkt aus der einzelnen
Anwendung heraus. Diese direkte Kontrolle hat zur Folge, da eine Be-
schleunigung durch die Verarbeitung auf dem FPGA-Baustein immer
nur einer Anwendung vorbehalten ist. Das neue Multitasking Betriebs-
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system hebt diesen Nachteil auf und erm

oglicht durch den preemptiven
Ansatz die parallele Verarbeitung von mehreren unabh

angigen Anwen-
dungen auf einem FPGA-Koprozessor. Zus

atzlich wird das realisierte
Multitasking Betriebssystem unterst

utzt durch den Aufbau eines neu-
en FPGA-Koprozessors der die schnellen Prozesswechsel, die f

ur den
preemptiven Multitaskingansatz notwendig sind, im besonderen Mae
unterst

utzt.
Preemptives Multitasking Betriebssystem
Das implementierte Multitasking Betriebssystem f

ur FPGA-Kopro-
zessoren basiert auf einer Client-Server Architektur und er

onet die Nut-
zung des FPGA-Koprozessors durch mehrere unabh

angige Anwendungen
zur gleichen Zeit.
Die parallele Ausf

uhrung der einzelnen Anwendungen erfolgt, wie
bei modernen Multitasking Betriebssystemen

ublich, durch ein zeitliches
Unterteilen der zur Verf

ugung stehenden Rechenzeit auf dem FPGA-
Koprozessor. Das realisierte Betriebssystem arbeitet im Vergleich zu den
existierenden Betriebssystemen f

ur FPGA-Koprozessoren preemptive,
d.h. die Ausf

uhrung auf dem FPGA-Bausteins wird durch das Betriebs-
system unterbrochen und zu einem sp

ateren Zeitpunkt weiter fortgesetzt.
Der preemptive Ansatz bedeutet f

ur das Betriebssystem, da bei jedem
Prozesswechsel alle Register und RAM-Inhalte des zum Einsatz kommen-
den FPGA-Bausteins gesichert werden m

ussen und das dieser gesicherte
Zustand bei einer erneuten Ausf

uhrung wieder hergestellt werden mu.
Basis dieser Zustandsrekonstruktion ist die M

oglichkeit, den Zustand
jedes Registers und jeder RAM-Zelle individuell bestimmen und ermit-
teln zu k

onnen. Sowohl f

ur die Zustandsermittlung als auch f

ur die Zu-
standsrekonstruktion ist der Aufbau des jeweiligen Datenstroms notwen-
dig, der die Zustandsinformationen enth

alt. Verbunden mit dem nicht
bekannten internen Aufbau der FPGA-Bausteine ist auch dieser Daten-
strom in den meisten F

allen nicht

oentlich. Diese Tatsache erschwert die
Portierung des Betriebssystems, da zur Unterst

utzung eines FPGA-Ko-
prozessors mit einem anderen FPGA-Baustein entweder die Architektur
der Datenstr

ome bekannt sein mu, oder die Zustandsbits in einem auf-
wendigen Verfahren einzeln ermittelt werden m

ussen.
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Abgesehen von der Unterst

utzung weiterer FPGA-Bausteinfamilien
ist bei der Realisierung des Multitasking Betriebssystems auf eine ein-
fache Portierung geachtet worden. Mit dem Aufbau der Client-Server
Architektur und der Verwendung der standardisierten Interprozess Kom-
munikation kann das Betriebssystem einfach auf andere Host-Betriebs-
systeme portiert werden. Zus

atzlich wird durch den modularen Aufbau
auch eine Unterst

utzung weiterer FPGA-Koprozessoren m

oglich. Der
Nachteil, der durch die Client-Server Architektur und durch den mo-
dularen Aufbau entsteht, ist ein zus

atzlicher Overhead bei der Kom-
munikation zwischen Client und Server. Dieser Overhead verl

angert die
Ausf

uhrung aller Kommandos um 60s. Unter Ber

ucksichtigung der we-
nigen notwendigen Kommandos zur Steuerung der Verarbeitung kann
dieser Overhead jedoch vernachl

assigt werden.
Bedingt durch die Portierung des Betriebssystems zur Unterst

utzung
mehrerer FPGA-Koprozessoren entsteht erstmals auch eine einheitli-
che Programmierschnittstelle, die zur Steuerung der unterschiedlichen
FPGA-Koprozessoren eingesetzt werden kann und die Portierung von
ganzen Anwendungen vereinfacht.
Die Unterteilung der Rechenzeit auf dem FPGA-Koprozessor wird
durch ein modiziertes Round-Robin Schedulingverfahren gew

ahrleistet,
das unter Ber

ucksichtigung einer dynamischen Priorit

at mehrere Zeit-
scheiben zusammenf

ugen kann. Die Ausf

uhrung

uber mehrere Zeitschei-
ben hinweg wurde gew

ahlt, da die Prozesswechsel auf dem eingesetzten
FPGA-Koprozessor microEnable II ca. 16% der gesamten Zeitscheibe
beansprucht. Die L

ange der Zeitscheiben betr

agt 500ms und orientiert
sich an der durchschnittlichen Ausf

uhrungszeit der Anwendungen die auf
den FPGA-Koprozessoren ausgef

uhrt werden. Sie ist so gew

ahlt, da An-
wendungen mit einer kleinen Ausf

uhrungszeit innerhalb einer Zeitscheibe
ausgef

uhrt werden und das Anwendungen mit langen Ausf

uhrungszeiten
durch den Overhead nicht unn

otig verl

angert werden, aber gleichzeitig
die Wartezeiten der weiteren Anwendungen akzeptabel bleiben.
Eine f

ur die untersuchten Anwendungen entscheidende Einschr

ank-
ung, die durch den Einsatz des FPGA-Koprozessor microEnable II ent-
steht, ist die nicht durchgef

uhrte Sicherung und Rekonstruktion des
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Inhalts, der auf dem FPGA-Koprozessor verf

ugbaren RAM-Bausteine.
12 der 15 untersuchten Anwendungen verwenden das verf

ugbare RAM,
das an den FPGA-Baustein angeschlossen ist. Bedingt durch den h

au-
gen Einsatz dieses RAMs ist es integraler Bestandteil der Anwendung
und mu bei einem Prozesswechsel mit gesichert werden. Die Siche-
rung und anschlieende Rekonstruktion des RAM-Inhalts ben

otigt auf
dem verwendeten FPGA-Koprozessor bis zu 83ms und w

urde somit die
Prozesswechselzeit verdoppeln. Aus diesem Grund wird bei dem um-
gesetzten Client-Server Betriebssystem die Sicherung des RAM-Inhalts
nicht durchgef

uhrt und schr

ankt daher die auszuf

uhrenden Anwendun-
gen stark ein.
Die durchgef

uhrten Messungen der Prozesswechselzeiten, der Aus-
f

uhrungszeiten und der Zeitscheibenl

angen haben gezeigt, da das Mul-
titasking Betriebssystem in der Lage ist, mehrere unabh

angige Anwen-
dungen gleichzeitig ausf

uhren zu k

onnen. Eine detaillierte Analyse der zu
verarbeitenden Anwendungen, des zum Einsatz kommenden FPGA-Ko-
prozessors und des Ablaufs bei der Ausf

uhrung der Anwendungen deckt
mehrere Verbesserungspotentiale auf. Das Ziel der Verbesserungen ist
die Reduzierung der Prozesswechselzeiten, die sich direkt auf den syste-
matischen Overhead und damit auf den Leistungsverlust bedingt durch
das Betriebssystem auswirken. Umgesetzt sind diese Verbesserungen in
einem neuen FPGA-Koprozessor der basierend auf dieser Analyse und
den Erfahrungen das preemptive Multitasking Betriebssystem im beson-
deren Mae unterst

utzt.
Multitasking FPGA-Koprozessor
Dieser neue FPGA-Koprozessor ist speziell f

ur den Einsatz des pre-
emptiven Multitasking Betriebssystems konzipiert worden und hat die
Minimierung der Prozesswechselzeit zum Ziel. Aufgrund der zuvor durch-
gef

uhrten Analyse und den Erfahrungen bei der Anwendungsentwicklung
wurden drei Bereiche ausgew

ahlt, die das gr

ote Verbesserungspotential
aufweisen. Diese drei Bereiche sind: die Takterzeugung, die Anbindung
der Kongurationsschnittstelle und die fehlende Sicherung des RAM-
Inhalts.
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Im Bereich der Takterzeugung besteht durch den Einsatz des FPGA-
Koprozessors microEnable II eine Einschr

ankung, die es nicht erm

oglicht
den Takt gesteuert und pr

azise anzuhalten, um den Zustand der FPGA-
Schaltung zu sichern. Durch die Umsetzung der, an die Taktgenerierung
gestellten Anforderungen wird diese Einschr

ankung beseitigt. Mit der
realisierten Steuerung auf dem FPGA-Koprozessor erfolgt die Kontrolle
des Taktes

uber eine Steuerleitung, die durch das FPGA-Betriebssystem
und die FPGA-Schaltung selbst aktiviert wird. Die maximale Frequenz,
die pr

azise abgeschaltet werden kann, betr

agt 70MHz und wird durch
die zus

atzlich ben

otigte Steuerlogik bestimmt. Durch den Einsatz eines
schnelleren Logikbausteins kann diese maximal abschaltbare Frequenz
bis auf 100MHz erh

oht werden.
Im Gegensatz zu der Realisierung der Takterzeugung wirken sich die
Verbesserungen bei der Anbindung der Kongurationsschnittstelle di-
rekt auf die Prozesswechselzeiten aus. Durch den Einsatz eines kleineren
FPGA-Bausteins, der besseren Anbindung

uber ein FIFO, die Verwen-
dung einer schnellen parallelen Schnittstelle und weiteren Softwareop-
timierungen wird die ben

otigte Prozesswechselzeit in Vergleich zu der
zuvor gemessenen Zeit um den Faktor 4 auf weniger als 20ms verringert.
Zur

uckzuf

uhren ist diese Verbesserung mageblich auf eine eektivere
Ausnutzung des PCI-Busses und auf die Softwareoptimierungen. Diese
gemessene Zeit f

ur die Konguration, die nur 12%

uber der theoreti-
schen Daten

ubertragungszeit liegt, zeigt, da dort keine weiteren Ver-
besserungen m

oglich sind. Anders verh

alt es sich bei dem Readback, der
aufgrund von sechs einzeln nacheinanderfolgenden

Ubertragungen rund
65% l

anger ben

otigt als die theoretische

Ubertragungszeit.
Die dritte Verbesserung dient zur weiteren Verringerung der Prozess-
wechselzeiten und zur Umsetzung der Sicherung und der Rekonstrukti-
on der h

aug verwendeten RAM-Bausteine. Durch die Einf

uhrung eines
RAM-Switchs und acht einzelnen RAM-B

anken ist eine Sicherung des
Inhalts nicht l

anger notwendig, denn die RAM-B

anke werden zusammen
mit der Anwendung einfach deaktiviert und bei der erneuten Ausf

uhrung
der Anwendung zusammen mit der FPGA-Schaltung wieder aktiviert,
wobei der Inhalt w

ahrend der inaktiven Zeit nicht ver

andert wird. Durch
diese Vorgehensweise bei einem Prozesswechsel wird die ben

otigte Zeit
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zur Sicherung und Rekonstruktion des RAM-Inhalts auf die Zeit zum
Umgeschalten des RAM-Switchs reduziert. Dieses Umschalten wird in
nur 10s ausgef

uhrt. Um entstehende Leistungsverluste durch diesen
RAM-Switch zu minimieren wurde er mit sogenannten Quick-Switchs
aufgebaut. Durch den Einsatz dieser Quick-Switchs erfolgt der Zugri
auf die RAM-B

anke direkt und es entstehen keine zus

atzlichen Wait-
states bei den Zugrien. Dar

uberhinaus erm

oglichen die eingesetzten
Bausteine ein Umschalten in nur 10s und die Signalverformung durch
das Tiefpaverhalten des Switchs hat selbst bei einer gemessenen Fre-
quenz von 80MHz nur eine geringe Auswirkung. Nachteilig wirkt sich der
RAM-Switch, aber auch die acht RAM-Bausteine, bei der Realisierung
und den Kosten f

ur den FPGA-Koprozessor aus. Mit

uber 40 Bausteinen
ben

otigt der RAM-Switch die gr

ote Fl

ache auf der Platine.
Ausblick
Obgleich der neue FPGA-Koprozessor mit seinen spezischen Verbesse-
rungen die Prozesswechselzeit um einen weiteren Faktor 4 verringern
konnte, bestehen weitere Optimierungsm

oglichkeiten, die vor allem den
Einu auf das Host-Betriebssystem minimieren. Zwei interessante Um-
setzungen, die den Rahmen dieser Arbeit gesprengt h

atten, sind zum
einen die automatische Ermittlung und Rekonstruktion des FPGA-Schalt-
ungszustands w

ahrend der Konguration bzw. w

ahrend des Readbacks
und zum anderen die Ausf

uhrung des FPGA-Betriebssystems durch einen
eigenen Mikroprozessor direkt auf der FPGA-Koprozessorkarte.
Die Idee der automatischen Zustandsrekonstruktion kann, wie in der
nachfolgenden Abbildung 7.1 dargestellt, in die Anbindung der Kon-
gurationsschnittstelle integriert werden. Bei einem Readback werden die
jeweiligen Zust

ande der Register und RAM-Zellen aus dem Bitstrom
ermittelt und in einem eigenen Zustandsspeicher abgelegt. Dieser Zu-
standsspeicher speichert die jeweiligen Zust

ande aller ausgef

uhrten An-
wendungen und kann so bei der n

achsten Konguration die ermittel-
ten Zustandsdaten direkt in dem Kongurationsbitstrom, der zu dem
FPGA-Baustein

ubertragen wird, ver

andern und den Zustand somit re-
konstruieren.
Unterst

utzt wird diese automatische Zustandsrekonstruktion im spe-
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Abbildung 7.1: Integration der automatischen Zustandsrekonstruktion
auf dem FPGA-Koprozessor.
ziellen durch die bekannte Bitstromarchitektur des Virtex-Bausteins von
Xilinx. Die Zustandsrekonstruktion erfolgt nach dem gleichen Prinzip,
das in den Softwarefunktionen in Abschnitt 3.6 realisiert ist. Die Umset-
zung dieser automatischen Zustandsrekonstruktion hat durch eine weite-
re Registerstufe eine zu vernachl

assigende negative Auswirkung auf die
gesamte Prozesswechselzeit, aber durch die automatisch ausgef

uhrte Zu-
standsrekonstruktion mu dieser Schritt, der 5ms ben

otigt, nicht mehr
im FPGA-Betriebssystems ausgef

uhrt werden und verringert somit die
Auswirkungen auf die

ubrigen, von dem Host-Prozessor ausgef

uhrten,
Anwendungen.
Die zweite Erweiterungsm

oglichkeit verringert ebenfalls den Einu
auf das Host-Betriebssystem und die dort auszuf

uhrenden Anwendun-
gen. Durch die Verarbeitung des FPGA-Betriebssystems auf einem ei-
genen Mikroprozessor, der auf dem FPGA-Koprozessor integriert ist,
wird der Einu auf ein Minimum reduziert. Dieser Mikroprozessor

uber-
nimmt alle Aufgaben die zur Durchf

uhrung der Prozesswechel und der
Anwendungen notwendig sind und arbeitet unabh

angig von den Host-
Prozessor.
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Die gesamte Steuerung der Anwendung wird zusammen mit dem
Kongurationsbitstrom und den zu verarbeitenden Daten an den lokalen
Mikroprozessor

ubermittelt und dort in den zugewiesenen Zeitscheiben
verarbeitet. Nach Beendigung der Anwendung werden die Ergebnisda-
ten zur

uck an den Host-Prozessor

ubertragen und dort weiterverarbeitet
oder abgespeichert.
Die Integration dieses lokalen Mikroprozessors kann sehr einfach er-
folgen, denn der auf dem neuen FPGA-Koprozessor eingesetzte PCI-
Interfacebaustein von der Firma PLX verf

ugt

uber einen integrierten Mi-
kroprozessor. Dieser eignet sich sehr gut f

ur die Ausf

uhrung des FPGA-
Betriebssystems, da er direkt Daten mit dem Host-Rechner austauschen
kann und die Kontrolle

uber die Verbindungen zu der Kongurations-
schnittstelle aber auch zu der Steuereinheit und dem RAM-Switch be-
sitzt.
Durch eine Weiterentwicklung der Place&Route-Werkzeuge, die von
den FPGA-Herstellern entwickelt werden, und einer einsetzbaren par-
tiellen Nutzung der Logikzellen wird auch die Weiterentwicklung f

ur
eine echte parallele Verarbeitung von Anwendungen durch das FPGA-
Betriebssystem interessant. Diese Entwicklung ist jedoch derzeit nicht
abzusehen, so da das realisierte FPGA-Betriebssystem, das w

ahrend
einer Zeitscheibe nur eine Anwendung ausf

uhrt, die beste einsatzf

ahige
M

oglichkeit ist, um die FPGA-Schaltung auszuf

uhren.
Kapitel 8
Zusammenfassung
In der vorliegenden Arbeit wurde die Realisierung eines preemptiven Be-
triebssystems f

ur FPGA-Koprozessoren vorgestellt, das die Ausf

uhrung
von mehreren unabh

angigen Anwendungen auf dem FPGA-Koprozessor
erm

oglicht. Unterteilt ist die Arbeit in die Realisierung des Betriebs-
systems und in den Aufbau eines neuen FPGA-Koprozessors, der das
Betriebssystem im Besonderen unterst

utzt.
Das realisierte Betriebssystem erm

oglicht erstmals die gleichzeitige
Ausf

uhrung von mehreren Anwendungen, die den FPGA-Koprozessor
zur Beschleunigung einsetzen. Im Gegensatz zu den bestehenden Be-
triebssystemen f

ur FPGA-Koprozessor arbeitet dieses neue Betriebs-
system preemptiv und kann die Anwendungen auf den FPGA-Baustein
in deren Ausf

uhrung unterbrechen und zu einem sp

ateren Zeitpunkt wei-
ter fortsetzen. Durch diese preemptive Ausf

uhrung entstehen die glei-
chen Vorteile, die von den modernen Multitasking Betriebssystem wie
z.B. LINUX und Windows NT bekannt sind. Der Aufbau des Betriebs-
systems erfolgt mit einer Client-Server Architektur, um die Portabi-
lit

at zu unterst

utzen. Die gew

ahlte Realisierung orientiert sich dabei
an einer Anwendungsanalyse und erm

oglicht die Unterst

utzung mehre-
rer FPGA-Prozessoren. Ausgef

uhrt wird das Betriebssystem auf einem
FPGA-Koprozessor, der aufgrund seines allgemeinen Aufbaus nicht al-
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le gestellten Anforderungen erf

ullt. Dennoch k

onnen mehrere Anwen-
dungen gleichzeitig, unterteilt in einzelne Zeitscheiben, auf den FPGA-
Baustein ausgef

uhrt werden, wobei eine Prozesswechselzeiten von 80ms
erreicht wird. Daraus ergibt sich bedingt durch das Betriebssystem eine
Verl

angerung der Ausf

uhrungszeiten um maximal 20%.
Zur weiteren Verringerung des Einusses auf die Anwendungen wer-
den die Aufgaben des Betriebssystems analysiert. Basierend auf den Er-
gebnissen dieser Analyse und den Erfahrungen wird ein neuer FPGA-
Koprozessor konzipiert, der das Betriebssystem im besonderen Mae
unterst

utzt. Dieser neue Koprozessor reduziert durch eine bessere An-
bindung der Kongurationsschnittstelle die ben

otigte Prozesswechsel-
zeit um einen Faktor 4 auf unter 20ms. Zudem erfolgt aufgrund der
Realisierung eines RAM-Switchs ein Teil der Zustandssicherung direkt
auf dem Koprozessor. Das zugrundeliegende Gesamtkonzept des neu-
en FPGA-Koprozessors reduziert somit die ben

otigte Prozesswechselzeit
und erm

oglicht die Durchf

uhrung eines neuen speicherbasierten Aus-
f

uhrungsmodells, welches eine zus

atzlich Verbesserung der Ausf

uhrungs-
zeiten erlaubt.
Anhang A
Evaluierung des
RAM-Switchs
Die f

ur die Realisierung des RAM-Switch eingesetzten Quick-Switch
Bausteine wurde zuvor durch eine durchgef

uhrte Messung auf ihre Eig-
nung

uberpr

uft. Ziel der durchgef

uhrten Messung ist die experimentelle
Untersuchung der Signalverformung, bei der durch die Busstruktur ent-
stehenden kapazitiven Last. Dar

uberhinaus wird der Meaufbau auch
zur Verikation der RAM-Switch Eigenschaften eingesetzt.
Der gesamte Meaufbau, der in Abbildung A.1 graphisch dargestellt
ist, entspricht der Verschaltung eines Bussignals in dem realisierten Bus.
Die eingesetzten Quick-Switches von der Firma Pericom (PI3B34X245)
verf

ugen

uber 32 schaltbare Verbindungen, die durch ein Steuersignal
verbunden bzw. getrennt werden. Zur Durchf

uhrung der Messungen wur-
den diese Bausteine verwendet, da die 3-zu-1 Multiplexer zum Zeitpunkt
der Messung nicht verf

ugbar waren. Der eingsetzte Pericom Baustein
verf

ugt

uber die gleichen elektrischen Kenndaten wie der 3-zu-1 Multi-
plexer und kann daher f

ur die Messungen verwendet werden.
Als Signalquelle wurde ein Signalgenerator eingesetzt. Das Signal die-
ses Generators ist entsprechend verbunden mit acht Eing

angen verteilt
auf zwei Quick-Switch Bausteine. Der erste Baustein, an dem nur ein Ein-
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Abbildung A.1: Aufbau der Schaltung, die zur Evaluierung der Quick-
Switch Bausteine und der Eigenschaften des RAM-Switchs eingesetzt
wird.
gang verwendet wurde, entspricht dem an- bzw. abgeschalteten RAM-
Baustein und leitet das Signal im durchgeschalteten Zustand weiter. Bei
dem zweiten Baustein wurden sieben Eing

ange belegt, die entsprechend
der RAM-Switch Verschaltung die kapazitive Last bilden. Daher sind
die Verbindungen dieses zweiten Bausteins permanent inaktiv geschaltet.
Zur Realisierung des Eingangs eines RAM-Bausteins wurde ein weiteres
ODER-Gatter (7S23) an den Ausgang des ersten Quick-Switch Bausteins
angeh

angt, das gleichzeitig zur Signalerkennung eingesetzt wird.
Wie die nachfolgenden Mekurven in Abbildung A.2 und A.4 zei-
gen, entsteht durch den RAM-Switch und die eingesetzten Quick-Switch
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Bausteine nur eine minimale Verz

ogerung der Signale von 1-2ns. Des-
weiteren ist zu erkennen, da sich die Signalverformung des Eingangssi-
gnals durch die entstehende kapazitive Last der abgeschalteten Baustei-
ne nur minimal auswirkt. Durch den zus

atzlichen Widerstand (5
), der
durch die geschaltete Quick-Switch Verbindung entsteht, wird das Signal
am Ausgang des Quick-Switchs zus

atzlich bed

ampft und gegl

attet. Be-
dingt durch die minimale Signalver

anderungen und durch die zus

atzliche
Bed

ampfung, ist das Signal von dem nachgeschalteten ODER-Baustein
ohne weitere Probleme zu erkennen. Siehe dazu auch Abbildung A.4.
In den Abbildungen A.3 und A.5 ist das Ausgangssignal des RAM-
Switchs zu sehen, das von dem Eingangssignal abgetrennt ist. Sowohl
bei 50MHz als auch bei 100MHz ist am Ausgang nur ein stabiles LOW
Signal mit einem geringen Rauschen zu beobachten.
Die gemessenen Signalverl

aufe, die sich durch den Einsatz des ex-
emplarisch aufgebauten RAM-Switch ergeben, zeigen, da die einzelnen
RAM-B

anke durch den RAM-Switch sicher abgetrennt werden k

onnen,
und da auch bei abgeschalteten Verbindungen keine Ver

anderung der
RAM Inhalte zu erwarten ist. Dieses Verhalten ist aufgrund der gleichen
elektrischen Kenndaten auch bei den sp

ater eingesetzten 3-zu-1 Multi-
plexern zu erwarten.
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Eingangssignal
Ausgangssignal 
RAM-Switch
Abbildung A.2: Signalverl

aufe bei 50MHz und einer angesteuerten und
durchgeschalteter Verbindung.
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Eingangssignal
Ausgangssignal 
RAM-Switch
Abbildung A.3: Signalverl

aufe bei einer getrennten Verbindung eines
50MHz Signals.
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Eingangssignal
Ausgangssignal 
RAM-Switch
Ausgangssignal 
ODER-Gatter
Abbildung A.4: Signalverl

aufe bei 100MHz und einer angesteuerten und
durchgeschalteter Verbindung.
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Eingangssignal
Ausgangssignal 
RAM-Switch
Abbildung A.5: Signalverl

aufe bei einer getrennten Verbindung eines
100MHz Signals.
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Abbildung B.1: FPGA-Koprozessor mit den Funktionsbl

ocken auf der
Best

uckungsseite.
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Abbildung B.2: FPGA-Koprozessor mit den Funktionsbl
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L

otseite.
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Abbildung B.3: Foto des neuen FPGA-Koprozessors.
Anhang C
Glossar
ALU: Arithmetic Logic Unit
API: Application Programmers Interface
ASIC: Application Specic Integrated Circuit
Block-RAM: Internes, festverdrahtetes RAM in modernen FPGAs
CHDL: 'C++'-based Hardware Description Language
CPLD: Complex Programmable Logic Device
CPCI: Compact PCI
CRC: Cyclic Redundancy Check
DD: Device Driver
DLL: Delay Locked Loop
DMA: Direct Memory Access
DSP: Digital Signal Processor
FCFS: First-Come-First-Served { Scheduling-Strategie
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FIFO: First-In-First-Out { Speicher
FPGA: Field Programmable Logic Device
FPGA-Schaltung: Logische Funktion die auf einem FPGA-Baustein
ausgef

uhrt wird
FPIC: Field Programmable Inter Connect
FSM: Finite State Machine
H-OS: Host Operating System
HEP: High Energy Physics
HMU: Hardware Management Unit
IPC: Interprocess Communication
ISA: Industry Standard Architecture
JTAG: Joint Test Action Group
LIB: Softwarebibliothek
LINUX: Freies UNIX Betriebssystem
LUT: Look Up Table
MIMD: Multiple-Instructions-Multiple-Date
MLFS: Multilevel Feedback Sheduling { Scheduling-Strategie
NAND: Invertierte UND-Verkn

upfung
NOR: Invertierte ODER-Verkn

upfung
PAL: Programmable Array Logic
PCI: Peripheral Component Interconnect
PLL: Phase Locked Loop
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PMC-PCI: PCI Mezzanine Card
PPC: Parallel Pipelined C
RR: Round-Robin { Scheduling-Strategie
RAM: Random Access Memory
ROM: Read Only Memory
RT-Modell: Register-Transfer Modell
SBUS: Sun BUS
SDRAM: Synchrone dynamic RAM
SIMD: Single Instruction Multiple Data
SJF: Shortest Jop First { Scheduling-Strategie
SLU: Swappable Logic Unit
SRAM: Statisches RAM
TSS: Task-Status-Segment
VHDL: Very High Speed Hardware Description Language
VME: VersaModule EuroCard Bus
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