Is content addressable in the representation that subserves performance in multiple-object-tracking (MOT) experiments? We devised an MOT variant that featured unique, nameable objects (cartoon animals) as stimuli. There were two possible response modes: standard, in which observers were asked to report the locations of all target items, and specific, in which observers had to report the location of a particular object (e.g., "Where is the zebra?"). A measure of capacity derived from accuracy allowed for comparisons of the results between conditions. We found that capacity in the specific condition (1.4 to 2.6 items across several experiments) was always reliably lower than capacity in the standard condition (2.3 to 3.4 items). Observers could locate specific objects, indicating a content-addressable representation. However, capacity differences between conditions, as well as differing responses to the experimental manipulations, suggest that there may be two separate systems involved in tracking, one carrying only positional information, and one carrying identity information as well.
We all live in a dynamic environment characterized by multiple, distinctive objects that move through the world. In the study of visual attention, however, when researchers have studied distinctive objects, those objects have not moved (e.g., Henderson & Hollingworth, 2003; Oliva, Torralba, Castelhano, & Henderson, 2003; Wolfe, Oliva, Horowitz, Butcher, & Bompas, 2002) , and when they have instead examined the ability to attend to moving objects, those objects have not been distinctive. In this article, we will explore the role of attention in keeping track of identifiable objects as they move through the world.
In recent years, the multiple-object-tracking (MOT) task (Pylyshyn & Storm, 1988) has emerged as a primary tool for studying dynamic attention-that is, attention to objects over time. In the standard version of MOT, the observer is initially presented with a display of eight identical items, with four of the items blinking on and off to identify them as targets. All of the items then move for several seconds, during which the observer has to keep track of the targets. When the objects stop, the observer is asked to discriminate between targets and nontargets, either by pointing out all of the targets or by indicating whether a probe item is a target or a nontarget. The typical result is that humans can accurately track about four targets, although performance strongly depends on stimulus factors such as the speed of the items (Alvarez & Franconeri, 2004; Oksama & Hyönä, 2004) .
The MOT paradigm has proved to be a versatile research tool. It has been used to study the nature of visual objects Scholl, Pylyshyn, & Feldman, 2001 ), the capacity for change detection (Bahrami, 2003; Saiki, 2002) , and the allocation of attention in depth (Viswanathan & Mingolla, 2002) . Furthermore, despite its artificial nature, the MOT paradigm seems to capture the demands of important real-world challenges. For instance, air traffic controllers need to track the changing positions of multiple planes in an airspace (see Allen, McGeorge, Pearson, & Milne, 2004) , drivers need to pay attention to other cars in their immediate vicinity, athletes need to track teammates and opponents, and daycare providers need to be aware of the movements of several children at once.
Although the MOT task can be informative, it differs from such real-world tasks in critical and related ways. First, objects in the real world (cars, children, etc.) are rarely identical; they can differ in visual features as well as in characteristic motion. Second, the type of real-world answer that we demand of our visual system is typically different from the answer demanded of the observer during MOT. In the standard MOT task, observers are asked to differentiate between tracked targets and untracked nontargets. However, out in the world we rarely ask questions like "which children are you tracking now?" Instead, we often wish to know the whereabouts of a specific child, car, or plane.
In this article, we seek evidence for this ability in an MOT task. If an observer is tracking four unique targets, is he or she able to distinguish between those targets and report the location of a particular one? There are reasons to argue both for and against such "content-addressable" representations underlying MOT performance. We will address the question from the three dominant theoretical perspectives.
A prominent approach to MOT is Pylyshyn's theory of visual indexes, or FINSTs (Pylyshyn, 1989) . Visual index theory assumes that MOT is mediated by a limitedcapacity preattentive representation consisting of pointerlike indexes that can be attached to objects. These indexes convey the location of the object in question and provide priority access to attention (Sears & Pylyshyn, 2000) . They can be likened to fingers (hence the term FINST, from "f ingers of instantiation") that can be placed on the targets. At the end of the trial, the observer simply asks which objects his "fingers" point to. As with fingers, there are only a handful of indexes available.
Visual index theory seems to be ambivalent about the question of content addressability. One interpretation of the theory holds that the tracking representation is not content addressable, since the indexes only tell you where they are. They do not encode object identity or feature information. Another interpretation of the theory, however, is that the representation must be content addressable, since in order to know that item X is a target at any time t i , you must know that it is the same item that was a target at time t 0 . Pylyshyn (2004) refers to this as the discrete reference principle.
So far, data collected by Pylyshyn and his colleagues have supported the first interpretation. For instance, Scholl, Pylyshyn, and Franconeri (1999) showed that when items stopped moving, observers were able to accurately report the previous direction and speed of targets but not of nontargets. However, when the shape or color of the items was masked, observers were unable to accurately report the premask features of either targets or nontargets. From these results, proposed a distinction between spatiotemporal properties of objects, such as speed, direction, and trajectory, and featural properties, such as color or shape. Although featural properties can change as objects move through different lighting environments and nonrigid transformations, spatiotemporal properties are the key to object continuity. argued that visual indexes encode only spatiotemporal properties.
In order to explicitly test the discrete reference principle, Pylyshyn (2004) attached identities to targets during the target acquisition phase of the MOT trial, either by presenting a number inside the target disks or by having target disks start off in different corners of the display. To his surprise, he found that observers were rather poor at reporting the identities, particularly the numerical labels, even when they had successfully tracked the target objects. Part of this discrepancy apparently resulted from observers inadvertently swapping target identities when targets passed close to one another. Pylyshyn (2004) also speculated that the "internal name" might not be consciously available; in other words, although some part of the visual system was aware that a given disk was the same object as a target identified during the acquisition phase, there was no way to link this internal representation with an external label that the observer could report.
Instead of hypothesizing visual indexes, Yantis (1992) stressed the importance of perceptual grouping. According to Yantis, observers in an MOT task imagine that the target items form the vertices of a virtual polygon. Yantis has demonstrated that when the target items move into a configuration that collapses the polygon, tracking suffers. In contrast to the preattentive visual index account, Yantis's perceptual grouping account assumes that tracking is mediated by a spatial working memory representation. On this view, holding items in spatial working memory serves to make them items of spatial attention as well (Awh, Jonides, & Reuter-Lorenz, 1998) . It is not clear whether such a representation could be content addressable. On the one hand, since this view is based on a top-down structure that adds information rather than a preattentive structure that discards it, one might expect the system to know which target is which. On the other hand, if the representation is purely spatial in nature, the system might not know.
Finally, Kahneman and Treisman's object file theory (Kahneman & Treisman, 1984; Kahneman, Treisman, & Gibbs, 1992) has often been invoked to explain MOT results. The object file concept was developed to explain the perceptual continuity of objects over time. As we noted above, objects change their appearance over time as they move through space. The interpretation given to an object can also change as the featural information changes. Thus, as an object in the sky approaches, it can be perceived as a bird, then a plane, then Superman, all without losing the sense that a single object has been approaching. Kahneman and Treisman proposed that a single representation, the object file, is responsible for the perception of continuity. When an object is first attended, an object file is opened for it, and all subsequent information about that object goes into the object file. When the object is attended at some later time, a process of impletion recalls the appropriate object file.
In contrast to visual indexes, object files are clearly content addressable. In their seminal article presenting evidence for the object file concept, Kahneman, Treisman, and Gibbs (1992) developed the reviewing paradigm. In this paradigm, observers see a preview display that includes a number of objects (at least two). The objects are characterized by some feature, often a letter (see, e.g., Mitroff, Scholl, & Wynn, 2004) . The featural information disappears, and then some sort of linking display, usually consisting of smooth or apparent motion, connects the objects in the preview display with objects in a target display. The observer then has to respond to the target display, for example by identifying a letter. Kahneman et al. found that if the letter was the same as the one presented in that object in the preview display, observers were faster to respond than if that letter had appeared in another object in the preview display, indicating that information about what was in that object had been preserved.
Here, we introduce a new variation on the basic MOT task that allows us to look at tracking of unique objects (a related paradigm was developed by Oksama & Hyönä, 2004;  we will return to this in the Discussion section). In our task, the objects consisted of unique cartoon animals (see Figure 1) . We chose these stimuli because they were visually distinct and easily nameable.
The principal technical problem with such stimuli is that observers could simply memorize the identities of the target animals at the beginning of the trial, then respond on the basis of those identities at the end of the trial, without actually tracking the targets while they moved. We made this strategy impossible by hiding the animals behind cartoon cactuses at the end of the trial. These cactuses were present throughout the trial, and the animals moved in front of them. At the end of the trial, the depth relationships were switched, and the animals moved behind the cactuses and remained there. In other work, we have found that the sudden appearance of previously invisible occluders, whether one at a time or all at once, did not disrupt tracking performance (Horowitz, Birnkrant, Fencsik, Tran, & Wolfe, 2006 ; see also . Thus, we consider it unlikely that a mere change in the depth relations between tracked animals and occluding cactuses should be problematic.
A second technical problem with this arrangement is that, if the end of each trial were predictable, observers could anticipate this and locate the targets just prior to occlusion. To thwart such a strategy, we made the time from tracking onset to occlusion variable from trial to trial. The animals moved in such a fashion that they all approached the stationary cactuses every 1,333 msec. The number of such cycles in a trial varied randomly, so if observers were noting target locations only at times when they were likely to be occluded by cactuses, they would have to successfully search the display for the tracked animals in a manner that produced correct search results every 1,333 msec. This seems unlikely.
At the end of a trial, we asked observers one of two questions. These questions were blocked in Experiments 1-3 and mixed within blocks in Experiment 4. The standard question was "Where are all the targets?" Observers had to click on the cactuses in front of each target. The specific question was "Where is the _____?," with the blank filled by one of the target animals. The observer then had to click on the cactus where that particular animal was "hiding."
These two questions obviously have different rates of chance performance. In order to compare performance on these two different questions, we computed a common metric of capacity, based on the number of items tracked, corrected for guessing (the details are described in the Method section).
In Experiment 1, we found that capacity was substantially lower for the specific question than for the standard question in a blocked design. This "content deficit" was replicated in four more experiments. Experiment 2 ruled out the possibility that the content deficit is due to interference in short-term memory. In Experiment 3, we confirmed that the data do not change if we increase the variability of the tracking duration. Experiment 4 replicated the content deficit with a mixed design, using both visual and auditory postcues. The remaining experiments employed only the standard question, but took advantage of the possibilities opened by our method. Experiments 5 and 6 measured how much additional capacity is gained by using unique rather than identical stimuli. Finally, Experiment 7 measured capacity in a "full report" version of the standard task.
MeTHod observers
Unless otherwise specified, each experiment involved 8 observers recruited from the Brigham and Women's Hospital Visual Attention Laboratory volunteer pool. The observers ranged in age from 18 to 55 years (M 5 28.3 years, SD 5 9.7); 1 all had visual acuity of at least 20/25 when corrected and had passed the Ishihara color screen. The observers gave IRB-approved informed consent and were compensated $10/h for participation. Twelve of the observers participated in more than one experiment.
Apparatus and Stimuli
The visual stimuli were presented on 21-in. color CRT monitors (SuperScan Mc801 RasterOps and Mitsubishi Diamond Pro 91TXM) controlled by Power Macintosh G4 computers (Mac OS 9.2.2) running MATLAB 5.2.1 using the Psychophysics Toolbox routines (Brainard, 1997; Pelli, 1997) . Monitor spatial resolution was set to 1,024 3 768 pixels. The display area subtended 36.1º 3 27.1º of visual angle at a viewing distance of 57.4 cm. Monitor refresh rates were set to 75 Hz (13.3 msec per frame).
The tracking stimuli were 23 cartoon animals ( Figure 1 ; see Appendix A for a list) in 8-bit color. Occluders were two types of cartoon cactuses. Cartoon images were scaled so that the maximum dimension (horizontal or vertical) was 3.5º for animals and 5.3º for cactuses. The background was yellow.
Cactuses were placed in a 5 3 4 grid. Grid cells were 6.2º on a side, so cactuses were separated by 0.9º edge to edge. The two types of cactuses were assigned to cells at random on each trial, so the background cactus array was different from trial to trial.
Auditory probes (Experiments 4, 5, and 6) were recorded in a female voice and played through a pair of Sony MDR V150 headphones.
Procedure
On each trial, eight animals were placed in locations randomly selected from the grid (Figure 2A ). The selection of the animals varied by experiment. At the start of a trial, the target animals blinked on and off six times at 1 Hz. There were four targets in Experiments 1-6 and eight in Experiment 7. The animals then began to move. For each animal, a destination cactus was selected at random without replacement. Animals moved toward their destinations in straight lines at different speeds, such that each animal reached its destination at the same time ( Figure 2B ). Each cycle consisted of 100 monitor refreshes, or 1,333 msec. The maximum speed for an animal was 29.7º sec 21 (corner-to-corner movement), and the minimum speed was 4.6º sec 21 (movement to an adjacent cactus). Once the destinations were reached, another set of destinations was selected. A trial consisted of 10-15 of these cycles (except for Experiment 3, which used 5-15). The number of cycles was selected randomly on each trial. Animals could occlude one another, and moved in front of the background cactus array.
At the end of the last cycle, the cactus array was moved to the front, such that the animals were instantly occluded. Parts of some animals would be visible through transparent portions of the cactus images ( Figure 2D ). After 200 msec, the occluded animals were erased, eliminating any cues to their identities. After an additional 133 msec, the computer cursor appeared and a probe instruction was presented at the top of the screen.
In the standard condition, the instruction was "Please click on the bushes where all of the target animals are hiding." Observers responded by moving the cursor to click on the appropriate cactuses. The cactus that the cursor was currently over was highlighted with a red border. Once the observer had made a number of responses equal to the number of targets, feedback was presented. If all targets were correctly identified, the message "You got all of them" was printed at the top of the screen. Otherwise, the observer was told how many targets were missed, and the missed targets blinked on and off four times at the appropriate locations.
In the specific condition, the probe instruction was "Where is the ,target.?," where ,target. was randomly selected from the names of the targets for that trial. The target image was also presented at the upper right of the screen. The observer's task in this condition was to move the cursor to the cactus where the selected target had been at the end of the trial and click. The animal behind the selected cactus was then revealed. Feedback indicated whether the observer had selected the correct cactus, or whether there was no animal behind that cactus.
Observers typically participated in two blocks of 50 trials, each preceded by 5 practice trials. When conditions were blocked, block order was counterbalanced across observers. The experiments typically took between 1 and 1-1/2 h to complete.
data Analysis
Raw accuracy data were transformed according to high-threshold guessing models devised for each condition. In the standard condition, the guessing model (see Equation 1) was derived from the one presented by Scholl et al. (2001) . We assumed that performance P, in terms of the number of targets correctly identified, was determined by the number of objects actually tracked (k, for capacity) plus guessing. In Equation 1, t is the number of targets and a the number of possible response options, in this case, cactuses. The observer makes k informed responses and then guesses on the remaining (t 2 k) targets, leaving (t 2 k) targets and (a 2 k) possible responses. Performance is therefore given by
solving for k gives
Performance in the specific condition was modeled according to similar logic. Here, performance p is the probability of correctly selecting the cactus where the specific target is hiding. The probability that the probe animal (selected at random from the t targets) will be one of the k objects being tracked is k/t. So on k/t trials, performance is 1.0. On the remaining (1 2 k/t) trials, the observer guesses. In this case, the observer can eliminate the k locations with tracked animals because she knows they contain an animal that was not probed, so she guesses from among the remaining (a 2 k) locations. Hence, performance is given by Equation 3:
When we again solve for k,
Equations 2 and 4 convert performance in both conditions to a common metric, k. The raw data underlying the capacity computations for all experiments are reported in Appendix B. The majority of our analyses were single-degree-of-freedom planned comparisons carried out through paired t tests.
exPeriMeNT 1
In this experiment, we introduce the paradigm and the basic result, the content deficit. In this version of the experiment, the set of 8 unique animals to be presented on each trial was selected at random from the 23 available animals. A subset of 4 target animals was then selected at random from among these 8. No attempt was made to control overlap in sets from trial to trial. The standard and specific conditions were run in separate blocks.
Estimated capacity was 1.6 items (SEM 5 0.3 items) in the specific condition and 2.9 items (SEM 5 0.3) in the standard condition. There were two notable results in this experiment. First, observers were reliably able to report on the identity of more than one item in the specific condition [t(7) 5 5.0, p , .001, one-tailed], indicating a contentaddressable representation. Second, estimated capacity was lower in the specific condition than in the standard condition [t(7) 5 8.0, p , .0001, two-tailed]. That is, when asked to report the location of a specific target, observers appeared to have tracked fewer items than when they were asked to simply click on all of the target locations. We will call this result the content deficit. Subsequent experiments will test possible explanations for this deficit.
One puzzling aspect of these data was that performance in the standard condition seemed low in this experiment, in comparison with typical MOT experiments with identical items. Observers are typically able to track more than three items (see Oksama & Hyönä, 2004; Scholl et al., 2001) . Our task may have been more difficult simply because the animals often occluded one another, which can reduce performance (Klieger, Horowitz, & Wolfe, 2004) . There is also a more serious possibility: Since the stimulus set changed from trial to trial, observers may have experienced interference in working memory. In particular, items that were targets on one trial could have served as nontargets on subsequent trials, and vice versa; such conditions have led to interference in both the visual search (e.g., "variable mapping"; Schneider & Shiffrin, 1977) and negative priming (Milliken, Tipper, & Weaver, 1994; Tipper, 1985) paradigms. Such interference might be particularly problematic in the specific condition. Thus, the changing stimulus sets might be responsible for both the content addressability and the content deficit from the data. Experiment 2 was designed to remedy this problem.
exPeriMeNT 2
In this experiment, we simply fixed the target and nontarget sets so that the same stimuli were used throughout a block of trials. That is, an observer might track the lion, the rabbit, the turtle, and the goat on all the trials in a block. This made it easier for observers to remember what they were supposed to track. In addition, it eliminated the possibility of interference or negative priming arising from targets and nontargets switching roles. We expected that performance in the standard condition would improve to above 3.0 items; the question was whether the content deficit would still manifest itself under these conditions.
The procedure was identical to that of Experiment 1, except in the selection of animals. For each observer, one set of eight animals was selected randomly at the beginning of each block. Four of these animals were designated as targets and the rest as nontargets. The set of animals and the target/nontarget assignments were held constant for the duration of a block.
As expected, performance in the standard condition improved to a creditable 3.4 (SEM 5 0.2) items. However, the content deficit was still present. Observers tracked only 2.1 (SEM 5 0.1) items when asked which target was where. This deficit was reliable [t (7) The roughly half-item increase in capacity when we changed from a variable to a fixed target set suggests that switching target sets from trial to trial created some sort of interference. This was true not only in the specific condition, when we probed target identities, but also in the standard condition. This result is important, because it suggests a role for object identity (either at the perceptual or semantic level), irrespective of task demands. According to , blinking the targets on and off should automatically assign visual indexes to them, and these indexes should stick equally well whether or not these particular stimuli were targets on the previous trial. Since the increase in capacity was not statistically reliable, this conclusion should not be taken too seriously. However, in subsequent experiments, we used a fixed target set.
Just as in Experiment 1, the observers here could reliably locate multiple targets according to their identities, which we take as evidence for content addressability. Experiment 2 also replicated the content deficit, with reliably better capacity in the standard report condition than in the specific report condition.
These results raise a number of methodological issues. First, our experiments differ from most MOT experiments in their temporal structure; our trials were both longer than usual and included temporal uncertainty. How did these factors affect performance? Experiment 3 was designed to address this issue.
A second important issue is whether blocking response modes induced observers to use different encoding strategies in the two conditions, leading to differential performance. This issue will be addressed in Experiment 4.
A third issue is whether the use of unique, identifiable objects helps or hinders MOT performance in comparison with the use of identical objects in most previous studies of MOT. We will address this issue in Experiments 5 and 6.
Finally, Experiment 7 will address the role of nontargets in hindering tracking performance.
exPeriMeNT 3
As we noted in the introduction, it is important to ensure that observers are attending to a task throughout a trial. One of our strategies we used to ensure this was to randomly vary trial duration. Observers did not know when each trial would end, between the 10th and 15th cycles. Was this enough temporal uncertainty, however? In Experiment 3, we increased the uncertainty so that a trial could end anywhere between the 5th and 15th cycles (a duration from 6.7 to 20.0 sec). Otherwise, the method was identical to that of Experiment 2. If observers were actively tracking the targets only after Cycle 9 in the previous experiments, we should see a decrease in performance in this experiment, where they potentially have to sustain attention for a longer period of time.
A wider array of trial end points also allowed us to examine a possible explanation for the content deficit. We used trial durations that were long relative to previous MOT studies. Perhaps location-identity bindings decay over time, and we would observe a smaller difference between conditions if we probed earlier in the trial. Figure 3 shows k in Experiment 3 as a function of cycle, with data from Experiment 2 shown for comparison. Mean capacity for the standard condition was 3.4 items (SEM 5 0.1), versus 2.6 items (SEM 5 0.2) for the specific condition, representing a significant advantage in the standard condition [t(7) 5 3.9, p , .01]. We also conducted an analysis of covariance on the results, with condition as a categorical variable and cycle as a continuous variable (covariate). Neither the main effect of cycle [F(1,7) , 1] nor the cycle 3 condition interaction [F(1,7) 5 2.49, p 5 .16] was significant. When comparing the two experiments, it seems clear that increasing the temporal variability in Experiment 3 did not change the results notably. We conducted a crossexperiment ANOVA, using data only from Cycles 10-15 in Experiment 3. Standard versus specific target condition and cycle were within-subjects factors, and experiment was a between-subjects factor. We found no main effect of experiment [F(1,14) 
There is a hint in Figure 3 that performance, especially in the specific target condition, dropped as trial duration increased. This would be compatible with data from Oksama and Hyönä (2004) , possibly reflecting a vigilance decrement (Parasuraman, 1986) . If the drop over time were greater in the specific condition, this would support the idea that location-identity bindings were decaying. However, there was no evidence for this in an ANOVA conducted on data from all of the conditions of Experiment 3, in which neither the main effect of cycle [F(10,70) 5 1.1, p 5 .38] nor the cycle 3 condition interaction [F(10,70) , 1] was significant. If there was decay, it had approached asymptote within the first 6-7 sec of tracking.
exPeriMeNT 4
One obvious hypothesis to explain the content deficit is that observers encode information differently in the two conditions. In the standard condition, only spatiotemporal properties are encoded. In the specific target condition, observers know that they will be asked about featural or identity information, so they encode that as well. Featural information (or perhaps the binding of identity and location) takes up more resources (Bahrami, 2003; Saiki, 2002) , reducing tracking capacity. Thus, information about features or identities requires more capacity.
In Experiment 4, we tested this strategic encoding hypothesis by mixing the questions within a block of trials. Observers did not know on a given trial whether they would be asked to locate all of the targets or just a specific target. Therefore, they had to adopt the same strategies on both types of trials. If the strategic encoding hypothesis is correct, then the content deficit should be reduced in this experiment. Performance should also be reduced overall, since observers would not be optimally encoding information on each trial. In other respects, the method was identical to that of Experiment 2.
Pilot work indicated that when questions were mixed within a block of trials, having to look away from the cactus array to read the question at the top of the screen impaired performance. Therefore, in this experiment, we used auditory rather than visual probes. Instead of printing the question at the top of the screen, observers heard the probe questions over headphones.
Mean capacity for the standard condition was 3.4 items (SEM 5 0.1), as opposed to 2.2 items (SEM 5 0.2) for the specific condition, representing a significant advantage for the standard condition [t(7) 5 9.9, p , .00005]. Performance in this experiment, with questions mixed within blocks, was nearly identical to that in Experiment 2, with blocked questions. Even when observers could not have adopted different encoding strategies for the different conditions, we still observed a sizable (1.2-item) content deficit. This suggests that the content deficit is not a result of the strategic demands of the conditions we devised.
exPeriMeNT 5
The previous experiments established a paradigm for studying MOT with unique stimuli. One question that we had not yet addressed is whether unique objects help or hinder MOT performance in comparison with identical objects. For example, if the objects are identical, an observer might accidentally swap a target and a distractor if they approach too closely. With unique objects, this is less likely to happen. Similarly, if at some point the observer realized that he was only tracking three targets and had lost one, he could theoretically recover the lost target if it were unique. Of course, such advantages assume a sort of "ideal observer" who always knows exactly what he is tracking. If the tracking system was completely insensitive to target features or identity, unique objects would provide no advantage. Similarly, the observer could only recover a lost target if information were available about how many targets were currently being tracked and which one was missing.
In this experiment, we compared tracking unique objects with tracking identical objects. Since "Where is the zebra?" is not a diagnostic question when all objects are zebras, we only used the standard response mode. There were three conditions. The unique condition was identical to the standard response condition in Experiment 1. In the identical condition, eight identical animals were presented; animal identity was selected at random on each trial. Finally, in the paired condition, there were four unique targets, again selected at random. For each target, there was an identical distractor. Probes were presented auditorily, as in Experiment 4. A total of 10 observers participated in this experiment.
We can compare performance in the unique and identical object conditions to determine whether there is any advantage for unique objects. If the advantage for unique objects derives from the ability to recover lost targets, this advantage should be abolished in the paired condition.
Capacity values for the three conditions are plotted in Figure 4 . Observers tracked 3.1 items (SEM 5 0.2) in the unique condition, 2.3 (SEM 5 0.2) in the paired condition, and 2.5 (SEM 5 0.1) in the identical condition. Planned t tests showed that the paired and identical conditions did not differ [t(9) 5 1.3, p . .10], but that performance was significantly worse in both than in the unique condition [for paired, t(9) 5 2.7, p , .05; for identical, t(9) 5 2.7, p , .01].
These results indicate that observers can take advantage of the additional information provided by unique objects. The unique object advantage (approximately 0.6 items under these conditions) is entirely eliminated if targets are identical to distractors, suggesting that some sort of error recovery process is responsible.
exPeriMeNT 6
In the previous experiment, pairing targets and distractors reduced performance in the standard condition relative to that in the fully unique condition. Would this manipulation affect the specific condition as well? In Experiment 6, we measured the content deficit with both paired and unique stimuli. By comparing these two stimulus conditions, we can determine whether eliminating featural distinctions between target and nontarget sets impairs the ability to track specific objects as well as the ability to hold on to target locations. Probes were presented auditorily, as in Experiment 5. There were 6 observers in this experiment.
As shown in Figure 5 , we once again replicated the content deficit in this experiment, since observers could track 1.1 more items in the standard condition than in the specific condition [F(1,9) 5 119.0, p , .001]. Pairing targets and nontargets reduced capacity by roughly the same amount as in Experiment 5 [0.9 items; F(1,9) 5 37.3, p , .001]. Critically, the pairing manipulation appeared to have less of a deleterious effect in the specific condition than in the standard condition [interaction F(1,9) 5 18.5, p , .005]. In the standard condition, the pairing manipulation cost observers 1.2 items, versus a loss of only 0.7 items in the specific condition. This interaction suggests that different representations may underlie performance in the two conditions.
On the other hand, capacity was already lower in the specific condition. If the effect of pairing stimuli is multiplicative, rather than additive, we would then expect that the impact of paired stimuli would be proportionally smaller in the specific condition. When we log-transformed the capacity values, converting proportional differences into additive ones, the question 3 pairing interaction was eliminated [F(1,9) , 1].
Since we cannot reject the hypothesis that the effect of pairing targets with nontargets is proportional to capacity, this experiment provides at best weak evidence for different representations.
exPeriMeNT 7
One advantage of our method is that we can test MOT performance in a case with only targets. Why would we want to do this? There are reasons to believe that suppressing nontargets consumes some resources that would otherwise be available for tracking targets. For example, there is evidence that observers track better on trials in which nontarget trajectories are repeated from earlier trials (Ogawa & Yagi, 2003) . If nontargets are processed, they may have to be suppressed in order to reduce confusion with targets, and Pylyshyn and Leonard (2003) showed evidence for such inhibition. Moreover, unpublished data from our laboratory indicate that MOT performance decreases as nontargets are added to the display, even when the number of targets remains constant. Accordingly, we designed Experiment 7 to test the hypothesis that tracking capacity would increase if there were no nontargets. This experiment was identical to Experiment 2, except that all items were targets. Capacity in the standard condition was 5.8 items (SEM 5 0.2), significantly greater than the 2.6 items (SEM 5 0.1) obtained in the specific condition [t(7) 5 14.3, p , .000005].
In agreement with our hypothesis, capacity improved markedly in the standard condition when there were no distractors. Standard capacity in Experiment 7 was significantly greater than in Experiments 2, 3, and 4, which were methodologically comparable except for the number of targets and nontargets (all ps , .00005).
One explanation is that previous experiments underestimated capacity because of a ceiling effect. These experiments were based on the hypothesis that capacity varies across trials, with no underlying differences across experiments. However, the measured capacity has been limited by the number of targets. For example, if there are only four targets (e.g., Experiments 2-4), observers could track all of them on trials in which their capacity was 4 or greater; any trials with an actual capacity greater than 4 would thus appear to have a capacity of 4. In this case, measured mean capacity would underestimate the true mean. In Experiment 7, which included eight targets, measured capacity could reflect actual capacity up to eight items, leading to a greater (and more accurate) estimate of mean capacity.
We can test this ceiling hypothesis against our hypothesis of increased mean capacity by comparing the capacity distributions in Experiment 7 with those in Experiments 2-4. According to the ceiling hypothesis, the proportion of trials with a capacity less than 4 should be identical across experiments. Furthermore, the proportion of trials with a capacity of 4 or greater in Experiment 7 should be the same as the proportion of trials with a capacity equal to 4 in Experiments 2-4. In contrast, the hypothesis that tracking capacity increases when no nontargets are present predicts that the entire distribution should shift to the right, leading to fewer trials with capacity less than 4 in Experiment 7 than in the earlier experiments.
We tested these hypotheses by computing capacity for each trial, using Equation 2, and generating a distribution across trials for each observer. Figure 6 plots the distribution of k for Experiment 7 and the corresponding distribution for Experiments 2, 3, and 4 combined (distributions from each of these experiments were averaged across observers). Clearly, the proportion of trials with an observed capacity less than 4 was lower with eight targets than with four targets. This is consistent with the capacity distribution shifting to the right in Experiment 7, rather than mere spreading of the k 5 4 trials over a wider range. We suggest that the superior performance in this experiment may reflect additional capacity freed up when there is no need to suppress nontargets. However, the shape of the distribution for four targets does suggest that capacity was underestimated in the previous experiments.
The conclusions are quite different if we look at the specific target condition. Specific target capacity in this experiment was better than in Experiment 2 (uncorrected t test, p , .05), but not significantly different from the capacities observed in Experiments 3 and 4 ( p . .05) . Thus, the tracking of target identities in this condition does not seem to be limited by the need to suppress nontarget identities.
diSCuSSioN
We have developed a new MOT paradigm that allows us to test the tracking of unique objects. Four main findings have emerged from these experiments. First, there is a content-addressable representation of targets during MOT (specific capacity was .1 in all cases). Second, we observed a content deficit: The content-addressable representation has a lower capacity (measured in items) than the location-addressable representation (i.e., specific capacity was lower than standard in all cases). Third, the visual system is capable of taking advantage of differences between unique objects to improve tracking performance over the level seen with identical objects (Experiment 5). This advantage appears to be due primarily to the ability to recover lost targets (Experiment 5). Fourth, tracking capacity appears to be constrained by the need to suppress nontargets; when there are no nontargets, capacity increases markedly (Experiment 7).
A Content-Addressable representation in MoT
Our data represent an existence proof of a contentaddressable representation in MOT. Similar data have been reported by Oksama and Hyönä (2004) . In their multiple-identity-tracking (MIT) task, observers tracked moving line drawings (either objects or "pseudo-objects") for several seconds. At the end of the trial, the stimuli were masked and a single item was marked with a black frame. In a subsequent response screen, observers had to select the picture that corresponded to the marked object. Oksama and Hyönä obtained a median capacity of four items.
Although it is difficult to compare capacity measures directly across experimental tasks, 3 it is interesting that both we and Oksama and Hyönä (2004) demonstrated that observers do know, to some extent, which target is which. This finding is in contrast to those of Pylyshyn (2004) , whose observers had difficulty identifying targets. Two key differences between our paradigm and MIT, on the one hand, and Pylyshyn's (2004) paradigm, on the other, seem relevant to this discrepancy. First, in our study and that of Oksama and Hyönä, object identities were defined by intrinsic features, such as shape and (in our experiment) color. In Pylyshyn's (2004) experiment, "identity" was based on a tangential feature of an object, such as in which corner of the display it began the trial. It seems likely that the shape and color of an object may be more tightly bound markers of "identity" than initial position or a briefly presented letter.
Second, in our experiments and those of Oksama and Hyönä (2004) , the visual differences between objects were continually available throughout the tracking phase of the trial, only masked during the response phase. In Pylyshyn's (2004) experiments, the object identities were presented only briefly at the start of the trial; during the majority of the tracking phase, the objects were physically identical. It may be that the link between object identity and spatiotemporal position decayed during Pylyshyn's (2004) task but was constantly refreshed in both ours and Oksama and Hyönä's.
Our experiments also provided some indirect evidence for a content-addressable representation. For example, performance was consistently superior in experiments in which the same objects were used in the same roles from trial to trial (Experiments 2, 3, and 4) than in experiments in which the stimulus set changed from trial to trial (Experiments 1, 5, and 6). This occurred not only in the specific target conditions, in which object identity was relevant, but also in the standard conditions, in which object identity was not.
one System or Two?
Is tracking served by a single representation that encodes both position and identity, or are there two representations, one for position and one for identity? This question arises because of the striking capacity differences between our response conditions. In all of our experiments, capacity was significantly lower for specific targets than for targets in the standard MOT response mode. In Experiment 4, we disconfirmed the hypothesis that capacity differences resulted from varied encoding strategies (see, e.g., Davis, Welch, Holmes, & Shepherd, 2001 ), since we obtained the same result when response modes were mixed within a block as we did when they were run in separate blocks.
This capacity difference is not conclusive evidence that separate representations or systems are involved. There are several ways in which a unified account could explain the lower capacity in the specific target condition. For example, one might propose a system with a slot-like structure (Vogel, Woodman, & Luck, 2001) in which all slots are not created equal. If there were two slots with sufficient resolution to encode both position and identity, and two slots that could only encode position, we would also obtain different capacity estimates in our two response conditions. This representation could also be described in terms of Kahneman and Treisman's (1984) object files, if we assume that some of the object files are empty. The impletion process might in that case return the information that a given object was spatiotemporally continuous with a target object, but fail to retrieve the semantic or perceptual content associated with that object file.
In the MOT literature, capacity is generally assumed to refer to a fixed number of available representations in the visual system, either visual indexes or object files. However, there is some evidence that capacity in MOT might be better thought of as an undifferentiated resource . Instead of a set of slots or pointers, we might assume that there is a fixed amount of information that can be encoded. Observers might encode position and identity for all targets, but the binding between positions and identity may be noisier than the position information itself (or may decay more quickly; Experiment 3 indicated that any such decay would have to approach its asymptote value within 6-7 sec), leading to apparently lower capacity when responses depend on binding.
Instead of one system, there also might be two. Although we tend to assume that a single experimental paradigm probes the performance of a single corresponding functional system, it may be that MOT naturally recruits multiple overlapping systems. The simplest two-system account might be a proposal that tracking is served by a positiontracking system, such as visual indexes (FINSTs), but that accessing identity-position bindings requires focal attention (Wheeler & Treisman, 2002) . However, since specific capacity is reliably greater than one item, we would have to assume that multiple items can simultaneously be the focus of attention (Awh & Pashler, 2000; Davis et al., 2001 ).
If we wish to preserve a single focus of attention, we might instead propose that both visual indexes and object files can be used. Visual indexes would provide only position information, and object files could support more complex queries.
It will obviously be difficult to definitively decide between one and two systems. However, the evidence of our final three experiments points to two independent systems. In Experiments 5 and 6, pairing targets and nontargets reduced capacity in the standard but not in the specific target condition (although we could not reject the hypothesis of a proportional decrease). In Experiment 7, standard capacity increased when no nontargets were presented, but specific capacity was unaffected.
MOT has been likened to a visual working memory task at time zero , so it is natural to look to studies of working memory for analogs of the content-addressable and location-only systems. The classic two-pathway scheme in vision is the distinction between ventral and dorsal streams, associated with object recognition and spatial processing, respectively (Ungerleider & Mishkin, 1982) . This distinction has been extended into the domain of working memory by Wilson, Ó Scalaidhe, and Goldman-Rakic (1993) , who provided evidence that object information and spatial information are neurally segregated in monkey prefrontal cortex, widely believed to be the neural substrate of working memory. A similar dissociation in humans was reported using PET imaging by Smith et al. (1995) .
The division of working memory into multiple subsystems goes back at least to the multiple-component model of Baddeley and Hitch (1974) , which proposed separate components for different modalities: a "phonological loop" for auditory information and a "visuospatial sketch pad" for visual information. In more recent versions of the model (Baddeley & Logie, 1999; Logie, 1995) , the sketch pad has been divided into visual and spatial subcomponents, roughly corresponding to the object and spatial systems described by Wilson et al. (1993) . Interestingly, the spatial subcomponent (the "inner scribe") is specifically tasked with holding sequence or path information (see Parmentier, Elford, & Mayberry, 2005) , making it a likely substrate for MOT performance.
The widespread insistence on a separation between visual or object information and spatial information would seem problematic for our findings. Standard MOT is clearly a job for the spatial subsystem (Postle, D'Esposito, & Corkin, 2005 , for example, used a version of standard MOT to tie up dorsal processing in a memory interference paradigm). However, there does not seem to be room in that account for a content-addressable representation. Our specific target task (as well as the MIT task of Oksama & Hyönä, 2004) is not a pure object recognition task; it requires location-identity bindings, which would seem to involve integrating information across streams. The problem disappears if we take into account recent behavioral (Olson & Marshuetz, 2005) and f MRI (Postle & D'Esposito, 1999) investigations demonstrating that object working memory representations also carry some location information.
Neuroimaging studies might prove useful here. Standard MOT has been shown to activate parietal lobe areas in the dorsal stream (Culham et al., 1998; Jovicich et al., 2001; Seiffert, 2003) . It would be informative to know whether the pattern of activation changes when unique objects are introduced or when the task potentially involves object identities.
unique object Features in MoT
In addition to our findings about content addressability in tracking, we were able to demonstrate that having visually unique objects made tracking easier; observers were able to track roughly 0.6 more items when objects were unique than when objects were identical. In Experiments 5 and 6, we attributed this result to an error recovery strategy: If I lose track of the zebra, I can search for the zebra on the basis of its physical features and continue to track it. This strategy would obviously be useless if all items are zebras. This strategy is of limited utility if there are a zebra target and a zebra distractor; once I lose the zebra, I then have only a 50% chance of picking up the target zebra, as opposed to the distractor.
The error recovery hypothesis is not trivial. It has several important implications. First, it implies that observers know what they are not tracking. The phenomenology of MOT is such that an observer has the feeling of knowing how many targets he or she is successfully tracking. The error recovery hypothesis implies that when a target is lost, the observer knows which one (given unique targets). Second, the error recovery hypothesis also assumes that an observer can search for a missing target while continuing to track the remaining targets. This is in agreement with recent evidence that observers can successfully perform an MOT task and a visual search task on the same trial (Alvarez, Horowitz, Arsenio, DiMase, & Wolfe, 2005) . Finally, the hypothesis implies the ability to add to the tracking set on the fly, while tracking, without any physical cue. These implications need to be confirmed through further research.
However, if observers use unique physical features of objects to recover lost targets in this fashion, it is curious that there is no such benefit in the specific target condition. If observers do recover lost targets during the course of a trial, they appear to recover only their locations, not their identities.
An alternative to the error recovery hypothesis, though not a mutually exclusive one, is that the results of Experiment 5 can be explained by the perceptual similarity of target and nontarget items. Yantis's (1992) approach to MOT highlights the importance of perceptual grouping factors that allow the targets to be treated as a unit by the visual system. Most of the research in this line has focused on spatiotemporal grouping factors, such as the spatial relationships between the objects (Sears & Pylyshyn, 2000; Viswanathan & Mingolla, 2002; Yantis, 1992) .
Can grouping by (nonspatial) featural properties improve tracking? A number of studies have demonstrated that observers have limited explicit access to featural properties (Bahrami, 2003; Saiki, 2002; , but this finding does not address the direct role that features may play. We could explain the results of Experiment 5 by proposing that observers were able to use accidental differences in the shape and color statistics of targets and nontargets to help segregate them visually. In the paired condition, targets and nontargets had identical feature statistics, so that advantage was lost. This hypothesis could also explain why performance was better with a fixed stimulus set than with a variable stimulus set; over a number of trials with the same stimuli, observers learn subtle differences between the two sets.
Conclusions
In the introduction, we noted that real-world dynamic attention tasks differ from traditional MOT in two ways. First, observers in the everyday world usually deal with multiple unique objects. Second, they often wish to know where a given target might be, rather than which objects are the targets. The experiments presented here represent an attempt to bridge laboratory MOT research and these everyday cognitive tasks. We have shown that it is easier to track unique objects than to track identical objects, assuming that the objects one wishes to track are also uniquely different from nontarget objects. Furthermore, observers do know what they are tracking. To take one of our examples of ecologically valid tracking tasks, if you watch your children and their friends on the playground, you can be aware of where your kids are at any given moment; you may also be aware of the locations of their friends, without being able to tell one friend from the other. Furthermore, if you lose track of a child, you will probably be aware of which one you have lost.
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