In this paper, we present a fast numerical scheme to estimate Partition Functions (PF) of symmetric Ising fields. Our strategy is first validated on 2D Ising fields. and then applied to the joint detection-estimation ofbrain activity from functional Magnetic Resonance Imaging (fMRI) data, where the goal is to automatically recover activated regions and estimate the region-dependent hemodynamic filter. For any region, a specific 3D Ising field may embody spatial correlation over the hidden states of the voxels by modeling whether they are activated or not. To make spatial regularization adaptive, our approach is first based upon a classical path sampling method to approximate a small subset of reference PFs corresponding to prespecified regions. Then, we propose an extrapolation method that allows us to approximate the PFs associated to the Ising fields defined over the remaining brain regions. In comparison with preexisting approaches, our method is robust against grid inhomogeneities within the reference PFs and remains efficient irrespective of the topological configurations ofthe reference and test regions. Our contribution strongly alleviates the computational cost and makes spatially adaptive regularization of whole brain fMRI datasets feasible.
INTRODUCTION
In medical image analysis, one is often interested in recovering spatial structures. A simple but suboptimal approach to enhance signal-to-noise ratios (SNR) consists in filtering the datasets at the expense of a loss of spatial resolution. A more challenging approach works on the unsmoothed data by introducing some prior knowledge on the sought spatial structures. Spatial information is usually embedded in local interaction models such as Markov Random Fields (MRFs), which depend on a set of hyper-parameters. For instance, the temperature level controls the amount of spatial correlation in symmetric Ising models. In the considered fMRI application [1] , which aims at analyzing 4D signals to jointly perform dynamics estimation and activation detection, the MRF definition is
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978-1-4244-4948-4/09/$25.00 © 2009 IEEE region-specific. Indeed, the Hemodynamic Filter (HF) is assumed to be invariant only locally, so that neuroimaging data is accordingly segmented into r functionnally homogeneous irregular parcels, T being the order of several hundreds. This leads to a region-based analysis where T independent HFs have to be identified. Each model yields a HF shape estimate and spatial mixture models (SMM) are jointly expressed on the amplitude of the HF for every stimulus type to perform activation detection. SMMs in tum imply the involvement of discrete Ising fields to model spatial correlation. Therefore, several hundreds of temperature levels have to be estimated making a hand-tuning procedure unrealistic. Moreover, since optimal setting of such parameter may be different when considering different regions of the brain, all temperature levels cannot be fixed to the same value. The purpose of this paper is then to provide an unsupervised and adaptive regularization scheme in such a situation.
For a single field, unsupervised spatial regularization consists in estimating the temperature level. This requires a precise estimation of the PF that makes the MRF integrable over its domain. Section 2 is dedicated to the formulation of the PF estimation problem for Ising fields. The main contribution of this paper lies in Section 3 where afast extrapolation technique to PF estimation of 3D Ising Fields is proposed and validated both in the 2D and 3D context since the former offers the opportunity to provide a ground truth to the PF computation of Ising fields. The application to Joint Detection Estimation (JDE) of brain activity in fMRI is presented in Section 4. Conclusions are drawn in Section 5.
PROBLEM STATEMENT
Let us consider a grid characterized by a set of sites s (Si)i=l:n. A binary label qi E {a, 1} is associated to each site s., A pair of adjacent sites s; and S j (i i-j) is denoted i rv j and is called a clique c. The set of all cliques allows us to define an undirected graph denoted g. Let q == (ql' qz-... ,qn) E {a, I}" be the set of binary labels associated to s. In what follows, we assume q to be distributed according to a symmetric Ising model:
where U (q) = L i~j I (qi = qj) is the global "negative energy" and I(A) = 1 whenever A is true and 0 otherwise. The inverse temperature 13 2: 0 controls the amount of spatial correlation between the components of q according to Q.
The partition function Z( J3) reads LqE{o,l}n exp (13 U(q)) and depends on the geometry of Q. Its exact evaluation in a reasonable amount of time is impossible except on tiny grids.
Robust and fast estimation of Z (13) is thus a key issue for numerous 3D medical imaging problems involving Ising models and more generally discrete MRFs.
PARTITION FUNCTION ESTIMATION
Several approaches have been designed to estimate a single PF [2] [3] [4] . Path-sampling is an extension of importance sampling for estimating ratios of normalizing constants, by considering series of easy-to-sample unormalized intermediate densities. Such a strategy was proven efficient to tabulate the PF for the Ising case; see [5] for details. Algorithms with polynomial time complexity [4, 6] provide efficient alternatives to a single PF estimation. However, none of them is able to perform multiple PF estimation at the same time. Since several hundreds of grids of variable size and shape are manipulated in our fMRI application, fast estimation of multiple PF is necessary. To this end, we propose a hybrid scheme which consists in resorting to path sampling to get log-scale estimates (log ,ZQp(13) )p=l:P in a small subset of reference graphs (Qp)p=l:P and then in using extrapolation formulas to obtain log Zy(J3) for the large remaining set of brain regions to be analyzed, referenced here by a test graph T. 
.J3) .
A bilinear extension of this technique, which also takes the number of sites in the grid into account, has been developed in [7] . This procedure was shown to be efficient to estimate 10g-PFs in small and irregular grids' such as those appearing in our fMRI application. However, the accuracy of linear/bilinear PF extrapolations strongly depends on the homogeneity and the number of reference grids: the less homogeneous the reference set, the larger the approximation error. These reasons motivate the development of a more reliable and versatile approach.
I Here, by irregular grids we make reference to regular lattices combined with non-straight boundaries.
Fast and robust extrapolation technique
Our algorithm proceeds in two steps: 1) Akin to [5] , reference PFs ,ZQp(13k) are estimated using path sampling. The topological configurations of the reference grids (Qp)p=l:P can be inhomogeneous to cover a maximum of situations that may occur when dealing with a brain parcellation into functionally homogeneous ROls. 2) For any test grid T, the quantity log Zy is approximated from a single reference log-PF estimate out of (log ,ZQp (13) (2) CQp p
where (cy , cQp) and (ny , nQp) are the number of cliques and sites of the Ising fields defined over T and Qp, respectively.
Our extrapolation formula (2) is built up according to two principles: i.) an unbiased asymptotic approximation errorand ii.) an exact approximation of (log Zy(J3))' for 13 ----t 0+.
These principles are summarized in Appendix A. The reference grid Qref is exhibited using a min-max principle, which consists in minimizing with respect to (wrt) all reference grids (4) where E > 0 is a positive threshold fixed by hand. Once Qref has been identified, the log-PF estimate in T is thus given by log Zy(J3 , Qref) according to Eq. (2). Our method is illustrated in Fig. I with P = 4 by comparing the distance between the referen2.e 10g-PFs with the test one at 13 = o. It appears t!2at log Zref is the closest curve above the ground truth log Zy (in red) and that our log-PF estimate log Zy represented by crosses (x) is superimposed on the path sampled curve.
Assesment of the method

. 2Dfields
We first need to validate our approach in a situation for which the 10gPF admits a closed form expression. Surprisingly, this 1 . Path sampled estimates of the reference 10g-PFs log Z9" ({3k) , P = 1 : 4, in blue curves . Ground truth as the log-PF estimate found by path sampling log ZT in red. Our extrapolation method provides the crossed-line (x -) log-PF estimate log ZT situation exists thanks to the contribution of Onsager [8] , who derived the closed form expression of the log-PF of any 2D square Ising fields under toroidal boundary constraints:
where u((3) = 2 sinh (3/ cosh' (3 and the 7jJ function is a one dimensional log-elliptic integral: (6) for u E [0, 1]. Therefore, the huge summation in Eq. (1) is equivalent to this far simpler one dimensional equation.
In Fig. 2 , we compared the exact calculation provided by Eq, (5) with the path-sampling and extrapolation approaches on a 2D Ising field defined over a 30x30 regular grid. It is shown that our extrapolation technique (red) is as accurate as possible since our estimate is superimposed on the ground truth (in blue). Moreover, it appears on Fig. 2 that these numerical approaches slightly underestimate the true log-FP as given by Eqs (5) . We have checked that this small discrepancy is independent of the grid size. It might be due to the use of the Swendsen-Wang sampling scheme for correlated fields.
3Dfields
For validation purpose, we compared log-PF estimates computed using our extrapolation technique with those obtained using path sampling, considered as the ground truth. Reference and test graphs are either regular or irregular. A total of 15 regular reference large (more than 10 3 sites) graphs are considered with cubic , planar and curvilinear shapes. Irregular graphs were extracted from regular bounding boxes in which Ising field configurations were drawn using the temperature dependent Swendesen-Wang algorithm [9] . In each bounding box, we considered the largest connected component of sites having the same label as an irregular graph. Irregular reference graphs were then computed using 170 bounding boxes of increasing size (from 10 3 to 15 3 sites) and regularization levels ( [5] and its bilinear extension developed in [7] . Percentages ofthe mean maximal approximation errors are presented in Table 1 .
The bilinear and extrapolation methods clearly outperform the linear one. Moreover, as shown in col. (8/ R) and rows (regular small and irregular, (3 = 0.2), the bilinear method leads to inaccurate estimates when there are strong topological differences between the reference and test grids. The regular reference grid s are actually composed of large grids with cubic' planar and curvilinar shapes whereas those lying in (regular small) and (irregular (3 = 0.2) are very small and highly sparse. In that case, our extrapolation method detects such differences and still succeeds in providing reliable log-PF estimates. While the linear/bilinear methods take all reference grids into consideration to derive a log-PF approximation, our approach computes a log-PF estimate using the most appropriate reference grid. Hence , the larger the set of reference grids the more accurate our extrapolation method becomes. This explains why the reference subsets are successfully mixed in the proposed approach, as shown in the first column of Table 1 . Interestingly, when both the reference and test grid s are irregular the bilinear method may provide a competitive alternative to our extrapolation technique.
A Monte Carlo study to hyper-parameter estimation
The last validation we examined addresses the estimation of the inverse temperature level (i.e., (3-estimation) in the Maximum Likelihood (ML) sense either from our log-PF estimate or from its path sampled counterpart. This study has been Fig. 3 , we compared two ML estimators corresponding to the path sampling and extrapolation method for estimating the 10g-PFs. As illustrated in Fig. 3 , our extrapolation technique (red curve) retrieves the true regularization parameter for 13 < 0.7. For 0.7 < 13 < 1, a very small bias is observed while for lor larger values, a more significant error occurs in comparison to a more precise path-sampling scheme (blue curve ). Hence, stimulus-dependent hidden Ising fields are introduced on these states such that the global prior pdf reads : Samples of the full posterior pdf p(h, a , cq, e ly) are simulated using a Gibbs sampler algorithm and posterior mean estimates are then computed from thes e samples. Here, we introduce the sampling of parameter 13m, which is achieved using a symmetric random walk Metropolis-Hasting step: At iteration k, a candidate f3~+ 1/2) ,..." N(f3~) , 0";) is generated and is accepted (i.e., f3~+ l) = f3~+1/2) ) with probability: The 13m sampling step then requires to estimate ratios of Z (.) or log-PF differences for all P"( parcels prior to exploring the full posterior pdf.
Results on real fMRI data
We applied the JDE procedure to real fMRI data recorded during an experiment designed to map auditory, visual and motor brain functions, which consisted of a single session of results from a difference in the amount of spatial regularization introduced between the two conditions involved in the contrast. A lower regularization level is estimated ({jLAC0 .5 vs. {jRAC~0.75) in parcels located in the right motor cortex since the BOLD signal is stronger for the LAC than for the RAC condition in these regions.
On these real fMRI data, our extrapolation scheme provides 10g-PFs estimate for a brain parcellation (P,,( )"(=1:300 and (Qp)p=1:50 reference grids. In terms of computational complexity, these log-PF estimates were computed in about ten seconds, a very appealing approach in comparison to path sampling, which requires about one hour for estimating all log-PF estimates for a negligable gain in accuracy (less than 3%). Finally, we did not observe any significance difference between the USSM effect maps derived using path sampling and our extrapolation scheme (results not shown).
CONCLUSION
In order to make spatially adaptive regularization feasible, the considered joint detection -estimation of brain activity from unsmoothed fMRI data requires a reliable and fast estimation of 3D Ising field partition function. To this end, an extrapolation algorithm that exploits pre-computed path-sampled log-PF estimates on reference grids has been proposed. The approximation error is controlled so that the approach defaults to the robust path-sampled PF estimates if no suitable reference candidate is found. Obviously, efficiency is conditionned by the number of reference grids, and more importantly by their similarity to the topologies encountered in the conducted analysis. In practice, about ten problem-specific reference grids are enough to provide good PF estimates.
Using our fast extrapolation technique, the computational burden remains acceptable since whole brain data analysis at the subject level takes about 1h30. The application to real fMRI data showed a gain in statistical sensitivity for the unsupervised version. In order to test their reproducibility, these promising subject-level results have to be confirmed in group studies. Finally, in order to address the estimation of putative deactivations such as those occuring in epilepsy, a direct extension of the proposed methodology to three-class Potts fields is currently investigated. The second property gives us the expression of the firstorder derivative of the log-PF at (3 = o. On the one hand, following [9] , it can be shown that (log Z( (3))' = lE [U (q )I (3] .
On the other hand, for (3 = 0, all sites are independent and folIowa uniform Bernoulli distribution. Hence, for each clique j rv k the two homogeneous configurations (qj , qk) = (0 , 0) and (qj , qk) = (1,1) contribute to U with the same weight of 1/4. We therefore obtain lE(U (q ) 1(3 = 0) = Lk~j 1/2. 
