In comparison to the global average, the climate in the Baltic Sea region, including in Estonia, has warmed particularly fast. From synoptic climatology's point of view, a question can be posed: is this warming caused by changes in the frequency of particular circulation types or has warmer weather started accompanying these types? The main aim of the present study is to analyze the relationship between the increase of air temperature and changes in atmospheric circulation during the period of 1966-2015. Changes in the frequency of circulation types belonging to 12 classifications from the COST733 data set and changes in accompanying air temperature were analyzed. The circulation types were divided into "warm" and "cold" for a given season according to daily temperature anomalies in three Estonian meteorological stations. On the basis of the similar air flow direction, circulation types from different classifications were selected for inter-comparison. Linear trend analysis showed that there were only a few statistically significant (p < 0.05) changes in the frequency of circulation types. The major changes occurred in spring -the frequency of eastern and northeastern flow types decreased, and the frequency of types related to northwestern flow increased. However, the positive temperature anomalies increased for practically all circulation types. Particularly strong warming has taken place in winter "cold" types. In conclusion, the increase of Estonian air temperature during the analyzed period is more likely associated with the changes of temperature within circulation types than of their frequency.
INTRODUCTION
Climate change, especially global warming is one of the major challenges of our time. The average global air temperature of the last decades is already about 0.8 • C above the 20th century average of 13.9 • C (IPCC, 2014; NOAA, 2018) . However, the air temperature in the Baltic Sea basin is warming even more rapidly. In the Northern part of the Baltic Sea basin (north of 60 • N) the annual mean temperature anomalies from 1871 to 2011 were 0.11 • C per decade and in the Southern part (south of 60 • N) 0.08 • C per decade (BACC Author Team, 2015) . Studies on Estonia have shown that the air temperature in Estonia has risen about 2 • C during the last half century (Jaagus, 2006; Jaagus et al., 2014) .
Estonia lies in the transition zone between maritime and continental climate on the eastern coast of the Baltic Sea (Figure 1) . As the Baltic Sea and Estonia are situated in relatively high latitudes, atmospheric circulation is one of the principal factors that determines the climate variability here (Keevallik, 2003; Jaagus, 2006) . The Baltic Sea region is mainly controlled by the North Atlantic Oscillation (NAO) and the impact of the NAO is most pronounced during the cold half-year from November to March (Hurrell, 1995; Hurrell et al., 2003; Keevallik, 2003; Kyselý and Huth, 2006; BACC Author Team, 2015) . There are numerous studies linking changes in NAO indexes with changes in climate variables in Estonia (e.g., Keevallik, 2003; Jaagus, 2006; Jaagus et al., 2008; Jaagus and Suursaar, 2013) . In general, rainy, and mild winters in Estonia, as well as decrease of the Baltic Sea ice (Jevrejeva et al., 2004) or increased storminess (Jaagus et al., 2008; Jaagus and Suursaar, 2013) , can be explained by the domination of the positive phase of the NAO index. However, those connections are not persistent in time and space (Jevrejeva et al., 2004; Lehmann et al., 2017; Sepp et al., 2018) and contain some contradictions. For example, it is known that the NAO index shows long-term variability, but from the mid-1960s to the mid-1990s it was in a generally positive phase (Hurrell, 1995; Hurrell et al., 2003) . After the mid1990s, there was a trend toward more negative NAO index values (Hurrell et al., 2003; Kyselý and Huth, 2006) , meaning that mild winters should have been replaced by severe winters. But this has not happened.
Various studies (Jaagus, 2006; Hoy et al., 2013; Cahynová and Huth, 2016) suggest that the changes in air temperature over the last decades have been due to the changes in atmospheric circulation. From synoptic climatology's point of view, air temperature rise may either be caused by increased frequency of particular "warm" circulation patterns or they started to bring warmer air masses. As mentioned in the previous section, many studies (e.g., Sepp and Jaagus, 2002; Jaagus, 2006; Hoy et al., 2013; Cahynová and Huth, 2016) indicate that warming in winter is mainly caused because the frequency of westerly circulation types that bring warm air from the ocean during winter have increased.
On the other hand, the internal variability of circulation types -for example, whether the types themselves have warmed up -has been rarely studied. Results from Beck et al. (2007) and Cahynová and Huth (2016) indicate that the long-term variations in climate and seasonal temperature trends can only partly be explained by the changing frequency of circulation types. They suggest that both frequency-related and within-type changes play a certain role in the observed climatic trends. However, Cahynová and Huth (2016) also emphasized that the observed climatic trends are rather caused by changing climate within circulation types in spring, summer and autumn.
The main objective of the present study is to analyze the relationships between the air temperature rise and changes in atmospheric circulation in Estonia during the period of 1966-2015. The questions we pose are (1) whether the air temperature change in Estonia is related to changes in the frequency of circulation types, and (2) has the air temperature relative to circulation types changed. In addition, we try to explain the reasons under the trends that have emerged in our study.
DATA AND METHODS

Air Temperature Data
We used temperatures from three meteorological stationsVilsandi, Türi, and Jõhvi (Figure 1) . Vilsandi is a coastal station representing the maritime climate region of Estonia, while Türi and Jõhvi are inland stations; the latter one represents a slightly more continental climate (Jaagus and Truu, 2004) . Due to the non-homogeneity and missing data issues in earlier time series of these three meteorological stations, our data set consisted of daily average air temperature from the period of 1966-2015 obtained from the Estonian Weather Service.
Circulation Classifications
The variety of methods and algorithms used to classify daily circulation patterns is large (Yarnal, 1993; Huth et al., 2008) . COST Action 733 "Harmonization and Applications of Weather Type Classifications for European Regions" gathered and analyzed a set of 33 methods or algorithms that have been used to classify daily circulation patterns Tveito et al., 2016) . This comprehensive set consists of well-known manual classifications, where the expertise of meteorologists has been applied up to methods that are used in data mining and machine learning. A lack of inherent structure in the daily fields of classified variables is the reason why there is no clear statistical ground to prefer any of these known methods . Huth et al. (2016) conclude that different classification methods tend to perform differently, depending on number of classes, season, climate variable, size of the domain and the region. This means that for a certain purpose a variety of methods should be assessed to obtain unbiased and generalizable results.
We selected seven circulation classification methods which performed best with temperature in small domains ) from this COST733 data set (see Table 1 ). These classifications belong to the following methodological groups: threshold-based classifications, principal component analysisbased and optimization methods. Threshold-based classifications rely on the concept of subjectively pre-defined types, which are assigned automatically by using threshold values for certain indices. Most often the indices characterize the strength of largescale air flow meridional and zonal components and vorticity. Principal component analysis-based classifications are grounded in empirical orthogonal functions of various matrixes, either in S-or T-mode [KRZ uses S-mode, i.e., grid points correspond to rows of the data matrix and time realizations (days) to its columns]. The idea of optimization methods is to arrange the whole set of objects under study (the objects here are days with different circulation patterns) into groups (circulation types) in such a way that a certain function is optimized. In most circulation classifications based on optimization methods, the purpose of this optimization is to minimize the within-type variability measured as the overall sum of the Euclidean distances between the member objects of a type and the average of the type (centroid). Here are represented k-means clustering algorithm (CKM, CAP) as well as hierarchical clustering (HLC) Tveito et al., 2016) . For further details, (see Philipp et al., 2016; Tveito et al., 2016) .
Daily fields of mean sea level pressure fields from NCEP/NCAR reanalysis (Kalnay et al., 1996) are classified into circulation types for the period 1948-2015. As we need to use a rather large sample of methods that are applied in the same way to the same data set, then we used a cost733class software . Cost733class is an open source software package that has been developed especially for creating, comparing and evaluating classifications in various versions . All methods from the COST733 data set have been programmed there as subroutines in order to apply it to the same input data. This software enables people to use their own data files, to vary the number of types, to classify the whole year or only by season, etc. If the same parameters are used for all the methods, then the differences among classification results may be ascribed to the classification algorithm itself and not to the different ways they are used . We used the nine type versions of classifications only. However, several classifications have two versions, either with 8 and 10 (GWT) or 9 and 10 types (CKM, CAP, HCL), thus altogether 12 classifications (Table 1) were compared here.
The calculations produced catalogs of classifications, where each day is specified by one certain circulation type from every classification. As we used only Estonian air temperature point measurements, and the types characterize circulation best in the center of the domain, we calculated classifications for the domain 5 • E -45 • E and 45 • N -70 • N, centered in 25 • E and 57.5 • N (Figure 1 ). Our domain size is remarkably smaller than the area that is characteristic for the NAO type of atmospheric teleconnections, which are known not to influence local weather in summer. However, we can assume that circulation types, created specifically for a small domain, reflect local specificities as well.
The maps of GWT10 circulation types for our domain are shown in Figure 2 . Presented are eight main directional types Frontiers in Earth Science | www.frontiersin.orgplus the cyclonic (C) and anticyclonic types (AC). The size of the domain suits the synoptic scale: the positions of one cyclone and anticyclone determine the geostrophic air flow over the domain. The circulation types are derived by calculating correlations with prototype fields of zonal flow, meridional flow and cyclone in the center of the domain (Beck et al., 2007) . Types are easily interpretable and the days belong to the same types regardless of whether a different period is used for classification.
Methods
All the analysis is carried out using the common seasonsspring (MAM), summer (JJA), autumn (SON), and winter (DJF). December belongs to the preceding year and because of that, the winter time series is shorter by 1 year . Annual averages were not used here as the same circulation type can cause warm weather in summer and extreme cold in winter.
As a first step we defined "warm" and "cold" circulation types -i.e., types that are accompanied by either positive (warm) or negative (cold) air temperature anomalies during the given season. For that we calculated the daily long-term average temperatures for the period of 1966-2015; the 29 of February was left out. As the daily average air temperature varies highly between years (especially in winter), some random extreme values can significantly bias circulation types' long-term average temperatures. Thus, we approximated annual air temperature by cosine function (Figure 3) . The Excel function "Solver" was used to find the optimal parameters for the function.
Thus, the temperature anomaly is a deviation from the idealized air temperature curve. As a next step we sorted out daily temperature anomalies for each given circulation type. If the long-term average temperature anomaly for a season was positive, the circulation type was considered as "warm" -if negative, then "cold."
We wanted to intercompare the circulation types from various classifications from the side of airflow direction that is considered, in our minds, to represent either cold or warm advection. We calculated a catalog of circulation types that in most cases are somewhat anonymous, i.e., the name of the type is just a number. The task of circulation classifications is to describe the highly variable atmospheric circulation by dividing the daily airflow patterns into a quite small number of characteristic classes/types. In this study we used classifications with nine types. It is reasonable to assume that if these kinds of discrete states really exist, then all classifications should contain types with similar flow patterns according to the positions of low-and high-pressure areas. In order to understand which types represent similar circulation conditions we, at first, visually intercompared mean sea level maps of all circulation types from all classifications. We classified the circulation types according to the similarity of air flow directions and used GWT10 types as the reference due to the straightforward interpretation of its ten circulation types (Cahynová and Huth, 2016) .
As the numbers of types in classifications were the same and the majority of patterns in different classifications were visually very similar, an overlap analysis was conducted. The main aim of this analysis was to understand whether the types of similar airflow from different classifications occur at the same day. We compared GWT10 types with other classifications' similar circulation types and counted in how many days similar types co-occurred.
Linear trend analysis (p < 0.05) was used to describe changes in time series of circulation types and air temperature in the period of 1966-2015 as well as in the sub-periods 1966-1991 and 1992-2015 . In addition, we analyzed trends for 30-year subperiods to show how sensitive the sign and magnitude of the trend are depending on the starting and ending point.
FIGURE 3 | The modeled (idealized) daily average temperature of Türi station for the period 1966-2015 and the daily long-term average temperature of the same period. The correlation coefficient R was found between the model and the average temperature for each calendar day averaged over all years. Türi idealized temperature X was calculated using the following equation: X = −11.429 · cos (0.017098 · t + (−2.40077)) , (1) where t is the day of year.
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RESULTS AND DISCUSSION
Although the Türi, Vilsandi, and Jõhvi meteorological stations represent different microclimatic regions of Estonia, no substantial differences occurred in the results of these three stations. Thus, here we demonstrate only the results of Türi station as it represents the majority of air temperature variations on the Estonian mainland.
The overlap analyses showed somewhat controversial results. On one hand the patterns of circulation types of different classifications are visually very similar with each other and well compatible with the corresponding patterns of the GWT10 types. Still, some classifications do not contain certain patterns and some patterns are not comparable with GWT10 patterns. The percentage of co-occurrence of similar circulation type with a corresponding GWT10 type is also relatively low ( Table 2) . These results suggest that although the averaged maps of circulation types may look similar, the sets consist of actually quite variable circulation conditions. This supports the understanding Tveito et al., 2016) of why so many different methods are needed to classify circulation patterns, and there is not just one best classification that exists. Philipp et al. (2016) found that even the same group classification methods show often low similarity. This is also the reason why the following results are presented in a generalized mode, and analysis of any exact circulation type is avoided if possible.
Defining "warm" and "cold" types gave rather expected results (Table 3) . Air temperature anomalies showed clearly the advection of relatively cold or warm air masses. Thus, Northern types (N) are accompanied by negative temperature anomalies in every season and South-Western types (SW) are "warm" types all year around. Western types (W) represent the advection of maritime air masses from the North Atlantic that are relatively warm in winter but cold in summer. In general, Eastern types (E, NE, and SE) can be associated with the advection of For details, (see Philipp et al., 2016) . Header of columns show the air flow directions by the nomenclature of GWT10 types: W is west, SW is southwest, etc., C is cyclonic, AC is anticyclonic type. First number in cells represents the name of the type, second is the percentage of co-occurrence of the type with corresponding GWT10 type. In bold: percentages higher than 50. continental air masses being extra cold in winter and extra warm in summer. In the case of the AC, a high pressure area is located in the middle of the domain, taking along radiative cooling in winter and warming in summer. Values of air temperature anomalies shown in Table 3 are averages of long-term mean anomalies of all classifications. The relatively high standard deviation suggests again that similar types represent slightly different circulation conditions and may cause somewhat different weather. For example, CKM10 type SW is accompanied by a temperature anomaly of −0.6 • C and the same SW type of CAP10, CAP09, and LIT09 by +3.8 • C in winter. However, in general, there are only a few types whose "cold" or "warm" status would differ from the one presented in Table 3 .
As several circulation types showed opposite air temperature anomalies in winter and summer, we analyzed trends in frequency and air temperature anomalies by seasons.
Winter
Based on the literature, the most drastic climate changes in Estonia have occurred in winter. For example, the long-term average air temperature has increased by 4 • C in January during the last half century (Jaagus, 2006; Jaagus et al., 2017) . All those changes have been reported both in Estonia (Tomingas, 2002; Jaagus, 2006; Jaagus et al., 2008) and in Europe (Kyselý and Huth, 2006; Huth, 2010, 2016; Küttel et al., 2011; Hoy et al., 2013; Kučerová et al., 2017) to be concurrent with the increase in the frequency and magnitude of western circulation. The increase in the frequency of the Western type has been explained by the NAO positive phase after the 1960s (Hurrell, 1995; Jaagus, 2006) . Jaagus et al. (2008) found that the Western type became more frequent in winter at the expense of the cold eastern type. However, our analysis showed no such tendencies. Statistically significant changes in the frequencies of circulation types occurred only in a few classifications during the period of 1967-2015. Virtually no changes occurred in Western types (SW, W, NW, Table 4) .
When looking at the temperature anomalies associated with circulation types at Türi station, the majority of analyzed time series show drastic increasing trends (Table 4) . It is important to note that "cold" types have warmed up relatively more than "warm" ones, especially N and NE types. In general, those two types represent the advection of Arctic air masses. Some negative trends occurred in types of NW group.
Spring
As the winters become warmer and shorter, the springs start earlier and are warmer in Estonia (Keevallik, 2003; Ahas and Aasa, 2006; Jaagus, 2006; Schwartz et al., 2006; Jaagus et al., 2017) . Our analysis showed that most of the statistically significant changes in the frequency of circulation types occurred in spring. Based on trends, we can observe certain shifts in atmospheric circulation: the occurrence of E and SE types have decreased while the frequency of extra cold N and cold NW types have increased (Table 5 ). This suggests that springs must have become cooler. However, the trends in the air temperature time series indicate exactly the opposite (Table 5) . Basically, all circulation types have become significantly warmer during the period 1966-2015.
Summer
No significant changes in Estonian summer climate have been reported. The exception is the cooling tendency in June (Jaagus, 2006) . Also, there were only a few statistically significant changes during 1966-2015 in our analysis. In general, we can talk only of some decrease (by ca 6 days) of NE type frequency and increasing tendencies of SE and S types' frequencies (by 3-4 days). Those mentioned above are all warm types. The average temperature anomaly that accompanies the SE, S, and NE types is +2.7 • C, +1.5 • C, and +0.3 • C, respectively. Changes in air temperature indicate that almost all "warm" types have become cooler (except NE) and "cold" types warmer (except C) by about 1.5 • C.
Autumn
Similar to summer, signals of climate change in autumn are reported to be somewhat vague (Jaagus, 2006) . Our analysis also revealed just a few statistically significant changes in the frequency of types. Only the frequency of NW types has decreased by up to 6 days. However, almost all circulation types show positive trends in air temperature anomalies. In general, most intensive warming is characteristic for "warm" autumn types (S, SW, and W) which have become warmer by 1.7-2.9 • C.
Plausible Reasons
The results of our trend analysis are somewhat contradictory. On one hand, the general lack of trends in time series of circulation types of COST733 classifications is concurrent with similar findings from Huth (2010, 2016) and Kučerová et al. (2017) . At the same time, the lack of trends, especially in Western types in winter and the abundance of changes in spring, somewhat contradict the results of Kučerová et al. (2017) and many other works (e.g., Tomingas, 2002; Kyselý and Huth, 2006; Jaagus et al., 2008; Huth, 2010, 2016; Küttel et al., 2011; Keevallik, 2011; Hoy et al., 2013) . Differences in the winter are so fundamental that they cannot be explained by differences in domain location or in the input database. For example, Kučerová et al. (2017) used air pressure data from ERA40 (Uppala et al., 2005) and domain 05 by COST733 Action (8 • E -34 • E; 53 • N -68N), although the usage of different databases can cause substantial differences in classifications (Stryhal and Huth, 2017) . The search for the root cause of differences would be a separate topic for research and goes beyond the scope of the present paper. However, some conclusions can already be drawn by looking at trends in the frequency of types for the subperiods 1966-1991 and 1992-2015. There are altogether only five statistically significant trends in the frequency of circulation types in the winters of 1967-2015 (Table 4) , but 29 in the period of 1967-1991 and 52 in the period of 1992-2015. The most drastic changes occurred in the SE and especially in S types in the first half period. The frequency of those types decreased by up to 14 days (classifications HCL09, KRZ09, and HCL10). At the same time, the frequency of W types increased by up to 15 days (CAP09). In the second sub-period, however, the trends are opposite -i.e., the occurrence of E, SE, and S types have drastically increased (up to 19 days; KRZ08 E type) and the frequency of W, NW, and N types have steeply decreased (up to 21 days, W type of HCL09, and HCL10). All in all, the opposite tendencies of sub-periods tend to cancel trends of whole period (Figures 4, 5) . The trends in the W type from the CAP09 classification calculated for 30-year running periods show clearly a strong rise up to the year 2000, while the trends from the 1980s are negative (Figure 5) . A similar mismatch is between periods in other seasons. For example, the decrease of E and SE types in spring are mostly caused by negative trends in 1966-1991. However, the drastic increase of NW types (Table 5 ) is noticeable only in the period 1992-2015.
To some extent, the mentioned changes can be addressed as a sign of strengthening and an eastward shift of the NAO, and a north-eastward shift of storm tracks, reported in recent years (Jung et al., 2003; Pokorná and Huth, 2015; Kučerová et al., 2017) . However, the issue of NAO interconnections with regional circulation patterns as well as with temperature is a FIGURE 4 | Frequency (in days) of CAP09 classification circulation type W and change by trend line in days in winter . Long trend line is for the whole period 1967-2015. Two shorter ones are for 1967-1991 and 1992-2015 . Both short trend lines are statistically significant (p < 0.05), the long one is not. FIGURE 6 | Frequency of LIT09 classification circulation type NE and change by trend line in days in winter . And long-term average air temperature anomaly associated with circulation types at Türi station and changes by trend line in • C in winter.
complex subject that needs to be studied in more depth. One of the reasons for incomplete understanding is the non-stationarity of the NAO spatial pattern and the temporal correlations (Lehmann et al., 2011 (Lehmann et al., , 2017 .
The increase in air temperature anomalies has been virtually univocal. Nevertheless, we may say that the warming in Estonia is only partly explainable by the changes in the frequency of circulation types. The other possibility is that the types themselves have become warmer either due to the changes in larger territory, meaning that the air advected here is already warmer, or due to the changes in other properties like cloudiness or humidity, which modify the energy budget and the heating takes place locally. It is a rather critical issue for synoptic climatology as the variation within types is rarely studied, because circulation types themselves are usually considered to be constant (Yarnal, 1993) .
As mentioned, most drastic changes occurred in case of coldest types representing advection of Arctic air masses (N and NE) in winter and spring. Although still "cold" by long-term average anomalies, some Northern types can nowadays already be considered as "warm" (Figure 6 ). These positive temperature anomalies are found in years when this "cold" type has lower than average frequency, giving hints that lower persistence may mean warmer "cold" types.
This kind of change may reflect, at least in some extent, the drastic warming and changes in the atmospheric circulation over the Arctic Basin, reported by numerous authors (e.g., Serreze et al., 2000; Bekryaev et al., 2010; Vihma, 2014; Walsh, 2014; Screen et al., 2018) . At the same time, Küttel et al. (2011) argued that 70% of the variation in winter temperature in Europe can be explained by changes within types. But if, for example, the NE type has become warm in winter (Figure 6) , it refers either to changes in the source domains of temperature advection or changes in pattern of the type. On the one hand it means that the territorial distribution of temperature in winter has changed in the larger European region. The airflow from this direction is now warm in this time of year. On the other hand, it can refer to the changes of positions of low-and high-pressure systems, defining the circulation type. Spatial fluctuation of those systems by several hundred kilometers does not necessarily redefine a type but can cause redirection of advection (Yarnal, 1993) .
CONCLUSION
In order to examine how the rise in Estonian air temperature is associated with the changes in atmospheric circulation, circulation types from different classification methods were used. All the classifications vary to a degree and have their own specifics, so to understand if apparently similar types represent similar circulation conditions an overlap analysis was carried out. Analysis shows that north, northeast and eastern types are in the best overlapping, which in turn indicates that they describe atmospheric circulation situations, when a high-pressure system sets for several days. Western types are in the worst overlapping, from which we can conclude that each classification describes a slightly different circulation situation. This, however, means that the classifications are difficult to compare, and a relatively large number of different classifications must be used to obtain robust results.
Trends in circulation types' frequency were studied by seasons and only few statistically significant trends can be observed during the whole period of 1966-2015. Most of the statistically significant changes in the frequency of circulation types occurred in spring. It contradicts with earlier studies, which have found an increase in the frequency and intensity of Western circulation types in winter and have explained with it the general tendency of winter warming in the Baltic Sea region. While analyzing the sub-periods 1967-1991 and 1992-2015 separately, we get trends with different directions. The frequency of Western types has increased rapidly (ca 12 days by trend line) in the period of 1967-1991, but since 1992, the frequency has decreased (−14 days). Altogether no statistically significant changes were given during 1967-2015 in winter.
We analyzed the changes in the mean air temperature of Jõhvi, Vilsandi, and Türi stations in 1966-2015. The average annual temperature rise in the three stations is in the range of 2-2.2 • C. According to the trend line, the air temperature has risen most in winter, about 2.8 • C. In spring, summer and autumn, the temperature rise is in the range of 1.5-1.9 • C. However, it must be noticed that most drastic air temperature rise (up to 6 • C by trend line) has occurred in the case of "cold" types (N and NE) in winter.
The general conclusion is that the warming in Estonia is only partly explained by the changes in the frequency of circulation types. Basically, the change in temperature is caused by the changes in the types itself. This, however, contradicts to the axiom of synoptic climatology and suggests the possibility that circulation types are not really constant.
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