P300 signal is an endogenous event related potential component. It is mostly elicited from the frontal to parietal brain lobes. Electroencephalography is used for acquiring P300 signal from scalp. P300 signal is used for brain-computer interface systems. P300 based brain-computer interface systems are preferable since they have high overall performance. The most significant overall performance indicator is information transfer rate for P300 based brain-computer interface systems. P300 signal detection accuracy and P300 detection time are using for information transfer rate calculation. Hence, P300 signal classification accuracy is important for getting higher information transfer rate. In this study, it is aimed to investigate P300 detection model for higher classification accuracy. Thus, it is proposed 3-dimensional input convolutional neural network model for P300 detection. Moreover, the proposed model was applied with region based P300 speller which constituted audio and visual stimuli. In experiments, the participants were asked to spell desired words in two sessions which were offline and online session. Linear support vector machine, stepwise linear discriminant analysis, 2-dimensional input convolutional neural network, and the proposed method were compared in both online and offline sessions. It is reached highest average classification accuracy rate with the proposed method in both sessions. According to the online session result, average classification accuracy was 94.22% in 3-dimensional input convolutional neural network model. Furthermore, average information transfer rate was 5.53 bit/min in 3-dimensional input convolutional neural network model. We have also applied methods on BCI competition III-dataset II for 2 participants ''A'' and ''B'' for evaluating performance of algorithms. The proposed method had higher classification accuracy rate than linear support vector machine, stepwise linear discriminant analysis, 2-dimensional input convolutional neural network, and multi-classifier convolutional neural network which was used in other study on same dataset.
after the occurring target or rare stimuli which are based on auditory, somatosensory or visual [10] . The P300 also can be called P3 since the wave reached its peak point positively in EEG signal around 300 ms after stimuli [11] . The latency of P300 mostly depends on mental performance [12] . P300 signal was discovered in 1965 by Sutton et al. [13] . Cognitive fatigue is reduced by using P300 signal in BCI systems. Moreover, signal response is stronger in P300 based BCI systems [14] . The distribution of P300 signal is over the midline of scalp. P300 signal is elicited Fz, Cz, and Pz EEG electrodes position according to international 10-20 system. Typically, P300 signal magnitude increases from the frontal to parietal side [15] .
There are significant steps for set up a P300-based BCI system. These steps are: user task, EEG signal recording, signal pre-processing, feature extraction, signal classification, and feedback to user interface [16] . The user task is very important for occurring P300 signal. An efficient user task provides strong P300 signal response, and short latency duration. Also, it protectives eye fatigue [17] . After the EEG recording, in pre-processing step noise reduction and removing the artifacts are provided. Dimensionality reduction process is operated in feature extraction step and classifiers are used for eliciting P300 wave in signal classification steps [18] . Then, it is needed to feedback to user for produced command. Overall performance of a P300 based BCI system is measured by information transfer rate (ITR). P300 detection time and P300 signal classification accuracy are the most important parameters for an enhanced ITR value [19] .
Farwell and Donchin designed P300 based-BCI system with using visual stimuli P300 speller for the first time [20] . In 1988 they prepared 36 visual stimuli in 6 × 6 matrix form. Each column and row intensifies randomly. A user of the P300 speller focuses the target visual stimulus which intensifies rarely. In the matrix form P300 speller, each row and column intensify randomly. The user counts him/herself intensifying of target stimuli. Thus, oddball paradigm is occurred [21] . The target character is selected according to in which row and column whether P300 potential is elicited or not. There are many research about visual P300 speller in literature, such as stimuli color, font, size, inter stimulus interval time, and matrix size [22] . But the core structure difference of P300 speller was proposed by Fazel Rezai and Abhari. They prepared a regional based P300 speller. They showed that with using regional P300 speller with higher classification accuracy than row-column based P300 speller [23] . Besides, there are many researches which used only visual stimuli based P300 speller or only auditory stimuli based P300 speller. Schreuder et al. used auditory spelling interface for the occurring P300 wave in their proposed BCI system. They showed that auditory stimuli is enough for BCI system without visual stimuli. They reached averagely 5.26 bits/min ITR value in their experiment. Moreover, the task was complete by 76% of the participants and they used a linear classifier and decision making algorithm [24] . Higashi et al. presented that auditory P300 based brain-computer interface system with using auditory steady state responses (ASSR). They supported the validity of ASSR for BCI systems [25] .
In many researches, visual and auditory stimuli were used together in P300-based BCI systems in order to reach higher ITR value, by reducing mental and eye fatigue. Gao et al. reviewed hybrid P300 spellers in literature [26] . Belitski et al. proposed row column based P300 speller with using auditory and visual stimuli together. They carried out the experiments in three different section. Their sections were related on P300 speller with using only visual stimuli, only auditory stimuli, and audio-visual stimuli together. They reached highest classification accuracy with using audio-visual stimuli together [27] . Qu et al. used three-dimensional audio-visual based P300 speller. They compared their proposed three-dimensional speller with two-dimensional speller. Higher classification accuracy was observed in three-dimensional P300 speller [21] . In recent studies such as Zhao et al. contributed body of knowledge with their proposed audio-visual based row column P300 speller. They reached better performance with using hybrid P300 speller [28] .
In our experiments we used region based P300 speller with auditory and visual stimuli together since that kind of P300 speller had better performance according to previous researches [23] [24] [25] [26] [27] [28] .
Another significant factor is classification method for higher classification accuracy and ITR value in P300-based BCI systems. Various researches are existing in literature about classification methods in order to reach higher signal classification accuracy. Linear discriminant analysis (LDA) and its derivatives such as Fisher's linear discriminant analysis (FLDA), and stepwise linear discriminant analysis (SWLDA) are mostly preferred for classifying the data in different segmentation [29] . Wu et. al. casted common spatial patterns algorithm in probabilistic modeling setting. The proposed model provided generic EEG spatio-temporal modelling [30] . Support vector machine (SVM) is being used widely in P300 based BCI systems [31] . Other classifiers such as the Bayseian Machine learning [32] , Non-linear Bayesian classifiers, and k nearest neighbor (kNN), are also used in P300 detection [33] . But non-linear methods are not preferable in P300 based BCI systems as much as linear classifiers. Borra detection. They showed that their proposed method which named BN3 improved the character detection performance in P300 based BCI systems [38] .
In this study we aimed to reach higher ITR value in a P300 based BCI system. For this goal, we proposed a novel 3-dimensional input convolutional neural network (3D input CNN) for P300 detection. Moreover, we used region based P300 speller with auditory and visual stimuli together that we developed before [16] . We carried out our experiments in this scope. We compared linear support vector machine (SVM), SWLDA, 2-dimensional input convolutional neural network (2D input CNN) and 3D input CNN method as a proposed method in both online and offline sessions of experiment. We have reached higher classification accuracy rate and ITR value with the proposed method in both sessions of experiment. Consequently, in this study, we proposed 3D input CNN model for the P300 detection. It was applied for the region based P300 BCI systems. The model was outperfomed other models which were used for comparison. Moreover, we used BCI competition III-dataset II for evaluating the performance of methods. Our proposed method also had higher classification accuracy rate than other methods.
II. MATERIALS AND METHODS
In this study we proposed 3D input CNN model for P300 detection in region based P300 speller with using auditory and visual stimuli. We used SWLDA, SVM, and 2D input CNN for comparing the P300 detection result with the proposed method in experiment.
A. EXPERIMENTAL DESIGN
Eight subjects (five male and three female) that without any chronic disease participated in the experiment. Average age of participants was 21 ± 2. Also, the participants had healthy eyes and ears based on self-report.
We have used regional based P300 speller which was developed by us [16] . In first stage, characters were placed in 5 different regions on the screen. Each region contained 6 different character. Moreover, each region had reference number that was written near the region. While each region were intensifying randomly, the reference numbers was spoken by a male voice. The participant focuses visual and auditory stimuli region which contains target character. The BCI system detected the region which contained P300 signal. In the second stage, the characters that in the detected region were spread 6 different regions on the screen. As in first stage, while each region were intensifying randomly, the reference numbers was spoken by a male voice. The target character was selected by P300 detection. In total, the region based P300 speller presented 30 different characters that are punctuation marks and alphabet letters.
In experiments, we used CleveMed BioRadio device with software of BioCapture in order to record EEG data. The device manufacturer is Great Lakes Neuro Technologies that is an US company.
During the experiments, international 10/20 EEG electrodes placement procedure was used. EEG data was acquired according to unipolar EEG recoding method. Reference electrode was placed on to right earlobe. In the current study, experiments were carried out in a dim place. Sampling rate was selected as 500 Hz in order to EEG data recording.
B. EXPERIMENTAL PROCEDURE
In the current research our developed region based P300 speller was used for eliciting P300 wave [16] . Liquid crystal display (LCD) was used in order to feedback and show P300 speller screen. LCD had 1366 × 768 pixels. Participants of the experiment were seated 60 cm away from the monitor. Experiments were carried out on a day time and in a dim room. Both visual and auditory stimuli were presented to participants via region based P300 spellers. When the visual stimulus (region) intensified, the reference number of the region was spoken at the same time. Both visual and auditory stimuli occurred for 275 ms randomly synchronously in each region. After the both stimuli, there was 125 ms of silence and non-intensified time that is called inter stimulus interval (ISI) time. After ISI time, both stimuli (visual and auditory) in different region was active. As we mentioned before the P300 speller first stage consisted 5 regions. When each region was intensified one time, a sequence was completed. For the first stage a sequence was 2 seconds. In experiments 8 repeated sequences was a trial. When the first stage of P300 speller trial was completed, LCD was darkened during 3.8 seconds. After this waiting time second stage of P300 speller screen was shown. The P300 speller second stage consisted 6 regions. Each region consisted a character. A sequence duration of second stage was 2.4 seconds. When a trial was finished, a character was chosen in the second stage. Hence, a character chosen time was 39 seconds for the offline session of experiment.
Experiments' road map was shown in Fig. 1 . We carried out experiments in two sessions. Firstly, we presented a task in the offline session of the experiments. Each task was spelling a word. Totally 5 tasks were asked to participant to spell. In total, 15 different characters were in tasks. Participants spelled each task two times. We analyzed acquired EEG data with four different signal classification methods. SWLDA, SVM, 2D input CNN, and 3D input CNN models were used in offline and online sessions of experiment. We compared result of classification accuracies according to the methods. Furthermore, the analyzed dataset of offline session were used for training data of online session as shown in Fig. 1 . Hence, we acquired 30 characters training dataset for online session of experiments.
After the offline session was completed, one day was break for the experiment. After a day, online session experiment with using SWLDA method was carried out. Than one day was break again. After break, online session experiment with using SVM method was carried out. Also we gave a break day between online session experiments with using 2D input CNN and 3D input CNN models. Thus, each online session experiment was carried out in different days with one day break. Because we wanted to reduce eye fatigue effect and prevent to remember spelling word mentally with a day break between experiments. The experiment participants were asked to spell the word of ''POSITIVE'' with 7 different characters which were included in training session for 10 times. In online session, when the BCI system detected P300 wave, a trial was interrupted. Thus, a character chosen times was below than 39 seconds for participants.
C. DATA ANALYSIS
We acquired EEG data from 7 EEG electrodes which were placed on Pz, P8, P7, Cz, C4, C3, and Fz EEG channel position. P300 signal was observed dominantly from these positions of EEG electrodes [39] . Thus, we used these channels. Electrodes were placed according to 10/20 international EEG electrodes placement procedure.
In the offline session of experiment we used SWLDA, 3D input CNN, and SVM methods for P300 detection. In the online session of experiment, we used SWLDA and 3D input CNN methods for comparing methods' result. We analyzed EEG data in three steps. In first step, we applied the 5th order Butterworth filter which is band-pass with 0.1 and 35 Hz border frequencies. EEG signal contains eye movements, blinking and muscle movements signals. In the pre-processing step, we applied the filter that provided to eliminate the noise and unwanted artifacts. Moreover, some artifacts can have higher amplitude values than EEG signals. In order to remove these signals, winsorization process was applied on the signal [40] . The highest 10% of EEG data amplitude value in the EEG data from electrodes was replaced amplitude values by the highest value from the remaining EEG data. In the second step, window with 800 ms was started from the stimulus on status [41] . Thus, EEG signals were isolated by window in order to analyze. By using window and 500 Hz sampling rate 400-point data set was elicited. We needed to reduce signal points for classification so with sub-sampling 40-point data set was obtained from 400 point. We crated single feature vector with adding each EEG channel signal points in the same time period. Thus, 280-point data set was acquired by 7 channel EEG data with 40-point dataset.
In third step, SWLDA, 3D input CNN, and SVM were applied separately, in order to the P300 signal classification. SWLDA is the extension of the Fisher's linear discriminant analysis (FLDA) [35] . SWLDA is the most commonly used method for P300 classification. Researches show that classification accuracy with SWLDA is higher in P300 speller based BCI systems [35] , [42] .
P300 signal classification is a binary problem. The significant point is to observe whether P300 wave is existed in the EEG data. We can define the decision hyper plane as in (1) . For our experiment, 280-point data set feature vector is denoted by x, feature vector weight is denoted by w, and bias term is denoted by b in (1) .
(1) P300 is elicited in order to a region visual intensification and auditory stimulus in our region based P300 speller. P300 signal classification result is calculated by feature vector which maximum of the sum as in (2) and (3).
Predicted region keeps the target characters in the first stage. Character is predicted according to the (3) in second stage. Discriminant function is selected via adding amplitude and channel information to the linear equation. Discriminant function co-efficient is defined by using training dataset. In the current study, the points were selected from the training data set in order to classify the step. P-value was used for selection of estimation.
In first step, the discriminant function did not have any EEG data feature. The feature that has p<0.1 value was added to the discriminant function in each step. Hence, input function was created. But the feature that has p>0.15 value was eliminated by backward stepwise analysis. When the features are not existed to add stepwise analysis ended. Finally, the EEG data was classified according to consisting P300 signal existing.
CNN is based on multilayer perceptron model. Indeed, CNN is a methodology and model for especially image recognition, and related tasks. It is also known that CNN can be implemented to time-series data. EEG is a time-series data thus, we applied CNN model and proposed 3D input CNN model for P300 recognition.
The EEG electrodes were placed on scalp's specific positions where the P300 wave was dominantly existed. In our experiments, in order to prevent information, Seven EEG electrodes position implemented onto a 3×3 matrix as shown in Fig. 2 at the top of this page. Moreover, time information was added via extra axis in order to use CNN operator. Thus, we elicited 3D matrix as 3D input shown in Fig. 2 . The green cells are set to zero, since they are not the related on EEG channels. In this current research we used 3D input and generated 12 feature maps as shown in Fig. 2 . The CNN are constituted of convolutional layer, pooling layer and connected layer as shown in Fig. 3 . Hidden units' local connectivity, pooling and parameter sharing is three significant properties of CNN. A unit that in the hidden layer cannot connected to all units from the previous layer. This property reduces the number of parameters, hence it prevents overfitting. On the other hand, all hidden units were defined by a single feature map and hidden layer has a lot feature maps. A feature map is defined by (4) .
where y k is the 3D array that the k th indices feature map, x is the input as given 3D array, W k 3D filter that connects k th indices feature map to input, and b k is the bias term. Sigmoid function is f and convolutional operation is denoted by " * " operator. According to the (4), bias term is added to W k * x array and let W k has the size r × s × t. We can define the convolution of x as [W k * x] (i, j, k) in (5) .
Thus, size of input map with the convolution m × p × q and a filter size r × s × t gives an output size (m − r + 1) × (p − s + 1) × (q − t + 1). In our experiment, we applied the convolutions within the all bases, hence 12 feature maps were obtained. The patches size was 2 × 2 × 2, after the convolution size of a feature map was (3 − 2 + 1) × (3 − 2 + 1) × (12 − 2 + 1) = 2 × 2 × 11 = 2 × 2 × 11. We have also applied max-pooling operation with 2 × 2 × 2 size in order to reduce feature map size. Thus, size of max pooled feature map (2 ÷ 2) × (2 ÷ 2) × (11 ÷ 2) = 1 × 1 × 5. With 12 feature maps, 60 outputs (12 × 1 × 1 × 5) were elicited. We selected a hidden layer with 20 units via sigmoid function and output layer that consisted 2 units' soft-max function. These 2 units related on conditional probabilities whether P300 wave is existed or not in the input data. Moreover, mini batch gradient descent was used for training the network layer. Hidden layer's weight were initialized randomly, and soft-max layer's weight were initialized to zero. SVM was regarded as one of classifiers in P300 based BCI systems [43] . In this study, we used linear SVM in order to find the separating hyperplane. It provides to separate two classes. The distance between the nearest points from classes and the hyperplane is maximal. Hence, margin between both classes is needed to maximize [43] . In our study, we used min w,b,e 1 2 w T w + γ N i=1 e 2 i to solve problem of minimization according to (6) .
where f i denotes the training points and y i denotes the associated output. This method is also known as linear least squares support vector machine.
Overall BCI system performance was assessed according to information transfer rate (ITR). Equation (7) shows that ITR calculation.
According to the (7), signal classification accuracy is denoted by P, total stimulus is denoted by N , and character selection time is denoted by T . In our study, N value was 11, because just regions were intensifying in our region based P300 speller.
III. RESULTS
Offline session of experiment's EEG data were analyzed according to the SWLDA, 3D CNN input, 2D CNN input, and SVM classification methods, respectively. In all methods, P300 signal classification result was recorded for each sequence. As we mentioned before each trial consists 8 repeated sequence. After a trial, classification results were counted. The region which has higher value was selected as a classification result. The same recording process was applied to second stage of P300 speller. According to offline analysis, we reached highest classification accuracy value 96.25% with 3D CNN input model as shown in Fig. 4 . Classification accuracy values were 92.5%, 91.25%, and 88.75% with using 2D CNN input, SVM and SWLDA, respectively.
According to signal classification methods which applied to offline experimental data, information transfer rate values were given in Table 1 . We reached highest ITR value as 4.78 bit/min with 3D CNN input model.
In the online session, participants were asked to spell the word of ''POSITIVE'' for 10 times. It is understood that the signal classification accuracy in the 3D input CNN model was significantly higher than other methods. Signal classification accuracy in the 3D input CNN Model was improved 9.24%, 5.79%, and 4.88% according to SWLDA, SVM, and 2D input CNN model, respectively.
In the online session of experiment, we observed that the highest average classification accuracy was 98.75% with spelling the letter of ''E'' in 3D input CNN model. Each participant classification accuracy rate was given in Table 6 . The highest classification accuracy was seen in the participant 8 with 98.75% value in 3D input CNN model. In SWLDA method, participant 7 has 76.25% classification accuracy value which was the lowest score in the experiment. Table 7 shows that the information transfer value in bit/min (bpm). Average ITR value 4.55, 4.87, 4.97, and 5.53 bpm in SWLDA, SVM, 2D input CNN and 3D Input CNN, respectively. The highest ITR value was 6.64 bpm with participant 8 in 3D input CNN model. Besides, ITR is the most important parameter for the BCI overall performance. We reached the highest average ITR value with the proposed method.
IV. DISCUSSION
In this current study, we wanted to research whether our proposed model outperform compared to other methods which were widely using in P300 detection or not. Besides, in literature there are some researches that compared the CNN models between machine learning algorithms for P300 detection [34] [35] [36] [37] . Moreover Liu et. al developed enhanced CNN model which named BN3 [38] . They outperformed with their proposed method than CNN and SVM. We realized that in P300 based BCI systems classification accuracy can reach higher values with enhanced CNN models. Thus, we proposed 3D input CNN method for P300 detection.
We compared the proposed method with SWLDA, SVM and 2D input CNN in both online session and offline session experiments. The obtained results showed that 3D input CNN outperformed SWLDA, SVM, and 2D input CNN.
We have also applied methods on BCI competition III-dataset II for 2 participants ''A'' and ''B'' for evaluating performance of algorithms. Table 8 depicts the classification accuracy results as methods' performance with respect to the 5th and 15th sequences. Classification accuracy value with our proposed method was significantly higher than other methods.
Cecotti and Graser also applied their models on BCI competition III-dataset II. They reached average classification accuracy rate 95.5% with multi-classifier convolutional neural network as highest result [44] . On same dataset, the best average result is obtained with our proposed method with a classification accuracy rate of 97% as shown in Table 8 . Both researches' results were acquired according to 15th sequence of intensifying. Our proposed approach both helps to reduce dimensionality and extract hidden features efficiently. That's why the proposed method outperformed compared to others.
As we mentioned before, in our study we used offline session experiment outcome data as training dataset for online session of experiment. As a recent study, Jin et. al. introduced generic model set. They used 116 subjects' ERP data to train their generic model set. Thus, they obtained ten models that were trained by weighted linear discriminant analysis. When new subjects join the experiment, their result showed that new subjects matched the suitable generic model [45] . This method can be used for increasing performance and reducing calibration time in our future studies.
Moreover, Chaurasiya et. al. proposed weighted edit distance based P300 speller [46] . Jin et. al. compared the mismatch negativity paradigm with single character presentation approach. They reached higher classification accuracy rate and ITR value. N200 and N400 components were elicited larger with Jin et. al. approach [47] . Our proposed signal classification method can be applied on dataset which was elicited from mismatch negativity paradigm and weighted edit distance approach. Thus, higher classification accuracy and ITR value can be observed.
For further studies, we will also asset our result with other artificial neural networks [38] , [48] .
V. CONCLUSION
The current research investigated whether it is possible to use 3D input CNN model for P300 detection or not. Also, we compared the SWLDA method, SVM and 3D input CNN model for P300 detection. According to our experiment we improved average classification accuracy with 3D input CNN model. Moreover, it is the first time that 3D input CNN model was applied to region based P300 speller. We conducted an Analysis of variance (ANOVA) to assets. According to ANOVA there was significant difference in classification accuracy rate between methods (F = 4.785, p = 0.008). According to ANOVA result we used post-hoc least significant difference (LSD) test to evaluate classification accuracy rate. There was statistically significant difference in classification accuracy rate between using 3D input CNN method and other methods. (SWLDA p = 0.001; SVM p = 0.022; 2D input CNN p = 0.05).
