ABSTRACT PDE-based image segmentation based on the active contour model attracts many researchers due to its high precision of edge detection and the continuity of boundaries. Its basic idea is to define an energy functional on a dynamic curve which achieves its minimum when the curve conforms to the boundary of the objects. Thus, the image segmentation problem is in essence an optimization problem. The most widely used optimization method is the gradient descent method in PDE-based image segmentation. However, the convergence of the gradient descent method is very poor. In this paper, a quasi-Newton method is extended to the generalized quasiNewton method, and then the generalized Newton method and the generalized quasi-Newton method are used to solve a simple region-based model and compared with the gradient decent method. Experimental results show that the generalized quasi-Newton method has accurate segmentation results in the least possible number of iteration. Moreover it is able to segment noisy images correctly.
INTRODUCTION
In image segmentation, the main issue is to locate the boundaries of objects in a given image according to some given criteria. PDE-based image segmentation is one of the state-of-the-art methods due to its high precision of edge detection and the continuity of boundaries. One of which is the active contour model, known as "Snake", first introduced in 1988 by Kass et al. [1] . In active contour models, the basic idea is to evolve a dynamic curve, subject to certain constraints, towards the boundaries of objects in an image. Since the significant work of [1] [2] [3] , active contour models have been proven of their efficiency.
From the viewpoint of mathematics, the segmentation methods based on the active contour model is to define an energy functional on a dynamic curve which achieves its minimum when the curve conforms to the boundary of the objects. Thus, the image segmentation problem is converted to minimize the energy functional which is formulated as an optimization problem where the curve which separates regions is the optimization variable.
In general, the gradient descent method is often used to minimize the energy functional, due to its simplicity and applicability. The descent direction is calculated by the negative gradient of the functional in which the gradient is defined on Euclidean Space. Gradient descent method is known to have several shortcomings. For instance, it is unstable unless a very small step is used and may take a large number of iterations to convergence. The limitations of gradient descent method have motivated numerous papers in the literature that study alternative methods to solve the segmentation problems. For instance, many researchers introduced generalized gradient descent approaches in image processing via the definition of different inner product space [4] [5] [6] . In [6] , the gradient is defined in a Sobolev space, leading to a Sobelev gradient descent. The Sobolev gradient is estimated by calculating the convolution of the Euclidean gradient with a specific smoothing operator [7] . The authors in [6] showed that the Sobolev space gives desirable smoothness properties to the gradient.
Inspired by the above-mentioned generalized gradient descent methods, Leah and Guillermo proposed an improved Newton method in [8] . In Newton method, the gradient and the inversion of Hessian matrix of the energy functional need to be calculated. As we all know, Hessian maybe negative definite and the inversion of Hessian sometimes is difficult to calculate. Leah and Guillermo dealt with the first difficulty by using a trust-region method which computed a local positive definite approximation of the Hessian. The second difficulty was addressed by using a truncated conjugate gradient method. The experiment results indicated that the improved Newton method converged faster than the gradient descent method and was slightly more accurate. Leah and Guillermo further explored the possibility of performing the
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Fast Converging Implementation of a Region-based Active Contour Model optimization in a different Hilbert space. They noted that their method could be easily generalized to other Hilbert spaces by using a different inner product. So the authors called this method the generalized Newton method. To demonstrate the power of solving the image segmentation problem in alternative Hilbert space, the authors used the inner product associated with Gaussian smoothing operator. The experiment results suggested that the generalized Newton method was more accurate than the Newton method. In [9] , we applied the wok of Leah and Guillermo to a region-based active contour model, which is a simple combination of the CV model and RSF model. The experiment results demonstrated the accuracy and efficiency of the generalized Newton method.
Although Newton method has a quadratic convergence [10] [11], it is based on the second order Taylor series approximation which involves the computation of the Hessian matrix. In practice, some alternative methods are proposed to approximate the Hessian matrix (or sometimes its inverse) instead of its exact computation. Among them, quasi-Newton methods are common used which first introduced by Davidon [12] . This sort of methods approximates Newton method by utilizing some symmetric positive definite approximation of the Hessian or the inverse Hessian instead of the corresponding exact value. Quasi-Newton methods, like gradient descent methods, only need to calculate the gradient of the energy functional. By measuring the changes in gradients, quasi-Newton methods construct a model of the objective function that is good enough to produce superlinear convergence [13] . The improvement over gradient descent is dramatic, especially on difficult problems. Moreover, since second derivatives are not required, quasi-Newton methods are sometimes more efficient than Newton's methods for solving unconstrained, constrained, and large-scale optimization problems.
In this paper, along the generalized Newton method, the quasi-Newton method is extended to the generalized quasi-Newton method by applying the Gaussian smoothing operator to the gradient. Then, the generalized Newton method and the generalized quasi-Newton method are used to solve a simple region-based model -the RSF & CV model in [9] and compared with the gradient decent method. Finally, the efficiency and the limitations are analyzed. The experimental results show that the generalized quasi-Newton method is more efficient and accurate than the gradient decent method and the generalized Newton method with robustness in noise.
The rest of this paper is organized as follows. In section II and III, the RSF & CV model with the gradient decent method and the generalized Newton method are briefly reviewed, respectively. The generalized quasi-Newton method and its application of the RSF & CV model are described in detail in Section IV. In section V, experimental results and analyses are given. Finally some conclusions are given in section VI.
THE RSF&CV MODEL
There are two classes of active contour models: edge-based models [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and region-based models [15] [16] [17] [18] [19] . The edge-based models utilize image gradient information as an external constraint to stop the contours on the real boundaries. Region-based models use the image statistical information to construct constraints.
Generally speaking, the region-based models are more robust than edgebased models, and have better performance for the images with weak boundaries. Moreover, they are less sensitive to the initial curves. The ChanVese (CV) [15] model is one of the most popular region-based models, which uses global information of images to segment homogeneous images. Li et al. proposed the region-scalable fitting (RSF) model [19] to overcome the difficulty caused by intensity inhomogeneity, which relies on the local intensity information. The RSF model has been successfully applied in medical images. Due to these advantages, many researchers followed the original CV model and the RSF model, and put forward further improvements, such as the LBF&CV_B model [20] and the LGIF model [21] .
In this paper, the RSF&CV model -a simple integration of the CV model and RSF model [9] is used for exploring the efficiency of Newton-like iterative methods.
For a given image I(x):W→ℜ, where W ⊂ ℜ 2 is the image domain. The RSF & CV model implements segmentation by finding an evolution curve C ⊂ W that minimizes the following energy functional:
( 1) where inside(C) and outside(C) represent the regions inside and outside the curve C respectively, showed in Fig 1. m, l 1 , l 2 h 1 , h 1 are positive constants. 
( Gradient descent method is most widely used to minimize the Eqn.3. Gradient descent method is iterative, starting with an initial curve f 0 , and producing a sequence of curve f k , k = 0, 1, 2, ... (f k denotes the level set function at iteration k) that converges to the optimum f * . Using the calculus of variation method to the functional Eqn.3, the optimal values of c 1 , c 2 , f 1 , f 2 for minimizing the energy functional defined by Eqn. 3 can be achieved as follows, respectively.
Then fixing c 1 , c 2 , f 1 , f 2 , and using the calculus of variation method, one can have the gradient with respect to f :
Thus the iterative formula of the gradient descent method has the form:
. 
The choice of a k will strongly influence gradient descent performance. Up to now, as we know, the active contour literatures give little guidance on how to choose this parameter and most applications set it as a constant, which is always changed according to the trial and error. Unfortunately, this strategy suffers from a trade-off between convergence speed and final accuracy. A larger step will converge more quickly to the solution but with less accuracy. A smaller step will result in more iteration, and converge very slow. In section V, experimental results will demonstrate the influence of a k . Considerable improvement can be achieved by adjusting a k according to a line search algorithm. The line search algorithm first finds a descent direction along which the objective functional will be reduced and then computes a step length that determines how far should move along that direction. The descent direction can be computed by various methods, such as gradient descent method, Newton method and quasi-Newton method. The step length can be determined either exactly or inexactly.
GENERALIZED NEWTON METHOD
In order to deal with the poor convergence of the gradient descent method, Leah and Guillermo proposed generalized Newton method [8] . The idea of the generalized Newton method is as follows: one starts with an initial curve which is reasonably close to the boundaries of the object, and the functional is approximated by its second order Taylor approximation, then one computes the newton direction by minimizing the second order Taylor approximation, in the end smoothed the gradient.
Consider the Eqn. 3, and let f = f k and d k = f k+1 -f k denote the variation of f k in the domain W. The second order Taylor approximation of F at f k+1 with the trust-region constraint [8] is given by (7) where ∇ f F(f k ) indicates the L2 directional derivative with respect to f, H fk designates the L2 directional Hessian, and D denotes the trust-region radius. The notation 〈⋅|⋅〉 stands for the L2 inner product such that:
.
For two dimension images, Minimizing (7) with respect to d k yields the newton direction d k as the solution to the equation
Thus the iterative formula of Newton method is 
FAST CONVERGING IMPLEMENTATION OF RSF&CV MODELL 4.1. The Generalized Quasi-Newton Method-the Extension of BFGS
In Newton method, Hessian maybe negative definite and the calculating of the inversion of Hessian sometimes is difficult. Quasi-Newton methods provide an attractive alternative to Newton's method in that they do not require Adding and subtracting the term ∇ 2 F(x)d to the Eqn.12, one can get the following equation (13) Because ∇F(⋅) is continuous, the final integral term is o(||d||). By setting x = x k and d = x k+1 -x k , Eqn.13 can be approximated by the following: (14) When x k and x k+1 lie in a region near the solution, within which ∇ 2 F is positive definite, the final term in this expansion is eventually dominated by the term ∇ 2 F(x k )(x k+1 -x k ), so Eqn.14 can be further simplified as following: (15) That means the Hessian ∇ 2 F(x k ) has the property implied by the Eqn. 15 
Typically, some additional conditions may be imposed on B k+1 , for example symmetry (due to the symmetry of the exact Hessian).
By using B k to approximate Hessian, the Eqn. 11 is rewritten as the following:
The above iteration is called the quasi-Newton method. is quasi-Newton direction. An important factor in the use of the quasi-Newton method is the update formula that derives the matrix B k+1 from the current matrix B k . It is desired that the successive updates will take a close
approximation of the true Hessian. Here, several widely used updates of B k which satisfy the ordinary quasi-Newton equation are presented. The most popular quasi-Newton algorithm is the BFGS method, named for its discoverers Broyden, Fletcher, Goldfarb, and Shanno. The formula defined by (18) The Davidon-Fletcher-Power (DFP) formula is defined as (19) The approximate Hessians of the so-called Broyden class defined by the formula (20) where and f k is a scalar parameter. The BFGS and DFP formula correspond to the choices of f k = 0 and f k = 1. From the numerical experiments on the quasi-Newton methods, it is shown that the BFGS method is the most successful one among all the quasi-Newton methods. The BFGS is robust, and its rate of convergence is superlinear, which is fast enough for most practical purpose. Even though Newton's method converges more rapidly, which is quadratic convergence, its cost per iteration usually is higher, because of the requirement of second derivatives and solution of a linear system. Meanwhile, the superlinear convergence rate can be attained even if the sequence of quasi-Newton matrices B k does not converge to ∇ 2 F(x); the B k becomes increasingly accurate approximations to ∇ 2 F(x) along the search direction [13] . So BFGS method is used to calculate the approximate Hessian in this paper, Along with the idea of generalized Newton method, the generalized quasinewton method is defined as: 
The Generalized Quasi-Newton Method for the RSF&CV Model
In this section, the generalized quasi-Newton algorithm for the RSF&CV model will be described in detail. According to the Eqn.21, the basic procedure is as following: one starts with computing quasi-Newton direction d k , and then determines step length a k , at last according to Eqn.18, computes the approximation of the Hessian B k+1 . The inverse of B k , which is denoted by , is useful in the implementation of the method, since it allows the search direction to be calculated by means of a simple matrix-vector multiplication. The following expression for the update of the inverse Hessian approximation that corresponds to the BFGS in Eqn.18 is acquired by using the ShermanMorrison-Woodbury formula [13] The numerical detail of the generalized quasi-Newton method for the RSF&CV model is as following:
Step1. Given an initial curve f 0 ∈ R n , a symmetric positive definite matrix H 1 , in this paper H 1 is set identity matrix, convergence tolerance e > 0 and set k = 1.
Step3. Compute the search direction d k by solving the following linear equation
Step4. Search along the direction d k to find a step length a k , which is computed from a line search procedure, and set
Step5. Select a new asymmetric positive definite matrix H k+1 which satisfy the following original quasi-Newton equation
Step6. Set k = k + 1 and go to Step 2.
As previously discussed [7] [8] applying smoothing to the gradient flow enforce regularity to f, which improves segmentation results by introducing prior knowledge. ∇ f F(f k ) is also combined with a Gaussian smoothing operator
Following the Leah and Guillermo, (24) is called as generalized quasiNewton method.
NUMERICAL RESULTS
In order to evaluate and compare the performances of the generalized quasiNewton method with the generalized Newton method, several experiments were performed on three synthetic images and two real images. For each experiment the initialization and the final contour are depicted in green and red respectively. All the experiments were implemented by MATLAB R2012a on Win XP system.
Efficience of Fast Convergence Mthods and Comparison on Synthetic and Real Image
In this test the efficiency of different optimization methods are compared. Fig.2 shows the segmentation results of the RSF&CV model on two complex-shape images (helix and s) and two real images (Hawk and Plane). To make a fair comparison, the gradient descent method was performed with the smoothing operator and line search was used for accelerating the convergence. Fig.2 (a) are the results by using gradient descent method; Fig.2 (b) are the results by using generalized Newton method; Fig. 2 (c) are the generalized quasi-Newton method.
From Fig.2 , one could observe that the three methods got good segmentation results. More importantly, Table 1 demonstrates that the generalized quasiNewton method converged in only 2 iterations and was faster than the other two (2) methods. This difference in speed result from the generalized quasi-Newton is superlinear and don't need calculate second order information. Although the generalized Newton method is quadratic convergence, it needs to calculation the Hessian and the inversion of the Hessian, which result in the convergence slower than the quasi-Newton.
Choice of Time Step
This test is to demonstrate that the choice of a k will strongly influence its performance. Fig.3 and Fig.4 shows the segmentation results of the RSF & CV model with gradient descent method on two complex-shape images (s and helix). Fig.3 (a) and Fig.4 (a) are the results by setting a k = 1.0; Fig.3 (b) and Fig.4 (b) are the results by setting a k = 0.5; Fig.3 (c) and Fig.4 (c) are the results by setting a k = 0.05; Fig.3 (d) and Fig.4 (d) are the results by setting a k according to line search. From these two experiments, one could see that a larger step converged more quickly to the solution but with less accuracy, and a smaller step result in more iteration, and converged very slow. Using the line search algorithm to guide the a k on every iteration, the convergent rate was quite quick, and the segmentation results were more accuracy. How the value of the functional changes is displayed in Fig.3 (e) and Fig.4 (e) . One could see that line search algorithm maked it drop quickly to a very small value. In the end, its minimum was still lower than the others.
Effectiveness of Regularization
This test is to demonstrate that the effectiveness of the regularization f. Fig.5 (a) are the segmentation results by using generalized quasi-Newton method; Fig. 5 (b) are the segmentation results by using quasi-Newton. 
