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Medienevolution VI
Zum sechsten Mal hat das Institut für 
Medien- und Kommunikationspolitik (IfM) 
2017 die Cologne Futures (CF) zu Fra-
gen der Medien - und Technikevolution 
veranstaltet. Dabei ging es im Ok- 
tober des vo rigen Jahres um das Thema 
Menschen, Roboter und Künstliche 
Intelligenz – eine nahtlose Evolution? 
Die MK doku mentiert in diesem Sonder heft 
die auf dieser Tagung gehaltenen Referate 
von Vincent C. Müller, Rüdiger Suchsland 
und Raju Pookottil. Zudem enthält dieses 
Heft den Nachdruck des Aufsatzes „Lässt 
sich Empathie simulieren?“ von Elisabeth 
André, der als Basis diente für ihr mündli-
ches Referat bei den CF 17. Ergänzt sind 
die Texte um eine Einleitung von IfM-Direk-
tor Lutz Hachmeister, dem Organisator der 
Medienevolutionstagung. 
Die „Cologne Futures 2017“ wurden vom 
IfM organisiert in Koopera tion mit der Deut-
schen Telekom, der Stadt Köln, dem West-
deutschen Rundfunk (WDR) und der Kölner 
Kunsthoch schule für Medien (KHM). Die 
Veranstaltung und diese Dokumenta tion 
schließen an die ersten fünf Colloquien zur 
Medienevolution an (vgl. die Dokumen-
tationen in FK 20/13, FK 34/14, MK 26/15, 
MK 20/16 und MK 20/17). Die sechsten 
„Cologne Futures“ fanden am 6. Oktober 
2017 in der Aula der Kunsthoch schule 
für Medien statt. Die Veranstalter danken 
besonders Reza Moussavian und Henrik 
Schmitz (Deutsche Telekom), Roland Ber-
ger (Stadt Köln), Frank Döhmann (KHM) 
und Matthias Kremin (WDR) für deren 
Unterstützung. Die „Cologne Futures“ (bis 
2015: „Cologne Conference Futures“) wer-
den im Rahmen des Filmfesti vals Cologne 
veranstaltet.
Das siebte CF-Colloquium zur Medien-
evolution fand am 2. Oktober 2018 statt, 
das Thema lautete diesmal: Gedanken le-
sen? „Brain Reading“ und soziale Kon-
trolle als technologische und politische 
Felder. Dabei gab es Vorträge von Gert 
Scobel, Stephan Schleim, Michael Pauen, 
Wolfgang Hagen und Melissa Little field. 
Veranstaltungsort war wieder die Kölner 
Kunsthoch schule für Medien.  5.10.18/MK
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• Der folgende Text ist das Transkript von Vincent C. Müllers Vortrag, gehalten am
6. Oktober bei den „Cologne Futures 2017“.
Mit diesem Vortrag werde ich die Diskussion fortführen, die bereits in der Ein-führung zu dieser Veranstaltung angeklungen ist. Wohin geht die Reise unge-
fähr? Da passiert etwas Spannendes, das ist klar. Wie geht es weiter und kann man 
das vorhersehen? Ich werde mich auf einen Punkt konzentrieren, nämlich dass es 
im Wesentlichen der zusätzlichen Rechnergeschwindigkeit geschuldet ist, dass die 
KI, die Künstliche Intelligenz, sich jetzt anders darstellt als noch vor einigen Jahren. 
Sie haben vorhin in der Einführung gehört, dass auch im Jahr 2000 die Leute sehr 
optimistisch waren. Ich glaube übrigens nicht, dass Rodney Brooks damals schon 
so optimistisch war, das würde mich wundern (Brooks 1990, 1991). Es ist jedenfalls 
klar, dass sich da irgend was tut.
Noch vor zehn Jahren war es so, dass die Künstliche Intelligenz einen ziemlich 
schlechten Ruf hatte. Viele Leute, die an KI geforscht haben, haben das gar nicht 
so genannt, die nannten das dann Datenanalyse, Sprachverstehen, kognitive Sys-
teme oder ähnlich, um das ein bisschen zu kaschieren. Und jetzt hat sich daran 
etwas geändert und alle machen KI. Ich glaube, dass das exponentielle Wachstum 
ein wesentlicher Faktor ist. Ich komme noch dazu, was das ist. Und ich werde 
mich damit befassen, was für Annahmen hinter der Auffassung stecken, dass viel-
leicht die gegenwärtige Entwicklung fortgeschrieben werden kann in Richtung 
einer KI, die wirklich ein hohes Niveau erreichen und ungefähr das menschliche 
Intelligenzniveau schaffen kann.
I.
Also, eine Analyse – was passiert gegenwärtig? – und ein paar Annahmen, die 
dahinterstecken. Dazu beginne ich mit einem kleinen Bild: Hier sieht man einen 
amerikanischen Physik-Professor, der mit Dominos spielt. Ich werde gleich erklä-
ren, warum das wichtig ist. Mit die-
sem Minidomino – vielleicht fünf 
Millimeter hoch –, mit dem er da 
angefangen hat, kann er das Empire 
State Building über den Haufen 
werfen. Die Energie wird dadurch 
aufgewendet, dass er diese Dinger 
hinstellt; natürlich passieren hier 
keine Wunder.
Was daran interessant ist, finde 
ich, ist, dass es überhaupt funktio-
niert und dass es uns wundert. Also, wenn man diesen Menschen am Anfang 
sieht und diesen kleinen Dominostein, denkt man: „Da passiert gar nichts.“ Wir 
sind nicht ohne weiteres in der Lage, uns solche exponentiellen Geschehnisse 
klarzumachen, auch wenn der Professor gleich am Anfang gesagt hat: „Jeder Do-
minostein kann einen Dominostein umwerfen, der anderthalbmal so groß ist.“ 
Trotzdem scheint uns diese Vorstellung Schwierigkeiten zu bereiten.
Vincent C. Müller 
In 30 Schritten zum Mond? 
Zukünftiger Fortschritt in der KI
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Das exponentielle Wachstum ist also überraschend. Das erklärt auch meinen 
Titel „In 30 Schritten zum Mond?“. Auch das ist wahrscheinlich keine gute Tech-
nik für die Raumfahrt, aber was ich damit meine, ist Folgendes: Stellen Sie sich 
vor, Sie machen einen normalen Schritt und der nächste Schritt ist doppelt so 
groß wie der vorherige Schritt und so weiter; sie machen eine Schrittfolge, bei der 
jeder Schritt doppelt so groß ist wie der vorherige Schritt. Wenn Sie 30 Schritte 
machen, nur 30 Schritte, dann sind sie bereits am Mond.
Wenn Sie wollen, können Sie das nachrechnen. Ich habe nachgerechnet. Es 
stimmt tatsächlich. Ich habe das irgendwo gelesen und dachte, man soll den Sa-
chen nicht trauen. Es stimmt aber wirklich. Ungefähr 385.000 Kilometer – je 
nachdem, wo der Mond sich gerade befindet – kann man also in 30 Schritten 
schaffen. Das heißt also, mit 29 Schritten hat man die Hälfte der Strecke hinter 
sich. Der erste Schritt ist nur ein ganz normaler Schritt. Der dreißigste Schritt ist 
aber die Hälfte der Entfernung von hier zum Mond. Es ist ein Riesenschritt und 
der nächste Schritt ist doppelt so weit in den Weltraum hinaus. Das sind Wachs-
tumsvorgänge, die uns nicht ohne weiteres zugänglich sind. Auch wenn jeder, der 
ein bisschen Mathematik versteht, das gut verstehen kann. Die Frage ist: Wie weit 
kommt man damit? Es gibt Leute, die glauben in der KI, dass das die Methode 
ist, mit der man zum Mond kommt. Es gibt auch schon seit langem Kritiker, die 
sagen, so gehe es nicht.
Zu solchen Kritikern zählen zum Beispiel der Logiker Yehoshua Bar-Hillel 
und Hubert L. Dreyfus. Sie nennen das den Fehlschluss des ersten Schrittes – 
first step fallacy (Dreyfus 2012). Diese Kritiker sagen, das ist nun ein Zitat von 
Dreyfus: Wenn man glaubt, dass man damit zur KI kommt, ist das so, als wenn 
der erste Affe, der auf einen Baum geklettert ist, sagen würde, er hätte einen 
Fortschritt auf dem Weg zum Mond gemacht. Man hat zwar einen Fortschritt 
gemacht, aber man kommt so nicht zum Mond. Man kann nicht einfach so wei-
termachen, wie man bisher weitergemacht hat. Die Frage ist also ganz oft: Sind 
die Schritte, die wir bis jetzt gemacht haben, sind das solche Schritte, mit denen 
man einfach weitermachen kann und dann zum Mond kommt, oder muss man 
etwas völlig Anderes machen? Man kann auf den Baum klettern und das ist 
eigent lich keine schlechte Methode, aber eben nur bis zu einem gewissen Punkt. 
Das ist also die Frage.
Mir scheint, das ist eine gute alte philosophische Frage, nämlich die Frage, 
die Sokrates immer schon seinen Mitbürgern gestellt und sich damit unbeliebt 
gemacht hat, nämlich: Was sind die Annahmen? Unter welcher Annahme stimmt 
das, was sie da behaupten, dass es dahin gehen würde? Das Schicksal von Sokrates 
ist ja bekannt, oder? Was ist mit ihm passiert? Sie haben ihn umgebracht. Das ist 
eine riskante Technik, wenn man sich gegen etwas stellt. Dreyfus, der vor kurzem 
eines natürlichen Todes gestorben ist, hat sich damit bei den KI-Leuten vor langer 
Zeit sehr unbeliebt gemacht und gesagt (Dreyfus 1972): „Das wird nichts.“
II.
Nick Bostrom und ich haben herauszufinden versucht, was die gegen wärtige 
Auffassung ist (Müller/Bostrom 2016). Wie wird es weitergehen? Wir haben 
uns, um den üblichen Vorurteilen aus dem Weg zu gehen, den Begriff High Level 
Machine Intelligence (HLMI) ausgedacht. Das ist also absichtlich einfach etwas 
Neues. Das haben wir definiert: High Level Machine Intelligence bedeutet, dass 
eine Maschine mehr oder weniger alle menschlichen Arbeitstätigkeiten aus-
üben kann. Vielleicht sind da ein paar Tätigkeiten, die eine Maschine, weil sie 
eine Maschine ist, nicht ausführen kann, aber im Prinzip ist es so operationell 
definiert.
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Und dann haben wir eine einige hundert Experten verschiedener Professio-
nen gefragt, wann sie glauben, dass die Wahrscheinlichkeit, dass dieses Ereignis 
eintritt, 10 Prozent ist, wann sie bei 50 Prozent liegt und wann bei 90 Prozent. 
Wir haben also nicht gefragt: „Wann tritt das ein?“ Sondern: „Wann glauben Sie, 
dass die Wahrscheinlichkeit diesen Punkt erreicht?“ (Siehe die Grafik in Müller/
Bostrom 2016: 562).
Wie man sieht, ist die Wahrscheinlichkeit hier unten erst einmal, dass das im 
nächsten Jahr bei 90 Prozent ist, fast null. Denn niemand glaubt das. Die Wahr-
scheinlichkeit, dass es bei 90 Prozent ist – die rechte der drei Kurven –, geht re-
lativ langsam voraus und erreicht in den nächsten 200 Jahren ungefähr 1. Die 
10-Prozent-Wahrscheinlichkeit und insbesondere die 50-Prozent-Wahrschein-
lichkeit gehen in den ersten Jahren relativ zügig voran und kommen 1 schon in 
100 Jahren recht nahe. Das kann man vielleicht ein bisschen besser sehen, wenn 
man sich die Zahlen anschaut. Wir haben auf einer KI-Konferenz zur Philosophie 
der Künstlichen Intelligenz (www.pt-ai.org) verschiedene Leute befragt, auch die 
100 meistzitierten Forscher.
Der Median dieser Vorhersage ist ungefähr das Jahr 2040. Der Schnitt ist 
irgend wo zwischen 2014 und 2050 für den 50-Prozent-Punkt. Das heißt also, die-
se Leute von der AGI (Artificial General Intelligence) – das ist eine Vereinigung, 
die der Ansicht ist, dass die Künstliche Intelligenz bereits weit fortgeschritten 
ist –, diese Leute, die wir gefragt haben, glauben, dass das der Punkt ist, an dem 
die Wahrscheinlichkeit über 50 Prozent steigt. Wie Sie schon gehört haben, ist 
solchen Vorhersagen aber nicht zu sehr zu trauen.
Im Gegensatz zu dem, was Sie gehört haben, ist unsere Erfahrung die, dass sol-
che Vorhersagen meistens so ungefähr 25 bis 30 Jahre in der Zukunft liegen. Das 
ist so der Sweet Spot für solche Sachen. Was in zehn Jahren passieren wird, weiß 
man schon relativ gut. Das sind gegenwärtig Technologien, die ungefähr 15 Jahre 
weiter vorausschreibbar sind. Dann fängt es ungefähr an, dass man sagen könnte: 
Wenn alles gelöst wäre, dann wird es anders gehen. Also in 25 bis 30 Jahren ist es 
relativ sicher, dass wir diesen Punkt erreichen. Also, man weiß eigentlich wirklich 
nicht, was da passieren wird. Es wird so vorausgesehen. Deshalb gibt es ziemlich 
viele Parallelen – wenn man andere Vorhersagen anschaut.
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III.
Was passiert mit diesen Daten und warum ist Geschwindigkeit so wichtig? Ein 
relativ leichtes Beispiel sind Spiele – etwa „Tic Tac Toe“ („Drei gewinnt“). Man 
versucht, drei Kreuze oder drei Kreise in eine Reihe zu bringen. Das haben Sie 
wahrscheinlich in der Schule unter der Bank gespielt. Warum spielen Sie das jetzt 
nicht mehr?
Ich glaube nicht, dass irgendjemand von ihnen noch „Tic Tac Toe“ spielt. Man 
stellt relativ bald fest, dass – wenn nicht ein Spieler grobe Fehler macht – keiner 
gewinnt. „Tic Tac Toe“ ist relativ leicht vorhersehbar und deswegen lösbar. Die 
möglichen Positionen bei „Tic Tac Toe“ sind 39. Das sind nicht alle. Einige in der 
ganzen Menge sind illegal. „Tic Tac Toe“ hat ungefähr 5500 mögliche Spielsituatio-
nen – mit einem gewöhnlichen Computer total leicht zu berechnen. Also ist dieses 
Spiel formell gelöst. Man kann von jeder Position aus wissen, was der beste Zug ist, 
und wenn da keiner einen groben Fehler macht, gewinnt, wie gesagt, auch keiner.
Bei Schach sieht die Sache schon etwas anders aus. Man hat ein größeres Feld 
und auch mehr Figuren, die kompliziertere Züge machen und eben nicht nur 
einen Zug pro Figur. Es wird geschätzt, dass die möglichen Züge im Schach un-
gefähr 1047 sind (Shannon 1950). Das ist eine gewaltige Zahl. Und auch wenn 
Computer, wie Sie sicherlich wissen, inzwischen deutlich besser Schach spie-
len als Menschen, ist Schach nicht in dem Sinne gelöst. Das heißt, man kann 
nicht einfach weiterrechnen, welches der beste Zug ist, und den ganzen Rest des 
Spiels durchrechnen. Das ist nicht möglich, weil man dafür sehr viel mehr Re-
chenschritte bräuchte, als man selbst in Hunderten oder Tausenden von Jahren 
machen könnte. Also braucht man andere Techniken, die es ermöglichen, die-
sen Entscheidungsbaum zu verkleinern. Und diese Techniken sind inzwischen 
ganz gut entwickelt. Man kann auch die Anfangszüge vorher berechnen. Jeder 
von Ihnen wird das kennen, wenn Sie mal mit einem guten Schachspieler gespielt 
haben. Die spielen am Anfang eigentlich, ohne darüber überhaupt nachzuden-
ken. Dann fangen diese professionellen Spieler irgendwann an, wahrscheinlich 
an einem Punkt, an dem sie etwas Unkonventionelles gemacht haben. Der Profi 
denkt, das muss ein Fehler sein. Jetzt werde ich ihn besiegen. Das kann man in 
eine Datenbank packen.
Bei Go ist es ähnlich. Das Spielfeld ist größer, die Zahl der Positionen ist noch 
einmal massiv größer. Schach ist bekanntlich 1996 auf Weltmeisterniveau ange-
kommen. Bei Go ist das im Jahr 2016 der Fall gewesen – mit Machine Learning. 
Poker ist inzwischen auch mehr oder weniger auf diesem Niveau. Videospiele 
sind ein interessanter Bereich. Auch da wird versucht, Spieler zu kreieren, die 
besser sind als menschliche Spieler.
Die Frage ist: Geht es jetzt einfach so weiter? Ein wichtiger Punkt dabei ist, 
dass beispielsweise Schach ein digitales Spiel ist. Ein Bauer kann nur auf A2 oder 
auf A3 stehen. Er kann nicht irgendwo in der Mitte ungefähr stehen. Außerdem 
spielt nichts eine Rolle, was außerhalb dieses Acht-mal-Acht-Feldes ist. Der Rand 
des Spielfelds ist das Ende der Welt. Und das gilt für die Spiele, die wir im ge-
wöhnlichen Leben spielen, überhaupt nicht. Schach ist also massiv einfacher als 
alles, was sie in ihrem gewöhnlichen Leben tun. Also, wie wird es weitergehen? 
Es gibt da verschiedene Auffassungen. Toby Walsh, der sagt es, wie ich finde, ein 
bisschen einfach: „Ein schnell denkender Hund ist und bleibt ein Hund.“
Ich bin mir da nicht so sicher. Wenn ich mir vorstelle, ich hätte einen Hund, 
der massiv schneller denken würde als ich, dann würde ich mich ein bisschen 
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unsicher fühlen, ob ich den noch unter Kontrolle hätte. Wenn Sie sich vorstel-
len, Sie könnten massiv schneller denken als die anderen, wenn sich die anderen 
sozusagen in Slowmotion verhalten, dann wären sie den anderen in der Regel 
deutlich voraus.
Hier ist noch einmal eine Illustration zu der Rechenkapazität. Das ist eine 
Variante von „Moore’s Law“ – und zwar „Moore’s Law“ im Verhältnis zum Preis. 
Wie viel Rechenkapazität kriegt man für einen Dollar? Die Beschleunigung hier 
pro Dollar seit dem Jahr 2000 liegt ungefähr beim Faktor 1000. Rechner sind 
jetzt also ungefähr um einen Faktor 1000 schneller, als sie es vor 17 Jahren wa-
ren. Stellen Sie sich das mal mit irgendwas anderem vor, beispielsweise mit der 
Geschwindigkeit von Autos.
Das ist ein unglaublicher Fortschritt, der in keiner anderen Technologie er-
reicht wird, und das geht ungefähr alle 18 Monate so weiter. Das heißt also, Ende 
des Jahres 2018 sind wir schon zweitausendmal schneller, als wir es im Jahr 2000 
waren. Es ist dasselbe wie beim Mond. Die Entwicklung wird sich weiter be-
schleunigen. Wie weit das gehen wird? Genau weiß das natürlich niemand. Wir 
wissen, dass es nicht ständig weitergehen kann. Es muss irgendwann aufhören, 
langsamer werden. Mein Kollege Anders Sandberg hat sich ein bisschen damit 
beschäftigt. Er glaubt, dass von heute aus gesehen die Beschleunigung noch un-
gefähr um einen Faktor von 100.000 zunehmen wird (Garfinkel 2017).
Damit zusammenhängend gibt es einen anderen Faktor, mit dem ich mich in 
letzter Zeit öfter beschäftige, das ist nämlich der Datenzuwachs. Es ist nicht nur so, 
dass man die Daten schneller berechnen kann, sondern auch so, dass man massiv 
mehr Daten zur Verfügung hat und verschiedene Arten von Daten, die man ge-
meinsam verarbeiten kann. Das erleichtert einem die Lösung von enorm vielen 
Prozessen gewaltig. Das ist bereits eine Entwicklung, die gegenwärtig im Gange ist.
Eine Fußnote noch dazu. Alles, worüber ich hier jetzt spreche, ist nicht Singu-
larität. Mit Singularität bezeichnet man die Idee, dass man eine Superintelligenz 
hat, die von selbst schneller wird. Hier ist ein ganz schönes Zitat von Irving Good 
10
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(Good 1965): „…an ultraintelligent machine could design even better machi-
nes. […] It is curious that this point is made so seldom outside of science fiction.“
Das ist nicht unbedingt eine neue Idee. Und das war im Grunde genommen 
Science-Fiction, als er das gesagt hat. Die Idee ist: Wenn wir schlau genug sind, 
eine KI zu schaffen, dann – per Definition – müsste auch eine KI schlau genug 
sein, eine KI zu schaffen, die ein bisschen schlauer ist als wir. Und die nächste KI 
kann eine neue schaffen und so weiter. Das ist nicht der Punkt meiner heutigen 
Diskussion. Ich beschäftige mich damit nur bis zu dem Punkt, wo die KI erreicht 
wird, nicht damit, was danach passiert. Ich werde jetzt anfangen, mich mit den 
Annahmen zu beschäftigen.
IV.
Hier ist eine Abbildung aus einem Buch von Ray Kurzweil (Kurzweil 2005). 
Die Punkte stehen für die Rechengeschwindigkeiten der schnellsten Rechner, die 
er zum damaligen Zeitpunkt finden konnte. Es ist eine logarithmische Tafel, das 
heißt also, auf der Vertikalen sind Zehnerpotenzen. Hier hat er die Geschwin-
digkeit aufgetragen, in der er glaubt, dass ein Insektengehirn, ein Mausgehirn, 
ein menschliches Gehirn und alle menschlichen Gehirne rechnen würden. Dann 
kann er ganz einfach sagen: ‘Daraus ergibt sich eine Kurve. Die ist hier und dann 
ist diese gestrichelte Kurve, die geht weiter. Irgendwann schneidet sie diese Linien 
und man weiß also ungefähr, wann das eine schneller wird als das andere.’
Es ist eine ziemlich komische Annahme, wie viele Leute dann auch gesagt ha-
ben. Woher weiß man zum Beispiel, dass zwei Menschen doppelt so schlau sind 
wie einer. Meistens ist das Umgekehrte der Fall. Und woher weiß man, dass reine 
Rechengeschwindigkeit und Intelligenz dasselbe wären. Also, das ist, glaube ich, 
diskreditiert. Der Punkt scheint mir, dass diese Annahmen Kurzweils sicherlich 
problematisch sind, aber das exponentielle Wachstum ist ein entscheidender Faktor.
Die meisten Leute schütten das Kind mit dem Bade aus. Sie sagen: ‘Kurzweil 
hat das missverstanden, also ist diese ganze Vorhersage Blödsinn.’ Das glaube ich 
nicht. Die Vorhersage ist deswegen nicht Blödsinn, weil das exponentielle Wachs-
tum, das er auf dieser Kurve verzeichnet, tatsächlich stattfindet und dies tatsäch-
lich enorme Auswirkungen hat. Die Frage ist: Welche Auswirkungen hat das?
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Eine Annahme, die hier gemacht wird, ist, dass Intelligenz in einem mathe-
matischen Sinne ‘geordnet’ ist. Das heißt: Wenn A intelligenter ist als B und B 
intelligenter ist als C, dann ist A intelligenter als C. Das stimmt zum Beispiel im 
Fußball nicht. Wenn also eine Fußballmannschaft A die Fußballmannschaft B 
besiegt, und B besiegt C, dann heißt das nicht, dass A auch C besiegen würde. 
Und bei Intelligenz bin ich mir auch nicht so sicher, ob das wirklich eine gute Idee 
ist, sie so zu sehen. Vielleicht ist das halb geordnet. Gibt es da vielleicht mehr als 
eine Dimension? Beim Begriff Intelligenz scheint mir da noch einiges Potenzial 
vorhanden zu sein. Vielleicht sollte man ihn überhaupt nicht verwenden. Es gibt 
durchaus Leute, die denken, dass es ein Irrtum war, ihn zu verwenden. Man sollte 
nicht von Intelligenz sprechen und etwas anderes machen.
Es gibt den schönen Fluch der Künstlichen Intelligenz. Der Fluch ist, dass In-
telligenz als das definiert ist, was Maschinen nicht können. Also die Kl läuft der 
Intelligenz immer hinterher. Sobald die Maschinen irgendwas können, sagen die 
Leute: Das war ja keine Intelligenz.
Lange Zeit wurde gesagt, Schachspielen sei ein Zeichen eines intelligen-
ten Menschen. Sobald die Computer das konnten, haben alle Leute gesagt: ‘Ja, 
Schach! Das ist nichts Besonderes.’ Und dann geht es bei allen Sachen so wei-
ter. Demnächst wird es wahrscheinlich heißen: Autofahren? Nichts Besonderes. 
Meine eigene Auffassung zu dieser Frage ist, dass Intelligenz vielleicht zwei Di-
mensionen hat. Nämlich eine Dimension des Erfolges in der Horizontalen und 
Flexibilität in der vertikalen Variante (Gomila/Müller 2012; Müller 2012). Und 
die klassischen künstlichen Systeme sind sehr, sehr gut in einigen bestimmten Sa-
chen, aber sehr, sehr unflexibel. Sie können nichts anderes. Ein Schachcomputer 
kann nur Schachspielen, der kann sonst gar nichts.
Und in der Regel ist ein natürliches System in der Lage, dies und jenes zu 
machen. Es ist also besser in der vertikalen Ebene, aber hier ist noch jede Menge 
Freiraum vorhanden für schlaue Systeme, die beides ganz gut können. Zweite An-
nahme bei dieser Idee, dass die Geschwindigkeit entscheidend ist, ist, dass man 
eigentlich Kognitionswissenschaft nicht braucht, also das man eigentlich nicht 
wissen muss, wie natürliche Systeme diese Probleme eigentlich lösen.
Das ist wiederum eine Annahme, die in der klassischen KI gemacht wurde. 
Künstliche Intelligenz geht folgendermaßen vonstatten: Man macht Kogniti-
onswissenschaft und man findet heraus, wie intelligente Wesen – insbesondere 
Menschen – das machen. Wenn man das herausgefunden hat, kann man dieses 
Modell in eine andere Hardware übertragen und dann dort laufen lassen. Gleich-
zeitig kann man auf diese Weise prüfen, ob die Theorie in der Kognitionswis-
senschaft stimmt oder nicht. Inzwischen ist das weitgehend voneinander gelöst. 
Die meisten KI-Leute beschäftigen sich relativ wenig mit Kognitionswissenschaft 
(Müller 2016). Ich finde das in verschiedener Hinsicht riskant. Ein Risiko sieht 
man, wenn man einen Spitzenfußballer – nehmen wir Marco Reus – mit einem 
Spitzenschachspieler – wie etwa Gary Kasparow – vergleicht. Welcher von den 
beiden ist intelligenter? Welcher von ihnen löst eine schwierigere Aufgabe?
Traditionell würde man sicher den Schachspieler nennen. Kasparow ist viel-
leicht einer der erfolgreichen Schachspieler aller Zeiten. Und leider hauptsächlich 
deswegen bekannt, weil er gegen eine Maschine verloren hat. Das verfolgt ihn 
noch immer. Ich habe ihn getroffen. Und es scheint eine Sache zu sein, die ihn 
tatsächlich umtreibt. Kasparow, so hat man geglaubt, löst eine sehr viel schwie-
rigere Aufgabe. Es hat sich aber herausgestellt, dass das, was Marco Reus macht, 
in Wirklichkeit viel schwieriger ist als das, was Kasparow macht. Wir stellen uns 
Fußballspieler nicht als besonders intelligent vor, doch das ist vielleicht ein Irr-
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tum. Was die in real time machen, mit der körperlichen Komplexität, durch die 
Zusammenarbeit mit anderen Leuten, ist viel, viel komplexer als Schachspielen. 
Und davon sind wir in der KI weit entfernt. Ich weiß nicht, ob sie schon mal 
RoboCup-Fußball gesehen haben? Das ist jedenfalls zum Totlachen und von nor-
malem Fußball meilenweit entfernt. Wobei man natürlich sehr vorsichtig sein 
muss, denn zum Totlachen war manches andere vor einigen Jahren auch noch, 
was jetzt überhaupt nicht mehr zum Totlachen ist. Wie kommt man da weiter? 
Kommt man mit Speed in dieser Richtung weiter?
V.
Eine weitere Annahme, die entscheidend ist, über die ich jetzt aber nicht 
besonders reden will, weil sie theoretisch kompliziert ist, lautet: Kognition ist 
Berechnung. Früher ging man in der klassischen KI davon aus, dass eigentlich 
das, was ich mache, um kognitive Fähigkeiten zu haben, also zum Beispiel das 
Glas zu finden und da einen Saft eingießen zu können oder herauszufinden, dass 
alle Leute mich komisch angucken, dass irgendetwas nicht stimmt mit meinem 
Vortrag, dass das alles Berechnungsprozesse sind und dementsprechend Berech-
nungsprozesse in meinem Hirn in Berechnungsprozesse in einem Computer 
übertragen werden können oder zumindest – das ist der zweite Punkt – dass 
Berechnungsprozesse dafür hinreichend wären, selbst wenn das im natürlichen 
System nicht der Fall ist. Das scheint mir falsch zu sein. Berechnung an sich ist 
wahrscheinlich noch nicht ausreichend. Man braucht vermutlich Interaktion mit 
der physischen Welt. Und wie das funktionieren kann, ist ziemlich kompliziert.
Eine andere Annahme ist, dass die gegenwärtigen Techniken ausreichend sind. 
Das hört man ziemlich oft. Also jedes Mal, wenn wir eine Technik haben, gehen 
wir gleich davon aus, dass diese Technik wunderbar ist und weitergehend alle 
unsere Probleme löst. Das war in der klassischen KI schon so. Dann gab es eine 
relativ kurze Zeit lang Rodney Brooks’ neue KI: Wir machen das alles ganz an-
ders – ohne Repräsentation. Großer Enthusiasmus! Jetzt werden alle Probleme 
gelöst. Das ging dann bis zu einem Staubsaugerroboter – der diese einfachen Auf-
gaben löst, aber ganz viele andere Sachen eben nicht.
Im Moment ist maschinelles Lernen en vogue, womit ganz viele Probleme 
wunderbar gelöst werden können, auch weil die Rechner schneller sind. Sicher-
lich auch eine hochproblematische Technik, weil das Grundprinzip lautet: Lernen 
ist, wenn der Output stimmt. Man weiß aber nie so richtig, warum der Output 
eigent lich stimmt. Insbesondere wenn man das Gerät hat selbst lernen lassen. 
Und deswegen weiß man auch nicht so richtig, was der Output das nächste Mal 
sein wird, wenn die Situation ein klein wenig anders ist. Es kann ganz gut sein, 
dass wir auch da auf die Nase fallen werden.
Wenn wir sagen, Speed reicht aus, dann ist das aber eine Annahme, bei der 
wir davon ausgehen, dass die gegenwärtigen Techniken funktionieren werden. 
Es gibt aber auch eine ganze Menge Leute, die glauben, wir bräuchten etwas 
ganz Neues. Ganz große Schwierigkeiten gibt es bei der Integration. Wie bringen 
wir diese ganzen Sachen zusammen, die wir haben? Also zum Beispiel Sensory 
Integration – ganz viele verschiedene Sensoren. Wie macht man das? Wie bringt 
man das zusammen mit Memory-Aktionen? Das ist alles sehr problematisch. 
Und wie kann man diese ganzen Techniken so kombinieren, dass sie skalierbar 
sind, wenn man größere Systeme damit macht, dass sie auch wirklich funkti-
onieren? Das ist nicht bei allen Systemen so. Man kann Flugzeuge bauen, die 
zehn Meter lange Tragflächen haben, aber nicht einen Kilometer lange. Es geht 
irgendwann nicht mehr. Es ist nicht bei jeder Technik so, dass man sie ohne wei-
teres in eine größere Form bringen kann.
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Ein schöner Reality-Check in dieser Frage scheint mir autonomes Fahren zu 
sein. Da gibt es verschiedene Level, von denen üblicherweise gesprochenen wird. 
Level 5 ist autonomes Fahren in dem Sinne, dass ein Fahrer vollständig ersetzt 
werden kann. Man braucht keinen Fahrer mehr. Und dazu hören Sie ganz ver-
schiedene Sachen. Hier habe ich ein schönes Zitat vom Entwicklungsleiter einer 
deutschen Autofirma, die mich vor einigen Monaten eingeladen hatte: „Level 5, 
daran arbeiten wir nicht.“ Das war sein Kommentar dazu. Er glaubt, die Leute, die 
sagen, dass sie Level 5 machen werden, wie zum Beispiel Elon Musk, also Tesla, 
die werden auf die Nase fallen. Im Grunde genommen war seine Theorie: ‘Wir 
warten, dass sie ordentlich auf die Nase fallen. Je mehr Leute sich in ihren Tesla-
Autos umbringen, desto mehr Leute werden dann unsere Autos kaufen.’
Das war so ungefähr die Marketingstrategie – riskant, aber es ist immerhin 
eine Strategie. Ingenieurswissenschaftler bauen normalerweise Systeme, wo sie 
wirklich mehr oder weniger garantieren können, dass das System so funktioniert, 
wie es behauptet wird. Wird es mit den gegenwärtigen Techniken funktionieren? 
Oder nicht? Meine gegenwärtige Annahme ist: Vielleicht ja, aber so richtig genau 
weiß man es noch nicht.
Last but not least: Technological  Readi-
ness Level (TRL). Das ist eine Skala von 
der NASA. Das ist eine kleine Erinnerung, 
dass, wenn man eine Technologie erzeugt, 
es immer noch ein ganz schön weiter 
Weg ist. Beispielsweise von dem Bereich 
drei oder vier – wo man sagt, das ist eine 
Technologie, die im Prinzip funktioniert. 
Wir haben da mal was im Labor. Das geht 
schon ganz gut. Bis zu acht oder neun – 
man hat ein vollständiges System, das in 
der Umwelt wirklich funktioniert. Es gibt 
Techniken, die kommen nie auf die höhe-
ren Level. Kernfusion zum Beispiel hat sol-
che Probleme. Im Prinzip geht das, das wis-
sen wir. Aus verschiedenen Gründen aber, 
die vielleicht auch mit Geld und anderen 
Sachen zusammenhängen, haben sie es 
bisher nicht geschafft, wirklich Systeme zu 
machen, die auch tatsächlich Strom produ-
zieren und nicht nur Strom verbrauchen.
VI.
Also zusammenfassend, die Annahmen, die ich hier sehe, sind im Wesent-
lichen die folgenden fünf:
1) Die Intelligenz ist eindimensional und messbar. Das scheint mir etwas pro- 
     blematisch zu sein.
2) Kognitionswissenschaft wird nicht benötigt, um diese Erfolge zu erzielen. Das 
   scheint mir noch problematischer zu sein. Es kann sein, würde mich aber 
     wundern. 
3) Berechnung ist hinreichend. Mir scheint, das ist klarerweise nicht der Fall. 
     Man muss sich also leider in die dreckigen Gebiete der Robotik und der Sen- 
     sorik begeben.
14
M E D I E N K O R R E S P O N D E N Z  2 0 / 2 0 1 8
T H E M A
4) Die gegenwärtigen Techniken sind ausreichend (skalierbar) und, um das 
    Einstein-Zitat abzuwandeln: Wir brauchen Transpiration, keine Inspiration. 
    Wir können im Prinzip weiterarbeiten, wo wir gegenwärtig sind. Wenn ich 
     sage, Speed und Data machen diese Arbeit, meine ich natürlich nicht damit, 
      dass die Leute in der Forschung sitzen und warten, dass Intel die neuen Pro- 
         zessoren herausbringt. Das erfordert eine ganze Menge Arbeit, um das zu tun. 
      Und schließlich und endlich:
5) Technological Readiness Level, erscheinen sie als machbar? Auch das weiß 
     man im Moment nicht.
Mir scheint, da gibt es einiges zu tun. Ist das die richtige Analyse? Sind das 
die richtigen Annahmen? Da gibt es vielleicht eine ganze Menge anderer Pro-
bleme ethischer Natur oder andere. Das sind Dinge, die mich beschäftigen. Ich 
bin jetzt gerade dabei, ein Handbuch herauszugeben: „Philosophy of AI“, bei der 
Oxford University Press. Ich organisiere demnächst zur Thematik eine Konferenz 
in Leeds (vgl.: www.pt-ai.org/2017/). Was ich hier und heute versucht habe, war, 
einen Überblick zu geben.
Und was passiert in Deutschland? Ich weiß es auch nicht. Es ist ziemlich still in 
Deutschland in dieser Frage. Εs gibt eine Menge sehr guter Forschung in der KI – 
nicht, dass wir das jetzt durcheinanderbringen – und es gibt auch Forschung der 
Kognitionswissenschaft. Doch auch diese Sachen, die da mal einen Schritt zu-
rückgehen und sich fragen: Wohin geht das? Was sind das für Annahmen? Ist es 
überhaupt gesellschaftlich erwünscht, was wir da machen? Ist es problematisch? 
Dazu tut sich, scheint mir, relativ wenig. Ich habe da ein oder zwei Leute gesehen, 
die da etwas machen. In Düsseldorf gibt es jemanden, in Berlin. Aber insgesamt 
ist es relativ still.  5.10.18/MK
Zusammenfassung
• Die Entwicklungen in der Künstlichen Intelligenz (KI) sind spannend. Aber 
wohin geht die Reise? Ich stelle eine Analyse vor, der zufolge exponentielles 
Wachstum von Rechengeschwindigkeit und Daten die entscheidenden Fak-
toren im bisherigen Fortschritt waren. Im Folgenden erläutere ich, unter wel-
chen Annahmen dieses Wachstum auch weiterhin Fortschritt ermöglichen wird: 
1) Intelligenz ist eindimensional und messbar, 2) Kognitionswissenschaft wird 
für  KI nicht benötigt, 3) Berechnung (computation) ist hinreichend für Kog-
nition, 4) Gegenwärtige Techniken und Architektur sind ausreichend skalierbar, 
5) Technological Readiness Levels (TRL) erweisen sich als machbar. Diese Annah-
men werden sich als dubios erweisen.
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