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Abstract
In this paper we prove that there are exactly 7 inequivalent [20; 10; 6] even extremal formally
self-dual binary codes and that there are over 1000 inequivalent [22; 11; 6] even extremal for-
mally self-dual binary codes. We give properties of these codes and present a summary of what
is known about the classication of even extremal formally self-dual codes of small length.
c© 2001 Published by Elsevier Science B.V.
1. Introduction
For general information on codes and self-dual codes see [10,12].
In [1; 4; 7; 14] the extremal even formally self-dual binary codes of lengths up to 18
are classied. Length 12 was done by Bachoc [1]. The current authors developed a
form for the generator matrix of such codes and used this, together with intersection
matrices, to nd the codes of length 14 [4]. The unique codes of lengths 10 and 18 were
found in [7,14] using properties of 3-designs found in any such code union its dual.
The uniqueness of the [18; 9; 6] linear code had been previously proved by Simonis in
[14]. As there are no [16; 8; 6] linear codes, the next open cases are lengths 20 and 22
which we address in this paper. In the next section we present terminology and discuss
general results that we will need for the classication. In Sections 3 and 5, we discuss
lengths 20 and 22, respectively. We completely classify the formally self-dual codes
of length 20 and give information about their structure. At length 22 we nd there are
too many to classify (more than 1000); however, we do make comments about the
codes we did nd, noting information about their groups, hulls, and intersection tables.
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2. Preliminary results and notation
A code C is called formally self-dual (or f.s.d.) if the weight distribution of C
equals that of C⊥ [7]. An even binary f.s.d. [n; n=2; d] code is called extremal if it
meets the bound on Type I codes, i.e. if d= 2n=8+ 2. At lengths 20 and 22, d= 6
for extremal even f.s.d. codes. In [4] the following form of a generator matrix was
presented for [n; n=2] codes and used to classify the extremal even [14; 7; 4] f.s.d. codes.
This form of the generator matrix for our codes will be critical in their classication.
Let {X } denote the code with generator matrix X , and kX the dimension of {X }.
Theorem 2.1. Let C and C⊥ be codes of length n1 + n2 with the following gener-
ator matrices; G(C) and G(C⊥); under the assumption that A (respectively B) and
F (respectively J ) generate the subcodes of C and C⊥ of largest dimension with
support under the 2rst n1 (respectively last n2) coordinates:
G(C) =

 A 00 B
D E

 and G(C⊥) =

 F 00 J
L M

 :
Further assume that dimC = dimC⊥. Then
(a) kD = kE = kL = kM ;
(b) {A}⊥ = {F ∪ L}; {B}⊥ = {J ∪M}; {F}⊥ = {A ∪ D}; {J}⊥ = {B ∪ E}; and
(c) n1 − 2kA = n2 − 2kJ ; n1 − 2kF = n2 − 2kB.
Also important in the classication is the concept of intersection numbers. Knowing
these numbers will allow us to eliminate certain possibilities in the generator matrices.
Let C be a binary linear code of length n with dual C⊥. If c ∈ C, let supp(c) denote
the support of c, and let wt(c) denote the weight of c. Let t be a positive integer, and
let i and w be nonnegative integers. Also let T be a set of t coordinates of the code.
The following numbers are called the intersection numbers of C:
nw; i(T ) = |{c ∈ C |wt(c) = w; | supp(c) ∩ T |= i}|:
3. Length 20
There are a total of 7 inequivalent [20; 10; 6] even f.s.d. codes. None of these are
self-dual. In this section we outline the methods used in this classication and give
generator matrices for these codes; we present some of their properties in the next
section.
The weight distribution of a [20; 10; 6] even f.s.d. code C is
A0 = A20 = 1; A6 = A14 = 90; A8 = A12 = 255; A10 = 332: (1)
Let T denote a set of t = 6 coordinates and c(T ) the vector of length 20 with
supp(c(T )) = T . In order to construct the codes, we will use the generator matrix
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Table 1
Partial intersection table for t = 6 with c(T ) ∈ C when n = 20
i 0 1 2 3 4 5 6
n6; i(T ) a b c — 0 0 1
n8; i(T ) a — d — c 0 0
n10; i(T ) 0 b d — d b 0
arising in Theorem 2.1 where A= (111111); that is, we order the coordinates so that
if T is the rst 6 coordinates, then c(T ) ∈ C. There are two possibilities to consider:
either c(T ) ∈ C⊥ or c(T ) 
∈ C⊥. As in [4] we dene the hull of C to be H=C∩C⊥.
If T has size t=6 such that c(T ) ∈ C, Table 1 gives information for the intersection
numbers nw; i(T ) that is easy to obtain using simple coding theory arguments. See [4]
for the types of arguments used.
Assume c(T ) ∈ C⊥ ∩C=H. Then nw; i(T ) = 0 for i odd by orthogonality between
C and C⊥. Thus the only entries among nw; i(T ) left to nd are a; c, and d in Table 1.
In Theorem 2.1 the code {B} is a [14; 5; 6] code which must have weight distribution
a0 = a14 = 1 and a6 = a8 = 15. Therefore nw;0(T ) = aw = 15 for w = 6 or 8; that is,
a= 15. As
6∑
i=0
n6; i(T ) = 90
by (1), a + c + 1 = 90 implying c = 74. But by the Assmus–Mattson Theorem, the
codewords of weight 6 in C hold a 1-(20,6,27) design. Therefore
6∑
i=0
in6; i(T ) = 6 · 27
because the left-hand side counts the total number of times the supports of codewords
of weight 6 overlap the set T and this must be the right-hand side as these codewords
support a 1-design. So
0 · a+ 2 · c + 6 · 1 = 6 · 27;
yielding c = 78, a contradiction. This proves the following lemma.
Lemma 3.1. The hull of an even [20; 10; 6] f.s.d. code does not have any vectors of
weight 6.
Note that this lemma shows that none of these f.s.d. codes can be self-dual, consistent
with the results of [9].
We now obtain the following theorem:
Theorem 3.2. Up to equivalence there are 7 [20; 10; 6] even f.s.d. codes; none of which
is self-dual.
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Proof. In view of the preceding results we know that for any even f.s.d. code C, there
is a weight 6 vector c in C which does not belong to C⊥. Reordering columns so
that the support of c is in the rst 6 positions, we see by Theorem 2.1 that C has a
generator matrix of the form
G(C) =


111111 0 · · · 0
0 B
100000
010000
001000 E
000100
000010


; (1)
where {B} is a [14,4,6] code with weight distribution a0 = a14 = 1 and a6 = a8 = 7.
It is easy to prove by hand or with an exhaustive computer search that there are only
two such codes up to coordinate permutation, which have generator matrices B = Bi
where:
B1 =


11001101111000
00101101100111
00011100011111
00000011111111

 or B2 =


11000000001111
00100100111100
00011000110011
00000011111111

 :
With the same argument used in [4], the rows of E can be chosen modulo the code
{Bi}. Since we want the minimum weight of the even f.s.d. code to be 6 or more, the
rows of E can be chosen from the set CSi of the coset leaders of the code {Bi} with
odd weight 5 or more.
By a computation with the MAGMA [2] system we nd that for {B1} there are 200
coset leaders of weight 5 and for {B2} there are 196 coset leaders of weight 5 and
8 coset leaders of weight 7. Therefore, if we apply a brute force method to test all
the di0erent possible codes, there are 5 rows of E to determine and therefore about
2005
5! possibilities for each choice of B, if we order them, which is more than 2:5× 108
cases. This is beyond the actual capability of our computers.
We dene an intermediate code of order k to be a [20; 5+k; 6] code whose generator
matrix is given by the rst 5+ k rows of the matrix G(C), and where the rst k rows
of the matrix E are lled with k elements of CS1 or CS2 dening a k × 14 submatrix
of E.
We use the following lemma to limit the number of cases to consider:
Lemma 3.3. Let 16k64 and let us consider two intermediate codes of order k; C1
and C2; which are equivalent under the permutation P and have respective submatrices
E1 and E2. Suppose the permutation P leaves the set of the 2rst 6 columns invariant.
Then any code with generator matrix G(C) where the 2rst k rows of E are E1; and
where the remaining 5− k rows of E are 2lled with elements of CSi; is equivalent to
a code with generator matrix G(C) and where the 2rst k rows of E are E2.
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Proof. Let G(Ci) be the generator matrix of Ci whose form is the same as the rst
5 + k rows of G(C). Since the permutation P leaves the rst 6 columns invariant as
a set (and hence the last 14 columns, as well), P sends the rst row of G(C1) to the
rst row of G(C2). It also must x the code generated by (0 B) and send codewords
of weight 1 on the rst six coordinates to codewords of weight 1 on these same
coordinates. Thus by observing the form of G(Ci); P must in fact leave invariant the
rst k columns. Therefore the k rows of (0 E1) are sent to the rows of (0 E2), in some
order, modulo the code generated by (0 B). This proves the lemma.
Remark. It turns out that in the following (we checked it each time by computer),
as soon as two intermediate codes are equivalent then the rst 6 columns remain
unchanged by the permutation.
We now proceed row by row for the determination of E, using the preceding lemma.
Let us rst consider the case {B}= {B1}. For the rst row there are 196 possibilities,
which are reduced to only 4 inequivalent cases, after using the preceding lemma and
checking the equivalence. For the second row, we start from these 4 possibilities. For
each of these 4 cases we consider the 200 possibilities from the set CS1, and we
check the possible equivalence of the intermediate codes of order 2, obtaining 4 sets
of codes, for which then again we check the equivalence between codes in these 4
sets. We then obtain a set of only 41 codes to consider for the intermediate codes
of order 2. Repeating the process for the third row we obtain a set of 225 possible
intermediate codes for the rst 3 rows. It is now possible to check all the possibilities
for the 2 remaining rows. For each of the 225× 200×2002 possibilities we check to see if
the weight enumerator is (1). As we obtain codes satisfying (1), we check equivalence
among them using the MAGMA [2] system to obtain a list with only 7 inequivalent
codes.
The same method applied to B2 leads to the same seven codes and therefore proves
the result.
4. Enumeration of [20; 10; 6] even f.s.d. codes
In this section we enumerate the seven [20; 10; 6] even f.s.d. codes.
Most of these codes have the same hull H up to equivalence, so that we also give
the covering radius to help distinguish the codes from one another. Table 2 gives
the list of codes, the dimension of H, the weight enumerator of H, the order of the
automorphism group of C, and the covering radius (CR). All of these codes are isodual
(equivalent to their dual) and 2 of them are pure double circulant [5].
We give the generator matrices of the seven codes in the form (1) described in the
last section. They are all constructed with the matrix {B} = {B2}. To conserve space
we only give the 6× 14 binary matrices E = E 2a; E 2b; : : : ; E 2f; E 4 corresponding,
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Table 2
The 7 even extremal [20; 10; 6] f.s.d. codes
C dim(C ∩ C⊥) Weight enumerator of C ∩ C⊥ |Aut(C)| CR
fsd20 2a 2 x20 + 2x10y10 + y20 23 5
fsd20 2b 2 x20 + 2x10y10 + y20 23 4
fsd20 2c 2 x20 + 2x10y10 + y20 2 · 5 5
fsd20 2d 2 x20 + 2x10y10 + y20 2 · 5 4
fsd20 2e 2 x20 + 2x10y10 + y20 2 · 5 5
fsd20 2f 2 x20 + 2x10y10 + y20 22 · 5 5
fsd20 4 4 x20 + 3x12y8 + 8x10y10 + · · · 32 4
respectively, to the codes denoted by fsd20 2a; fsd20 2b; : : : ; fsd20 2f;fsd20 4:
Hull(fsd20 2∗) =
(
1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
)
:
• Dimension (C ∩ C⊥) = 2:
E 2a=


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
1 0 0 1 0 1 1 0 0 0 1 0 0 0
1 0 1 1 0 0 0 0 0 1 1 0 0 0
1 1 0 1 0 0 0 0 1 0 0 0 1 0


;
E 2b=


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
0 0 0 1 0 0 1 0 0 1 0 1 1 0
1 0 1 0 1 0 1 0 0 1 0 0 0 0
1 0 1 1 0 0 0 0 1 0 0 1 0 0


;
E 2c =


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
1 0 0 1 0 1 1 0 0 0 1 0 0 0
0 0 1 1 0 0 1 0 0 1 1 0 0 0
1 0 1 0 1 0 0 0 0 0 1 0 1 0


;
E 2d=


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
0 0 0 1 0 0 1 0 0 1 0 1 1 0
1 0 1 0 1 0 1 0 0 1 0 0 0 0
1 0 1 0 1 0 0 0 1 0 1 0 0 0


;
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E 2e =


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
0 0 0 1 0 0 1 0 0 1 0 1 1 0
0 0 1 1 0 0 0 1 0 1 1 0 0 0
1 0 1 1 0 0 0 0 0 1 0 1 0 0


;
E 2f =


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
1 0 0 1 0 1 1 0 0 0 1 0 0 0
1 0 1 1 0 0 0 0 0 1 1 0 0 0
1 0 1 1 0 0 0 0 0 0 0 1 1 0


:
• Dimension (C ∩ C⊥) = 4:
E 4 =


0 0 0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 0 0 1 0 1 0 1
1 0 1 0 0 0 0 1 1 0 0 0 0 1
0 0 1 1 0 0 0 1 0 0 1 0 0 1
1 0 1 1 0 0 1 1 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0 1 1 0 0 0


;
Hull(fsd20 4) =


1 0 0 1 1 1 1 0 0 0 1 0 0 0 0 1 1 0 1 1
0 1 0 0 1 0 1 1 0 1 0 1 0 0 1 1 0 1 0 1
0 0 1 0 1 0 1 0 0 1 1 1 1 1 0 1 1 1 1 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

 :
5. Length 22
For length 22 we know from the classication of [11] that there is only one self-dual
[22; 11; 6] code up to equivalence. We have found more than 1000 inequivalent [22; 11; 6]
even f.s.d. codes (none of them is self-dual), and there seem to be many more. More-
over it is worth noticing that length 22 is the rst length for which there are non-isodual
extremal even f.s.d. codes. Since a complete classication is impractical, we review
the general method we used for constructing these codes. In the next section we give
some information about the incomplete list of codes that we found. We also give some
examples of codes with special interesting parameters.
Theorem 5.1. There are at least 1000 inequivalent [22; 11; 6] even f.s.d. codes.
Proof. Let C be a [22; 11; 6] even f.s.d. code. Suppose that there is a word of weight
6 not in the hull of C. Then by using Theorem 2.1 the code C has, up to equivalence,
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Table 3
Dimension of the hull and isoduality for length 22
dim(C ∩ C⊥) 1 3 5 7+
Number of codes 457 491 52 0
Number of isodual codes 18 11 8 0
a generator matrix of the form:
G(C) =


111111 0 · · · 0
0 B
100000
010000
001000 E
000100
000010


;
where {B} is a [16; 5; 6] code.
We apply the same method as for length 20. It is not diOcult to see, with a computer
search, that there are only 11 possible codes {B}= {Bi}. Again the rows of E can be
chosen modulo the code {Bi}. Since we want the minimum weight of the even f.s.d.
code to be 6 or more, the rows of E can be chosen from the set CSi of the coset
leaders of the code {Bi} with odd weight 5 or more.
For each of the 11 codes {Bi} there are about 500 coset leaders of weight 5 or more,
making an exhaustive search even more diOcult than for length 20. We tried several
codes {Bi} and completed the corresponding matrices E. Using the same method of the
intermediate code described in Section 3 to make the search more eOcient, it quickly
turned out that the number of inequivalent [22; 11; 6] even f.s.d. codes was very large.
We stopped our search after nding 1000 inequivalent ones.
6. Description of some [22; 11; 6] even f.s.d. codes
In this section we give some general data concerning the 1000 [22; 11; 6] even f.s.d.
codes that we found. We also describe three of the particularly interesting codes.
Since it is impractical to enumerate the 1000 codes, we only give statistics for
three parameters: the dimension of the hull and whether the codes are isodual or not
(Table 3), the order of the automorphism group (Table 4). All the codes we found
had the same covering radius 5. We also give in Table 5 a list of the nine di0erent
weight enumerators of hulls of dimension 5 that we found.
Among the codes that we found only two have an automorphism group order of
16 or more; there is only one code whose hull has dimension 1 whose automorphism
group has order 4 or more. We give more detail on these three codes in Table 6.
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Table 4
Automorphism group order for length 22
|Aut(C)| 1 2 4 16 24
Number of codes 972 19 7 1 1
Table 5
The nine di0erent weight distributions for hulls of dimension 5 for length 22
0 6 8 10 12 14 16 22
1 1 6 8 8 6 1 1
1 1 10 4 4 10 1 1
1 1 0 14 14 0 1 1
1 2 3 10 10 3 2 1
1 2 7 6 6 7 2 1
1 3 4 8 8 4 3 1
1 3 8 4 4 8 3 1
1 0 5 10 10 5 0 1
1 0 9 6 6 9 0 1
Table 6
3 particular even extremal [22; 11; 6] f.s.d. codes
C dim(C ∩ C⊥) Weight enumerator of C ∩ C⊥ |Aut(C)| CR isodual
fsd22 1 1 x22 + y22 22 5 No
fsd22 5a 5 x22 + x16y6 + 14x14y8 + 14x8y14 + · · · 24 5 Yes
fsd22 5b 5 x22 + 2x16y6 + 7x14y8 + 6x12y10 + · · · 23 · 3 5 No
fsd22 1 =


1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 0
0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1 0 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 1 1 0
0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 1
0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 1 1 0 0 1 0
0 0 0 0 0 1 0 0 0 1 0 0 1 1 0 1 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1
0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1


;
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fsd22 5a=


1 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 1 0 0
0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1
0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 1 1 1 1
0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 1 0
0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 1 1 0 0 0 1 0
0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0
0 0 0 0 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 0 0
0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 1 0 1 0 0
0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 1 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1


;
Hull(fsd20 5a) =


1 0 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 0 1 0 1 0
0 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1
0 0 1 0 0 1 0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1
0 0 0 1 1 0 0 0 0 1 1 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 1

 ;
fsd22 5b=


1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 1 0 1 1 1 0
0 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0 1 1 0 1 1 0
0 0 1 0 0 0 0 1 0 1 0 1 0 1 0 0 1 0 0 0 1 1
0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 1
0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 1 0 1 0 0 1
0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 0 0 1 0 1 1 1
0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 1 1 1
0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1


;
Hull(fsd20 5b) =


1 0 0 0 1 0 0 1 0 1 1 0 0 1 0 0 1 0 0 1 0 0
0 1 0 0 0 1 0 0 0 0 1 0 1 0 1 1 1 0 0 0 0 1
0 0 1 0 1 0 0 0 0 1 1 0 0 0 0 1 1 0 1 0 0 1
0 0 0 1 1 0 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 1 1 0 1 1

 :
7. An updated table
In this section we update the table of [4] (Table 7) at lengths 20 and 22 which
were investigated in this paper. We give some properties of these codes with: ‘d’ the
usual bound on Type I (d62[n=8] + 2), ‘sd’ the number of self-dual codes, ‘non-sd’
the number of even f.s.d codes, which are not self-dual, ‘hull’ the possible dimensions
of the hull, ‘iso’ if the codes are isodual or not and ‘dc’ if the codes are double
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Table 7
The extremal even f.s.d. codes for n630
Length d sd non-sd hull iso dc References
2 2 1 0 1 1 1 [7]
4 2 1 0 2 1 1 [7]
6 2 1 1 1,3 2 2 [7]
8 4 1 0 4 1 1 [7]
10 4 0 1 1 1 1 [7]
12 4 1 2 2,4,6 3 3 [1,9]
14 4 1 9 1,3,5,7 9 2 [4]
16 6 0 0 — — — [3]
18 6 0 1 1 1 1 [7,4]
20 6 0 7 2,4 7 2 Section 3 of this paper
22 6 1 ¿ 1000 1,3,5,?,11 ¿37 ¿9 Section 5 of this paper, [5,7,11]
24 8 1 0 12 1 1 [8]
26 8 0 0 — — — [3]
28 8 0 1 2 1 1 [6]
30 8 0 ¿6 3,? ¿5 ¿6 [5,7]
circulant or not. A question mark indicates that there may exist other dimensions for the
hull.
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