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We ﬁrstly study the inclusion problem of 0 ∈ T (x) for an H-accretive operator introduced
in [Yaping Fang, Nanjing Huang, H-accretive operators and resolvent operator technique
for solving variational inclusions in Banach spaces, Appl. Math. Lett. 17 (2004) 647–653] in
Banach spaces and obtain strong convergence theorems and weak convergence theorems.
Simultaneously, we analyze the relations between m-accretive operators and H-accretive
operators and give some numerical examples to explain main results. The main results
presented in this paper mainly extend and improve the results of [Tomas Dominguez
Benavides, Genaro Lopez Acedo, Hong-Kun Xu, Iterative solutions for zeros of accretive
operators, Math. Nachr. 248–249 (2003) 62–71] and [Hong-Kun Xu, Strong convergence
of an iterative method for nonexpansive and accretive operators, J. Math. Anal. Appl. 314
(2006) 631–643] from m-accretive operators to H-accretive operators.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let (E,‖ · ‖) be a real Banach space and let E∗ be its dual, let J denote the normalized duality mapping from E to E∗
given by
J (x) = { f ∈ E∗: 〈x, f 〉 = ‖x‖2 = ‖ f ‖2}, ∀x ∈ E,
where 〈·,·〉 denotes the generalized duality pairing. It is well known (see, e.g., [11]) that E is smooth if and only if J is
single-valued. Throughout this paper, we shall denote the single-valued normalized duality mapping by j.
Deﬁnition 1.1. A multi-valued operator T : E → 2E is said to be
(i) accretive if〈
u − v, J (x− y)〉 0, ∀x, y ∈ E, u ∈ T x, v ∈ T (y);
(ii) m-accretive if T is accretive and (I + λT )(E) = E , for all λ > 0, where I denotes the identity mapping on E .
Remark 1.1. If E is a Hilbert space H , then the accretive mapping is also called monotone mapping, correspondingly, the
m-accretive mapping is called maximal monotone mapping.
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some properties of this class of operators.
Deﬁnition 1.2. Let H : E → E be a single-valued operator and T : E → 2E be a multi-valued operator. We say that T is
H-accretive if M is accretive and (H + λT )E = E holds, for all λ > 0.
Remark 1.2. The class of H-accretive operators has close relations with that of m-accretive operators; for details, see Sec-
tion 3.
In this paper, we consider the inclusion problem: ﬁnding a solution to
0 ∈ T (x), (1.1)
where T : E → 2E is a set-valued mapping on E .
In 1976, R.T. Rockafellar [6] ﬁrstly proposed the proximal point algorithm for solving (1.1) in a Hilbert space H . For any
initial point x0 = x ∈H , the proximal point algorithm generates a sequence {xn} in H by the rule
xn+1 = Jrn xn, n = 0,1,2, . . . , (1.2)
where Jrn = (I + rnT )−1 and {rn} ⊂ (0,∞), T are maximal monotone operators.
In 1979, S. Reich [7] extended the above result to uniformly smooth Banach spaces provided that the operator is m-
accretive.
In 2003, Tomas Dominguez Benavides et al. [15] studied Halpern-type iteration and Mann-type iteration respectively for
the resolvent Jr of an m-accretive operator T , which is to ﬁnd a zero of T in a uniformly smooth Banach space with a
weakly continuous duality mapping Jϕ with gauge ϕ .
xn+1 = αnu + (1− αn) Jrn xn, n 0, (1.3)
xn+1 = αnxn + (1− αn) Jrn xn, n 0, (1.4)
where u, x0 ∈ C are given any, {αn} is a sequence in [0,1] and {rn} is a sequence in (0,+∞).
In 2006, Hong-Kun Xu [17] removed either the uniform smoothness assumption or the weak continuous duality map
assumption of [15]. Other investigation for a zero of an accretive operator can be found in [1,2,4,10,12,13,18–26].
In this paper, motivated by Tomas Dominguez Benavides et al. [15], Hong-Kun Xu [17] and Fang and Huang [16], and
in view of the difference between H-accretive operators and m-accretive operators, we ﬁrstly study the problem (1.1) of
approximating solution of 0 ∈ T (x) for an H-accretive operator in the setting of Banach spaces. The paper is organized
as follows: In Section 2, we will give some preliminaries for the sequel results. In Section 3, we will present the relations
between m-accretive operators and H-accretive operators and some examples. In Section 4, we will prove some characters of
H-accretive operators and a strong convergence theorem for algorithm (4.5) and a weak convergence theorem for algorithm
(4.13). In Section 5 we will give some numerical examples to explain our main results.
2. Preliminaries
Deﬁnition 2.1. Let T : E → E be a single-valued operator. The operator T is said to be
(i) accretive if〈
T x− T y, j(x− y)〉 0, ∀x, y ∈ E;
(ii) strictly accretive if〈
T x− T y, j(x− y)〉 0, ∀x, y ∈ E,
and the equality holds if and only if x = y;
(iii) strongly accretive if there exists some constant r > 0, such that〈
T x− T y, j(x− y)〉 r‖x− y‖2, ∀x, y ∈ E;
(iv) Lipschitz continuous if there exists some constant s > 0 such that
‖T x− T y‖ s‖x− y‖, ∀x, y ∈ E.
Remark 2.1. If E =H , then we can obtain the corresponding deﬁnitions of monotonicity, strict monotonicity, strong mono-
tonicity, and maximal monotonicity from Deﬁnitions 1.1, 1.2 and 2.1.
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Lemma 2.1. (See Theorem 2.1 in [16].) Let H : E → E be a strictly accretive single-valued operator, T : E → 2E be an H-accretive
operator, x,u ∈ E given points. If 〈u − v, Jq(x− y)〉 0 holds, for all (y, v) ∈ Graph(T ), then u ∈ T (x), where Graph(T ) = {(x,u) ∈
E × E: u ∈ T (x)}.
Lemma 2.2. (See [7].) Let C be a closed convex subset of a uniformly convex Banach space E with a Fréchet differentiable norm, and
let {Tn} be a sequence of nonexpansive self-mappings of C with a nonempty common ﬁxed point set F . If x1 ∈ C and xn+1 = Tnxn for
n 1, then limn→∞〈xn, j( f1 − f2)〉 exists for all f1, f2 ∈ F . In particular, 〈q1 − q2, j( f1 − f2)〉 = 0, where f1, f2 ∈ F and q1 , q2 are
weak limit points of {xn}.
Lemma 2.3. (See [3].) Let E be a real Banach space. Then for all x, y ∈ E, ∀ j(x+ y) ∈ J (x+ y),
‖x+ y‖2  ‖x‖2 + 2〈y, j(x+ y)〉. (2.1)
Lemma 2.4. (See [14].) Let {sn} be a sequence of non-negative real numbers satisfying
sn+1  (1− αn)sn + αnβn + γn, n 0, (2.2)
where {αn}, {βn} and {γn} satisfy the conditions:
(i) {αn} ⊂ [0,1],∑∞n=1 αn = ∞, or equivalently,∏∞n=1(1− αn) = 0;
(ii) limsupn→∞ βn  0;
(iii) γn  0 (n 0),
∑∞
n=1 γn < ∞.
Then {sn} converges strongly to zero.
Let E be a real Banach space, C a nonempty closed and convex subset of E , and K a nonempty subset of C . Let
Q : C → K . Q is said to be:
1. sunny if for each X ∈ C and t  0, we have
Q
(
Q x+ t(x− Q x))= Q x;
2. a retraction of C onto K if
Q x = x, ∀x ∈ K ;
3. a sunny nonexpansive retraction if Q is sunny, nonexpansive and a retraction onto K .
We give a characterization of sunny nonexpansive retraction onto K as follows.
Proposition 2.1. (See Bruck [5].) Let E be a smooth Banach space and let K be a nonempty subset of E. Let Q : E → K be a retraction
and let J be the normalized duality mapping on E. Then the following are equivalent:
(a) Q is sunny and nonexpansive.
(b) ‖Q x− Q y‖2  〈x− y, J (Q x− Q y)〉, ∀x, y ∈ E.
(c) 〈x− Q x, J (y − Q x)〉 0, ∀x ∈ E, y ∈ K .
Lemma 2.5. (See Reich [8].) Let E be a uniformly smooth Banach space and let T : C → C be a nonexpansive mapping with a ﬁxed
point. For each ﬁxed u ∈ C and t ∈ (0,1), the unique ﬁxed point xt ∈ C of the contraction C  x → tu + (1− t)T x converges strongly
as t → 0 to a ﬁxed point of T . Deﬁne Q : C → F (T ) by Q u = s− limt→0 xt . Then Q is the unique sunny nonexpansive retract from C
onto F (T ); that is, Q satisﬁes the property
〈
u − Q u, J (z − Q u)〉 0, u ∈ C, z ∈ F (T ). (2.3)
Lemma 2.6. (See Theorem 2.2 in [16].) Let H : E → E be a strictly accretive single-valued operator, T : E → 2E be an H-accretive
operator. Then, the operator (H + λT )−1 is single-valued, where λ > 0 is a constant.
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Fig. 2. The graphic for operator I + λT , x ∈ [−400,400] and λ = 200.
3. The relations betweenm-accretive operators and H -accretive operators
Remark 3.1. The class of H-accretive operators has close relations with that of m-accretive operators. For example, a Venn
diagram (see Fig. 1) can be used to denote the relation between H-accretive operators and m-accretive operators, where
A = {the m-accretive operators}, B = {the H-accretive operators}, C = A ∩ B .
(i) If H = I , then the I-accretive operator T is m-accretive, i.e., T ∈ C .
(ii) There exists I ∈ A, i.e., I is m-accretive, but it is not H-accretive, where H(x) = x2, see Example 2.1 in [16].
(iii) There exist many operators T ∈ B , see the following example.
Example 3.1. Let E = R , H(x) = −x3, for every x ∈ E , λ > 0.
T x = sgn(x) =
{1, x> 0,
0, x = 0,
−1, x< 0.
Then it is easy to see that T is H-accretive, but the range of I + T is (−∞,−λ]∪ {0}∪ [λ,+∞). Hence, T is not m-accretive.
Proof. It is obvious that T is an accretive operator. For every x ∈ E , λ > 0, we have
(I + λT )(x) = (I + λ sgn)(x) =
{ x+ λ, x> 0,
0, x = 0,
x− λ, x< 0;
(H + λT )(x) = (H + λ sgn)(x) =
⎧⎨
⎩
−x3 + λ, x> 0,
0, x = 0,
−x3 − λ, x< 0.
It is easy to see, the range of H + λT is R = E , and the range of I + λT is (−∞,−λ] ∪ {0} ∪ [λ,+∞), as can be seen in
Figs. 3 and 2, respectively. From the deﬁnition of H-accretive operator and m-accretive operator, we obtain, T is H-accretive,
but not m-accretive. 
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4. Strong and weak convergence theorems
Let H : E → E be a strongly accretive and Lipschitz continuous operator with constant γ . Let T : E → 2E be an H-
accretive operator and the resolvent operator J TH,ρ : E → E is deﬁned by
J TH,ρ(u) = (H + ρT )−1(u), ∀u ∈ E, (4.1)




I − H · J TH,ρ
)
for all ρ > 0. (4.2)
We give some elementary properties of J TH,ρ and Aρ .
Proposition 4.1. Let H : E → E be a strongly accretive and Lipschitz continuous operator with constant γ and T : E → 2E be an
H-accretive operator. Then the following hold:
(i) ‖ J TH,ρ(x) − J TH,ρ(y)‖ 1/γ ‖x− y‖, ∀x, y ∈ R(H + ρT );
(ii) ‖H · J TH,ρ(x) − H · J TH,ρ(y)‖ ‖x− y‖, ∀x, y ∈ E, or ‖ J TH,ρ · H(x) − J TH,ρ · H(y)‖ ‖x− y‖, ∀x, y ∈ E;
(iii) Aρ is accretive and
‖Aρx− Aρ y‖ 2
ρ
‖x− y‖ for all x, y ∈ R(H + ρT );
(iv) Aρx ∈ T J TH,ρ(x) for all x ∈ R(H + ρT ).
Proof. (i) For every x, y ∈ R(H + ρT ), take Hz + ρu = x, Hw + ρv = y, u ∈ T z and v ∈ T w , then
‖x− y‖ = ‖Hz + ρu − Hw − ρv‖
 ‖Hz − Hw‖
 γ ‖z − w‖
= γ ∥∥ J TH,ρ(x) − J TH,ρ(y)∥∥.
Namely,∥∥ J TH,ρ(x) − J TH,ρ(y)∥∥ 1/γ ‖x− y‖.
(ii) Since T is also a Lipschitz continuous operator with constant γ , adding (i), then the desired result holds.
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x− y − (H · J TH,ρ(x) − H · J TH,ρ(y)), j(x− y)〉
 1
ρ
‖x− y‖2 − 1
ρ
∥∥H · J TH,ρ(x) − H · J TH,ρ(y)∥∥‖x− y‖
 1
ρ
‖x− y‖2 − 1
ρ
‖x− y‖‖x− y‖ = 0,
then Aρ is accretive. We also have that
‖Aρx− Aρ y‖ = 1
ρ
∥∥x− y − (H · J TH,ρ(x) − H · J TH,ρ(y))∥∥
 1
ρ
‖x− y‖ + 1
ρ








x− H · J TH,ρ(x)
) ∈ T J TH,ρ(x).  (4.3)
Proposition 4.2. u ∈ T−10 if and only if u satisﬁes the relation





where ρ > 0 is a constant and J TH,ρ is the resolvent operator deﬁned by (4.1).
Proof. Observe that for ρ > 0 and Lemma 2.6,
0 ∈ T (u) ⇔ H(u) ∈ H(u) + ρT (u)
⇔ H(u) ∈ (H + ρT )(u)
⇔ u = (H + ρT )−1H(u)





Then we consider the following algorithm:⎧⎨
⎩
x0 = x¯ ∈ E,
yn ≈ J TH,rn H(xn),
xn+1 = αnx+ (1− αn)yn, n ∈ N,
(4.5)
where {αn} ⊂ [0,1] and {rn} ⊂ (0,∞). Here the criterion for the approximate computation of {yn} in (4.5) will be∥∥yn − J TH,rn H(xn)∥∥ δn, (4.6)
where
∑∞
n=0 δn < ∞. Motivated by Tomas Dominguez Benavides et al. [15], Hong-Kun Xu [17] and Fang and Huang [16], we
obtain the following theorem.
Theorem 4.1. Assume that E is a uniformly smooth Banach space, let H : E → E be a strongly accretive and Lipschitz continuous
operator with constants γ . Let T : E → 2E be an H-accretive operator, let x¯ ∈ E and let {xn} be a sequence generated by (4.5) under
criterion (4.6), where {αn} ⊂ [0,1] and {rn} ⊂ (0,∞) satisfy limn→∞ αn = 0,∑∞n=0 αn = ∞ and limn→∞ rn = ∞. If T−10 = ∅, then{xn} converges strongly to Q x, where Q is the sunny nonexpansive retraction from E onto T−10.
Proof. First we notice that {xn} is bounded. Indeed, taking a point u ∈ T−10, from Proposition 4.2, we have u = J TH,ρ(H(u))
for all ρ > 0, and from Proposition 3.1, then we have
472 S. Liu, H. He / J. Math. Anal. Appl. 385 (2012) 466–476‖xn+1 − u‖ =
∥∥αnx+ (1− αn)yn − u∥∥
 αn‖x− u‖ + (1− αn)‖yn − u‖
 αn‖x− u‖ + (1− αn)
(
δn +
∥∥ J TH,rn H(xn) − u∥∥)
 αn‖x− u‖ + (1− αn)
(
δn + ‖xn − u‖
)
. (4.7)
Now, an induction gives that
‖xn+1 − u‖max
{‖x− u‖,‖x0 − u‖}+ n∑
k=0
δk, (4.8)
for all n 0.










Since in a uniformly smooth Banach space, from Reich’s theorem (Lemma 2.5), the sunny nonexpansive retract Q from E
onto the zeros point set T−1(0) of T exists and is unique, namely,
Q u = s − lim
t→0 zt , u ∈ E,
where t ∈ (0,1), and zt solves the ﬁxed point equation
zt = tx+ (1− t) J TH,r Hzt,
where x ∈ E is arbitrarily ﬁxed and ∀r > 0.




x− Q x, j(xn+1 − Q x)
〉
 0. (4.10)




x− Q x, j( J TH,rn H(xn) − Q x)〉 0,
because xn+1 − J TH,rn H(xn) → 0. Since E is uniformly smooth, so E is reﬂexive, now there exists a subsequence {xni } ⊂ {xn}




x− Q x, j( J TH,rni H(xni ) − Q x)〉= limsupn→∞
〈
x− Q x, j( J TH,rn H(xn) − Q x)〉. (4.11)




Then we will show that ν ∈ T−10. Indeed, since T is accretive, and Arn (Hxn) ∈ T J TH,rn (Hxn) due to Aρx ∈ T J TH,ρ(x) in (4.3),
we have〈
z′ − Arni−1(Hxni−1), j
(
z − J TH,rni−1H(xni−1)
)〉
 0,
whenever z′ ∈ T z. From Arn (Hxn) → 0 in (5.1), we obtain 〈z − ν, z′〉  0 whenever z′ ∈ T z. Due to Lemma 2.1, we have




x− Q x, j( J TH,rn H(xn) − Q x)〉= limi→∞
〈
x− Q x, j( J TH,rni−1H(xni−1) − Q x)〉
= 〈x− Q x, j(ν − Q x)〉
 0.
That is, (4.10) holds.
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‖xn+1 − Q x‖2 =
∥∥(1− αn)(yn − Q x) + αn(x− Q x)∥∥2

∥∥(1− αn)(yn − Q x)∥∥2 + 2αn〈x− Q x, j(xn+1 − Q x)〉
 (1− αn)
(∥∥ J TH,rn H(xn) − Q x∥∥+ ∥∥yn − J TH,rn H(xn)∥∥)2 + 2αn〈x− Q x, j(xn+1 − Q x)〉
 (1− αn)
(‖xn − Q x‖ + δn)2 + 2αn〈x− Q x, j(xn+1 − Q x)〉
 (1− αn)‖xn − Q x‖2 + 2αn
〈
x− Q x, j(xn+1 − Q x)
〉+ Mδn, (4.12)
where M > 0 is some constant such that 2(1 − αn)‖xn − Q x‖ + δn  M . An application of Lemma 2.4 yields that ‖xn −
Q x‖ → 0.
This completes the proof. 
Then, we discuss the weak convergence of the proximal point algorithm for H-accretive operator. The sequence {xn} is
generated by⎧⎨
⎩
x0 = x ∈ E,
yn ≈ J TH,rn H(xn),
xn+1 = αnxn + (1− αn)yn, n ∈ N,
(4.13)
where {αn} ⊂ [0,1] and {rn} ⊂ (0,∞).
Theorem 4.2. Assume that E is a uniformly convex Banach space with a Fréchet differentiable norm, let H : E → E be a strongly
accretive and Lipschitz continuous operator with constants γ . Let T : E → 2E be an H-accretive operator, let x ∈ E and let {xn} be a se-
quence generated by (4.13) under criterion (4.6), where {αn} ⊂ [0,1]with limn→∞ αn = 0 and {rn} ⊂ (0,∞) satisfy limn→∞ rn = ∞.
If T−10 = ∅. Then {xn} converges weakly to v, which belongs to T−10.
Proof. Firstly, we will show {xn} is bounded. Indeed, letting u ∈ T−10, from Propositions 4.1 and 4.2, there exists u ∈ T−10
such that u = J TH,ρ(H(u)) for all ρ > 0. Then we have
‖xn+1 − u‖ =
∥∥αnxn + (1− αn)yn − u∥∥
 ‖xn − u‖ + (1− αn)‖yn − u‖
 ‖xn − u‖ + (1− αn)
(
δn +
∥∥ J TH,rn H(xn) − u∥∥)
 ‖xn − u‖ + (1− αn)
(
δn + ‖xn − u‖
)
 ‖xn − u‖ + δn (4.14)
for all n ∈ N. Hence, from ∑∞n=0 δn < ∞ and Tan and Xu [9, Lemma 1], limn→∞ ‖xn − u‖ exists for all u ∈ T−10, then, {xn}
is bounded. Hence { J TH,rn H(xn)}, {yn} and {Hxn} are also bounded.
Let ωw(xn) be the set of weak limit points of the sequence {xn}. Next, we will show ωw(xn) ⊂ T−10.
To show this we take a point v in ωw(xn). Then we have a subsequence {xni } of {xn} such that xnk ⇀ v . Noting the
scheme (4.13), we have
∥∥xn+1 − J TH,rn H(xn)∥∥ ‖xn+1 − yn‖ + ∥∥yn − J TH,rn H(xn)∥∥
 αn
∥∥xn − J TH,rn H(xn)∥∥+ δn, (4.15)
hence,




Next, we will show that v ∈ T−10. Indeed, since T is accretive, and Arn (Hxn) ∈ T J TH,rn (Hxn) due to Aρx ∈ T J TH,ρ(x) in (4.3),
we have
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〈
z′ − Arni−1(Hxni−1), j
(
z − J TH,rni−1H(xni−1)
)〉
 0,
whenever z′ ∈ T z. From Arn (Hxn) → 0 in (5.1), we obtain 〈z − v, z′〉  0 whenever z′ ∈ T z. Due to Lemma 2.1, we have
v ∈ T−10.
Finally, it remains to show that ωw(xn) is a singleton set. We apply Lemma 2.2 to get 〈p − q, j(p − q)〉 = 0, hence p = q.
This completes the proof. 
5. Numerical examples
Now, we give some real numerical examples in which the conditions satisfy the ones of Theorems 4.1 and 4.2 and some
numerical experiment results to explain the main results – Theorems 4.1 and 4.2 – as follows:
Example 5.1. Let E = R, T , H :R →R and T (x) = 2x− 2, H(x) = 2x, αn = 1n ∈ (0,1), rn = 1n , δn = 1n2 , n ∈N. Take initial point
x¯ = 2 ∈ R. Then {xn} is the sequence generated by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x0 = x¯ ∈ R,
yn ≈ n + xn








yn, n ∈ N,
(5.1)
under criterion (4.6) and xn → 1 as n → ∞, where x = 1 is zero point of T .
Proof. It is obvious that T (x) = 2x − 2 is H-accretive operator on the single-valued mapping H(x) = 2x, and H(x) = 2x
is a strongly accretive and Lipschitz continuous operator with constants γ = 2. αn = 1n ∈ [0,1], rn = n ∈ (0,∞) satisfy
limn→∞ αn = 0, ∑∞n=0 αn = ∞ and limn→∞ rn = ∞, T−10 = {x = 1}.
Hence, the conditions satisfy the ones of Theorem 4.1.
Substituting all of the given conditions to the scheme (4.5), we have (5.1).
Following the proof of Theorem 4.1, we easily obtain {xn} converges strongly to x = 1 ∈ T−10.
The proof is completed. 
Next, we give the numerical experiment results using software Matlab 7.0 and get Figs. 4 and 5, which show that the
iteration process of the sequence {xn} as initial point x(1) = 0.5 and x(1) = 1, respectively. From the ﬁgures, we can see that
{xn} converges to 1, and the more the iteration steps are, the more fast the sequence {xn} converges to 1.
Example 5.2. Let E = R, T , H : R → R and T (x) = 2x− 2, H(x) = 2x, αn = 1n ∈ (0,1), rn = 1n , δn = 1n2 , n ∈ N. Then {xn} is the
sequence generated by
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Fig. 6. x(1) = 1.5, iteration steps n = 100.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x0 = x¯ ∈ R,
yn ≈ n + xn








yn, n ∈ N,
(5.2)
under criterion (4.6) and xn → 1 as n → ∞, where x = 1 is zero point of T .
Proof. As in the proof of Example 5.1, it is easy to prove that the conditions of Example 5.2 satisfy the ones of Theorem 4.2.
Similarly, substituting all of the given conditions to the scheme (4.13), we have (5.2).
Following the proof of Theorem 4.2, we easily obtain {xn} converges strongly to x = 1 ∈ T−10.
The proof is completed. 
Similarly, we also give the numerical experiment results using software Matlab 7.0 and get Figs. 6 and 7, which show
that the iteration process of the sequence {xn} as initial point x(1) = 1.5 and x(1) = 10, respectively. From the ﬁgures, we
can intuitively see that {xn} converges to 1, and the more the iteration steps are, the more fast the sequence {xn} converges
to 1.
476 S. Liu, H. He / J. Math. Anal. Appl. 385 (2012) 466–476Fig. 7. x(1) = 10, iteration steps n = 100.
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