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Abstract 
This article introduces a quantitative model of early visual system function. The model is formulated 
to unify analyses of spatial and temporal information processing by the nervous system. Functional 
constraints of the model suggest mechanisms analogous to photoreceptors, bipolar cells, and retinal 
ganglion cells, which can be formally represented with first order differential equations. Preliminary 
numerical simulations and analytical results show that the same formal mechanisms can explain the 
behavior of both X (linear) and Y (nonlinear) retinal ganglion cell classes by simple changes in the 
relative width of the receptive field (RF) center and surround mechanisms. Specifically, an increase 
in the width of the RF center results in a change from X-like to Y-like response, in agreement with 
anatomical data on the relationship between ex- and 13-cell RF profiles. Simulations of model response 
to various spatia-temporal input patterns replicate many of the classical properties of X and Y cells, 
including transient (Y) versus sustained (X) responses, null-phase responses to alternating gratings in 
X cells, on-off or frequency doubling responses in Y cells, and phase-independent on-off responses in 
Y cells at high spatial frequencies. The model's formal mechanisms may be used in other portions 
of the visual system and more generally in nervous system structures involved with spatia-temporal 
information processing. 
Introduction 
The analysis of spatial versus temporal properties of the visual system represents a classical dichotomy in 
the study of visual function. This classification stems in part from the finding that the earliest portions of 
the visual system appear to break inputs into transient and sustained components, which are segregated 
into two distinct, parallel processing systems. Enroth-Cugell and Robson (1966) were among the first to 
report the existence of two functional retinal ganglion cell (RGC) classes: X cells, which appear to linearly 
summate inputs throughout their receptive field (RF), andY cells, which exhibit a more complicated, non-
linear response to spatia-temporal input modulation. This classification has been confirmed and extended 
through a number of physiological (e.g., Cleland and Levick, 1974; Hochstein and Shapley, 1976a,b) and 
anatomical (e.g., Boycott and Wiissle, 1974) studies. 
The popular hypothesis that X (linear) cells subserve sustained processing of spatial distribution, while 
Y (nonlinear) cells subserve transient processing of temporal modulation, has enhanced the schism between 
static network models for spatial processing and single-cell or low-dimensional models for dynamic temporal 
processing. 
The present work began a..'5 an attempt to unify analyses of spatial and temporal processing for a class 
of neural network models known as slwnting networks (Grossberg, 1972, 1973). These networks consist 
of elements whose activation is described by a first-order time-dependent differential equation wherein 
excitatory and inhibitory processes act upon distinct cellular mechanisms before competing for dynamic 
activation of the cell. The term shunting is indicative of the multiplicative terms in the membrane potential 
equation (Furman, 1965; Grossberg, 1973). In the area of visual processing, shunting network properties 
include Weber-law sensitivity) logarithmic compression, suppression of uniform backgrounds) and faithful 
transmission of relative luminance levels in a complex scene (summarized in Grossberg, 1982). 
Feed-forward, distance-dependent shunting networks 
The feedforward, distance-dependent shunting network is described by an equation of the form: 
dv; '\' '\' dt == -Av; + (B- v;) 6 c,;I,- (D + v;) 6 s,;J,. 
k k 
( l) 
Equation (1) can be interpreted as a typical membrane equation wherein Band D represent the equilibrium 
potential of two ionic species, and the excitatory and inhibitory signals modulate membrane conductance 
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Figure 1: Schematic of the push-pull mechanism. Light signals impinging upon each photoreceptor cause equal 
and opposite changes in membrane potential of two bipolar cells. These cells differentially activate excitatory 
and inhibitory membrane mechanisms in a single RGC. 
to each ionic species. The term A represents the rate of passive decay to the resting potential, which in 
equation (1) is assumed to be zero. 
The distance-dependent terms C;d and Ski represent the center and surround mechanisms of the RF 
profile of each cell in the network. Most of the general results reported here are largely independent of the 
exact shape of the center and surround mechanisms; where analytical results are required these terms are 
described as Gaussians. 
Analysis of equation (1) has shown a tradeoff between the network's ability to process spatial information 
and its ability to faithfully track rapid temporal modulation for certain classes of input functions (Gaudiano, 
1991). As a result, the network may respond more rapidly to input increments than decrements. This 
problem can be alleviated by a simple modification which is formally analogous to some recently discovered 
anatomical data on retinal connections in the cone---.. bipolar cell---..RGC pathway. Namely, accurate tracking 
of temporal modulation may be achieved if output from each cone gives rise to two equal and opposite 
signals: One that is maximal when cone activation is maximal, and which causes excitation at the RGC 
layer; one that is maximal when cone activation is minimal, and which causes inhibition at the RGC layer 
(Figure 1). Such push-pull interactions have been reported by Freed and Sterling (1988), who showed that 
each cone contacts (among other cells) two pairs ofbipolars: One pair (a1, a2) sends a.xons to the dendrites 
of a single OFF-,6 RGC in layer a of the Inner Plexiform Layer (IPL), while the other pair (b~, b2 ) converge 
on a single ON-,6 RGC in layer b of the IPL. Cone activation has opposite effects on each bipolar within 
a pair, and there is evidence that the bipolars within each pair in turn have opposite effects on the RGC 
they contact (Sterling, 1990). Similar push-pull bipolar~RGCconnections appear to exist for the ON- and 
OFF-a RGC classes. This mechanism has been interpreted as a means of increasing the cone's effective 
dynamic range (Sterling, 1990, p. 203) by insuring that excitation is accompanied by disinhibition, and 
vzce versa. 
The push-pull shunting network 
In contrast, the present analysis suggests a functional need for the push-pull parallel pathways, namely, 
the need to respond rapidly to input decrements as well as increments. The push-pull mechanisn1 can be 
represented by the addition of two terms in the shunting equation: 
where h :S M for all k. The equation suggests that the center and surround each act on both excitatory 
and inhibitory channels, but in an opposing fashion. 
VVhen the discrete summations are replaced by convolution integrals, a closed-form solution to this 
equation can be found for space-time separable input functions, including distributions of the type I(x, t) = 
I(x) + J(x)m(t), where I(x) is a steady background, J(x) is a superimposed spatial pattern, and m(t) is 
a temporal modulation function. This class of distributions covers a vast number of interesting stimulus 
configurations, such as (temporal) sinusoidal modulation, counterphase flicker, or drifting spatial patterns. 
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Figure 2: The response of simulated X andY cells to square-wave temporal modulation of a sinusoidal grating. 
Each column shows the temporally modulated input (top), the output of the model photoreceptor (second), 
and the resulting X cell (third) and Y cell (bottom) activations at a fixed relative phase. The different columns 
show response of X andY cells whose RF centers are (a) in phase with the grating, (b) 180 degrees out of 
phase, (c) ninety degrees out of phase (aligned with the zero-crossing of the grating). All values in this and 
following figures are dimensionless. 
Mathematical analysis of the response to such spatia-temporal input modulations (Gaudiano, 1991) 
shows that response of the model consists of transient and sustained terms, and that increasing the RF 
center size can simultaneously decrease the amplitude of the sustained response and sharpen the transient 
response, which is suggestive of the morphological and functional distinction between X and Y cells. 
Closer comparison with experimental data suggests that many aspects of RGC response depend upon 
known photoreceptor properties. In particular, results indicate that RGC behavior depends on photore-
ceptor overshoots and undershoots in response to sudden input fluctuations (e.g., Baylor and Hodgkin, 
1974; Carpenter and Grossberg, 1981). The push-pull shunting network of equation (2), when receiving 
signals through a dynamic photoreceptor model (Carpenter and Grossberg, 1981), can reproduce many 
RGC response properties. 
The null-phase test for linearity 
One of the primary criteria used by Enroth-Cugell and Robson (1966) and Hochstein and Shapley (1976a,b) 
to classify X and Y cells is the null-pha..c;e test. This test consists of measuring the response of a RGC to a 
sinusoidal grating that is temporally modulated in a sinusoidal or square wave fashion. As the location of 
the peak of the sinusoidal grating is changed relative to the RF center of the cell being studied, two different 
types of response are elicited. For X cells, there usually exists a position, corresponding to a ninety-degree 
relative ph.::tSe shift, at which no net response is observed (null-phase response). For Y cells, there is no 
relative phase that yields a null response. Instead, at ninety-degree pha.<:>e difference Y cells respond with 
an on response at both input onset and offset. Hence at this relative phase theY cells will respond at a 
frequency that is twice the temporal modulation frequency (on-off, or frequency doubling response). 
Based on these and other results, the above authors conclude that X cells must perform linear input 
summation throughout their RF, whereas Y cells RF must possess additional nonlinear mechanisms. In 
particular, Hochstein and Shapley (19767b) suggest that theY cell RF must consist of three components: 
A linear center, a linear surround, and nonlinear subunits which appear to be rectifying the photoreceptor 
signals. Although a number of qualitative and quantitative linear RGC models have been proposed, this 
qualitative description of theY cell's nonlinear RF by Hochstein and Shapley (1976b) is still considered to 
be "The authoritative account of theY-cell's receptive fields" (Lennie et al., 1990, p. 112). 
The push-pull model presented here shows that both X- and Y-like responses can be obtained from 
the same formal mechanism if photoreceptor activation is a nonlinear function of luminance, and more 
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Figure 3: The response (v) of a one-dimensional network of push-pull shunting network consisting of one-
hundred cells aligned along the x dimension, with time evolving along the axis labeled t. Upper plot in each 
column shows spatio-temporal input modulation. Lower plot shows the response of a network of X cells (column 
(a)], andY cells [column (b)]. 
specifically if the photoreceptor activation exhibits overshoots and undershoots in response to sudden 
input increments and decrements. 
Figure 2 shows the response of the push-pull shunting network of equation (2) when a sinusoidal grating 
is square-wave modulated as in the null-phase experiments of Hochstein and Shapley (1976a,b), with the 
input distribution passing through a layer of simulated photoreceptors. Starting at the top, each column 
shows the time course of the input (top trace), photoreceptor response (second trace), X cell response (third 
trace), and Y cell response (bottom trace) for a particular choice of relative phase. The relative phase in 
column (a) is zero degrees, meaning that the grating is aligned with the RF center of the cells. Both X and 
Y cells exhibit a positive response when the grating contrast goes from negative to positive, and vice versa. 
Notice the higher sustained response and smoother transient for the X cell compared to theY cell. Similar, 
but reversed responses are evident in column (b), when the relative phase is 180 degrees (antiphase). At 
the intermediate relative phase of ninety degrees 1 column (c), the X cell shows a null response, while the 
Y cell shows frequency doubling. The only difference between an X cell and a Y cell in these simulations 
is that the RF center of theY cell is 3.3 times as wide as the X cell RF center, while all other parameters 
are exactly the same. 
The same data are replotted in Figure 3 for an entire population of one-hundred cells. The cells are 
aligned along a single dimension (x axis), with time evolving along the t axis. The upper trace shows the 
input distribution 1 and is repeated in both columns for clarity. The bottom trace in column (a) represents 
X cell response, while the bottom trace in column (b) represents Y cell response. Thus each of these figures 
represents a composite of one-hundred individual traces such as those of Figure 2. 
Spatial frequency and phase dependence of the on-off response 
Hochstein and Shapley (1976a,b) extended the results of Enroth-Cugell and Robson (1966) to include 
analysis of the temporal frequency components of X and Y cell response. They found that under most 
stimulus conditions X cell response is dominated by a fundamental temporal frequency component equal 
to the modulation frequency. In contra.st, Y cell response exhibits second harmonic distortion, i.e. 1 the 
response shows a mixture of fundamental and second harmonic (frequency doubling) components. The 
fundamental component exhibits linear phase dependence similar to that of X cells, whereas the second 
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Figure 4: The response of X and Y eel! networks to a high spatial frequency grating which is square-wave 
modulated in time. Parameters and plotting conventions are the same as in the previous figure. (a) X ce!l 
response is less vigorous, but still exhibits phase dependence. (b) Y cells show frequency doubling independent 
of spatial phase. 
harmonic component is mostly phase-independent. 
These authors found that a parametric increase in the spatial frequency of the input distribution results 
in a decrease in amplitude of response for the X cells. The fundamental temporal frequency component of 
Y cell response decays even more rapidly as spatial frequency is similarly increased. However} the second 
harmonic component of Y cell response only decays at significantly higher spatial frequencies. Hence there 
exists a range of moderately high spatial frequencies for which X cells respond normally to temporally 
modulated inputs, wheteas Y cells will show a phase-independent on-off, or frequency doubling response. 
Such a phase-independent response is shown in Figure 4. All parameters are the same as those of 
Figures 2 and 3 except for the spatial frequency, which is increased by a factor of four. Figure 4a shows 
that X cell response is phase dependent, while Figure 4b shows a nearly phase-independent on-off response 
for Y cells. 
Discussion 
This article has presented preliminary results of a quantitative model of early visual system function, which 
was motivated by unified analyses of spatial and temporal response for a single quantitative model. The 
necessity to track temporally modulated inputs led to addition of a mechanism analogous to known retinal 
circuitry. Analysis of the model's response to space-time separable inputs such as are used in typical 
physiological experiments suggested that the two main classes of RGCs (X andY) may consist of the same 
formal mechanisms operating under different parameters. 
A closer analysis of this hypothesis further suggested that many known properties of RGC response may 
arise from interaction with photoreceptors and bipolar cells. The main assumption is thaL photoreceptors 
respond nonlinearly to sudden input shifts with transient overshoots and undershoots. All of the numerical 
simulations of X and Y cell data presented here were obtained with no further assumptions or modifications 
to the model. 
In contrast, careful analysis of RGC response to temporally modulated inputs led Enroth-Cugell and 
Robson (1966) to conclude that photoreceptor output must be linearly related to input intensity. This 
conclusion stems from the authors' observation that the null-phase response in X cells is independent of 
average luminance or grating contrast, which must mean " ... either that the signals from photoreceptors 
are linearly related to their illumination or that they are non-linearly related in a way which is symmetrical 
about the mean illuminance" (p.522-523). The authors are forced to conclude that "the latter alternative 
can be ruled out by the observation that the null positions for grating patterns are not changed when the 
mean luminance is changed" (ibid). 
The last point suggests another functional reason for the proposed push-pull mechanism: It is important 
that the photoreceptors be able to compress the input into a finite range, since any information that is lost 
at the photoreceptors can never be recovered at later stages. However, as eloquently pointed out by Enroth-
Cugell and Robson, a nonlinear transducer would cause a strong dependence of subsequent processing layers 
upon contrast or average input intensity, an undesirable effect which is not found experimentally. 
The solution first proposed by Enroth-Cugell and Robson (1966) and formalized by Hochstein and 
Shapley (197Gb) is the only acceptable one if it is assumed that the cone->bipolar~RGC connections 
represent a serial, linear pathway. The present model solves the problem through use of parallel push-
pull pathways whose effect is to maintain the output of a nonlinear transducer at a level which is not 
dependent on the average input intensity. This property of the push-pull network is apparent in the 
mathematical formalism (Gaudiano, 1991), which shows that the closed-form solution of equation (2) 
consists of two terms: A tempo.rally modulated component that does not depend on the uniform background 
luminance, and a sustained component that only depends on the steady background. Furthermore, the 
temporally-modulated portion J(x) of the spatial distribution appears only in the modulated component of 
the response, suggesting that spatial information processing depends on the network's response to transient 
or modulated signals rather than on the equilibrium behavior of any single population or layer of cells. 
The general nature of the constraints used to derive the model suggests that similar formal mechanisms 
may be used in other portions of the visual system and more generally in nervous system structures involved 
with spatia-temporal information processing. For example, an intracellular push-pull mechanism analogous 
to the one presented here has been used as a mechanism to control reset of short term memory in cortical 
models of cognitive processes (Grossberg, 1982). 
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