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The relation between Parabolic Hecke modules and W -graph
ideal modules in Kazhdan-Lusztig theory
Qi Wang
Abstract In 2011, Howlett and Nguyen [8] introduced the concept of a W -graph ideal EJ in
(W,6L) with respect to J (a subset of S), where 6L is the left weak order onW . They proved
that one can construct aW -graph from a givenW -graph ideal by constructing a Hecke module
structure on EJ , where theW -graph was introduced by Kazhdan and Lusztig in [2].
In this paper, we give the relation between Hecke modules on EJ and general Hecke alge-
bras by considering the relation between Hecke modules on EJ and parabolic Hecke modules.
And inspired by Lusztig [6], we show that the parabolic Hecke module is isomorphic to a left
ideal of the Hecke algebra. Lastly, we give the relation between R-polynomials on EJ and
parabolic R-polynomials as an application of the main results.
Keywords: Coxeter group, Hecke algebra, Kazhdan-Lusztig theory,W -graph,W -graph ideal,
Parabolic Hecke modules.
Introduction
Let (W,S) be a Coxeter system and H (W,S) be the corresponding Hecke algebra. There is a
representation of H (W,S) calledW -graph that introduced by Kazhdan and Lusztig in [2]. A
W -graph provides a method for constructing a matrix representation of H (W,S), the element
in this matrix is the so called Kazhdan-Lusztig polynomials and the degree of the representation
being the number of vertices of theW -graph.
In [9] Deodhar used parabolic Kazhdan-Lusztig polynomials relative to a standard parabolic
subgroup WJ (J is a subset of S) to give W -graph structures on DJ , where DJ is the set of
minimal coset representatives ofWJ . In [7] Tagawa introduced the weighted case for Deodhar’s
constructions.
In [8] Howlett and Nguyen introduced the concept of a W -graph ideal in (W,6L) with
respect to a subset J (of S), where 6L is the left weak Bruhat order on W . Then they showed
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that aW -graph can be constructed from a givenW -graph ideal. In [11] and [12] Yin introduced
the weighted case for Howlett’s constructions.
In this paper, we give the relations between Howlett’s constructions and constructions of
previous scholars. In order to generality, we give the weighted case.
The paper is organised as follows. In Section 1, we present some basic concepts and recall
the definitions of parabolic Hecke modules and W -graph ideals with some modifications. In
Section 2, we construct the relation between parabolic Hecke modules on DJ and W -graph
ideal modules in order to give the relation betweenW -graph ideal modules and general Hecke
algebras. In Section 3, we show that the parabolic Hecke module is isomorphic to a left ideal
of the Hecke algebra. In Section 4, we give the relations between parabolic R-polynomials and
R-polynomials on EJ .
1 Preliminaries
In this section we follow the conventions in Yin [11]. Let Γ be a totally ordered Abel group
with the zero element 0 which will be denoted additively, the order on Γ will be denoted by 6.
Let Z[Γ] be a free Z-module with basis {qγ | γ ∈ Γ}, where q is an indeterminant. A map
L : W → Γ is called a weight function ofW into Γ if L satisfies that
L(w) = L (s1) + L (s2) + · · ·+ L (sk),
for any reduced expression w = s1s2 · · · sk. We assume throughout that L(s) > 0 for all s ∈ S.
LetH = H (W,S, L) be the weighted Hecke algebra corresponding to (W,S)with param-
eters
¶
q1/2s | s ∈ S
©
, where qs = q
L(s). It has a basis set {Tw | w ∈ W} as a free Z[Γ]-module.
The multiplication is given by the rules
TsTw =


Tsw if ℓ(sw) > ℓ(w)
qsTsw + (qs − 1)Tw if ℓ(sw) < ℓ(w).
Let ¯ : H → H be the unique ring involution such that qwTw = q
−1
w T
−1
w−1 for any w ∈ W .
1.1 The parabolic Hecke modules
LetWJ = 〈J〉 be the parabolic subgroup ofW , denote
DJ = {w ∈ W | ℓ(ws) > ℓ(w) for all s ∈ J},
be the set of minimal coset representatives ofWJ . It has been proved that there are two parabolic
Hecke modules MJ and ›MJ on DJ by Deodhar [9], and the duality of this two modules was
introduced in Deodhar [10]. The weight case was introduced by Tagawa in [7]. We recall these
constructions as follows.
For each σ ∈ DJ define the following subsets of S:
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D−J,σ = {s ∈ S | ℓ(sσ) < ℓ(σ)} ,
D+J,σ = {s ∈ S | ℓ(sσ) > ℓ(σ) and sσ ∈ DJ} ,
D0J,σ = {s ∈ S | ℓ(sσ) > ℓ(σ) and sσ /∈ DJ} .
Let us be a root of the equation x
2 = qs + (qs − 1)x. i.e., us = −1 or us = qs. There exists
a H -moduleMJ,us which is free as a Z[Γ]-module with a basis
¶
mJ,usσ | σ ∈ DJ
©
such that the
actions of H is given by
Ts ·m
J,us
σ =


qsm
J,us
sσ + (q − 1)m
J,us
σ s ∈ D
−
J,σ,
mJ,ussσ s ∈ D
+
J,σ,
usm
J,us
σ s ∈ D
0
J,σ.
The weighted parabolic Hecke moduleMJ,us has an involution ¯which is compatible with the
involution on H , i.e., for h ∈ H ,m ∈MJ,us , h ·m = h ·m.
In this paper, the Hecke module MJ,−1 is denoted by MJ and the Hecke module MJ,qs is
denoted by ›MJ .
There exists an algebra map Φ : H → H given by
Φ(q1/2s ) = −q
1/2
s and Φ(Tw) = ǫwqwTw,
where ¯ is the standard involution in H and ǫw = (−1)
ℓ(w). Furthermore, Φ2 = Id and Φ
commutes with .¯
There is a map ϕJ (respectively ϕ˜J ) from H to M
J (respectively ›MJ ) such that for any
w = σ · wJ with σ ∈ DJ and wJ ∈ WJ ,
ϕJ(Tw) = ǫwJm
J
σ , (respectively ϕ˜J(Tw) = qwJ · m˜
J
σ).
Moreover, these maps commute with the standard involution .¯
Proposition 1.1 ([10], Theorem 2.1). There is a unique map θJ(m
J
σ) = ǫσqσm˜
J
σ from M
J to›MJ such that
θJ(m
J
e ) = m˜
J
e and θJ(h ·m
J
σ) = Φ(h) · θJ(m
J
σ),
for any h ∈ H andmJσ ∈ M
J . Furthermore, it has the following properties :
(1) The following diagram is commutative:
H
ϕJ
//
Φ

MJ
θJ

H
ϕ˜J
// ›MJ
(2) θJ commutes with the involutions¯onM
J and ›MJ .
(3) θJ is one-to-one onto and the inverse ηJ (of θJ ) satisfies properties of θJ .
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1.2 The Hecke modules with respect toW -graph ideal
In this subsection, we recall some constructions of W -graph ideal with some modifications.
The equal parameter case was introduced by Howlett [8] and the weighted case was introduced
by Yin [11].
Definition 1.2 ([8], Definition 2.2). For any u, w ∈ W , if there are some si ∈ S such that
w = sksk−1 · · · s1u and ℓ(sisi−1 · · · s1u) = ℓ(u) + i,
for all 0 6 i 6 k, then we denote u 6L w and call 6L the left weak order onW . We say that u
is a suffix of w.
Definition 1.3 ([11], Definition 1.1, modified). A W -graph for H consists of the following
data:
(1) A vertex set Λ together with a map I which assigns a subset I(x) ⊆ S to each x ∈ Λ;
(2) For each s ∈ S with L(s) = 0, there is an edge: x→ sx;
(3) For each s ∈ S with L(s) > 0, there is a collection of edges such that¶
µsx,y ∈ Z[Γ] | x, y ∈ Λ, s ∈ I(x), s /∈ I(y)
©
and µsx,y = µ
s
x,y.
Furthermore, let [Λ]Z[Γ] be a free Z[Γ]-module with basis {by | y ∈ Λ}, then we require that the
assignment Ts → τs defines a representation of H by following multiplication.
τs(by) =


bsy if L(s) = 0;
−by if L(s) > 0, s ∈ I(y);
qsby + q
1/2
s
∑
x∈Λ,s∈I(x)
µsx,ybx if L(s) > 0, s /∈ I(y).
Definition 1.4 ([8], Section 5). For any w ∈ W , let E be a subset ofW such that w is a suffix
of an element of E that is itself in E, then we call E is an ideal in the poset (W,6L).
Definition 1.5 ([8], Definition 2.5). If E ⊆W , let
Pos (E) = {s ∈ S | ℓ(xs) > ℓ(x) for all x ∈ E}.
If E is an ideal of W , then Pos(E) = S/E = {s ∈ S|s /∈ E} and E ⊆ DJ , where J is
an arbitrary subset of Pos(E). We shall denote by EJ for the ideal E with reference to J and
the reason is clear from the following constructions. For each y ∈ EJ we define the following
subsets of S:
SD (y) = {s ∈ S | ℓ(sy) < ℓ(y)} ,
SA (y) = {s ∈ S | ℓ(sy) > ℓ(y) and sy ∈ EJ} ,
WD (y) = {s ∈ S | ℓ(sy) > ℓ(y) and sy /∈ DJ} ,
WA (y) = {s ∈ S | ℓ(sy) > ℓ(y) and sy ∈ DJ/EJ} .
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Proposition 1.6 ([11], Definition 2.4, modified). Let EJ be an ideal of W , it is said to be a
W -graph ideal with respect to J and L if the following hypotheses are satisfied.
(1) There exists a Z[Γ]-free H -module M(EJ , L) possessing a basis {Γy | y ∈ EJ} such
that
TsΓy =


qsΓsy + (qs − 1) Γy if s ∈ SD(y),
Γsy if s ∈ SA(y),
− Γy if s ∈ WD(y),
qsΓy −
∑
z<sy,z∈EJ
rsz,yΓz if s ∈ WA(y),
for some polynomials rsz,y ∈ qsZ[Γ].
(2) The H -moduleM(EJ , L) admits a Z[Γ]-semilinear involution¯satisfying
Γe = Γe and TwΓy = Tw Γy,
for all Tw ∈ H and Γy ∈ M(EJ , L).
There is a similarly definition for Hecke module ›M(EJ , L) (see [12]) and we call both of
them the weightedW -graph ideal modules. we also have duality of them as follows.
Proposition 1.7 ([12], Theorem 3.1, modified). There is a unique map δ(Γy) = ǫyqyΓ˜y from
M(EJ , L) to ›M(EJ , L) such that
δ (Γe) = Γ˜e and δ (TwΓy) = Φ (Tw) δ (Γy),
for all Tw ∈ H , Γy ∈M(EJ , L). It has the following properties:
(1) δ commutes with the involution onM(EJ , L) and ›M(EJ , L).
(2) δ is a bijection and the inverse ρ of δ satisfies properties of η.
2 The relation between H andM(EJ , L)
Let EJ be aW -graph ideal. For brevity, we denote
K = Pos(EJ) and Jˆ = K/J .
we define
DK = {w ∈ W | ℓ(ws) > ℓ(w) for all s ∈ K}
is the set of minimal coset representative ofWK and FJ = WJˆ is the subgroup ofW generated
by the set Jˆ . It is soon to prove that EJ ⊆ DK ⊆ DJ . Particularly, if Jˆ = ø, then FJ = ø and
DK = DJ . We consider this case first.
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2.1 The mapping fromMK toM(EJ , L)
In this subsection, we consider the case of J = K and we denote by DK for DJ . There are
two Hecke modules on DK as well and we denoted by M
K and ›MK . All properties of these
modules are similar toMJ and ›MJ , we do not give details.
We classify the elements in DK such that we find the relation between DK and EJ . With
the above notations, define
D1K = {α ∈ DK | ∃ y ∈ EJ , y 6L α} ,
D2K = {α ∈ DK | ∄ y ∈ EJ , y 6L α} ,
EJ =
¶
x ∈ W | α = x · y ∈ D1K , y ∈ EJ
©
.
It is obvious that EJ ⊆ D
1
K and DK = D
1
K ∪D
2
K .
Theorem 2.1. For any α ∈ D1K , there are unique x ∈ EJ and ymax ∈ EJ such that
(1) For all y 6L α, y 6L ymax.
(2) α = x · ymax and ℓ(α) = ℓ(x) + ℓ(ymax).
Proof. This is immediate from the definitions of EJ and D
1
K .
In this paper, we assume throughout that for all α = x · y ∈ D1K ,
y = ymax.
For any α ∈ DK , define a map λJ fromM
K toM(EJ , L) by
λJ(m
K
α ) =


qxΓy α = x · y ∈ D
1
K ,
qαΓe α ∈ D
2
K .
Extend λJ to the whole ofM
K by linearity, we have:
Theorem 2.2. For any s ∈ S, α ∈ DK ,
λJ(Ts ·m
K
α ) =


Ts · λJ(m
K
α ) if α ∈ EJ , s ∈ S/WA(α),
qs · λJ(m
K
α ) if α ∈ EJ , s ∈ WA(α), sα ∈ D
1
K ,
− λJ(m
K
α ) if α ∈ EJ , s ∈ WA(α), sα /∈ DK ,
qs · λJ(m
K
α ) if α /∈ EJ , s ∈ D
−
K,α ∪D
+
K,α,
− λJ(m
K
α ) if α /∈ EJ , s ∈ D
0
K,α.
Proof. If α ∈ EJ , the statements can be proved since λJ(m
K
y ) = Γy for any y ∈ EJ . If α /∈ EJ ,
the statements can be proved by the following classification.
(i) s ∈ D−K,α. If α = x · y ∈ D
1
K/EJ , x ∈ EJ , y ∈ EJ ,
λJ(Ts ·m
K
α ) = λJ(qsm
K
sα + (qs − 1)m
K
α ) = qs · qsxΓy + (qs − 1) · qxΓy = qs · qxΓy.
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If α ∈ D2K , λJ(Ts ·m
K
α ) = λJ(qsm
K
sα+ (qs− 1)m
K
α ) = qs · qsαΓe+ (qs− 1) · qαΓe = qs · qαΓe.
(ii) s ∈ D+K,α. If α = x · y ∈ D
1
K/EJ , x ∈ EJ , y ∈ EJ ,
λJ(Ts ·m
K
α ) = λJ(m
K
sα) = qsxΓy = qs · qxΓy.
If α ∈ D2K , λJ(Ts ·m
K
α ) = λJ(m
K
sα) = qsαΓe = qs · qαΓe.
(iii) s ∈ D0K,α. If α = x · y ∈ D
1
K/EJ , x ∈ EJ , y ∈ EJ ,
λJ(Ts ·m
K
α ) = λJ(−m
K
α ) = −qxΓy.
If α ∈ D2K , λJ(Ts ·m
K
α ) = λJ(−m
K
α ) = −qαΓe.
Corollary 2.3. For any α ∈ DK , let α = s1s2 · · · sk ∈ DK be a reduced word.
(1) If α /∈ EJ , then there are some si1, si2 , · · · , sim ∈ D
−
K,α∪D
+
K,α, sj1, sj2, · · · , sjn ∈ D
0
K,α
such thatm+ n = k and
λJ(m
K
α ) = (−1)
nqµΓe,
where µ = L(si1) + L(si2) + · · ·+ L(sim).
(2) If α ∈ EJ , then there are some si1 , si2, · · · , sim ∈ S/WA(α), sj1, sj2, · · · , sjn ∈
{s ∈ WA(α) | sα ∈ D1K}, sl1 , sl2 , · · · , slt ∈ {s ∈ WA(α) | sα /∈ DK} such thatm+n+t = k
and
λJ(m
K
α ) = (−1)
tqµTsi1si2 ···simΓe,
where µ = L(sj1) + L(sj2) + · · ·+ L(sjn).
Corollary 2.4. λJ commutes with the involution¯onM
K andM(EJ , L).
Proof. For any s ∈ S, α ∈ DK , it can be proved that
λJ(Ts ·m
K
α ) =


Ts · λJ(m
K
α ) if α ∈ EJ , s ∈ S/WA(α),
q−1s · λJ(m
K
α ) if α ∈ EJ , s ∈ WA(α), sα ∈ D
1
K ,
− λJ(m
K
α ) if α ∈ EJ , s ∈ WA(α), sα /∈ DK ,
q−1s · λJ(m
K
α ) if α /∈ EJ , s ∈ D
−
K,α ∪D
+
K,α,
− λJ(m
K
α ) if α /∈ EJ , s ∈ D
0
K,α.
then the result is immediate from Corollary 2.3.
Remark 2.5. For any α ∈ DK , there is a map λ˜J from ›MK to ›M(EJ , L) defined by
λ˜J(m˜
K
α ) =


ǫx›Γy if α = x · y ∈ D1K ,
ǫαΓ˜e if α ∈ D
2
K .
and the properties of λ˜J is very similar to λJ .
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Theorem 2.6. The following diagram is commutative:
MK
λJ
//
θK

M(EJ , L)
δ
›MK λ˜J // ›M(EJ , L)
Proof. For any α ∈ DK , we have
δ ◦ λJ
Ä
mKα
ä
=


δ (qxΓy) = ǫyqαΓ˜y α = x · y ∈ D
1
K ,
δ (qαΓe) = qαΓ˜e α ∈ D
2
K .
and
λ˜J ◦ θK
Ä
mKα
ä
=


λ˜J
Ä
ǫαqαm˜Kα
ä
= ǫxǫαqαΓ˜y α = x · y ∈ D
1
K ,
λ˜J
Ä
ǫαqαm˜Kα
ä
= qαΓ˜e α ∈ D
2
K .
Clearly, these two expressions are equal.
2.2 The mapping fromMJ toMK
In this subsection, we consider the case of J ⊂ K. In order to find the relation between MJ
andM(EJ , L), we construct the mapping fromM
J toMK .
Theorem 2.7. With the above notations, let J ⊂ K. Then we have
(1)DK ⊂ DJ , FJ ⊂ DJ andDK ∩ FJ = {e}.
(2) Every σ ∈ DJ has a unique factorization σ = α · z such that α ∈ DK , z ∈ FJ and
ℓ(σ) = ℓ(α) + ℓ(z).
Proof. We first prove part (1),DK ⊂ DJ and FJ ⊂ DJ are obvious from J ⊂ K and Jˆ ⊂ S/J .
By the definition of DK and FJ , we easy to check that DK ∩ FJ = {e}.
The proof of part (2) is similar to [1], Proposition 2.4.4, we omit the details.
For any σ ∈ DJ and σ = α · z with α ∈ DK , z ∈ FJ . Define a map λK fromM
J toMK by
λK(m
J
σ) = ǫzm
K
α .
Extend λK to the whole ofM
J by linearity. Then we have:
Theorem 2.8. λK has H -linearity, i.e. for s ∈ S, σ ∈ DJ ,
λK(Ts ·m
J
σ) = Ts · λK(m
J
σ).
Proof. This is done by ’case by case’ considerations. The most interesting case occurs when
sσ = sα · z = αs′ · z > σ, where α ∈ DK , z ∈ FJ , s
′ ∈ K. In this case,
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Ts · λK(m
J
σ) = ǫzTs ·m
K
α = −ǫzm
K
α .
On the other hand, for any s′ ∈ Jˆ , if s′z < z, then s ∈ D−J,σ,
λK(Tsm
J
σ) = λK(qsm
J
sσ + (qs − 1)m
J
σ) = −ǫzqsm
K
α + ǫz(qs − 1)m
K
α = −ǫzm
K
α .
If s′z > z, then s ∈ D+J,σ,
λK(Tsm
J
σ) = λK(m
J
sσ) = −ǫzm
K
α .
For s′ ∈ J , we have s′z > z and s′z /∈ FJ , then s ∈ D
0
J,σ,
λK(Tsm
J
σ) = λK(−m
J
σ) = −ǫzm
K
α .
This is exactly the case. Other cases are simpler than this and we omit the details.
Corollary 2.9. For any σ ∈ DJ and σ = α · z with α ∈ DK , z ∈ FJ ,
λK(m
J
σ) = Tσ ·m
K
e .
Proof. By mJσ = Tσ ·m
J
e , we get
λK(m
J
σ) = λK(Tσ ·m
J
e ) = Tσ · λK(m
J
e ) = Tσ ·m
K
e .
Corollary 2.10. λK commutes with the involution¯onM
J andMK .
Proof. This is immediate from Corollary 2.9.
Remark 2.11. There is a map λ˜K from ›MJ to ›MK defined by
λ˜K(m˜
J
σ) = qzm˜
K
α .
and the properties of λ˜K is very similar to λK .
Theorem 2.12. The following diagram is commutative:
MJ
λK
//
θJ

MK
θK
›MJ λ˜K // ›MK
Proof. For σ = α · z with α ∈ DK and z ∈ FJ , we get
θK ◦ λK
Ä
mJσ
ä
= θK
Ä
ǫzm
K
α
ä
= ǫσqαm˜Kα ,
and
λ˜K ◦ θJ
Ä
mJσ
ä
= λ˜K
Ä
ǫσqσm˜Jσ
ä
= ǫσqσq
−1
z m˜
K
α
Clearly, these two expressions are equal.
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2.3 The mapping from H toM(EJ , L)
Finally, we can give the relation between H andM(EJ , L).
Theorem 2.13. For any w ∈ W , there is a unique factorization
w = α · z · wJ ,
where α ∈ DK , z ∈ FJ , wJ ∈ WJ . Then we can defined a map ν from H toM(EJ , L) by
ν(Tw) =


ǫzǫwJ qxΓy if α = x · y ∈ D
1
K ,
ǫzǫwJ qαΓe if α ∈ D
2
K .
such that
(1) ν commutes with the involution .¯
(2) The following diagram is commutative:
H
ϕJ
//
Φ

MJ
λK
//
θJ

MK
λJ
//
θK

M(EJ , L)
δ

H
ϕ˜J
// ›MJ λ˜K // ›MK λ˜J // ›M(EJ , L)
Note that if J = K, thenMJ,us = MK,us and λK = λ˜K = Id.
Proof. This is proved by Proposition 1.1, Proposition 1.7, Theorem 2.6 and Theorem 2.12.
3 An isomorphism ofMJ onto left-ideal of Hˆ
In this section, we show that the parabolic Hecke module MJ is isomorphic to a left ideal of
the Hecke algebra. The idea in this section is inspired by Lusztig [6] and the method of proof is
very similar to that paper.
Let Hˆ be the vector space consisting of all formal sums
∑
w∈W
cwTw, where cw ∈ Z[Γ]. We
can view H as a subspace of Hˆ in an obvious way. The H -module structure on H extends
to a H -module structure on Hˆ . For any z ∈ DJ , we set
Qz =
∑
y∈WJ
N zyTzy ∈ Hˆ ,
where N zy = ǫyq
−1
y will be proved in Theorem 3.2. Then QJ = 〈Qz〉z∈DJ as a H -submodule
generated by
Qe =
∑
y∈WJ
ǫyq
−1
y Ty.
Proposition 3.1. With the above notations,QJ is a left-ideal of Hˆ .
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Proof. For any z1 6= z2 ∈ DJ , we have
Qz1 = N
z1
e Tz1·e +N
z1
s1 Tz1s1 +N
z1
s1s2Tz1s1s2 + · · ·+N
z1
y Tz1y + · · ·
Qz2 = N
z2
e Tz2·e +N
z2
s1
Tz2s1 +N
z2
s1s2
Tz2s1s2 + · · ·+N
z2
y Tz2y + · · ·
where s1, s2, · · · , si ∈ J, y ∈ WJ . Thus Qz1 −Qz2 ∈ QJ is obvious since QJ is a group.
For any w ∈ W , we can give wz a unique factorization wz = uv such that u ∈ DJ and
v ∈ WJ , then
TwQz =
∑
y∈WJ
N zyTwTxy =
∑
vy∈WJ
N˜ zvyTuvy ∈ QJ ,
this is proved that QJ is a left-ideal of Hˆ .
Theorem 3.2. There exists a unique H -linear map µ : MJ → QJ such that
µ(mJe ) =
∑
y∈WJ
ǫyq
−1
y Ty.
Moreover, µ is an isomorphism ofMJ onto the H -submodule of Hˆ generated by µ(mJe ).
Proof. For any z ∈ DJ , giving a Z[Γ]-linear map µ : MJ → QJ by
µ(mJz ) =
∑
y∈WJ
N zyTzy,
where
¶
N zy | (y, z) ∈ WJ ×DJ
©
⊂ Z[Γ]. It is obvious that µ is surjective. For z1 6= z2 ∈ DJ ,
we have
z1WJ ∩ z2WJ = {e} andm
J
z1 6= m
J
z2 ∈M
J ,
then µ(mJz1) = Qz1 6= Qz2 = µ(m
J
z2
). So the injectivity of µ is proved.
We will prove that µ is a H -linear isomorphism as follows. For all z ∈ DJ , s ∈ S, the
H -linearity of µ is equivalent to the following equation:
µ(Tsm
J
z ) = Ts · µ(m
J
z ).
This is equivalent to
TsQz =qsQsz + (qs − 1)Qz if s ∈ D
−
J,z,
TsQz =Qsz if s ∈ D
+
J,z,
TsQz =−Qz if s ∈ D
0
J,z,
Since Qz =
∑
y∈WJ
N zyTzy =
∑
y∈WJ
N zyTzTy, we see that giving a H -linear map µ is the same as
giving a family of elements
¶
N zy | (y, z) ∈ WJ ×DJ
©
in Z[Γ] such that the following equations
are satisfied for any z ∈ DJ , s ∈ S,
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∑
y∈WJ
N zyTsTzTy =
∑
y∈WJ
(qsN
sz
y Tsz + (qs − 1)N
z
yTz)Ty if s ∈ D
−
J,z,
∑
y∈WJ
N zyTsTzTy =
∑
y∈WJ
N szy TszTy if s ∈ D
+
J,z,
∑
y∈WJ
N zyTsTzTy =−
∑
y∈WJ
N zyTzTy if s ∈ D
0
J,z,
Here we replace
∑
y∈WJ
N zyTsTzTy =
∑
y∈WJ
N zy (qsTsz + (qs − 1)Tz)Ty if s ∈ D
−
J,z,
∑
y∈WJ
N zyTsTzTy =
∑
y∈WJ
N zyTszTy if s ∈ D
+
J,z,
Especially, if s ∈ D0J,z, there is a t ∈ J such that sz = zt, then∑
y∈WJ
N zyTsTzTy =
∑
y∈WJ
N zyTzTtTy
=
∑
y∈WJ ,ty>y
N zyTzTty +
∑
y∈WJ ,ty<y
N zyTz(qsTty + (qs − 1)Ty)
=
∑
y∈WJ ,ty<y
(N zty + (qs − 1)N
z
y )TzTy +
∑
y∈WJ ,ty>y
qsN
z
tyTzTy
We see that
¶
N zy | (y, z) ∈ WJ ×DJ
©
must satisfy the following set of equations:
(1)


N zy = N
sz
y if s ∈ D
−
J,z,
N zy = N
sz
y if s ∈ D
+
J,z,
N zy = −q
−1
s N
z
ty if s ∈ D
0
J,z, ty < y,
N zy = −qsN
z
ty if s ∈ D
0
J,z, ty > y.
On the other hand, by the definition of involution on MJ , we have Tzm
J
e = m
J
z for any
z ∈ DJ . Hence for any x ∈ W with x = zy, z ∈ DJ , y ∈ WJ , we can write uniquely
Txm
J
e = TzTym
J
e = L
z
ym
J
z ,
where Lzy ∈ Z[Γ]. For any x ∈ W, s ∈ S, we have
TsTzTym
J
e = L
z
yTsm
J
z .
For the case s ∈ D−J,z, we have
qsL
sz
y m
J
sz + (qs − 1)L
z
ym
J
z = qsL
z
ym
J
sz + (qs − 1)L
z
ym
J
z .
For the case s ∈ D+J,z, we have L
sz
y m
J
sz = L
z
ym
J
sz.
For the case s ∈ D0J,z and ty < y, we have
qsL
z
tym
J
z + (qs − 1)L
z
ym
J
z = −L
z
ym
J
z .
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For the case s ∈ D0J,z and ty > y, we have L
z
tym
J
z = −L
z
ym
J
z .
Summing this four cases up, we have
(2)


Lzy = L
sz
y if s ∈ D
−
J,z,
Lzy = L
sz
y if s ∈ D
+
J,z,
Lzy = −L
z
ty if s ∈ D
0
J,z, ty < y,
Lzy = −L
z
ty if s ∈ D
0
J,z, ty > y.
We replace Lzy with L˜
z
y by L˜
z
y = q
−1
y L
z
y, then the formulas of L
z
y can be rewritten as follows:
(3)


L˜zy = L˜
sz
y if s ∈ D
−
J,z,
L˜zy = L˜
sz
y if s ∈ D
+
J,z,
L˜zy = −q
−1
s L˜
z
ty if s ∈ D
0
J,z, ty < y,
L˜zy = −qsL˜
z
ty if s ∈ D
0
J,z, ty > y.
Comparing with the formulas in (1), we see that the conditions of
¶
L˜zy | (y, z) ∈ WJ ×DJ
©
is
equivalent to the conditions of
¶
N zy | (y, z) ∈ WJ ×DJ
©
.
Hence there is a unique H -linear map µ : MJ → QJ such that
µ(mJz ) =
∑
y∈WJ
q−1y L
z
yTzy,
for any z ∈ DJ . Actually, L
z
y = ǫy is easy to find since the definition ofM
J .
4 The relation of the corresponding R-polynomials
As an application of Theorem 2.13, we give the relation between the parabolic R-polynomials
on DJ and the R-polynomials on EJ . First, we recall some definitions.
Definition 4.1 ([7], Definition 3.1). There exists a family of polynomials
¶
RJσ,τ | σ, τ ∈ DJ
©
satisfying the condition
mJτ =
∑
σ∈DJ
ǫσǫτq
−1
τ R
J
σ,τm
J
σ ,
we call these polynomials the parabolic R-polynomials onDJ .
Definition 4.2 ([11], Corollary 3.2). There exists a family of polynomials {Rx,y | x, y ∈ EJ}
satisfying the condition
Γy =
∑
x∈EJ
ǫxǫyq
−1
y Rx,yΓx,
we call these polynomials the R-polynomials on EJ .
Then, we have
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Theorem 4.3. With the above notations, for any x, y ∈ EJ ,
Rx,y =


∑
u∈EJ ,z∈FJ
ǫuquR
J
uxz,y x 6= e,
∑
u∈EJ ,z∈FJ
ǫuquR
J
uz,y +
∑
α∈D2
K
,z∈FJ
ǫαqαR
J
αz,y x = e.
Proof. This is clear from the following two subsections.
Remark 4.4. The relation between ‹RJσ,τ and Rx,y as follows
‹Rx,y =


∑
u∈EJ ,z∈FJ
ǫzqz ‹RJuxz,y x 6= e,
∑
u∈EJ ,z∈FJ
ǫzqz ‹RJuz,y + ∑
α∈D2
K
,z∈FJ
ǫzqz ‹RJαz,y x = e.
4.1 The relation between Rx,y and R
K
α,β
Definition 4.5. There exists a unique family of polynomials
¶
RKα,β | α, β ∈ DK
©
satisfying the
condition
mKβ =
∑
α∈DK
ǫαǫβq
−1
β R
K
α,βm
K
α ,
we call these polynomials the parabolic R-polynomials onDK .
Theorem 4.6. With the above notations, for any x, y ∈ EJ ,
Rx,y =


∑
z∈EJ
ǫzqzR
K
zx,y x 6= e,
∑
z∈EJ
ǫzqzR
K
z,y +
∑
α∈D2
K
ǫαqαR
K
α,y x = e.
Proof. By the definition of λJ , we easy to check that Γy = λJ(mKy ) for any y ∈ EJ , then
Γy =
∑
α∈DK
ǫαǫyq
−1
y R
K
α,yλJ(m
K
α )
= ǫαǫyq
−1
y
à
∑
α=zx∈D1
K
,
z∈EJ ,x∈EJ
qzR
K
zx,yΓx +
∑
α∈D2
K
qαR
K
α,yΓe
í
=
∑
e 6=x∈EJ
Ñ∑
z∈EJ
ǫxǫyǫzq
−1
y qzR
K
zx,y
é
Γx
+
Ö
∑
z∈EJ
ǫyǫzq
−1
y qzR
K
z,y +
∑
α∈D2
K
ǫαǫyq
−1
y qαR
K
α,y
è
Γe
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On the other hand,
Γy =
∑
x∈EJ
ǫxǫyq
−1
y Rx,yΓx =
∑
e 6=x∈EJ
ǫxǫyq
−1
y Rx,yΓx + ǫyq
−1
y Re,yΓe
Comparing the coefficients of Γx and Γe in the two expressions, we get the result.
Remark 4.7. There is a relation between ‹Rx,y and ‹RKα,β.
‹Rx,y =


∑
z∈EJ
‹RKzx,y x 6= e,
∑
z∈EJ
‹RKz,y + ∑
α∈D2
K
‹RKα,y x = e.
4.2 The relation between RKα,β and R
J
σ,τ
Theorem 4.8. For any α, β ∈ DK ,
RKα,β =
∑
z∈FJ
RJαz,β.
Proof. By the definition of λK , we easy to check thatmKβ = λK(m
J
β) for any β ∈ DK , then for
σ = α · z with α ∈ DK and z ∈ FJ ,
mKβ =
∑
σ∈DJ
ǫσǫβq
−1
β R
J
σ,βλK(m
J
σ)
=
∑
α∈DK ,
z∈FJ
ǫαǫβq
−1
β R
J
αz,βm
K
α
=
∑
α∈DK
Ñ∑
z∈FJ
ǫαǫβq
−1
β R
J
αz,β
é
mKα
On the other hand,
mKβ =
∑
α∈DK
ǫαǫβq
−1
β R
K
α,βm
K
α
Comparing the coefficients ofmKα in the two expressions, we get the result.
Remark 4.9. There is a relation between ‹RKα,β and ‹RJσ,τ .‹RKα,β = ∑
z∈FJ
ǫzqz ‹RJαz,β
It is known that Theorem 4.3 is founded by Theorem 4.6 and Theorem 4.8.
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