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O principal objetivo deste trabalho e´ a elaborac¸a˜o de heur´ısticas para auxiliar no projeto
de cabeamento de redes telefoˆnicas. O cabeamento sera´ tratado desde os arma´rios de
distribuic¸a˜o ate´ as caixas terminais.
O aux´ılio de uma ferramenta computacional especializada no projeto de novas redes
telefoˆnicas abre caminhos para a minimizac¸a˜o de custos e tambe´m reduz sensivelmente o
tempo de planejamento.
Inicialmente, estuda-se o problema para se obter uma especificac¸a˜o minuciosa, acom-
panhada de um modelo matema´tico. Com estas informac¸o˜es, desenvolve-se diferentes




The main goal of these studies is the design of heuristics to support the planning of wire
cabling on a phone network. The cabling will be handled from the central distribution
point to terminal boxes.
The assistance of a computational tool specialized in the design of phone networks
raises new opportunities for cost reduction and decreases considerably the time spent
designing the network.
The problem is first studied in order to achieve a detailed specification with a mathe-
matical model. Based on this information, several different strategies are laid out based
on a heuristic called GRASP and the experimental results are compared.
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1.1 Heur´ısticas em problemas de otimizac¸a˜o
Nas diversas a´reas da indu´stria, come´rcio e setor pu´blico, ao buscar formas para bom
aproveitamento de recursos dispon´ıveis, surge um nu´mero muito grande de alternativas
onde se pode utilizar otimizac¸a˜o. Entre alguns exemplos destes problemas, esta˜o: escalo-
namento de ma˜o de obra, roteamento de ve´ıculos e projeto de redes de comunicac¸a˜o.
Visando encontrar a melhor soluc¸a˜o para um dado problema de natureza combinato-
rial, poder-se-ia analisar todas as possibilidades em relac¸a˜o a uma func¸a˜o objetivo que
mede a qualidade de cada soluc¸a˜o. Ocorre que, na pra´tica, o nu´mero de combinac¸o˜es
poss´ıveis cresce exponencialmente com o tamanho do problema. Como muitos destes
problemas sa˜o comprovadamente classificados como NP-dif´ıceis [22], isso praticamente
exclui algoritmos determin´ısticos e exatos a soluc¸a˜o destes problemas, especialmente em
instaˆncias de entrada suficientemente grandes para acomodar dados reais.
Na auseˆncia de algoritmos cla´ssicos adequados, uma alternativa e´ o uso de heur´ısticas
que possam auxiliar no processo de busca de soluc¸o˜es consideradas suficientemente boas.
Conforme Resende [47], a efica´cia dessas heur´ısticas depende de sua habilidade em adap-
tar-se a particularidades das instaˆncias, em evitar o´timos locais e em aproveitar algu-
mas caracter´ısticas especiais do problema. Tais heur´ısticas podem melhorar seus resul-
tados com o emprego de te´cnicas de rein´ıcio de busca, aleatoriedade controlada e pre´-
processamento inteligente.
Va´rias te´cnicas de busca utilizam heur´ısticas constru´ıdas baseadas nesses conceitos,
como por exemplo: Simulated Annealing [32], Busca Tabu [27], Algoritmos Gene´ticos
[30, 34, 40, 39, 8] e GRASP (Greedy Randomized Adaptive Search Procedure) [47, 48].
1
2 Cap´ıtulo 1. Introduc¸a˜o
1.2 Problema de otimizac¸a˜o de cabeamento das com-
panhias telefoˆnicas
As companhias telefoˆnicas teˆm necessidade de atender a demanda crescente de novos clien-
tes atrave´s da expansa˜o da rede telefoˆnica ora em uso, e tambe´m atrave´s da instalac¸a˜o de
pares de fios telefoˆnicos em novas a´reas ainda sem o servic¸o. Apesar do advento de novas
tecnologias, como, por exemplo, telecomunicac¸a˜o sem fio, que introduzem um grande po-
tencial para simplificar o projeto das redes telefoˆnicas, elas apresentam limitac¸o˜es quanto
a` qualidade da comunicac¸a˜o e baixas taxas de transmissa˜o de dados. Existem tambe´m
dificuldades como perdas de sinal e alto investimento por cliente.
Neste contexto, as redes baseadas em cabeamento de fios tranc¸ados continuara˜o predo-
minando devido a` simplicidade da tecnologia, experimentada ha´ de´cadas e de custo amor-
tizado, ale´m da qualidade de transmissa˜o suficiente para a grande maioria das aplicac¸o˜es
em telecomunicac¸o˜es atuais e futuras. Existe a tendeˆncia de fios tranc¸ados serem subs-
titu´ıdos por outras tecnologias com maior capacidade e melhor qualidade de transmissa˜o,
como por exemplo a fibra o´tica, alternativa esta que tambe´m necessita de cabeamento.
Assim, as companhias telefoˆnicas continuam concentrando seus esforc¸os no estudo do
cabeamento das redes telefoˆnicas. A busca por procedimentos automatizados e eficazes
continua uma questa˜o pertinente.
1.3 Motivac¸a˜o
A estruturac¸a˜o e posterior implementac¸a˜o de projetos de redes telefoˆnicas e´ um pro-
cesso complexo e dispendioso. Afinal, mobiliza-se inu´meros profissionais que, durante
considera´vel intervalo de tempo, estara˜o envolvidos em questo˜es te´cnicas tais como o ba-
lanceamento da qualidade de servic¸o e a utilizac¸a˜o de recursos. Esse balanceamento, por
sua vez, objetiva atender os usua´rios finais da rede, sem, no entanto superdimensionar a
rede gerando gastos desnecessa´rios.
O grande nu´mero de varia´veis e restric¸o˜es envolvidas no projeto de redes telefoˆnicas im-
possibilita a ra´pida obtenc¸a˜o de soluc¸o˜es de qualidade a partir da intuic¸a˜o humana. Existe
tambe´m a dificuldade para estipulac¸a˜o de paraˆmetros capazes de avaliar uma soluc¸a˜o pro-
posta.
Uma ferramenta computacional especializada apresentaria uma visa˜o mais ampla e de-
talhada tanto dos problemas a serem resolvidos quanto da gama de soluc¸o˜es dispon´ıveis.
Sendo ela capaz de gerar um anteprojeto de qualidade e baixo custo de uma rede te-
lefoˆnica, este poderia ser validado e ajustado por especialistas. A ferramenta seria ainda
mais interessante se ela fosse capaz de gerar diversas alternativas, todas de qualidade
semelhante e de custo compara´vel. Isto permitiria aos especialistas escolher a soluc¸a˜o que
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melhor se ajuste como ponto de partida para o projeto de cabeamento. A grande valia
para companhias telefoˆnicas estaria em reduzir o tempo para a obtenc¸a˜o de um projeto
final aceita´vel e tambe´m em aumentar o escopo das deciso˜es de projeto.
1.4 Contexto
Este trabalho esta´ inserido em um trabalho maior, derivado de uma aplicac¸a˜o real ori-
gina´ria no Centro de Pesquisa em Telecomunicac¸o˜es (CPqD).
Outros trabalhos relacionados [38, 37] ja´ foram desenvolvidos e propuseram outros
algoritmos, utilizando diversas te´cnicas de otimizac¸a˜o combinato´ria, para resolver proble-
mas que antecedem o cabeamento telefoˆnico.
O CPqD atuou como parceiro no desenvolvimento do projeto como um todo e forneceu
dados reais para testes de algoritmos. Este trabalho baseia-se nas novas restric¸o˜es e
informac¸o˜es disponibilizadas pelo CPqD, como tambe´m nos resultados obtidos em projetos
anteriores.
1.5 Organizac¸a˜o do documento
O cap´ıtulo 2 apresenta e define o problema de cabeamento de redes telefoˆnicas. Sa˜o des-
critas as restric¸o˜es e regras que caracterizam o problema. No cap´ıtulo 3, e´ apresentado um
modelamento conveniente para os representar as instaˆncias e as soluc¸o˜es. O cap´ıtulo 4
explica a te´cnica heur´ıstica sugerida para abordar o problema de cabeamento de redes
telefoˆnicas. Em seguida, no cap´ıtulo 5, encontra-se a discussa˜o mais extensa deste traba-
lho, cobrindo diversas propostas de heur´ıstica experimentadas. Por fim, no cap´ıtulo 6 sa˜o
apresentadas e analisadas algumas soluc¸o˜es obtidas para uma instaˆncia t´ıpica do problema
Segue a conclusa˜o deste trabalho de pesquisa no cap´ıtulo 7.
Cap´ıtulo 2
Descric¸a˜o do problema
Os princ´ıpios para cabeamento de redes telefoˆnicas esta˜o descritos em [51]. Esta sec¸a˜o
descreve como o problema foi interpretado para fins de elaborac¸a˜o da heur´ıstica resolve-
dora.
2.1 Hierarquia da rede telefoˆnica
O problema de cabeamento telefoˆnico e´ estudado sob va´rios aˆngulos, conforme descrito a
seguir.
1. Um sistema telefoˆnico e´ composto por va´rios sistemas urbanos que se interligam
atrave´s da rede interurbana. A rede interurbana e´ composta por um conjunto de
estac¸o˜es interurbanas ligadas atrave´s de rotas de transmissa˜o.
2. Cada sistema urbano e´ constitu´ıdo por uma ou mais a´reas de comutac¸a˜o, interligadas
atrave´s da uma rede de troncos.
3. Cada a´rea de comutac¸a˜o abrange uma central telefoˆnica e uma rede externa. A
rede externa e´ o ponto de partida para o planejamento de novas redes telefoˆnicas e
remanejamentos das redes existentes. Ela e´ subdividida em a´reas chamadas sec¸o˜es
de servic¸o.
4. Cada sec¸a˜o de servic¸o possui um ponto de distribuic¸a˜o (tambe´m chamado arma´rio
de distribuic¸a˜o) interligado a` subestac¸a˜o da a´rea de comutac¸a˜o correspondente. O
ponto de distribuic¸a˜o esta´ interligado com a central telefoˆnica e situa-se aproxi-
madamente no centro da sec¸a˜o de servic¸o. Na sec¸a˜o de servic¸o tem-se a rede de
distribuic¸a˜o ou rede secunda´ria, formada por lances de pares individuais de fios
telefoˆnicos que ligam o ponto de distribuic¸a˜o aos pontos de demanda.
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5. Um ponto de demanda concentra um ou mais assinantes de linhas telefoˆnicas em
equipamentos denominados caixas terminais. A partir das caixas terminais origi-
nam-se os lances finais para os equipamentos individuais de assinantes.
2.2 Definic¸a˜o do problema de cabeamento telefoˆnico
Devido a` complexidade a resoluc¸a˜o do problema de planejamento de redes telefoˆnicas, o
mesmo foi divido em etapas isoladas, conforme esta´ descrito no artigo de Almeida [2]:
1. Definic¸a˜o das sec¸o˜es de servic¸o: Os pontos de demanda sa˜o agrupados em
sec¸o˜es de servic¸o. Para cada sec¸a˜o de servic¸o, e´ definido um ponto de distribuic¸a˜o
(ou arma´rio de distribuic¸a˜o).
A restric¸a˜o essencial desta etapa e´ obedecer a faixa de ocupac¸a˜o mı´nima e ma´xima
de cada ponto de distribuic¸a˜o. Tipicamente, ele comporta ate´ 600 assinantes, mas
deseja-se que seja ocupado com aproximadamente 400 a 480 assinantes, de modo
que possa ainda atender uma demanda crescente futura.
O objetivo e´ manter o nu´mero de assinantes por sec¸a˜o de servic¸o aproximadamente
equilibrado, como tambe´m minimizar o nu´mero de sec¸o˜es, uma vez que o principal
elemento gerador de custo e´ a aquisic¸a˜o e instalac¸a˜o dos arma´rios de distribuic¸a˜o.
2. Definic¸a˜o das caixas terminais : Para cada sec¸a˜o de servic¸o, a demanda de
um grupo de assinantes pro´ximos e´ agrupada em caixas terminais, que formam os
pontos de demanda.
Nesta etapa, determina-se o tipo de cada caixa terminal a ser instalada, que depende
de seu custo e na sua capacidade para atender a demanda. Normalmente, ela e´
instalada em postes existentes na sec¸a˜o de servic¸o ou em novos postes instalados
para esta finalidade. Determinam-se tambe´m as conexo˜es entre as caixas terminais
e os assinantes pro´ximos. Caixas terminais tambe´m podem ser instaladas em pontos
com expectativa de crescimento futuro de demanda.
A restric¸a˜o essencial desta etapa e´ obedecer a` faixa de ocupac¸a˜o mı´nima e ma´xima de
cada caixa terminal. As caixas dispon´ıveis, normalmente, teˆm capacidade ma´xima
de 10 ou 20 assinantes.
Esta etapa visa minimizar o custo total formado pelo custo das caixas terminais e
cabeamento das conexo˜es ate´ os assinantes.
3. Definic¸a˜o do cabeamento da sec¸a˜o de servic¸o: Cada caixa terminal e´ interli-
gada ao ponto de distribuic¸a˜o da sec¸a˜o de servic¸o atrave´s de lances de cabos.
Este trabalho tem seu foco na parte 3 do sistema descrito acima. Os problemas 1 e 2
ja´ foram abordados em trabalhos anteriores [2, 38, 37] e na˜o sera˜o tratados em detalhe.
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(a) Direto (b) Com restric¸o˜es
Figura 2.1: Cabeamento dos pontos de demanda para o ponto de distribuic¸a˜o
2.3 Restric¸o˜es de cabeamento
Os princ´ıpios envolvidos no cabeamento esta˜o descritos no documento da TELEBRA´S
[51, 50].
Descric¸a˜o geral
O problema consiste em encontrar uma rede de distribuic¸a˜o constitu´ıda por um cabea-
mento via´vel e de custo mı´nimo formado por pares de fios telefoˆnicos que partem dos
pontos de demanda de uma sec¸a˜o de servic¸o ate´ o ponto de distribuic¸a˜o.
A figura 2.1(a) ilustra esta situac¸a˜o, com caixas terminais representadas por quadrados
pretos e o ponto de distribuic¸a˜o pelo c´ırculo branco no centro. Retrata-se uma soluc¸a˜o
trivial, na qual os assinantes sa˜o atendidos por um cabeamento formando um segmento
direto de cada ponto de demanda para o ponto de distribuic¸a˜o.
Os pares de fios telefoˆnicos individuais de diferentes pontos de distribuic¸a˜o podem ser
agrupados em cabos para compartilhar o mesmo percurso, com objetivo de racionalizar
custos e facilitar sua instalac¸a˜o e manutenc¸a˜o. O percurso destes cabos esta´ sujeito a
restric¸o˜es geogra´ficas e regras de cabeamento. Por exemplo, ele deve seguir o posteamento
ja´ existente ou deve prever a instalac¸a˜o de novos postes na sec¸a˜o de servic¸o. Tambe´m
precisa considerar a disposic¸a˜o dos logradouros da sec¸a˜o de servic¸o. Para a mesma situac¸a˜o
ilustrada na figura 2.1(a), a figura 2.1(b) mostra como seria um poss´ıvel cabeamento
respeitando os postes e ruas existentes.
O problema enta˜o consiste em determinar a rede de distribuic¸a˜o que deve ser formada
por pares de fios telefoˆnicos individuais partindo de pontos de demanda ate´ alcanc¸ar o
ponto de controle da sec¸a˜o de servic¸o. Durante o percurso, os fios podem concentrar-se
em lances, formando cabos.
A seguir, cada um dos conceitos envolvidos no problema sera´ especificado detalhada-
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mente.
Pontos de Demanda
A demanda que devera´ ser atendida e´ dada por caixas terminais e caixas prediais dis-
tribu´ıdas pela sec¸a˜o de servic¸o. As caixas terminais sa˜o pontos onde existe a possibilidade
de derivar uma conexa˜o de pares de fios telefoˆnicos para atender a demanda de clientes
individuais (tipicamente residenciais ou pequeno come´rcio). Caixas prediais sa˜o pontos
onde existe uma derivac¸a˜o de grande nu´mero de pares para atender a demanda de um
edif´ıcio com muitos clientes.
Como na˜o existe nenhuma distinc¸a˜o conceitual entre caixas terminais e prediais (ale´m
do nu´mero de pares de fios telefoˆnicos que comportam), utilizaremos a terminologia caixa
ou mais especificamente ponto de demanda para ambos os casos.
A posic¸a˜o das caixas terminais foi determinada em trabalhos que antecederam este
projeto [2, 38] e sua localizac¸a˜o sempre coincide com um poste ou uma caixa subterraˆnea.
As caixas terminais esta˜o dispon´ıveis apenas em algumas capacidades determinadas.
Portanto, nos pontos de demanda, as caixas sempre possuem capacidade maior ou igual
a demanda dos assinantes pro´ximos. Deve-se atender no mı´nimo a demanda das caixas
terminais. Caixas terminais diferentes ao longo de um mesmo percurso de cabeamento
podem compartilhar os pares instalados em excesso (que na˜o esta˜o atendendo demanda)
com propo´sito de atender demandas futuras. Essa opc¸a˜o, entretanto, ainda na˜o sera´
considerada neste projeto.
Ponto de Distribuic¸a˜o
Outros algoritmos [2, 38] ja´ foram desenvolvidos para realizar uma divisa˜o da rede externa
em sec¸o˜es de servic¸o e definir um ponto de distribuic¸a˜o para o qual devem convergir todos
os pares de fios telefoˆnicos provenientes dos pontos de demanda da sec¸a˜o correspondente.
Um engenheiro deve visitar as vizinhanc¸as do local definido pelo algoritmo para determi-
nar um conjunto de poss´ıveis opc¸o˜es via´veis para o ponto de distribuic¸a˜o. Isto porque a
localizac¸a˜o sugerida pelos algoritmos nem sempre e´ via´vel exatamente na forma proposta,
devido a` sua posic¸a˜o no calc¸amento, entradas de ve´ıculos, cruzamentos de vias e outros
obsta´culos.
Em um dos locais finais determinados sera´ instalado um arma´rio de distribuic¸a˜o,
chamado simplesmente de ponto de distribuic¸a˜o. Este ponto de distribuic¸a˜o e´ ligado,
atrave´s de dutos, para postes ou para caixas subterraˆneas pro´ximas. E´ atrave´s destes
dutos que os pares de fios telefoˆnicos da sec¸a˜o de servic¸o chegam ao arma´rio.
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Cabos e lances
Durante o percurso dos pontos de demanda para o ponto de distribuic¸a˜o, os pares de fios
telefoˆnicos individuais sa˜o agrupados em feixes, denominados cabos. Estes cabos existem
apenas em algumas determinadas capacidades. Por este motivo, para agrupar pares em
um determinado percurso, e´ necessa´rio utilizar um cabo de capacidade maior ou igual
que o nu´mero de pares que realmente se deseja transportar. Os pares de fios em excesso
de um cabo sa˜o chamados pares mortos. Existem coeficientes que definem a ocupac¸a˜o
mı´nima e ma´xima desejada para cada cabo.
Estes cabos podem seguir um percurso atrave´s de dutos subterraˆneos (lance sub-
terraˆneo) ou instalados entre postes (lances ae´reos). O tipo de um lance depende prin-
cipalmente da capacidade do cabo, de seu comprimento e se o mesmo e´ subterraˆneo ou
ae´reo.
Existem restric¸o˜es quanto ao cabeamento ae´reo. Ele na˜o pode atravessar avenidas, ro-
dovias, linhas fe´rreas, barreiras geogra´ficas ou outros obsta´culos. E´ definida uma distaˆncia
ma´xima para um lance ae´reo entre dois postes. Na impossibilidade de um lance ae´reo,
existe a opc¸a˜o de se realizar um percurso subterraˆneo. Alguns casos particulares obrigam
um percurso subterraˆneo, como a ligac¸a˜o a`s caixas prediais ou a ligac¸a˜o de pontos de
controle para postes ou caixas subterraˆneas pro´ximas. Para realizar lances subterraˆneos
atrave´s de um duto subterraˆneo, deve-se observar tambe´m a capacidade dos dutos.
Os cabos esta˜o dispon´ıveis em bobinas, com segmentos de tamanho finito. Even-
tualmente, percursos muito longos exigem uma unia˜o entre dois cabos. Esta restric¸a˜o,
entretanto, na˜o sera´ considerada neste projeto.
Emendas
Em certos postes ou em certas caixas subterraˆneas, os cabos podem sofrer emendas, que
sa˜o situac¸o˜es que exigem corte do cabo e a junc¸a˜o manual de cada par de fios telefoˆnicos
do cabo. Estes cortes sa˜o realizados com objetivo de:
Derivar em bifurcac¸o˜es. E´ uma emenda em um cabo de grande capacidade, onde dois
ou mais cabos de menor ou igual capacidade seguem em direc¸o˜es diferentes. Veja
figura 2.2(a).
Reduzir capacidade do cabo. Trata-se de uma emenda realizando uma migrac¸a˜o de
um cabo de maior capacidade para um outro de menor capacidade. Isto pode ser
interessante quando o cabo possui um grande nu´mero de pares mortos. Dependendo
do percurso do cabo, podera´ ser interessante passar a utilizar um cabo de menor
capacidade (e, portanto mais barato). Veja figura 2.2(b).
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(a) Bifurcac¸a˜o (b) Reduc¸a˜o (c) Derivac¸a˜o
Figura 2.2: Tipos de emendas
Alimentar caixas terminais ou prediais. Quando existe uma ou mais caixas instala-
das no poste ou na caixa subterraˆnea, enta˜o o cabo precisa apresentar uma emenda
para atender este ponto de demanda. Veja figura 2.2(c).
Um poste ou uma caixa subterraˆnea pode apresentar uma emenda que simultanea-
mente deriva em bifurcac¸o˜es e alimenta caixas. As emendas podem gerar pares mortos
nos cabos sendo mais importante atender a demanda que tentar distribuir de forma equi-
librada os pares mortos.
Para instalar uma emenda, e´ necessa´rio que um te´cnico desloque-se para o ponto em
questa˜o e realize manualmente a unia˜o dos pares de fios telefoˆnicos e o isolamento dos pares
mortos. Esta e´ a principal causa do custo elevado das emendas na rede de distribuic¸a˜o.
Neste estudo, cada tipo de cabo e´ associado a um custo de emenda.
Os comprimentos dos cabos sera˜o tidos como infinitos e na˜o sera´ necessa´rio considerar
situac¸o˜es de emenda entre dois cabos de tamanho finito.
Percurso de Cabeamento
O percurso dos lances de cabos esta´ atrelado a` geografia da sec¸a˜o de servic¸o. Ele depende
principalmente da disposic¸a˜o dos postes, caixas subterraˆneas e dutos ja´ existentes nas ruas
e avenidas. Caso na˜o seja poss´ıvel atender um ponto de demanda atrave´s de elementos
de suporte existentes, enta˜o novos postes ou novas caixas subterraˆneas (e os respectivos
dutos) podem ser instalados com propo´sito de abrigar os lances. Evidentemente, esta
segunda opc¸a˜o apresenta um custo significativamente maior e sera´ evitada sempre que
poss´ıvel.
A situac¸a˜o mais comum para realizar o cabeamento e´ o lance ae´reo entre dois postes.
Em alguns casos, quando a ligac¸a˜o ae´rea entre dois postes na˜o for poss´ıvel, podera´ ser
instalado um duto entre os mesmos para abrigar um lance subterraˆneo.
No caso de cruzamentos entre logradouros, raramente existem postes exatamente nas
esquinas. Para que um cabo realize a curva na esquina, utiliza-se uma soluc¸a˜o formada
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(a) Configurac¸a˜o ‘X’ (b) Configurac¸a˜o ‘Y’ (c) Configurac¸a˜o ‘T’
Figura 2.3: Tipos de curvas de cabeamento
por quatro postes, um par situado ao longo de cada rua e cada poste do par situado em
lados opostos do cruzamento. Entre os postes de cada par e´ esticado um cabo de ac¸o
fino, formando um ponto de intersec¸a˜o na esquina. Esta intersec¸a˜o forma um ponto de
curva com configurac¸a˜o em forma de ‘X’ (figura 2.3(a)). Soluc¸o˜es similares tambe´m sa˜o
poss´ıveis com configurac¸a˜o em forma de ‘Y’ (figura 2.3(b)) e de ‘T’ (figura 2.3(c)).
Na˜o existem restric¸o˜es quanto a` direc¸a˜o do cabeamento. Deve-se sempre utilizar a
opc¸a˜o de menor custo. Em particular, o percurso do cabo pode retornar novamente em
direc¸a˜o ao ponto de partida (trajeto de retorno). Tambe´m, caixas terminais de uma
mesma rua podem ser atendidas por diferentes cabos oriundos de sentidos opostos.
Entre algumas outras caracter´ısticas do cabeamento, pode-se citar:
• Os pontos de demanda representados por caixas terminais costumam estar localiza-
dos nos postes. Caixas prediais encontram-se sempre em caixas subterraˆneas.
• Emendas podem ocorrer apenas em postes ou em caixas subterraˆneas, mas na˜o em
pontos de curva.
• Na˜o existem restric¸o˜es quanto a` direc¸a˜o do cabeamento. Deve-se sempre utilizar a
opc¸a˜o de menor custo.
• A tendeˆncia para o percurso do cabeamento sera´ partir de um ponto de demanda em
direc¸a˜o ao ponto de distribuic¸a˜o. Pode ocorrer que, por algum motivo, o percurso
afaste-se temporariamente do ponto de distribuic¸a˜o. Isto na˜o sera´ considerado como
uma violac¸a˜o de regra de cabeamento.
• Um mesmo logradouro pode ser atendido por um cabeamento com percursos que
proveˆm de direc¸o˜es opostas.
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• O percurso de um lance ae´reo deve evitar atravessar mais de uma vez o mesmo
logradouro.
• Normalmente, deseja-se que o cabeamento telefoˆnico seja semelhante a um ja´ exis-
tente, mesmo que de outra natureza como, por exemplo, uma rede ele´trica, desde
que isto na˜o acarrete aumento no custo da soluc¸a˜o.
A possibilidade de instalar um lance (seja ele ae´reo ou subterraˆneo) entre dois pontos
(seja um poste ou caixa subterraˆnea) depende de va´rias condic¸o˜es, entre elas:
• Um lance ae´reo na˜o pode atravessar barreiras geogra´ficas como montanhas ou rios
largos.
• Da mesma forma, um lance ae´reo na˜o costuma atravessar linhas fe´rreas, rodovias
ou avenidas muito largas ou com traˆnsito intenso de ve´ıculos.
• O lance ae´reo na˜o pode atravessar a´reas particulares. Isto e´ especialmente pertinente
quando o cabeamento deve contornar uma esquina. Ao inve´s de instalar um lance
entre dois postes adjacentes a` esquina, resultando em uma secante que corta a
propriedade situada na esquina, a soluc¸a˜o deve recorrer a um ponto de curva na
esquina.
• Um lance ae´reo na˜o deve interligar dois postes se existe um terceiro poste entre os
mesmos.
• Dutos subterraˆneos ou lances ae´reos sobre avenidas devem ocorrer de forma padro-
nizada, como por exemplo, nos cruzamentos de avenidas.
O cara´ter subjetivo destas regras dificulta a descric¸a˜o de um algoritmo exato que
verifica se o cabeamento entre dois postes ou caixas subterraˆneas e´ va´lido ou na˜o. Por
exemplo, a decisa˜o sobre a possibilidade de instalac¸a˜o de um novo duto atrave´s de uma
avenida pode estar condicionada a outros fatores externos que dificultariam o problema
se fossem tambe´m paraˆmetros de entrada para o algoritmo. Como outro exemplo, em um
cruzamento, muitos fatores externos podem influenciar se um lance sera´ realizado por ar
ou por terra.
Decidiu-se, portanto, que a ferramenta recebera´ a descric¸a˜o de todas as poss´ıveis
instalac¸o˜es de lances, qualificadas como ae´reas ou subterraˆneas, e se cada possibilidade
ja´ esta´ presente na rede existente. As possibilidades de cabeamento podem ser geradas
automaticamente por uma heur´ıstica, mas cabera´ a uma pessoa realizar correc¸o˜es manuais,
como remover as opc¸o˜es inadequadas e adicionar outras que julgar necessa´rias.
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Por exemplo, o engenheiro podera´ decidir em um cruzamento at´ıpico de ruas quais
poss´ıveis ligac¸o˜es entre os postes pro´ximos poderiam ser realizadas atrave´s de lances ae´reos
ou atrave´s de dutos subterraˆneos. Ele podera´ ate´ remover uma possibilidade da instaˆncia,
caso ela seja invia´vel.
Cap´ıtulo 3
Modelamento dos dados
3.1 Estrutura de dados
Nesta sec¸a˜o sera´ apresentada a estrutura de dados que representa uma instaˆncia do pro-
blema de cabeamento de redes telefoˆnicas.
Grafo de possibilidade de cabeamento
Uma instaˆncia de sec¸a˜o de servic¸o e´ representada atrave´s de um grafo simples, na˜o ori-
entado e conexo G(V,E), de ve´rtices V e arestas E. A notac¸a˜o e´ semelhante a` utilizada
por Cormen [10] e Murty e Bondy [1].
Os ve´rtices V do grafo podem ser postes, caixas subterraˆneas, pontos de curva ou
arma´rios de distribuic¸a˜o. Para o caso de poste ou de caixa subterraˆnea, ambos chamados
de ponto de demanda, o ve´rtice pode estar associado com zero, uma ou mais caixas
terminais. Caixas subterraˆneas admitem apenas caixas prediais.
As arestas E do grafo representam todas possibilidades para o algoritmo decidir onde
instalar um ou mais cabos entre dois ve´rtices. As arestas podem ser de tipo lance ae´reo ou
duto subterraˆneo. Os tipos de aresta diferenciam-se somente no custo, sendo que passar
um cabo por um duto subterraˆneo e´ consideravelmente mais caro que um lance ae´reo.
Pressupo˜e-se que o gra´fico G(V,E) represente uma instaˆncia correta, na˜o havendo,
por exemplo, uma aresta indicando a possibilidade de instalar um lance ae´reo entre duas
caixas subterraˆneas. A figura 3.1 ilustra a estrutura de dados atrave´s de um modelo UML.
Definic¸a˜o do ve´rtice
Para evitar a definic¸a˜o de estruturas de dados espec´ıficas para cada um dos quatro tipos de
ve´rtices, sa˜o definidos os seguintes atributos gene´ricos, determinados a partir da natureza
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Figura 3.1: Estrutura de dados da instaˆncia
do ve´rtice e das caixas associadas com o mesmo.
Demanda. A demanda de um ve´rtice (medida em nu´mero de pares de fios telefoˆnicos)
e´ dada pela soma da demanda das caixas instaladas no mesmo. Caso na˜o exista
caixa associada, enta˜o a demanda e´ considerada nula. Para pontos de distribuic¸a˜o
e pontos de curva, a demanda e´ nula por definic¸a˜o.
Capacidade. De forma ana´loga a` demanda, a capacidade e´ obtida pela soma da capaci-
dade das caixas instalas num certo ponto. Para pontos de distribuic¸a˜o e pontos de
curva, a capacidade e´ nula por definic¸a˜o.
Oferta. A oferta representa quantos pares de fios telefoˆnicos podem ser encaminhados a
partir do ve´rtice a` subestac¸a˜o da a´rea de comutac¸a˜o. Somente o ponto de distri-
buic¸a˜o possui oferta. Para os demais tipos de ve´rtice, a oferta e´ nula por definic¸a˜o.
Possibilidade de emenda. Todo ve´rtice de tipo poste ou caixa subterraˆnea permite
uma emenda se nele houver uma caixa terminal ou predial. Ve´rtices podem requerer
uma emenda se o grau do ve´rtice for maior ou igual a 3, exceto para pontos de curva
e pontos de distribuic¸a˜o que na˜o admitem emendas, independente do grau. Mesmo
que o tipo de ve´rtice oferec¸a a possibilidade de emenda, a instaˆncia pode definir
atrave´s desta propriedade que ele na˜o deve aceitar emendas.
Caracter´ıstica de ponto de curva. Para cada par de arestas incidentes, este atributo
indica se e´ necessa´rio instalar um suporte para alterar a direc¸a˜o do cabeamento
(veja figura 2.3). Postes, caixas subterraˆneas e pontos de distribuic¸a˜o na˜o teˆm essa
necessidade e, para cada par de arestas incidentes, neste caso, o atributo sera´ falso.
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Para os pontos de curva, deve-se observar que o suporte e´ necessa´rio somente se o
cabeamento na˜o ocorre entre postes opostos em relac¸a˜o a` rua do cruzamento. Por
exemplo, os lances entre os postes A1-A2 ou B1-B2 da figura 2.3(a) na˜o requerem
suporte.
Existeˆncia e custo de instalac¸a˜o. Quando verdadeiro, a existeˆncia indica que o ve´r-
tice ja´ pode ser utilizado para o cabeamento sem custo adicional de instalac¸a˜o. Caso
contra´rio, o uso do ve´rtice resulta no custo adicional de instalac¸a˜o.
Note que as propriedades gene´ricas do ve´rtice na˜o trazem informac¸o˜es detalhadas sobre
a construc¸a˜o do ponto de curva. No decorrer do pre´-processamento, os ve´rtices de tipo
ponto de curva sera˜o removidos da instaˆncia e substitu´ıdos por arestas, conforme sera´
descrito na sec¸a˜o 5.10.3.
Se o grafo G for interpretado como um fluxo, enta˜o os ve´rtices com demanda positiva
sa˜o considerados produtores (de pares de fios telefoˆnicos) enquanto os ve´rtices com oferta
positiva sera˜o sorvedouros. Note que nunca um ve´rtice apresentara´ demanda e oferta
positivas.
E´ permitido que uma instaˆncia apresente apenas um ponto de distribuic¸a˜o.
Os seguintes atributos de ve´rtice auxiliam na visualizac¸a˜o gra´fica de mapas de instaˆncia
e de soluc¸a˜o, mas na˜o sa˜o essenciais para a execuc¸a˜o da heur´ıstica:
Identificador. Um nome curto e u´nico para referenciar o ve´rtice no mapa.
Coordenada. Sua localizac¸a˜o espacial na sec¸a˜o de servic¸o.
Os pro´ximos atributos permitem otimizac¸o˜es na implementac¸a˜o das heur´ısticas. Basi-
camente, eles servem para agilizar a tomada de deciso˜es, sem necessidade de explorar as
caracter´ısticas de um ve´rtice toda vez que ele for visitado.
Grau. Conta o nu´mero de arestas incidentes. Conta-se, em separado, as arestas tipo
lance ae´reo e tipo duto subterraˆneo.
Mapa de ve´rtices vizinhos MVv. Define-se MVv(w) = a sse o ve´rtice w e´ vizinho de
v atrave´s da aresta a, caso contra´rio, MVv(w) na˜o e´ definido. Ao se usar uma
estrutura de mapa, e´ poss´ıvel determinar, em tempo constante, se um ve´rtice w e´
vizinho de um outro ve´rtice v.
Mapa de arestas incidentes MAv. Define-se MAv(a) = w sse o ve´rtice w e´ vizinho de
v atrave´s da aresta a, caso contra´rio, MAv(w) na˜o e´ definido. Usando uma estrutura
de mapa, e´ poss´ıvel determinar, em tempo constante, se uma aresta a incide em um
ve´rtice v.
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Definic¸a˜o da aresta
As arestas sa˜o caracterizadas pelos seguintes atributos.
Comprimento. A distaˆncia, atrave´s do duto ou lance ae´reo entre os dois ve´rtices adja-
centes da aresta. O valor sera´ no mı´nimo a distaˆncia euclidiana entre os ve´rtices.
Para dutos ligados a postes deve-se adicionar tambe´m a distaˆncia do cabeamento
ate´ o cha˜o no pe´ do poste. Entre dois postes, deve-se considerar a distaˆncia adicional
gerada pelo arqueamento do cabo para o caso de lance ae´reo.
Capacidade. Caso apresente um valor definido, enta˜o limita o nu´mero ma´ximo de pares
de fios telefoˆnicos que podem passar entre os dois ve´rtices. Soma-se a capacidade
dos cabos instalados na aresta. Utilizado para dutos subterraˆneos previamente
instalados e que apresentam um diaˆmetro limitado. Para lances ae´reos, o valor
deste atributo na˜o e´ definido.
Existeˆncia e custo na instalac¸a˜o. Quando verdadeiro, a existeˆncia indica para dutos
subterraˆneos se o mesmo ja´ encontra-se previamente instalado. O uso de dutos
ja´ existentes oferece um custo significativamente menor que a instalac¸a˜o de novos
dutos. Para lances ae´reos, este atributo sera´ sempre falso. Se o atributo existeˆncia
de instalac¸a˜o for falso, enta˜o indica o aumento no custo da soluc¸a˜o decorrente do
uso da aresta (e da decorrente da instalac¸a˜o da mesma).
Existeˆncia de rede. Se verdadeiro este atributo indica que ja´ existe um cabeamento de
uma outra rede entre os dois ve´rtices (por exemplo, uma rede ele´trica).
Definic¸a˜o da caixa terminal ou predial
A caixa terminal ou predial possui apenas dois atributos.
Demanda. Quantos assinantes sa˜o efetivamente atendidos pela caixa. Isto equivale ao
nu´mero de pares de fios telefoˆnicos que devem ser ligados ao ponto de distribuic¸a˜o.
Capacidade. O nu´mero ma´ximo de assinantes que podem ser atendidos pela caixa.
Definic¸a˜o de cabos
Os cabos sa˜o caracterizados pelos seguintes atributos.
Identificador. Um nome curto e u´nico para cada cabo. Usado para imprimir a soluc¸a˜o
da heur´ıstica.
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Custo linear. Custo por unidade de distaˆncia para instalar o cabo entre dois ve´rtices.
Custo de instalac¸a˜o. Custo fixo adicional de ma˜o de obra para instalar o cabo entre
dois ve´rtices.
Custo de emenda. Custo fixo adicional caso seja necessa´rio realizar uma emenda deste
cabo com outro(s) em uma extremidade da aresta no qual o cabo esta´ instalado.
Capacidade. Nu´mero ma´ximo de pares de fios telefoˆnicos transportados pelo cabo.
Maiores detalhes de como os custos sa˜o empregados pela heur´ıstica encontram-se na
sec¸a˜o 5.8, na descric¸a˜o da func¸a˜o objetivo.
3.2 Entrada do algoritmo (instaˆncia)
Descreve-se resumidamente os dados que devem ser fornecidos como instaˆncia inicial para
a heur´ıstica solucionadora.
Tipos de cabos
Tabela dos cabos que podera˜o ser utilizados em lances ae´reos ou passados por dutos
subterraˆneos. Formada pelas colunas: identificador, capacidade, custo linear, custo fixo
de instalac¸a˜o e custo de emenda.
Postes
Relac¸a˜o de todos os postes dispon´ıveis na a´rea de servic¸o. Para cada poste, sa˜o lidos os
seguintes atributos: tipo de ve´rtice, identificador, coordenada de localizac¸a˜o, existeˆncia
na instalac¸a˜o ou custo de instalac¸a˜o, e aceitac¸a˜o de emenda. As propriedades demanda,
capacidade e oferta sa˜o calculadas de acordo com o tipo do ve´rtice e das associac¸o˜es com
caixas terminais ou prediais. As propriedades possibilidade de emenda e caracter´ıstica de
ponto de curva sa˜o calculadas a partir do tipo e do grau do ve´rtice. Por fim, o atributo grau
do ve´rtice e os mapas de arestas incidentes e de ve´rtices vizinhos sa˜o calculados a partir
da topologia do grafo da instaˆncia. Note que as propriedades existeˆncia na instalac¸a˜o e
custo de instalac¸a˜o sa˜o mutuamente exclusivas na entrada.
Caixas subterraˆneas
Relac¸a˜o de todas as caixas subterraˆneas dispon´ıveis na a´rea de servic¸o. O tratamento e´
similar a` relac¸a˜o de postes. Para cada caixa subterraˆnea, sa˜o lidos os seguintes atributos:
identificador, coordenada de localizac¸a˜o e existeˆncia na instalac¸a˜o ou custo de instalac¸a˜o.
Os demais atributos sa˜o calculados a partir destas caracter´ısticas da caixa subterraˆnea.
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Pontos de curva
Relac¸a˜o de todos poss´ıveis pontos de curva na a´rea de servic¸o. Para cada ponto, e´ lido o
identificador e uma atribuic¸a˜o de identificadores (IDs) para ve´rtices vizinhos, de acordo
com a figura 2.3.
1. para configurac¸a˜o em “X”: ID poste A1, ID poste A2, ID poste B1, ID poste B2.
2. para configurac¸a˜o em “T”: ID poste A1, ID poste A2, ID poste B1.
3. para configurac¸a˜o em “Y”: ID poste A1, ID poste B1, ID poste C1.
Os atributos de demanda, capacidade e oferta sa˜o automaticamente atribu´ıdos para
zero. A possibilidade de emenda, a aceitac¸a˜o de emenda e a existeˆncia na instalac¸a˜o sa˜o
atribu´ıdos para falso, enquanto a caracter´ıstica do ponto de curva e´ atribu´ıda para verda-
deiro. A coordenada de localizac¸a˜o e´ calculada a partir da intersec¸a˜o dos cabos que sus-
tentam o ponto de curva. Esta localizac¸a˜o e´ importante uma vez que o pre´-processamento
precisa calcular o comprimento dos cabos de sustentac¸a˜o e dos cabos atrave´s do ponto
de curva para depois substituir por uma u´nica uma aresta com custo equivalente (veja
sec¸a˜o 5.10.3).
Pontos de distribuic¸a˜o
Exatamente um u´nico ve´rtice e´ ponto de distribuic¸a˜o. Sa˜o lidos os atributos: o identifi-
cador, a coordenada e a oferta. Na˜o apresentam custo, pois se assume que eles ja´ existem
na instaˆncia. Os atributos demanda e capacidade sa˜o atribu´ıdos automaticamente para
zero.
Possibilidades de novos lances ae´reos
Relac¸a˜o de pares de ve´rtices que podem ser interligados atrave´s de lance ae´reo. Para
cada par, sa˜o lidos: o identificador dos ve´rtices da extremidade da aresta, a distaˆncia
(arqueada) e a existeˆncia na instalac¸a˜o ou o custo de instalac¸a˜o e existeˆncia de rede.
Note que as propriedades existeˆncia na instalac¸a˜o e custo de instalac¸a˜o sa˜o mutuamente
exclusivas na entrada. Na˜o existe ordenac¸a˜o para os ve´rtices da extremidade da aresta,
uma vez que a mesma e´ bidirecional. A capacidade e´ atribu´ıda automaticamente para
infinito, uma vez que na˜o existe limite (teo´rico) para o nu´mero de cabos em um lance
ae´reo.
Uma vez que todas as arestas foram informadas, determina-se ou grau de cada ve´rtice
e os mapas de vizinhanc¸a MVv(w) e MAv(a).
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Possibilidades de novos dutos subterraˆneos
Relac¸a˜o de pares de ve´rtices que podem ser interligados atrave´s de dutos. Para cada par,
sa˜o lidos: o identificador dos ve´rtices da extremidade da aresta, a distaˆncia (incluindo
a distaˆncia vertical em postes), a capacidade e a existeˆncia na instalac¸a˜o ou o custo de
instalac¸a˜o, existeˆncia de rede e capacidade ma´xima (se houver).
Caixas terminais e prediais
Lista de caixas que devem ser atendidas. Para cada caixa, devem ser informados: identifi-
cador do ve´rtice no qual a caixa esta´ instalada, demanda e capacidade. Apesar das caixas
terminais possu´ırem capacidade de 10 ou 20 pares, para manter generalidade, utilizaremos
um valor independente para cada caixa terminal. Note que em um poste ou em uma caixa
subterraˆnea podem estar localizadas mais de uma caixa terminal.
3.3 Sa´ıda do algoritmo (soluc¸a˜o)
Ao final do processamento, a heur´ıstica solucionadora produz uma soluc¸a˜o formada por
um conjunto de a´rvores sobrepostas que representam uma sugesta˜o para realizar o cabea-
mento telefoˆnico partindo das caixas (terminais ou prediais) ate´ os pontos de distribuic¸a˜o
(arma´rios) de forma a minimizar o custo de implantac¸a˜o e minimizar penalizac¸o˜es decor-
rentes de eventuais violac¸o˜es de restric¸o˜es.
Os ve´rtices na sa´ıda correspondem aos ve´rtices fornecidos como instaˆncia na entrada.
As arestas na sa´ıda sa˜o um subconjunto das arestas da instaˆncia. Se uma a´rvore da
soluc¸a˜o possui uma certa aresta, enta˜o seu cabeamento passa por esta aresta.
A soluc¸a˜o informa, para cada aresta de cada a´rvore, o identificador, a utilizac¸a˜o e a
capacidade do cabo instalado. Para o ponto de distribuic¸a˜o, informa quantos pares de fios
telefoˆnicos devem ser ligados a` central telefoˆnica. Nos ve´rtices, a soluc¸a˜o informa como
devem ocorrer eventuais emendas para bifurcac¸o˜es ou para atender caixas terminais ou
prediais.
Por fim, a soluc¸a˜o conte´m o valor total do custo, expresso em duas grandezas, um valor
moneta´rio e outro correspondente a penalizac¸a˜o por eventuais violac¸o˜es de restric¸o˜es.
Cap´ıtulo 4
Te´cnicas Heur´ısticas GRASP
Esta sec¸a˜o apresenta um resumo sobre os conceitos encontrados na literatura [7, 47, 14, 48]
a respeito da heur´ıstica Greedy Randomized Adaptive Search Procedure (GRASP). Trata-
se de uma abordagem adequada para problemas combinatoriais que envolvem um conjunto
de deciso˜es E = {1, 2, ..., n} que formam um conjunto de soluc¸o˜es via´veis F ⊆ 2E. Para
avaliar a qualidade de uma dada soluc¸a˜o S ∈ F , utiliza-se a func¸a˜o objetivo f : 2E 7→ <.
Deseja-se encontrar (no caso do problema de minimizac¸a˜o) S∗ ∈ F tal que f(S∗) ≤ f(S)
para todo S ∈ F . O conjunto de deciso˜es E, a func¸a˜o objetivo f e o conjunto de soluc¸o˜es
via´veis F sa˜o espec´ıficos do problema.
GRASP e´ uma meta-heur´ıstica iterativa para se obter boas soluc¸o˜es para problemas
combinatoriais, com iterac¸o˜es consistindo de duas fases: construc¸a˜o e busca local. Durante
a fase de construc¸a˜o, o algoritmo gera uma soluc¸a˜o via´vel. Depois, sua vizinhanc¸a sera´
investigada pela busca local. Por se tratar de uma heur´ıstica iterativa, o GRASP reinicia
o processo diversas vezes e mante´m a melhor soluc¸a˜o encontrada como resultado final. O
pseudoco´digo da figura 4.1 ilustra as principais etapas do GRASP.
Na fase de construc¸a˜o, uma soluc¸a˜o via´vel e´ constru´ıda iterativamente, um elemento
procedure GRASP(f(·), g(·), α, n, S∗)
1: S∗ := ∞
2: for k ∈ {1 . . . n} do
3: S := Construc¸a˜o(g(·), α)
4: BuscaLocal(f(·), S)
5: if f(S) < f(S∗) then
6: S∗ := S
7: end if
8: end for
Figura 4.1: Pseudo-co´digo do GRASP
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procedure Construc¸a˜o(g(·), α)
1: S := ∅
2: inicializar lista candidatos C
3: while C 6= ∅ do
4: s := min{g(t) | t ∈ C}
5: s := max{g(t) | t ∈ C}
6: RCL := {s ∈ C | g(s) ≤ s+ α(s− s)}
7: escolhe arbitrariamente s ∈ RCL
8: C := C − {s}
9: S := S ∪ {s}
10: atualizar lista de candidatos C
11: end while
12: retorna S
Figura 4.2: Pseudoco´digo da fase construc¸a˜o
de cada vez. A cada iterac¸a˜o, a escolha do pro´ximo elemento e´ determinada pela lista de
elementos candidatos, determinada por uma func¸a˜o gulosa (greedy) que avalia o benef´ıcio
de cada elemento em relac¸a˜o a` soluc¸a˜o parcial constru´ıda ate´ este momento. A lista for-
mada pelos melhores elementos candidatos desta iterac¸a˜o e´ chamada de RCL (Restricted
Candidate List). A escolha do pro´ximo elemento e´ realizada aleatoriamente sobre a RCL.
A componente adapta´vel da heur´ıstica vem do fato de que os benef´ıcios associados
com cada elemento sa˜o atualizados a cada iterac¸a˜o da fase de construc¸a˜o a fim de refletir
as alterac¸o˜es incorporadas pela selec¸a˜o dos elementos anteriores. A componente proba-
bil´ıstica do GRASP e´ caracterizada pela escolha aleato´ria de um dos melhores candidatos
da RCL, mas na˜o necessariamente o melhor deles. Esta maneira de realizar a escolha
permite a obtenc¸a˜o de diferentes soluc¸o˜es para cada iterac¸a˜o do GRASP, sem excluir as
caracter´ısticas gulosa e adapta´vel.
A cada uma das n iterac¸o˜es, o algoritmo gera uma soluc¸a˜o S, utilizando a func¸a˜o de
ordenac¸a˜o de elementos candidatos g(·) e o paraˆmetro α, que controla a aleatoriedade na
fase de construc¸a˜o. Para α = 0, temos um algoritmo guloso (sempre o melhor elemento da
RCL e´ adicionado a cada etapa da construc¸a˜o), para α = 1, o algoritmo realiza uma busca
aleato´ria. A figura 4.2 ilustra uma implementac¸a˜o gene´rica do procedimento Construc¸a˜o
do GRASP, em pseudo-co´digo.
As soluc¸o˜es geradas pela fase Construc¸a˜o do GRASP na˜o garantem otimalidade local
com respeito a definic¸o˜es de vizinhanc¸a. Portanto, e´ bene´fico aplicar uma busca para
tentar melhorar cada soluc¸a˜o constru´ıda. O algoritmo de busca local funciona de modo
iterativo, sucessivamente trocando a soluc¸a˜o atual S por um vizinho melhor S ′, isto e´,
um elemento de menor (minimizac¸a˜o) ou maior (maximizac¸a˜o) valor segundo a func¸a˜o
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procedure BuscaLocal(f(·), S)
1: V := {S ′ vizinho de S | f(S ′) < f(S)}
2: while V 6= ∅ do
3: S := elemento escolhido de V
4: V := {S ′ vizinho de S | f(S ′) < f(S)}
5: end while
Figura 4.3: Pseudoco´digo da fase busca local
objetivo. Ele termina se na˜o encontrar soluc¸a˜o melhor na vizinhanc¸a.
A busca na vizinhanc¸a pode ser implementada usando-se tanto a estrate´gia best-
improving quanto a estrate´gia first-improving. No primeiro caso, todos os vizinhos sa˜o
analisados e o melhor dentre eles e´ selecionado. Ja´ na segunda estrate´gia, e´ selecionado o
primeiro candidato que apresentar um valor melhor para a func¸a˜o objetivo. A figura 4.3
ilustra uma implementac¸a˜o gene´rica do procedimento BuscaLocal em pseudo-co´digo. A
entrada para o algoritmo inclui como paraˆmetro a soluc¸a˜o encontrada na fase Construc¸a˜o
e a func¸a˜o objetivo f(·).
Heur´ısticas desta natureza requerem um tempo exponencial, se selecionarmos pontos
de partida arbitra´rios [47], mas a pra´tica tem revelado que a sua eficieˆncia melhora com
uma boa escolha do ponto de partida. Uma implementac¸a˜o cuidadosa e uma estrutura
de dados espec´ıfica permitem criar um procedimento de construc¸a˜o de soluc¸o˜es via´veis de
boa qualidade para iniciar uma busca local eficiente.
Variac¸o˜es do GRASP
A seguir sa˜o resumidas algumas variac¸o˜es descritas na literatura [47, 48].
Path relinking. O Grasp mante´m um pequeno conjunto de soluc¸o˜es de alta qualidade
(elite) para servir como refereˆncia. Para cada soluc¸a˜o localmente o´tima S encontrada
em uma iterac¸a˜o, escolhe-se uma soluc¸a˜o encontrada em um caminho entre S uma
das soluc¸o˜es de refereˆncia.
Long-term memory. Neste caso, o GRASP mante´m na memo´ria um conjunto de me-
lhores soluc¸o˜es encontradas (elite), mas suficientemente distintas entre si. A func¸a˜o
de avaliac¸a˜o dos elementos candidatos na fase de Construc¸a˜o e´ modificada de forma
a favorecer elementos que ocorrem com frequ¨eˆncia nas melhores soluc¸o˜es.
GRASP reativo. Conforme foi detalhado na descric¸a˜o da fase Construc¸a˜o do GRASP, o
tamanho da RCL e´ influenciado por um fator α que determina um compromisso entre
aleatoriedade e crescimento local para a escolha do pro´ximo elemento candidato.
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No GRASP reativo, α e´ escolhido dentre um conjunto de valores {α1, α2, ..., αm},
respectivamente, com probabilidades {p(α1), p(α2), ..., p(αm)}. A fase de Construc¸a˜o
acompanha a qualidade das soluc¸o˜es geradas para cada valor de αk, adaptando a
distribuic¸a˜o de probabilidades de modo a favorecer os αks mais promissores.
Princ´ıpio da otimalidade pro´xima. Assume-se que na vizinhanc¸a de uma soluc¸a˜o
muito boa existam outras soluc¸o˜es de alta qualidade. Segundo esta linha de ra-
cioc´ınio, deve-se aplicar uma heur´ıstica de busca local em cada iterac¸a˜o da fase de
Construc¸a˜o.
Convergeˆncia global. Durante a fase de construc¸a˜o, a escolha arbitra´ria dos elementos
podera´ na˜o selecionar um elemento que se encontra em todas as soluc¸o˜es globalmente
o´timas. A escolha do paraˆmetro α tende a impedir uma convergeˆncia assinto´tica
global. Propo˜e-se utilizar diferentes graus de aleatoriedade para a escolha dos ele-
mentos durante a fase de construc¸a˜o, ou seja, valores de α pro´ximos de 1. Este
efeito pode ser obtido atrave´s do GRASP reativo.
GRASP paralelo. Como a execuc¸a˜o de cada iterac¸a˜o do GRASP e´ totalmente inde-




5.1 Requisitos de implementac¸a˜o
No problema de cabeamento telefoˆnico, a representac¸a˜o da soluc¸a˜o levou em considerac¸a˜o
os seguintes requisitos funcionais:
Facilidade de expansa˜o de cabeamento. Pela natureza iterativa do GRASP, e´ im-
portante que a estrutura de dados possa acomodar facilmente novos cabeamentos
adicionados a` soluc¸a˜o.
Adaptac¸a˜o de cabeamento existente. Ao atender uma nova caixa terminal, podera´
ser necessa´rio adaptar trechos do cabeamento existente, trocando cabos por outros
de capacidade maior ou ajustando emendas e bifurcac¸o˜es existentes.
Arestas compartilhadas. A soluc¸a˜o deve permitir mais de um cabo em uma mesma
aresta. Um requisito importante para a func¸a˜o objetivo sera´ determinar eficiente-
mente se uma determinada aresta acomoda mais de um cabeamento e a penalizac¸a˜o
decorrente.
Identificac¸a˜o de cabeamentos saturados. A expansa˜o de um cabeamento e´ limitada
pela capacidade do maior cabo, que no caso particular estudado e´ de 200 pares.
A fase de construc¸a˜o do GRASP precisa identificar eficientemente arestas para as
quais a expansa˜o se torna imposs´ıvel devido a` limitac¸a˜o de capacidade nos cabos.
Alterac¸o˜es tempora´rias. Para heur´ısticas mais elaboradas, por exemplo, a busca lo-
cal, podera´ ser necessa´rio estudar o impacto de alterac¸o˜es locais, tal como alterar
o cabo que atende determinada caixa, ou adicionar/remover um cabeamento de de-
terminados trechos. E´ interessante poder aplicar estas operac¸o˜es sem necessidade
de criar co´pias tempora´rias das soluc¸o˜es. Isto acelera o processo para determinar a
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variac¸a˜o de custo de uma alterac¸a˜o sem necessidade de criar co´pias das estruturas
de dados para aplicar a func¸a˜o objetivo sobre as mesmas.
Representac¸a˜o desacoplada da instaˆncia. Pelo fato do GRASP gerar, manipular e
armazenar mais de uma soluc¸a˜o simultaneamente, na˜o sera´ permitida a dependeˆncia
entre a estrutura de dados da instaˆncia e da soluc¸a˜o. De forma simplificada, na˜o e´
deseja´vel que durante a execuc¸a˜o do GRASP seja necessa´rio realizar alterac¸o˜es na
estrutura de dados que representa a entrada. Tais alterac¸o˜es seriam potencialmente
conflitantes com soluc¸o˜es geradas anterior e posteriormente.
5.2 Representac¸a˜o da soluc¸a˜o
Sa˜o apresentados os estudos realizados para decidir sobre uma representac¸a˜o da soluc¸a˜o.
Foram verificadas 4 representac¸o˜es, denominadas de primeira proposta, segunda proposta,
terceira proposta e quarta proposta, conforme a evoluc¸a˜o das ide´ias que as fundamentam.
Somente a u´ltima proposta foi utilizada para um estudo mais aprofundado no restante do
trabalho.
5.2.1 Primeira proposta
Para cada aresta da instaˆncia, associar uma lista de cabos instalados na
mesma.
Para cada segmento de cabo, armazenar tambe´m quantos pares esta˜o efetiva-
mente em uso para atender demanda.
Os cabos (ou grupos de cabos) partem das caixas terminais ou prediais ate´ a raiz t,
formando uma estrutura de a´rvore. Implicitamente, os cabos de uma aresta esta˜o orienta-
dos no mesmo sentido. A figura 5.1(a) ilustra esta representac¸a˜o. Um segmento de linha
cont´ınua representa um cabo instalado entre dois ve´rtices. Note que entre os ve´rtices t
e a existe uma aresta ocupada com dois cabos.
A principal vantagem desta proposta e´ a representac¸a˜o da estrutura de dados ser
equivalente a` representac¸a˜o da soluc¸a˜o. A sua manipulac¸a˜o tambe´m e´ relativamente
simples e ra´pida. A func¸a˜o objetivo pode ser implementada de forma eficiente.
A dificuldade esta´ em representar emendas de bifurcac¸o˜es e emendas para atender
caixas. Sem lanc¸ar ma˜o de estruturas de dados mais complexas nos ve´rtices, na˜o sera´
poss´ıvel determinar para uma aresta com mais de um cabo, por exemplo, qual deles
atende uma caixa de um ve´rtice adjacente. Nas bifurcac¸o˜es, e´ necessa´rio escolher para
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(a) Decidir a emenda (b) Camada 1 (c) Camada 2
Figura 5.1: Representac¸a˜o atrave´s de a´rvores de cabeamento
cada cabo, se ele sera´ partido em cabos menores, ou se os cabos que compartilham a
mesma aresta sera˜o separados para continuarem por caminhos diferentes.
Utilizando esta proposta de representac¸a˜o, uma iterac¸a˜o da fase de construc¸a˜o do
GRASP precisa realizar va´rias deciso˜es. Primeiro, para cada caixa a ser atendida, e´
necessa´rio decidir um caminho entre a raiz t e caixa. Caso haja sobreposic¸a˜o de parte
do caminho com o cabeamento existente, enta˜o surge a questa˜o adicional de decidir, em
cada aresta da sobreposic¸a˜o, como distribuir a demanda sobre os cabos existentes. Um
novo cabo podera´ ser instalado ou a demanda podera´ ser compartilhada com o(s) cabo(s)
ja´ existente(s) em uma aresta. Neste u´ltimo caso, existe a complexidade adicional de
selecionar o cabo adequado, e decidir como caracterizar as emendas quando a demanda e´
atendida por outro cabo.
Conforme surgem novas emendas e novos caminhos, cresce a quantidade de decico˜es a
serem tomadas pela heur´ıstica. A dificuldade do problema aumenta a medida que novas
caixas sa˜o atendidas. Deseja-se, na verdade, o efeito inverso, que a soluc¸a˜o fique cada vez
mais fa´cil de decidir a` medida que novos cabeamentos sa˜o adicionados. Por este motivo,
pesquisou-se uma outra proposta mais eficiente, apresentada a seguir.
5.2.2 Segunda proposta
Definir cabos adicionais fict´ıcios, cuja capacidade corresponde a` combinac¸a˜o
de dois ou mais cabos reais.
Desta forma, uma aresta recebe apenas um cabo, ou um cabo fict´ıcio. Esta proposta
elimina a dificuldade de gerenciar a lista de cabos em cada aresta. Em cada iterac¸a˜o
para estender um caminho, esta proposta evita a escolha do cabo nas arestas onde ocorre
sobreposic¸a˜o. Mas na˜o evita a complexidade de caracterizar as emendas nas arestas de
cabos mu´ltiplos e de decidir como distribuir a demanda nos cabos.
Ainda com o objetivo de simplificar a representac¸a˜o do cabeamento e evitar o aumento
da dificuldade do problema a medida que novas caixas sa˜o atendidas, estudou-se uma
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terceira proposta mais eficiente, apresentada a seguir.
5.2.3 Terceira proposta
Atender as caixas com uma ou mais a´rvores sobrepostas, cada qual com no
ma´ximo um cabo por aresta.
Se dois cabos compartilham uma mesma aresta, enta˜o eles pertencera˜o a
a´rvores diferentes.
As figuras 5.1(b) e 5.1(c) ilustram a mesma situac¸a˜o da figura 5.1(a), mas com a
soluc¸a˜o dividida em duas a´rvores. Um segmento de linha cont´ınua representa um cabo
instalado, um segmento tracejado representa um cabo instalado em outra a´rvore. Note
que as duas a´rvores se sobrepo˜em na aresta entre os ve´rtices t e a.
Como cada aresta da a´rvore possui apenas um cabo, na˜o existe a complexidade de
caracterizar a emenda em arestas com cabos mu´ltiplos, nem a necessidade de decidir
como distribuir a demanda sobre mu´ltiplos cabos em uma mesma aresta. Em bifurcac¸o˜es
e emendas, a atribuic¸a˜o de demanda ao cabo e´ trivial. A soma da demanda dos cabos
saindo do ve´rtice deve ser igual a` demanda do cabo entrando. Caixas atendidas pela
a´rvore adicionam demanda ao cabo.
Permanece somente a questa˜o de escolher o caminho entre a raiz t e a caixa terminal
a ser atendida. Pode-se optar por estender o cabeamento de uma a´rvore existente ate´ a
caixa ou criar uma nova a´rvore formada somente pelo caminho da raiz t ate´ a caixa. Desta
forma, a complexidade sera´ proporcional somente a` quantidade a´rvores e a`s possibilidades
de estender cada uma.
Contra esta proposta pode-se argumentar com a maior dificuldade para determinar se
uma aresta e´ utilizada em mais de uma a´rvore, uma vez que todas as a´rvores precisam ser
consultadas. A heur´ıstica devera´ evitar utilizar a mesma aresta em mais de uma a´rvore.
Corre-se o risco de que duas a´rvores possam decidir instalar cabos em uma mesma
aresta, mas em sentidos opostos, caracter´ıstica indesejada segundo a especificac¸a˜o do
problema. Os resultados da implementac¸a˜o sobre instaˆncias de teste mostram que esta
situac¸a˜o e´ extremamente improva´vel.
Esta proposta ja´ permite elaborar um modelo interessante para o problema de cabe-
amento. A pro´xima proposta introduz mais uma ide´ia que facilita a implementac¸a˜o da
heur´ıstica de busca local, visando analisar eficientemente alterac¸o˜es locais e tempora´rias.
5.2.4 Quarta proposta
Representar modificac¸o˜es da a´rvore de cabeamento como uma sobreposic¸a˜o
ordenada de alterac¸o˜es diferenciais.
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A terceira proposta ja´ contempla a maioria dos requisitos necessa´rios para a imple-
mentac¸a˜o do GRASP, como facilidade de expansa˜o do cabeamento, adaptabilidade de
cabos existentes para variac¸a˜o de demanda e uma forma elegante para tratar mu´ltiplos
cabos na mesma aresta. Continua dif´ıcil analisar o impacto (no custo e na penalizac¸a˜o)
de alterac¸o˜es pontuais, uma vez que sera´ necessa´rio, para cada alterac¸a˜o, escrever al-
goritmos incrementais espec´ıficos ou reiniciar a ana´lise sobre uma co´pia modificada da
soluc¸a˜o. Por exemplo, uma vez implementado o algoritmo que calcula o custo de cabos e
emendas no caminho do ponto de distribuic¸a˜o t ate´ uma determinada caixa, e´ deseja´vel
aplicar o mesmo algoritmo sobre uma das modificac¸o˜es pontuais do grafo e assim calcular
a diferenc¸a de custo decorrente.
Para facilitar a representac¸a˜o de modificac¸o˜es pontuais, propo˜e-se que cada a´rvore
seja representada como uma sobreposic¸a˜o de camadas. A camada inferior e´ dada pela
a´rvore da soluc¸a˜o original. As demais camadas introduzem alterac¸o˜es, como por exemplo,
adic¸a˜o ou remoc¸a˜o de arestas, alterac¸a˜o na utilizac¸a˜o de cabos ou substituic¸a˜o de cabos
por outros de capacidade diferente.
Figura 5.2: Representac¸a˜o atrave´s de a´rvores de cabeamento em mu´ltiplas camadas
Para obter uma propriedade da a´rvore com n modificac¸o˜es, e´ necessa´rio consultar
primeiro a camada n. Se a propriedade na˜o for atribu´ıda nesta camada, consulta-se a
camada anterior, n − 1, e assim por diante, ate´ alcanc¸ar a a´rvore original. Se camadas
diferentes conflitam em relac¸a˜o a` caracter´ıstica procurada, enta˜o prevalece a atribuic¸a˜o
da camada de maior n´ıvel. Na figura 5.2, a primeira modificac¸a˜o (ou camada) insere duas
novas arestas no canto superior direito com objetivo de adicionar um cabo do ve´rtice a
ate´ os ve´rtices b e c. Na n-e´sima modificac¸a˜o, o canto superior esquerdo e´ afetado pela
remoc¸a˜o da aresta entre ve´rtices e e d, ale´m da conexa˜o do ve´rtice d com a. A variac¸a˜o de
custo gerada pela n-e´sima modificac¸a˜o pode ser avaliada calculando o custo do caminho
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para o ve´rtice d na modificac¸a˜o n − 1, depois na modificac¸a˜o n. Ainda na figura 5.2, a
alterac¸a˜o da camada n equivale a atribuir um novo antecessor do ve´rtice d para a, ao
inve´s de e.
O principal benef´ıcio da organizac¸a˜o em camadas esta´ na simplificac¸a˜o da imple-
mentac¸a˜o de diversas operac¸o˜es da heur´ıstica. A fase de construc¸a˜o na˜o precisa mo-
dificar uma soluc¸a˜o parcial para representar a inserc¸a˜o de um cabeamento para uma nova
caixa. Na˜o ha´ necessidade da busca local realizar trocas de arestas. Ao inve´s de elabo-
rar operac¸o˜es complexas para manipular o grafo da soluc¸a˜o, basta adicionar a` soluc¸a˜o
existente uma camada que descreve a modificac¸a˜o desejada.
Esta estrate´gia facilita tambe´m a ana´lise e comparac¸a˜o de possibilidades de inserir
caminhos. Diversas opc¸o˜es de camadas podem ser constru´ıdas para uma mesma soluc¸a˜o.
Na˜o ha´ necessidade de implementar back tracking, pois basta ignorar a camada adicional
para se obter as caracter´ısticas da soluc¸a˜o de um n´ıvel acima.
Em alguns casos, esta abordagem tambe´m contribui para a melhoria da eficieˆncia da
execuc¸a˜o. A func¸a˜o objetivo pode reaproveitar informac¸o˜es de camadas de um n´ıvel acima
e calcular somente a diferenc¸a de custo.
5.3 Estrutura de dados
Para descrever as possibilidades de crescimento incremental de uma soluc¸a˜o existente,
optou-se pela representac¸a˜o de dados descrita nesta sec¸a˜o.
5.3.1 Instalac¸a˜o
A Instalac¸a˜o representa uma a´rvore de ramificac¸o˜es de cabeamento, com raiz no ponto de
distribuic¸a˜o t e cobrindo (ou seja, atendendo) um subconjunto das caixas da instaˆncia.
Para o subconjunto de ve´rtices da instaˆncia que esta˜o situados sobre os caminhos das
caixas atendidas pela Instalac¸a˜o ate´ a raiz t, dizemos que estes pertencem a` Instalac¸a˜o.
A Instalac¸a˜o associa para cada um destes ve´rtices, exatamente um ve´rtice antecessor,
uma lista de ve´rtices sucessores e uma lista de caixas atendidas pelo mesmo (que pode ser
vazia). Apesar de utilizar sucessores e antecessores na estrutura de dados, a Instaˆncia na˜o
atribui um sentido para as arestas da Instalac¸a˜o. Para os demais ve´rtices da instaˆncia, a
Instalac¸a˜o na˜o mante´m qualquer informac¸a˜o.
O fato de um ve´rtice pertencer a` Instalac¸a˜o na˜o implica que a(s) caixa(s) deste ve´rtice
e´(sa˜o) atendidas pela mesma Instalac¸a˜o, apesar de isso ser incentivado pela func¸a˜o obje-
tivo. Se um ve´rtice possuir mais de uma caixa, enta˜o e´ permitido (mas na˜o desejado) que
elas sejam atendidas por Instalac¸o˜es diferentes.
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Figura 5.3: Exemplo de uma Instalac¸a˜o
Para um subconjunto das arestas localizadas sobre os caminhos, a Instalac¸a˜o tambe´m
mante´m a utilizac¸a˜o (soma das demandas atendidas por caminhos atrave´s desta aresta)
e o cabo necessa´rio para suportar esta utilizac¸a˜o.
Esta representac¸a˜o permite descrever a soluc¸a˜o de forma totalmente isolada da instaˆn-
cia, uma vez que a Instalac¸a˜o mapeia as informac¸o˜es para ve´rtices e arestas da instaˆncia.
Como consequ¨eˆncia, e´ poss´ıvel manipular mais de uma Instalac¸a˜o sobre a mesma instaˆncia.
A figura 5.3 mostra um exemplo de Instalac¸a˜o. O ve´rtice central de contorno mais forte
e´ o ponto de distribuic¸a˜o t, raiz da a´rvore de cabeamento. Para simplificar a ilustrac¸a˜o,
supomos que ha´ exatamente uma caixa em cada ve´rtice. Quando preenchido, o ve´rtice
simboliza uma caixa atendida. Arestas de linha mais forte possuem cabos instalados.
Inicializac¸a˜o. Uma Instalac¸a˜o e´ criada contendo somente o ve´rtice raiz, que esta´
associado com o ponto de distribuic¸a˜o t da instaˆncia, para qual o antecessor e´ indefinido
e a lista de sucessores, vazia. Os demais ve´rtices da instaˆncia na˜o possuem entradas na
Instalac¸a˜o.
Operac¸o˜es. A Instalac¸a˜o define quatro operac¸o˜es:
• Adic¸a˜o de um ve´rtice. Ele deve ser obrigatoriamente vizinho a um ve´rtice que
ja´ pertence a` Instalac¸a˜o. A adic¸a˜o de um trecho requer uma se´rie de adic¸o˜es de
ve´rtices individuais, uma de cada vez. Cria-se um registro na Instalac¸a˜o para o
novo ve´rtice, atribui-se seu antecessor, adiciona-se o ve´rtice a` lista de sucessores
deste antecessor e adiciona-se um registro para a aresta entre os dois ve´rtices. A`s
arestas sa˜o atribu´ıdas utilizac¸a˜o nula e um cabo especial, cuja capacidade e custo
sa˜o nulos.
• Remoc¸a˜o de um ve´rtice. Esta e´ a operac¸a˜o antagoˆnica a` adic¸a˜o de um ve´rtice. O
ve´rtice removido deve ser obrigatoriamente uma folha da a´rvore representada pela
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Instalac¸a˜o. O cabo na aresta entre o ve´rtice removido seu antecessor deve apresentar
utilizac¸a˜o nula.
• Adic¸a˜o de caixa. A caixa deve localizar-se obrigatoriamente em um ve´rtice per-
tencente a` Instalac¸a˜o. Ela na˜o pode ser atendida por uma outra Instalac¸a˜o. O
cabeamento ate´ o ve´rtice deve permitir aumentar a utilizac¸a˜o de todas as arestas
no caminho do ve´rtice da caixa ate´ a raiz (ponto de distribuic¸a˜o t) em uma quanti-
dade igual a` demanda da caixa. Arestas com cabos saturados sa˜o substitu´ıdos por
cabos de capacidade maior para acomodar a maior demanda gerada pela nova caixa
instalada.
• Remoc¸a˜o de caixa. Esta e´ a operac¸a˜o oposta a` adic¸a˜o de caixa. Da utilizac¸a˜o dos
cabos nas arestas situadas no caminho da caixa ate´ a raiz t e´ subtra´ıda a demanda
da caixa. Eventualmente, algumas arestas deste caminho sa˜o atribu´ıdas a cabos de
menor capacidade.
A Instalac¸a˜o registra cada uma das operac¸o˜es em um histo´rico, para acompanhar quais
ve´rtices sa˜o adicionados e removidos, como tambe´m os ve´rtices afetados nas arestas inci-
dentes pela troca de um cabo por outro de maior ou menor capacidade. Esta informac¸a˜o
sera´ utilizada, no GRASP, por um algoritmo dinaˆmico de caminhos mı´nimos, para deter-
minar quais ve´rtices alteraram seu custo ou quais afetaram a topologia do grafo, como
tambe´m pela func¸a˜o objetivo incremental. Isto permite isolar eficientemente o subcon-
junto dos ve´rtices que foram afetados pelas operac¸o˜es sobre a Instalac¸a˜o e assim restringir
a func¸a˜o objetivo a reavaliar somente as caracter´ısticas destes ve´rtices.
5.3.2 Soluc¸a˜o
Uma Soluc¸a˜o para o problema de cabeamento e´ formada como uma sobreposic¸a˜o de Ins-
talac¸o˜es, tal que cada caixa e´ atendida por exatamente uma Instalac¸a˜o. Cada Instalac¸a˜o
e´ uma a´rvore de cabeamento e a Soluc¸a˜o e´, portanto a sobreposic¸a˜o dessas a´rvores.
Durante a execuc¸a˜o do GRASP, a Soluc¸a˜o pode estar incompleta, ou seja, pode atender
apenas um subconjunto das caixas da instaˆncia. Neste caso, ou a caixa e´ atendida por
exatamente uma Instalac¸a˜o, ou na˜o esta´ atendida.
Eventualmente, a sobreposic¸a˜o de a´rvores resultara´ em arestas compartilhadas por
mais de uma Instalac¸a˜o (ou seja, mais de uma a´rvore), o que e´ perfeitamente va´lido,
desde que na˜o ultrapasse um certo limite de Instalac¸o˜es por aresta. Para melhorar o
desempenho da heur´ıstica, a Soluc¸a˜o gerencia um mapa que associa cada aresta a uma lista
de Instalac¸o˜es que compartilham a mesma. Tambe´m associa as caixas com a respectiva
Instalac¸a˜o que a atende.
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(a) Instalac¸a˜o 1 (b) Instalac¸a˜o 2
Figura 5.4: Soluc¸a˜o formada por duas Instalac¸o˜es
As figuras 5.4(a) e 5.4(b) ilustram como duas Instalac¸o˜es poderiam ser constru´ıdas para
atender todas as caixas da instaˆncia. Note que as arestas a e b sa˜o compartilhadas pelas
duas Instalac¸o˜es. Note tambe´m que os ve´rtices compartilhados pelas duas instalac¸o˜es sa˜o
atendidos por apenas uma delas. Isto ocorre no ve´rtice w: na Instalac¸a˜o 1, apesar do
cabeamento passar por w, ele e´ atendido pelo cabeamento da Instalac¸a˜o 2.
Inicializac¸a˜o. Uma Soluc¸a˜o e´ criada contendo somente uma u´nica Instalac¸a˜o, con-
tendo apenas a raiz (ponto de distribuic¸a˜o t).
Operac¸o˜es. Uma Soluc¸a˜o permite:
• Adicionar uma nova Instalac¸a˜o, contendo apenas a raiz t. Este tipo de
operac¸a˜o faz sentido quando compensa iniciar uma nova a´rvore de cabeamento para
atender as caixas restantes. Costuma ser necessa´rio quando as Instalac¸o˜es existentes
esta˜o saturadas (cabos nas arestas na˜o comportam atender as demais caixas) ou
quando o custo de adicionar novas caixas atinge n´ıveis muito elevados.
• Remover uma Instalac¸a˜o. Nesta caso, as caixas antes atendidas pela Instalac¸a˜o
sa˜o retiradas e voltam a apresentar status de na˜o atendidas. Esta operac¸a˜o e´ usada
pelas estrate´gias de busca local que visam unir duas ou mais Instalac¸o˜es.
5.3.3 Alternativa
A Alternativa representa uma forma de estender uma Instalac¸a˜o existente para alcanc¸ar
os ve´rtices da Instaˆncia. Uma Alternativa A(I) e´ uma a´rvore, com raiz em t, que conte´m
a a´rvore da Instalac¸a˜o I e tambe´m os caminhos da a´rvore ate´ os demais ve´rtices da
instaˆncia. Ou seja, a Alternativa A(I) forma uma a´rvore completa que cobre todos os
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(a) Alternativa 1 (b) Alternativa 2
Figura 5.5: Alternativas para as Instalac¸o˜es das figuras 5.4(a) e 5.4(b), respectivamente
ve´rtices da instaˆncia. No entanto, e´ nula a extensa˜o do caminho para ve´rtices ja´ pertences
a` Instalac¸a˜o. A Instalac¸a˜o na˜o tem conhecimento das Alternativas associadas com a
mesma. Mais de uma Alternativa pode estar associada a uma mesma Instalac¸a˜o, mas
representando crite´rios diferentes para expandir o cabeamento. As figuras 5.5(a) e 5.5(b)
sa˜o alternativas para a mesma Instalac¸a˜o da figura 5.4(a).
Inicializac¸a˜o. A Alternativa e´ inicializada com base em uma Instalac¸a˜o ja´ existente.
Os ve´rtices na˜o cobertos pela Instalac¸a˜o sa˜o adicionados a` Alternativa, mas de forma
desconexa. A a´rvore sera´ constru´ıda mais tarde.
Operac¸o˜es. As operac¸o˜es definidas para a Alternativa sa˜o notificac¸o˜es de eventos
ocorridos na Instalac¸a˜o.
• Adic¸a˜o de ve´rtice na Instalac¸a˜o. Faz com que o ve´rtice seja retirado da repre-
sentac¸a˜o da Alternativa. Aos vizinhos, cujos antecessores coincidem com o ve´rtice
removido, sa˜o atribu´ıdos novos antecessores da Instalac¸a˜o.
Na figura 5.6(a), suponha que a Instalac¸a˜o foi estendida com um novo cabeamento
do ve´rtice b (ja´ pertencente a` Instalac¸a˜o) ate´ o ve´rtice a (na˜o pertencente). Por
este motivo, a Alternativa deve ser atualizada, removendo da mesma o ve´rtice a.
Os vizinhos do ve´rtice a, para os quais ele era o antecessor, precisam ser alterados,
de forma que o antecessor passe a ser o ve´rtice a′, ve´rtice equivalente da Instalac¸a˜o.
Veja a figura 5.6(b).
• Remoc¸a˜o de ve´rtice da Instalac¸a˜o. Esta operac¸a˜o e´ oposta a` adic¸a˜o, realizando
as operac¸o˜es de atualizar os vizinhos. Equivaleria a transformar a Alternativa da
figura 5.6(b) para aquela da figura 5.6(a).
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(a) Antes (b) Depois
Figura 5.6: Alternativa afetada pela adic¸a˜o de ve´rtice na Instalac¸a˜o
Note como a abordagem da representac¸a˜o em camadas descrita na sec¸a˜o 5.2.4 torna-se
u´til para representar e manipular diversas possibilidades de Alternativas para uma mesma
Instalac¸a˜o.
5.4 Estrate´gia de construc¸a˜o
A seguir sa˜o descritas treˆs propostas, denominadas de primeira proposta, segunda proposta
e terceira proposta, que foram estudadas e implementadas para decidir a melhor estrate´gia
para a fase de construc¸a˜o. Na sec¸a˜o 5.5, a terceira proposta sera´ aprimorada atrave´s de
uma investigac¸a˜o mais detalhada.
A fase de construc¸a˜o do GRASP e´ iterativa. Cada iterac¸a˜o adiciona um novo elemento
a uma soluc¸a˜o parcial para construir gradativamente uma soluc¸a˜o completa e via´vel. Para
isso, em cada iterac¸a˜o, o algoritmo realiza escolhas sobre um conjunto de opc¸o˜es que
representam possibilidades para estender a soluc¸a˜o parcial. Cada opc¸a˜o esta´ associada a
um valor que descreve como ela afeta a qualidade da soluc¸a˜o em processo de construc¸a˜o.
Este valor e´ tipicamente calculado com aux´ılio de uma func¸a˜o objetivo, mas ajustado de
acordo com outros crite´rios aplica´veis. A func¸a˜o objetivo e eventuais ajustes sa˜o explicados
para cada proposta. A escolha da opc¸a˜o a ser aplicada e´ realizada com um certo grau de
aleatoriedade. Para minimizac¸a˜o, a probabilidade da opc¸a˜o e´ inversamente proporcional
a` qualidade da opc¸a˜o. Antes da escolha, podem ser aplicados ajustes envolvendo crite´rios
de normalizac¸a˜o e filtragem dos melhores elementos. Uma discussa˜o mais aprofundada
sobre os ajustes sera´ realizada oportunamente.
Para a discussa˜o que segue, assumimos que o custo da soluc¸a˜o ou de um cabeamento
que constitui a soluc¸a˜o e´ a soma do custo de material e ma˜o de obra, em unidades
moneta´rias. Ja´ a penalizac¸a˜o e´ a soma do custo com outros pesos que medem desvios da
soluc¸a˜o em relac¸a˜o a`s caracter´ısticas desejadas.
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5.4.1 Primeira proposta
Crescer uma a´rvore de cabeamento a partir da raiz (ponto de distribuic¸a˜o t).
A cada iterac¸a˜o, adicionar uma nova aresta a` soluc¸a˜o parcial. A cada ve´rtice
v e´ associado um valor P (v) que mede um potencial para caixas na˜o atendidas
nas proximidades. O ca´lculo deste potencial considera principalmente o custo
gerado pela distaˆncia do ve´rtice ate´ a caixa na˜o atendida mais pro´xima e o
custo de atualizar o cabeamento existente do ponto de distribuic¸a˜o t ate´ esta
caixa.
Seleciona aleatoriamente um ve´rtice v, e conecta-o atrave´s de um cabo para
um vizinho w, desconexo, escolhido aleatoriamente, com probabilidade pro-
porcional ao potencial P (v), entre os vizinhos com valores altos de P (w) e
acima da me´dia dos potenciais de toda a vizinhanc¸a formada por ve´rtices
desconexos.
Esta abordagem foi descartada logo no in´ıcio devido as seguintes dificuldades. A atu-
alizac¸a˜o dos potenciais P (v) e´ uma operac¸a˜o dispendiosa, pois envolve o ca´lculo de va´rios
caminhos mı´nimos para cada ve´rtice. A adic¸a˜o de arestas individuais e´ uma operac¸a˜o
muito localizada, incapaz de considerar a distribuic¸a˜o das caixas que devem ser aten-
didas. O cabeamento cresce lentamente em torno do ponto de distribuic¸a˜o t e e´ dif´ıcil
estabelecer crite´rios para direcionar melhor as novas arestas. A construc¸a˜o exigira´ um
grande nu´mero de iterac¸o˜es ate´ obter uma soluc¸a˜o via´vel. Ate´ conectar todas as caixas
com o ponto de distribuic¸a˜o, o algoritmo tera´ adicionado um grande nu´mero de arestas
desnecessa´rias que na˜o pertencem a um cabeamento de uma caixa (vide figura 5.7). Pelo
fato do cabeamento na˜o crescer com um foco bem definido, pois P (v) conte´m pouca in-
formac¸a˜o para direcionar o cabeamento, e´ pouco prova´vel que o cabeamento de cada caixa
seja um percurso que minimiza a distaˆncia ou o custo, mesmo que correto e via´vel.
Figura 5.7: Cabeamento t´ıpico da primeira proposta
5.4.2 Segunda proposta
Crescer o cabeamento das caixas em direc¸a˜o ao ponto de distribuic¸a˜o t.
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O cabeamento de uma caixa e´ constru´ıdo parcialmente, aresta por aresta, em
direc¸a˜o ao ponto de distribuic¸a˜o. A cada iterac¸a˜o, adicionar uma aresta que
aproxima o cabeamento de alguma caixa da soluc¸a˜o parcial na direc¸a˜o de t.
A cada ve´rtice v e´ associado um valor D(v) que mede a distaˆncia euclidiana
ate´ t.
Em uma iterac¸a˜o, selecionar aleatoriamente uma caixa C. Seja v0 o ve´rtice
da caixa C e seja v0, v1, v2 ... vn o caminho ja´ constru´ıdo para a mesma. A
nova aresta e´ adicionada para estender o caminho ate´ o ve´rtice vn+1, sendo
que vn+1 e´ um ve´rtice escolhido aleatoriamente entre os vizinhos de vn cuja
distaˆncia D(v) esta´ abaixo da me´dia das distaˆncias dos demais vizinhos.
A segunda proposta resolve de forma simples o problema de falta de crite´rio para dire-
cionar o crescimento. Dificuldades surgem quando ha´ necessidade de se afastar tempora-
riamente do ponto de distribuic¸a˜o t. Por exemplo, a topologia pode forc¸ar o cabeamento
por um percurso em forma de “U” para desviar de um obsta´culo ou para contornar uma
quadra ate´ chegar em t.
Ao inve´s da distaˆncia euclidiana do ve´rtice ate´ o ponto de distribuic¸a˜o t, utiliza-se
enta˜o a medida de distaˆncia do caminho mı´nimo, calculada previamente por um algoritmo
de caminhos mı´nimos durante o pre´-processamento. As arestas crescem no sentido dos
ve´rtices que oferecem caminho mı´nimo mais curto ate´ o ponto de distribuic¸a˜o t.
Uma particularidade que chama atenc¸a˜o e´ o fato de cada caixa decidir seu pro´prio
percurso independentemente das outras, priorizando seu caminho mı´nimo individual, sem
considerar o cabeamento de caixas pro´ximas. Desta forma, os cabeamentos tendem a
seguir percursos paralelos, minimizando as distaˆncias individuais (tal como na figura 5.8).
Seria deseja´vel unir os cabeamentos paralelos em percursos comuns, substituir cabos pa-
ralelos por um u´nico cabo de maior capacidade e, assim, reduzir o custo total da soluc¸a˜o.
Figura 5.8: Cabeamento t´ıpico da segunda proposta
Uma forma mais eficiente de implementar a mesma estrate´gia e´, depois de escolher ale-
atoriamente uma caixa, adicionar, na mesma iterac¸a˜o, todo o percurso completo da caixa
ate´ o ponto de distribuic¸a˜o t. Para que este algoritmo na˜o seja demasiadamente deter-
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min´ıstico, sera´ necessa´rio escolher aleatoriamente um dos melhores k caminhos mı´nimos.
Esta alternativa, em particular, na˜o foi implementada neste trabalho.
5.4.3 Terceira proposta
Criar um cabeamento partindo da caixa diretamente para o ponto de distri-
buic¸a˜o t, ou ao encontro com um cabeamento pro´ximo ja´ existente em alguma
a´rvore.
A cada iterac¸a˜o os valores D(v) sa˜o atualizados de tal forma que arestas que ja´
possuem um cabo instalado sa˜o consideradas com comprimento nulo. Isto de-
vera´ incentivar ve´rtices distantes do ponto de distribuic¸a˜o t a re-aproveitarem
caminhos ate´ os ve´rtices mais pro´ximos que ja´ apresentam cabeamento para
caixas atendidas. Esta estrate´gia e´ capaz de produzir soluc¸o˜es via´veis com
um nu´mero muito menor de operac¸o˜es que a primeira proposta, pois adiciona
menos arestas ao cabeamento.
Para cada ve´rtice v, o caminho p(v, d) com distaˆncia D(v, d) representa dentre
duas possibilidades, aquela que resulta na menor distaˆncia D(v, d):
• Caminho mı´nimo de v ate´ o ponto de distribuic¸a˜o t (neste caso, d = t).
• A menor entre as possibilidades de caminho mı´nimo de v ate´ um ve´rtice
d ∈ T , onde T e´ uma a´rvore de cabeamento e d 6= t.
Seleciona-se aleatoriamente uma caixa C (situada no ve´rtice c), priorizando
aquelas de menor valor D(c, t). Ao instalar o novo cabeamento no caminho
p(v, d), sa˜o atualizados D(w, t) e p(w, t) dos demais ve´rtices w com caixas na˜o
instaladas.
Trata-se de uma otimizac¸a˜o da abordagem apresentada para a segunda proposta.
Deseja-se obter um cabeamento semelhante ao da figura 5.9. Uma vez instalado o cabea-
mento para uma determinada caixa, esta estrate´gia busca compartilhar o mesmo caminho
com outras caixas pro´ximas. Suponha um ve´rtice v, distante dos demais cabeamentos
existentes. Neste caso, o caminho ate´ o ponto de distribuic¸a˜o sera´ o mais curto. Uma vez
escolhida a caixa do ve´rtice v, e´ instalado o cabeamento de v ate´ o ponto de distribuic¸a˜o t
conforme p(v, t). Apo´s a atualizac¸a˜o, suponha um outro ve´rtice w que esteja pro´ximo do
caminho p(v, t). Este ve´rtice obtera´ um caminho mais curto ate´ um ve´rtice z ∈ p(v, t) e
na˜o mais diretamente para o ponto de distribuic¸a˜o t, uma vez que e´ considerado nulo o
comprimento de qualquer aresta sobre o caminho de z para t. Eventualmente, em uma
das pro´ximas iterac¸o˜es, a caixa em w sera´ escolhida e sera´ instalado um cabeamento sobre
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o caminho p(w, z), de w ate´ z, minimizando D(w, z), e sera´ ajustado o cabeamento do o
trecho compartilhado de p(v, t) do ve´rtice z ate´ o ponto de distribuic¸a˜o t.
Figura 5.9: Cabeamento t´ıpico da terceira proposta
Como exemplo, considere a figura 5.10(a), que ilustra para cada um dos ve´rtices a,
b, c, d e e, os caminhos mı´nimos p(a, t), p(b, t), p(c, t), p(d, t) e p(e, t). Suponha que em
um certo momento, a heur´ıstica de construc¸a˜o opte pela instalac¸a˜o da caixa no ve´rtice a.
Os ve´rtices pro´ximos ao caminho p(a, t), ou seja, ve´rtices b, c e e, sa˜o atualizados para
que seus caminhos compartilhem p(a, t) (vide figura 5.10(b)). O ve´rtice d mante´m seu
caminho original, pois esta´ distante de p(a, t).
Como primeiro ponto favora´vel, nota-se que o algoritmo realiza um nu´mero conside-
ravelmente menor de iterac¸o˜es, pois constro´i um caminho completo para cada caixa, ao
inve´s de consumir uma iterac¸a˜o para cada aresta do caminho. Esta estrate´gia esta´ ba-
seada em deciso˜es que analisam a instaˆncia como um todo, evitando deciso˜es locais que
poderiam adicionar arestas desnecessa´rias.
(a) Caminhos individuais (b) Caminhos parcialmente compartilhados
Figura 5.10: Exemplo de operac¸a˜o sobre uma Instalac¸a˜o
5.5 Aprimoramentos para a construc¸a˜o
A terceira proposta de fase de construc¸a˜o resultou nas melhores soluc¸o˜es via´veis. No
entanto, algumas caracter´ısticas indesejadas do modelo motivaram uma pesquisa mais
elaborada, que resultou em va´rios aprimoramentos. Sa˜o apresentadas as adaptac¸o˜es rea-
lizadas, na mesma sequ¨eˆncia como foram realizados os testes sobre as instaˆncias reais.
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Para maior convenieˆncia adota-se a seguinte notac¸a˜o, com relac¸a˜o ao processo de
escolha utilizada pela heur´ıstica de construc¸a˜o. Em cada iterac¸a˜o i, a heur´ıstica constro´i
uma lista de escolhas Li. Esta lista e´ um conjunto onde cada elemento e´ uma opc¸a˜o
representada pela tupla de valores 〈C,m, p〉, onde C e´ uma caixa na˜o atendida, p e´ um
caminho poss´ıvel para instalar o cabeamento que atende C e m e´ o valor que expressa
como esta opc¸a˜o afeta a qualidade da soluc¸a˜o de acordo com uma func¸a˜o objetivo. Quanto
maior o valor de m, pior a escolha. A heur´ıstica de construc¸a˜o escolhera´ aleatoriamente
uma opc¸a˜o com probabilidade inversamente proporcional a m, podendo ser aplicados
eventuais ajustes de normalizac¸a˜o, filtragem dos melhores elementos e boˆnus espec´ıficos
para opc¸o˜es individuais.
5.5.1 Opc¸o˜es de caminhos para cada a´rvore
Na terceira proposta, uma opc¸a˜o 〈C,m, p〉 ∈ Li foi definida como sendo o caminho p(v, d)
que minimiza D(v, d) da caixa C no ve´rtice v ate´ o ponto de distribuic¸a˜o d = t ou
ate´ a a´rvore T , escolhendo T e d ∈ T de forma a minimizar D(v, d) ao compartilhar
o cabeamento de T . Existe apenas uma u´nica opc¸a˜o para cada ve´rtice. A existeˆncia de
poucas opc¸o˜es por caixa resulta em uma busca gulosa (greedy). Melhores resultados foram
obtidos utilizando uma opc¸a˜o para cada a´rvore que compo˜e a soluc¸a˜o parcial.
Redefine-se a lista de escolha Li como Lt∪LT1∪LT2∪ ...∪LTn para uma soluc¸a˜o parcial
com n Instalac¸o˜es. O conjunto Lt e´ formado por opc¸o˜es 〈C,D(v, t), pv,t〉, de cada caixa C
no ve´rtice v com caminho pv,t que minimiza D(v, t) para o ponto de distribuic¸a˜o t. Para
cada a´rvore Ti, o conjunto LTi e´ formado por opc¸o˜es 〈C,D(v, w), pv,w〉, para cada caixa C
no ve´rtice v com caminho pv,w onde w ∈ Ti e pv,w minimiza D(v, w). Agora, existe, para
cada ve´rtice v, uma opc¸a˜o de caminho diretamente para o ponto de distribuic¸a˜o e uma
opc¸a˜o ate´ cada uma das a´rvores da soluc¸a˜o parcial em construc¸a˜o.
5.5.2 Distaˆncia ajustada
A menor distaˆncia D(v, t) do ve´rtice v ate´ o ponto de distribuic¸a˜o t, de acordo com as
propostas apresentadas em 5.4.2 e 5.4.3, tanto na forma da medida euclidiana ou quanto
na forma de um caminho mı´nimo, na˜o e´ uma medida eficaz para a determinar a variac¸a˜o
da qualidade da soluc¸a˜o com escolha do ve´rtice v. A heur´ıstica de construc¸a˜o tende a
escolher primeiro as caixas pro´ximas aos pontos de distribuic¸a˜o t ou a pontos pro´ximos
a caminhos existentes (que, por sua vez, tendem a ligar as caixas pro´ximas de t), pois
opc¸o˜es com valores menores de D(v, t) sa˜o privilegiadas. O crescimento ocorre sempre
concentrado em torno do ve´rtice t. Para incentivar um crescimento uniforme sobre toda
a instaˆncia, define-se a distaˆncia ajustada DA(v, d), do ve´rtice v para o destino d, como:





Na fo´rmula, DP (pv,d) e´ a distaˆncia sobre o caminho mı´nimo pv,d do ve´rtice v ate´
o destino d, e de(v, t) e´ a distaˆncia euclidiana de v ate´ o ponto de distribuic¸a˜o t. O
destino d pode ser o pro´prio ponto de distribuic¸a˜o t ou um ve´rtice d ∈ T , onde T e´ uma
outra a´rvore de cabeamento e pv,d e´ o caminho mı´nimo entre v e d. Esta fo´rmula incentiva
caminhos eficientes ate´ o ponto de distribuic¸a˜o t.
A lista de escolha Li agora e´ formada por opc¸o˜es 〈C,DA(v, d), pv,d〉, onde v e´ o ve´rtice
da caixa C, e d e´ o destino que minimiza DA(v, d), sendo d o ponto de distribuic¸a˜o t ou
um ve´rtice de uma outra a´rvore T .
O conceito de “distaˆncia ajustada” na˜o foi utilizado, pois a “penalidade ajustada”,
apresentada a seguir, produziu melhores resultados.
5.5.3 Penalidade ajustada
De nada adiantaria obter um caminho eficiente se ele resultasse em um grande nu´mero
de arestas compartilhadas e num excesso de emendas caras. Nestes casos, pode ser mais
interessante e econoˆmico ateder um conjunto de ve´rtices atrave´s de um caminho me-
nos eficiente em relac¸a˜o a` distaˆncia, mas vantajoso quanto ao custo das emendas. Para






Na fo´rmula, a func¸a˜o ∆P (pv,d, Dv) e´ a variac¸a˜o de penalizac¸a˜o da func¸a˜o objetivo sobre
toda soluc¸a˜o parcial. Esta func¸a˜o calcula o quanto a penalizac¸a˜o total aumenta na soluc¸a˜o
para atender a demanda adicional Dv devido a` caixa localizada em v. A penalizac¸a˜o total
aumenta em decorreˆncia do novo cabeamento no caminho pv,d do ve´rtice v ate´ o destino d,
ale´m de outros eventuais ajustes necessa´rios no cabeamento previamente existente na
soluc¸a˜o parcial. O ca´lculo da variac¸a˜o de penalizac¸a˜o ∆P (pv,d, Dv) pode ser realizado de
forma razoavelmente eficiente, como sera´ discutido na sec¸a˜o 5.7. E´ importante lembrar
que a penalizac¸a˜o e´ a soma do custo com outros pesos que medem desvios em relac¸a˜o a
caracter´ısticas desejadas.
A lista de escolha Li passa a ser opc¸o˜es 〈C,PA(v, d), pv,d〉, onde v e´ o ve´rtice da caixa C,
e d e´ o destino que minimiza PA(v, d), sendo d o ponto de distribuic¸a˜o t ou um ve´rtice de
uma outra a´rvore T . Note que a medida de qualidade da soluc¸a˜o deixa de ser apenas a
distaˆncia. Ela considera, agora, tambe´m o custo/benef´ıcio do percurso do cabeamento.
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O conceito de “penalidade ajustada” foi substitu´ıdo pela ide´ia de “penalizac¸a˜o ajus-
tada ao destino”, conforme descrito a seguir.
5.5.4 Penalidade ajustada ao destino
Suponha duas caixas na˜o atendidas Cv e Cw, respectivamente nos ve´rtices v e w, igual-
mente pro´ximos ao cabeamento da a´rvore T e tal que v esta´ muito distante do ponto
de distribuic¸a˜o t e w esta´ relativamente perto. Neste caso, as opc¸o˜es 〈Cv, PA(v, T ), pv,T 〉
e 〈Cw, PA(w, T ), pw,T 〉 na˜o sa˜o medidas justas, pois temos: de(v, t)À de(w, t) e portanto:
PA(v, T ) ¿ PA(w, T ) A notac¸a˜o PA(z, T ) representa PA(v, d) onde d ∈ T , tal que o
caminho de v a d minimiza PA(v, d).
A probabilidade de escolha da caixa Cv sera´ muito superior a probabilidade de escolha
de Cw, apesar das duas estarem em situac¸o˜es de similaridade. Por este motivo, redefine-se





Note a diferenc¸a no quociente, onde o ponto de distribuic¸a˜o t foi substitu´ıdo pelo
destino d. Neste caso, ou d = t, ou d ∈ T .
A penalidade ajustada torna-se mais eficaz em relac¸a˜o ao caminho escolhido tanto
para os ve´rtices pro´ximos como tambe´m para os distantes do ponto de distribuic¸a˜o. O
valor de PA(v, d) expressa a variac¸a˜o linear me´dia da penalizac¸a˜o da soluc¸a˜o para atender
a caixa no ve´rtice v. O valor de PA(v, d) continua satisfazendo a propriedade de privilegiar
caminhos eficientes, ou seja, que percorrem distaˆncias com uma penalizac¸a˜o relativamente
baixa.
Caixas na˜o atendidas situadas em ve´rtices localizados em uma a´rvore merecem trata-
mento especial, uma vez que v ∈ T e d ∈ T , e, portanto, de(v, d) = 0. O valor de(v, d)
na˜o pode ser utilizado como denominador. Estas caixas ja´ encontram-se sobre um cabe-
amento e basta decidir se elas devem ser atendidas ou na˜o. Para tais casos, a heur´ıstica
de construc¸a˜o atribui um boˆnus espec´ıfico, obtido experimentalmente como 50, ao inve´s
de utilizar PA(v, d).
O conceito de “Penalidade ajustada ao destino” e´ muito eficaz para avaliar as opc¸o˜es
na fase de construc¸a˜o. No entanto, adaptac¸o˜es espec´ıficas geraram resultados mais inte-
ressantes.
5.5.5 Ajustes espec´ıficos
A amplitude dos valores de penalizac¸a˜o ajustada tende ser muito pequena. A na˜o ser
que a topologia da instaˆncia obrigue um caminho a realizar desvios significativos, ou a
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na˜o ser que o caminho exija arestas compartilhadas ou emendas particularmente caras, a
penalidade para atender uma caixa costuma apresentar forte correlac¸a˜o com a distaˆncia
do cabeamento. O quociente ∆P (pv,d, Dv)/de(v, d) tende a uma constante. De fato,
a penalizac¸a˜o ajustada separa somente caminhos eficientes dos na˜o eficientes, mas na˜o
estabelece um crite´rio para distinguir caminhos eficientes entre si. Como resultado, a
heur´ıstica de construc¸a˜o apresenta dificuldades para escolher uma caixa na˜o atendida da
lista de escolhas, uma vez que todas as opc¸o˜es recebem probabilidades quase iguais.
Ajuste de caminhos para a´rvores pro´ximas. Durante a fase de construc¸a˜o,
suponha a existeˆncia de duas a´rvores, T1 e T2, distantes uma da outra, que crescem, aos
poucos, conforme novas caixas sa˜o atendidas. Um ve´rtice v1, suponha pro´ximo de T1,
potencialmente apresentara´ um valor penalidade ajustada PA para o caminho ate´ T1
semelhante ao valor da penalidade ajustada para o caminho ate´ T2 se os dois caminhos
forem igualmente eficientes por unidade de distaˆncia. Ou seja, e´ igualmente prova´vel que
a fase de construc¸a˜o decida atender v1 por T1 ou por T2. O efeito indeseja´vel sa˜o ve´rtices
pro´ximos de T1 atendidos por T2 e vice-versa. O mesmo vale para as demais caixas na˜o
atendidas com ve´rtices em situac¸a˜o semelhante.
Entre as a´rvores T1 e T2 surge um cabeamento intenso e, apo´s certo nu´mero de
iterac¸o˜es, esgotam-se as possibilidades de cabeamento sem sobreposic¸a˜o. A heur´ıstica
continua operando, agora com valores cada vez maiores para a penalidade ajustada, pois
sera´ sempre forc¸ada a compartilhar arestas, e continuara´ igualmente prova´vel atender um
ve´rtice atrave´s de T1 ou T2. O resultado e´ um cabeamento compartilhando muitas arestas
em sentidos opostos.
Para lidar com este problema foi definida a distaˆncia de refereˆncia dref , que deve ser
informada como uma paraˆmetro da instaˆncia. Um valor razoa´vel de dref e´ aproxima-
damente um quinto do diaˆmetro da instaˆncia. Define-se a func¸a˜o penalizac¸a˜o ajustada
pro´xima, considerando a a´rvore T e o ve´rtice d ∈ T , como:









As constantes c1 e c2 foram obtidas experimentalmente como, respectivamente, 0,6
e 0,4. Novos crite´rios passam a reger a avaliac¸a˜o das opc¸o˜es de atendimento de cai-
xas. Uma a´rvore na˜o pode atender uma caixa situada a uma distaˆncia euclidiana maior
que 2dref .
A lista de escolha Li continua definida como Lt ∪LT1 ∪LT2 ∪ ...∪LTn . Mas a lista LTi
agora e´ formada por opc¸o˜es 〈C,PAP (v, d), pv,d〉, onde v e´ o ve´rtice da caixa C, e d e´ o
destino que minimiza PAP (v, d), sendo d um ve´rtice da a´rvore Ti.
Note que no mesmo exemplo das a´rvores T1 e T2, isto na˜o elimina a possibilidade de
um ve´rtice v2, distante da a´rvore T1, ser atendido pela mesma. Apenas torna isso menos
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prova´vel. Caso isto realmente ocorra, enta˜o os demais ve´rtices entre T1 e T2 tornam-se
mais pro´ximos de T2 devido ao cabeamento entre v1 e T2 e a heur´ıstica preferira´ atende-los
utilizando T2.
Ajuste de caminhos para ponto de distribuic¸a˜o t. Sem um devido tratamento
e´ igualmente prova´vel que a heur´ıstica de construc¸a˜o escolha instalar uma nova caixa no
ve´rtice v usando um caminho diretamente para o ponto de distribuic¸a˜o t ou atrave´s de
um caminho para uma a´rvore pro´xima. No primeiro caso, pode ocorrer uma sobreposic¸a˜o
de arestas do novo caminho direto com uma a´rvore ja´ existente, de forma que a heur´ıstica
sera´ obrigada a criar uma nova a´rvore para representar este caminho. A func¸a˜o de pe-
nalizac¸a˜o ajustada prioriza atender caixas atrave´s de a´rvores pro´ximas, mas sem reduzir
significativamente a possibilidade de cabeamentos diretos ao ponto de distribuic¸a˜o t (e
com eventual sobreposic¸a˜o com outras a´rvores existentes). Por outro lado, deseja-se man-
ter relativamente baixo o nu´mero de a´rvores criadas na fase de construc¸a˜o, para evitar
um desbalanceamento do nu´mero de assinantes em cada a´rvore e porque a velocidade de
execuc¸a˜o dos algoritmos decresce com um maior nu´mero de a´rvores.
Para desincentivar novas a´rvores, opc¸o˜es envolvendo um caminho direto para t preci-
sam receber um multiplicador espec´ıfico para a func¸a˜o de penalizac¸a˜o ajustada para que
a penalizac¸a˜o atinja um valor semelhante aquele relativo a` uma a´rvore distante. Ademais,
para criar novas a´rvores, deseja-se escolher ve´rtices distantes do ponto de distribuic¸a˜o t,
de forma que o novo caminho possa ser compartilhado por um grande nu´mero de ou-
tras caixas ainda na˜o atendidas nas proximidades do novo caminho. Experimentalmente
verificou-se que esta hipo´tese produziu bons resultados.
Define-se a distaˆncia de fronteira dfron, como sendo a distaˆncia mı´nima desejada para
que caixas sejam atendidas por caminhos diretos para t. Este valor deve ser informado
como paraˆmetro da instaˆncia, valores t´ıpicos sendo da ordem de treˆs quartos do diaˆmetro
da instaˆncia.
Para avaliar o caminho direto para o ponto de distribuic¸a˜o t, define-se a func¸a˜o pena-









As constantes c3 e c4 foram obtidas experimentalmente. Seus melhores valores fo-
ram fixados, respectivamente, em 2, 6 e 0, 2. Mante´m-se a lista de escolha Li definida
como Lt ∪ LT1 ∪ LT2 ∪ ... ∪ LTn . O conjunto Lt, no entanto, agora e´ formado por
opc¸o˜es 〈C,PAD(v, t), pv,t〉, onde v e´ o ve´rtice da caixa C.
Outra estrate´gia, seguindo a mesma linha de racioc´ınio e que melhora sensivelmente
a qualidade da soluc¸a˜o, e´ forc¸ar a instalac¸a˜o de uma a´rvore nova para cada uma das treˆs
primeiras caixas atendidas. Pela func¸a˜o de penalizac¸a˜o ajustada distante, estas caixas
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sera˜o potencialmente distantes do ponto de distribuic¸a˜o t. Estes treˆs caminhos incen-
tivara˜o caixas pro´ximas de cada caminho a compartilhar o cabeamento. Uma vez que
a instaˆncia t´ıpica possui 600 assinantes e o cabo de maior capacidade suporta 200 li-
nhas, espera-se obter treˆs a´rvores. Se estas a´rvores iniciais estiverem bem distribu´ıdas,
sera´ menos prova´vel que a heur´ıstica de construc¸a˜o venha a criar novas a´rvores devido a`
sobreposic¸a˜o de cabeamento em arestas.
Ajuste dinaˆmico de distaˆncias – ponto central. Nesta etapa, as soluc¸o˜es obtidas
atrave´s da heur´ıstica de construc¸a˜o ja´ apresentam boa qualidade e sa˜o adequadas para a
realizac¸a˜o da busca local. No entanto, em algumas execuc¸o˜es, a heur´ıstica de construc¸a˜o
enfrentou dificuldades para atender caixas situadas na fronteira da instaˆncia ou na fron-
teira entre duas ou treˆs a´rvores. Antes de avanc¸ar o estudo da busca local, decidiu-se
investigar a causa deste problema.
Uma sub-a´rvore e´ considerada saturada quando na˜o permite adicionar novas caixas.
Note que o cabo instalado nas arestas pro´ximas da raiz da sub-a´rvore concentra todos
os pares de fios telefoˆnicos de toda a demanda atendida pela sub-a´rvore. Se a soma da
demanda das caixas atendidas pela sub-a´rvore e´ suficiente para alcanc¸ar a capacidade do
maior cabo dispon´ıvel, enta˜o na˜o sera´ poss´ıvel substituir um cabo pro´ximo da raiz por
um de capacidade maior e assim aumentar a demanda atendida pela sub-a´rvore.
Uma vez estabelecidas as a´rvores iniciais para as primeiras treˆs caixas atendidas, os
limitantes de distaˆncia incentivam o crescimento uniforme em torno destes treˆs caminhos.
Pode ocorrer que uma destas treˆs a´rvores sature e passe a na˜o mais atender novas caixas
pro´ximas. Isto ocorrera´, provavelmente, quando chegar a vez das caixas mais distantes
das a´rvores existentes, tipicamente da fronteira da instaˆncia ou na mediatriz entre duas
a´rvores.
A figura 5.11(a) ilustra esta situac¸a˜o. A a´rea cinza envolve a instaˆncia. A a´reas
delimitadas pelo tracejado sa˜o os espac¸os que podem ser atendidos por cada uma das treˆs
a´rvores, para as quais representa-se somente o caminho do primeiro ve´rtice que originou a
mesma. A a´rvore na˜o pode atender caixas fora da a´rea tracejada devido aos limitantes de
distaˆncia, e tende a saturar atendendo as caixas restritas a sua respectiva a´rea. Note como
a instaˆncia tem va´rias a´reas na˜o cobertas nas mediatrizes entre a´rvores adjacentes, para as
quais a heur´ıstica apresentara´ dificuldades para atender as caixas ali situadas. Aumentar
os limitantes de distaˆncia atingira´ uma frac¸a˜o maior da instaˆncia, mas tambe´m causara´
uma sobreposic¸a˜o maior entre as a´rvores. Na sobreposic¸a˜o, caixas podem apresentar
probabilidade semelhante para cada uma das a´rvores, gerando cabeamentos sobrepostos
com arestas compartilhadas.
A soluc¸a˜o sugerida e´ permitir que os limitantes de distaˆncia sejam adaptados durante
a execuc¸a˜o do algoritmo, com objetivo de ajustar-se mais facilmente a`s a´rvores, de acordo
com a demanda de caixas na˜o atendidas pro´ximas. Redefine-se a func¸a˜o PAP (v, T ), con-
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(a) Distaˆncia euclidiana esta´tica (b) Distaˆncia radial dinaˆmica
(c) Distaˆncia radial dinaˆmica (d) Distaˆncia angular dinaˆmica
Figura 5.11: A´rea preferencial para cabeamento
siderando a a´rvore T e o ve´rtice d ∈ T , como:









Comparando com a definic¸a˜o anterior de PAP (v, d), a distaˆncia euclidiana de(v, d)
foi substitu´ıda por de(v, TC), onde TC e´ o ponto central de T . As coordenadas de TC
sa˜o calculadas como a me´dia das coordenadas de cada caixa atendida pela a´rvore. As
constantes c1 e c2 sa˜o as mesmas que para o “ajuste de a´rvores pro´ximas”.
Os limitantes de distaˆncia na˜o sa˜o mais medidos em relac¸a˜o a` fronteira da a´rvore,
mas sim em relac¸a˜o ao ponto central. A heur´ıstica passa a operar com limitantes radi-
ais. A figura 5.11(b) mostra esta situac¸a˜o no in´ıcio do cabeamento, para as primeiras treˆs
caixas atendidas. Com o progresso da heur´ıstica de construc¸a˜o, a situac¸a˜o tende para a fi-
gura 5.11(c), uma vez que o ponto central TC e´ deslocado ao atender novas caixas em torno
do caminho de cada a´rvore. Esta estrate´gia cobre uma frac¸a˜o maior da instaˆncia, mas na˜o
elimina totalmente o problema de sobreposic¸a˜o. De fato, experimentos comprovaram que
o uso de limitantes radiais reduz a dificuldade para atender ve´rtices na fronteira, mas em
contrapartida gera uma quantidade expressiva de arestas compartilhadas nas fronteiras
das a´rvores.
Ajuste dinaˆmico de distaˆncias – aˆngulo de refereˆncia. Melhores resultados
foram obtidos adotando-se limitantes angulares. Caminhos atrave´s da a´rvore T , com d ∈
5.6. Fase de construc¸a˜o 49











O ponto TC e´ o ponto central da arvore T , αref e´ o aˆngulo de refereˆncia fornecido
como paraˆmetro da instaˆncia, e c5 e c6 sa˜o as constantes obtidas experimentalmente.
Seus melhores valores foram determinados, respectivamente, como 0,4 e 0,6. Nota-se na
figura 5.11(d) como os setores reduzem a sobreposic¸a˜o das a´rvores e diminuem a frac¸a˜o
na˜o coberta da instaˆncia, tanto na fronteira da instaˆncia como na mediatriz entre as
a´rvores adjacentes.
A lista de escolha Li continua definida como Lt ∪LT1 ∪LT2 ∪ ...∪LTn . Mas a lista LTi
agora e´ formada por opc¸o˜es 〈C,PAA(v, d), pv,d〉, onde v e´ o ve´rtice da caixa C, e d e´ o
destino que minimiza PAA(v, d), sendo d um ve´rtice da a´rvore Ti.
5.6 Fase de construc¸a˜o
Esta sec¸a˜o descreve como a unia˜o dos conceitos apresentados ate´ o momento resultou
em uma heur´ıstica eficaz para a fase de construc¸a˜o estudada neste trabalho. Adotou-se
a terceira proposta de estrate´gia de crescimento (sec¸a˜o 5.4.3), utilizando a penalidade
ajustada ao destino (sec¸a˜o 5.5.4), junto com os ajustes espec´ıficos (sec¸a˜o 5.5.5).
Vale lembrar, conforme foi apresentado na sec¸a˜o 5.3.1, a soluc¸a˜o parcial e´ formada por
um conjunto de Instalac¸o˜es. Uma Instalac¸a˜o I e´ uma a´rvore com raiz esta´ no ponto de
distribuic¸a˜o t e representa os caminhos do cabeamento de t ate´ o subconjunto das caixas
atendidas pela Instalac¸a˜o I. Uma Alternativa A(I) e´ uma a´rvore com raiz em t. Ela
conte´m a a´rvore da Instalac¸a˜o I e tambe´m uma a´rvore de caminhos ate´ os demais ve´rtices
da instaˆncia.
5.6.1 Processo iterativo de construc¸a˜o
A fase de construc¸a˜o e´ iterativa. O processo inicia com uma soluc¸a˜o parcial vazia, que na˜o
possui Instalac¸o˜es e atende nenhuma caixa. A cada iterac¸a˜o, uma nova caixa e´ atendida.
Ela e´ adicionada para uma determinada Instalac¸a˜o ja´ existente, ou uma nova Instalac¸a˜o
e´ criada para a caixa. Para isso, adiciona-se todo o cabeamento necessa´rio e adapta-se
o cabeamento previamente existente na soluc¸a˜o parcial. O processo termina assim que
todas as caixas terminais forem atendidas. Cada caixa terminal ou predial sera´ atendida
por exatamente uma Instalac¸a˜o.
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Elementos candidatos. Na i-e´sima iterac¸a˜o, a heur´ıstica da fase de construc¸a˜o prepara
o conjunto de escolhas Li = Lt∪LT1∪LT2∪...∪LTn , onde n e´ o nu´mero de Instalac¸o˜es
da soluc¸a˜o parcial. Cada elemento tem a forma 〈C,m, p〉, onde C e´ uma caixa na˜o
atendida, p e´ um caminho poss´ıvel para instalar o cabeamento que atende C e m e´
a variac¸a˜o da penalizac¸a˜o total decorrente deste cabeamento. Quanto maior o valor
de m, pior a escolha.
O conjunto Lt e´ formado por elementos 〈C,PAD(v, t), pv,t〉, onde v e´ o ve´rtice da
caixa C. O elemento descreve uma possibilidade para atender a caixa C criando
uma nova Instalac¸a˜o cujo cabeamento vai direto para o ponto de distribuic¸a˜o t.
O conjunto LTi e´ formado por elementos 〈C,PAA(v, d), pv,d〉, onde v e´ o ve´rtice da
caixa C, e d e´ o destino que minimiza PAA(v, d), sendo d um ve´rtice da a´rvore Ti
correspondente a` Instalac¸a˜o Ii. O elemento descreve uma possibilidade para atender
a caixa C atrave´s de um cabeamento ate´ o ve´rtice d da Instalac¸a˜o Ii, re-aproveitando
parte do cabeamento de Ii.
O conjunto Li sera´ utilizado como lista de elementos candidatos para determi-
nar RCL ⊆ Li, conforme descrito na sec¸a˜o 4.
Normalizac¸a˜o. Os valores m dos elementos de Li sa˜o normalizados. O pior elemento
(de maior m) recebe peso 5 e o melhor elemento (de menor m) recebe peso 100. Os
demais elementos recebem peso neste intervalo 5–100, inversamente proporcional
a m. Se o elemento recebeu um boˆnus como descrito na sec¸a˜o 5.5.4, este boˆnus sera´
somado ao peso.
Restricted Candidate List. Se |Li| ≤ 10, enta˜o RCL = Li. Se |Li| < 18, enta˜o RCL
recebe os dez melhores elementos de Li. Sena˜o, RCL sera´ formada por 55% dos
melhores elementos de Li.
Durante os testes preliminares da heur´ıstica de construc¸a˜o, verificou-se que aproxi-
madamente 45% dos elementos candidatos representam opc¸o˜es muito ruins e podem
ser ignorados sem prejudicar o crescimento da soluc¸a˜o parcial. Estas opc¸o˜es repre-
sentam cabeamentos para a´rvores que esta˜o muito longe da caixa ou que criariam
uma nova Instalac¸a˜o compartilhando muitas arestas com outras Instalac¸o˜es ja´ exis-
tentes. Durante as u´ltimas iterac¸o˜es, optou-se por na˜o mais descartar elementos,
mas manter os 10 melhores (ou menos se a lista de candidatos na˜o possuir tantos
elementos).
Crescimento da soluc¸a˜o parcial. O elemento 〈C,m, p〉 ∈ RCL e´ sorteado aleatoria-
mente, com probabilidade proporcional ao valor de seu respectivo peso.
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Se o elemento apresenta forma 〈C,PAD(v, t), pv,t〉, enta˜o a caixa C no ve´rtice v sera´
atendida atrave´s de uma nova Instalac¸a˜o. O procedimento utilizara´ as operac¸o˜es
elementares descritas na sec¸a˜o 5.3. Cria-se uma nova Instalac¸a˜o vazia, adiciona-se
ve´rtices, uma a um, para formar o caminho pv,t, e finalmente, a caixa e´ inserida
na Instalac¸a˜o. Neste momento, e´ atribu´ıdo o cabeamento de v ate´ o ponto de
distribuic¸a˜o t.
Caso o elemento sorteado seja 〈C,PAA(v, d), pv,d〉, enta˜o a Caixa C no ve´rtice v sera´
atendida pela Instalac¸a˜o I para qual d ∈ I. Adiciona-se ve´rtices a` instalac¸a˜o I,
um a um, para formar o caminho pv,d, insere-se a caixa na Instalac¸a˜o I, atribui-
se o cabeamento de v ate´ d e adapta-se o cabeamento em I de d ate´ o ponto de
distribuic¸a˜o t.
Atualizac¸a˜o dos elementos candidatos. Apo´s modificar o cabeamento, e´ necessa´rio
re-avaliar as opc¸o˜es da lista de elementos candidatos Li para obter a lista de candida-
tos Li+1 da pro´xima iterac¸a˜o i+1. As opc¸o˜es correspondentes a` caixas ja´ atendidas
devem ser removidas da lista.
Lista de elementos candidados
A fase de construc¸a˜o utiliza o conceito de Alternativas (sec¸a˜o 5.3.3) para construir a lista
de elementos candidatos Li = Lt ∪ LT1 ∪ LT2 ∪ ... ∪ LTn .
Denota-se A(I,D) a Alternativa que indica como seriam os caminhos estendendo a
Instalac¸a˜o I para atender uma demanda de adicional de D unidades para cada ve´rtice
da instaˆncia. A Alternativa sugere um caminho para cada ve´rtice, independente deles
possu´ırem ou na˜o uma caixa na˜o atendida, ou possu´ırem uma caixa com outra demanda.
Para cada Instalac¸a˜o I da soluc¸a˜o parcial, a fase de construc¸a˜o mante´m uma Alter-
nativa A(I,D) para cada poss´ıvel valor de D (de 1 ate´ 20). As caixas na˜o atendidas com
demanda D podera˜o ser ligadas a` a´rvore da Instaˆncia I atrave´s do caminho de expansa˜o
dado por esta Alternativa A(I,D).
Denota-se A(0, D) a Alternativa que indica como estender uma nova Instalac¸a˜o vazia
para atender uma demanda de adicional de D unidades para cada ve´rtice da instaˆncia.
As caixas na˜o atendidas com demanda D podera˜o ser ligadas diretamente ao ponto de
distribuic¸a˜o t atrave´s do caminho dado por esta Alternativa A(0, D).
Mais especificamente, as Alternativas A(I,D) e A(0, D) na˜o sugerem um caminho
qualquer, mas sim um caminho eficiente em relac¸a˜o, respectivamente, a PAA e PAD.
Na fase de construc¸a˜o, cada Alternativa A(I, d) armazena tambe´m, para cada ve´rtice,
os valores de PAA(v, d) e ∆P (pv,d, D). Cada Alternativa A(0, D), armazena para cada
ve´rtice, os valores PAD(v, t) e ∆P (pv,t, D). Estes valores foram definidos na sec¸a˜o 5.5.5.
A func¸a˜o ∆P (pv,d, D) mede a variac¸a˜o de penalizac¸a˜o da func¸a˜o objetivo sobre toda
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soluc¸a˜o parcial em decorreˆncia de instalar um cabeamento no caminho pv,d para atender
uma demanda D no ve´rice v.
Gerar a lista de elementos candidatos Li a partir das Alternativas e´ relativamente
simples. Para determinar um elemento 〈C,PAD(v, t), pv,t〉 ∈ Lt, correspondente a` caixa C
(com demanda DC), basta consultar a Alternativa A(0, DC) para obter a penalizac¸a˜o
ajustada PAD(v, t) e o caminho de cabeamento pv,t. O mesmo vale para os elemen-
tos 〈C,PAA(v, d), pv,d〉 ∈ LTj . E´ necessa´rio consultar a Alternativa A(Ij, DC) para ob-
ter PAA(v, d) e pv,d.
Considerando ser eficiente gerenciar as alternativas A(I,D) (para cada Instalac¸a˜o I)
e A(0, D), enta˜o a obtenc¸a˜o da lista de candidatos e´ quase imediata. Esta facilidade, no
entanto, se depara com a necessidade de atualizac¸a˜o de todas as Alternativas, sempre
quando for adicionada uma caixa a uma Instalac¸a˜o. Sera´ necessa´rio re-avaliar uma Alter-
nativa para cada Instalac¸a˜o e para cada valor poss´ıvel de demanda, que por sua vez varia
de 1 ate´ 20.
5.6.2 Estimativas de variac¸a˜o de penalizac¸a˜o
A atualizac¸a˜o de um grande nu´mero de Alternativas seria desastroso para a eficieˆncia da
heur´ıstica de construc¸a˜o. Por este motivo decidiu-se utilizar uma mesma Alternativa para
um intervalo de valores de demanda [Dmin, Dmax]. Esta Alternativa compartilha um valor
estimado para ∆P (pv,d, Dmax).
Seja ∆P (pv,d, D) o aumento da penalizac¸a˜o decorrente de se instalar uma demanda D
no ve´rtice v, atrave´s do caminho pv,d, onde d e´ o ponto de distribuic¸a˜o t ou d ∈ T para uma
a´rvore T . E´ fa´cil convencer-se de que ∆P (pv,d, D) ≤ ∆P (pv,d, D + 1). Um cabeamento
que fornece D + 1 pares de linhas telefoˆnicas adicionais para um ve´rtice tambe´m pode
atender uma demanda adicional de apenas D, utilizando igual ou menor quantidade de
recursos e violando igual ou menor nu´mero de requisitos. Por consequ¨eˆncia, a variac¸a˜o
de penalizac¸a˜o para a demanda D + 1 pode ser utilizada como limitante superior para
variac¸a˜o de penalizac¸a˜o da demanda D e tambe´m para as demais demandas menores
que D.
Da mesma forma, uma Alternativa A(I,D + 1) pode ser consultada para obter o
caminho para um ve´rtice com demanda menor ou igual a D. Idem para a Alterna-
tiva A(0, D+1). Os valores de PAD(v, t) e PAA(v, d) (calculados a partir de ∆P (pv,d, D)),
na˜o sera˜o precisos, mas sim limitantes superiores.
Na fase de construc¸a˜o implementada neste trabalho na˜o foi utilizado uma Alternativa
para cada valor poss´ıvel de demanda. Em particular, experimentou-se treˆs particiona-
mentos distintos dos valores de D, como sera´ discutido na sec¸a˜o 6.2. Uma partic¸a˜o, para
todas as demandas entre Dmin e Dmax compartilha as mesmas Alternativas A(I,Dmax)
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e A(0, Dmax).
Evidentemente, assume-se um compromisso entre o tempo de execuc¸a˜o do algoritmo
e qualidade das deciso˜es na fase de construc¸a˜o. Quanto menor o nu´mero de partic¸o˜es
para intervalos da demanda, mais ra´pido sera´ o algoritmo (uma vez que menos Alterna-
tivas precisam ser atualizadas), mas as opc¸o˜es da fase de construc¸a˜o sa˜o avaliadas por
aproximac¸o˜es de baixa precisa˜o.
5.7 Heur´ısticas de ca´lculo de penalizac¸a˜o
Nesta sec¸a˜o sera´ apresentada uma estrate´gia eficiente para calcular variac¸a˜o de penalidade
e gerenciar as Alternativas na fase de construc¸a˜o da heur´ıstica GRASP.
A Alternativa possui tabelas que relacionam os valores de ∆P (pv,d, D), PAD(v, t)
ou PAA(v, d) para cada ve´rtice. A seguir, explica-se como obter eficientemente cada ele-
mento destas tabelas. Sera´ mostrado que, dado um ve´rtice v para o qual a tabela da
demanda D conte´m o valor de ∆P (pv,d, D), e dado um ve´rtice w que na Alternativa e´
sucessor de v, e´ poss´ıvel calcular ∆P (pw,d, D) = ∆P (pv,d, D) + Pv,w,D, onde Pv,w,D mede
quanto a penalizac¸a˜o total da soluc¸a˜o parcial aumentara´ em decorreˆncia de adaptar a
aresta entre os ve´rtices v e w para atender uma demanda adicional D em w.
De fato, dada uma Alternativa, e´ poss´ıvel determinar ∆P (v, w) para cada aresta da
instaˆncia. O problema de encontrar a melhor forma de atender uma demanda D em um
ve´rtice v, ou seja, minimizar ∆P (pv,d), resume-se ao problema de descobrir o caminho
mais curto entre t e v, onde os valores de ∆P (pw,v, D) sa˜o os pesos das arestas.
5.7.1 Causas da variac¸a˜o de penalizac¸o˜es
Ao atender uma nova caixa no ve´rtice v atrave´s do caminho pv,d que estende uma ins-
talac¸a˜o I a partir do ve´rtice d ∈ I, a soluc¸a˜o e´ afetada de va´rias maneiras, entre elas:
• E´ necessa´rio instalar um novo cabo sobre o caminho pv,d. Isto aumenta o custo total
da soluc¸a˜o.
• Eventualmente, sera´ necessa´rio substituir cabos sobre o caminho pd,t em I por cabos
de maior capacidade para que eles acomodem a demanda adicional da nova caixa.
Ale´m do aumento de custo devido a cabos mais caros, as emendas nos cabos de
maior capacidade tambe´m apresentara˜o custo maior, uma vez que o custo da emenda
depende do cabo incidente de maior capacidade.
• O novo caminho pv,d pode resultar em uma nova bifurcac¸a˜o no ve´rtice d, ou seja,
eventualmente uma nova emenda afetara´ o custo total da soluc¸a˜o.
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• No percurso do caminho pv,d podera´ ser necessa´rio instalar pontos de curva, que
influenciara˜o o custo total da soluc¸a˜o.
• O caminho pv,d podera´ conter arestas ja´ presentes em outras Instalac¸o˜es, aumen-
tando a penalidade total da soluc¸a˜o.
5.7.2 Tabela de variac¸a˜o de penalizac¸a˜o
Para melhor expor a estrate´gia que calcula eficientemente a variac¸a˜o de penalizac¸a˜o de-
corrente de alterac¸o˜es no cabeamento, denomina-se de tabela de variac¸a˜o de penalizac¸a˜o
os valores ∆P (pv,d, D) que a Alternativa A(I,D) ou A(0, D) armazena para cada ve´rtice.
Os valores da tabela de variac¸a˜o de penalizac¸a˜o sera˜o sempre positivos, uma vez que,
pela natureza do problema, o atendimento de uma nova demanda sempre resulta no
aumento de custo e/ou no aumento de penalizac¸a˜o. A medida que novos pontos de
demanda sa˜o adicionados a` Instalac¸a˜o, mas nunca retiradas, o uso dos cabos aumenta
monotonicamente, ate´ que seja substitu´ıdo por outro de maior capacidade. Portanto, o
custo dos cabos nas arestas somente pode crescer.
O mesmo vale para as emendas. Ao aumentar a capacidade dos cabos incidentes,
cresce o custo das emendas de acordo com o cabo de maior capacidade incidente no
ve´rtice. Emendas ja´ existentes na˜o podem ser removidas, pois isto implicaria retirar um
ponto de demanda da Instalac¸a˜o ou remover uma bifurcac¸a˜o, o que quebraria a conexa˜o
da soluc¸a˜o parcial.
Com o crescimento das Instalac¸o˜es, mais arestas tendem a serem compartilhadas entre
diferentes Instalac¸o˜es, gerando outro tipo de penalizac¸a˜o crescente.
O exemplo a seguir ilustra como os valores ∆P (pv,d, D) sa˜o calculados para a tabela
de variac¸a˜o de penalizac¸a˜o. Suponha a instaˆncia da figura 5.12. Ela representa uma
soluc¸a˜o parcial formada por apenas uma Instalac¸a˜o. Para maior simplicidade da dis-
cussa˜o, assume-se que todos os ve´rtices possuem exatamente uma caixa terminal, todas
com demanda 10. Nos ve´rtices a, b, d e f ha´ uma caixa terminal atendida. As caixas sa˜o
indicadas pelos retaˆngulos com o nu´mero 10 nele inscrito. Os ve´rtices c, e e g tambe´m
possuem caixas terminais, ainda na˜o atendidas. As arestas ta, ab, bc, cd e cf possuem
cabos instalados, representados pelos segmentos de linha cont´ınua. Como ha´ uma bi-
furcac¸a˜o com emenda no ve´rtice c, ele foi desenhado como um diamante ao inve´s de um
c´ırculo. Os segmentos de linha tracejados ag e de na˜o possuem cabos.
Para atender as caixas terminais nos ve´rtices a, b, d e f , foi instalado um cabeamento,
cujo uso e capacidade esta´ indicado na mesma figura 5.12. O nu´mero 40/50 na aresta ta
indica, por exemplo, que se decidiu utilizar um cabo com capacidade de 50 pares de fios
telefoˆnicos, dos quais somente 40 sa˜o utilizados para atender a demanda em a, b, d e f .
5.7. Heur´ısticas de ca´lculo de penalizac¸a˜o 55
Figura 5.12: Exemplo de Instalac¸a˜o com cabos instalados
A partir da Instalac¸a˜o representada pela figura 5.12 pode-se construir a Alternativa
para obter caminhos ate´ as caixas terminais na˜o atendidas em c, e e g. Neste exemplo,
adotaremos D = 10. A Alternativa adiciona as arestas ag e de, como na figura 5.13.
Devido a` simplicidade deste exemplo, esta e´ a u´nica Alternativa poss´ıvel. Note que para
atender o ve´rtice c na˜o e´ necessa´rio adicionar novas arestas, uma vez que ele ja´ esta´ na
a´rvore da Instalac¸a˜o.
Figura 5.13: Alternativa para a Instalac¸a˜o da figura 5.12
Estuda-se, a t´ıtulo de exemplo, como construir o valor ∆C(v) = ∆P (pv,d, D) de cada
ve´rtice da tabela de variac¸a˜o de penalizac¸a˜o.
• Ve´rtice t. Por definic¸a˜o, na˜o e´ poss´ıvel instalar demanda no ponto de distribuic¸a˜o.
Portanto a variac¸a˜o de penalizac¸a˜o da soluc¸a˜o sera´ considerada zero qualquer que
seja o valor de D.
∆C(t) = 0
• Ve´rtice a. Note que a caixa do ve´rtice a ja´ esta´ atendida. Mas o objetivo da tabela
de variac¸a˜o de penalizac¸a˜o e´ estudar a hipo´tese na qual seria necessa´rio atender uma
caixa adicional com demanda D.
E´ poss´ıvel atender de mais 10 pares de fios telefoˆnicos no ve´rtice a simplesmente
mantendo o cabo ja´ existente em ta. Ele possui capacidade de 50 pares, sendo que 40
esta˜o em uso (para atender as caixas terminais em b, d e f). Sobram exatamente 10
pares em ta que seriam usados para a demanda adicional de a. Como o cabeamento
permanece inalterado, a penalizac¸a˜o na˜o varia.
∆C(a) = 0
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• Ve´rtice b. Note que neste caso, o ve´rtice a na˜o possui demanda adicional, somente
o ve´rtice em estudo, ou seja, b. A abordagem e´ semelhante a` do ve´rtice a. A
demanda adicional em b seria atendida simplesmente aumentando o uso dos cabos
nas arestas ta e ab, respectivamente, de 40 para 50 e de 30 para 40. Como o
cabeamento permanece inalterado, a penalizac¸a˜o na˜o varia.
∆C(b) = 0
• Ve´rtice c. Tal como para b, aumentar-se-ia o uso dos cabos nas arestas ta e ab. Mas
na˜o e´ poss´ıvel atender a demanda adicional de 10 em c, pois a capacidade do cabo
em bc na˜o e´ suficiente para 30 pares de fios telefoˆnicos. Seria necessa´rio substituir
o cabo atual em bc com capacidade 25 por outro de capacidade 50 para abrigar
a demanda extra. A variac¸a˜o de penalizac¸a˜o, neste caso, e´ diferenc¸a de custo dos
cabos, somado a` diferenc¸a de custo da emenda em c, que passa de uma emenda de
tamanho 25 para uma de tamanho 50.
Seja CC o custo de um cabo e CE o custo da emenda. Enta˜o:
∆C(c) = CC(bc, 50)− CC(bc, 25) + CE(c, 50)− CE(c, 25)
• Ve´rtice d (ou f). Para instalar uma demanda adicional de 10 em d ou f , o pro-
cedimento e´ ideˆntico para os dois casos. Muda somente o caminho. Os cabos em ta
e ab permaneceriam inalterados, enquanto o cabo em bc precisaria ser substitu´ıdo
por outro de capacidade 50. O cabo em cd (ou cf) na˜o sofreria alterac¸a˜o.
Observa-se uma propriedade importante para a determinac¸a˜o dos valores de ∆C(v)
para um ve´rtice v situado sobre a a´rvore da Instalac¸a˜o. A diferenc¸a de penalizac¸a˜o
em relac¸a˜o ao cabeamento original e´ formada pela diferenc¸a de penalizac¸a˜o das
alterac¸o˜es necessa´rias do caminho de t ate´ o antecessor de v, acrescido da diferenc¸a
de penalizac¸a˜o das alterac¸o˜es do antecessor ate´ o pro´prio v.
Seja ∆CC(a) o aumento de penalizac¸a˜o devido a troca do cabo na aresta a e ∆CE(v)
o aumento de penalizac¸a˜o devido a troca da emenda em v. Se na˜o houver necessidade
de troca de cabo ou de emenda, enta˜o, respectivamente, ∆CC(a) = 0 e ∆CE(v) = 0.
Portanto:
∆C(d) = ∆C(c) + ∆CC(cd) + ∆CE(c) + ∆CE(d)
∆C(f) = ∆C(c) + ∆CC(cf) + ∆CE(c) + ∆CE(f)
Neste caso, como os cabos em cd e cf na˜o precisam ser alterados, nem as emendas
em c, d e f , enta˜o:
∆C(d) = ∆C(c)
∆C(f) = ∆C(c)
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• Ve´rtice e. Adicionar uma demanda adicional em e equivaleria a atender a demanda
em d e prolongar o cabeamento ate´ o ve´rtice e.
Isto revela outra caracter´ıstica importante para os valores de ∆C(v) em relac¸a˜o a
um ve´rtice v na˜o atendido pela Instalac¸a˜o. O valor de ∆C(v) e´ a soma de ∆C(w)
para um ve´rtice w pertencente a` fronteira da Instalac¸a˜o com a Alternativa e o custo
do caminho de w ate´ v usando as arestas da Alternativa. O custo deste caminho
e´ fa´cil de calcular, uma vez que ele utiliza somente cabos com a menor capacidade
dispon´ıvel e na˜o apresenta emendas sobre o caminho. Mas poderia haver necessidade
de instalar uma emenda no ve´rtice da fronteira entre a Instalac¸a˜o e a Alternativa,
caso o caminho resulte em uma bifurcac¸a˜o de um caminho existente na Instalac¸a˜o.
Portanto:
∆C(e) = ∆C(d) + ∆CC(de) + ∆CE(d)
Neste caso, uma vez que ja´ existe uma emenda em d:
∆C(e) = ∆C(d) + CC(de, 25)
• Ve´rtice g. A estrate´gia seria a mesma que para o ve´rtice e, observando-se ainda
que seria necessa´rio realizar uma bifurcac¸a˜o no ve´rtice a, que caso o ve´rtice a na˜o
apresentasse uma caixa atendida, resultaria em uma nova emenda.
∆C(g) = ∆C(a) + CC(ag, 25)
Desta forma, os valores de ∆C(·) para os ve´rtices de a, b, c, d, e e f permitem
construir a tabela de variac¸a˜o de penalizac¸a˜o. Estes valores sa˜o espec´ıficos para uma
demanda D. Isto significa que, caso um ve´rtice v possua uma caixa na˜o atendida com
uma demanda D′ diferente de D, enta˜o a tabela na˜o podera´ ser utilizada para precisar
com exatida˜o a variac¸a˜o de penalizac¸a˜o.
5.7.3 Variac¸a˜o de penalizac¸a˜o sobre caminhos
Uma caracter´ıstica interessante e´ o fato de que a variac¸a˜o de penalizac¸a˜o ∆P (pv,d, D),
decorrente de uma demanda D, supostamente localizada no ve´rtice v, depender exclusi-
vamente dos ve´rtices e das arestas sobre o caminho pv,d. O valor de ∆P (pv,d, D) na˜o sera´
afetado pelo cabeamento dos demais ve´rtices ou arestas.
Seja S(T, pv,d, D) a soma das penalizac¸o˜es geradas em ve´rtices e arestas sobre o ca-
minho pv,d, considerando uma a´rvore de cabeamento T de uma Instalac¸a˜o. No caso
do destino d ser um ve´rtice de uma a´rvore (ou seja, d 6= t), deve-se tambe´m somar
a S(T, pv,d, D) as penalizac¸o˜es de ve´rtices e arestas sobre caminho de d ate´ o ponto de
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distribuic¸a˜o t. O valor de S(T, pv,d, D) e´ calculado facilmente considerando-se as carac-
ter´ısticas dos cabos e emendas sobre o caminho de v ate´ o ponto de distribuic¸a˜o t. Seja T ′
a nova a´rvore obtida a partir de T apo´s a instalac¸a˜o de uma suposta demanda D no
ve´rtice v. A variac¸a˜o de penalizac¸a˜o no caminho pv,d da a´rvore T para o mesmo caminho
em T ′ sera´ S(T ′, pv,d, D)− S(T, pv,d, D).
A variac¸a˜o de penalizac¸a˜o resultante de arestas compartilhadas entre duas ou mais
Instalac¸o˜es precisa ser tratada com mais atenc¸a˜o, uma vez que este crite´rio na˜o depende
dos caminhos, mas da configurac¸a˜o do cabeamento de cada Instalac¸a˜o. Para uma aresta a
no caminho pv,d, suponha que ela esteja presente em ka Instalac¸o˜es. Se ka ≥ 2, enta˜o isto
caracteriza um compartilhamento e a penalizac¸a˜o da tabela 5.2 da sec¸a˜o 5.8 sera´ aplicada
para cada uma das ka Instalac¸o˜es. Seja comp(ka) o valor que penaliza, em cada Instalac¸a˜o,
o compartilhamento da aresta a. Ao compartilhar uma aresta em mais uma Instalac¸a˜o,
a soluc¸a˜o sofrera´ uma penalizac¸a˜o adicional de ka(comp(ka + 1) − comp(ka)) para cada
aresta a no caminho pv,d.
Ao penalizar o compartilhamento, com pequenos valores, em cada caminho, ao inve´s
de penalizar globalmente com um valor elevado, foi poss´ıvel tratar esta restric¸a˜o atrave´s
de uma penalizac¸a˜o que depende apenas do caminho. Satisfaz as mesmas caracter´ısticas
de S(T, pv,d), evitando assim um segundo modelo de penalizac¸a˜o.
5.7.4 Caminhos de variac¸a˜o mı´nima de penalizac¸a˜o
Primeiramente, e´ fundamental observar a seguinte propriedade. Seja v um ve´rtice da
instaˆncia. Seja ∆P (pv,t, D) a variac¸a˜o total de penalizac¸a˜o para fornecer D pares de
linhas telefoˆnicas do ponto de distribuic¸a˜o t ate´ v pelo caminho pv,t. Se desejarmos
fornecer os D pares adicionais na˜o para o ve´rtice v, mas sim para um vizinho w de v,
atrave´s do caminho pv,t e estendido pela aresta de v a w, podemos calcular a variac¸a˜o
de penalizac¸a˜o para atender D pares em w como ∆P (pw,t, D) = ∆P (pv,t, D) + Pv,w,D,
sendo que Pv,w,D e´ a soma da penalizac¸a˜o de uma nova emenda em v (caso seja necessa´rio
bifurcar o cabeamento em v), da penalizac¸a˜o do comprimento da aresta de v a w para
um novo cabo que comporta D pares, e a penalizac¸a˜o eventual de compartilhar a aresta
de v a w com outras a´rvores.
Note que ∆P (pv,t, D) ja´ inclui a penalizac¸a˜o de adaptac¸o˜es do cabeamento v ate´ o
ponto de distribuic¸a˜o t para oferecer uma demanda adicional D no ve´rtice v, como troca
cabos por outros de capacidade maior e ajustes nas emendas. Ou seja, o ve´rtice v possui
a demanda adicional D que agora desejamos oferecer para o ve´rtice w
Com objetivo de obter a tabela de variac¸a˜o de penalizac¸a˜o de uma Alternativa, e´
atribu´ıdo um “peso” igual ao valor de Pv,w,D para cada aresta (entre dois ve´rtices v e w).
E´ poss´ıvel determinar os valores de ∆C(v) da tabela de variac¸a˜o de penalizac¸a˜o para
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uma demanda adicional D utilizando-se o conceito de soma de pesos sobre o caminho
entre dois pontos (o ponto de distribuic¸a˜o t e os demais ve´rtices). Assim, a tabela de
variac¸a˜o de penalizac¸a˜o pode ser obtida atrave´s de um algoritmo de caminhos de peso
mı´nimo modificado. Como a Instalac¸a˜o e´ imuta´vel, os caminhos definidos pela Instalac¸a˜o
precisam ser preservados e somente as extenso˜es de caminhos da Alternativa sa˜o pass´ıveis
de minimizac¸a˜o. Para isso, calcula-se o peso dos caminhos na a´rvore da Instalac¸a˜o, e
somente depois se aplica o algoritmo de caminhos mı´nimos, considerando toda a Instalac¸a˜o
como um u´nico ve´rtice colapsado, cujas arestas incidentes tem peso igual ao peso do
caminho de t ate´ elas.
5.7.5 Algoritmo dinaˆmico de caminhos mı´nimos
De uma iterac¸a˜o para outra da fase de construc¸a˜o, a Alternativa pode sofrer alterac¸o˜es
locais devido ao cabeamento da nova caixa atendida. Este cabeamento interfere nos
valores Pv,w,D das arestas sobre o caminho do cabeamento da nova caixa. Atualizar a
tabela de variac¸a˜o de penalizac¸a˜o requer manter os caminhos da Alternativa minimizados
em relac¸a˜o a` ∆P (pv,t, D).
Na revisa˜o da literatura sobre algoritmos com este propo´sito [9, 6, 49, 17, 18, 21, 15,
33, 4, 11, 19, 46, 20, 41, 44, 3, 43, 42, 5, 31, 45, 12] na˜o foi poss´ıvel encontrar uma soluc¸a˜o
para atualizar uma a´rvore de caminhos mı´nimos para variac¸o˜es simultaˆneas nos pesos de
diversas arestas.
Em um estudo realizado em paralelo com este trabalho, publicado como relato´rio
te´cnico [13], propo˜e-se um algoritmo dinaˆmico que atende este requisito. Aborda-se o
problema de atualizar uma a´rvore de caminhos mı´nimos, em uma so´ execuc¸a˜o do algo-
ritmo, para mu´ltiplas modificac¸o˜es simultaˆneas aumento e diminuic¸a˜o de custo em arestas.
O algoritmo na˜o apresenta restric¸o˜es quanto ao domı´nio do peso das arestas, desde que
na˜o sejam negativos.
O algoritmo atualiza somente os caminhos afetados. Sua complexidade de pior caso
e´ O(m+n log n) para um grafo com n ve´rtices em arestas. Sue eficieˆncia e´ potencialmente
melhor que as demais soluc¸o˜es conhecidas ate´ o momento, desde o nu´mero de modificac¸o˜es
seja pequeno comparado com o total de arestas no grafo e as modificac¸o˜es situem-se sobre
uma quantidade pequena de caminhos. Este e´ exatamente o caso da atualizac¸a˜o da tabela
de variac¸a˜o de penalizac¸a˜o. A adic¸a˜o de uma caixa afeta as arestas que esta˜o sobre alguns
poucos caminhos espec´ıficos: o caminho do cabeamento e dos cabeamentos que bifurcam
do mesmo.
O tempo de execuc¸a˜o e´ independente do nu´mero de modificac¸o˜es no grafo e e´ garan-
tidamente menor ou igual que a computac¸a˜o de uma nova a´rvore de caminhos mı´nimos.
A similaridade com o algoritmo de Dijkstra permite uma implementac¸a˜o simples e uma
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fa´cil compreensa˜o do funcionamento do algoritmo.
5.8 Func¸a˜o objetivo
A qualidade de uma soluc¸a˜o possui duas medidas: o custo e o desvanecimento. A soma
das duas medidas resulta na penalizac¸a˜o. Os custos esta˜o baseados em estimativas reais.
A func¸a˜o objetivo e´ aplicada sobre cada uma das Instalac¸o˜es (vide explicac¸a˜o de
“Instalac¸a˜o” e “Soluc¸a˜o” da sec¸a˜o 5.3). O custo total (desvanecimento total) de uma
Soluc¸a˜o e´ a soma dos custos (desvanecimentos) das Instalac¸o˜es que compo˜em a Soluc¸a˜o.
Se a Soluc¸a˜o for incompleta, enta˜o a func¸a˜o objetivo avalia somente arestas e ve´rtices
utilizados em cada uma das Instalac¸o˜es da Soluc¸a˜o. Na˜o se penaliza caixas terminais sem
atendimento. Desta forma, durante a execuc¸a˜o do GRASP, o custo e o desvanecimento
tendem a crescer assim que novas caixas terminais sa˜o atendidas.
Um ve´rtice de uma determinada Instalac¸a˜o pode gerar custos de duas naturezas. O
primeiro esta´ relacionado a existeˆncia ou na˜o de uma emenda. O segundo depende da
existeˆncia ou na˜o de um ponto de curva. Ve´rtices na˜o geram desvanecimento.
Uma aresta presente na Instalac¸a˜o implica na atribuic¸a˜o de um cabo a` mesma. Gera-se,
portanto o custo de instalar o cabo. Havera´ desvanecimento se a aresta for compartilhada
com outras Instalac¸o˜es.
Cabos
A aresta por si so´ na˜o recebe custo nem desvanecimento. Quando uma Instalac¸a˜o conte´m
a aresta, ou seja, a Instalac¸a˜o requer a atribuic¸a˜o de um cabo a` aresta, o custo sera´
formado pela soma de um custo varia´vel proporcional ao comprimento do cabo e um
custo fixo de instalac¸a˜o.
A tabela 5.1 conte´m os valores utilizados para as instaˆncias.
Cabo
Lance Ae´reo Duto Subterraˆneo
Fixo Linear Fixo Linear
25 pares 10,0 5,0 50,0 5,0
50 pares 10,0 7,0 50,0 7,0
75 pares 10,0 10,0 50,0 10,0
150 pares 10,0 15,0 50,0 15,0
200 pares 10,0 20,0 50,0 20,0
Tabela 5.1: Custo de cabos nas arestas
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Ocupac¸a˜o dos cabos
A func¸a˜o objetivo na˜o trata os coeficientes mı´nimo e ma´ximo de ocupac¸a˜o que restringe
a demanda atendida atrave´s de um cabo.
A implementac¸a˜o do coeficiente mı´nimo violaria a premissa utilizada na sec¸a˜o 5.7, que
a penalizac¸a˜o de um cabeamento nunca decresce com o aumento da demanda atendida
pelo cabo. Por exemplo, se um cabo apresenta ocupac¸a˜o inferior a` dada pelo coeficiente
mı´nimo, enta˜o adicionar mais demanda de uma caixa ao cabo resultara´ em um decre´scimo
da penalizac¸a˜o, uma vez que esta restric¸a˜o deixaria de ser violada. Ou seja, a variac¸a˜o de
penalizac¸a˜o ∆P (pv,d) seria negativa.
Existe um segundo argumento contra a implementac¸a˜o do coeficiente mı´nimo. Uma
nova instalac¸a˜o e´ criada ao estabelecer um cabeamento inicial para uma caixa na˜o aten-
dida, sem compartilhar arestas com outra Instalac¸a˜o. Se a caixa apresentar uma demanda
abaixo da ocupac¸a˜o dada pelo coeficiente mı´nimo, enta˜o todo esse cabeamento inicial so-
frera´ uma violac¸a˜o fortemente penalizada. A fase de construc¸a˜o tenderia a evitar novas
Instalac¸o˜es, que por sua vez impediria a heur´ıstica de expandir corretamente o cabea-
mento.
Ja´ para o coeficiente ma´ximo de ocupac¸a˜o, basta especificar cabos de menor capacidade
na entrada do algoritmo para obrigar a heur´ıstica a deixar uma quantidade de pares de
fios telefoˆnicos livres nos cabos. Por exemplo, supondo que existem cabos com capacidade
25, 50 e 100, e o coeficiente ma´ximo de ocupac¸a˜o e´ 90%, enta˜o os cabos informados para
o algoritmo devera˜o apresentar capacidades 22, 45 e 90, respectivamente.
Compartilhamento de arestas
Caso uma aresta seja compartilhada por mais de uma Instalac¸a˜o, enta˜o a aresta recebe
a soma de desvanecimento varia´vel, proporcional ao comprimento do cabo, mais um des-
vanecimento fixo. O valor e´ somado uma vez para cada uma das Instalac¸o˜es envolvidas
no compartilhamento de acordo com a tabela 5.2. Note que na˜o se gera desvanecimento
para aresta sem cabeamento e associada a apenas um ou dois cabos. A partir do segundo
cabo, a penalizac¸a˜o cresce exponencialmente.
O desvanecimento varia´vel e´ importante para evitar que o custo varia´vel predomine
nas arestas mais longas. Caso contra´rio, a heur´ıstica tenderia a compartilhar as arestas
longas pois resultara´ em uma penalizac¸a˜o menor quando comparada ao uso de va´rias
arestas curtas na˜o compartilhadas.
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Tabela 5.2: Penalizac¸a˜o de compartilhamento de arestas
Emendas
Cada tipo de cabo dispon´ıvel possui um custo associado a` emenda. A existeˆncia de
uma emenda e´ decidida de acordo com regras definidas na tabela 5.3. Os custos esta˜o
na tabela 5.4. Em geral, ha´ necessidade de emenda sempre que um ve´rtice apresente
uma bifurcac¸a˜o no cabeamento, seja para atender uma caixa terminal situada no pro´prio
ve´rtice, seja para dar seguimento ao cabeamento em dois ou mais caminhos distintos.
Nestes casos, em situac¸o˜es reais, o custo e´ dado pelo custo associado a` emenda do cabo de
maior capacidade que incide no ve´rtice. A func¸a˜o objetivo considera esta caracter´ıstica.
Ve´rtice Emenda Custo
Ve´rtices na˜o atendidos pela instalac¸a˜o do cabo Na˜o 0
Raiz (arma´rio, ou ponto de distribuic¸a˜o) Na˜o 0
Nas folhas (ve´rtices de grau 1 onde termina um cabo)
Com caixa Sim cabo
Sem caixa Na˜o 0
Ponto de passagem (ve´rtice de grau 2 onde passa o cabo)
Com caixa Sim maior cabo
Sem caixa, cabos iguais Na˜o 0
Sem caixa, cabos diferentes Sim maior cabo
Bifurcac¸o˜es (ve´rtice de grau maior que 2)
Com caixa Sim maior cabo
Sem caixa Sim maior cabo
Tabela 5.3: Lo´gica de decisa˜o para custo de emenda
Pontos de curva
Caso o ve´rtice admita instalac¸a˜o de um ponto de curva, enta˜o o custo depende do seu
tipo de acordo com a figura 2.2 da sec¸a˜o 2.3.







Tabela 5.4: Custos das emendas
• Para o ponto de curva “X”. Soma-se um valor constante de 15,0 unidades ao custo
somente se o cabeamento liga os pontos A1 com B1, A1 com B2, A2 com B1 ou A2
com B2. Na˜o ha´ custo caso o cabeamento ligue somente os pontos A1 com A2, ou
B1 com B2, uma vez que neste caso na˜o ha´ necessidade de instalar cabos de suporte.
• Para o ponto de curva “Y”. Soma-se um valor constante de 10,0 unidades indepen-
dente da direc¸a˜o do cabeamento, pois sempre havera´ necessidade de instalar os treˆs
cabos de suporte ate´ o centro onde esta´ o ponto de curva.
• Para o ponto de curva “T”. Soma-se um valor constante de 10,0 unidades ao custo
somente se o cabeamento liga os pontos A1 com B1 ou A2 com B1. Na˜o ha´ custo
caso o cabeamento ligue somente os pontos A1 com A2, uma vez que neste caso na˜o
ha´ necessidade de instalar o ponto de curva.
5.9 Fase de busca local
A busca local e´ realizada em duas etapas: remoc¸a˜o de a´rvores pequenas e troca de caixas
entre a´rvores.
5.9.1 Remoc¸a˜o de a´rvores pequenas
Na implementac¸a˜o atual da fase de construc¸a˜o, existe a possibilidade da heur´ıstica GRASP
optar por criar uma Instalac¸a˜o (uma a´rvore) apenas para atender uma ou duas caixas dis-
tantes do ponto de distribuic¸a˜o. A figura 5.14 mostra um caso real obtido pela heur´ıstica
de construc¸a˜o. O trac¸ado mais intenso representa o cabeamento da Instalac¸a˜o. Os peque-
nos quadrados representam caixas terminais existentes na Instalac¸a˜o. A caixa atendida e´
ressaltada pelo quadrado maior sobre o trac¸ado da Instalac¸a˜o.
Uma Instalac¸a˜o com poucas caixas terminais costuma ser indeseja´vel, pois a caixa
poderia ser atendida com um custo menor por uma outra Instalac¸a˜o que ja´ cobre as
caixas vizinhas. Uma a´rvore pequena normalmente gera uma penalizac¸a˜o muito alta,
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Figura 5.14: Exemplo de uma a´rvore pequena
pois para chegar ate´ a caixa a` qual atende recorre a um percurso atrave´s de a´rvores
pro´ximas, compartilhando um grande nu´mero de arestas.
Este comportamento na˜o e´ um defeito da heur´ıstica de construc¸a˜o do GRASP. De
fato, as a´rvores pequenas costumam ser criadas somente nas u´ltimas iterac¸o˜es da fase de
construc¸a˜o. Durante a execuc¸a˜o da fase de construc¸a˜o, a opc¸a˜o de criar novas a´rvores
apresenta uma penalidade consideravelmente alta e existe um nu´mero muito grande de
outras opc¸o˜es mais vantajosas. A heur´ıstica de escolha na fase de construc¸a˜o preferira´
adicionar caixas a Instalac¸o˜es existentes pro´ximas, ao inve´s de criar uma nova a´rvore.
Pro´ximo do fim da fase construc¸a˜o, a adic¸a˜o de mais caixas em uma a´rvore existente
torna-se cada vez mais cara, pois sera´ necessa´rio substituir cabos por outros de capacidade
cada vez maior, o que, por sua vez, acarreta tambe´m em emendas de custo maior. O valor
da penalizac¸a˜o de adicionar uma caixa a` Instalac¸a˜o existente aproxima-se da penalizac¸a˜o
de criar uma nova a´rvore. As probabilidades para as duas opc¸o˜es tornam-se semelhantes,
e o nu´mero de opc¸o˜es e´ reduzido. Neste contexto, a heur´ıstica de escolha podera´ optar
corretamente por instalar uma nova a´rvore.
Seria necessa´rio adotar um fator de ajuste dinaˆmico para melhorar a distribuic¸a˜o
de probabilidades, deixando a func¸a˜o de penalizac¸a˜o mais complexa. Ao inve´s de se
estudar um processo de sorteio mais elaborado para a fase de construc¸a˜o, preferiu-se
implementar, na fase de busca local, uma heur´ıstica de correc¸a˜o simples que identifica as
a´rvores pequenas e redistribui as caixas por elas atendidas para outras a´rvores maiores.
Para que uma Instalac¸a˜o TP seja considerada uma a´rvore pequena e ser eleg´ıvel para
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eliminac¸a˜o, ela deve satisfazer um dos seguintes crite´rios: conter menos de cinco caixas
e atender uma demanda inferior ou igual a 25 assinantes. Seja T (diferente de TP ) uma
a´rvore que pertence a` soluc¸a˜o. Ela sera´ considerada candidata para receber a caixa C ∈ TP
no ve´rtice v se satisfizer as seguintes opc¸o˜es: o cabeamento da a´rvore T passa pelo ve´rtice
v (alta prioridade) ou passa pro´ximo do ve´rtice v (baixa prioridade).
A caixa C e´ movida para a a´rvore T que minimiza a penalizac¸a˜o total da soluc¸a˜o.
Caso uma caixa de TP na˜o possa ser movida para uma outra a´rvore, enta˜o a a´rvore TP
original e´ restaurada. Caso contra´rio, ela e´ removida da soluc¸a˜o.
Nas instaˆncias reais usadas, esta estrate´gia sempre removeu as a´rvores pequenas. Nes-
tes casos, o custo da soluc¸a˜o cai de forma proporcional ao o comprimento do cabeamento
da a´rvore TP . A reduc¸a˜o da penalidade deve-se, principalmente, a` reduc¸a˜o do nu´mero de
arestas compartilhadas.
5.9.2 Trocar caixas entre duas a´rvores
A heur´ıstica de busca local escolhida para a segunda fase GRASP e´ o deslocamento
de caixas entre a´rvores. Para cada caixa da instaˆncia, a heur´ıstica analisa a reduc¸a˜o
de penalizac¸a˜o resultante ao moveˆ-la da a´rvore atual TA para uma outra a´rvore T . As
operac¸o˜es para verificar o impacto de alterac¸o˜es locais sa˜o facilitadas usando a abordagem
de va´rias camadas descrita na sec¸a˜o 5.2.4. Os passos a seguir permitem simular o efeito
da remoc¸a˜o da caixa sem afetar a a´rvore TA. Para a a´rvore atual TA, cria-se uma nova
camada TA1. Nela, subtrai-se a demanda da caixa da utilizac¸a˜o dos cabos situados em
arestas no caminho da caixa ate´ o ponto de distribuic¸a˜o t. Se a caixa situava-se sobre uma
folha da a´rvore em TA, remove-se em TA1 tambe´m as arestas e os ve´rtices do caminho da
bifurcac¸a˜o ou ate´ a pro´xima caixa da a´rvore.
Escolhe-se aleatoriamente uma a´rvore T para realizar a troca, priorizando aquelas que
resultaram no maior decre´scimo de penalizac¸a˜o. A tabela de variac¸a˜o de penalizac¸a˜o sera´
u´til para otimizar o processo de calcular a penalidade de cada opc¸a˜o de troca.
Casos t´ıpicos nos quais se espera obter ganhos com a busca local sa˜o:
• Reduzir uma emenda. Na figura 5.15(a), a a´rvore TA atende a caixa no ve´rtice b
e portanto ha´ necessidade de uma emenda no ve´rtice a. Na a´rvore TB, atender a
caixa no ve´rtice c exige uma emenda no ve´rtice d. Se na˜o existir caixa no ve´rtice a,
a emenda nesse ve´rtice poderia ser economizada atendendo o ve´rtice c pela a´rvore
TB, conforme na figura 5.15(b).
• Reduzir distaˆncia de cabeamento, atendendo uma caixa atrave´s de uma a´rvore mais
pro´xima.
Buscas mais elaboradas, pore´m na˜o estudadas neste trabalho, poderiam ser:
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(a) Duas emendas (b) Uma emenda
Figura 5.15: Troca de caixas entre a´rvores
• Atender a caixa na mesma a´rvore, mas atrave´s de ve´rtices antecessores diferentes.
• Identificar emendas perto da raiz da a´rvore de cabeamento. Na proximidade da
raiz, o cabo tende a apresentar alta capacidade para comportar a demanda de um
grande nu´mero de assinantes atendidos atrave´s do cabo. As emendas neste cabo
sera˜o, portanto, caras. Instalar uma bifurcac¸a˜o nesse cabo para atender um pequeno
nu´mero de caixas pro´ximas resultara´ em uma emenda cara, que poderia ser evitada,
eventualmente, se estas poucas caixas pudessem ser atendidas por outra a´rvore ou
atrave´s de outros ve´rtices antecessores da mesma a´rvore.
• Isolar uma sub-a´rvore de TA e verificar quais outras a´rvores podem atender caixas
localizadas nesta sub-a´rvore. Este procedimento pode ser interessante para atender
toda uma rua ou avenida por uma outra a´rvore. E´ um caso generalizado das figu-
ras 5.15(a) e 5.15(b), no qual existiriam mais de duas caixas entre os ve´rtices a e
d.
5.10 Simplificac¸a˜o
Trata-se de um passo de pre´-processamento da instaˆncia, realizado antes da fase de cons-
truc¸a˜o. O objetivo e´ eliminar informac¸a˜o desnecessa´ria para as heur´ısticas do GRASP.
O pre´-processamento utiliza padro˜es de ve´rtices facilmente identificados e que repre-
sentam uma configurac¸a˜o redundante. Estes ve´rtices sofrem modificac¸o˜es para se obter
uma instaˆncia mais simples, mas equivalente a` instaˆncia original.
5.10.1 Caminhos desnecessa´rios
Na topologia do grafo de possibilidades de cabeamento sugerido nos dados fornecidos pelo
CPqD, observa-se um grande nu´mero de ve´rtices com as seguintes caracter´ısticas:
• Na˜o apresentam caixa terminal.
• Encontram-se no centro de quadras, ou esta˜o ao longo das ruas ou avenidas, mas
sem oferecer um poss´ıvel caminho para uma caixa terminal.
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• Apresentam grau 1, ou sa˜o bifurcac¸o˜es para ve´rtices de grau 1, ou bifurcac¸o˜es para
sub-a´rvores que na˜o apresentam caixa terminal. Ou seja, sa˜o sub-a´rvores que na˜o
apresentam demanda, que sera˜o chamadas de a´rvores de caminhos desnecessa´rios.
Estes ve´rtices na˜o necessitam de cabeamento, mas elevam a complexidade do espac¸o de
busca com opc¸o˜es que na˜o contribuem com a soluc¸a˜o. Sa˜o identificados pela heur´ıstica de
caminhos desnecessa´rios e eliminados da instaˆncia. Esta heur´ıstica opera iterativamente
em passos. No primeiro, ela busca e marca na instaˆncia todos os ve´rtices que satisfazem
as seguintes condic¸o˜es:
• Na˜o possuem caixa, na˜o possuem demanda nem oferta de pares telefoˆnicos.
• Na˜o sa˜o pontos de curva nem ponto de distribuic¸a˜o.
• Apresentam grau zero ou um e na˜o permitem bifurcac¸o˜es.
Isto equivale a encontrar as folhas das a´rvores de caminhos desnecessa´rios.
Nos demais passos, realiza-se a mesma busca, mas restrita aos vizinhos dos ve´rtices
marcados. Ao calcular o grau de um ve´rtice, na˜o se contabiliza os vizinhos marcados.
Isto equivale a reduzir as a´rvores de caminhos desnecessa´rios retirando ve´rtices a partir
das folhas.
Por fim, os ve´rtices marcados sa˜o removidos.
5.10.2 Ve´rtices desnecessa´rios
Em trechos cont´ınuos de arestas consecutivas ao longo de uma rua ou avenida e´ comum
ocorrerem ve´rtices sem caixas terminais. Estes ve´rtices sa˜o postes (ou caixas) que servem
como suporte para o cabeamento entre um par de caixas ou bifurcac¸o˜es. A adic¸a˜o de uma
aresta do trecho fara´ sentido somente mediante a adic¸a˜o das demais arestas no trecho.
Todas as arestas do trecho recebera˜o o mesmo cabo, uma vez que na˜o faria sentido instalar
uma emenda entre suas extremidades.
Nada mais natural que condicionar que estas arestas sejam adicionadas simultanea-
mente em uma so´ operac¸a˜o. Para isso, a heur´ıstica de ve´rtices desnecessa´rios substitui
todo trecho por uma u´nica aresta fict´ıcia, cujo comprimento e´ igual a` soma das arestas
retiradas.
A heur´ıstica opera em dois passos. No primeiro, identifica conjuntos de ve´rtices que
satisfazem as seguintes restric¸o˜es:
• Na˜o possuem caixa, nem demanda ou oferta de pares telefoˆnicos.
• Na˜o sa˜o pontos de curva ou distribuic¸a˜o.
• Na˜o sa˜o o encontro de uma possibilidade de tubo subterraˆneo com uma de lance
ae´reo.
• Apresentam grau 2.
No segundo passo, o trecho formado pelo conjunto de ve´rtices e´ substitu´ıdo por uma
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(a) Exemplo de ponto de curva (b) Representac¸a˜o por arestas
Figura 5.16: Exemplo de ponto de curva transformado em arestas
u´nica aresta.
5.10.3 Pontos de curva
Os pontos de curva sa˜o ve´rtices que apresentam uma caracter´ıstica especial: eles possuem
regras que associam custos diferentes para cada possibilidade de cabeamento atrave´s dos
mesmos. Para evitar a complexidade decorrente de implementar essas regras na heur´ıstica,
decidiu-se criar arestas especiais para representar cada poss´ıvel cabeamento atrave´s um
ponto de curva.
Se existe um ponto de curva entre dois ve´rtices alinhados, enta˜o se cria uma aresta
com comprimento igual a` distaˆncia entre estes dois ve´rtices e sem custo de instalac¸a˜o.
Esta aresta representa a possibilidade de instalar um cabeamento entre os dois postes,
que dispensa de ponto de curva. Na figura 5.16(a), isto seria um cabeamento do poste A1
para o A2 ou de B1 para o B2, tal como na figura 5.16(b).
Ja´ para dois ve´rtices na˜o alinhados, entre os quais existe um ponto de curva, adiciona-
se uma aresta com comprimento igual a` distaˆncia do caminho entre esses treˆs ve´rtices e
com custo de instalac¸a˜o igual ao custo de instalac¸a˜o do ponto de curva que seria necessa´rio
para realizar este cabeamento. Na figura 5.16(a), isto seria um cabeamento do poste A1
para o B1, A1 para o B2, A2 para o B1 ou de A2 para o B2.
Cap´ıtulo 6
Resultados experimentais
6.1 Instaˆncia de testes
Nesta sec¸a˜o sera´ apresentada a instaˆncia de testes. Esta instaˆncia foi selecionada, pois
apresenta as seguintes caracter´ısticas de interesse:
• A instaˆncia reflete dados reais, obtidos atrave´s de parceria com o CPqD.
• Ela apresenta uma rica variedade de caracter´ısticas, desde quadras regulares para
as quais o cabeamento e´ bastante trivial, como tambe´m assimetrias na geografia que
perturbara˜o o cabeamento sistema´tico. Para instaˆncias muito regulares, o problema
de cabeamento e´ mais simples, de modo que na˜o haveria necessidade de um algoritmo
de otimizac¸a˜o. A instaˆncia ilustra um caso importante no qual uma ferramenta
computacional sera´ de grande valor para aux´ılio no projeto da rede telefoˆnica.
• Na instaˆncia ocorrem va´rias situac¸o˜es de cabeamento, uniformemente distribu´ıdas
pelo mapa. Entre elas podemos reconhecer possibilidades de lances ae´reos e de dutos
subterraˆneos, ambos os casos envolvendo distaˆncias curtas e longas.
• Existe uma diversidade de ruas e avenidas, que geram va´rias configurac¸o˜es inte-
ressantes para instalac¸a˜o de cabos. Em aproximadamente metade das esquinas ha´
possibilidade de instalac¸a˜o de pontos de curva. Dutos subterraˆneos esta˜o a` dis-
posic¸a˜o para atravessar avenidas, uma vez que na maioria das vezes elas na˜o podem
ser cruzadas por lances ae´reos. Va´rias avenidas possuem galerias subterraˆneas, nas
quais podera´ ser passado um cabeamento caso os postes pro´ximos estejam com
cabeamento saturado.
A instaˆncia abrange uma a´rea de aproximadamente 780x730 metros. Nela encontram-
se 706 postes e 215 caixas subterraˆneas. Existem 710 arestas representando possibilidades
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de lances ae´reos e 327 de dutos subterraˆneos. A figura 6.2 conte´m uma ilustrac¸a˜o da
instaˆncia original, antes de aplicar as simplificac¸o˜es e o pre´-processamento.
Existem 71 caixas distribu´ıdas em 63 postes. Na˜o ha´ caixas subterraˆneas atendendo
demanda. Apenas 8 postes conte´m 2 caixas. Sa˜o 61 caixas de capacidade 10 e outras 10
de capacidade 20. A demanda me´dia das caixas e´ de 6,7 pares telefoˆnicos.
Os ve´rtices possuem grau relativamente baixo devido a topologia da instaˆncia. A
maioria dos ve´rtices de grau 1 pode ser considerada ru´ıdo nos dados de entrada. Ja´ os
ve´rtices de grau 2 sa˜o postes (ou caixas subterraˆneas) intermedia´rias ao longo de ruas
ou avenidas pelas quais e´ poss´ıvel passar um cabeamento, mas na˜o faz sentido realizar
bifurcac¸o˜es. Ve´rtices de grau 3 ou 4 sa˜o t´ıpicos de cruzamentos, muitas vezes como pontos
de curva. Ve´rtices de grau maior sa˜o caixas subterraˆneas com muitas ligac¸o˜es ou o pro´prio
ponto de distribuic¸a˜o. A figura 6.1 ilustra algumas caracter´ısticas da instaˆncia.
(a) Grau dos ve´rtices (b) Distribuic¸a˜o de demanda por caixa
Figura 6.1: Distribuic¸a˜o de grau de ve´rtice e demanda por caixa
Ao aplicar a simplificac¸a˜o de caminhos desnecessa´rios, vide sec¸a˜o 5.10, sa˜o removidos
247 postes, 167 caixas subterraˆneas, 230 possibilidades de lances ae´reos e 135 possibi-
lidades de dutos. O resultado desta simplificac¸a˜o encontra-se na figura 6.3, que agora
reflete possibilidades reais de cabeamento. O resultado da simplificac¸a˜o de ve´rtices des-
necessa´rios pode ser encontrado na figura 6.4. Mais 262 postes e 30 caixas subterraˆneas




Postes 706 459 197
Caixas subterraˆneas 215 80 50
Possib. lances ae´reos 710 480 218
Possib. dutos sub. 327 192 162
Total 1958 1211 627
Tabela 6.1: Reduc¸a˜o da instaˆncia apo´s simplificac¸a˜o
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Nela observamos que o nu´mero de componentes que formam a soluc¸a˜o foi reduzido em
aproximadamente 70%. Ainda assim, o problema sobre a instaˆncia e´ complexo.
A instaˆncia apo´s simplificac¸o˜es, usada como entrada para os algoritmos de otimizac¸a˜o,
esta´ mostrada na figura 6.4.








Figura 6.2: Instaˆncia original
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Figura 6.3: Instaˆncia apo´s simplificac¸a˜o de caminhos desnecessa´rios
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Figura 6.4: Instaˆncia apo´s simplificac¸a˜o de ve´rtices desnecessa´rios
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6.2 Planejamento e execuc¸a˜o
Para verificar a heur´ıstica proposta neste trabalho, implementou-se os algoritmos em
C++. O total aproximado de 45.000 linhas de co´digo foi traduzido para bina´rio executa´vel
com aux´ılio do compilador GNU, versa˜o 4.0.3. Os testes ocorreram em um ambiente
formado pelo sistema operacional Linux (Ubuntu 5, kernel 2.6.15-28-386), utilizando a
ferramenta de desenvolvimento Eclipse C/C++ Development Tooling - CDT.
Os resultados experimentais foram obtidos executando a heur´ıstica em duas ma´quinas
distintas, com as seguintes configurac¸o˜es:
• Caracter´ısticas da Ma´quina A:
Um processador Intel(R) Pentium(R) M, frequ¨eˆncia 1.6GHz, cache de 2MB;
1GB memo´ria RAM.
• Caracter´ısticas da Ma´quina B:
Dois processadores Intel(R) Pentium(R) 4, frequ¨eˆncia 3.2GHz, cache de 0,5MB;
2GB memo´ria RAM.
Durante a investigac¸a˜o da melhor estrate´gia para a fase de crescimento na sec¸a˜o 5.4,
realizaram-se testes espec´ıficos para gerar 100 soluc¸o˜es iniciais na fase de construc¸a˜o. Os
resultados destes testes permitiram aprimorar e compreender melhor as te´cnicas sugeridas
e mencionadas anteriormente. No entanto, estes resultados sera˜o omitidos por na˜o serem
essenciais para a conclusa˜o deste trabalho. Para comparar os testes, para reproduzir
resultados e para depurar o algoritmo durante o desenvolvimento do co´digo fonte, utilizou-
se sempre a mesma semente para o gerador de nu´meros aleato´rios e a mesma func¸a˜o
objetivo com valores que refletem custos reais.
Para os testes finais, cada ma´quina realizou um conjunto de testes para treˆs poss´ıveis
configurac¸o˜es do algoritmo. As configurac¸o˜es diferem de acordo com o crite´rio utilizado
para as tabelas de estimativas de variac¸a˜o de penalizac¸a˜o (sec¸a˜o 5.6.2) e os respectivos
limitnates superiores. Em cada teste, a fase de construc¸a˜o gera 300 soluc¸o˜es iniciais.
Configurac¸a˜o Intervalos de demanda
1 1–10; 11–20
2 0–5; 6–10; 11–20
3 0-5; 6–10; 11–14; 15–20
Tabela 6.2: Configurac¸o˜es dos testes da heur´ıstica
A tabela 6.2 ilustra as treˆs configurac¸o˜es usadas neste trabalho. A primeira, e mais
simples, utiliza dois limitantes superiores para o valor da variac¸a˜o de penalizac¸a˜o: 10
(para caixas com demanda de 1 a 10) e 20 (para caixas com demanda de 11 a 20). A
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escolha destes limitantes se deve ao fato que, para esta instaˆncia, as caixas terminais
existem somente para capacidades de 10 ou 20.
Evidentemente, a aproximac¸a˜o sera´ de baixa qualidade para os ve´rtices com demanda
muito inferior ao limitante superior. Por exemplo, suponha que um determinado ve´rtice
com demanda 3 possa ser atendido utilizando o cabeamento ja´ existente nas Instalac¸o˜es
de uma soluc¸a˜o parcial. Neste caso, a variac¸a˜o de penalizac¸a˜o na soluc¸a˜o sera´ zero. O
limitante superior utilizado para este ve´rtice considerara´ uma demanda de 10. Devido ao
uso da aproximac¸a˜o com um excesso de 7, a heur´ıstica podera´ contabilizar, desnecessari-
amente, a substituic¸a˜o de cabos por outros de maior capacidade, ou a instalac¸a˜o de novas
emendas, resultando em um valor muito maior para a variac¸a˜o de penalizac¸a˜o.
Por este motivo, experimentou-se tambe´m para uma outra configurac¸a˜o (a segunda da
tabela 6.2) para os limitantes superiores nas tabelas de estimativas de variac¸a˜o de pena-
lizac¸a˜o. Como a instaˆncia revelou um nu´mero expressivo de ve´rtices com demanda entre
6 e 10, adotou-se uma tabela estimativas dedicada exclusivamente para este intervalo.
Com a fase de construc¸a˜o utilizando valores mais precisos para a escolha dos caminhos,
espera-se obter resultados melhores.
Na terceira configurac¸a˜o da tabela 6.2, aplicou-se o mesmo racioc´ınio para o intervalo
de demanda de 11 a 20. A melhora esperada para a convergeˆncia, todavia, e´ menos
significativa que para a segunda configurac¸a˜o, uma vez que e´ relativamente baixo o nu´mero
de ve´rtices com demanda nos intervalos de 11 a 14 e de 15 a 20.
A implementac¸a˜o utiliza tabelas (hash-maps) para associar entre si os elementos das
estruturas de dados. Utiliza tambe´m conjuntos (hash-sets) para enumerar elementos.
No in´ıcio do trabalho, optou-se pelo enderec¸o de memo´ria dos elementos para servir de
ı´ndice das tabelas e de identificador para os conjuntos. Esta decisa˜o era interessante por
simplificar o co´digo que opera sobre as estruturas de dados. No entanto, ao reproduzir
testes iguais em va´rias ma´quinas, sa˜o obtidos resultados diferentes.
Todas as configurac¸o˜es utilizaram a mesma semente para o gerador de nu´meros pseudo-
aleato´rios. Verifica-se que ele sempre gera a mesma sequ¨eˆncia de nu´meros para governar
as deciso˜es. Portanto, para uma certa instaˆncia e certa configurac¸a˜o, esperava-se que o
algoritmo obtivesse soluc¸o˜es iguais, o que, de fato, na˜o ocorreu.
Como o sistema operacional de cada ma´quina carrega a heur´ıstica em regio˜es de
memo´ria diferentes, os ı´ndices e os identificadores dos elementos das estruturas de da-
dos na˜o sa˜o iguais entre as ma´quinas. Os elementos das tabelas sa˜o consultados em uma
ordem diferente em cada ma´quina. O mesmo acontece para a enumerac¸a˜o dos conjuntos.
Apesar da sequ¨eˆncia de nu´meros sorteados ser a mesma nas duas ma´quinas, as deciso˜es
sa˜o aplicadas sobre dados obtidos com uma ordenac¸a˜o diferente.
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6.3 Tempo de execuc¸a˜o
O tempo de execuc¸a˜o da heur´ıstica foi medido, somente na ma´quina B, para cada uma das
treˆs configurac¸o˜es da heur´ıstica. Cada medic¸a˜o corresponde a 300 iterac¸o˜es da heur´ıstica,
sendo que cada qual inclui a fase de construc¸a˜o, otimizac¸a˜o de busca local, produc¸a˜o de
relato´rios e representac¸a˜o gra´fica.
A tabela 6.3 mostra os resultados obtidos para cada configurac¸a˜o do algoritmo. Na
segunda coluna encontram-se os intervalos utilizados para cada tabela de estimativa de
variac¸a˜o de penalizac¸a˜o. A terceira e quarta colunas conteˆm, respectivamente, o tempo
total e me´dio (em segundos) para cada soluc¸a˜o. A tabela esta´ ilustrada na figura 6.5.
Configurac¸a˜o Intervalos Tempo Tempo me´dio
total [s] por soluc¸a˜o [s]
1 1–10; 11–20 288,39 0,96
2 0–5; 6–10; 11–20 375,30 1,25
3 0-5; 6–10; 11–14; 15–20 561,33 1,87
Tabela 6.3: Tempo de execuc¸a˜o da heur´ıstica
Figura 6.5: Distribuic¸a˜o da quantidade de a´rvores
Observa-se que o tempo me´dio cresce de acordo com o nu´mero de intervalos. Poderia-
se esperar um crescimento proporcional pois, pela implementac¸a˜o da heur´ıstica, cada
iterac¸a˜o da fase de construc¸a˜o atualiza as tabelas de estimativa de variac¸a˜o de penalizac¸a˜o
para cada um dos intervalos. Seja n o nu´mero de ve´rtices e m o nu´mero de arestas da
instaˆncia. A atualizac¸a˜o da tabela apresenta complexidade O(m+ n lnn) e o nu´mero de
iterac¸o˜es e´ igual ao nu´mero de caixas, ou seja, O(n). Cada execuc¸a˜o de uma configurac¸a˜o
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do algoritmo, para k tabelas, apresentara´ complexidade O(k · n · (m + n lnn)), ou seja,
proporcional a k.
A figura 6.5 sugere um leve crescimento acima do comportamento linear. E´ importante
lembrar que a medic¸a˜o de tempo na˜o considera apenas a fase de construc¸a˜o e busca local,
mas tambe´m gerac¸a˜o de relato´rios e representac¸a˜o gra´fica. As duas u´ltimas operac¸o˜es,
em particular, na˜o foram implementadas visando eficieˆncia.
6.4 Resultados obtidos
As tabelas 6.4, 6.5, 6.6, 6.7, 6.8 e 6.9 resumem os resultados obtidos para a execuc¸a˜o da
heur´ıstica em cada uma das treˆs configurac¸o˜es. Os resultados esta˜o divididos por ma´quina
na qual a heur´ıstica foi executada, sendo as ma´quinas identificadas como A e B. Para cada
ma´quina, foram registrados os resultados (parciais) apo´s a fase de construc¸a˜o e ao final
da busca local. Desta forma e´ poss´ıvel valorar a contribuic¸a˜o da busca local em relac¸a˜o a
fase de construc¸a˜o.
Na ma´quina A, a fase de construc¸a˜o gerou o resultado apresentado na tabela 6.4. Cada
um dos blocos, numerados de 1 ate´ 3, corresponde a uma das configurac¸o˜es conforme
explicado na sec¸a˜o 6.2. A primeira coluna de um bloco corresponde a` estat´ıstica do
custo da soluc¸a˜o parcial. A segunda coluna e´ a estat´ıstica da penalizac¸a˜o, calculada a
partir do custo e do desvanecimento em consequ¨eˆncia de outras caracter´ısticas indesejadas
encontradas na soluc¸a˜o. A terceira coluna corresponde ao nu´mero de Instalac¸o˜es da
soluc¸a˜o parcial.
Em um bloco, a primeira linha conte´m o custo e a penalizac¸a˜o da melhor soluc¸a˜o
parcial. Na mesma linha, a terceira coluna conte´m o nu´mero de Instalac¸o˜es da menor
soluc¸a˜o (que na˜o necessariamente e´ a de menor penalizac¸a˜o). A segunda linha resume
a me´dia dos valores de custo, penalizac¸a˜o e tamanho para todas as soluc¸o˜es parciais. A
terceira linha mostra o custo e a penalizac¸a˜o da pior soluc¸a˜o. O tamanho representa o
nu´mero de instalac¸o˜es da maior soluc¸a˜o (tambe´m, na˜o necessariamente corresponde a` pior
soluc¸a˜o).
A tabela 6.5 resume as mesmas informac¸o˜es da tabela 6.4, mas considerando as soluc¸o˜es
apo´s a busca local. A tabela 6.6 compara os valores das tabelas 6.5 e 6.4, informando o
decre´scimo porcentual relativo dos valores de custo e penalizac¸a˜o apo´s a busca local.
A soluc¸a˜o correspondente a` primeira linha da tabela 6.4 na˜o e´ necessariamente a
mesma soluc¸a˜o da primeira linha da tabela 6.5. O mesmo vale para a terceira linha das
mesmas tabelas.
As tabelas 6.7, 6.8 e 6.9 resumem os resultados para a ma´quina B.
As figuras 6.6(a), 6.6(b) e 6.6(e) ilustram para a ma´quina A, respectivamente, as ta-
belas 6.4, 6.5 e 6.6. A ordenada corresponde ao custo/penalizac¸a˜o da tabela e a abscissa
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cada uma das configurac¸o˜es. As primeiras 6 barras ilustram o primeiro bloco, correspon-
dente a` configurac¸a˜o 1. As pro´ximas 6 barras correspondem ao bloco 2 e assim por diante.
As figuras 6.6(c), 6.6(d) e 6.6(f) ilustram, respectivamente, as tabelas 6.7, 6.8 e 6.9 para
a ma´quina B.
Fase de construc¸a˜o, Ma´quina A
config. 1 config. 2 config. 3
melhor 32638 33504 4 31955 35095 3 32363 33068 3
me´dia 39305 45896 6,2 38718 44836 5,9 38416 43887 5,5
pior 48895 66208 10 45622 58844 9 44844 55720 9
Tabela 6.4: Resultados para fase de construc¸a˜o na ma´quina A
Busca local, Ma´quina A
config. 1 config. 2 config. 3
melhor 31031 31560 3 31598 32273 3 31650 31707 3
me´dia 37005 41379 4,3 36901 41044 4,2 36719 40791 4,1
pior 43283 52002 7 44094 51832 6 41922 48689 6
Tabela 6.5: Resultados para busca local na ma´quina A
Melhoria relativa da busca local - Ma´quina A
config. 1 config. 2 config. 3
melhor 4,9% 5,8% 25% 1,1% 8,0% 0% 2,2% 4,1% 0%
me´dia 5,9% 9,8% 30% 4,7% 8,5% 28% 4,4% 7,1% 26%
pior 11,5% 21,5% 30% 3,3% 11,9% 33% 6,5% 12,6% 33%
Tabela 6.6: Diferenc¸a entre busca local e fase de construc¸a˜o na ma´quina A
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Fase de construc¸a˜o, ma´quina B
config. 1 config. 2 config. 3
melhor 34046 35188 4 33492 35236 3 31131 31131 3
me´dia 39310 45969 6,3 38875 45320 6 38427 43838 5,7
pior 47739 62588 10 46673 58306 10 43955 58160 8
Tabela 6.7: Resultados para fase de construc¸a˜o na ma´quina B
Busca local, Ma´quina B
config. 1 config. 2 config. 3
melhor 32171 34034 3 32427 33739 3 31131 31131 3
me´dia 37039 41426 4,4 36920 41241 4,3 36776 40734 4,1
pior 44933 54941 6 43678 51143 7 42675 53176 6
Tabela 6.8: Resultados para busca local na ma´quina B
Melhoria relativa da busca local - Ma´quina B
config. 1 config. 2 config. 3
melhor 5,5% 3,3% 25% 3,2% 4,3% 0% 0,0% 0,0% 0%
me´dia 5,8% 9,9% 30% 5,0% 9,0% 29% 4,3% 7,1% 27%
pior 5,9% 12,2% 40% 6,4% 12,3% 30% 2,9% 8,6% 25%
Tabela 6.9: Diferenc¸a entre busca local e fase de construc¸a˜o na ma´quina B
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(a) Ma´quina A - Fase Construc¸a˜o (b) Ma´quina A - Busca Local
(c) Ma´quina B - Fase Construc¸a˜o (d) Ma´quina B - Busca Local
(e) Melhoria Relativa - Ma´quina A (f) Melhoria Relativa - Ma´quina B
Figura 6.6: Comparativo entre configurac¸o˜es e ma´quinas
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Ana´lise dos resultados
As tabelas 6.6 e 6.9 sa˜o interessantes pois permitem avaliar o efeito da busca local. Ela
sempre reduz o custo da soluc¸a˜o. Em me´dia, pode-se esperar melhorias de 5% para o
custo e de 7 a 10% para a penalizac¸a˜o. Desta forma, a busca local constitui uma operac¸a˜o
relevante da heur´ıstica.
Conclui-se que a busca local e´ capaz de retirar caracter´ısticas indeseja´veis e tambe´m
reduzir o custo. Observa-se que a reduc¸a˜o de custo ocorre principalmente devido a` eli-
minac¸a˜o de Instalac¸o˜es pequenas e desnecessa´rias, atendendo a demanda destas atrave´s
de Instaˆncias maiores pro´ximas. Esta otimizac¸a˜o resulta na melhoria de 5% no valor da
penalizac¸a˜o. Os demais 2% a 5% de melhoria sa˜o decorrentes do menor nu´mero de Ins-
talac¸o˜es, e potencialmente, um menor nu´mero de arestas compartilhadas. Esta afirmac¸a˜o
e´ facilmente comprovada observando que, em me´dia, a busca local reduz o nu´mero de
a´rvores em quase um terc¸o.
Nota-se que a busca local e´ mais eficiente na configurac¸a˜o 1, ou seja, apresenta mai-
ores ı´ndices de melhoria relativa. Este e´ um comportamento esperado. A qualidade das
soluc¸o˜es parciais apo´s fase de construc¸a˜o da configurac¸a˜o 1 e´ pior que das configurac¸o˜es
2 e 3. Assim, sera´ mais fa´cil para a busca local encontrar possibilidades de otimizac¸a˜o na
configurac¸a˜o 1 que nas configurac¸o˜es 2 e 3.
O resultado da configurac¸a˜o 3 na ma´quina B constitui uma excec¸a˜o. A soluc¸a˜o apo´s a
busca local apresentou o mesmo custo e a mesma penalizac¸a˜o que a soluc¸a˜o parcial da fase
de construc¸a˜o. As heur´ısticas de busca local na˜o foram capazes de encontrar caracter´ısticas
que permitissem melhorar a soluc¸a˜o. No entanto, trata-se de um feliz acaso. De fato, na
ma´quina A, que realizou uma sequ¨eˆncia diferente de deciso˜es aleato´rias, a busca local foi
necessa´ria para reduzir em 4,1% a penalizac¸a˜o da melhor a soluc¸a˜o parcial.
De acordo com as figuras 6.6(a), 6.6(b), 6.6(c) e 6.6(d), a busca local reduz a amplitude
do valor da penalizac¸a˜o entre a melhor e a pior soluc¸a˜o. Ou seja, a busca e´ mais eficiente
nas soluc¸o˜es piores. E´ poss´ıvel que uma soluc¸a˜o parcial qualquer da fase de construc¸a˜o
seja otimizada com mais efica´cia e assim alcance uma menor penalizac¸a˜o que a busca local
da melhor soluc¸a˜o parcial da fase de construc¸a˜o.
Tambe´m, as mesmas figuras permitem observar que a amplitude dos resultados das
configurac¸o˜es 2 e 3 e´ consideravelmente menor que a da configurac¸a˜o 1. As melhores
soluc¸o˜es apresentam custo e penalizac¸a˜o semelhantes em todas as configurac¸o˜es. Mas a
pior soluc¸a˜o da configurac¸a˜o 3 apresenta valores muito mais baixos de custo e penalizac¸a˜o
que a pior da configurac¸a˜o 1.
A busca local diminuiu o nu´mero de Instalac¸o˜es na configurac¸a˜o 1, mas na˜o nas con-
figurac¸o˜es 2 e 3. Isto permite concluir que a fase de construc¸a˜o das configurac¸o˜es 2 e
3 produzem soluc¸o˜es menores, e potencialmente de menor custo e penalizac¸a˜o. E´ inte-
ressante observar que, para a melhor soluc¸a˜o, nas configurac¸o˜es 2 e 3, a soluc¸a˜o parcial
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apo´s a fase de construc¸a˜o apresenta o mesmo nu´mero de Instalac¸o˜es que apo´s a busca
local. As tabelas 6.6 e 6.9 mostram que a chance da busca local reduzir o nu´mero de
Instalac¸o˜es decresce da configurac¸a˜o 1 para a 3. Conclui-se que a configurac¸a˜o 3 possui
uma heur´ıstica de construc¸a˜o mais eficiente, capaz de gerar soluc¸o˜es muito pro´ximas a`s
da busca local e com menos caracter´ısticas penalizadas na func¸a˜o objetivo.
Fase Construc¸a˜o – Ma´quina A
configurac¸a˜o 2 configurac¸a˜o 3
melhor 2,1% -4,7% 0,8% 1,3%
me´dia 1,5% 2,3% 2,3% 4,4%
pior 6,7% 11,1% 8,3% 15,8%
Tabela 6.10: Melhoria relativa a` configurac¸a˜o 1 - fase construc¸a˜o, ma´quina A
Busca Local – Ma´quina A
configurac¸a˜o 2 configurac¸a˜o 3
melhor -1,8% -2,3% -2,0% -0,5%
me´dia 0,3% 0,8% 0,8% 1,4%
pior -1,9% 0,3% 3,1% 6,4%
Tabela 6.11: Melhoria relativa a` configurac¸a˜o 1 - busca local, ma´quina A
Fase Construc¸a˜o – Ma´quina B
configurac¸a˜o 2 configurac¸a˜o 3
melhor 1,6% -0,1% 8,6% 11,5%
me´dia 1,1% 1,4% 2,2% 4,6%
pior 2,2% 6,8% 7,9% 7,1%
Tabela 6.12: Melhoria relativa a` configurac¸a˜o 1 - fase construc¸a˜o, ma´quina B
Busca Local – Ma´quina B
configurac¸a˜o 2 configurac¸a˜o 3
melhor -0,8% 0,9% 3,2% 8,5%
me´dia 0,3% 0,4% 0,7% 1,7%
pior 2,8% 6,9% 5,0% 3,2%
Tabela 6.13: Melhoria relativa a` configurac¸a˜o 1 - busca local, ma´quina B
Uma vez finalizada a discussa˜o sobre a influeˆncia da busca local, e´ de interesse observar
as tabelas 6.10, 6.11, 6.12, 6.13. Seus valores foram calculados, cada qual, a partir das
tabelas 6.4, 6.5, 6.7 e 6.8, respectivamente. Cada bloco e´ formado por treˆs linhas, que
correspondem, de cima para baixo, respectivamente, ao melhor valor, ao valor me´dio e ao
pior valor. A coluna esquerda do bloco corresponde ao custo e a da direita, a` penalizac¸a˜o.
Cada valor de um bloco indica a reduc¸a˜o relativa em relac¸a˜o ao bloco da configurac¸a˜o
1. Um valor negativo indica um valor que piora o custo ou a qualidade. O bloco 1 foi
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omitido, uma vez que na˜o faz sentido comparar a configurac¸a˜o 1 com ela mesma. As
figuras 6.7(a), 6.7(b), 6.7(c) 6.7(d) ilustram estas tabelas.
Analisando os dados sob esta o´tica, e´ poss´ıvel afirmar que uma configurac¸a˜o com mais
intervalos para as tabelas de estimativas de variac¸a˜o de penalizac¸a˜o (como e´ o caso das
configurac¸o˜es 2 e 3) na˜o necessariamente reduz o custo e penalizac¸a˜o da melhor soluc¸a˜o
durante a fase de construc¸a˜o. Isto e´ evidenciado nas baixas porcentagens da melhoria
relativa nos valores da primeira linha, que em alguns casos sa˜o ate´ negativos, indicando
que a melhor soluc¸a˜o piorou com a configurac¸a˜o 2 ou a 3.
Por outro lado, as configurac¸o˜es 2 e 3 sempre resultaram em soluc¸o˜es me´dias melhores,
reduzindo consideravelmente a penalizac¸a˜o da pior soluc¸a˜o. Novamente, nota-se que as
configurac¸o˜es 2 e 3 resultam em um conjunto de soluc¸o˜es com menor variaˆncia. As barras
de “me´dio” e “pior” dos gra´ficos da figura 6.7 tendem a ser maiores que as barras de
“melhor”, ou seja, a busca local e´ mais eficiente para as soluc¸o˜es medianas e para as
piores. As configurac¸o˜es com mais intervalos para as tabelas de estimativas de variac¸a˜o
de penalizac¸a˜o reduzem a amplitude entre os resultados.
Os ganhos da configurac¸a˜o 3 sa˜o expressivamente altos. Ao comprar os resultados da
fase de construc¸a˜o para a configurac¸a˜o 1 e 2 entre as ma´quinas A e B (tabelas 6.4 e 6.7),
observa-se que a ma´quina B gerou resultados inferiores a`queles da ma´quina A. No entanto
a configurac¸a˜o 3 obteve resultados finais similares em ambas as ma´quinas. Assim, nos
gra´ficos 6.7(c) e 6.7(d), a configurac¸a˜o 3 apresenta barras altas na˜o por ocorrer melhora
significativa na busca local, mas sim porque as configurac¸o˜es 1 e 2 apresentaram resultados
relativamente piores nesta ma´quina.
Podemos concluir que a configurac¸a˜o 3 apresenta a caracter´ıstica favora´vel de gerar
resultados similares, mesmo quando a heur´ıstica e´ executada em ambientes e ma´quinas
diferentes. Esta configurac¸a˜o e´, portanto, mais esta´vel.
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(a) Ma´quina A - Fase Construc¸a˜o (b) Ma´quina A - Busca Local
(c) Ma´quina B - Fase Construc¸a˜o (d) Ma´quina B - Busca Local
Figura 6.7: Comparativo entre melhoria relativa a` configurac¸a˜o
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6.5 Evoluc¸a˜o das heur´ısticas
As figuras 6.8 e 6.9 ilustram, respectivamente para a ma´quina A e B, como o valor da
penalizac¸a˜o da melhor soluc¸a˜o conhecida variou durante as iterac¸o˜es. Nas duas ma´quinas,
observa-se que a configurac¸a˜o 1 converge rapidamente para um mı´nimo apo´s poucas
iterac¸o˜es. No caso da ma´quina B em particular, a convergeˆncia ocorre em um custo
relativamente alto quando comparado com os resultados das outras configurac¸o˜es. As
configurac¸o˜es 2 e 3, por sua vez, exploram melhor o espac¸o de busca e o valor da pena-
lizac¸a˜o decresce ate´ o final da execuc¸a˜o da heur´ıstica.
Figura 6.8: Evoluc¸a˜o da penalizac¸a˜o, ma´quina A
A seguir e´ apresentado o comportamento da heur´ıstica enquanto produz uma soluc¸a˜o
t´ıpica da configurac¸a˜o 3 e de penalizac¸a˜o me´dia. O gra´fico da figura 6.10 mostra o
nu´mero de a´rvores que compo˜em a soluc¸a˜o parcial a cada iterac¸a˜o, conforme novas caixas
sa˜o atendidas.
A u´ltima iterac¸a˜o cria uma nova a´rvore para atender a u´ltima caixa terminal restante.
Este e´ um comportamento t´ıpico da fase de construc¸a˜o. Quanto mais caixas sa˜o atendidas,
menos opc¸o˜es sobram para realizar cabeamentos e a penalidade ajustada assume valores
cada vez maiores. Nas u´ltimas iterac¸o˜es, a diferenc¸a de penalidade para instalar uma
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Figura 6.9: Evoluc¸a˜o da penalizac¸a˜o, ma´quina B
nova a´rvore deixa de ser significativa quando comparada a` penalidade para estender as
demais a´rvores. Portanto, a probabilidade da primeira escolha aumenta.
O crescimento, de acordo com a iterac¸a˜o da fase de construc¸a˜o da soluc¸a˜o t´ıpica, para
o custo e a penalizac¸a˜o esta´ no gra´fico da figura 6.11. Comparando com a figura 6.10, na˜o
existe nenhuma relac¸a˜o direta do aumento do nu´mero de a´rvores com o crescimento da
penalizac¸a˜o. No entanto, quanto maior o nu´mero de a´rvores, maior e´ a possibilidade do
cabeamento compartilhar arestas com outras a´rvores, e consequ¨entemente, de aumentar
a penalizac¸a˜o.
A figura 6.12 conte´m um resumo gra´fico da soluc¸a˜o t´ıpica. Ele representa como varia
a estat´ıstica da lista de elementos candidatos Li nas sucessivas iterac¸o˜es da fase de cons-
truc¸a˜o. Os elementos sa˜o 〈C,P, p〉, conforme explicado na sec¸a˜o 5.5. Neste elemento, C
e´ a caixa terminal e P e´ a penalidade ajustada para o cabemanto no caminho p (veja
sec¸a˜o 5.5.5.
No gra´fico, os triaˆngulos (com ponta voltada para cima, na curva inferior) representam
os valores mı´nimos de P em cada iterac¸a˜o. Os triaˆngulos (com ponta para baixo, na curva
superior) correspondem os valores ma´ximos e os losangos, aos valores me´dios. Os pontos
retangulares sem linha representam a penalidade ajustada do elemento sorteado da RCL
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Figura 6.10: Evoluc¸a˜o do nu´mero de a´rvores, soluc¸a˜o t´ıpica, fase de construc¸a˜o
em cada iterac¸a˜o.
A fase de construc¸a˜o opta, na maioria das vezes, por elementos cuja penalizac¸a˜o ajus-
tada esta´ abaixo da me´dia. E´ raro, devido a probabilidade baixa, a heur´ıstica selecionar
um elemento com alta penalizac¸a˜o ajustada, caso que normalmente corresponde a` opc¸a˜o
de adicionar uma nova a´rvore.
Os valores me´dios de P crescem com as iterac¸o˜es, uma vez que atender caixas torna-se
cada vez mais dif´ıcil e, portanto, mais caro. Durante as u´ltimas iterac¸o˜es, os elementos
candidatos restringem-se a ligar uma caixa a uma a´rvore bastante saturada (resultando
em uma escolha de alta variac¸a˜o de penalizac¸a˜o devido ao tamanho das emendas e a
grande capacidade dos cabos envolvidos) ou a criar uma nova a´rvore com muitas arestas
compartilhadas.
De fato, o valor mı´nimo de P , nas u´ltimas iterac¸o˜es, tende a crescer rapidamente ate´
quase coincidir com o valor ma´ximo de P . Isto sugere que a fase de construc¸a˜o poderia
adotar uma estrate´gia diferente para as u´ltimas iterac¸o˜es. Para na˜o tornar a fase de
construc¸a˜o ainda mais complexa, optou-se por delegar as escolhas desfavora´veis para a
busca local, que se mostrou plenamente capaz de resolver eficientemente estes casos.
88 Cap´ıtulo 6. Resultados experimentais
Figura 6.11: Evoluc¸a˜o da penalizac¸a˜o, soluc¸a˜o t´ıpica, fase de construc¸a˜o
Figura 6.12: Evoluc¸a˜o da decisa˜o de cabeamento, soluc¸a˜o t´ıpica, fase de construc¸a˜o
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6.6 Qualidade das heur´ısticas
Esta sec¸a˜o analisa a efica´cia da fase de construc¸a˜o e o efeito da busca local sob um outro
ponto de vista. Estudou-se os resultados obtidos na ma´quina A, com a configurac¸a˜o 3, nas
20 melhores soluc¸o˜es considerando uma execuc¸a˜o da heur´ıstica GRASP com 300 soluc¸o˜es
de partida.
A figura 6.13 mostra o custo antes e depois da busca local das 20 melhores soluc¸o˜es
obtidas pelo GRASP. A busca local melhora as soluc¸o˜es geradas pela heur´ıstica de cons-
truc¸a˜o em uma proporc¸a˜o semelhante a` apresentada na tabela 6.6. Especialmente, a busca
local produziu uma melhora significativa na melhor soluc¸a˜o.
No mesmo gra´fico, apo´s a busca local, os custos convergem para valores pro´ximos,
comprovando que a heur´ıstica de busca local possui uma boa capacidade de reduc¸a˜o de
custos e e´ uniforme suficiente para tratar uma ampla variedade de soluc¸o˜es obtidas na
fase de construc¸a˜o.
O gra´fico revela que, para as melhores soluc¸o˜es, na˜o existe relac¸a˜o expl´ıcita entre a
qualidade da soluc¸a˜o parcial apo´s a fase de construc¸a˜o com a da soluc¸a˜o apo´s a busca
local. Existem casos nos quais podem ser obtidas soluc¸o˜es boas otimizando soluc¸o˜es
parciais cujo custo ou penalizac¸a˜o na˜o estavam entre os 20 melhores. Conclui-se que a
fase de construc¸a˜o gera uma diversidade de soluc¸o˜es iniciais prop´ıcia para explorar bem
o espac¸o na busca local. Esta e´ uma caracter´ıstica importante para o funcionamento
eficiente da heur´ıstica GRASP.
Figura 6.13: Comparac¸a˜o de custo entre as 20 melhores soluc¸o˜es
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A figura 6.14 ilustra a penalizac¸a˜o (soma do custo com o desvanecimento) das mes-
mas 20 melhores soluc¸o˜es. Este resultado e´ ainda mais interessante. A fase de busca
local reduz consideravelmente o valor da penalizac¸a˜o e atinge valores pro´ximos aos do
custo, como visto na figura 6.13. Isto significa que a busca local melhora a soluc¸a˜o por
reduzir significativamente o desvanecimento ao corrigir requisitos violados, mas na˜o reduz
significativamente o custo da soluc¸a˜o.
Figura 6.14: Comparac¸a˜o de penalizac¸a˜o entre as 20 melhores soluc¸o˜es
As figuras 6.15 e 6.16 levam a` mesma conclusa˜o. Elas representam, respectivamente,
a distribuic¸a˜o de custo e de penalizac¸a˜o para as soluc¸o˜es antes de depois da busca local.
As soluc¸o˜es da fase de construc¸a˜o e da busca local apresentam custos semelhantes. Seus
histogramas correspondem aos de menor intervalo nas duas figuras. Para a penalizac¸a˜o,
o histograma e´ mais largo e o centro deslocado para valores mais altos. A busca local
desloca o histograma da penalizac¸a˜o para valores mais baixos e reduz a amplitude da
penalizac¸a˜o.
Segundo a figura 6.17, o nu´mero de a´rvores na˜o influencia na qualidade da soluc¸a˜o.
De fato, existem nas 20 melhores soluc¸o˜es finais casos com 3, 4 ou ate´ 5 a´rvores, mas
todas de penalizac¸a˜o semelhante. Este resultado comprova que na˜o devemos penalizar
demasiadamente a possibilidade de gerar novas a´rvores na fase de construc¸a˜o.
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Figura 6.15: Distribuic¸a˜o de custo e penalizac¸a˜o antes da busca local
Figura 6.16: Distribuic¸a˜o de custo e penalizac¸a˜o depois da busca local
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Figura 6.17: Comparac¸a˜o do nu´mero de a´rvores entre as 20 melhores soluc¸o˜es
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6.7 Exemplo de soluc¸a˜o
6.7.1 Melhor soluc¸a˜o
Sera´ apresentada a melhor soluc¸a˜o encontrada pela heur´ıstica, produzida com a confi-
gurac¸a˜o 3 na ma´quina B:
Custo: 31131,07
Penalizac¸a˜o: 31131,07
Ela e´ composta por treˆs Instalac¸o˜es. Para cada uma delas sa˜o apresentadas as listagens
dos ve´rtices que pertencem a` instalac¸a˜o (figuras 6.19, 6.20 e 6.21). Cada linha dessas ta-
belas conte´m informac¸o˜es sobre um ve´rtice da Instalac¸a˜o, sendo o respectivo ve´rtice iden-
tificado na primeira coluna (Ve´rtices da Instalac¸a˜o). A organizac¸a˜o peculiar da primeira
coluna conte´m a representac¸a˜o em forma de a´rvore da Instalac¸a˜o, o que permite identifi-
car o respectivo antecessor de cada ve´rtice. A segunda e terceira colunas (Ve´rtice-Custo,
Ve´rtice-Penal.) conteˆm o custo e a penalizac¸a˜o gerada no ve´rtice, tipicamente devido a
emendas. A quarta coluna (Ve´rtice-Tipo) informa o tipo do ve´rtice, que pode ser raiz,
folha (ve´rtice no qual termina o cabeamento), continuac¸a˜o (um ve´rtice sem bifurcac¸a˜o
do cabeamento) ou bifurcac¸a˜o. Para este u´ltimo tipo, a quinta coluna (Ve´rtice-Bifurc.)
indica o tamanho da emenda na bifurcac¸a˜o. A sexta coluna (Ve´rtice-Caixa) indica qual
caixa esta´ atendida pelo ve´rtice atrave´s de dois nu´meros: demanda/capacidade. Quando
a coluna esta´ em branco, enta˜o o ve´rtice na˜o atende nenhuma caixa. Nos raros casos
quando um ve´rtice atende mais de uma caixa, as demais caixas esta˜o caracterizadas nas
pro´ximas linhas que excepcionalmente na˜o possuem identificador de ve´rtice. A se´tima e a
oitava colunas (Aresta-Uso e Aresta-Capac.) caracterizam o cabo ate´ seu antecessor, ou
seja, o nu´mero de pares em uso no cabo e a capacidade total do cabo. A nona e a de´cima
colunas (Aresta-Custo, Aresta-Penal.) conteˆm o custo e a penalizac¸a˜o gerada na aresta
ate´ o antecessor.
Visualizac¸a˜o gra´fica
Nesta soluc¸a˜o em particular, a busca local na˜o foi capaz de alterar a melhor soluc¸a˜o.
Por este motivo sera´ apresentada somente a soluc¸a˜o apo´s a busca local (figuras 6.18(a),
6.18(b) e 6.18(c)) que e´ ideˆntica a soluc¸a˜o parcial da fase de construc¸a˜o.
Nessas figuras na˜o sa˜o mostrados os pontos de curva. O pre´-processamento os substi-
tuiu por um conjunto de arestas que representam cada possibilidade de cabeamento neles.
A representac¸a˜o do ponto de curva apenas adicionaria maior complexidade desnecessa´ria
a`s figuras.
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(a) Instalac¸a˜o 1, apo´s busca local (b) Instalac¸a˜o 2, apo´s busca local
(c) Instalac¸a˜o 3, apo´s busca local
Figura 6.18: Melhor soluc¸a˜o obtida apo´s busca local





Numero de vertices: 30
Numero de segmentos de cabo: 29
Numero de caixas atendidas: 16
+-----------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+-----------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +401996 | | | Cont | | | 115 | 150 | 734,60 | | |
| +256376 | | | Cont | | | 115 | 150 | 249,20 | | |
| +59939 | | | Cont | | | 115 | 150 | 1231,67 | | |
| +pCT30 | 75,00 | | Bif | 150 | | 115 | 150 | 477,71 | | |
| +256380 | 50,00 | | Cont | 100 | 7/10 | 79 | 100 | 116,43 | | |
| |+256391 | 37,50 | | Cont | 75 | 6/10 | 72 | 75 | 151,60 | | |
| | +256394 | 37,50 | | Bif | 75 | | 66 | 75 | 244,70 | | |
| | +aPT0 | | | Cont | | | 22 | 25 | 222,33 | | |
| | |+59975 | | | Cont | | | 22 | 25 | 113,66 | | |
| | | +256440 | 12,50 | | Cont | 25 | 7/10 | 22 | 25 | 342,25 | | |
| | | +60036 | 12,50 | | Cont | 25 | 8/10 | 15 | 25 | 119,15 | | |
| | | +256416 | | | Cont | | | 7 | 25 | 341,00 | | |
| | | +256426 | | | Cont | | | 7 | 25 | 174,21 | | |
| | | +256436 | 12,50 | | Cont | 25 | 6/10 | 7 | 25 | 89,75 | | |
| | | +256437 | 12,50 | | Folh | 25 | 1/10 | 1 | 25 | 92,35 | | |
| | +256396 | 25,00 | | Bif | 50 | | 44 | 50 | 349,94 | | |
| | +256509 | 25,00 | | Bif | 50 | 7/10 | 33 | 50 | 223,49 | | |
| | |+256508 | | | Cont | | | 19 | 25 | 52,45 | | |
| | ||+256504 | 12,50 | | Bif | 25 | | 19 | 25 | 149,96 | | |
| | || +256511 | 12,50 | | Cont | 25 | 3/10 | 14 | 25 | 326,80 | | |
| | || |+60009 | 12,50 | | Folh | 25 | 11/20 | 11 | 25 | 151,85 | | |
| | || +60010 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 80,00 | | |
| | |+59946 | | | Cont | | | 7 | 25 | 170,25 | | |
| | | +256494 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 189,30 | | |
| | +256497 | 12,50 | | Cont | 25 | 5/10 | 11 | 25 | 160,00 | | |
| | +59945 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 77,75 | | |
| +59966 | 25,00 | | Cont | 50 | 16/20 | 36 | 50 | 125,98 | | |
| +59935 | 12,50 | | Cont | 25 | 13/20 | 20 | 25 | 182,90 | | |
| +256386 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 107,55 | | |
+-----------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 437,50 | 0,00 | | |16:115 | | | 7048,83 | -0,00 | # 0 |
+-----------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.19: Listagem da melhor soluc¸a˜o, Instalac¸a˜o 1





Numero de vertices: 36
Numero de segmentos de cabo: 35
Numero de caixas atendidas: 28
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +59967 | 12,50 | | Cont | 25 | 8/10 | 15 | 25 | 216,20 | | |
| |+60568 | | | Cont | | | 7 | 25 | 78,85 | | |
| | +59955 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 116,30 | | |
| +60567 | | | Cont | | | 196 | 200 | 1280,48 | | |
| +60566 | 100,00 | | Bif | 200 | | 196 | 200 | 1399,50 | | |
| +256286 | 100,00 | | Bif | 200 | | 184 | 200 | 504,03 | | |
| |+256285 | 37,50 | | Bif | 75 | 7/10 | 75 | 75 | 243,03 | | |
| ||+256284 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 102,00 | | |
| ||+256271 | 37,50 | | Cont | 75 | 6/10 | 61 | 75 | 656,60 | | |
| || | | | | | | 7/10 | | | | | |
| || +59954 | 25,00 | | Bif | 50 | | 48 | 50 | 222,94 | | |
| || +aPT6 | 25,00 | | Bif | 50 | | 27 | 50 | 57,22 | | |
| || |+256270 | 12,50 | | Cont | 25 | 14/20 | 22 | 25 | 236,70 | | |
| || ||+256125 | 12,50 | | Folh | 25 | 8/10 | 8 | 25 | 106,15 | | |
| || |+59953 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 91,75 | | |
| || +61189 | | | Cont | | | 21 | 25 | 97,65 | | |
| || +256267 | 12,50 | | Cont | 25 | 6/10 | 21 | 25 | 146,76 | | |
| || +60037 | 12,50 | | Folh | 25 | 10/20 | 15 | 25 | 85,00 | | |
| || | | | | | 5/10 | | | | | |
| |+59958 | 75,00 | | Cont | 150 | 14/20 | 109 | 150 | 270,00 | | |
| | +256338 | 50,00 | | Cont | 100 | 7/10 | 95 | 100 | 746,95 | | |
| | +256340 | 50,00 | | Bif | 100 | | 88 | 100 | 373,60 | | |
| | +256191 | 12,50 | | Cont | 25 | 8/10 | 15 | 25 | 303,20 | | |
| | |+256206 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 203,55 | | |
| | +256337 | 37,50 | | Cont | 75 | 14/20 | 73 | 75 | 410,00 | | |
| | +256141 | 37,50 | | Cont | 75 | 6/10 | 59 | 75 | 371,20 | | |
| | +256142 | 37,50 | | Cont | 75 | 13/20 | 53 | 75 | 298,30 | | |
| | +59950 | 25,00 | | Bif | 50 | 6/10 | 40 | 50 | 192,98 | | |
| | +256136 | | | Cont | | | 16 | 25 | 139,55 | | |
| | |+256143 | 12,50 | | Cont | 25 | 4/10 | 16 | 25 | 255,85 | | |
| | | | | | | | | 4/10 | | | | | |
| | | +256188 | 12,50 | | Folh | 25 | 8/20 | 8 | 25 | 124,65 | | |
| | +61132 | 12,50 | | Bif | 25 | | 18 | 25 | 88,30 | | |
| | +59952 | 12,50 | | Cont | 25 | 6/10 | 11 | 25 | 115,95 | | |
| | |+256137 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 51,35 | | |
| | +59951 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 144,30 | | |
| +59956 | | | Cont | | | 12 | 25 | 103,80 | | |
| +256339 | 12,50 | | Folh | 25 | 7/10 | 12 | 25 | 352,39 | | |
| | | | | | 5/10 | | | | | |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 850,00 | 0,00 | | |28:211 | | |10187,09 | -0,00 | # 0 |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.20: Listagem da melhor soluc¸a˜o, Instalac¸a˜o 2





Numero de vertices: 52
Numero de segmentos de cabo: 51
Numero de caixas atendidas: 27
+-----------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+-----------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +256375 | 100,00 | | Bif | 200 | 7/10 | 152 | 200 | 851,86 | | |
| +256316 | | | Cont | | | 138 | 150 | 161,40 | | |
| |+256400 | | | Cont | | | 138 | 150 | 375,00 | | |
| | +256399 | | | Cont | | | 138 | 150 | 144,40 | | |
| | +256398 | 75,00 | | Cont | 150 | 4/10 | 138 | 150 | 450,00 | | |
| | +60046 | 75,00 | | Cont | 150 | 6/10 | 134 | 150 | 318,00 | | |
| | | | | | | | 5/10 | | | | | |
| | +59931 | 75,00 | | Cont | 150 | 7/10 | 123 | 150 | 1047,00 | | |
| | +pCX29 | 75,00 | | Div | 150 | | 116 | 150 | 467,60 | | |
| | +59964 | 25,00 | | Cont | 50 | 5/10 | 45 | 50 | 112,38 | | |
| | |+59940 | 25,00 | | Cont | 50 | 7/10 | 40 | 50 | 76,08 | | |
| | | | | | | | | 4/10 | | | | | |
| | | +256492 | 25,00 | | Bif | 50 | | 29 | 50 | 516,77 | | |
| | | +256493 | | | Cont | | | 22 | 25 | 136,05 | | |
| | | |+256500 | 12,50 | | Div | 25 | | 22 | 25 | 163,90 | | |
| | | | +256519 | | | Cont | | | 6 | 25 | 374,21 | | |
| | | | |+256518 | | | Cont | | | 6 | 25 | 32,85 | | |
| | | | | +60006 | | | Cont | | | 6 | 25 | 39,10 | | |
| | | | | +256526 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 122,85 | | |
| | | | +256502 | 12,50 | | Folh | 25 | 4/10 | 10 | 25 | 128,30 | | |
| | | | | | | | | | 6/10 | | | | | |
| | | | +59972 | | | Cont | | | 6 | 25 | 101,45 | | |
| | | | +255901 | | | Cont | | | 6 | 25 | 164,79 | | |
| | | | +255914 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 195,00 | | |
| | | +256487 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 145,95 | | |
| | +256365 | 37,50 | | Cont | 75 | 12/20 | 65 | 75 | 515,34 | | |
| | |+256363 | 37,50 | | Bif | 75 | | 53 | 75 | 144,20 | | |
| | | +aPT4 | | | Cont | | | 38 | 50 | 64,94 | | |
| | | |+59957 | | | Cont | | | 38 | 50 | 432,25 | | |
| | | | +aPT5 | | | Cont | | | 38 | 50 | 85,07 | | |
| | | | +256342 | 25,00 | | Cont | 50 | 6/10 | 38 | 50 | 309,79 | | |
| | | | +59960 | | | Cont | | | 32 | 50 | 469,20 | | |
| | | | +60570 | 25,00 | | Div | 50 | | 32 | 50 | 182,93 | | |
| | | | +256200 | | | Cont | | | 15 | 25 | 174,93 | | |
| | | | |+59944 | 12,50 | | Cont | 25 | 7/10 | 15 | 25 | 128,60 | | |
| | | | | | | | | | | 2/10 | | | | | |
| | | | | +256197 | | | Cont | | | 6 | 25 | 236,55 | | |
| | | | | +256195 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 133,85 | | |
| | | | +60571 | | | Cont | | | 9 | 25 | 434,25 | | |
| | | | |+60572 | | | Cont | | | 9 | 25 | 153,05 | | |
| | | | | +59963 | 12,50 | | Cont | 25 | 4/10 | 9 | 25 | 83,95 | | |
| | | | | +255674 | | | Cont | | | 5 | 25 | 198,60 | | |
| | | | | +255676 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 131,70 | | |
| | | | +59962 | | | Cont | | | 8 | 25 | 142,90 | | |
| | | | +59933 | 12,50 | | Cont | 25 | 6/10 | 8 | 25 | 108,78 | | |
| | | | +256183 | | | Cont | | | 2 | 25 | 132,50 | | |
| | | | +256186 | 12,50 | | Folh | 25 | 2/10 | 2 | 25 | 118,05 | | |
| | | +59937 | 12,50 | | Cont | 25 | 4/10 | 15 | 25 | 145,30 | | |
| | | +59974 | 12,50 | | Bif | 25 | | 11 | 25 | 261,37 | | |
| | | +256361 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 169,55 | | |
| | | +59999 | | | Cont | | | 5 | 25 | 252,15 | | |
| | | +255894 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 144,85 | | |
| | +256368 | | | Cont | | | 6 | 25 | 51,17 | | |
| | +59965 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 95,00 | | |
| +256376 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 169,40 | | |
+-----------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 812,50 | 0,00 | | |27:152 | | |11795,15 | 0,00 | # 0 |
+-----------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.21: Listagem da melhor soluc¸a˜o, Instalac¸a˜o 3
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6.7.2 Soluc¸a˜o t´ıpica
Sera´ apresentada uma soluc¸a˜o mais t´ıpica encontrada pela heur´ıstica, produzida com a
configurac¸a˜o 3 na ma´quina A:
Custo: 31707,40
Penalizac¸a˜o: 31707,40
A listagem da soluc¸a˜o esta´ nas figuras 6.24, 6.25 e 6.26.
Visualizac¸a˜o gra´fica
A fase de construc¸a˜o resultou nas 5 Instalac¸o˜es da figura 6.22. A busca local eliminou 2
Instalac¸o˜es, resultando na soluc¸a˜o da figura 6.23.
6.7. Exemplo de soluc¸a˜o 99
(a) Instalac¸a˜o 1, apo´s fase de construc¸a˜o (b) Instalac¸a˜o 2, apo´s fase de construc¸a˜o
(c) Instalac¸a˜o 3, apo´s fase de construc¸a˜o (d) Instalac¸a˜o 4, apo´s fase de construc¸a˜o
(e) Instalac¸a˜o 5, apo´s fase de construc¸a˜o
Figura 6.22: Soluc¸a˜o t´ıpica obtida apo´s fase de construc¸a˜o
100 Cap´ıtulo 6. Resultados experimentais
(a) Instalac¸a˜o 1, apo´s busca local (b) Instalac¸a˜o 2, apo´s busca local
(c) Instalac¸a˜o 3, apo´s busca local (d) Instalac¸o˜es 4 e 5, removidas pela busca local
Figura 6.23: Soluc¸a˜o t´ıpica obtida apo´s busca local





Numero de vertices: 56
Numero de segmentos de cabo: 55
Numero de caixas atendidas: 29
+--------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+--------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +256375 | 100,00 | | Cont | 200 | 7/10 | 164 | 200 | 851,86 | | |
| +256316 | | | Cont | | | 157 | 200 | 199,25 | | |
| +256400 | | | Cont | | | 157 | 200 | 466,25 | | |
| +256399 | | | Cont | | | 157 | 200 | 178,00 | | |
| +256293 | 100,00 | | Bif | 200 | | 157 | 200 | 564,00 | | |
| +59956 | | | Cont | | | 73 | 75 | 132,40 | | |
| |+256339 | 37,50 | | Cont | 75 | 7/10 | 73 | 75 | 694,79 | | |
| | | | | | | | 5/10 | | | | | |
| | +aPT5 | 37,50 | | Bif | 75 | | 61 | 75 | 274,76 | | |
| | +256342 | 25,00 | | Cont | 50 | 6/10 | 45 | 50 | 309,79 | | |
| | |+59960 | | | Cont | | | 39 | 50 | 469,20 | | |
| | | +60570 | 25,00 | | Div | 50 | | 39 | 50 | 182,93 | | |
| | | +59959 | | | Cont | | | 7 | 25 | 130,50 | | |
| | | |+256206 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 106,00 | | |
| | | +256200 | 12,50 | | Bif | 25 | | 23 | 25 | 174,93 | | |
| | | |+59944 | 12,50 | | Cont | 25 | 7/10 | 15 | 25 | 128,60 | | |
| | | ||| | | | | | 2/10 | | | | | |
| | | ||+256197 | | | Cont | | | 6 | 25 | 236,55 | | |
| | | || +256195 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 133,85 | | |
| | | |+62049 | 12,50 | | Bif | 25 | | 8 | 25 | 91,18 | | |
| | | | +256183 | | | Cont | | | 2 | 25 | 217,63 | | |
| | | | |+256186 | 12,50 | | Folh | 25 | 2/10 | 2 | 25 | 118,05 | | |
| | | | +59933 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 95,10 | | |
| | | +60571 | | | Cont | | | 9 | 25 | 434,25 | | |
| | | +60572 | | | Cont | | | 9 | 25 | 153,05 | | |
| | | +59963 | 12,50 | | Cont | 25 | 4/10 | 9 | 25 | 83,95 | | |
| | | +255674 | | | Cont | | | 5 | 25 | 198,60 | | |
| | | +255676 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 131,70 | | |
| | +59957 | | | Cont | | | 16 | 25 | 63,62 | | |
| | +aPT4 | 12,50 | | Bif | 25 | | 16 | 25 | 311,61 | | |
| | +256365 | 12,50 | | Folh | 25 | 12/20 | 12 | 25 | 66,68 | | |
| | +256363 | | | Cont | | | 4 | 25 | 49,24 | | |
| | +59937 | 12,50 | | Folh | 25 | 4/10 | 4 | 25 | 145,30 | | |
| +256398 | 50,00 | | Cont | 100 | 4/10 | 84 | 100 | 97,45 | | |
| +60046 | 50,00 | | Cont | 100 | 6/10 | 80 | 100 | 241,00 | | |
| | | | | | | 5/10 | | | | | |
| +59931 | 37,50 | | Cont | 75 | 7/10 | 69 | 75 | 528,50 | | |
| +pCX29 | 37,50 | | Bif | 75 | | 62 | 75 | 238,80 | | |
| +59964 | 37,50 | | Cont | 75 | 5/10 | 56 | 75 | 156,26 | | |
| |+59940 | 37,50 | | Cont | 75 | 7/10 | 51 | 75 | 104,40 | | |
| | | | | | | | 4/10 | | | | | |
| | +256492 | 25,00 | | Bif | 50 | | 40 | 50 | 516,77 | | |
| | +256493 | | | Cont | | | 22 | 25 | 136,05 | | |
| | |+256500 | 12,50 | | Div | 25 | | 22 | 25 | 163,90 | | |
| | | +256519 | | | Cont | | | 6 | 25 | 374,21 | | |
| | | |+256518 | | | Cont | | | 6 | 25 | 32,85 | | |
| | | | +60006 | | | Cont | | | 6 | 25 | 39,10 | | |
| | | | +256526 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 122,85 | | |
| | | +256502 | 12,50 | | Folh | 25 | 4/10 | 10 | 25 | 128,30 | | |
| | | | | | | | | 6/10 | | | | | |
| | | +59972 | | | Cont | | | 6 | 25 | 101,45 | | |
| | | +255901 | | | Cont | | | 6 | 25 | 164,79 | | |
| | | +255914 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 195,00 | | |
| | +256487 | 12,50 | | Cont | 25 | 7/10 | 18 | 25 | 145,95 | | |
| | +59974 | 12,50 | | Bif | 25 | | 11 | 25 | 362,85 | | |
| | +256361 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 169,55 | | |
| | +59999 | | | Cont | | | 5 | 25 | 252,15 | | |
| | +255894 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 144,85 | | |
| +256368 | | | Cont | | | 6 | 25 | 51,17 | | |
| +59965 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 95,00 | | |
+--------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 862,50 | 0,00 | | |29:164 | | |11956,81 | 0,00 | # 0 |
+--------------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.24: Listagem da soluc¸a˜o t´ıpica, Instalac¸a˜o 1





Numero de vertices: 29
Numero de segmentos de cabo: 28
Numero de caixas atendidas: 17
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +401996 | | | Cont | | | 122 | 150 | 734,60 | | |
| +256376 | 75,00 | | Cont | 150 | 7/10 | 122 | 150 | 249,20 | | |
| +59939 | | | Cont | | | 115 | 150 | 1231,67 | | |
| +pCT30 | 75,00 | | Bif | 150 | | 115 | 150 | 477,71 | | |
| +256380 | 37,50 | | Cont | 75 | 7/10 | 57 | 75 | 80,95 | | |
| |+256391 | 25,00 | | Cont | 50 | 6/10 | 50 | 50 | 109,12 | | |
| | +256394 | | | Cont | | | 44 | 50 | 174,29 | | |
| | +256396 | | | Cont | | | 44 | 50 | 349,94 | | |
| | +256509 | 25,00 | | Bif | 50 | 7/10 | 44 | 50 | 223,49 | | |
| | +256508 | | | Cont | | | 19 | 25 | 52,45 | | |
| | |+256504 | 12,50 | | Bif | 25 | | 19 | 25 | 149,96 | | |
| | | +256511 | 12,50 | | Cont | 25 | 3/10 | 14 | 25 | 326,80 | | |
| | | |+60009 | 12,50 | | Folh | 25 | 11/20 | 11 | 25 | 151,85 | | |
| | | +60010 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 80,00 | | |
| | +59946 | 12,50 | | Bif | 25 | | 18 | 25 | 170,25 | | |
| | +59945 | 12,50 | | Cont | 25 | 6/10 | 11 | 25 | 184,85 | | |
| | |+256497 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 77,75 | | |
| | +256494 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 189,30 | | |
| +59966 | 37,50 | | Cont | 75 | 16/20 | 58 | 75 | 175,68 | | |
| +59935 | 25,00 | | Cont | 50 | 13/20 | 42 | 50 | 252,06 | | |
| +256386 | 25,00 | | Cont | 50 | 7/10 | 29 | 50 | 146,57 | | |
| +aPT1 | | | Cont | | | 22 | 25 | 253,67 | | |
| +256416 | 12,50 | | Bif | 25 | | 22 | 25 | 384,82 | | |
| +60036 | 12,50 | | Cont | 25 | 8/10 | 15 | 25 | 341,00 | | |
| |+256440 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 119,15 | | |
| +256426 | | | Cont | | | 7 | 25 | 174,21 | | |
| +256436 | 12,50 | | Cont | 25 | 6/10 | 7 | 25 | 89,75 | | |
| +256437 | 12,50 | | Folh | 25 | 1/10 | 1 | 25 | 92,35 | | |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 487,50 | 0,00 | | |17:122 | | | 7043,46 | -0,00 | # 0 |
+---------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.25: Listagem da soluc¸a˜o t´ıpica, Instalac¸a˜o 2





Numero de vertices: 35
Numero de segmentos de cabo: 34
Numero de caixas atendidas: 25
+--------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Vertices da | ________________ Vertice _________________| ________________ Aresta __________________|
| Instalacao | Custo | Penal. | Tipo | Bifurc.| Caixa | Uso | Capac. | Custo | Penal. | Comp. |
+--------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| +ARM1 | | | Raiz | | | | | | | |
| +256318 | | | Cont | | | 15 | 25 | 201,04 | | |
| |+59967 | 12,50 | | Cont | 25 | 8/10 | 15 | 25 | 45,00 | | |
| | +60568 | | | Cont | | | 7 | 25 | 78,85 | | |
| | +59955 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 116,30 | | |
| +60567 | | | Cont | | | 177 | 200 | 1280,48 | | |
| +60566 | | | Cont | | | 177 | 200 | 1399,50 | | |
| +256286 | 100,00 | | Bif | 200 | | 177 | 200 | 504,03 | | |
| +256285 | 75,00 | | Bif | 150 | 7/10 | 134 | 150 | 476,07 | | |
| |+256284 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 102,00 | | |
| |+256271 | 75,00 | | Cont | 150 | 6/10 | 120 | 150 | 1303,20 | | |
| | | | | | | | 7/10 | | | | | |
| | +59954 | 75,00 | | Bif | 150 | | 107 | 150 | 618,40 | | |
| | +aPT6 | 12,50 | | Bif | 25 | | 19 | 25 | 43,73 | | |
| | |+256270 | 12,50 | | Folh | 25 | 14/20 | 14 | 25 | 236,70 | | |
| | |+59953 | 12,50 | | Folh | 25 | 5/10 | 5 | 25 | 91,75 | | |
| | +61189 | 50,00 | | Bif | 100 | | 88 | 100 | 192,95 | | |
| | +256267 | 12,50 | | Cont | 25 | 6/10 | 21 | 25 | 146,76 | | |
| | |+60037 | 12,50 | | Folh | 25 | 10/20 | 15 | 25 | 85,00 | | |
| | | | | | | | 5/10 | | | | | |
| | +61132 | 37,50 | | Div | 75 | | 67 | 75 | 1201,10 | | |
| | +59952 | 12,50 | | Cont | 25 | 6/10 | 19 | 25 | 115,95 | | |
| | |+256137 | 12,50 | | Cont | 25 | 5/10 | 13 | 25 | 51,35 | | |
| | | +256126 | | | Cont | | | 8 | 25 | 60,00 | | |
| | | +256125 | 12,50 | | Folh | 25 | 8/10 | 8 | 25 | 119,85 | | |
| | +59951 | 12,50 | | Folh | 25 | 7/10 | 7 | 25 | 144,30 | | |
| | +59950 | 25,00 | | Bif | 50 | 6/10 | 41 | 50 | 103,62 | | |
| | +256142 | 12,50 | | Cont | 25 | 13/20 | 19 | 25 | 140,70 | | |
| | |+256141 | 12,50 | | Folh | 25 | 6/10 | 6 | 25 | 154,15 | | |
| | +256136 | | | Cont | | | 16 | 25 | 139,55 | | |
| | +256143 | 12,50 | | Cont | 25 | 4/10 | 16 | 25 | 255,85 | | |
| | | | | | | | 4/10 | | | | | |
| | +256188 | 12,50 | | Folh | 25 | 8/20 | 8 | 25 | 124,65 | | |
| +59958 | 25,00 | | Cont | 50 | 14/20 | 43 | 50 | 101,00 | | |
| +256338 | 25,00 | | Cont | 50 | 7/10 | 29 | 50 | 353,91 | | |
| +256340 | 12,50 | | Bif | 25 | | 22 | 25 | 131,20 | | |
| +256191 | 12,50 | | Folh | 25 | 8/10 | 8 | 25 | 303,20 | | |
| +256337 | 12,50 | | Folh | 25 | 14/20 | 14 | 25 | 210,00 | | |
+--------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
| Total | 725,00 | 0,00 | | |25:192 | | |10632,13 | -0,00 | # 0 |
+--------------------------+---------+---------+------+--------+-------+------+--------+---------+---------+-------+
Figura 6.26: Listagem da soluc¸a˜o t´ıpica, Instalac¸a˜o 3
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6.8 Considerac¸o˜es finais
A falta de dados sobre cabeamentos de redes telefoˆnicas existentes na˜o permite comparar
os resultados experimentais com soluc¸o˜es obtidas atrave´s de um processo manual. Ale´m
disso, a func¸a˜o objetivo emprega paraˆmetros aproximados para calcular o custo da soluc¸a˜o,
uma vez que valores exatos sa˜o considerados confidenciais. Desta forma na˜o sera´ poss´ıvel
afirmar que a heur´ıstica produz soluc¸o˜es cujo custo seja significativamente inferior ao
processo manual.
Mesmo assim, uma ferramenta computacional baseada na heur´ıstica proposta neste
trabalho sera´ de grande valor no processo de desenvolvimento do projeto de cabeamento
telefoˆnico. A heur´ıstica permite encontrar, em alguns poucos minutos, diversas soluc¸o˜es
que respeitam as restric¸o˜es do problema, e busca manter o custo total em um n´ıvel mais
baixo poss´ıvel. Ela fornece rapidamente um ponto de partida para uma segunda etapa
na qual podera˜o ser considerados outros crite´rios para aprimorar o cabeamento atrave´s
de um processo manual.
A func¸a˜o objetivo pode ser facilmente configurada com paraˆmetros mais precisos
que reflitam custos reais. Eventualmente, sera´ necessa´rio calibrar novamente alguns
paraˆmetros obtidos experimentalmente, tal como os coeficientes que determinam o ajuste
angular da penalizac¸a˜o ajustada.
O comportamento da heur´ıstica e´ uniforme e esta´vel. Quando executada em ma´quinas
diferentes, as soluc¸o˜es diferem quanto ao cabeamento, mas apresentam qualidades seme-
lhantes.
A configurac¸a˜o 3 apresentou os melhores resultados uma vez que utiliza aproximac¸o˜es
mais precisas para estimar a qualidade de cada escolha na fase de construc¸a˜o. O oposto
ocorre na configurac¸a˜o 1.
Durante a fase de construc¸a˜o, a configurac¸a˜o 1 converge rapidamente para uma soluc¸a˜o.
Sera´ pouco prova´vel que um nu´mero maior de iterac¸o˜es alcance uma soluc¸a˜o melhor. A
configurac¸a˜o 3, por sua vez, requer um nu´mero maior de iterac¸o˜es para convergir para a
melhor soluc¸a˜o, cuja qualidade sera´ superior a` melhor soluc¸a˜o da configurac¸a˜o 1.
A fase de construc¸a˜o na˜o evita totalmente a´rvores pequenas. Tampouco evita o com-
partilhamento indeseja´vel de arestas. Especialmente nas u´ltimas iterac¸o˜es, a fase de cons-
truc¸a˜o tende a adicionar diversas a´rvores que percorrem muitas arestas para atender uma
ou duas caixas terminais, caixas estas que poderiam ser facilmente atendidas por a´rvores
ja´ existentes e pro´ximas, e que resultariam em uma penalizac¸a˜o muito menor.
Na˜o foi poss´ıvel melhorar este comportamento indeseja´vel da heur´ıstica. Felizmente, a
busca local identifica estas situac¸o˜es e e´ capaz de resolveˆ-las eficientemente. Desta forma,
na˜o foi necessa´rio investir mais tempo e esforc¸o com objetivo de aprimorar ainda mais a
fase de construc¸a˜o.
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A partir dos resultados obtidos e´ poss´ıvel constatar a importaˆncia do modelo utilizado
para a fase de construc¸a˜o. Ele e´ consideravelmente mais complexo que a fase de busca
local. Durante este trabalho, optou-se por investir mais esforc¸o para aprimorar a fase de
construc¸a˜o, visando obter soluc¸o˜es de boa qualidade, mas que pudessem ser otimizadas
por um processo simples de busca local. A fase de construc¸a˜o tambe´m e´ capaz de gerar
uma ampla gama de possibilidades de soluc¸o˜es muito distintas no cabeamento, mas todas
dentro de uma mesma faixa de custos. Estas soluc¸o˜es oferecem pontos de partida para
a pro´xima fase de busca local explorar o espac¸o de busca atrave´s de muitas situac¸o˜es
diferentes. A estrate´gia de combinar a fase de construc¸a˜o mais complexa, pore´m eficiente
e diversificada, com uma busca local simples revelou ser uma boa estrate´gia para resolver
o problema de cabeamento telefoˆnico.
A busca local apresenta alguma dificuldade para reduzir o custo de uma soluc¸a˜o.
Todavia, em muitos casos, as melhores soluc¸o˜es obtidas praticamente zeraram a parcela
de desvanecimento da penalizac¸a˜o, uma vez que nestes casos a busca local e´ capaz de
eliminar todas as restric¸o˜es violadas. Apo´s a busca local, as melhores soluc¸o˜es apresentam
uma avaliac¸a˜o muito semelhante ao custo calculado pela func¸a˜o objetivo. Conclui-se que
nas melhores soluc¸o˜es, a penalizac¸a˜o e´ determinada quase que exclusivamente pelo custo
das Instalac¸o˜es.
Na˜o existe uma relac¸a˜o direta entre o nu´mero de Instalac¸o˜es (a´rvores) de uma soluc¸a˜o
com seu custo e sua penalizac¸a˜o. De fato, existem soluc¸o˜es com 5 ou 6 Instalac¸o˜es apre-
sentando custo menor que soluc¸o˜es com apenas 3 ou 4 a´rvores. Enquanto o nu´mero de
Instalac¸o˜es for baixo, a escolha por adicionar uma nova Instalac¸a˜o na˜o necessariamente
eleva a penalizac¸a˜o da soluc¸a˜o parcial. Esta escolha pode ate´ ser mais vantajosa do que
atender uma caixa atrave´s de uma a´rvore ja´ existente. Durante a fase de construc¸a˜o, a
escolha por instalar uma nova Instalac¸a˜o e´ mantida com uma probabilidade intencional-
mente baixa.
Este trabalho na˜o considera o caso de adaptar um cabeamento existente para uma
nova configurac¸a˜o de caixas terminais. Para isso, modificac¸o˜es como as seguintes seriam
necessa´rias:
1. Para permitir o crescimento futuro de uma Instalac¸a˜o, e´ importante que ela apre-
sente uma margem de folga para atender novas caixas terminais ou para aumentar
a demanda das caixas existentes.
Esta folga pode ser expressa como um fator de ociosidade α, 0 < α < 1. Para uma
caixa com demanda d, o algoritmo proveria um total de dd · αe pares extras de fios
telefoˆnicos ao construir a primeira soluc¸a˜o. Este excesso ficara´ reservado exclusiva-
mente para abrigar um futuro aumento de demanda da caixa, sem necessidade de
alterar o cabeamento.
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O modelo atual da fase de construc¸a˜o interrompe o crescimento de uma Instalac¸a˜o
somente quando um cabo esta´ saturado, ou seja, ele na˜o permite adicionar mais
demanda, nem ser trocado por outro de maior capacidade. Uma vez que se deseja
expandir o cabeamento da Instalac¸a˜o no futuro, ele na˜o podera´ estar saturado na
soluc¸a˜o. E´ necessa´rio estabelecer um fator de limite β, 0 < β < 1, que indica que
nenhuma aresta da Instalac¸a˜o pode apresentar cabos com uso superior a dβ ·Cmaxe,
onde Cmax e´ a capacidade do maior cabo dispon´ıvel.
Os cabos da Instalac¸a˜o apresentam pares mortos, ou seja, pares que na˜o esta˜o sendo
utilizados para atender demanda. Seria interessante aproveitar estes pares mortos
como folga para futura expansa˜o do cabeamento.
2. A nova fase de construc¸a˜o do GRASP utiliza o cabeamento existente como soluc¸a˜o
parcial da primeira iterac¸a˜o, ao inve´s do cabeamento vazio.
3. A adic¸a˜o de novas caixas utiliza as funcionalidades ja´ existentes no modelo da fase
de construc¸a˜o. A nova caixa pode ser atendida por uma Instalac¸a˜o ja´ existente, ou
ser atendida por uma nova Instalac¸a˜o.
4. O aumento de demanda em caixas existentes exigira´ uma pequena adaptac¸a˜o na
heur´ıstica da fase de construc¸a˜o.
Caso a caixa apresente uma demanda ociosa, ela podera´ ser atendida a custo zero,
sem necessidade de modificar o cabeamento atual.
Sena˜o, o procedimento sera´ similar ao de adicionar novas caixas. Utiliza-se as tabelas
de estimativas de variac¸a˜o de penalizac¸a˜o para avaliar as possibilidades de levar uma
nova demanda adicional ao ve´rtice que conte´m a caixa. Os cabos e as emendas do
caminho do ve´rtice ate´ o ponto de distribuic¸a˜o sa˜o atualizados adequadamente.
Isto implica uma modificac¸a˜o no crite´rio de parada da fase de construc¸a˜o. O novo
crite´rio sera´ inexisteˆncia de novas caixas na˜o atendidas e inexisteˆncia de caixas com
demanda adicional na˜o atendida.
5. A remoc¸a˜o de caixas terminais tambe´m afeta o modelo. A heur´ıstica remove as
caixas em uma fase de pre´-processamento, mantendo inalterado o cabeamento exis-
tente. Mas subtrai a demanda da caixa do uso dos cabos afetados.
6. Para a reduc¸a˜o da demanda em caixas existentes, se a demanda reduziu para zero,
enta˜o o caso e´ equivalente a` remoc¸a˜o da caixa. Sena˜o, o cabeamento existente
e´ mantido inalterado, mas subtrai-se a diferenc¸a de demanda do uso dos cabos
afetados.
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7. Um modelo mais elaborado da busca local podera´ avaliar a existeˆncia de folhas
na˜o utilizadas no cabeamento de uma Instalac¸a˜o. Se forem removidas caixas da
Instalac¸a˜o, deixando em cabos que na˜o sa˜o mais utilizados para atender a demanda
das caixas, enta˜o devera´ ser verificado a viabilidade e o benef´ıcio econoˆmico de
remover o cabeamento para reaproveitar/reciclar os cabos e pec¸as.
Cap´ıtulo 7
Conclusa˜o
Este trabalho apresenta uma poderosa ferramenta computacional, baseada na heur´ıstica
GRASP, com objetivo de auxiliar o projeto de cabeamento de redes telefoˆnicas urbanas.
A heur´ıstica apresenta capacidade de gerar soluc¸o˜es excelentes, visando sempre reduzir o
custo de instalac¸a˜o e eliminar restric¸o˜es violadas no problema de cabeamento.
Comparando com livros e manuais te´cnicos que tratam sobre o cabeamento telefoˆnico,
observa-se que estes procuram minimizar os custos e melhorar a qualidade da soluc¸a˜o
atrave´s de uma grande quantidade de regras muito espec´ıficas, para orientar o enge-
nheiro a evitar situac¸o˜es conhecidas e classificadas como indeseja´veis ou de alto custo.
O GRASP, por sua vez, adota uma estrate´gia totalmente diferente. Ele possui liberdade
para experimentar uma grande quantidade de combinac¸o˜es, encontrando soluc¸o˜es em um
espac¸o de possibilidades muito mais amplo. Assim, a heur´ıstica na˜o substitui o engenheiro
responsa´vel pelo projeto de cabeamento telefoˆnico, mas serve como uma ferramenta com-
putacional cujo objetivo e´ tambe´m reduzir significativamente o esforc¸o e o tempo para
elaborar uma proposta de cabeamento.
O estudo e a descric¸a˜o do problema contribu´ıram com uma especificac¸a˜o minuciosa do
problema de cabeamento telefoˆnico urbano, sendo resultado de pesquisa em literatura e de
entrevistas com pessoas atuantes nesta a´rea. Foram definidos os conceitos envolvidos na
soluc¸a˜o do problema e descritas as restric¸o˜es de cabeamento e demais regras para validar
uma soluc¸a˜o, uma vez que na˜o existe literatura acess´ıvel com estas informac¸o˜es.
Durante a pesquisa, foi poss´ıvel obter diversas instaˆncias para o problema de cabea-
mento. No entanto, para estas instaˆncias inexistem soluc¸o˜es reais que pudessem servir
como refereˆncia para comparac¸a˜o de resultados. O fato de a func¸a˜o objetivo utilizar
paraˆmetros aproximados tambe´m gera novas barreiras para comparac¸o˜es com cabeamen-
tos existentes. Em contrapartida, esta ferramenta produz soluc¸o˜es em tempo sensivel-
mente menor do que quando adotada uma abordagem manual. Ale´m do custo satisfato´rio
obtido para as soluc¸o˜es, a heur´ıstica e´ capaz de atribuir um cabeamento que atende per-
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feitamente va´rios requisitos subjetivos, como disposic¸a˜o do cabeamento.
Destaca-se o estudo aprofundado da heur´ıstica de construc¸a˜o, que na˜o apenas gera
um conjunto inicial de soluc¸o˜es via´veis, conforme esperado pela definic¸a˜o do GRASP,
mas tambe´m de boa qualidade e atendendo a maioria das restric¸o˜es do problema. Estas
soluc¸o˜es apresentam uma ampla gama de possibilidades distintas de cabeamento, mas de
custo semelhante. Isto fornece um ponto de partida valioso para a pro´xima fase de busca
local, que, por sua vez, apresentou condic¸o˜es de realizar melhoria significativa sobre as
soluc¸o˜es via´veis.
Foi necessa´rio estudar e verificar experimentalmente muitas variantes do modelamento
da fase de construc¸a˜o. Este processo permitiu investigar e entender o comportamento de
cada uma das estrate´gias. Os melhores resultados foram obtidos adotando uma pena-
lizac¸a˜o ajustada para cada segmento do cabeamento. A medida de qualidade do ca-
beamento considera tambe´m a medida a eficieˆncia do cabeamento para percorrer uma
determinada distaˆncia. Um outro ajuste mostrou-se necessa´rio para evitar um nu´mero
elevado de arestas compartilhando dois ou mais cabeamentos. Para isso, o cabeamento
precisa crescer radialmente atrave´s da instaˆncia.
A busca local proposta neste trabalho e´ simples, pore´m eficaz. Seu foco esta´ em
eliminar v´ıcios da fase de construc¸a˜o, uma vez que ela pouco afeta o custo, mas identifica
e reduz consideravelmente as violac¸o˜es das restric¸o˜es do problema. Em muitos casos, a
busca local e´ capaz de eliminar todas as restric¸o˜es violadas na soluc¸a˜o inicial.
A fase de construc¸a˜o da heur´ıstica GRASP pode beneficiar-se de um algoritmo dinaˆ-
mico de caminhos mı´nimos para otimizar o procedimento que calcula e atualiza o impacto
da penalizac¸a˜o para cada possibilidade de decisa˜o. No entanto, a pesquisa bibliogra´fica
na˜o revelou uma soluc¸a˜o que atendesse plenamente a necessidade de modificac¸o˜es si-
multaˆneas nos pesos de diversas arestas. Por este motivo, realizou-se um estudo para-
lelo cujo resultado esta´ publicado como relato´rio te´cnico [13] e que sugere um algoritmo
dinaˆmico adequado. Ele elimina a restric¸a˜o de tipo e nu´mero de modificac¸o˜es permitidas
e tambe´m de domı´nio do peso das arestas, desde que na˜o sejam negativos. No pior caso, o
algoritmo dinaˆmico apresenta eficieˆncia igual a` computac¸a˜o de uma nova a´rvore de cami-
nhos mı´nimos. Mas na me´dia, a sua eficieˆncia e´ vantajosa. Para modificac¸o˜es nos moldes
exigidos pela fase de construc¸a˜o da heur´ıstica GRASP, o algoritmo dinaˆmico resulta em
ganhos significativos de eficieˆncia.
Para trabalhos futuros, sugere-se o aprimoramento da busca local, adicionando novas
heur´ısticas de otimizac¸a˜o, ou ate´ utilizar um me´todo mais avanc¸ado, como por exem-
plo, Busca Tabu. A investigac¸a˜o sobre variantes do GRASP (path relinking, long-term
memory, GRASP reativo, etc) e´ uma outra poss´ıvel contribuic¸a˜o de grande valor. A es-
trate´gia da fase de construc¸a˜o podera´ ser flexibilizada para tratar tambe´m a re-adequac¸a˜o
de um cabeamento existente a` uma nova configurac¸a˜o de demanda.
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Para uma abordagem ainda mais completa, trabalhos futuros poderiam verificar como
o problema de cabeamento trataria a distribuic¸a˜o uniforme dos pares mortos. De pre-
fereˆncia, o modelo poderia considerar na˜o so´ a demanda das caixas, como tambe´m utilizar
tais pares mortos para atender a capacidade das caixas.
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