Tensor products and chequered valuations
It is well known that we can regard every Boolean algebra as a Boolean ring. Every Boolean ring is a commutative algebra with an idempotent multiplication over the two-element field F 2 . So the standard tensor product construction is applicable here [AM69] .
Viz., the tensor product of algebras A, B is the pair (π, A ⊗ B), where π : (a, b) → a ⊗ b is a bilinear map A × B → A ⊗ B such that every bilinear f : A × B → C uniquely factors through π, i.e., f = g · π for a unique linear g. The multiplication in A ⊗ B is defined in such a way that (a ⊗ b)(c ⊗ d) = ac ⊗ bd. Proposition 1.1. The tensor product of Boolean rings is a Boolean ring.
Our aim is to define tensor products of modal algebras. To this end, let us describe the tensor product construction for Boolean rings more explicitly. Wi , i = 1, 2, then the set of all finite unions of rectangles V 1 × V 2 , where V i ∈ A i , is closed under Boolean operations as well.
For nonempty sets X, Y let ch(X, Y ) be the Boolean algebra of all chequered subsets of X × Y . Theorem 1.4. [GSS] Let X, Y be nonempty sets, A, B subalgebras of 2 X , 2 Y respectively, C the Boolean algebra of finite unions of rectangles U × V , where U ∈ A, V ∈ B. Consider the map π :
is the tensor product of Boolean algebras A and B. In particular, (π, ch(X, Y )) is the tensor product of 2 X and 2
Y .
Proposition 1.5.
[Has00] Consider Kripke frames
In particular, (F 1 × F 2 , ch(W 1 , W 2 )) is a general 2-frame.
In particular, we have the tensor product of Kripke frames
Tensor products of Kripke frames are also called chequered frames.
Theorem 1.7. [GSS] If (A, ♦ 1 ), (B, ♦ 2 ) are normal 1-modal algebras, then there exists a unique 2-modal algebra structure on A ⊗ B such that for any a ∈ A, b ∈ B
Proof. Due to the Jónsson-Tarski representation theorem [CZ96] , this follows from Proposition 1.5; the operations ♦ 
The next proposition easily follows from this definition.
3. If L 1 ⊗ L 2 is consistent and Kripke complete, then L 1 and L 2 are Kripke complete.
Logical invariance
This section contains some important basic properties of tensor products. The results of this section were obtained in [Has00] .
Theorem 2.1. Let A, A , B, B be classes of 1-modal algebras, and Log(A) = Log(A ), Log(B) = Log(B ). Then Log(A ⊗ B) = Log(A ⊗ B ).
Corollary 2.2. Let C 1 , C 2 be classes of 1-modal algebras or general frames,
In particular, if L 1 and L 2 are Kripke complete then for any classes of Kripke frames
is a logic of a class of chequered frames.
For classes of Kripke frames
, where F L denotes the canonical frame of a logic L, and (F L , A L ) denotes its general canonical frame.
it follows that if L 1 × L 2 has the product fmp, then for any
It follows that usually modal and tensor products are different. In fact, modal products of logics with the fmp in many cases do not have the product fmp [GKWZ03] . Rare exceptions are K × K and S5 × S5 [GS98], [GKWZ03] . Further on we describe some other cases.
Filtrations of chequered models
Recall the standard construction of filtration of Kripke models [CZ96] .
Definition 3.1. Let M = (W, R, θ) be a model, Φ a set of formulas.
Consider the equivalence relation It is well known that many logics admit filtration (for example, K, K4, T, S4, S5). It follows that if a logic L admits filtration, then it has the fmp. Moreover, to check the L-satisfiability of a formula ϕ, it is sufficient to consider L-frames of cardinality not greater then 2 #ϕ , where #ϕ denotes the cardinality of sub(ϕ), sub(ϕ) denotes the set of all subformulas of ϕ. Our aim is to formulate an analogous result for chequered frames.
For models
, and a set of formulas Φ. Consider relations ∼ i on W i :
, a finite set of formulas Φ, and the Φ-granulation (∼ 1 , ∼ 2 ). Then the quotient sets W 1 /∼ 1 and W 2 /∼ 2 are finite.
Lemma 3.6. Suppose L admits filtration, F, G are Kripke frames, F L, ϕ is true at some point in a chequered model M = (F ⊗ G, θ), (∼ 1 , ∼ 2 ) is the sub(ϕ)-granulation of M. Then there exists a Kripke frameF such thatF L, ϕ is satisfiable inF × G, and the cardinality ofF is not greater than 2 #ϕ·|W2/∼2| .
Unlike the usual filtration technique, this lemma does not estimate the size of a countermodel, since the upper bound depends on W 2 /∼ 2 . However, in some cases it implies decidability results for tensor and modal products.
. If G L 2 and G is rooted, then by tabularity of L 2 , G is finite [CZ96] . So all frames in the class C are chequered, and
Hence we readily obtain the following properties of modal products with tabular logics.
Corollary 3.8. For a class of frames F, and a finite frame G, Log(F)×Log(G) = Log(F×{G}).
Corollary 3.9. The modal product of tabular logics is tabular: if F and G are finite, then
Theorem 3.10. Suppose L 1 admits filtration, L 2 is tabular. Then:
1. L 1 × L 2 has the exponential product fmp; 2. if the finite frame problem is decidable for
Proof. Let L 2 = Log(G) for a finite G of size n. By Lemma 3.6, ϕ is L 1 × L 2 -satisfiable iff ϕ is satisfiable in a frame F × G, where F L 1 and the size of F is not greater than 2 #ϕ·n .
Open questions
The above considerations can be easily transferred to the polymodal case. In particular, logical invariance holds for the polymodal case. One of the corollaries is associativity of the tensor products. 
