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ABSTRACT
When a stereo pair is formed from two synthesized
views, it is unclear whether objective 2D quality metrics
can provide a good estimation of the perceived quality. In
this paper, this problem is addressed considering a 3D video
represented in multiview video plus depth format. The per-
formance of different state-of-the-art 2D quality metrics is
analyzed in terms of correlation with subjective perception
of video quality. A set of subjective data collected through
formal subjective evaluation tests is used as benchmark. Re-
sults show that some objective metrics, including PSNR, do
not predict well perceived quality of synthesized views. On
the other hand, metrics such as VIF, VQM, MS-SSIM, or
SSIM have a high correlation with perceived quality.
1. INTRODUCTION
Understanding and measuring the effect of view synthesis
on perceived quality, in conjunction with compression, is
particularly important for multiview autostereoscopic dis-
plays, which usually synthesize N views from a limited num-
ber of input views, and stereoscopic displays that modify
the baseline to adjust the depth perception based on view-
ing distance and viewing preferences. Despite the efforts of
the scientific community in recent years, 3D video quality
assessment is still an open challenge and there are no objec-
tive metrics which are widely recognized as reliable predic-
tors of human 3D quality perception. Hewage et al. [1] have
investigated objective quality assessment of 3D content rep-
resented in video plus depth (2D+Z) format using PSNR,
SSIM, and VQM. The objective quality metrics were com-
puted on the 2D video and on the rendered left and right 3D
views. It was found that VQM had the highest correlation
with perceived quality. The metrics showed lower correla-
tion with perceived quality when using the average quality
of the left and right 3D views than when using the quality of
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the 2D video. This effect was particularly strong for PSNR,
where the correlation coefficient dropped from 0.81 to 0.74.
However, Bosc et al. [2] have shown that traditional objec-
tive metrics, including PSNR, have a very low correlation
with perceived quality when used for objective quality as-
sessment of synthesized views. Nevertheless, in their study,
no compression artifacts were considered and the evalua-
tion was performed with 2D still images only. Therefore,
for a stereo pair formed from two synthesized views, which
were synthesized from a decoded 3D video represented in
the multiview video plus depth (MVD) format, it is unclear
whether objective 2D quality metrics can provide a good
estimation of the perceived quality.
In March 2011, a Call for Proposals (CfP) on 3D Video
Coding Technology was issued by MPEG [3]. One of the
objectives was to support high-quality multiview autostereo-
scopic displays through generation of many high-quality
views from a limited number of input views. For this ap-
plication, a 3-view configuration is assumed, as illustrated
in Figure 1. In this configuration, the decoded data, i.e.,
texture views and corresponding depth maps, is used to syn-
thesize a set of virtual views at selected positions. The de-
coded and synthesized views are displayed on the multiview
autostereoscopic monitor. The 3-view configuration was
evaluated both on multiview autostereoscopic and stereo-
scopic displays. In the latter case, the displayed stereo pair
is formed from two synthesized views, as specified in Ta-
ble 1. More specifically, two different stereo pairs were
Table 1. Input views and displayed stereo pairs.
Seq. Test Sequence Test Input Fixed RandomID Class views stereo pair stereo pair
S01 Poznan Hall2
A
7-6-5 6.125-5.875 -
S02 Poznan Street 5-4-3 4.125-3.875 -
S03 Undo Dancer 1-5-9 4.5-5.5 -
S04 GT Fly 9-5-1 5.5-4.5 -
S05 Kendo
C
1-3-5 2.75-3.25 2.25-2.75
S06 Balloons 1-3-5 2.75-3.25 4.375-4.875
S07 Lovebird1 4-6-8 5.75-6.25 4.0833-4.5833
S08 Newspaper 2-4-6 3.75-4.25 4.3333-4.8333
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Fig. 1. Stereoscopic and autostereoscopic output with 3-view configuration.
evaluated: one referred to as fixed stereo pair, which is cen-
tered on the central decoded view, and one referred to as ran-
dom stereo pair, which is located in-between two decoded
views. The random pair was evaluated for Class C only.
In our previous study [4], we had investigated the cor-
relation between different state-of-the-art 2D quality met-
rics, including perceptual based metrics, and the perceived
quality of a stereo pair formed from a decoded view and
a synthesized view. To evaluate the metrics performance,
we used as ground truth subjective results collected during
the evaluations of the MPEG CfP. Results showed that the
measured quality of the decoded view had the highest cor-
relation in terms of the Pearson correlation coefficient with
perceived quality. When the objective quality assessment
was based on the measured quality of the synthesized view,
results showed that VIF, VQM, MS-SSIM, and SSIM sig-
nificantly outperformed other objective metrics. Two hy-
potheses were raised to explain these observations:
a) In terms of perceived quality, the higher quality of the
decoded view, which does not contain view synthesis
artifacts, tends to mask the lower quality of the syn-
thesized view
b) Most of the considered objective metrics do not pre-
dict well perceived quality of synthesized views
In this paper, we report the results of a different prob-
lem, namely when a stereo pair is formed from two synthe-
sized views, which might help us accepting or rejecting the
hypotheses formulated in our previous paper. Following a
similar methodology as in our previous studies, we bench-
mark the same objective metrics using a new set of stereo-
scopic videos and associated subjective quality scores.
The paper is organized as follows. Section 2 provides
an overview of the methodology followed in the evaluations
to collect the subjective results used as benchmark in this
study. The different objective metrics benchmarked in this
study are defined in Section 3. In Section 4, the methodol-
ogy used to evaluate the performance of the objective met-
rics is described. Results are shown and analyzed in Sec-
tion 5. Conclusions and discussion on future work are pre-
sented in Section 6.
2. SUBJECTIVE QUALITY ASSESSMENT
The test material used in the MPEG CfP is composed of
eight different contents encoded at four target bit rates. The
contents are divided in two classes: Class A, with a spatial
resolution of 1920 × 1088 pixels and a temporal resolution
of 25 frames per seconds, and Class C, with 1024 × 768
pixels at 30 frames per second. All contents are 10 seconds
long. All test sequences were stored as raw YUV video
files. Twenty-two coding algorithms, submitted by the pro-
ponents, and two anchors were evaluated in the tests.
The evaluation was performed using a 46” Hyundai
S465D polarized stereoscopic monitor with a native reso-
lution of 1920 × 1080 pixels. The viewers were seated at
a distance of about four times the height of the active part
of the display. The laboratory setup had controlled lighting
system to produce reliable and repeatable results. All sub-
jects taking part in the evaluations underwent a screening to
examine their visual acuity, color vision, and stereo vision.
The Double Stimulus Impairment Scale (DSIS) evalua-
tion methodology was selected to perform the tests. Sub-
jects were presented with pairs of video sequences (i.e.,
stimuli), where the first sequence was always a reference
video (stimulus A) and the second, the video to be evaluated
(stimulus B). Subjects were asked to rate the quality of each
stimulus B, when compared to stimulus A. An 11-grade nu-
merical categorical scale was used. The rating scale ranged
from 0 (lowest quality) to 10 (highest quality). Before each
test session, written instructions and a short explanation by
a test operator were provided to the subjects. Also, a train-
ing session was run to show the graphical user interface, the
rating sheets, and examples of processed video sequences.
Readers can refer to our previous paper [5] for more details.
In this paper, we used the mean opinion scores (MOS)
that were computed by the MPEG test coordinator on a to-
tal of 36 naive viewers coming from three different labora-
tories [6]. Outlier detection was performed by the MPEG
test coordinator according to the procedure adopted by the
ITU Video Quality Experts Group (VQEG) for its Multime-
dia Project. Then, the MOS were computed for each test
sequence as the mean across the rates of the valid subjects.
3. OBJECTIVE QUALITY ASSESSMENT
In this study, the performance of the following objective
metrics (OM) are assessed:
1. PSNR: Peak Signal-to-Noise Ratio,
2. PSNR-HVS: PSNR Human Visual System [7],
3. PSNR-HVS-M: PSNR Human Visual System Mask-
ing [8],
4. WSNR: Weighted Signal-to-Noise Ratio1 [9],
5. VSNR: Visual Signal-to-Noise Ratio [10],
6. SSIM: Structural Similarity Index [11],
7. MS-SSIM: Multi-Scale Structural Similarity Index
[12],
8. VIF: Visual Information Fidelity2 [13],
9. VQM: Video Quality Metric3 [14].
All above objective metrics, except for VQM, are com-
puted on the luma component of each frame and the re-
sulting values are averaged across the frames to produce a
global index for the entire video sequence.
Most of the objective metrics, except for WSNR, VSNR,
and VQM, were computed using our Video Quality Mea-
surement Tool4. WSNR was computed using MeTriX MuX
Visual Quality Assessment Package5. VSNR was obtained
from its developer website6. VQM was obtained from the
Institute for Telecommunication Sciences (ITS) website7.
Three different objective video quality models are con-
sidered:
a) Quality of the left view, calculated between the syn-
thesized view at the decoder side and the synthesized
view at the encoder side: OM(V
′
L, VL)
b) Quality of the right view, calculated between the syn-
thesized view at the decoder side and the synthesized
view at the encoder side: OM(V
′
R, VR)
c) Average quality of both views, computed as the mean
value of a) and b)
4. PERFORMANCE INDEXES
The results of the subjective tests can be used as ground
truth to evaluate how well the objective metrics estimate
perceived quality. The result of execution of a particular ob-
jective metric and objective video quality model is a Video
Quality Rating (VQR), which is expected to be the estima-
tion of the MOS corresponding to a pair of video data. As
1This objective metric should not be confused with the weighted sum
of the PSNR of the luma and chroma components.
2Pixel domain version.
3NTIA General Model, no calibration.
4http://mmspg.epfl.ch/vqmt/
5http://foulard.ece.cornell.edu/gaubatz/metrix_mux/
6http://foulard.ece.cornell.edu/dmc27/vsnr/vsnr.html
7http://vqm.its.bldrdoc.gov/
compliant to the standard procedure for evaluating the per-
formance of objective metrics [15], the following proper-
ties of the VQR estimation of MOSs are considered in this
study: accuracy and monotonicity.
First, a linear least squares regression is fitted to each
[VQR, MOS] data set. The linear regression aligns the VQR
range to the MOS range and avoids the risk of data over fit-
ting, which may occur when considering non-linear regres-
sion. The linear regression is of the form:
MOSp(VQR) = a · VQR + b
Then, the Pearson linear correlation coefficient (PCC)
and the root-mean-square error (RMSE) are computed be-
tween MOSp and MOS to estimate the accuracy of the VQR.
To estimate monotonicity, the Spearman rank order corre-
lation coefficient (SCC) is computed between MOSp and
MOS, respectively. Finally, these three estimators are aver-
aged across the different contents.
The root-mean-square error is defined as follow:
RMSE =
√√√√ 1
(N −D)
N∑
i=1
(MOSi −MOSpi)2
where N is the total number of points and D is the degree
of freedom for the curve fitting (linear: D = 2).
5. RESULTS
The accuracy and monotonicity indexes of the objective
video quality models, as defined in Section 4, are reported
for each objective metric separately in Table 2 and Table 3
for the fixed and random stereo pairs, respectively. The ob-
jective metrics are ranked for each objective video quality
model and the ranking number is specified below each per-
formance index value.
The fixed stereo pair is centered on the central decoded
view and both views are equidistant from the central de-
coded view. Thus, both views should have the same amount
of disocclusion and the same strength of view synthesis ar-
tifacts. The random stereo pair is located in-between two
decoded views; one view of the stereo pair is always lo-
cated closer to one of the decoded views than the other
view of the stereo pair. Thus, we denote them as closer
and farther views rather than left and right views. For ex-
ample, for content S05 (see Table 1), view 2.75 is the closer
view while view 2.25 is the farther view. The closer view
has a lower amount of disocclusion than the farther view.
Thus, the closer view should contain less view synthesis
artifacts than the farther view. However, for the random
stereo pair, there is no significant difference between the
results for the closer and farther views (max |∆PCC| =
0.0146, max |∆SCC| = 0.0114). In general, the objec-
tive video quality model based on the average quality of
Table 2. Fixed stereo pair: accuracy and monotonicity indexes of the objective metrics under consideration.
Pearson linear Spearman rank order Root-mean-square error
correlation coefficient (PCC) correlation coefficient (SCC) (RMSE)
Left Right Average Left Right Average Left Right Averageview view view view view view
PSNR 0.7891 0.8084 0.8086 0.7957 0.8095 0.8096 1.3581 1.3053 1.30159 9 9 9 9 9 9 9 9
PSNR-HVS 0.7995 0.8190 0.8190 0.8038 0.8167 0.8179 1.3304 1.2746 1.27258 8 8 8 8 8 8 8 8
PSNR-HVS-M 0.8016 0.8208 0.8210 0.8043 0.8175 0.8187 1.3274 1.2711 1.26897 7 7 7 7 7 7 7 7
WSNR 0.8373 0.8587 0.8586 0.8386 0.8526 0.8536 1.2087 1.1310 1.13186 6 6 6 6 6 6 6 6
VSNR 0.9050 0.9281 0.9267 0.9168 0.9339 0.9324 0.9313 0.8274 0.83995 1 1 5 3 5 4 1 2
SSIM 0.9189 0.9205 0.9215 0.9295 0.9311 0.9324 0.8857 0.8769 0.87213 4 3 4 5 4 3 4 4
MS-SSIM 0.9074 0.9046 0.9073 0.9374 0.9359 0.9388 0.9429 0.9574 0.94494 5 5 1 2 1 5 5 5
VIF 0.9214 0.9241 0.9245 0.9366 0.9362 0.9382 0.8563 0.8376 0.83771 2 2 2 1 2 1 2 1
VQM 0.9196 0.9210 0.9208 0.9335 0.9318 0.9337 0.8613 0.8528 0.85422 3 4 3 4 3 2 3 3
Table 3. Random stereo pair: accuracy and monotonicity indexes of the objective metrics under consideration.
Pearson linear Spearman rank order Root-mean-square error
correlation coefficient (PCC) correlation coefficient (SCC) (RMSE)
Closer Farther Average Closer Farther Average Closer Farther Averageview view view view view view
PSNR 0.7077 0.7082 0.7122 0.7390 0.7400 0.7415 1.5903 1.6041 1.58809 9 9 9 9 9 9 9 9
PSNR-HVS 0.7216 0.7216 0.7265 0.7442 0.7452 0.7480 1.5599 1.5754 1.55648 8 8 8 7 8 8 8 8
PSNR-HVS-M 0.7256 0.7262 0.7309 0.7456 0.7452 0.7497 1.5542 1.5663 1.54847 7 7 7 8 7 7 7 7
WSNR 0.7569 0.7587 0.7633 0.7735 0.7652 0.7784 1.4721 1.4777 1.46096 6 6 6 6 6 6 6 6
VSNR 0.8368 0.8514 0.8517 0.8495 0.8419 0.8569 1.1637 1.1674 1.14365 5 5 5 5 5 5 5 5
SSIM 0.9307 0.9404 0.9384 0.9338 0.9452 0.9427 0.8452 0.7949 0.80563 2 2 4 2 3 3 2 2
MS-SSIM 0.9092 0.9050 0.9099 0.9338 0.9326 0.9369 0.9711 0.9945 0.97024 4 4 3 4 4 4 4 4
VIF 0.9373 0.9425 0.9434 0.9442 0.9500 0.9511 0.8098 0.7727 0.76931 1 1 2 1 1 1 1 1
VQM 0.9314 0.9294 0.9324 0.9466 0.9392 0.9453 0.8364 0.8448 0.82792 3 3 1 3 2 2 3 3
both views has the highest correlation with perceived qual-
ity, but the difference between the models is not significant
(max |∆PCC| = 0.0231, max |∆SCC| = 0.0171).
For stereo pairs formed from a decoded view and a syn-
thesized view [4], the SNR-based metrics (PSNR, PSNR-
HVS, PSNR-HVS-M, WSNR, and VSNR) had significantly
lower correlation with perceived quality than the perceptual
metrics (VIF, VQM, SSIM, and MS-SSIM) when using the
synthesized view. In this study, a similar behavior is ob-
served on the three objective video quality models for stereo
pairs formed from two synthesized views. The results re-
ported in this paper show that PSNR, PSNR-HVS, PSNR-
HVS-M, and WSNR have a significantly lower correlation
with perceived quality than VIF, VQM, SSIM, and MS-
SSIM. The difference is particularly strong for the random
stereo pair between SNR-based metrics (PCC ≤ 0.7633 and
SCC ≤ 0.7784) and perceptual metrics (PCC ≥ 0.9050
and SCC ≥ 0.9326). In this case, PSNR (PCC ≤ 0.7122,
SCC ≤ 0.7415) has a significantly lower correlation with
perceived quality compared to VIF (PCC ≥ 0.9373, SCC ≥
0.9442). For the fixed stereo pair, all perceptual metrics
(PCC ≥ 0.9046 and SCC ≥ 0.9295) outperform PSNR
(PCC ≤ 0.8086 and SCC ≤ 0.8096).
For stereo pairs formed from a decoded view and a syn-
thesized view [4], the maximum absolute difference, cal-
culated between the different objective video quality mod-
els, of PCC and SCC values are reported for each objective
metric separately in Table 4. Only the quality of the de-
coded view, the quality of the synthesized view, and the av-
erage quality of the decoded view and the synthesized view
are considered. The difference between the objective video
quality models is about four times higher for PSNR, PSNR-
HVS, PSNR-HVS-M, and WSNR (max |∆PCC| ≥ 0.2487,
max |∆SCC| ≥ 0.2317) than for the perceptual metrics
(max |∆PCC| ≤ 0.0670, max |∆SCC| ≤ 0.0593). There
is a significant difference in performance between the dif-
ferent objective video quality models for these SNR-based
metrics. However, the perceptual metrics have similar per-
formance regardless the objective video quality model.
Table 4. Difference between objective video quality models.
max |∆PCC| max |∆SCC|
PSNR 0.2532 0.2317
PSNR-HVS 0.2703 0.2544
PSNR-HVS-M 0.2674 0.2548
WSNR 0.2487 0.2431
VSRN 0.1599 0.1476
SSIM 0.0670 0.0550
MS-SSIM 0.0636 0.0593
VIF 0.0550 0.0408
VQM 0.0345 0.0302
The results obtained for stereo pairs formed from two
synthesized views lead to similar conclusion than the results
obtained for stereo pairs formed from a decoded view and a
synthesized view. These results indicate that some objective
metrics do not predict well perceived quality of synthesized
views and we must accept our second hypothesis. This con-
clusion is in line with the results from Bosc et al. [2].
Let’s now consider only the objective metrics that have a
high correlation with perceived quality of synthesized views,
namely VIF, VQM, SSIM, and MS-SSIM. If there was a
masking effect between the decoded view and the synthe-
sized view in our previous study [4], we should have ob-
served a significant difference between the objective video
quality model based on the quality of the decoded view and
the objective video quality model based on the quality of
the synthesized view. However, these metrics have similar
performance regardless the objective video quality model.
These results indicate that there is no significant masking
effect between a decoded view and a synthesized view and
we must reject our first hypothesis.
6. CONCLUSION AND FUTUREWORK
In this paper, the correlation between different state-of-the-
art objective 2D metrics and the perceived quality of a stereo
pair formed from two synthesized views has been investi-
gated. Results show that PSNR, PSNR-HVS, PSNR-HVS-
M, and WSNR have a significantly lower correlation with
perceived quality than VIF, VQM, SSIM, and MS-SSIM.
For a stereo pair formed from a decoded view and a synthe-
sized view, previous results showed a similar behavior when
the objective quality assessment was based on the measured
quality of the synthesized view. On the other hand, no sig-
nificant difference was observed between the metrics when
the objective quality assessment was based on the measured
quality of the decoded view. From these observations, we
conclude that some objective metrics do not predict well
perceived quality of synthesized views and that there is no
significant masking effect between a decoded view and a
synthesized view.
To extend our work, 3D metrics should also be evalu-
ated for the same target application in future investigations.
To better understand the limitations of the objective quality
metrics, an analysis of the resolving power of the metrics
will be conducted.
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