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自然言語強化と関連支援技術について 
 
NATURAL LANGUAGE AUGMENTATION AND RELATED SUPPORT TECHNICS  
 
保泉倭 
Yamato HOZUMI  
指導教員 宮本健司 
 
法政大学大学院理工学研究科応用情報工学専攻修士課程 
 
This paper describes a method to augment communication by natural language. Common method for 
accurately communicating information using natural language is to help to create of sentences that are easy 
to identify meaning. However, when the receiver interpret the sentences, there are cases where its meaning 
can not be specified due to ambiguity of natural language and the accuracy depends on the grammatical 
ability of the receiver. This paper propose a method to add dependency information to sentences. Support 
mechanism for users to easily use this method is also proposed. This method makes it possible to preserve 
the intended meaning of the sender even for ambiguous sentences. It is also applicable to increase 
accuracy of Internet searching. 
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１．はじめに 
自然言語を用いた情報伝達の新たなアプローチを提案
する. 自然言語の文書のための表現形式の改良と、その
表現形式を用いて曖昧さを解消する. 
自然言語には以下の特徴がある. 
１：自然言語は曖昧性が高く、同じ文章であっても複
数の意味をとることができる場合がある. 
２：自然言語の構文情報を利用するときには解析をそ
の都度受け取り側が行なわなければならず、1. の特徴に
より、その結果が正確であるとは限らない. 
３：厳密な文法に則っていない文の検索や機械可読化
は 2. の特徴により困難である. 
これらの特徴を持つ自然言語を用いて正確な情報伝達
を行うために現在取られているアプローチは、情報の受
信者が意味を一つに特定しやすいような文を情報の発信
者が作成して発信することであり、それを支援するツー
ルが存在する.Microsoft 社の Word や、日本語文章校正・
推敲支援ツール Tomarigi は、その一種である.Word は、
文法的に誤っている文に波線を表示しユーザーを支援す
る.Word の外観とその働きを図 1 に示す.図はワープロの
編集画面であって、誤った文を入力するとその部分に波
線を引きユーザーに通知する.Tomarigi は、入力した文の
自然な係り受け関係を明示するツールである.「望遠鏡を
使用して見た」ことと「彼女が泳いでいた」ことを意味
する情報の伝達を例にとり、発信者が行うべき作業は以
下の通りである.情報の発信者は曖昧性の高い文を書く
ことを避けるために支援ツールを利用する.Tomarigi を
用いて例文「望遠鏡で泳ぐ彼女を見た。」を係り受け解
析した結果を図２に示す.この結果は、「望遠鏡で泳ぐ彼
女」が「見た」に係ることを表している.このとき、この
結果は発信者の意図と食い違う.この食い違いを解決す
るために発信者は文節の順番の入れ替えを行わなければ
ならない.発信者は文節の入れ替えを行い、「泳ぐ彼女を
望遠鏡で見た。」という文を作成し発信する.受信者はこ
の文を受け取り、これが何を意味しているのか考える.発
信者の意図が正確に伝わるかどうかは受信者の文法的能
力に依存する.また、発信者が文節の入れ替えを行ってい
ることを受信者は知ることができないため、あらゆる可
能性を考えなければならず、「望遠鏡で泳いでいた」こ
とと「彼女を見た」ことを意味するという解釈を否定で
きない.正確な情報伝達のための発信者の努力は、自然言
語の平文を介することで失われ、受信者に解読の手間を
かけさせることになる.平文を介さずに構文解析木を受
け渡しする手法が存在するがそれは直感的でなく、読み
手に要求される文法的能力はさらに大きくなる. 
自然言語強化では、文法に則った正しい語順の文を作
成するのではなく、文に構文木を特定する情報を付加す
ることで曖昧さを除去する.係り先の候補が複数存在す
る形態素に、その係り先がどこなのかという情報を文に
メタ情報としてアノテートする.作成を支援する技術は、
係り先の候補が複数存在する形態素を特定し、その係り
先はどこかをユーザーとの対話的手法によって決定しメ
タ情報として付与する.従来、意味的な手法を用いられて
きた係り受けを構文的な側面から捉え、解析木と等価な
係り受けの集合を表現に用いることで、文法的能力に依
存せずに曖昧さの除去を行えた.また、支援の手法とヒュ
ーリスティックスを明らかにした.ユーザーの応答が問
い合わせ回数を少なくするように行われるときに問い合
わせ回数が少なくなるように設計したアルゴリズムにお
いて、平均 10.0 個の形態素からなる文の構文木と等価な
係り受け集合を求めるためのユーザーへの問い合わせの
回数の平均は、ユーザーの応答が問い合わせ回数を最小
にするように行われたときは約 1.93 回、ユーザーの応答
が問い合わせ回数を最大にするように行われたときは約
2.83 回であった. 
自然言語強化により、曖昧な語順であっても情報の発
信者の意図する意味を保存し二次的に利用することが可
能となる.例えば、インターネット検索の正確性の向上に
寄与することが期待される.支援技術により簡単な UI を
利用して誰でも自然言語強化を行えるようになる.係り
元と係り先の間が近くなるように文節の順序を並べ替え
るように支援すれば文章校正機として応用できる. 
 
 
図 1 Microsoft 社 Word 
 
 
図 2 日本語文章校正・推敲支援ツール Tomarigi 
 
 
図 3 Tomarigi で「望遠鏡で泳ぐ彼女を見た。」 
を係り受け解析した結果 
 
２．係り先アノテーション 
本研究では、従来、意味的な手法を用いられてきた係
り受けを構文的な側面から考える．構文木を特定する係
り受けの集合を文にアノテートすることで自然言語強化
を行う．係り受けは文法に基づいて次のように定義され
る． 導出の際に使われたルール X→UV において、U の
子孫の最も右の葉 a は V の子孫の最も右の葉 b に係ると
いい、a↓b と書く．「望遠鏡で泳ぐ彼女を見た。」とい
う文を例にとる．この文は意味を 2 通りにとることがで
きる．一つは「望遠鏡を使って彼女を見た」ことと「彼
女が泳いでいた」ことを表す意味、もう一つは「彼女を
見た」ことと「望遠鏡を使って泳いでいた」ことを表す
意味である．意味を 2 通りとることができる原因は、「(望
遠鏡)で」の係り先の候補が「泳ぐ」と「(見)た」の 2 つ
存在する（つまり構文木が 2 つ存在する）ためである．
自然言語強化では形態素がどの形態素に係るのかという
情報を文にアノテートする．この情報を modifies-arc と呼
ぶ．一つの構文木から求められた modifies-arc の集合を
isolator-set と呼ぶ．自然言語強化を行った文を強化文と呼
ぶ． 
（１）文法に基づく係り受け 
係り受けは文脈自由文法（CFG）に属する文法にもとづ
いて次のように定義される．まず、文脈自由文法は等価
なチョムスキー標準形[1]に書き換えることができる．チ
ョムスキー標準形の生成規則の 3 種の型 A→BC,A→α,S
→ε（ここで A,B,C は非終端記号、αは終端記号、S は開
始記号、εは空列を表す）のうち、係り受けが生じるの
は A→BC 型の生成規則を適用したときである。このこと
を厳密に述べると、当該文と導出する過程で生成規則 X
→UV を適用したとき U の子孫の最も右の葉 a は V の子孫
の最も右の葉 b に係るといい、a↓b と書く．a を係り受
けの始点、b を係り受けの終点と呼ぶ．文法{A→Bc,B→de}
を持つ言語から導出される文 dec は係り受け d↓e,e↓c
を持つ．係り受け a↓b における始点 a は、a を終点とす
る全ての係り受けの始点と共に b に係る．先程の例を用
いると、係り受け d↓e ,e↓c において、e は d と共に c
に係る． 
日本語における終端記号は句点、名詞、助詞、動詞、
助動詞、形容詞、形容動詞、連体詞、副詞であるとした．
文法の詳細は付録を参照．具体的な日本語の例を挙げる．
「とても大きい犬」と「猫が走る」の係り受けを図 4 に示
す．「とても大きい犬」では、「とても」と「大きい」
が非終端記号（連体修飾部）をつくり、「犬」に係る．
「猫が走る」では、「猫」と「が」が非終端記号（主部）
をつくり、「走る」に係る．主部が述部に係るというの
は、自然言語の意味的な係り受けの中では一般的ではな
いが、係り先の無い形態素をつくらない（最も右の形態
素は例外）ようにするため、自然なこの係り受けを採用
する． 
 
 
図 4 「とても大きい犬」と「猫が走る」の 
文法に基づく係り受け 
 
（２）modifies-arc による表現 
a）強化文の図表現 
係り受けを地の文にアノテートすることで自然言語強
化を行う．このときの係り受けを表現する手法について
述べる．係り受けを表す情報を modifies-arc と呼ぶ．一つ
の構文木から得られる modifies-arc の集合を isolator-set と
呼ぶ．自然言語強化を行った文を強化文と呼ぶ．例文「望
遠鏡で泳ぐ彼女を見た。」は 2 通りの解析木を持つため、
2 通りの isolator-set を持つ．よって例文は次のような 2 通
りの強化文に変換できる． 「望遠鏡で泳ぐ彼女を見た。」
の強化文 1 と強化文 2 を図 5 に示す．図では、青い
modifies-arcは強化文 1と 2で共通であり、赤い modifies-arc
は強化文 1 と 2 で異なっていることを表している． 
 
 
図 5 強化文 1 と強化文 2 の図表現 
 
b）強化文のテキスト表現 
強化文を機械的に扱うためのテキスト形式での強化文
の表現について述べる。地の文の形態素をタグ
<dst>,</dst>によって区切る．タグ<dst>の属性は、id と ref
の二つである．属性 id は識別子、属性 ref はその要素の係
り先の id を表す． 
例えば強化文 
 
をテキスト表現で表すと、以下のようになる． 
 
<dst id=0 ref=1> 望遠鏡 </dst><dst id=1 ref=6> で 
</dst><dst id=2 ref=3> 泳ぐ </dst><dst id=3 ref=4> 彼女 
</dst><dst id=4 ref=6> を </dst><dst id=5 ref=6> 見 
</dst><dst id=6 ref=7> た </dst><dst id=8> 。</dst> 
 
３．関連支援技術 
自然言語強化を誰でも簡単に行うことができるように、
これを支援する手法について述べる．支援の手順は次の
通りである．1：ユーザーに強化を行う文を入力させる 
2：入力された文の曖昧な係り受けを検出する 3：
isolator-set の候補を作成する 4：ユーザーの意図する
isolator-set を問い合わせる．5：強化文の出力を行う． 
（１）曖昧な係り受けの検出 
入力された文に対して形態素解析と係り受け文法にも
とづいて構文解析を行う．構文解析では、文法から導か
れるすべての解析木を枚挙する．曖昧とは、一つの文に
構文木が複数存在することである．文法{A→Bi, B→Dh, B
→fE, D→fg, E→gh}を持つ言語の文 fghiを構文解析すると、
根が A,A の子ノードが B と i（以下続く）という解析木が
得られる．ここで、B を頂点とする部分木は二つ存在する．
一つは、B の子ノードが D と h、D の子ノードが f と g と
いう木、もう一つは B の子ノードが f と E、E の子ノード
が g と h という木である．解析木が複数存在するため文
fghi は曖昧である．この結果を図 6 に示す．図は A の左
子ノード B を頂点とする部分木が二通りある事を表して
いる． 
 
図 6 fghi の解析木 
 
（２）isolator-set の候補の作成 
isolator-set の候補となる modifies-arc を作成する．文
の す べ て の 解 析 木 の modifies-arc を 抽 出 す る ．
modifies-arc は木構造である構文解析結果の部分木から
生成する．着目する部分木の頂点の左子ノードを頂点と
する部分木の最も右の葉から始まり、着目する部分木の
最も右の葉を指す modifies-arc を作成する．この段階で
は、最終的に作成する強化文の要素<dst>の id が決定し
ており、ref が未定の状態である．ここでは、強化文の要
素の id と<dst>の切れ目をまとめて表現する．たとえば
<dst id=0>望遠鏡</dst><dst id=1>で</dst>は「0 望遠鏡
1 で」と表す．例文「望遠鏡で泳ぐ彼女を見た。」から得
られた構文解析木の部分木「0 望遠鏡 1 で 2 泳ぐ 3 彼女 4
を 5 見 6 た 7。」の頂点ノードは、「望遠鏡で泳ぐ彼女を
見た」と「。」を子に持つため、 modifies-arc 6↓7 を生
成する．部分木「0 望遠鏡 1 で 2 泳ぐ 3 彼女 4 を 5 見 6
た」は二つ存在する．頂点ノードが「望遠鏡で」と「泳
ぐ彼女を見た」を子に持つ木と、頂点ノードが「望遠鏡
で泳ぐ彼女を」と「見た」を子に持つ木があるため、      
modifies-arc 1 ↓ 5 と 4 ↓ 5 を生成する．同様に
modifies-arc を生成すると、0↓1, 1↓2, 1↓6, 2↓3, 
3↓4, 4↓5, 5↓6, 6↓7 が生成される． 
（３）modifies-arc の問い合わせ 
modifies-arc を全ての解析木に対して生成した後、
modifies-arc の 始 点 が 同 じ で あ り 、 終 点 が 異なる
modifies-arc は対立する．例文「0 望遠鏡 1 で 2 泳ぐ 3 彼
女 4 を 5 見 6 た 7。」の modifies-arc 0↓1, 1↓2, 1↓6,       
2↓3, 3↓4, 4↓5, 5↓6, 6↓7 のうち、対立する
modifies-arc は 1↓2, 1↓6 である．対立する modifies-arc
のうち一つが発信者の意図と合致する係り受けである．
どの modifies-arc が発信者の意図と合致するか問い合わせ
を行う．全ての modifies-arc の対立を解消すると、
isolator-set が得られる． 
このとき、問い合わせの順番に配慮することで、問い
合わせの回数の節減を図ることができる．ここで、CFG
で表現される言語は係り受けが交錯しないという特徴を
利用する．例えば、「大きな望遠鏡で泳ぐ彼女を見た僕
は歩く。」という文において、「（望遠鏡）で」が「（見）
た」に係ることが決定した場合、「大きな」が「彼女」
に係らないことが決定する．これを図７に示す． 
 
図 7 係り受けが交錯しない例 
 
この特徴を利用するために、modifies-arc それぞれに、
自身が選択された場合に棄却できる modifies-arc の本数を
持たせる．これをスコアとする．例えば、「大きな望遠
鏡で泳ぐ彼女を見た僕は歩く。」の対立する modifies-arc  
0↓1,  0↓4 ,  0↓8 ,  2↓3 , 2↓7 , 2↓10 , 3↓4 ,  3↓8 
を見る．modifies-arc 0↓1 は自身が選択された場合、0↓4
と 0↓8 を棄却することができるため、スコアは 2 である．
同様に、modifies-arc 0↓4 は自身が選択された場合、      
0↓4, 0↓8, 2↓6, 2↓10, 3↓8 を棄却することができるた
め、スコアは 5 である．スコアの大きな modifies-arc が選
択されると多くの対立を解消することが期待される．問
い合わせの回数の節減を行うヒューリスティックは以下
の通りである．問い合わせに対してユーザーの応答が、
問い合わせ回数が少なくなるように行われると仮定した
場合に問い合わせ回数を少なくするためには、スコアの
高い modifies-arc が意図と一致するかを問い合わせればよ
い．問い合わせに対してユーザーの応答が、問い合わせ
回数が多くなるように行われると仮定した場合に問い合
わせ回数を少なくするためには、modifies-arc の始まりの
形態素毎に最低スコアを求め、そのスコアの高い形態素
のかかり先はどこか問い合わせればよい． 
 
４．実装 
自然言語強化の支援機構を実装した．支援機構が行う
処理は以下の通りである．1：文字入力を受け付ける 2：
形態素解析を行う 3：構文解析を行う 4：isolator-set の候
補を作成する 5：modifies-arc のスコアを計算する 6：
modifies-arc をユーザーに選択させる 7：使用しない
modifies-arc を削除する 7：全ての modifies-arc の対立を解
消できていれば強化文を出力、そうでなければスコア計
算に戻る 支援機構の処理フローは図 8 の通りである． 
 
図 8 支援機構の処理フロー 
 
（１）文の解析 
関連支援のために入力文に対して形態素解析を行う．
形態素解析では、分かち書きと、品詞の判別を行う．本
研究では形態素解析器 lucene-gosen を利用した． 
関連支援のために形態素解析結果に基づいて構文解析
を行う．本研究では文脈自由文法を認識でき、構文解析
木を複数得ることのできるアルゴリズムである CYK 法
[2]を利用した．CYK 法において文法は付録のものを使用
したが、任意の文法で動作させることができる． 
（２）isolator-set の候補の作成 
isolator-set の候補である modifies-arc を作成するアルゴ
リズムは以下の通りである． 
 
入力 構文解析木の集合 
出力 modifies-arc の集合 P 
Q ← 空のキュー 
for each 構文解析木の根 r 
Q に r を追加 
While Q が空ではない do 
 v ← Q から取り出す 
from  ← v の左子ノードの子孫のうち最も右
の形態素のインデックス 
to  ← vの子孫のうち最も右の形態素のインデ
ックス 
from から to への modifies-arc を P に追加 
      for each v に接続している頂点 i do 
                i を Q に追加 
５．結果 
自然言語強化を支援技術を利用して行った結果を示す．
「大きな望遠鏡で泳ぐ彼女を見た僕は歩く。」を自然言語
強化した意図する係り受けは 0↓１, 0↓4, 0↓8 のどれか
という問い合わせが発生し、それに 0↓4 であると応答す
ると、強化文<dst id=0 ref=4> 大きな  </dst><dst id=1 
ref=2> 望遠鏡 </dst><dst id=2 ref=3> で </dst><dst id=3 
ref=4> 泳ぐ </dst><dst id=4 ref=5> 彼女 </dst><dst id=5 
ref=7> を </dst><dst id=6 ref=7> 見 </dst><dst id=7 ref=8> 
た </dst><dst id=8 ref=9> 僕 </dst><dst id=9 ref=10> は 
</dst><dst id=10 ref=11> 歩く </dst><dst id=12> ． </dst>
を得た． 
isolator-set を求めるためのユーザーへの問い合わせの
回数について調査した結果を述べる．小説「吾輩は猫で
ある。」の冒頭より 260 文を解析した．このうち独自文
法が受理した文は 30 文であった．この 30 文の形態素の
個数は 1 文平均で 10.0 個であった． 
3.3 で述べたような、ユーザーの応答が問い合わせ回数を
少なくするように行われるときに問い合わせ回数が少な
くなるように設計したアルゴリズムにおいて、この 30 文
の isolator-set を求めるためのユーザーへの問い合わせの
回数の平均は、ユーザーの応答が問い合わせ回数を少な
くするように行われたときは約 1.93 回、ユーザーの応答
が問い合わせ回数を多くするように行われたときは約
2.83 回であった． 
 
６．議論 
情報伝達の新たなアプローチを提案した．文法に則っ
た正しい語順の文を作成するのではなく、文に構文木を
特定する情報を付加することで曖昧さの除去を行った．
意味と対応する構文木から係り受けを表す modifies-arc を
導き、その集合 isolator-set で構文木を表現することで、ユ
ーザーフレンドリーかつ正確に自然言語での情報伝達を
行えることを示した．関連支援技術では、係り先の候補
が複数存在する文節を特定し、その係り先はどこかをユ
ーザーとの対話的手法によって決定しメタ情報として付
与することを支援した． 
本方法では、同じ構文木で複数の意味をとる場合の書
き分けを行うことができない．例えば、「0 男性 1 で 2 一
位 3 の 4 成績 5 の 6A さん」は、「A さんは男性かつ一位」
であるのか、「A さんは男性の中で一位」であるのかの
区別がつかない．これは、「男性で一位」が一つの構文
で二つの意味を持つためである． 
本研究に関連して、俵らの研究[3]がある．俵らは形態
素解析に係り受けの情報を利用するために、形態素解析
と CYK 法による構文解析を同時に行っている．係り受け
情報を用いて自然言語の利便性の向上を目指す点におい
て関連している． 
 
 
強化文によって形態素の係り受け関係が明示されるこ
とで曖昧さを解消できる．意味が曖昧になるような語順
を避ける必要がなくなるため、情報発信者の文の記述に
かかる労力と受信者の解読するための労力を削減するこ
とができる．  
将来研究として、現在の係り受けアノテーションを意
味アノテーションに拡張し、文脈に依存する意味に対応
できるようにしていきたい． 
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付録 
係り受けを見つけるための独自文法は以下の通りであ
る． 
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