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Abstract
We consider complex balanced mass-action systems, also called toric dynamical sys-
tems. They are polynomial dynamical systems arising from reaction networks and have
remarkable dynamical properties. We study the topological structure of their moduli
spaces (i.e., the toric locus). First we show that the complex balanced equilibria de-
pend continuously on the parameter values. Using this result, we prove that the moduli
space of any toric dynamical system is connected. In particular, we emphasize the
product structure of the moduli space: it is homeomorphic to the product of the set of
complex balanced flux vectors and the affine invariant polyhedron.
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1 Introduction
1 Introduction
In this paper we study polynomial dynamical systems obtained from bio-chemical reaction
networks. In particular, we are interested in complex balanced mass-action systems. Intro-
duced by Horn and Jackson in [11], complex balanced dynamical systems are a large class of
nonlinear dynamical systems that are known or conjectured to have very strong dynamical
behaviours. For instance, Horn and Jackson proved that complex balanced dynamical sys-
tems posses exactly one positive equilibrium in each stoichiometric compatibility class (i.e.,
invariant polyhedron). In addition, the steady states are known to be locally asymptotically
stable. One of the most important line of research in the field of chemical reaction network
theory is the Global Attractor Conjecture, which says that complex balanced mass-action
systems have a globally attracting point in each stoichiometric compatibility class. This has
been already proven in several cases, under mild hypotheses. For the state of the art, we refer
the reader to [19]. See also [3]. A proof in all generality of the Global Attractor Conjecture
has been proposed by Craciun in [2].
Complex balanced dynamical systems have also been called toric dynamical systems (see
[5]), due to the nice algebraic properties of their moduli spaces. In particular, the locus in
the parameter space of a reaction network which gives rise to complex balanced dynamical
systems is called the toric locus. This is due to the fact that, after a change of coordinates,
the toric locus is a variety in the positive orthant given by a toric ideal.
The study of the toric locus (i.e., the moduli space) of polynomial dynamical systems
has become increasingly important, especially for applications. Recent interesting results
appeared in [15], where methods to expand the toric locus are proposed in the form of a
systematic algorithm. Namely, the authors of [15] prove that the locus in the parameter
space known to give rise to complex balanced dynamical systems (i.e. the toric locus) can
sometimes be extended from a set of Lebesgue measure zero to a positive measure set, by
means of real algebraic geometry and with the help of Euclidean embedded graphs. The
extended set of parameters was called the disguised toric locus in [15].
Motivated by the very strong dynamical properties that (disguised) toric dynamical sys-
tems enjoy, our goal in this paper is to study the topological structure of the moduli space of
toric dynamical systems.
One of our main contributions is to show that the complex balanced equilibria depend
continuously on the parameter values. This is Theorem 3.5. We further use this result
to prove that the moduli space of any toric dynamical system is connected. See Theorem
4.1. Furthermore, in Theorem 5.4 we show that the moduli space is homeomorphic to the
product of the set of complex balanced flux vectors and the affine invariant polyhedron.
The connectedness of the moduli space is an important asset in applications where one is
interested in complex balanced dynamical systems. For instance, one could leverage the fact
that the toric locus is connected in order to extend certain local properties globally.
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2 Preliminaries
In this section we give standard definitions and notations that we use in the rest of the
paper. We follow [19]. See also [15], [5], [3], [1]. In addition, we also give a motivating
example for studying the moduli space of toric dynamical systems (Example 2.10).
Definition 2.1. A reaction network is a Euclidean embedded graph, i.e., a directed graph
G = (V,E) embedded in Rn, with no self-loops. The set of vertices is denoted by V ⊆ Rn,
while E ⊆ V × V denotes the set of edges. We denote by yi → yj the reaction vectors. Each
edge yi → yj of E is decorated with a positive real number kij, called reaction rate. The
reaction rate vector is denoted by k := (kij) ∈ RE>0.
Remark 2.2. The dimension of the Euclidean space Rn is the number of species of the
reaction, while the set of vertices represents the set of reaction complexes.
Definition 2.3. Given a Euclidean embedded graph G = (V,E) and a vector of reaction
rates k ∈ RE>0 decorating the edges of G, the mass-action dynamical system in the positive
orthant generated by (G,k) is
dx
dt
=
∑
yi→yj∈E
kyi→yjx
yi(yj − yi).(1)
Here x ∈ Rn>0 and xi, for i = 1, . . . , n represents the concentration of the species i.
We consider them as functions of time, xi = xi(t) and we use the multi-index notation:
xyi := xyi11 . . . x
yin
n and yi := (yi1, . . . , yin).
Example 2.4. In Figure 1, we give an example of a dynamical system generated by a graph
G (see also [3, Example 2.5]).
X1
X2
y1 y2
y3
Figure 1: A reaction network with three complexes.
Under the assumption of mass-action kinetics, the reaction network G generates the
following dynamical system:
(2)
dx
dt
= k12
(
1
0
)
+ k23x1
(−1
1
)
+ k31x2
(
0
−1
)
=
(
k12 − k23x1
k23x1 − k31x2
)
.
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Notation 2.5. Following [5, page 2] (see also [9, page 55]), denote by
Y := (yij)(3)
the n ×m matrix whose columns are the vectors yi. Here m denotes the number of vertices
(i.e. of complexes). Let
Ψ(x) :=
x
y1
...
xym
(4)
Label each directed edge yi → yj ∈ E with a positive number kij ∈ R>0, called the rate
of the corresponding reaction. Denote by Ak the transpose of the negative of the Laplacian
of G. Then the mass-action dynamical system associated to (G, k) from Equation 1 is the
system given by the following ordinary differential equations:
dx
dt
= Y · Ak ·Ψ(x).(5)
Note that our notation in Equation (5) is different from the one in [5, page 2], by trans-
posing.
Example 2.6. Revisiting Example 2.4, we have
Ψ(x) =
 1x1
x2
 ,
Ak =
−k12 0 k31k12 −k23 0
0 k23 −k31
 ,
and
Y =
(
0 1 0
0 0 1
)
.
Definition 2.7. Let us consider a Euclidean embedded graph G. The vector subspace
spanned by the egdes of G in Rn>0 is called the stoichiometric compatibility class and we
denote it by S. For a fixed x0 ∈ Rn>0, the space (x0 + S) ∩Rn>0 is called the affine invariant
polyhedron of x0.
Definition 2.8. Let us consider a Euclidean embedded graph G = (V,E) and a vector of
rate constants k ∈ RE>0 decorating its edges. We say that the pair (G,k) satisfies the complex
balanced condition if there exists a state x˜0 ∈ Rn>0 such that the equation
(6)
∑
y→y′∈E
ky→y′x˜0
y =
( ∑
y′→y∈E
ky′→y
)
x˜0
y′
is satisfied for every vertex (i.e., complex) y′ ∈ V .
Such a state x˜0 is called a complex balanced steady state. We say that the dynamical
system generated by (G,k) is a complex balanced dynamical system.
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Note that, following Notation 2.5, the equality (6) is equivalent to
(7) Ak ·Ψ(x˜0) = 0.
See [10, Section 6]. In [5], complex balanced dynamical systems were also called toric dy-
namical systems, due to the nice algebraic and combinatorial properties that their moduli
spaces have.
Definition 2.9. Consider a Euclidean embedded graph G = (V,E). We denote by V(G) ⊆
RE>0 the set of parameters kij for which the dynamical system generated by (G,k) is toric.
We refer to V(G) as the moduli space of toric dynamical systems given by the Euclidean
embedded graph G.
In Example 2.4, the moduli space V(G) is the whole positive orthant R3>0. This follows
from a classical result by Horn, Jackson and Feinberg, known in the literature as Deficiency
Zero Theorem (see [7, Theorem 16.2.2]). However, the purpose of Example 2.10 below is
to serve as a motivation for studying the topological structure of the moduli space of toric
dynamical systems. This is due to the fact that in general, these spaces can have quite
complicated algebraic descriptions and are usually not easy to study. Increasing interest for
the moduli spaces of toric dynamical systems, also called the (disguised) toric locus, has been
shown recently. See for instance [15], where methods to expand the toric locus from a set of
Lebesgue measure zero to a positive measure set are proposed in the form of a systematic
algorithm.
Example 2.10. Let us consider the reaction network G as in Figure 2. The moduli space
V(G) ∈ R4>0 is the algebraic variety given by the following two equations:
(k43k32k21)(k21k14k43) = (k14k43k32)
2
and
(k14k43k32)(k32k21k14) = (k21k14k43)
2.
Remark 2.11. Using a change of coordinates as in [5] (see Notation 3.7 below), these con-
ditions can be rewritten as
K1K3 = K
2
2
and
K2K4 = K
2
3 ,
where
K1 := k43k32k21,
K2 := k14k43k32,
K3 := k21k14k43
and
K4 := k32k21k14.
Therefore under this change of coordinates the moduli space becomes a toric variety, which
is in accordance with the general theory proved in [5].
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3 Complex balanced equilibria depend continuously on the parameter values
X1
X2
y1
y2
y3
y4
Figure 2: Cycle on four vertices.
Definition 2.12 is inspired from [5].
Definition 2.12. Define the complex balancing ideal CG as the saturation of the ideal 〈Ak ·
Ψ(x)〉 with the product x1x2 . . . xs. Here the generators of the ideal 〈Ak ·Ψ(x)〉 are the entries
of the column vector Ak ·Ψ(x).
The complex balanced variety is the variety of the ideal obtained by eliminating the vari-
ables kij from the complex balancing ideal CG.
Definition 2.13. We call the complex balanced equilibria, denoted by Vx(G,k), the intersec-
tion of the complex balanced variety with the positive orthant Rs>0, where s is the dimension
of the stoichiometric compatibility class of the dynamical system generated by (G,k).
3 Complex balanced equilibria depend continuously on
the parameter values
Let us fix some x0 in the state space.
Let S denote the stoichiometric compatibility class of G. Define the map
(8) Qx0 : V(G)→ (x0 + S) ∩ Rn>0,
such that
Qx0(k) := x˜0,
where x˜0 is the corresponding complex balance equilibrium in the affine invariant polyhedron
(x0 + S) ∩ Rn>0 of x0.
Remark 3.1. The map Qx0 is well-defined, by classical work of Horn and Jackson (see for
instance [19, Theorem 2.3] and [7, Theorem 15.2.2 and 15.2.4]): for a given k¯ ∈ V(G), there
exist a unique equilibrium of the dynamical system generated by (G, k¯), in each invariant
polyhedron. See also [10, Theorem 6.4].
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Lemma 3.2. The map Qx0 is surjective.
Proof. We have that Qx0(k˜) = x˜0. Let us take a point xˆ ∈ (x0 + S)∩Rn>0. We want to find
kˆ such that Qx0(kˆ) = xˆ. Define
(9) kˆyi→yj :=
k˜yi→yjx˜0
yi
xˆyi
.
Since Qx0(k˜) = x˜0, the pair (k˜, x˜0) satisfies the complex balanced condition (6). By (9)
we have the equality: kˆyi→yjxˆ
yi = k˜yi→yjx˜0
yi . In other words, on each edge yi → yj the fluxes
are the same. Therefore, the pair (kˆ, xˆ) also satisfies the complex balanced condition (6).
Hence Qx0(kˆ) = xˆ.
Lemma 3.3. Fix xˆ ∈ Qx0(V(G)). Then the preimage Q−1x0 (xˆ) is connected.
Proof. Since xˆ ∈ Qx0(V(G)), there exists kˆ such that the complex balanced condition is
satisfied: ∑
yi→yj
kˆyi→yjxˆ
yi =
( ∑
yj→yi
kˆyj→yi
)
xˆyj .(10)
We claim that the fibre is connected because the fibre is a convex set. Notice that (10)
is a linear equality in the entries of kˆ. If relation (10) is true for a vector k∗ and for another
vector k∗∗, then relation (10) is true for any convex combination of k∗ and k∗∗.
Lemma 3.4. The map Qx0 is open.
Proof. Choose an open neighbourhood U ⊆ V(G), of a point k˜ ∈ V(G). We want to show
that Qx0(U) is open in (x0 + S) ∩ Rn>0. Let x˜0 := Qx0(k).
More precisely, we want to find a small neighbourhood of x˜0 that is contained in Qx0(U).
Equivalently, we want to show that for any point xˆ close enough to x˜0, there exists kˆ ∈ U
close enough to k˜, such that xˆ = Qx0(kˆ).
Define kˆ such that the following relations hold for any edge yi → yj of the reaction
network G:
(11) kˆyi→yj :=
k˜yi→yjx˜0
yi
xˆyi
.
The following equality
(12)
kˆyi→yj
k˜yi→yj
=
x˜0
yi
xˆyi
guarantees that for xˆ close enough to x˜0, we have kˆyi→yj close enough to k˜yi→yj .
Theorem 3.5 below is the main result of this section. We use this result in Section 4 and 5,
where we show the connectedness property of the moduli spaces of toric dynamical systems.
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3 Complex balanced equilibria depend continuously on the parameter values
X1
X2
y1
y2
y3
Figure 3: Complete bidirected graph with three vertices.
Theorem 3.5. The complex balanced equilibria depend continuously on the parameter values.
In other words, the map Qx0 is continuous.
Before the proof of Theorem 3.5, we need some notations and lemmas.
Definition 3.6. Let us consider a strongly connected graph G. Fix a vertex v of G. A
spanning v-tree T is a subgraph of G, such that T is a tree with the root v.
Notation 3.7. Let us consider a strongly connected graph G. Let kT denote the product of
the labels of the edges of the tree T in G.
Inspired by the Matrix-Tree theorem [16, Theorem 5.6.4] (see also [5, Proposition 3]), let
us denote by
(13) Ki :=
∑
T a i-tree
kT .
Example 3.8. Let us consider the complete bidirected graph G with three vertices from
Figure 3. See [5, Example 1] and [15, Section 3].
The moduli space
V(G) = {k ∈ R6>0 | (k21k31+k32k21+k23k31)(k13k23+k21k13+k12k23)−(k12k32+k13k32+k31k12)2 = 0}.
Following Notation 3.7, we have:
K1 := k21k31 + k32k21 + k23k31;
K2 := k12k32 + k13k32 + k31k12;
K3 := k13k23 + k21k13 + k12k23,
(14)
and the equation defining the moduli space V(G), in the new coordinates, becomes
K1K3 = K
2
2 .
See also Remark 2.11.
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Proposition 3.9. [5, Proposition 3] Let us consider a strongly connected graph G with m
vertices. Denote by Ak the transpose of the negative of the Laplacian matrix of G. Let Mi
be the matrix obtained by removing the i-th row and the i-th column of Ak Then we have:
(15) det(Mi) = (−1)m−1Ki,
where Ki =
∑
T an i−tree k
T , as in Notation 3.7.
The next result gives a characterization of the complex balanced equilibria. The conclu-
sion of Proposition 3.10 can be obtained from results in [5]. We include a proof here, for
completion.
Proposition 3.10. Let us consider a weakly reversible graph G with l connected components
(i.e., linkage classes). Fix a vector K ∈ Rm>0 that satisfies Ki =
∑
T a i-tree k
T for some
k ∈ RE>0. For each connected component, consider the equations (see Notation 2.5):
(16) Kixyj −Kjxyi = 0,
where i and j are indices belonging to the same connected component of G.
Then x is a complex balanced equilibrium for rate constants given by the vector k above
if and only if Equations (16) are satisfied.
Proof. After eventually relabelling the vertices of G, the matrix Ak (see Notation 2.5) is a
block matrix: for each connected component ofG we have a block. We thus may safely assume
in the proof that the graph G has a single connected component. Afterwards the result can
be generalized for any number of connected components, by using the block decomposition
of Ak.
Firstly, Equations (16) are necessary conditions for x to be a complex balanced equilib-
rium. This follows from [5, Corollary 4].
Secondly, let us now prove that Equations (16) are also sufficient.
The determinant of Ak is zero and rank(Ak) = m− 1 (see [5, Section 2]). By expanding
the determinant of Ak in terms of its minors and by using Proposition 3.9, we obtain that
Ak ·K = 0. In other words, the vector K belongs to the null-space of Ak, denoted by ker(Ak).
Note that the dimension of ker(Ak) is one. By Equations (16), the vectors K and Ψ(x) are
proportional. Since K ∈ ker(Ak), we obtain Ψ(x) ∈ ker(Ak), that is Ak · Ψ(x) = 0. By
Definition 2.8 and relation (7), x is a complex balanced equilibrium.
We are now ready to prove the continuity of the map Qx0 (Theorem 3.5).
Proof. Recall the definition of the map Qx0 (Equation (8)): Qx0 : V(G) → (x0 + S) ∩ Rn>0,
such that Qx0(k) = x˜0, where x˜0 is the corresponding complex balance equilibrium in the
invariant polyhedron (x0 + S)∩Rn>0. The proof of the continuity of the map Qx0 consists of
three steps.
Step A
By the explicit formulas from Notation 3.7, the vector K = (Ki) depends continuously
on the parameters k = (kij) values.
Step B
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4 V(G) is connected
The set of complex balanced equilibria depends continuously on K. This follows from the
characterization of the set of complex balanced equilibria from Proposition 3.10. Let us be
more precise.
By Equation (16), we obtain
(17) Kixyj = Kjxyi .
This yields
(18) logKi + yj log x = logKj + yi log x
in multivariate notation. This can be seen as a system of linear equations with unknowns
the entries of log x.
Therefore, the set of vectors {(log x1, . . . , log xn)} is the preimage of a linear map and it
depends continuously onK. After applying the exponential map, the set of complex balanced
equilibria still varies continuously on K.
Step C
The intersection point between the set of complex balanced equilibria and the affine
invariant polyhedron (x0 + S) ∩ Rn>0 varies continuously with K. This follows from Step B,
since by [4, Lemma 5.4, page 16] this intersection is transversal.
Definition 3.11. [14, page 52] A surjective continuous open map is called a quotient map.
Corollary 3.12. The map Qx0 is a quotient map.
Proof. By Theorem 3.5, the map Qx0 is continuous. By Lemma 3.4, Qx0 is open, and we
proved the surjectivity in Lemma 3.2.
4 V(G) is connected
The main result of Section 4 is the following theorem:
Theorem 4.1. If G is weakly reversible, then the variety V(G) is connected.
Proof. Recall that by Lemma 3.3, for a fixed xˆ ∈ (x0 + S) ∩ Rn>0, the preimage Q−1x0 (xˆ) is
connected. In addition, note that the invariant polyhedron (x0 +S)∩Rn>0 is also connected.
By Corollary 3.12, the map the map Qx0 is a quotient map (it is continuous, surjective and
open).
We now argue by contradiction. Let us suppose that the set V(G) is not connected. Then
there exists a surjective continuous map µ : V(G)→ {0, 1}.
Consider the following commutative diagram (see Figure 4):
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V(G) {0, 1}
(x0 + S) ∩ Rn>0
Qx0
µ
ν
Figure 4: Commutative diagram.
Here the function ν : (x0 + S) ∩ Rn>0 → {0, 1}, such that µ = ν ◦ Qx0 is well-defined
by Lemma 3.3. By [18, Theorem 9.4]), since Qx0 is a quotient map, we have the following
equivalence: ν is continuous if and only if µ is continuous. Thus we conclude that ν is a
continuous function.
Since µ is surjective, we get that ν is surjective. This is in contradiction with the fact that
the domain of ν, namely (x0 +S)∩Rn>0, is connected, while the set {0, 1} is disconnected. A
continuous map with values in {0, 1} is constant if its domain is connected. Thus our initial
supposition was false, and we conclude that V(G) is connected.
5 V(G) is a product space
In this section we consider a weakly reversible graph G = (V,E) and show that the toric
locus V(G) is a product space (see Theorem 5.4).
5.1 The space of complex balanced fluxes
Definition 5.1. Given a Euclidean embedded graph G = (V,E), a vector β ∈ RE>0 is called
a flux vector. A complex balanced flux vector is β ∈ RE>0 such that the following equalities
are satisfied, for each vertex y ∈ V :
(19)
∑
y→y′∈E
βy→y′ =
∑
y′→y∈E
βy′→y.
The set of complex balanced flux vectors is denoted by B(G).
Proposition 5.2. The set B(G) is a convex cone in RE>0.
Proof. The set B(G) is the intersection of the linear subspace given by the system of equations
(19) with the positive orthant RE>0. Let us be more precise. For each vertex of G we have
one complex balance equation (19), which is a linear equation in the coordinates of the flux
vector β ∈ B(G). For any two vectors β1 and β2 in B(G), the complex balanced conditions
are verified by any linear combination of β1 and β2 with non-negative coefficients. Thus
B(G) is a convex cone in RE>0 (see [8, Chapter 1], [20, page 28] for an introduction to the
subject).
Corollary 5.3. The set B(G) is connected.
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5.2 The product space
The goal of this section is to establish the product structure of the moduli spaces of toric
dynamical systems via an explicitly constructed homeomorphism.
Theorem 5.4. Let us consider a weakly reversible graph G. The toric locus V(G) ⊆ RE>0 is
homeomorphic to the product space [(x0 + S) ∩ Rn>0]× B(G), i.e.
(20) V(G) ' [(x0 + S) ∩ Rn>0]× B(G),
where (x0 + S) ∩Rn>0 is the invariant polyhedron that contains x0 ∈ Rn>0, and B(G) denotes
the set of complex balanced flux vectors.
Throughout this section we assume there is a fixed arbitrary x0 ∈ Rn>0. In what follows
we will show that there exists a homeomorphism ϕ, between the product space [(x0 + S) ∩
Rn>0]× B(G) and V(G).
Definition 5.5. Let ϕ : [(x0 + S) ∩ Rn>0]× B(G)→ V(G) be the map given by:
(21) ϕ(x,β) :=
(
βy→y′
xy
)
y→y′∈E
.
Remark 5.6. The map ϕ is well-defined, because if we define
(22) ky→y′ :=
βy→y′
xy
,
then the pair (G,k) will satisfy the complex balanced condition (see Definition 2.8) at the
complex balanced equilibrium point x, since β is a complex balanced flux vector (see Equation
(19)). Also, by definition, ϕ is continuous.
Proposition 5.7. The map ϕ is surjective.
Proof. Fix k ∈ V(G). Then by Remark 3.1, there exists x ∈ (x0+S)∩Rn>0 that is a complex
balance equilibrium in (x0 + S) ∩ Rn>0 corresponding to the given k. Now, solve for β the
following equations:
βy→y′
xy
= ky→y′ ,
for every edge y→ y′ ∈ E and obtain ϕ(x,β) = k.
Proposition 5.8. The map ϕ is injective.
Proof. Let us consider (xˆ, βˆ) ∈ [(x0 +S)∩Rn>0]×B(G) and (ˆˆx, ˆˆβ) ∈ [(x0 +S)∩Rn>0]×B(G)
such that ϕ(xˆ, βˆ) = ϕ(ˆˆx, ˆˆβ).
Let us denote by k ∈ RE>0 the vector given by
(23) ky→y′ :=
βˆy→y′
xˆy
.
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5.2 The product space
Then by (21), we have the equality
(24)
ˆˆ
βy→y′
ˆˆx
y = ky→y′ .
Since for a fixed k the complex balanced steady state is unique in the affine invariant
polyhedron (x0 + S) ∩ Rn>0 (see also Remark 3.1), we obtain xˆ = ˆˆx.
Finally, by Equations (23) and (24), we obtain βˆy→y′ =
ˆˆ
βy→y′ , for every edge y→ y′ ∈ E.
Therefore (xˆ, βˆ) = (ˆˆx, ˆˆβ).
Definition 5.9. Let us consider a weakly reversible graph G = (V,E) and a vector of rate
constants k ∈ RE>0. Denote by x ∈ (x0 + S) ∩ Rn>0 the complex balanced equilibrium of k.
Namely, x = Qx0(k). Define the map
(25) qˆ : V(G)→ B(G),
such that qˆ(k) = β, where β is the complex balanced flux vector satisfying the following
equations:
(26) ky→y′ =
βy→y′
xy
for every edge y→ y′ ∈ E.
Proposition 5.10. The map qˆ from Definition 5.9 is continuous.
Proof. We prove that each component qˆy→y′ of the map qˆ is continuous. By Definition 5.9
and Equation (26) we have
(27) qˆy→y′(k) = βy→y′ = ky→y′
(
Qx0(k)
)y
.
Thus qˆy→y′(k) is continuous, since it is a product of continuous functions.
Proposition 5.11. The map ϕ−1 is continuous.
Proof. Note that by Proposition 5.8 and Proposition 5.7, the map ϕ is bijective. Thus ϕ−1
is well-defined.
By Equation (27), we have:
(28) ϕy→y′(Qx0(k), qˆ(k)) =
ky→y′Qx0(k)
y
Qx0(k)
y
= ky→y′ .
Therefore
(29) ϕ(Qx0(k), qˆ(k)) = k
and thus
(30) ϕ−1(k) = (Qx0(k), qˆ(k))
Since both Qx0(k) and qˆ(k) are continuous, we get that ϕ−1 is continuous.
Corollary 5.12. The map ϕ is a homeomorphism.
Proof. This follows from Remark 5.6, Proposition 5.11, Proposition 5.8 and Proposition
5.7.
This concludes the proof of Theorem 5.4.
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5.3 Codimension δ
The notion of deficiency of a reaction network was introduced by Feinberg and Horn [6,
12] and is a key property in the study of complex balanced steady states of a network ([7],
[11], [19, Section 2.2]).
Definition 5.13. ([7, 19]) Let us consider a Euclidean embedded graph G. Denote by s the
dimension of the stoichiometric subspace S, by l the number of connected components of G,
and by m the number of vertices of G. The deficiency of a Euclidean embedded graph G is
the (non-negative) integer
(31) δ := m− s− l.
One of the main results in chemical reaction network theory is the deficiency zero theorem
due to Feinberg and Horn [6, 12], which implies that a mass-action dynamical system is
complex-balanced for all reaction rates if and only if it has deficiency zero and it is weakly
reversible. In [5] it was shown that, given a weakly reversible reaction network G, the set
of reaction rate constants k ∈ RE>0 that generate a complex balanced mass-action system
is an algebraic variety of codimension δ in RE>0 (see [5, Theorem 9]). In other words, the
codimension of the moduli space of toric dynamical systems is δ:
(32) codim(V(G)) = δ.
In the following we will recover this result, using the product structure of the moduli
space V(G), from Theorem 4.1 above.
Proposition 5.14. The dimension of V(G) is |E| −m+ s+ l.
Proof. By Theorem 5.4, we have that
(33) dim(V(G)) = dim((x0 + S) ∩ Rn>0)+ dim(B(G)).
Since dim
(
(x0+S)∩Rn>0
)
= s, the only thing left to prove is that dim(B(G)) = |E|−m+l.
By Definition 5.1, the set B(G) ⊆ RE>0 is given by set of complex balanced flux vectors.
Since the complex balanced conditions are analogous to Kirchhoff junction rules (see [13],
[17]), for each connected component of G there are mi − 1 independent linear conditions
defining B(G). Here mi denotes the number of vertices in the ith linkage class. This gives a
total of m− l independent linear conditions.
As a corollary of Proposition 5.14, we recover the result from [5, Theorem 9]:
Corollary 5.15. Let us consider a weakly reversible graph G. Then the codimension of the
moduli space V(G) ⊆ RE>0 is δ.
Proof. We have codim(V(G)) = |E| − (|E| −m+ s+ l) = δ.
14
6 Bijective affine transformations preserve the moduli spaces
Theorem 6.1. Let us consider a weakly reversible graph (i.e., reaction network) G1. If G2
is a bijective affine image of the reaction network G1, then they have the same toric moduli
spaces, i.e.,
V(G1) = V(G2).
Proof. This follows from [5, Theorem 9] and from the Matrix-Tree theorem. In particular
see [5, Section 2, page 5]: the change of coordinates given by the spanning trees in the two
graphs are the same.
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