Texture and shape in fluorescence pattern identification for auto-immune disease diagnosis by Snell, V et al.
Texture and shape in fluorescence pattern identification for auto-immune
disease diagnosis
V. Snell, W. Christmas, J. Kittler
CVSSP, University of Surrey, Guildford, UK
v.snell@surrey.ac.uk
Abstract
Automation of HEp-2 cell pattern classification
would drastically improve the accuracy and throughput
of diagnostic services for many auto-immune diseases,
but it has proven difficult to reach a sufficient level of
precision. Correct diagnosis relies on a subtle assess-
ment of texture type in microscopic images of indirect
immunofluorescence (IIF), which so far has eluded reli-
able replication through automated measurements. We
introduce a combination of spectral analysis and multi-
scale digital filtering to extract the most discriminative
variables from the cell images. We also apply the most
powerful classification techniques to make optimal use
of the limited labelled data set. Overall error rate of
1.6% is achieved in recognition of 6 different cell pat-
terns, which drops to 0.5% if only positive samples are
considered.
1. Introduction
The HEp-2 Cells Classification contest at ICPR 2012
is aimed at improving the performance of auto-immune
disease diagnosis through automated laboratory sys-
tems. A wide variety of these diseases affect different
parts of the body, but are all associated with an immune
reaction to, and an attack on, the person’s own tissues.
This reaction, known as Anti-nuclear antibody (ANA),
can be visualised using indirect immunofluorescence
(IIF), most commonly utilising the HEp-2 cell line,
and forms the most reliable basis for ascertaining the
presence of, and establishing the specific type of auto-
immune disease. The diagnosis is usually performed
by highly trained physicians directly at the microscope,
although better results can be obtained through digital
imaging of the slides, as the fluorescence decays fairly
rapidly. Both the overall brightness and the visual pat-
tern of the fluorescence feed into the diagnostic deci-
sion, although many clinical settings will only use the
brighter samples, known as positive, for identification
of specific patterns.
A large number of these visual patterns of fluores-
cence is described in the medical literature, and various
groups or subsets of these have been targeted for auto-
matic recognition by previous published works in the
computer vision field. The contest provides a consistent
base-line for comparing potential approaches to solving
this problem by supplying a public data set, which is
described below.
2. Data set
The contest training data consists of 721 images
of individual cell IIF patterns, each having an associ-
ated binary mask, and intensity label (positive or inter-
mediate), and a ground-truth class label from one of
6 classes. Therefore issues of segmentation are out-
side the contest scope. The classes are approximately,
though not precisely, balanced, and roughly equal num-
bers of positive and intermediate examples of each class
are included. The classes are as follows:
• Homogeneous: a diffuse pattern, fairly uniform
across the whole nucleus.
• Fine speckled: a very fine-grained isotropic tex-
ture, not dissimilar to white noise.
• Coarse speckled: an isotropic texture of some-
what larger specks.
• Centromere: this class is characterised by large
numbers of strong bright spots on a darker back-
ground. These are 2-3 pixels across, and 40-60 are
supposed to be present, although in a number of
intermediate intensity examples of this class none
are visible to the eye, even after contrast normali-
sation.
• Nucleolar: a small number (less than 6) of larger
bright areas within the nucleus.
• Cytoplasmatic: these nuclei are characterised by a
strongly irregular shape, as compared to the gener-
ally elliptic nature of all other classes. The texture
is equally irregular.
(a) Homogeneous (b) Fine speckled
(c) Coarse speckled (d) Centromere
(e) Nucleolar (f) Cytoplasmatic
Figure 1. Positive examples of each class
Examples of each class are given in Fig. 1, contrast
boosted to make their features visible in print. Typical
contrast range for positive examples is around 120 grey-
levels, but can be as low as 25 for intermediate samples,
greatly exacerbating the effect of sensor noise. Images
sizes range from 45 to 130 pixels across.
Test images are withheld by the contest organisers,
with trained classifiers submitted by contest partici-
pants. Therefore only training cross-validation results
can be reported here.
3. Previous works
Computer vision researchers have attempted to auto-
mate classification of ANA IIF patterns for several years
now. Although it is difficult to compare their results di-
rectly, as they use different private data sets and variable
class definitions, the error rates for identification of in-
dividual cell patterns range 10-25% [5, 3, 2]. This is
a promising start for early works, but not sufficient for
widespread clinical application.
Study of prior publications on this topic points to two
areas of potential improvement: formulation of suit-
able features, and use of more powerful classifiers. As
should be clear from the class descriptions above, most
distinctions between IIF patters are based on texture, yet
texture measures form a small part of the feature sets
used in prior works, and an even smaller part of the dis-
cussion. We believe that finding the appropriate texture
measurements is key to solving this entire problem.
Similarly, only relatively simple classifier types,
such as K-nearest neighbour and neural networks, have
been brought to bear on this task. We show that superior
results can be achieved by use of kernel SVMs, as well
as carefully targeted combinations of experts.
4. Method
Our approach combines shape and texture measure-
ments in a single feature vector, with the larger weight
by far given to texture. In fact, the shape measurement
is only required to identify the cytoplasmatic class, and
roundness of the mask (calculated as area divided by
square of the perimeter) is sufficient to separate most
members of this class based on a single parameter.
Texture recognition for the remaining 5 classes is far
more subtle, but we note from the their descriptions that
the distinctions are often ones of scale, rather than a
specific textural pattern. This is most apparent in fine
vs. coarse speckled cases, but also continues to larger
spots in centromere, and even larger areas in nucleo-
lar. We therefore seek texture measures that capture the
scale at which textural variation is strongest. We also
note that all the textures are completely isotropic, allow-
ing much simpler formulations compared to the general
case. To further simplify texture assessment, the images
are converted from the full-colour RGB sources, domi-
nated by the green component of the fluorescence band,
to 8-bit grey scale.
Two broad types of measure contribute to the texture
part of the feature vector: spectral transform and dif-
ference statistics. The frequency analysis is performed
as 32-point DCT of line sections from inside the seg-
mented mask boundaries. As the texture is isotropic, a
1-dimensional transform is sufficient to establish its fre-
quency distribution. Transforms from all the qualifying
lines within an image are averaged to reduce variabil-
ity and noise, and normalised by the DC coefficient to
compensate for the range of intensities within the data
set. The resulting coefficients can be used for classi-
fication, with class-average profiles of the lower bins
shown in Fig. 2. This illustrates some of the trends in
typical frequency distributions for each class, for ex-
ample the smaller low frequency components in homo-
geneous and fine speckled classes, gradually rising for
coarse speckled. A much sharper roll-off in nucleolar
profiles relates to the large areas of bright staining com-
bined with a small amount of fine-grain texture. Within-
class spread for each bin is quite large (typically 0.3-0.5
of the average level), and so no one bin is a sufficient
basis for decision, even when the average curves appear
well separated.
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Figure 2. Average frequency profile for
each class.
Pixel difference statistics are collected at different
scales, to capture a broad range of textural energies. Ba-
sic average absolute difference between neighbouring
pixels (horizontal and vertical combined), as defined in
Eq. 1 with δ = 1, is highest for fine speckled and ho-
mogeneous classes, whereas differences from 2 pixels
apart (δ = 2) are increased for coarse speckled and cen-
tromere.
D(δ) =
∑
i,j
|Ii+δ,j − Ii,j |+ |Ii,j+δ − Ii,j | (1)
Repeated subsampling by factor of 2 in each direc-
tion (following a suitable low-pass filter to avoid alias-
ing) and applying the pixel-difference operator creates
a multi-scale textural signature. The first level of sub-
sampling smooths out most of the finer textures, but
brings the stronger gradients of centromere and nucleo-
lar classes to pixel-level scale. Further levels of subsam-
pling are not useful in this setting, as resulting images
are too small to retain any coherent information.
The difference averages at the various scales are
strongly linearly correlated with each other, but at char-
acteristically different slopes for each class. We there-
fore derive the most classification benefit by taking pair-
wise ratios between measurements at different scales,
and including them in the feature vector. The ratios are
also free from dependency on overall brightness and
contrast of the image - something which is difficult to
achieve by explicit contrast normalisation without sig-
nificant loss of discriminative information.
In summary, the feature vector consists of 1 shape
measurement, 31 normalised frequency transform bins,
and 8 difference statistics or their combinations. The
binary intensity label supplied for each image is also
included. These are passed to a multi-class SVM with
RBF kernel, whose parameters are determined by cross-
validation.
It is found, in line with previous works [5], that the
classes which generate the greatest confusion rate are
homogeneous and fine speckled. These are indeed most
similar in visual appearance, with sensor noise on a ho-
mogeneous image bearing very similar characteristics
to textural components of fine speckle. The problem
is most acute for intermediate intensity images, where
effect of noise is greater. We therefore introduce a 2nd-
stage classifier expert to deal with this subset of cases.
It is trained on, and applied to, only images of inter-
mediate intensity from homogeneous or fine speckled
classes, and uses a subset of features found to have the
best discriminative power for this particular task. For
example, it is clear that the shape parameter is not rel-
evant to distinguishing these two classes, as are many
of the coarser difference statistics. Their contribution to
the feature vector is essentially noise, and their removal
allows the classifier to construct a better class bound-
ary. It is also essential to the success of this expert that
only intermediate intensity images are included in the
training set, as it is found that positive and intermediate
cases of the same pattern class form 2 distinct clusters
in feature space. Removal of interference from the pos-
itive cases allows the creation of a cleaner and simpler
decision boundary for the remaining intermediate sam-
ples.
5. Results
Results reported here are for 10-fold stratified cross-
validation on the contest training set, using a total of
41 features. A single multi-class SVM can achieve an
error rate of 2.15%, with a standard deviation spread
of 1.6% determined from 10 repeated runs. Cytoplas-
matic and coarse-speckled classes are recognised per-
fectly (1.0 precision and recall). Remarkably, the error
rate among positive samples is only around 0.5%, or
typically 2 errors out of 396 positive examples. This is
an order of magnitude smaller than the state-of-the-art
comparable figure of 7.6% in [4], which considers sep-
aration of positive cells into 6 broadly similar classes.
So the bulk of the errors come from the darker in-
termediate samples, and around half of these are confu-
sions between homogeneous and fine-speckled classes.
The introduction of an expert classifier to tackle this
subset reduces the overall error rate to around 1.6%.
For the purpose of discussion, error rate using shape
and spectral features only (33 features) is 4.4%, and
with shape and difference statistics only (10 features)
it is 9.0%.
6. Discussion
The results quoted above are clearly vastly supe-
rior compared to previously published figures of above
10%. A number of factors contribute to the improved
results, including a more powerful classifier type, as
well as a carefully tailored 2nd-stage expert. Novel
use is made of the intensity parameter as both a fea-
ture within the regular feature vector, and a selection
parameter for construction of the expert training set.
But the greatest contribution comes from finding mea-
surements that characterise the specified classes and al-
low them to be differentiated with high accuracy. Our
search was directed primarily by an understanding of
the spectral content of the various textures, rejecting the
far more complex state-of-the-art methods for general-
purpose texture recognition. Instead, these highly tar-
geted measurements deliver the precision needed by a
clinical application at a small computational and devel-
opment cost. It is worth noting that neither the spec-
tral nor the statistical features can do this on their own,
as evidenced by their relatively poor stand-alone error
rates, but only through reinforcement between different
parts of the feature vector.
A number of other options were considered and
tested during the development of this algorithm, and
it is worth recording their effects for future reference.
Gamma (power law) adjustment of the input images,
which can boost the brighter spots and make them more
visually apparent, did not improve the discriminative
strength of the feature vector. Contrast normalisation,
in line with general experience, loses too much infor-
mation and significantly degrades classification perfor-
mance. RMS energy and variance of the difference fil-
tered images are no more discriminative than the simple
absolute mean, and higher order statistics (skewness,
kurtosis) of the difference histograms also do not bring
additional information. Addition of non-separable 2D
spot filters does not significantly improve the detection
accuracy of the centromere class. Randomised decision
forests [1] were also evaluated, but could not match the
accuracy of kernel SVM.
7. Further work
A clinical diagnosis cannot be made on the basis of a
single cell’s pattern assessment. Soda in [5] have previ-
ously considered the question of ’whole well’ decision,
in a voting assembly of all the cells in a slide. Unfortu-
nately, they based their system on a very inaccurate cell-
level classifier, and their attempts to improve its robust-
ness by rejecting samples with conflicting votes or low-
confidence cell decisions resulted in very high rejection
rates, as well as a stubbornly high well-level error rate
of around 10%. However, our more accurate cell-level
classifier could form the basis of a much more reliable
whole-well diagnostic system, if additional well-level
labelling was available. We would also investigate the
potential for combining low level features from all the
cells in a sample, rather than relying solely on the class
decision of cells as the only input to the whole-well di-
agnosis.
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