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Abstract
In this work we sketch a concurrent extension for constraint functional logic program-
ming languages which allows to model concrete declarative applications in which con-
currency and constraint solving are necessary. We encode goal solving processes into
the CFLP(D) scheme, a uniform foundation for the semantics of functional and cons-
traint logic programs over a parametrically given constraint domain D, in order to
provide a declarative model for the possibility of specify, implement and execute, at
a higher level of abstraction, concurrent real-world applications, i.e., declarative con-
straint programs describing several processes which may be executed concurrently
and cooperate together to achieve their specific tasks via demand-driven narrowing
with definitional trees, declarative residuation, cooperative constraint solving, and
communication or sharing critical resources by means of the synchronization on logic
variables.
Keywords: Multiparadigm programming, constraints, concurrency.
Resumen en castellano
En este trabajo vamos a presentar una extensio´n concurrente para lenguajes de
programacio´n lo´gico funcionales con restricciones que permita modelar aplicaciones
declarativas concretas donde la concurrencia y la resolucio´n de restricciones sean
necesarias. Codificaremos procesos dentro del esquema CFLP(D), cuyos fundamen-
tos teo´ricos sobre las sema´nticas de programas funcionales y lo´gicos con restric-
ciones sobre un dominio de restricciones parame´trico D, proporcionan un modelo
declarativo que permite especificar, implementar y ejecutar, a un nivel superior de
abstraccio´n, aplicaciones concurrentes reales, es decir, programas declarativos con
restricciones que describen varios procesos para la resolucio´n de objetivos que deben
ser ejecutados concurrentemente y cooperar para llevar a cabo tareas espec´ıficas me-
diante estrechamiento dirigido por demanda con a´rboles definicionales, residuacio´n
declarativa, resolucio´n cooperativa de restricciones, y comunicacio´n o comparticio´n
de recursos cr´ıticos por medio de sincronizacio´n haciendo uso de variables lo´gicas.
Palabras clave: Programacio´n multiparadigma, restricciones, concurrencia.
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Cap´ıtulo 1
Introduccio´n
Los esfuerzos hechos por extender la programacio´n declarativa a lenguajes capaces
de soportar sistemas concurrentes ha estimulado una investigacio´n intensiva en las
u´ltimas de´cadas, dando como resultado una gran variedad de propuestas [7, 35], con
la intencio´n de desarrollar lenguajes de programacio´n y sistemas declarativos con-
currentes que mantengan un equilibrio deseable entre la expresividad y la lectura
declarativa de los programas: abstraccio´n, computaciones como demostraciones, fa-
cilidad para la metaprogramacio´n, etc.
Una caracter´ıstica comu´n de varias de estas propuestas es el intento de definir mo-
delos declarativos con concurrencia dentro del paradigma de la programacio´n lo´gica
[8, 15, 45, 47, 75], un paradigma declarativo que permite resolver problemas de
bu´squeda combinatoria de estados gracias a su forma relacional y al indetermin-
ismo. En el modelo declarativo cla´sico de interpretacio´n de procesos [72, 78], un
co´mputo dentro de la programacio´n lo´gica puede ser visto como la evolucio´n de una
red dina´mica de procesos paralelos. Un a´tomo en el objetivo corresponder´ıa a un
proceso y una variable que aparece en dos o ma´s a´tomos representa un canal de
comunicacio´n entre los procesos correspondientes. De este modo, un objetivo re-
presenta una red de procesos paralelos conectados por canales de comunicacio´n. La
comunicacio´n se modela por medio de la instanciacio´n de variables durante la unifi-
cacio´n de las mismas. Un paso de resolucio´n da lugar a una reconfiguracio´n de la
red por expansio´n de un proceso (el a´tomo seleccionado) en una subred de procesos
paralelos (los a´tomos se sustituyen por el cuerpo de las cla´usulas seleccionadas), y
estableciendo uniones con los canales de comunicacio´n.
La programacio´n lo´gica con restricciones (CLP) [9] generaliza el modelo computa-
cional ba´sico de la programacio´n lo´gica, es decir, la unificacio´n, sustituyendola por
la resolucio´n de restricciones sobre algu´n dominio de restricciones (por ejemplo, los
enteros o los reales) definiendo un conjunto de restricciones primitivas y aportando
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un resolutor de restricciones sobre el dominio. Un programa CLP sigue siendo un
conjunto de cla´usulas, pero ahora cada cla´usula contendra´ restricciones en su cuerpo.
Por restriccio´n entendemos un subconjunto (posiblemente infinito) del espacio de
todas las posibles valoraciones que pueden tomar las variables. Para cada paso de
derivacio´n, en lugar de unificar dos a´tomos, el co´mputo comprueba la satisfactibi-
lidad de un conjunto de restricciones. CLP no es un u´nico lenguaje sino que se
define como una clase de lenguajes, el llamado esquema CLP(D) [40] parametrizado
por un dominio de restricciones D. Una instancia de esta clase puede obtenerse
considerando un dominio espec´ıfico de restricciones y aportando un resolutor de
restricciones para dicho dominio. El esquema CLP(D) ha sido generalizado en el
marco de la programacio´n con restricciones concurrente [70, 71] para integrar las
ideas de la programacio´n lo´gica concurrente y la programacio´n lo´gica con restric-
ciones. Se trata de un modelo de co´mputo concurrente potente y sencillo basado en
un almace´n global, representado por un conjunto de restricciones sobre los valores
que las variables pueden tomar, en vez de hallar una correspondencia entre valores y
variables, lo cual provee solo informacio´n parcial sobre los valores que pueden tomar
las variables. Todos los procesos de un sistema comparten este almace´n comu´n. En
lugar de “leer” y “escribir” los valores de las variables, los procesos deben chequear
(ask, comprobar si una restriccio´n es deducible del almace´n) y propagar (tell, an˜adir
una nueva restriccio´n al almace´n).
Los lenguajes declarativos multiparadigma actuales [33, 53, 74] tratan de fusionar los
paradigmas de programacio´n declarativa ma´s importantes, llamados programacio´n
funcional (estrategias de reduccio´n eficientes, posibilidad de tener orden superior,
etc.) y programacio´n lo´gica con restricciones (resolucio´n de objetivos, co´mputos con
informacio´n parcial, variables lo´gicas, etc.), con caracter´ısticas concurrentes para la
programacio´n declarativa. Sin embargo, las interacciones entre todas esas carac-
ter´ısticas son muy complejas, de manera que el disen˜o concreto de una base teo´rica
integrada de lenguajes y sistemas declarativos multiparadigma concurrentes no re-
sulta nada trivial.
El esquema gene´rico de programacio´n CFLP(D) [52] captura de forma elegante las
ideas fundamentales que hay detra´s de estos sistemas y lenguajes, generalizando el
esquema CLP(D) sobre un dominio de restricciones dado parame´tricamente para
aportar fundamentos uniformes para las sema´nticas de lenguajes de programacio´n
funcionales y lenguajes de programacio´n lo´gicos con restricciones. Las sema´nticas
operacionales cuentan con un ca´lculo de estrechamiento dirigido por demanda con
restricciones parametrizado por un resolutor de restricciones sobre un dominio D
que es correcto y fuertemente completo con respecto a unas sema´nticas declarativas
formalizadas por medio de una lo´gica de reescritura con restricciones, y mantiene
las propiedades deseadas de la estrategia de estrechamiento necesario [5, 7, 21].
Adema´s, CFLP(D) es una base para la verificacio´n declarativa [25] y la depuracio´n
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ha expandido en varias direcciones, como por ejemplo, operaciones modulares de
orden superior [65] y cooperacio´n de dominios y resolutores de restricciones [26].
La versio´n actual del sistema lo´gico funcional con restricciones T OY (disponible en
toy.sourceforge.net) y su lenguaje declarativo multiparadigma ha sido disen˜ado
para implementar varias instancias del esquema CFLP(D) y todas estas extensiones.
Sin embargo, la concurrencia no esta´ aparentemente estudiada en el esquema de
programacio´n CFLP(D), aunque existen formas declarativas de concurrencia para
la programacio´n lo´gico funcional pura. Por ejemplo [34] combina el estrechamiento
necesario con el mecanismo de residuacio´n, un enfoque alternativo para integrar la
programacio´n lo´gica y la programacio´n funcional basado en la idea de retrasar o
suspender las llamadas a funciones hasta que e´stas este´n listas para su evaluacio´n,
ofreciendo un principio de evaluacio´n concurrente con sincronizacio´n por medio de
las variables lo´gicas. Ma´s recientemente, [28] presenta una extensio´n concurrente
de programacio´n lo´gico funcional donde la concurrencia es expresada por medio de
procesos (o agentes) descrita como un a´lgebra de procesos [20, 31] como conceptos
ba´sicos, al mismo nivel que funciones o predicados.
A pesar todas estas extensiones de concurrencia para lenguajes de programacio´n
lo´gico funcionales, no tenemos conocimiento de ninguna investigacio´n teo´rica cor-
recta y completa sobre la combinacio´n de estrechamiento dirigido por demanda con
resolutores de restricciones cooperativos y residuacio´n para aportar una integracio´n
declarativa ma´s potente de te´cnicas de programacio´n concurrente en el paradigma de
la programacio´n lo´gico funcional con restricciones. El desarrollo e implementacio´n
de todas esas te´cnicas es necesario para la implementacio´n de sistemas declarativos
multiparadigma, debido a que permiten optimizaciones relacionadas con la simpli-
ficacio´n de los mecanismos de sincronizacio´n y comunicacio´n que pueden reducir
considerablemente el espacio de bu´squeda. Por esta razo´n, creemos que un modelo
declarativo para la concurrencia en el esquema gene´rico de programacio´n lo´gico fun-
cional con restricciones CFLP(D) podr´ıa ser una extensio´n interesante para aportar
una implementacio´n eficiente del actual sistema lo´gico funcional con restricciones
T OY.
Adema´s de este primer cap´ıtulo introductorio, este trabajo se divide en los siguientes
cap´ıtulos:
- Cap´ıtulo 2: Programacio´n Lo´gica Concurrente con Restricciones.
Como ya hemos comentado anteriormente, los programas lo´gicos pueden in-
terpretarse desde un punto de vista concurrente. Este cap´ıtulo es un estado
del arte de este paradigma de programacio´n, comenzando con la programacio´n
lo´gica pura, explicando sus principales caracter´ısticas, como son el indetermin-
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ismo y el algoritmo de unificacio´n de las variables lo´gicas. A continuacio´n in-
troducimos el paradigma de la programacio´n lo´gica con restricciones, las cuales
aportan una mayor expresividad al lenguaje, junto con diferentes sistemas de
restricciones concretos de utilidad pra´ctica, como los sistemas de restricciones
de Herbrand (H) y de Dominios Finitos (FD). Llegados a este punto, in-
troducimos la programacio´n lo´gica concurrente, como una interpretacio´n con-
currente para la programacio´n lo´gica, y terminamos el cap´ıtulo explicando el
esquema de la programacio´n concurrente con restricciones.
- Cap´ıtulo 3: Programacio´n Lo´gico Funcional con Restricciones. El
modelo de evaluacio´n perezosa ha demostrado ser muy eficiente dentro del
paradigma de la programacio´n funcional [16], adema´s de permitir evaluar ex-
presiones que no pod´ıan ser evaluadas por medio de la programacio´n lo´gica,
como el tratamiento de expresiones con listas potencialmente infinitas. En
este cap´ıtulo estudiamos co´mo se integra la programacio´n funcional y la pro-
gramacio´n lo´gica con restricciones a trave´s del esquema CFLP(D) [52], per-
mitiendo integrar las principales ventajas del paradigma de la programacio´n
funcional, como son la evaluacio´n perezosa o el uso de elementos de orden
superior. Adema´s se introducira´ el concepto de a´rbol definicional con restric-
ciones, necesario para poder realizar de forma eficiente la evaluacio´n perezosa
de objetivos con variables lo´gicas y restricciones.
- Cap´ıtulo 4: Programacio´n Lo´gico Funcional Concurrente con Res-
tricciones. En este cap´ıtulo se plantea la parte ma´s novedosa de nuestro tra-
bajo, que consiste en la integracio´n de las ideas expuestas en los dos cap´ıtulos
anteriores, planteando un nuevo modelo de co´mputo concurrente para el es-
quema CFLP(D) basado en el uso de a´rboles definicionales para la sincroniza-
cio´n mediante el uso de variables lo´gicas como canales de comunicacio´n. Pro-
porcionaremos una sema´ntica operacional para el nuevo ca´lculo junto a sus
propiedades de correccio´n y completitud.
- Cap´ıtulo 5: Conclusiones y Trabajo Futuro. En este u´ltimo cap´ıtulo
planteamos las principales conclusiones y las l´ıneas de investigacio´n que deja
abiertos este trabajo. En particular, esbozaremos una posible implementacio´n
de nuestro sistema concurrente para el sistema de programacio´n lo´gico fun-
cional con restricciones T OY, haciendo una comparativa de rendimientos de
esta herramienta con y sin concurrencia, con respecto a otros lenguajes de
programacio´n lo´gico funcionales como Curry [33].
- Ape´ndice A. En este ape´ndice el lector puede encontrar las demostraciones
de los principales resultados teo´ricos que se presentan en el trabajo, para una
mejor legibilidad del texto principal del mismo.
Cap´ıtulo 2
Programacio´n Lo´gica
Concurrente con Restricciones
Comenzamos este trabajo introduciendo el paradigma de la programacio´n concur-
rente con restricciones, que sera´ una base fundamental para nuestro modelo opera-
cional. En este cap´ıtulo se pretende ilustrar co´mo se han an˜adido los principios de
paralelismo y concurrencia a la programacio´n lo´gica y a la programacio´n lo´gica con
restricciones, para que el lector interprete el ca´lculo propuesto en el Cap´ıtulo 4 de
este trabajo como una combinacio´n de ideas de estos paradigmas. Para ello, pre-
sentamos un estado del arte que situ´e al lector, comenzando desde la programacio´n
lo´gica, explicando los mecanismos de unificacio´n y el uso de variables lo´gicas y un
modelo de co´mputo indeterminista, capaz de dar varias soluciones a un mismo prob-
lema. Continuaremos viendo co´mo se han an˜adido las restricciones con el paradigma
de la programacio´n lo´gica con restricciones, viendo ma´s en profundidad los sistemas
de restricciones y varios ejemplos de ellos. Llegados a este punto, introduciremos el
concepto de concurrencia, mostrando al lector el paradima de la programacio´n lo´gica
concurrente. Observaremos el paralelismo inherente que existe entre los co´mputos
en los programas lo´gicos y las redes de procesos, ilustrando una sema´ntica opera-
cional para dicho esquema, y dando la definicio´n de observable, que representara´ el
almacenamiento de resultados obtenidos por el co´mputo. Finalizamos el cap´ıtulo
viendo co´mo se han an˜adido las restricciones al esquema anterior, dando el ejemplo
del modelo de co´mputo CCP(C) y el sistema de transiciones T , el cual sera´ una base
fundamental para nuestro ca´lculo en el Cap´ıtulo 4.
2.1 Programacio´n Lo´gica
La Programacio´n Lo´gica (LP , del ingle´s Logic Programing) [8, 15, 45, 47, 75] permite
al investigador en Informa´tica el uso de la lo´gica como lenguaje de programacio´n, as´ı
como explorar modelos computacionales basados en deducciones controladas. Los
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programas son entendidos como teor´ıas de una lo´gica, de forma que la computacio´n
de un resultado use los mecanismos de deduccio´n de dicha lo´gica con respecto a las
teor´ıas representadas por el programa.
La programacio´n lo´gica se basa en la lo´gica de predicados, siendo comu´n el uso
de Cla´usulas de Horn. Dichas cla´usulas pueden emplearse como base para definir
un lenguaje de programacio´n gracias al uso de la resolucio´n SLD (Selective Linear
Definite clause resolution), la sema´ntica operacional de las cla´usulas de Horn, que
puede implementarse de forma eficiente. Como sema´ntica declarativa se usa una
sema´ntica basada en la teor´ıa de modelos, tomando como dominio el Universo de
Herbrand. La resolucio´n SLD es un me´todo de prueba por refutacio´n, basado en un
algoritmo de unificacio´n [58], que permite vincular variables lo´gicas a valores. Las
caracter´ısticas de este tipo de programacio´n pueden observarse mejor a trave´s del
siguiente ejemplo.
Ejemplo 1 (Caracter´ısticas de la Programacio´n Lo´gica). Vamos a tratar el
problema de la suma de dos nu´meros naturales. Definiremos la operacio´n mediante
el predicado “sum”, el cual llevara´ tres operandos: los dos primeros referidos a los
nu´meros que queremos sumar, y el tercer argumento, a la suma de los dos primeros.
Usaremos una notacio´n recursiva para los naturales, mediante la constante 0, para
referirnos al nu´mero cero, y s(N) para referirnos al sucesor de N . El programa
resultante, expresado mediante cla´usulas de Horn y mediante notacio´n Prolog con
las variables en mayu´sculas, es el siguiente:
sum(0, X,X).
sum(s(X), Y, s(Z)):- sum(X,Y, Z).
La primera cla´usula afirma que la suma de dos naturales, siendo el primero cero
y el segundo cualquier natural X, es igual al segundo argumento X. La segunda
cla´usula afirma que, siendo s(X) el primer argumento el sucesor de un nu´mero X y
el segundo un nu´mero cualquiera Y , el resultado sera´ el sucesor del resultado previo
de sumar X e Y . El programa del ejemplo anterior ya es totalmente ejecutable
como un programa lo´gico en Prolog [75]. Como se puede observar, no hay ninguna
referencia a co´mo se almacenan los datos en memoria, ni al manejo de la misma.
En los lenguajes declarativos se automatizan los procesos de gestio´n de memoria
para evitar fallos que son comunes en lenguajes imperativos debido, por ejemplo, al
uso de punteros.
Los lenguajes de programacio´n lo´gica usan unificacio´n para manejar variables libres
en expresiones y para el co´mputo de soluciones de variables libres. Esto permite que
un mismo programa pueda responder a distintos objetivos sin necesidad de cambiar
el programa. En el ejemplo anterior, podemos realizar las siguientes consultas (por
comodidad expresaremos los naturales mediante su valor):
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sum(4, 3, X). sum(4, Y, 7).
El primer objetivo nos devolvera´ en X el resultado de sumar 4 y 3, pero en el
segundo objetivo la variable que queremos obtener es el segundo argumento, y el
programa buscara´ el valor de Y tal que al suma´rselo a 4 nos devuelva 7. Una
caracter´ıstica fundamental de la programacio´n lo´gica es el indeterminismo en la
bu´squeda de soluciones, que permite computar resultados parcialmente definidos
para poder explorar todo el espacio de bu´squeda. Como resultado inmediato, un
mismo objetivo puede tener ma´s de un resultado. Centra´ndonos en el ejemplo, vamos
a ejecutar el siguiente objetivo:
sum(X,Y, 7).
A continuacio´n vemos como trabajar´ıa el mecanismo de resolucio´n SLD para este
objetivo. Cada flecha representa un paso de co´mputo; el super´ındice indica que´
cla´usula se escoge en cada caso y el sub´ındice indica el nivel en el a´rbol de resolucio´n.
sum(X,Y, 7)⇒11 sum(0, 7, 7)[ X 7→ 0, Y 7→ 7 ].
. . .⇒21 sum(X1, Y, 6)[X 7→ s(X1)]⇒12 sum(0, 6, 6)[ X 7→ 1, Y 7→ 6 , X1 7→ 0].
. . . ⇒22 sum(X2, Y, 5)[X 7→ s(X1), X1 7→ s(X2)] ⇒13 sum(0, 5, 5)[ X 7→ 2, Y 7→ 5 , X1 7→
1, X2 7→ 0]
. . .
Como primer resultado, obtenemos X = 0 e Y = 7, pero podemos ver que no es la
u´nica solucio´n posible. Si seguimos pidiendo resultados, el programa buscara´ en el
espacio de bu´squeda definido por las cla´usulas de Horn, dando los resultados X = 1
e Y = 6, X = 2 e Y = 5, etc.
2.2 Programacio´n Lo´gica con Restricciones
La Programacio´n con Restricciones (CP , del ingle´s Constraint Programming) [9]
ha ido ganando importancia a lo largo de los u´ltimos an˜os al ser un paradigma
basado en fundamentos teo´ricos muy so´lidos [77], adema´s de abarcar muchos cam-
pos de investigacio´n, desde problemas teo´ricos hasta aplicaciones en la industria. La
programacio´n con restricciones se esta´ haciendo cada vez ma´s popular al ser una
herramienta muy eficiente para resolver problemas de optimizacio´n que requieran
resolucio´n de restricciones heteroge´neas y bu´squeda combinatoria.
Las restricciones se usan para resolver problemas reales mediante la interaccio´n de los
diferentes componentes del problema. As´ı pues, una restriccio´n sera´ una relacio´n
entre dos componentes (por ejemplo, dos variables en Prolog). Un Problema de
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Satistaccio´n de Restricciones (CSP , del ingle´s Constraint Satisfaction Problem) es
un conjunto de restricciones definidas sobre un nu´mero finito de variables. Resolver
un CSP consiste en encontrar valores para las variables restringidas en un dominio de
co´mputo, de tal manera que se satisfagan todas las restricciones sobre las variables.
Por ejemplo, la restriccio´n X#=Y (notacio´n de restricciones en Prolog) suponiendo
X e Y restringidas al dominio de los booleanos true, false, tendr´ıa dos soluciones
posibles: X = true e Y = true, o X = false e Y = false.
Las restricciones se han integrado en diferentes paradigmas de programacio´n [52, 70],
y se ha visto que los lenguajes de programacio´n declarativos han resultado los ma´s
adecuados. En particular, las restricciones poseen una naturaleza relacional que ha-
cen a los lenguajes lo´gicos los ma´s apropiados para su integracio´n.
La Programacio´n Lo´gica con Restricciones (CLP , del ingle´s Constraint Logic Pro-
gramming) ha recibido un gran impulso gracias a la aportacio´n del esquema CLP(C)
de Jaffar y Lassez [40] como marco general para formalizar la sema´ntica de progra-
mas lo´gicos parametrizado por un sistema de restricciones C.
Los lenguajes de programacio´n CLP nacen como una combinacio´n entre el paradigma
de la programacio´n con restricciones y la programacio´n lo´gica. La principal ventaja
es que combina la declaratividad de los lenguajes lo´gicos con la eficiencia de CP
[67]. Aunque los programas CLP dependen del dominio de aplicacio´n, el esquema
CLP(C) permite la creacio´n de lenguajes lo´gicos que comparten el mismo sistema
de evaluacio´n. En concreto, la idea ba´sica del esquema CLP(C) es la de reemplazar
la unificacio´n cla´sica de la programacio´n lo´gica por un mecanismo de resolucio´n de
restricciones sobre un sistema de restricciones espec´ıfico C, denominado resolutor de
restricciones.
Las diferentes instancias del esquema CLP(D) se generan mediante las diferentes
instancias de sistemas de restricciones C (reales, enteros, booleanos, conjuntos, etc.).
Adema´s, aportan expresividad al lenguaje, permitiendo resolver problemas de forma
ma´s sencilla que en LP . Para cada instancia de C, el lenguaje LP se extiende me-
diante un conjunto de operaciones y mecanismos de resolucio´n sobre dicho sistema
disponibles para el programador. La idea fundamental del esquema CLP radica en-
tonces en que tanto el lenguaje lo´gico subyacente como sus sema´nticas operacionales
y declarativas pueden ser parametrizadas por un sistema de restricciones C y las
operaciones espec´ıficas sobre ese sistema de restricciones.
2.2.1 Sistemas de Restricciones
Un sistema de restricciones C [69] viene dado por la siguiente tupla:
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Hipo´tesis u, c ` c
Corte
u` c v,c` d
u,v ` d
∧ ` u,c,d` eu,c∧ d` e
` ∧ u` c u` du` c∧ d
∃ ` u,c` du,∃x.c` d
Si X no es una variable libre ni de u ni d.
` ∃ u` c[x/t]u`∃x.c
Figura 2.1: Reglas de inferencia para `.
C = (T, L,`)
donde T es el conjunto de todos los te´rminos que se construyen con operaciones del
dominio del sistema de restricciones y variables de un conjunto infinito Var . L es el
conjunto de las restricciones y fo´rmulas lo´gicas. Adema´s, L se supone cerrado bajo
los operadores de conjuncio´n y existencial, es decir: L = L∧,∃. Los conjuntos T y L
se suponen tambie´n cerrados bajo sustituciones [x/t] con x ∈ Var y t ∈ T .
` es la relacio´n de deducibilidad y va desde las partes finitas de L hasta L (es decir,
`⊆ Pfin × L). Dados u ∈ Pfin(L) y c ∈ L, la notacio´n u ` c (ma´s precisamente
u `C c) indica que c se deduce de u en el sistema de restricciones C. Adema´s, la
relacio´n de deducibilidad es gene´rica con respecto a la sustitucio´n:
u ` c⇒ u[t/x] ` c[t/x] ∀x, t.x ∈ Var , t ∈ T
Se tiene que ` satisface las reglas de inferencia que se describen en la tabla de la
Figura 2.1.
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Reflexividad u ` t = t
Reemplazamiento
u` c [X/t]
u,t=t′ ` c [X/t′]
Figura 2.2: Reglas de inferencia para ` con igualdad.
• Las reglas de la tabla son va´lidas para u ∈ Pfin(L) y c ∈ L. Se escribe u, c
para indicar la unio´n u∪ {c}, y no se descarta el caso en el que c este´ incluido
en u.
• Las reglas anteriores solo son va´lidas para u finito. Pero tambie´n es necesario
contemplar el caso de conjuntos de restricciones potencialemente infinitos. Por
ello, para r, s ∈ Pfin(L), se define tambie´n:
- r ` s si y solo si r ` c para todo c ∈ s.
- r ` c si y solo si u ` c para algu´n u ∈ Pfin(L).
• En el caso de tratarse de un sistema de restricciones con igualdad, debe
cumplirse adema´s que para cada par de te´rminos t, t′ ∈ T , la ecuacio´n t = t′
pertenezca a L, y que adema´s el operador ` satisfaga otras dos reglas de in-
ferencia descritas en la tabla de la Figura 2.2.
A partir de esta definicio´n de relacio´n de deducibilidad, se obtiene el siguiente re-
sultado.
Proposicio´n 2 (Propiedades de los sistemas de restricciones con igualdad).
Cualquier sistema de restricciones con igualdad, satisface las propiedades de simetr´ıa
y transitividad.
El lector puede encontrar la demostracio´n de este resultado en el Ape´ndice A.
2.2.2 Consistencia y Satisfactibilidad
Un sistema de restricciones C permite reconocer la propiedad de consistencia si existe
F ∈ L que cumpla:
- 6` F (Contradiccio´n).
- F ` c para cualquier c ∈ L.
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Se dice entonces que F es una restriccio´n inconsistente. Se puede postular tambie´n
que > ∈ L (restriccio´n trivial) que cumpla ` > y > 6` F , pero no es necesario,
ya que para cualquier c ∈ L, > ` c si y solo si ` c. Suponiendo que existe una
restriccion inconsistente, definimos el predicado Con para el chequeo de consistencia
de un conjunto de restricciones:
Con(r) si y solo si r 6` F para r ∈ P(L).
Proposicio´n 3 (Chequeo de consistencia). Sean c ∈ L, u, v ∈ Pfin(L) y r ∈
P(L). Se verifica:
- Con(r) si y solo si para todo u ∈ Pfin(L) se cumple Con(u).
- Si u ⊆ v y Con(v) entonces Con(u).
- Si Con(u) y u ` c entonces Con(u ∪ {c}).
Lema 4 (Lema de Consistencia). Para cualquier sistema de restricciones C =
(T, L,`) y cualquier u ∈ Pfin(L), se verifica lo siguiente:
` ∃x.∧u⇒ Con(u)
para x definido como las variables locales de u. El rec´ıproco es falso en general.
Corolario 5. En las condiciones del lema anterior se tiene que:
u ` F ⇒ 6` ∃x¯.∧u
Las demostraciones de estos resultados se dan en el Ape´ndice A.
2.2.3 Ejemplos de Sistemas de Restricciones
En esta subseccio´n veremos algunos de los sistemas de restricciones ma´s destacados
sobre los que se centrara´ nuestro estudio.
El sistema de restricciones de Herbrand H
En el sistema de restricciones de Herbrand los te´rminos son de la forma:
t ::= X | f(t1, ..., tn)
Con X ∈ Var y f un s´ımbolo de funcio´n definida. Las restricciones ato´micas L0
sera´n igualdades o los valores de verdad cierto (>) o falso (F ):
c ::= t1 = t2 | T | F
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El conjunto de las restricciones simples L1 sera´ el conjunto de las restricciones
ato´micas, sobre el que se ha aplicado el cierre con respecto a los operadores de
conjuncio´n y existencial, mientras que el conjunto de todas las restricciones L se ob-
tiene al aplicarle el cierre sobre las operaciones de negacio´n, conjuncio´n, disyuncio´n
y cuantificadores universal y existencial:
L1 = L
∧,∃
0
L = L¬,∧,∨,∀,∃0
Definimos nuestro operador de deducibilidad para las restricciones de Herbrand:
u `H c⇔def CET ` ∀x¯(
∧
u→ c) siendo x¯ las variables locales de c y u.
y siendo CET los axiomas de la Teor´ıa de la Igualdad de Clark [13, 57]:
- ∀x¯∀y¯. (f(x¯) = f(y¯)→ x¯ = y¯)
- ∀x¯∀y¯. (f(x¯) = g(y¯)→ F ) si f 6≡ g
- ∀x∀y¯. (x = t(x, y¯)→ F ) si x 6≡ t(x, y¯)
Para el sistema de restricciones H se va a verificar el siguiente resultado, cuya
demostracio´n se puede encontrar en [56].
Teorema 6 (Mal’cew 1971 & Maher 1988). CET es consistente, completa y
decidible siempre que el conjunto de s´ımbolos de funcio´n sea infinito.
El sistema de restricciones para Dominios Finitos FD
Para entender co´mo son las restricciones de dominios finitos, primero hemos de
definir los te´rminos aritme´ticos y el concepto de rango. El conjunto de los te´rminos
aritme´ticos se define mediante la siguiente sintaxis:
t ::= X | n (n ∈ Z) | t1 + t2 | t1 − t2 | t1 ∗ t2 | t1 div t2 | t1 mod t2
Un rango no es ma´s que un conjunto de valores del dominio en el que se esta´ traba-
jando. Pueden definirse como valores intermedios entre dos te´rminos aritme´ticos, y
a su vez, aplicando los operadores de conjuntos sobre rangos:
r ::= [t1..t2] | [t..] | [t] | r1 ∪ r2 | r1 ∩ r2 | \r1 | r + t | r mod t
Ahora que ya hemos introducido el concepto de rango, podemos introducir el con-
cepto de restriccio´n ato´micas. Una restriccio´n ato´mica establece que una variable
pertenece a un rango de valores. As´ı pues, L0 es de la forma:
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c ::= X ∈ r
El conjunto de restricciones corresponde al cierre del conjunto de las restricciones
ato´micas con respecto al operador de conjuncio´n y al existencial:
L1 = L
∧,∃
0
En un sistema de restricciones de dominios finitos, la idea ba´sica es ir an˜adiendo
conjuntos a los que pertenece una variable, de cuya interseccio´n obtenemos un rango
cada vez ma´s acotado (o vac´ıo, en el caso de la interseccio´n disjunta, lo que dir´ıa
que nuestro sistema de restricciones sea inconsistente).
Dados u ∈ Pfin(L) y c ∈ L, definimos el operador de deducibilidad para restricciones
con dominios finitos `FD, donde denotaremos x¯ a todas las variables locales de u y c:
u `FD c si y solo si ∀x¯.(
∧
u → c) se cumple en la estructura con dominio Z y la
interpretacio´n esta´ndar de los s´ımbolos del lenguaje.
El sistema de restricciones R
Para este sistema de restricciones, los te´rminos son de la forma:
t ::= X | 0 | 1 | t1 + t2 | t1 ∗ t2
Las restricciones ato´micas L0 sera´n relaciones definidas entre te´rminos, de igualdad,
orden, y orden estricto, tal como se expresa a continuacio´n:
c ::= t1 = t2 | t1 ≤ t2 | t1 < t2
Los conjuntos de las restricciones simples, y todas las restricciones, se obtienen
aplicando el cierre de operadores de la misma manera que para los sistemas de re-
stricciones de Herbrand:
L1 = L
∧,∃
0
L = L¬,∧,∨,∀,∃0
Dados u ∈ Pfin(L) y c ∈ L, definimos el operador de deducibilidad `R de la siguiente
manera:
u `R c si y solo si ∀x¯.(
∧
u→ c) se cumple en el cuerpo de los nu´meros reales.
En particular se tiene que la anterior definicio´n es equivalente a que “∀x¯.(∧u→ c)”
se cumple en cualquier cuerpo real cerrado.
Se cumple tambie´n que `R es decidible (Ve´ase [76]).
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Figura 2.3: Paralelismo entre programas lo´gicos y redes de procesos.
2.3 Programacio´n Lo´gica Concurrente
En esta seccio´n vamos a introducir los primeros conceptos de concurrencia de este
trabajo, aplicados al paradigma de la programacio´n lo´gica. Se ilustrara´ primero el
paralelismo existente entre un programa lo´gico y una red de procesos. A continuacio´n
pasaremos a introducir una sema´ntica operacional que represente los programas
lo´gicos como redes de procesos y finalmente analizaremos sus resultados de correccio´n
y completitud.
2.3.1 Redes de Procesos Paralelos en Programacio´n Lo´gica
Analizando la ejecucio´n de los programas lo´gicos, podemos ver que su estructura
parece adecuada para realizar una interpretacio´n de los programas lo´gicos como re-
des de procesos paralelos [73, 78]. Un objetivo ato´mico p(E) ser´ıa considerado como
un proceso de nombre p y E los datos que lleva, y un objetivo compuesto como
una red de procesos paralelos. Las variables compartidas se entienden como canales
de comunicacio´n entre variables, comunica´ndose los procesos al vincular un valor
a una variable. Un paso de resolucio´n en un programa lo´gico puede cambiar uno
o ma´s objetivos ato´micos, lo que reflejar´ıa una reconfiguracio´n de la red de proce-
sos. Bajo esta interpretacio´n concurrente, los programas lo´gicos pueden verse como
definiciones de procesos.
Podemos apreciar ma´s fa´cilmente las similitudes a trave´s del ejemplo mostrado en
la Figura 2.3, que representa un objetivo lanzado.
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El objetivo ← p(y), r(y, z), s(y) puede representarse mediante una red de procesos
como la que se ve en la Figura 2.3, donde cada subobjetivo p(y), r(y, z) y s(y)
puede ser interpretado como un proceso independiente, y las variables y y z como
canales de comunicacio´n entre dichos procesos. Vemos como un paso de resolucio´n
del objetivo ato´mico p(y) queda reflejado como un cambio en la red de procesos,
cambiando el nombre del proceso a q. Adema´s, al unificar y con f(x), el proceso p
(renombrado como q) le env´ıa informacio´n a r.
Ejemplo 7. Podemos hacer un acercamiento ma´s detallado estudiando el compor-
tamiento paralelo de un programa lo´gico como el de los nu´meros de Fibonacci, una
funcio´n recursiva que recibe un argumento n de tipo natural, y devuelve 1 si n = 0 o
n = 1, y para n ≥ 2 devuelve la suma de los nu´meros de fibonacci de n− 1 y n− 2.
Usaremos el s´ımbolo “←” en lugar de “:-”:
fib(0, s(0))← .
fib(s(0), s(0))← .
fib(s(s(X)), Y )← fib(s(X), Y 1), fib(X,Y 2), sum(Y 1, Y 2, Y ).
Lanzamos el objetivo ← fib(s3(0), y), cuya resolucio´n reflejamos mediante la re-
configuracio´n de la red de procesos descrita en la Figura 2.4.
Hay un posible paralelismo entre cada uno de los subobjetivos, puesto que Y1 no
necesita hacer nada referente al ca´lculo de Y 2 y viceversa. En el caso de que
hubiera variables compartidas, e´stas ser´ıan vistas como canales de comunicacio´n.
Adema´s, se aprecia la necesidad de combinar respuestas. En este ejemplo, para cal-
cular ← fib(s3(0), Y ), primero deben resolverse los subobjetivos ← fib(s2(0), Y 1) y
← fib(s(0), Y 2), y las respuestas se combinan con sum(Y 1, Y 2, Y ), obteniendo as´ı
el resultado.
Uso de Variables Compartidas
Como se ha visto anteriormente, las variables compartidas entre objetivos ato´micos
se modelan como canales de comunicacio´n entre procesos. Tomando una variable
arbitraria que se comporte como un canal de comunicacio´n, llamemosla X, decimos
que X recibe un mensaje al vincularse a un valor o te´rmino t en la forma X = t.
Es necesario pensar en la posibilidad de que un canal reciba una sucesio´n potencial-
mente infinita de mensajes, que permita enviar tantos mensajes como requiera la
realizacio´n de la tarea de los procesos. Esto se consigue si el te´rmino t contiene otra
variable, que sera´ usada como nuevo canal con informacio´n an˜adida. Una posible
manera de representar esta situacio´n es usando una estructura de lista:
X = [t|Xs]
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Figura 2.4: Pasos de resolucio´n de la llamada Fibonacci.
Se consigue as´ı el uso de la combinacio´n de listas potencialmente infinitas (o streams)
como canales de comunicacio´n. Un canal que ya ha recibido n mensajes ser´ıa de la
forma:
[t1, t2, . . . , tn|Xs]
Sema´ntica Operacional
Llegados a este punto, es necesario definir una sema´ntica operacional para la inter-
pretacio´n concurrente de un programa lo´gico. Definiremos una configuracio´n como
un par, donde la primera componente G es un objetivo (una red de procesos desde
el punto de vista concurrente), y θ una sustitucio´n (v´ınculos acumulados):
〈G | θ 〉
Antes de pasar a describir la sema´ntica operacional, recogemos algunas definiciones
previas relativas a sustituciones que van a ser necesarias.
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Definicio´n 8 (Sustituciones). Sea T (Σ,V) un conjunto de te´rminos construidos
a partir de una signatura Σ y un conjunto de variables V. Una sustitucio´n es una
funcio´n σ : V → T (Σ,V) que verifica que σ(v) 6= v para un nu´mero finito de variables
en V; el conjunto de esas variables se denomina dominio y se denota por Dom(σ). Si
Dom(σ) = {x1, . . . , xn} y ∀i ∈ {1, . . . , n}.σ(xi) = ti, entonces σ puede representarse
como {x1 7→ t1, . . . , xn 7→ tn}.
Definicio´n 9 (Aplicacio´n de una sustitucio´n a un te´rmino). Sea t ∈ T (Σ,V)
un te´rmino, y σ : V → T (Σ,V) una sustitucio´n. La aplicacio´n de σ a t se escribe
σ(t) y se define por induccio´n en la estructura de t:
- Si t ∈ V, σ(t) = σ(t).
- Si t ∈ Σ0, σ(t) = t.
- Si t = f(t1, . . . , tn), y la aridad de f es n, con n > 0 y
σ(f(t1, . . . , tn))=f(σ(t1), . . . , σ(tn)).
Ejemplo 10 (Relacio´n de orden entre sustituciones). Vamos a definir tres
sustituciones para un sistema con V = {X,Y, Z}:
- σ1 = {X 7→ Z}
- σ2 = {X 7→ Z Y 7→ s(0)}
- σ3 = {Y 7→ 0, Z 7→ s(X)}
Tenemos que σ1 es ma´s general que σ2 (representado por σ1 ≤ σ2), porque σ2 =
{Y 7→ s(0)}σ1. No podemos comparar con esta relacio´n de orden a σ2 y σ3 porque
σ2(Y ) = s(0) y σ3(Y ) = 0. No podemos encontrar una sustitucio´n ρ tal que ρ(0) =
s(0) o ρ(s(0)) = 0. La ordenacio´n de sustituciones es un orden parcial, por lo que
no todo par de sustituciones pueden compararse entre s´ı.
Definicio´n 11 (Unificacio´n). Dos te´rminos s y t son unificables si existe una
sustitucio´n σ tal que σ(s) ≡ σ(t). Entonces σ se llama unificador de s y t. Si σ
verifica que para todo unificador θ de s y t, σ ≤ θ, entonces σ es el unificador ma´s
general (u.m.g.) de s y t.
Las reglas de transicio´n que definen la sema´ntica operacional para el lenguaje se
muestran en la tabla de la Figura 2.5 y se explican a continuacio´n:
La interpretacio´n de la regla C1 es que un proceso independiente realizara´ un paso
de resolucio´n segu´n su definicio´n en el programa P. La regla C2 permite que una
red de procesos progrese si un subconjunto de procesos puede progresar. Estas dos
reglas nos van a permitir tratar la concurrencia para programas lo´gicos.
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C1 〈← A | θ〉 ⇒ 〈← B¯ | θσ〉
Si existe en el programa P una regla A′ ← B¯
tal que σ = u.m.g.(Aθ,A′).
C2 〈←A¯ | θ〉⇒〈←A¯
′ | θ′〉
〈←B¯,A¯,C¯ | θ〉⇒〈←B¯,A¯′,C¯ | θ′〉
Figura 2.5: Reglas de transicio´n para programas lo´gicos interpretados como redes
de procesos paralelos.
Usaremos la notacio´n 〈A | θ〉 ⇒ 〈A′ | θ′〉 para indicar que se puede pasar de la con-
figuracio´n 〈A | θ〉 a 〈A′ | θ′〉 en un paso aplicando las reglas de transicio´n. Usaremos
⇒∗ para representar el cierre reflexivo transitivo de ⇒. Adema´s 〈A | θ〉 6⇒ indica
que no se puede aplicar ninguna regla de transicio´n para resolver el objetivo.
En el siguiente ejemplo se vera´ co´mo se aplican las reglas de la sema´ntica operacional
para resolver un objetivo concreto.
Ejemplo 12. Vamos a resolver el objetivo ← fib(s3(0), Y ) para el programa del
Ejemplo 7, suponiendo definido el predicado sum(X,Y, Z), que devuelve en el u´ltimo
argumento la suma de los dos primeros.
〈← fib(s(s(s(0))), Y ) | {}〉
⇒C1 〈← fib(s(s(0)), Y 1), fib(s(0), Y 2), sum(Y 1, Y 2, Y ) | {}〉
⇒C1,C2 〈← fib(s(s(0)), Y 1), sum(Y 1, Y 2, Y ) | {Y 2 7→ s(0)}〉
⇒C1,C2 〈← fib(s(0), Y 1′), fib(0, Y 2′), sum(Y 1′, Y 2′, Y 1), sum(Y 1, Y 2, Y ) | {Y 2 7→ s(0)}〉
⇒C1,C2 〈← fib(0, Y 2′), sum(Y 1′, Y 2′, Y 1), sum(Y 1, Y 2, Y ) | {Y 2 7→ s(0), Y 1′ 7→ s(0)}〉
⇒C1,C2 〈← sum(Y 1′, Y 2′, Y 1), sum(Y 1, Y 2, Y ) | {Y 2 7→ s(0), Y 1′ 7→ s(0), Y 2′ 7→ s(0)}〉
⇒∗ 〈← sum(Y 1, Y 2, Y ) | {Y 1 7→ s(s(0)), Y 2 7→ s(0), Y 1′ 7→ s(0), Y 2′ 7→ s(0)}〉
⇒∗ 〈← | { Y 7→ s(s(s(0))) , Y 1 7→ s(s(0)), Y 2 7→ s(0), Y 1′ 7→ s(0), Y 2′ 7→ s(0)}〉
Partiendo del objetivo inicial 〈← fib(s(s(s(0))), Y ) | {}〉 aplicando las reglas de
co´mputo llegamos al objetivo final en forma resuelta 〈← | {Y 7→ s(s(s(0))), Y 1 7→
s(s(0)), Y 2 7→ s(0), Y 1′ 7→ s(0), Y 2′ 7→ s(0)}〉, donde queda almacenado el resultado
en la variable Y , es decir, el valor s(s(s(0))), que es el resultado de aplicar la funcio´n
de fibonacci al argumento s(s(s(0))).
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Observables y Composicionalidad
Al ejecutar un objetivo sobre un programa lo´gico funcional, el co´mputo puede es-
coger varias ramas de ejecucio´n de forma indeterminista. Aplicando concurrencia se
espera an˜adir eficiencia en el ca´lculo de una u´nica solucio´n, de forma que se puedan
computar concurrentemente y combinar las diferentes soluciones de la evaluacio´n
indeterminista. Para ello, debemos dar algunas definiciones previas.
Definicio´n 13 (Observables de e´xito). Para un programa P dado, definimos
el conjunto de observables de e´xito con respecto a un objetivo G como el conjunto
OSS(G) de todas las posibles configuraciones que terminan con e´xito devolviendo las
sustituciones de las variables para las soluciones encontradas. Formalmente:
- OSS(G) =def {θ G | 〈← G | {}〉 ⇒∗ 〈{} | θ〉}
- SS =def {A | A cerrado, {} ∈ OSS(← A)}
- (θ) =def {x = t | x ∈ dom(θ), θ(x) = t}
- θ ||σ =def u.m.g.((θ) ∪ (σ))
- ff =def resultado de una rama de co´mputo que falla.
donde:
- Un objetivo A se considera cerrado cuando no hay apariciones de variables
libres.
- El operador G aplicado a la sustitucio´n θ, restringe el dominio de θ a las
variables que aparecen en el objetivo G.
El siguiente resultado, cuya demostracio´n puede encontrarse en [19], permite de-
mostrar la composicionalidad del conjunto de observables.
Proposicio´n 14 (de Boer & al. 1992). La definicio´n que se ha dado de OSS es
composicional. Se tiene que para todo objetivo compuesto ← A¯, B¯:
OSS(← A¯, B¯) = OSS(← A¯) |˜|SS OSS(← B¯)
donde para X e Y conjuntos de sustituciones:
X |˜|SS Y =def { θ ||σ | θ ∈ X,σ ∈ Y, θ ||σ 6= ff }
Ahora que se ha definido una sema´ntica operacional composicional, queda justificada
la afirmacio´n de que los programas lo´gicos son inherentemente paralelos. Esto se
cumple porque el estado θ evoluciona mono´tonamente, y porque no hay mecanismos
de suspensio´n de procesos.
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Definicio´n 15 (Observables de fallo). Una vez definidos los observables de e´xito
y visto que su definicio´n es composicional, se definen el conjunto de observables
de fallo como aquellas ramas de co´mputo que no han podido completarse al no ser
va´lida la solucio´n. Para un programa P dado se define:
- Off (G) =def {ff | todo co´mputo a partir de G de la forma 〈G | {}〉 ⇒∗
〈G′ | θ〉 6⇒ siendo G′ no vac´ıo}.
- FF =def {A | A cerrado,ff ∈ Off (← A)}.
Con esta definicio´n de observable de fallo obtenemos dos observaciones inmediatas:
la primero, el observable de fallo de un objetivo siempre sera´ que, o existe fallo (ff ),
o no existe, y la segundo, que el hecho de que no existan observables de e´xito no
implica que se de un fallo, puesto que pueden haber ramas de co´mputo infinito no
contempladas por ninguno de los dos observables:
- Off (G) = {ff } o´ Off (G) = {}.
- OSS(G) = {} 6⇒ ff ∈ Off (G).
La definicio´n dada para los observables de fallo no es composicional con respecto a
la de los observables de e´xito, es decir, no existe ningu´n operador de composicio´n
‖˜ff que cumpla:
Off (← A¯, B¯) = 〈OSS(← A¯),Off (← A¯)〉
‖˜ff
〈OSS(← B¯),Off (← B¯)〉
Ejemplo 16. Con el siguiente programa veremos como la definicio´n de ‖˜ff no es
composicional. Sea un programa lo´gico P definido con las siguientes cla´usulas de
Horn:
p(a)← p(a).
q(b)← q(b).
r(a)← .
Considerando los objetivos ato´micos A = p(x), B = q(x) y C = r(x), se tiene que:
- OSS(← A) = OSS(← B) = {}
- Off (← A) = Off (← B) = {}
- Off (← A,C) = {} 6= {ff } = OSS(← B,C)
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Se puede ver que tanto los observables de e´xito y fracaso de los objetivos ato´micos A
y B son el conjunto vac´ıo, puesto que al tratar de resolver el objetivo entra en una
rama de co´mputo infinita.
Como puede verse en el ejemplo anterior, es necesario tener en cuenta las ramas de
co´mputo infinitas a la hora de dar una definicio´n composicional para los observables
de fallo. [30, 46] da la siguiente definicio´n para observables de co´mputos infinitos:
Oii(G) =def { limnθn G | 〈G | {}〉 ⇒ 〈G1 | θ1〉 ⇒ . . . 〈Gn | θn〉 . . . infinita y
equitativa }
Proposicio´n 17 (Composicionalidad de Off ,Oii). Sea O(G) =def OSS(G) ∪
Off (G) ∪ Oii(G). Obtenemos composicionalidad para los observables de fallo:
- Off (← A¯, B¯) = O(← A¯) ‖˜ff O(← B¯) siendo ‖˜ff de la siguiente manera:
X ‖˜ff Y =def {ff | ff ∈ X ∪ Y o ∀θ ∈ X.∀σ ∈ Y. θ‖σ = ff }
- Oii(← A¯, B¯) = 〈OSS(← A¯),Oii(← A¯)〉
‖˜ii
〈OSS(← B¯),Oii(← B¯)〉
Definiendo el operador de composicio´n ‖ii de la siguiente manera:
〈X1, X2〉‖˜ii〈Y1, Y2〉 =def {θ‖σ | θ ∈ X2, σ ∈ Y1 ∪ Y2, θ‖σ 6= ff }
∪
{θ‖σ | θ ∈ X1 ∪X2, σ ∈ Y2, θ‖σ 6= ff }
Ejemplo 18. Ahora que tenemos un nuevo operador de composicio´n para observa-
bles de fallos que tiene en cuenta las ramas de co´mputo infinitas, en el programa del
Ejemplo 16 se sigue cumpliendo lo siguiente:
Off (← A,C) 6= Off (← B,C)
Pero e´sto se explica porque tenemos distintos observables de co´mputo infinito:
Oii(← A) = {{x/a}} 6= {{x/b}} = Oii(← B)
2.3.2 Concurrencia en CLP
En esta subseccio´n vamos a presentar el esquema ALPS (C) [43, 55] (del ingle´s An-
notated Logic Programming Systems), que es el resultado de an˜adir mecanismos de
sincronizacio´n declarativa al esquema CLP(C). Cada instancia del esquema ALPS se
22 2. Programacio´n Lo´gica Concurrente con Restricciones
basa en un sistema de restricciones C, con una teor´ıa asociada, existencialmente com-
pleta. Adema´s, cada sistema de restricciones aportara´ sus operaciones espec´ıficas.
Para cada lenguaje de restricciones se supone que la ecuacio´n de igualdad t = t′ es
una primitiva del lenguaje, y adema´s, el lenguaje es un conjunto cerrado bajo las
operaciones de conjuncio´n, existencial, y sustitucio´n. Las cla´usulas en un programa
ALPS son de la forma:
A← c¯ | B¯
donde A es la cabeza de la cla´usula (o a´tomo), c¯ es la guarda que se ha de comprobar,
siento e´sta una conjuncio´n de restricciones, y B¯ es el cuerpo de la cla´usula que se
ejecuta una vez se ha comprobado la guarda, y es una conjuncio´n de a´tomos y
restricciones. Con este tipo de cla´usulas, las configuraciones o estados de co´mputo
son ahora de la forma:
<← A¯ | c¯ >
donde A¯ representa la red de procesos como conjuncio´n de a´tomos y restricciones,
y c¯ es la conjuncio´n de restricciones almacenadas.
Sincronizacio´n Declarativa en ALPS
Se basa en la relacio´n lo´gica entre el almace´n de restricciones c¯, la cabeza ato´mica A,
que se va a reducir, y la cla´usula candidata a efectuar dicha reduccio´n A′ ← c¯′ | B¯,
que debera´ formar parte del programa P.
Sean x¯ las variables locales de A′ y c¯′, definimos:
(a) c¯, A satisfacen la cla´usula si `C ∃x¯.(c¯ ∧A = A′ ∧ c¯′).
(b) c¯, A validan la cla´usula si c¯ `C ∃x¯.(A = A′ ∧ c¯′).
(c) c¯, A invalidan la cla´usula si `C ¬∃x¯.(c¯ ∧A = A′ ∧ c¯′).
En particular, se tiene que cuando C es la Teor´ıa de Clark (Vease Subseccio´n 2.2.3)
para el sistema de restricciones de Herbrand se obtienen los siguientes resultados:
(a) es equivalente a afirmar que A unifica con A′.
(b) es equivalente a afirmar que A es instancia de A′.
(c) es equivalente a afirmar que la unificacio´n de A con A′ falla.
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C1 〈← c | c¯〉 ⇒ 〈{} | c¯, c〉
si c es una restriccio´n y `C ∃x¯.(c¯ ∧ c).
C2a 〈← A | c¯〉 ⇒ 〈← B¯ | c¯, A = A′, c¯′〉
si A es un a´tomo y existe en el programa
una cla´usula de la forma A′ ← c¯′ | B¯
tal que e´sta es la u´nica cla´usula satisfecha por c¯, A.
C2b 〈← A | c¯〉 ⇒ 〈← B¯ | c¯, A = A′, c¯′〉
si A es un a´tomo y existe en el programa
una cla´usula de la forma A′ ← c¯′ | B¯
tal que es validada por c¯, A.
C3 〈←A¯ | c¯〉⇒〈←A¯
′ | c¯′〉
〈←B¯,A¯,C¯ | c¯〉⇒〈←B¯,A¯′,C¯ | c¯′〉
Figura 2.6: Reglas de co´mputo para ALPS (C).
Reglas de Co´mputo para ALPS
Una vez definida la estructura del lenguaje ALPS , los mecanismos de sincronizacio´n
declarativa, y los estados de co´mputo, pasamos a describir las reglas de transicio´n
de estados expuestas en la Figura 2.6 y en [69].
La regla C1 trata el caso en el que el paso de co´mputo requiera el tratamiento de
una restriccio´n, la cual pasara´ al almace´n de restricciones. Hay que tener en cuenta
que, aunque las reglas C2a y C2b se solapen, no generan contradicciones, puesto
que si c¯, A validan una cla´usula, tambie´n la satisfacen (suponiendo c¯ satisfactible), y
ninguna otra cla´usula puede ser la u´nica satisfecha. Por otra parte, si c¯ yA no validan
ninguna cla´usula, entonces C2b no es aplicable. En consecuencia, solo quedan dos
casos, o bien C2a es aplicable y elige una u´nica cla´usula, o bien A queda suspendido.
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La regla C3 expresa la composicio´n paralela mediante entrelazado, y es la que per-
mite que un sistema avance aunque algunos de sus elementos este´n bloqueados.
Estas reglas aportan mucha expresividad al lenguaje ALPS , siendo ma´s expresivo
que P-Prolog [80] y que GHC (del ingle´s Guarded Horn Clauses) [79]. Lo vemos a
trave´s del siguiente ejemplo:
Ejemplo 19. Tomemos el programa que concatena dos listas:
append([ ], Y s, Y s)← |.
append([X|Xs], Y s, [X|Zs])← |append(Xs, Y s, Zs).
Algunos objetivos se bloquear´ıan en GHC , pero tienen e´xito en ALPS gracias a la
regla C2a:
〈← append(Xs, Y s, [ ]) | 〉 ⇒C2a 〈{} | Xs = [ ], Y s = [ ]〉
Correccio´n y Completitud en ALPS (C)
Obtener correccio´n para el co´mputo de respuestas es de vital importancia, puesto que
sera´ lo que nos asegure que todas las respuestas que nos de un programa ALPS (C)
sean correctas, es decir, no de ningu´n resultado incorrecto. El siguiente teorema de-
muestra la correccio´n del lenguaje, y se basa en la Teor´ıa de Compleccio´n de Clark.
Dado un programa P escrito en CLP(C), calcular su compleccio´n de Clark P∗ con-
siste en sustituir todos los te´rminos que aparecen en la cabeza de las cla´usulas por
variables nuevas y distintas entre s´ı, an˜adiendo a la comprobacio´n de la guarda las
restricciones de igualdad de las nuevas variables con los te´rminos que se sustituyen,
respectivamente:
p(t1, . . . , tn)← G¯ | B¯
↓
p(X1, . . . , Xn)← X1 = t1, . . . , Xn = tn, G¯ | B¯
Se cumple entonces el siguiente resultado de correccio´n:
Teorema 20 (Correccio´n). Si dado un objetivo existe un nu´mero de pasos de
co´mputo tal que se llega a una configuracio´n donde no quedan subobjetivos por re-
solver, entonces decimos que el conjunto de restricciones obtenidas satisface el ob-
jetivo, para la compleccio´n de Clark P∗ de un programa P, y bajo un sistema de
restricciones C. Es decir, si 〈G | {}〉 ⇒∗ 〈{} | c¯〉 entonces c¯ `C,P∗ G.
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La completitud es otro aspecto importante a tener en cuenta; es la propiedad que
nos garantiza que dado un objetivo, el programa nos devolvera´ todas sus posibles
soluciones. Para CLP(C) se tiene el siguiente teorema de completitud:
Teorema 21 (Completitud fuerte de las respuestas calculadas con e´xito).
Si se tiene que `C ∃x¯.c¯, siendo x¯ las variables locales en c, y c¯ `C,P∗ G, entonces se
verifica que existen k co´mputos con e´xito de la forma 〈G | {}〉 ⇒∗ 〈{} | c¯′i〉(1 ≤ i ≤ k)
tales que c¯ `C
∨k
i=1 ∃y¯i.c¯′i, donde c¯′i se entiende como conjuncio´n de restricciones, e
y¯i son las variables locales en c¯
′
i.
Este teorema es falso en general para ALPS (C), debido a la eleccio´n con compromiso.
Lo ilustramos a trave´s del siguiente ejemplo:
Ejemplo 22. Tomemos como ejemplo el siguiente programa P que define un pre-
dicado “merge” escrito en ALPS (H), que realiza la mezcla de dos listas de forma
indeterminista.
merge([X|Xs], Y s, Zs)← |Zs = [X|Zs′],merge(Xs, Y s, Zs′).
merge(Xs, [Y |Y s], Zs)← |Zs = [Y |Zs′],merge(Xs, Y s, Zs′).
merge([ ], Y s, Zs)← |Y s = Zs.
merge(Xs, [ ], Zs)← |Xs = Zs.
Se tiene que:
〈merge([a], [b], Zs) | {}〉 ⇒C2 〈merge([], [b], Zs′) |Zs = [a|Zs′]〉
⇒C2 〈|Zs = [a|Zs′], Zs′ = [b]〉
⇒ 〈| Zs = [a, b] 〉
Zs = [a, b] `H,P∗ merge([a], [b], Zs)
pero no hay garant´ıa de que se elija calcular esta mezcla en vez de Zs = [b, a], por
lo que tenemos un programa incompleto.
2.4 Programacio´n Concurrente con Restricciones
En esta seccio´n vamos a extender la programacio´n con restricciones ya presentada
en la Seccio´n 2.2 an˜adiendo concurrencia mediante el modelo de co´mputo alterna-
tivo CCP . Expondremos tambie´n su sistema de transiciones T , que sera´ la base
fundamental para el ca´lculo propuesto en este trabajo en el Cap´ıtulo 4.
2.4.1 El Modelo de Co´mputo CCP
La Programacio´n Concurrente con Restricciones [70, 71] (CCP , del ingle´s Con-
current Constraint Programming), usa memoria compartida para los procesos del
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programa como un almace´n de restricciones, que ha de crecer mono´tonamente du-
rante el co´mputo.
Cada subobjetivo tiene el papel de un agente (o proceso), y tiene acceso al almace´n
de restricciones mediante el uso de las primitivas especiales ask y tell. La primitiva
ask detecta cua´ndo se dan las condiciones adecuadas, consulta el almace´n de restric-
ciones para verlo y es bloqueante, para garantizar la sincronizacio´n. La primitiva
tell se encarga de propagar las restricciones a los dema´s procesos, lleva´ndola a la
zona de memoria compartida (tell puede ser ato´mico o eventual).
El modelo de co´mputo CCP hereda los mecanismos de comunicacio´n por medio de
variables lo´gicas de los lenguajes lo´gicos concurrentes. De los lenguajes CLP hereda
los sistemas de restricciones y la sincronizacio´n declarativa. Adema´s, su modularidad
y su sema´ntica denotacional son t´ıpicas de las a´lgebras de procesos [20, 31].
Ejemplo 23. Con el siguiente programa trataremos de ilustrar la propagacio´n local
de restricciones booleanas, usando cla´usulas CCP, cuya sintaxis se vera´ con ma´s
detenimiento en la Subseccio´n 2.4.2.
and(X,Y, Z)← ask X = 0 : tell Z = 0 |.
and(X,Y, Z)← ask Y = 0 : tell Z = 0 |.
and(X,Y, Z)← ask Z = 1 : tell (X = 1, Y = 1) |.
and(X,Y, Z)← ask X = 1 : tell Z = Y |.
and(X,Y, Z)← ask Y = 1 : tell Z = X |.
or(X,Y, Z)← ask X = 1 : tell Z = 1 |.
or(X,Y, Z)← ask Y = 1 : tell Z = 1 |.
or(X,Y, Z)← ask X = 0 ∧ Y = 0 : tell Z = 0 |.
or(X,Y, Z)← ask Z = 0 : tell X = 0 ∧ Y = 0 |.
xor(X,Y, Z)← ask X = 0 ∧ Y = 1 : tell Z = 1 |.
xor(X,Y, Z)← ask X = 1 ∧ Y = 0 : tell Z = 1 |.
xor(X,Y, Z)← ask X = 0 ∧ Y = 0 : tell Z = 0 |.
xor(X,Y, Z)← ask X = 1 ∧ Y = 1 : tell X = 0 |.
xor(X,Y, Z)← ask Z = 0 : tell X = Y |.
not(X,Y )← ask X = 0 : tell Y = 1 |.
not(X,Y )← ask X = 1 : tell Y = 0 |.
not(X,Y )← ask Y = 0 : tell X = 1 |.
not(X,Y )← ask Y = 1 : tell X = 0 |.
Las cla´usulas anteriores corresponden a las definiciones en CCP de las funciones
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booleanas “and”, “or”, “xor” y “not”, donde los dos primeros argumentos cor-
responden a los dos argumentos de la funcio´n, mientras que el tercer argumento
corresponde al resultado. Al programa le an˜adimos la siguiente cla´usula:
full adder(X,Y,Cin, S, Cout)← and(X,Y,C1), xor(X,Y, S1),
and(Cin, S1, C2), xor(Cin, S1, S1),
or(C1, C2, Cout).
la cual corresponde a un sumador de dos nu´meros de un bit, X e Y , que represen-
tan a los nu´meros que se van a sumar, “Cin” es el acarreo de entrada, “S” es el
resultado, y “Cout” es el acarreo de salida.
Si lanzamos el objetivo ← full adder(X,Y, 1, S, 0), obtenemos como resultado las
restricciones X = 0, Y = 0, S = 1, aplicando para ello los siguientes pasos:
1. or(C1, C2, Cout), Cout = 0⇒ C1 = 0, C2 = 0.
2. and(Cin, S1, C2), C2 = 0, Cin = 1⇒ S1 = 0.
3. xor(X,Y, S1), S1 = 0⇒ X = Y .
4. and(X,Y,C1), X = Y,C1 = 0⇒ X = 0, Y = 0.
5. xor(Cin, S1, S), Cin = 1, S1 = 0⇒ S = 1.
2.4.2 CCP con Cla´usulas Guardadas
El modelo de co´mputo CCP con cla´usulas guardadas [68], denominado abreviada-
mente como CC (C), esta´ formado por cla´usulas con la siguiente estructura:
H ← ask(c) : tell(d) | B¯.
donde H es la cabeza de la cla´usula, ask(c) y tell(d) son las guardas que chequean
y propagan restricciones, y B¯ es el cuerpo de la cla´usula, que esta´ formado por una
conjuncio´n de a´tomos.
Definimos una configuracio´n de estado de co´mputo para CCP con cla´usulas guardadas
de forma similar a los estados de los programas ALPS :
〈← A¯ |u〉
donde A¯ es una red de procesos o una conjuncio´n de a´tomos, y u es el almace´n finito
de restricciones. Tenemos que una cla´usula de la forma:
H ← ask(c) : tell(d) | B¯
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C2 〈← A | u〉 ⇒ 〈← B¯ | u,A = H, c, d〉
si H ← ask(c) : tell(d)|B¯
es candidata para A bajo u.
C3 〈←A¯ | u〉⇒〈←A¯
′ | u′〉
〈←B¯,A¯,C¯ | u〉⇒〈←A¯′ | u′〉
Figura 2.7: Reglas de computo para CCP con cla´usulas guardadas.
es candidata para un a´tomo A bajo un almace´n de restricciones u si y solo si:
a) u `C ∃x¯.(A = H ∧ c), estando c validado, y siendo x¯ el conjunto de variables
locales de c.
b) `C ∃x¯.(
∧
u ∧ A = H ∧ c ∧ d), estando d satisfecho, y siendo x¯ el conjunto de
todas las variables locales.
En particular, se observa que b) expresa que la guarda tell es ato´mica, ya que u
representa el almace´n global.
Para darle una sema´ntica operacional a CCP con cla´usulas guardadas, es necesario
tener unas reglas de co´mputo como las que ten´ıamos en ALPS , reglas de fallo para
detectar cua´ndo el co´mputo ha acabado sin e´xito, y reglas de bloqueo, en el caso
de que un a´tomo o proceso no pueda continuar a la espera de datos. Estas reglas
vienen dadas en las tablas de las Figuras 2.7, 2.8 y 2.9, respectivamente.
Ejemplo 24. Conservando la expresividad del lenguaje, es posible programar el pro-
ceso del Ejemplo 22 “merge” en CCP(H).
merge(Xs, Y s, Zs)←
ask(∃X,Xs′.Xs = [X|Xs′]) :
tell(Xs = [X|Xs′], Zs = [X|Zs′] |
merge(Xs′, Y s, Zs′).
merge(Xs, Y s, Zs)←
ask(∃Y, Y s′.Y s = [Y |Y s′]) :
tell(Y s = [Y |Y s′], Zs = [Y |Zs′] |
merge(Xs, Y s′, Zs′).
merge(Xs, Y s, Zs)←
ask(Xs = [ ]) : tell(Y s = Zs) | .
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F2 〈← A | u〉 ⇒ 〈ff | u〉
si no existe H ← ask(c) : tell(d)|B¯ tal que
`C ∃x¯.(
∧
u ∧A = H ∧ c ∧ d).
F3 〈←A¯ | u〉⇒〈←ff | u〉〈←B¯,A¯ | u〉⇒〈←ff | u〉
F3’ 〈←A¯ | u〉⇒〈←ff | u〉〈←A¯,B¯ | u〉⇒〈←ff | u〉
Figura 2.8: Reglas de fallo ff para CCP con cla´usulas guardadas.
S2 〈← A | u〉 ⇒ 〈dd | u〉
si no son aplicables ni C2 ni F2.
S3 〈←A¯ | u〉⇒〈←dd | u〉 〈←B¯ | u〉⇒〈←dd | u〉〈←A¯,B¯ | u〉⇒〈←dd | u〉
Figura 2.9: Reglas de bloqueo dd para CCP con cla´usulas guardadas.
merge(Xs, Y s, Zs)←
ask(Y s = [ ]) : tell(Xs = Zs) | .
El proceso append programado en ALPS (H) se puede programar tambie´n en CCP(H),
pero al no haber una regla como la C2a de ALPS , se tiene que:
〈← append(Xs, Y s, [ ])|{}〉 6⇒∗ 〈{}|Xs = [ ], Y s = [ ]〉
2.4.3 CCP con Sintaxis Algebraica
La Programacio´n Concurrente con Restricciones y Sintaxis Algebraica [70, 71] (a-
breviadamente CC (C), siendo C = (T, L,`) un sistema de restricciones), tiene su
sinta´xis descrita en notacio´n BNF, para as´ı obtener su lenguaje formal.
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A continuacio´n damos el a´lgebra de este lenguaje CC (C). Primero definiremos la
clase g, correspondiente a las primitivas ask y tell, que consultan y modifican el
almace´n de restricciones, respectivamente:
g ::= ask(c) | tell(c) con c ∈ L
En CC (C) se sustituyen los objetivos por los agentes A. La definicio´n de agente es
todo aquello que realiza una accio´n; en nuestro caso, son los que realizan las acciones
del programa.
A ::= Stop | ∑ni=1 gi → Ai | A ∧A | ∃x.A | p(x¯)
donde Stop es la instruccio´n de parada, e indica que ya no quedan ma´s instruc-
ciones por ejecutar, el sumatorio indica que hay n alternativas posibles por ejecutar,
∧ indica la composicio´n paralela de dos acciones que deben ejecutarse, el existen-
cial sirve para obtener variables ocultas, y por u´ltimo, la llamada al procedimiento
“p(x¯)”, que ha de estar previamente declarado en D, el conjunto de declaraciones
del programa. Las declaraciones de procedimientos son de la siguiente forma.
D ::=  | p(y¯):-A,D siendo y¯ lineal y FV(A) = y¯.
Los programas en este lenguaje sera´n una secuencia de declaraciones de procedi-
mientos, seguidos de un agente inicial que realiza la primera accio´n:
P ::= D.A
De forma similar a los paradigmas anteriores, en CC (C) las configuraciones de los
estados vienen dadas por la siguiente tupla:
〈α | d 〉
donde d es un almace´n de restricciones, es decir, una conjuncio´n de elementos de L,
y α puede ser un agente A, una guarda, o un modo de terminacio´n r ∈ {ss,ff , dd}.
Dada una configuracio´n arbitraria como la anterior, se define:
- d satisface ask(c) si y so´lo si d ` c.
- d satisface tell(c) si y so´lo si ` ∃x¯.(d∧ c) siendo x¯ las variables libres de d∧ c.
- El agente
∑n
i=1 gi → Ai escoge con compromiso una sola de las guardas gi
satisfechas por d, y continu´a ahora con Ai, descartando las dema´s posibili-
dades. Falla en el caso de que no haya ninguna guarda gi satisfecha por d, y
en cualquier otro caso se queda en estado de bloqueo.
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Por convenio, abreviaremos tell(c) → Stop como tell(c). En el siguiente ejemplo
se puede ver un programa construido con la sinta´xis algebraica que acabamos de
especificar.
Ejemplo 25. Vamos a ver como se programar´ıa el proceso “merge” visto anterior-
mente en el Ejemplo 24, escrito ahora en CCP con cla´usulas guardadas:
merge(Xs, Y s, Zs) :−
ask(∃X,Xs′.Xs = [X|Xs′])
→ ∃X,Xs′, Zs′.(tell(Xs = [X|Xs′])∧
tell(Zs = [X|Zs′])∧
merge(Xs′, Y s, Zs′))
+ ask(∃Y, Y s′.Y s = [Y |Y s′])
→ ∃Y, Y s′, Zs′.(tell(Y s = [Y |Y s′])∧
tell(Zs = [X|Zs′])∧
merge(Xs, Y s′, Zs′))
+ ask(Xs = [])→ tell(Zs = Y s)
+ ask(Y s = [])→ tell(Zs = Xs)
Observamos que, a diferencia de la versio´n del “merge” para cla´usulas guardadas,
la gestio´n del operador existencial ∃ se hace expl´ıcito en el uso de la primitiva “tell”.
Las configuraciones del estado de co´mputo pasan de un estado a otro segu´n las re-
glas de transicio´n T . Las reglas para este sistema vienen dadas en las tablas de las
Figuras 2.10, 2.11 y 2.12.
En la Figura 2.10 se muestran las reglas para las acciones ba´sicas, como las guardas,
que son ana´logas a CCP con cla´usulas guardadas, con excepcio´n de la accio´n Stop,
que devuelve un e´xito siempre.
La tabla de la Figura 2.11 muestra los pasos de co´mputo para la accio´n de eleccio´n
con compromiso, cuyo comportamiento definimos en el Ejemplo 23. Las reglas de
la Figura 2.12 son las que permiten tratar la concurrencia: la regla R10 para inter-
leaving y las reglas R11 y R12 para situaciones de fallo y de bloqueo. Observamos
que en la regla R12 se necesita contemplar la situacio´n de e´xito ss para el caso en
el que A ≡ B ≡ Stop.
A continuacio´n se muestra el ejemplo del sumador con acarreo para ilustrar algunas
secuencias de co´mputo usando las reglas del sistema de transiciones T .
Ejemplo 26 (Propagacio´n de restricciones). El siguiente programa representa
el sumador de un bit con acarreo explicado en el Ejemplo 23 escrito en CCP ha-
ciendo uso de la sintaxis algebraica:
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R1 〈Stop | c〉 ⇒ 〈ss | c〉
R2 〈tell(c) | d〉 ⇒ 〈ss | d ∧ c〉
si ` ∃x¯.(d ∧ c)
(implica consistencia, es decir, d ∧ c 6` F ).
R3 〈tell(c) | d〉 ⇒ 〈ff | d〉
si d ∧ c ` F (implica que 6` ∃x¯.d ∧ c).
R4 〈ask(c) | d〉 ⇒ 〈ss | d〉
si d ` c.
R5 〈ask(c) | d〉 ⇒ 〈dd | d〉
si d 6` c pero ` ∃x¯.d ∧ c.
R6 〈ask(c) | d〉 ⇒ 〈ff | d〉
si d ∧ c ` F , lo que implica 6` ∃x¯.d ∧ c.
Figura 2.10: Reglas para acciones ba´sicas del sistema de transiciones T .
and(X,Y, Z):-ask(X = 0)→ tell(Z = 0)
+ ask(Y = 0)→ tell(Z = 0)
+ ask(Z = 1)→ tell(X = 1 ∧ Y = 1)
+ ask(X = 1)→ tell(Y = Z)
+ ask(Y = 1)→ tell(Y = Z)
+ ask(X = Y ∧ Z = 0)→ tell(X = 0 ∧ Y = 0).
or(X,Y, Z):-ask(X = 1)→ tell(Z = 1)
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R7 〈gi | c〉⇒〈ss | d〉〈∑nj=1 gj→Aj | c〉⇒〈Ai | d〉 (1 ≤ i ≤ n)
R8
〈gn | c〉⇒〈ff | c〉 〈
∑n−1
j=1 gj→Aj | c〉⇒〈r | c〉
〈∑nj=1 gj→Aj | c〉⇒〈r | c〉
siendo r ∈ {ff , dd}.
R9
〈gn | c〉⇒〈dd | c〉 〈
∑n−1
j=1 gj→Aj | c〉⇒〈r | c〉
〈∑nj=1 gj→Aj | c〉⇒〈dd | c〉
siendo r ∈ {ff , dd}.
Figura 2.11: Reglas para la eleccio´n guardada del sistema de transiciones T .
R10 〈A|c〉⇒〈A
′|d〉
〈A∧B|c〉⇒〈A′∧B|d〉
R10’ 〈A|c〉⇒〈A
′|d〉
〈B∧A|c〉⇒〈B∧A′|d〉
R11 〈A|c〉⇒〈ff |c〉〈A∧B|c〉⇒〈ff |c〉
R11’ 〈A|c〉⇒〈ff |c〉〈B∧A|c〉⇒〈ff |c〉
R12 〈A|c〉⇒〈r|c〉 〈B|c〉⇒〈r|c〉〈A∧B|c〉⇒〈r|c〉
siendo r ∈ {ss, dd,ff }.
Figura 2.12: Reglas para la composicio´n paralela del sistema de transiciones T .
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R13 〈p(x¯) | c〉 ⇒ 〈A[y¯/x¯] | c〉
siendo p(y¯):-A una declaracio´n de P.
Figura 2.13: Regla para llamadas a procedimientos del sistema de transiciones T .
+ ask(Y = 1)→ tell(Z = 1)
+ ask(X = 0 ∧ Y = 0)→ tell(Z = 0)
+ ask(Z = 0)→ tell(X = 0 ∧ Y = 0).
xor(X,Y, Z):-ask(X = 0 ∧ Y = 1)→ tell(Z = 1)
+ ask(X = 1 ∧ Y = 0)→ tell(Z = 1)
+ ask(X = 0 ∧ Y = 0)→ tell(Z = 0)
+ ask(X = 1 ∧ Y = 1)→ tell(X = 0)
+ ask(Z = 0)→ tell(X = Y ).
not(X,Y ):-ask(X = 0)→ tell(Y = 1)
+ ask(X = 1)→ tell(Y = 0)
+ ask(Y = 0)→ tell(X = 1)
+ ask(Y = 1)→ tell(X = 0).
A continuacio´n damos la siguiente definicio´n de un sumador de un bit con acarreo:
full adder(X,Y,Cin, S, Cout):-
and(X,Y,C1) ∧ xor(X,Y, S1)∧
and(Cin, S1, C2) ∧ xor(Cin, S1, S)∧
or(C1, C2, Cout).
y mostramos dos configuraciones a las que se han aplicado posibles pasos de co´mputo,
para ilustrar su funcionamiento:
〈full adder(X,Y,Cin, S, Cout) ∧ tell(Cin = 1) ∧ tell(Cout = 0)|{}〉
⇒R10,R2 〈full adder(X,Y,Cin, S, Cout) ∧ tell(Cout = 0)|Cin = 1〉
⇒R10,R2 〈full adder(X,Y,Cin, S, Cout)|Cin = 1 ∧ Cout = 0〉
⇒R13 〈and(X,Y,C1) ∧ xor(X,Y, S1) ∧ and(Cin, S1, C2) ∧ xor(Cin, S1, S) ∧
or(C1, C2, Cout)|Cin = 1 ∧ Cout = 0〉
⇒R10,R13 〈and(X,Y,C1) ∧ xor(X,Y, S1) ∧ and(Cin, S1, C2) ∧ xor(Cin, S1, S)∧
( ask(C1 = 1)→ tell(Cout = 1)
+ ask(C2 = 1)→ tell(Cout = 1)
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+ ask(C1 = 0 ∧ C2 = 0)→ tell(Z = 0)
+ ask(Cout = 0)→ tell(C1 = 0 ∧ C2 = 0) )
|Cin = 1 ∧ Cout = 0〉
⇒R10,R7 〈and(X,Y,C1) ∧ xor(X,Y, S1) ∧ and(Cin, S1, C2) ∧ xor(Cin, S1, S) ∧
tell(C1 = 0 ∧ C2 = 0)|Cin = 1 ∧ Cout = 0〉
⇒R10,R2 〈and(X,Y,C1) ∧ xor(X,Y, S1) ∧ and(Cin, S1, C2) ∧ xor(Cin, S1, S)
|Cin = 1 ∧ Cout = 0 ∧ C1 = 0 ∧ C2 = 0〉
⇒R10,R13⇒R10,R7 〈and(X,Y,C1) ∧ xor(X,Y, S1) ∧ tell(S1 = C2) ∧ xor(Cin, S1, S)
|Cin = 1 ∧ Cout = 0 ∧ C1 = 0 ∧ C2 = 0〉
⇒R10,R13⇒R10,R7 〈and(X,Y,C1)∧xor(X,Y, S1)∧ tell(S = 1)|Cin = 1∧Cout = 0∧
C1 = 0 ∧ C2 = 0 ∧ S1 = C2(S1 = 0)〉
⇒R10,R2 〈and(X,Y,C1) ∧ xor(X,Y, S1)|S = 1 ∧ Cin = 1 ∧
Cout = 0 ∧ C1 = 0 ∧ C2 = 0 ∧ S1 = C2(S1 = 0)〉
⇒R10,R13⇒R10,R7 〈and(X,Y,C1) ∧ tell(X = Y )|S = 1 ∧ Cin = 1 ∧ Cout = 0 ∧
C1 = 0 ∧ C2 = 0 ∧ S1 = C2(S1 = 0)〉
⇒R10,R2 〈and(X,Y,C1)|S = 1 ∧ Cin = 1 ∧ Cout = 0 ∧ C1 = 0 ∧ C2 = 0 ∧
S1 = 0 ∧X = Y 〉
⇒R13⇒R7 〈tell(X = 0 ∧ Y = 0)|S = 1 ∧ Cin = 1 ∧ Cout = 0 ∧ C1 = 0 ∧
C2 = 0 ∧ S1 = 0 ∧X = Y 〉
⇒R2 〈ss| S = 1 ∧X = 0 ∧ Y = 0 ∧ Cin = 1 ∧ Cout = 0 ∧C1 = 0∧C2 = 0∧ S1 =
0 ∧X = Y 〉
Este co´mputo muestra la evaluacio´n del predicado del sumador de un bit con acarreo,
indicando que el acarreo de entrada “Cin” es 1, y el acarreo de salida “Cout” es 0
mediante el predicado de propagacio´n de restricciones “tell”. El co´mputo finaliza con
e´xito y devuelve como respuesta el valor de salida del sumador S = 1 y los valores de
entrada del sumador X = 0 e Y = 0. A continuacio´n mostramos dos posibles ramas
concurrentes de co´mputo para la configuracio´n 〈not(X,Y )∧ (tell(X = 0) + tell(Y =
0))|{}〉:
〈not(X,Y ) ∧ (tell(X = 0)+tell(Y = 0))|{}〉
⇒R10,R7 〈not(X,Y ) ∧ tell(X = 0)|{}〉
⇒R10,R2 〈not(X,Y )|X = 0〉
⇒R13⇒R7 〈tell(Y = 1)|X = 0〉
⇒R2 〈ss|X = 0 ∧ Y = 1〉
En este primer resultado, el co´mputo ha escogido propagar la restriccio´n (X = 0), y
obtenemos que Y = 1 al ser la negacio´n de 0.
〈not(X,Y ) ∧ (tell(X = 0)+tell(Y = 0))|{}〉
⇒R10,R7 〈not(X,Y ) ∧ tell(Y = 0)|{}〉
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⇒R10,R2 〈not(X,Y )|Y = 0〉
⇒R13⇒R7 〈tell(X = 1)|Y = 0〉
⇒R2 〈ss|X = 1 ∧ Y = 0〉
En el segundo caso, al propagarse primero la restriccio´n Y = 0 obtenemos como
resultado de la negacio´n que X = 1.
2.4.4 Sema´ntica Declarativa de CCP
Para definir una sema´ntica declarativa en CC (C), vamos a partir de la conjetura de
que para un programa P se cumple el siguiente resultado de correcio´n:
Si 〈A | >〉 ⇒∗ 〈ss | c〉 entonces c `P A.
Esto quiere decir que, si partiendo de una configuracio´n inicial con un objetivo A
y la restriccio´n trivial > se dan una serie de pasos de co´mputo segu´n las reglas del
sistema de transicio´n T y llegamos a una configuracio´n final de e´xito, entonces se
espera que el almace´n de restricciones resultante c sea resultado del objetivo A, o
bien, c satisface el objetivo A para el programa P. El operador `P queda definido
por las reglas de inferencia dadas en la Figura 2.14.
Como hemos visto anteriormente, los observables almacenan los resultados de los
co´mputos hasta el final, dando observables de e´xito, fracaso, y co´mputo infinito.
Ahora solo vamos a distinguir entre resultados de co´mputo finitos (con resultados
de co´mputo de e´xito y de fracaso) y los resultados de co´mputos infinitos:
- O(A) =def {〈c, γ〉 | 〈A | >〉 ⇒∗ 〈γ | c〉} siendo γ ∈ {ss,ff , dd} el modo de
terminacio´n correspondiente.
- Oii(A) =def {unionsqi∈Nc¯i | 〈A | >〉 ⇒ 〈A1 | c1〉 . . . ⇒ 〈Ai | ci〉 . . . es una computa-
cio´n infinita y equitativa}.
Definimos a continuacio´n la funcio´n de comportamiento de entrada/salida IO que
devuelve el resultado del co´mputo del objetivo A, pero en vez de comenzar desde la
restriccio´n trivial >, comenzamos desde un conjunto de restricciones c dado:
- IO(A) =def {〈c, d, γ〉 | 〈A | c〉 ⇒∗ 〈γ | d〉}.
- IOii(A) =def {〈c,unionsqi∈Nd¯i, 〉 | 〈A | c〉 ⇒ 〈A1 | d1〉 . . . ⇒ 〈Ai | di〉 . . . es una
computacio´n infinita y equitativa}.
Sema´ntica Denotacional para CCP
Supongamos fijadas las declaraciones de los procedimientos p. Una sema´ntica deno-
tacional para nuestro lenguaje CCP es una funcio´n ξ de la forma:
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Stop c `P Stop
∧ c `P A c `P Bc `P A∧B
∑ c `P gj→Aj
c `P
∑n
i=1 gi→Ai
→ask c `C d c `P Ac `P ask(d)→A
→tell c `C d c `P Ac `P tell(d)→A
∃ c `C ∃y.d c∧d `P A[x/y]c `P ∃x.A
siendo y una variable fresca.
p c `P A[y¯/x¯]c `P p(x¯)
siendo p(y¯):-A una declaracio´n de P.
Figura 2.14: Reglas de inferencia para `P .
ξ : Agentes → Denotaciones
A 7→ ξ[[A]]
que verifique las propiedades de composicionalidad y correccio´n siguientes:
- Composicionalidad: La denotacio´n de un agente esta´ determinada por las
denotaciones de sus partes:
ξ[[AoB]] = ξ[[A]] o˜ ξ[[B]]
Tenemos que ξ es un homomorfismo que induce la siguiente congruencia:
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Figura 2.15: Recuperacio´n de observables a partir de las denotaciones de los agentes.
ξ[[A]] = ξ[[A′]] y ξ[[B]] = ξ[[B′]]⇒ ξ[[AoB]] = ξ[[A′ oB′]]
- Correccio´n: ξ permite recuperar los observables. Al ser un homomorfismo de
agentes a denotaciones, debe existir una funcio´n ψ que vaya de las denotaciones
de los agentes a los observables, como se muestra en la Figura 2.15.
Queremos entonces que ξ sea una abstraccio´n de los observables. Una sema´ntica
denotacional ξ se llama plenamente abstracta si verifica la siguiente propiedad para
todo contexto C :
ξ[[A]] = ξ[[B]]⇔ O(C [A]) = O(C [B])
donde:
⇒) Es consecuencia de la composicionalidad y la correccio´n.
⇐) So´lo se cumple si ξ no discrimina en exceso, es decir, que no introduce infor-
macio´n redundante.
La utilidad de la sema´ntica denotacional es dar composicionalidad al lenguaje, lo que
es fundamental para poder realizar un disen˜o modular, y para tareas de verificacio´n
y ana´lisis [27].
El problema para obtener composicionalidad es que las funciones O y IO no son
composicionales, como se muestra en los siguientes ejemplos [17, 29]:
Ejemplo 27 (de Boer & Palamidessi, 1994). Supongamos que tenemos dos
conjuntos de restricciones c, d ∈ L tales que c 6`C d, y los siguientes agentes:
- A1 ≡ ask(c)→ Stop
- A2 ≡ ask(d)→ Stop
- B ≡ tell(c)
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Los observables, tanto de A1 como de A2, tienen ambos el mismo u´nico elemento,
que indica que el co´mputo queda bloqueado:
O(A1) = O(A2) = {〈>, dd〉}
Si fuera composicional, deber´ıa darse que O(A1∧B) = O(A2∧B), pero tenemos que
el elemento 〈c, ss〉 pertenece a los observables de A1∧B y no a A2∧B. Esto se debe
a que si se ejecuta antes A1 y se queda bloqueado, entonces B an˜ade la restriccio´n
c al almace´n, A1 sale del bloqueo, y como se tiene que c `C c de forma trivial, da
e´xito. Sin embargo, en A2∧B, al ejecutarse B y luego A2 (en otro orden se bloquea),
falla la primitiva ask(d) por c 6`C d. En consecuencia, queda demostrado que O no
es composicional.
Ejemplo 28 (Falaschi & al., 1993). Supongamos que tenemos los conjuntos de
restricciones a, b, c ∈ L tales que c `C b `C a y a 66`C b 66`C c, y definimos los siguientes
agentes:
- A1 ≡ ask(T )→ tell(a)
+ ask(b)→ tell(c)
- A2 ≡ ask(T )→ tell(a)
+ ask(b)→ tell(c)
+ ask(T )→ tell(a)→ ask(b)→ tell(c)
- B ≡ ask(a)→ tell(b)
Los diferentes co´mputos para los agentes definidos vienen expresados en los a´rboles
de la Figura 2.16, do´nde r! expresa tell(r) y r? expresa ask(r) para r ∈ L.
Tenemos que las dos primeras ramas de A2 son iguales a las de A1, y la u´ltima
rama de A2 equivale a la concatenacio´n de las dos primeras. Por ello se cumple lo
siguiente:
IO(A1) = IO(A2) =
{〈T, a, ss〉, 〈a, a, ss〉, 〈b, b, ss〉, 〈b, c, ss〉, 〈c, c, ss〉}
La estructura de ramificacio´n de A1 es diferente a la de A2; e´sto se revela en el
contexto (2 ∧B), teniendo que:
〈T, c, ss〉 ∈ IO(A2 ∧B) y 〈T, c, ss〉 6∈ IO(A1 ∧B).
Como se ha visto en los ejemplos anteriores, la eleccio´n de un camino u otro de
co´mputo para un agente esta´ influida directamente por los agentes del entorno.
Como consecuencia, el conjunto S(A), definido como el conjunto de las secuencias
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Figura 2.16: A´rboles de co´mputo para los objetivos A1, A2 y B.
de eventos posibles para el agente A, no es composicional.
Sema´ntica Reactiva en CCP
La comunicacio´n as´ıncrona entre agentes (v´ıa el almace´n de restricciones) hace que
el entorno de un agente tenga menos potencia discriminadora. E´sto implica que es
posible una sema´ntica denotacional basada en la observacio´n de secuencias de even-
tos [18].
Estas secuencias estara´n formadas por eventos de dos tipos:
- ca (assume): Supone que el entorno ha enviado la restriccio´n c ∈ L al almace´n.
- ct (tell): Env´ıa la restriccio´n c al almace´n.
Una secuencia reactiva s formada por los eventos anteriormente descritos tiene la
siguiente forma:
s ≡ cl11 , . . . , clnn con li ∈ {a, t}
cont(s) =def c1 ∧ . . . ∧ cn (T si n = 0)
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Con esta definicio´n de secuencias reactivas se puede hallar una funcio´n sema´ntica
M, que adema´s resulta ser correcta y composicional [18]:
M[[A]] =def {s.µ|s es una secuencia reactiva posible para A, y µ ∈ {ss,ff , dd,⊥}}

Cap´ıtulo 3
Programacio´n Lo´gico Funcional
con Restricciones
En este cap´ıtulo se pretende mostrar co´mo se han combinado las ventajas de la
programacio´n funcional con las de la programacio´n lo´gica con restricciones, dando
lugar al esquema de programacio´n lo´gico funcional con restricciones CFLP(D), so-
bre el cual construiremos un marco concurrente en el cap´ıtulo posterior. Comen-
zamos presentando el paradigma de la programacio´n funcional, caracterizada por
representar definiciones de funciones como programas, que permite trabajar con
elementos de orden superior y en la que el valor de las funciones se determina
mediante el mecanismo de evaluacio´n perezosa, el cual ha demostrado ser un mecan-
ismo de evaluacio´n eficiente basada en reescritura. A continuacio´n, introducire-
mos el esquema CFLP(D) junto con la lo´gica de reescritura CRWL(D) que pro-
porcionara´ una sema´ntica declarativa para los CFLP(D)-programas. Luego pre-
sentaremos la subclase de los COISS (D)-programas, que son un subconjunto de los
CFLP(D)-programas que pueden ser representados mediante a´rboles definicionales
y que permiten la evaluacio´n de funciones perezosas no deterministas. Acabare-
mos el cap´ıtulo dando un algoritmo de transformacio´n de CFLP(D)-programas a
COISS (D)-programas que permite generar automa´ticamente a´rboles definicionales
y que es correcto respecto a la sema´ntica de CRWL(D).
3.1 Programacio´n Funcional
Los lenguajes de programacio´n funcional esta´n enraizados en el concepto de funcio´n
(matema´tica) y su definicio´n mediante ecuaciones (generalmente recursivas), que
constituyen el programa. Desde el punto de vista computacional, la programacio´n
funcional se centra en la evaluacio´n de expresiones (funcionales) para la obtencio´n
de un resultado.
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Ejemplo 29 (Programacio´n funcional). Definimos una funcio´n “app” de dos
argumentos, que representan las listas que se desea concatenar, y que devuelve como
resultado la concatenacio´n de dichas listas. Haciendo uso de la sintaxis del lenguaje
funcional Haskell [39], en la que el s´ımbolo ‘:’ representa el constructor de listas, el
programa consiste en una declaracio´n de tipos, una declaracio´n de la funcio´n “app”,
en la que se fija su dominio y su rango, y dos ecuaciones que la definen:
data [t] = [ ] | (t : [t])
app :: [t]→ [t]→ [t]
app [ ] xs = xs
app (x : xs) ys = x : (app xs ys)
Un primer rasgo a destacar en el programa del Ejemplo 29 es la necesidad de em-
plear recursos expresivos para fijar el perfil de la funcio´n, es decir, la naturaleza
del dominio y el rango de la funcio´n. En programacio´n funcional la descripcio´n de
dominios conduce a la idea de tipo de datos. Los tipos de datos se introducen en
programacio´n para evitar o detectar errores y ayudar a definir estructuras de datos.
Los lenguajes funcionales modernos son lenguajes con disciplina de tipos fuerte (en
ingle´s, strongly typed) que realizan una comprobacio´n de las expresiones que apare-
cen en el programa para asegurarse de que no se producira´n errores durante la
ejecucio´n del mismo por incompatibilidades de tipo.
Como ya hemos dicho, un lenguaje funcional se basa en el concepto de funcio´n
(matema´tica). Lo que caracteriza a una funcio´n (matema´tica), adema´s de su perfil,
es que a cada elemento de su dominio le corresponde un u´nico elemento de su rango;
en otras palabras, el resultado (salida) de aplicar una funcio´n sobre sus argumentos
viene determinado exclusivamente por el valor de e´stos (su entrada). Esta propiedad
de las funciones (matema´ticas) se denomina transparencia referencial y permite
el estilo de la programacio´n funcional basado en el razonamiento ecuacional (la
sustitucio´n de iguales por iguales) y los co´mputos deterministas. Desde el punto de
vista computacional, otra propiedad de las funciones (matema´ticas) es su capacidad
para ser compuestas. La composicio´n de funciones es la te´cnica por excelencia de la
programacio´n funcional, y permite la construccio´n de programas mediante el empleo
de funciones primitivas o previamente definidas por el usuario en sus programas. La
composicio´n de funciones refuerza la modularidad de los programas.
Ejemplo 30. En este ejemplo hacemos uso de la funcio´n “app” definida en el Ejem-
plo 29 y la composicio´n de funciones para definir una funcio´n que invierte el orden
de los elementos de una lista.
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rev :: [t]→ [t]
rev [ ] = [ ]
rev (x : xs) = app (rev xs) [x]
Una de las caracter´ısticas de los lenguajes funcionales que va ma´s alla de la mera
composicio´n de funciones es el empleo de las mismas como “ciudadanos de primera
clase” dentro del lenguaje, de forma que las funciones puedan almacenarse en es-
tructuras de datos, pasarse como argumentos a otras funciones y devolverse como
resultados. Agrupamos todas estas caracter´ısticas bajo la denominacio´n de orden
superior.
Ejemplo 31. Un ejemplo t´ıpico de funcio´n de orden superior es la funcio´n “map”,
que toma como argumentos una funcio´n ‘f ’ y una lista, y forma la lista que resulta
de aplicar ‘f ’ a cada uno de los elementos de la lista.
map :: (t1 → t2)→ [t1]→ [t2]
map f [ ] = [ ]
map f (x : xs) = (f x) : (map f xs)
Diversos autores [64, 66] consideran que un programa funcional incluye tambie´n,
adema´s de una lista de ecuaciones de definicio´n de funciones, una expresio´n ba´sica
(sin variables) que se pretende evaluar como objetivo. La ejecucio´n de un programa
consiste entonces en la evaluacio´n de la expresio´n inicial de acuerdo con las ecua-
ciones de definicio´n de las funciones y alguna forma de reduccio´n. La reduccio´n
es un proceso por el cual, mediante una secuencia de pasos, transformamos la ex-
presio´n inicial, compuesta de s´ımbolos de funcio´n y de s´ımbolos de constructoras
de datos, en un valor (de su tipo), es decir, una expresio´n que so´lo contiene apari-
ciones de s´ımbolos de constructoras. El valor obtenido se considera el resultado de
la evaluacio´n. La secuencia de pasos dada en el proceso de reduccio´n depende de la
estrategia de reduccio´n empleada. Podemos distinguir dos estrategias de reduccio´n o
modelos de evaluacio´n, la denominada impaciente y la perezosa. Una estrategia im-
paciente evalu´a primero los argumentos de una funcio´n mientras que una estrategia
perezosa evalu´a los argumentos so´lo si su valor es necesario para el co´mputo de dicha
funcio´n, intentando evitar ca´lculos innecesarios. Si bien la estrategia impaciente es
ma´s fa´cil de implementar en los computadores con arquitecturas convencionales,
puede conducir a secuencias de reduccio´n que no terminan en situaciones en las que
una evaluacio´n perezosa es capaz de computar un valor. Este hecho, junto con al-
gunas facilidades de la programacio´n (por ejemplo, la evaluacio´n perezosa libera al
programador de la preocupacio´n por el orden de evaluacio´n en las expresiones [38])
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y ventajas expresivas que proporcionan (por ejemplo, la habilidad de computar con
estructuras de datos infinitas), han hecho que la posibilidad de utilizar una estrate-
gia perezosa sea muy apreciada en los lenguajes funcionales modernos.
En cuanto a los formalismos que sustentan la clase de los lenguajes funcionales, se
distinguen dos enfoques: el enfoque funcional cla´sico [12, 38, 66] basado en el λ-
ca´lculo, y el enfoque ecuacional [62, 63] basado en la lo´gica ecuacional. Aunque los
dos enfoques difieren en la sintaxis y sema´ntica del formalismo empleado (el enfoque
ecuacional se suele restringir a primer orden, aunque es posible extenderlo a orden
superior [65] usando tambie´n recursos del λ-ca´lculo [24]), en ambos casos la reescri-
tura [11] juega un papel en la reduccio´n de una expresio´n dada a formal normal o
irreducible, que es lo que persigue un co´mputo. La utilizacio´n de la reescritura per-
mite adema´s establecer una correspondencia sencilla con el formalismo que sustenta
la programacio´n lo´gica.
3.2 El Esquema CFLP(D)
En el esta seccio´n introduciremos las principales caracter´ısticas del esquema CFLP(D)
[52] sobre el que se basara´ nuestro ca´lculo concurrente. Comenzaremos explicando
aquellos conceptos previos que son necesarios para su comprensio´n, y pasaremos a
explicar la sintaxis de los CFLP(D)-programas, junto con la lo´gica de reescritura
CRWL(D) para proporcionar una sema´ntica declarativa a dichos programas.
3.2.1 Expresiones Aplicativas, Patrones y Sustituciones
Vamos a introducir brevemente la sintaxis de las expresiones aplicativas y de los pa-
trones, los cuales son necesarios para entender la construccio´n posterior de dominios
de restricciones y resolutores de restricciones.
Asumiremos una signatura universal Σ = 〈DC,FS〉, donde DC = ⋃n∈NDCn y
FS =
⋃
n∈N FS
n son familias de conjuntos infinitos numerables y mutuamente dis-
juntos de constructoras de datos y de s´ımbolos de funciones evaluables respectiva-
mente, cada uno con una aridad asociada. Escribiremos Σ⊥ para el resultado de ex-
tender DC0 con el s´ımbolo especial ⊥, con el objetivo de denotar un valor indefinido
para un dato. Por convenio notacional, usamos c, d ∈ DC, f, g ∈ FS y h ∈ DC∪FS,
y definimos la aridad de h ∈ DCn ∪ FSn como ar(h) = n. Tambie´n asumimos que
DC0 incluye las constantes true, false y success, las cuales nos son u´tiles para
representar los resultados devueltos por varias funciones primitivas. Asumiremos a
continuacio´n que tenemos un conjunto infinito numerable V de variables X,Y, . . . y
un conjunto U de elementos primitivos u, v, . . ., mutuamente disjuntos, y disjuntos a
su vez de Σ⊥. Los elementos primitivos esta´n destinados a representar conjuntos de
valores de dominio espec´ıfico, como por ejemplo el conjunto R de los nu´meros reales
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usado en el lenguaje CLP (R) [41] o el conjunto Z de los nu´meros enteros usado en
el lenguaje CLP(FD) [37].
Adema´s, definimos las expresiones parciales e ∈ Exp⊥(U) con la siguiente sintaxis:
e ::= ⊥ | u | X | h | (e e1)
donde u ∈ U , X ∈ V, h ∈ DC ∪ FS. A esta forma de definir las expresiones se les
denomina aplicativas porque (e e1) representa la operacio´n de aplicacio´n (represen-
tada como yuxtaposicio´n), donde se aplica la funcio´n denotada por e al argumento
denotado por e1. La sintaxis aplicativa es comu´n en lenguajes funcionales de or-
den superior. La sintaxis de primer orden para expresiones puede ser traducida a
sintaxis aplicativa, tambie´n llamada notacio´n currificada. Por ejemplo, f(X, g(Y ))
ser´ıa (f X (g Y )). Siguiendo los convenios usuales, asumiremos que la aplicacio´n es
asociativa por la izquierda, y usaremos la notacio´n (e en) para abreviar (e e1 . . . en).
Denotaremos var(e) como el conjunto de variables que aparecen en e. Una ex-
presio´n e se dice que es lineal si y so´lo si no existe ninguna X ∈ var(e) que tenga
ma´s de una aparicio´n en e. Debido a su utilidad, tambie´n tendremos en cuenta la
siquiente clasificacio´n de expresiones: (X em), con X ∈ V y m ≥ 0, se dice que es
una expresio´n flexible, mientras que u ∈ U y (h em) con h ∈ DC ∪ FS son llamadas
expresiones r´ıgidas. Adema´s, una expresio´n r´ıgida (h em) se dice que es activa si
y so´lo si h ∈ FS y m ≥ ar(h), y pasiva en cualquier otro caso. Intuitivamente se
puede ver que reducir una expresio´n hasta la ra´ız solo tiene sentido si la expresio´n
es activa. Algunos subconjuntos interesantes de Exp⊥(U) son: GExp⊥(U), el con-
junto de las expresiones cerradas e tales que var(e) = ∅; Exp(U), el conjunto de
las expresiones totales e sin ninguna ocurrencia de ⊥; GExp(U), el conjunto de las
expresiones cerradas y totales GExp⊥(U) ∩ Exp(U).
Otra subclase importante de las expresiones es el conjunto de los patrones parciales
s, t ∈ Pat⊥(U), cuya sintaxis se define a continuacio´n:
t ::= ⊥ | u | X | c tm | f tm
donde u ∈ U , X ∈ V, c ∈ DCn, m ≤ n, f ∈ FSn, m < n. No´tese que las expre-
siones (f tm) con f ∈ FSn, m ≥ n no esta´n permitidas como patrones, porque son
potencialmente evaluables usando una funcio´n primitiva o dada una definicio´n de
funcio´n f . Los patrones de la forma (f tm) con f ∈ FSn, m < n, han sido usados en
programacio´n lo´gico funcional [61] como una representacio´n para valores de orden
superior. Los subconjuntos Pat(U), GPat⊥(U), GPat(U) ⊆ Pat⊥(U) de patrones
totales, cerrados y totales y cerrados son definidos de forma anaa´loga.
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Siguiendo el esp´ıritu de la sema´ntica denotacional [32], entenderemos Pat⊥(U) como
un conjunto de elementos finitos de un dominio sema´ntico, y definimos el orden de
informacio´n v como el menor orden parcial sobre Pat⊥(U) que satisface las siguien-
tes propiedades: ⊥ v t para todo t ∈ Pat⊥(U), y (htm) v (ht′m) siempre que esas
dos expresiones sean patrones y ti v t′i para todo 1 ≤ i ≤ m. De aqu´ı en adelante,
tm v t′m sera´ entendido como el significado de ti v t′i para todo 1 ≤ i ≤ m. No´tese
que un patro´n t ∈ Pat⊥(U) es maximal con respecto a la informacio´n de ordenacio´n
si y so´lo si t es un patro´n total, es decir, t ∈ Pat(U). Para algunos propo´sitos
resulta u´til extender la informacio´n ordenando el conjunto de todas las expresiones
parciales. Esta extensio´n es definida como el mı´nimo orden parcial sobre Exp⊥(U)
que verifica ⊥ v e para todo e ∈ Exp⊥(U), y (e e1) v (e′ e′1) siempre que e v e′ y
e1 v e′1.
Redefiniremos las sustituciones σ ∈ Sub⊥(U) como aplicaciones σ : V → Pat⊥(U)
extendidas a σ : Exp⊥(U)→ Exp⊥(U) de forma natural. De forma similar, conside-
ramos las sustituciones totales σ ∈ Sub(U) dadas por la aplicacio´n σ : V → Pat(U),
sustituciones cerradas σ ∈ GSub⊥(U) dadas por las aplicaciones σ : V → GPat⊥(U),
y las sustituciones totales cerradas σ ∈ GSub(U) dadas por las aplicaciones σ :
V → GPat(U). Por convenio, escribimos ε para la sustitucio´n identidad, eσ en
lugar de σ(e), y σθ para la composicio´n de σ y θ, tal que e(σθ) = (eσ)θ para
cualquier e ∈ Exp⊥(U). Definimos los dominios y el rango de variable de una
susticio´n de la siguiente forma: Dom(σ) = {X ∈ V | σ(X) 6= X} y ran(σ) =⋃
X∈Dom(σ) var(σ(X)). Como de costumbre, una sustitucio´n σ tal que Dom(σ) ∩
ran(σ) = ∅ se dice que es idempotente. Para cualquier conjunto de variables X ⊆
V definimos la restriccio´n σ  X como la sustitucio´n σ′ tal que Dom(σ′) = X y
σ′(X) = σ(X) para todo X ∈ X . Usamos la notacio´n σ =X θ para indicar que
σ  X = θ  X , y abreviamos σ =V\X θ como σ =\X θ. Finalmente, consideramos
dos formas de comparar las ustituciones dadas σ, σ′ ∈ Sub⊥(U). σ se dice que es
menos concreto que σ′ sobre X ⊆ V (en s´ımbolos, σ ≤X σ′) si y so´lo si σθ =X σ′
para algu´n θ ∈ Sub⊥(U). La notacio´n σ ≤ σ′ abrevia σ ≤V σ′. Se dice que σ
soporta menos informacio´n que σ′ sobre X ⊆ V (en s´ımbolos, σ vX σ′) si y so´lo si
σ(X) v σ′(X) para todo X ∈ X . La notacio´n σ v σ′ se usa para abreviar σ vV σ′.
3.2.2 Restricciones sobre un Dominio de Restricciones
Intuitivamente, un dominio de restricciones se espera que proporcione un conjunto
de elementos primitivos representando datos espec´ıficos junto a una serie de fun-
ciones primitivas y de predicados que operan sobre ellos. La siguiente definicio´n
extiende la nocio´n de dominio de restricciones D introducida en [52] an˜adiendo un
resolutor de restricciones:
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Definicio´n 32 (Dominio de Restricciones).
1. Una signatura de restricciones es cualquier familia PF =
⋃
n∈N PF
n de s´ım-
bolos de funciones primitivas p, cada una con una aridad asociada, tal que
PFn ⊆ FSn para cada n ∈ N.
2. Un dominio de restricciones de una signatura PF es cualquier estructura D =
〈DU , {pD | p ∈ PF}, SolveD〉 tal que el conjunto soporte DU = GPat⊥(U)
coincide con el conjunto de patrones cerrados para algu´n conjunto de elementos
primitivos U , la interpretacio´n pD de cada p ∈ PFn satisface los siguientes
requisitos:
(a) pD ⊆ DnU×DU , que se reduce a pD ⊆ DU en el caso de que n = 0. De aqu´ı
en adelante siempre escribiremos pD tn → t para indicar que (tn, t) ∈ pD.
En el caso n = 0, esta notacio´n se reduce a pD → t.
(b) pD se comporta mono´tonamente en sus argumentos y antimono´tonamente
en sus resultados; es decir, si pD tn → t, tn v t′n y t w t′ se tiene entonces
pD t′n → t′.
(c) pD se comporta radicalmente en el siguiente sentido: siempre que pD tn →
t y t 6= ⊥, hay algu´n patro´n total t′ ∈ DU tal que pD tn → t′ y t′ w t.
y SolveD es un resolutor de restricciones, cuyo comportamiento sera´ explicado
en la Definicio´n 36.
De ahora en adelante, vamos a suponer un dominio de restricciones arbitrariamente
fijado D construido sobre un cierto conjunto de elementos primitivos U , sobre el
cual definiremos la sintaxis de las restricciones sobre D. De aqu´ı en adelante, es-
cribiremos DF = FS \ PF para el conjunto de s´ımbolos de funcio´n definidas por el
usuario, y DFn = FSn \PFn para el conjunto de s´ımbolos de funcio´n definidos por
el usuario de aridad n. La siguiente definicio´n distingue entre restricciones primiti-
vas, sin ninguna aparicio´n activa de s´ımbolos de funciones definidas, y restricciones
definidas por el usuario que pueden tener dichas ocurrencias. Para abreviar, en
algunas ocasiones escribiremos simplemente ‘restricciones’ en vez de ‘restricciones
definidas por el usuario’.
Definicio´n 33 (Sintaxis de las Restricciones).
1. Las restricciones primitivas ato´micas tienen la forma sinta´ctica p tn →! t , con
p ∈ PFn, ti ∈ Pat⊥(U) para todo 1 ≤ i ≤ n, y t ∈ Pat(U). Las constantes
especiales ♦ y  tambie´n son restricciones primitivas ato´micas.
2. Las restricciones primitivas son construidas usando restricciones primitivas
ato´micas a trave´s de la conjuncio´n lo´gica ∧ y el cuantificador existencial ∃.
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3. Las restricciones ato´micas tienen la estructura sinta´ctica p en →! t , con p ∈
PFn, ei ∈ Exp⊥(U) para todo 1 ≤ i ≤ n, y t ∈ Pat(U). Las constantes ♦ y 
tambie´n son restricciones ato´micas.
4. Las restricciones son construidas usando restricciones ato´micas a trave´s de la
conjuncio´n ∧ y el cuantificador existencial ∃.
De aqu´ı en adelante usaremos las siguientes notaciones: PCon⊥(D) para el conjunto
de todas las restricciones primitivas pi sobre D y PCon(D) para el conjunto de
todas las restricciones primitivas totales sobre el dominio D, definido como {pi ∈
PCon⊥(D) | pi sin apariciones de ⊥}. Adema´s, escribimosDCon⊥(D) para denotar
el conjunto de todas las restricciones definidas por el usuario δ sobre D, as´ı como
DCon(D) para el subconjunto DCon⊥(D) de restricciones totales. Reservaremos las
mayu´sculas Π y C para referirnos a conjuntos de restricciones primitivas o definidas
por el usuario respectivamente, y puede interpretarse como la conjuncio´n de todos
sus elementos. La sema´ntica de las restricciones primitivas depende de la nocio´n de
solucio´n, presentada en la siguiente definicio´n.
Definicio´n 34 (Soluciones de Restricciones Primitivas). 1. El conjunto de
valoraciones y el conjunto de valoraciones totales sobre D se definen como
V al⊥(D) = GSub⊥(U) y V al(D) = GSub(U), respectivamente.
2. El conjunto de soluciones de pi ∈ PCon⊥(D) es un subconjunto SolD(pi) ⊆
V al⊥(D) definido de forma recursiva:
(a) SolD(♦) = V al⊥(D) y SolD() = ∅.
(b) SolD(p tn →! t) = {η ∈ V al⊥(D) | tη es total y pD tnη → tη}.
(c) SolD(pi1 ∧ pi2) = SolD(pi1) ∩ SolD(pi2).
(d) SolD(∃X.pi) = {η ∈ V al⊥(D) | η′ ∈ SolD(pi) para algu´n η′ =\{X} η}.
3. El conjunto de soluciones de Π ⊆ PCon⊥(D) esta´ definido como SolD(Π) =⋂
pi∈Π SolD(pi), correspondiendo a la lectura lo´gica de Π como la conjuncio´n
de sus partes. Ma´s concretamente, SolD(∅) = V al⊥(D), correspondiendo a la
lectura lo´gica de una conjuncio´n vac´ıa de forma ide´ntica a la restriccio´n ♦.
Usando la nocio´n de solucio´n, podemos introducir algunas nociones sema´nticas u´tiles
relacionadas con las restricciones primitivas:
Definicio´n 35 (Nociones Primitivas Sema´nticas). Suponemos un conjunto
finito Π ⊆ PCon⊥(D) de restricciones primitivas, una restriccio´n primitiva pi ∈
PCon⊥(D), las expresiones e, e′ ∈ Exp⊥(U), los patrones tn, t ∈ Pat⊥(U), y un
s´ımbolo de funcio´n definida p ∈ PFn, definimos:
1. pi se dice que es satisfactible en D (en s´ımbolos SatD(pi)) si y so´lo si SolD(pi) 6=
∅. En cualquier otro caso se dice que pi es insatisfactible (en s´ımbolos InSatD(pi)).
Ana´logamente para conjuntos de restricciones.
3.2.2 Restricciones sobre un Dominio de Restricciones 51
2. pi es una consecuencia de Π en D (en s´ımbolos, Π |=D pi) si y so´lo si SolD(Π) ⊆
SolD(pi). Ma´s concretamente, p tn →! t es una consecuencia de Π en D (en
s´ımbolos, Π |=D p tn →! t) si y so´lo si pD tnη → tη con tη total para todo
η ∈ SolD(Π).
3. e v e′ es una consecuencia de Π en D (en s´ımbolos, Π |=D e v e′) si y so´lo si
eη v e′η se cumple para todo η ∈ SolD(Π).
Llegados a este punto, podemos especificar el comportamiento esperado del resolutor
de restricciones SolveD presentado en la Definicio´n 32. La siguiente definicio´n esta´
inspirada en [10, 49, 54].
Definicio´n 36 (Resolutores de Restricciones). 1. Diremos que una variable
X ∈ V es demandada por un conjunto de restricciones primitivas Π ⊆ PCon(D)
si y so´lo si µ(X) 6= ⊥ se cumple para cada µ ∈ SolD(Π). Escribimos DV arD(Π)
para denotar el conjunto de variables demandadas por Π. Para dominios de
restricciones pra´cticos, DV arD(Π) se espera que sea computable (ver Apartado
38).
2. Un resolutor de restricciones sobre un dominio de restricciones D es una
funcio´n denotada por SolveD que espera como para´metros un conjunto finito
S ⊆ PCon(D) de restricciones primitivas ato´micas (al que llamamos almace´n
de restricciones) y un conjunto finito de variables χ ⊆ V (llamado conjunto
de variables protegidas). El resolutor se espera que devuelva una disyuncio´n
finita SolveD(S, χ) =
∨k
i=1(Siσi) que satisfaga los siguientes requisitos:
(a) Cada Si ⊆ PCon(D) es un conjunto finito de de restricciones primitivas
ato´micas tales que SolveD(Si, χ) = Si ε (es decir, Si es en χ-forma
resuelta). Adema´s, var(Si) ∩ χ = ∅ si no DV arD(Si) ∩ χ 6= ∅.
(b) Cada σi ∈ Sub(U) es una sustitucio´n idempotente de patrones totales para
variables tales que Dom(σi)∩ var(Si) = ∅ y χ∩ (Dom(σi)∪ ran(σi)) = ∅.
(c) SolD(S) =
⋃k
i=1 SolD(∃\S . Siσi), donde ∃\S es el cuantificador exis-
tencial para todas las variables U i en Siσi (1 ≤ i ≤ k) sin apariciones
libres en S y SolD(∃U i. Siσi) = {µ ∈ V al⊥(D) | existe µ′ ∈ V al⊥(D)
tal que µ′ =\U i µ, µ
′ ∈ SolD(Si) y Xµ′ ≡ tµ′ para cada X 7→ t ∈ σi}.
En el caso k = 0,
∨k
i=1(Siσi) se entiende como . En ese caso, SolD(S) ⊆
SolD() = ∅ significa la deteccio´n de fallo.
Desde un punto de vista operacional, los resolutores ofrecen una eleccio´n entre k
alternativas. Las alternativas no pueden ligar variables. Adema´s, para cada alter-
nativa Siσi, o bien las variables protegidas desaparecen, o bien alguna variable
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protegida se vuelve demandada.
A continuacio´n vamos a redefinir el sistema de restricciones H visto en el cap´ıtulo
anterior con la definicio´n de dominio de restricciones dada en este cap´ıtulo y mos-
traremos un resolutor para dicho dominio.
Ejemplo 37 (El dominio de restricciones H). Consideramos el dominio de
restricciones H construido a partir de un conjunto vac´ıo de elementos primitivos
descrito en la Subseccio´n 2.2.3 del cap´ıtulo anterior, teniendo la igualdad estricta
“seq” como su u´nica primitiva, cuyo comportamiento se interpreta a continuacio´n
como: seqHseq t t → true para todo t total t ∈ GPat(∅); seqHseq t s → false para
todo t, s ∈ GPat⊥(∅) tal que t y s no tienen cota superior con respecto al orden
de informacio´n ‘v’; seqHseq t s → ⊥ en cualquier otro caso. De ahora en adelante,
usaremos t == s para abreviar seq t s→! true, t /=s para abreviar seq t s→! false
y Tot(t) para abreviar seq t t→! true.
Un posible resolutor de restricciones SolveHseq puede ser encontrado en la siguiente
definicio´n.
Definicio´n 38 (El Resolutor de Restricciones SolveHseq). Asumimos el do-
minio de restricciones Hseq descrito en el Ejemplo 37. Sea χ ⊆ V un conjunto de
variables protegidas y S ⊆ PCon(Hseq) una conjuncio´n de restricciones primitivas
ato´micas sobre Hseq de la forma S ≡ seq t1 s1 →! r1, . . . , seq tn sn →! rn, donde
ti, si ∈ Pat(∅) y ri ∈ {true, false} ∪ V. Definimos un resolutor de restricciones
para restricciones de igualdad y de desigualdad tal como se muestra a continuacio´n:
SolveHseq(S, χ) =
∨k
i=1(Siσi)⇔def S  ε ∗χ
∨k
i=1(Siσi) 6 χ, donde la relacio´n
 χ definida a continuacio´n denota un paso del resolutor de restricciones, y ϕ 6 χ
expresa que ϕ no es reducible por  χ.
El siguiente sistema de reglas especifica el comportamiento de la relacio´n  χ entre
disyunciones de restricciones de la forma
∨
i(Siσi), tal que cada Si ⊆ PCon(Hseq),
σi ∈ Sub(∅), χ ∩ var(Si) = ∅ y var(Si) ∩ Dom(σi) = ∅. Cuando aplicamos las
reglas de  χ, ignoramos el orden de S e interpretamos == y /= como sime´tricos.
Reglas generales para  χ
R0 . . . ∨ Siσi ∨ . . . χ . . . ∨
∨
j(S
′
j σ′j) ∨ . . . si Siσi  χ
∨
j(S
′
j σ′j).
R1 seq t s→! R,S σ  χ (t == s, Sθ1σθ1) ∨ (t /= s, Sθ2σθ2)
si R /∈ χ, θ1 = {R 7→ true} y θ2 = {R 7→ false}.
Reglas para la igualdad estricta
R2 htn == hsn, S σ  χ t1 == s1, . . . , tn == sn, S σ
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R3 X == t, S σ  χ Tot(t), Sθσθ
si X /∈ χ ∪ var(t), var(t) ∩ χ = ∅ y θ = {X 7→ t}.
Reglas para la desigualdad estricta
R4 htn /= hsn, S σ  χ
∨n
i=1(ti /= si, S σ)
R5 htn /= h
′sm, S σ  χ S σ si h 6= h′ o m 6= n.
R6 X /= htn, S σ  χ (
∨
i(Sθiσθi)) ∨ (
∨n
k=1(Uk /= tkθ, Sθσθ))
si X /∈ χ, var(tn) ∩ χ 6= ∅, θi = {X 7→ hiY ini} para cada hi 6= h y θ = {X 7→ hUn}
con Y ini , Un nuevas variables.
En la pra´ctica, R6 se usa para limitar la eleccio´n de hiY ini a patrones del mismo
tipo que X. As´ı pues, el nu´mero de elecciones ‘n’ es finito.
Reglas de fallo
R7 htn == h
′sm, S σ  χ  si h 6= h′ o m 6= n.
R8 X == t, S σ  χ  si X 6≡ t y X ∈ var(t).
R9 X /= X,S σ  χ 
Ca´lculo de variables demandadas en Hseq
Las siguientes reglas sirven para computar el conjunto DV arHseq(S) de variables de-
mandadas por un conjunto satisfactible de restricciones primitivas S ⊆ PCon(Hseq).
DV ar(seq t s→! R,S) = {R} ∪ (DV arHseq(t == s, Sθ1) ∩ DV ar(t /= s, Sθ2))
si R es una variable, θ1 = {R 7→ true} y θ2 = {R 7→ false}.
DV ar(htn == hsn, S) = DV ar(t1 == s1, . . . , tn == sn, S)
DV ar(X == t, S) = {X} ∪ var(t) ∪DV ar(Sθ) donde θ = {X 7→ t}.
DV ar(htn /= h
′sm, S) = DV ar(S), si h 6= h′ o n 6= m.
DV ar(htn /= hsn, S) = DV ar(t1 /= s1, S) ∩ . . . ∩DV ar(tn /= sn, S)
DV ar(X /= Y, S) = {X,Y } ∪DV ar(S)
DV ar(X /= t, S) = {X} ∪DV ar(S), si t no es una variable.
Se asume que las u´ltimas dos reglas no se pueden aplicar si una de las reglas previas
es aplicable. En otro caso, el co´mputo de DV ar(S) no funcionar´ıa adecuadamente
con estas reglas.
3.2.3 CFLP(D)-Programas
La clase de los CFLP (D)-programas son presentados como reglas de reescritura
con restricciones que definen el comportamiento de funciones posiblemente de orden
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superior y/o funciones no deterministas perezosas sobre el dominio D, llamadas
reglas de programa. Para ser ma´s precisos, una regla de programa R para CFLP (D)
es de la forma R : f tn → r ⇐ P 2C y es necesario que satisfaga las condiciones
que se listan a continuacio´n:
1. El lado izquierdo f tn es una expresio´n lineal, y para todo 1 ≤ i ≤ n, ti ∈
Pat(U) son patrones totales.
2. El lado derecho r ∈ Exp(U) es una expresio´n total.
3. P es una secuencia finita de producciones ei → si (1 ≤ i ≤ k) tambie´n desti-
nada a ser interpretada como conjuncio´n, y satisfaciendo las siguientes condi-
ciones de admisibilidad :
(a) Para todo 1 ≤ i ≤ k, ei ∈ Exp(U) es una expresio´n total, si ∈ Pat(U) es
un patro´n total y lineal, y var(si) ∩ var(f tn) = ∅.
(b) Es posible reordenar las producciones de P de la forma P ≡ e1 →
s1, . . . , ek → sk donde var(ei) ∩ var(sj) = ∅ para todo 1 ≤ i ≤ j ≤ k.
(c) Para todo 1 ≤ i < j ≤ k, var(si) ∩ var(sj) = ∅.
4. C ⊆ DCon(D) es un conjunto finito de restricciones totales, destinadas a
ser interpretadas como conjuncio´n, y posiblemente incluyendo apariciones de
s´ımbolos definidos de funcio´n.
Una regla de programa tal que P y C son ambos vac´ıos puede ser abreviada como
f tn → r. Es posible observar que puede obtenerse una formulacio´n equivalente para
la condicio´n de admisibilidad 3.(b) si definimos la relacio´n de producio´n X P Y
si y so´lo si hay algu´n 1 ≤ i ≤ k tal que X ∈ var(ei) y Y ∈ var(si). Esta relacio´n
debe ser irreflexiva para el cierrre transitivo de P , o equivalentemente, un orden
parcial estricto.
Ejemplo 39. El siguiente CFLP (D)-programa puede ser usado en el dominio de
restricciones Hseq presentado en el Ejemplo 37. Usamos las constructoras 0 ∈ DC0,
s ∈ DC1, una constructora para parejas (es decir, (e1, e2) denota la pareja de un
primer elemento e1 y un segundo elemento e2) y una sintaxis para listas similar
a la de Prolog ([ ] representa la lista vac´ıa y [X|Xs] representa la lista no vac´ıa,
que consta de un primer elemento X y un resto de lista Xs). Ma´s ejemplos de
CFLP (D)-programas pueden ser encontrados en [52].
from N → [N |from(s N)]
null [ ] → s 0
null [X|Xs] → 0
split [ ] → ([ ], [ ])
split [X|Xs] → case R X Y s Zs ⇐ split Xs → (Y s, Zs) 2 seq X s 0 →!R
case true X Y s Zs → ([X|Y s], Zs)
case false X Y s Zs → (Y s, [X|Zs])
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3.2.4 La Lo´gica de Reescritura con Restricciones CRWL(D)
La Lo´gica de Reescritura con Restricciones CRWL(D), parametrizada por el do-
minio de restricciones D, fue presentada en [52] a fin de proporcionar una sema´ntica
declarativa para los programas del esquema CFLP (D). Con el fin de definir esta
lo´gica, primero debemos introducir algunas nociones preliminares acerca de las sen-
tencias que queremos extraer de un CFLP (D)-programa dado.
Definicio´n 40 (Sentencias e Implicaciones D). Sea D cualquier dominio de re-
stricciones fijado sobre un conjunto de elementos primitivos U . Suponemos patrones
parciales t, ti ∈ Pat⊥(U), expresiones parciales e, ei ∈ Exp⊥(U), y un conjunto
finito Π ⊆ PCon⊥(D) de restricciones primitivas.
1. Consideramos dos posibles tipos de sentencias restringidas (c-sentencias):
(a) c-produciones e → t ⇐ Π. Una c-produccio´n se dice que es trivial si y
so´lo si t = ⊥ o InSatD(Π).
(b) c-a´tomos p en →! t ⇐ Π, con p ∈ PFn y t total. Un c-a´tomo se dice
que es trivial si y so´lo si InSatD(Π).
2. Dadas dos c-sentencias ϕ y ϕ′, decimos que ϕ D-implica ϕ′ (en s´ımbolos,
ϕ <D ϕ′) si y so´lo si se cumple uno de los dos casos siguientes:
(a) ϕ = e → t ⇐ Π, ϕ′ = e′ → t′ ⇐ Π′, y hay algu´n σ ∈ Sub⊥(U) tal
que Π′ |=D Πσ, Π′ |=D e′ w eσ, Π′ |=D t′ v tσ.
(b) ϕ = p en →! t ⇐ Π, ϕ′ = p e′n →! t′ ⇐ Π′, y hay algu´n σ ∈ Sub⊥(U)
tal que Π′ |=D Πσ, Π′ |=D p e′n w (p en)σ, Π′ |=D t′ w tσ. 1
La siguiente definicio´n supone un CFLP (D)-programa dado P y usa la notacio´n
[P]⊥ para el conjunto {Rθ | R ∈ P, θ ∈ Sub⊥(U)} formado por todas las posibles
instancias de las reglas de definicio´n de funciones pertenecientes a P. El propo´sito
del ca´lculo es inferir la validez sema´ntica de c-sentencias sema´nticas para las reglas
de programa en P.
Definicio´n 41 (Ca´lculo de Reescritura de Restricciones). Escribimos P `D
ϕ para indicar que la c-sentencia ϕ puede ser derivada de P en el ca´lculo de reescritu-
ra de restricciones CRWL(D) usando las reglas de inferencia dadas en la Figura 3.1.
Algunas de esas reglas dependen de las nociones sema´nticas dadas en la Definicio´n
35 y de la siguiente nocio´n sema´ntica para producciones:
p tn → t es una consecuencia de Π en D (en s´ımbolos, Π |=D p tn → t) si y so´lo si
pD tnη → tη se cumple para todo η ∈ SolD(Π).
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TI
ϕ
si ϕ es una c-sentencia trivial.
RR
t → t ⇐ Π si t ∈ U ∪ V.
SP
s → t ⇐ Π si s ∈ Pat⊥(U), s ∈ V o t ∈ V, y Π |=D s w t.
DC e1 → t1 ⇐ Π, . . . , em → tm ⇐ Π
hem → htm ⇐ Π
si hem es pasiva.
IR e1 → t1 ⇐ Π, . . . , em → tm ⇐ Π
hem → X ⇐ Π
si hem es pasiva pero no un patro´n, X ∈ V y Π |=D htm w X.
PF e1 → t1 ⇐ Π, . . . , en → tn ⇐ Π
p en → t ⇐ Π
si p ∈ PFn, ti ∈ Pat⊥(U) para todo 1 ≤ i ≤ n, y Π |=D p tn → t.
DFP e1 → t1 ⇐ Π, . . . , en → tn ⇐ Π, P 2C ⇐ Π, r → t ⇐ Π
f en → t ⇐ Π
e1 → t1 ⇐ Π, . . . , en → tn ⇐ Π, P 2C ⇐ Π, r → s ⇐ Π, s ak → t ⇐ Π
f enak → t ⇐ Π
si f ∈ DFn (k > 0), (f tn → r ⇐ P 2C) ∈ [P]⊥, s ∈ Pat⊥(U).
AC e1 → t1 ⇐ Π, . . . , en → tn ⇐ Π
p en →! t ⇐ Π
si p ∈ PFn, ti ∈ Pat⊥(U) para todo 1 ≤ i ≤ n, y Π |=D p tn →! t .
Figura 3.1: Reglas de derivacio´n para CRWL(D).
1Obse´rvese que Π′ |=D t′ v tσ ser´ıa incorrecto, porque →! se comporta mono´tonamente tanto
en sus argumentos como en su resultado. Ver Definicio´n 3.(b).
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Por convenio, acordaremos que ninguna regla de inferencia del calculo de reescritura
con restricciones sea aplicada en el caso de que alguna regla anterior pueda apli-
carse. Ma´s concretamente, ninguna regla excepto TI puede ser usada para inferir
una c-sentencia trivial, y SP no es aplicable siempre que RR sea aplicable. Adema´s,
tambie´n acordaremos que la premisa P 2C ⇐ Π en la regla DFP debe ser enten-
dida como una abreviatura para varias premisas α ⇐ Π, una para cada sentencia
ato´mica α que aparezca en P 2C.
Cualquier derivacio´n en el calculo de reescritura de restricciones puede ser represen-
tada como un a´rbol de prueba cuyos nodos son etiquetados por c-sentencias, donde
cada nodo ha sido inferido por sus hijos mediante las reglas de inferencia. De aqu´ı
en adelante, usaremos las siguientes notaciones:
1. T se dice que es un a´rbol de prueba sencillo si y so´lo si en T no se usan las
reglas de inferencia DFP , PF ni AC.
2. | T | sirve para denotar el taman˜o restringido del a´rbol de prueba T , definido
como el nu´mero de nodos en T que son inferidos con algunas de las reglas
DFP , PF o AC. Obviamente, | T |= 0 si y so´lo si T es un a´rbol de prueba
sencillo.
3. T : P `D ϕ indica que P `D ϕ sirve como testigo del a´rbol de prueba T .
El siguiente resultado establece dos propiedades u´tiles para el ca´lculo de reescritu-
ra de restricciones. La demostracio´n y otras propiedades de CRWL(D) pueden
encontrarse en [52].
Lema 42 (Propiedades del Ca´lculo CRWL(D)).
1. Propiedad de Aproximacio´n: Para cualquier e ∈ Exp⊥(U), t ∈ Pat⊥(U):
Π |=D e w t si y so´lo si hay algu´n a´rbol de prueba sencillo T tal que T : `D
e→ t⇐ Π (derivacio´n a partir de un programa vac´ıo).
2. Propiedad de Implicacio´n: T : P `D ϕ y ϕ <D ϕ′ implica T ′ : P `D ϕ′
para algu´n a´rbol de prueba T ′ tal que | T ′ | ≤ | T |.
Los resultados de correccio´n de la deducibilidad en CRWL(D) con respecto a una
sema´ntica adecuada de modelos se presentan en [52]. De forma ma´s precisa, como
se demuestra en [52], CRWL(D) es correcto y completo con respecto a sema´nticas
fuertes, y correcto y completamente cerrado con respecto a sema´nticas de´biles, dos
diferentes clases de sema´nticas.
Ejemplo 43. Dado el siguiente programa escrito en CFLP (R):
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inInterval :: real→ real→ real→ boolean
inInterval A B X → and (A ≤ X) (X ≤ B)
from :: real→ real→ [real]
from X D → [X | from (X +D) D]
takeWhile :: (real→ bool)→ [real]→ [real]
takeWhile P [ ] → [ ]
takeWhile P [X | Xs] → if (P X) [X | takeWhile P Xs]
if true L R → L
if false L R → R
Describen las funcio´nes “inInterval” que dado tres reales, indica si se cumple que
el tercero es mayor o igual que el primero y menor o igual que el segundo, la funcio´n
“from” genera una lista infinita comenzando desde un elemento dado por el primer
argumento X, y el siguiente elemento de la lista tiene un incremento D con respecto
al anterior, la funcio´n “takeWhile” que va tomando todos los elementos de una
lista hasta que encuentra un elemento que no cumple la propiedad P , y la funcio´n
auxiliar “if”, que dado un booleano, si es ‘true’ devuelve el segundo argumento, y
si es ‘false’, el tercero.
Tenemos que el a´rbol de prueba T correspondiente a la CRWL(D)-derivacio´n
T : P `R takeWhile (inInterval 0 1) (from X 0.5) == [X]⇐ X > 0.5, X ≤ 1
tiene la siguiente estructura (hemos separado la definicio´n del suba´rbol de T , T0 para
una mayor sencillez en la lectura):
AC takeWhile ( inInterval 0 1)(from X 0.5) == [X]⇐ X > 0.5 , X ≤ 1
X > 0.5 , X ≤ 1 |=R [X] == [X]
DC [X]→ [X]⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
DC [ ]→ [ ]⇐ X > 0.5 , X ≤ 1
DF takeWhile ( inInterval 0 1)(from X 0.5)→ [X]⇐ X > 0.5 , X ≤ 1 ≤ 1
DC inInterval 0 1→ interval01⇐ X > 0.5 , X ≤ 1
RR 0→ 0⇐ X > 0.5 , X ≤ 1
RR 1→ 1⇐ X > 0.5 , X ≤ 1
DF from X 0.5→ [X,X + 0.5|⊥]⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
RR 0.5→ 0.5⇐ X > 0.5 , X ≤ 1
DC [X|from (X + 0.5) 0.5]→ [X,X + 0.5|⊥]
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⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
DF from (X + 0.5) 0.5→ [X + 0.5|⊥]
⇐ X > 0.5 , X ≤ 1
PF X + 0.5→ X + 0.5⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
RR 0.5→ 0.5⇐ X > 0.5 , X ≤ 1
X > 0.5 , X ≤ 1 |=R X + 0.5→ X + 0.5
RR 0.5→ 0.5⇐ X > 0.5 , X ≤ 1
DC [X + 0.5|from ((X + 0.5) + 0.5) 0.5]
→ [X + 0.5|⊥]⇐ X > 0.5 , X ≤ 1
PF X + 0.5→ X + 0.5⇐ X > 0.5 , X ≤ 1
TI from ((X + 0.5) + 0.5) 0.5→ ⊥
⇐ X > 0.5 , X ≤ 1
DF if (inInterval 0 1 X) [X|takeWhile (inInterval 0 1) [X + 0.5|⊥]] [ ]
→ [X]⇐ X > 0.5 , X ≤ 1
DF inInterval 0 1 X → true⇐ X > 0.5 , X ≤ 1
RR 0→ 0⇐ X > 0.5 , X ≤ 1
RR 1→ 1⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
DF and (0 ≤ X) (X ≤ 1)→ true⇐ X > 0.5 , X ≤ 1
PF 0 ≤ X → true⇐ X > 0.5 , X ≤ 1
RR 0→ 0⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
X > 0.5, X ≤ 1 |=R 0 ≤ X → true
PF X ≤ 1→ true⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
RR 1→ 1⇐ X > 0.5 , X ≤ 1
X > 0.5, X ≤ 1 |=R X ≤ 1→ true
DC true→ true⇐ X > 0.5 , X ≤ 1
DC [X|takeWhile (inInterval 0 1) [X + 0.5|⊥]]→ [X]
⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
DC takeWhile (inInterval 0 1) [X+0.5|⊥]→ [ ]⇐ X > 0.5 , X ≤ 1
. . . T0 . . .
DC [ ]→ [ ]⇐ X > 0.5 , X ≤ 1
DC [X]→ [X]⇐ X > 0.5 , X ≤ 1
RR X → X ⇐ X > 0.5 , X ≤ 1
DC [ ]→ [ ]⇐ X > 0.5 , X ≤ 1
El a´rbol de prueba T0 es tal que T0 : P `R takeWhile (inInterval 0 1)[X+0.5|⊥]→
[ ]⇐ X > 0.5 , X ≤ 1
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Adicionalmente, el siguiente resultado sera´ u´til para demostrar propiedades sobre el
ca´lculo de estrechamiento CDNC(D) y el nuevo ca´lculo concurrente en el Cap´ıtulo
4. Su demostracio´n puede encontrarse en el Ape´ndice A.
Lema 44 (Propiedad de Particionado). Sea P un CFLP (D)-programa. Para
cualquier e ∈ Exp⊥(U), t ∈ Pat⊥(U) y p ∈ Pos(e), las siguientes condiciones son
equivalentes:
1. T : P `D e→ t⇐ Π.
2. Existe s ∈ Pat⊥(U) tal que T1 : P `D e|p → s⇐ Π y T2 : P `D e[s]p → t⇐
Π.
Adema´s, cuando probamos “(1) ⇒ (2)” uno puede escoger | T1 |, | T2 | ≤ | T |.
3.3 La clase de los COISS(D)-Programas con A´rboles
Definicionales
La clase de los llamados COISS(D)-programas con restricciones y a´rboles defini-
cionales usada en esta seccio´n es una subclase de los CFLP (D)-programas gene´ricos
presentados en [50, 52]. En esta seccio´n introduciremos de los COISS(D)-programas
y sus sema´nticas pretendidas.
3.3.1 A´rboles Definicionales con Solapamiento y Restricciones
Los CFLP (D)-programas son presentados como reglas de reescritura con restric-
ciones que definen el comportamiento de funciones de orden superior y/o funciones
perezosas no deterministas sobre D llamadas reglas de programa. Ma´s concreta-
mente, una regla de programaR para f ∈ DFn es de la formaR : f tn → r ⇐ P 2C
(abreviado como f tn → r si P y C son ambos vac´ıos) y es necesario que se cumplan
las tres condiciones que se listan a continuacio´n:
1. El lado izquierdo de la regla f tn es una expresio´n lineal, y para todo 1 ≤ i ≤ n,
ti ∈ Pat(U) son patrones totales. El lado derecho r ∈ Exp(U) tambie´n es total.
2. P es una secuencia infinita de producciones de la forma ei → Ri (1 ≤ i ≤ k),
que se interpreta como conjuncio´n de definiciones locales, y cumpliendo las
siguientes condiciones de admisibilidad :
(a) Para todo 1 ≤ i ≤ k, ei ∈ Exp(U) es una expresio´n total, Ri es una
variable diferente, y Ri /∈ var(f tn).
(b) Es posible reordenar las producciones de P de la siguiente manera P ≡
e1 → R1, . . . , ek → Rk donde Rj /∈ var(ei) para todo 1 ≤ i ≤ j ≤ k (sin
ciclos).
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from X
[X | from (s X) ] count [ ]
0 count [X] count [X,Y | Zs ]
s 0 aux R N ⇐ count [Y | Zs ]→ N

count [X | Y s ]
count Xs
?
? ?
aux B N
aux true N aux false N
s N s 0
? ?
seq X Y →! R
Tfrom
Tcount
Taux
?
Figura 3.2: A´rboles definicionales con restricciones para from, count y aux.
3. C es un conjunto finito de restricciones totales, tambie´n interpretadas como
conjuncio´n, y posiblemente incluyendo apariciones de s´ımbolos de funciones
definidas.
Ejemplo 45. El siguiente CFLP (D)-programa puede usarse sobre el dominio de
restricciones Hseq. Usamos las construtoras 0 ∈ DC0, s ∈ DC1, y la sintaxis de
listas similar a la de Prolog.
from X → [X | from (s X)] % crea una lista infinita a partir de un valor inicial X.
count [ ] → 0 % Cuenta los valores repetidos consecutivos desde
count [X] → s 0 % la cabeza de la lista hasta que encuentre un valor
count [X,Y |Zs] → aux R N ⇐ count [Y |Zs] → N  seq X Y →! R % diferente.
aux true N → s N
aux false N → s 0
La clase de los COISS(D)-programas queda definida como una subclase de los
CFLP (D)-programas donde las reglas definidas pueden organizarse en una estruc-
tura jera´rquica llamada a´rbol definicional [4]. Ma´s concretamente, hemos escogido
reformular las nociones presentadas en [5, 6, 21] sobre a´rboles definicionales con
solapamiento y sistemas inductivamente secuenciales con solapamiento, incluyendo
reglas de restricciones sobre un dominio gene´rico de restricciones D.
Definicio´n 46 (A´rboles definicionales con restricciones). Sea P un CFLP (D)-
programa sobre un dominio de restricciones D dado. Un patro´n de llamada es
cualquier patro´n lineal de la forma ftn, donde f ∈ DFn y tn ∈ Pat⊥(U). T es un
A´rbol Definicional con Restricciones sobre D (cDT (D) para abreviar) con patro´n
de llamada τ si y solo si su altura es finita y se cumple alguno de los dos casos
siguientes:
• T ≡ rule(τ → r1 ⇐ P1C1| . . . |rm ⇐ PmCm), donde τ → ri ⇐ PiCi
para todo 1 ≤ i ≤ m es una variante de una regla de programa en P.
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• T ≡ case(τ,X, [T1, . . . , Tk]), donde X es una variable en τ , h1, . . . , hk (k > 0)
son s´ımbolos pasivos de P diferentes dos a dos, y para todo 1 ≤ i ≤ k, Ti es
un cDT (D) con patro´n de llamada τσi, donde σi = {X 7→ hiY mi} con Y mi
variables nuevas y distintas tal que hiY mi ∈ Pat(U).
Representamos un cDT (D) T con patro´n de llamada τ usando la notacio´n Tτ . Un
cDT (D) de un s´ımbolo de funcio´n f ∈ DFn definido por P es un cDT (D) T con
patro´n de llamada fXn, donde Xn son variables nuevas. Lo representamos usando
la notacio´n Tf .
Definicio´n 47 (COISS(D)-programas).
1. Un s´ımbolo de funcio´n f ∈ DFn se dice que es inductivamente secuencial
con solapamiento y restricciones con respecto a un CFLP (D)-programa P si
y solo si existe un cDT (D) Tf of f tal que la coleccio´n de todas las reglas del
programa τ → ri ⇐ PiCi (1 ≤ i ≤ m) obtenidas de los diferentes nodos
rule(τ → r1 ⇐ P1C1| . . . |rm ⇐ PmCm) que aparecen en Tf son iguales,
salvo variantes, a la coleccio´n de todas las reglas del programa en P cuyo lado
izquierdo tiene el s´ımbolo ra´ız f .
2. Un CFLP (D)-programa P se dice que es un sistema inductivamente secuencial
con solapamiento y restricciones sobre D (COISS(D), del ingle´s Constrained
Overlapping Inductively Sequential System) si y solo si cada funcio´n definida
en P es inductivamente secuencial con solapamiento y restricciones.
Como ejemplo concreto, podemos considerar el CFLP (Hseq)-programa dado en el
Ejemplo 45. A partir de los a´rboles definicionales ilustrados en la Figura 3.2, es fa´cil
probar que este programa es un COISS(Hseq). Por ejemplo, el s´ımbolo de funcio´n
definida count tiene el siguiente a´rbol definicional Tcount:
case (count Xs,Xs, [
rule (count [ ] → 0),
case (count [X|Y s], Y s, [
rule (count [X]→ s 0),
rule (count [X,Y |Zs] → aux R N ⇐ count [Y |Zs] → N  seq X Y →! R) ] ) ] )
3.4 Estrechamiento Perezoso con Restricciones y A´rbo-
les Definicionales
En este apartado presentamos un Ca´lculo de Restricciones de Estrechamiento De-
mandado CDNC(D) (del ingle´s Constrained Demanded Narrowing Calculus), sobre
COISS(D)-programas. Para nuestra discusio´n sobre este nuevo ca´lculo con a´rboles
definicionales vamos a combinar las ideas y te´cnicas principales del CLNC(D)
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ca´lculo en [50] (con restricciones gene´ricas pero sin a´rboles definicionales) y el
DNC-ca´lculo en [21] (con a´rboles definicionales, pero sin restricciones gene´ricas).
La idea general es asegurar la computacio´n de respuestas para los objetivos que
sean correctas con respecto a la sema´ntica CRWL(D), mientras que se usan los
a´rboles definicionales de forma similar a [7] para asegurar que todas los pasos de
estrechamiento perezosos con restricciones que ocurren durante la computacio´n son
necesarios. Primero daremos una definicio´n precisa para la clase de objetivos y
respuestas admisibles que vamos a usar.
3.4.1 Objetivos y Respuestas
Un objetivo para un COISS(D)-programa debe ser de la formaG ≡ ∃U.P C S σ,
donde el s´ımbolo ‘ ’ es interpretado como conjuncio´n, y:
• U =def evar(G) es el conjunto de variables existenciales de el objetivo G. Son
variables intermedias, cuyas vinculaciones ser´ıan patrones parciales.
• P ≡ e1 → R1, . . . , en → Rn es una conjuncio´n finita de producciones donde
cada Ri es una variable distinta, y ei es una expresio´n o un par de la forma
< τ, T >, donde τ es una instancia del patro´n en la ra´ız de un cDT (D) T .
Esas producciones e → R cuyo lado izquierdo e es solamente una expresio´n
son denominadas suspensiones, mientras que las que cuyo lado izquierdo es de
la forma < τ, T > son denominadas producciones demandadas. El conjunto
de variables producidas de G se define como pvar(P ) =def {R1, . . . , Rn} y
definimos la relacio´n de produccio´n X P Y si y solo si hay algu´n 1 ≤ i ≤ n
tal que X ∈ var(ei) e Y ≡ Ri.
• C ≡ δ1, . . . , δk es una conjuncio´n finita de restricciones totales (posiblemente
con apariciones de s´ımbolos de funciones definidas).
• S ≡ pi1, . . . , pil es una conjuncio´n finita de restricciones primitivas totales,
llamada almace´n de restricciones.
• σ es una sustitucio´n idempotente llamada sustitucio´n respuesta tal queDom(σ)
∩ var(P C S) = ∅.
Adema´s, cualquier objetivo admisible debe ser satisfecho por las mismas condiciones
de admisibilidad dadas en [50] sobre variables producidas ademas de una nueva
condicio´n de admisibilidad para a´rboles definicionales:
DT Para cada produccio´n demandada < τ, T >→ R en P , la variable R es deman-
dada (es decir R ∈ DV arD(G) en el sentido de la Definicio´n 48), y las variables en
T no aparecen en ningu´n otro lugar del objetivo.
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De forma similar a [21, 50], CDNC(D) usa una nocio´n de variable demandada para
tratar con la evaluacio´n perezosa, pero ahora en este trabajo con respecto a un
almace´n de restricciones, orden superior y a´rboles definicionales con restricciones.
Definicio´n 48 (Variables Demandadas). Sea G ≡ ∃U. P C S σ un objetivo
admisible para un COISS(D)-programa dado y X ∈ var(G). Decimos que X es una
variable demandada en G si y solo si se cumple uno de los siguientes casos:
• X ∈ DV arD(S) (ver item 1 en la Definicio´n 36).
• Existe alguna suspensio´n (Xak → R) ∈ P tal que k > 0 y R es una variable
demandada en G.
• Existe alguna produccio´n demandada (< e, case (τ, Y, [T1, . . . , Tk]) > → R) ∈
P tal que X = e|pos(Y,τ) y R es una variable demandada en G.
Escribimos DV arD(G) (o de forma ma´s precisa, DV arD(P S)) para el conjunto
de variables demandadas en el objetivo G.
Un objetivo admisible G ≡ ∃U. P C S σ se dice que es un objetivo resuelto si
y solo si P y C son vac´ıos y S esta´ en ∅-forma resuelta en el sentido del item 2.(a)
de la Definicio´n 36. Un objetivo inicial puede ser cualquier objetivo admisible.
Definicio´n 49 (Respuestas). Una respuesta para un objetivo admisible G ≡ ∃U.
P C S σ y un COISS(D)-programa dado P, debe ser de la forma Π θ, donde
Π ⊆ PCon(D) es una conjuncio´n finita de restricciones primitivas totales, θ ∈
Sub⊥(U) es una sustitucio´n idempotente tal que Dom(θ) ∩ var(Π) = ∅, y hay alguna
sustitucio´n θ′ =\evar(G) θ satistaciendo las tres condiciones siguientes:
• P `D (P C)θ′ ⇐ Π en CRWL(D) (para producciones demandadas (< τ, T >
→ R) ∈ P , consideraremos solo P `D τθ′ → θ′(R) ⇐ Π, porque los a´rboles
definicionales se usan u´nicamente para controlar eficientemente los co´mputos),
• Π |=D Sθ′ (es decir, SolD(Π) ⊆ SolD(Sθ′) de acuerdo con el tercer item de la
Definicio´n 34),
• Xθ′ ≡ tθ′ para cada v´ınculo X 7→ t ∈ σ, que abreviamos como θ′ ∈ Sol(σ).
Denotamos AnsP(G) al conjunto de todas las posibles respuestas de G. Una re-
spuesta Π θ ∈ AnsP(G) se dice que es trivial si y solo si InSatD(Π) y no trivial
en cualquier otro caso. Por otra parte, podemos relacionar objetivos y respuestas
extendiendo la nocio´n de solucio´n presentada en la Definicio´n 34.
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Definicio´n 50 (Soluciones). Sea G ≡ ∃U. P C S σ un objetivo admisible
para un COISS(D)-programa P dado. Diremos que una valoracio´n µ ∈ V al⊥(D) es
una solucio´n de G si y solo si (∅µ) ∈ AnsP(G). Escribimos SolP(G) para repre-
sentar el conjunto de todas las soluciones de G. Ana´logamente, definimos el conjunto
de soluciones para una respuesta Π θ como SolD(Π θ) =def {µ ∈ V al⊥(D) | µ ∈
SolD(Π) ∩ Sol(θ)}.
El siguiente resultado, cuya demostracio´n se encuentra en el Ape´ndice A, resulta
u´til para probar las principales propiedades del ca´lculo CDNC(D) y muestra que
la sema´ntica CRWL(D) no acepta valores indefinidos para variables demandadas,
identificando los pasos de co´mputo demandados y necesarios en las derivaciones.
Lema 51 (Lema de Demanda). Si Π θ es una respuesta no trivial para un obje-
tivo admisible G de un COISS(D)-programa y X ∈ DV arD(G) entonces θ′(X) 6= ⊥
para toda θ′ =\evar(G) θ dada en la Definicio´n 49.
3.4.2 El Ca´lculo CDNC(D)
El ca´lculo CDNC(D) esta´ formado por un conjunto de reglas de transformacio´n para
objetivos admisibles. Cada transformacio´n es de la forma G `` G′, especificando una
de las posibles maneras de realizar un paso de resolucio´n objetivos. Escribimos G `
`R G′ para indicar que G `` G′ por medio de la CDNC(D)-regla de transformacio´n
R. Las derivaciones son secuencias de `` -pasos. Como en el caso de las SLD-
derivaciones con restricciones para CLP (D)-programas [36], las derivaciones con
e´xito terminara´n eventualmente con un objetivo resuelto. Derivaciones con fallo
(terminadas con un objetivo inconsistente ) y derivaciones infinitas tambie´n son
posibles. De forma similar a [21, 50], todas las reglas de transformacio´n de objetivos
son aplicadas sobre P y C como conjuntos, ma´s que como secuencias.
• Las reglas de transformaciones concernientes a suspensiones e→ R (ver Figura
3.3) esta´n disen˜adas con el propo´sito de modelar el comportamiento del es-
trechamiento con restricciones perezoso con sharing como en el CLNC(D)-
ca´lculo [50], suponiendo funciones primitivas, posiblemente funciones definidas
de orden superior y variables funcionales.
• Las reglas de transformacio´n de objetivos para producciones demandadas <
e, T > → R (ver Figura 3.4) codifican la estrategia de estrechamiento deman-
dado guiada por el a´rbol T , de forma similar a [21, 50]: si T es un rule-a´rbol,
entonces la transformacio´n RRA escoge una de las reglas disponibles para
la reescritura de e, introduciendo suspensiones y restricciones apropiadas en
el nuevo objetivo tal que la evaluacio´n perezosa este´ asegurada. Si T es un
case-a´rbol, una de las transformaciones CSS, DI o DN puede ser aplicada,
de acuerdo al tipo de s´ımbolo que aparece en e en la posicio´n de distincio´n de
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SS Suspensio´n Simple ∃X,U. t→ X,P C Sσ `` SS
∃U. (P C S)σ0σ si t ∈ Pat(U) y σ0 = {X 7→ t}.
IM Imitacio´n ∃X,U. hem → X,P C Sσ `` IM
∃Xm, U. (em → Xm, P C S)σ0σ
si hem /∈ Pat(U) es pasiva, X ∈ DV arD(P S) y σ0 = {X 7→ hXm} con
Xm variables nuevas tales que hXm ∈ Pat(U).
EL Eliminacio´n ∃X,U. e→ X,P C Sσ `` EL
∃U. P C Sσ si X /∈ var(P C Sσ).
PF Funcio´n Primitiva ∃X,U. pen → X,P C Sσ `` PF
∃Xq, X, U. eq → Xq, P C  ptn →! X,Sσ
si p ∈ PFn, X ∈ DV arD(P S), y Xq son nuevas variables (0 ≤ q ≤ n es el
nu´mero de ei /∈ Pat(U)) tales que ti ≡ Xj (0 ≤ j ≤ q) si ei /∈ Pat⊥(U) y
ti ≡ ei en cualquier otro caso para todo 1 ≤ i ≤ n.
DT A´rbol Definicional ∃X,U. fen → X,P C Sσ `` DT1
∃X,U. < fen, TfXn >→ X,P C Sσ
∃X,U. fenak → X,P C Sσ `` DT2
∃X,X ′, U. < fen, TfXn >→ X ′, X ′ak → X,P C Sσ
si f ∈ DFn(k > 0), X ∈ DV arD(P S), ambos X ′ y todas las variables en TfXn
son nuevas variables.
FV Variable Funcional ∃X,U. Feq → X,P C Sσ `` FV
∃Xp, X, U. (hXpeq → X,P C S)σ0σσ0
si F /∈ pvar(P ), q > 0, X ∈ DV arD(P S), σ0 = {F 7→ hXp} y Xp son nuevas
variables tales que hXp ∈ Pat(U).
Figura 3.3: CDNC(D)-reglas para suspensiones.
casos. Por lo dema´s, fallamos usando CC. En caso contrario, la computacio´n
debe retrasarse.
• Las reglas de transformacio´n de objetivos concernientes a las restricciones (ver
Figura 3.5) esta´n disen˜adas para combinar restricciones (primitivas o definidas
por el usuario) con la accio´n de un resolutor de restricciones que satisface los
requerimientos dados en la Definicio´n 36. La regla de fallo SF se usa para
detectar errores en la resolucio´n de restricciones.
El siguiente ejemplo de resolucio´n de un objetivo pretende ilustrar las principales
propiedades del ca´lculo CDNC(D). Para cada paso de transformacio´n de objetivos,
subrayaremos que´ subobjetivo ha sido seleccionado.
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CSS Seleccio´n de Caso
∃R,U. < e, case(τ,X, [T1, . . . , Tk]) >→ R,P C Sσ `` CSS
∃R,U. < e, Ti >→ R,P C Sσ
Si e|pos(X,τ) = hi . . ., con 1 ≤ i ≤ k dado por e, donde hi es el s´ımbolo
pasivo asociado a Ti.
DI Instanciacio´n Demandada
∃R,U. < e, case(τ,X, [T1, . . . , Tk]) >→ R,P C Sσ `` DI
∃Y mi , R, U. (< e, Ti >→ R,P C S)σ0σσ0
Si e|pos(X,τ) = Y , Y /∈ pvar(P ), σ0 = {Y 7→ hiY mi} con hi (1 ≤ i ≤ k)
es el s´ımbolo pasivo asociado a Ti e Y mi son nuevas variables.
DN Estrechamiento Demandado
∃R,U. < e, case(τ,X, [T1, . . . , Tk]) >→ R,P C Sσ `` DN
∃R′, R, U. e|pos(X,τ) → R′,
< e[R′]pos(X,τ), case(τ,X, [T1, . . . , Tk]) >→ R,P C Sσ
Si e|pos(X,τ) = g . . . con g ∈ FS activo (s´ımbolo primitivo o de funcio´n definida)
y R′ una variable nueva.
RRA Aplicacio´n de Regla de Reescritura
∃R,U. < e, rule(τ → r1 ⇐ P1C1| . . . |rk ⇐ Pk Ck) >→ R,P  C 
Sσ `` RRA
∃X,R,U. σf (R1)→ R1, . . . , σf (Rm)→ Rm, riσc → R,Piσc, P Ciσc,
C Sσ
• σ0 = σc unionmulti σf con Dom(σ0) = var(τ) y τσ0 = e.
• σc =def σ domc(σ0), donde domc(σ0) = {X ∈ Dom(σ0) | σ0(X) ∈ Pat(U)}.
• σf =def σ domf (σ0), donde domf (σ0) = {X ∈ Dom(σ0) | σ0(X) /∈ Pat(U)}
= {R1, . . . , Rm}.
• X ≡ var(τ → ri ⇐ PiCi)\domc(σ0).
CC Caso no Cubierto
∃R,U. < e, case(τ,X, [T1, . . . , Tk]) >→ R,P C Sσ `` CC 
Si e|pos(X,τ) = h . . . es un s´ımbolo pasivo y h /∈ {h1, . . . , hk}, donde hi es el
s´ımbolo pasivo asociado a Ti (1 ≤ i ≤ k).
Figura 3.4: CDNC(D)-reglas para producciones demandadas y deteccio´n de errores.
Ejemplo 52. Computamos todas las respuestas para la restriccio´n definida por el
usuario N /= s (count (from M)) usando el COISS(Hseq)-programa dado en el
Ejemplo 45 y el a´rbol definicional dado en la Figura 3.2. Este ejemplo ilustra el uso
de producciones para lograr el efecto de una evaluacio´n dirigida por demanda con
listas infinitas y el uso de a´rboles definicionales para asegurar la eleccio´n eficiente
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CS Resolucio´n de Restricciones ∃U. P C Sσ `` CS{χ}
∃Y i, U. (P C)σiSiσσi
Si χ = pvar(P ), S no es χ-resuelto, SolveD(S, χ) =
∨k
i=1(Siσi), e Y i son
las nuevas variables introducidas por el resolutor en Siσi, para todo 1 ≤ i ≤ k.
AC Restriccio´n Ato´mica ∃U. P  pen →! t, C Sσ `` AC
∃Xq, U. eq → Xq, P C  ptn →! t, Sσ
Si p ∈ PFn, pen →! t es una restriccio´n, Xq son nuevas variables (0 ≤ q ≤ n es el
nu´mero de ei /∈ Pat⊥(U)) tal que ti ≡ Xj (0 ≤ j ≤ q) si ei /∈ Pat⊥(U) y
ti ≡ ei para cualquier otro caso para todo 1 ≤ i ≤ n.
SF Fallo de Resolucio´n ∃U. P C Sσ `` SF{χ} 
si χ = pvar(P ), S no es χ-resuelta, y SolveD(S, χ) = .
Figura 3.5: CLNC(D)-reglas para resolver restricciones y deteccio´n de errores.
de los redexes demandados.
 N /= s (count (from M))   ε `` AC ( restriccio´n no primitiva )
∃L. s (count (from M))→ L   N /= L  `` IM{L 7→ s K} ( L es necesario y demandado )
∃K. count (from M)→ K   N /= s K  `` CS{K} ( K es necesario pero no demandado )
Llegados a este punto, un resolutor de restricciones sobre Hseq (ver Ejemplo 37) da
dos alternativas posibles: SolveHseq ({N /= s K}, {K}) = ( {N 7→ 0})∨ ({N ′ /= K} {N 7→
s N ′}), y hay dos posibles continuaciones para el co´mputo, donde el uso de a´rboles
definicionales Tfrom, Tcount y Taux en producciones demandadas gu´ıa y evita elec-
ciones don’t know de reglas de programa y computos fallidos con respecto al ca´lculo
CLNC(D) [50]:
∃K. count (from M)→ K    {N 7→ 0} `` EL (K ¡ahora es innecesario! )
   {N 7→ 0} respuesta computada: S1σ1 ≡  {N 7→ 0}
∃K,N ′. count (from M)→ K N ′ /= K {N 7→ s N ′} `` DT (K ¡Ahora es demandada! )
∃K,N ′. < count (from M), Tcount >→ K   N ′ /= K  {N 7→ s N ′} `` DN
∃K′,K,N ′. from M → K′, < count K′, Tcount >→ K   N ′ /= K  {N 7→ s N ′} `` DT
∃K′,K,N ′. < from M, Tfrom >→ K′, < count K′, Tcount >→ K   (K′ es demandada )
N ′ /= K  {N 7→ s N ′} `` RRA ( aplicacio´n de la regla ‘from’ )
∃K′,K,N ′. [M |from (s M)]→ K′, < count K′, Tcount >→ K  
N ′ /= K  {N 7→ s N ′} `` 3
IM{K′ 7→ [A|As]}, SS{A 7→ M}, CSS
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∃As,K,N ′. from (s M)→ As, < count [M |As], Tcount [·|·] >→ K  
N ′/= K  {N 7→ s N ′} `` DT (As es demandada por el a´rbol definicional )
∃As,K,N ′. < from (s M), Tfrom >→ As, < count [M |As], Tcount [·|·] >→ K  
N ′/= K  {N 7→ s N ′} `` RRA ( aplicacio´n de la regla ‘from’ )
∃As,K,N ′. [s M |from (s (s M))]→ As, < count [M |As], Tcount [·|·] >→ K  
N ′ /= K  {N 7→ s N ′} `` 3
IM{As 7→ [B|Bs]}, SS{B 7→ s M}, CSS
∃Bs,K,N ′. from (s (s M))→ Bs, < count [M, s M |Bs], Tcount [·,·|·] >→ K  
N ′/= K  {N 7→ s N ′} `` RRA ( aplicacio´n de la regla ‘count’ )
∃R,N ′′, Bs,K,N ′. from (s (s M))→ Bs, aux R N ′′ → K, count [s M |Bs]→ N ′′
seq M (s M)→! RN ′/= K {N 7→ s N ′} `` DT (Bs,N ′′ no esta´ demandada )
∃R,N ′′, Bs,K,N ′.from (s (s M))→ Bs, < aux R N ′′, Taux >→ K, count [s M |Bs]→ N ′′
seq M (s M)→! R  N ′ /= K  {N 7→ s N ′} `` DI{R 7→ false}
∃N ′′, Bs,K,N ′. from (s (s M))→ Bs, < aux false N ′′, Taux,false >→ K,
count [s M |Bs]→ N ′′ M/= s MN ′/= K {N 7→ s N ′} `` 2
RRA,SS{K 7→ s 0}
∃N ′′, Bs,N ′. from (s (s M))→ Bs, count [s M |Bs]→ N ′′  M /= s M 
N ′ /= s 0  {N 7→ s N ′} `` 2EL ( N ′′ es innecesaria y entonces Bs es innecesaria! )
∃N ′.M/= s MN ′/= s 0 {N 7→ s N ′} `` 2
AC,CS{} ( tiene dos posibilidades de nuevo )
∃N ′.   N ′ /= s 0  {M 7→ 0, N 7→ s N ′}
respuesta computada: S2σ2 ≡ N ′ /= s 0  {M 7→ 0, N 7→ s N ′}
∃M ′, N ′.   M ′ /= M,N ′ /= s 0  {M 7→ s M ′, N 7→ s N ′}
respuesta computada: S3σ3 ≡ M ′ /= M,N ′ /= s 0  {M 7→ s M ′, N 7→ s N ′}
3.4.3 Propiedades del Ca´lculo CDNC(D)
En este apartado mostramos los resultados teo´ricos principales de esta seccio´n rela-
tivos a la relacio´n existente entre la lo´gica CRWL(D) y el mecanismo de resolucio´n
de objetivos CDNC (D), y a los cuales denominaremos correccio´n y completitud del
ca´lculo CDNC (D) con respecto a la sema´ntica del esquema CFLP(D). Para probar
ambas propiedades usaremos en el Ape´ndice te´cnicas similares a las usadas para
el CLNC(D)-ca´lculo presentado en [50]. Los siguientes resultados de correccio´n
demuestran que las respuestas computadas para un objetivo G son, en efecto, re-
spuestas correctas.
Teorema 53 (Correccio´n de CDNC(D)). Si G0 es un objetivo inicial y G0
`` ∗CDNC(D) Gn, donde Gn ≡ ∃U.  S σ es un objetivo resuelto, entonces S σ ∈
AnsP(G0).
La demostracio´n de completitud de CDNC(D) esta´ basada en la siguiente idea:
siempre que Π θ ∈ AnsP(G) y G no esta´ resuelto todav´ıa, hay un nu´mero finito
de elecciones locales para un primer paso de co´mputo G `` Gj (1 ≤ j ≤ l) tal que
el nuevo objetivo Gj esta´ “ma´s cerca de ser resuelto” y “cubre todas las soluciones
de Π θ”. El siguiente resultado de completitud revela que CDNC(D) es fuerte-
mente completo, es decir, la eleccio´n local de la regla de transformacio´n de objetivos
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aplicada a cada paso puede ser una eleccio´n don’t care.
Teorema 54 (Completitud de CDNC(D)). Sea G0 un objetivo inicial admisible
y Π0 θ0 ∈ AnsP(G0) no trivial. Entonces existe un nu´mero finito de deriva-
ciones que terminan en objetivos resueltos G0 `` ∗CDNC(D) Gi (1 ≤ i ≤ k) tales que
SolD(Π0 θ0) ⊆
⋃k
i=1 SolP(Gi).
Finalmente, desde el punto de vista de la eficiencia y de acuerdo con nuestro Lema
51 de Demanda, los a´rboles definicionales se usan en las producciomes demandadas
para asegurar que solo se den pasos de estrechamiento necesarios, en la l´ınea de
[5, 7, 21]. Entonces, los co´mputos en CDNC(D) son en esencia derivaciones de es-
trechamiento necesario mo´dulo elecciones no deterministas entre reglas de programa
con restricciones y solapamiento.
3.4.4 Transformacio´n de Programas
Para demostrar que los COISS(D)-programas tienen la misma que expresividad
que los CFLP (D)-programas, proponemos un algoritmo de transformacio´n inspi-
rado en la transformacio´n descrita en [48] para probar que cualquier CFLP (D)-
programa puede transformarse en un COISS(D)-programa equivalente, preservando
la sema´ntica de la lo´gica de reescritura CRWL(D). Vamos a empezar definiendo
algunas nociones auxiliares.
Definicio´n 55 (Posiciones Demandadas). Sea P un CFLP (D)-programa. Un
patro´n de llamada gene´rico es cualquier patro´n de llamada de la forma fXn, donde
Xn son variables diferentes. Sea τ un patro´n de llamada. Se dice que:
1. Una regla de programa (l → r ⇐ P C) ∈ P es ajustada por τ si y solo si
τ  l.
2. p ∈ V Pos(τ) es demandada por el lado izquierdo l de una regla de programa
P, la cual es ajustada por τ si y solo si l tiene un s´ımbolo pasivo en la posicio´n
p.
3. p ∈ V Pos(τ) es demandada si y solo si p es demandada por el lado izquierdo
de una regla de programa en P que es ajustada por τ .
4. p ∈ V Pos(τ) es uniformemente demandada si y solo si p es demandada por el
lado izquierdo de todas las reglas de programa en P que se ajusten con τ .
Sea P un CFLP (D)-programa. El algoritmo de transformacio´n es ejecutado por
una funcio´n denominada COIS (Inductivamente Secuencial con Restricciones y
Solapamiento) sobre D que toma P y devuelve un COISS(D)-programa equiv-
alente. Para transformar completamente los programas so´lo necesitamos aplicar
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este algoritmo a cada funcio´n definida f ∈ DFn del programa con la llamada ini-
cial COIS(P) = ⋃f∈DF COIS(fXn,Pf ), donde fXn es un patro´n de llamada
gene´rico para todo f ∈ DFn y Pf es el subconjunto de P formado por las reglas
definiendo f (obviamente, P = ⋃f∈DF Pf ). Las llamadas recursivas tendra´n la
forma COIS(τ,P), donde τ es un patro´n de llamada y P es un conjunto de reglas
de CFLP (D)-programa que son ajustadas por τ . Distinguimos los siguientes casos:
1. Alguna posicio´n en V Pos(τ) es uniformemente demandada.
Sea p ∈ V Pos(τ) la posicio´n ma´s a la izquierda y sea X la variable en la
posicio´n p en τ . Sean h1, . . . , hm los s´ımbolos pasivos que aparecen en la
posicio´n p en el lado izquierdo de las reglas del programa P ajustados por τ .
Definimos COIS(τ,P) = ⋃1≤i≤m COIS(τi,Pi), donde:
• τi = τ{X 7→ hiXri} con Xri variables frescas.
• Pi = {(l→ r ⇐ P C) ∈ P | l  τi}.
Entonces Tτ es de la forma case(τ,X, [Tτ1 , . . . , Tτm ]), donde los a´rboles Tτi son
creados recursivamente.
2. Ninguna posicio´n de V Pos(τ) es demandada.
Estamos en el caso en el que todos los lados izquierdos de las reglas de P que son
ajustadas por τ son variantes de τ y pueden definirse como COIS(τ,P) = P.
Adema´s, Tτ tiene la estructura rule(τ → r1 ⇐ P1C1| . . . |rm ⇐ PmCm).
3. Alguna posicio´n en V Pos(τ) es demandada, pero ninguna es uniformemente
demandada.
Sea p ∈ V Pos(τ) la posicio´n ma´s a la izquierda. Tomamos P+p = {R ∈ P |
el lado izquierdo de R que demanda p } y P−p = P\P+p . Consideramos dos
nuevos s´ımbolos de funcio´n, f1, f2, con la misma aridad que f (el s´ımbolo de
funcio´n definida en la ra´ız de τ), y definimos COIS(τ,P) = COIS(τ1,P1) ∪
COIS(τ2,P2) ∪ {τ → τ1, τ → τ2}, donde:
• τ1 (τ2 respectivamente) es el nuevo patro´n de llamada construido cam-
biando las apariciones de f en la ra´ız de τ por el nuevo s´ımbolo de funcio´n
f1 (f2 respectivamente).
• P1 (P2 respectivamente) es el conjunto de programas construidos a partir
de P+p (P−p respectivamente) cambiando la aparicio´n de f en el lado
izquierdo de sus reglas de programa por el nuevo s´ımbolo de funcio´n f1
(f2 respectivamente).
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El a´rbol definicional Tτ tiene la forma rule(τ → τ1 | τ2) donde Tτ1 y Tτ2 son
creados recursivamente.
Ejemplo 56. Vamos a ilustrar con un ejemplo la aplicacio´n del algoritmo de trans-
formacio´n. Consideremos el siguiente CFLP (Hseq)-programa P sobre el conjunto
de los nu´meros enteros cuyas reglas definen una funcio´n inductivamente secuencial
sin restricciones “check list”:
check list [ ] → 0
check list [X|Xs] → 1 ⇐ X /= 1
check list [X|Xs] → 2 ⇐ X /= 0
check list [X,Y |Zs] → 3 ⇐ X /= Y
Obtenemos un COISS(D)-programa equivalente P ′ mediante la aplicacio´n del algo-
ritmo de transformacio´n:
P ′ = COIS(P) = COIS(check list L,P) =
L esta´ en una posicio´n uniformemente demandada. Consideramos:
P1 = {check list [ ]→ 0}
P2 = P \ P1
= COIS(check list [ ],P1) ∪ COIS(check list [X|Xs],P2) =
• COIS(check list [ ],P1) = P1, porque ninguna posicio´n es demandada.
• COIS(check list [X|Xs],P2) =
Xs esta´ en una posicio´n demandada, pero no uniformemente. Consideramos:
P+2 = {check list [X,Y |Zs] → 3⇐ X /= Y }
P−2 = P2 \ P+2
P21 = {check list1 [X,Y |Zs] → 3⇐ X /= Y }
P22 = {check list2 [X|Xs] → 1⇐ X /= 1,
check list2 [X|Xs] → 2⇐ X /= 0}
= COIS(check list1 [X|Xs],P21) ∪ COIS(check list2 [X|Xs],P22)
∪ {check list [X|Xs] → check list1 [X|Xs],
check list [X|Xs] → check list2 [X|Xs]} =
• COIS(check list1 [X|Xs],P21) = COIS(check list1 [X,Y | Zs], P21) = P21,
porque Xs esta´ en una posicio´n uniformemente demandada y X,Y, Zs no son
demandadas.
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• COIS(check list2 [X|Xs],P22) = P22, porque ninguna posicio´n es deman-
dada.
Obtenemos P ′ = P1 ∪ P21 ∪ P22 ∪ {check list [X|Xs] → check list1 [X|Xs],
check list [X|Xs] → check list2 [X|Xs]}.
Finalmente, probamos que el algoritmo de transformacio´n preserva la sema´ntica de
los programas, esto es: dado un CFLP (D)-programa P y un COISS(D)-programa
P ′ que es resultado de transformar P, entonces las mismas c-sentencias son derivables
en CRWL(D) usando P y P ′.
Teorema 57 (Propiedades de COIS). Para cualquier CFLP (D)-programa P
dado, COIS(P) siempre termina y devuelve otro CFLP (D)-programa P ′ tal que P ′
es un COISS(D) y para cualquier c-sentencia ϕ: P `D ϕ si y solo si P ′ `D ϕ.
El lector puede encontrar la demostracio´n de este teorema en el Ape´ndice A del
trabajo.

Cap´ıtulo 4
Programacio´n Lo´gico Funcional
Concurrente con Restricciones
En el cap´ıtulo anterior presenta´bamos el marco de programacio´n lo´gico funcional con
restricciones CFLP(D) junto a la lo´gica de reescritura CRWL(D), el cual nos aporta
una sema´ntica denotacional y operacional para programas y objetivos. Presenta-
mos tambie´n la clase de los COISS (D)-programas junto con la definicio´n de a´rbol
definicional, que nos proporciona una forma eficiente de controlar los co´mputos. Por
u´ltimo, vimos un algoritmo de transformacio´n de CFLP(D)-programas a COISS (D)-
programas, sobre los que podemos aplicar el ca´lculo de transformacio´n de objetivos
CDNC (D). En este cap´ıtulo haremos uso de toda la base teo´rica aportada en los
cap´ıtulos previos para presentar un marco CFLP(D) concurrente. Tomaremos como
base la definicio´n de a´rbol definicional para la integracio´n de residuacio´n y co´mputos
concurrentes que se da en [33], dado que tiene en cuenta en que´ momento una vari-
able demandada permite avanzar el co´mputo o lo detiene, obligando al objetivo a
esperar a que las variables tomen un valor concreto. Una vez adaptada esta definicio´n
de a´rbol definicional al contexto del esquema CFLP(D), podremos interpretar los
COISS (D)-programas de forma concurrente mediante el etiquetado de las ramas,
de forma que podamos controlar que´ procesos sean los que le dan el valor a una
variable mediante estrechamiento o resolucio´n de restricciones, y que´ procesos han
de esperar a que dichas variables tomen un valor concreto (dado por otro proceso).
Nuestra aportacio´n sera´ una sema´ntica operacional concurrente correcta y completa
para esta nueva versio´n del esquema CFLP(D).
4.1 El Esquema de Programacio´n Lo´gico Funcional Con-
currente con Restricciones
En esta seccio´n vamos a presentar la parte ma´s novedosa de nuestro trabajo, donde
an˜adimos concurrencia al esquema CFLP(D) presentado en el Cap´ıtulo 3. Vamos
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ESTRECHAMIENTO DIRIGIDO POR DEMANDA RESOLUCION DE RESTRICCIONES
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Figura 4.1: Concurrencia y paralelismo entre estrechamiento dirigido por demanda
y resolucio´n de restricciones.
a motivar en primer lugar, mediante un ejemplo concreto en el dominio finito FD
de restricciones sobre nu´meros enteros, la forma en la que se combinan concur-
rentemente el estrechamiento demandado y la resolucio´n de restricciones dentro del
esquema CFLP(D) y su implementacio´n en T OY.
Ejemplo 58. Consideramos un programa cuyas reglas de reescritura permitan generar
los te´rminos de la sucesio´n de Fibonacci visto en el Ejemplo 7 del Cap´ıtulo 2. Obser-
vamos que la tercera regla del programa es una regla de reescritura con restricciones,
ya que su parte derecha esta´ condicionada mediante deficiones locales o auxiliares
separadas de restricciones sobre el dominio FD.
fib :: int→ int
fib(0)→ 1
fib(1)→ 1
fib(X + 2)→ Y ⇐ fib(X)→ Y1, fib(X + 1)→ Y2 2 X ≥ 0, Y1 + Y2 = Y
Queremos resolver, a partir de las reglas de este programa, el objetivo “fib(X) ≤ 2”,
que consiste en determinar los valores enteros de la variable X para los que su cor-
respondiente te´rmino en la sucesio´n de Fibonacci no sea mayor que 2. Para ello, el
sistema concurrente T OY(FD) sobre el que se ejecuta este objetivo e implementa
la instancia CFLP(FD) del esquema comienza por separar (2) la evaluacio´n de la
llamada a la funcio´n fib(X) de la evaluacio´n de la restriccio´n R ≤ 2, introduciendo
para ello una variable auxiliar de comunicacio´n R entre ellos.
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fib(X)→ R 2 R ≤ 2
A partir de este momento, el sistema intenta evaluar, de manera concurrente, am-
bas partes del objetivo lanzando dos procesos separados: la llamada a la funcio´n
fib(X)→ R mediante estrechamiento demandado, y la parte de la restriccio´n R ≤ 2
mediante el resolutor sobre FD asociado al sistema T OY(FD). Ahora bien, con el
fin de preservar las condiciones de admisibilidad del esquema [14, 23] vistas en la
Subseccio´n 3.4.1 as´ı como para evitar la desincronizacio´n en la comunicacio´n entre
los procesos a trave´s de la variable lo´gica R, el sistema T OY(FD) ha de proteger
la evaluacio´n de la variable R de la accio´n del resolutor, quedando as´ı este segundo
proceso suspendido a la espera de obtener ma´s informacio´n sobre el valor de R. As´ı
pues, el sistema pasa a evaluar la llamada a la funcio´n fib(X) → R introduciendo
para ello un a´rbol definicional con la opcio´n “flex” activada en todas sus variables de
seleccio´n con el fin de obtener valores para ellas mediante estrechamiento demandado
por parte del sistema. Esto da lugar a la evaluacio´n paralela del objetivo mediante
tres procesos, correspondientes a la aplicacio´n paralela de cada una de las reglas del
programa:
(1) Primera regla: fib(0)→ 1.
〈fib(X), case(fib(X), X, flex, . . .)〉 → R 2 R ≤ 2 ``
〈fib(0), rule(fib(0)→ 1)〉 → R 2 R ≤ 2, {X 7→ 0} ``
1→ R 2 R ≤ 2, {X 7→ 0}
En este momento, el valor de R ha sido calculado y el proceso asociado al
resolutor despierta para chequear la restriccio´n instanciada con ese valor y
confirmar el co´mputo de la primera solucio´n del objetivo inicial:
2 1 ≤ 2, {R 7→ 1, X 7→ 0} ⇒ θ1 = {X 7→ 0} (primera solucio´n computada)
(2) Segunda regla: fib(1)→ 1
〈fib (X ′ + 1), case (fib (X ′ + 1), X ′,flex , . . .)〉 → R 2 R ≤ 2, {X 7→ X ′ + 1} ``
〈fib (1), rule (fib (1)→ 1)〉 → R 2 R ≤ 2, {X ′ 7→ 0, X 7→ 1} ``
1→ R 2 R ≤ 2, {X ′ 7→ 0, X 7→ 1} ``
2 1 ≤ 2, {X ′ 7→ 0, R 7→ 1, X 7→ 1} ⇒ θ2 = {X 7→ 1} (segunda solucio´n
computada)
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(3) Tercera regla: fib (X + 2) → Y ⇐ fib (X) → Y1, fib (X + 1) → Y2 2 X ≥ 0,
Y1 + Y2 = Y .
〈fib (X ′ + 2), rule (fib (X ′ + 2)→ R⇐ . . .)〉 → R 2 R ≤ 2, {X 7→ X ′ + 2} ``
fib (X ′)→ R1, fib (X ′ + 1)→ R2 2 X ′ ≥ 0, R1 +R2 = R, R ≤ 2, {X 7→ X ′ + 2}
A partir de este momento, la extensio´n concurrente del sistema T OY(FD)
evalu´a paralelamente este objetivo en dos formas, segu´n sea posible dirigir el
flujo de comunicacio´n de los procesos entre el mecanismo de estrechamiento
demandado y el resolutor de restricciones, como se puede apreciar en la Figura
4.1:
(3.1) Del estrechamiento a la resolucio´n de restricciones: El sistema evalu´a
en procesos paralelos las llamadas a las funciones auxiliares fib(X ′) y fib(X ′+
1). Sus resultados se van a guardar en variables auxiliares R1 y R2, respectiva-
mente, y se comunicara´n los procesos mediante la comparticio´n del almace´n de
restricciones X ′ ≥ 0, R1+R2 = R,R ≤ 2, {X 7→ X ′+2}. Para asegurar la con-
sistencia del canal de comunicacio´n, el sistema ha de proteger las variables R1
y R2 de la accio´n del resolutor. Adema´s, el a´rbol definicional para la funcio´n
“fib” conserva la opcio´n “flex” para la variable de seleccio´n X ′ con el fin
de producir sus valores mediante estrechamiento demandado. En consecuen-
cia, el sistema tambie´n debe proteger la variable X ′ de la accio´n del resolutor.
Esto hace que el proceso correspondiente al resolutor quede suspendido en esta
primera alternativa, no pudiendo hacer nada por simplificar el almace´n de re-
stricciones, y dando as´ı ventaja al mecanismo de estrechamiento demandado
frente a la resolucio´n de restricciones. Se evalu´an entonces las dos llamadas
a “fib” de manera paralela, dando lugar por estrechamiento demandado a los
siguientes dos resultados:
2 1 +R2 = R,R ≤ 2, {X ′ 7→ 0, R1 7→ 1, X 7→ 2}
2 R1 + 1 = R,R ≤ 2, {X ′ 7→ 0, R2 7→ 1, X 7→ 2}
El sistema combina ahora ambos resultados, despertando as´ı el proceso del
resolutor para que termine de comprobar la validez de la solucio´n obtenida me-
diante el ca´lculo de la variable auxiliar R:
1 + 1 = R,R ≤ 2 2 {X ′ 7→ 0, R1 7→ 1, R2 7→ 1, X 7→ 2} ``
2 ≤ 2 2 {X ′ 7→ 0, R1 7→ 1, R2 7→ 1, R 7→ 2, X 7→ 2} ⇒ θ3 = {X 7→ 2} (tercera
solucio´n computada)
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(3.2) De la resolucio´n de restricciones al estrechamiento: Paralelamente, el
sistema concurrente T OY(FD) puede evaluar el objetivo sacando una mayor
ventaja al resolutor de FD de SICStus Prolog frente al mecanismo de es-
trechamiento demandado. Si bien las variables R1 y R2 han de permanecer
obligatoriamente protegidas de la accio´n del resolutor para mantener las condi-
ciones de admisibilidad del esquema CFLP(D), la variable entera X ′ se puede
intentar vincular mediante etiquetado y enumeracio´n a partir de la restriccio´n
X ′ ≥ 0. Para ello, el sistema necesita proteger la variable X ′ de la accio´n
del estrechamiento demandado, cambiando la opcio´n “flex” de X ′ en el a´rbol
definicional de la funcio´n “fib” por la opcio´n “rigid”, evitando as´ı que la vari-
able X ′ pueda tomar valores enteros mediante la aplicacio´n del estrechamiento
a partir de las reglas del programa. As´ı, los procesos del sistema que van a eval-
uar separadamente las llamadas de funcio´n fib(X ′) y fib(X ′+ 1) permanecen
suspendidos en espera de la accio´n del resolutor. De este modo, el resolutor
FD permite resolver la restriccio´n X ′ ≥ 0 enumerando valores enteros posi-
tivos para X ′ y creando las sustituciones: {X ′ 7→ 0}, {X ′ 7→ 1}, {X ′ 7→ 2},
etc. Para cada uno de estos valores, el sistema crea un proceso paralelo. Al
sustituir cada uno de estos valores de X ′ en el resto del objetivo, los procesos
que evalu´an cada llamada a la funcio´n “fib” mediante estrechamiento deman-
dado se despiertan, mientras que el proceso del resolutor que evalu´a el almace´n
de restricciones restante R1 +R2 = R,R ≤ 2 (ya sin X ′) vuelve a quedar sus-
pendido en espera de conocer ma´s informacio´n sobre R1 y R2. Por ejemplo,
para la sustitucio´n {X ′ 7→ 0}, el sistema computa paralelamente los valores de
fib(0) y fib(1):
fib(0)→ R1, fib(1)→ R2 2 R1 +R2 = R,R ≤ 2, {X ′ 7→ 0, X 7→ 2} ``
1→ R1, 1→ R2 2 R1 +R2 = R,R ≤ 2, {X ′ 7→ 0, X 7→ 2} ``
2 1 + 1 = R,R ≤ 2, {X ′ 7→ 0, R1 7→ 1, R2 7→ 1, X 7→ 2} ``
2 2 ≤ 2, {X ′ 7→ 0, R1 7→ 1, R2 7→ 1, R 7→ 2, X 7→ 2} ⇒ θ3 = {X 7→ 2}
(tercera solucio´n computada)
Para el resto de valores de X ′ computados por el resolutor, todos los procesos
terminan en fallo (), dando por finalizado el co´mputo paralelo de soluciones
para el objetivo inicial:
fib(1)→ R1, fib(2)→ R2 2 R1 +R2 = R,R ≤ 2, {X ′ 7→ 1, X 7→ 3} ``
1→ R1, 2→ R2 2 R1 +R2 = R,R ≤ 2, {X ′ 7→ 1, X 7→ 3} ``
2 1 + 2 = R,R ≤ 2, {X ′ 7→ 1, R1 7→ 1, R2 7→ 2, X 7→ 3} ``
2 3 ≤ 2, {X ′ 7→ 0, R1 7→ 1, R2 7→ 1, R 7→ 2, X 7→ 2} `` 
(ninguna solucio´n computada)
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4.1.1 A´rboles Definicionales Concurrentes
Para nuestro ca´lculo hemos adaptado la definicio´n de a´rbol definicional dada en la
Definicio´n 46 con la definicio´n de a´rbol definicional de [33]:
Definicio´n 59 (A´rbol definicional concurrente con patro´n pi). T es un a´rbol
definicional concurrente con patro´n pi si y solo si la profundidad de T es finita y se
cumple alguno de los siguientes casos:
• T ≡ rule(τ → r1 ⇐ P1C1 ‖ . . . ‖ rm ⇐ PmCm), donde τ → ri ⇐ PiCi
para todo 1 ≤ i ≤ m es una variante de una regla de programa en P.
• T ≡ case(τ,X, rigid/flex, [T1, . . . , Tk]), donde X es una variable en τ , h1, . . . , hk
(k > 0) son s´ımbolos pasivos de P diferentes dos a dos, y para todo 1 ≤ i ≤ k,
Ti es un cDT (D) con patro´n de llamada τσi, donde σi = {X 7→ hitmi} con tmi
elementos primitivos o Y mi nuevas varibles distintas tales que hitmi ∈ Pat(U).
Definicio´n 60. Un a´rbol definicional concurrente de una funcio´n f de aridad n
es un a´rbol definicional concurrente T con patro´n f(X1, . . . , Xn), donde X1, . . . , Xn
son variables distintas, tales que para cada regla l→ r con l = f(t1, . . . , tn) existe un
nodo rule(l′ → r′) en T con l variante de l′. A partir de ahora, escribiremos pat(T )
para el patro´n de un a´rbol definicional concurrente T , y cDT para el conjunto de
todos los arboles definicionales concurrentes.
Como se puede apreciar, la definicio´n de a´rbol definicional concurrente es muy similar
a la dada en el cap´ıtulo anterior. Las principales diferencias las da la interpretacio´n
concurrente que aporta nuestra sema´ntica operacional, y podemos apreciarlas en el
siguiente ejemplo.
Ejemplo 61. Dado el siguiente programa escrito en el lenguaje CFLP(H)
f(a,X)→ true
f(X, b)→ true
tenemos un posible a´rbol definicional que mostramos en la Figura 4.2 bajo la inter-
pretacio´n de [33], donde cada bifurcacio´n corresponde con los caminos por los que
puede optar el co´mputo indeterminista. Determinamos que la primera rama es de
tipo “rigid” (el valor de la variable ha de estar instanciado para continuar por esta
rama) y la segunda rama es de tipo “flex” (el valor de la variable sera´ instanciado
durante el co´mputo). Con la sema´ntica operacional propuesta, en cada bifurcacio´n
indeterminista, cada eleccio´n genera un nuevo proceso que generara´ una solucio´n,
indicando si el proceso es de tipo “rigid” o “flex”. Con nuestra deficio´n no se puede
construir el a´rbol de la Figura 4.2 pero si aplicamos el algoritmo de transformacio´n
del cap´ıtulo anterior, se obtienen los a´rboles equivalente representados en la Figura
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Figura 4.2: A´rbol definicional del programa del Ejemplo 61.
4.3 y que definimos a continuacio´n:
Tf ≡ rule(f(X1, X2)→ f1(X1, X2)||f2(X1, X2))
Tf1 = case(f1(X1, X2), X1, rigid, [rule(f1(a,X2)− > true)])
Tf2 = case(f2(X1, X2), X2, f lex, [rule(f2(X1, b)− > true)])
Escribiremos DVarD(G) (o ma´s precisamente DVarD(P S) o DVarD(S)) para de-
notar el conjunto de variables demandadas de el objetivo G, y FVar(G), RVar(G)
(o ma´s precisamente FVar(P ), RVar(P )) para el conjunto de variables flexibles y
r´ıgidas, respectivamente.
4.1.2 Estrechamiento Demandado con A´rboles Definicionales Con-
currentes con Restricciones y Solapamiento
El objetivo de esta seccio´n es dar el conjunto de reglas de transformacio´n G G′
(para objetivos G,G′) que definan nuestra sema´ntica operacional concurrente. La
sema´ntica presentada es una extensio´n del ca´lculo CDNC(D), por lo que nos cen-
traremos en aquellas reglas que han sido modificadas con respecto al nuevo ca´lculo y
aquellas reglas que hemos ann˜adido con el fin de modelar la concurrencia. Escribire-
mos G ∗ ‖ki=1 Gi para representar derivaciones paralelas.Al igual que en Cap´ıtulo
3, se trata de un conjunto de reglas de transformacio´n de objetivos admisibles, y
mantendremos la misma definicio´n de objetivo admisible (ver Subseccio´n 3.4.1).
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Figura 4.3: A´rboles definicionales concurrentes del programa del Ejemplo 61.
Reglas Generales para Concurrencia en CFLP
A partir de un objetivo G ≡ ∃U.P C S σ se aplican las reglas del ca´lculo con-
currente, indicado mediante la notacio´n `` ∗, hasta llegar a una de las siguientes tres
situaciones: Se obtiene una respuesta S σ identificada por un objetivo en forma
resuelta ∃U.  S σ, se llega a un objetivo fallido , o bien la evaluacio´n del
objetivo queda suspendida, lo que se representa mediante el s´ımbolo 	.
Cada vez que en un objetivo G se identifica la conjuncio´n de dos partes ato´micas
susceptibles de ser evaluadas concurrentemente (por ejemplo, dos producciones, dos
restricciones, una produccio´n y una restriccio´n, etc.), el sistema crea dos objetivos
paralelos en procesos separados, G1 y G2, cada uno de ellos formado por una de
las partes ato´micas y toda aquella informacio´n necesaria para su correcta evalu-
acio´n (variables producidas, demandadas, flexibles, r´ıgidas, etc.). Ambos objetivos
compartira´n la misma parte resuelta del objetivo G (es decir, el mismo almace´n de
restricciones como ve´ıamos en el Cap´ıtulo 2) para su sincronizacio´n, y se evaluara´n
paralelamente mediante la aplicacio´n de las reglas del ca´lculo, lo que indicamos
mediante la notacio´n G1 ‖ G2. Para poder combinar adecuadamente las posibles
respuestas obtenidas a partir de G1 y de G2, as´ı como los casos en los que se queden
suspendidos los procesos o los objetivos fallen, se utilizan las reglas generales de
concurrencia en CFLP dadas en la Figura 4.4.
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CR Combination Rules
∃U. P CSσ `` CR1
 ∃U1, U2.  S1σ2, S2σ1σ1σ2 siσ1, σ2 se pueden componer en otro caso

si ∃U.P C Sσ `` ∗ ∃U1.  S1σ1 ‖ ∃U2.  S2σ2.
∃U. P CSσ `` CR2

∃U1, U2. P1σ2C1σ2S1σ2, S2σ1σ1σ2
siσ1, σ2 se pueden componer
	 en otro caso

si ∃U.P C Sσ `` ∗ ‖
 ∃U1. P1C1S1σ1 `` 	∃U2.  S2σ2
.
∃U. P CSσ `` CR3 ∃U ′.  S′σ′ si ∃U. P CSσ `` ∗ ∃U ′.  S′σ′ ‖.
∃U. P CSσ `` CR4	 si ∃U. P CSσ `` ∗ 	 ‖ 	.
∃U. P CSσ `` CR5	 si ∃U. P CSσ `` ∗  ‖ 	.
∃U. P CSσ `` CR6  si ∃U. P CSσ `` ∗  ‖.
Figura 4.4: Reglas generales de concurrencia en CFLP : Combinacio´n de respuestas.
Reglas para Concurrencia y Estrechamiento Demandado con Restric-
ciones
Las reglas de transformacio´n de objetivos correspondientes a producciones esta´n
disen˜adas con la intencio´n de modelar el comportamiento del estrechamiento di-
rigido por demanda mediante a´rboles definicionales concurrentes con restricciones y
solapamiento, incluyendo funciones primitivas, funciones definidas y variables fun-
cionales posiblemente de orden superior. Existen dos tipos de reglas, de acuerdo con
los dos tipos posibles de producciones que pueden aparecer en un objetivo: reglas
para suspensiones y reglas para producciones demandadas.
Las reglas correspondientes a suspensiones e → X se describen en la Figura 4.5 y se
estructuran de acuerdo a la forma sinta´ctica de la expresio´n e.
EL Si la variable X no aparece en el resto del objetivo, la suspensio´n es innecesaria
y puede ser eliminada. En el resto de reglas, supondremos que la variable X
84 4. Programacio´n Lo´gico Funcional Concurrente con Restricciones
EL ELimination
∃X,U. e→ X,P CSσ `` EL ∃U.P CSσ si X /∈ Var(P C Sσ).
SS Simple Suspension
∃X,U. t→ X,P CSσ `` SS ∃X,U. (P CS)σ0σσ0 si t∈Pat(U), σ0 = {X 7→ t}.
IM IMitation
∃X,U. hem → X,P CSσ `` IM

‖ ∃Xm, X, U. (em → Xm, P CS)σ0σσ0
si X ∈ DVarD(P S)
	 si X /∈ DVarD(P S)

si hem /∈Pat(U) es pasivo, y σ0 = {X 7→hXm} con Xm nuevas variables tales
que hXm ∈ Pat(U).
PF Primitive Function
∃X,U. pen → X,P CSσ `` PF

‖ ∃Xq , X, U.eq → Xq , P C ptn →! X,Sσ
si X ∈ DVarD(P S)
	 si X /∈ DVarD(P S)

si p∈PFn, y Xq son nuevas variables (0 ≤ q ≤ n es el nu´mero de ei /∈Pat(U))
s.t. ti ≡ Xj (0 ≤ j ≤ q) si ei /∈ Pat(U) y ti ≡ ei en otro caso para cada 1≤ i≤n.
DT Definitional Tree
∃X,U. fen → X,P CSσ `` DT1

∃X,U. < fen, TfXn >→ X,P CSσ
si X ∈ DVarD(P S)
	 si X /∈ DVarD(P S)

∃X,U. fenak → X,P CSσ `` DT2

∃X,X′, U. < fen, TfXn >→ X′, X′ak → X,
P CSσ si X ∈ DVarD(P S)
	 si X /∈ DVarD(P S)

si f ∈ DFn(k > 0), y tanto X ′ como todas las variables en TfXn son nuevas variables.
FV Functional Variable
∃X,U. Feq → X,P CSσ `` FV

‖h ∃Xp, X, U. (hXpeq → X,P CS)σ0σσ0
si F /∈ PVar(P ) andX ∈ DVarD(P S)
	 en otro caso

si q > 0, σ0 = {F 7→ hXp}, y Xp son nuevas variables tales que hXp ∈Pat(U).
Figura 4.5: Reglas para estrechamiento dirigido por demanda concurrente: Suspen-
siones.
s´ı es necesaria, y por tanto, que aparece en alguna otra parte del objetivo.
SS Si e es un patro´n t, es posible vincular la variable X a t y propagar este valor
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al resto del objetivo mediante la creacio´n de un v´ınculo de respuesta.
IM Si e no es un patro´n sino una expresio´n pasiva hem y X es una variable deman-
dada, se imita en X la estructura sinta´ctica de e reemplazando sus argumentos
ei mediante variables Xm y se propaga su nuevo valor. La evaluacio´n de cada
uno de sus argumentos ei en variables Xi se puede paralelizar de manera coo-
perativa y despue´s combinar (‖). Si la variable X no es demandada, el proceso
que evalu´a el objetivo queda suspendido (	).
PF Si e comienza con un s´ımbolo de funcio´n primitiva pen y X es demandada, se
evalu´an y combinan paralelamente de manera cooperativa sus argumentos ei
en las variables correspondientes Xi y se deposita la restriccio´n primitiva pXn
→! X en el almace´n de restricciones compartido por los procesos. En caso de
que la variable X no sea demandada, el proceso quedara´ suspendido.
DT Si e tiene un s´ımbolo de funcio´n definida en la ra´ız y R es una variable de-
mandada, solo esta transformaciones es aplicable, despertando la suspensio´n,
decorando e con el cDT (D) apropiado, e introduciendo una nueva produccio´n
demandada en el objetivo. En cualquier otro caso, el objetivo queda sus-
pendido.
FV Finalmente, si e contiene una variable de orden superior F no producida y X
es demandada, se evalu´an en procesos paralelos no combinables cada posible
vinculacio´n de la variable F a un patro´n hXp. En caso contrario, el proceso
que evalu´a el objetivo queda suspendido.
Las reglas de transformacio´n de objetivos para producciones demandadas < e, T >
→ R (ver Figura 4.6) codifican la estrategia de estrechamiento necesa´rio guiado por
el a´rbol definicional T , de forma similar a [33]:
RRA Si T es un a´rbol de tipo rule, entonces puede aplicarse esta transformacio´n
en paralelo para cada una de las reglas de programa disponibles que ajusten
con e, introduciendo las suspensiones y restricciones apropiadas en el nuevo
objetivo de tal manera que se pueda asegurar una evaluacio´n perezosa.
Si T es un a´rbol de tipo case, debe aplicarse una de las siguientes transformaciones:
CSS, DN o DI, de acuerdo con el tipo de s´ımbolo que aparece en la posicio´n de la
variable de distincio´n de casos de e. En cualquier otro caso, podemos llegar a fallo
usando CC o puede suspenderse el co´mputo usando DP o DR a la espera de un
estado ma´s avanzado del co´mputo global.
CSS, CC Si h es un s´ımbolo pasivo hi, entonces CSS selecciona el suba´rbol apropiado
Ti (si es posible; en otro caso, la regla CC fallar´ıa).
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DN Si h es un s´ımbolo activo de funcio´n definida, o un s´ımbolo activo de funcio´n
primitiva, entonces la regla DN introduce una nueva suspensio´n demandada
en el objetivo para evaluar e|p.
DP, DR, DI Si h es una variable producida Y , el objetivo debe suspenderse usando la regla
DP en espera de que su valor sea calculado por otro proceso paralelo. Si
Y no es una variable producida, hay dos posibilidades. Si el nodo de bifur-
cacio´n es flex, entonces DI selecciona cada suba´rbol Ti en paralelo, generando
la asignacio´n apropiada para Y . Si es “rigid”, entonces la regla de transfor-
macio´n DR suspende la evaluacio´n de este proceso, emulando as´ı el principio
de co´mputo basado en residuacio´n de
Reglas para Concurrencia y Resolucio´n de Restricciones Cooperativas
Nos interesa que nuestro ca´lculo sea capaz de manejar diferentes dominios de res-
tricciones al mismo tiempo, de tal manera que los diferentes resolutores cooperen,
e intercambien las restricciones que hayan fijado, mediante los dominio de coordi-
nacio´n. Un dominio de coordinacio´n C [59] es un tipo de dominio de restricciones
“h´ıbrido” construido a partir de varios dominios de restricciones (como, por ejemplo,
H, R, FD, . . . ) para que cooperen. La construccio´n de dominios de coordinacio´n
incluye a los llamados dominios mediadores M, cuyo propo´sito es el de proporcionar
mecanismos de comunicacio´n entre los dominios que componen el dominio de coor-
dinacio´n a trave´s de puentes, proyecciones y otras operaciones. Vamos a tomar los
dominios componentes H, R y FD, equipados con resolutores de restricciones, de tal
manera que los mecanismos de comunicacio´n beneficien a los resolutores. Explicare-
mos brevemente la construccio´n de este dominio de coordinacio´n C, representado
como la suma C =M⊕H⊕FD ⊕R.
Matema´ticamente, la construccio´n del dominio de coordinacio´n C depende de un
dominio algebraico de restricciones combinado FD ⊕ R el cual representa la suma
amalgamada de los dos dominios algebraicos combinables FD y R. En este caso, las
condiciones de combinacio´n determinan que el u´nico s´ımbolo de funcio´n primitiva
permitida permitida para pertenecer a FD y R es la igualdad estricta ==. Como
consecuencia, la suma amalgamada H⊕ FD ⊕R siempre es posible; esto compone
un dominio de restricciones que puede beneficiarse del resolutor H. Sin embargo,
son necesarios dominios mediadores para construir una suma ma´s interesante para
la cooperacio´n algebra´ica hecha a medida de las comunicaciones entre los dominios
puros FD y R.
El dominio mediador M sirve como base para comunicaciones entre FD y R, in-
cluyendo la proyeccio´n de restricciones R al resolutor FD (y viceversa) mediante el
uso de puentes, la especializacio´n de restricciones H a restricciones de los dominios
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RRA Rewrite Rule Application
∃R,U. < e, rule(τ → r1 ⇐ P1C1 ‖ . . . ‖ rk ⇐ Pk Ck) >→ R,P  C 
Sσ `` RRA
‖ki=1 ∃X,R,U. σf (R1)→ R1, . . . , σf (Rm)→ Rm, riσc → R,Piσc, P 
Ciσc, C  S  σσc
• σ0 = σc unionmulti σf con Dom(σ0) = Var(τ) y τσ0 = e.
• σc =def σ Domc(σ0), donde Domc(σ0) = {X ∈ Dom(σ0) | σ0(X) ∈ Pat(U)}.• σf =def σ Domf (σ0), donde Domf (σ0) = {X ∈ Dom(σ0) | σ0(X) /∈ Pat(U)}
= {R1, . . . , Rm}.
• X ≡ Var(τ → ri ⇐ PiCi)\Domc(σ0).
CSS Case Selection
∃R,U. < e, case(τ,X,flex/rigid, [T1, . . . , Tk]) >→ R,P C Sσ `` CSS
∃R,U. < e, Ti >→ R,P C Sσ
si e|pos(X,τ) = hi . . ., con 1 ≤ i ≤ k dado por e, donde hi es el s´ımbolo
pasivo asociado a Ti.
CC Case non-Cover
∃R,U. < e, case(τ,X,flex/rigid, [T1, . . . , Tk]) >→ R,P C Sσ `` CC 
si e|pos(X,τ) = h . . . es un s´ımbolo pasivo y h /∈ {h1, . . . , hk}, donde hi es el
s´ımbolo pasivo asociado a Ti (1 ≤ i ≤ k).
DN Demand Narrowing
∃R,U. < e, case(τ,X,flex/rigid, [T1, . . . , Tk]) >→ R,P C Sσ `` DN
∃R′, R, U. e|pos(X,τ) → R′,
< e[R′]pos(X,τ), case(τ,X,flex/rigid, [T1, . . . , Tk]) >→ R,P 
C Sσ
si e|pos(X,τ) = g . . . con g ∈ FS activo (s´ımbolo de funcio´n definida o primitiva)
y R′ una nueva variable.
DP Demand Produced Variable
∃R,U. < e, case(τ,X,flex/rigid, [T1, . . . , Tk]) >→ R,P C Sσ `` DP	
si e|pos(X,τ) = Y , Y ∈ PVar(P ).
DI Demand Instantiation
∃R,U. < e, case(τ,X,flex, [T1, . . . , Tk]) >→ R,P C Sσ `` DI
‖ki=1 ∃Y mi , R, U. (< e, Ti >→ R,P C S)σ0σσ0
si e|pos(X,τ) = Y , Y /∈ PVar(P ), σ0 = {Y 7→ hiY mi} con hi (1 ≤ i ≤ k)
el s´ımbolo pasivo asociado a Ti y Y mi son nuevas variables.
DR Demand Residuation
∃R,U. < e, case(τ,X, rigid, [T1, . . . , Tk]) >→ R,P C Sσ `` DR	
si e|pos(X,τ) = Y , Y /∈ PVar(P ).
Figura 4.6: Reglas para estrechamiento dirigido por demanda concurrente: Produc-
ciones demandadas.
FD o R, y algunos otros mecanismos especiales disen˜ados para procesar las restric-
ciones mediadoras que aparecen en las computaciones funcionales y lo´gicas.
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Las restricciones puente X 
 RX, con 
 :: int → real → bool, pueden usarse
tanto para v´ınculos como para proyecciones. Vincular en solverM consiste en instan-
ciar una variable que este´ en el extremo de un puente siempre que el otro extremo
del puente tome un valor nume´rico equivalente y compatible. Una proyeccio´n es
una operacio´n ma´s compleja, la cual infiere restricciones del almace´n de R que este´n
disponibles en el almace´n de FD (y viceversa) y los puentes relevantes disponibles
en M. Esto permite a cada resolutor beneficiarse de los co´mputos realizados por
los dema´s resolutores. Postulamos una funcio´n de proyeccio´n projFD→R tal que
para cualquier conjunto CFD de FD-restricciones y cualquier conjunto finito M
de restricciones puente, projFD→R(CFD,M) devuelve una disyuncio´n finita CR de
R-restricciones equivalentes (projR→FD se define de forma similar). A fin de max-
imizar las posibilidades para la proyeccio´n, postulamos una funcio´n bridgesFD→R
tal que bridgesFD→R(CFD,M) devuelve un conjunto finito de restricciones puente
M ′ a partir de las nuevas variables en CFD (bridgesR→FD se define de forma similar).
Las reglas de transformacio´n de objetivos sobre restricciones (ver Figura 4.7) estan
disen˜adas para combinar de forma concurrente restricciones (primitivas o definidas
por el usuario) por medio de la accio´n paralela de resolutores cooperativos de re-
stricciones.
AC Esta regla transforma restricciones no primitivas pen →! t mediante la apli-
cacio´n de la evaluacio´n concurrente de sus argumentos eq → Xq en una forma
aplanada consistente en una conjuncio´n de restricciones primitivas ptn →! t
con nuevas variables existenciales.
CS, SF Para cualquier dominio de restricciones D aplicamos un resolutor de restric-
ciones SolverD(S, χ) el cual puede reducir cualquier conjuncio´n finita de re-
stricciones primitivas S en una forma equivalente ma´s sencilla, toma´ndo ade-
cuadamente un conjunto de variables cr´ıticas χ =def PVar(P ) ∪ FVar(P ) que
aparecen en S. Necesitamos que cualquier invocacio´n al resolutor devuelva una
disyuncio´n paralela finita ∃Y i. Siσi de almacenes de restricciones cuantifi-
cados existencialmente. La regla CS describe las transformaciones paralelas
posibles de un mismo objetivo por una invocacio´n del resolutor para cada alter-
nativa posible. Puesto que el valor de una variable cr´ıtica suspendida puede ser
ahora necesario y activada por algunas soluciones de una alternativa paralela
Si por demanda de la variable (es decir, DVarD(Si)∩χ 6= ∅) o activar una pro-
duccio´n mediante la aplicacio´n de una sustitucio´n σi e instanciando una vari-
able demandada r´ıgida en P (es decir, Dom(σi) ∩ RVar(P ) 6= ∅) o irrelevante
para alguna otra solucio´n alternativa Si (es decir, DVarD(Si) ∩ χ 6= ∅), nece-
sitamos que los resolutores posean la habilidad de computar una distincio´n de
casos paralela discriminando tales situaciones. Para cualquier otra situacio´n,
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AC Atomic Constraint
∃U. P  pen →! t, CSσ `` AC ‖ ∃Xq , U. eq → Xq , P C ptn →! t, Sσ
si p ∈ PFn, pen →! t es una restriccio´n, Xq son nuevas variables (0 ≤ q ≤ n es el
nu´mero de ei /∈ Pat(U)) tal que ti ≡ Xj (0 ≤ j ≤ q) si ei /∈ Pat(U) y ti ≡ ei en
cualquier otro caso para cada 1 ≤ i ≤ n.
CS Constraint Solving
∃U. P CSσ `` CS{χ} ‖ki=1

∃Y i, U. (P C)σiSiσσi si Var(Si)∩χ= ∅ o
DVarD(Si)∩χ 6= ∅ o
Dom(σi)∩RVar(P ) 6= ∅
	 en otro caso

• χ = PVar(P ) ∪ FVar(P ).
• S no esta´ en forma χ-resuelta.
• SolverD(S, χ) = ∨ki=1(Siσi).
• Y i son las nuevas variables introducidas por el resolutor en Siσi, para cada 1≤ i≤ k.
SF Solving Failure
∃U.P C Sσ `` SF{χ} 
• χ = PVar(P ) ∪ FVar(P ).
• S no esta´ en forma χ-resuelta.
• SolverD(S, χ) = .
PP Propagate Projections
∃U.P C SD, SM, Sσ `` PP ∃Y ,U. P C SD, SD′ , SM, Sσ
• ProjD→D′(SD, SM) = SD′ .
• Y son las nuevas variables introducidas por la funcio´n de proyeccio´n.
SB Set Bridges
∃U.P C SD, SM, Sσ `` SB ∃Y , U. P C SD, SM, S′M, Sσ
• BridgesD→D′(SD, SM) = S′M.
• Y con las nuevas variables introducidas por la duncio´n constructora de puentes.
Figura 4.7: Reglas para concurrencia y resolucio´n cooperativa de restricciones.
el correspondiente objetivo debe suspenderse. La regla de fallo SF se usa para
deteccio´n de fallo en la resolucio´n de restricciones.
Mediante los siguiente ejemplos podemos ver el funcionamiento del sistema de reglas
concurrente.
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Ejemplo 62. Para el programa definido en el Ejemplo 61 lanzamos el siguiente
objetivo admisible: 2 f(X,X) == true 2 X == a 2 
A partir de e´l, salen dos posibles ramas de co´mputo, una para la restriccio´n definida
f(X,X) == true y otra para resolver la restriccio´n primitiva X == a. Primero
veamos co´mo evoluciona el co´mputo encargado de la restriccio´n definida.
2 f(X,X) == true 2 X == a 2  `` AC
∃R.f(X,X)→ R 2 2 R == true,X == a 2  `` DT
∃R.〈f(X,X), Tf 〉 → R 2 2 R == true,X == a 2  `` DS
∃R.〈f(X,X), case(f(X1, X2), X1, rigid, rule(f(a,X2)→ true))〉 → R 2 2
R == true,X == a 2  `` 	
Vemos que se llega a un punto en el que el co´mputo se detiene debido a que el argu-
mento demandado X es de tipo “rigid”, por lo que el co´mputo se bloquea al no estar
instanciado a ningu´n valor y no ser producido (es decir, se bloquea a la espera de
poder ser calculado ma´s adelante por otra parte del objetivo). En concreto, mientras
se suspende el bloque anterior, de manera concurrente esperamos que el co´mputo
continue evaluando la restriccio´n primitiva, tal y como podemos ver a continuacio´n:
2 f(X,X) == true 2 X == a 2  `` CS
SolveH(X == a 2 ∅) = 2 {X 7→ a} 2 f(a, a) == true 2 2 {X 7→ a} `` AC
∃R.f(a, a)→ R 2 2 R == true 2 {X 7→ a} `` DT
∃R.〈f(a, a), Tf 〉 → R 2 2 R == true 2 {X 7→ a}
Como podemos observar, este proceso del co´mputo ha llegado a instanciar la variable
X, por lo que el co´mputo puede continuar por la otra rama que se hab´ıa bloqueado
y obtener as´ı un resultado:
∃R.〈f(a, a), case(f(X1, X2), X1, rigid, rule(f(a,X2) → true))〉 → R 2 2 R ==
true 2
{X 7→ a} `` CSS
∃R.〈f(a, a), rule(f(a,X2)→ true)〉 → R 2 2 R == true 2 {X 7→ a} `` RRA
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∃R.true→ R 2 2 R == true 2 {X 7→ a} `` SS
2 2 true == true 2 {X 7→ a} `` AC
2 2 2 {X 7→ a}
Ejemplo 63. Dado el siguiente programa que describe el proceso de ordenacio´n
“quickSort”
quickSort([])→ []
quickSort([X|Xs])→ Y s⇐ split(Xs,X) == (XS1 , XS2), quickSort(XS1) == YS1 ,
quickSort(XS2) == YS2 , append(YS1 , [X|YS2 ]) == YS
split([], X)→ ([], [])
split([Y |Y s], X)→ ([Y |Y s1], Y s2)⇐ Y ≤ X, split(Y s,X) == (Y s1, Y s2)
split([Y |Y s], X)→ (Y s1, [Y |Y s2])⇐ Y > X, split(Y s,X) == (Y s1, Y s2)
append([], Y s)→ Y s
append([X|Xs], Y s)→ [X|Zs]⇐ append(Xs, Y s)→ Zs
para el objetivo admisible 2 quickSort([5, 2, 7]) == L 2 2  un posible co´mputo es
el siguiente:
2 quickSort([5, 2, 7]) == L 2 2  `` AC
∃R.quickSort([5, 2, 7])→ R 2 2 R == L 2  `` ∗
∃XS1 , XS2 , R, YS1 , YS2 .split([2, 7], 5)→ (XS1 , XS2) 2 2 R == L 2  `` ∗
quicksort(XS1)→ YS1 ,
quicksort(XS2)→ YS2 ,
append(YS1 , [5|YS2 ])→ R
 `` ∗	
∃XS1 , XS2 , R, YS1 , YS2 .([2], [7])→ (XS1 , XS2) 2 2 R == L 2  `` SS
quicksort(XS1)→ YS1 ,
quicksort(XS2)→ YS2 ,
append(YS1 , [5|YS2 ])→ R
 `` ∗	
∃YS1 , YS2 , R.quickSort([2]) → YS1 , quickSort([7]) → YS2 , append(YS1 , [5|YS2 ]) →
R 2 2 R == L 2  ``
En este punto del co´mputo, los procesos correspondientes a las producciones “append”
y los correspondientes a las restricciones primitivas esta´n bloqueados puesto que las
variables Ys1 Ys2 y R son demandadas, pero no han sido instanciadas a ningu´n valor.
Por ello el co´mputo solo puede seguir dos caminos, uno por cada proceso cooperativo
“quickSort”, que se ejecutan concurrentemente.
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∃YS1 .quickSort([2])→ YS1 2 2 2  `` ∗RRA
∃XS11 , XS21 , YS1 , YS11 , YS21 .split([], 2)→ (XS11 , XS21) 2 2 2  `` ∗RRA
quicksort(XS11)→ YS11 ,
quicksort(XS21)→ YS21 ,
append(YS11 , [2|YS21 ])→ YS1
 `` ∗	
∃XS11 , XS21 , YS1 , YS11 , YS21 .([], [])→ (XS11 , XS21) 2 2 2  `` ∗RRA
quicksort(XS11)→ YS11 ,
quicksort(XS21)→ YS21 ,
append(YS11 , [2|YS21 ])→ YS1
 `` ∗	
∃YS11 , YS21 , YS1 . quickSort([])→ YS11︸ ︷︷ ︸
[]→YS11 ‖
, quickSort([])→ YS21︸ ︷︷ ︸
[]→YS21 ‖
, append(YS11 , [2|YS21 ])︸ ︷︷ ︸
`` 	
→
YS1 2 2 2  `` ∗SS
∃YS1 .append([], [2])→ YS1 2 2 2  `` ∗ ∃YS1 .222{YS1 7→ [2]}
En este bloque se realiza el proceso “quickSort” de la lista unitaria ‘[2]’. Al ser una
lista unitaria, los procesos “quickSort” de esta llamada no generan ma´s llamadas
recursivas, sino que devuelven un resultado, por lo que el “append” local se desblo-
quea y se da valor a la variable demandada YS1.
∃YS2 .quickSort([7])→ YS2 2 2 2  `` ∗
∃YS2 .[7]→ YS2 2 2 2  `` SS
∃YS2 . 2 2 2 {YS2 7→ [7]}
Este bloque se computa de forma concurrente con el anterior, siendo el proceso cor-
respondiente a la produccio´n ‘append([2], [5, 7])′ → R que se realiza de forma ana´loga
al bloque anterior. Este bloque de computo instancia la variable demandada YS2 al
valor ‘[7]’, lo que permite continuar al co´mputo principal.
∃R.append([2], [5, 7])→ R 2 2 R == L 2  ``
∃Zs,R.append([], [5, 7])→ Zs, [2|Zs]→ R 2 2 R == L 2  ``
∃Zs.[5, 7]→ Zs 2 2 [2|Zs] == L 2  ``
2 2 [2, 5, 7] == L 2  `` CS
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2 2 2 {L 7→ [2, 5, 7]}
Como ahora las variables YS1 e YS2 han sido instanciadas a los valores ‘[2]’ y ‘[7]’
respectivamente, el proceso correspondiente a la produccio´n “append” que hab´ıa
quedado suspendido se desbloquea y da valor a la variable R, que a su vez es de-
mandada por la restriccio´n primitiva R == L, y aplicando la regla del resolutor de
restricciones obtenemos la solucio´n ‘[2, 5, 7]’.
4.1.3 Propiedades de la Sema´ntica Operacional
Concluimos esta seccio´n fijando un resultado teo´rico que nos permite garantizar la
correccio´n y la completitud de las derivaciones paralelas en CFLP(D).
Teorema 64 (Correccio´n y Completitud). Sea G un objetivo inicial y S σ
una respuesta de G.
(a) Correcio´n: Si G `` ∗ ‖ki=1 Gi es una derivavicio´n paralela a partir de G de un
nu´mero finito de objetivos Gi, para cada Gi ≡ ∃U.  Siσi un objetivo en
forma resuelta, Siσi es una respuesta de G.
(b) Completitud: Existe una derivacio´n paralela G `` ∗ ‖ki=1 Gi que termina en
un nu´mero finito de objetivos resueltos Gi ≡ ∃U i.  Siσi que cubren todas
las soluciones de la respuesta inicial S σ.
La demostracio´n de este teorema se basa en la demostracio´n de las propiedades del
ca´lculo CDNC (D) recopiladas en el Ape´ndice A, donde ahora las elecciones indeter-
ministas han de interpretarse como derivaciones paralelas de procesos de resolucio´n
de objetivos.
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Cap´ıtulo 5
Conclusiones y Trabajo Futuro
En este u´ltimo cap´ıtulo del trabajo resumimos las principales aportaciones de nuestro
trabajo, as´ı como las principales lineas de investigacio´n que quedan abiertas.
5.1 Conclusiones
El objetivo principal de este trabajo ha sido el de presentar una extensio´n con-
currente para lenguajes de programacio´n lo´gico funcionales con restricciones que
permita modelar aplicaciones declarativas con restricciones donde la concurrencia y
la resolucio´n cooperativa de restricciones este´ presente. Las principales aportaciones
de este trabajo son las siguientes:
• Hemos ofrecido un estado del arte revisado y uniformado de las distintas pro-
puestas existentes para la integracio´n de concurrencia en el esquema de pro-
gramacio´n lo´gica con restricciones CLP(C). Hemos mostrado co´mo se han
integrado las principales caracter´ısticas de la programacio´n lo´gica, como el
indeterminismo y la unificacio´n de variables lo´gicas sobre un sistema de re-
stricciones C, las cuales aportan una mayor expresividad y permiten resolver
una gran cantidad de problemas de forma ma´s eficiente, mostrando el par-
alelismo inherente que existe entre los co´mputos de los programas lo´gicos, la
resolucio´n de restricciones y las redes de procesos.
• Hemos mostrado como integrar las principales caracter´ısticas de la progra-
macio´n funcional, como la evaluacio´n perezosa y el orden superior, al esquema
de programacio´n lo´gica con restricciones, ofreciendo una versio´n uniformada
de la sema´ntica operacional basada en estrechamiento dirigido por demanda
mediante a´rboles definicionales con restricciones y solapamiento que sirve de
fundamento al esquema de programacio´n lo´gico funcional con restricciones
CFLP(D).
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• Hemos integrado un modelo de co´mputo concurrente en el esquema CFLP(D).
El conjunto de reglas de transformacio´n que hemos aportado proporcionan
un modelo operacional coherente que es correcto y completo respecto a la
sema´ntica CRWL(D). Esta versio´n extendida del esquema nos permite combi-
nar eficientemente los principios operacionales ma´s importantes del paradigma
de la programacio´n declarativa con restricciones, como lo son el estrechamiento
dirigido por demanda y los mecanismos de residuacio´n guiados por a´rboles
definicionales concurrentes con restricciones y solapamiento para an˜adir la
posibilidad de realizar co´mputos concurrentes y perezosos con restricciones.
5.2 Trabajo Futuro
Finalizamos este trabajo citando algunas de las principales l´ıneas de trabajo que
quedan abiertas despue´s de la realizacio´n de esta memoria:
• Desde el punto de vista teo´rico, es necesario detallar las demostraciones de
los resultados de correccio´n y completitud expuestos al final del Cap´ıtulo 4.
Estas demostraciones tienen una estructura muy similar a las demostraciones
de las propiedades del ca´lculo CDNC (D), interpretando ahora las elecciones
indeterministas como derivaciones paralelas entre objetivos.
• La principal l´ınea de trabajo que queda abierta es la de adaptar el modelo
de co´mputo concurrente propuesto al sistema T OY(FD) desarrollado por el
Grupo de Programacio´n Declarativa (GPD) de la Universidad Complutense
de Madrid. Actualmente ya es bastante comu´n encontrarse con equipos con
procesadores de doble nu´cleo, cuatro nu´cleos y superior, por lo que es posible
ejecutar de forma simulta´nea varios procesos concurrentemente. As´ı pues, in-
tegrando nuestro modelo concurrente de co´mputo con el sistema T OY(FD), se
pueden conseguir mejoras en eficiencia notables al dividir el peso del co´mputo
en varios procesadores. El sistema T OY(FD) es un interprete para Prolog
de CFLP(D)-programas construido sobre la distribucio´n SICStus Prolog [2].
El sistema SICStus permite mezclar el lenguaje Prolog con C [1] y Java [42],
lenguajes que poseen herramientas de creacio´n y manejo de procesos e hilos.
Por razones de eficiencia se recomienda el lenguaje C para una implementacio´n
para sistemas operativos UNIX. SICStus prolog por lo que nuestra propuesta
ser´ıa la siguiente:
- Cuando la evaluacio´n de un objetivo llega a un punto de bifurcacio´n
debido al indeterminismo, generar´ıamos tantos procesos independientes
como procesos, y el proceso padre quedar´ıa suspendido a la espera de
recopilar los resultados obtenidos por los co´mputos de sus hijos.
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- Para interpretar la concurrencia dentro de un mismo objetivo, dentro
de nuestro modelo hablabamos de procesos que cooperan, por ello, por
simplicidad proponemos que los “procesos” que cooperan sean implemen-
tados por hilos de ejecucio´n. Cada una de las producciones y restricciones,
en vez de generar un nuevo proceso independiente, genera un hilo, por lo
que ahorramos en tiempo debido al coste de paso de mensajes, ya que la
comunicacio´n se realizar´ıa por medio de paso de mensajes.
Adema´s, habr´ıa que tener en cuenta detalles de implementacio´n como control
sobre las secciones cr´ıticas, deteccio´n de “deadlocks”, etc.
• Una vez implementado el sistema T OY(FD) concurrente, realizar una imple-
mentacio´n ma´s general que permita la integracio´n de resolutores de restric-
ciones cooperativos.
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Ape´ndices

Ape´ndice A
Demostraciones
En este Ape´ndice damos las demostraciones de los resultados principales expuestos
en este trabajo, los cuales han sido separados del texto principal para facilitar su
comprensio´n y legibilidad.
A.1 Demostraciones del Cap´ıtulo 2
Proposicio´n (Propiedades de los sistemas de restricciones con igualdad).
Cualquier sistema de restricciones con igualdad, satisface las propiedades de simetr´ıa
y transitividad.
Demostracio´n.
- (Simetr´ıa) t = t′ ` t′ = t aplicando la regla de reemplazamiento a ` t = t, que
se obtiene por reflexividad.
- (Transitividad) t = t′, t′ = t′′ ` t = t′′ aplicando la regla de reemplazamiento a
t = t′ ` t = t′, que se obtiene por hipo´tesis de induccio´n en la longitud de la
cadena de restricciones.
2
Lema (Lema de Consistencia). Para cualquier sistema de restricciones C =
(T, L,`) y cualquier u ∈ Pfin(L), se verifica lo siguiente:
` ∃x.∧u⇒ Con(u)
para x definido como las variables locales de u. El rec´ıproco es falso en general.
Demostracio´n. Vamos a demostrarlo por reduccio´n al absurdo. Supongamos que
{x1, . . . , xn} es el conjunto de las variables libres de u, y supongamos que se cumplen:
102 A. Demostraciones
(1) ` ∃x1 . . . ∃xn.
∧
u
(2) ¬Con(u)
Entonces:
(2) ⇒ u ` F (definicio´n de “Con”)
⇒ ∧u ` F (aplicando (∧ `) varias veces)
⇒ ∃x1 . . . ∃xn.
∧
u ` F (aplicando (∃ `) n veces)
⇒` F (Contradiccio´n) (aplicando (1), Corte)
Partimos de que u es inconsistente (2), se tiene entonces que si u ` F (por definicio´n
del predicado de consistencia) entonces
∧
u ` F , aplicando la regla (∧ `) consecuti-
vamente. Aplicamos varias veces la regla (∃ `) por cada una de las variables libres
de u y se deduce que ∃x1 . . . ∃xn.
∧
u ` F . Tenemos que ∃x1 . . . ∃xn.
∧
u se satisface
trivialmente por (1) y ∃x1 . . . ∃xn.
∧
u ` F , de lo cual se deduce que ` F . Es falso
puesto que 6` F por definicio´n de F .
2
A.2 Demostraciones del Cap´ıtulo 3
Lema (Lema de Demanda). Si Π θ es una respuesta no trivial para un objetivo
admisible G de un COISS(D)-programa y X ∈ DV arD(G) entonces θ′(X) 6= ⊥
para toda θ′ =\evar(G) θ dada en la Definicio´n 49.
Demostracio´n. Sea Π θ ∈ AnsP(G) no trivial (es decir, SolD(Π) 6= ∅). Por la
Definicio´n 49, existe Π θ′ ∈ AnsP(G) tal que θ =\evar(G) θ′. Probamos que θ′(X) 6=
⊥ razonando mediante induccio´n en el orden +P (El cierre transitivo de la relacio´n
(ver [50] para ma´s detalles) esta´ bien fundado debido a la propiedad de que no hay
ciclos entre variables producidas de objetivos admisibles. Consideramos tres casos
para X ∈ DV arD(G) de acuerdo con la Definicio´n 48:
• X ∈ DV arD(S):
Suponemos que θ′(X) = ⊥ y sea µ ∈ SolD(Π). Por la Definicio´n 49, Π |=D Sθ′,
y entonces θ′µ ∈ SolD(S) y µ(θ′(X)) = µ(⊥) = ⊥. No obstante, puesto que
X ∈ DV arD(S) y de acuerdo con el item 1 en la Definicio´n 36, tenemos que
µ(θ′(X)) 6= ⊥. Por tanto, θ′(X) 6= ⊥.
• (Xak → R) ∈ P con k > 0 y R ∈ DV arD(G):
A partir de X +P R y R ∈ DV arD(G), por hipo´tesis de induccio´n θ′(R) 6= ⊥.
Por la Definicio´n 49, P `D θ′(X)akθ′ → θ′(R) ⇐ Π. Sin embargo, teniendo
en cuenta que k > 0, solo es posible en CRWL(D) si θ′(X) 6= ⊥.
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• X = e|pos(Y,τ), (< e, case(τ, Y, [T1, . . . , Tk]) > → R) ∈ P y R ∈ DV arD(G):
En este caso, e = fen con f ∈ DFn. Como X = e|pos(Y,τ), se tiene que
X +P R. Adema´s, como R ∈ DV arD(G), por hipo´tesis de induccio´n θ′(R) 6=
⊥. Por la Definicio´n 49 y la regla DFP del CRWL(D)-calculo ilustrado en la
Definicio´n 41, P `D f enθ′ → θ′(R) ⇐ Π usando (ft′n → r ⇐ P C) ∈ [P]⊥
y se deduce que P `D eiθ′ → t′i ⇐ Π para todo 1 ≤ i ≤ n. Por otro lado,
pos(Y, τ) = i · p con 1 ≤ i ≤ n y p ∈ Pos(ei) porque τ  e. Debido a la forma
del a´rbol definicional case (ver Definicio´n 46), t′i tiene un s´ımbolo pasivo hj
(1 ≤ j ≤ k) en la posicio´n p. Adema´s, solo puede haber s´ımbolos pasivos hj
en t′i. Por lo tanto, t
′
i 6= ⊥. Por otra parte, teniendo en cuenta que τ  e
con X = ei|p, debe haber los mismos s´ımbolos pasivos y en el mismo orden
que anteriormente ten´ıa θ′(X) en la posicio´n p de eiθ′. E´sto nos lleva a que
P `D eiθ′ → t′i ⇐ Π aplica la CRWL(D)-regla de descomposicio´n DC en el
CRWL(D)-ca´lculo ilustrado en la Definicio´n 41 para llegar a P `D θ′(X) →
hj . . . ⇐ Π. Concluimos que θ′(X) 6= ⊥. 
Teorema (Propiedades de COIS). Para cualquier CFLP (D)-programa P dado,
COIS(P) siempre termina y devuelve otro CFLP (D)-programa P ′ tal que P ′ es un
COISS(D) y para cualquier c-sentencia ϕ: P `D ϕ si y solo si P ′ `D ϕ.
Demostracio´n. Por la construccio´n de P ′ como un COISS(D) usando el algoritmo
de transformacio´n, debe existir n ∈ N y CFLP (D)-programas Pi (0 ≤ i ≤ n) tales
que P0 = P, Pn = P ′, y para todo 0 < i ≤ n, la relacio´n entre Pi−1 y Pi corresponde
a la aplicacio´n del tercer caso en la especificacio´n de la funcio´n COIS: existe un
patro´n de llamada τ con ra´ız f y una posicio´n demandada (pero no uniformemente
demandada) p ∈ V Pos(τ) por (Pi−1)f y Pi = (Pi−1 \ {f} ) ∪ Pf1 ∪ Pf2 ∪ {τ →
τ1, τ → τ2}, donde:
• f1, f2 son nuevos s´ımbolos de funcio´n con la misma aridad que f .
• τ1 = τ {f 7→ f1} y τ2 = τ {f 7→f2}.
• Pi−1 \ {f} es el subconjunto de reglas de programa de Pi−1 que no define f .
• Pf1 es el subconjunto de reglas de programas de Pi−1 definiendo f que demanda
p, con todos los lados izquierdos afectados por el cambio {f 7→ f1}.
• Pf2 es el subconjunto de reglas de programa de Pi−1 definiendo f pero sin
demandar p, con todos los lados izquierdos afectados por el cambio {f 7→ f2}.
Probamos que para todo 0 < i ≤ n: Pi−1 `D e→ t⇐ Π si y solo si Pi `D e→ t⇐Π.
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⇒) Suponemos que Pi−1 `D e → t ⇐ Π (0 < i ≤ n). Razonamos por induccio´n en
el taman˜o de esta CRWL(D)-deduccio´n y consideramos casos acordes con la u´ltima
regla de inferencia usada en la derivacio´n. Si la CRWL(D)-regla usada es TI, RR
o SP entonces el resultado se cumple directamente con dicha regla. Si la regla es
DC, IR, PF o AC el resultado tambie´n se cumple usando la hipo´tesis de induccio´n
y la misma regla de deduccio´n. Finalmente, suponemos que la u´ltima regla usada es
DFP . Consideramos dos subcasos:
• Subcaso 1: e = fenak con f el s´ımbolo de funcio´n Pi−1 afectado por el paso
de transformacio´n de Pi−1 a Pi. En ese caso, T ≡ DFPi−1 (fenak → t ⇐ Π,
[T1, . . . , Tn, Tc, Tr, Ts]) usando (ftn → r ⇐ P  C) ∈ [Pi−1]⊥, s ∈ Pat⊥(U)
y donde Tj : Pi−1 `D ej → tj ⇐ Π para todo 1 ≤ j ≤ n, Tc : Pi−1 `D P  C
⇐ Π, Tr : Pi−1 `D r → s ⇐ Π y Ts : Pi−1 `D sak → t ⇐ Π. Por hipo´tesis de
induccio´n, T ′j : Pi `D ej → tj ⇐ Π para todo 1 ≤ j ≤ n, T ′c : Pi `D P 
C ⇐ Π, T ′r : Pi `D r → s ⇐ Π y T ′s : Pi `D sak → t ⇐ Π. Adema´s, desde
(ftn → r ⇐ P  C) ∈ [Pi−1]⊥, por definicio´n de Pi, deben existir instancias
(ftn → fktn) ∈ [Pi]⊥ y (fktn → r ⇐ P  C) ∈ [Pi]⊥ con k = 1 o 2. Por
ello, podemos construir T ′ ≡ DFPi (fenak → t ⇐ Π, [T ′1, . . . , T ′n, T ′fk ,
T ′s]) donde T ′fk ≡ DFPi (fktn → s ⇐ Π, [T ′′1, . . . , T ′′n, T ′c, T ′r]) con T ′′j
: Pi `D tj → tj ⇐ Π para todo 1 ≤ j ≤ n. Por ello, T ′ : Pi `D e → t ⇐ Π.
• Subcaso 2: e = genak donde g es un s´ımbolo de funcio´n en Pi−1 diferente al
s´ımbolo de funcio´n f afectado por el paso de transformacio´n de Pi−1 a Pi. En
ese caso, T ≡ DFPi−1 (genak → t ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts]) usando (gtn
→ r ⇐ P  C) ∈ [Pi−1]⊥, s ∈ Pat⊥(U) y donde Tj : Pi−1 `D ej → tj ⇐
Π para todo 1 ≤ j ≤ n, Tc : Pi−1 `D P  C ⇐ Π, Tr : Pi−1 `D r → s ⇐
Π y Ts : Pi−1 `D sak → t ⇐ Π. Por hipo´tesis de induccio´n, T ′j : Pi `D ej
→ tj ⇐ Π para todo 1 ≤ j ≤ n, T ′c : Pi `D P  C ⇐ Π, T ′r : Pi `D r
→ s ⇐ Π y T ′s : Pi `D sak → t ⇐ Π. Adema´s, a partir de (gtn → r ⇐ P
 C) ∈ [Pi−1]⊥ donde g 6= f , por definicio´n de Pi, (gtn → r ⇐ P  C) ∈
[Pi]⊥. Entonces, podemos construir T ′ ≡ DFPi (genak → t ⇐ Π, [T ′1, . . . ,
T ′n, T ′c, T ′r, T ′s]). Por ello, T ′ : Pi `D e → t ⇐ Π.
⇐) Asumimos que Pi `D e → t ⇐ Π. Razonamos por induccio´n en el taman˜o
de su CRWL(D)-deduccio´n y distinguimos casos de acuerdo con la u´ltima regla de
inferencia usada en la derivacio´n. Si la CRWL(D)-regla usada es TI, RR o SP
entonces el resultado se cumple directamente con la misma regla. En otro caso, si
la regla usada es DC, IR, PF o AC, entonces el resultado se cumple aplicando la
hipo´tesis de induccio´n y la misma regla de deduccio´n. Finalmente, suponemos que
la u´ltima regla usada en la deduccio´n es DFP . Distinguimos dos subcasos diferentes:
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• Subcaso 1: e = fenak con f el s´ımbolo de funcio´n Pi−1 afectado por el paso de
transformacio´n de Pi−1 a Pi. En este caso, T ≡ DFPi (fenak → t ⇐ Π, [T1,
. . . , Tn, Tfk , Ts]) usando (ftn → fktn) ∈ [Pi]⊥ (k = 1 o 2) y s ∈ Pat⊥(U).
Entonces, Tj : Pi `D ej → tj ⇐ Π para todo 1 ≤ j ≤ n, Ts : Pi `D sak → t
⇐ Π y Tfk ≡ DFPi (fktn → s ⇐ Π, [T ′1, . . . , T ′n, Tc, Tr]) con T ′j : Pi `D tj
→ sj ⇐ Π para todo 1 ≤ j ≤ n, Tc : Pi `D P  C ⇐ Π y Tr : Pi `D r → s
⇐ Π, usando (fksn → r ⇐ P  C) ∈ [Pi]⊥. Por hipo´tesis de induccio´n, T ∗j
: Pi−1 `D ej → tj ⇐ Π para todo 1 ≤ j ≤ n and T ′∗j : Pi−1 `D tj → sj ⇐ Π
para todo 1 ≤ j ≤ n (a partir de aqu´ı, usando las propiedades de CRWL(D),
T ′′j : Pi−1 `D ej → sj ⇐ Π para todo 1 ≤ j ≤ n), T ′c : Pi−1 `D P  C
⇐ Π, T ′r : Pi−1 `D r → s ⇐ Π y T ′s : Pi−1 `D sak → t ⇐ Π. A partir de
(ftn → fktn) ∈ [Pi]⊥ y (fksn → r ⇐ P  C) ∈ [Pi]⊥ con k = 1 o 2, existe
una instancia (fsn → r ⇐ P  C) ∈ [Pi−1]⊥, debido a la definicio´n de Pi de
Pi−1 y porque f es un s´ımbolo de funcio´n que aparece en Pi−1 por hipo´tesis.
Entonces, T ′ ≡ DFPi−1 (fenak → t ⇐ Π, [T ′′1, . . . , T ′′n, T ′c, T ′r, T ′s]). Pot
tanto, T ′ : Pi−1 `D e → t ⇐ Π.
• Subcaso 2: e = genak donde g es un s´ımbolo de funcio´n de Pi−1 diferente del
s´ımbolo de funcio´n f afectado por el paso de transformacio´n de Pi−1 a Pi. En
ese caso, T ≡ DFPi (genak → t ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts]) usando (gtn
→ r ⇐ P  C) ∈ [Pi]⊥, s ∈ Pat⊥(U) y donde Tj : Pi `D ej → tj ⇐ Π para
todo 1 ≤ j ≤ n, Tc : Pi `D P  C ⇐ Π, Tr : Pi `D r → s ⇐ Π y Ts : Pi
`D sak → t ⇐ Π. Por hipo´tesis de induccio´n, T ′j : Pi−1 `D ej → tj ⇐ Π
para todo 1 ≤ j ≤ n, T ′c : Pi−1 `D P  C ⇐ Π, T ′r : Pi−1 `D r → s ⇐
Π y T ′s : Pi−1 `D sak → t ⇐ Π. Adema´s, puesto que (gtn → r ⇐ P  C)
∈ [Pi]⊥ donde g 6= f , por definicio´n de Pi, (gtn → r ⇐ P  C) ∈ [Pi−1]⊥.
Entonces, podemos construir T ′ ≡ DFPi−1 (genak → t ⇐ Π, [T ′1, . . . , T ′n,
T ′c, T ′r, T ′s]). Por tanto, T ′ : Pi−1 `D e → t ⇐ Π.
2
Lema 65 (Propiedad de Particionado). Sea P un CFLP (D)-programa. Para
cualquier e ∈ Exp⊥(U), t ∈ Pat⊥(U) y p ∈ Pos(e), las siguientes condiciones son
equivalentes:
1. T : P `D e→ t⇐ Π.
2. Existe s ∈ Pat⊥(U) tal que T1 : P `D e|p → s⇐ Π y T2 : P `D e[s]p → t⇐
Π.
Adema´s, cuando se demuestra “(1) ⇒ (2)” uno puede escoger | T1 |, | T2 | ≤ | T |.
Demostracio´n. Distinguimos varios casos:
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• p = :
(1) ⇒ (2). Suponemos que T : P `D e → t ⇐ Π. Tomando s ≡ t ∈ Pat⊥(U)
se deduce que T1 ≡ T : P `D e| = e → t ⇐ Π y T2 : P `D e[t] = t →
t ⇐ Π por la propiedad de aproximacio´n porque trivialmente Π |=D t w t.
Observamos que | T1 | = | T | y | T2 | = 0 ≤ | T |. As´ı pues, | T1 |, | T2 | ≤
| T |.
(2) ⇒ (1). Asumimos T1 : P `D e| = e → s ⇐ Π y T2 : P `D e[s] = s → t
⇐ Π. Puesto ques ∈ Pat⊥(U), por la propiedad de aproximacio´n tenemos que
Π |=D s w t. Finalmente, por la propiedad de encubrimiento [52], obtenemos
T : P `D e → t ⇐ Π.
• p 6= : Razonamos por induccio´n en el taman˜o de e ∈ Exp⊥(U) y distinguimos
casos dependiendo de la forma de t ∈ Pat⊥(U) y Π ⊆ PCon⊥(D):
• t = ⊥:
(1) ⇒ (2). Asumimos T : P `D e → ⊥ ⇐ Π. Tomando s ≡ ⊥ ∈ Pat⊥(U) se
deduce que T1 : P `D e|p → ⊥ ⇐ Π y T2 : P `D e[⊥]p → ⊥ ⇐ Π usando la
regla TI. En este caso, | T | = | T1 | = | T2 | = 0.
(2) ⇒ (1). Trivialmente, T : P `D e → ⊥ ⇐ Π usando TI.
• t 6= ⊥, InSatD(Π):
(1) ⇔ (2). En este caso T : P `D e → t ⇐ Π, T1 : P `D e|p → s ⇐ Π y T2
: P `D e[s]p → t ⇐ Π se deducen trivialmente usando TI. Adema´s, | T | =
| T1 | = | T2 | = 0.
• t 6= ⊥, SatD(Π). Distinguimos nuevos casos:
• e ∈ Pat⊥(U). Probamos (1) ⇒ (2):
En este caso, T : P `D e → t ⇐ Π es equivalente a Π |=D e w t por la
propiedad de aproximacio´n. Puesto que p 6= , e = hem ∈ Pat⊥(U) pasivo.
Entonces, p = i · q con 1 ≤ i ≤ m y q ∈ Pos(ei). Puesto que t 6= ⊥ tenemos
dos posibilidades para t:
• t = htm:
En este caso T ≡ DC (hem → htm ⇐ Π, [T1, . . . , Tm]) donde Ti : P `D ei
→ ti ⇐ Π para todo 1 ≤ i ≤ m. Puesto que q ∈ Pos(ei), por hipo´tesis de
induccio´n existe si ∈ Pat⊥(U) tal que Ti1 : P `D ei|q → si ⇐ Π y Ti2 : P
`D ei[si]q → ti ⇐ Π tal que | Ti1 |, | Ti2 | ≤ | Ti |. En esta situacio´n, e|p =
hem|i·q = ei|q y e[s]p = hem[s]i·q = h e1 . . . ei−1 ei[s]q ei+1 . . . em. As´ı pues,
tomando s ≡ si ∈ Pat⊥(U) tenemos T1 ≡ Ti1 : P `D e|p = ei|q → si = s ⇐
Π y T2 : P `D e[s]p = h e1 . . . ei−1 ei[si]q ei+1 . . . em → t ⇐ Π donde T2 ≡
DC (e[si]p → htm ⇐ Π, [T1, . . . , Ti−1, Ti2, Ti+1, . . . , Tm]). Adema´s, | T1 | =
| Ti1 | ≤ | Ti | ≤
∑
i | Ti | = | T | y | T2 | =
∑
\i | Ti | + | Ti2 | ≤
∑
\i | Ti | +
| Ti | = | T |. As´ı pues | T1 |, | T2 | ≤ | T |.
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• t = X ∈ V:
En este caso T ≡ IR (hem → X ⇐ Π, [T1, . . . , Tm]) donde Π |=D htm w X
y Ti : P `D ei → ti ⇐ Π para todo 1 ≤ i ≤ m. Puesto que q ∈ Pos(ei), por
hipo´tesis de induccio´n existe si ∈ Pat⊥(U) tal que Ti1 : P `D ei|q → si ⇐ Π
y Ti2 : P `D ei[si]q → ti ⇐ Π tal que | Ti1 |, | Ti2 | ≤ | Ti |. En este caso,
e|p = hem|i·q = ei|q y e[s]p = hem[s]i·q = h e1 . . . ei−1 ei[s]q ei+1 . . . em. As´ı
pues, tomando s ≡ si ∈ Pat⊥(U) tenemos T1 ≡ Ti1 : P `D e|p = ei|q → si =
s ⇐ Π y T2 : P `D e[s]p = h e1 . . . ei−1 ei[si]q ei+1 . . . em → t ⇐ Π donde
T2 ≡ IR (e[si]p → X ⇐ Π, [T1, . . . , Ti−1, Ti2, Ti+1, . . . , Tm]) debido a Π |=D
htm w X. Adema´s, | T1 | = | Ti1 | ≤ | Ti | ≤
∑
i | Ti | = | T | y | T2 | =
∑
\i
| Ti | + | Ti2 | ≤
∑
\i | Ti | + | Ti | = | T |. As´ı pues | T1 |, | T2 | ≤ | T |.
• e ∈ Pat⊥(U). Probamos (2) ⇒ (1):
En este caso T1 ≡ Ti1 : P `D e|p = hem|i·q = ei|q → s ⇐ Π y T2 : P `D e[s]p
= hem[s]i·q = h e1 . . . ei−1 ei[s]q ei+1 . . . em → t ⇐ Π. Puesto que t 6= ⊥
tenemos de nuevo dos posibilidades para t:
• t = htm:
En este caso T2 ≡ DC (h e1 . . . ei−1 ei[s]q ei+1 . . . em → htm ⇐ Π, [T1, . . . ,
Ti−1, Ti2, Ti+1, . . . , Tm]) donde Ti : P `D ei → ti ⇐ Π para todo i ∈ {1, . . . ,
i− 1, i+ 1, . . . , m} y Ti2 : P `D ei[s]q → ti ⇐ Π. Por hipo´tesis de induccio´n
tenemos tambie´n Ti : P `D ei → ti ⇐ Π. Entonces, T : P `D hem → htm ⇐
Π donde T ≡ DC (hem → htm ⇐ Π, [T1, . . . , Ti−1, Ti, Ti+1, . . . , Tm]).
• t = X ∈ V:
En este caso T2 ≡ IR (h e1 . . . ei−1 ei[s]q ei+1 . . . em → X ⇐ Π, [T1, . . . ,
Ti−1, Ti2, Ti+1, . . . , Tm]) donde Π |=D htm w X, Ti : P `D ei → ti ⇐ Π para
todo i ∈ {1, . . . , i − 1, i + 1, . . . , m} y Ti2 : P `D ei[s]q → ti ⇐ Π. Por
hipo´tesis de induccio´n tenemos tambie´n Ti : P `D ei → ti ⇐ Π. Entonces, T
: P `D hem → X ⇐ Π donde Π |=D htm w X y T ≡ IR (hem → X ⇐ Π,
[T1, . . . , Ti−1, Ti, Ti+1, . . . , Tm]).
• e /∈ Pat⊥(U). Distinguimos nuevos casos:
• e = hem /∈ Pat⊥(U) pasivo. Este caso es ana´logo al caso anterior (Puesto que
t 6= ⊥, t = htm o t = X ∈ V).
• e = fenak con f ∈ DFn (k ≥ 0). Demostramos (1) ⇒ (2):
Asumimos T : P `D fenak → t ⇐ Π. En este caso T ≡ DFP (fenak → t
⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts ]) donde Ti : P `D ei → ti ⇐ Π para todo 1 ≤ i
≤ n, Tp : P `D P  C ⇐ Π, Tr : P `D r → s ⇐ Π y Ts : P `D sak → t ⇐
Π, usando (ftn → r ⇐ P  C) ∈ [P]⊥ y s ∈ Pat⊥(U). Puesto que p = i · q
con i ∈ {1, . . . , n+ k }, distinguimos dos casos:
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• 1 ≤ i ≤ n:
Puesto que Ti : P `D ei → ti ⇐ Π y q ∈ Pos(ei), por hipo´tesis de induccio´n
se tiene que existe si ∈ Pat⊥(U) tal que Ti1 : P `D ei|q → si ⇐ Π, Ti2 : P `D
ei[si]q → ti ⇐ Π y | Ti1 |, | Ti2 | ≤ | Ti |. En esta situacio´n T1 ≡ Ti1 : P `D
fenak|i·q = ei|q → si ⇐ Π y T2 : P `D fenak[si]p → t ⇐ Π donde T2 ≡ DFP
(fe1 . . . ei−1 ei[si]q ei+1 . . . en ak → t ⇐ Π, [T1, . . . , Ti−1, Ti2, Ti+1, . . . , Tn,
Tc, Tr, Ts ]), usando (ftn → r ⇐ P  C) ∈ [P]⊥ y s ∈ Pat⊥(U). Adema´s,
| T1 | = | Ti1 | ≤ | Ti | ≤ | Ti | +
∑
\i | Ti | + | Tc | + | Tr | + | Ts | + 1 =
| T | y | T2 | = 1 + | Ti2 | +
∑
\i | Ti | + | Tc | + | Tr | + | Ts | ≤ 1 + | Ti | +∑
\i | Ti | + | Tc | + | Tr | + | Ts | = | T |. As´ı pues, | T1 |, | T2 | ≤ | T |.
• n+ 1 ≤ i ≤ k + 1:
Sabemos que Ts : P `D sak → t ⇐ Π. Puesto que q ∈ Pos(ai), existe q′ ∈
Pos(sak). Por hipo´tesis de induccio´n existe si ∈ Pat⊥(U) tal que Ts1 : P `D
sak|q′ = ai|q → si ⇐ Π, Ts2 : P `D sak[si]q′ = s a1 . . . ai−1 ai[si]q ai+1 . . . ak
→ t ⇐ Π y | Ts1 |, | Ts2 | ≤ | Ts |. En esta situacio´n T1 ≡ Ts1 : P `D fenak|i·q
= ai|q → si ⇐ Π y T2 : P `D fenak[si]i·q → t ⇐ Π donde T2 ≡ DFP (fen
a1 . . . ai−1 ai[si]q ai+1 . . . ak → t ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts2]). Adema´s,
| T1 | = | Ts1 | ≤ | Ts | ≤ 1 +
∑
i | Ti | + | Tc | + | Tr | + | Ts | = | T | y | T2 |
= 1 +
∑
i | Ti | + | Tc | + | Tr | + | Ts2 | ≤ 1 +
∑
i | Ti | + | Tc | + | Tr | +
| Ts | = | T |. As´ı pues, | T1 |, | T2 | ≤ | T |.
• e = fenak con f ∈ DFn (k ≥ 0). Demostramos (2) ⇒ (1):
Asumimos T1 : P `D fenak|p → s ⇐ Π y T2 : P `D fenak[s]p → t ⇐ Π.
Puesto que p = i · q con i ∈ {1, . . . , n+k }, de nuevo distinguimos dos casos:
• 1 ≤ i ≤ n:
En este caso T1 : P `D ei|q → s ⇐ Π y T2 : P `D f e1 . . . ei−1 ei[s]q ei+1 . . .
en ak → t ⇐ Π. Observamos que T2 ≡ DFP (f e1 . . . ei−1 ei[s]q ei+1 . . . en
ak → t ⇐ Π, [T1, . . . , Ti−1, Ti2, Ti+1, . . . , Tn, Tc, Tr, Ts′ ]) donde Ti : P `D
ei → ti ⇐ Π para todo i ∈ {1, . . . , i − 1, i + 1, . . . , n}, Ti2 : P `D ei[s]q →
ti ⇐ Π, Tc : P `D P  C ⇐ Π, Tr : P `D r → s′ ⇐ Π y Ts′ : P `D s′ak
→ t ⇐ Π usando (ftn → r ⇐ P  C) ∈ [P]⊥ y s′ ∈ Pat⊥(U). Puesto que
Ti1 ≡ T1 : P `D ei|q → s ⇐ Π y Ti2 : P `D ei[s]q → ti ⇐ Π, por hipo´tesis de
induccio´n Ti : P `D ei → ti ⇐ Π. Entonces, T : P `D fenak → t ⇐ Π donde
T ≡ DFP (fenak → t ⇐ Π, [T1, . . . , Ti−1, Ti, Ti+1, . . . , Tn, Tc, Tr, Ts′ ]).
• n+ 1 ≤ i k + 1:
En este caso T1 : P `D ai|q → s ⇐ Π y T2 : P `D f en a1 . . . ai−1 ai[s]q ai+1
. . . ak → t ⇐ Π. Observamos que T2 ≡ DFP (f en a1 . . . ai−1 ai[s]q ai+1 . . .
ak → t ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts′2]) donde Ti : P `D ei → ti ⇐ Π para
todo i ∈ {1, . . . , n}, Tc : P `D P  C ⇐ Π, Tr : P `D r → s′ ⇐ Π y Ts′2 :
P `D s′ a1 . . . ai−1 ai[s]q ai+1 . . . ak → t ⇐ Π usando (ftn → r ⇐ P  C)
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∈ [P]⊥ y s′ ∈ Pat⊥(U). Puesto que q ∈ Pos(ai), existe q′ ∈ Pos(s′ak) tal que
Ts′1 ≡ T1 : P `D s′ak|q′ = ai|q → s ⇐ Π y Ts′2 : P `D s′ak[s]q′ = s′ a1 . . .
ai−1 ai[s]q ai+1 . . . ak → t ⇐ Π. Por hipo´tesis de induccio´n Ts′ : P `D s′ak
→ t ⇐ Π. Entonces, T : P `D fenak → t ⇐ Π donde T ≡ DFP (fenak →
t ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts′ ]).
• e = pen con p ∈ PFn. Demostramos (1) ⇒ (2):
Asumimos T : P `D pen → t ⇐ Π. En este caso T ≡ PF (pen → t ⇐ Π, [T1,
. . . , Tn]) donde Ti : P `D ei → ti ⇐ Π para todo 1 ≤ i ≤ n y Π |=D ptn → t.
Puesto que i · q ∈ Pos(pen), tenemos q ∈ Pos(ei). Por hipo´tesis de induccio´n,
existe si ∈ Pat⊥(U) tal que Ti1 : P `D ei|q → si ⇐ Π, Ti2 : P `D ei[si]q →
ti ⇐ Π y | Ti1 |, | Ti2 | ≤ | Ti |. Tomando s ≡ si, tenemos T1 ≡ Ti1 : P `D
pen|i·q = ei|q → si ⇐ Π y T2 : P `D pen[si]i·q → t ⇐ Π donde T2 ≡ PF (p e1
. . . ei−1 ei[si]q ei+1 . . . en → t ⇐ Π, [T1, . . . , Ti−1, Ti2, Ti+1, . . . , Tn ]) puesto
que Π |=D ptn → t. Adema´s, | T1 | = | Ti1 | ≤ | Ti | ≤ | Ti | +
∑
\i | Ti | + 1
= | T | y | T2 | = 1 + | Ti2 | +
∑
\i | Ti | ≤ 1 + | Ti | +
∑
\i | Ti | = | T |.
As´ı pues, | T1 |, | T2 | ≤ | T |.
• e = pen con p ∈ PFn. Demostramos (2) ⇒ (1):
Asumimos T1 : P `D pen|i·q = ei|q → s ⇐ Π y T2 : P `D pen[s]i·q = p e1
. . . ei−1 ei[s]q ei+1 . . . en → t ⇐ Π con s ∈ PatD(U) y q ∈ Pos(ei). En esta
situacio´n, T2 ≡ PF (p e1 . . . ei−1 ei[s]q ei+1 . . . en → t ⇐ Π, [T1, . . . , Ti−1,
Ti2, Ti+1, . . . , Tn ]) donde Ti : P `D ei → ti ⇐ Π para todo i ∈ {1, . . . , i− 1,
i + 1, . . . , n}, Ti2 : P `D ei[s]q → ti ⇐ Π y Π |=D ptn → t. Puesto que
Ti1 ≡ T1 : P `D ei|q → s ⇐ Π y Ti2 : P `D ei[s]q → ti ⇐ Π, por hipo´tesis
de induccio´n, Ti : P `D ei → ti ⇐ Π. Entonces, T : P `D pen → t ⇐ Π
tomando T ≡ PF (pen → t ⇐ Π, [T1, . . . , Ti−1, Ti, Ti+1, . . . , Tn ]) porque Π
|=D ptn → t.
El resto de este ape´ndice presenta los principales resultados de este trabajo, que son
la correccio´n y la completitud de la resolucio´n de objetivos en CDNC(D) con respecto
a CRWL(D)-sema´nticas. Para demostrar ambas propiedades usamos te´cnicas sim-
ilares a las usadas por el CLNC(D)-ca´lculo presentado en [51]. El primer resultado
demuestra la correccio´n para un u´nico paso de transformacio´n. Esto quiere decir que
los pasos de transformacio´n preservan la admisibilidad de los objetivos, fallan solo en
el caso de que los objetivos sean insatisfactibles y no introducen nuevas soluciones.
Lema 66 (Lema de Correccio´n).
1. Los pasos de transformacio´n preservan la admisibilidad de los objetivos: Si
G `` CDNC(D) G′ y G es un objetivo admisible, entonces G′ es un objetivo
admisible.
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2. Los pasos de transformacio´n fallan solo en el caso de los objetivos insatis-
factibles: Si G `` CDNC(D)  entonces SolP(G) = ∅ (o equivalentemente,
AnsP(G) incluye solo respuestas triviales).
3. Los pasos de transformacio´n no an˜aden nuevas respuestas: Si G `` CDNC(D) G′
y Π θ ∈ AnsP(G′) entonces Π θ ∈ AnsP(G).
Demostracio´n. Para esta demostracio´n supondremos, para cada CDNC(D)-regla,
que G, G′ y Gi son exa´ctamente como aparecen en la presentacio´n del CDNC(D)-
ca´lculo.
(1) Para cada CDNC(D)-regla damos explicaciones concisas justificando la preser-
vacio´n de las condiciones de admisibilidad dadas en la Subseccio´n 3.4.1.
SS
LN: Puesto que X es producida y debido a la linealidad de G, σ0 no modifica los
lados derechos de P .
EX: pvar(P ′) = pvar(P ) \ {X} ⊆ evar(G) \ {X} = evar(G′).
NC: Puesto que X es producida, so´lo producciones e → Z con X ∈ var(e) son
afectadas por σ0. En estos casos, para cada Y ∈ var(t), la relacio´n Y P Z es
creada, donde previamente ten´ıamos Y P X, X P Z. Por tanto, ∗P no se ve
alargada.
SL: σ0 no modifica σ y pvar(P
′) ⊆ pvar(P ).
DT: σ0 no modifica las variables de los a´rboles de producciones demandadas en P .
Mas au´n, t→ X no es una produccio´n demandada y X no ocurre en pvar(P ) debido
a la linealidad de G.
IM
LN: Debido a la linealidad de G y X1, . . . , Xm nuevas variables, σ0 no modifica las
variables en los lados derechos de las producciones en P y cada nueva variable es
producida so´lo una vez.
EX: pvar(P ′) = (pvar(P ) \ {X}) ∪ {Xm} ⊆ (evar(G) \ {X}) ∪ {Xm} = evar(G′).
NC: Puesto que X es producida, X no ocurre en em. As´ı, so´lo producciones e →
X ′ en P con X ∈ var(e) son afectadas por σ0. En estos casos, para cada Y ∈
var(hem), la relacio´n Y P X ′ es creada, donde previamente ten´ıamos Y P X y
X P X ′. Por tanto, ∗P no se ve alargada.
SL: σ0 no modifica σ y pvar(P
′) = (pvar(P ) \ {X}) ∪ {Xm} con Xm variables
nuevas.
DT: σ0 so´lo introduce variables nuevas y no modifica las variables en los a´rboles de
producciones demandadas en P . Mas au´n, todas las producciones introducidas no
tienen un a´rbol. Del mismo modo, hem → X no es una produccio´n con un a´rbol y
X no ocurre en pvar(P ) debido a la linealidad de G.
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EL
LN, NC, SL, DT: Trivial.
EX: pvar(P ′) = pvar(P ) \ {X} ⊆ evar(G) \ {X} = evar(G′).
PF
LN: Trivial, pues Xq son variables nuevas y distintas.
EX: Todas las variables nuevas Xq esta´n cuantificadas existencialmente.
NC: Las variables Xq son nuevas, y por tanto no aparecen en ningu´n lado izquierdo
de producciones en G′. Por tanto, ningu´n ciclo entre variables producidas se crea.
SL: σ no se modifica y las variables Xq son nuevas.
DT: Trivial, pues pen → X no es una produccio´n con un a´rbol, todas las produc-
ciones introducidas eq → Xq no tienen un a´rbol y las Xq son variables nuevas.
DT1
LN, EX, NC, SL: Trivial.
DT: Todas las variables en TfXn son nuevas y X ∈ DV arD(P  S).
DT2
LN: Trivial, pues X ′ es una variable nueva.
EX: La variable nueva X ′ esta´ cuantificada existencialmente.
NC: Puesto que X ′ es una variable producida nueva, so´lo puede aparecer en X ′ak
→ X. En este caso, para cada variable Y ∈ var(fen), la relacio´n Y P X ′, X ′ P
X es creada, donde previamente ten´ıamos Y P X. Por tanto, ∗P no presenta
ciclos pues no se ve alargada.
SL: σ no se modifica y la variable X ′ es nueva.
DT: La variable X ′ es demandada pues existe una suspensio´n X ′ak → X con X ∈
DV arD(P  S) (ver Definicio´n 48) y todas las variables en TfXn son nuevas.
FV
LN: Puesto que F no es producida, σ0 no modifica los lados derechos de las produc-
ciones en G′.
EX: Por la misma razo´n, pvar(P ′) = {X} ∪ pvar(P ) ⊆ evar(G) ⊆ evar(G) ∪
{Xp} = evar(G′).
NC: Puesto que F no es producida, solo producciones e → Z ∈ P con F ∈ var(e)
son afectadas por σ0. En estos casos, para cada Y ∈ var(hXp), la relacio´n Y P
Z es creada. Pero Y P Z no puede tomar parte de un ciclo de variables, pues
cada variable Y ∈ var(hXp) es nueva y no aparece en ningu´n lado derecho de una
produccio´n en el nuevo objetivo.
SL: Puesto que F no es producida y Xp son variables nuevas, σ0 puede so´lo intro-
ducir variables no producidas y nuevas en la sustitucio´n respuesta.
DT: Por la misma razo´n, σ0 so´lo introduce variables nuevas y no modifica las vari-
ables en los a´rboles de producciones demandadas en P .
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CSS
LN, EX, NC, SL: Trivial.
DT: Trivial. P y S no se modifican y puesto que e|pos(X,τ) no es una variable, el
a´rbol case (τ, X, [T1, . . . , Tk]) no define una variable demandada.
DI
LN: Puesto que Y no es producida, σ0 no modifica las variables en los lados dere-
chos de las producciones de P .
EX: Por la misma razo´n, pvar(P ) no se modifica, mientras que R, U es alargada a
Y mi, R, U .
NC: Puesto que G es un objetivo admisible y Y mi son variables nuevas, despue´s de
la aplicacio´n de σ0, estas variables pueden aparecer so´lo en los lados izquierdos de
las producciones en P ′ pero no en los lados derechos. Por tanto, ningu´n ciclo de
variables producidas es creado en G′.
SL: Ni Y ni los Y mi son variables producidas.
DT: σ0 so´lo introduce variables nuevas y el a´rbol case (τ, X, [T1, . . . , Tk]) define la
variable Y /∈ pvar(P ).
DN
LN: R′ es una variable nueva.
EX: pvar(P ′) = pvar(P ) ∪ {R} ∪ {R′} ⊆ evar(G) ∪ {R′} = evar(G′).
NC: Puesto que R′ ∈ var(e[R′]pos(X,τ)), se tiene que R′ P R. En este caso, para
cada Y ∈ var(e|pos(X,τ)), se tiene que Y P R′. Sin embargo, como Y ∈ var(e),
se sigue que Y P R directamente. Del mismo modo, R no aparece en e (y de
este modo no aparece en e|pos(X,τ)) debido a la condicio´n de admisibilidad NC, y R′
no aparece en e ya que es una variable nueva. Por tanto, ningu´n ciclo de variables
producidas es creado.
SL: σ no se modifica y la variable R′ es nueva.
DT: R′ es una variable nueva. Mas au´n, R′ es una variable demandada pues R′
= e[R′]pos(X,τ)|pos(X,τ) en < e[R′]pos(X,τ), case (τ, X, [T1, . . . , Tk]) > → R siendo
R demandada. Finalmente, ni P ni S son modificadas y e|pos(X,τ) no es una variable.
RRA
LN: Puesto que τ → ri ⇐ Pi  Ci es una variante de una regla de programa en
P, τ es lineal y por tanto Rm ∈ var(τ) son variables nuevas y distintas. Adema´s,
las variables en el lado derecho de Pi son todas tambie´n nuevas y distintas de las
variables de τ (ver item 2.(a) de la definicio´n de CFLP (D)-programa) y por tanto
de las variables Rm. Por el mismo motivo, σc no modifica las variables en los lados
derechos de Pi.
EX: pvar(P ′) = pvar(P ) ∪ pvar(Piσc) ∪ {Rm} ∪ {R} = (pvar(P ) ∪ {R}) ∪
(pvar(Pi) ∪ {Rm}) ⊆ evar(G) ∪ {X} = evar(G′).
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NC: Ni R ni las variables nuevas Rm ocurren en P y e (y de este modo no ocurren
en σf (Rj)) debido a la condicio´n de admisibilidad NC en G. Si Rj ∈ var(σc(ri)),
Rj P R y para cada Y ∈ var(σf (Rj)), Y P Rj. Sin embargo, como Y ∈ var(e),
se sigue que Y P R directamente. Por otro lado, R no aparece en Piσc y los lados
derechos de Piσc no aparecen en var(σf (Rj)). Por tanto, ∗P no se ve alargada.
SL: σ no se ve modificada y tanto Rm como las variables producidas de Piσc son
nuevas.
DT: Las variables en rule (τ → r1 ⇐ P1  C1 | . . . | rk ⇐ Pk  Ck) no aparecen
en el resto del objetivo. Cuando e´sta es eliminada, estas variables son nuevas en el
objetivo G′. Adema´s, en Piσc no hay producciones con a´rbol asociado.
CS
LN: Puesto que χ = pvar(P ) y el resolutor de restricciones satisface el requeri-
miento χ ∩ (Dom(σi) ∪ ran(σi)) = ∅ dado en el item 2.(b) de la Definicio´n 36,
tenemos que pvar(P ) ∩ Dom(σi) = ∅ y entonces σi no modifica los lados derechos
de las producciones en P .
EX: Por la misma razo´n, pvar(Pi) = pvar(P ) ⊆ evar(G) ⊆ evar(G) ∪ {Y i} =
evar(Gi).
NC: Puesto que tambie´n pvar(P ) ∩ ran(σi) = ∅, y Y i son nuevas, ninguna variable
producida es introducida por σi en los nuevos lados izquierdos de producciones en
P . De aqu´ı, ningu´n ciclo entre variables producidas es creado en G.
SL: Puesto que pvar(Pi) = pvar(P ) y pvar(P ) ∩ var(σi) = ∅, ninguna variable
producida entra en la nueva sustitucio´n respuesta.
DT: σi so´lo introduce variables nuevas y no modifica los lados derechos de las pro-
ducciones en P . Adema´s, de acuerdo con el item 2.(a) de la Definition 36, tenemos
que var(Si) ∩ pvar(P ) = ∅ o bien DV arD(Si) ∩ pvar(P ) 6= ∅. Puesto que los lados
derechos de las producciones con a´rbol son variables producidas y demandadas, si
son demandadas por S entonces seguira´n apareciendo en Si y por tanto, seguira´n
siendo demandadas en Gi por Si. Analogamente se razonar´ıa si son demandadas
por P .
AC
LN: Trivial, pues Xq son variables nuevas y distintas.
EX: Todas las variables nuevas Xq esta´n cuantificadas existencialmente.
NC: Las variables Xq son nuevas, y por tanto no aparecen en ningu´n lado izquierdo
de producciones en G′. Por tanto, ningu´n ciclo entre variables producidas se crea.
SL: σ no se modifica y las variables Xq son nuevas.
DT: Trivial, pues todas las producciones nuevas introducidas no tienen un a´rbol, las
Xq son variables nuevas, y ni P ni S son modificadas.
(2) Continuamos considerando CDNC(D)-reglas de fallo una a una.
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CC Asumamos que Π  θ ∈ AnsP(G). Por definicio´n, existe una sustitucio´n
θˆ tal que θˆ =\evar(G) θ y < e, case (τ, X, [T1, . . . , Tk]) > → R is CRWL(D)-
probable para eθˆ → Rθˆ ⇐ Π, usando en el u´ltimo paso la CRWL(D)-regla DFP
con una instancia (ftn → r ⇐ P  C) ∈ [P]⊥ (eθˆ = fenθˆ y R es una variable
demandada con θˆ(R) 6= ⊥ por el Lema de Demanda). Se sigue que P `D eiθˆ → ti
⇐ Π es CRWL(D)-probable para todo 1 ≤ i ≤ n. Como e|pos(X,τ) = h . . ., eθˆ tiene
el s´ımbolo h en un argumento eiθˆ. Como τ 4 ftn, ftn tiene el s´ımbolo hj (1 ≤ j
≤ k) en el argumento ti. Como h /∈ {h1, . . . , hk}, no puede ser cierto que P `D eiθˆ
→ ti ⇐ Π sea CRWL(D)-probable si SatD(Π). Por tanto, AnsP(G) incluye so´lo
respuestas triviales.
SF Asumamos Π  θ ∈ AnsP(G). Por definicio´n, existe una sustitucio´n θˆ tal
que θˆ =\evar(G) θ y Π |=D Sθˆ. Sea µ ∈ SolD(Π). Entonces θˆµ ∈ SolD(S). Puesto
que SolveD(S, χ) = , tenemos que SolD(S) = ∅ (debido a los requerimientos del
resolutor). De aqu´ı, tambie´n SolD(Sθˆ) = ∅ y entonces SolD(Π) = ∅ (e´sto implica
InSatD(Π)). Por tanto, AnsP(G) incluye so´lo respuestas triviales.
En ambos casos, AnsP(G) so´lo incluye respuestas triviales, es decir, Π  θ ∈
AnsP(G) si InSatD(Π). Veamos que SolP(G) = ∅: sabemos que µ ∈ SolP(G) ⇔
(∅  µ) ∈ AnsP(G). Obviamente, SolD(∅) = V al⊥(D) y se tiene que SatD(∅).
Luego (∅  µ) /∈ AnsP(G) pues no es una respuesta trivial y en consecuencia µ /∈
SolP(G). As´ı pues, SolP(G) = ∅.
(3) De nuevo continuamos regla a regla.
SS Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sσ0θˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ y P `D (P  C)σ0θˆ ⇐ Π. Definimos
θˆ′(X) = tθˆ y θˆ′(Y ) = θˆ(Y ) para Y 6= X. Se cumple entonces que σ0θˆ = θˆ′. En-
tonces, Π |=D Sθˆ′ y P `D (P  C)θˆ′ ⇐ Π. Puesto que X ∈ pvar(P ), se tiene que
X /∈ var(σ) por la condicio´n de admisibilidad SL, por lo que Y θˆ′ ≡ Y θˆ ≡ sθˆ ≡ sθˆ′
para cada Y 7→ s ∈ σ. Adema´s, como X /∈ var(t), Xθˆ′ ≡ tθ ≡ tθˆ′. Entonces, Π
|=D tθˆ′ w Xθˆ′, y usando la Propiedad de Aproximacio´n, tambie´n se tiene que P `D
(t → X)θˆ′ ⇐ Π. Finalmente, como θˆ =\{X} θˆ′ concluimos que Π  θ ∈ AnsP(G).
IM Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sσ0θˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)σ0θˆ ⇐ Π y Ti ≡ P `D
(ei → Xi)σ0θˆ ⇐ Π para cada 1 ≤ i ≤ m. Puesto que X /∈ var(ei) por la condicio´n
de admisibilidad NC y Xm son variables nuevas en G
′, tenemos tambie´n que Ti :
P `D (ei → Xi)θˆ ⇐ Π. Ahora, definimos θˆ′(X) = hXmθˆ, θˆ′(Xi) = Xi para todo
1 ≤ i ≤ m y θˆ′(Y ) = θˆ(Y ) para toda Y /∈ {X,Xm}. Se cumple que σ0θˆ =\{Xm}
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θˆ′. Como Xm son variables nuevas en G′, Π |=D Sθˆ′, P `D (P  C)θˆ′ ⇐ Π y Ti
: P `D eiθˆ′ → Xiθˆ ⇐ Π. Mas au´n, como X es una variable producida en G, X /∈
var(σ) por la condicio´n de admisibilidad SL, y entonces Y θˆ′ ≡ Y θˆ ≡ sθˆ ≡ sθˆ′ para
cada Y 7→ s ∈ σ. Finalmente, T ≡ DC (hemθˆ′ → hXmθˆ) ⇐ Π, [T1, . . . , Tm]) es un
a´rbol de prueba para T : P `D (hem → X)θˆ′ ⇐ Π. Por tanto, como θˆ =\{Xm} θˆ′
se concluye que Π  θ ∈ AnsP(G).
EL Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π. Definimos θˆ′(X)
= ⊥ y θˆ′(Y ) = θˆ(Y ) para toda Y 6= X (observamos que θˆ′ esta´ bien definida, puesto
que X es una variable producida y no demandada en G). Se cumple que θˆ =\{X}
θˆ′. Puesto que X /∈ var(P  C  S  σ), directamente tenemos que Π |=D Sθˆ′,
Y θˆ′ ≡ Y θˆ ≡ sθˆ ≡ sθˆ′ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ′ ⇐ Π. Mas au´n, T
≡ TI (eθˆ′ → ⊥ ⇐ Π, [ ]) es un a´rbol de prueba para T : P `D (e → X)θˆ′ ⇐ Π.
Por tanto, como θˆ =\{X} θˆ′ concluimos que Π  θ ∈ AnsP(G).
PF Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sθˆ, Π |=D (ptn →! X)θˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ
⇐ Π y P `D (ej → Xj)θˆ ⇐ Π para cada 1 ≤ j ≤ q (si q = 0 estas pruebas se
omiten). Definimos θˆ′(Xj) = Xj para cada 1 ≤ j ≤ q y θˆ′(Y ) = θˆ(Y ) para cada
Y /∈ {X1, . . . , Xq}. Se cumple que θˆ′ =\{Xq} θˆ. Como Xq son variables nuevas,
Π |=D Sθˆ′, Y θˆ′ ≡ Y θˆ ≡ sθˆ ≡ sθˆ′ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ′ ⇐ Π
y P `D ej θˆ′ → Xj θˆ ⇐ Π para cada 1 ≤ j ≤ q. Puesto que ej /∈ Pat⊥(U) para
todo 1 ≤ j ≤ q, tenemos P `D ej θˆ′ → tj θˆ ⇐ Π para cada 1 ≤ j ≤ q. Mas au´n,
para cada ei ∈ Pat⊥(U) sabemos que ei ≡ ti y trivialmente Π |=D eiθˆ′ w tiθˆ. Por
la Propiedad de Aproximacio´n podemos obtener a´rboles de prueba P `D eiθˆ′ → tiθˆ
⇐ Π. En consecuencia, tenemos a´rboles de prueba Ti : P `D eiθˆ′ → tiθˆ ⇐ Π para
cada 1 ≤ i ≤ n. Por tanto, podemos construir un a´rbol de prueba T ≡ PF (penθˆ′
→ Xθˆ ⇐ Π, [T1, . . . , Tn]) (Xθˆ 6= ⊥ pues X ∈ DV arD(G′) y Π  θ ∈ AnsP(G′)
con θˆ =\evar(G) θ, luego por el Lema de Demanda θˆ(X) 6= ⊥). Finalmente, como
Xq son nuevas variables distintas de X, θˆ(X) ≡ θˆ′(X) y tenemos que T : P `D
(pen → X)θˆ′ ⇐ Π. Por tanto, como θˆ =\{Xq} θˆ′ concluimos que Π  θ ∈ AnsP(G).
DT1 Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que Π
|=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (f en →
X)θˆ ⇐ Π (el a´rbol definicional TfXn so´lo se utiliza para controlar la computacio´n).
En consecuencia, directamente se concluye que Π  θ ∈ AnsP(G).
DT2 Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que Π
|=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π, P `D (X ′ ak →
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X)θˆ ⇐ Π y P `D (f en → X ′)θˆ ⇐ Π (el a´rbol definicional TfXn so´lo se utiliza para
controlar la computacio´n). Aplicando el Lema de Demanda se tiene que θˆ(X ′) 6= ⊥,
pues X ′ es una variable demandada (por las condiciones de la regla X ∈ DV arD(G),
y tambie´n X ∈ DV arD(G′) pues ni P ni S en G cambian, luego por definicio´n de
variable demandada X ′ tambie´n lo es en G′, de acuerdo con la condicio´n de admis-
ibilidad DT para G′). Por tanto, tenemos que T ′ ≡ DFP ((fen → X ′)θˆ ⇐ Π, [T1,
. . . , Tn, Tc, Tr]) es un a´rbol de prueba para T ′ : P `D (f en → X ′)θˆ ⇐ Π, usando
(f tn → r ⇐ P ′  C ′) ∈ [P]⊥ y siendo Ti : P `D eiθˆ → ti ⇐ Π (1 ≤ i ≤ n), Tc : P
`D P ′  C ′ ⇐ Π y Tr : P `D r → θˆ(X ′) ⇐ Π. Ahora bien, como tenemos tambie´n
Ts : P `D θˆ(X ′) akθˆ → θˆ(X) ⇐ Π y θˆ(X ′) ∈ Pat⊥(U), podemos construir el a´rbol
de prueba T ≡ DFP ((f en ak → X)θˆ ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts ]) (k > 0) para
T : P `D (f en ak → X)θˆ ⇐ Π (k > 0). En consecuencia, se concluye que Π  θ
∈ AnsP(G).
FV Asumamos que Π  θˆ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sσ0θˆ, F θˆ ≡ hXmθˆ para F 7→ hXm ∈ σ0, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ,
P `D (P  C)σ0θˆ ⇐ Π y T : P `D (h Xm ak → X)σ0θˆ ⇐ Π. Definimos θˆ′(Xi)
= Xi para cada 1 ≤ i ≤ m y θˆ′(Y ) = θˆ(Y ) para toda Y /∈ {Xm}. Se cumple que
σ0θˆ =\{Xm} θˆ
′. Como Xm son variables nuevas, Π |=D Sθˆ′, Y θˆ′ ≡ Y θˆ ≡ sθˆ ≡ sθˆ′
para cada Y 7→ s ∈ σ y P `D (P  C)θˆ′ ⇐ Π. Mas au´n, como F /∈ {Xm} y θˆ′(F )
= hXmθˆ, tenemos que P `D (F ak → X)θˆ′ ⇐ Π. Por tanto, como θˆ =\{F,Xm} θˆ′,
concluimos que Π  θ ∈ AnsP(G).
CSS Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ y P `D (P  C)θˆ ⇐ Π, P `D (e →
R)θˆ ⇐ Π (el a´rbol definicional so´lo se utiliza para controlar la computacio´n). En
consecuencia, directamente se tiene que Π  θ ∈ AnsP(G).
DI Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sσ0θˆ, Y θˆ ≡ (hiY mi)θˆ para Y 7→ hiY mi ∈ σ0, Zθˆ ≡ sθˆ para cada Z 7→ s ∈
σ, P `D (P  C)σ0θˆ ⇐ Π y P `D (e → R)σ0θˆ ⇐ Π (el a´rbol definicional so´lo
se utiliza para controlar la computacio´n). Debido a la condicio´n de admisibilidad
NC, Y 6= R. Como Dom(σ0) = {Y }, Rσ0θˆ = Rθˆ. Mas au´n, como e|pos(X,τ) = Y ,
(e|pos(X,τ))σ0θˆ = (hiY mi)θˆ = Y θˆ. Asimismo, para cualquier Z /∈ {R, Y } se cumple
que Zσ0θˆ = Zθˆ. Por tanto, σ0θˆ = θˆ. En consecuencia, Π |=D Sθˆ, Zθˆ ≡ sθˆ para
cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → R)θˆ ⇐ Π. Por tanto,
como evar(G) ⊆ evar(G′) y los Y mi son variables nuevas que no aparecen en G, θ
=\evar(G) θˆ y se tiene finalmente que Π  θ ∈ AnsP(G).
DN Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
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Π |=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π, P `D (e|pos(X,τ)
→ R′)θˆ ⇐ Π y P `D (e[R′]pos(X,τ) → R )θˆ ⇐ Π. Como θˆ ∈ Sub⊥(U), tambie´n
P `D eθˆ|pos(X,τ) → θˆ(R′) ⇐ Π y P `D eθˆ[θˆ(R′)]pos(X,τ) → θˆ(R) ⇐ Π son prob-
ables, donde θˆ(R′) ∈ Pat⊥(U). Por la Propiedad de Particionado, P `D eθˆ →
θˆ(R) ⇐ Π, es decir, P `D (e → R)θˆ ⇐ Π. Por tanto, como evar(G) ⊆ evar(G′) y
R′ es una variable nueva, θˆ =\evar(G) θ y se tiene finalmente que Π  θ ∈ AnsP(G).
RRA Asumamos que Π  θ ∈ AnsP(G′). Entonces existe θˆ =\evar(G′) θ tal que
Π |=D Sθˆ, Y θˆ ≡ sθˆ para cada Y 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π, Tci : P `D (Pi
 Ci)σcθˆ ⇐ Π, Tri : P `D (riσc → R)θˆ ⇐ Π y P `D (σf (Rj) → Rj)θˆ ⇐ Π para
cada 1 ≤ j ≤ m. Aplicando el Lema de Demanda, se tiene que θˆ(R) 6= ⊥ (R es una
variable demandada en G y en G′). Asumimos que τ es de la forma ftn y entonces
e = τσ = ftnσ y eθˆ = ftnσθˆ. Por tanto, una prueba de T : P `D (e → R)θˆ ⇐ Π
usa la CRWL(D)-regla de deduccio´n DFP con una instanciacio´n parcial por σcθˆ de
la regla de programa (ftn → ri ⇐ Pi  Ci) ∈ P (para algu´n 1 ≤ i ≤ k) de forma
que T ≡ DFP (ftnσθˆ → θˆ(R) ⇐ Π, [T1, . . . , Tn, Tci , Tri ]) siendo Tj : P `D (tjσ →
tjσc)θˆ ⇐ Π para todo 1 ≤ j ≤ n. Por otra parte, para cada variable X ∈ var(tj),
P `D θˆ(σ(X)) → θˆ(σc(X)) ⇐ Π es probable. En efecto:
• Si X /∈ domf (σ), es claro que P `D θˆ(σ(X)) → θˆ(σc(X)) ⇐ Π debido a que
σ(X) = σc(X) y a que Π |=D θˆ(σc(X)) w θˆ(σc(X)) con θˆ(σc(X)) ∈ Pat⊥(U).
• Si X ∈ domf (σ) = {R1, . . . , Rm}, θˆ(σ(X)) = θˆ(σf (X)) y P `D θˆ(σf (X)) →
θˆ(X) (= θˆ(σc(X))) ⇐ Π es probable en CRWL(D) por hipo´tesis inicial.
Como evar(G) ⊆ evar(G′) y X son variables nuevas, θˆ =\evar(G) θ y se tiene final-
mente que Π  θ ∈ AnsP(G).
CS Asumamos que Πi  θi ∈ AnsP(Gi) (1 ≤ i ≤ k). Existe θˆi =\evar(Gi) θi
tal que Πi |=D Siθˆi, Xθˆi ≡ tθˆi para cada X 7→ t ∈ σi, Y θˆi ≡ sθˆi para cada Y 7→ s ∈
σ y P `D (P C)σiθˆi ⇐ Πi. Definimos θˆ′i(Y ) = Y para todo Y ∈ Y i \ Dom(σi) y
θˆ′i(Z) = θˆi(Z) para Z ∈ (\{Y i}) ∪ Dom(σi). Como Xθˆi ≡ tθˆi para cada X 7→ t ∈
σi, se cumple que σiθˆi =(\{Y i})∪Dom(σi) θˆ
′
i. Como Y i son variables nuevas, Y θˆ′i ≡
Y θˆi ≡ sθˆi ≡ sθˆ′i para cada Y → s ∈ σ y P `D (P C)θˆ′i ⇐ Πi. Ahora, probamos
Πi |=D Sθˆ′i. Sea µ ∈ SolD(Πi). Como Πi |=D Siθˆi, tenemos que µ ∈ SolD(Siθˆi).
De aqu´ı, θˆiµ ∈ SolD(Si). Adema´s, como Xθˆi ≡ tθˆi para cada X 7→ t ∈ σi tambie´n
tenemos que Xθˆiµ ≡ tθˆiµ para cada X 7→ t ∈ σi. Por tanto, existe θˆ′iµ =\S θˆiµ
tal que θˆiµ ∈ SolD(Si) y Xθˆiµ ≡ tθˆiµ para cada X 7→ t ∈ σi. Por definicio´n, θˆiµ
∈ SolD( ∃\S . Si  σi) (1 ≤ i ≤ k) y entonces θˆiµ ∈
⋃k
i=1 SolD (∃\S . Si  σi).
Usando los requerimientos de un resolutor de restricciones (ver Definicio´n 36 2.(c)),
se sigue que tambie´n θˆiµ ∈ SolD(S). Entonces, µ ∈ SolD(Sθˆi). Por tanto, con-
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cluimos que Πi  θi ∈ AnsP(G) para cada 1 ≤ i ≤ k.
AC Asumamos que Π  θ ∈ AnsP(G′). Existe θˆ =\evar(G′) θ tal que Π |=D Sθˆ,
Π |=D (ptn →! t)θˆ, Xθˆ ≡ sθˆ para cada X 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P
`D (ej → Xj)θˆ ⇐ Π para cada 1 ≤ j ≤ q (si q = 0 estas pruebas se omiten).
Definimos θˆ′(Xj) = Xj para cada 1 ≤ j ≤ q y θˆ′(Y ) = θˆ(Y ) para cada Y /∈ {X1,
. . . , Xq}. Se cumple que θˆ′ =\{Xq} θˆ. Como Xq son variables nuevas, Π |=D Sθˆ′,
Xθˆ′ ≡ Xθˆ ≡ sθˆ ≡ sθˆ′ para cada X 7→ s ∈ σ, P `D (P  C)θˆ′ ⇐ Π y P `D ej θˆ′
→ Xj θˆ ⇐ Π para cada 1 ≤ j ≤ q. Puesto que ej /∈ Pat⊥(U) para todo 1 ≤ j ≤
q, tenemos P `D ej θˆ′ → tj θˆ ⇐ Π para cada 1 ≤ j ≤ q. Mas au´n, para cada ei ∈
Pat⊥(U) sabemos que ei ≡ ti y trivialmente Π |=D eiθˆ′ w tiθˆ. Por la Propiedad de
Aproximacio´n podemos obtener a´rboles de prueba P `D eiθˆ′ → tiθˆ ⇐ Π. Por tanto,
tenemos a´rboles de prueba Ti : P `D eiθˆ′ → tiθˆ ⇐ Π para cada 1 ≤ i ≤ n. Como
Π |=D (ptn →! t)θˆ, podemos construir un a´rbol de prueba T ≡ AC (penθˆ′ → tθˆ ⇐
Π, [T1, . . . , Tn]) (tθˆ 6= ⊥ pues t /∈ V o t ∈ DV arD(G′) y aplicar´ıamos el Lema de
Demanda). Finalmente, como Xq son variables nuevas, tθˆ ≡ tθˆ′ y tenemos que T
: P `D (pen →! t)θˆ′ ⇐ Π. Por tanto, como θˆ =\{Xq} θˆ′ concluimos que Π  θ ∈
AnsP(G).
2
El siguiente resultado de correccio´n se deduce facilmente a partir del Lema de Cor-
reccio´n y asegura que las respuestas computadas para un objetivo G son realmente
respuestas correctas de G.
Teorema 67 (Correccio´n de CDNC(D)). Si G0 es un objetivo inicial y G0 `
`∗CDNC(D) Gn,donde Gn ≡ ∃U.  S σ es un objetivo resuelto, entonces S σ ∈
AnsP(G0).
Demostracio´n. Como S σ ∈ AnsP(Gn), si aplicamos varias veces hacia atras el
item 3 del Lema de Correccio´n, obtenemos S σ ∈ AnsP(G0).
2
La completitud de CDNC(D) esta´ basada en la siguiente idea: siempre que Π θ ∈
AnsP(G) y G no esta´ resuelto todav´ıa, hay un nu´mero finito de opciones para un
primer paso de co´mputo G `` Gj (1 ≤ j ≤ l) tal que el nuevo objetivo Gj esta´
“ma´s cerca de ser resuelto” y “cubre todas las soluciones de Π θ”. Esta idea se
precisa en el siguiente lema, el cual depende de un orden de progreso bien fundado B
para objetivos admisibles, que combinan te´cnicas parecidas a las usadas en [22] para
demostrar completitud del ca´lculo de estrechamiento perezoso para FLP -lenguajes
y [51] para CFLP -lenguajes.
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Lema 68 (Lema de Progreso). Asumamos un objetivo admisible G en forma no
resuelta, y una respuesta testigo no trivial M : Π θ ∈ AnsP(G). Entonces:
1. Hay alguna CDNC(D)-regla de transformacio´n aplicable a G.
2. Para cualquier CDNC(D)-regla R aplicable a G, existe l objetivos Gj con
respuestas testigos no triviales Mj : Πj  θj ∈ AnsP(Gj) (1 ≤ j ≤ l) tales
que:
• G `` R Gj para cada 1 ≤ j ≤ l,
• SolD(Π θ) ⊆
⋃l
j=1 SolD(∃\G. Πj  θj),
• (G,Π, θ,M) B (Gj ,Πj , θj ,Mj) para cada 1 ≤ j ≤ l, donde B es una
combinacio´n de los ordenes de progreso bien fundados definidos en la
Figura A.1.
Demostracio´n. (1) Si G ≡ ∃U. P C S σ es un objetivo admisible en forma
no resuelta, entonces P o C es no vac´ıo. Procederemos asumiendo de forma gradual
que ninguna regla, excepto una (llamada EL) debe ser aplicable a G, y entonces
concluiremos que esta regla sobrante es EL. Obsevamos que las reglas de fallo no
pueden ser aplicables puesto que en cualquier otro caso G no tendr´ıa solucio´n, debido
al item 2 del Lema de Correccio´n. Asumamos que AC no es aplicable. Entonces,
C debe ser vac´ıo y el objetivo tiene la forma G ≡ ∃U. P  S σ con P no vac´ıo.
Ahora asumamos que SS, IM, PF, DT, FV no son aplicables en suspensiones y
CSS, DI, DN, RRA no son aplicables en producciones demandadas. Entonces
debe ser el caso en el que todas las producciones en P son de una de las dos formas
siguientes:
1. hem → R o fenak → R (k ≥ 0) or pen → R o Fak → R (k > 0), donde hem
es una expresio´n r´ıgida no pasiva (pero no un patro´n) y en todos los casos R
es una variable producida pero no demandada, en particular R /∈ DV arD(S).
2. R′ak → R (k > 0) o < e, case(τ, X, [T1, . . . , Tk]) > → R con e|pos(τ,X) = R′,
y ambos R y R′ son variables producidas y demandadas (debido a la condicio´n
de admisibilidad DT y Definicio´n 48).
Sin embargo, no pueden aparecer producciones en P de la forma (2) (en cualquier
otro caso, podr´ıamos encontrar una produccio´n de la forma (2) y otra suspensio´n e
→ R′ de la forma (1) con R′ una variable producida y demandada (contradiccio´n).
As´ı pues, todas las producciones de P deben ser de la forma (1) mencionada an-
teriormente. Consideremos el conjunto χ de tales R’s, que es, χ =def pvar(G).
Si la regla CS no es aplicable, S debe estar en χ-forma resuelta. Pero entonces,
debido al hecho de que χ ∩ DV arD(S) = ∅ y al requisito (a) de los resolutores de
restricciones de la Definicio´n 36, concluimos χ ∩ var(S) = ∅. Elijamos ahora algu´n
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R ∈ χ minimal en la relacio´n +P (puesto que el minimal de los elementos existe,
debido al nu´mero finito de variables que aparecen en G y a la propiedad NC de
objetivos admisibles). Tal R no puede aparecer en ninguna otra produccio´n en P ni
en la sustitucio´n σ del objetivo por la condicio´n de admisibilidad SL y entonces se
verifica que R /∈ var(P  C  S  σ). Por tanto, la regla EL puede ser aplicada
a la produccio´n donde aparece R.
(2) En cada uno de los siguientes casos, G′ y Gi son los objetivos obtenidos por
la aplicacio´n de la correspondiente CDNC(D)-transformacio´n.
SS Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ, Zθˆ ≡
sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (t → X)θˆ ⇐ Π. Debido
a la Propiedad de Aproximacio´n, Π |=D tθˆ w Xθˆ. Si consideramos θˆ′ = σ0θˆ, se
cumple que θˆ′ =\{X} θˆ, θˆ′ w θˆ y σ0θˆ′ = θˆ′. Es decir, es posible elevar θˆ para obtener
θˆ′ w θˆ tal que θˆ′ =\{X} θˆ y σ0θˆ′ w θˆ. Se sigue que Π |=D Sσ0θˆ′ (si X aparece en S,
Xσ0θˆ′ ≡ tθˆ′ ≡ tθˆ pues X /∈ var(t) y sabemos que σ0θˆ′ w θˆ), Zθˆ′ ≡ sθˆ′ para cada
Z 7→ s ∈ σ (la variable X no puede aparecer en σ pues se trata de una variable
producida) y ((P  C)θˆ ⇐ Π) <D ((P  C)σ0θˆ′ ⇐ Π). Usando la Propiedad
de Encubrimiento, tambie´n tenemos que P `D (P  C)σ0θˆ′ ⇐ Π. As´ı pues, si
tomamos θˆ′ =\evar(G′) θ′ entonces Π  θ′ ∈ AnsP(G′). Claramente, SolD(Π  θ)
⊆ SolD(∃\G. Π  θ′).
IM Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (hem → X)θˆ ⇐ Π.
Como X ∈ DV arD(P  S), aplicando el Lema de Demanda se tiene que θˆ(X) 6=
⊥. Adema´s, como por hipo´tesis Π  θ es una respuesta no trivial para G, se tiene
que SatD(Π). Por tanto, un a´rbol de prueba T para P `D (hem → X)θˆ ⇐ Π tendra´
la forma T ≡ R ((hem → X)θˆ ⇐ Π, [T1, . . . , Tm]) con Ti : P `D eiθˆ → ti ⇐ Π
para cada 1 ≤ i ≤ m. Si θˆ(X) es de la forma htm entonces R es la regla DC y si
θˆ(X) es una variable, entonces Π |=D htm w θˆ(X) y R es la regla IR. Definimos
θˆ′(Xi) = ti para todo 1 ≤ i ≤ m y θˆ′(Y ) = θˆ(Y ) para todo Y /∈ {Xm}. Se cumple
que σ0θˆ′ =\{Xm} θˆ si R es DC y Π |=D σ0θˆ′ w\{Xm} θˆ si R es IR. En ambos
casos, como Xm son variables nuevas y X es una variable producida, e´sto implica
que Π |=D Sσ0θˆ′, Zθˆ′ ≡ sθˆ′ para cada Z 7→ s ∈ σ y (eiθˆ → ti ⇐ Π) <D (eiσ0θˆ′ →
ti ⇐ Π) para cada 1 ≤ i ≤ m. Usando la Propiedad de Encubrimiento, T ′i : P `D
eiσ0θˆ′ → ti ⇐ Π (1 ≤ i ≤ m). Como θˆ′(σ0(Xi)) = ti, tenemos que T ′i : P `D (ei
→ Xi)σ0θˆ′ ⇐ Π para cada 1 ≤ i ≤ m. Mas au´n, tambie´n tenemos que T ′ : P `D
(P  C)σ0θˆ′ ⇐ Π aplicando de nuevo la Propiedad de Encubrimiento. De aqu´ı, si
tomamos θ′ =\evar(G′) θˆ′ entonces Π  θ′ ∈ AnsP(G′). Claramente, SolD(Π  θ)
⊆ SolD(∃\G. Π  θ′).
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EL Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ, Zθˆ ≡
sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → X)θˆ ⇐ Π. Por tanto,
directamente se tiene que Π  θ ∈ AnsP(G′) y que SolD(Π  θ) ⊆ SolD(∃\G. Π
 θ) debido a que X /∈ var(P  C  S  σ).
PF Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y T : P `D (pen → X)θˆ ⇐
Π. Como X ∈ DV arD(P  S), por el Lema de Demanda sabemos que θˆ(X) 6= ⊥.
Adema´s, se tiene que SatD(Π) pues Π  θ es una respuesta no trivial. Por tanto,
T ≡ PF ((pen → X)θˆ ⇐ Π, [T1, . . . , Tn]) con Ti : P `D eiθˆ → t′i ⇐ Π para cada 1
≤ i ≤ n y Π |=D pt′n →! θˆ(X). Para cada 1 ≤ i ≤ n, si ei ∈ Pat⊥(U) entonces Π
|=D t′i v eiθˆ por la Propiedad de Aproximacio´n. Definimos θˆ′(Xj) = t′j para cada 1
≤ j ≤ q y θˆ′(Y ) = θˆ(Y ) para toda Y /∈ {Xq} (si q = 0 entonces tomamos θˆ′ = θˆ).
Tenemos a´rboles de prueba Tj : P `D ej θˆ → t′j ⇐ Π para cada 1 ≤ j ≤ q. Como
Xq son variables nuevas, tambie´n tenemos que Π |=D Sθˆ′, Zθˆ′ ≡ sθˆ′ para cada Z
7→ s ∈ σ, P `D (P  C)θˆ′ ⇐ Π y Tj : P `D (ej → Xj)θˆ′ ⇐ Π para cada 1 ≤ j ≤
q. Por otra parte, para cada 1 ≤ i ≤ n, si ei ∈ Pat⊥(U) entonces sabemos que ti ≡
ei y Π |=D t′i v eiθˆ. De aqu´ı tambie´n Π |=D t′i v tiθˆ′. En cualquier otro caso, t′j =
θˆ′(Xj), tj ≡ Xj y tenemos que t′j = tj θˆ′. Por tanto, como θˆ(X) = θˆ′(X) y puesto
que Π |=D pt′n →! θˆ(X), tambie´n tenemos que Π |=D (ptn →! X)θˆ′. Finalmente, si
tomamos θ′ =\evar(G′) θˆ′ entonces Π  θ′ ∈ AnsP(G′). Claramente, SolD(Π  θ)
⊆ SolD(∃\G. Π  θ′).
DT1 Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (fen → X)θˆ ⇐ Π.
Puesto que los a´rboles definicionales son so´lo usados para controlar la computacio´n,
directamente se tiene que Π  θ ∈ AnsP(G′) y que SolD(Π  θ) ⊆ SolD(∃\G. Π
 θ).
DT2 Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ tθˆ para cada Z 7→ t ∈ σ, P `D (P  C)θˆ ⇐ Π y T : P `D (f en ak →
X)θˆ ⇐ Π. Como X ∈ DV arD(P  S), el Lema de Demanda asegura que θˆ(X) 6=
⊥. Adema´s, puesto que Π  θ es una respuesta no trivial de G, se tiene SatD(Π).
Por tanto, T ≡ DFP (f enθˆ akθˆ → θˆ(X) ⇐ Π, [T1, . . . , Tn, Tc, Tr, Ts]) usando (f
tn → r ⇐ P  C) ∈ [P]⊥ y siendo s ∈ Pat⊥(U), donde Ti : P `D eiθˆ → ti ⇐ Π
(1 ≤ i ≤ n), Tc : P `D P  C ⇐ Π, Tr : P `D r → s ⇐ Π y Ts : P `D sakθˆ
→ θˆ(X) ⇐ Π. Definimos θˆ′(X ′) = s y θˆ′(Y ) = θˆ(Y ) para toda Y 6= X ′. Se tiene
entonces que θˆ′ =\{X′} θˆ y puesto que X ′ es una variable nueva que no aparece en
G, directamente se tiene que Π |=D Sθˆ′, Zθˆ′ ≡ Zθˆ ≡ tθˆ ≡ tθˆ′ para cada Z 7→ t ∈ σ
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y P `D (P  C)θˆ′ ⇐ Π. Adema´s, a partir de la deduccio´n correspondiente a Ts es
posible construir tambie´n la derivacio´n P `D θˆ′(X ′) akθˆ′ → θˆ′(X) ⇐ Π, es decir,
P `D (X ′ ak → X)θˆ′ ⇐ Π. Asimismo, tenemos que Ti : P `D eiθˆ′ → ti ⇐ Π (1
≤ i ≤ n), Tc : P `D P  C ⇐ Π y Tr : P `D r → θˆ′(X ′) ⇐ Π. Puesto que se
tiene SatD(Π) y θˆ′(X ′) = s 6= ⊥ (de otro modo no ser´ıa deducible Ts para k > 0)
podemos construir T ′ ≡ DFP (f enθˆ′ → θˆ′(X ′) ⇐ Π, [T1, . . . , Tn, Tc, Tr]) usando
(f tn → r ⇐ P  C) ∈ [P]⊥. Por tanto, tenemos que T ′ : P `D (f en → X ′)θˆ′ ⇐
Π. Finalmente, si tomamos θ′ =\evar(G′) θˆ′ entonces Π  θ′ ∈ AnsP(G′) y SolD(Π
 θ) ⊆ SolD(∃\G. Π  θ′).
FV Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, T : P `D (P  C)θˆ ⇐ Π y T : P `D (Fak →
X)θˆ ⇐ Π. Puesto que X ∈ DV arD(P  S), aplicando el Lema de Demanda se
tiene que θˆ(X) 6= ⊥. Mas au´n, F tambie´n es una variable demandada y θˆ(F ) 6= ⊥.
Como k > 0, sabemos que θˆ(F ) /∈ U ∪ V (en caso contrario, el a´rbol de prueba T
no ser´ıa posible en el ca´lculo CRWL(D)). Por tanto, θˆ(F ) ha de ser de la forma
htm ∈ Pat⊥(U). Definimos θˆ′(Xi) = ti para cada 1 ≤ i ≤ m, θˆ′(F ) = htm y θˆ′(Y )
= θˆ(Y ) para todo Y /∈ {Xm, F}. Se cumple que σ0θˆ′ = θˆ′ y que σ0θˆ′ =\{Xm} θˆ.
Como Xm son variables nuevas, e´sto implica que Π |=D Sσ0θˆ′, Zθˆ′ ≡ sθˆ′ para cada
Z 7→ s ∈ σ, θˆ′(F ) ≡ hXmθˆ′ para F 7→ hXm ∈ σ0 y T : P `D (P  C)σ0θˆ′ ⇐
Π. Mas au´n, a partir de T : P `D (F ak → X)θˆ ⇐ Π tambie´n tenemos que T
: P `D (h Xm ak → X)σ0θˆ′ ⇐ Π. Finalmente, podemos tomar θ′ =\evar(G′) θˆ′ y
de esta forma Π  θ′ ∈ AnsP(G′). Claramente, SolD(Π  θ) ⊆ SolD(∃\G. Π  θ′).
CSS Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → R)θˆ ⇐ Π
(el a´rbol definicional so´lo se utiliza para controlar la computacio´n). Por tanto, di-
rectamente se tiene que Π  θ ∈ AnsP(G′) y que SolD(Π  θ) ⊆ SolD(∃\G. Π  θ).
DI Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ, Zθˆ ≡
sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → R)θˆ ⇐ Π (el a´rbol
definicional so´lo se utiliza para controlar la computacio´n). De acuerdo con el Lema
de Demanda, θˆ(R) 6= ⊥ (R ∈ DV arD(P  C) por las condiciones de admisibilidad
de G). Por la estructura del a´rbol definicional case (τ, X, [T1, . . . , Tk]) y puesto
que e|pos(X,τ) = Y , se sigue que θˆ(Y ) = hitmi ∈ Pat⊥(U), donde hi (1 ≤ i ≤ k)
es un s´ımbolo pasivo con aridad mi y ti ∈ Pat⊥(U). Como adema´s Π  θ es una
respuesta no trivial de G, se tiene que SatD(Π). Por tanto, la CRWL(D)-deduccio´n
P `D (e → R)θˆ ⇐ Π usa en el u´ltimo paso la regla DFP con una instanciacio´n par-
cial de una regla de programa en P que ha de ser de la forma hismi en la posicio´n
pos(X, τ). De aqu´ı, podemos definir θˆ′(Yj) = tj para cada 1 ≤ j ≤ mi y θˆ′(X)
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= θˆ(X) para cualquier X /∈ {Y mi}. Esto implica que σ0θˆ′ =\{Ymi} θˆ. Como las
variables Y mi son nuevas, se tiene que Π |=D Sσ0θˆ′, P `D (P  C)σ0θˆ′ ⇐ Π y
Zσ0θˆ′ ≡ sσ0θˆ′ para cada Z 7→ s ∈ σ. Mas au´n, puesto que Y /∈ {Y mi}, se tiene
que θˆ′(Y ) = θˆ(Y ) = hitmi y que (hY mi)θˆ′ = hiYmi θˆ′ = hitmi. Se sigue entonces
que Y θˆ′ = (hY mi)θˆ′ para Y 7→ hY mi ∈ σ0. Puesto que e|pos(X,τ) = Y y θˆ′(σ0(Y ))
= θˆ(Y ) = hitmi, P `D (e → R)σ0θˆ′ ⇐ Π es deducible con la misma deduccio´n que
P `D (e → R)θˆ ⇐ Π. Por tanto, si tomamos θ′ =\evar(G′) θˆ′ se tiene que Π  θ′
∈ AnsP(G′) y claramente SolD(Π  θ) ⊆ SolD(∃\G. Π  θ′).
DN Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → R)θˆ ⇐ Π
(el a´rbol definicional so´lo se utiliza para controlar la computacio´n). De acuerdo con
el Lema de Demanda, θˆ(R) 6= ⊥ (R ∈ DV arD(P  C) por las condiciones de ad-
misibilidad de G). Puesto que pos(X, τ) ∈ Pos(e), tambie´n pos(X, τ) ∈ Pos(eθˆ).
Adicionalmente, se tienen las siguientes propiedades:
• Tanto eθˆ como eθˆ|pos(X,τ) tienen el mismo s´ımbolo de funcio´n en su ra´ız que
e y e|pos(X,τ), respectivamente.
• Como τ  e y τ  τ θˆ, tambie´n τ θˆ  eθˆ y τ  eθˆ con τ en la ra´ız del a´rbol
definicional case (τ, X, [T1, . . . , Tk]).
Aplicando la Propiedad de Particionado, P `D eθˆ|pos(X,τ) → s⇐ Π y P `D eθˆ[s]pos(X,τ)
→ θˆ(R) ⇐ Π para algu´n s ∈ Pat⊥(U) (s 6= ⊥). De aqu´ı, podemos definir θˆ′(R′)
= s y θˆ′(X) = θˆ(X) para cualquier X 6= R′. Puesto que R′ es una variable nueva,
tenemos pruebas para P `D (e|pos(X,τ) → R′)θˆ′ ⇐ Π y P `D (e[R′]pos(X,τ) → R)θˆ′
⇐ Π. Adema´s, Π |=D Sθˆ′, Zθˆ′ ≡ sθˆ′ para cada Z 7→ s ∈ σ y P `D (P  C)θˆ′ ⇐
Π. Por tanto, si tomamos θ′ =\evar(G′) θˆ′ se tiene que Π  θ′ ∈ AnsP(G′) y que
SolD(Π  θ) ⊆ SolD(∃\G. Π  θ′).
RRA Sea Π  θ ∈ AnsP(G). Entonces existe θˆ =\evar(G) θ tal que Π |=D Sθˆ,
Zθˆ ≡ sθˆ para cada Z 7→ s ∈ σ, P `D (P  C)θˆ ⇐ Π y P `D (e → R)θˆ ⇐ Π (el
a´rbol definicional so´lo se utiliza para controlar la computacio´n). De acuerdo con el
Lema de Demanda, θˆ(R) 6= ⊥ (R ∈ DV arD(P  C) por las condiciones de admis-
ibilidad de G). Podemos asumir que τ es de la forma ftn y entonces e = τσ0 =
ftnσ0 y eθˆ = ftnσ0θˆ. Puesto que adema´s Π  θ es una respuesta no trivial, se tiene
que SatD(Π). En consecuencia, P `D (e → R)θˆ ⇐ Π usa la CRWL(D)-regla P con
una instanciacio´n parcial (τ → ri ⇐ Pi  Ci)µ de una regla de programa (τ → ri
⇐ Pi  Ci) ∈ P (para algu´n 1 ≤ i ≤ k), donde µ ∈ Sub⊥(U) con Dom(µ) ⊆ var(τ
→ ri ⇐ Pi  Ci). Por tanto, el a´rbol de prueba correspondiente a la deduccio´n T
: P `D (e → R)θˆ ⇐ Π sera´ de la forma, T ≡ DFP ((e →R)θˆ ⇐ Π, [T1, . . . , Tn,
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Tc, Tr]) donde Tj : P `D tjσ0θˆ → tjµ ⇐ Π (1 ≤ j ≤ n), Tc : P `D (Pi  Ci)µ ⇐
Π y Tr : P `D riµ → θˆ(R) ⇐ Π. De aqu´ı podemos definir θˆ′ como sigue:
• Para toda variable X ∈ var(τ → ri ⇐ Pi  Ci) \ domc(σ0), θˆ′(X) =def
µ(X). En particular, θˆ′(Rj) = µ(Rj) para cada Rj ∈ domf (σ0).
• Para toda variable Y ∈ domc(σ0), θˆ′(Y ) =def ˆθ(σ0(Y )).
• Para toda variable Z /∈ var(τ → ri ⇐ Pi  Ci), θˆ′ =def θˆ(Z).
Es claro que θˆ =\evar(G′) θˆ′. Mas au´n:
• Para cada Rj ∈ domf (σ0) (1 ≤ j ≤ m), T ′j : P `D θˆ′(σf (Rj)) → θˆ′(Rj)
(= µ(Rj)) ⇐ Π es deducible con una prueba extraida de alguna deduccio´n Tj
: P `D tjσ0θˆ → tjµ ⇐ Π (1 ≤ j ≤ n) en T .
• De acuerdo con las propiedades de CRWL(D) y puesto que Π |=D riσcθˆ′ w
riµ, θˆ′(R) = θˆ(R) y T tiene una deduccio´n Tr : P `D riµ → θˆ(R) ⇐ Π, se
sigue que P `D riσcθˆ′ → θˆ′(R) ⇐ Π tambie´n es deducible. Lo que queda por
probar es que Π |=D ˆθ′(σc(X)) w µ(X) para cada X ∈ var(ri) (e´sto implica
que Π |=D riσcθˆ′ w riµ):
– Si X /∈ domc(σ0), entonces θˆ′(σc(X)) = θˆ′(X) = µ(X), luego tambie´n Π
|=D θˆ′(σc(X)) w µ(X).
– Si X ∈ domc(σ0), por las propiedades de CRWL(D), θˆ(σc(X)) = ˆθ(σc(X))
y Π |=D θˆ(σc(X)) w µ(X) pues θˆ(σc(X)), µ(X) ∈ Pat⊥(U) y P `D
θˆ(σc(X)) → µ(X) ⇐ Π tiene una derivacio´n en Tj : P `D tjσ0θˆ → tjµ
⇐ Π (1 ≤ j ≤ n) de T . Por tanto, Π |=D θˆ′(σc(X)) w µ(X).
• P `D (Pi  Ci)σcθˆ′ ⇐ Π es tambie´n CRWL(D)-probable, pues (Pi  Ci)σcθˆ′
w (Pi  Ci)µ y en Tc se incluyen deducciones para Tc : P `D (Pi  Ci)µ ⇐
Π.
• Por las condiciones de admisibilidad de G y la definicio´n de θˆ′, tambie´n se
tienen directamente, que Π |=D Sθˆ′, Zθˆ′ ≡ Zθˆ ≡ sθˆ ≡ sθˆ′ para cada Z 7→ s
∈ σ y P `D (P  C)θˆ′) ⇐ Π.
Por tanto, si tomamos θ′ =\evar(G′) θˆ′ se tiene que Π  θ′ ∈ AnsP(G′) y claramente
SolD(Π  θ) ⊆ SolD(∃\G. Π  θ′).
CS Sea M : Π θ ∈ AnsD(G). Existe θˆ =\evar(G) θ tal que Π |=D Sθˆ, Xθˆ ≡ tθˆ
para cada {X 7→ t} ∈ σ y T : P `D (P C)θˆ ⇐ Π. Para cada 1 ≤ i ≤ k, definimos
θˆi = u.m.g.(θˆ, σi) como el unificador ma´s general de la sustitucio´n θˆ y σi (existe
ρi, δi ∈ Sub⊥(U) tal que θˆi = θˆρi y θˆi = σiδi) y Πi = Πρi ∧ Siδi. Tenemos:
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• Πi |=D Siθˆi. Sea µ ∈ SolD(Πi). Por definicio´n de Πi, µ ∈ SolD(Πρi) y µ ∈
SolD(Siδi). Por lo tanto ρiµ ∈ SolD(Π) y δiµ ∈ SolD(Si). Puesto que Π |=D
Sθˆ, tenemos ρiµ ∈ SolD(Sθˆ) y δiµ ∈ SolD(Si). Por lo tanto θˆρiµ ∈ SolD(S) y
δiµ ∈ SolD(Si). Puesto que θˆi = θˆρi, tenemos θˆiµ ∈ SolD(S) y δiµ ∈ SolD(Si)
(1 ≤ i ≤ k). Usando el requisito SolD(S) =
⋃k
i=1 SolD(∃\S . Siσi) de un
resolutor de restricciones (ver Definicio´n 36), seguimos con que tambie´n θˆiµ ∈
SolD(Si) y entonces µ ∈ SolD(Siθˆi).
• Xθˆi = tθˆi para cada {X 7→ t} ∈ σσi. Si {X 7→ t} ∈ σ entonces Xθˆi ≡ Xθˆρi ≡
tθˆρi ≡ tθˆi. Si {X 7→ t} ∈ σi entonces Xθˆi ≡ Xσiδi ≡ tδi ≡ tσiδi ≡ tθˆi.
• T i : P `D (P C)σiθˆi ⇐ Πi. Tenemos ((P C)θˆ ⇐ Π) <D ((P C)θˆi ⇐
Πi) (si (e → t) ∈ P entonces existe ρi tal que Πi |=D eθˆρi = eθˆi, Πi |=D
tθˆρi = tθˆi y Πi |=D Πρi. Ana´logamente, para cada (pen →! t) ∈ C) y
θˆi = σiδi = (σiσi)δi = σi(σiδi) = σiθˆi. Entonces, ((P C)θˆ ⇐ Π) <D
((P C)σiθˆi ⇐ Πi). Puesto que T : P `D (P C)θˆ ⇐ Π, usando la
Propiedad de Encubrimiento tambie´n tenemos T i : P `D (P C)σiθˆi ⇐ Πi.
Ahora, si tomamos θi =\evar(Gi) θˆi para cada 1 ≤ i ≤ k, entonces Mi : Πi θi ∈
AnsD(Gi), donde cadaMi es el resultado de sustituir los a´rboles de demostracio´n T
enM por los arboles de demostracio´n T i. Finalmente, probamos que SolD(Π θ) ⊆⋃k
i=1 SolD(∃\G. Πi θi). Sea µ ∈ SolD(Π θ). Por definicio´n, µ ∈ SolD(Π)
y Xµ ≡ tµ para cada {X 7→ t} ∈ θ. Puesto que Π |=D Sθˆ, tenemos µ ∈
SolD(Sθˆ) y de ah´ı θˆµ ∈ SolD(S). Ahora, usando de nuevo el requisito SolD(S) =⋃k
i=1 SolD(∃\S . Siσi), se deduce que µ ∈ SolD(∃\G. Siθˆσiθˆ) (1 ≤ i ≤ k).
Por definicio´n, existe µ′ =\G µ tal que µ′ ∈ SolD(Siθˆ) y Xµ′ ≡ tµ′ para cada
{X 7→ t} ∈ σiθˆ. Puesto que θˆi = u.m.g.(θˆ, σi) obtenemos Xµ′ ≡ tµ′ para cada
{X 7→ t} ∈ θˆi. Adema´s, puesto que θˆi = σiδi, Siσi = Si y Πi = Πρi ∧ Siδi, obte-
nemos µ′ ∈ SolD(Πi). Se deduce que µ ∈ SolD(∃\G. Πi θi) (1 ≤ i ≤ k). Por tanto,
µ ∈ ⋃ki=1 SolD(∃\G. Πi θi).
AC de forma ana´loga al caso PF.
Finalmente, la tabla de la Figura A.2 muestra el comportamiento de las diferentes
CDNC(D)-transformaciones a fin de definir un orden de progreso bien fundado 
para objetivos admisibles con a´rboles definicionales con restricciones y solapamiento.
2
Finalmente, mediante la aplicacio´n reiterada del lema previo, el siguiente resultado
de completitud es fa´cil de demostrar. La demostracio´n muestra que CDNC(D) es
fuertemente completo, es decir, la eleccio´n local de la regla de transformacio´n de
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RULE | M | W (G, Π, θ,M) D (G) | G |0 = | G |1 | G |2 | G |3 | S |
(W (G, Π, θ,M), D(G))
SS mul mul =mul lex >N >N >N
IM mul mul =mul lex >N >N
EL mul mul =mul lex >N >N >N
PF mul mul >lex
DT mul mul >lex
FV mul mul =mul lex >N
CSS mul mul mul >lex
DI mul mul mul >lex
DN mul mul >lex
RRA mul mul >lex
CS mul mul =mul lex >N >N >N >N
AC mul mul >lex
Figura A.1: Orden de progreso (G, Π, θ,M)  (Gj , Πj , θj ,Mj)
objetivo aplicada en cada paso puede ser una eleccio´n don’t care.
Teorema 69 (Completitud de CDNC(D)). Sea G0 un objetivo admisible inicial
y Π0 θ0 ∈ AnsP(G0) no trivial. Entonces existe un nu´mero finito de derivaciones
terminadas en objetivos resueltos G0 `` ∗ Gi (1 ≤ i ≤ k) tales que SolD(Π0 θ0) ⊆⋃k
i=1 SolP(Gi).
Demostracio´n. Mediante la aplicacio´n repetida del Lema de Progreso, podemos
construir un a´rbol de bifurcacio´n finito T con ra´ızM0 : Π0 θ0 ∈ AnsP(G0) tal que,
cada nodo M : Π θ ∈ AnsP(G) asociado a un objetivo G en forma no resuelta,
tiene hijos Mj : Πj  θj ∈ AnsP(Gj) (1 ≤ j ≤ l). Puesto que B es un orden bien
fundado, no hay caminos infinitos en T . Debido al Lema de Ko¨nig, T es un a´rbol
finito con k hojas asociadas a los objetivos resueltos Gi (1 ≤ i ≤ k) tal que G0 `` ∗ Gi
para cada 1 ≤ i ≤ k. Demostramos SolD(Π0 θ0) ⊆
⋃k
i=1 SolP(Gi) por induccio´n
en la profundidad p de T .
• Caso Base (p = 0). T tiene solo el nodo ra´ız M0 : Π0 θ0 ∈ AnsP(G0),
donde G0 es un objetivo en forma resuelta. En ese caso, k = 1, G1 ≡ G0 y
directamente SolD(Π0 θ0) ⊆ SolP(G0).
• Caso Inductivo (p > 0). T tiene un nodo ra´ız M0 : Π0 θ0 ∈ AnsP(G0)
y suba´rboles Tj (1 ≤ j ≤ l), cada uno de ellos con ra´ız Mj : Πj  θj ∈
AnsP(Gj) y hojas asociadas a los objetivos resueltos Gj,i (1 ≤ i ≤ kj). Probe-
mos SolD(Π0 θ0) ⊆
⋃l
j=1
⋃kj
i=1 SolP(Gj,i). Aplicando el Lema de Progreso,
tenemos SolD(Π0 θ0) ⊆
⋃l
j=1 SolD(∃\G0 . Πj  θj). Asumamos que W j son
las variables existencialmente cuantificadas en ∃\G0 . Πj  θj. Por hipo´tesis
de induccio´n para cada 1 ≤ j ≤ l (la profundidad de cada suba´rbol Tj es
pj < p), SolD(Πj  θj) ⊆
⋃kj
i=1 SolP(Gj,i). Adema´s, puesto que W j no son
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variables libres en Gj,i para todo 1 ≤ i ≤ kj, tenemos tambie´n SolD(∃W j . Πj 
θj) ⊆
⋃kj
i=1 SolP(Gj,i), y el resultado se sigue fa´cilmente de ambas inclusiones.
2
El Teorema de Completitud es ma´s fuerte y general que resultados previos relaciona-
dos para CFLP(D)-lenguajes [49].
Ahora analizaremos brevemente el comportamiento de los CDNC(D)-co´mputos
desde el punto de vista de la eficiencia. Puesto que los arboles definicionales en
las producciones demandadas son usados para asegurar los pasos de estrechamiento
necesario tal y como se ilustra en [33, 35], observamos que los co´mputos en CDNC(D)
son en esencia derivaciones de estrechamiento demandado mo´dulo a elecciones in-
deterministas entre solapamiento y reglas de programa con restricciones. As´ı pues,
este mecanismo eficiente dirige (y posiblemente evita) elecciones don’t know de reglas
de programa [50], codifica derivaciones de estrechamiento necesario en el sentido de
[7, 33] e interpreta CDNC(D) adecuadamente como una especificacio´n concreta del
comportamiento computacional en los sistemas CFLP (D).
128 A. Demostraciones
Bibliograf´ıa
[1] http://www.open-std.org/jtc1/sc22/wg14/.
[2] http://www.sics.se/isl/sicstus.
[3] Proceedings of the 5th International ACM SIGPLAN Conference on Principles
and Practice of Declarative Programming, 27-29 August 2003, Uppsala, Sweden.
ACM, 2003.
[4] S. Antoy. Definitional trees. In Kirchner and Levi [44], pages 143–157.
[5] S. Antoy. Optimal non-deterministic functional logic computations. In
M. Hanus, J. Heering, and K. Meinke, editors, ALP/HOA, volume 1298 of
Lecture Notes in Computer Science, pages 16–30. Springer, 1997.
[6] S. Antoy. Constructor-based conditional narrowing. In PPDP, pages 199–206.
ACM, 2001.
[7] S. Antoy, R. Echahed, and M. Hanus. A needed narrowing strategy. J. ACM,
47(4):776–822, 2000.
[8] K. R. Apt. Logic programming. In Handbook of Theoretical Computer Science,
Volume B: Formal Models and Sematics (B), pages 493–574. 1990.
[9] K. R. Apt. Principles of constraint programming. Cambridge University Press,
2003.
[10] P. Arenas-Sa´nchez, A. Gil-Luezas, and F. J. Lo´pez-Fraguas. Combining lazy
narrowing with disequality constraints. In M. V. Hermenegildo and J. Penjam,
editors, PLILP, volume 844 of Lecture Notes in Computer Science, pages 385–
399. Springer, 1994.
[11] F. Baader and T. Nipkow. Term rewriting and all that. Cambridge University
Press, 1998.
[12] H. P. Barendregt. Functional programming and lambda calculus. In Handbook
of Theoretical Computer Science, Volume B: Formal Models and Sematics (B),
pages 321–363. 1990.
130 BIBLIOGRAFI´A
[13] K. L. Clark. Negation as failure. In Logic and Data Bases, pages 293–322, 1977.
[14] J. M. Cleva, J. Leach, and F. J. Lo´pez-Fraguas. A logic programming approach
to the verification of functional-logic programs. In PPDP, pages 9–19. ACM,
2004.
[15] A. Colmerauer and P. Roussel. The birth of prolog. In HOPL Preprints, pages
37–52, 1993.
[16] L. Damas and R. Milner. Principal type-schemes for functional programs. In
POPL, pages 207–212, 1982.
[17] F. S. de Boer, M. Gabbrielli, E. Marchiori, and C. Palamidessi. Proving con-
current constraint programs correct. In POPL, pages 98–108, 1994.
[18] F. S. de Boer and C. Palamidessi. A fully abstract model for concurrent con-
straint programming. In S. Abramsky and T. S. E. Maibaum, editors, TAP-
SOFT, Vol.1, volume 493 of Lecture Notes in Computer Science, pages 296–319.
Springer, 1991.
[19] F. S. de Boer and C. Palamidessi. On the semantics of concurrent constraint
programming. In ALPUK, pages 145–173, 1992.
[20] F. S. de Boer and C. Palamidessi. A process algebra of concurrent constraint
programming. In JICSLP, pages 463–477, 1992.
[21] R. del Vado Vı´rseda. A demand-driven narrowing calculus with overlapping
definitional trees. In PPDP [3], pages 253–263.
[22] R. del Vado Vı´rseda. A demand-driven narrowing calculus with overlapping
definitional trees. In PPDP [3], pages 253–263.
[23] R. del Vado Vı´rseda. Declarative constraint programming with definitional
trees. In B. Gramlich, editor, FroCos, volume 3717 of Lecture Notes in Com-
puter Science, pages 184–199. Springer, 2005.
[24] R. del Vado Vı´rseda. A higher-order demand-driven narrowing calculus with
definitional trees. In ICTAC, volume 4711 of Lecture Notes in Computer Sci-
ence, pages 169–184, 2007.
[25] R. del Vado Vı´rseda. A higher-order logical framework for the algorithmic
debugging and verification of declarative programs. In PPDP, pages 49–60.
ACM, 2009.
[26] R. del Vado Vı´rseda. Cooperation of algebraic constraint domains in higher-
order functional and logic programming. In AMAST, volume 6486 of Lecture
Notes in Computer Science, pages 180–200, 2011.
BIBLIOGRAFI´A 131
[27] R. del Vado Vı´rseda and F. Pe´rez Morente. A modular semantics for higher-
order declarative programming with constraints. In Proceedings of the 13th
international ACM SIGPLAN symposium on Principles and practices of declar-
ative programming, PPDP ’11, pages 41–52, New York, NY, USA, 2011. ACM.
[28] R. Echahed and W. Serwe. Defining actions in concurrent declarative program-
ming. Electr. Notes Theor. Comput. Sci., 64:176–194, 2002.
[29] M. Falaschi, M. Gabbrielli, K. Marriott, and C. Palamidessi. Compositional
analysis for concurrent constraint programming. In LICS, pages 210–221. IEEE
Computer Society, 1993.
[30] M. Gabbrielli and G. Levi. Unfolding and fixpoint semantics of concurrent con-
straint logic programs. In H. Kirchner and W. Wechler, editors, ALP, volume
463 of Lecture Notes in Computer Science, pages 204–216. Springer, 1990.
[31] J. F. Groote and A. Ponse. Process algebra with guards - combining hoare logic
with process algebra (extended abstract). In J. C. M. Baeten and J. F. Groote,
editors, CONCUR, volume 527 of Lecture Notes in Computer Science, pages
235–249. Springer, 1991.
[32] C. A. Gunter and D. S. Scott. Semantic domains. In Handbook of Theoretical
Computer Science, Volume B: Formal Models and Sematics (B), pages 633–674.
1990.
[33] M. Hanus. Curry: A multi-paradigm declarative language (system description).
In WLP, pages 0–, 1997.
[34] M. Hanus. A unified computation model for functional and logic programming.
In POPL, pages 80–93, 1997.
[35] M. Hanus and C. Prehofer. Higher-order narrowing with definitional trees. J.
Funct. Program., 9(1):33–75, 1999.
[36] M. Hanus and C. Prehofer. Higher-order narrowing with definitional trees. J.
Funct. Program., 9(1):33–75, 1999.
[37] P. V. Hentenryck and Y. Deville. Operational semantics of constraint logic
programming over finite domains. In PLILP, pages 395–406, 1991.
[38] P. Hudak. Conception, evolution, and application of functional programming
languages. ACM Comput. Surv., 21(3):359–411, 1989.
[39] P. Hudak, S. L. P. Jones, P. Wadler, B. Boutel, J. Fairbairn, J. H. Fasel, M. M.
Guzma´n, K. Hammond, J. Hughes, T. Johnsson, R. B. Kieburtz, R. S. Nikhil,
W. Partain, and J. Peterson. Report on the programming language haskell, a
non-strict, purely functional language. SIGPLAN Notices, 27(5):1–, 1992.
132 BIBLIOGRAFI´A
[40] J. Jaffar and J.-L. Lassez. Constraint logic programming. In POPL, pages
111–119, 1987.
[41] J. Jaffar, S. Michaylov, P. J. Stuckey, and R. H. C. Yap. The clp(r) language
and system. ACM Trans. Program. Lang. Syst., 14(3):339–395, 1992.
[42] G. S. G. B. James Gosling, Bill Joy. The Java Language Specification. Third
edition edition.
[43] M. Kifer and V. S. Subrahmanian. Theory of generalized annotated logic pro-
gramming and its applications. J. Log. Program., 12(3&4):335–367, 1992.
[44] H. Kirchner and G. Levi, editors. Algebraic and Logic Programming, Third
International Conference, Volterra, Italy, September 2-4, 1992, Proceedings,
volume 632 of Lecture Notes in Computer Science. Springer, 1992.
[45] R. A. Kowalski. Predicate logic as programming language. In IFIP Congress,
pages 569–574, 1974.
[46] G. Levi, M. Martelli, and C. Palamidessi. Failure and success made symmetric.
In NACLP, pages 3–22, 1990.
[47] J. W. Lloyd. Foundations of Logic Programming, 2nd Edition. Springer, 1987.
[48] R. Loogen, F. J. Lo´pez-Fraguas, and M. Rodr´ıguez-Artalejo. A demand driven
computation strategy for lazy narrowing. In M. Bruynooghe and J. Penjam,
editors, PLILP, volume 714 of Lecture Notes in Computer Science, pages 184–
200. Springer, 1993.
[49] F. J. Lo´pez-Fraguas. A general scheme for constraint functional logic program-
ming. In Kirchner and Levi [44], pages 213–227.
[50] F. J. Lo´pez-Fraguas, M. Rodr´ıguez-Artalejo, and R. del Vado Vı´rseda. A lazy
narrowing calculus for declarative constraint programming. In Moggi and War-
ren [60], pages 43–54.
[51] F. J. Lo´pez-Fraguas, M. Rodr´ıguez-Artalejo, and R. del Vado Vı´rseda. A lazy
narrowing calculus for declarative constraint programming. In Moggi and War-
ren [60], pages 43–54.
[52] F. J. Lo´pez-Fraguas, M. Rodr´ıguez-Artalejo, and R. del Vado Vı´rseda. Con-
straint functional logic programming revisited. Electr. Notes Theor. Comput.
Sci., 117:5–50, 2005.
[53] F. J. Lo´pez-Fraguas and J. Sa´nchez-Herna´ndez. OY: A multiparadigm declar-
ative system. In P. Narendran and M. Rusinowitch, editors, RTA, volume 1631
of Lecture Notes in Computer Science, pages 244–247. Springer, 1999.
BIBLIOGRAFI´A 133
[54] F. J. Lo´pez-Fraguas and J. Sa´nchez-Herna´ndez. A proof theoretic approach to
failure in functional logic programming. TPLP, 4(1-2):41–74, 2004.
[55] M. J. Maher. Logic semantics for a class of committed-choice programs. In
ICLP, pages 858–876, 1987.
[56] M. J. Maher. Equivalences of logic programs. In Foundations of Deductive
Databases and Logic Programming., pages 627–658. Morgan Kaufmann, 1988.
[57] A. I. Marcev. The metamathematics of algebraic systems. In volume 66 of Stud-
ies in logic and the foundations of mathematics, North-Holland, Amsterdam-
New York-Oxford-Tokyo, 1971.
[58] A. Martelli and U. Montanari. An efficient unification algorithm. ACM Trans.
Program. Lang. Syst., 4(2):258–282, 1982.
[59] S. E. Mart´ın, M. T. Hortala´-Gonza´lez, M. Rodr´ıguez-Artalejo, R. del
Vado Vı´rseda, F. Sa´enz-Pe´rez, and A. J. Ferna´ndez. On the cooperation of
the constraint domains , , and in cflp. TPLP, 9(4):415–527, 2009.
[60] E. Moggi and D. S. Warren, editors. Proceedings of the 6th International ACM
SIGPLAN Conference on Principles and Practice of Declarative Programming,
24-26 August 2004, Verona, Italy. ACM, 2004.
[61] J. C. G. Moreno, M. T. Hortala´-Gonza´lez, and M. Rodr´ıguez-Artalejo. Poly-
morphic types in functional logic programming. Journal of Functional and Logic
Programming, 2001(1), 2001.
[62] M. J. O’Donnell. Computing in Systems Described by Equations, volume 58 of
Lecture Notes in Computer Science. Springer, 1977.
[63] M. J. O’Donnell. Equational logic as a programming language. In R. Parikh,
editor, Logic of Programs, volume 193 of Lecture Notes in Computer Science,
page 255. Springer, 1985.
[64] M. J. Plasmeijer and M. C. J. D. van Eekelen. Functional Programming and
Parallel Graph Rewriting. Addison-Wesley, 1993.
[65] C. Prehofer. Solving higher-order equations: From logic to programming, 1995.
[66] C. Reade. Elements of functional programming. International computer science
series. Addison-Wesley, 1989.
[67] M. A. Salido and F. Barber. Exploiting the constrainedness in constraint sat-
isfaction problems. In C. Bussler and D. Fensel, editors, AIMSA, volume 3192
of Lecture Notes in Computer Science, pages 126–136. Springer, 2004.
134 BIBLIOGRAFI´A
[68] V. A. Saraswat. A somewhat logical formulation of clp synchronisation primi-
tives. In ICLP/SLP, pages 1298–1314, 1988.
[69] V. A. Saraswat. The category of constraint systems is cartesian-closed. In
LICS, pages 341–345. IEEE Computer Society, 1992.
[70] V. A. Saraswat and M. C. Rinard. Concurrent constraint programming. In
POPL, pages 232–245, 1990.
[71] V. A. Saraswat, M. C. Rinard, and P. Panangaden. Semantic foundations of
concurrent constraint programming. In POPL, pages 333–352, 1991.
[72] E. Shapiro. A subset of concurrent prolog and its interpreter. In Technical Re-
port TR-003, Tokyo, 1983. Institute for New Generation Computer Technology
(ICOT).
[73] E. Y. Shapiro and A. Takeuchi. Object oriented programming in concurrent
prolog. New Generation Comput., 1(1):25–48, 1983.
[74] G. Smolka. The development of oz and mozart. In P. V. Roy, editor, MOZ,
volume 3389 of Lecture Notes in Computer Science, page 1. Springer, 2004.
[75] L. Sterling and E. Y. Shapiro. The Art of Prolog - Advanced Programming
Techniques, 2nd Ed. MIT Press, 1994.
[76] A. Tarski. A Decision Method for Elementary Algebra and Geometry. University
of California Press, Berkeley, 1951.
[77] E. Tsang. Foundations of Constraint Satisfaction. Academic Press, London,
1993.
[78] M. H. van Emden. An algorithm for interpreting prolog programs. In ICLP,
pages 56–64, 1982.
[79] H. Wu. Parallel implementation of guarded horn clauses. In B. Fronho¨fer
and G. Wrightson, editors, Dagstuhl Seminar on Parallelization in Inference
Systems, volume 590 of Lecture Notes in Computer Science, page 369. Springer,
1990.
[80] R. Yang and H. Aiso. P-prolog: A parallel logic language based on exclusive
relation. New Generation Comput., 5(1):79–95, 1987.
