Graph invariants from ideas in physics and number theory by Huang, An et al.
GRAPH INVARIANTS FROM IDEAS IN PHYSICS AND NUMBER
THEORY
AN HUANG, SHING-TUNG YAU, AND MEI-HENG YUEH
Abstract. We study free scalar field theory on a graph, which gives rise to a modified
version of discrete Green’s function on a graph studied in [8]. We show that this gives rise
to a graph invariant, which is closely related to the 2-dim Weisfeiler-Lehman algorithm
for graph isomorphism testing. We complement this invariant by another type of graph
invariants, coming from viewing graphs as quadratic forms over the integers. These
quadratic forms respect a well-behaved ”Wedge sum” of graphs, and appear to capture
important graph properties regarding graph embeddings, namely the graph genus and
the dual graphs.
1. Introduction
The graph isomorphism problem is a long standing problem that is of both theoretical
and practical importance, and much effort has been put into the research of this problem.
For example, for many types of graphs, there are various known fast algorithms. Many
graph invariants have been studied, and put into work. However, as stated in [15], it is clear
that there lacks a uniform and deeper understanding of this problem, thus many issues are
at an unclear stage.
One main motivation of this paper is to try to initiate a new perspective to the study of
graphs, and in particular the graph isomorphism problem, from ideas familiar in quantum
field theory, with the hope of contributing toward a better understanding. On the other
hand, another main point of the paper is to introduce another type of graph invariants,
coming from the theory of quadratic forms over Z, which for the purpose of graph isomor-
phism testing, seem to complement the physics idea in a certain sense that we will describe.
Furthermore, it appears that some of these invariants capture important graph properties
regarding graph embeddings, which we hope to be of independent interest, aside from the
graph isomorphism problem.
More specifically, in section 2, we study one of the simplest quantum field theories defined
on a graph1, namely a real free scalar field theory, with a varying mass parameter. Its
two-point correlation function gives us a version of the discrete Green’s function. This
function showed up in [8] for different purposes. In section 3, we explain that this Green’s
function directly gives rise to a particular easily computable graph invariant, which turns
out to be not stronger than (but essentially very similar to) the 2-dim Weisfeiler-Lehman
algorithm for graph isomorphism testing. Although this particular invariant is not sufficient,
it indicates that simple ideas from physics may become useful for considerations on the graph
isomorphism problem: e.g. there might be many variants of the physics idea, that give rise
to more powerful graph invariants for isomorphism testing.
In section 4, we introduce another type of graph invariants, by viewing graphs as quadratic
forms over the integers: letA be the adjacency matrix of a finite simple graphG, and take any
polynomial f with integral coefficients, f(A) defines a quadratic form over Z. It is obvious
that the isomorphism type of the quadratic form, is an invariant of the graph isomorphism
type. Note that a very different idea of quadratic forms on graphs was explored in [1]. For
1Here we use the notion quantum field theory in a sense similar to lattice gauge theory: we apply some
of its very basic ideas, in a situation where there are only finitely many degrees of freedom.
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the well-known examples of pairs of graphs constructed from strongly regular graphs, and the
so-called CFI graphs [5], where 2-dim (and in some of the cases we consider, also higher dim)
Weisfeiler-Lehman algorithm fails to distinguish graphs, we show extensive computational
evidence, regarding how invariants from such quadratic forms could be used to distinguish
these graphs in a simple and uniform way. The time complexity of the resulting algorithm
in general is probably not polynomial, however it appears to be so for e.g. the CFI graphs,2
and it should be worth to investigate more: see e.g. Remark 4.3. Locally, for each prime
number p, one could view the quadratic form over the p-adic integers Zp, and there one has
the easily computable p-adic symbols, which are complete local invariants of the form. The
combinatorial meaning of these p-adic symbols, in terms of graphs, and the classification of
graphs according to these symbols, look interesting. A hint on this is described in Remark
4.2, and discussions before it. Furthermore, we initiate a study on the quadratic forms
represented by the combinatorial Laplacian of the graph, and in particular show that, there
is a commutative monoid structure, on the set of equivalence classes of these forms, given by a
well-defined ”Wedge sum” of graphs 4.7. We hope this structure to be useful, in studying the
decomposition of graphs. Moreover, based on computer experiments, we propose Conjecture
4.12, and remarks regarding its inverse statement, which aim to characterize precisely, what
are the graph properties, that are captured by the quadratic form of the Laplacian: we
conjecture these properties are the graph genus g, and the dual (multi-)graphs associated
to embeddings of the graph into the genus g surface.
In section 5, based on our graph invariant in section 3, we construct a distance function
among graphs with the same number of vertices. In Appendix A, we demonstrate some
initial numerical experiments regarding the behavior of this distance function. It appears
that this distance function could be used to construct useful algorithms for the alignment
problem of ”almost isomorphic” graphs, which we plan to discuss in a coming paper [18].
The graph invariant in section 3 belongs to the framework of spectral graph theory: it
is constructed using eigenspaces of the Laplacian matrix. As stated in [11, 12], there is a
hope to discover very useful invariants from this approach. Our idea is related to the idea
of graph angles that is surveyed in [12, 4]. Also, [3] is of relevance to our idea, where the
authors use the eigenspace to constrain the action of the automorphism group of the graph,
on the coset space of the eigenspace.
Acknowledgements. The authors thank CASTS (Center of Advanced Study in Theo-
retical Sciences) of National Taiwan University, where part of the work was done during
their visit. They also thank Hung-Hsun Chen, Wen-Wei Lin and Paul Horn for their help
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Pierre Serre, Arul Shankar, and Baosen Wu for useful discussions. M.-H. Yueh’s research
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2. Free scalar field theory on a graph
Let G be a graph with |G| = n vertices, choose an arbitrary labeling of the vertices by
V = {x1, x2, . . . , xn}, and let M denote its n × n (combinatorial) Laplacian matrix under
this basis: for i 6= j, the i, j-th entry is equal to −1 if there is an edge between xi and
xj , and is equal to 0 otherwise. The diagonal entries are the degrees of the vertices, so
that the sum of any column of M is equal to 0. From the definition, the matrix M is
symmetric. M represents the combinatorial Laplacian operator under the dual basis. Let
λk, k = 0, 1, . . . ,m denote the set of different eigenvalues of M by increasing order. For
each k, let the column vectors φ1k, . . . , φ
lk
k denote an orthonormal basis of the corresponding
eigenspace Ek.
2There is related study in [14].
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Consider an Euclidean real scalar field theory on the graph G: the space of fields is then
the space of all real valued functions on vertices of G, which is an n-dimensional real vector
space. We write the free field Lagrangian with a mass parameter u = mass2 in direct analogy
with the familiar Lagrangian in the continuous situation:
(2.1) L =
∑
e∈E
(∇eφ)2 + uφ2,
where ∇e is the graph gradient with respect to a directed edge e, (∇eφ)2 is independent of
the choice of the orientation of e, and E is the set of edges of G. One can consult [7] for
these notations. We have the usual Green’s formula
(2.2)
∫
G
(∇eφ)2dx =
∫
G
φ∆φdx,
where ∆ is the Laplacian.
As the same with usual quantum field theory (QFT) on a manifold, we consider two-point
correlation functions defined by
(2.3) 〈φ(x)φ(y)〉 =
∫
φ(x)φ(y)e−
∫
φ(∆+u)φdxDφ∫
e−
∫
φ(∆+u)φdxDφ
.
We allow x and y to be equal, as there will be no short distance problems in our situation.
This is a finite dimensional path integral of the type that is often used as toy model to
introduce the Feynman rules in physics textbooks, and it is free of divergences. However, in
our simple situation here, this is our path integral. We know very well how to evaluate this
by undergraduate calculus with familiar result: the denominator equals the determinant of
the Laplacian to the power − 12 , which cancels with a factor coming from the numerator. Up
to a nonzero constant scalar, what is left, is a sum over different eigenvalues of the form
(2.4) T Gu (x, y) ≡
m∑
k=0
tk(x, y)
λk + u
,
which may be viewed as a discrete version of the Fourier transform of the D’Alembert
propagator, the familiar result in usual QFT. The individual tk(x, y) for each eigenvalue
may be recovered as residues near different poles of the two-point correlation function, as
we vary the parameter u.
It is straightforward to check that the function 〈φ(x)φ(y)〉 satisfies a discrete version of
the quantum equation of motion
(2.5) Lx 〈φ(x)φ(y)〉 = δx,y,
where Lx is the Laplacian operator on coordinate x, and the delta function δx,y on a graph
is given by
δx,y =
{
0, x 6= y,
1, x = y.
Therefore, we call the two-point correlation function as a discrete Green’s function. In
addition, upon a choice of labeling of vertices, as we have done, Equation (2.5) becomes the
statement that 〈φ(x)φ(y)〉 as a matrix, is the inverse of M +uI. So obviously, it determines
the graph up to isomorphism.
Remark 2.1. The two-point correlation function determines the graph up to isomorphism,
thus it also determines the QFT on the graph, and therefore all of its correlation functions.
This can be viewed as a baby version of Wick’s theorem in the graph case.
Furthermore, one can then study various operations on graphs, and try to see how the two-
point correlation function changes accordingly. This is interesting because, theoretically, it is
almost always important to understand how invariants change under important operations.
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On the other hand, as will be discussed in section 5, the two-point correlation function can
provide a measure on when two given graphs are considered ”almost isomorphic”, which
may be useful in practice. For example, if we have a large data presented as a big graph,
one should expect that the data given may contain a little marginal error, and so being able
to make sense of and detect ”almost isomorphic” graphs looks to be a practically important
problem.
For example, suppose we delete an edge (adding an edge will be just the opposite, of
course) between two vertices x1 and x2, and get a new graph, called G2. Let us try to write
down the two-point correlation function for G2 in terms of data of G and the two vertices
x1 and x2. From the form of (2.3), we know that this operation may only possibly affect the
term e
∫
φ∆φdx. For this term, at any vertex other than x1 and x2, the action of the Laplacian
is unaffected by definition. At x1, the integral
∫
φ∆φdx changes by φ(x1)(φ(x1) − φ(x2)),
and at x2, the integral changes by φ(x2)(φ(x2)−φ(x1)). Therefore, the two-point correlation
function for G2 can be expressed as
(2.6) 〈φ(x)φ(y)〉G2 =
∫
φ(x)φ(y)e
∫
φ∆φdxe(φ(x1)−φ(x2))
2
Dφ∫
e
∫
φ∆φdxe(φ(x1)−φ(x2))2Dφ
.
Again, the above can be explicitly calculated by Gaussian integrals, and one may then
compare it with the two-point correlation function of G, and analyze the difference in various
situations. One elementary observation is that, roughly speaking, difference of values of
eigenfunctions at vertices x1 and x2 contribute to the difference of two-point correlation
functions. Furthermore, the two-point correlation function is more sensitive to the difference
at smaller eigenvalues. This is consistent with the physics picture: smaller eigenvalues
correspond to lower energy modes, and if the low energy modes for two graphs are close,
then we have a sense that these two graphs are close to each other.
Remark 2.2. The individual functions tk(x, y) will change in a more complicated manner,
and probably one should not expect a particularly nice formula for the change of tk(x, y)
similar to (2.6), because e.g. even the number of distinct eigenvalues and the dimension of
eigenspaces may jump, and there may be complications from cross terms. The combination
〈φ(x)φ(y)〉 takes into account all of these and the change of it can be presented by the simple
formula above.
It looks quite possible that one may study more elaborated quantum field theories on a
general graph, especially with the help of various topological and geometrical concepts for
graphs that are developed for graphs recently [20, 16, 17, 19].
3. A graph invariant
Suppose we have another graph G1 with n vertices, and upon a choice of an arbitrary
labeling of the vertices, we get another Laplacian matrix M1. The problem of whether G
and G1 are isomorphic graphs, amounts to the linear algebra question of whether there
exists a permutation matrix P , such that P>MP = M1. (Note that P> = P−1.) In
spectral graph theory, people study the real spectrum of M , as an invariant of the graph
under isomorphisms, however, the spectrum itself is not sufficient for the graph isomorphism
problem. Two graphs can have the same real spectrum but fail to be isomorphic, and these
are called cospectral graphs. On the other hand, the eigenfunctions contain much more
information than just the eigenvalues. The apparent question of dealing with the eigenfunc-
tions or eigenspaces is that they are not preserved under graph isomorphisms, but instead,
the eigenspaces also transform by permutations. So, in order to use them appropriately in
the graph isomorphism problem, one needs to find suitable invariants associated with the
eigenfunctions.
We denote tk(x, y) =
∑lk
i=1 φ
i
k(x)φ
i
k(y), and T (x, y) = 〈t0(x, y), . . . , tm(x, y)〉. It is obvi-
ous that the vector function T (x, y) does not depend on the choice of the orthonormal basis,
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and it can be constructed directly from the graph Laplacian independent of the choice of
a labeling of vertices, therefore it is an intrinsically defined function on G × G. The set of
1× (m+ 1) vectors T (x, y) counting multiplicity, marked by each corresponding eigenvalue,
where x, y range among all pairs of vertices of G, is therefore an invariant of the graph, which
we denote by ST . This invariant is clearly polynomial time computable, and furthermore
the elements of this set can be ordered in order for comparisons. In the following, we explain
how this invariant arises directly from the free scalar field theory, and how it is related to
the 2-dimensional Weisfeiler-Lehman algorithm.
Remark 3.1. The above method is linear algebra that can also work for suitable variations of
the Laplacian matrix, for example, the normalized Laplacian. Furthermore, the discussion
can actually be applied to more general situations, such as multi-graphs.
As the two-point function matrix is the inverse of M+uI, by the adjugate matrix formula
of an inverse matrix, we have
(3.1) 〈φ(x)φ(y)〉 = (−1)
x+yAy,x
det(M + uI)
,
where Ay,x is the y, x-th cofactor of M+uI, which is a polynomial in u of integral coefficients
of degree less than n. Since our discrete Green’s function can be written as an integral of
the heat kernel which is positive, one expects 〈φ(x)φ(y)〉 to be positive. In fact, one has the
following stronger fact.
Lemma 3.2. All coefficients of the polynomial (−1)x+yAy,x are positive.
Proof. This is a simple verification by induction. 
We consider the graph invariant given by the set of values (actually a set of functions of
u) of the two-point correlation function, counting multiplicities. We have
(3.2) 〈φ(x)φ(y)〉 =
m∑
k=0
lk∑
i=1
φik(x)φ
i
k(y)
λk + u
,
and by basic linear algebra, more generally,
(3.3) (M + uI)α =
m∑
k=0
lk∑
i=1
(φik(x)φ
i
k(y))(λk + u)
α,
for any α ∈ R. Note that one can take such arbitrary powers of a positive semi-definite
matrix.
Therefore, if for two graphs G and G1, the invariant we are considering are the same, it
will mean that there exists a permutation Q of n2 elements acting linearly on n×n matrices
by permuting the corresponding elements, such that
(3.4) Q 〈φ(x)φ(y)〉G = 〈φ(x)φ(y)〉G1 .
By the above equation combined with taking residues of (3.2), we have, for every k,
(3.5) Q
〈
lk∑
i=1
φik(x)φ
i
k(y)
〉
G
=
〈
lk∑
i=1
φik(x)φ
i
k(y)
〉
G1
.
Therefore by (3.3), we have
(3.6) Q(M + uI)α = (M1 + uI)
α,
for all α ∈ R.
Remark 3.3. Conversely, one convinces oneself easily that, if (3.6) holds, then the pair of
graphs are cospectral, and our graph invariant takes the same value for the pair.
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(3.6) gives interesting identities. e.g. Taking α = 0, one derives that Q preserves the
diagonal. Taking α to be positive integers, and u = 0, one gets infinitely many identities
with more or less clear combinatorial meaning.
On the other hand, as it is clear from the above derivation, the set of 1× (m+ 1) vectors
T (x, y) marked by eigenvalues, which we denoted by ST , as an invariant of the graph, is
equivalent to the above set of values of two-point correlation functions.
Remark 3.4. It may be expensive to compute the cofactors Ay,x as a polynomial in u.
However, one can instead take n different values of u, and compute the corresponding n
values of Ay,x, which determine Ay,x uniquely as it is a polynomial of degree less than
n. This can be done quickly, and will be used in section 5 for constructing practically
computable distance functions.
It turns out that, (3.6) is a consequence of the 2-dimensional Weisfeiler-Lehman algorithm,
as shown in Theorem 3 of [2]. It is not yet clear to us if 2-dimensional Weisfeiler-Lehman is
strictly stronger than (3.6), and if so, to what extent. As a consequence, the strongly regular
graphs of a given type, and the famous pairs of graphs constructed in [5] (which we will
refer to as CFI graphs in the following) have the same ST invariants. On the other hand, it
is conceivable that a variation of the physics construction (e.g. considering the set of values
of 2k point functions) may be closely related with higher dimensional Weisfeiler-Lehman
algorithm, and its variations.
4. Quadratic form invariants for graphs
Let A be the adjacency matrix of a graph G, and f ∈ Z[x] a polynomial with integral
coefficients. As a permutation matrix lies inGL(n,Z), the isomorphism class of the quadratic
form over Z, represented by f(A), is an invariant of the graph.
Suppose G and G1 are isomorphic graphs, then there exists a permutation matrix P , such
that PTAP = A1, where A1 is the adjacency matrix of G1. As P ∈ GL(n,Z) ∩ O(n,R), it
is automatic that PT f(A)P = f(A1) for all polynomials f ∈ Z[x]. On the other hand, we
have the following very easy observation:
Lemma 4.1. Suppose there exists P ∈ GL(n,Z) ∩O(n,R), such that PTAP = A1, then G
is isomorphic to G1.
Proof. As P ∈ GL(n,Z) ∩ O(n,R), P consists of orthonormal rows, where each row has
exactly 1 nonzero element, which is either 1 or −1. Therefore, there exists a diagonal
matrix D, whose diagonal entries are either 1 or −1, such that DP is a permutation of n
elements. So, DTAD is obtained from A1 via a permutation. As all nonzero entries of A
and A1 are positive, this forces D
TAD = A. 
Here is an heuristic idea why such invariants might be useful for graph isomorphism
problem: suppose G and G1 are not isomorphic, and suppose for any f ∈ Z[x], f(A)
and f(A1) represent the same quadratic form over the integers, then there must exist a
Tf ∈ GL(n,Z) to transform one form to another. On the other hand, in view of lemma 4.1,
Tf cannot be an orthogonal matrix, so f(A) and f(A1) being isomorphic for one f , does
not seem to directly imply the same statement for any different f , which is rather hard to
imagine. So intuitively, if G and G1 are not isomorphic, it looks reasonable hope that at
least for some f , f(A) and f(A1) will represent different quadratic forms over Z.
On the other hand, for pairs of graphs that the ST invariant cannot distinguish, they
tend to be graphs which are very regular: e.g. the strongly regular graphs, and the CFI
graphs. As both types of graphs are highly constrained, it might be reasonable to hope that,
some very simple f might provide quadratic forms, which are sufficient to tell apart all these
graphs. We provide some extensive computational evidence in the following, that suggests
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this hope might be true in a strong sense: e.g., for any generic integer k, f = (x+ k)2 seems
to do the job.3
To compare two nondegenerate quadratic forms over Z with the same discriminant, one
can first compare the forms over the p-adic integers Zp for each prime p dividing the dis-
criminant, where the so-called p-adic symbols are complete local invariants, and are very
easy to compute. If the two forms are equivalent over Zp for each such p, then they are
said to be in the same genus. If the forms are positive definite, and have large dimension,
and large discriminant, a genus often contains a huge number of forms, as predicted by the
Smith-Minkowski-Siegel mass formula [23]. On the other hand, if the forms are indefinite,
and the dimension is at least 3, then there is a so-called ”spinor genus” that refines the
genus, and is easily computable, and is a complete invariant that determines the form over
Z [10].
At the time we write this article, we do not know of any existing software, that con-
veniently compares the spinor genus of indefinite forms, therefore we use positive (semi-
)definite f(A) in computer experiments described in the following.
We use Magma to check the quadratic forms represented by (A + mI)2 for strongly
regular graphs4, where m is chosen to be 0 or 2, and in order to test degenerate cases,
we also choose m to be negative of the eigenvalues of A. The source data of strongly
regular graphs are classified according to the number of vertices n, the degree k, the number
of common neighbors for each pair of adjacent vertices λ, and the number of common
neighbors for each pair of non-adjacent vertices µ. Such set of strongly regular graphs is
denoted by srg(n, k, λ, µ). The number of distinct quadratic forms (A+mI)2 with respect
to srg(n, k, λ, µ) is written in Table 6. The number of distinct graphs for each equivalence
class of quadratic forms is also recorded in the square brackets in Table 6. The Magma code
for checking isomorphism of two quadratic forms is written in Appendix C.1.
It is well known that graphs in srg(n, k, λ, µ) all share the same spectrum, and the adja-
cency matrix of any graph in srg(n, k, λ, µ) satisfies the identity
A2 + (µ− λ)A+ (µ− k)I = µJ,
where J is the all-ones matrix of dimension n.
In particular, when λ = µ, A2 will be the same for any graph in srg(n, k, λ, µ). So in this
case, we test the form (A+ 2I)2. When λ 6= µ, we test the form A2.
According to Table 6, the strongly regular graphs for which λ 6= µ can all be distin-
guished by the quadratic form A2. The strongly regular graphs for which λ = µ can all be
distinguished by the quadratic form (A+ 2I)2.
For some degenerate cases, meaning we choose m to be the negative of an eigenvalue of
A, the quadratic form (A+mI)2 fails to distinguish every strongly regular graph of a given
type srg(n, k, λ, µ), especially for which the multiplicity of eigenvalue −m is large.
Furthermore, we compute the p-adic symbols5 of the quadratic form A + I, for strongly
regular graphs. The result is written in Table 7. In addition, we use Sage to compute the
p-adic symbols of the quadratic form A for strongly regular graphs. The result is written
in Table 8 and Table 9. The Sage code for computing p-adic symbols of quadratic forms is
written in Appendix C.2. One sees that the discriminant group (p-adic symbols) tends to
have only a few possibilities, for each srg(n, k, λ, µ).
3Actually, we also observe in computer experiments that, the canonically defined combinatorial Laplacian
seems to do the job as well, and that also looks much quicker to compute.
4The data of adjacency matrices of strongly regular graphs can be downloaded at http://www.maths.
gla.ac.uk/~es/srgraphs.php
5The format of the p-adic symbols is according to [9].
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To construct CFI regular graphs6, first we use GENREG7 [21] to generate the set of
all k-regular graphs of n vertices reg(n, k). For each graph in reg(n, k), we construct the
corresponding CFI pair. For convenience, we denote the set of all the CFI pairs with respect
to reg(n, k) by CFI(reg(n, k)).
Similarly, we use Sage to compute the p-adic symbols of the quadratic form A for CFI
graphs of vertex number less than or equal to 100, for which detA 6= 0. The result is
written in Table 10 and Table 11. According to the result, all the tested CFI pairs can be
distinguished by the 2-adic symbol of the quadratic form A. There are some recent related
studies on this in the literature, see e.g. [14] and [13]. On the other hand, for odd primes p,
the p-adic symbols of each CFI pair are identical.
Lastly, Figure 7 shows the relationship between the number of vertices of CFI(reg(n, k)),
for n = 4, . . . , 12, and the number of distinct prime factors of det(A + 2I). From Figure
7, we observe that the number of distinct prime factors is very small. In fact, the largest
prime factor is also very small compared to the determinant, which we do not display in the
figure.
We can try to read off the combinatorial meaning of some information contained in these
p-adic symbols, directly from definitions. e.g., apparently, there is a bijection from the kernel
of A mod 2, as a vector space over the finite field F2, to the set of subsets of the vertex
set of the graph, such that every vertex of the graph is connected with an even number of
vertices in the subset, whereas the dimension of the kernel of A mod 2, is the simplest piece
of information contained in the 2-adic symbol of A. We hope a better understanding of
the combinatorial meaning of these p-adic symbols, will help us understand the computer
experimental results for them.8
Remark 4.2. One can see from Table 6 and Table 8 that, the 4-element set srg(28, 12, 6, 4)
is split into a subset of 3 graphs, and a subset of a single graph, by either the degenerate
quadratic form (A + 2I)2 over Z, or the 2-adic symbol for A. One can check that, the one
graph that is singled out in either way, is exactly the line graph of the complete graph K8.
So the other 3-element subset is the set of the so-called Chang graphs [6].
From the experiments, we see that for complete sets of strongly regular graphs parametrized
by four parameters n, k, λ, µ, and for all p, q ∈ Z that we have tested, the forms A+ pI + qJ
always seem to have only a few different types of discriminant groups. On the other hand,
for generic p, q, the isomorphism class of the form A + pI + qJ over Z seems to be always
able to distinguish every graph in the set. We do not include all these detailed test results
in this article, due to space.
Locally, these test results imply that the information of the p-adic symbols, in these cases
of strongly regular graphs, is very strongly constrained by the 4 parameters.
From a number theory point of view, the properties of these quadratic forms look curious:
in particular, the authors do not know any obvious reason, why these forms tend to be locally
equivalent, for all p, q.
Remark 4.3. The indefinite forms A and A1 can not distinguish strongly regular graphs in
general, as one readily checks that their determinants are in general not big enough for the
spinor genus to contain more than one class in its genus: see e.g. Corollary 22 on page 395 of
[10]. On the other hand, computer experiments seem to suggest that, comparing the definite
forms for strongly regular graphs as we did, is in general much faster than comparing the
same forms coming from pairs of random graphs of the same size.
Next, we consider the quadratic form represented by the combinatorial Laplacian matrix
M , which is again, an obvious graph invariant. Let G1, G2 be two graphs, and X be a vertex
6We actually tested also non-regular CFI graphs, which behave in a similar way.
7The software can be downloaded at http://www.mathe2.uni-bayreuth.de/markus/reggraphs.html.
8We thank Noam Elkies and Jean-Pierre Serre for some very preliminary discussions on these issues.
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of G1, and Y1, ..., Yk be a set of vertices of G2, we define a new graph G to be the disjoint
union of G1 and G2, together with an edge between each pair of vertices X,Yi, i = 1, ..., k.
We have the following
Lemma 4.4. The isomorphism class of the quadratic form represented by the combinatorial
Laplacian of G, is independent of the choice of X.
Proof. Let n1 and n2 denote the vertex numbers of G1 and G2, respectively. After a
possible vertex permutation, the Laplacian matrix M of G is formed by two diagonal
blocks M1 + kE
n1,n1
n1,n1 and M2 +
∑k
i=1E
n2,n2
i,i , together with additional −1 at positions
(n1, n1 + 1), ...(n1, n1 + k) and (n1 + 1, n1), ..., (n1 + k, n1), where E
s,t
i,j denote the s × t
matrix with entry 1 at position (i, j), and entry 0 everywhere else. M1,M2 denote the
Laplacian matrices of G1 and G2 respectively. We do the operation of adding the last n2
rows to row n1, and then adding the last n2 columns to column n1, the resulting matrix N
is formed by the block M1, and the block M2 +
∑k
i=1E
n2,n2
i,i .
We have that M ∼= N as quadratic forms, and the isomorphism class of N is obviously
independent of the choice of V1. Therefore, the isomorphism class of M is independent of
the choice of V1. 
For ease of terminology, let us call the quadratic form represented by the combinatorial
Laplacian of a graph G, as the quadratic form of G. Next, we define the wedge sum graph
G1 ∨X,Y G2 of G1 and G2 w.r.t. the vertex X of G1, and the vertex Y of G2, to be the
graph formed by the quotient of the disjoint union of G1 and G2, by identifying X and Y .
We have the following
Corollary 4.5. The isomorphism class of the quadratic form of G1∨X,Y G2, in independent
of the choices of X and Y .
Proof. Let us denote the set of neighbors of Y in G2, by {Y1, ..., Yk}. Observe that G1 ∨X,Y
G2, is the same graph as that described before lemma 4.4, w.r.t. G1, the subgraph of G2
formed by deleting the vertex Y and all edges connecting with it, X and Y1, ..., Yk. Therefore,
by lemma 4.4, the isomorphism class of the quadratic form in question is independent of the
choice of X. By symmetry, it is also independent of Y . 
Definition 4.6. We impose an equivalence relation among graphs, by declaring two graphs
to be equivalent, if and only if the quadratic forms represented by their Laplacian matrices
are equivalent as quadratic forms, and call the set of such equivalence classes Gf .
Theorem 4.7. The above wedge sum of graphs is well defined on the equivalence classes,
and it gives rise to a structure of commutative monoid on the equivalence classes.
Remark 4.8. As a result, any two trees of the same vertex number are in the same equivalence
class, as they can be formed via step-by-step wedge sums of two-vertex trees. The reader is
invited to check this by hand.
Proof. First, the equivalence class of G1 ∨X,Y G2 is independent of the choices of X,Y by
corollary 4.5. Denote as before, n1 = |G1|, and n2 = |G2|.
Next, we view G1 ∨X,Y G2 as in the proof of corollary 4.5. Then by doing the row and
column operations as in the proof of lemma 4.4, the quadratic form of G1 ∨X,Y G2 can be
represented by a block diagonal matrix, where one block is the combinatorial Laplacian M1
of G1, and the other block is of dimension n2 − 1, and is determined by G2 and Y . Next,
suppose G1 and H1 are two graphs in the same equivalence class, and X
′ be any vertex of
H1. The quadratic form of H1 ∨X′,Y G2 can also be represented in the same way, where
one block is the combinatorial Laplacian M ′1 of H1, and the other block is determined by
G2 and Y , identical to that of G1 ∨X,Y G2. Since we have M1 ∼= M ′1 as quadratic forms,
there exists T ∈ GL(n1,Z), |det(T )| = 1, such that T tM1T = M ′1, therefore the forms of
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G1 ∨X,Y G2 and H1 ∨X′,Y G2 are equivalent, via the block diagonal matrix diag(T, In2−1).
This proves our wedge sum of graphs is well defined on the equivalence classes.
Next, corollary 4.5 implies that on the equivalence classes, the sum is associative and
commutative. Furthermore, the one-vertex graph P affords the identity element, and Gf
becomes a commutative monoid. 
Let G be a connected graph other than the single-vertex graph P , we call G to be a
simple graph, iff G cannot be written as a sum G1 ∨X,Y G2 of two strictly smaller graphs.
Obviously the simple graphs, together with P , generate the submonoid of Gf consisting of
connected graphs. We have the following
Lemma 4.9. Any connected graph other than P has a unique decomposition into a wedge
sum of simple graphs, which we call its simple components.
Proof. First, an easy induction shows such a decomposition always exists.
Next, to prove uniqueness, we consider the set of gluing vertices in the graph G: namely,
the set of vertices where the graph can be separated as a wedge sum of two components,
glued along the vertex. If there is no such vertex, then by definition the graph is simple,
and there is nothing to prove. Otherwise, pick any such vertex V , then G is separated
into components, glued along V , which we call components of G, w.r.t. V . Obviously, any
connected subgraph of the connected graph G containing V cannot be a simple graph, so
the simple graphs in the decomposition of G, which are obviously connected, all appear as
subgraphs of components of G, w.r.t. V . Suppose there is another graph G′ isomorphic to
G as a graph, which is also written as a wedge sum of simple graphs. Then under this graph
isomorphism, V must be mapped to a gluing vertex V ′ of G′. Next, the components of G
w.r.t. V must map bijectively to isomorphic components of G′ w.r.t. V ′. Again, any simple
graph in the decomposition of G′, must appear as a subgraph of components of G′ w.r.t. V ′.
By induction, each such component has a unique decomposition into simple graphs, thus
the decomposition of G′ must be the same as that of G. 
Remark 4.10. Therefore, to understand the quadratic form of a connected graph, it suffices
to understand the forms of its simple components, and we do not need to worry about how
the simple components glue.
To go further, from computer experiments that will be described below, we propose the
following
Conjecture 4.11. Let G1 and G2 be two connected planar graphs, and suppose there
exist embeddings of the two graphs into the 2-sphere, such that the dual graphs w.r.t. the
embeddings are isomorphic as multi-graphs, then the quadratic forms over Z, represented
by the combinatorial Laplacian of G1 and G2 are equivalent.
Furthermore, one could try to remove the planar graph restriction: in general, any graph
can be embedding into a higher genus surface, and the minimal genus of such surfaces
is called the genus of the graph. Given any such embedding, the dual (multi-)graph can
obviously be defined in the same way, as that in the planar case. The above conjecture
could be extended to the following
Conjecture 4.12. Let G1 and G2 be two connected graphs of the same genus g, and
further suppose that G1 and G2 have embeddings into the genus g surface Σg, such that the
corresponding dual graphs are isomorphic as multi-graphs, then the quadratic forms over Z,
represented by the combinatorial Laplacian of G1 and G2 are equivalent..
Remark 4.13. Note that, if one drops the condition that G1 and G2 having the same genus,
the conjecture would become false: e.g. take the 3-path and the 3-cycle, both can be
embedded into a torus, such that the dual graph consists of a single vertex, and 3 self-edges.
However the quadratic forms of the 3-path and the 3-cycle are not equivalent.
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Remark 4.14. In addition, from computer experiments, one could wonder to what extent,
the inverse statement could be true. We have some computational evidence supporting that
the inverse statement (or perhaps some variation of that) might be true.
Remark 4.15. The above conjectures link the geometry and combinatorics of graphs, with
the arithmetic of quadratic forms. In particular, note that for connected graphs, Corollary
4.5 is essentially a consequence of the conjectures.
Now we exhibit a few examples whose dual graphs with respect to certain embeddings are
isomorphic, for which the conjectures are tested to be true. Figure 1 shows a pair of planar
graphs (in color blue) constructed by ”gluing” two 3-cycles with a 4-cycle, embedded into a
sphere. Figure 2 shows embeddings into a torus of a pair of genus 1 graphs constructed by
gluing two 4-cycles with a complete graph on 5 vertices.
Figure 1. A pair of planar graphs embedded into the sphere, with isomor-
phic dual graphs
Figure 2. A pair of genus one graphs embedded into the torus, with iso-
morphic dual graphs
In Figure 2, note that the pair of graphs with isomorphic dual graphs is constructed by
gluing two 4-cycles to K5 in a way, such that those cycles lie in the same region of the
torus, given by connected components of the complement of the embedded image of K5. In
the same way, we can construct examples of graph pairs of higher genus, with embeddings
into surface of the corresponding genus, for which the dual graphs are isomorphic, by gluing
several cycles to a complete graph Kn, or to other types of graphs, in this specific way.
As such, we have tested some higher genus graph pairs, constructed by gluing cycles to a
Kn, n = 8, . . . , 40, and to some other graphs including random graphs. For each pair tested,
the quadratic forms represented by the combinatorial Laplacian are globally equivalent.
Remark 4.16. The computer experimental results on p-adic symbols of the quadratic form
for the combinatorial Laplacian of strongly regular graphs are written in Table 12 and Table
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13. The classification of srg(25, 12, 5, 6) according to the p-adic symbols of the combinatorial
Laplacian, distinguishes the only graph of 25 vertices with a transitive group, which is known
as the Paley graph of order 25 [22]. Again, this classification distinguishes the ”Chang
graphs” among srg(28, 12, 6, 4).
5. A graph distance function
It is seldom that two big graphs are isomorphic in real applications. Based on the function
T Gu defined in (2.4), we define a function D to measure the distance between two connected9
graphs of the same vertex number |V | by
(5.1) D (G,G1) = |V |2
√√√√√√
|V |∑
j=1
∑
(x,y)
(
sort
(x,y)∈V 2
(
T˜ Guj (x, y)
)
− sort
(x,y)∈V 2
(
T˜ G1uj (x, y)
))2
|V | ,
where10
(5.2) T˜ Gu (x, y) ≡
m∑
k=1
tk(x, y)
λk + u
,
and c is a small constant that we choose it to be c = 10−4 for the moment, for initial testing
purposes. Suppose λ1 of G is less than or equal to the first nonzero eigenvalue of that of the
graph G1, then we adopt
uj =
cj
|V |λ1,
for j = 1, . . . , |V |.
Remark 5.1. It is clear that the function D satisfies the triangle inequality
D(G,G1) ≤ D(G,G2) +D(G2, G1),
when G, G1 and G2 are cospectral. In general, when two graphs are not cospectral, some
slight modifications of D, e.g. choosing uj independently of the eigenvalues, can still give
distance functions in a strict sense.
The basic idea for the function D is to give a measure of the distance between T˜ Gu and
T˜ G1u , as two functions of u. Once the functions T˜ Gu and T˜ G1u are identical, our graph
invariant ST for the two graphs are identical, and we regard these two graphs as having
zero distance. To compare these two functions, we uniformly sample the points uj whose
values are very small relative to the nonzero eigenvalues, and compare the values of T˜ Guj and
T˜ G1uj , j = 1, . . . , |V |. If the functions T˜ Gu and T˜ G1u are identical at the |V | many points uj ,
j = 1 . . . , |V |, and if the two graphs are cospectral, then one sees right away that the two
functions are equal. Here the ordering of (x, y) is according to the value of T˜ Gu1(x, y), and
|V |2 is a normalization factor.
Remark 5.2. In general, there are other possible choices of sorting rules, such as sorting
according to the value of tk(x, y) without involving any eigenvalues. We may also refine our
sorting procedure by first comparing the values of T˜ Gu1(x, y), and if some values get too close
to each other, we may then compare the corresponding values of T˜ Gu2(x, y), and so on. Each
different sorting rule may have its advantages in different applications.
Remark 5.3. For consideration in applications, this distance function can be easily extended
to apply to pairs of graphs with approximately the same number of vertices, by adding a
few isolated vertices.
9A slight variation can accommodate disconnected graphs.
10T˜ Gu differs from T Gu only by dropping the term corresponding to the zero eigenvalue, for the purpose
of stability of the algorithm.
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Appendix A. Initial numerical experiments for the distance function
In the following, we demonstrate several numerical experiments to learn something about
the graph distance D defined in (5.1).
A.1. Dumbbell Graphs. We first consider the dumbbell graphs, and its one-edge pertur-
bations. The dumbbell graph DBn, shown in Figure 3, is constructed by connecting two
copies of the complete graph Kn with two edges. Note that there are four types of edges in
a dumbbell graph, namely, e1, e2, e3 and e4 in Figure 3. Thus, for i = 1, 2, 3, 4, we compute
the distance D(DBn, DBn−ei), where DBn−ei denotes the graph constructed by removing
an edge ei of a dumbbell graph DBn, respectively.
e1
e2
e3
e4
Figure 3. The dumbbell graph
According to the results, shown in Table 1, we can easily observe that the graph distance
by one-edge perturbations could be huge. For each n, as we would expect, the distance
D(DBn, DBn − e1) is significantly larger than others. This agrees with our intuition that
the edge e1 is critical in a dumbbell graph.
n D(DBn, DBn − e1) D(DBn, DBn − e2) D(DBn, DBn − e3) D(DBn, DBn − e4)
5 1.7998× 102 9.1929× 100 1.5242× 101 1.2019× 101
10 1.2061× 103 8.2997× 100 1.5786× 101 1.0000× 101
20 8.8062× 103 8.0771× 100 1.9782× 101 8.8893× 100
50 1.2999× 105 8.0129× 100 3.4289× 101 8.3337× 100
100 1.0199× 106 8.0031× 100 5.9193× 101 8.1633× 100
Table 1. The distance by one-edge perturbations on dumbbell graphs
In addition, as n increases, the distance D(DBn, DBn− e1) increases. This is reasonable
and agrees with our expectation. Because the graph would be nearly disconnected if we
remove an edge e1. Naturally, the importance of the edge e1 would increase as the number
of vertices increases.
On the other hand, as n increases, the distance D(DBn, DBn−e4) decreases. Intuitively,
this is reasonable since the number of elements in the orbit of e4 under the automorphism
group of DBn increases fast, therefore deleting a single such edge becomes a less significant
perturbation.
Furthermore, as n increases, the distance D(DBn, DBn − e3) increases. An intuitive
explanation is that the number of elements in its orbit under the automorphism group,
grows only linearly in n, and that the edge e3 connects the important edge e1 and the
unimportant edge e4.
Interestingly, as n increases, the distance D(DBn, DBn−e2) decreases, which might seem
unintuitive. To explain this phenomenon, we recall the discussions around Equation (2.6)
that, difference of values of eigenfunctions at two vertices of an edge, contribute to the
difference of two-point correlation functions of the graph with its one-edge perturbation by
this edge, and roughly the two-point correlation function is more sensitive to the difference
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at smaller eigenvalues. Based on this, for each n, we check whether for every small eigenvalue
λDBn of the graph DBn, the corresponding eigenfunction φ
DBn has the property that the
value |φDBn(e2(1))− φDBn(e2(2))| is relatively small.
Note that apart from λDBn0 = 0, the only small (less than 1) eigenvalue of a dumbbell
graph DBn is λ
DBn
1 . Others are greater than or equal to n. Thus, for each n, we compute
the value |φDBn(ei(1)) − φDBn(ei(2))|, for i = 1, . . . , 4. As we expected, the result, shown
in Table 2, indicates that the value |φDBn(e2(1))− φDBn(e2(2))| is indeed relatively small.
HHHHHn
i
1 2 3 4
5 4.8876× 10−1 0 1.1179× 10−1 0
10 3.8268× 10−1 0 3.9628× 10−2 0
20 2.8978× 10−1 0 1.4623× 10−2 0
50 1.9259× 10−1 0 3.8577× 10−3 0
100 1.3870× 10−1 0 1.3876× 10−3 0
Table 2. The difference |φDBn1 (ei(1))− φDBn1 (ei(2))|.
A.2. Complete Graphs, Cycles and Paths. We next consider the complete graphs,
which is one of the extreme cases. In the following, we compute the distance D(Kn,Kn−e),
where Kn − e denotes the graph constructed by removing an edge from a complete graph
Kn. Then we compute the distance between cycles and paths D(Cn, Pn), where Cn denotes
the cycle of n vertices and Pn denotes the path of n vertices.
According to the result, shown in Table 3, we can see that the graph distances by one-
edge perturbation on complete graphs are relatively small. From Figure 4, it seems that 2
may be a lower bound for D(Kn,Kn − e).
On the other hand, the distances between cycles and paths as their one-edge perturbations
are huge, as we would expect, as one is simply connected, while the other one is not.
n D(Kn,Kn − e) D(Cn, Pn)
5 3.3330 4.6894× 101
10 2.4998 7.0100× 102
20 2.2221 1.1096× 104
50 2.0832 4.3251× 105
100 2.0407 6.9186× 106
200 2.0201 1.1069× 108
500 2.0079 4.3246× 109
Table 3. The distance of graphs by one-edge perturbation
A.3. Nearly Complete Graphs. We next consider pairs of nearly complete graphs with
the same number of edges. For convenience, we denote the set of all graphs constructed
by removing m edges of a complete graph Kn by K
(−m)
n . Then we compute the minimal
distance among the pairs of graphs in K
(−m)
n , namely,
min
{
D(G,G1)
∣∣∣G 6∼= G1, G,G1 ∈ K (−m)n } ,
for n = 4, . . . , 10, respectively.
The result, shown in Table 4, indicates that the distance between two nonisomorphic
graphs measured by D could be very small.
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Figure 4. The relation between n and D(Kn,Kn − e)
HHHHHn
m
2 3 4 5 6 7
4 7.7736 11.9988
5 4.1871 4.5703 4.6263 11.3030
6 3.1366 3.1366 1.2674 2.0128 2.9203 3.6825
7 2.6525 2.6525 0.8294 0.8417 0.2750 0.5499
8 2.3777 2.3777 0.6080 0.6080 0.1317 0.1532
9 2.2015 2.2015 0.4766 0.4766 0.0874 0.0985
10 2.0793 2.0793 0.3904 0.3904 0.0621 0.0621
Table 4. The minimal distance among the pairs of graphs in K
(−m)
n .
Furthermore, in this experiment, we observe that for each pair of graphs above with very
small distance (e.g. less than 2 among these examples), they share the same degree vector of
vertices. For instance, the pair of graphs in K
(−4)
6 with distance 1.2674, shown in Figure 5,
are of the same degree of vertices (3, 3, 4, 4, 4, 4); the pair of graphs in K
(−6)
7 with distance
0.2750, shown in Figure 6, are of the same degree of vertices (3, 4, 4, 4, 5, 5, 5).
G ∈ K (−4)6 G1 ∈ K (−4)6
Figure 5. A pair of graphs in K
(−4)
6 with distance D(G,G1) = 1.2674.
In addition, the pair of graphs, shown in Figure 6, are actually cospectral. In Table 4,
we mark the number in red if the pair of graphs with minimal graph distance are actually
cospectral.
GRAPH INVARIANTS FROM IDEAS IN PHYSICS AND NUMBER THEORY 17
G ∈ K (−6)7 G1 ∈ K (−6)7
Figure 6. A pair of (cospectral) graphs in K
(−6)
7 with distance
D(G,G1) = 0.2750.
For the larger nearly complete graphs, we compute the minimal distance among 10000
randomly picked nonisomorphic pairs of graphs in K
(−m)
n , for n = 50, 100, 200. The result
is shown in Table 5.
HHHHHn
m
2 3 4 5 6 7 8 9
50 1.5057 1.5057 0.0448 0.0448 0.0448 0.0448 0.0011 0.0011
100 1.4582 1.4582 1.4581 0.0211 0.0211 0.0211 0.0211 0.0211
200 1.4358 1.4358 1.4358 1.4358 1.4357 1.4357 1.4357 0.0103
Table 5. The minimal distance of 10000 trials among the pairs of graphs in K
(−m)
n .
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Appendix B. Tables for graphs and quadratic forms
Graph Type #Graphs EigenvaluesMultiplicities m #Quadratic Forms
srg(16, 6, 2, 2) 2 (−2)9, 26, 61
2 2
−2 1
−6 2
srg(25, 12, 5, 6) 15 (−3)12, 212, 121
0 15
2 15
3 4 [10, 3, 1, 1]
−2 4 [10, 3, 1, 1]
−12 15
srg(26, 10, 3, 4) 10 (−3)12, 213, 101
0 10
2 10
3 3 [7, 2, 1]
−2 4 [5, 2, 2, 1]
−10 10
srg(28, 12, 6, 4) 4 (−2)20, 47, 121
0 4
2 2 [3, 1]
−4 4
−12 4
srg(29, 14, 6, 7) 41 (−1±
√
29
2 )
14, 141
0 41
2 41
−14 41
srg(35, 18, 9, 9) 3854 (−3)20, 314, 181 2 3854
srg(36, 14, 4, 6) 180 (−4)14, 221, 141
0 180
2 180
4 155
−2 9 [66, 44, 43, 11, 9, 2, 2, 2, 1]
−14 180
srg(40, 12, 2, 4) 28 (−4)15, 224, 121
0 28
2 28
4 28
−2 6 [13, 8, 3, 2, 1, 1]
−12 28
srg(45, 12, 3, 3) 78 (−3)24, 320, 121
2 78
3 21
−3 76
−12 78
srg(50, 21, 8, 9) 18 (−4)24, 325, 211
0 18
2 18
4 17
−3 5 [10, 4, 2, 1, 1]
−21 18
srg(64, 18, 2, 6) 167 (−6)18, 245, 181
0 167
6 167
−2 4 [156, 9, 1, 1]
−18 167
Table 6. The number of distinct quadratic forms (A+mI)2 with respect to srg(n, k, λ, µ).
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Graph Type p p-Adic Symbols #Graphs
srg(16, 6, 2, 2)
3 110−36+
2
7 115−71+
srg(25, 12, 5, 6)
3 113+312+
10
13 124+131+
3 113−312−
5
13 124+131+
srg(26, 10, 3, 4)
3 113−313+
3
11 125+111+
3 113+313−
7
11 125+111+
srg(28, 12, 6, 4)
5 121+57−
4
13 127+131−
srg(29, 14, 6, 7)
3 128−31+
415 128+51−
7 115−714−
srg(35, 18, 9, 9) 19 134+191+ 3854
srg(36, 14, 4, 6)
3 114−38−914−
132
5 135−51−
3 114+38−914+
44
5 135−51−
3 113+310+913−
2
5 135−51−
3 112−312−912−
2
5 135−51−
srg(40, 12, 2, 4)
3 115−311−914−
11
13 139+131+
3 115+311−914+
13
13 139+131+
3 113−315−912−
3
13 139+131+
3 111+319−910+
1
13 139+131+
srg(45, 12, 3, 3) 13 144−131− 78
srg(50, 21, 8, 9)
3 126+324+
18
11 149−111+
srg(64, 18, 2, 6)
3 119+345+
1675 146−518+
19 163−191+
Table 7. The p-adic symbols for quadratic form A+ I with respect to srg(n, k, λ, µ).
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Graph Type p p-Adic Symbols #Graphs
srg(16, 6, 2, 2)
2 [0, 6, 7, 0, 0], [1, 4, 1, 0, 0], [2, 6, 3, 1, 4]
1
3 [0, 15, 1], [1, 1,−1]
2 [0, 6, 3, 0, 0], [1, 4, 3, 1, 2], [2, 6, 5, 1, 6]
1
3 [0, 15, 1], [1, 1,−1]
srg(25, 12, 5, 6)
2 [0, 12, 1, 0, 0], [1, 12, 1, 0, 0], [2, 1, 3, 1, 3]
10
3 [0, 12, 1], [1, 13, 1]
2 [0, 12, 5, 0, 0], [1, 12, 5, 0, 0], [2, 1, 3, 1, 3]
5
3 [0, 12,−1], [1, 13,−1]
srg(26, 10, 3, 4)
2 [0, 12, 1, 0, 0], [1, 14, 5, 1, 6]
53 [0, 14,−1], [1, 12, 1]
5 [0, 25,−1], [1, 1,−1]
2 [0, 12, 5, 0, 0], [1, 14, 1, 1, 6]
23 [0, 14, 1], [1, 12,−1]
5 [0, 25,−1], [1, 1,−1]
2 [0, 12, 5, 0, 0], [1, 14, 1, 1, 2]
23 [0, 14,−1], [1, 12, 1]
5 [0, 25,−1], [1, 1,−1]
2 [0, 12, 1, 0, 0], [1, 14, 5, 1, 2]
13 [0, 14, 1], [1, 12,−1]
5 [0, 25,−1], [1, 1,−1]
srg(28, 12, 6, 4)
2 [0, 8, 5, 0, 0], [1, 12, 5, 0, 0], [3, 8, 3, 1, 6]
3
3 [0, 27, 1], [1, 1, 1]
2 [0, 6, 3, 0, 0], [1, 15, 7, 1, 5], [3, 7, 7, 1, 1]
1
3 [0, 27, 1], [1, 1, 1]
srg(29, 14, 6, 7)
2 [0, 28, 1, 0, 0], [1, 1, 7, 1, 7]
41
7 [0, 14,−1], [1, 15,−1]
srg(35, 18, 9, 9)
2 [0, 34, 7, 0, 0], [1, 1, 7, 1, 7]
3816
3 [0, 13,−1], [1, 8,−1], [2, 14,−1]
2 [0, 34, 7, 0, 0], [1, 1, 7, 1, 7]
37
3 [0, 13, 1], [1, 8,−1], [2, 14, 1]
2 [0, 34, 7, 0, 0], [1, 1, 7, 1, 7]
1
3 [0, 11,−1], [1, 12,−1], [2, 12,−1]
srg(36, 14, 4, 6)
2 [0, 14, 7, 0, 0], [1, 8, 5, 0, 0], [3, 14, 5, 1, 6]
109
7 [0, 35, 1], [1, 1, 1]
2 [0, 14, 3, 0, 0], [1, 8, 1, 0, 0], [3, 14, 5, 1, 2]
48
7 [0, 35, 1], [1, 1, 1]
2 [0, 12, 1, 0, 0], [1, 10, 3, 0, 0], [2, 2, 7, 0, 0], [3, 12, 3, 1, 6]
19
7 [0, 35, 1], [1, 1, 1]
2 [0, 12, 1, 0, 0], [1, 10, 3, 0, 0], [2, 2, 3, 0, 0], [3, 12, 7, 1, 2]
1
7 [0, 35, 1], [1, 1, 1]
2 [0, 10, 7, 0, 0], [1, 12, 5, 0, 0], [2, 4, 1, 0, 0], [3, 10, 5, 1, 6]
2
7 [0, 35, 1], [1, 1, 1]
2 [0, 8, 1, 0, 0], [1, 14, 3, 0, 0], [2, 6, 7, 0, 0], [3, 8, 3, 1, 6]
1
7 [0, 35, 1], [1, 1, 1]
Table 8. The p-adic symbols for quadratic form A with respect to
srg(n, k, λ, µ) by using Sage.
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Graph Type p p-Adic Symbols #Graphs
srg(40, 12, 2, 4)
2 [0, 16, 5, 0, 0], [1, 8, 1, 0, 0], [3, 16, 1, 1, 4]
17
3 [0, 39,−1], [1, 1, 1]
2 [0, 14, 7, 0, 0], [1, 10, 3, 0, 0], [2, 2, 3, 0, 0], [3, 14, 3, 1, 4]
7
3 [0, 39,−1], [1, 1, 1]
2 [0, 12, 1, 0, 0], [1, 12, 5, 0, 0], [2, 4, 5, 0, 0], [3, 12, 5, 1, 4]
2
3 [0, 39,−1], [1, 1, 1]
2 [0, 14, 7, 0, 0], [1, 10, 3, 0, 0], [2, 2, 7, 0, 0], [3, 14, 7, 1, 0]
1
3 [0, 39,−1], [1, 1, 1]
2 [0, 10, 7, 0, 0], [1, 14, 3, 0, 0], [2, 6, 3, 0, 0], [3, 10, 3, 1, 4]
1
3 [0, 39,−1], [1, 1, 1]
srg(45, 12, 3, 3)
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
19
3 [0, 20, 1], [1, 5, 1], [2, 20, 1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
18
3 [0, 19, 1], [1, 7,−1], [2, 19,−1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
13
3 [0, 20,−1], [1, 5, 1], [2, 20,−1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
8
3 [0, 19,−1], [1, 7,−1], [2, 19, 1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
6
3 [0, 18, 1], [1, 9, 1], [2, 18, 1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
6
3 [0, 17,−1], [1, 11,−1], [2, 17, 1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
3
3 [0, 18,−1], [1, 9, 1], [2, 18,−1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
3
3 [0, 17, 1], [1, 11,−1], [2, 17,−1]
2 [0, 44, 5, 0, 0], [2, 1, 7, 1, 7]
2
3 [0, 15, 1], [1, 15,−1], [2, 15,−1]
srg(50, 21, 8, 9)
2 [0, 26, 7, 0, 0], [2, 24, 1, 0, 0]
183 [0, 24, 1], [1, 26, 1]
7 [0, 49,−1], [1, 1,−1]
srg(64, 18, 2, 6)
2 [0, 18, 7, 0, 0], [1, 28, 5, 0, 0], [2, 18, 3, 1, 4]
155
3 [0, 45,−1], [1, 18, 1], [2, 1,−1]
2 [0, 16, 1, 0, 0], [1, 32, 5, 0, 0], [2, 16, 5, 1, 4]
10
3 [0, 45,−1], [1, 18, 1], [2, 1,−1]
2 [0, 14, 7, 0, 0], [1, 36, 5, 0, 0], [2, 14, 3, 1, 4]
1
3 [0, 45,−1], [1, 18, 1], [2, 1,−1]
2 [0, 18, 7, 0, 0], [1, 28, 1, 0, 0], [2, 18, 7, 1, 0]
1
3 [0, 45,−1], [1, 18, 1], [2, 1,−1]
Table 9. The p-adic symbols for quadratic form A with respect to
srg(n, k, λ, µ) by using Sage.
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Figure 7. The number of distinct prime factors of det(A+ 2I)
Graph Type #Vertices p p-Adic Symbols
CFI(reg(4,3)) 40
2 [0, 30, 7, 0, 0], [1, 4, 1, 0, 0], [2, 6, 3, 1, 4]
3 [0, 39,−1], [1, 1, 1]
2 [0, 30, 7, 0, 0], [1, 4, 1, 1, 0], [2, 6, 3, 1, 4]
3 [0, 39,−1], [1, 1, 1]
CFI(reg(8,3)) 80
2 [0, 62, 7, 0, 0], [1, 6, 7, 0, 0], [2, 10, 7, 0, 0], [3, 2, 7, 0, 0]
3 [0, 79,−1], [1, 1,−1]
5 [0, 79, 1], [1, 1,−1]
2 [0, 62, 7, 0, 0], [1, 6, 7, 1, 0], [2, 10, 7, 0, 0], [3, 2, 7, 0, 0]
3 [0, 79,−1], [1, 1,−1]
5 [0, 79, 1], [1, 1,−1]
CFI(reg(8,3)) 80
2 [0, 62, 7, 0, 0], [1, 8, 1, 0, 0], [2, 6, 7, 0, 0], [3, 4, 1, 0, 0]
3 [0, 78,−1], [1, 2,−1]
2 [0, 62, 7, 0, 0], [1, 8, 1, 1, 0], [2, 6, 7, 0, 0], [3, 4, 1, 0, 0]
3 [0, 78,−1], [1, 2,−1]
CFI(reg(8,3)) 80
2 [0, 60, 1, 0, 0], [1, 8, 1, 0, 0], [2, 12, 1, 0, 0]
3 [0, 78,−1], [1, 2,−1]
2 [0, 62, 7, 0, 0], [1, 4, 1, 0, 0], [2, 14, 7, 0, 0]
3 [0, 78,−1], [1, 2,−1]
CFI(reg(8,3)) 80
2 [0, 62, 7, 0, 0], [1, 8, 1, 0, 0], [2, 6, 7, 0, 0], [3, 4, 5, 0, 0]
3 [0, 79, 1], [1, 1,−1]
2 [0, 62, 7, 0, 0], [1, 8, 1, 1, 0], [2, 6, 7, 0, 0], [3, 4, 5, 0, 0]
3 [0, 79, 1], [1, 1,−1]
Table 10. The p-adic symbols for quadratic form A with respect to
CFI(reg(n, 3)) by using Sage.
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Graph Type #Vertices p p-Adic Symbols
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 10, 3, 1, 0], [2, 6, 7, 1, 0], [3, 6, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 10, 3, 0, 0], [2, 6, 7, 1, 0], [3, 6, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 1, 1, 0], [2, 2, 7, 0, 0], [3, 8, 5, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 12, 1, 0, 0], [2, 2, 7, 0, 0], [3, 8, 5, 0, 0]
3 [0, 99,−1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 5, 1, 0], [2, 2, 7, 0, 0], [3, 8, 1, 0, 0]
3 [0, 99, 1], [1, 1, 1]
7 [0, 99, 1], [1, 1,−1]
2 [0, 78, 7, 0, 0], [1, 12, 5, 0, 0], [2, 2, 7, 0, 0], [3, 8, 1, 0, 0]
3 [0, 99, 1], [1, 1, 1]
7 [0, 99, 1], [1, 1,−1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 8, 1, 1, 0], [2, 10, 7, 0, 0], [4, 4, 3, 1, 2]
3 [0, 99, 1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 8, 1, 0, 0], [2, 10, 7, 0, 0], [4, 4, 3, 1, 2]
3 [0, 99, 1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 10, 7, 1, 0], [2, 6, 3, 1, 4], [3, 6, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 10, 7, 0, 0], [2, 6, 3, 1, 4], [3, 6, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 1, 1, 0], [2, 2, 7, 0, 0], [3, 6, 3, 0, 0], [4, 2, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 12, 1, 0, 0], [2, 2, 7, 0, 0], [3, 6, 3, 0, 0], [4, 2, 7, 0, 0]
3 [0, 99,−1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 1, 1, 0], [2, 2, 7, 0, 0], [3, 6, 3, 0, 0], [4, 2, 1, 1, 6]
3 [0, 99, 1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 12, 1, 0, 0], [2, 2, 7, 0, 0], [3, 6, 3, 0, 0], [4, 2, 1, 1, 6]
3 [0, 99, 1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 5, 1, 0], [2, 2, 7, 0, 0], [3, 8, 1, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 12, 5, 0, 0], [2, 2, 7, 0, 0], [3, 8, 1, 0, 0]
3 [0, 99,−1], [1, 1, 1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 5, 1, 0], [2, 2, 7, 0, 0], [3, 8, 5, 0, 0]
3 [0, 98,−1], [1, 2,−1]
2 [0, 78, 7, 0, 0], [1, 12, 5, 0, 0], [2, 2, 7, 0, 0], [3, 8, 5, 0, 0]
3 [0, 98,−1], [1, 2,−1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 12, 1, 0, 0], [2, 2, 7, 0, 0], [3, 8, 1, 0, 0]
3 [0, 98,−1], [1, 2,−1]
2 [0, 76, 1, 0, 0], [1, 16, 1, 0, 0], [3, 8, 1, 0, 0]
3 [0, 98,−1], [1, 2,−1]
CFI(reg(10,3)) 100
2 [0, 78, 7, 0, 0], [1, 8, 1, 1, 0], [2, 10, 7, 0, 0], [4, 4, 5, 0, 0]
3 [0, 99,−1], [1, 1, 1]
2 [0, 78, 7, 0, 0], [1, 8, 1, 0, 0], [2, 10, 7, 0, 0], [4, 4, 5, 0, 0]
3 [0, 99,−1], [1, 1, 1]
Table 11. The p-adic symbols for quadratic form A with respect to
CFI(reg(10, 3)) by using Sage.
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Graph Type p p-Adic Symbols #Graphs
srg(16, 6, 2, 2)
2 [0, 6, 7, 0, 0], [3, 5, 7, 1, 7], [5, 4, 1, 0, 0] 1
2 [0, 6, 7, 0, 0], [1, 1, 1, 1, 1], [3, 2, 7, 0, 0], [4, 2, 1, 1, 6], [5, 4, 1, 0, 0] 1
srg(25, 12, 5, 6)
2 [0, 12, 1, 0, 0], [1, 12, 1, 0, 0]
103 [0, 12, 1], [1, 12, 1]
5 [0, 12,−1], [1, 2, 1], [2, 10,−1]
2 [0, 12, 5, 0, 0], [1, 12, 5, 0, 0]
43 [0, 12,−1], [1, 12,−1]
5 [0, 11, 1], [1, 4, 1], [2, 9, 1]
2 [0, 12, 5, 0, 0], [1, 12, 5, 0, 0]
13 [0, 12,−1], [1, 12,−1]
5 [0, 9, 1], [1, 8, 1], [2, 7, 1]
srg(26, 10, 3, 4)
2 [0, 12, 5, 0, 0], [2, 1, 1, 1, 1], [3, 12, 1, 0, 0]
5
13 [0, 14,−1], [1, 11,−1]
2 [0, 12, 1, 0, 0], [2, 1, 1, 1, 1], [3, 12, 5, 0, 0]
2
13 [0, 14, 1], [1, 11, 1]
2 [0, 12, 5, 0, 0], [2, 1, 5, 1, 5], [3, 12, 5, 0, 0]
2
13 [0, 14,−1], [1, 11,−1]
2 [0, 12, 1, 0, 0], [2, 1, 5, 1, 5], [3, 12, 1, 0, 0]
1
13 [0, 14, 1], [1, 11, 1]
srg(28, 12, 6, 4)
2 [0, 8, 5, 0, 0], [1, 12, 5, 0, 0], [3, 1, 5, 1, 5], [4, 6, 3, 0, 0]
3
7 [0, 8, 1], [1, 19, 1]
2 [0, 6, 3, 0, 0], [1, 15, 3, 1, 1], [4, 6, 7, 0, 0]
1
7 [0, 8, 1], [1, 19, 1]
srg(29, 14, 6, 7)
2 [0, 28, 5, 0, 0]
417 [0, 14,−1], [1, 14,−1]
29 [0, 15, 1], [1, 13, 1]
srg(36, 14, 4, 6)
2 [0, 14, 3, 0, 0], [2, 9, 1, 1, 5], [3, 12, 1, 0, 0]
73
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
2 [0, 14, 7, 0, 0], [2, 9, 5, 1, 5], [3, 12, 1, 0, 0]
39
3 [0, 14, 1], [1, 7, 1], [2, 2,−1], [3, 12,−1]
2 [0, 14, 3, 0, 0], [2, 9, 5, 1, 1], [3, 12, 5, 0, 0]
36
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
2 [0, 12, 5, 0, 0], [1, 2, 7, 0, 0], [2, 11, 3, 1, 1], [3, 10, 3, 0, 0]
12
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
2 [0, 12, 5, 0, 0], [1, 2, 7, 0, 0], [2, 11, 7, 1, 5], [3, 10, 7, 0, 0]
8
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
2 [0, 14, 7, 0, 0], [2, 9, 1, 1, 1], [3, 12, 5, 0, 0]
5
3 [0, 14, 1], [1, 7, 1], [2, 2,−1], [3, 12,−1]
2 [0, 14, 7, 0, 0], [2, 9, 5, 1, 5], [3, 12, 1, 0, 0]
2
3 [0, 13,−1], [1, 9,−1], [2, 1,−1], [3, 12,−1]
2 [0, 14, 7, 0, 0], [2, 9, 5, 1, 5], [3, 12, 1, 0, 0]
2
3 [0, 12,−1], [1, 9,−1], [2, 4, 1], [3, 10, 1]
2 [0, 10, 3, 0, 0], [1, 4, 1, 0, 0], [2, 13, 5, 1, 1], [3, 8, 5, 0, 0]
2
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
2 [0, 8, 5, 0, 0], [1, 6, 7, 0, 0], [2, 15, 3, 1, 1], [3, 6, 3, 0, 0]
1
3 [0, 14,−1], [1, 7,−1], [2, 2, 1], [3, 12, 1]
Table 12. The p-adic symbols for quadratic form of combinatorial Lapla-
cian with respect to srg(n, k, λ, µ) by using Sage.
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Graph Type p p-Adic Symbols #Graphs
srg(40, 12, 2, 4)
2 [0, 16, 5, 0, 0], [1, 8, 1, 0, 0], [3, 1, 3, 1, 3], [5, 14, 3, 0, 0]
17
5 [0, 16,−1], [1, 23, 1]
2 [0, 14, 7, 0, 0], [1, 10, 3, 0, 0], [3, 1, 7, 1, 7], [4, 2, 7, 0, 0], [5, 12, 1, 0, 0]
5
5 [0, 16,−1], [1, 23, 1]
2 [0, 14, 7, 0, 0], [1, 10, 3, 0, 0], [3, 1, 3, 1, 3], [4, 2, 3, 0, 0], [5, 12, 1, 0, 0]
3
5 [0, 16,−1], [1, 23, 1]
2 [0, 12, 1, 0, 0], [1, 12, 5, 0, 0], [3, 1, 3, 1, 3], [4, 4, 5, 0, 0], [5, 10, 7, 0, 0]
1
5 [0, 16,−1], [1, 23, 1]
2 [0, 12, 1, 0, 0], [1, 12, 5, 0, 0], [3, 1, 7, 1, 7], [4, 4, 1, 0, 0], [5, 10, 7, 0, 0]
1
5 [0, 16,−1], [1, 23, 1]
2 [0, 10, 7, 0, 0], [1, 14, 3, 0, 0], [3, 1, 7, 1, 7], [4, 6, 7, 0, 0], [5, 8, 1, 0, 0]
1
5 [0, 16,−1], [1, 23, 1]
srg(45, 12, 3, 3)
2 [0, 44, 5, 0, 0]
193 [0, 20, 1], [1, 4,−1], [2, 2,−1], [3, 18,−1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
183 [0, 19,−1], [1, 6, 1], [2, 1,−1], [3, 18,−1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
133 [0, 20,−1], [1, 4, 1], [2, 2, 1], [3, 18, 1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
83 [0, 19, 1], [1, 6,−1], [2, 1, 1], [3, 18, 1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
63 [0, 18, 1], [1, 6,−1], [2, 4,−1], [3, 16,−1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
63 [0, 17, 1], [1, 8,−1], [2, 3, 1], [3, 16, 1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
33 [0, 18,−1], [1, 6, 1], [2, 4, 1], [3, 16, 1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
33 [0, 17,−1], [1, 8, 1], [2, 3,−1], [3, 16,−1]
5 [0, 21,−1], [1, 23,−1]
2 [0, 44, 5, 0, 0]
23 [0, 15,−1], [1, 10, 1], [2, 5,−1], [3, 14,−1]
5 [0, 21,−1], [1, 23,−1]
Table 13. The p-adic symbols for quadratic form of combinatorial Lapla-
cian with respect to srg(n, k, λ, µ) by using Sage.
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Appendix C. Codes
C.1. Magma Code for Checking Isomorphism of Quadratic Forms.
1 function CheckQuadIso(A1, A2, dim)
2 A1 := MatrixRing(IntegerRing(), dim) ! A1;
3 A2 := MatrixRing(IntegerRing(), dim) ! A2;
4 L1 := LatticeWithGram(A1);
5 L2 := LatticeWithGram(A2);
6 rslt := IsIsometric(L1, L2);
7 return rslt;
8 end function;
C.2. Sage Code for Computing p-Adic Symbols of Quadratic Forms.
1 def pAdic(A, dim):
2 A = matrix(ZZ, dim, A);
3 Q = QuadraticForm(ZZ, A);
4 rslt = Q.CS genus symbol list();
5 return rslt;
C.3. Sage Code for Checking Local Equivalence of Quadratic Forms.
1 def CheckLocalIso(A1, A2, dim):
2 A1 = matrix(ZZ, dim, A1);
3 A2 = matrix(ZZ, dim, A2);
4 Q1 = QuadraticForm(ZZ, A1);
5 Q2 = QuadraticForm(ZZ, A2);
6 rslt = Q1.is locally equivalent to(Q2, check primes only=True);
7 return rslt;
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