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a b s t r a c t
Flows in which shock waves and turbulence are present and interact dynamically occur in a
wide range of applications, including inertial confinement fusion, supernovae explosion, and
scramjet propulsion. Accurate simulations of such problems are challenging because of the
contradictory requirements of numerical methods used to simulate turbulence, which must
minimize any numerical dissipation that would otherwise overwhelm the small scales, and
shock-capturing schemes, which introduce numerical dissipation to stabilize the solution.
The objective of the present work is to evaluate the performance of several numerical meth-
ods capable of simultaneously handling turbulence and shockwaves. A comprehensive range
of high-resolution methods (WENO, hybrid WENO/central difference, artificial diffusivity,
adaptive characteristic-based filter, and shock fitting) and suite of test cases (Taylor–Green
vortex, Shu–Osher problem, shock-vorticity/entropy wave interaction, Noh problem, com-
pressible isotropic turbulence) relevant to problems with shocks and turbulence are consid-
ered. The results indicate that the WENO methods provide sharp shock profiles, but
overwhelm the physical dissipation. The hybrid method is minimally dissipative and leads
to sharp shocks and well-resolved broadband turbulence, but relies on an appropriate shock
sensor. Artificial diffusivitymethods inwhich the artificial bulk viscosity is based on themag-
nitude of the strain-rate tensor resolve vortical structures well but damp dilatational modes
in compressible turbulence; dilatation-based artificial bulk viscosity methods significantly
improve thisbehavior. Forwell-defined shocks, the shockfittingapproachyields good results.
 2009 Elsevier Inc. All rights reserved.
1. Introduction
Turbulence is a ubiquitous phenomenon in most fluid flows of scientific and engineering interest and significantly affects
processes such as mixing, flow separation and combustion. Because of the complexity of turbulence, analytical solutions do
not exist. However, numerical solutions to the Navier–Stokes equations in which all the dynamical scales in the flow field are
resolved can be produced in certain cases; this approach is termed direct numerical simulation (DNS). In many practical
applications, a resolution sufficient for DNS is not achievable, so that the viscous dissipation at the small scales is instead
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modeled; this approach is termed large-eddy simulation (LES). While many numerical methods rely on numerical dissipa-
tion for stability purposes, this unphysical dissipation reduces the range of well-resolved length scales in LES and DNS. Hence
numerical dissipation has adverse effects on both accuracy and computational cost, particularly in LES, which is by definition
under-resolved, but also in DNS. Since the present study is aimed toward LES, in which solutions are by definition under-
resolved, poorly resolved solutions are considered.
Flows in which shock waves and turbulence are present and interact dynamically occur in a wide range of applications,
e.g., inertial confinement fusion, supernovae explosion and scramjet propulsion. The main computational challenge of pre-
dicting compressible turbulence in general, and interactions between shock waves and turbulent flows in particular, arises
from the contradictory properties of numerical methods designed to treat shocks and turbulence. Shock waves are extremely
thin regions of widths on the order of a few mean free paths; in the context of the present work, they are considered to be
sharp discontinuities, i.e., no attempt is made to resolve the physical shock structure. In order to represent shock waves in an
accurate and stable fashion on a computational grid, most numerical schemes rely strongly on numerical dissipation [28,45],
which results in smearing the shock over a few grid points. Such techniques are termed shock-capturing, as opposed to shock
tracking or shock fitting, in which the shock position, shape and velocity are explicitly determined. The major drawback of
using shock-capturing schemes in smooth turbulent regions is that the numerical dissipation invariably overwhelms the
physical dissipation, which is precisely what numerical methods for turbulence simulations seek to avoid.
As illustrated by the broad range of algorithms in the literature, a number of different strategies have beenused to overcome
the difficulties of simultaneously treating shocks and turbulence. Certainmethods employ purely shock-capturingfinite differ-
ence approximations, e.g., based on the weighted essentially non-oscillatory (WENO) schemes of Jiang and Shu [21], possibly
with improved wavenumber properties [10,33]. Other methods use characteristic-based filters in conjunction with artificial
compression and wavelets as flow sensors to control the numerical dissipation [48,41]. A compact scheme may be employed
with adaptive Padé-type filters to stabilize the solution near shocks [14,46]. Another avenue is the hybrid approach, inwhich a
shock detector restricts the use of shock-capturing to regions near shocks in order to contain the dissipation in smooth regions
[1,35]. Yet another approach consists of regularizing the governing equations by introducing numerical dissipation, e.g., arti-
ficial diffusivity [7,6,13,32] or hyper-diffusivity [20], and of solving the resulting systemwith high-order accuratemethods. An
alternative philosophy is to use shock fitting with an upwind scheme for problems with a single well-defined shock [52].
Analyzing the aforementioned methods theoretically is a challenging task due to their complexity; such methods are typ-
ically verified using different test problems and validated against experiments. However, it is difficult to establish a hierarchy
based on the published work or even determine which method is the most appropriate for a given compressible turbulence
problem because of the lack of comparisons between such schemes. At the present time, comparisons are restricted to a nar-
row class of methods and problems, e.g., shock-capturing schemes for shock-dominated flows [29,16]; artificial diffusivity
methods for shocks [7,13,22] or purely broadband problems [8,6]; and monotone integrated LES or MILES [17], subgrid-scale
modeling for LES [24] and the evaluation of shock-capturing schemes in LES [15] for compressible turbulence.
The objective of the present study is to provide an evaluation of a suite of numerical methods that can and have been used
to simulate problems in which shocks and turbulence are both present and interact dynamically. The key aspect of this work
is the comprehensive range of methods and suite of relevant test problems that are considered to best evaluate the strengths
and weaknesses of the current algorithms. Several high-resolution algorithms (WENO, hybrid WENO/central difference, arti-
ficial diffusivity, adaptive characteristic-based filter and shock fitting) are considered. Problems with purely smooth and
broadband features (Taylor–Green vortex) and well-defined discontinuities (Shu–Osher problem, shock-vorticity/entropy
wave interaction, Noh problem) are chosen, along with, more importantly, a combination thereof (compressible isotropic
turbulence with eddy shocklets); the latter problem turns out to be surprisingly discriminating. Under-resolved results
are presented to illustrate the effects of numerical dissipation on a fixed (coarse) grid; the assessment of the numerical meth-
ods considered in the present work may differ when considering the fully resolved case. The article is organized as follows.
First, a brief description of the numerical framework is included in Section 2. The test problems used to evaluate the different
methods are then described in Section 3 and the results from each method are presented. Section 4 contains discussions of
more general nature, not directly linked to any specific test case. Finally, the article ends with some concluding remarks and
an outlook for future work. The results for each algorithmwere computed by the individual code developers, and the findings
reported in the present article are the result of a collaborative project under DOE-SciDAC sponsorship.
2. Numerical framework
2.1. Governing equations
The compressible Navier–Stokes equations for a calorically perfect gas are solved:
@q
@t
þr  ðquÞ ¼ 0; ð1aÞ
@ðquÞ
@t
þr  ðquuþ pdÞ ¼ r  s; ð1bÞ
@E
@t
þr  ðuðEþ pÞÞ ¼ r  ðu  s qÞ; ð1cÞ
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where q is the density, u is the velocity vector, p is the pressure, d is the unit tensor, E ¼ qeþ qu  u=2 is the total energy, e is
the specific internal energy, s is the viscous stress tensor, and q is the heat flux. Setting the right-hand side of Eq. (1) to zero
reduces the system to the Euler equations. The following equation of state is used:
p ¼ ðc 1Þqe; ð2Þ
where c is the ratio of specific heats. The viscous stress tensor is defined as
s ¼ 2lsSþ lb 
2
3
ls
 
ðr  uÞd; ð3Þ
where S ¼ ðruþ ðruÞTÞ=2 is the strain-rate tensor, ls is the dynamic shear viscosity and lb is the bulk viscosity; the vis-
cosities are related via Stokes’ hypothesis. The heat flux is defined as
q ¼ krT; ð4Þ
where k is the thermal conductivity, T ¼ ðc 1Þe=R is the temperature, and R is the gas constant.
2.2. Numerical methods
The first key aspect of the present work is the comprehensive nature of the evaluated numerical methods. Six high-res-
olution and high-order accurate methods based on different approaches to computing shock waves and turbulence are con-
sidered. Though third-order accuracy in space is typically considered high-order accurate in the literature, the present
schemes are at least fifth- and up to 10th-order accurate in smooth regions. The methods are briefly described below, with
more detailed descriptions provided in Appendix B. All problems are solved on uniform Cartesian grids.
2.2.1. Artificial diffusivity methods
The guiding philosophy behind artificial diffusivity methods is to first regularize the equations through the addition of
diffusive terms based on artificial properties, and then to solve the regularized equations using a high-order accurate
scheme. A key property is the discrimination between vortical and dilatational structures through the shear and bulk viscos-
ities, respectively. The amount of artificial shear and bulk viscosity, thermal conductivity and mass diffusivity is controlled
by tunable coefficients, for which a fixed set of values is used in this study.
In the present work, a sixth-order accurate compact finite difference scheme optimized for high-wavenumber resolution
is employed to compute the spatial derivatives [30]. The convective term of the momentum equation is written in skew-
symmetric form2 and the viscous terms in the momentum and energy equations are computed in non-conservative form.
An eleven-stage Runge–Kutta scheme optimized for low dispersion errors is employed [19,43]. At every Runge–Kutta substep,
an eighth-order accurate filter is applied to the conservative variables to remove aliasing errors.
One of the key findings of the present collaborative work is that the artificial bulk viscosity proposed by Cook [6] causes
excessive damping of dilatational and thermodynamic fluctuations in compressible turbulence; this drawback is discussed in
the next section and was also noted in Ref. [9]. This finding prompted Mani et al. [32] to define the artificial bulk viscosity in
terms of the dilatation (rather than the strain-rate tensor), to prevent excessive damping of the dilatational motions. The key
improvement stems from the realization that dilatation and the magnitude of the strain-rate tensor are similar at a shock,
but that the former is orders of magnitude smaller in turbulence. In follow-up work, Bhagatwala and Lele [3] used the insight
from [32] to define a slightly different artificial bulk viscosity. In order to illustrate the recent progress on artificial diffusivity
methods, results from two methods using different models for the artificial bulk diffusivity but with the same underlying
numerics are used in the present study:
1. Stan: the original model of Cook [6].
2. Stan-I: the improved model of Bhagatwala and Lele [3].
A discussion of artificial diffusivity methods is provided in Appendix C, in order to clarify the differences and drawbacks/
advantages of the different models proposed over the past few years.
2.2.2. Hybrid WENO/central difference method
The code labeled Hybrid [26] is based on the principle that turbulence and shock waves are fundamentally different phe-
nomena and should thus be treated differently. Hence, to distinguish shock waves from smooth turbulent regions, the Hybrid
method relies on a shock sensor based on vorticity and dilatation that is similar to that of Ducros et al. [11]. In smooth re-
gions, a sixth-order accurate central differencing scheme is applied in split (or ‘skew-symmetric’) form for improved nonlin-
ear stability [12]. In discontinuous regions, a fifth-order accurate WENO scheme is used. The hybrid nature of the code
creates internal interfaces between the central and WENO regions, the stability of which was analyzed in Ref. [25]. The Hy-
brid code uses a fixed set of coefficients for all the test problems, except that the shock sensor in the Shu–Osher problem is
2 The term ‘skew-symmetric’ is used here, although it strictly only applies to the limit of incompressible flow; for compressible flow, the ‘skew-symmetric’
form of the convective term does not satisfy the mathematical definition of a skew-symmetric operator.
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that of Hill and Pullin [18], because this problem is one-dimensional. The time-marching is handled using a standard fourth-
order accurate Runge–Kutta scheme.
2.2.3. WENO method
The WENO code consists of a seventh-order accurate conservative finite difference WENO scheme for the interpolation,
Roe flux-splitting with entropy fix for the upwinding [21], and a carbuncle fix [37]. The time-marching is handled using a
standard fourth-order accurate Runge–Kutta scheme.
2.2.4. Adaptive characteristic-based filter method
ADPDIS3D is a three-dimensional variable high-order accurate multiblock overlapping grid code in curvilinear geometries.
It includes a unified treatment of gas dynamics/MHD (magnetohydrodynamics), multifluid, combustion and nonequilibrium
flows. The code is based on low-dissipation high-order accurate filter methods in finite difference formulation [48,41,50,51].
Such a filter method consists of two steps: a full time step using a spatially high-order non-dissipative base scheme, followed
by a post-processing filter step. The post-processing filter step consists of the products of wavelet-based flow sensors and
linear and nonlinear numerical dissipations. The flow sensor is used in an adaptive procedure to analyze the computed flow
data and indicate the amount, location and type of built-in numerical dissipation that can be eliminated or further reduced.
Unlike standard shock-capturing and/or hybrid shock-capturing methods, the nonlinear filter method requires one Riemann
solve per dimension, independent of time discretizations. Conservative and non-conservative skew-symmetric splitting of
the gas dynamics equations [49,42] are included in the code.
In all of the present test cases, the base scheme consists of eighth-order accurate central differencing, and a nonlinear
filter is used. At the completion of the full time step of the fourth-order Runge–Kutta temporal discretization, the computed
solution is filtered by the dissipative portion of a seventh-order accurate WENO scheme using the Roe flux with a three-level
second-order wavelet decomposition of the computed data as the flow sensor. The flow sensor monitors the density and
pressure computed data. A single block grid is used for all computations. The conservative skew-symmetric splitting [42]
of the governing equation are employed for all test cases except for the Noh problem. This is due to the fact that employing
higher than sixth-order base scheme and fifth-order shock-capturing filter in conjunction with the skew-symmetric splitting
form is not stable for this test case. When the un-split form of the convective terms in Eq. (1) and a 10th-order linear dis-
sipation are used for the base scheme step in conjunction with the seventh-order WENO filter, a stable solution can be
obtained.
2.2.5. Shock-fitting method
The code labeled Shock Fit is based on the shock-fitting method of Zhong [52], which treats the shock as a sharp entity and
solves the compressible Navier–Stokes equations in conservation form in the computational domain. The shock velocity and
the flow variables behind the shock are obtained using the Rankine–Hugoniot relations coupled with a characteristic com-
patibility equation. The location and geometry of the shock is modified according to the shock velocity and shock-fitted cur-
vilinear grids are used. In the shock fitting approach, any scheme can be used to solve the governing equations in the
computational domain. In the present calculations, a fifth-order accurate upwind finite difference scheme [52] is used to dis-
cretize the governing equations. The time marching is handled using a third-order accurate Runge–Kutta scheme.
Results are shown only for problems with initially well-defined shocks (Shu–Osher problem and shock-vorticity/entropy
wave interaction), with a fixed set of coefficients.
2.3. Estimates of the computational cost
In the present work, the different discretizations, options and capabilities of each code, which may vary depending on the
problem, make it difficult to conduct a fair comparison. A quantitative estimate of the performance of each code can be made
by counting the number of floating point operations required to compute the convective terms, as shown in Table 1. All the
codes are based on finite differences and use similar time marching (except for the Stan codes). Differences in the compu-
tational cost therefore mainly reside in the spatial discretization. The code descriptions in Appendix B provide the required
information to count the number of operations; the numbers given in Table 1 are estimates, as the effective implementation
of the algorithms is expected to vary from one programmer to the next. The estimates for the central differences are for the
split form of the convective terms; also, local Lax–Friedrichs flux-splitting is considered for the WENO scheme in this section
only to avoid issues related to logical statements in the upwinding. The large difference in operations between fifth- and sev-
enth-order accurate WENO comes from the calculation of the smoothness indicators.
The Hybrid code cannot be assessed as such, since the fraction of points treated by WENO depends on the solution. We
therefore give estimates for the pure central (sixth-order accurate) and WENO (fifth-order accurate) components of this
method; in many problems of interest, the fraction of points computed using WENO is expected to be small, so that the cost
of the WENO scheme is small, and the real impact of the WENO scheme in the Hybrid code is to make parallel load-balancing
non-trivial. The ADPDIS3D code employs a central base scheme at every Runge–Kutta substep. The computed solution is then
filtered by a post-processing step using the dissipative portion of a seventh-order WENO scheme after each full time step.
Although ADPDIS3D should compute the WENO filter step only at grid points indicated by the wavelet flow sensor, for
parallel implementation, it is easier to compute the filter step at every grid point. The artificial diffusivities in the Stan code
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imply that the diffusive terms must be evaluated even for inviscid problems; for fairness, the estimates in the table only in-
clude the calculation of the artificial diffusivity coefficients, but not the computation of the derivatives.
The cost of computing the viscous terms is non-trivial. The number of operations depends on how these terms are eval-
uated (conservative vs. non-conservative form) and on the numerics. When computing these terms in conservative form, 24
first derivatives must be evaluated; when computing these terms in non-conservative form, 27 (or 34 for artificial diffusivity
methods) first derivatives must be evaluated. For instance, using the sixth-order accurate central difference scheme in the
Hybrid code, approximately 300 operations are needed for the conservative evaluation, and an additional 50 operations are
required for the non-conservative form; using the present compact scheme in the Stan code, almost 700 operations are
needed for the conservative evaluation, and an additional 350 are required for the non-conservative form.
We finally note that the parallel efficiencies of the Hybrid,WENO, and and ADPDIS3Dmethods are higher than those of the
Stan and Stan-I ones, due to the need for matrix-inversions in the latter. In other words, the methods relying on matrix-inver-
sions tend to spend more time on communication than the other methods.
3. Test problems
The second key element in the present work is the comprehensive suite of benchmark problems. Since the end applica-
tions of interest all share the common trait of simultaneously involving broadband turbulence and sharp discontinuities
(shocks and contact surfaces), the test problems are chosen in an attempt to isolate one or more relevant properties and
to eventually combine them. The problems are ordered in a sequence of increasing complexity (by some measure): first
the shock-free but broadband three-dimensional Taylor–Green vortex; then a series of non-broadband shock problems
(one-dimensional Shu–Osher problem, two dimensional shock-vorticity/entropy wave interaction), culminating in the infi-
nite-strength three-dimensional Noh implosion; and a three-dimensional compressible isotropic turbulence problem with
broadband spectra and eddy shocklets. The last problem is the only viscous problem. Two sets of results are presented: a
converged solution and a solution on a coarse grid. Given the number of methods (and thus the number of lines in each plot),
a consistent color and line scheme is used, as listed in Table 2. The reader is referred to the online version of this article for
color figures.
3.1. Taylor–Green vortex
From a well-resolved initial condition, the inviscid Taylor–Green vortex [44] begins stretching and producing ever smaller
scales. It thus constitutes a non-regularized problem with no lower bound on the length scale and is solved with no regu-
larization other than that provided by the numerical method. The goal of this problem is to provide a test of the stability of
the methods for severely under-resolved motions, as well as a measure of the preservation of kinetic energy and the growth
of enstrophy.
The three-dimensional Euler equations are solved with gas constant c ¼ 5=3. The domain xi 2 ½0;2pÞ is periodic and the
grid spacing is Dxi ¼ 2p=64. The initial conditions are
Table 1
Estimated number of operations required to compute the convective terms per grid point per Runge–Kutta substep. The order of accuracy of the central
difference and WENO schemes are included in parentheses. For the Stan codes, the 11 Runge–Kutta evaluations march the solution forward by two time steps.
For the ADPDIS3D code, the spatial central base scheme is employed at every Runge–Kutta substep, but the WENO filter step is only employed after the
completion of the full time step.
Code # RK eval. # Derivative eval. (1st and 2nd) # Ops/grid point
Stan 11/2 24 and 42 1900
Stan-I 11/2 24 and 42 1900
Central difference (6) 4 33 and 0 1100
Central difference (8) 4 33 and 0 1600
WENO (5) 4 15 and 0 3100
WENO (7) 4 15 and 0 6200
Table 2
Color and line legend for the plots. The reader is referred to the online version of this article for color figures.
Code Color Line style
Reference Black varying
Stan Red Dashed
Stan-I Magenta Dashed (thin)
Hybrid Blue Solid
WENO Cyan Solid (thin)
ADPDIS3D Green Dashed-dotted
Shock Fit Black Dotted
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q ¼ 1; ð5aÞ
u1 ¼ sin x1 cos x2 cos x3; ð5bÞ
u2 ¼  cos x1 sin x2 cos x3; ð5cÞ
u3 ¼ 0; ð5dÞ
p ¼ 100þ ½cosð2x3Þ þ 2½cosð2x1Þ þ cosð2x2Þ  2
16
; ð5eÞ
where the mean pressure is sufficiently high to make the problem essentially incompressible. The numerical results are com-
pared to the semi-analytical solution for the enstrophy growth by Brachet et al. [4] for t 6 4, where t 6 3:5 was considered
well-converged. In the incompressible problem the kinetic energy should remain constant while the enstrophy grows rapidly.
Fig. 1 shows the temporal evolution of the mean kinetic energy, hquiuii=2, and enstrophy, hxixii=2, where x ¼ r u is
the vorticity, normalized by their initial values. The brackets denote averaging over all space: for a function q,
hqi ¼ 1
L3
Z L
0
Z L
0
Z L
0
qðx1; x2; x3Þdx1dx2dx3; ð6Þ
with the RMS value defined as qrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hq2i  hqi2
q
.
The dilatation-based shock sensor in the Hybrid code never activates the WENO scheme for this problem, allowing the
non-dissipative central scheme to preserve the kinetic energy. The ADPDIS3D code is essentially non-dissipative, with only
a slight decrease toward the end of the simulation. These two methods also give the most rapid growth in enstrophy. The
WENO code is the most dissipative of all the methods for this problem; it begins adapting its stencils at t  3, which dras-
tically increases the numerical dissipation, thus leading to underpredictions in the kinetic energy and enstrophy. The Stan
code lies somewhere in between the Hybrid/ADPDIS3D andWENO results. Note that the improved Stan-I results are identical
to those of Stan for this problem, since the solenoidal velocity field is insensitive to the bulk viscosity. On the present grid, all
methods agree with the semi-analytical results for the enstrophy growth.
In order to provide a quantitative comparison of the codes, the mean kinetic energy normalized by its initial value is tab-
ulated at t ¼ 5; at this time, dissipation effects have become evident. Also, the mean enstrophy normalized by its initial value
is tabulated at t ¼ 3:5; this is the last time for which semi-analytical results are obtained. These two values are shown in
Table 3 and exhibit a behavior similar to that plotted in Fig. 1. Such metrics provide quantitative means for other researchers
to evaluate their codes against the present algorithms.
Next, the velocity spectra at t ¼ 5 are shown in Fig. 2. No analytical spectrum is known at this time, so a converged ref-
erence solution is first determined. While the problem is unregularized with no lower bound on the length scale, one can
argue that for a fixed time it is possible to converge the spectrum for a limited range of wavenumbers. The range of interest
here is k 6 32, given that 643 grids are employed. To generate a reference solution, the velocity spectrum is computed on a
sequence of grids using the Hybrid code in both non-dissipative form and with the addition of an eighth-order accurate
dissipation term, which effectively removes numerical noise. The results of this exercise are shown in Fig. 2a, where it is clear
that the lower wavenumbers converge. Specifically, the range k 6 32 is converged on the 2563 grid.
Comparing to this reference, the minimally dissipative Hybrid and ADPDIS3D codes agree well for k K 20 and show en-
ergy pile-up past this point; this agrees with the expected onset of aliasing errors at 2/3 of the maximum wavenumber,
0 2 4 6 8 10
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1
0 2 4 6 8 10
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30
Fig. 1. Mean quantities for the Taylor–Green vortex on a 643 grid. The zero subscript denotes the initial value.
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though nonlinear processes are expected to redistribute the energy. The Hybrid code eventually reaches an equi-partitioned
spectrum. The stability in lieu of dissipation is solely due to the split form of the convective terms; in a conservative form, the
code diverges after t  4 (data not shown). The Stan codes agree with the reference for k K 16 and then underpredicts the
spectrum, while theWENO code agrees only for k K 8 despite being formally high-order accurate. The dealiasing filter in the
Stan code directly affects only the very highest wavenumbers. The damping for k J 16 therefore implies either that the
cumulative effect of the many filter operations decreases the effective bandwidth, or that nonlinear processes distribute
the damping to lower wavenumbers.
3.2. Shu–Osher problem
The Shu–Osher problem [39] is a one-dimensional idealization of shock-turbulence interaction in which a shock propa-
gates into a perturbed density field. The goal of this problem is to test the capability to accurately capture a shock wave, its
interaction with an unsteady density field, and the waves propagating downstream of the shock.
The one-dimensional Euler equations with c ¼ 1:4 are solved on the domain x 2 ½5;5 with Dx ¼ 0:05 and initial
conditions
ðq; u;pÞ ¼ ð3:857143;2:629369;10:33333Þ; x < 4;ð1þ 0:2 sinð5xÞ;0;1Þ; x P 4:

ð7Þ
This problem corresponds to aM ¼ 3 shock moving into a field with a small density (or entropy) disturbance. The solution is
compared to a reference solution with Dx ¼ 6:25 103.
Fig. 3 shows the density, Fig. 4 shows the entropy, and Fig. 5 shows the velocity, all at t ¼ 1:8. The entropy is given by
Ds=cv ¼ lnðp=qcÞ, where cv is the specific heat at constant volume. The interaction between the shock and the entropy dis-
turbance generates both acoustic and entropy waves downstream of the shock. The acoustic waves are strong enough to
steepen into weak shock waves. At the given time, the shock location is xs  2:39, the location of the contact discontinuity
at the leading entropy wave is xc  0:69, and the location of the leading acoustic wave is xa  2:75. The initial entropy
waves have wavelength k1 ¼ 2p=5, which by conservation of mass in a frame moving with the main shock is approximately
0:33 in the post-shock region. For the present grid, the entropy waves behind the shock have 6.5 points per wavelength. All
codes yield the correct shock location and capture the shock reasonably well.
Since the presence of both acoustic and entropy waves complicate the density plot, which is typically shown for this prob-
lem, entropy and velocity profiles are considered to isolate each family of waves. The most prominent difference between the
Table 3
Accuracy metrics for the Taylor–Green vortex, with the semi-analytical result of Brachet et al. [4].
Hybrid ADPDIS3D Stan Stan-I WENO Brachet et al. [4]
T–G energy t ¼ 5 1.00 0.998 0.976 0.976 0.916 1.00
T–G enstrophy t ¼ 3:5 3.33 3.34 3.23 3.23 3.13 3.46
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Fig. 2. Velocity spectra for the Taylor–Green vortex on 643 grid at t ¼ 5.
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Fig. 3. Density profiles for the Shu–Osher problem with Dx ¼ 0:05 at t ¼ 1:8. The reference solution is the seventh-order accurate WENO solution with
Dx ¼ 6:25  103.
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Fig. 4. Entropy profiles for the Shu–Osher problem with Dx ¼ 0:05 at t ¼ 1:8 (close-up of the solution just downstream of the shock). The reference solution
is the seventh-order accurate WENO solution with Dx ¼ 6:25  103.
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Fig. 5. Velocity profiles for the Shu–Osher problem using the Stan and WENO codes, with Dx ¼ 0:05 at t ¼ 1:8 (close-up of the solution just downstream of
the shock). The reference solution is the seventh-order accurate WENO solution with Dx ¼ 6:25  103.
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schemes lies in the entropy waves; in order to visualize the important features of each method, the results are depicted in
two different plots in Fig. 4. The different codes introduce various amounts of dissipation at the shock, so that the entropy
wave just downstream of the shock has a different amplitude depending on the method. In fact, the Shock Fit code predicts
the full entropy amplitude immediately behind the shock and even overshoots the reference solution, thus suggesting that
the latter may not be completely converged at this particular location. Downstream of the shock, the entropy waves main-
tain their amplitudes for the non-dissipative methods (Hybrid, ADPDIS3D, Stan-I and Stan) but decrease as they propagate
downstream for the dissipative methods (WENO and Shock Fit). This illustrates the fact that, while an accurate treatment
of the shock is important, the properties of the numerics away from the shock also matter in order to achieve accurate results
in the entire domain. There is little appreciable difference between the original and improved artificial diffusivity methods.
This result confirms the underlying idea of Mani et al. [32] that a dilatation-based artificial bulk viscosity behaves similarly to
the original one based on strain-rate magnitude at a shock wave. The methods relying on a bulk viscosity achieve higher
amplitudes of the entropy waves than the other methods. This is an effect of the bulk viscosity only affecting the dilatational
velocity field, whereas the upwinding-based methods add dissipation to all modes. The converse of this is seen in Fig. 5,
which compares the acoustic waves for the most dissipative upwinding result (WENO) with the Stan code: for these waves,
the WENO method is less dissipative.
3.3. Shock-vorticity/entropy wave interaction
A generalization of the Shu–Osher problem is the two-dimensional interaction of a vorticity/entropy wave with a normal
shock [31]. The two-dimensional Euler equations are solved with c ¼ 1:4 on the domain x1 2 ½0;4p; x2 2 ½p;pÞ, with
Dx1 ¼ p=50 and Dx2 ¼ p=16. Periodic boundaries are used in the x2-direction; x1 ¼ 0 is a supersonic inflow and x1 ¼ 4p is
a subsonic outflow. Different techniques are employed to avoid acoustic reflections from the outflow, including an extension
of the domain with a sponge region. First a one-dimensional base solution corresponding to a M ¼ 1:5 shock is defined as
ðq; u1; pÞ ¼
ðqL;uL;pLÞ ¼ ð1;1:5;0:714286Þ; x1 < 3p=2;
ðqR;uR;pRÞ ¼ ð1:862069;0:8055556;1:755952Þ; x1 P 3p=2:

ð8Þ
A combined vorticity/entropy wave is superposed onto the base flow. The initial data then becomes
q ¼ qþ qLAe cosðk1x1 þ k2x2Þ; ð9aÞ
u1 ¼ u1 þ uLAv sinw cosðk1x1 þ k2x2Þ; ð9bÞ
u2 ¼ uLAv cosw cosðk1x1 þ k2x2Þ; ð9cÞ
p ¼ p; ð9dÞ
and the conditions at the inflow boundary x1 ¼ 0 are
q ¼ qL þ qLAe cosðk2x2  k1uLtÞ; ð10aÞ
u1 ¼ uL þ uLAv sinw cosðk2x2  k1uLtÞ; ð10bÞ
u2 ¼ uLAv cosw cosðk2x2  k1uLtÞ; ð10cÞ
p ¼ pL: ð10dÞ
Fig. 6. Instantaneous vorticity contours for w ¼ 45; k2 ¼ 1.
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Fig. 7. Instantaneous vorticity profiles for the shock-vorticity/entropy wave interaction at y ¼ 0 ðk2 ¼ 1Þ.
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Fig. 8. Mean quantities for the shock-vorticity/entropy wave interaction ðw ¼ 45Þ. Shock location: xs ¼ 3p=2. The reference is the linear analysis solution of
Mahesh [31].
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For the present study,
k1 ¼ k2tanw ; Ae ¼ Av ¼ 0:025; ð11Þ
and k2 ¼ 1;2. This inviscid problem has no length scale other than k2; hence an increase of k2 corresponds to an effectively
coarser grid.
Fig. 6 shows instantaneous vorticity contours for w ¼ 45 to provide a visual understanding of the problem. The vorticity
waves coming from the left interact with the shock, become compressed and change their orientation. In order to compare
the different codes, Fig. 7 shows instantaneous vorticity profiles through the domain for k2 ¼ 1 (the higher wavenumber
plots look similar) for w ¼ 45 and w ¼ 75. All codes do well in the w ¼ 45 case, but in the w ¼ 75 case all codes except
Shock Fit show evidence of post-shock oscillations. This behavior is discussed further in Section 4.2.1; here we simply note
that the oscillations persist downstream for the codes without any linear dealiasing filters (Hybrid and ADPDIS3D), whereas
the filter in the Stan codes removes these oscillations as they travel downstream.
Figs. 8 and 9 show the kinetic energy and mean-square vorticity downstream of the shock averaged in span and over one
time period for w ¼ 45;75 and k2 ¼ 1;2. The values are normalized with respect to the conditions upstream of the shock.
There are slight differences in the mean shock position, implying a small phase difference downstream of the shock. In the
w ¼ 45 case, the vorticity seems to converge to the linearized solution for all codes as the grid is refined (k2 ¼ 1 is the effec-
tively finer grid). The Shock Fit results are essentially identical between the two wavenumbers, which shows that the reso-
lution of the post-shock region is sufficient (the shock-fitting method treats the shock analytically). The post-shock
amplitudes of WENO and ADPDIS3D are similar, and slightly higher than that of the Hybrid code. The amplification occurs
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Fig. 9. Mean quantities for the shock-vorticity/entropy wave interaction ðw ¼ 75Þ. Shock location: xs ¼ 3p=2. The reference is the linear analysis solution of
Mahesh [31].
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across the shock, which is effectively treated by seventh-order WENO in the former cases and by fifth-order WENO in the
latter. Therefore, this difference illustrates that higher-order WENO schemes are better capable of capturing the interaction
between a shock and a disturbance. In the w ¼ 75 case, the codes all yield larger vorticity amplification than the linear anal-
ysis and seem to converge to a value different from the linearized solution; only the Shock Fit results agree well with the
linear theory. Interestingly, all shock-capturing codes (i.e., except Shock Fit) yield higher amplifications on the effectively
coarser grid; this behavior is most likely related to the post-shock oscillations. These issues are discussed further in
Section 4.2.1.
3.4. Noh problem
The Noh problem [34] consists of an infinite Mach number implosion and is relevant to inertial confinement fusion, in
which strong shock waves interact with interfaces separating different fluids and with the resulting turbulence. The goal
of this problem is to test the capability to handle a strong spherical shock. In particular, this problem provides an assessment
of the capability to predict the post-shock density (i.e., the compression by the strong shock wave), the correct shock speed,
and the spherical shape on a Cartesian grid (i.e., whether grid-imprinting errors are generated).
The three-dimensional Euler equations with c ¼ 5=3 are solved on the domain xi 2 ½0;0:256 with Dxi ¼ 0:002 and sym-
metry conditions imposed along xi ¼ 0. The remaining boundaries are supersonic inflows where the velocity and pressure
from the initial conditions are imposed, and the time-dependent density is set from the analytical solution. The initial con-
ditions correspond to a spherically imploding flow with uniform density and pressure:
q ¼ 1; ð12aÞ
ui ¼ xi=r; ð12bÞ
p ¼ ; ð12cÞ
where r ¼ ffiffiffiffiffiffiffixixip . The pressure is nominally zero and leads to an infinite Mach number for the imploding flow. To prevent
complex eigenvalues (which would make the problem ill-posed), a lower bound on the pressure is imposed as
pmin ¼  ¼ 106.
In response to the initial imploding flow, a strong spherical shock wave traveling outward at constant speed develops. The
analytical solution for the density in three dimensions is [34]
q ¼ 64; r < t=3;ð1þ t=rÞ2; r P t=3:
(
ð13Þ
Shown in Fig. 10 are profiles of the density along and diagonal to the grid. The Hybrid results are the closest to the ana-
lytical solution, with small errors in both the shock location and the spherical shape. The Stan and Stan-I codes yield larger
errors in shock position and post-shock density, and larger grid imprinting errors near the origin. The original form of the
bulk viscosity (Stan) gives a somewhat smaller error in shock position compared to the ‘‘improved” version (Stan-I). We note
that the results from the artificial diffusivity methods for this problem in Ref. [8] are significantly better than the Stan results
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Fig. 10. Profiles at t ¼ 0:6 for the Noh problem. The WENO method is not shown for clarity, but is slightly better than the Hybrid method; the results from
the ADPDIS3D code are based on the divergence form of the convective terms with the addition of a 10th-order accurate linear dissipation. The reference is
the analytical solution of Noh [34].
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(roughly halfway between the Stan and Hybrid results on equivalent grids). The main difference between Stan results and
those of Cook and Cabot [8] is that the former treats the convective terms on a split form; this difference is most likely to
blame for the worse results by the Stan code. As described in Section 2.2.4 on the ADPDIS3D code, when the un-split form
of the convective terms and a 10th-order linear dissipation are used for the base scheme step, a stable solution could be
obtained.
In order to provide a quantitative comparison of the codes, the mean density in the spherical shell r 2 ½0:15;0:17 at
t ¼ 0:6 is listed in Table 4; this quantity provides a measure of the compression achieved downstream of the shock. The
RMS of the density fluctuations in the same spherical shell is also listed in the table; this quantity provides a measure of
the grid-imprinting errors. The spherical shell is chosen such that errors near the center and near the shock do not affect
this value. The purpose of listing these metrics is to provide quantitative means for other researchers to evaluate their codes
against the present algorithms.
Oneshouldnote that theerrors in shockpositionandpost-shockdensityare related toeachother throughmassconservation
since all themethods are discretely conservative. Assume a correct shock location at some time t; then the pre-shock density is
determinedby the smooth analytical solution, as is the radialmass flux. If the compressionby the shock is underpredicted, then
the post-shock density is by definition also underpredicted. To conserve mass, this implies that the shock speed must be
overpredicted, thereby leading to the shock location being overpredicted for all subsequent times.
Finally, the WENO results are not shown here since they are very similar to the Hybrid results (though there are slight
differences in the metrics in Table 4). For this problem the shock sensor in Hybrid is activated almost everywhere for the
entire calculation. This effect illustrates that there is no universal shock sensor; a different sensor design may be able to con-
fine the WENO procedure to the shock region only e.g., the sensor by Hill and Pullin [18] works well for this problem. Results
from the Shock Fit code are not included because there is initially no well-defined shock.
3.5. Compressible isotropic turbulence
The final test case is that of decaying compressible isotropic turbulence with eddy shocklets [27]. Given a sufficiently high
turbulent Mach numberMt , weak shock waves (eddy shocklets) develop spontaneously from the turbulent motions. The goal
of this problem is to test the ability of the methods to handle ‘randomly’ distributed shocklets (in the sense of the shock loca-
tions not being known a priori), as well as the accuracy for broadband motions in the presence of shocks.
The three-dimensional Navier–Stokes equations with c ¼ 1:4 are solved on the domain xi 2 ½0;2pÞ3 with grid spacing
Dxi ¼ 2p=64 and periodic boundary conditions in all directions. The (physical) viscosity is assumed to follow a power-law
of the type
l
lref
¼ T
Tref
 3=4
: ð14Þ
The important parameters are the turbulent Mach number and Taylor-scale Reynolds number defined as
Mt 
ffiffiffiffiffiffiffiffiffiffiffiffihuiuiip
hci ; Rek 
hqiurmsk
hli ; ð15Þ
where
urms 
ffiffiffiffiffiffiffiffiffiffiffiffi
huiuii
3
r
; k2  u
2
1
 
hð@1u1Þ2i
: ð16Þ
The initial condition consists of a random solenoidal velocity field ui;0 that satisfies
EðkÞ 	 k4 expð2ðk=k0Þ2Þ;
3u2rms;0
2
¼ hui;0ui;0i
2
¼
Z 1
0
EðkÞdk: ð17Þ
The chosen energy spectrum yields k0 ¼ 2=k0, where k0 is the most energetic wavenumber, taken as k0 ¼ 4 here. Full de-
tails required to generate the initial conditions are included in Appendix A. The density and pressure fields are initially con-
stant, with the initial parameters, Mt;0 ¼ 0:6 and Rek;0 ¼ 100. Since the initial conditions are not in acoustic equilibrium, a
field of background acoustic waves develops and persists throughout the simulation. Similarly, there are initial entropy
modes. We note that this particular initial condition is chosen since, for the present comparison, a problem with large acous-
tic and entropy modes is desirable to highlight the performance of the methods. In order to generate the reference solution,
Table 4
Accuracy metrics for the Noh problem.
Hybrid ADPDIS3D Stan Stan-I WENO Exact
Noh mean density 63.2 63.3 55.1 54.9 63.3 64.0
Noh rms density 0.374 0.238 0.630 0.814 0.346 0.000
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the Hybrid, ADPDIS3D and Stan codes were run on a sequence of grids up to 2563. All the present methods converge on the
finest grid, and agreed with each other even on a point-wise basis at the final time t=s ¼ 4, where s ¼ k0=urms;0 is the eddy
turn-over time. We note as an aside that this point-wise agreement after four turn-over times implies that the divergence of
different trajectories in this chaotic dynamical system is significantly slower than the characteristic turbulence time scale.
The temporal evolution of the mean-square velocity and vorticity, and the variance of the temperature and dilatation are
plotted in Fig. 11. The RMS of pressure and density exhibit a behavior similar to that of temperature and are therefore not
shown. The minimally dissipative Hybrid code agrees well with the reference solution for all quantities. The WENO code
underpredicts all quantities, thereby showing how dissipative it is for broadband motions. It particularly underpredicts
the vorticity and dilatation, which is consistent with the fact that the WENO procedure damps the small-scale motions.
The ADPDIS3D code agrees with the reference almost as well as the Hybrid code except that it is more dissipative. The original
and improved artificial diffusivity methods behave similarly for the kinetic energy and the enstrophy, but the original meth-
od (Stan) is highly dissipative for both dilatational and temperature fluctuations; in fact, it annihilates the dilatational mo-
tions very quickly. It was this finding that spurred Mani et al. [32] and subsequent researchers to improve the method by
making the artificial bulk viscosity sensitive to dilatational motions; the improvement in the dilatation fields of the Stan-I
code over those of the Stan code is solely due to this implementation of the artificial bulk viscosity. Similarly, the predicted
temperature fluctuations are significantly improved. Additional information on the artificial diffusivity methods are pro-
vided in Appendix C.
Instantaneous profiles of dilatation, density, temperature and vorticity through an eddy shocklet are shown in Fig. 12. The
shocklet is located at x1  2:8, i.e., at the point of large negative dilatation. The Hybrid, ADPDIS3D and Stan-I codes exhibit a
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Fig. 11. Temporal evolution of the variance of different quantities for the isotropic turbulence problem on 643 grid. The reference is the solution on a 2563
grid spectrally filtered to a 643 grid (circles).
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reasonable behavior compared to the converged solution, as does theWENOmethod despite its larger numerical dissipation.
The annihilation of dilatational motions by the original formulation of the artificial bulk viscosity is clear: not only is the
eddy shocklet wiped out, but so are the background acoustic waves. Nevertheless, the method does preserve the peaks in
the vorticity profile, which shows that the original artificial diffusivity method is capable of handling vortical motions; this
is consistent with the reasonable results obtained for the Taylor–Green problem.
Finally, the velocity, vorticity, dilatation and density spectra are plotted in Fig. 13. The results for the velocity and vor-
ticity spectra agree well with the previous findings for the Taylor–Green problem. The dilatation and density spectra agree
qualitatively with each other and illustrate how the artificial bulk viscosity affects more than just the dilatational motions.
The improvement from Stan to Stan-I is substantial. The Stan code not only damps small-scale fluctuations, but ominously
even damps the very largest scales in the domain. The reason for this behavior can be traced to the (lack of) localization of
the bulk viscosity to regions containing shocks. In theory, the method should introduce artificial bulk viscosity only near
shocks; this is the case for ‘‘pure” shock problems like the Shu–Osher, shock-vorticity, and Noh problems in this study.
In the isotropic turbulence problem, however, the strain-rate-based artificial bulk viscosity is large everywhere in the do-
main. This is illustrated in Fig. 14, which plots the normalized artificial bulk viscosity through the eddy shocklet considered
in Fig. 12 for two different grid resolutions for both the Stan and Stan-I codes. The amount of artificial bulk viscosity is
equally large everywhere in the domain, and the shocklet is clearly not detected. The latter is consistent with the much
faster than linear decrease of the bulk viscosity under grid refinement. In contrast, the improved Stan-I method yields a
much lower artificial bulk viscosity throughout the domain, and the shocklet is clearly detected. Under grid refinement,
the improved method yields a rapid decrease away from the shocklet and a much slower decrease at the shocklet – this
is how the algorithm is intended to behave.
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Fig. 12. Instantaneous profiles through a shocklet (at xs  2:8) for the isotropic turbulence problem on 643 grid at t=s ¼ 4. The reference is the unfiltered
solution on a 2563 grid.
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4. Discussion
4.1. Effective bandwidth
One measure of efficiency of the methods under consideration is the range of wavenumbers that are resolved accurately.
Simply put, for a higher maximum accurately resolved wavenumber, a coarser grid could be used to achieve a given overall
accuracy. To quantify the effective bandwidth of the schemes we consider the following compensated spectrum
eEðkÞ ¼ EðkÞ
EconvðkÞ ; ð18Þ
where EðkÞ is the spectral density at wavenumber k on a given grid, and EconvðkÞ is the converged spectrum. This quantity is
shown in Fig. 15 for the Taylor–Green vortex and isotropic turbulence on 643 grids. The bandwidth is quantified by the wave-
number kc where the deviation from the reference is 25%. Though this limit is arbitrary, it is chosen so that it is larger than
the 10% maximum deviation between the dissipative and non-dissipative reference spectra from the different methods. It
should be noted that the Taylor–Green vortex is inviscid so that any dissipation is numerical, while viscosity is present in
the isotropic turbulence problem, thereby providing physical dissipation that affects the spectra.
For each method, the behavior of the compensated spectrum is similar for the two problems. For the WENO method, a
bandwidth of kc  0:25 kmax is achieved in both problems. The Hybrid method yields a pile-up at the highest wavenumbers
in both cases, with kc  0:6 kmax and kc  0:8k max for the two problems, respectively. The ADPDIS3D code is similar. The very
high value of kc  0:8 kmax for the Hybrid and ADPDIS3D codes on the isotropic turbulence problem should be interpreted as
being the result of a balance between viscous dissipation and aliasing error pile-up; hence kc  0:6kmax from the
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Fig. 13. Spectra at t=s ¼ 4 for the isotropic turbulence problem on a 643 grid. The reference is the solution on a 2563 grid.
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Taylor–Green vortex is a more fair result for these codes. Both the original Stan and improved Stan-I methods yield
kc  0:5 kmax on both problems (recall that they are identical for the Taylor–Green vortex). The similarity between these
methods for the isotropic turbulence problem is simply an effect of the velocity fluctuations being dominated by solenoidal
and vortical motions, which are not affected directly by the artificial bulk viscosity. The fact that the effective bandwidth is
0:5 kmax is at first surprising, since both the dealiasing filter and the artificial shear viscosity (which acts on vortical motions)
are designed to affect only the highest wavenumbers. The reason is either that the cumulative effect over many time steps of
these dissipation operators is significantly larger than the single-pass effect, or that nonlinear interactions redistribute the
damping to lower wavenumbers. Most likely, both effects are important.
These numbers have important implications on the computational cost: if one wants to resolve a given wavenumber
range withWENO, more than twice as many grid points are required in every direction. With explicit time stepping, this im-
plies more than a factor of 16 higher computational cost. This is a significant drawback.
4.2. Shock sensor
The Hybridmethod relies on a flow sensor to identify any shocks. The comprehensive set of test cases in the present study
has illuminated how difficult it is to design a ‘‘universal” shock sensor, i.e., one that works well for general problems. When
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Fig. 14. Instantaneous bulk viscosity profile through a shocklet (at xs  2:8) for the isotropic turbulence problem on 643 and 1283 grids at t=s ¼ 4, using the
Stan and Stan-I codes.
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turbulence is present, the dilatation/vorticity sensor inspired by Ducros et al. [11] was found to work well. The sensor loses
its meaning whenever vorticity is not present, and reverts to identifying every region of flow compression. Hence, the sensor
marks the whole pre-shock domain in the Noh problem, for example; while this behavior does not affect the results for this
particular problem, the sensor is clearly not suited to it. In addition, the sensor was found to behave erratically on very coarse
grids, where the vorticity is poorly captured (data not shown). Lastly, we found that the sensor operates better when the
vorticity in the denominator is averaged in some sense (locally, or in homogeneous directions), since this prevents marking
random regions of small vorticity as ‘‘shocks”.
The flow sensor by multiresolution wavelet analysis of the computed flow data in the ADPDIS3D code is more flexible. By
computing wavelet coefficients of a given grid function (with a suitable set of wavelet basis functions), we obtain very pre-
cise information about the regularity of the grid function (computed flow data) in question. This information is obtained by
simply analyzing a given grid function. No information about the specific problem being solved is required. Thus, wavelet
detectors are general, problem-independent and rest on a solid mathematical foundation. One of the challenges for the adap-
tive filter method is a universal multiresolution wavelet that works well for shocks, spurious oscillations and turbulent
fluctuations.
Finally, the sensor of Hill and Pullin [18] that is based on the WENO smoothness indicators of the density field was tested
in this study, and was found to yield stable solutions on all problems at the price of prematurely activated dissipation (data
not shown). One advantage of this sensor (compared to the Ducros-sensor) is that it is also capable of finding both contact
and material discontinuities.
4.2.1. Post-shock oscillations in the shock-vorticity/entropy wave interaction
In the shock-vorticity/entropy wave interaction, significant post-shock oscillations are observed downstream of the shock
for the case w ¼ 75. These errors are similar to the so-called slow-shock or post-shock oscillations found to occur primarily
when a shock is moving slowly relative to the grid [2]. That these errors are post-shock oscillations was inferred in several
ways. First, they do not disappear under grid or time step refinement, and their amplitude decreases when the order of accu-
racy of the methods is decreased (e.g., changing from seventh to fifth-order accurate WENO). Second, the oscillations disap-
pear if the reference frame is changed such that the shock is moving through the domain more rapidly. Finally, the lack of
post-shock oscillations in the Shock Fit results, where the shock is treated analytically, implies that the capturing of the shock
is to blame.
Though post-shock oscillations were first reported in a two-dimensional problem [47], most of the subsequent analysis
has been done in one-dimensional settings. In these one-dimensional studies, it is argued that the post-shock oscillations are
strongly tied to the shock velocity relative to the grid, and that significant post-shock oscillations occur if the shock speed is
much smaller than the maximum wavespeed in the domain, i.e., if it takes several time steps for the shock to cross a single
grid cell [28]. In the present study, the shocks traverse each grid point in approximately 16 time steps in both the w ¼ 45
and w ¼ 75 cases. However, only the latter show signs of post-shock oscillations. This suggests that the shock speed is not
the only criterion in the generation of post-shock oscillations, but that there may be multi-dimensional effects as well. From
a physical point of view, the difference between the two cases is that the smaller angle leads to a propagating acoustic field
behind the shock, whereas the larger angle has an evanescent pressure field; it is possible that this difference in physics plays
a role in determining whether post-shock oscillations are generated, though further study is clearly necessary.
We also note that Mahesh [31] argued that the difference between his results and the linear analysis (at w ¼ 75) was that
the linear theory is not valid for that angle due to transonic effects. However, the present Shock Fit results agree perfectly
with linear theory; hence the discrepancy in [31] was most likely due to post-shock oscillations, as illustrated in the present
results, in which the mean-square vorticity calculated from the simulations overpredicts the linear theory.
4.3. Shock fitting
The Shu–Osher problem and the shock-vorticity/entropy wave interaction are ideal for shock fitting because of the well-
defined shocks that maintain their topology throughout the simulation. In these problems, results from the shock fitting
scheme have been found to be accurate and free of spurious oscillations for problems involving shocks and disturbances.
There are obvious advantages to using a shock-fitting method for strong well-defined shocks in a simple geometry where
the flow behind the shock is smooth. However, for more realistic problems in which no well-defined shocks are present ini-
tially or in which multi-dimensional shock interactions occur, the application of the present shock fitting approach is more
challenging. In addition, the Shu–Osher results clearly show that the numerics away from the shock matter as well. There-
fore, the shock fitting code should be combined with a minimally dissipative method that is capable of capturing shocks,
allowing for strong well-defined shocks to be handled analytically while weaker, more random shocks could be captured.
Work done on the aforementioned idea will be reported on a forthcoming paper.
5. Conclusions
The objective of the present work is to evaluate the performance of several numerical methods on problems in which
shock waves and turbulence are present and interact dynamically. Several different numerical methods (WENO, hybrid
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WENO/central difference, artificial diffusivity, adaptive characteristic-based filter and shock fitting) for compressible turbu-
lence are assessed on under-resolved grids. A wide range of discriminatory problems is considered, including purely broad-
band (Taylor–Green vortex), shock-dominated (Shu–Osher problem, shock-vorticity/entropy wave interaction, Noh
problem), and a combination of the two (compressible isotropic turbulence). Even though qualitatively different behavior
is observed in some cases, all the schemes perform well for most of the test problems. The following observations are made:

 The WENO method provides sharp shock capturing, but overwhelms the physical dissipation and underpredicts approx-
imately the upper 3/4 of the resolvable wavenumbers for broadband problems.

 The artificial diffusivity method of Cook [6] performs well on the problems with either shocks or broadband motions, but
vastly underpredicts the dilatational velocity and thermodynamic (density, pressure, temperature) fluctuations when
shocks and turbulence are interspersed; in fact, even WENO yields better results for the dilatation and thermodynamic
fluctuations. The reason for this behavior is that the artificial bulk viscosity is based on the strain-rate magnitude, such
that its value is both large and rapidly varying in turbulent regions. Hence, this formulation leads to a large bulk viscosity,
which in turn annihilates dilatational motions. This behavior is improved by re-defining the artificial bulk viscosity to be a
function of the dilatation.

 The Noh problem illustrates how the use of a split (‘skew-symmetric’) scheme negatively affects the capturing of a strong
shock: it decreases the shock compression in the artificial diffusivity method. The hybridWENO/central difference method
avoids this issue by switching to a conservative formulation in the WENO region.

 Severe post-shock oscillations are found in the two-dimensional shock-vorticity/entropy wave interaction. While this
issue has primarily been studied in a one-dimensional context to date, the results indicate that there are multi-dimen-
sional effects as well. All shock-capturing methods tested here generate post-shock oscillations, although methods with
dealiasing filters reduce their magnitude downstream of the shock. Interestingly, the present results suggest that the poor
agreement between linear analysis and computations for the larger angle in [31] was due to post-shock oscillations, not
invalidity of the linear analysis.

 The shock fitting approach avoids post-shock oscillations and yields superior results immediately downstream of the
shock. The results also show that shock fitting must be coupled with minimally dissipative numerics, as illustrated by
the significant dissipation away from the shock in the Shu–Osher problem.

 The comprehensive nature of the test problems in this study proved to be a challenge in terms of defining a shock sensor
in the hybrid WENO/central difference method. The dilatation/vorticity sensor works adequately for these problems,
although it does so in an unintended way for the turbulence-free problems.

 The compressible isotropic turbulence problem with eddy shocklets proved to be a challenging problem because weak
shocks are interspersed with turbulence and all compressible modes (vortical, entropic, acoustic) are present.
Based on these observations, we can make the following recommendations:

 WENO and the original artificial diffusivity method of Cook [6] in their standard forms are not suitable for high-fidelity
computations of compressible turbulence. If used, they must be accompanied with convincing grid refinement studies
clearly showing sufficient grid resolution. While this statement is true for every method, it is particularly true for highly
dissipative methods. Simply showing that spectra are decaying at the highest wavenumbers is not sufficient, since this is a
built-in feature of dissipative methods.

 The modified artificial diffusivity methods that use dilatation rather than strain-rate magnitude to activate the artificial
bulk viscosity are substantial improvements over the original method of Cook [6], and make the method suitable for com-
pressible turbulence calculations.

 The benefits of minimizing numerical dissipation (e.g., by restricting the regions in which it is applied) are clear. The main
challenge for the hybrid central/WENO method lies in the shock sensor.

 The main advantage of shock fitting (over shock-capturing) is that it avoids post-shock oscillations. The main challenge is
that it is difficult to apply to shocks with complex and/or changing topology.
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Appendix A. Initial conditions for the compressible isotropic turbulence problem
The procedure to generate the random initial solenoidal velocity field for the isotropic turbulence problem is described in
this section. In the present comparative study, the initial density and pressure fields are taken to be constant, although a
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more physically realistic initial condition can be obtained by combining the random velocity field described here with the
method by Ristorcelli and Blaisdell [36] to find the pressure, density and dilatational velocity fields.
The initial velocity field is given in terms of its Fourier coefficients as
u^ðk1; k2; k3Þ ¼ k2k12 aþ
k1
k12
k3
k
b;
k2
k12
k3
k
b k1
k12
a; k12
k
b
 
; ð19Þ
where ki are the wavenumbers, k ¼
ffiffiffiffiffiffiffi
kiki
p
is the wavenumber magnitude, and k12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 þ k22
q
. This is valid for all wavenum-
bers other than (0,0,0) provided one defines that k1=k12 ¼ 0 and k2=k12 ¼ 1 for k12 ¼ 0. The quantities a and b are
a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2EðkÞ
4pk2
s
eiu1 cosu3; b ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2EðkÞ
4pk2
s
eiu2 sinu3; ð20Þ
whereu1;u2, andu3 are random numbers uniformly distributed on ½0;2pÞ that are re-sampled for each wavenumber triplet.
The energy spectrum function is
EðkÞ ¼ u2rms16
ffiffiffi
2
p
r
k4
k50
expð2k2=k20Þ; ð21Þ
where k0 is the most energetic wavenumber. The energy spectrum function integrates to
3u2rms
2
¼
Z 1
0
EðkÞdk: ð22Þ
Note also that the initial Taylor length scale is k0 ¼ 2=k0.
Appendix B. Numerical methods
This section further provides descriptions of the different methods. The reader is referred to the original references for
additional details. Without loss of generality, we consider the one-dimensional form of Eq. (1):
dq
dt

i
¼  @f
@x

i
; ð23Þ
where q is the vector of conserved variables and f is the flux. Boldface is not used for simplicity, but is implied.
In all problems, all methods satisfy the CFL condition for the given discretizations. Time-marching errors are not expected
to play a role in the present study; we did not seek to optimize the time stepping.
B.1. The Stan code
In the Stan code, a sixth-order accurate compact finite difference scheme optimized for high-wavenumber resolution [30]
is used to compute first derivatives,
b1f
0
i2 þ a1f 0i1 þ f 0i þ a1f 0iþ1 þ b1f 0iþ2 ¼ c1
fiþ3  fi3
6Dx
þ b1 fiþ2  fi24Dx þ a1
fiþ1  fi1
2Dx
; ð24Þ
where a1 ¼ 0:5381301; b1 ¼ 0:0666332; a1 ¼ 1:3675777; b1 ¼ 0:8234282, and c1 ¼ 0:0185208, and second derivatives,
b2f
00
i2 þ a2f 00i1 þ f 00i þ a2f 00iþ1 þ b2f 00iþ2 ¼ c2
fiþ3  2f i þ fi3
9Dx2
þ b2 fiþ2  2f i þ fi24Dx2 þ a2
fiþ1  2f i þ fi1
Dx2
; ð25Þ
where a1 ¼ 0:4442052; b1 ¼ 0:0383252; a1 ¼ 0:3855625; b1 ¼ 1:4861949, and c1 ¼ 0:0933036. The resulting matrix equation
is in the form, Ax ¼ b, where A is a pentadiagonal matrix with ½ba1ab. Hence a standard pentadiagonal solver [5] can be used
to solve the system of equations.
The convective terms are solved in conservative form, except for the momentum equation, which is written in ‘skew-sym-
metric’ form
@ðqukujÞ
@xj

i
¼ 1
2
@ðqukujÞ
@xj
þ quk @uj
@xj
þ uj @quk
@xj
 
i
: ð26Þ
Following [6], artificial diffusion is provided through artificial shear and bulk viscosity, l and b, and thermal conductivity,
k, as defined:
l ¼ CrlqDxrþ2jrrSj; b ¼ CrbqDxrþ2jrrSj; k ¼ CkDxrþ1
qa0
T
jrrej; ð27Þ
where r ¼ 4;C4l ¼ 0:002; C4b ¼ 1;Ck ¼ 0:01, and a0 is the reference sound speed. These artificial properties are added to
the physical viscosities and thermal conductivities. Hence, even in inviscid calculations the diffusive terms must be com-
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puted. The bi-harmonic operator is evaluated by applying the second derivatives twice. The overbar denotes a Gaussian
filter,
f i ¼ 356510;368 fi þ
3091
12;960
ðfi1 þ fiþ1Þ þ 199725;920 ðfi2 þ fiþ2Þ þ
149
12;960
ðfi3 þ fiþ3Þ þ 107103;680 ðfi4 þ fiþ4Þ: ð28Þ
The diffusive terms are solved in the conservative form of Eq. (1) for the terms with artificial diffusivities and in non-con-
servative form
@sij
@xj
¼ l @
2ui
@x2j
þ l
3
@h
@xi
;
@ðuisijÞ
@xj
¼ sij @ui
@xj
þ ui @sij
@xj
;
@qi
@xi
¼  cpl
Pr
@2T
@x2j
; ð29Þ
where Pr ¼ cpl=k, for the terms with physical diffusivities.
The time marching is handled using a two-step eleven-stage fourth-order accurate Runge–Kutta scheme optimized for
low dispersion errors [19,43]; though more costly per time step, this time-marching scheme allows for larger time steps than
the standard scheme. As in [6], the conserved variables are filtered after every Runge–Kutta substep using the following
eighth-order accurate compact filter:
bf^ i2 þ af^ i1 þ f^ i þ af^ iþ1 þ bf^ iþ2 ¼ e2 ðfiþ4  fi4Þ þ
d
2
ðfiþ3  fi3Þ þ c2 ðfiþ2  fi2Þ þ
b
2
ðfiþ1  fi1Þ þ afi; ð30Þ
where f^ is the filtered variable, a ¼ 0:66624; b ¼ 0:16688; a ¼ 0:99965; b=2 ¼ 0:6665; c=2 ¼ 0:16674; d=2 ¼ 4 105, and
e=2 ¼ 5 106.
B.2. The Stan-I code
In the improved Stan-I code, Cb is constructed such that artificial bulk viscosity is localized at shocks [3]:
Cb ¼ 12 1 tanh 2:5þ 10
D
a0
h
 	 

h2
h2 þxjxj þ 
: ð31Þ
B.3. The WENO code
For the WENO and Hybrid codes, the right-hand side of Eq. (23) is written as a flux difference ðfiþ1=2  fi1=2Þ=Dx. In the
WENOmethod, the Roe flux with entropy and carbuncle fixes are used; for simplicity, the procedure for the positive Roe flux
is considered [21]. The fifth-order accurate procedure (used in the Hybrid code) is described. The relevant coefficients for the
seventh-order accurate procedure can be found in the literature e.g., in Ref. [33]. The eigenvalues and eigenvector matrices
Liþ1=2 and Riþ1=2 are computed using Roe averages. Then, the fluxes are projected into characteristic space to
gj ¼ Liþ1=2fj; j 2 ½i 2; . . . ; iþ 2. The flux at xiþ1=2 is given by
gþiþ1=2 ¼
X2
k¼0
xðkÞiþ1=2p
ðkÞ
iþ1=2; ð32Þ
where the plus sign represents a positive flux and
pðkÞiþ1=2 ¼
X2
l¼0
cr1piþ1r ; x
ðkÞ
iþ1=2 ¼
aðkÞiþ1=2P2
l¼0a
ðlÞ
iþ1=2
; aðkÞiþ1=2 ¼
dðkÞ
ðbðkÞiþ1=2 þ Þ2
: ð33Þ
The dðkÞ and crj coefficients can be found in Ref. [40] and the smoothness indicators are given by
bð0Þiþ1=2 ¼ 1312 ðgiþ2  2giþ1 þ 3giÞ2 þ 14 ðgiþ2  4giþ1 þ giÞ2;
bð1Þiþ1=2 ¼ 1312 ðgiþ1  2gi þ gi1Þ2 þ 14 ðgiþ1  gi1Þ2;
bð2Þiþ1=2 ¼ 1312 ðgi  2gi1 þ gi2Þ2 þ 14 ð3gi  4gi1 þ gi2Þ2:
ð34Þ
The procedure is similar for the negative flux. Then, for each flux component, the sign of the eigenvalue specifies which flux
is applied: if the eigenvalue is positive, the positive flux component is chosen; otherwise, the negative flux component is
selected. The resulting numerical flux in characteristic space, giþ1=2, is then projected back to real space: fiþ1=2 ¼ Riþ1=2giþ1=2.
The diffusive terms are solved in non-conservative form using sixth-order accurate central differences, and the time-
marching is handled using a standard four-stage fourth-order accurate Runge–Kutta scheme.
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B.4. The Hybrid code
The numerical flux in the Hybrid code consists of the linear combination of a non-dissipative central term and a shock-
capturing term:
fiþ1=2 ¼ f ðcÞiþ1=2 þ viþ1=2 f ðwÞiþ1=2  f ðcÞiþ1=2
 
; ð35Þ
where the c and w superscripts denote central and WENO, respectively. The calculation of the WENO flux is described in the
previous section.
The central fluxes are computed by an interpolation that, after applying ðfiþ1=2  fi1=2Þ=Dx, is equivalent to the split form
(given here for the mass flux)
@ðqujÞ
@xj

i
¼ 1
2
@ðqujÞ
@xj
þ q @uj
@xj
þ uj @q
@xj
 
i
: ð36Þ
The switching function is based on a dilatation/vorticity sensor similar to that of Ducros et al. [11]:
v ¼ hjhj þ ffiffiffiffiffiffiffiffiffiffiffixjxjp þ  : ð37Þ
If v > 0:65, then v is set to one; otherwise it is set to zero. This is done for neighboring points to ensure that central differ-
encing is not done across any shocks.
The diffusive terms are solved in non-conservative form using sixth-order accurate central differences, and the time-
marching is handled using a standard four-stage fourth-order accurate Runge–Kutta scheme.
B.5. The ADPDIS3D code
The high-order accurate filter method in ADPDIS3D consists of two steps, a full time step of the fourth-order Runge–Kutta
base scheme step and a post-processing nonlinear filter step. For viscous gas dynamics, the same order of spatial centered
base scheme for the convection terms and the viscous terms are employed. For all of the test cases, e.g., the spatial base
scheme to approximate the inviscid flux derivatives f ðqÞx (with the grid indices k and l for the y- and z-directions suppressed)
is written as
@f
@x
 D08fj; ð38Þ
where D08 is the standard eighth-order accurate centered difference operator. After the completion of a full time step of the
base scheme step, the second step is to adaptively filter the solution by the product of a wavelet sensor and the nonlinear
dissipative portion of a high-resolution shock-capturing scheme. It can be obtained e.g., in the x-direction by taking the full
seventh-order WENO scheme in the x-direction and subtracting D08fj. The final update of the solution is (with the filter
numerical fluxes for the y -and z-direction suppressed)
qnþ1j;k;l ¼ qj;k;l 
Dt
Dx
½Hjþ1=2  Hj1=2 ð39Þ
The nonlinear filter numerical fluxes usually involve the used of field-by-field approximate Riemann solvers. If Roe’s type of
approximate Riemann solver is employed, for example, the x-filter numerical flux vector Hjþ1=2 is Hjþ1=2 ¼ Rjþ1=2Hjþ1=2, where
Rjþ1=2 is the matrix of right eigenvectors of the Jacobian of the inviscid flux vector in terms of the q solution from the base
scheme step. Denote the elements of the vector Hjþ1=2 by hljþ1=2; l ¼ 1;2; . . . ;5. The nonlinear portion of the filter hljþ1=2 has the
form
hljþ1=2 ¼
1
2
ðsNÞljþ1=2 /ljþ1=2
 
: ð40Þ
Here ðsNÞljþ1=2 is the wavelet flow sensor to activate the nonlinear numerical dissipation /ljþ1=2. The dissipative portion of the
nonlinear filter /ljþ1=2 ¼ gljþ1=2  bljþ1=2 is the dissipative portion of the seventh-order WENO scheme for the local lth-charac-
teristic wave. Here gljþ1=2 and b
l
jþ1=2 are numerical fluxes of the seventh-order WENO scheme and the eighth-order central
scheme for the lth characteristic, respectively. For all of the computations, a three-level second-order Harten multiresolution
wavelet decomposition of the computed density and pressure is used as the flow sensor.
A summary of the three basic steps for obtaining the wavelet flow sensors is given in [41]. The computer routines to com-
pute the wavelet coefficient of the second-order B-spline and the redundant form of Harten’s multiresolution wavelets and
their corresponding Lipschitz exponents of a given grid function fj (e.g., density or pressure, or characteristic variables) can
be found in the Appendix of Ref. [50].
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Appendix C. Artificial diffusivity methods
In recent years, several artificial diffusivity methods have been proposed for calculations of compressible turbulence. The
purpose of this section is to clarify the contribution and present the improvements of selected models.
To stabilize calculations of compressible isotropic turbulence, Shebalin [38] added a bulk viscosity that was constant in
space. Cook and Cabot [7,8] improved on this idea by introducing Laplacian operators that attempt to localize the artificial
bulk viscosity to shocks only, and by also introducing an artificial shear viscosity (intended to mimic a subgrid model) to
damp near grid-scale vortical motions:
l ¼ CrlqDrþ2jrrSj; b ¼ CrbqDrþ2jrrSj; ð41Þ
where r ¼ 4;C4l ¼ 0:002;C4b ¼ 1;D ¼ ðDxDyDzÞ1=3, and the bar denotes a truncated Gaussian filter. To be able to deal with con-
tact discontinuities, Fiorina and Lele [13] proposed to, in addition, add artificial mass diffusivity to the continuity equation:
v ¼ Cq a0cp D
rþ1jrr1jrsk; ð42Þ
where a0 is the reference sound speed, cp is the specific heat at constant pressure, s is the entropy, r ¼ 4 and Cq ¼ 0:01. In-
stead of including artificial mass diffusivity, Cook [6] proposed to add artificial thermal conductivity to capture contact
discontinuities:
k ¼ CkDrþ1qa0T jr
rej; ð43Þ
where e is the internal energy, r ¼ 4 and Ck ¼ 0:01. Kawai and Lele [22] later generalized the formulation of Cook [6] to cur-
vilinear and anisotropic meshes, and modified the scaling of the artificial mass diffusivity in the species transport equations
to better control under/overshoots in species concentration.
The results from the present collaborative effort have indicated that the artificial diffusivity method of Ref. [6] and that of
Ref. [13] (data not shown) provides excessive damping of dilatational motions in compressible isotropic turbulence; this
behavior was also noted in Ref. [9] in preliminary findings from the present study. This prompted Mani et al. [32] to re-define
the artificial bulk viscosity to be a function of the dilatation rather than the strain-rate magnitude, since the latter includes
vortical effects while shock waves do not:
b ¼ CDrþ2qjrrhjHðhÞ; ð44Þ
H is the Heaviside function that acts as a switch. Mani et al. [32] found that the sensitivity to the constant r is weak. The
constant C may be different depending on the numerical scheme; values of C ¼ 1:0 and r ¼ 4 are used in Ref. [32]. In addi-
tion, a different implementation on curvilinear grids that removes the dependence on the grid spacing tangential to the
shock is proposed.
Based on the insight of Mani et al. [32] that shock waves are associated only with the dilatational velocity field,
Bhagatwala and Lele [3] later proposed a modified coefficient that activates the artificial bulk viscosity only in regions
where the compression is strong compared to the vortical motions:
b ¼ CbDrþ2qjrrSj; where Cb ¼ 12 1 tanh 2:5þ 10
D
a0
h
 	 

h2
h2 þxjxj þ 
; ð45Þ
where the Ducros-type switch is used to sensitize b to the dilatation, and the hyperbolic tangent is used to ‘‘turn off” the
bulk viscosity in regions of weakly compressive motions. Finally, Kawai et al. [23] used
b ¼ CDrþ2qjrrhjHðhÞ h
2
h2 þxjxj þ 
; ð46Þ
and applied the method to compressible isotropic turbulence and a turbulent boundary layer. They also showed that the
coefficient C ¼ 1:75 gives better results with the dilatation-based artificial bulk viscosity.
The key improvement of Mani et al. [32] over the method of Cook [6] stems from the realization that dilatation and the
magnitude of the strain-rate tensor are similar at a shock, but that the former is orders of magnitude smaller in turbulence.
The implications are twofold. First, dilatation is the variable on which the bulk viscosity is based; thus, the artificial bulk vis-
cosity is activated only in regions in which dilatational changes are large. Second, the Heaviside function ensures that the
coefficient is activated in regions of negative dilatation (compression). The application of the Laplacians serves two purposes:
it determines the locations in which the artificial bulk viscosity must be applied and it regulates the magnitude of the coef-
ficient. Hence, basing the artificial bulk viscosity on (negative) dilatation ensures that it is applied only in regions of large
changes in compression. To highlight these improvements, Fig. 16 plots the dilatation spectrum for the compressible isotro-
pic turbulence problem considered in Section 3.5 for the models of Mani et al. [32], Bhagatwala and Lele [3], and Kawai et al.
[23], in addition to the original method of Cook [6]; the same underlying numerics are used (i.e., as described in Appendix B),
but the model for the artificial bulk viscosity is based on the relevant reference. As expected from the results shown in
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Section 3.5, the dilatation-based artificial bulk viscosity methods show significant improvement over the original method of
[6] for a large range of wavenumbers. The implications of employing a Ducros-type switch in artificial diffusivity methods is
not included here, as a detailed discussion on the use of different switching functions is provided in Ref. [23].
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