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The method of horizontal lines is employed to obtain constructive existence 
theorems for constrained quasilinear hyperbolic systems on local time intervals 
precisely correlated to the size of the initial datum. It is shown that the solutions of 
the semidiscrete equations are tixed points of contraction mappings. When the 
system is dissipative, it is shown that the artificial viscosity method may be effec 
tively employed on the same (invariant) time interval: both continuous and 
semidiscrete versions are presented. As a sample of our results, we offer the 
following: 
COROLLARY. Let P be the orthogonal projection in L’(lT*“, F+“) onto diclergence 
zero functions and, for I’> 0. consider the Naoier-Stokes/Euler s.vstem, 
+.lU+P(14.F)U=0. (Ii) 
u(.. 0) = 24,. (Iii) 
in lp”. Let u0 E PH’(~~“, R”). s > (n/2) + I (s >, 2. n = 1). Then unique classical 
solutions of (I) in W’*~((O, T); H”“‘(R”))n L’((0, T); PH’(lR”)) are shown to 
exist on (0. T), for every T < To, where u(v) = s - 1 -sign(v), and where T,, is 
uniquely defined by 
0 < llUollHr,~,.~,, = (l/(cT,))e-“’ ‘O’ (2) 
and c = n3 ‘s(c, + c>). Here c, and c? are the norms of the following maps for 
spaces of scalar functions: 
H’~‘(R”)H’-‘(iFi”)~H’.‘(IF;“) (Banach algebra), (3i) 
Hs-l(P”)+L”(k”). (3ii) 
Discrete and continuous convergence results are valid as v---t 0. and a rate of 
order v  is derived for the latter in L’. 
* Research supported by National Science Fundation Grant MCS-8001560. 
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1. INTRODUCTION 
The results of this paper have been motivated by the following 
considerations: (i) to obtain solutions of (constrained) quasilinear hyperbolic 
systems of order m in R” on a time interval (0, 7’) where T is precisely 
correlated to the size of the initial datum in the norm of some Sobolev space, 
and, (ii) to use this time interval as an invariant interval upon which to 
apply the artificial viscosity method. At the same time, we wish to give these 
considerations independent integrity; in particular, the convergence of the 
viscosity method is carried out only for quasilinear hyperbolic systems which 
are dissipative. Nonetheless, a major goal of this analysis is the desire to 
retrieve in some form, and with additional sharpness, the known result that 
there exists a fixed time interval on which solutions of the Navier-Stokes 
equations on R”, with viscosity V, tend to a solution of the Euler equations, 
for incompressible nonviscous flow, as V+ 0. We also seek a new discrete 
version of this same result. 
The solutions considered here satisfy u(., t) E ZP(lR”, Rm) for 0 < f < T, 
where s > (n/2) + 1 and u0 E HS(iR”, R’“), and the loss of regularity for U, is 
the usual one for parabolic and hyperbolic problems. Moreover, u,, and Tare 
related by the precise estimate 
(l-1) 
where y > 0 is a fixed constant and r is the radius of a ball B(0, r) in 
H”(lR”, R”), such that u E B(0, r) implies the regularity and a priori boun- 
dedness of the coefficients of the differential problem when evaluated at u. In 
addition, u(., t) E B(0, r) for 0 < f < T. We note that T and y do not depend 
upon v in the case of artificial viscosity. The regularity class for the 
solutions, described later in the introduction, has the merit that it is an 
existence-uniqueness class for the solutions of the parabolic and hyperbolic 
systems with dissipation and, in fact, uniqueness is proved for a wider class 
of weak solutions. Since the methods of proof involve semidiscretization in 
time, we are able to obtain the result, of interest in numerical analysis, that 
the appropriately interpolated and diagonalized solutions of the semidiscrete 
Navier-Stokes equations, with viscosity uk, tend to the unique solution of the 
Euler equations as uk + 0. We believe that this represents a completely new 
result. 
The results of this paper are not restricted to incompressible fluid 
dynamics, though we present in Corollary 1.3 an application of our results to 
this setting with external forces derived from a potential. In particular, a 
critical time value T,, = T,,(Jj uojJHScRn, ) is defined for our technique, providing 
an upper bound for the unique existence of solutions of the Navier-Stokes/ 
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Euler system, and the convergence of the viscosity method under the single 
assumption u0 E H’(lR”, R”). The results on the convergence of the viscosity 
method, whereby viscosity-independent estimates are utilized, are in the spirit 
of Swann [24] and Kato [ 14]-researches which followed Golovkin’s earlier 
work on planar flows (cf. [7]). Our estimate for T, appears to be more 
explicit than that given in [24] and [ 14). though these authors obtain 
classical solutions while requiring s > 3 for n = 3. An approach using 
methods of global analysis has been given by Ebin and Marsden [3 1. 
Following the pioneering work of Leray. early writers, including Hopf [ 9 I. 
Kiselev and Ladyzhenskaya 118 ), Serrin 122,231 and Ladyzhenskaya [ 19 1. 
though obtaining satisfactory results for n = 2. obtained results for weak and 
classical solutions of the Navier-Stokes equations with viscosity-dependertt a 
priori bounds on the solutions, or their time domain of definition. for tz = 3 
and n = 4. Part of the explanation for this is that the hypotheses on U, made 
by these authors in order to derive weak solutions are weaker regarding 
smoothness than our own and, moreover. all consider a forcing term J The 
neglect of the latter term in our work. however. does not seriously change the 
character of the results and has no effect whatsoever if f is derived from a 
potential. Specifically. Hopf considered solenoidal (distribution-wise) L’ 
initial velocities, and Kiselev and Ladyzhenskaya considered H’ solenoidal 
velocities, i.e.. in the domain of the closed operator d. Whereas Hopfs weak 
solution is global in time but possibly nonunique. the latter authors obtain a 
local time result within an existence-uniqueness class. Our local time result 
requires u0 E H’(G; ‘, IF -‘), s > 5/2. in the case u = 3, while providing a 
careful. viscosity-independent estimate for the time interval and a uniqueness 
class considerably larger than the existence class. Various authors 
generalized the results of [ 181 to the cases n > 3, e.g., Serrin 123 I for II = 4 
and H’ solenoidal initial velocities and Fujita and Kato 161 for general !I 
and initial datum in an interpolation space roughly corresponding to H’ ‘. A 
proof of global existence of weak solutions without uniqueness, for general II. 
has been given by Temam [25 ] for solenoidal L’ initial velocities on a 
bounded region. This result was known to earlier researchers. however (cf. 
123 1). Nonetheless. it still remains an open question. for tz > 2. whether 
unique. global weak solutions exist for the Navier-Stokes equations. It is 
known that Lp((O, 7); Lr(J2)n) (abbreviated Lp.‘) is a uniqueness class if 
(2/P) + (n/r) = 1, n<r<m 
(cf. Serrin [23]; also Lions and Prodi [2 11 and Lions [20]). Classical 
regularity results were obtained by Serrin 122 I. In the case R = IR”, these 
results guarantee that u is C” in all variables if u E Lp.’ for 
(VP) + (n/r) < 1. 
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This implies that the Kiselev-Ladyzhenskaya solution is C”’ in all variables 
for n = R3. 
The hypothesis s > n/2 + 1 used in this paper is employed specifically in 
the application of Lemma 2.2 on the estimation of commutators, and is 
closely related to the construction of the evolution operators. This accounts 
for the possibility of deriving estimates which do not depend upon the 
viscosity. We pass now to a general description of our results. 
Explicitly, we consider quasilinear systems of the form 
u,-vAu+P c Uj(X, t, u) g + b(x, t, u)u 
1 
= 0 
,T, 
(1.2) 
I 
on the space-time domain D = I?" x (0, T), where v > 0. Here, 
# = (24, )...) u,) and a, and b are mappings of D x C into I?“* for some 
prescribed open ball C = B(0, p) in Rm, and P is a suitable projection. 
The regularity of (uj} and b is described by, for fixed s > (n/2) + 1 (s > 2, 
n= l), 
aj E Lip([O, r]; Cr*+‘(lR” X z, R”‘)), j = l,..., n, (1.3i) 
b E Lip((0, T]; C, ‘s’+2(R” xc, iv*)), (1.3ii) 
where [s] denotes the largest integer strictly less than s. Here CL denotes the 
class of functions of class C’ in (x,p) E R” x X whose x derivatives up to 
order I are bounded. Thus, in the derivative supremum norm (w.r.t. x) on this 
vector functions space, aj and b are Lipschitz functions of t. Denote by w  
the maximal ball @I= B(0, r) in ZP(lF?“, R”) such that u E w  if and only if 
U(X) E c; note that r depends linearly upon p by the Sobolev embedding 
theorem. Now P is an orthogonal projection in L2(lR”, R’“); e.g., in the case 
of the Navier-Stokes and Euler equations, it represents the L2-projection 
onto the subspace of (distribution) divergence zero functions. In addition P is 
explicitly assumed to satisfy 
PH"(IR",IRrn)cHU([R",IRrn), 02 1, (1.4i) 
APH2(IR”, Rm) t PL*(lR”, lRm), (1.4ii) 
P(Z - A)“” = (Z - A)“‘* P, aa 1, (1.4iii) 
on the L* domain of the pseudodifferential operator (I - A)“~*. The last part 
of this somewhat technical assumption guarantees that the resolvent of the 
spatial part of (1.2) can be estimated on ZP(R”, I?‘“). The first part 
guarantees that PH"(lR", R"') is closed in Z-Z”(lR”, Rm). Here the classes H” 
may be defined isomorphically via the Fourier transform as square 
integrable transform function classes with respect to the measure 
(1 + (xj2)“dx (cf. (2.4)). 
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The hyperbolicity assumption (H) takes the following form: Set 
W, = Wn PW(lR”, R “). Then it is assumed throughout that 
-P + a.(*, 7, w) g + /I(*, 7. w) 
- J 
= -Qt. M’) 
. j= I J I 
(1.5) 
is the infinitesimal generator of a C,-quasicontractive semigroup on 
PL*(lR”, Pm), for each w  E wP with core PH’(IR”, F?(“). Thus, E(7, w) is the 
closure of its restriction to this core, and there is a constant w  = ~(7. w). 
such that 
Ilexp{-E(7, ~~)t)lI~~.~.~ ,< e”‘. t > 0. (1.6) 
It is explicitly assumed that o may be chosen independently of 7 and w, and 
we write E(z, w) E G(PL*, 1, 0). 
Remark 1.1. If aj is symmetric, j = l,..., n, and P is the identity, then 
E(t, w) E G(PL*, 1, w) (cf. [4, 51) with 
(cf. also (1.3)). In the case of the Euler equations, m = n and, for 
w  = (w, ,*.*, Wn), 
c 
E(t, W) = P 
[ 
5 (wj’) & 
j=l J I 
so that E(t, w) E G(PL*, 1,O) (cf. [ 16, p. 551). Note that here we use the 
form of the Navier-Stokes and Euler equations given by 
+J/4u+P(u.B)u=O (v > 0) (l.Bii) 
(cf. [6, 14, 16]), which is equivalent to the standard form of these systems. 
For a comprehensive account of the theory of the Navier-Stokes equations, 
we refer the reader to Temam [25]. 
DEFINITION 1.1. For s > (n/2) + 1 let u0 be given satisfying 
u, E PfP(IR”, IRrn). (1.9) 
Define 
x, = H’([O, z-1; H-‘(IF?“, mm)) n L2((0, q; PzfS(IR”. iRrn)); (l.lOi) 
Y, = W*,m((O, T);ffO(“)(lR”, iRm))nL*((o, 7); PH”(R”, IF?“)), (l.lOii) 
u(v) = s - 1 - sign(v). 
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The first class in (l.lOi) describes functions square integrable with square 
integrable time derivatives in the norm of the dual energy space H-‘, 
whereas the first class in (l.lOii) replaces square integrability by essential 
boundedness and the H-’ norm by the HO(“) norm. The second classes have 
the obvious interpretation in (l.lOi-ii). By a weak solution of the Cauchy 
problem for (1.2) is meant a function u E X, satisfying the relation, for 
D,, = R” x (0, T’), and arbitrary 0 < T’ ( T, 
' I 
u#~+vA@-P e aj(., 
-Dy. j=l 
.,u)$-b(., ‘,U)U 4 dxdt 
’ J 1 I 
+I u,$dx- . J uq!~ dx = 0 -R”XIOI R”XlT’I (1.11) 
for all d E C”([O, T]; PCp(F?“, IRm)). H ere and elsewhere in the paper, VW 
denotes the Euclidean dot product for u, w  E R”. By a classical solution, is 
meant a weak solution u E Ys. 
THEOREM 1.1. Suppose v > 0 and Y > 0 under the hypotheses (H) and 
(1.3, 1.4, 1.9). There exists a positive constant y = y(n, m, Z, {ai}, 6) such 
that, if u, E W, and T > 0 satisfy (1. 1 ), then there is a solution of (1.11) in 
the class Y, such that u(., t) E w,, for 0 < t < T. Here, W, = B(0, r) c 
PH’(lR”, [R”‘) and y does not depend upon v. 
Remark 1.2. Assumption (1.1) permits the recursive solution, in the 
fixed w, in PHS(F?“, [Rm), of the system 
s 
(u;lr - u;- ,)/At - v Au; + P ’ aj(*, I,, u;) 2 + b(*, t,, N:) U: 
jr, 1 =0(1.12) I 
for k = 1 ,..., N, At = T/N and t, = k At. There is naturally associated with 
(1.12) a family (-A@, IV)} of infinitesimal generators of stable semigroups, 
strongly continuous on PL’(lR”, I?‘“), with restrictions strongly continuous 
on PHS(IR”, Rm) (cf. Sections 2, 3). By using the associated resolvent 
operators, coupled with ideas of stability and regularity basically due to 
Kato, it is possible to demonstrate the existence of solutions of (1.12) in @, 
via the contraction mapping fixed point theorem. This analysis is carried out 
in a general Banach space in Section 3. The HS regularity is coupled with the 
stability estimate 
’ II&’ - u;- 1 JIHo,t.,,m,) ,< C At (1.13) 
to obtain the Y,-boundedness of a piecewise linear sequence defined by the 
solutions of (1.12) (cf. Section 4). Standard weak compactness arguments 
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permit the extraction of a limit point u in Y,, which is shown to satisfy 
(1.11). This existence analysis of solutions is demonstrated in Section 4. The 
uniqueness of solutions for the dissipative systems and the convergence of 
the viscosity method are demonstrated in Section 5. 
Remark 1.3. The writer derived the basic idea for the stable solution of 
(1.12) from a careful study of Kato’s papers (cf. [13, 15-171). Kato and 
Hughes et al. [lo] obtain short-time solutions in regularity classes 
comparable to Y,. The underlying methods of evolution operator 
construction, however, are more closely associated with those of product 
integration, than with the semidiscrete methods of this paper. Condition (1.1 j 
simultaneously yields short-time results for arbitrary initial datum, as well as 
global solutions for sufficiency small initial datum and may be viewed as a 
sharpening of general short-time results. Note that the case where aj and b 
are defined on all of D x R”’ permits the case of arbitrary initial datum U, if 
aj E Lip([O, r]; C1r1+2(R” x R”, RmL)), (1.14i) 
b E Lip([O, T]; C[s’C2(lRn x R”, R’“‘)). (1.14ii) 
In this case, y depends only upon n, m, {aj}, and b; p and r may be chosen 
so that (1.1) holds. In particular, the linear theory is included as a special 
case. In the more typical case where aj and b are defined on all of D x R’“. 
but (1.14) fails to hold, it is often possible to express y as a function 7 = y(r), 
e.g., y(r) = cr4 + d, /3 > 0. In this case, T is chosen first as any value less 
than T,, and r is defined by r = [ l/(pcT)]““. Here, r, = T,,(IIu,,I(,,~(~~,) is the 
unique number satisfying 
)]u~JI~~,~~, = [ 1/@~,)]“4 e-r(“o’+dT(l’. 
These relations follow directly upon maximizing the function f(r) = re ~~ ;“o~ 
for fixed T, thus obtaining the relation between r and T, and using this 
relation to define the critical value T,,. The case of the Navier-Stokes/Euler 
equations is precisely the case p = 1, d = 1 (cf. Lemma 2.2). 
Remark 1.4. The linear theory was developed by Kato in a series of 
fundamental papers [ 13, 151 and improved by Dorroh in [ 11. The subsequent 
nonlinear theory is achieved by the construction of an appropriate 
contraction mapping (cf. [ 10, 16, 171). An alternative approach to the linear 
theory is developed by Dorroh and Graff [2]; the nonlinear theory is also 
discussed in [2]. 
We close the introduction with a description of uniqueness and 
convergence results for the artificial viscosity method and a corollary for the 
Navier-Stokes/Euler systems. 
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DEFINITION 1.2. We shall call the system described by (1.2) dissipative 
on(0,7’)ifforO<t<7’andwE~P, 
(W, w)u, &(R”) > 0 forall VEX,. (1.15) 
Remark 1.5. The Euler operator (1.8i) satisfies (1.15) with equality (cf. 
[251). 
THEOREM 1.2. Suppose system (1.2) is dissipative on the interval (0, T), 
where T is defined by (1.1). Then the (weak) solutions satisfying (1.11) are 
unique in X, for each v > 0. Moreover, the estimate 
holds for the convergence of the solutions u, of (1.1 l), for v > 0, to the 
corresponding solution u for v = 0, tf the hypotheses of Theorem 1.1 hold. 
Finally, in this case, if { LJ:,,} represents the step function (in time) sequence, 
defined by the semidiscrete solutions of (1.12) (I$ (4.8ii)), then the diagonal 
sequence { Uf,,,} is convergent in L:,,,(D) to u, for N --) 03, if vk is a sequence 
satisfying vk \ 0. 
COROLLARY 1.3. Let c = n”‘s(c, + cz), where c, is the least constant in 
the ring inequality for real functions 
and cz the Sobolev constant in the inequality 
Ilf II Lrn(Fw) < c2 Ilf ILf-I(m). 
Let the critical value T,, be defined by 
(1.18) 
0 < ()z+,&,~~~~~ = (l/(cT,)) e-(‘+r”‘. (1.19) 
If T < T,,, then a unique solution satisfying (1.11) exists for v > 0, where 
aj(., - u) = ujI, b = 0 and P is the Lr-projection onto the divergence zero 
functions. Existence holds in Y, and uniqueness in the larger class X,. 
Moreover, the conclusions of Theorem 1.2 hold, including (1.16). 
2. STABLE SEMIGROUPS OF OPERATORS 
Certain properties required in Section 3 will be derived here. For 0 < t < T 
and w  E w,, define 
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A(& w) = -VA + E(t, w), (2.li) 
D ,.f([,)$,) = PH2P”, mm) (v > O), (2. lii) 
D -D A(l,W) - ECI.n’) (v = 0). (2. liii) 
Remark 2.1. Hypothesis (1.3) permits the conclusion aj(., t, w) E H”,,, 
b(., t, w) E HS,, (cf. [lo, p. 2831). W e note also the standard embedding 
relations and ring properties given by the following (cf. [ 10, p. 282 1): 
If s > (n/2) + k, k is a nonnegative integer, then 
HyR”, Rrn) c f&(n?“, IFP) c cp?, Rrn) (2.2i) 
and the inclusion is continuous. 
If s > n/2, then pointwise multiplication induces 
continuous bilinear maps 
Hy(lR”, iv) x Hk+‘(R”, R) + Hk(R”, IFP) 
forO<l<s,O<k<s-1. 
(2.2ii) 
Here the subscript ul refers to the uniformly local spaces (cf. Kato [ 17)) 
defined by pointwise supremum over local Sobolev norms. 
LEMMA 2.1. The operator of (2.1) is the negative of a generator of a CO- 
quasicontractive semigroup on PL*(f? “, 1R “). Specifically, A(t, w) E 
G(PL2, 1, w), where o is defined in (1.6). 
Proof. Standard arguments using (1.4ii) show that -VA E G(PL2, 1,O) 
on DAU,W, for v > 0. The perturbation E(t, w) is relatively bounded with 
respect to -VA by a standard interpolation, with bound arbitrarily small and 
by assumption is in G(PL*, 1, IX). Hence the lemma follows (cf. [ 12, pp. 499, 
500)). 
In the sequel, we shall require that the restriction of exp(-A(s, w)t) to 
PW(IR”, lRm) is a strongly continuous semigroup on PW(IR “, Rm) satisfying 
the inequality 
I(exp{----A(r, w)t\llHScR., < exP(W)3 (2.3) 
for some w, > 0. This extension requires a similarity transformation which 
we now discuss. Estimates (1.6) and (2.3) are stability estimates; the concept 
of stability is made precise in Section 3. 
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It is a well-known fact that the operator S = (I-d)‘!’ induces an 
isometry of ZP(lR”, IRm) onto L’(iT?“, IRm) if W(lF?“, iR”) is normed by 
(2.4) 
where v^ denotes the Fourier transform of U. 
LEMMA 2.2. The representation 
SA(t, w) S-’ = A(t, w) + B(t, w) P-5 1 
holds, where B(t, w) is a bounded linear operator on L’(IR”, IR”‘). There 
exists a constant c independent of t E [0, T] and w  E p, such that 
II B(t, w)llLqm, < c- 
Proof: A simple computation gives 
A-‘+ [S,b]A’-SA-’ , 
I 
where /i = (I - A)“’ and [ ., . ] denotes the commutator. According to a 
result of Kato [ 16, Lemma A2] the estimates, for s > n/2 + 1, 
II[S, ai] A1--sI(L2,L~ <c I/grad aj(JHr-qm) ,< C (2.6(i) 
IIWl~‘-“II L2,L2 < c (Igrad bllHs-IfRnj < C (2.6ii) 
hold. Since (a/ax,)ll-’ and /l-l are bounded on L*(IR”, IRm), the lemma 
follows. 
Remark 2.2. It is a well-known fact of semigroup theory (cf. [8, 
Theorem 13.2.11) that the perturbation of an infinitesimal generator, by a 
bounded linear operator B, changes the semigroup norm estimate by (1 B I( in 
the exponent; thus, 
I(exp(-A(r, w) - B(r, w))tl(L2cRnJ ,< exp(o + c)t (2.7) 
for the operators of (2.5). Inequality (2.3) now follows (cf. Remark 3.2) with 
o,=w+c. 
LEMMA 2.3. The mapping (t, w) I+ E(t, w) E B(HS(IR”), H’(IR”)) is 
Lipschitz continuous in the norm topology for 0 < I< s - 1: 
IIE(t, w) - W’, W’)llHI,HI < C(l t - t’ I + II w  - w’ lIHI(R”,h (2.8) 
for t, t’ E [0, T] and w, w’ E w,,. 
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Proof: The proof rests upon the following standard inequalities (cf. [ 10, 
p. 2831): 
(2.9i) 
(2.9ii) 
Estimate (2.8) follows readily from estimates (2.9) and ring property (2.2ii): 
3. ABSTRACT RECURSIVE FIXED POINT THEOREMS 
DEFINITION 3.1. Let .!I be a closed linear operator with domain and 
range dense in a Banach space X. Denote by R(A, U) the resolvent 
(AZ - U)-’ for A in the resolvent set p(U). For M > 0 and o E R denote by 
G(X, M, u) the set of all operators A = -U such that 
II[R(& W]‘ll <WA -WI-~, r-2 1, A>w. (3.1) 
Write G(X, M) = IJ _ m<w<m G(X, M, 0) and G(X) = U,&, > o WC W. 
DEFINITION 3.2. Let X be a Banach space and I%’ a closed subset of X. 
Suppose that a family A(t, U) E G(X) is given for 0 < f < T and u E I@. 
Family (A(t,u)} is said to be stable if there are (stability) constants A4 and ~ti 
such that 
II fJ [A(tj, pi) + Iv]-’ Ii< M(J- w)-~, ’ > 0, (3.2’ 
for any finite families jtj}j”=, and (ui)~=, c @ with 0 Q t, ,< . . . < f, < 7 
k = 1, 2.... . Moreover, Z7 is time ordered, i.e., [A(fj. uj) + 11~ ’ is to the lef 
of ]A(f,,, ujf) + a]-’ ifj >j’. 
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Remark 3.1. It can be shown (cf. (13, Proposition 3.31) that (3.2) can 
be replaced by the equivalent, but superficially stronger, condition: 
II 
]f! IA(g,~~)+‘,I-‘llCMjl (~j-~)-‘v Aj > w. (3.3) 
j-1 
Note also that a family A(& U) E G(X, 1, w) is automatically stable, with 
constants 1, w. 
DEFINITION 3.3. Let Y be a Banach space densely and continuously 
embedded in a Banach space X such that the norm of Y is determined by an 
isomorphism S of Y onto X: 
llullY= IIS~II,. (3.4) 
Let I@ be a closed ball in Y centered at 0 and let {A@, u)}, 0 < t ( T, u E fi, 
be stable with constants M and CIA Suppose that A,([, u) E G(x) is defined by 
A,(& u) = SA(f, u) s-l, (3.5i) 
D A,(l*u) = {?I E X: A@, u) s-‘0 E Y), (3.5ii) 
and that (A,(& u)) is also stable, with constants M, and 0,. It is explicitly 
assumed that Y is contained in the domain of A(& U) for each (t, u). 
Remark 3.2. Since (A,(t, U) -t ,I)-’ E B(X) if and only if (A(t, U) + A))’ 
Y c Y, it follows easily that R(A, -A(t, u)) is a bounded linear operator when 
restricted to Y and satisfies 
II R@v --A@, u))lly GM,/@ -q), A>O,. (3.6) 
More generally, the restriction of A(f, u) to S-ID, ,Cr,uj is in G(Y), with 
stability constants w, and M,. 
NOW let N>, 1 be given and set At = T/N. Given u,, E p, we are interested 
in the recursive solution of 
A(f,,U~)Uf: + (l/dt)u;= (l/d+&,, n = l,..., N, (3.7) 
for f, = n At, n = 0, l,..., N. 
THEOREM 3.1. Suppose Y is reflexive and set 
i@ = max(M, M,), 6 = max(o, w,), 
where i@ >, 1 is assumed. Suppose for fixed positive constants 6 and p the set 
@o= {UE ~ll~llY~~ll%ll,~ Il~llx~~lI%lIx~ (3.8) 
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is contained in W, where u = (1 + 6) fie” + “p’(’ + “’ and suppose that there 
exists a constant C such that 
IIA(t, u) -A((, OII,., ,< c Ilu - U’IIX. (3.9) 
for 0 < t < T and u, u’ E W. Then, for 
p’=r)[(l+6-‘)a+(l+p,(;+1)1. (3.1Oi) 
the (u:}:~, are characterized formally as fixed points of mappings 
Qi: W,, + W, (cf. (3.13)). If, in addition, ,u2 satisfies 
1 > (2 - 1 -w)-’ (M+MuCI(u,((, 
+ [((m, + 1)) cm1 + 4’1 II~oll.xl~ (3.lOii) 
then {Qc} are strict contractions on X with contraction constants given bl 
the r.h.s. of (3.lOii) as a decreasing function of N. In particular, the recursive 
equations (3.7) have unique solutions in this case. 
Proof For fixed N, assume inductively that (3.7) possesses a solution u,’ 
for n < m, where m > 1, such that 
n-l 
uf- , = n /t2R(u2, -A(fj, uy)) uoq p2 = (l/At). (3.11) 
j=1 
Rewriting (3.7), we see that ux may be displayed as a fixed point of the 
mapping 
To prove that Q = Qr maps PO into itself we combine (3.11) and (3.12) to 
obtain, for v E PO, 
Qu = -R(,u’ - 1, -A((,, v))u +,u2R(,u’ - 1, -A([,, ~1)) 
n-1 
x n ~‘R(,u*, -A(tj, ui”)) u. (3.13j 
j=l 
and application of (3.2) yields 
n--l 
II Qull, G M 0 II uollx + 
MP2 P2 
$-l--w ( ) p*-l---w p?--o IIUOIIX. 
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By the choice of N, 
and by the choice of N and u, 
~*~~;~,)($q-‘i ~*~~-~)‘~Ce”“‘““l+“)i 
< a/[(1 + @d]. 
In particular, )I QuII, < cr 1) uOllx. Now by (3.5), 
R(A, -A,@, 24)) = SR@, --A@, 24)) s-1. (3.14) 
Applying S to (3.13) and using (3.14) yields 
SQu = -RC,u* - 1, -A,&, u)) SV +,u*R(/* - 1, -A,&, v)) 
n-l 
X fl /J*R@*, -A,(fj, $)> SU, 
j=l 
and the estimation of 11 SQv 11, proceeds much like that of (1 QvI&. In par- 
ticular. 
It SQu lx < M1 pz - 1 -w, CJ II%I llx + 
so that (1 SQL~[[~ < c I(Su,(l,. We conclude that QI@,, c ti,. 
The contractive property of Q reduces to proving the estimate 
IIR@, -A([, u)) -R@, --A@, w))L ,< C, ((u - wllx/[@ -co)@ -co,)], (3.15) 
where C, = MM, C. Indeed, an application of (3. IS) to QU - Qrv, where Q is 
given by (3.12), leads to 
lieu-QW,,-;-, [M+p2-Cc;:w ll~ollx I 
+ c, II % II* 
( 
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and the r.h.s. of this expression is bounded via the r.h.s. of (3.1Oii), since 
M,/(,u* - 1 - ui) < S/(1 + 6) and since 
P2 
p*-&w,~l+ 
w,+ 1 P2 .s 
(1 + &‘)M,’ ( ) jIzG G (1 +OS)M. 
To verify (3.15) we note that by a perturbation theorem for resolvents. 
R(A -A(& w)) - R(A, -A(& u)) 
= WA, -A(4 W))[A(f, u) -A(& w)] R(/l. -(t, c)) (3.16) 
so that, by (3.9), 
I(R(JL, --A@, w)) - R(L -A(& u)jll 
< IIR@, -4, w))llx C IIu - wllx IIRK --A@, v))llk 
< ($--)(&) Cll~~-~4x. 
The final statement follows from the contraction mapping principle applied 
to the complete metric subspace w, of X, note that here we use the fact that 
Y is reflexive. 
4. EXISTENCE 
In the format of the previous section, we choose X = PL *(R”, iFi “), 
Y = PH’(R”, Rm) and 
A *(t, w) = A(f, w) + B(t, w) = SA(t, w) s- ‘. (4.1) 
As noted in Section 2, S is chosen as (1-A)“‘. In Lemmas 2.1 and 2.2. 
A(t, w) and B(t, w) are defined, respectively. We recall that the families 
{A(t, w)} and (A,(& w)} are stable on X, in the sense of Definition 3.2. This 
is a consequence of (1.6) and (2.7) (note that M = M, = 1). For consistency 
with Section 3 (cf. (3.4)), we choose the norm in RP(lR”, Rm) as 
II UII HS(nw = IlwIL:(~n). 
Note also that (3.9) is a consequence of (2.8) for I= 0. 
We now define the constant y of (1.1) by 
(4.2) 
y=l+c& (4.3) 
where (3 is defined in Theorem 3.1. To apply Theorem 3.1, we need only 
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determine p =p(y, r, T, )Iu~/),,~(~~)) and 6 such that w,, c WJcf. (3.8)). Given 
u,, E Y satisfying (1. I), select p such that 
(4.4i) 
and define 
S=re-“+“~)y~/(~(IUgJ(Hr(IRn))- 1. 
It is immediate from (4.4) that 
(4.4ii) 
(1 + 6) e(‘+l’p’yT I( uo(lHs(Rnj = r, (4.5) 
hence CJ II~ollHLRm, = r; a corresponding inequality holds in L’(lR”, I?“‘) and 
hence E0 c W,, . We thus conclude from Theorem 3.1 that solutions 
{u:} c W, exist for the semidiscretization (1.12) for sufftciently large N (cf. 
Lemma 4.2). 
We are now prepared to state the major lemma of this section. 
LEMMA 4.1. Under the hypotheses of Theorem 1.1, the solutions of 
(1.12) exist and satisfy 
II ~;lI”*(R”) < r7 k=O ,..., N, N>N,, (4.6i) 
II u; - u;- 1 llt,ow(m~C At N>,N,, (4.6ii) 
where N, is deJned in Theorem 3.1 (cf. (3.10)). 
Proof: Condition (i) has been established. For (ii), we may directly take 
the norm in HO(“)(R”) of the equation 
(u; - u;-. ,)/At = -A (tk, uf) u; (4.7) 
and use (i) in conjunction with the uniform estimate on A(t,, u:) from 
HS(R”) to HU(“)(R”) (cf. Lemma 2.3 with t = t,, t’ = t,, w = U: , w’ = 0). 
DEFINITION 4.1. For N,, given in Lemma 4.1 and N > N, define the 
piecewise linear and step function sequences by 
&(x, t) = u;(x) + ((t - k At)/At)(u;(x) - uf- ,(x)), (4.8i) 
$Cx, t) = u;- I(X), XEIR”, t,-,<t<tj( (4.8ii) 
for k = l,..., N. Finally, set D = 51 x (0, T). 
LEMMA 4.2. The sequence {u& } is bounded in Y, and the sequence (ut } 
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is bounded in L*((O, 7); PHs(R”)). In particular, there is a findion u E Y, 
and a subsequence (Nk} of {N} such that. 
Nk 
UPL - u (weakly in L*((O, ‘I); PHS(R”))), (4.9i) 
24;; -*u (weak-* in W’*Oc,((O, 7): H”“‘(lR”))). (4.9ii) 
Nlr 
UPL + u (in G,,W)~ 
(4.9iii) 
us ,“k-A u (weakly in L2((0, T); PHs(R”))), (4.9iv I 
u;+ u (in G,,(D)). (4.9v) 
ProoJ The boundedness properties follow directly from Lemma 4.1 and 
(4.8). By the compact injection of Y, into L’(f2, x (0, T)) for every 
(smoothly) bounded set Q,, the limits in (i) and (ii), which exist by weak 
compactness, are seen to coincide and lead to (iii). That the limit in (iv) may 
be taken to be u follows from (4.6ii) and (i) (cf. [ 11, p. 254 I). Finally, (v) 
follows from (iii) and (4.6ii). 
DEFINITION 4.2. Denote by a; and bN the step function sequences 
a,'y(X, t) = Uj(X, t, - 1, UT(X, t)), (4.1Oi) 
b.‘(x, t) = b(x, t, I, u.;(x, t)), x E R”. t,-, <t < I,, (4.lOii) 
for k = l...., N. For d in the test class of Definition 1.1, set 
k = O,..., N - 1, (4.lOiii) 
and 
#“(x, 0 = o;(x), XE IR”. fk-, <t < tk, (4.1Oiv) 
for k = 1 *..., N. Finally, set 
&,(x, t) = $“(x, I - AC), At<t< T, 
= 4(x, 0, 0 < t,<At. 
(4. IOV) 
and 
CN(x, 0 = (&(x, 0 - dN(x, ())/A(, At<t<T, 
= -a+hjat, 
(4.lOvi) 
O< (<At. 
LEMMA 4.3. The sequences {&} and ([“} are convergent in L’(D) to $ 
and -@/at, respectively. Similarly, for ( Nk} given in Lemma 4.2, {a?} and 
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(bNk) are convergent in L:,,(D) to ai(., ., u(., e)) and b(., ., u(., .)), respec- 
tively. Finally, (auNk/8xj} is weakly convergent in L*(D) for j = I,..., n. 
Proox The first statement is standard (cf. [ 11, p. 2571). The second 
statement follows from (2.9) (I = 1) and Lemma 4.2. The final statement 
follows from (4.9i). 
We are now prepared to verify that the limit function u E Y,, guaranteed 
by Lemma 4.2, satisfies (1.11). 
Proof of Theorem 1.1 (Existence). Use (1.12) as a starting point, dot 
multiply by #t-, and sum on k. An application of summation by parts 
followed by integration over R” yields 
N-l 
(4.11) 
Equation (4.11) may be rewritten as 
- (uo, d3Lz(m) = 0. (4.12) 
Now let N tend to infinity through the sequence (Ni}. One sees easily that 
I,“‘(-) dt, j&,,,, (.) dt + 0. Thus; taking limits in (4.12) and making use of 
Lemma 4.3 give 
.r 
+ 
J Ii 
-v Au + P 
0 
5 aj(., t, u) $ + b(., t, u)U 
j=l J 
+ (d-7 9, $(*, T))L2(R., - (uo, e.9 O)),*(m) = 0. (4.13) 
This is precisely (1.12) for T’ = T. The case T’ < T is similar and is omitted. 
Note that we have used here the fact that supp(#(-, t)) lies in a fixed compact 
subset of R” for each 0 < t < T. 
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5. UNIQUENESS AND THE VISCOSITY METHOD 
We observe at the outset that a standard regularization argument permits 
the test class in (1.11) to be broadened to 
z, = H*([o, T]; H-I(iR”, iRm))nL*((O, q; pHs(R”. Rm)j 
protlided the choice 4 = u (resp. # = u - ~3) is made in terms of the form 
i.e., in the leading term (resp. subtracted leading terms ) of ( 1.11). We also 
note the obvious inequality lIFin - Au u > 0 for u E Z,. The results of this 
section are related by an application of the continuous (or discrete) 
Gronwall inequality. To prepare for this, we present 
LEMMA 5.1. Let u, and u2 denote solutions in X, satisJvving (l.ll)for 
tjalues v, > v2 > 0. Then there is a constant C such that 
Constant C is independent of v,, v2 if u,(., t) and uz(., t) are in F?‘, for 
0 < I < T (cJ Theorem 1.1). 
Remark 5.1. Note that the uniqueness and convergence result (1.16) of 
Theorem 1.2 follow from (5.1). 
Proof of Lemma 5.1. Subtract the respective relations (1.11) involving 
u=u,. v=v,, and u=u2, v=v?, to obtain, for ~=u,-u~, and each 
0 < t < T. with E(ui) = E(t, ui), i = 1, 2, 
+; II u1 - u*ll:*(p”) - W(u, - ud, UI - %)L?,ml, 
= (v, - ~‘*W,, u, - UdL’(P”) -(E(u,) u, - E(u*) u2. u, - u*)L?,F”, 
= (v, - V2)Wl, Ul - UZ)LI(R”, - bw,m, - u2h u, - U2LqF.n) 
- (lw4 -Jw41 u23 u, - %)Ll,W 
204 JOSEPH W. JEROME 
where we have used (1.15) and (2.8). By the classical Gronwall inequality 
applied, after integration in r, we have, 
where C, 2 f ll*u, II*, C, 2 C II u2 lIL2tRnj + 4 are constants independent of u, 
and v2 if U, (., t) and u2(., t) are in qP for 0 < t < T. (5.1) is now immediate. 
The final statement of Theorem 1.2 follows from 
LEMMA 5.2. Let (Ufv,,) denote the step function sequence deJined by the 
solutions of ( 1.12) f or v > 0 and (Ut} the corresponding sequence for v = 0. 
Then 
11 u: - U~,vl(Lm((O,T);Lz(IFin)) G “9 (5.3) 
where C does not depend upon v. 
proof: With obvious definitions for uf,” and uf, we obtain from (1.12), 
with I$‘+ = ur,” -24; (1 (k<N), 
<q,,, Jq,“)LqR”) - (G-l,c9 ~t,“L2(Rnt - ~@G,P~ ~LL’W, *t 
= v(Auf, ?‘~,,,)~~~~n~ *t - (E($,,) uf,,. - E(u;) uii ~~,rhw *t 
< v* ll*~;Il~~~~n, *t + fll ~f’,vlk~m~ *t 
+ c ll4IIL2,Rn~ II ~~,“Ilt:uw *t, (5.4) 
where we have used (1.15), (2.8), and 
IU &I G Ilf IIL + t II ‘LdlL- 
Replacing the 1.h.s. of (5.4) by f(ll V~Svl(2 - 1) V~-,,L,l(2), and summing from 
k = 1 to k = 1, we obtain 
for each I= l,..., N, where C, > T(JAufl(&), C, > C II u~I(~~,~~, + t and *t 
is chosen so that (CIIU~~(~~(~~) + b) At < i. Note that, since u:E mP, C,, 
C,, and At can be chosen to satisfy these inequalities invariantly, At need 
only be sufficiently small. The discrete Gronwall inequality applied to (5.5) 
(cf. [ 11, p. 2511) yields (5.3) immediately via 
DISCRETE VISCOSITY METHOD 205 
Remark 5.2. The uniqueness of solutions of (1.11) in the dissipative case, 
implies the convergence of Ut to u in L&,(D) (cf. Section 4). This fact, 
combined with (5.3), yields the convergence of the diagonal sequence 
asserted in Theorem 1.2. The proof of Corollary 1.3 is an amalgam of 
Remark 1.3, Lemma 2.2, and the proof of [ 16, Lemma A2], as well as 
Theorems 1.1 and 1.2. The reader will note here that w  = 0 (cf. Remark 1.1) 
and w, is estimated by the constant c of Lemma 2.2 via Kato’s commutator 
estimate of [ 161 applied to (2.6). 
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