It is well-known that 50% or more of all jobs are obtained through informal channels i.e. connections to family or friends. As well, statistical studies show that observable individual factors account for only about 50% of the very wide variation in earnings. We seek to explain these two facts by assuming that the linking of workers and firms is mediated by limited network connections. The model implies that essentially similar workers can have markedly different wages and further that the inequality of wages is partly explained by variations in the sizes of workers' networks. Our results indicate that differences in the number of ties can induce substantial inequality and can explain roughly 15% of the unexplained variation in wages. We also show that reasonable differences in the average number of links between blacks and whites can explain the disparity in black and white income distributions.
Introduction
This study brings together two somewhat different economic questions. The first is the difficulty of explaining the distribution of income, in particular, wages. In a competitive world, wages should depend on worker characteristics (given the prices of outputs), however, a wide variety of statistical studies show that observable individual factors account for a limited part of the very wide variation in earnings. Known supply factors such as education, inherited abilities, or family characteristics, explain only about 50% of the existing variation in wages (see most notably Jencks et al. (1972) ).
The second concerns the nature of the labor market or, rather, the extent to which the institutions that govern the allocation and reward of labor can properly be called a market. The typical image of a market in economic theory or even in common parlance requires, in effect, connections of all buyers with all sellers. Out of equilibrium, with buyers and sellers making varying offers, a seller can choose among buyers and vice versa. With totally standardized goods and complete information about prices, each seller will seek out the highest-paying buyer and each buyer the lowest-charging seller, so that the market will quickly come into equilibrium.
If goods, in our case, workers' skills, are thoroughly standardized but price information is not free, a standard approach has been to assume random but limited or costly search. On the other hand, in a competitive world with no information barriers but where workers' productivities vary according the firms for which they work, each individual would be working for the firm at which he or she is most productive. If, further, there is a number of firms at which any given worker has the same maximum productivity, then competition among them will drive the wage up to productivity.
In fact, of course, the informational demands of such a system are impossible to meet.
In this paper, we raise a different combination of these questions, one more appropriate to the labor market. First, workers' productivities are not standardized but vary by firm. Second, the information channels are limited, but they are given, not objects of choice. We then assess whether the modified competitive equilibrium under these assumptions (limited connections and firm-specific productivities) gives some insight into the extent of the distribution of wages.
Let us start with some well-known facts about the labor market. Approximately 50% of all jobs are obtained through informal channels i.e. connections to family or friends. 1 This proportion appears slightly lower for blacks than for whites (Holzer 1987, Green, Tigges and Diaz 1999) .
Further, workers who have found their jobs in this way are less likely to quit and show higher overall job satisfaction, providing some evidence that these links improve the quality of the employee-job match (Datcher 1983, Simon and Warner 1992) .
Thus, the opportunities of individual workers are limited by the extent to which they have connections with firms. This fact, by itself, will give rise to income inequality even if all individuals are fundamentally the same, though not the same in all jobs. With limited connections, an individual worker will not find the job for which he or she is best suited. As a result, inequality may well appear in a model with limited connections due to the randomness of the connections. This stands in contrast to a neoclassical model with perfect matching of workers to jobs. If all workers are statistically the same, that is, have the same distribution of productivities over different firms, though not the same at each firm, then all workers would have the same wage (equal to their highest productivity).
Further suppose that different individuals have different degrees of connection to the economy.
Then workers with different numbers of links will on the average have different incomes and, it would be expected that the most highly connected workers would have the highest incomes (though there might be a variance). Hence, variability in the numbers of links will contribute to income inequality in a way additional to that of the variables which explain fundamental ability to supply goods.
To formalize this notion, we develop and present a simple model of the job acquisition process that explicitly accounts for the role of network connections. In this sense, we join the small but growing economics literature that models the role of social networks in labor markets. The earliest studies, by Staiger (1990) and Montgomery (1992) , examine how employment, turnover and wages vary with the source of one's job. Taking different approaches, Montgomery(1991 , 1994 ), Krauth (2001 ), and Calvo-Armengol and Jackson(2003b , 2003a more explicitly focus on how equilibrium outcomes vary with the structure of these networks.
In contrast, we focus on the chance elements introduced by the limited number of connections and by the variability of the numbers of connections across workers. The model assumes that workers are equally able on the average, though of course their productivities at specific firms vary.
How many connections they have and which firms they are connected to are taken as random variables. Using numerical simulations, we generate wages for these workers as well as the resulting wage distributions in the population and analyze the extent to which differences in the number of links contribute to inequality. We also make a preliminary stab at examining whether it is conceivable that the differences in the black and white income distributions could be explained largely by average differences in the degree of connection.
Our results indicate that differences in the number of ties can induce substantial inequality and can explain 15-20% of the unexplained variation in wages. We also show that reasonable differences in the average number of links between blacks and whites can explain the disparity in black and white income distributions. The model predictions for firm profits, and for the number of jobs found by informal means are both higher than real world values, yet the overall results seem promising and support the argument for the explicit inclusion of an individual's information network as a major component of social capital.
Model
To formalize the role of social networks, we offer a simple static model of the job acquisition process.
The model posits a large number of workers indexed by w and a set of firms indexed by f . We first describe the workers, then the firms.
Workers
In this model, workers possess two important qualities; their ability to produce output and their social network. In order to focus on the connection between networks and inequality, we assume that all workers have the same ability (mean productivity) yet their productivities vary across firms.
More precisely, each worker w has ability a w , although these are assumed to be the same for all workers. His or her productivity, p wf , at firm f is then assumed to be log-normally distributed.
Thus, log productivity P wf is assumed to be normally distributed N (A w , h −1 p ) centered on log ability, with precision (reciprocal of variance) h p . 2 Conditional on ability, the worker's productivity is independently distributed across firms.
In addition, each worker is endowed with a social network offering links to a fixed number of firms. The role of these network connections is simply to offer more information about a worker to those firms to which he or she is connected. In contrast to the prior work by Staiger (1990) , the size of this network varies across workers. In particular, we assume a Poisson distribution for the number of ties in the population.
It is important to note that we make no assumptions about particular network structures. This is in contrast to the recent work by Calvo-Armengol and Jackson(2003b, 2003a) where network structure is the primary focus. The model is also agnostic about issues of strong vs. weak ties (Granovetter 1974 , Montgomery 1992 or whether the worker is directly connected to the firm or perhaps has second level connections through other individuals (Krauth 2001) . Any situation in which firms can learn more about their match with some workers than with others is contained in this set-up.
Firms and Wages
To assign workers to firms, we assume risk neutrality and that firms bid on workers based upon the expected value of the worker to the firm. However, the information available to different firms varies in this model. While ability is assumed to be common knowledge, evidenced by educational level or other public information, a worker's productivity at any given firm is not directly observable by either firms or workers themselves. Instead, the firms to which a worker is connected observe a noisy signal of that productivity. In contrast, "uninformed" firms see only the workers ability.
The signal available to the informed firms is S wf = P wf + u wf , where u wf is assumed to be distributed N (0, h −1 u ). Given this signal, each "informed" firm f can then estimate the expected productivity at their firm for each worker w. With the given distributions for productivity and the 2 We use capital letters to denote the natural logarithms of variables denoted by small letters.
signal, the posterior distribution for productivity is:
Firms not linked to individuals also bid in this model. It is likely that a worker involved in searching for work may send a resume or call an employer at which he or she has no individual link. In such a case, the unlinked firm receives no additional signal above and beyond "publicly" available information; therefore, the expected value of the worker is equal to the (publicly known) ability level, a w .
To set wages, we first assume that firms bid for workers in a second-price auction. Under the assumption of risk neutrality, this guarantees that firms will bid the mean of the posterior distribution of productivity. To be consistent with a second-price auction, we include at least two uninformed bidders so that workers with zero links to firms still have a second bid.
Actual wages are set at the Nash bargaining solution where the workers and the firms equally split the difference between the highest and second highest bid. This assumption is borrowed from the dynamic search literature, and although it may seem ad hoc in this model, it leads to cleaner results as discussed in the last section. 3
Simulation
To analyze the wage patterns generated by our model, we simulate the results. While it may be possible to generate analytic comparative static predictions for the case of fixed ties, the assumption of a distribution of ties in the population makes simulation the preferred method. This numerical approach also allows us to calibrate the model and to make some first pass guesses as to how quantitatively important these effects may be. In this section, we discuss the simulations and their results. A discussion of the calibration is deferred to the next section.
Method
The basic mechanics of our simulations involve two steps. In the first step, we assume a fixed ability for all workers and a distribution of productivity around this mean. We also fix the value for the precision of the signal and vary the number of ties from 1 to 25. Thus for a given iteration (e.g.
signal precision =.1, ties = 7), we generate productivity values and signals for each individual at each firm.
In the results presented here, we have generated 20,000 workers. Thus in the example, we would
generate productivity values at 9 firms for each of the workers (180,000 productivities) and signals at 7 of those firms (140,000 signals). From these productivities and signals, we determine the bids and wages. It is then easy to compute the mean and variance of these, and their logarithms, across all 20,000 workers. This is done for each specification of signal precision and number of ties.
In the second step, we choose various values to describe the distribution of ties in the population.
With our assumption that ties are Poisson distributed, we need only pick one parameter, λ, to describe the distribution. Thus, for each value of λ and value of signal variance, we can describe the mean and variance of log income in the population.
To simulate the model, we need values for the four main parameters; the mean and variance of productivity, the variance of the firm's signal and the distribution of ties in the population. To begin, we assume the mean and variance of the logarithm of productivity to be 2.3753 and 0.86559, respectively. These values are taken from the calibration exercise and are discussed in the next section.
With no empirical data to rely upon, we run all of our simulations at three values for the variance of the signal: 0.00, 0.10, and 0.25. The first case corresponds to a prefect signal; firms are fully informed of the workers' productivity at their own firm.
To assess the next two cases, consider the perfectly informed employer who sees a signal of 3.306, one standard deviation above the mean. He or she knows productivity to be roughly $27,000 for that worker. In contrast, with a signal variance of .1, the same employer would judge productivity to be just under $27,000 with a standard deviation of nearly $8,000. In the case of signal variance equal to .25, the employer would estimate productivity at $24,000 with standard deviation of about $11,000. On their own merits, these numbers seem reasonable. As well, they seem like reasonable benchmarks given that an uninformed firm would estimate productivity with a standard deviation of over $19,000.
The last needed parameter is the number of ties. We examine the results of the simulations in two steps, first looking at the distribution of wages for populations with a fixed number of connections, and then examining populations with varying numbers of ties. Thus, in the first set of results, we examine homogeneous populations with 0 to 25 informed bidders. In the second set, we create populations with Poisson distributed numbers of ties ranging from λ equal 1 to 8.
Results
The first set of results is displayed in Table 1 , detailing the mean wage, mean output, and the mean and variance of log-wages for various signal variances and level of ties. As expected, the average wage is strictly increasing in the number of ties. This is precisely the result from the model of wages and ties in Montgomery (1991) . Individuals with 0 or 1 tie earn of $16,578 (the expectation of their productivity) while a worker with five ties will earn nearly double that amount. Obviously, mean log-wages are also monotonically increasing.
An interesting pattern emerges however, among the variance of wages. At the lower end, the variance of wages rises as increasing ties offer more and more workers the chance to earn wages above their productivity. As the number of ties grows however, the variance drops. In the limit, we expect the variance to go to zero as all wages are tending to infinity. This is exactly the pattern we see in Table 1 , however it is most apparent in the simulation for a signal variance of 0.25. Here the variance of log wages increases up to ten ties and then falls over the remaining range. in Table 2 . As expected, the average wage is increasing as the average worker is better connected.
The variance of log wages also follows the same pattern as above, rising first and then falling.
Our last main result is included on the line labeled Per Var. This value represents the percentage of overall variance in log wages attributable to differences in the number of ties among individuals.
It is rather startling to find that roughly 13% -15% of the variation in log wages is from this source.
As described earlier, measurable differences among individuals may explain 50% of the variation in wages. Since all individuals are identical in observable characteristics, this portion of the variation is already ignored. Among the remaining 50%, our model indicates that nearly 1/6th is attributable to differences in human capital while the remaining portion is the result of variations in the quality of the worker-firm match.
To assess the model, we also examine two other predictions: the difference between output and wages, and the percentage of jobs found through network connections. For low numbers of ties, the level of output per worker is substantially higher than the wage, approximately 25% higher. The gap lessens somewhat slowly so that the difference is still over 20% for workers with the highest number of ties. This outcome is the direct result of our assumption that log-wages are normally distributed, the properties of order statistics on normal variables, and our assumption that workers and firms split the difference in the two highest bids. With low numbers of draws the differences between the first and second order statistics of normal variables are quite large leading to this apparent anomaly. The assumption of one-half for the Nash bargaining parameter mitigates this result, but still leaves a large gap between wages and output.
The percentage of jobs found through network ties is detailed on the line labeled "Percent Ties"
in Table 2 . For populations with an average of three or four ties, the model predicts that roughly 60% of jobs are filled by workers who used informal contacts. This is a bit higher than, although consistent with, the empirical values from many of the studies previously cited. The percentage rises as the number of ties in the population rises, and at the extremes all jobs are found this way.
Calibration
In order to perform the simulations above, we needed values for the parameters of the productivity distribution. In order to obtain these, we chose to calibrate the model to some existing data. To emphasize the role of limited connections, we will use separate wage distributions for blacks and whites but assume that the "objective" conditions, the mean and variance of productivity, are the same for both groups. They differ only in the distribution of ties. More precisely, we ask the following question: Given no signal noise, what values for the mean and variance of log productivity and for the distribution of ties for Blacks and Whites, will yield a distribution resembling an empirical distribution that we chose? In other words, can we find reasonable values for the four free parameters that will generate the 'true' wage patterns for these two populations?
Method
To do this, we first chose the population to be 24-39 year-old men who completed high school but had no college education and who worked full time for 50-52 weeks during the year. We strove for as homogeneous a group as we could get data on in order to let the model explain the To perform the calibrations, we use a polytope search method over this four dimensional space (mean and variance of log productivity, λ w and λ b ). Since we are targeting four values i.e. mean and variance of log wages for Blacks and Whites, we inherently have a system of four non-linear equations in four unknowns. From this, we create the distance function equal to the Cartesian distance from each of these equations' results to the targets and we search for any zeros for this function. Since this search method will converge to any local minima, we grid search over a wide range of reasonable values.
Results
The only minimum found over the searched grid exist at the values listed in Table 4 . These are precisely the values used to perform the simulations in the previous section. The question that remains is whether the number of ties in these simulations is reasonable.
While there is little direct evidence on this point, there is some prior empirical work. In 1985, the General Social Survey included questions regarding the social networks of individuals. As Marsden (1987) describes, the 'GSS network data concern those persons with whom a respondent "discusses important matters", whether these be family, finances, health, politics, recreation or other things.'
As such, it is hard to say that this is a broader or narrower network definition than we would like.
Given the inclusion of the word 'important', it is easy to believe that this name generator would lean toward strong ties of a reasonably intimate matter, a view shared by Marsden. However, given any lack of specificity regarding what matters one discusses with these individuals, the list may be overly broad. For now, we use it as a first benchmark in our analysis.
In Marsden's study, the average size of the network was 3.01, with roughly half of these individuals being kin. These size of the networks do not vary much by gender, but do vary by race and education. Average network size is highest for Whites (3.01) and lowest for Blacks (2.25) and these values are not far from the values we find, 5.7 and 3.2 respectively.
Conclusion
Since De Schweinetz' (1932) early study of full-fashion hosiery workers in 1930, we have known about the importance of social connections in the labor matching process. The results above
A Appendix
Below we detail the partition for the variance of wages into the part attributable to differences in the level of ties and the part from differences in draws among workers with same size networks.
V ar(w i ) = E(w 
