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Abstract
We consider the problem of multiple-input multiple-output (MIMO) sampling of multiband signals.
In this sampling scheme, a set of inputsignals are passed througha linear time-invariantcontinuous-time
MIMO channel. The inputs are modeled as multiband signals whose spectral supports are arbitrary sets
of ﬁnite measure, and the channel characteristics are assumed known. The channel outputs are sampled
ondifferentnonuniformsamplingsets. Theobjectiveis toreconstructtheinputsfromtheoutputsamples.
This schemeis a verygeneraland it encompassesvariousotherschemes, includingPapoulis’generalized
sampling and nonuniform sampling as special cases.
We ﬁrst deﬁne joint upper and lower densities for a collection of sampling sets. We then derive
necessary conditions on these densities for stable sampling and consistent reconstruction of the channel
inputs from the sampled outputs. These are generalizations of Landau’s necessary density results for
stable sampling and interpolation of single channel multiband signals. For stable MIMO sampling and
consistent reconstruction we also ﬁnd that the channel must satisfy additional conditions on the singular
values of the submatrices of its transfer function matrix. All these necessary conditions trivially apply to
the blind channel problem.
Keywords: stable sampling, frames, interpolation, reconstruction, multiband signals, multiple-input
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1I. INTRODUCTION
Multichannel deconvolution or multichannel separation of a convolutive mixture is an important prob-
lem arising in several applications and has attracted substantial interest recently. The problem, simply stated,
deals with a multiple-input multiple-output (MIMO) channel whose outputs can be observed, and the pri-
mary goal is to invert or equalize the channel to recover the original input signals. In general, the channel
inputs have overlapping spectra and share a common bandwidth. Some example applications where MIMO
channels arise are multiuser or multiaccess wireless communications and space-time coding with antenna
arrays, or telephone digital subscriber loops [1–4], multisensor biomedical signals [5,6], multi-track mag-
netic recording [7], multiple speaker (or other acoustic source) separation with microphone arrays [8,9],
geophysical data processing [10], and multichannel image restoration [11,12].
While much of the recent work on MIMO equalization has been on the so-called blind problem, we
consider the non-blind problem and assume that the channel characteristics are either known or that they can
be estimated accurately using known test input signals. Thus, instead of the problem of blind equalization,
we focus on a simpler problem. In practice, digital processing is used to perform the channel inversion,
whereas the channel inputs and outputs are continuous-time signals. Consequently, the channel outputs
need to be sampled prior to processing. In other words, the objective is to reconstruct the channel inputs
from the sampled output signals. Therefore, the MIMO channel inversion problem can be restated as one in
sampling theory, and we call this sampling scheme MIMO sampling. We study this problem entirely from
the perspective of sampling theory, although the problem could, equally well, be viewed as one of channel
equalization. The questions that we address are to determine necessary conditions on the sampling densities
and the MIMO channel to allow its inversion. These necessary conditions also trivially apply to harder
problem of blind MIMO equalization in the presence of sampling.
The MIMO sampling problem is formulated as follows. Let
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attempt to reconstruct the channel inputs from the output samples. This sampling scheme is very general and
subsumes various other sampling schemes asspecial cases. Forinstance Papoulis’ generalized sampling [13]
2is essentially a single-input multiple-output (SIMO) sampling scheme, i.e.,
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of Papoulis’ sampling expansion to vector valued inputs considered by Seidner and Feder [14] is also a
special case where all input channels have identical low-pass spectra, i.e.,
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interesting SIMO sampling scheme applicable to general signal spaces including wavelet and spline spaces.
However, we restrict our attention to multiband signal spaces alone.
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Figure 1: MIMO sampling.
Landau [16,17] proved the following fundamental result for sampling and interpolation of multiband
signals. Let
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problem is that the density of
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4 can take arbitrary values only if
4 is sufﬁciently sparse. Alternatively, the density of
4 can be
interpreted as a lower bound on the size of the class of multiband signals with spectral support
￿ , in which
a solution to the interpolation problem is guaranteed to exist, where “size” refers to the Lebesgue measure
of the spectral support
￿ .
Gr¨ ochenig and Razaﬁnjatovo [18] recently provided a simpler proof of Landau’s result. Their technique
also allowed them to prove necessary density conditions for some derivative sampling schemes. However,
all their results, unlike Landau’s, are applicable only when the boundary of the set
￿ has zero measure.
3The purpose of this paper is to extend the idea of [18] to prove more general results for MIMO sampling
while removing the restriction on the boundaries of the spectral supports. We consider only single variate
functions in our analysis (
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problem for classical single input sampling, and (2) is the analogue of the interpolation condition in (1).
However, we call (2) the consistency condition1 rather than the interpolation condition. Roughly speaking,
this condition implies that the channel outputs on the sets
4
￿ can take arbitrary values, and this requires that
4
￿ be sufﬁciently sparse. Equivalently, these conditions can be interpreted as minimum size requirements
on the sets
￿
-
￿ .
Note that although the sampling theorems for special cases considered in [13,14] provide sufﬁcient
densities for uniform or periodic sampling, these are not shown to be necessary for arbitrary, nonuniform
sampling of the channel outputs. In Section II-A, weintroduce some notation and review some mathematical
background. In Section III, we establish necessary conditions on
5
4
￿
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consistent MIMO reconstruction. For stable reconstruction, we prove that the sum of densities of
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￿ is lower
bounded by the sum of the measures
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￿ . Similarly, for the consistency problem, the sum of densities of
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is upper bounded by the sum of the measures of
￿
￿ . Apart from these natural generalizations of Landau’s
results, we also derive necessary conditions on the joint density for each sub-collection of sampling sets, as
well as conditions on the channel transfer function. These bounds provide an outer bound on the region of
achievable densities. We provide examples to illustrate the results.
II. PRELIMINARIES
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1Equation (2) does not describe an interpolation problem because the multichannel samples are not samples of the input signals
themselves.
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The following proposition, which is proved in the Appendix, is used later to characterize the region of
achievable densities.
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B. Stable sampling and consistency
The following material on frames is standard (cf. [19,20]). Let
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is not true. However, if a Riesz-Fischer sequence is also a frame, then it is a Riesz basis. The notions of
frames and Riesz-Fischer sequences are used in much of our analysis in Section III.
In the context of classical multiband sampling, the class of input signals is the separable Hilbert space
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2 is a bound on
the ampliﬁcation of the normalized perturbation energy. Similarly, it can be shown that a perturbation of
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Thus, the stability condition in (11) guarantees that the errors in the sampled signal or its samples cannot
produce arbitrarily large errors in the reconstructed signal. Conversely, if this condition is not satisﬁed, then
there exist bounded inputs or perturbations in the samples that produce unbounded errors in the reconstruc-
tion. Therefore, this is a natural condition to impose on any sampling system.
The set
4 is called a set of interpolation if there exists
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4 is a set of interpolation.
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@ being a Riesz-Fischer sequence in
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. There
are several practical implications to
4 being a set of interpolation. First, it implies that any data sequence
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whose samples on
4 agree with the data sequence.
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4 are nonredundant because each sample is completely
independent of all the others. If
4 is not a set of interpolation, then the samples of
￿
.
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in a subspace of
￿
2 , and are linearly dependent, with some samples completely determined by the others.
Finally, if
4 is a set of both sampling and interpolation, then
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@ is a Riesz basis for
￿
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The theory of frames thus provides a convenient tool to study sampling [21].
We shall now generalize the above notions of stable sampling and interpolation for the MIMO problem.
Recall that the channel input and output signals are related to each other as
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The norm on
a is clearly deﬁned as
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c
. In the rest of this paper let
3 and
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denote index sets
for the components of the channel inputs and outputs, i.e.,
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then it is clear that
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captures all the nonzero elements of
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. Hence, the channel output in the
frequency domain can be expressed as
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where
K
￿
￿
￿
￿
, the Fourier transform of
￿
￿
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￿
￿
, is called the channel transfer function matrix.
Deﬁnition 1. A collection of discrete sets
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sampling w.r.t.
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where
*
￿ is the
￿ -th standard basis vector.
Now, (18) is equivalent to the condition that
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@ is a frame for
a . This
observation, as in the case of classical sampling, implies that we can perform the reconstruction of the
channel inputs from the output samples using the dual frame as the set of interpolating functions. Also,
the stability condition in (18) guarantees that the errors in the sampled signal or its samples do not produce
arbitrarily large errors in the reconstructed signals. The condition number for the MIMO sampling scheme
is
￿
￿
￿
￿
￿
h
Z
￿ .
9Deﬁnition 2. A collection of discrete sets
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for every ﬁnite sequence
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@ . It turns out that the above characterization of consistent MIMO recon-
struction is easier to use than Deﬁnition 2. Finally, we point out that if a collection of discrete sets
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C. Notions of sampling density
A discrete subset
4
?
￿
5
￿
7
*
8
:
￿
<
.
>
A
@
￿
￿
￿ is called uniformly discrete with separation
￿ if
￿
7
￿
￿
￿
7
8
￿
￿
Z
￿
￿
￿
￿
￿
￿
￿
￿
E
￿
<
￿
Let the maximum and minimum number of sampling points of
4 found in any interval of length
￿
￿
￿
be
denoted by
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
￿
and
￿
￿
￿
￿
4
￿
￿
￿
￿
Q
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
￿
(21)
10respectively, where
￿
￿
￿
￿
denotes the cardinality of a set
￿ , and
￿
￿
￿
￿
￿
￿
 
5
f
C
.
￿
:
￿
C
￿
￿
￿
￿
￿
￿
@
is a closed interval of length
￿
￿
￿
centered at
￿
. For a discrete set
4 , the upper and lower densities are deﬁned
as
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿ and
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
Q
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿ (22)
respectively. See [21] for several other notions of density for nonuniform sampling. Although traditionally
written as “
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￿ ,” the limits in (22) can be replaced by simple limits [21]. If the lower
and upper densities coincide, this density is called the uniform density and is denoted by
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this does not mean that the sampling points in
4 are uniformly spaced. Any large interval of size
￿ contains
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[22].
When dealing with a collection of sampling sets, as in the MIMO setting, it is useful to deﬁne joint
densities for the collection. In [22], we introduced the following generalizations of the densities deﬁned
earlier.
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From these deﬁnitions it is clear that
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￿ has uniform density, the collection
5
4
￿
@ also has uniform joint densities given by
￿
￿
4
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
"
￿
#
%
$
￿
￿
4
￿
￿
￿
We use the above properties later without explicitly stating them. ﬁnally, we restate the following proposi-
tion, which is proved in [22].
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III. NECESSARY DENSITY CONDITIONS
A. Previous Results and a New Comparison Theorem
Our aim in this section is to prove necessary density conditions for MIMO sampling of multiband sig-
nals. These results are analogous to Landau’s density result for nonuniform sampling of multiband signals
[16,17]. Gr¨ ochenig and Razaﬁnjatovo [18] provided a simpler proof of Landau’s result. Their idea allowed
them to prove some results for derivative sampling. With some modiﬁcations, the results in [18] can also be
extended to SIMO sampling and interpolation. However, these results apply only to signals in the class of
multiband signals
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￿
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￿
￿ , i.e., the boundary of
￿ has measure zero. Most sets of prac-
tical interest satisfy this condition, while several pathological sets such as nowhere dense sets are excluded.
12Unfortunately, the condition also excludes some reasonable sets. For example, let
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9
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￿
by a set of measure zero. In other words their results do not apply to some elementary classes of
signals under a simple disguise.
The following theorem, which is proved in [22], is a stronger version of the main result in [18]. This
theorem allows us to compute necessary density conditions for the stable MIMO sampling and consistent
reconstruction. However, the theorem is very general, involving arbitrary signal spaces, and can potentially
be used for proving necessary density conditions for sampling problems in wavelet or spline spaces.
Theorem 1 (Comparison Theorem). Let
a
￿
￿ and
a
￿
￿ be closed subspaces of
a
￿ , and let
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , and
4
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿ be discrete subsets of
￿ such that all
￿
￿
￿
4
￿
￿
￿
￿
I . Suppose that
￿
*
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
are such that
5
￿
￿
￿
￿
￿
￿
￿
:
C
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
@
￿
￿
a
￿
￿
is a Riesz-Fischer sequence in
a
￿
￿ with bound
￿
i
￿ , and that
5
￿
￿
￿
￿
￿
￿
:
7
.
4
￿
’
￿
=
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
￿
@
￿
a
￿
is a frame for
a
￿
￿ . Then
￿
￿
￿
4
-
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
Z
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (27)
if all
￿
￿
￿
￿
￿
￿
￿
￿
I , where
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
7
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
In particular,
￿
￿
￿
￿
￿
￿
￿
￿
I is guaranteed whenever all
￿
￿
￿
￿ .
Note that
a
￿
￿ and
a
￿
￿ are arbitrary subspaces in
a
￿ . However, the comparison theorem is most pow-
erful when we let the spaces be nearly the same. In this case, the coefﬁcients
￿
￿ would be small, thereby
yielding the following density bound:
￿
￿
￿
4
-
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
Z
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
$
#
￿
where
#
i
￿ is a small quantity representing the summation in (27) involving the terms
￿
￿ . The import of
this statement is roughly that a frame, being an overcomplete sequence in a Hilbert space
a , is “denser”
(contains more vectors) than a Riesz-Fischer sequence
a . By using an appropriate limiting argument, we
13can then show that
#
i
￿ can be made arbitrarily small, yielding
￿
￿
￿
4
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
Z
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
We illustrate the use of this theorem in the next section, where we derive necessary density conditions for
the MIMO sampling problem.
B. Density conditions for stable sampling
We begin with the following lemma, whose proof can be found in [22]:
Lemma 1. Let
￿
.
￿
￿
￿
￿
$
￿
￿
2
￿
￿
. then
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
satisﬁes
￿
￿
.
0
)
2
￿
￿
￿
and
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
2 for some
￿
￿
￿
￿
￿
2
￿
￿
$
￿
L
i
￿ that depends only on the
difference
￿
￿
2
￿
￿
$
￿
. Moreover, if
4
?
￿
 
5
￿
7
￿
:
<
.
>
A
@
￿
?
￿ is a discrete set with
￿
￿
￿
4
￿
￿
I , then
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
7
8
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
(28)
for all
C
.
￿ ,
￿
Z
￿ , and some
￿
￿
￿
￿
￿
￿
4
￿
i
￿ . In particular
"
8
￿
￿
￿
￿
￿
￿
￿
7
8
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
Lemma 1 says that the samples of a bandlimited signal on a sampling set of ﬁnite upper density cannot
be arbitrarily large. As we shall see later, it is a simple but powerful result.
We now introduce a few quantities relevant to the main result that follows shortly. Deﬁne the following
separable Hilbert spaces:
a
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
￿
￿
i
￿
9
￿
a
￿
￿
￿
0
2
￿
￿
￿
￿
!
￿
and let the inner product on both spaces be deﬁned as in (15). Note that
a
￿
￿ is the space of vector functions
whose
￿ components are bandlimited to the frequencies
￿
￿
￿
￿
￿
￿
. Let
￿
￿
￿
:
a
￿
￿
￿
￿ denote the orthogonal
projection operator onto a closed subspace
￿
￿
a
￿ .
14Deﬁnition 4. A subspace
￿
￿
a
￿ is called shift-invariant if
￿
￿
￿
.
’
￿ for all
C
.
￿ whenever
￿
.
’
￿ .
Evidently
a
￿ and
a
￿ are shift-invariant spaces. We write
￿
￿
￿ whenever
b
￿
￿
￿
c
￿
￿
￿ for all
￿
.
L
a
￿ .
The following properties of a closed shift-invariant subspace
￿
￿
a
￿ can be veriﬁed easily.
Proposition 3. Suppose that
￿
.
+
a
￿ ,
C
.
/
￿ , and
￿
￿
j
a
￿ is a closed shift-invariant subspace. Then
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , and
￿
￿
￿
￿
￿
D
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , i.e., translation commutes with orthogonal
projection onto
￿ .
Proof.
￿
￿
￿
Suppose that
￿
￿
￿ . Then
b
￿
￿
￿
￿
￿
c
￿
b
￿
￿
W
￿
￿
￿
￿
c
￿
￿ whenever
￿
.
￿ and
C
.
￿ because
￿
￿
￿
￿
.
L
￿ . Hence
￿
￿
￿
￿
￿
￿ . To prove
￿
￿
￿
, note
￿
￿
^
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
’
￿ . For arbitrary
￿
.
’
￿ , we have
b
￿
￿
D
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
b
￿
￿
D
￿
￿
￿
￿
￿
￿
c
￿
￿
b
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
b
￿
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
￿
b
￿
￿
￿
￿
￿
^
￿
￿
￿
￿
c
￿
b
￿
￿
￿
￿
￿
c
￿
￿
b
￿
A
￿
W
￿
￿
￿
￿
c
￿
￿
9
￿
proving that
￿
￿
D
￿
￿
￿
￿
￿
J
￿
￿
￿
￿
￿ .
We are now ready to compute necessary density results for stable sampling in the MIMO setting using
Theorem 1.
Theorem 2. Suppose that
￿
￿ ,
￿
.
3 are real sets of ﬁnite measure, and
4
)
￿ ,
￿
￿
.
￿
are discrete sets with
￿
￿
￿
4
￿
￿
￿
I that constitute a stable collection of MIMO sampling w.r.t.
K
￿
￿
￿
￿
for
a
￿
￿
￿
￿
$
￿
 
￿
￿
￿
 
￿
￿
￿
!
￿
. Then for every
￿
￿
￿
,
￿
￿
￿
5
4
￿
:
￿
.
￿
￿
@
￿
1
Z
!
"
￿
￿
#
%
$
￿
￿
￿
A
￿
￿
￿
￿
￿
￿
￿
O
W
P
￿
Q
￿
R
￿
K
￿
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (29)
where
4
￿
￿
5
￿
:
￿
.
￿
A
￿
+
@ and
￿
￿ denotes the complement of
￿ in
￿
. Furthermore, if
￿
￿
￿
￿
￿
Q
￿
￿
￿
￿
￿
C
Y
;
‘
@
B
A
￿
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
9
￿
￿
￿
￿
￿
￿
/
￿
A
￿
+
￿ (30)
for some
￿
j
E
￿
￿
, then the inequality in (29) is strict.
Proof. Note that
￿ is the set where
4
￿ is not empty. Let
￿
￿
￿
be a ﬁxed subset. We consider two cases:
ﬁrst suppose that either
￿
 
￿
￿
or (30) does not hold. In this case take
￿
￿
￿
￿
￿ . Otherwise
￿
E
￿
￿
, so we
can deﬁne
￿
￿
￿
P
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿ (31)
15where
￿
￿
and
￿
are quantities deﬁned in Lemma 1. Let
#
￿
i
￿ be such that
￿
#
2
￿
￿
h
￿
￿
, where
h is
the lower stability bound in (18). Since (30) is satisﬁed in the second case, there exists a set
￿
￿ such that
￿
￿
￿
￿
￿
i
￿ and
C
Y
;
‘
@
B
A
￿
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
#
￿
+
￿
￿
￿
.
￿
￿
￿
￿ (32)
Without loss of generality, assume that
￿
￿
￿
￿
￿
￿
￿
V
￿
￿
for some
￿
.
￿ . In fact, (32) is satisﬁed in both
cases. Let the cardinality of the set
4
￿ be denoted by
￿
4
￿
￿
, i.e.,
￿
4
￿
￿
￿
!
"
￿
￿
#
%
$
￿
￿
￿
￿
.
￿
A
￿
￿
￿ (33)
Let the dimension of the null space of
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
be denoted by
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
￿
￿
O
7
P
￿
Q
S
R
￿
￿
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿ (34)
and let the columns of
￿
￿
￿
￿
￿
￿
.
#
￿
2
￿
￿
&
￿
M
￿
￿
￿
￿ form an orthonormal basis for the null space of
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
.
For
￿
.
￿
￿ , let
￿
￿
￿
￿
￿
￿
￿
.
#
￿
2
￿
￿
&
$ be a unit-norm right singular vector of
K
￿
￿
￿
0
2
￿
￿
￿
￿
￿
corresponding to
its smallest nonzero singular value. We can always choose
￿
￿
￿
￿
￿
￿
and
￿
￿
￿
￿
￿
￿
￿
to be measurable functions.
Clearly,
￿
￿
￿
￿
￿
￿
￿
is orthogonal to the columns of
￿
￿
￿
￿
￿
￿
for
￿
.
￿
￿
￿ . Therefore,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
if
￿
.
￿
￿
￿ ,
￿
￿
￿
￿
￿
￿
otherwise
￿
has orthonormal columns for all
￿
. Let
￿
￿ be the set where
￿
￿
￿
￿
￿
contains
￿ columns, i.e.,
￿
￿
A
￿
5
￿
:
￿
￿
￿
￿
￿
D
V
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
@
￿
￿
.
’
3
￿ (35)
The sets
5
￿
￿
￿
@ are clearly disjoint sets of ﬁnite measure. Therefore, for any
￿
i
￿ , there exist ﬁnite collection
of disjoint intervals
5
￿
￿
￿
￿
￿
:
￿
.
3
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
@ such that the sets
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
.
’
3 (36)
approximate
￿
￿ in the sense that
￿
￿
￿
￿
￿
￿
￿
‘
￿
￿
￿
￿
￿
￿
￿
￿
2 and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2 . It follows that
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
"
￿
￿
#
%
$
￿
￿
￿
2
￿
￿
￿
￿ (37)
16It is also clear that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
2 . Consequently, we have
￿
￿
￿
￿
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (38)
Now, deﬁne
￿
￿
￿
￿
￿
￿
.
L
#
!
&
￿ on
￿
￿
￿ for each
￿ as follows:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
5
7
0
2
￿
￿
￿
￿
￿
￿
￿
if
￿
.
￿
￿
￿
￿
￿
*
￿
￿
￿
*
$
￿
￿
￿
￿
￿
W
*
￿
￿
if
￿
.
￿
￿
￿
￿
￿
\
￿
￿
￿
(39)
where
￿
is the
￿
 
;
￿ identity matrix. Note that the columns of
￿
￿
￿
￿
￿
￿
form an orthonormal set of vectors
for each
￿
.
￿
￿
￿ . For each
￿
.
3 , let
￿ and
￿ be indices such that
￿
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿ . For
convenience let
￿
￿
￿
+
￿
￿
￿
￿
￿
denote an invertible mapping from the triplet
￿
￿
+
￿
￿
￿
￿
￿
to a single index
￿ :
￿
￿
￿
+
￿
￿
￿
￿
￿
:
5
￿
￿
+
￿
￿
￿
￿
￿
:
￿
.
’
3
;
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
￿
￿
6
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
@
￿
￿
￿
￿
where
￿
￿
5
￿
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
@ and
￿
￿
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
In the rest of the proof, assume that
￿ ,
￿ ,
￿ , and
￿ are related to each other by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
. We shall now
deﬁne several quantities with the intention of eventually using Theorem 1 to derive the necessary density
conditions. Let
5
￿
￿
@
￿
￿
a
￿ be deﬁned as follows in terms of their Fourier transforms:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
5
7
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
if
￿
.
￿
￿
￿
￿
￿
G otherwise,
(40)
where
￿
￿
5
7
0
￿
￿
￿
￿
￿
is the
￿ -th column of
￿
￿
￿
￿
￿
￿
. The sampling set
￿
￿
￿
￿
￿
￿
￿
￿
￿
<
￿
￿
￿
￿
￿
￿
￿
:
<
.
>
￿
￿
￿
￿
￿
￿
.
5
￿
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
@ (41)
has uniform density of
￿
￿
￿
￿
￿
￿
￿
. Since the intervals
￿
￿
￿
￿ are disjoint, and
5
￿
￿
￿
5
7
0
￿
￿
￿
￿
￿
:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
@ is a
set of orthonormal vectors for each
￿ and
￿
, it follows that
5
￿
￿
￿
￿
￿
￿
:
￿
.
￿
￿
<
.
>
A
@ is an orthonormal
sequence. Let
a
￿ be the closure of the span of this orthonormal sequence, i.e.,
a
￿
￿
￿
￿
￿
￿
P
￿
Q
5
￿
￿
￿
￿
￿
￿
￿
￿
:
￿
.
￿
￿
<
.
>
-
@
￿
￿
￿
a
￿
￿ (42)
17Then clearly
5
￿
￿
￿
￿
￿
￿
:
￿
￿
.
￿
￿
<
.
>
A
@ is an orthonormal Riesz basis for
a
￿
￿ with lower frame bound
￿
￿
 
￿ . In particular, it is a Riesz-Fischer sequence with bound
￿
￿
 
￿ .
Now deﬁne
a
￿
￿
￿
￿
5
￿
?
.
’
a
:
8
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
￿
2
￿
￿
￿
￿
￿
a.e.
@
￿ (43)
It is obvious that
a
￿
￿ is a shift-invariant subspace. To see that
a
￿
￿ is closed, consider the following argument.
Let
5
￿
￿
￿
@
.
’
a
￿
￿ be a sequence converging to
￿
￿
.
a
￿ . Then we have
8
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
￿
2
￿
￿
￿
￿
￿
￿
a.e.
Also,
8
￿
￿
￿
￿
￿
converges to
8
￿
￿
￿
￿
￿
in the
0
2 sense. Hence there exists a subsequence
5
￿
￿
@ such that as
￿
￿
I , we have
8
￿
￿
￿
￿
￿
￿
￿
￿
8
￿
￿
￿
￿
￿
a.e. Therefore
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
H
8
￿
2
￿
￿
￿
￿
￿
￿
a.e.
￿
or equivalently
￿
￿
.
’
a
￿
￿ , proving that
a
￿
￿ is closed.
Suppose that
￿
.
’
a
￿
￿ . Then using (17) and (43) we see that
￿
￿
￿
￿
￿
￿
￿
￿
￿
J
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
8
2
￿
￿
￿
￿
￿
￿
J
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
￿
2
￿
￿
￿
￿
￿
￿
Using the deﬁnitions of
￿
￿
￿
￿
￿
and
￿
￿
￿
￿
￿
￿
￿
, we conclude that
￿
￿
￿
￿
￿
￿
￿
￿
￿
H
G
%
￿
￿
￿
￿
.
￿
￿
￿
￿ (44)
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
3
￿
￿
7
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
8
2
￿
￿
￿
￿
￿
￿
￿
#
￿
￿
W
8
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿ (45)
Equations (44) and (45) imply that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
#
￿
￿
W
8
￿
￿
￿
￿
￿ . Hence
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
#
2
￿
￿
￿
￿
2
￿ (46)
By (44) for each
￿
.
￿
￿ ,
￿
￿
￿
￿
￿
￿
is supported on
￿
￿
￿
￿
￿
￿
￿
￿
V
￿
￿
. Applying Lemma 1 to
￿
￿ ,
￿
.
￿
￿ and
using (46) yields
"
￿
￿
￿
￿
￿
"
8
￿
￿
￿
￿
￿
￿
￿
￿
7
8
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
#
2
￿
￿
￿
￿
2
￿ (47)
where
￿ is the constant deﬁned in (31). Combining (47) with the ﬁrst inequality in the sampling stability
18condition in (18), we obtain
"
￿
￿
￿
￿
"
8
￿
￿
￿
￿
￿
￿
￿
￿
7
8
￿
￿
￿
￿
2
Z
￿
h
￿
￿
#
2
￿
￿
￿
￿
￿
￿
2
Z
h
￿
￿
￿
￿
2
￿
￿
￿
.
’
a
￿
￿
%
￿ (48)
where the second inequality above follows from the choice of
#
￿ . From (18), we obviously also have
"
￿
￿
￿
￿
"
8
￿
￿
￿
￿
￿
￿
￿
￿
7
8
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
2
￿
￿
￿
.
’
a
￿
￿ (49)
because
a
￿
￿
￿
a . Combining (48) and (49), we obtain
h
￿
￿
￿
￿
￿
2
￿
"
￿
￿
￿
"
8
￿
￿
￿
￿
￿
￿
￿
￿
7
9
8
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
2
￿
￿
￿
.
’
a
￿
￿
￿ (50)
Let
￿
￿
￿
￿
￿
!
 
￿
￿ , where
￿
￿ is deﬁned in (19). Recall that
a
￿ is shift-invariant. Hence, using Proposi-
tion 3, we obtain
￿
￿
￿
￿
￿
￿
￿
￿
￿
J
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
￿
￿
!
 
￿
￿
￿
￿
￿
￿
￿
￿
.
a
￿
￿
￿ (51)
Also,
b
￿
￿
W
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
b
￿
￿
￿
￿
￿
!
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
b
￿
￿
W
￿
￿
￿
￿
￿
￿
￿
￿
￿
c
￿
￿
￿
￿
7
8
￿
￿
￿
￿
￿
.
’
a
￿
￿
￿ (52)
It follows from (50), (51), and (52) that
5
￿
￿
￿
￿
￿
￿
￿
￿
:
￿
.
￿
￿
<
.
￿
>
-
@ is a frame for
a
￿ . Having veriﬁed
all the required hypotheses, we can now apply Theorem 1 to obtain the following inequality relating the
densities of
5
4
￿
:
￿
.
￿
￿
@ and
5
￿
￿
￿
:
￿
￿
.
￿
@ :
￿
￿
￿
5
4
￿
:
￿
.
￿
@
￿
Z
￿
￿
￿
￿
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (53)
where
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
7
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
Since
a
￿
￿ is shift-invariant, we can use Proposition 3 to obtain
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
7
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
3
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
￿
￿
￿
￿
where the last equality holds because
￿
￿
￿ . We shall estimate
￿
￿ in a moment, but ﬁrst, deﬁne
￿
￿
￿
.
a as
19follows:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
if
￿
.
￿
￿
￿
￿
￿
￿
￿ ,
G otherwise.
(54)
For all
￿
.
￿
￿
￿
￿
￿
￿
￿ , we use (39), (40) and (54) to conclude that
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
:
-
￿
￿
￿
￿
￿
5
7
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
L
5
7
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
This proves that
￿
￿
.
a
￿
￿ . Therefore,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Using Parseval’s Theorem and (40) and (54) we
obtain
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
_
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
5
7
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
Since
￿
￿
5
7
0
￿
￿
￿
￿
￿
is a normal vector, we arrive at the following estimate for
￿
￿ :
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (55)
Combining (53) and (55) and using the fact that
￿
￿ has a uniform density of
￿
￿
￿
￿
￿
￿
￿
, we obtain
￿
￿
￿
5
4
￿
:
￿
.
￿
￿
@
￿
Z
"
￿
￿
0
￿
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
0
￿
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Z
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Using the Cauchy-Schwarz inequality, we obtain
￿
￿
￿
5
4
￿
￿
:
￿
.
￿
￿
@
￿
Z
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (56)
Now, (37), (38), and (56) imply that
￿
￿
￿
5
4
￿
:
￿
.
￿
￿
@
￿
1
Z
￿
￿
"
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
V
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (57)
20Meanwhile, using (33), (34) and (35), and the deﬁnition of the Lebesgue integral, we obtain
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
^
V
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
￿
￿
^
V
￿
)
￿
￿
￿
4
￿
￿
￿
￿
O
W
P
￿
Q
S
R
￿
K
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
￿
￿
^
V
!
"
￿
￿
#
%
$
￿
￿
￿
A
￿
￿
￿
￿
￿
O
W
P
￿
Q
￿
R
￿
￿
K
￿
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (58)
Putting together (57) and (58), and letting
￿
￿
￿ yields
￿
￿
￿
5
4
￿
:
￿
.
￿
@
￿
Z
￿
￿
￿
￿
￿
D
V
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
O
W
P
￿
Q
S
R
￿
K
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
This proves (29). Finally, recall that if (30) is satisﬁed for some
￿
E
￿
￿
, then
￿
￿
￿
￿
￿
￿
%
i
￿ , proving that the
strict inequality in (29) holds in this case.
Theorem 2 is a generalization of Landau’s classical result to the MIMO sampling problem. Letting
￿
￿
￿
in (29), we obtain
￿
￿
)
￿
4
-
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
￿
Z
!
"
￿
￿
#
%
$
￿
￿
￿
A
￿
￿
￿ (59)
In other words, the combined sampling density on all the output channels must be no less than the combined
bandwidth of all the input signals. Theorem 2 also provides lower bounds on the joint densities of sub-
collections of
5
4
￿
@ , and some of them may even be strict inequalities.
In (29), the joint density
￿
￿
￿
5
4
￿
:
￿
.
￿
￿
@
￿
is interpreted as an upper bound on the “signal information”
captured by the samples of
￿
￿ on those sampling sets. The bound on the joint density of
5
4
￿
:
￿
.
￿
@
depends only on the
K
￿
￿
￿
￿
0
2
￿
￿
￿
￿
￿
, i.e., the submatrix of
K
￿
￿
￿
￿
whose rows are indexed by the complement of
￿ and columns by
4
￿ . Note that
￿
￿
￿
￿
￿
￿
￿
is irrelevant for
￿
￿
.
;
￿
￿ because
￿
￿
￿
￿
￿
￿
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). The additional signal information required from the samples of
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indicated by the difference of the two terms in (29). This also explains why (29) depends only on
￿
￿
￿
￿
￿
￿
￿
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Next, ifsome singular value of
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must be a little bit more than right-
hand side of (29) for stable reconstruction, and this explains the strictness of the bound.
The following corollary shows that stability of sampling requires an additional condition on the channel
transfer function matrix
K
￿
￿
￿
￿
.
Corollary 1. Suppose that the hypotheses of Theorem 2 are satisﬁed, and let
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Proof. From Theorem 2 and (33) and (34) we have
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Now (60) follows by combining the last two observation. Applying this result to
￿
￿
H
￿ , we obtain (61).
Equation (61), which states that the singular values of
K
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￿
￿
￿
are uniformly bounded away from the
origin, must always hold for stable MIMO sampling. In fact, even if all outputs
￿
￿
￿
￿
￿
￿
￿
are known for all
￿
, we
cannot stable recover the channel inputs unless (61) holds because this condition is necessary to satisfy the
lower stability bound in (18). In particular, a more elementary necessary condition that emerges from (61) is
22that
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a.e., i.e., the number of channels cannot be less than the number of overlapping input spectral
supports at any frequency. Next
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￿ implies that the output samples on the sampling
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@ are too sparse to contain any signal information. Therefore, we must rely entirely on
the outputs samples taken on
5
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￿
@ to achieve stable reconstruction, and an argument as before
justiﬁes the validity of (60).
The following theorem provides another necessary condition for stable sampling.
Theorem 3. Under the hypotheses of Theorem 2,
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Using (64) and (68), we obtain
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Combining this result with (65), we conclude that
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￿ is arbitrary, and
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a is nonzero, the above conclusion violates the second inequality of the
24stability condition (18), proving the necessity of (62).
In Theorem 3, suppose that
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￿
. Then the samples of
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￿ are too sparse
to provide any useful information. Consequently, the
￿ -th row of the
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￿
￿
￿
￿
is irrelevant. Thus,
￿
￿ is the set
of outputs whose samples are sufﬁciently dense to provide information about the inputs. Now, (62) can be
interpreted as being equivalent to the upper stability bound in (18) for stable sampling.
To explore the implications of Theorem 2) observe that we can view the set of densities
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i.e., the joint densities become linearly related to each other, and they can all be described in terms of
the individual densities. The resulting density space is now
￿
￿
, which has a much smaller dimension.
In general, we are interested in constructing stable sampling sets whose lower and upper densities are the
smallest possible. Obviously, it becomes desirable to achieve minimum density sampling with sampling sets
of uniform densities.
Deﬁnition 5. The density region for stable sampling is deﬁned as the collection of all
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stable MIMO sampling is realizable using sampling sets
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Since (69) is a set of necessary conditions whose sufﬁciency is unknown, the region speciﬁed by (69) is
generally an outer bound on the density region. It is clear that
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2Recall that a sampling set need not have uniform sample spacing in order to have uniform density.
25These properties of
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imply that the outer bound on the density region speciﬁed by the system of
inequalities in (69) forms a contra-polymatroid [23,24]. Consequently, every constraint in (69) is active,
i.e., the equality in each constraint in (69) holds for some point in the region.
We now present a simple example to illustrate the necessary conditions for stable MIMO sampling.
Example 1. Consider a MIMO channel with
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outputs having the following transfer
function matrix:
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input spectral supports. Figure 3 illustrates the input and output spectra for a typical set of channel inputs.
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Figure 3: Typical spectra of the channel inputs and outputs.
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26It is easy to check that (62) is satisﬁed regardless of
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This quantity is uniformly bounded from below because
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is a bounded function. Hence, the necessary
condition in (61) is satisﬁed. Applying Theorem 2, we obtain the following density conditions:
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27We shall now explain the above bounds intuitively. First of all, we can interpret Landau’s classical sampling
density result asfollows: the sampling density mustbe noless than the number ofunits ofsignal information,
where a unit of signal information, roughly speaking, equals the information contained in a unit bandwidth
of a signal spectrum. In other words, sampling at unit density provides no more than one unit of signal
information. In the MIMO problem, the condition
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Finally, we point out that we can have under-sampling at each output and yet, be able to reconstruct
all the inputs jointly from the available information. For instance, we do not need
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clear whether all densities satisfying the necessary conditions are achievable, or how to achieve them.
C. Density conditions for consistent reconstruction
We now present the necessary condition for consistent MIMO reconstruction, which is a dual problem
to the one of stable sampling.
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is closed and shift-invariant by the same argument as in the proof of Theorem 2. Note that
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￿
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￿
￿
￿
(80)
is an equivalent way of stating
￿
.
+
a
￿ because
8
g
2
￿
￿
￿
￿
￿
captures all the nonzero elements of
8
￿
￿
￿
￿
for
30every
￿
.
’
a . Let
￿
￿
.
’
a be deﬁned as follows:
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￿
￿
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￿
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￿
￿
Evidently
￿
￿
.
a
￿
￿ and
￿
￿
￿
￿
￿
￿ because
￿
￿
￿
￿
￿
has orthonormal columns. Let
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￿
￿
￿
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￿
￿
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￿
￿
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￿
￿
￿
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￿
￿
￿
￿
￿
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￿
￿
￿
￿
, and recall that for all
￿
￿
￿
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￿
￿ , we have
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￿
￿
￿
￿
￿
￿
￿
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￿
￿
. Hence, using the
deﬁnition of
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￿
￿
￿
￿
, we conclude that
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For
￿
.
￿
￿ , we have
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￿
￿
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￿
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￿
￿
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￿
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Combining (81) and (82), and using
￿
￿
￿
￿
￿
￿ , we have
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Notice that
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￿
￿
￿
￿
￿
￿
￿
is supported on
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￿
￿
￿
￿
￿
V
￿
￿
for all
￿
.
￿ . Recall that
￿
￿
￿
￿
￿
:
i
￿ implies that
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￿
￿
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I . In this case, we can invoke Lemma 1 to conclude that
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where
￿ is the constant deﬁned in (73). However, if
￿
￿
￿
￿
￿
￿
￿ , then
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￿
￿
￿
￿
￿
￿
￿
H
G from (83), and hence (84)
holds trivially. In other words (84) always holds, and using the Cauchy-Schwarz inequality, we conclude
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Recall that
#
￿ is chosen so that
￿
#
2
￿
￿
￿
￿
￿
. So, combining (78) and (85) and noting that
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31Since the quantities
5
￿
￿
￿
@ are the channel outputs corresponding to an input
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￿
.
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￿
￿ ,
we have
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Deﬁne
￿
￿
￿
￿
￿
!
 
￿
￿ . Since
a
￿
￿ is shift-invariant, we obtain
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￿
￿
￿
￿
￿
￿
.
a
￿
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￿
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￿
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￿
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using
the same argument as in (51) and (52). Therefore, (86) implies that
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for all ﬁnite sequences
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￿
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￿ . Then we conclude, using (10), that
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<
.
?
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A
@ is a
Riesz-Fischer sequence in
a
￿ with bound
￿
￿
￿
.
To avoid confusion, we point out that the quantities associated with the frame in this proof are
a
￿ ,
￿
￿
￿ ,
￿
￿
￿ etc., while those associated with the Riesz-Fischer sequence are
a
￿ ,
4
￿ ,
￿
￿ etc. This is opposite from the
convention adopted in Theorem 1 and the proof of Theorem 2. We shall estimate the quantities
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￿
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Using (36), (40), and the above observation, we can express
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￿
￿
￿
￿
as a linear combination involving
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￿ is shift-invariant. Now, the quantity
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is clearly square-integrable.
Hence,
￿
￿ in the time-domain is obtained by ﬁrst convolving each
￿
￿ with a square-integrable function
and then adding them together. Hence, we conclude that
￿
￿
.
’
a
￿
￿ . Thus, using Proposition 3, we obtain
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Using Parseval’s theorem and (87), we obtain the following estimate for
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The last expression can be made arbitrarily small for sufﬁciently small
￿ , because each
￿
￿
￿
￿
￿
￿
is square-
integrable, and
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￿
￿
￿
￿
￿
￿
￿
￿
￿
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￿
￿
￿
2 . Hence for any
#
i
￿ and sufﬁciently small
￿
i
￿ , we can guarantee
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￿
￿
￿
#
. Applying Theorem 1, we obtain
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Using the estimate for
￿
￿ and the fact that
￿
￿ has a uniform density of
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Using (75), (76), and the deﬁnition of the Lebesgue integral, we have
!
"
￿
￿
#
%
$
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
O
W
P
￿
Q
S
R
￿
K
￿
￿
0
2
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (90)
33Combining (89) and (90), and letting
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This proves (70). We have already demonstrated that
￿
￿
￿
4
￿
￿
￿
I . Therefore if (71) is satisﬁed for some
￿
E
￿
H
￿ , we have
￿
￿
￿
￿
￿
i
￿ , implying that the inequality in (70) is strict.
Theorem 4 is the generalization of Landau’s necessary density condition for interpolation. In particular,
if
K
￿
￿
￿
￿
satisﬁes (61), then
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which states that the joint density of
4
￿ cannot exceed the combined bandwidth of the input signals. Note
that (61) need not hold for consistent reconstruction, and we would get a stronger upper bound on the joint
density than (91) when (61) does not hold.
Theorem 4 also provides conditions on the joint densities of all sub-collections of
5
4
￿
@ . Wehave already
seen that the quantity
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O
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is a measure of “signal information” contained in the samples of
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￿
@ . We can think of
￿
￿
￿
7
9
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￿
￿
￿
￿
8
￿ as constraints that restrict the freedom of the input
￿ . In the consistent reconstruction
problem, we interpret the constraint density
￿
￿
￿
5
4
￿
:
￿
.
￿
@
￿
as a lower bound of this freedom lost,
measured in units of signal information. For the existence of a solution to the consistency problem, we
require that the constraint density be no more than the amount of signal information present in the inputs,
thereby justifying (70).
The following corollary is an exact dual of Corollary 1.
Corollary 2. Suppose that the hypotheses of Theorem 4 are satisﬁed and
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34Proof. From Theorem 4 and (33), we have
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If (93) holds, then both the above inequalities are, in fact, equalities. Then (70) is satisﬁed with an equality,
implying that (71) fails to hold. Also,
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Now (92) follows by combining the last two observations.
Corollary 2 can be interpreted as follows. Suppose that the smallest singular value of
K
￿
￿
0
2
￿
￿ takes
arbitrarily small values, then there are inputs with unit energy that can produce outputs
￿
￿ ,
￿
6
.
￿ of
arbitrarily small energies. Roughly speaking, this means that we can ﬁnd an
￿
￿
2 sequences
5
￿
￿
8
￿
@ for which
the consistency problem does not have a ﬁnite-energy solution
￿
.
a if we are operating at the critical
sampling density, i.e., with an equality in (70).
To explore the implications of Theorem 4 further we consider, once again, the case where the sampling
sets have uniform densities, as it enables us to reduce the dimension of the space of densities from
￿
2
￿
￿
$ to
￿
￿
.
Deﬁnition 6. The density region for consistency is deﬁned as the collection of all
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such that
consistent MIMO reconstruction is realizable using sampling sets
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￿ has uniform density with
￿
￿
4
￿
￿
￿
￿
￿ , then the consistency conditions in (70)
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As in the case of stable MIMO sampling, the above region is an outer bound on the density region for
consistency. Next, observe that
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35These properties of
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imply that the system of inequalities in (94) forms a polymatroid [23,24], imply-
ing that every constraint in (94) is active for some point in the region.
We now present at an example to illustrate the results for consistent reconstruction.
Example 2. Let the MIMO channel and the input spectral supports be as deﬁned in Example 1. We seek
necessary conditions on the sampling sets
4
$ and
4
2 for consistent reconstruction. Fortunately, we have al-
ready performed all the necessary calculations in Example 1. Applying Theorem 4, we obtain the following
bounds on the joint densities:
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These inequalities can be justiﬁed as follows. The combined bandwidth of the inputs is 4, requiring
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lar, we must also have consistent reconstruction (or interpolation) of
￿
$ and
￿
2 from their respective samples.
Looking at Figure 3, we see that
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If
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$ and
4
2 have uniform densities of
￿
$ and
￿
2 respectively, the resulting outer bounds on the density
regions for stable sampling (Example 1) and consistent reconstruction (Example 2) can be viewed as sets in
￿
2 . These regions are illustrated in Figure 4.
Remark. Recall that a collection of sets that is both a collection of stable sampling and consistent recon-
struction provides a Riesz basis for the space
a . For instance, such collections would have to lie on the
line segment that adjoins the regions in Figure 4 for the MIMO channel considered in Examples 1 and 2,
provided that the sampling sets have uniform densities. Of course, each
4
￿ need not be uniformly dense,
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Figure 4: Density regions for stable sampling and consistent reconstruction.
however, we evidently require that
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Unfortunately, the existence of collections is difﬁcult to prove (or disprove) for a given
a . In fact, the
simpler problem of ﬁnding exponential Riesz bases for
￿
￿
￿
￿
is still unsolved except for special sets. For
instance, the simplest case
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is very well studied, and Riesz bases are easy to construct for
￿
￿
￿
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.
The problem is also solved when
￿ is a ﬁnite union of intervals of whose lengths are commensurate, or
an arbitrary union of two intervals [25–27]. However, even the case where
￿ is an arbitrary ﬁnite union of
intervals is still an open problem.
IV. SUMMARY
In this paper, we formulated the MIMO sampling scheme, and deﬁned the notions of stable MIMO
sampling and consistent MIMO reconstruction. These notions are generalizations of the deﬁnitions of stable
sampling and interpolation for classical sampling. We also generalized the deﬁnitions of upper and lower
sampling densities applicable to collections of sampling sets.
We derived necessary density conditions for stable sampling and consistent reconstruction in the MIMO
setting. For the stability of MIMO sampling, we ﬁnd that a family of
￿
￿
￿
￿ bounds hold—a lower bound on
the joint lowerdensity ofeach nonempty set of output sampling sets. Similarly weﬁndthat afamily of
￿
￿
￿
￿
bounds hold for the consistency problem. This time, they are upper bounds on the joint upper densities of
the sampling sets. These bounds generalize density results that Landau derived for the classical sampling
problem, and like Landau’s results, they are fundamental bounds. Since the MIMO sampling scheme is
37extremely general, and encompasses various sampling schemes such as Papoulis’ generalized sampling, and
multicoset or periodic nonuniform sampling as special cases, we have automatically generated necessary
conditions for all these sampling schemes. Finally, we point out that our results, being necessary conditions,
are also applicable to the harder problem of blind channel equalization.
APPENDIX
Proof of Proposition 1
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Similarly, we can show that
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Combining (.1), (.2), and (.3), we obtain (4).
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