We derive generating functions for a variety of distributions of joint permutation statistics all of which involve a bound on the maximum drop size of a permutation π, i.e., max{i−π(i)}. Our main result treats the case for the joint distribution of the number of inversions, the number of descents and the maximum drop size of permutations on [n] = {1, 2, . . . , n}. A special case of this (ignoring the number of inversions) connects with earlier work of Claesson, Dukes and the authors on descent polynomials for permutations with bounded drop size. In that paper, the desired numbers of permutations were given by sampling the coefficients of certain polynomials Q k . We find a natural interpretation of all the coefficients of the Q k in terms of a restricted version of Eulerian numbers.
Introduction
There is an extensive literature on various statistics for S n , the set of all permutations of {1, 2, . . . , n} (e.g., see [1, 3, 4, 7, 8, 12, 13, 14, 16, 17, 18, 19, 20] ). For a permutation π in S n , we say that π has a drop at i if π(i) < i, and the drop size is i − π(i). We say that π has a descent at i if π(i + 1) < π(i). One of the earliest results [12] in permutation statistics asserts that the number of permutations in S n with k drops equals the number of permutations with k descents. Other statistics for a permutation π include the number of inversions of π (i.e., |{(i, j) : i < j, π(i) > π(j)}|), and the major index of π (i.e, the sum of the indices i at which a descent of π occurs). Many of these papers study the distribution of the above statistics and their q-analogs as well as the distribution of various multivariate statistics.
In this paper, we examine joint statistics of permutations with the additional constraint on the maximum drop size. Enumeration problems of permutations with bounded maximum drop size arise in the study of juggling patterns as well as certain sorting algorithms. In [3] , the descent polynomials with bounded maximum drop size were studied. In this paper we extend the methods to examine the joint statistics of inversions, descents and maximum drop size. The derivation of the generating functions of such combined statistics of permutations involves an interplay of q-nomial coefficients and various modified versions of Eulerian numbers.
An outline of the paper is as follows. In Section 2, we will present our main result dealing with the joint distribution of descents and inversions over permutations with bounded drop size. In Section 3, we specialize this result by ignoring inversions. This relates to earlier work of Claesson, Dukes and the authors [3] on the same subject. In Section 4, we will show how to interpret all the coefficients in the polynomials arising in [3] in terms of counting certain restricted permutations. Finally, in Section 5, we will make some general comments and suggest a number of open problems.
Inversions, descents and maxdrop
We begin by listing some of the standard terminology we will be using. With [n] = {1, 2, . . . , n}, we let S n denote the set of n! permutations on [n]. We let DES(π) = {i ∈ [n] : π has a descent at i} and we set des(π) = | DES(π)|. Also, we define maxdrop(π) = max{i − π(i)}. Finally, we let inv(π) denote the number of inversions of π ∈ S n , i.e., inv(π) = |{i < j : π(i) > π(j)}.
For a formal parameter q, we use the standard definitions for Gaussian coefficients:
then a classic result of Stanley [17] shows that
Our first result can be thought of as a variant of (2.1) using ordinary generating functions rather than exponential generating functions where we include a restriction on the maxdrop of the permutations as well. To state it, we first need several definitions. For a power series P (z) = n≥0 p(n)z n , the notation [z ≤t ]P (z) denotes the truncated sum n≤t p(n)z n , while [z ≥t ]P (z) denotes the sum n≥t p(n)z n and [z t ]P (z) denotes the single term p(t)z t . We define
where S n,k = {π ∈ S n : maxdrop(π) ≤ k}.
Theorem 2.1. For k ≥ 1, the generating function for B n,k satisfies
where
Note that A inv,des is not the usual power series of Stanley for inversions and descents.
For example, for k = 1, we have
Proof. We will consider
For π ∈ S n , define t(π) = max{i : π has descents at n − i, n − i + 1, n − i + 2, . . . , and n − 1}, and define t(π) = 0 if π(n − 1) < π(n). Thus, we have
Hence, we can write
, have the same relative order as the images
, (so the number of descents and inversions of π andπ on this interval are the same). Note that for π ∈ S n , the number inversions occurring at position i (i.e., the number of u < i with π(u) > π(i)) is exactly n − π(i) − |{j : π(j) > π(i) for j > i}| . For example, for i = n, the number of inversions occurring at position n is just n − π(n).
Continuing the proof, we have
Thus, we have
Comparing the coefficients of z n for n ≥ k + 1, we can conclude that
Consequently, we have
which can be written as
by choosing
We now set
Since F k only has powers of z at most k, we have
because permutations on [n] cannot have drops of size k or larger when n ≤ k. Thus, (2.5) can be written as
From (2.3), we have
and we conclude that
Finally, we can transform G k into the desired form using the following standard q-binomial theorem (e.g., see [9] ):
This proves the theorem.
Let us now specialize Theorem 2.1 by setting y = 1. In this case we have
Consequently,
This implies that for 1 ≤ j ≤ k, the negative of the coefficient of z j is
Plugging these expressions into Theorem 2.1 with y = 1 yields Corollary 2.2. The generating function for inversions and maxdrop is given by
For example, for k = 1, (2.8) yields
which implies that for n ≥ 1, the number of π ∈ S n with j inversions and maxdrop(π) ≤ 1 is just n−1 j . We can give an alternative proof of Corollary 2.2 as follows. Let us think of the term q i in the multiplier below as being associated with the choice of π(n) with n − π(n) = i. For n > k, we can write
This implies that the generating function H k (z) for the H k (n) is given by
which proves (2.8).
Descents and maxdrop
In this section, we specialize Theorem 2.1 by ignoring inversions. This in fact was the main focus of an earlier paper of Claesson, Dukes and the authors [3] . We first need a few definitions. We will let n k denote the usual Eulerian number [10] . It is a standard fact that n k enumerates the number of permutations in S n which have k descents (and also which have k drops). The n th Eulerian polynomial E n (y) is defined by
On the other hand,
from which it follows (after a modest computation) that
and so, we have the generating function (also see [3] )
For example, when k = 1, this becomes
Thus, if we let
denote the number of π ∈ S n which have i descents and
is just the binomial coefficient n 2i (there is a nice bijective proof of this fact that the reader may like to find!).
As it happens, Anders Claesson and Mark Dukes [5] earlier had come across these permutations in their work on a class of sorting algorithms, and they noticed that the same type of restricted permutations arose in the analysis of certain juggling patterns [2] . In addition to seeing that n i [1] was just the coefficient of u 2i in the polynomial (1 + u) n , computation suggested that
was the coefficient of u 3i in the polynomial
and even further, that n i [3] was the coefficient of u 4i in the polynomial
Following these clues, Claesson, Dukes and the authors [3] were able to confirm these conjectures with the following general theorem.
denote the number of π ∈ S n with i descents and
is equal to the coefficient of u (k+1)i in the polynomial
For n ≤ k,
= n i (the usual Eulerian number) is equal to the coefficient of u (k+1)i in the polynomial P k (u).
The first few polynomials P k (u) are given in Table 1 . Table 1 : In Table 1 , we have indicated in bold the coefficients in the P k (u) which are guaranteed by the theorem to be Eulerian numbers. However, we had no idea at that time what the other coefficients of P k (u) might mean, if anything. Of course, since they are positive integers, one could suspect that they did have a nice interpretation. It turns out that this suspicion was correct. This will be the topic in the next section.
4 Interpreting all the coefficients of P k (u).
It will be convenient to introduce the polynomials
We show the first few Q k (u) in Table 2 . We show the same Q k (u) as in Table 2 but this time with the coefficients arranged in a (k+1)×(k+1) array C k . The (i, j) entry C k (i, j) of C k corresponds to the coefficient of u (k+1)i+j for 0 ≤ i, j ≤ k. Thus, we can write 
We now introduce a "stretched" polynomialQ k (u) defined bȳ
It follows (see [3] ) thatQ k (u) can also be written as
Thus,Q k (u) differs from Q k (u) in that 0's are inserted in positions corresponding to u (k+2)i , for 0 ≤ i ≤ k + 1. For example,
Representing the coefficients ofQ k (u) in an arrayC k = C k (i, j) , for 0 ≤ i ≤ k and 0 ≤ j ≤ k + 1, we see thatC k is formed from C k by adding an initial column of 0's as shown in Table 4 . The following key fact relating Q k+1 toQ k Table 4 : 
Note that the symmetry and unimodality of the coefficients of Q k (u) and C k follow from this result (applied recursively). In particular, we have
As we noted earlier, when n = k, the condition that maxdrop(π) ≤ k for π ∈ S n is automatically satisfied. In this case C k (i, k), the coefficient of u
Let us define the "restricted" Eulerian number It turns out that all the entries of C k can be expressed as restricted Eulerian numbers.
Proof. We will proceed by induction on k, using (4.1). For k = 0, Equation (4.2) certainly holds, since Q 0 (u) = 1 and However, each π ∈ S k+2 with des(π) = i + 1 and π(k + 2) = 1 corresponds to a unique π ∈ S k+1 with des(π ) = i by defining π (t) = π(t)−1 for 1 ≤ t ≤ k+1. (The additional descent in π occurs at the place k + 1.) Thus,
which is what we need.
(b) The (k + 2)-block of coefficients ofQ k (u) starts withC k (i, r) for some r, where 1 ≤ r ≤ k + 1. Thus, the coefficient sum is now
However, we can argue as before that each π ∈ S k+2 with des(π) = k + 1 and π(k + 2) = r corresponds to a unique π ∈ S k+1 counted in one of the two sums. Namely, define
It is easy to check that des(π ) = des(π) if π(k + 1) < r and des(π ) = des(π) − 1 if π(k + 1) > r. This implies that
Since these arguments hold for all 0 ≤ i ≤ k, our induction is complete, and the theorem is proved.
We next deal with the case when the maxdrop(π) ≤ k condition comes into play.
Proof. We will proceed by induction on n ≥ k. Equation (4.3) holds for n = k by Theorem 4.2. Suppose (4.3) holds for some n ≥ k (where k ≥ 0 is fixed). The coefficients of the powers of u in the product Q k (u)(1 + u + . . . + u k ) are sums of k + 1 consecutive coefficients of Q k (u). Again, these are two cases.
(a)
The coefficient sum is
.
In this case, it is not hard to see that each π counted by
is in fact counted by exactly one of the terms
in the sum so that we have
(b)
, for some r, 1 ≤ r ≤ k. We claim this sum is equal to
As before, for π ∈ S n+1 with des(π) = i + 1, π(n + 1) = n − k + r and maxdrop(π) ≤ k, we define π ∈ S n by
It is easy to check that if π(n) < n−k+r then des(π ) = des(π) and maxdrop(π ) ≤ k, so that this π is represented by the term n i+1 π(n) [k] in the second sum. On the other hand, if π(n) > n − k + r then des(π ) = des(π) − 1 and maxdrop(π) ≤ k, so that this π is represented by the term n i π(n) [k] in the first sum. Since these maps are invertible then we have for all i, 0 ≤ i ≤ n,
, as desired. This completes the proof of Theorem 4.3.
Concluding remarks
The fact that Q k (u) and
This is not hard to see bijectively by associating each permutation π ∈ S n with the unique permutation σ ∈ S n given by σ(t) = k + 2 − π(t), for t = 1, . . . , k + 1. More interesting is the symmetry of R n,k (u). Since Q k (u) has degree k(k + 1) in u, then R n,k (u) has degree k(k + 1) + (n − k)k = (n + 1)k in u. The first nonzero term of R n,k (u) is u k (which has a coefficient n+1 0
Also, the last nonzero term of R n,k (u) is u (n+1)k , which also has a coefficient 1.
By Theorem 4.3, this coefficient of
where (n + 1)k = (k + 1)i + j, 0 ≤ j ≤ k. That is, if j ≡ (n + 1)k (mod (k + 1)), 0 ≤ j ≤ k, and i = More generally, the coefficients of u r and u r must be equal where r + r = (n + 2)k. Thus, for r = (k + 1)i + j, r = (k + 1)i + j , 0 ≤ i , j ≤ k and r + r = (n + 2)k, we have n + 1 i = 7. We list the corresponding permutations in Table 5 . Is there an obvious bijection which proves (5.1)? Even for the simple case for the two sets of permutations shown in Table 5 , it is not clear what the correspondence should be! It seems to us that the maxdrop statistic can be combined with other standard permutation statistics to produce interesting results, e.g., such as in the recent paper of Hyatt and Remmel [11] . More generally, we believe that there should be many similar results for analogs to maxdrop such as the maximum descent (maxdes), the maximum value of the number of inversions (maxinv), the maximum value of the major index (maxmaj), etc., (e.g., see [20] ). These have not yet been explored but we hope to return to some of these questions in the future.
