A block implicit lower-upper symmetric Gauss-Seidel (LU-SGS) approximate factorization scheme is developed and implemented for unstructured grids of arbitrary topology including viscous adaptive Cartesian grids. CPU times and memory requirements for the block LU-SGS (BLU-SGS), the original LU-SGS, and a fully implicit scheme (FIS) with a preconditioned conjugate gradient squared solver for several representative test examples are compared. Computational results showed that the block LU-SGS scheme requires about 20-30% more memory than the original LU-SGS but converges many times faster. The BLU-SGS scheme has a convergence rate competitive to and in many cases faster than the FIS while requiring much less memory.
Introduction
T HE dif culty in generating structured grids and the desire to compute ows over complex geometries spawned a surge of activities in the area of unstructured grids during the last decade. Unstructured grids provide considerable exibility in tackling complex geometries and for adapting the computationalgrids according to ow features. Types of unstructured grids include classical triangular or tetrahedral grids, 1¡ 5 quadrilateral or hexahedral grids, 6 prismatic grids, 7 and mixed grids. 8 Tetrahedral grids are the easiest to generate. However, experiences have indicated that they are not as ef cient and accurate as prismatic or hexahedral grids for viscous boundary layers. 9 On the other hand, prismatic and hexahedral grids are more dif cult to generate than tetrahedral grids. Many computational uid dynamics (CFD) researchers have come to the conclusion that mixed grids (or hybrid grids) are the way to go. For example, a hybrid tetrahedral/prismatic grid approach 10, 11 was successfully demonstrated for complex geometries. One disadvantage of tetrahedral grids is that tetrahedra are not as ef cient as Cartesian cells in lling three-dimensional space given a certain grid resolution. This can be easily understood with the fact that at least ve tetrahedra are required to ll a cube without adding any new grid points. Therefore, it seems that the most appealing grid topology is a hybrid of Cartesian and viscous layer grids. One example is the viscous Cartesian grid method developed by Wang 12 and Wang et al. 13 Coupled with anisotropic grid adaptations in both the Cartesian and viscous-layer grid regions, the viscous Cartesiangrid method is capableof achievinggrid-independent turbulent ow solutions through solution-based grid adaptations. 14 This grid-generation methodology thus has the potential of fully automating the grid generation task for complex geometries.
To handle a viscous Cartesian grid, a ow solver capable of handling unstructuredgrids of arbitrarytopologyneeds to be developed. Furthermore, an implicit time-integration scheme is highly desired for improved ef ciency. Many implicit schemes have been developed and applied successfully to unstructured grids to accelerate convergenceto steady state. 15 ¡ 19 Among them, the most commonly used technique is to linearize the implicit operator and form a linearized system of equations whose left-hand side corresponds to a lower-order approximation of the spatial discretization of the righthand side. The solution of the ow eld is then advanced one time step by approximately solving the resulting large sparse linear sys- tem. Lower-order approximations are used on the left-hand side because of storage considerations, computational complexity, and the fact that the resulting lower-order linear system is better conditioned than the higher-ordercounterpart.The mismatch between the left-hand-side matrices and the right-hand-side residual, however, results in a suboptimum convergence rate to steady state. Iterative methods such as generalizedminimum residual (GMRES) and conjugate gradient squared (CGS) with an appropriate preconditioner are often used to approximately solve the sparse linear system because of the enormous computational cost and the large memory requirement of direct methods. The memory requirements per grid cell for such implicit technique depend on the discretizationstencil. For unstructured grids with arbitrary polyhedral cells, the required memory can be enormous as a result of large stencils used compared to structured grids. Recently, a matrix-free Newton-Krylov method is attracting attentions because it does not need to form the matrices explicitly. Large matrices, however, are still needed for preconditioningpurposes. 20, 21 Another very attractive implicit scheme, the implicit lowerupper symmetric Gauss-Seidel (LU-SGS) approximate factorization scheme, which was originally developed for structured grids by Jameson and Yoon 22 has been extended and applied to hybrid structured/unstructuredgrids and tetrahedra/prism unstructured grids. 23, 24 Unstructured-grid-based LU-SGS schemes have demonstrated performance similar to that on structured grids. With LU-SGS a special rst-order approximation is employed in linearizing the left-hand side resulting in the reduction of the block diagonal matrices to diagonalmatrices. As a result, LU-SGS does not require any extra memory compared to explicit methodsand is free from any matrix inversion. All of the off-diagonal matrices still contribute to the implicit operator through one forward and one backward sweep of a Gauss-Seidel iteration, thus drastically improving ef ciency over an explicit scheme. The special rst-order approximation used in deriving LU-SGS does degrade convergencerate, especially after several orders of convergence. As is indicated in the numerical examples in this study, LU-SGS is not competitive to a fully implicit scheme (FIS) in term of CPU time.
In this paper an improved block LU-SGS (BLU-SGS) scheme is developed. BLU-SGS is capable of achieving comparable convergence rate with FIS, but requires much less memory than FIS. The idea is to retain the block diagonalmatricesbut employ LU-SGS-like backward and forward Gauss-Seidel iterations. A similar approach for structuredgrids was reported in Ref. 25 . The presentpaper seems to represent the rst such extension to unstructured arbitrary grids. There are also important differences in how the off-diagonal matrices contributeto the implicit operator between the method presented in Ref. 25 and the present paper. In the following sections the implicit nite volume discretizationof the Navier-Stokes equations is given rst. Then the LU-SGS scheme on a fully unstructured grids is presented, followed by the derivation of the BLU-SGS scheme. For the sake of completeness, FIS is also brie y described. Several demonstration cases including both inviscid and viscous ow problems using viscous Cartesian grids are presented to illustrate the performance of BLU-SGS. Finally conclusions from the study are summarized.
Implicit Finite Volume Discretization on Unstructured Grids
The governing equations for compressible viscous ow can be written in integral form over a control volume V as
where Q is the vector of conserved variables and F and F v comprise the inviscid and viscous ux vectors,respectively.Spatial discretization of Eq. (1) in grid cell i gives
where V i is the volume of cell i, Q i is the cell averaged vector of conserved variables, N (i ) is the set of face neighbor cells of cell i , S i j is the area of the cell face shared by cell i and cell j , andF andF v are the second-order-accurate numerical inviscid and viscous ux vectorsat the face, respectively.Equation (2) is still true for Q i evaluated at the cell center of cell i by neglecting a second-ordertemporal term. As a matter of fact, time accuracy is not important because only steady-state problems are considered in this study. Hereafter let Q i be the vector of conserved variables evaluated at the cell center of cell i . The numerical inviscid ux vectorF i j is computed using Roe's approximate Riemann solver 26 with reconstructedstate variables at both sides of the face. A least-squareslinear reconstruction scheme of the primitive variables is used. Venkatakrishnan's limiter 27 is employed to make the scheme monotone. Other details of the ow solver are contained in Ref. 28 . Applying the backward Euler scheme for time integration in Eq. (2), we obtain
where D t i is the local time step at cell i . Equation (3) can be rewritten in the following delta form:
where D is the forward difference in time, for example,
and the right-hand side residual can be written as
In practice, DF and DF v on the left-hand side of Eq. (4) are usuallyapproximatedby their rst-ordercounterpartsD F and D F v , respectively, and Eq. (4) becomes
Note that
Linearizing the rst and the third terms on the right-hand side of Eq. (8), we have
Substituting Eqs. (8-10) back to Eq. (7), we obtain
and I is the identity matrix.
Original LU-SGS
In the original LU-SGS approach the rst-order numerical ux vectors in the left-hand side of Eq. (11) are chosen as
where k i j is the spectral radius of the ux Jacobian matrix at the cell face:
where n i j is the normal of the cell face pointing from cell i to cell j ; r i and r j are the position vectors of cell centers of cell i and cell j , respectively; V is the velocity vector; q is the density; a is the speed of sound; l and l t are kinematic and turbulent viscosities, respectively. Because each control volume is closed, for cell i we have
Substituting Eqs. (13) into Eq. (12) and using Eqs. (14) and (15), we obtain
which is reduced to the identity matrix with a scale factor. Equation (11) becomes
which is then solved using one sweep of symmetric Gauss-Seidel iteration as shown in the following. Forward sweep:
Backward sweep:
where L(i ) and U (i ) represent the lower and upper neighbor cells of cell i according to the cell ordering.
Block LU-SGS
To improve the convergencerate of the originalLU-SGS, we keep the diagonal block of the implicit system and then use forward and backward sweeps to include the implicit contributions from the offdiagonal blocks. The improved BLU-SGS scheme is designed to achieve faster convergence rate with a minimum increase in memory requirement. Therefore, the rst-order numerical ux vectors, which are consistent with the second order ux vectors in the spatial discretization, are used on the left-hand side for BLU-SGS. In this study, for example, Roe's approximate Riemann solver with state variables at the cell centers on both sides of the face is used for the numerical inviscid ux vector on the left-hand side of Eq. (11). Equation (11) is then solved using symmetric Gauss-Seidel iterations with a multiple number of inner iterations to further boost convergence speed. The inner iteration depends on a prescribed convergence tolerance and a maximum number of sweeps.
To be more speci c, given the solutions D Q (k ¡ 1) at sweep level k ¡ 1, we compute the solution at the kth sweep using the following algorithm.
Forward sweep:
where F (Q 
is reformulated so that it can be ef ciently evaluated. In a similar approach presented in Ref. 25 for structured grids, these ux differences were further linearized. The viscous ux difference
with the following approximate viscous Jacobian matrix:
where C p is the speci c heat, Pr the turbulent Prandtl number, and R the gas constant. The initial state variables for the inner sweep are set to be same as those at the last time step, i.e., D Q (0) = 0. The number of inner sweeps is controlled by the following conditions:
where e is the convergence tolerance and K max a prescribed maximum number of inner sweeps.
The ow variables at time level n + 1 are then updated by
In this approachmatrix D is no longer an identity matrix with a scale factor. Instead it is a 5 £ 5 matrix in three dimensions and a 4 £ 4 matrix in two dimensions. Therefore extra memory is required to store the block diagonal matrix in the BLU-SGS approach. Equations (20) and (21) are solved ef ciently with an exact LU decomposition method.
Fully Implicit Scheme
In a fully implicit approach the off-diagonal matrices are also includedon the left-handside of Eq. (11). After linearizationEq. (11) reduces to the following large sparse linear system:
The linear system is usually solved with an iterative method such as GMRES or CGS with proper preconditioning.The number of inner sweeps in solving Eq. (25) is also controlled by a prescribed convergence tolerance and a maximum number of sweeps. Equation (25) requires the storage of not only the diagonal block matrices, but also off-diagonal block matrices, which depend on the number of neighboring cells. Therefore the memory required by FIS is much more than that of the original LU-SGS and BLU-SGS depending on the local discretization stencil. In this study Eq. (25) is solved with a CGS solver with a block incomplete LU preconditioner.
Numerical Results
Several representativetest cases are selected to compare the CPU times and memory requirements of LU-SGS, BLU-SGS, and FIS. CPU seconds in the test cases represent the actual CPU time on a Pentium III 450 machine running the Linux operating system. Details are presented next.
Transonic Flow over a NACA 0012 Airfoil
This simple inviscid transonic ow over the NACA 0012 airfoil with a freestream Mach number of 0.85 and an angle of attack 1 deg was chosen as the rst test case to study the effects of the Courant-Friedrichs-Lewy (CFL) number and inner iteration control parameters on convergence characteristics and to compare the performance of LU-SGS, BLU-SGS, and FIS. Figure 1 shows an automatically generated adaptive Cartesian/quad unstructured grid around the NACA 0012 airfoil. The outer boundary is placed 250 chord lengths away. This mesh consists of 2703 nodes, 4887 faces, and 2184 cells. Several different CFL numbers were tested for LU-SGS, and the convergencehistoriesare compared in Fig. 2 . LU-SGS is insensitive to CFL once it is over a 100, and a CFL of in nity can be used right from the beginning, indicating that the diagonal dominance is very strong in LU-SGS. For BLU-SGS a maximum CFL of about 400 can be used for this case. A CFL of 800 drove the computationunstable.It is also necessaryto ramp the CFL gradually from about ve to the maximum CFL starting from the freestream condition. The convergence histories in terms of CPU seconds for BLU-SGS with different CFL numbers are compared in Fig. 3 . The inner iteration convergence tolerance e and the maximum number of inner sweeps were set at 0.1 and 10. It is not surprising to see that the convergence rate is strongly dependent on the CFL number. The effect of the inner iteration control parameters on the convergence rate was also tested for BLU-SGS. In this test the CFL was increased linearly from 5 to 400 over 80 iterations with e xed at 0.01 and the maximum number of inner sweeps from 3 to 12. Inner sweeps of fewer than 3 diverged the computation. The convergence histories vs CPU seconds with different inner sweeps are shown in Fig. 4 . The minimum number of inner sweeps gave the best CPU performance. However, it is common sense that a fewer number of inner sweeps usually results in less stable computation. Therefore an inner iteration number of 10 is usually chosen to yield robust computation with good CPU performance.
To compare LU-SGS, BLU-SGS, and FIS, we used the largest possible CFL numbers. The CFL number for BLU-SGS and FIS increases linearly from 5 to 400 over 80 iterations, with e = 0.1 and K max = 10. The CFL for LU-SGS is essentially in nity (10 40 ). Figure 5 shows the convergencehistoriesin terms of both the number of iterationsand CPU seconds.It is shown that BLU-SGS converges about 4.5 times as fast as LU-SGS in terms of CPU time. Although FIS converges to machine zero in fewer iterations than BLU-SGS, BLU-SGS is faster than FIS in terms of CPU time. Figure 6 shows the percentage comparison of total memory requirements. BLU-SGS requires about 35% more total memory than LU-SGS, but only takes half of the memory used by FIS for this two-dimensional case.
Transonic Flow over an ONERA M6 Wing
Transonic ow over an ONERA M6 wing con guration was selected to represent three-dimensionalproblems. 29 The M6 wing has a leading-edge sweep angle of 30 deg, an aspect ratio of 3.8, and a taper ratio of 0.562. The airfoil section of the wing is the ONERA "D" airfoil, which is a 10% maximum thickness-to-chordratio conventionalsection.The ow was computedat a Mach number of 0.84, an angle of attack of 3.06 deg, and with inviscid ow assumption. A coarse viscous Cartesian grid was rst generated and is shown in Fig. 7 . The mesh consists of 14,141 cells and 47,904 faces. Three levels of solution-basedgrid adaptations were then performed after converged solutions were obtained on each grid. The adaptation criteria are pressure and Mach-number gradients. The level 3 viscous Cartesian grid is shown in the same gure. The grid has 88,296 cells and 300,573 faces. Anisotropic Cartesian cells were used to capture the ow features very ef ciently. Convergence characteristics of LU-SGS, BLU-SGS, and FIS were then studied using this ne mesh. All of the simulations started from the freestream condition. For LU-SGS the CFL was essential in nity (1.e40). For BLU-SGS and FIS the CFL number was increased from 10 to 100 over 50 iterations, with e = 0.1 and K max = 10. The convergence histories in terms of both the number of iterations and CPU seconds are shown in Fig. 8 . It is shown that BLU-SGS converges about ve times as fast as LU-SGS in terms of CPU time. Although FIS converges to machine zero in fewer iterations than BLU-SGS, BLU-SGS is as fast as FIS in terms of CPU time. The pressure contours on the initial and ne grids are presented in Fig. 9 . It is obvious that much better resolution was obtained through solution-based grid adaptations. The characteristiclamda shock wave was captured sharply on the ne mesh. Figure 10 shows the percentage comparison of total memory requirements. BLU-SGS requires about 24% more total memory than LU-SGS but takes less than half the memory used by FIS for this three-dimensional case.
Supersonic Flow over a Three-Dimensional Forebody
The case of supersonic ow over an analytical forebody was chosen to test BLU-SGS for viscous ow problems. The geometry and experimental data are described in Ref. 30 for an extensive set of ow conditions. The ow presented here was computed for the fol- forebody is shown in Fig. 11 . Eight viscous layers were generated in the grid to capture the turbulent boundary layer. In the computation the k-e turbulence model with a wall function is employed. Hyperbolic tangent grid clustering was used to achieve an average y + value of 27, which is appropriatefor turbulencemodels with wall functions. The mesh has 63,454 nodes; 177,968 faces; and 57,307 cells.
For LU-SGS a CFL number of in nity is again used to achieve the best performance. For BLU-SGS and FIS a maximum CFL of 50 was found to give near-optimum performance. The inner iteration convergencetolerancee is set to 0.1, and the maximum number of inner sweeps K max is 10. BLU-SGS required about 26% more memory than LU-SGS, but FIS took 2.4 times the memory required by BLU-SGS. Figure 12 shows the residual histories vs number of iterations and CPU time. BLU-SGS and FIS converged nearly identically in terms of number of iterations. However BLU-SGS is faster than FIS in terms of CPU time. BLU-SGS is about four times as fast as LU-SGS. To give the reader some idea on the accuracy of the simulation, Fig. 13 and 14 show the comparison of surface pressure coef cients between the computation and experimental data at different locations. The computational prediction agrees very well with experimental data.
As a numerical exercise LU-SGS, BLU-SGS, and FIS were also tested for this geometry assuming a laminar ow condition. The Reynolds number used in this exercise is two orders larger than that used in the experiment, i.e., Re = 2.33 £ 10 4 with other conditions remaining the same. Figure 15 presents the residual histories vs number of iterations and CPU time for all of the schemes. Although FIS convergesin fewer iterationsthan BLU-SGS, BLU-SGS is faster in terms of CPU time. BLU-SGS is about 2.5 times as fast as LU-SGS.
Conclusions
An improved BLU-SGS with increased ef ciency is developed. BLU-SGS is signi cantly more ef cient than the original LU-SGS, while requiring only 20-30% more memory. The convergence rate of BLU-SGS is comparativeto and in many cases faster than the fully implicit scheme while requiring much less memory. The improved ef ciency of BLU-SGS for both inviscid and viscous ows including turbulent problems has been demonstrated.
