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Abstract--The problem of optimal fixed-order dynamic 
compensation for the singular LQG problem is considered. 
Necessary conditions characterizing the optimal compensator 
for the case involving both singular measurement noise and 
singular control weighting are given. The solution consists of 
a set of two algebraic Riccati equations and two Lyapunov 
equations coupled by three projection matrices. One 
projection is the standard order reduction projection while 
the other two projections reflect the two types of singularity 
that exist in the system. The three projections are shown to 
satisfy disjointness conditions. In addition to order 
reduction, an advantage of the fixed-structure approach is 
that differentiation, which is often undesirable from a 
practical point of view and which may exist in the 
unconstrained optimal control, can be avoided. It is shown 
that the fixed-order compensator agrees with the uncon- 
strained solution when the latter possesses the same number 
of differentiations as are included in the prespecified 
controller structure and when the order is selected 
appropriately. 
1. In troduct ion 
THE SINGULAR LQG CONTROL problem has been of 
considerable interest for almost two decades (e.g. Friedland, 
1971; Clements and Anderson, 1978; Francis, 1979; Haas, 
1982; O'Reilly, 1983; Willems et al., 1986; Halevi and 
Palmor, 1986; Soroka and Shaked, 1988; Bernstein and 
Zeidan, 1990). For a more complete list of references see 
Bernstein and Zeidan (1990). Such problems arise when 
some of the measurements are noise free or when some of 
the control signals are unweighted. This will be the case, for 
example, if the sensor noise is colored or if actuator 
dynamics are present. Augmentation of the plant dynamics 
by means of noise shaping filters or actuator dynamics thus 
leads directly to a singular problem formulation. 
Most of the literature on the singular LQG problem is 
based upon either limiting procedures in which suitable 
weighting matrices and noise intensities approach zero, or 
differentiation of noise-free signals. These results dem- 
onstrate that the compensator that arises in the limiting 
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solution may include differentiators. Although the dimension 
of the optimal compensator depends on the order of 
singularity of the problem, the total number of differentiators 
and integrators is generally equal to the dimension of the 
system minus the number of noise-free measurements 
(unweighted control signals in the dual problem). In practical 
applications, however, it is often of interest to limit the 
number of differentiators included in the compensator or 
possibly eliminate differentiation entirely. Thus, the ap- 
proach of the present paper differs significantly from the 
prior literature in that we no longer seek the optimal singular 
LQG controller, but rather the optimal controller con- 
strained to be a member of a prespecified class of 
fixed-structure controllers. 
The fixed structure approach to control design originated 
by Johnson and Athans (1970) and Levine et al. (1971) and 
has since undergone extensive development (see Hyland and 
Bernstein (1984) and the references therein). To apply the 
fixed-structure approach to the singular LQG problem, we 
fix the order of the contoller as in Hyland and Bernstein 
(1984) and optimize over the gains associated with the noisy 
and non-noisy measurements. If, in applications, we wish to 
include differentiations within the feedback compensator, 
non-noisy measurements can be differentiated and then the 
resulting signals can be treated as "original" measurements. 
Thus our approach can be used to obtain improper 
compensators with a bound on the number of differentiators. 
Preliminary results for the singular LQG problem using 
the fixed structure approach were obtained in Bernstein 
(1987). The results given there are incomplete, however, in 
that the gains associated with certain feedback paths were 
not given explicitly. For the corresponding singular 
estimation problem (Haddad and Bernstein, 1987) this defect 
was remedied in Halevi (1989) where all feedback gains were 
explicitly characterized. In addition, the solution obtained 
there was shown to agree completely with results obtained 
using standard limiting methods when the (unconstrained) 
optimal singular estimator does not possess differentiators 
(Friedland, 1971; Halevi, 1988). For certain cases the results 
of Halevi (1989) thus provide an alternative approach to the 
singular estimation problem considered in Bryson and 
Johansen (1965), Friedland (1971), Schumacher (1985), 
Soroka and Shaked (1987) and Halevi (1988) and the 
numerous references therein. Preliminary and partial results 
of the present paper were reported in Halevi et al. (1989) 
where only the singular measurement noise case was 
considered. 
The contribution of the present paper is thus to complete 
the development of Bernstein (1987) by incorporating the 
methods used in Halevi (1989). Accordingly, we derive a 
coupled system of modified Riccati and Lyapunov equations 
that explicitly characterize the feedback gains of the 
fixed-structure singular LQG controller. For generality we 
consider partial or total singularity in both the control 
weighting and measurement noise intensity matrices, and we 
allow the dynamic compensator to be of arbitrary dimension 
less than or equal to the number of plant states minus the 
sum of the number of noise-free measurements and the 
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number of unweighted control signals. In the special case in 
which only the measurement noise is singular, the order of 
the dynamic compensator is equal to the number of plant 
states minus the number of noise-free measurements (i.e. the 
quasi full-order case), and a certain matrix is nonsingular, 
then we show that the optimal solution decomposes 
(separates) into a reduced-order observer followed by state 
feedback. Furthermore, as in Halevi (1989) we demonstrate 
connections with earlier results by showing that the fixed 
structure solution agrees with the standard limiting solution 
when the latter possesses the same number of differentiators 
as are included in the prespecified controller structure. The 
improvement of the derivation here over that given in Halevi 
(1989) is that we show explicitly how the equations in 
Friedland (1971), Halevi and Palmor (1986) and Halevi 
(1988) are obtained from our results and not just the 
equivalence between them. 
In view of the flexibility of the fixed-structure approach in 
constraining the order of the controller and limiting the 
number of differentiators, it should not be surprising that the 
optimality conditions for the fixed-structure controller are 
more complex than those obtained in the prior literature for 
the unconstrained solution. As shown by Hyland and 
Bernstein (1984), the fixed-order constraint on the controller 
leads to a generalization of LQG theory requiring the 
solution of a coupled system consisting of two algebraic 
Riccati equations (in variables Q, P) and two algebraic 
Lyapunov equations (in variables Q,/3). The coupling is due 
to the presence of a "dynamic" order-reduction projection r. 
To address the singular LQG problem, the present paper 
goes beyond those results by determining gains associated 
with non-noisy measurements and unweighted controls. These 
gains are characterized by means of "static" projections v t 
and v 2 whose structure is familiar from least squares analysis. 
The use of projections in singular optimal control and 
estimation is not a new idea, e.g. Friedland (1971), Lewis 
(1981, 1982). The distinction of the results of this paper is 
that unlike the quasi full-order case, vt and v 2 are not given 
in terms of the problem data but have to be solved together 
with all other parameters for the compensator. The 
equations we derive involve all three projections r, v, and 
v 2. The structure of these equations is quite intricate, which 
leads us to believe that the construction of optimal 
fixed-structure controllers without the aid of these equations 
would be a formidable task. In spite of the complexity of 
these equations, however, we obtain useful insights into the 
structure of the compensator that arises as a direct result of 
optimality. For example, we show that r, v~, v 2 satisfy 
disjointness conditions of the form 
0 = ~ 'V  I = v 2 " r  = V 2 V  I . 
The material is organized as follows: in Section 2 the 
problem is stated, followed by some preliminary derivations. 
The main results of the paper are given in Section 3. The 
quasi full-order case is considered in Section 4. The results of 
the paper are summarized in Section 5. The proof of 
Theorem 3.1 is given in the Appendix. 
2. Problem statement and preliminaries 
The basic block diagram considered in this paper is given 
in Fig. 1 where w e R q is the signal of exogenous inputs 
(process and measurement noises in the LQG setting) u • R m 
is the control input, y • R" is the measured output and z • R p 
is the generalized error signal. The state vector is x • R n. We 
partition u = [uru2r] r where u 1 • R% and u 2 • Rm2 are the 
weighted and unweighted control inputs, respectively, and 
yl • Rq and Y2 • R'2 are the noisy and non-noisy measure- 
ments, respectively. The generalized plant P(s)  realization is 
then given as 
r A l O l i . 1  I -A IV ' : :  m Bo- 1 | e ' l  ° iE:' 0/ P(s) / E, I- o ,,Eq / (21) 
L - d - / ) 5 # ] b J  Lc-, /  o ! o o._1 
It is assumed that (A, B) and (A, D 0 are stabilizable and 




FIG. 1. The closed-loop system. 
that E2! has full column-rank, which entails no loss of 
generality since otherwise additional unweighted control 
inputs can be identified by input transformation. The same 
argument applies to D21 which is assumed to have full 
row-rank. The/-/2 cost is defined as 
J = llH(s)l,2 ~= 1 f_f® tr (H*( j to)H(j to) )  dco, (2.2) 
where H(s)  is the closed loop transfer function from w to z, 
'tr' is the trace operator and ( ) *  denotes conjugate 
transpose. We treat the problem from the stochastic point of 
view and consider w as a unit intensity white noise in R q. T h e  
intensities of the process noise, measurement noise, and the 
cross-intensity are given by 
V1 D1D T, _ T = = V 2-D21D21 , Vt2 D1Drv 
Similarly the state, control and cross-term weighting matrices 
are given by 
Rl = E r E l ,  R2 = E21E2t , T  R12 = ETE2t. 
It is well known (Kwakernaak and Sivan, 1972) that 
J = iim E{zT( t ) z ( t ) )  
t ~  
= lim E ( x r ( t ) R  ix(t) + 2xr(t)R12ul(t)  + UT(t)R2u1(t)} 1. 
(2.3) 
The optimization problem is as follows: Find an ncth order 
compensator 
Cd Dm Dm l ,  (2.4) 
LCc I DcJ LCc2 Dc21 Dc22.a 
that minimizes J. 
The compensator (2.4) is constrained to be proper, which 
is distinct from unconstrained optimal singular control which 
may require derivatives of the noise-free measurement Y2. A 
fixed level of differentiation can be accommodated in our 
formulation, however, by carrying it out first and then 
redefining Yl and Y2- The proper compensator acting on the 
modified output is equivalent to an improper compensator 
with the original output as its input. From an implementation 
point of view this is advantageous because the level of 
allowed differentiation (which is often zero) is also 
prespecified. 
Since J is independent of the internal realization of the 
compensator we restrict our attention to minimal realiza- 
tions. Hence without loss of generality we invoke the 
following. 
Assumption 1. (A o Bc) is controllable (A~, C~) is observable. 
Combining the states of the plant and the compensator we 
obtain the augmented system 
= A~ +/~w, 
z = d,~ +/ )w,  (2.5) 
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where 
= [ x  r x ~  r, A = [ A + B D ~ C  B Q ] ,  
B~C A c J 
[ D, + BDcD2] 
= [ BeD 2 J' 
C = rE I + E2D~C E2C¢] , 
D = Ez,D¢~,D2t. 
To guarantee the finiteness of J, /)  must be zero. Since D2t 
and E21 have full column and row rank, respectively, it 
follows that D ~  = 0, i.e. there is no direct transmission from 
the noisy measurement  to the weighted input. As a result of 
the assumed detectability and stabilizability of (A, B, C) and 
(.4, D 1, E 0 internal and external stability of the closed loop 
system (2.5) are equivalent. Therefore,  to guarantee a finite 
cost J, the following assumption is made. 
Assumption 2. A is a stable matrix. 
We define now the controllability and observability 
Gramians of the system (2.5) which satisfy 
AO_. + OA r +/~ /~r  = O, (2.6) 
and 
fiT/5 + /5.~ + (~r~- = 0, (2.7) 
and partition them as 
- Pt • R . × . .  
P2J' QI 'P1  
For the solution in the next section in the general case where 
C2 ~: 0, B 2 4= 0, we need the following assumption. 
Assumption 3. The following matrices are positive definite: 
- - I " )  [ ) - - I t " ) T ' ~ c T  (i) Q, (i i) C2(QI ~12~2 ~12p 2, 
(i i i) P2, (iv) Br(p1- P~2P2~pT2)B2 . 
First notice that by their definitions these matrices are 
nonnegative definite and the assumption is required to 
guarantee their invertibility. If ( / l , /~ ,  C) is minimal then 
Q, P > 0 and (±)-(iv) follow immediately. Also if C 2 = 0 then 
(i) can be proved and (ii) becomes meaningless. Dual results 
exist for B 2 = 0. The physical interpretat ion of the 
assumption is as follows: (i) and (iii) mean that  the 
compensator is minimal in the closed loop setting, i.e. there 
exists no lower order compensator  that  yields the same H(s) 
(that by itself does not mean that (,4,/~, C') is minimal). (ii) 
and (iv) guarantee that in the closed-loop there is no 
redundancy in the non-noisy measurements  Y2 and the 
unweighted inputs u 2. 
It is well known (Kwakernaak and Sivan, 1972) that  
(~ = lim E{.f(t),fr(t)}. (2.8) 
Hence the optimization problem can be restated as follows: 
minimize tr (~06  "T s.t. ,~Q + {~Ar + /~ /~r  = 0. 
The following lemma is required for the main results of the 
paper. 
Lemma 2.1 (Hyland and Bernstein,  1984). Suppose Q, /~  
are n x n nonnegative definite matrices. Then  QP is diagon- 
alizable with nonnegative eigenvalues. If, in addition, rank 
Q/~ = he, then there exist n¢ x n, G, F and n¢ x n¢ invertible 
M such that ~/5 = GrMF; FG r = 1~. a= G r F  is an oblique 
projection. 
3. Main results 
The following theorem gives the main result of this paper. 
Theorem 3. I. Suppose (A~, B~, Cc, D~) satisfy Assumptions 
(1)-(3)  and minimize J. Then  they are given by 
C~, O~, O~,2. 
t_C~2 D~21 o~=J 
[ r ( A  - Av ,  - v~A)C:  I r v ~  O o v ; '  
= I -R2'Pr~v'±Gr I o 
L -B~ AGr I - B [ Q ~ V ~  1 
rAq ] 
-n ; 'P~c~  I ,  
Dc22 _1 
(3.1) 
D¢22 = - B ~ ( A Q  + QA r + Vt - QaV2tQ r 
- B,R~tPr~QvOUI, (3.2) 
where U1 is an arbitrary right inverse of CzQ, and where 
A d = A  + B2Dc22C2 ,  A = A d - Q a V 2 1 C 1  - BtR21Pa, 
Q~= QCT + V12, P~= BTp + Rr2, 
C ~ = Q C ; ( C 2 Q C ~ - ' ,  Vl=C~C2, v t ± = l , - v , ,  
B*~=(BTpBz)-IBTp, v2=B2B*~ , V z x = l . - v  2. 
F, G and w are as defined in [ ,emma 2.1 and Q, P, ~) and 
/~ are nonnegative definite matrices satisfying 
(A d - BiR21Pdvt - rAy1) Q + Q(Aa - BiR~lpaVl - way1) r 
+ V1 - I  T -1  T T T - Q a V 2  Qa  + r j _ v 2 ± Q a V 2  Q a v 2 ± % ± = 0 ,  (3.3) 
(A a - vzQ, V 2 IC 1 - v2A1;)Tp + P(A e - VEQa V 2 1 C 1  - v 2 A ~ -  ) 
T T T --1 + R  I -P f fR21Pa+rxv1±PaR 2 Pavl±r±=O, (3.4) 
v2± (A d - a t R 2 '  Pa)O_ " + Q(Ad - n t R 2 t  Pd) r vr± 
+ r,4v, Q + QvTArw r + v2±Q,V~'Q,v~± 
- I  T T T - r ± v z i Q ,  V2 Qav2±r ±=0,  (3.5) 
vrjl(Ad - Q.V~C~)rP + ['(Ad - QaV~'COVl± 
T T - !  T + vrzPAr+ r rArpv2+ vl±P~R 2 PaVl± 
T T T --I - r±vI±P~R2 Purl±w± = 0 ,  (3.6) 
rank 0 = rank/5  = rank Q/~ = n~. (3.7) 
The optimal cost is given by 
J =  t r ( v  I±QR 0 + tr {(v IQ + 0 )  
x (R t - g t 2 R ~ l R r  2 + PBIR21Brp)) .  (3.8) 
The proof is given in the Appendix.  
It is seen that the solution is given by a set of two algebraic 
Riccati equations and two Lyapunov equations coupled by 
three oblique projections r, v I and v 2. The  dynamic 
projection r arises as a direct consequence of the fixed 
structure and appeared originally in Hyland and Bernstein 
(1984). The static projections v~ and v2 are consequences of 
the singularity of the measurement  noise and the control 
weight, respectively (Bernstein,  1987; Haddad and Bern- 
stein, 1987; Halevi, 1989). Similar projections appear  in 
weighted least squares problems. The three projections are 
disjoint as can be seen from the following relations 
r V  1 = 0 ,  V21[" = 0 ,  V2'V 1 = 0, (3.9) 
which are derived in the proof  of Theorem 3.1. The first two 
relations immediately imply that  n~ <- n - max (r2, mE). 
However, taking into account the fact that these are 
projection matrices we obtain a t ighter upper  bound on n¢. 
Specifically, since 
[ r v 2 ± ]  C=v~± l[v,± G~ ct  a2]= l,~+,2+m2 , (3.10) 
a~ d 
it follows from Sylvester's inequality that  n~ + r2 + m2 - n. 
Furthermore,  multiplying the matrices in equat ion (3.10) in 
reverse order we can define a new n x n projection 0 with 
rank ne + r2 + m 2, as 
0 = V l z ~ ' V 2 ±  "{" VlV2& "at" V2 = I, - v l ± w ± v 2 ±  , (3.11) 
which means that 0± = vl±r±v2± is projection as well. 
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The results of Theorem 3.1 are the most general for a 
time-invariant, fixed-order proper compensator and as such 
include all previously solved cases. Specifically, 
(i) the case of singular measurement noise and nonsingu- 
lar control weighting (Halevi et al., 1989) is recovered by 
setting v 2 = 0 and A d = A. Cc2 , D¢21 and De22 vanish. In the 
dual case of nonsingular measurement and singular control 
weighting we set v I =0 ,  A d = A  and B~2, De1 ~ and D~22 
vanish, 
(ii) The nonsingular case (Hyland and Bernstein, 1984) is 
obtained by setting both v I = 0, v 2 = 0. Be2, Cc2 and D 2 
vanish and A o = A. If in addition n~ = n, i.e. the full-order 
case then set r = I ~  and equations (3.5)-(3.6) are 
superfluous. Equations (3.3)-(3.4) become the standard 
Riccati equations and separation holds; 
(iii) static optimal output feedback is achieved by setting 
r =  0 in equations (3.3)-(3.4). A,:, Be, C¢ and equations 
(3.5)-(3.6) all vanish. 
It is shown in Hyland and Bernstein (1984) that in reduced 
order LQG compensation the separation principle is no 
longer valid. However the singular compensator may be 
expressed in a form reminiscent of the familiar observer-state 
feedback form by defining 
= v t ±Grx¢  + C~y 2, (3.12) 
which is in accordance with known results in singular 
estimation (e.g. Friedland, 1971; Halevi, 1988). Note also 
that B~*.~ = 0, another known property of solutions to the 
"cheap control" problem (Friedland, 1971). This means that 
belongs to the nullspace of v 2. With this definition we can 
rearrange the dynamic equation of the optimal compensator 
and obtain 
Grkc = r[A~ + B, u~ + B2u e + Q,  V f t ( y ,  _ C, / ) ] ,  (3.13) 
which may be interpreted as the optimal projection applied 
to the optimal state estimator, i.e. the Kalman Filter. Notice 
that Grx c= r~2. The static output equations of the 
compensator are given by 
U t = - R  2 ~Pa,~, (3.14) 
u2 = - B ~ [ ( A  - B~R f ~ P~)r~ + Q ,  V2~(y~ - C~r,~)] 
+ O+2~(y ~ - C2~.~ ). (3.15) 
Although equation (3.14) is very clear, it is difficult to 
interpret the structure of u 2 as well as the expression for 
De22. It should be noted however that in case the 
measurement is nonsingular, D~22 vanishes, r $ = £  and 
equation (3.15) reduces to a familiar form (Friedland, 1971). 
4. The quasi full-order case 
In this section we discuss the optimal fixed-structure 
compensator under the following assumptions: 
(i) The control weightingis nonsingular, i.e. m e = 0; 
(ii) C2(V~ - V12V21V12)C T >  O; 
(iii) n~ = n - r 2. 
The unconstrained optimal compensator in this case 
(Assumptions (i)-(ii)) has the assumed structure with 
n ¢ = n - r  2 (Bryson and Johansen, 1965). Therefore we 
would like to see how these results are recovered from 
Theorem 3.1, If the matrix in (ii) is singular then the 
unconstrained optimal compensator is improper (Halevi and 
Palmor, 1986) and no comparison can be made with our 
compensator which is fixed to be proper. The key point of 
the analysis is given in the following lemma. 
Lemma 4.1. Suppose Assumptions (i)-(iii) hold. Then 
v~+r± =0 ,  (4+1) 
v, = (v ,±QTt r + ¢z , )C~(C2f / ,Cr) - 'C: ,  (4.2) 
where 
A = a  - V ,~V~ 'C , ,  9, = V, - V , W ~ ' V ~ .  
Proof. The combined projection 0 in equation (3.11) has in 
this ease rank n, therefore 0 = 1 , ,  and v ~ r ~ w ± = 0 .  
Equation (4.1) is obtained by substituting v 2 = 0. Notice that 
equation (4.1) means that v l ± r = v t ± .  Premuitiplying 
equation (3.3) byrr  and postmultiplying it by C r we have, 
using rv 3 = 0, _Qv I = v I Q, v t QC~  = QC~  and the definitions 
of Q,, A and V~, 
r(Q,4 r + 17"1)C2 r =  0. (4.3) 
Premuitiplying equation (4.3) by v i i  , we obtain 
(v~i  Q,4 r + ~'t)Cr2 - QC~(CEQC2r)-~C2I?C~= o. (4.4) 
Postmuitiplying by (C2171C2r) - IC 2 yields equation (4.2). This 
completes the proof. 
As v appears on both sides of equation (4.2) its usefulness 
seems limited at first sight. However, vj is completely 
determined by v~±Q, which is not true in the general case. 
We define 
Qo = v , ± Q  = Qv ,± ,  ¢ / C ~ ( C 2 ¢ ' , C ~ - ' C  2. 
The matrix st is an oblique projection which is determined 
from the problem data. With these definitions we have 
v± = st± - Q o A r C r ( C 2 P ,  C b - ' C 2  . (4.5) 
Premultiplying and postmuitiplying equation (3.3) by vjz 
and v~±, respectively, we obtain 
Vl±flQo + Q o A r v L  + v~± ("lvr~± - QoCrl V ~ t C , Q o  = o. 
(4.6) 
Substituting equation (4.5), using C2st ± = 0  and I / ~  r =  
;r± V1 yields 
t~ ATjrT ~±:iQo + ~o  ± 
- Qo[ / I rC~(C2¢z tC~- 'C2  A + C r V 2 ' C , ] Q o  + st~ (', = O. 
(4.7) 
Equation (4.7) is a standard Riccati equation for Q0 and is 
identical with the results obtained in Halevi (1988). In Halevi 
(1989) it was shown that Q0 is the error covariance of the 
optimal reduced order estimator for a singular measurement 
system. Using equation (4.1), (3.4) reduces to the standard 
control Riccati equation 
A r P  + PA + g~ - P r R ~ P ~  = 0. (4.8) 
Notice that since equations (4.7)-(4.8) are independent of 
each other and of the projection ~, separation holds in this 
case. It remains to be shown that the compensator matrices 
are determined by Q0 and P. These matrices are given by 
DcH Dcl2a 
[ F A v l ± V  2 '  I I"QaV~' FAC~ ] 
- n 2 ' P a v , ~  G ~ 0 - R f ' P ~ C ~ ] '  (4.9) 
where in this case A = A - Q ~ V ~ l C z - B1R ~ I P~. First notice 
that in all expressions Q~ is premultiplied by F. Since Fv I = 0 
we have 
FQa = Fvt lQ~ 
= rQoCr~-  r(st~ - Q o A r c ~ ( c 2 f / ,  c ~ - ' c 2 ) v , 2 .  
Hence Q is not required explicitly. Next, the solution is given 
in terms of F and v l ± G  r, which are a factorization of the 
projection v~±r. Certainly the optimality of the compensator 
is independent of its internal realization, and this degree of 
freedom is equivalent to using any such factorization (Hyland 
and Bernstein, 1984). But from Lcmma 4.1 it follows that we 
can use any factofization of vt± which is known. 
5. Conclusions 
The optimal fixed-order dynamic compensator for the 
singular LQG problem was fully characterized by necessary 
conditions. The compensator is prefixed to be proper hence 
the problem of output, and possibly white noise, 
differentiation is avoided. If certain level of differentiation is 
allowed it can be carded out first and then by redefining the 
output the results of this paper can be used. The solution is 
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given by a set of two algebraic Riccati equations and two 
Lyapunov equations coupled by three projection matrices. 
One is the "dynamic" projection which appears in all optimal 
L 2 order reduction problems. The other two are the control 
and estimation versions of the "static" projection which 
appears whenever the problem is singular. The results of this 
paper are general and various previously solved cases can be 
viewed as special cases. The derivation in Section 4 shows 
that when the unconstrained optimal compensator has the 
prefixed structure, i.e. it does not contain differentation, our 
results agree with those obtained by other techniques such as 
the limiting method. 
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Appendix. Proof of Theorem 3.1 
First, for notational convenience we define 
"~,2 = E~E2 = [R,2 0,,×,.2], 
(",2 = D, DT= [V,2 0 , ,×J ,  
Then 
~ r ~  = [ R, + I~,2D~Cr. + CrD~R~ZT'T + CrDrR2D~C 
CcRzDcC + CcRI2 
R,2Cc + CTDrf~2C:] 
C~2C~ j ,  (A.1) 
" "r FV, + I/,2D~B T + BDc~",2+ BDc~'2DrcB T 
BB = - r r - r  
L BcV2DcB + BcVi2 
- 7 "  - T V,2B¢ + BDcV2Bc ] 
Bo~2BY j. (A.2) 
We construct the Lagrangian 
H = tr [ 0 ( : ~  + (A0 + OA r + ~ r ) p ] .  (A.3) 
The necessary conditions for optimality are: 
a H l a P  = A0 + OA r + BB r = 0, (A.4) 
aH/aQ = ~A + ArP + # : ~  =o, (A.5) 
aH/aAo = P~,2Q,~ + P~Q~ = o, (A.f i)  
OH/aB¢ = P~2Q,C r + P2Q~C r + P~2~',2 
+ P~2BD:~'2 + P=Bc(," 2 = 0, (A.7) 
a H / a Q  = BrP, Q,2 + BrP, efl~ + R~2Q,~ 
+ R2D¢CQ,2 + R2CcQ2 -- 0, (A.8) 
aH/aDc = BrP, Q,C r + Brp,2Q~C r + ~ 2 Q , C  r 
+ R2D¢CQ,C r + R2CcQ~(2C r 
+ BrP, f,,2+ BrP, BDof,2 
+ BrP,2B¢V2 = O. (A.9) 
Equation (A.9) is a compact form for the partial derivatives 
with respect to D¢t2, D~2 , and De2 2. Its upper-left subblock is 
meaningless. We define now 
Gr = Q,2Q2', Q. = Q,2Q2'Q~f2, 
Q = Q 1 - Q . ,  F=-P2'Prm2, 
= P,~P2'P~, P = P, - ~, 
where the partitions are as in Section 2. From (A.6) we have 
FG r=  1, ,  hence T= GrF is a projection matrix. (A.9)- 
(A.8) G'~ r + BTF r (A.7) yields 
BrPQC r + R~2QC r + ~=DoCQC r 
+ BrP¢,~ + BrPBDo?= = 0. (A.10) 
The subblocks of this equation give the expressions for D¢~ 2 
and Dee I in (3.1) and 
B~PQC r= O. (A.II) 
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From equation (A.7) we obtain the expression for B~I and 
FQC~ = 0. (A. 12) 
Equation (A.8) gives C~ and 
BTpG T = O. (A. 13) 
Equations (A. 11)-(A. 13) imply the disjointness relationships 
v2v I =0, ~Vl=0, v2~=0. (A.14)-(A.16) 
We define now the transformation matrices 
- G  T F r 
Although the use of those transformations is not necessary, it 
simplifies the derivation considerably. Notice that T~ ()T~ = 
diag {Q, Q2}, ~ ~Tr= diag {P, P2}. Subblocks of r~(A.4)r r 
and r 2 ( A . 5 ) r  r give 
(A + BDcC - G r B c C ) Q  + Q ( A  + BDcC - GrBcC) ~ 
+ V, + (BD¢ - GrBc)(:r2 + (/,z(BDc - GrB¢) r 
+ ( B D ¢ -  GrB¢)(/2(BDc - GrB¢) r =0, (A.19) 
(A + BD¢C - GrBcC)Q,2 + (BC¢ - GrAc)Q2 
+ QCTB~+ I?,2BY+ ( B D ~ -  GrB~)(/2B if= O, (A.20) 
Ql2 C B c + Q2A~ + B~V2B ~ =0,  AcQ2 + BcCQI2 + r r r r - r 
(A.21) 
P(A + BDcC + B Q F )  + (A + BDcC + BQF)rP 
+ R t + RI2(DcC + CcF ) +(DcC + CcF)rR IT2 
+ (DeC + Qr)rR2(DcC + Ccr) = o, (A.22) 
(A + BD~C + BCcF)Tp,2 + (B~C + AcF)TP2 
+ PBC c +/~,2C~ + (DcC+ C~F)rR2C¢ = 0, (A.23) 
P2mc + Pr2B Q + ArcP2 + CrBrPI2 + Cr~R2C~ = 0. (A.24) 
Equation (A.21) can be written as Hyland and Bernstein 
(1984) 
+ T - T 
(A¢ + B¢CQ12QY~)Q2 + Q2(Ac + B¢CQI2Q2 ) + B¢ V2Bc - O, 
(A.25) 
where ( )+ denotes the generalized inverse. In case 17' 2 is 
nonsingular, i.e. the measurement noise is nonsingular, the 
controllability of (A¢, Be) guarantees that Q2 >0. Similar 
arguments can be applied to /'2, using equation (A.24), /~2 
and the observability of (Ac, C¢). In the general case V 2 and 
/~2 are singular, therefore Assumption 3. 
P]~(A.23)TQCr2 - C~r(A.10)[0 1,2] 7, 
yields 
F(A + BD¢C - GrBcC)QC~ = O. (A.26) 
Substituting Bd, Ccl 2 and D ~  we get Bc2. Similarly, 
Br(A.20)Q2 ~ -  [0 I,,2](A.10)B[ gives 
Br2P(A + a o c c  + BQr)G r = o. (A.27) 
Substituting Cot, D¢l 2 and De21 we obtain Cc2. 
B r p ( A . 1 9 ) U , _  (A.14)(D~2Br+ r r r • Dc22B 2 - B¢2G)U I gzves 
Dc22 = - B ~ ( A Q  + OA T + VI - a ~ v ~ l Q ~  
x U~ + B~BtR~P~C*~. (A.28) 
Multiplying the second term by C2QU ! = lr2 yields equation 
(3.2). A dual expression, containing a left inverse of PB2 can 
be obtained from equation (A.22). Ac follows from 
F(A.20)Q~ -I. Equations (3.3)-(3.6) are obtained by sub- 
stituting (Ac, Be, Q ,  D¢) into (A.19), (A.20)G + 
Gr(A.20)  r + G r ( A . 2 1 ) G  r, (A.22) and (A.23)F + 
Fr(A.23) r + Fr(A.24)F, respectively. Finally direct sub- 
stitution of Dc and Cc gives the optimal cost (3.8). 
