Abstract. In this paper, we consider the Cauchy problem of the incompressible liquid crystal equations in n dimensions. We prove the local well-posedness of mild solutions to the liquid crystal equations with L ∞ initial data, in particular, the initial energy may be infinite. We prove that the solutions are smooth with respect to the space variables away from the initial time. Based on this regularity estimate, we employ the blow up argument and Liouville type theorems to establish vorticity direction type blow up criterions for the type I mild solutions established in the present paper.
Introduction
In this paper, we consider the following incompressible liquid crystal equations u t + (u · ∇)u − ∆u + ∇p = −div(∇d ⊙ ∇d), (1.1) divu = 0, (1.2)
in R n × (0, T ), n ≥ 2. Here u represents the velocity field of the flow, d represents the macroscopic molecular orientation of the liquid crystal material, p denotes the pressure. The symbol ∇d ⊙ ∇d, which exhibits the property of the anisotropy of the material, denotes the n × n matrix whose (i, j)-th entry is given by ∂ i d · ∂ j d for 1 ≤ i, j ≤ n.
System (1.1)-(1.3) is a simplified version of the Ericksen-Leslie model for the hydrodynamics of nematic liquid crystals developed by Ericksen [1] , [2] and Leslie [3] in the 1960's. A brief account of the Ericksen-Leslie theory and the derivations of several approximate systems can be found in the appendix of [4] , see the two books of Gennes-Prost [5] and Chandrasekhar [6] for more details of physics. The mathematical analysis of liquid crystal equations is initiated by Lin-Lin in [4, 7] in the 1990's. They proved in [4] the global existence of weak and classical solutions in dimension two or three (for classical solutions in three dimensions, the viscosity coefficient is required to be large) to the Leslie system of variable length, that is replacing |∇d| 2 d by the Ginzburg-Landau type approximation term 1−|d| 2 ε 2 d to relax the nonlinear constraint |d| = 1. They proved in [7] the partial regularity theorem for suitable weak solutions, similar to the classical theorem by Caffarelli-Kohn-Nirenberg [8] for the Navier-Stokes equation. As pointed out in [4, 7] , both the estimates and arguments in these two papers depend on ε, and it's a challenging problem to study the convergence as ε tends to zero. The two dimensional case is comparatively easier than the three dimensional one, in fact, Hong [9] obtains the convergence as ε goes to zero up to the first singular time, and thus obtains the existence of weak solutions to the system (1.1)-(1.3). One can also establish the existence of global weak solutions directly to the system (1.1)-(1.3) but take the limit for the Ginzburg-Landau approximate system. Recently, Lin-Lin-Wang [10] proved the global existence of weak solution to the system (1.1)-(1.3) in dimension two, and obtained the regularity and asymptotic behavior of the weak solutions they established. The uniqueness of such weak solution was later proven in [11] .
Note that all the papers mentioned in the above consider the solutions with finite energy, i.e. the integration of some quantities of the solutions is finite. A question is what can we say above the weak solution with infinite energy? For the Navier-Stokes equations, the local existence and uniqueness of solutions with bounded initial data and thus allowed to have infinite energy was established by Giga etc in [12] . Such solutions are proven to be global in time in two dimensions later by Giga, Matsui and Sawada in [13] . The Navier-Stokes equations with non decaying initial data are also studied by many authors, see e.g. [14] [15] [16] and the references therein. In a recent paper, Giga [17] gives a geometric blow-up criterion on the direction of the vorticity for the three dimensional Navier-Stokes flow whose initial data is just bounded and may have infinite energy. More precisely, by using blow up argument and employing the Liouville type results for two dimensional Navier-Stokes equations, he prove that the bounded type I mild solution (see Definition 1.2 in the below for the definition of type I) does not blowup if the vorticity direction is uniformly continuous at the place where the vorticity magnitude is large. Such result improves the regularity condition for the vorticity direction first introduced by Constantin and Fefferman [18] for finite energy weak solution with the payment that the singularity is required to be of type I. For more results on blow up criterion of the vorticity direction, see [19] [20] [21] [22] [23] [24] [25] [26] .
The goal of this paper is to extend Giga's results [12] on the well-posedness of the Navier-Stokes equations to the liquid crystal equations and establish some blow up criterion on the vorticity direction similar to [17] . More precisely, we establish the local well-posedness of mild solutions to the Cauchy problem of the system (1.1)-(1.3) with bounded initial data which may have infinite energy, and given the regularity criterion on the vorticity direction for type I mild solution. Since the liquid crystals equations is a couple system of the Navier-Stokes equations and the harmonic heat flow equations, besides the vorticity direction assumption, some assumption on the direction field d is required for establishing the blow up criterion on the local solution. In spirit of [17] , we impose some continuity assumption on the direction field. We also prove the regularity of the solutions established in the present paper, in particular, we prove that the velocity and the direction field are smooth with respect to the space variable away from the initial time.
To prove the local well-posedness of mild solutions, we use the Banach fixed point argument, and the key tool is the estimate ∇e t∆ Pf ∞ ≤ Ct −1/2 f ∞ proven in [12] . The regularity of the mild solutions is more complicated than the local well-posedness. Since we do not known in advance whether the solutions obtained in the Banach fixed procedure gain higher regularities or not if the initial data is not regular, we need use the approximate argument to do the regularity of the solutions. Our approach can be stated as follows: we first approximate the initial data by a sequence of smooth initial data and thus obtain a sequence of smooth approximate solutions, next, we do the a priori estimates on the higher derivatives of such regularity solutions in terms of the lower ones, next, we prove that the approximate solutions has a common existence time depending only the L ∞ norm of the initial data, and finally, we can take the limit to prove the regularity. On the blow up criterion, thanks to the regularity estimates stated in the above, we use the blow up argument near the singular points to obtain a sequence of bounded mild solutions and take the limit to obtain a limiting vector fieldū andd; by the assumption imposed on the direction field d and the Liouville theorem on harmonic functions, we can prove thatd is a constant vector, which implies thatū is a bounded backward mild solution to the Navier-Stokes equations, and the rest proof is exactly same to that in Giga [17] .
We complement the equations (1.1)-(1.3) with the following initial data
where u 0 and d 0 are given vector fields. Before sating the local well-posedness results, we give the definition of mild solution to the system (1.1)-(1.4).
for any 0 ≤ t < T , where P is the Helmotz projection.
Our local well-posedness of mild solutions is stated in the following theorem.
for any nonnegative integer k and for any 0 < δ < T , (ii) functions u(t) ∞ and ∇d(t) ∞ are both continuous on [0, T ], and
for some positive constant C depending only on n.
Now, we give the definition of type I mild solution.
3) is said to be a type I mild solution if
for some positive constant C.
Our blow up criterion are stated in the following two theorems.
) be a type I mild solution to system (1.1)-(1.3) in R 3 × (−1, 0). For given σ > 0, let η be a modulus, such that
where
and ω = curlu. Then (u, d) does not blow up at t = 0, that is, we can extend (u, d) to be a mild solution to system (1.1)-(1.3) in R 3 × (−1, ε) for some ε > 0.
and ω = curlu. Then (u, d) does not blow up at t = 0, that is, we can extend (u, d) to be a mild solution to system
The rest of this paper is arranged as follows: in the next section, Section 2, we prove the local existence of mild solutions with smooth initial data by using the Banach fixed point argument; in Section 3, we do the a priori estimates on the higher derivatives in terms of the lower ones of the mild solutions; Section 4 is employed to estimate the existence time of the smooth mild solutions in terms of the L ∞ norm of the initial data; in section 5, using the results in the previous sections, we prove the local well-posedness of mild solutions with L ∞ initial data and the regularities of the solutions; the proof of the blow up criterion is given in the last section.
Local existence with smooth initial data
In this section, we prove the local existence of mild solutions with smooth initial data, that is the following proposition.
Then there is a positive T , such that the system (1.
We are going to use Banach fixed point argument to prove the above proposition. As a preparation, the following lemma plays a key role in our argument.
where C is a positive constant depending only on n.
Proof. The first one well known, while the second one can be found in [12] . Now we define the Banach spaces we will work in and the map being considered. Given T > 0 and nonnegative integer k, denote by X k T the space
Then X k T is a Banach space. Denote by B R be the ball in X k T with radius R and center zero.
Lemma 2.2. Let S be the map defined in the above. Then S maps X k T into X k T , and the following estimates hold ture
T , where C is a positive constant depending only on n and k.
for any 1 ≤ m ≤ k + 1 and
and thus
which gives
completing the proof.
Lemma 2.3. The following estimates hold true
, where C is a positive constant depending only on n and k.
) and S(v, n) = (ṽ,ñ) and
Hence, by Lemma 2.1, it follows
Hence, we have
proving the conclusion.
Lemma 2.4. S maps B K * into itself, and
where T * and K * are given by
and
for some positive constant C * depending only on n and k.
Proof. By Lemma 2.2 and Lemma 2.3, there is a positive constant C * depending only on n and k, such that
, where C * is a positive constant depending only on n and k. Set
The proof is complete. Now, we can give the proof of Proposition 2.1 as follows.
Proof of Proposition 2.1 Let T * and K * be the constant stated in Lemma 2.4. By Lemma 2.4, S is a contradictive map from B K * to itself. By Banach's fixed point theorem, there is a unique fixed point in B K * to S(u, d), that is, there is a unique solution (u, d) in B K * to equation
By definition of operator S, such (u, d) is a mild solution to the system (1.
Calculate directly, there holds
As a consequence, the scalar function l(x, t) = |d| 2 (x, t) − 1 satisfies
Maximum principle of parabolic equations implies that l ≤ 0, which gives |d| ≤ 1. Now we show that
Since (u, d) is a mild solution, we have
Hence, it follows from Lemma 2.1 that
for any 0 < t ≤ T * . Combining the above inequalities, we conclude lim sup
We claim that (u 0 (t), ∇d(t)) → (u 0 , ∇d 0 ) as t → 0 + weak star in L ∞ . For this aim, take arbitrary ϕ ∈ C ∞ 0 , and then
By Lemma 2.1, it follows
and 
Consequently, we have
Combining (2.6)-(2.11), it follows
weak star in L ∞ . Hence we have
Combining this with (2.5), we conclude
The proof is complete.
A priori estimates for regular solutions
In this section we study the a priori estimates on higher derivatives of the regular mild solutions in terms of the lower ones, that is the following proposition. 1)-(1.4) , where X k T is the Banach space stated in Section 2. Suppose that
for some positive constant M. Then we have the following estimates
for any δ ≤ t 0 ≤ t ≤ T and 0 < δ < T , where C is a positive constant depending only on n, k, δ and M.
We use mathematical inductive argument on l to prove that
for any 0 < δ < T . For l = 0, the estimates follow trivially from our assumption
Suppose that the estimates hold true for any 0 ≤ l ≤ l 0 and any 0 < δ < T . Then for any t 0 ≥ δ 2 , we have
for any t 0 < t ≤ T . Hence, summing the above two inequalities up, we obtain
for any t 0 < t ≤ T , which gives
for some positive constant σ < δ depending only on δ, n, k and M, and thus
This inequality implies
and thus (
thus the estimates hold true for l 0 + 1, and finally we obtain
We now prove the time continuity. It follows
By the aid of the above two inequalities, it follows from the interpolation inequality that
and consequently, we have
Estimates on the existence time in terms of L ∞ norm of initial data
In this section, we estimates the lower bound of the existence time of the mild solutions with smooth initial data in terms of the L ∞ norm of the initial data. That's the following Proposition. 
for some positive constant C depending only on n, and
Proof. We first estimate the lower bound of the existence time. By Proposition 2.1, system (1. 1)-(1.4) has a local mild solution (u, d) . Let's extend such solution to the maximal existence time T * . If T * = ∞, then we are down. Hence, we suppose that T * < ∞, and then by Proposition 2.1, the maximal existence time T * can be characterized as
It follows from Lemma 2.1 that
for any 0 ≤ t < T * . Setting f (t) = sup 0≤s≤t ( u ∞ + ∇d ∞ )(s), then there holds
for any 0 < t < T * , where C * is a positive constant depending only on n. We claim that T * > T 0 , where T 0 is given by
Suppose that T * ≤ T 0 , then the inequality (4.12) is equivalent to
By Proposition 2.1 and Proposition 3.1, it follows that f (t) is bounded and continuous on (0, T ] for any 0 < T < T * , and
One can easily check that
These facts force f (t) to satisfies f (t) ≤ f (t), and thus, noticing that f (t) is increasing in (0, T 0 ], we have
Now we can apply Proposition 3.1 to deduce
with C independent of T . On account of this inequality, by taking T → T * , one can extend (u, d) continuously to be defined on [0,
By Proposition 2.1, we can extend (u, d) to be a mild solution on [0, T * * ] for some T * * > T * , which contradicts to the definition of T * . This contradiction provides us that T * > T 0 , and (u, d) is a mild solution to system (1.
In fact, starting from (4.12), we can use the same procedure as in the above paragraph to obtain such estimate. Thus we omit its proof here.
Well-posedness and regularity with L ∞ initial data
In this section, we prove the local existence and uniqueness of mild solutions to the system (1.1)-(1.4) with L ∞ initial data, and we also prove the regularity of such mild solutions, in other words, we prove Theorem 1.1.
Proof of Theorem 1.1. We first prove the local existence. Take (u
Without loss of generality, we can suppose that all these (u ε , d ε ) are defined on a common time interval [0, T ] with a certain
(5.14)
By Proposition 3.1, it follows from (5.13) that
for a certain α ∈ (0, 1) and for any 0 < δ < T , where C is a positive constant depending only on δ, k, n and u 0 ∞ + ∇d 0 ∞ . By the aid of (5.13) and (5.15), using diagonal argument and applying Arzela-Ascoli theorem, there is a subsequence of (u
pointwisely, and 16) for any 0 < δ < T . We claim that all the following weak star limits in L ∞ hold true
R n e t∆ u ε 0 ϕdx = R n u ε 0 e t∆ ϕdx → R n u 0 e t∆ ϕdx = R n e t∆ u 0 ϕdx,
thus (5.17) and (5.18) hold true. Now, we turn to the proof of (5.19). Given t > 0, then for any 0 < t 0 < t, it follows
We will show that I ε 2 (t 0 ) → 0 as t 0 → 0, uniformly with respective to ε, and I ε 1 (t 0 ) → 0 as ε → 0 for each fixed t 0 ∈ (0, t). We first consider I
Next, we consider I ε 1 (t 0 ) for fixed t 0 . Define
By the aid of (5.17)-(5.19), we can take the weak star limit in (5.23) and (5.24) to conclude that
These two identity automatically hold true at t = 0. Thus (u, d) is a mild solution to system (1.
Next, we prove the uniqueness of bounded local mild solutions. Let (u, d) and (v, n) be mild solutions to system (1.
for some positive constant M. Then we have
and thus it follows from Lemma 2.1 that
Combining these inequalities, we obtain
from which we obtain
where σ is a positive constant depending only on n and M, and consequently
Similarly, we can prove that (u, d) = (v, n) on [σ, 2σ], and finally, we obtain (u,
This completes the proof of the uniqueness. Then, we prove the regularity (i). Since (u, d) is a mild solution, there hold
and thus, for any δ ≤ t 0 ≤ t ≤ T , recalling (5.16), we have
In the above, we have used the fact that
which is guaranteed by (5.16), since it holds true for any k. Thus, we have proven that
Now, we prove (ii), the continuity of the functions u(t) ∞ and ∇d(t) ∞ . Thanks to (i), one can easily see that u(t) ∞ and ∇d(t) ∞ are continuous in (0, T ]. While the continuity at t = 0, i.e. can be proven in the same way as in Proposition 2.1, thus we omit it here. For (iii), the lower bound of the existence time T , follows from (5.14). Thus we complete the proof of Theorem 1.1.
Vorticity direction blow up criterion
In this section, we prove the vorticity direction blow up criterion for type I mild solution to system (1. 1)-(1.3) , in other words, we prove Theorem 1.2 and Theorem 1.3. at time t 0 , and thusū 1 andū 2 are independent of x 3 at time t 0 . Recalling thatd ≡ C in R 3 × (−∞, 0], we observe thatū satisfies the Navier-Stokes equations ∂ tū + (ū · ∇)ū − ∆ū + ∇p = 0, divū = 0 in R 3 × (−∞, 0].
Sinceū is x 3 independent at t 0 , the local existence and uniqueness theorem of bounded mild solutions for Navier-Stokes equations [? ] (or see Theorem 1.1 of the present paper) implies that the solution stays two-dimensional (independent of x 3 ) for t ∈ [t 0 , t 0 + ε] and thusζ 0 (x, t) = (0, 0, 1) for t ∈ [t 0 , t 0 + ε]. By taking t 0 over all values in (−∞, 0), we conclude thatū is independent of x 3 for all t, and thusζ 0 is independent of t, i.e.ζ 0 (x, t) ≡ (0, 0, 1).
Step 4.3. ω ≡ 0. Starting from the observation thatζ 0 (, t) = (0, 0, 1), one can prove thatū (x, t) = (ū 1 (x 1 , x 2 , t),ū 2 (x 1 , x 2 , t), C 0 ) for each t ∈ (−∞, 0] as what we do for t = t 0 in the previous paragraph. Thus ω 3 (x 1 , x 2 , t) solves the two dimensional vorticity equation Obviously, the conclusion in Step 3 contradicts to that in Step 4. This contradiction provides us that (6.25) holds true. This completes the proof of Theorem 1.2.
Proof of Theorem 1.3. Check the proof of Theorem 1.2, using the same notations as above, it suffices to show that ζ(x, t) ≡ ζ 0 (t), i.e. Step 4.1 in the above proof, because only in this step is the continuity assumption on the vorticity direction used.
Suppose that where χ E is the characteristic function of the set E. For any τ > 0, we define f τ (x, t) = |∇ζ(x, t)χ Ωτ (t) (x, t)| β , then for any fixed t, noticing that the set Ω τ (t) decreases to the empty set as τ goes to infinity, one can easily infer that f τ (·, t) decreases to 0 as τ goes to infinity. Obviously there holds that 0 ≤ f τ (x, t) ≤ f σ (x, t), ∀τ ≥ σ.
Dominate convergence theorem provides us that On account of this fact, for any given ε > 0, there is σ ε > 0, such that
Set Ω = {(x, t)|ω(x, t) = 0}, and take arbitrary compact set K contained in Ω. Recalling thatω is continuous, there is a positive number δ such that |ω(x, t)| ≥ δ, ∀(x, t) ∈ K.
Recalling (6.27), it's clear that ω k →ω uniformly on K, and thus |ω k (x, t)| ≥ δ 2 , ∀(x, t) ∈ K, for large k.
