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We show that if a space X is the union of not more than κ-many discrete subspaces, where
κ is an inﬁnite cardinal, then the same holds for any perfect image of X . It follows that
a compact Hausdorff space with no isolated points can never be covered by fewer than
continuum many discrete subspaces; this answers a question of I. Juhász and J. van Mill.
We also consider coverings by right-separated and left-separated subspaces.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A space is said to be crowded if it has no isolated points. I. Juhász and J. van Mill [3] asked the following question, which
has been unsolved even for ﬁrst countable spaces:
Question 1.1. If X is a compact Hausdorff crowded space, is it true that X cannot be covered by fewer than c-many discrete
subspaces?
Juhász and van Mill denote by dis(X) the least cardinal of a cover of X by discrete subspaces. They show that dis(X) c
(and hence the answer to Question 1.1 is positive) for any compact crowded hereditarily normal X . In fact, this follows from
their stronger result that for such X , rs(X) + ls(X)  c, where rs(X) (resp., ls(X)) is the least cardinal of a cover of X by
right(resp., left)-separated subspaces.1
Here we prove that the answer to Question 1.1 is positive, without any further assumptions. Indeed, this is a corollary to
our more general result that the property of being the union of  κ-many discrete subspaces (i.e., dis(X) κ ) is preserved
by perfect mappings, a result proven earlier for the case κ = ω by D. Burke and R. Hansell [1].
It is still not known if either ls(X) c or rs(X) c holds for any compact crowded X . In [3], it is noted that rs(X) is at
least m, the least cardinal of a cover of the real line by meager sets, and Gerlits, Juhász, and Szentmiklóssy [2] showed that
ls(X)  m also. We obtain the partial result that both rs(X)  c and ls(X)  c hold for ﬁrst countable crowded compacta,
provided c is a regular cardinal.
In [3], it is noted that any counterexample to Question 1.1 contains a separable counterexample which must have cardi-
nality c. Their argument clearly works for the right and left-separated questions too, a fact which will be used in Section 3.
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The purpose of this section is to prove:
Theorem 2.1. No crowded compact Hausdorff space is the union of fewer than c-many discrete subspaces.
Any crowded compact space admits a perfect mapping onto the unit interval, and the unit interval is not the union of
less than c-many discrete subspaces. Hence this result follows easily from:
Theorem 2.2. Let κ be an inﬁnite cardinal. If X is the union of κ-many discrete subspaces, then so is any perfect image of X .
The main lemma is:
Lemma 2.3. Suppose X =⋃D, whereD is a collection of κ-many discrete subspaces, and let K ⊂ X be compact. For each D ∈D, let
D ′ = D \ D. Then there is some ﬁnite E ⊂D and E ∈D \ E such that ∅ = K ∩⋂D∈E D ′ ∩ E ⊂ E.
Proof. Choose D0 ∈ D such that D0 ∩ K = ∅. If K ∩ D0 ⊂ D0, we are done (with E = ∅ and E = D0). If K ∩ D0 ⊂ D0, this
means K meets both D0 and D ′0, and we continue an inductive construction as follows.




D ′γ meets both Dβ and D ′β .
Then K ∩⋂γ<α D ′γ = ∅. Choose Dα ∈D such that
Dα ∩ K ∩
⋂
γ<α
D ′γ = ∅.




γ = ∅, we continue the induction, otherwise we stop.
Since D ∩ D ′ = ∅ for each D ∈D, it follows that the Dβ ’s are distinct and that K ∩⋂D∈D D ′ = ∅. Hence we must arrive
at some stage δ in the induction such that the induction stops, i.e., we have
Dδ ∩ K ∩
⋂
γ<δ
D ′γ = ∅
but
D ′δ ∩ K ∩
⋂
γ<δ
D ′γ = ∅.
It follows from compactness of K that there is some ﬁnite F ⊂ δ such that
D ′δ ∩ K ∩
⋂
γ∈F
D ′γ = ∅.
But then the conclusion of the lemma holds with E = {Dγ : γ ∈ F } and E = Dδ . 
Proof of Theorem 2.2. Suppose X =⋃D, where each D ∈ D is discrete, and |D| = κ  ω. Let f : X → Y be perfect and
onto. For each y ∈ Y , by the lemma there are ﬁnite Ey ⊂D and E y ∈D \ E such that
∅ = f −1(y) ∩
⋂
D∈Ey
D ′ ∩ E y ⊂ E y .
It follows that if f y = f ⋂D∈Ey D ′ ∩ E y , then f −1y (y) ⊂ E y .
Now for each ﬁnite E ⊂D and E ∈D \ E , let




Y (E, E): E ∈ [D]<ω and E ∈D \ E}
so it suﬃces to show that each Y (E, E) is discrete.
Let f ′ = f  (⋂D∈E D ′ ∩ E ). For each y ∈ Y (E, E), we have f y = f ′ and f ′−1(y) ⊂ E . Since f ′ is the restriction of a
perfect mapping to a closed subset, it is also perfect, and so is f ′  f ′−1(Y (E, E)). So Y (E, E) is the perfect image of a
discrete space, hence is discrete. 
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is not needed; that the mapping is closed and has compact point-inverses suﬃces.
(2) Juhász and Szentmiklóssy[4] have recently used our Lemma 2.3 to obtain a result more general than Theorem 2.1,
namely that if X is a compact Hausdorff space and χ(x, X) κ for each x ∈ X , then dis(X) 2κ . They also ask the following
interesting question, a positive answer to which would be even more general: Is dis(X)  Δ(X) true for any compact X?
(Δ(X) is the least cardinal of a nonempty open set in X .)
3. Right and left separated subspaces
The purpose of this section is to prove that for any ﬁrst countable crowded compact Hausdorff space X , we have rs(X) c
and ls(X)  c, provided c is regular. It is unsolved whether or not either ﬁrst countability or the restriction on c is a
necessary assumption.
Theorem 3.1. If the continuum c is regular, then no crowded ﬁrst-countable compact Hausdorff space can be covered by fewer than
c-many right-separated subspaces.
Proof. Let X be a ﬁrst-countable crowded compactum, let κ < c, and suppose X = ⋃α<κ Dα , where each Dα is right-
separated. Then |X | = c, so w(X) c. We assume c is regular. Then |Dα | = c for some α, so it follows that w(X) = c. Since
c > κ m > ω, we have that c > ω1.
We may view X as a subspace of Ic , where I = [0,1]. For α < c, let πα be the projection on Iα , and for x, y ∈ X , deﬁne
x ∼α y iff πα(x) = πα(y). Let [x]α denote the ∼α equivalence class of x. Let
T = {[x]α: α < c, x ∈ X
}
.
Then T is a tree under reverse inclusion consisting of closed subsets of X . Let Lα = {[x]α: x ∈ X}. No Lα contains only
singleton elements, for otherwise πα would be one-to-one, which would imply w(X) |α|.
Let B be a countable base for I . For each ﬁnite subset F of c and σ : F → B, let V (F , σ ) denote the basic open set in X
determined by F and σ , i.e.,
V (F , σ ) = {x ∈ X: ∀γ ∈ F (x(γ ) ∈ σ(γ ))}.
The following easily veriﬁed fact will be used: If t ∈ Lα , and U is open in X and contains t , then there are a ﬁnite subset F
of α and a map σ : F → B such that t ⊂ V (F , σ ) ⊂ U . 
Claim 1. There is no stationary S ⊂ c and tα ∈ Lα , α ∈ S, such that each tα is countable, and {tα: α ∈ S} is pairwise-disjoint.
Proof. Suppose otherwise. Since c > ω1, we may assume each tα has the same (countable) Cantor–Bendixson height and
the same (ﬁnite) number of top points (points of maximal height), and that this height and number of top points is minimal
for all counterexamples to Claim 1 for all counterexamples to the theorem embedded in Ic .
We need the following probably well-known (though we do not have a reference) set-theoretic result:
Lemma 3.2. Suppose S is a stationary subset of a regular uncountable cardinal κ , and ≺ is a well-order of S. Then S contains a
stationary T such that ≺ agrees with the natural order on T .
Proof. We ﬁrst claim that there is a stationary S ′ ⊂ S such that, for each α ∈ S ′ , the set of ≺ predecessors of α is non-
stationary. To see this, ﬁrst observe we can take S ′ = S if no α ∈ S has stationary many ≺ predecessors. Otherwise, let δ ∈ S
be ≺-least with stationary many predecessors, and take S ′ = {α ∈ S: α ≺ δ}.
Now, for each α ∈ S ′ , there is a c.u.b. Cα which misses all ≺ predecessors of α. Let C be the diagonal intersection of
the Cα ’s. It is easy to check that taking T = C ∩ S ′ works. 
For α ∈ S , let x0(α) ∈ tα be a top point of tα . It follows from the lemma that there is a stationary subset S ′ of S such
that {x0(α): α ∈ S ′} is right-separated by the ordering of the indices. Let U0(α) be a regular open in X neighborhood of
x0(α) such that x0(α′) /∈ U0(α) for any α′  α, α′ ∈ S ′ .
We note that the set N = {α ∈ S ′: U0(α) ⊃ tα} is non-stationary. Suppose otherwise. Then for each α ∈ N , there is a
ﬁnite subset Fα of α and a map σα : Fα → B, such that tα ⊂ V (Fα,σα) ⊂ U0(α). Applying the pressing down lemma, there
are F and σ such that {α ∈ N: Fα = F and σα = σ } is a stationary subset N ′ of N . But then U0(α) ⊃ V (F , σ ) ⊃ tβ for any
α,β ∈ N ′ , a contradiction to the U0(α)’s witnessing right-separation of the x0(α)’s.
So we can pass to a stationary subset S ′′ of S ′ such that tα \ U0(α) = ∅ for each α ∈ S ′′ , and moreover, all tα \ U0(α)’s
have the same Cantor–Bendixson height and the same number of top points. Note that one or the other is less than it was
for tα . Let x1(α) be a top point of tα \ U0(α), and pass to a stationary subset S ′′′ of S ′′ such that the corresponding x1(α)’s
are right-separated by their indices, witnessed by the regular open neighborhood U1(α) of x1(α).
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α ∈ N , let U ′0(α) and U ′1(α) be regular open sets which cover tα and whose closures are contained in U0(α) and U1(α),
respectively.
By a similar pressing down argument as before, there are a ﬁnite F ⊂ c and σ : F → B, and a stationary N ′ ⊂ N , such
that U ′0(α) ∪ U ′1(α) ⊃ V (F , σ ) ⊃ tβ for any α,β ∈ N ′ . Fix α ∈ N ′ . Then for any β ∈ N ′ , β > α, we have tβ ⊂ U ′0(α) ∪ U ′1(α),
but tβ is not contained in either U0(α) or U1(α). Note that tβ ∩ U ′0(α) and tβ \ U0(α) are nonempty, and at least one of
them has either lower height than tβ or fewer top points. Also, U ′0(α) and X \U0(α) are regular closed, hence also crowded,
subsets of X . Thus one of these two contradicts the minimality of the height and number of top points for any example in
Ic (with respect to the stationary set N ′ \ α + 1).
Thus we can pass to a stationary subset S(4) of S ′′′ such that tα \ (U0(α) ∪ U1(α)) = ∅ for each α ∈ S(4) , and con-
tinue as in the previous step, choosing a top point x2(α) ∈ tα \ (U0(α) ∪ U1(α)), etc. In this way we produce a sequence
x0(α0), x1(α1), . . . of points of nonincreasing height, such that every constant subsequence of their heights is ﬁnite. This is







∣∣= 1 and α is least such that ∣∣[x]α
∣∣= 1}.
Claim 2. There is a club D ⊂ c such that Cα = ∅ for every α ∈ D.
Proof. If not, then there is a stationary S ⊂ c such that, for each α ∈ S , there is tα ∈ Cα . Note that for any α ∈ S , since tα
is countable, there is γα < c such that tβ ⊂ tα (and so tβ ∩ tα = ∅) for any β > γα . It follows that there is some stationary
subset of S on which that tα ’s are disjoint. But this contradicts Claim 1.
Having established the claims, we ﬁnish the proof of the theorem. Let D ⊂ c be a club as in Claim 2. Let {dα: α < c}
be a continuous enumeration of D . Choose any nonsingleton t0 ∈ Ld0 . Then |t0| = c, so t0 contains a counterexample, and
hence has a nonsingleton successor t1 in Ld1 . Note that |t1| = c since d1 ∈ D . Suppose nonsingleton tβ ∈ Ldβ have been
deﬁned for all β < α, where α < c. If α is the successor of α′ , choose a nonsingleton successor tα ∈ Ldα of tα′ . If α is a
limit, then tα =⋂β<α tβ is in Ldα , hence again has cardinality c (if tα were countable, it would be in Cdα , contradiction).
In this way we construct a decreasing c-chain of nonempty c-sized closed subsets of X whose intersection is a single point,
contradicting ﬁrst-countability. 
We now show that with a bit more work the above theorem holds for left-separated subspaces as well.
Theorem 3.3. If the continuum c is regular, then no crowded ﬁrst-countable compact Hausdorff space can be covered by fewer than
c-many left-separated subspaces.
Proof. Suppose X is a counterexample. Clearly it suﬃces to prove the analogue of Claim 1 of the proof of the previous
theorem. Instead of using Cantor Bendixson height, we will use the fact that any ﬁrst countable compact scattered space
is homeomorphic to some countable successor ordinal. So, suppose S is a stationary subset of c and tα , α ∈ S , satisfy the
conditions of Claim 1. W.l.o.g., there is a countable ordinal δ0 such that tα ∼= δ0 + 1 for every α ∈ S . For δ  δ0, we will
denote by δα the copy of the point (under some ﬁxed homeomorphism) of δ in tα .
The set {δ0α: α ∈ S} is the union of fewer than c-many left-separated subsets, and c is assumed to be regular, so there is





δ0β : β ∈ α ∩ S0
} )
.
Choose an open nbhd U0(α) of δ0α witnessing the left-separation. W.l.o.g, by passing to a stationary subset if necessary,
U0(α) ∩ δ0α + 1 = (δ1α, δ0α] for some δ1 < δ0.
Let us denote by “∀∗α ∈ S . . .” the statement “∃ a club C such that ∀α ∈ C ∩ S . . .”.
Next pass to a stationary S1 ⊂ S0 such that either
(1) U0(α) ∩ {δ1β : β ∈ α ∩ S1} = ∅; or
(2) ∀ stationary T ⊂ S1, ∀∗α ∈ T ({β ∈ α ∩ T : δ1β ∈ U0(α)} is coﬁnal in α).
Let us see that such S1 can be chosen. Suppose no stationary S1 ⊂ S0 satisﬁes (1). We claim that taking S1 = S0
works to satisfy (2). Suppose otherwise. Then there is a stationary T ⊂ S0 such that for stationarily many α ∈ T , the set
{β ∈ α∩T : δ1β ∈ U0(α)} is bounded below α. Then by a pressing down argument, some stationary subset T ′ of T satisﬁes (1),
so we have a contradiction.
Observe that for every stationary subset of S1, either (1) or (2) is satisﬁed too, depending on whether S1 satisﬁes (1)
or (2).
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(3) ∀α ∈ S2(δ1α /∈ {δ0β : β ∈ α ∩ S2} ); or
(4) ∀ stationary T ⊂ S2, ∀∗α ∈ T (δ1α ∈ {δ0β : β ∈ α ∩ T } ).
Now take a stationary S3 ⊂ S2 that left-separates {δ1α: α ∈ S3}, and choose an open nbhd U1(α) of δ1α witnessing this
left-separation, so that if (3) above holds, then U1(α)∩ {δ0β : β ∈ α ∩ S3} = ∅. Similar to the choice of U0(α), we can assume
there is some δ2 < δ1 such that U1(α) ∩ tα = (δ2α, δ1α].
Next pass to a stationary S4 ⊂ S3 such that the analogue of condition (1) or (2) holds with respect to δ2,U1(α) in place
of δ1,U0(α), and condition (3) or (4) holds with δ2, δ1 in place of δ1, δ0; then pass to a stationary S5 ⊂ S4 such that the
analogues of (1) or (2), and (3) or (4), hold with respect to δ2, δ0. Continue in like manner, deﬁning δ0 > δ1 > · · · and
U0(α),U1(α), . . . until a stage n is reached such that tα ⊂⋃in Ui(α).
At this stage we also have deﬁned a stationary S∗ such that for every i  n, Ui(α), α ∈ S∗ , witness left-separation of
{δiα: α ∈ S∗}, and for every i = j  n, if i > j then the analogue of (1) or (2) holds with δ1 replaced by δi and U0(α)
replaced by U j(α) and S1 replaced by S∗ , while if i < j then the analogue of (3) or (4) holds with similar replacements.
Next deﬁne a relation → on n + 1 as follows: put i → j if i > j and (2) holds, or if i < j and (4) holds. We note that →
satisﬁes the following for all i, j,k n:
(i) Either i → j or j → i is false.
(ii) If i → j, j → k, and i < j, then i → k.
Let us check (i). Suppose i < j and both i → j and j → i hold. Then the analogue of (4) holds with δ1, δ0 replaced
by δ j, δi ; hence the set T = {α ∈ S∗: δ jα ∈ {δiβ : β ∈ α ∩ S∗} } is stationary. Then, since the analogue of (2) holds with δ1
replaced by δ j and U0(α) replaced by Ui(α), there are β < α ∈ T with δ jβ ∈ Ui(α). But δ jβ is in the closure of prior δiγ ’s,
contradicting that Ui(α) witnesses left-separation of the δi ’s.
To check (ii), ﬁrst note that k = i, else (i) would be violated. There are several other cases, each taken care of in a
similar manner to the checking of (i). We are assuming i < j, so δ j ’s are limit points of prior δi ’s (we use this phrasing as
a shorthand for saying that a certain analogue of (4) holds). If j < k, then the δk ’s are limit points of prior δ j ’s; so we put
these facts together to see that the δk ’s are limits of prior δi ’s, whence i → k. On the other hand, if k < j, then the Uk(α)’s
contain prior δ j ’s, hence contain prior δi ’s too. If k < i, this clearly implies i → k. If k > i, then the Uk(α)’s would not be
chosen to contain any prior δi ’s unless it had to, i.e., unless δkα was a limit of them. But then again we have i → k.
Now we use (i) and (ii) to establish:
(iii) There is k n such that k → j is false for every j  n.
Suppose otherwise. Let k0 = 0, and let k1 be least such that k0 → k1. Let k2 be least such that k1 → k2. From (i) and (ii)
and minimality of k1, it easily follows that k2 > k1. Then let k3 be least such that k2 → k3 and note again that k3 > k2. This
cannot go on indeﬁnitely, so we obtain a contradiction which proves (iii).
Finally we are set up to ﬁnish the proof of the theorem (by ﬁnishing the proof of the analogue of Claim 1 of the previous
theorem). Let k  n satisfy (iii). It follows that for each β < α ∈ S∗ and each j  n, we have that δkβ /∈ U j(α). For if k > j,
this is true since j → k fails so the appropriate analogue of condition (1) must hold; if k < j this is true since an analogue
of (3) must hold and therefore we chose U j(α) to miss prior δk ’s; and if j = k this holds because the U j(α)’s witness
left-separation of the δ j ’s.
Let Vα = ⋃in Ui(α). Then tα ⊂ Vα , but for each β < α ∈ S∗ , δkβ /∈ Vα and so tβ ⊂ Vα . However, a pressing down
argument as done in the proof of the previous result shows that there is an open set V and a stationary T ⊂ S∗ such that
tα ⊂ V ⊂ Vα for every α ∈ T , from which we easily obtain a contradiction. 
The same argument gets the following:
Theorem 3.4. Suppose c is regular, and X is a compact Hausdorff crowded space. If there is a cardinal κ such that κ+ < c, and every
closed subset of X either has cardinality  κ or  c, then X is not the union of fewer than c-many left-separated or right-separated
subspaces.
Proof. Modify the proof of Claim 1 of the previous two results as follows.
New Claim 1. There is no stationary S ⊂ c and tα ∈ Lα , α ∈ S, and δ < c, such that each tα is scattered with Cantor–Bendixson height
δ and {tα: α ∈ S} is pairwise-disjoint.
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number of top points, as was done in Theorem 3.1.









It follows that if tα ∈ Cα and tβ ∈ Cβ with α = β , then tα ∩ tβ = ∅. So we avoid having to pass to a stationary subset to
get tα ∈ Cα , α ∈ S , pairwise-disjoint. Each tα ∈ Cα is scattered, and |tα | κ , so ht(tα) < κ+ . Since κ+ < c, we can pass to a
stationary set in which the tα ’s all have the same height.
Recall that the proof of Theorem 3.1 is completed by constructing a decreasing c-sequence of sets of size c whose
intersection is a singleton p. In the same way, we can construct, also by choosing only t ’s in levels of the club D , a
complete binary tree of height c contained in T . By the remark at the end of the introduction, this gives a contradiction
since we may assume |X | = c. 
Corollary 3.5. Suppose X is a compact Hausdorff crowded space with χ(X) κ . If c is regular and κ+ < c, then X is not the union of
fewer than c-many left- or right-separated subspaces.
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