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Abstract
Domain adaptation (DA) and domain generalization (DG) have emerged as a
solution to the domain shift problem where the distribution of the source and
target data is different. The task of DG is more challenging than DA as the
target data is totally unseen during the training phase in DG scenarios. The
current state-of-the-art employs adversarial techniques, however, these are
rarely considered for the DG problem. Furthermore, these approaches do not
consider correlation alignment which has been proven highly beneficial for
minimizing domain discrepancy. In this paper, we propose a correlation-aware
adversarial DA and DG framework where the features of the source and target
data are minimized using correlation alignment along with adversarial
learning. Incorporating the correlation alignment module along with
adversarial learning helps to achieve a more domain agnostic model due to the
improved ability to reduce domain discrepancy with unlabeled target data
more effectively. Experiments on benchmark datasets serve as evidence that
our proposed method yields improved state-of-the-art performance.
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1. Introduction
In deep learning, it is commonly expected that the training and test data
are collected from the same distribution and there will be a large set of labeled
data. With this expectation, deep neural networks (DNNs) achieved
tremendous success in various applications. Unfortunately, in many realistic
scenarios, the above assumptions may not valid i.e., the training and test data
may not have the same distribution and labeled data may not be available.
Domain adaptation (DA) and domain generalization (DG) methods come
forward to address this issue where previously labeled source data and a few or
even no labeled target data is used to boost the task for a new domain. When
the target data is unavailable during training, the typical approach is to utilize
all the available source datasets. In the unavailability of the target data, DG
techniques have been proposed which exploit all available source domain data
that are less sensitive to the unknown target domain. DA methods require
target data during training whereas DG methods do not require target data in
the training phase. Figure 1 illustrates the difference between the DA and DG
methods. DNNs [1, 2, 3] allow us to extract powerful features suitable for
more types of input which are more domain invariant and transferable. Thus,
researchers inspired to extend shallow DA techniques [4, 5, 6, 7, 8] to deep DA
techniques [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] and shallow DG techniques
[19, 20] to deep DG techniques [21, 22].
Recently deep adversarial domain adaptation techniques [15, 16] have
achieved promising success in reducing the domain shift between the source
and target data. Adversarial deep domain adaptation approaches are
homologous to generative adversarial networks (GANs)[23]. In these methods,
a feature extractor is used to extract deep features and a domain classifier is
trained to identify whether the data comes from a source domain or target
domain. These methods reduce the domain disparity of the source and target
data by employing a discriminator via a gradient reversal layer (GRL).
Distribution matching metric-based domain adaptation methods have also
2
shown favourable results in reducing domain shift over DNNs. Maximum
mean discrepancy (MMD), Central Moment Discrepancy (CMD) and
Correlation alignment (CORAL) are the most used metrics in these domain
adaptation methods [10, 24, 13]. These approaches use a Siamese network
architecture (two streams) where one stream is used to extract features for the
source data and another stream is used for the target data. The discrepancy
metrics are used between the fully connected (fc) layers of the two streams of
CNNs to reduce the domain discrepancy in the training stage.
In this paper, we propose a correlation-aware adversarial DA and DG
framework where the correlation metric is used jointly with adversarial
learning to minimize the domain disparity of the source and target data.
Using both of these strategies concurrently further enforces the features of the
same classes to be mapped nearby and the features of different classes to be
far apart in DA scenarios. This also enforces the discrepancies among the
source domains to be further reduced in DG scenarios. This approach
significantly enhances the ability of prior adversarial adaptation approaches
through our additional proposed domain discrepancy module. The proposed
method was evaluated on five benchmark datasets (Office-31 [25], Office-Home
[26], ImageCLEF-DA1, Office-Caltech [27] and PACS [21]) on standard
unsupervised DA and DG settings. Experiments prove that our proposed
model for unsupervised DA and DG yields state-of-the-art results.
The contribution of this work is fourfold::
• We implement a novel deep domain adaptation and generalization
framework that enables generalization on unknown target data.
• The proposed deep domain adaptation architecture jointly adapts features
using correlation alignment with adversarial learning.
• The proposed framework can be used for both domain adaptation and
domain generalization without changing the architecture of the model.
1http://imageclef.org/2014/adaptation
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Figure 1: (a) Single source domain adaptation can access the target data during training
phase. (b) Multiple source domain adaptation can also access the target data during training
phase. (c) Domain generalization cannot access the training data during training stage.
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• We report competitive accuracy compared to the state-of-the-art
methods on five datasets and achieve the best average image
classification accuracies.
2. Related Work
Domain adaptation. Recently, DNNs have been extensively adopted in
explicitly reducing domain divergence by learning more transferable features.
Deep learning based adaptation techniques can be divided into four categories:
distribution matching based approaches, adversarial learning based approaches,
generative adversarial learning based approaches and batch normalization based
approaches.
Maximum mean discrepancy (MMD) is one of the popular metrics for
distribution matching based deep domain adaptation methods. MMD based
DA methods [10, 11, 12] measure the distance between the mean embeddings
of the probability distributions of the source and target data in a reproducing
kernel Hilbert space with a kernel trick. Another distribution matching metric
is correlation alignment (CORAL) which aligns the covariances (second order
statistics) between the source and target domains. CORAL based deep DA
methods [13, 28, 29] have also shown promising performance in reducing the
domain discrepancy of two domains. Central Moment Discrepancy (CMD) [24]
is also used in deep domain adaptation techniques where the domain
divergence is reduced by matching the higher order central moments of the
probability distributions of the source and target domains.
Nowadays, adversarial learning is promisingly used in domain adaptation.
Most of the adversarial learning based domain adaptation methods [15, 16]
adopt the idea from GAN [23]. In these methods, a discriminator is trained to
classify the sampled feature comes from the source domain or target domain.
On the other hand, the feature extractor is trained to fool the discriminator. All
the adversarial learning based methods for domain adaptation discussed here
apply adversarial losses in the embedding space.
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GAN based domain adaptation methods [30, 31, 32, 33] are also embraced
in domain adaptation. Liu et al. proposed coupled generative adversarial
networks (CoGAN) [30] to learn a joint distribution of the source and target
data where two classifiers are used for two domains and the classifiers are
adapted so that the source classifier can classify the target samples correctly.
Another GAN based domain adaptation method is proposed in [31] where the
network produce source-like images from the source and target embeddings.
GAN based domain adaptation methods perform adaptation in the pixel
space, by contrast, adversarial based domain adaptation techniques perform
adaptation in the feature space.
Batch Normalization based domain adaptation methods [34, 17] decrease
the domain discrepancy by aligning the source and target distributions to a
canonical one. Li et al. [34] proposed an unsupervised domain adaptation
method based on batch normalization where the statistics in all batch
normalization layers are modulated across the network. In [17], the source and
target distributions are matched to a reference one via domain adaptation
layers.
Domain generalization. DG is a less explored area compared to the DA
problem. Blanchard et al. [35] proposed a DG model where all the available
source domains are aggregated and they learn a support vector machine
classifier. In [36], the task of DG is achieved by minimizing the discrepancy
among the source domains by invariant transformation. Khosla et al. [19]
proposed a DG approach where the weights of the classifier is adjusted during
training and the classifier is applied on an unseen dataset. In [20], an
auto-encoder is used to extract domain-invariant features from the available
source domains by multi-task learning. These approaches[35, 36, 19, 20] use
shallow models. Motiian et al. [37] proposed a supervised deep generalization
network where the source domains are aligned by using contrastive semantic
alignment loss. Li et al. [38] proposed a DG framework based on a conditional
invariant adversarial network.
Our work is related to the approach proposed by Ganin et al. [15] for
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unsupervised domain adaptation. They used a common feature extractor
network to extract the features of the source and target data. By contrast, we
use two feature extractor networks for the corresponding two domains to
achieve more domain specific features. In addition, we extend the target
feature extractor network by adding a fully connected layer where the output
vector of the layer is equal to the number of categories of the target data. We
reduce the domain discrepancy using a domain discriminator via a GRL in the
lower fully connected layer (fcB) of a DNN along with a correlation alignment
module which is used between the last fully connected layers (fc8) of two
streams of CNNs. We also extend our framework on DG scenarios. This
approach makes our model to be unified which can be applied on both DA and
DG settings. The method proposed by Tzeng et al. [16] is also related to our
work where two different feature extractors by unsharing the weights are used
with an adversarial network. The difference between our work and [16] is that
they pre-train a source encoder convolutional neural network (CNN) on source
data, and then perform adversarial learning. By contrast, we do not need to
pre-train the source encoder CNN on the source data, and we use the
correlation alignment metric in the last fully connected layer of the source and
target streams of CNNs.
3. Proposed Method
In this section, we present our proposed methodology for unsupervised
domain adaptation and domain generalization in detail. We use the same
network structure for domain adaptation and domain generalization methods.
We consider the unsupervised domain adaptation issue where only labeled
source data and unlabeled target data are available. The overview of our
method is shown in Figure 2. We use two feature extractor networks for
obtaining more domain specific features and we extend the target feature
network by integrating a fully connected layer where the output vector of this
layer is equal to the number of categories of the target data. We use the
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correlation alignment metric between the last fully connected layers of the
source and target feature extractor networks which enforce further to decrease
the domain discrepancy of the source and target data. Before going into detail
of our methodology for unsupervised DA and DG, we summarize the
definitions of terminologies used.
It is assumed that there are Ns number of source labeled data {Xsi , Y si } and
Nt number of target data {Xti} without their labels. It is also assumed that the
data distribution of the source and target domain is different, i.e., Ps(X
s
i , Y
s
i )
6= Pt(Xti , Y ti ) where Y ti is the label of target samples. The job of unsupervised
domain adaptation is to gain a classifying model F : X → Y which is able to
classify {Xti} to the corresponding labels {Y ti } given {Xsi , Y si } and {Xti} during
training as the input. On the other hand, the job of domain generalization
is to gain a classifying model F : X → Y which is able to classify {Xti} to
the corresponding labels {Y ti } given {Xs1i , Y s1i }, {Xs2i , Y s2i } . . . {Xsni , Y sni }
during training as the input and {Xti} is unavailable in the training stage where
{Xs1i , Y s2i }, {Xs2i , Y s2i } and {Xsni , Y sni } are the samples from source domains
1, 2 and n respectively.
3.1. Adversarial Domain Adaptation
A domain classifier is applied in a general feed-forward framework to form
an adversarial domain adaptation model [15, 16]. The general idea of this model
is to learn domain invariant and class discriminative features. These models are
analogous to the GAN with min-max loss of Fs and Ft, the feature extractors
for source and target domains respectively, and D, a binary classifier that can
classify whether the features come from the source domain or target domain,
min
Fs,Ft
max
D
L(D,Fs, Ft) = Ex∼Ps [logD(Fs(X))] + Ex∼Pt [log(1−D(Ft(X))].
(1)
The network for feature extraction for source and target domains can use
either an identical framework [15] where the weights are shared between the
8
  
 
Labeled Source Data
Unlabeled Target Data 
Convolutional layers
Fc6        Fc7      FcB 
ld
GRL 
−λ
𝜕𝜕𝜕𝜕𝜕𝜕
∂θD
L
𝜕𝜕𝜕𝜕𝜕𝜕
∂θD
Fc8 
Fc8 
 Backpack     Bike       Bottle 
  D 
Classification Loss 
Discrepancy Loss 
Fc6      Fc7      FcB 
Fully connected layers 
Conv1~Conv5
Conv1~Conv5 
Figure 2: The proposed architecture for unsupervised domain adaptation. The domain
discriminator, D, is used to minimize the domain discrepancy between the source and target
domains along with the distribution matching metric (correlation alignment) which further
enforces the alignment of the features of the source and target data nearby from the same
classes and far for the features from different classes. The same architecture is used in DG
scenarios where the discrepancy is minimized among the source domains.
networks or a distinct framework [16] where the weights are not shared. In this
paper, we use the unshared feature extractors for the source and target domains
to achieve more domain specific features. We follow a similar procedure as [16]
where the classification loss is used with the source feature extractor as follows,
min
Fs,C
Ls = Ex∼PsLc(C(Fs(X
s
i )), Y
s
i ), (2)
where Lc is the cross entropy loss for the source domain classification task as we
have the supervised data for this domain. Cross entropy loss is defined as follows
with a set of input source data Xsi = {Xs1 , Xs2 , ..., Xsn} with the corresponding
labels Y si = {Y s1 , Y s2 , ..., Y sn } where i = 1, 2, 3, ..., N ,
min
Xsi ,Y
s
i
Lc = −
K∑
i
yi log(pi), (3)
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where K is the number of categories, yi is the ground truth and pi is the
predicted value.
3.2. Correlation-aware Adversarial Domain Adaptation (CAADA)
The objective of DA is to minimize the discrepancy of the source and
target data as much as possible during the training stage without utilizing the
target labels due to unavailability. Figure 2 shows our proposed method for
unsupervised domain adaptation based on adversarial learning along with a
correlation alignment module during the training phase. The correlation
alignment metric reduces the domain discrepancy using the second order
statistics of the source and target data. We define the coral loss of the source
and target activation features as [13],
min
Fs,Ft
LDM (Fs, Ft) =
1
4d2
‖Cs − Ct‖2F , (4)
where Cs and Ct denote the features covariance matrices of the source and target
data, d indicates the dimension of the activation features and ||.||2F denotes the
squared matrix Frobenius norm. The Cs and Ct are given by the following
equations [13],
Cs =
1
Ns − 1(F
T
s Fs −
1
Ns
(1TFs)
T (1TFs)), (5)
Ct =
1
Nt − 1(F
T
t Ft −
1
Nt
(1TFt)
T (1TFt)). (6)
After incorporating the correlation alignment module between the last fully
connected layers of the source and target feature extraction networks to
minimize the divergence of the source and target data again, the objective
function of CADA is,
min
Fs,Ft
max
D
L(D,Fs, Ft) + LDM (Fs, Ft) = Ex∼Ps [logD(Fs(X))]+
Ex∼Pt [log(1−D(Ft(X))] + σLDM (Fs, Ft), (7)
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where σ is a hyper parameter that is fine-tuned. We discuss the procedure of
fine tuning hyper parameters in Section 4.5.
The correlation alignment metric forces the model to minimize the source
and target domain discrepancy further which helps to obtain a more domain
agnostic model that can be applied to classify unlabeled target data during the
test phase more effectively. The overall objective of our proposed model is,
min
Xs,Ys
Lc + min
Fs,Ft
max
D
γL(D,Fs, Ft) + σLDM (Fs, Ft), (8)
where γ and σ are the hyper-parameters for adversarial and distribution
matching loss that are needed to be fine tuned during training.
3.3. Correlation-aware Adversarial Domain Generalization (CAADG)
The difference between DA and DG approaches is that the target data is
unavailable during the training stage in the latter. We need to fully utilize all
available source domains. We use the same architecture as our DA model except
we discard the target data in the training phase. For domain generalization, the
training data always contains more than one source domain. Most of the existing
domain generalization methods [39, 20, 22, 38] split the source data as 70% - 30%
and aggregate these 70% data as training data and 30% data as validation data
from all the source domains. Aggregating the data from the source domains and
training a single deep neural network on all the data and testing on the unknown
target domain provides a strong domain agnostic model that outperforms many
prior approaches [40]. The discrepancy is minimised between these training
and validation data during training. We also adopt the same setting for fair
comparison. For domain generalization, the target data is always unknown. The
main objective of domain generalization is to achieve a domain agnostic model
from the available source domains and apply it to the unknown target data.
Splitting and aggregating the source data also reduces the domain discrepancy.
We split all the source data 70%− 30% as training and validation sets. We feed
70% of the data data (aggregated from all source domains) in one stream of the
11
CNN and 30% data (aggregated from all source domains) into another stream
of the CNN. Splitting and aggregating data this way, and feeding the data
through two streams of the CNN is a simple yet effective method to minimize
the discrepancy among domains. However, this approach does still suffer from
some domain mismatch which is not removed completely. In Figure 3 below,
we visualize the classification loss, the discrepancy loss and the discriminator
loss. As the discrepancy loss is applied in the last fully connected layer and it is
randomly initialized with N (0, 0.005), the discrepancy loss is very small while
the classification and discriminator losses are large. From Figure 3, we can see
that after splitting and aggregating the source data, the domain mismatch still
exists between the data which is feed through the two streams of the CNN. The
adversarial learning module forces to reduce the discrepancy among the source
domains in the fcB layer whereas the correlation alignment module forces the
domains to be aligned in the last fully connected layer (fc8). Introducing the
correlation alignment module with adversarial learning, the nework is more
capable to reduce the domain shifts among the source domains and obtains a
domain agnostic model that can be applied for the target data for a certain
task.
The main difference between our work and prior adversarial domain
adaptation methods [15, 16] is that our model forces the minimization of the
source and target discrepancy twice. The domain discrepancy is minimized in
fcB layer using adversarial learning, and in fc8 layer using the correlation
alignment metric. As a result, our model achieves the minimum discrepancy
between the source and target data in domain adaptation. We also extend our
model to make it suitable for DG scenarios where the target data is
unavailable during the training phase and the discrepancy is minimized among
the source domains. With training on multiple source domains’ labeled data,
the model can be applied to any unseen target domain without the adaptation
step in the test phase. DG approaches are more suitable than DA methods in
real-world scenarios since DG methods do not focus on the generalization
capability on the particular target domain, but aim to generalize to any
12
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→ A transfer task on PACS dataset.
unseen target domain. DG considers the situation where the labeled data are
collected from several source domains so that the trained model can handle
new domains without the adaptation step in the future.
4. Experiments
In this section, we describe the experiments we have conducted to evaluate
our method and compare the proposed method with state-of-the-art domain
adaptation and generalization methods.
4.1. Datasets
The proposed approach is evaluated on five commonly used datasets in the
context of image classification.
Office-31 [25] dataset has three domains: Amazon (A), Webcam (W) and
DSLR (D). The Amazon domain is formed with the downloaded images from
amazon.com and this domain consists of 2817 images. The Webcam domain
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consists of the images that are captured by a webcam and it contains 795 images.
The DSLR domain consists of images that are taken by a DSLR camera and it
has 498 images. The number of categories of this dataset is 31.
Office-Home [26] dataset has four domains: Clipart (C), Art (A),
Real-world (R) and Product (P), and every domain consists of 65 categories.
The Clipart domain is formed with clipart images. The Art domain consists of
artistic images in the form of paintings, sketches, ornamentation etc. The
Real-world domain’s images are captured by a regular camera and the Product
domain’s images have no background.
Figure 4 presents some sample images of 7 categories of Office-Home dataset.
ImageCLEF-DA is a benchmark dataset in the domain adaptation
community for the ImageCLEF 2014 domain adaptation challenge. This
dataset is formed with selecting 12 common categories shared by three popular
datasets for object recognition: Caltech-256 (C), ImageNet ILSVRC 2012 (I)
and Pascal VOC 2012 (P), and each is considered as a domain. There are 600
images in each domain and 50 images in each category.
Office-Caltech [27] is another popular benchmark dataset in the domain
adaptation community. It is formed by considering the 10 common categories
of two datasets: Office-31 and Caltech-256. It has 4 domains: Amazon (A),
Webcam (W), DSLR (D) and Caltech (C).
PACS [21] is a standard dataset for DG. It is formed by taking the common
classes among Sketchy, Caltech256, TU-Berlin and Google Images. It has 4
domains and each domain consists of 7 clasess. It contains total 9991 images.
4.2. Network Architecture
In our method, we adopted the AlexNet [41] architecture where 5
convolution (conv1, conv2, conv3, conv4 and conv5) layers and 3 fully
connected layers (fc6, fc7 and fc8) are used for extracting features for the
source and target data. A bottleneck layer (fcB) with 256 units is added after
fc7 layer as domain-adversarial training of neural networks [15] so that safer
transfer learning can be obtained. Due to dataset shift, the last-layer features
14
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Figure 4: There are some example images that are taken from Office-Home dataset. It is
a newly released and most challenging dataset in the domain adaptation community which
consists of 65 categories.
It comprises of images of everyday objects. This dataset divided into 4 different
domains; the Art domain consists of sketches, paintings, artistic images, the
Clipart domain comprises clipart images, the Product domain comprises
images which have no background and finally, the Real-World domain is
created by taking images which are captured with a regular camera. The figure
shows sample images from 7 of the 65 classes.
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are tailored to domain-specific structures that are not safely transferable,
hence we add a bottleneck layer fcB. Gradient reversal layer ensures that the
feature distributions over the two domains are made similar (as
indistinguishable as possible for the domain classifier), thus resulting in the
domain-invariant features. We use fcB as inputs to the discriminator and the
fc8 layer for both streams of CNNs. The dimensions of the fc8 layer is set as
the number of classes of the dataset (31 for Office-31 dataset). The adversarial
module is used between the fcB layer of the source and target feature
extraction network and the correlation alignment module is used between fc8
layers. We adopt the similar architecture as [15] for discriminator for a fair
comparison. Our adversarial discriminator consists of 3 fully connected layers:
two layers with 1024 hidden units followed by the final discriminator output.
Each of the 1024-unit layers uses a ReLU activation function. We finetune the
conv1− fc7 layers with the pretrained AlexNet on ImageNet datasets [42].
4.3. Experimental Setup
We use the Caffe [43] framework to implement our proposed approach. We
conduct all the experiments 3 times using high-performance computing (HPC)
that consists of graphics processing unit (GPU), and we take the average
accuracy in terms of image classification. For training the model, we set the
batch size as 128 for all experiments. We set the learning rate to 0.001,
momentum to 0.9 and weight decay to 5 × 10−4 for optimizing the network.
We follow the standard protocol for unsupervised domain adaptation where
labeled source data and unlabeled target data are used for all transfer tasks as
[15]. We also follow the standard protocol for domain generalization transfer
tasks as [38] where the target data is unavailable in the training phase.
4.4. Baseline Methods
For Office-31, Office-Home and ImageCLEF-DA datasets, we compare our
proposed method on the DA scenario with Alexnet (without adaptation) [42]
and the state-of-the-art domain adaptation methods: deep domain confusion
16
Methods A→ W D → W D → A W → A W → D A→ D Avg.
AlexNet [41] 61.6 95.4 51.1 49.8 99.0 63.8 70.1
DDC [9] 61.8 95.0 52.1 52.2 98.5 64.4 70.7
DANN [15] 73.0 96.4 53.4 51.2 99.2 72.3 74.3
D-CORAL [13] 66.4 95.7 52.8 51.5 99.2 66.8 72.1
DAN [10] 68.5 96.0 54.0 53.1 99.0 67.0 72.9
DRCN [44] 68.7 96.4 56.0 54.9 99.0 66.8 73.6
RTN [11] 73.3 96.8 50.5 51.0 99.6 71.0 73.7
JAN [12] 74.9 96.6 58.3 55.0 99.5 71.8 76.9
DAH [26] 68.3 96.1 55.5 53.0 98.8 66.5 73.0
ADDA [16] 73.5 96.2 54.6 53.5 98.8 71.6 74.7
AutoDIAL [17] 75.5 96.6 58.1 59.4 99.5 73.6 77.1
MADA [45] 78.5 99.8 56.0 54.5 100.0 74.1 77.1
CAADA (Ours) 80.2 97.1 58.1 57.4 99.2 77.7 78.3
Table 1: Image classification accuracies for deep domain adaptation on the Office-31 dataset.
We use the conventional protocol for unsupervised domain adaptation where source data are
labeled, but target data are unlabeled. A → W indicates A (Amazon) is the source and W
(Webcam) is the target domain.
Methods A →
C
A →
P
A →
R
C →
A
C →
P
C →
R
P →
A
P →
C
P →
R
R →
A
R →
C
R →
P
Avg.
AlexNet
[41]
27.40 34.53 45.04 32.40 43.90 46.72 29.76 32.94 50.20 40.74 35.07 55.99 39.74
DANN [15] 33.33 42.96 54.42 32.26 49.13 49.76 30.49 38.14 56.76 44.71 42.66 64.65 44.94
D-CORAL
[13]
32.18 40.47 54.45 31.47 45.8 47.29 30.03 32.33 55.27 44.73 42.75 59.40 42.79
DAN [10] 30.66 42.17 54.13 32.83 47.59 49.78 29.07 34.05 56.70 43.58 38.25 62.73 43.46
RTN [11] 31.23 40.19 54.56 32.46 46.60 48.25 28.20 32.89 56.38 45.53 44.74 61.28 43.53
JAN [12] 35.5 46.1 57.7 36.4 53.3 54.5 33.4 40.3 60.1 45.9 47.4 67.9 48.2
DAH [26] 31.64 40.75 51.73 34.69 51.93 52.79 29.91 39.63 60.71 44.99 45.13 62.54 45.54
CAADA
(Ours)
35.32 46.24 56.58 34.89 51.79 60.01 34.94 39.97 60.20 47.84 44.51 67.94 48.19
Table 2: Image classification accuracies for deep domain adaptation on the Office-Home
dataset. We use the conventional protocol for unsupervised domain adaptation where source
data are labeled, but target data are unlabeled. A→ C indicates A (Art) is the source domain
and C (Clipart) is the target domain.
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Methods I → P P → I I → C C → I C → P P → C Avg.
AlexNet [41] 66.2 70.0 84.3 71.3 59.3 84.5 73.9
DAN [10] 67.3 80.5 87.7 76.0 61.6 88.4 76.9
DANN [15] 66.5 81.8 89.0 79.8 63.5 88.7 78.2
RTN [11] 67.4 81.3 89.5 78.0 62.0 89.1 77.9
JAN [12] 67.2 82.8 91.3 80.0 63.5 91.0 79.3
MADA [45] 68.3 83.0 91.0 80.7 63.8 92.2 79.8
CAADA (Ours) 67.8 84.5 91.7 81.3 63.9 91.8 80.2
Table 3: Image classification accuracies for deep domain adaptation on the ImageCLEF-DA
dataset. We use the conventional protocol for unsupervised domain adaptation where source
data are labeled, but target data are unlabeled. I → P indicates I (ImageNet) is the source
domain and P (Pascal VOC) is the target domain.
Methods A,W → D A,D → W D,W → A Avg.
Undo-Bias [19] 98.45 93.38 42.43 78.08
UML [46] 98.76 93.76 41.65 78.05
L-SVM [47] 98.84 93.98 44.14 78.99
MTAE [20] 98.97 94.21 43.67 78.95
DSN [48] 99.02 94.45 43.98 79.15
DGLRC [22] 99.44 95.28 45.36 80.02
CAADG (Ours) 99.34 96.17 47.49 81.0
Table 4: Image classification accuracies for domain generalization on the Office31 dataset.
We use the conventional protocol for domain generalization where the target data is totally
unseen during training. A,W → D indicates A,W are the source domains and D is the target
domain.
Methods W,D,C → A A,W,D → C A,C → D,W D,W → A,C Avg.
Undo-Bias [19] 90.98 85.95 80.49 69.98 81.85
UML [46] 91.02 84.59 82.29 79.54 84.36
L-SVM [47] 91.87 86.38 84.59 81.17 86.00
MTAE [20] 93.13 86.15 85.35 80.52 86.28
DSN [48] 93.58 86.71 85.76 81.22 86.81
DGLRC [22] 94.21 87.63 86.32 82.24 87.60
CAADG (Ours) 95.74 88.91 86.79 82.11 88.39
Table 5: Image classification accuracies for domain generalization on the Office-Caltech
dataset. We use the conventional protocol for domain generalization where the target data is
totally unseen during training. W,D,C → A indicates W,D,C are the source domains and A
is the target domain.
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Methods P,C, S → A P, S,A→ C S,A,C → P P,C,A→ S Avg.
L-SVM [47] 41.80 52.30 55.15 47.87 49.28
KDA [49] 47.66 53.29 59.04 48.21 52.05
DICA [36] 47.46 57.00 55.93 40.70 50.27
MTAE [20] 45.95 51.11 58.44 49.25 51.19
DSN [48] 61.13 66.54 83.25 58.58 63.38
DBADG [21] 62.86 66.97 89.50 57.51 69.21
CIDDG [38] 62.70 69.73 78.65 64.45 68.88
CAADG (Ours) 65.52 69.90 89.16 63.37 71.98
Table 6: Image classification accuracies for domain generalization on the PACS dataset. We
use the conventional protocol for domain generalization where the target data is totally unseen
during training. P,C, S → A indicates P,C, S are the source domains and A is the target
domain.
(DDC) [9], domain-adversarial training of neural networks (DANN) [15],
deep-CORAL (D-CORAL) [13], deep adaptation networks (DAN) [10], deep
reconstruction classification network (DRCN) [44], residual transfer network
(RTN) [11], joint adaptation network (JAN) [12], domain adaptive hashing
(DAH) [26], adversarial discriminative aomain adaptation (ADDA) [16],
automatic domain alignment layers (AutoDIAL) [17], and multi-adversarial
domain adaptation (MADA) [45]. For the PACS dataset, Office-31 and
Office-Caltech, we compare our method on the DG scenario with the
state-of-the-art DG methods: learned - support vector machine (L-SVM) [47],
kernel fisher discriminant analysis (KDA) [49], domain-invariant component
analysis (DICA) [36], multi-task auto-encoder (MTAE) [20], domain
separation network (DSN) [48], deeper, broader and artier domain
generalization (DBADG) [21], conditional invariant deep domain
generalization (CIDDG) [38], undoing the damage of dataset bias (Undo-Bias)
[19], unbiased metric learning (UML) [46], multi-task autoencoders (MTAE)
[20] and deep domain generalization with structured low-rank constraint
(DGLRC) [22].
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4.5. Hyper-parameter tuning
For any unsupervised domain adaptation and generalization method, we
need to fine tune the hyper-parameters to achieve more efficient results. In
our method, we fine tune two weight balance hyper-parameters: σ and γ. We
first apply different values for these two parameters on the experiments for the
transfer task of A→W and we have found that γ = σ = 0.1 provides the best
results. Then we use this optimal value for γ and σ for all other transfer tasks
in our method.
4.6. Results and Discussion
In this section, we discuss the results on benchmark datasets on both
unsupervised domain adaptation and domain generalization settings.
4.6.1. Results on domain adaptation scenarios
Office-31 We conducted 6 transfer tasks in the context of domain
adaptation: A → W , D → W , D → A, W → A, W → D and A → D and the
results are reported in Table 1. We also calculated the average accuracy. It is
worth noting that our proposed approach achieves state-of-the-art results on
two transfer tasks: A → W and A → D and the average accuracy on six
different tasks is 78.3%. It is also important to note that our method
outperforms DANN on all transfer tasks and this improvement on transfer
tasks provides the justification of integrating the correlation alignment metric
in the last fully connected layer which helps to obtain a more domain agnostic
model.
From the results, we make some important observations: (1) All the deep
domain adaptation methods outperform the standard deep learning methods
and it can be revealed that deep neural networks without domain adaptation
cannot eliminate the issue of domain shift; (2) DANN trains an extra domain
classifier to enforce the minimization of discrepancy and this outperforms
standard deep neural networks by about 4%. This improvement also indicates
the importance of adversarial learning for minimizing the discrepancy between
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the source and target data; (3) The use of a distribution matching metric
(RTN, D-CORAL) also brings significant improvement over a standard deep
learning method; and (4) Incorporating a correlation alignment module with
adversarial learning improves the average accuracy by 5% which indicates the
capability of reducing domain discrepancy with our model is better than the
baseline adversarial methods.
Office-Home We conducted 12 transfer tasks of 4 domains on
Office-Home dataset in the context of domain adaptation. We report the
results in Table 2. We achieve the state-of-the-art performance on 6 transfer
tasks including A → P , C → R, P → A, P → R, R → A and R → P . It is
worth noting that JAN obtains state-of-the-art performance on the other six
transfer tasks as it reduces the domain shift in joint distributions of the
network activations of multiple task-specific layers. In contrast, our proposed
approach match the marginal distributions of features across domains. The
prior best average accuracy was 48.2 % achieved by JAN. The average
accuracy achieved by our proposed method is 48.19 % which outperforms the
baseline method DANN by 3.25 %. Our method beats other state-of-the-art
methods except JAN which also obtains the same performance in terms of
average accuracy.
From the results of Office-Home dataset, we make two note-worthy
observations: (1) All the deep domain adaptation methods obtain better
performance than standard deep learning methods even when more categories
are present in the dataset. It is noted that in Office-Home dataset, the number
of total categories is 65; and (2) Our model is still capable to decrease the
domain discrepancy even when more categories exist in the datasets.
ImageCLEF-DA We conducted 6 transfer tasks: I → P , P → I, I → C,
C → I, C → P , and P → C. We report the results in Table 3. In this dataset,
every category has the same number of images thus the images are balanced,
but each domain has only 600 images that could not be enough for training the
network. Our method outperforms existing approaches in four transfer tasks:
P → I, I → C, C → I, and C → P . The prior best average accuracy on
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this dataset was 79.8% achieved by MADA, and our method achieved 80.2 %
average accuracy which sets a new state-of-the-art performance.
From the results of ImageCLEF-DA dataset, we make two important
observations: (1) Deep domain methods still achieve better performance over
standard deep learning methods when few categories are shared by the source
and target data; and (2) Our model is still capable to decrease the domain
discrepancy even when few categories are shared by the source and target
domains.
4.6.2. Results on domain generalization scenarios
Office-31 In the context of domain generalization, we conducted 3 transfer
tasks: A,W → D; A,D → W and D,W → A where the target data is
unavailable during the training phase. We report the results in Table 4. From
the results we cam observe that our proposed domain method achieves
state-of-the performance on two transfer tasks: A,D →W and D,W → A and
the average accuracy on three transfer tasks is 81.0%.
Office-Caltech We conducted four transfer tasks: W,D,C → A; A,W,D →
C; A,C → D,W and D,W → A,C on domain generalization settings.We report
the results on Table 5. From the results we can observe that we achieved state-
of-the-art performance on three transfer tasks and we also achieved the best
average accuracy on four transfer tasks.
PACS We conducted 4 transfer tasks: P,C, S → A; P, S,A→ C; S,A,C →
P and P,C,A→ S on DG scenario where the target data is unavailable during
the training phase. We report the results in Table 6. From the results we can
see that our proposed approach obtains state-of-the-art performance on two
transfer tasks: P,C, S → A and P, S,A→ C and the average accuracy on four
transfer tasks is 71.98%.
From the results (Tables 1 to 6), we note that the proposed architecture
performs well on both domain adaptation and domain generalization settings.
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(a) (b) 
(C) (d) 
Figure 5: The t-SNE visualization of the activations of (a) AlexNet (without adaptation) (b)
without adversarial loss (c) without discrepancy loss and (d) CAADA (ours).
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Figure 6: Convergence: (a) Test Accuracy for A → D transfer task and (b) Test Accuracy
for A→W transfer task.
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4.7. Visualization
We use t-SNE [50] to conduct an embedding visualization. We take images
from Amazon and Webcam domains of Office-31 dataset to produce an
embedding. In Figure 5, the representations in Amazon → Webcam transfer
task is visualized. Figure 5(a) shows the representation using standard deep
learning (AlexNet) without any adaptation method. For better view, we have
taken 7 different categories from Office-31 dataset. Figure 5(b) shows the
representation of our model without adversarial loss. Figure 5(c) depicts the
representations that are learned by our model withoout discrepancy loss. On
the other hand, Figure 5(d) depicts the representations that are learned by our
proposed approach. Examining the embeddings, we find that the clusters
created by our model separate the categories while mixing the domains much
more effectively than standard DNN and using only discrepancy loss or only
adversarial loss. These visualization also suggests that our proposed method is
more capable to align the source and target features from the same class
nearby.
4.8. Convergence Performance
Since our proposed method is based on adversarial learning, we compare
the performance on convergence. The convergence is measured based on the
test accuracy. Figure 6(a) and Figure 6(b) represents the test accuracy of our
method and DANN [15] on A → D and A → W transfer tasks. The x-axis
and y-axis of these accuracy graphs represent the iterations and accuracies in
percentage. We have calculated the test accuracy over 50,000 iterations. From
Figure 6, we can see that our model has the analogous convergence speed as
DANN with remarkably better accuracy in the entire procedure of convergence.
4.9. Sample Size of Target Domain
In this section, we empirically show that our proposed method is
data-driven. If the number of unlabeled target data is increased, the image
classification performance is also boosted. We shuffle the target data on
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Figure 7: The accuracy with regard to various unlabeled target sample size and by varying
feature embedding dimension: (a) sample size on A → W domain adaptation transfer task,
(b) sample size on W,D,C → A domain generalization transfer task, (c) embedding dimension
on A → W domain adaptation transfer task and (d) embedding dimension on W,D,C → A
domain generalization transfer task.
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Office-31 for domain adaptation and Office-Caltech for domain generalization,
and access the top 20%, 40%, 60%, 80%, 100% data of each classes of the
target domain. We train and evaluate our approach for both domain
adaptation and domain generalization on A → W and W,D,C → A tasks
respectively. As illustrated in Figure 7(a) and 7(b) , as the target data size
moderately expands, the image recognition accuracy of the corresponding task
increases accordingly. It demonstrates that when more unlabeled target data
are involved in the training, a more transferable classifier with regard to the
target domain can be obtained.
4.10. Sensitivity of Embedding Dimension
In this part, we investigate the sensitivity of the embedding dimension of the
bottleneck layer as it plays a significant role in reducing the discrepancy among
domains. We conduct the experiments on Office-31 and Office-Caltech datasets
for domain adaptation and domain generalization tasks respectively. We choose
A → W transfer task for Office-31 on domain adaptation and W,D,C → A
transfer task for Office-Caltech on domain generalization. We report the mean
accuracy with standard deviation for embedding dimensions varied in {128, 256,
512 } respectively. As illustrated in Figure 7(c) and 7(d), the accuracy almost
maintains at the same level and achieves slightly higher accuracy when the
embedding dimension is set to 256, implying that our approach is not sensitive
to the chosen range of feature space dimension.
4.11. Complementary with correlation alignment
In this part, we demonstrate that our approach is capable of cooperating
with correlation alignment. We conduct this case study on Office-31 dataset
on both domain adaptation and domain generalization tasks, and report the
accuracy in Table 7 and Table 8 respectively. As illustrated, with correlation
alignment to further reduce the discrepancy among the domains, we further
boost the recognition performance and obtain 2.1% and 1.89% gain for domain
adaptation and domain generalization tasks respectively.
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4.12. Ablation Study
Recent studies on domain adaptation suggested that both adversarial
learning [15, 16] and correlation alignment [10, 24, 13] can play a vital role to
reduce the domain discrepancy due to dataset bias. It is noted that adversarial
learning uses a domain classifier to reduce the discrepancy whereas a
correlation alignment module calculates co-variances of the data and
minimizes the distance among the data of different domains. But these
methods cannot eliminate the discrepancy completely. Hence, we combined
two different techniques to minimize the discrepancy so that we can estimate
the minimum discrepancy of the available domains for both domain
adaptation and domain generalization tasks.
Methods A → W D → W D → A W → A W → D A → D
Correlation-alignment 67.1 94.9 53.5 52.3 99.3 67.3
Adversarial-learning 74.1 97.0 54.0 52.7 99.1 73.1
CAADA (Without Correlation alignment) 74.5 97.2 54.3 53.0 99.1 75.6
CAADA (With Correlation alignment) 80.2 97.3 58.1 57.4 99.2 77.7
Table 7: Ablation study on Office-31 dataset in the context of domain adaptation.
Methods A,W → D A,D → W D,W → A
Correlation-alignment 95.25 93.15 45.29
Adversarial-learning 97.34 94.10 45.35
CAADG (Without Correlation alignment) 97.51 94.32 45.60
CAADG (With Correlation alignment) 99.34 96.17 47.49
Table 8: Ablation study on Office-31 dataset in the context of domain generalization.
In this section, we perform ablation study on Office-31 dataset in the
context of both domain adaptation and domain generalization with different
components ablation, i.e., training with only adversarial learning, training
with only correlation alignment. Those experiments shows different
contributions of components and provide more justification of adopting
correlation alignment with adversarial learning. We compare the results with
our method and the results of domain adaptation is reported in Table 7. We
report the domain generalization performance on Office-31 dataset in Table 8.
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From the results of ablation studay, it can be observed that incorporating
correlation alignment with adversarial learning improves the discrimination
and generalization ability. We also observe that in each transfer task of the
domain adaptation and generalization, we get better performance than using
only correlation alignment or using only adversarial learning to minimize the
discrepancy between the domains.
Methods A → W D → W D → A W → A W → D A → D Avg.
CAADA (2 Discriminator) 73.3 96.7 54.1 52.0 99.3 72.6 74.67
CAADA (without pre-trained) 80.2 97.1 58.1 57.4 99.2 77.7 78.3
CAADA (pre-trained on source data) 80.4 97.3 59.2 58.1 99.3 78.0 78.7
Table 9: Ablation study to show the effect of using two discriminator and pre-trained source
model on Office-31 dataset in the context of domain adaptation.
Methods I → P P → I I → C C → I C → P P → C Avg.
CAADA (2 Discriminator) 66.3 82.1 89.6 79.6 63.9 89.3 78.47
CAADA (without pre-trained) 67.8 84.5 91.7 81.3 63.9 91.8 80.2
CAADA (pre-trained on source data) 68.2 84.9 92.4 81.4 64.7 92.6 80.7
Table 10: Ablation study to show the effect of using two discriminator and pre-trained source
model on ImageCLEF-DA dataset in the context of domain adaptation.
Methods P,C, S → A P, S,A → C S,A,C → P P,C,A → S Avg.
CAADG (2 Discriminator) 63.42 67.28 86.39 61.45 69.64
CAADG (without pre-trained) 65.52 69.90 89.16 63.37 71.98
CAADG (pre-trained on source data) 66.15 70.29 89.68 63.74 72.47
Table 11: Ablation study to show the effect of using two discriminator and pre-trained source
model on PACS dataset in the context of domain generalization.
Methods W,D,C → A A,W,D → C A,C → D,W D,W → A,C Avg.
CAADG (2 Discriminator) 93.81 85.98 86.09 81.36 86.81
CAADG (without pre-trained) 95.74 88.91 86.79 82.11 88.39
CAADG (pre-trained on source data) 96.09 89.12 87.35 82.67 88.81
Table 12: Ablation study to show the effect of using two discriminator and pre-trained source
model on Office-Caltech dataset in the context of domain generalization .
We examined the performance of incorporating another discriminator to
align the features of Fc8. The results are reported in Tables 9 - 12. According
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to the results, we can observe that even using another discriminator to align
features of Fc8 instead of using the correlation alignment loss still suffer from
poor performance than our proposed method. In ADDA [16], the researchers
use the pre-trained source model as an initialization. On the other hand, other
adversarial learning methods JAN [12], DANN [15], RTN [11] did not use a
pre-trained source model. We adopted the approach from JAN, DANN and
RTN. We examined the approach of using the pre-trained source model as an
initialization. From the results (Tables 9 - 12), we have seen that the
improvements is about 0.4% to 0.5%.
4.13. Discussion
From the above analysis, it can be noted that all the deep domain
adaptation and generalization methods outperform the standard deep learning
approaches. Adversarial learning with correlation alignment improves the
generalization capability of the model. When the target data size is increased,
the image classification accuracy is also increased accordingly. It can be
revealed that when more unlabeled target data are involved in the training, a
more transferable classifier with regard to the target domain can be obtained.
The image recognition accuracy almost maintains at the same level with
varying the embedding dimension and achieves a slightly higher accuracy
when the embedding dimension is set to 256. Using a pre-trained source model
as an initialization improves the image recognition accuracy by 0.4% to 0.5%
on domain adaptation and generalization tasks respectively.
5. Conclusion
In this paper, we proposed a novel correlation-aware adversarial domain
adaptation and generalization method which aims to minimize the domain
discrepancy as much as possible during training stages using a correlation
alignment metric along with adversarial learning. We have shown that our
model can be applied to address the DG issue without changing the basic
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network architecture. We have found that using the correlation alignment
along with adversarial learning for domain adaptation and domain
generalization scenarios works efficiently. Experiments on different datasets on
domain adaptation and domain generalization verify the effectiveness of our
proposed method.
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