We revisit the local Stochastic Gradient Descent (local SGD) method and prove new convergence rates. We close the gap in the theory by showing that it works under unbounded gradients and extend its convergence to weakly convex functions. Furthermore, by changing the assumptions, we manage to get new bounds that explain in what regimes local SGD is faster that its non-local version. For instance, if the objective is strongly convex, we show that, up to constants, it is sufficient to synchronize M times in total, where M is the number of nodes. This improves upon the known requirement of Stich (2018) of ? T M synchronization times in total, where T is the total number of iterations, which helps to explain the empirical success of local SGD.
Introduction
Big data optimization problems arising in machine learning and statistics, such as the training of supervised learning models, are routinely solved in a distributed manner on a cluster of compute nodes [2] . Distributed optimization algorithms are typically iterative methods alternating local computations performed on the nodes, and expensive communication steps involving all or a subset of the nodes. Due to the need to solve such problems more efficiently, there has been a lot of recent interest in understanding the trade-offs between communication and computation, a concern which is particularly important in the federated learning setting; see [3, 10, 13] .
Minibatch SGD. A popular method for solving unconstrained smooth optimization problems of the form min
in situations when the computation of the gradient of f is expensive is minibatch SGD [7, 8] :
Algorithm 1 Local SGD Input: Stepsize γ ą 0, initial vector x 0 " x m 0 for all m P rM s. 1: for t " 0, 1, . . . do 2:
for m " 1, . . . , M do 3:
4:
otherwise.
5:
end for 6: end for 1 M ř M m"1 g m t as an estimator of the gradient ∇f px t q decreases, which leads a decrease in the overall number of communications needed to obtain a solution of sufficient quality.
Local SGD. Note that (2) can equivalently be written in the form
which leads to the alternative interpretation of minibatch SGD as averaging the results of a single SGD step performed by all nodes, initiated from the same starting point x t . This simple observation immediately leads to the natural question: can we gain by performing more than a single step of SGD on each node before averaging? By performing what we hope will be useful additional computation locally on the nodes before expensive aggregation is done, we hope to decrease the number of communication rounds needed. We have just described the local SGD method, formalized as Algorithm 1.
Contributions
While local SGD has been popular among practitioners for a long time [5, 12] , its theoretical understanding has remained elusive until very recently [1, 9, 14, 15, 16 , 17] (see Table 1 ). The history of the methods goes back to the convergence proof in the early work [11] , but a tight convergence rate has been missing since then. Although most existing works focus on analyzing local SGD for smooth and nonconvex f , there are no analyses specialized to the smooth convex case, and only two papers which provide bounds in the smooth strongly convex case.
In this paper we obtain the first result explicitly covering the convex case, and improve dramatically upon the best known communication complexity result in the strongly convex case (see the last row of Table 1 ). Moreover, unlike previous results in the strongly convex case that depend on a restrictive gradient boundedness assumption, our results do not have this flaw. Table 1 : Existing theoretical bounds for local SGD. CpT q denotes the minimum number of communication steps required each T iterations to achieve a linear speedup in the number of nodes M .
An overview of related work on local stochastic gradient methods is given in Table 1 .
Setting and Contributions
In this work we consider minimization problem (1) under the following assumptions:
Assumption 1 (Smoothness and convexity) . We assume f is L-smooth and µ-strongly convex (we allow µ " 0). That is, for all x, y P R d we have:
Assumption 2. The stochastic gradients pg m t q tě0,mPrM s are unbiased estimates of the true gradient with uniformly bounded variance when conditioned on x m t :
ď σ 2 for all t ě 0 and m P rM s.
Note that Assumption 2 is less restrictive than the bounded gradients assumption (E " }g m t } 2 ‰ ď G 2 ) used in several previous analysis as shown in Table 1 . Under this setting, the main contributions of this paper are:
1. If f is strongly convex, then by properly choosing stepsizes γ t and taking the average of the local iteratesx t , we can obtain E "
x t´x˚ 2 ı ď ε when the total number of iterates T and the total number of communication rounds C are:
whereΩp¨q indicates possibly ignoring polylogarithmic factors. This tightens the previous analysis [14] , where C " Ω´aT {M¯was required.
2. Furthermore, if f is (possibly weakly) convex, then we can guarantee E " f´1 T ř T´1 i"0x i¯´f px˚q ı ď ε provided that:
T " Ωˆσ 4 M ε 2˙a nd C " Ω˜?
3. We support our analysis by experiments illustrating the behavior of the algorithm.
Convergence Theory
We denote the sequence of time stamps when synchronization happens as pt p q 8 p"1 . The average of all local iterates isx t " 1 M ř M m"1 x m t and that of gradients is
We define the set rM s def " t1, 2, . . . , M u. Lemma 1. Choose a stepsize γ ą 0 such that γ ď 1 2L . Under Assumptions 1, and 2 we have that for Algorithm 1 with max p |t p´tp`1 | ď H,
Theorem 1. Suppose that Assumptions 1, and 2 hold with µ ą 0. Then combining Lemma 1 with techniques from [14] we can conclude that for a constant stepsize γ ą 0 such that γ ď 1 4L we have for Algorithm 1 with max p |t p´tp`1 | ď H, E "
x T´x˚
Corollary 1. Choosing γ " 1 µa , with a " 4κ`t for t ą 0 and we take T " 2a log a steps. Then substituting in (6) and using that 1´x ď expp´xq and some algebraic manipulation we can conclude that, E "
whereÕp¨q ignores logarithmic factors. We see that choosing H " OpT {M q recovers the same 1{pM T q convergence rate of minibatch SGD up to polylogarithmic factors, and the number of communications is then C " T {H "ΩpM q.
Using similar proof techniques, we can show the following result for weakly convex functions: Theorem 2. Suppose that Assumptions 1, and 2 hold with µ " 0 and that a constant stepsize γ such that γ ě 0 and γ ď 1 4L is chosen and that Algorithm 1 is run with up to H local iterations, for
Corollary 2. Assume that T ě M . Choosing γ "
?
T , then substituting in (9) we have,
We see that choosing H " Op ?
T {M 3{2 q we recover the same 1{ ? M T convergence rate of minibatch SGD, and the number of communication steps is then C " T {H " Ω`M 3{2 T 1{2˘.
Experiments
We run experiments on 2 regularized logistic regression problem with M " 20 nodes, each with Intel(R) Xeon(R) Gold 6146 CPU @3.20GHz core. We use the 'a9a' dataset from the LIBSVM library [4] and set 2 penalty to be 1 n , where n is the dataset size. The code was written in Python using MPI [6] .
We ran two experiments, with stepsizes 1 L and 0.05 L and minibatch size equal 1. In both cases we observe convergence to a neighborhood, although of a different radius. Since we run the experiments on a single machine, the communication is very cheap and there is little gain in time required for convergence. However, the advantage in terms of required communication rounds is self-evident and can lead to significant time improvement under slow communication networks. [17] Fan Zhou and Guojing Cong. On the Convergence Properties of a K-step Averaging Stochastic Gradient Descent Algorithm for Nonconvex Optimization. In IJCAI International Joint Conference on Artificial Intelligence, volume 2018-July, pages 3219-3227, 2018. Now note that by expanding the square we have, E " g m
Using Lemma 1 we can upper bound the V t term in (22):
E "
x t`1´x˚
