We show that certain matrices built from Vandermonde matrices are of full rank. This result plays a key role in the construction of the "limit theory of generic polynomials".
Introduction
Let V = V d (x 1 , . . . , x n ) denote the n×(d+1) Vandermonde matrix built from the complex numbers x 1 , . . . , x n (that is, V ij = x j−1 i
). The main purpose of this note is to prove the following result. One may of course assume without loss of generality that K is the algebraic closure of the extension of Q generated by the entries of A. This theorem and Theorem 1.2 below (a kind of nonlinear version of Theorem 1.1) play a key role in the construction of the "limit theory of generic polynomials". Readers interested in this model-theoretic construction may consult [2] . Theorem 1.2 There exists a function φ : N 2 → N such that the following property holds for any r ≥ 1, any n ≥ 1 and any D ≥ φ(r, n).
Let V be an algebraic subset of C D of codimension r, defined over an algebraically closed subfield K ⊆ C. Given two sequences x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) of complex numbers, denote by W (x, y) the affine subspace of all α in C D satisfying the system of equations (ii) There exists u 1 ∈ {x 1 , y 1 }, . . . , u n ∈ {x n , y n } such that (u 1 , . . . , u n ) is of transcendence degree n over K.
An equivalent formulation of condition (ii) (the "marriage condition") can be found in [1] . Theorem 1.1 implies that one may take φ(r, n) = n(r + 1) if we restrict our attention to algebraic subsets V which are affine subspaces (set d = D − 1). Moreover, there is no need for condition (ii) in this case. As pointed out in section 1.1, this condition is nevertheless necessary in the general case. The remainder of this note is organized as follows. Section 2 is devoted to some special cases. In particular we show that Theorem 1.1 is tight for all values of n and r. As explained in Section 1.1 below, this implies that the function φ in Theorem 1.2 must satisfy the condition φ(r, n) ≥ n(r + 1). We then propose two different proofs of Theorem 1.1. The first one in Section 3 relies on dimension arguments. An alternative proof in Section 4 is based on methods from the theory of linear recurrences.
Remarks on Theorem 1.2
We have seen that one may take φ(r, n) = n(r + 1) for affine subspaces, which yields the bound D ≥ 4 for n = 2 and r = 1. Without condition (ii) this bound is not valid for arbitrary algebraic subsets of codimension 1. Indeed, let D = 4 and let V be the hypersurface α 1 α 4 − α 2 α 3 = 1. Let x 1 be a transcendent number (in fact it would be enough to have x 1 = 0). Set x 2 = −x 1 and y 1 = y 2 = 0. One can check that V ∩ W (x, y) = ∅.
We now generalize this construction to higher values of D. This shows that Theorem 1.2 would not be true without condition (ii). We keep y 1 = y 2 = 0 and x 2 = −x 1 . Let P α (X) and Q α (X) be the two polynomials
is a nonzero polynomial in α 1 , . . . , α D (this follows for instance from the fact that the polynomials X D−1 + X + 1 and (−X)
Indeed, for any α ∈ W (x, y) we have P α (x 1 ) = Q α (x 1 ) = 0 since x 1 = 0. Since P α and Q α have a common root one must have R(α) = 0, hence α ∈V .
Let d = n(r + 1) − 2. In Proposition 2.4 we show that there exists a vector x 1 , . . . , x n of distinct transcendent numbers and a r × (d + 1) matrix A of rank r with rational (even boolean) entries such that V (x, A) has rank n + r − 1. This implies that Theorem 1.2 fails for D = n(r + 1) − 1. Indeed, let (y 1 , . . . , y n+r ) be a vector of complex numbers which are algebraically independent over Q(x 1 , . . . , x n ). Let K be the algebraic closure of Q(y n+1 , . . . , y n+r ) and let V be the affine subspace of C D defined by the system of equations Aα = (y n+1 , . . . , y n+r )
T . The sequences (x 1 , . . . , x n ) and (y 1 , . . . , y n ) satisfy conditions (i) and (ii), but still V ∩ W = ∅. To see this note that α ∈ V ∩ W is equivalent to the satisfaction of a system of equations of the form V ′ α = (y 1 , . . . , y n+r ) T where V ′ has its entries in Q(x 1 , . . . , x n ) and same rank as V (x, A). This system is not satisfiable since the transcendence degree of (y 1 , . . . , y n+r ) over Q(x 1 , . . . , x n ) is higher than the rank of V ′ .
Some Special Cases
In the case of algebraically independent x i 's we can prove the main theorem with an improved (and optimal) bound: d ≥ n + r − 1. We need a very simple but crucial lemma.
Moreover, if E is defined over a field k ⊂ C these values of x are in the algebraic closure of k.
Proof. We may assume without loss of generality that E is a hyperplane. The condition v d (x) ∈ E is equivalent to P (x) = 0, where P ∈ k[X] is a nonzero polynomial of degree at most d. 2 Theorem 2.2 If x 1 , . . . , x n are algebraically independent over K, V (x, A) has rank n + r as soon as d ≥ n + r − 1.
Proof. By induction on n. For n = 1, since A is of rank r, V (x 1 , A) can fail to be of rank r + 1 only if v d (x 1 ) belongs to the subspace of C d+1 spanned by the rows of A. By Lemma 2.1, this would imply x 1 ∈ K.
Induction step: assume that n ≥ 2 and that the result is true for n − 1. It follows from the induction hypothesis that the n − 1 + r last rows form a minor of V (x, A) of rank n − 1 + r. Hence V (x, A) can fail to be of rank n + r only if v d (x 1 ) belongs to the subspace of C d+1 generated by the last n − 1 + r rows. By Lemma 2.1, this would imply that x 1 belongs to the algebraic closure of K(x 2 , . . . , x n ). 2
A variation on this argument gives the same bound in a few other cases. For instance, we have the following result.
be a polynomial of degree at least two. If x 1 ∈K, V ((x 1 , P (x 1 )), A) has rank r + 2 as soon as d ≥ r + 1.
Proof. Consider the sequence (x k ) k≥1 generated by the iteration x k+1 = P (x k ). Since x 1 ∈K the same is true of all the elements of this sequence. This implies in particular that these elements are pairwise distinct since P has degree at least 2. Note also that the case n = 1 of Theorem 2.2 implies that V (x 1 , A) has rank r + 1.
Assume by contradiction that x 1 is a counterexample. This implies that v d (x 2 ) belongs to the linear space E spanned by v d (x 1 ) and the rows of A. More generally, since x k is transcendent over K for any k ≥ 1, v d (x k+1 ) belongs to the linear space spanned by v d (x k ) and the rows of A. We conclude by an immediate induction on k that the vectors v d (x k ) all belong to E. This is in contradiction with Lemma 2.1. 2
The conclusion of Proposition 2.3 does not hold for the degree one polynomial P (x 1 ) = −x 1 and for several other functions f satisfying f • f = id. The following matrices have rank 2, for instance if a and c are algebraic numbers:
Our proof of the optimality of Theorem 1.1 is based on a generalization of the example with P (x 1 ) = −x 1 .
Proposition 2.4
Let n and r be two positive integers, d = n(r + 1) − 2 and let K ⊂ C be an algebraically closed field. Then there is a vector x = (x 1 , ...., x n ) of n distinct elements of C\K and a r ×(d+1) matrix A of rank r with entries in K such that the (n+r)×(d+1) matrix V (x, A) has rank n + r − 1. 
For every integer j ∈ [0, n − 2] we have
Thus it is easy to check that a basis of the space spanned by the columns is C 0 , C 1 ..., C n−1 , C 2n−1 , C 3n−1 , ..., C rn−1 and that the rank of V (x, A) is n + r − 1. 2
First proof of the main theorem
Let D(n, r) = n(r + 1) − 1 be the bound in the statement of Theorem 1.1. Call A(n, r, d) the assertion which is to be established for d ≥ D(n, r). The case n = 1 was taken care of in Theorem 2.2. Note also that the theorem still makes sense for r = 0: in this case V (x, A) is just a n × n Vandermonde matrix. We therefore fix two integers n, r such that n ≥ 2 and r ≥ 1. Our induction hypothesis is that
Assume by contradiction that V (x, A) is a counterexample, i.e., has rank at most n + r − 1. Assume also without loss of generality that K is the algebraic closure of the extension of Q generated by the entries of A. Since D(n, r) ≥ D(n − 1, r), by induction hypothesis the last n + r − 1 rows of V (x, A) form a minor of rank n + r − 1. The first row v d (x 1 ) of V (x, A) thus belongs to the linear space spanned by the last n + r − 1 rows. We consider now r "copies" y (1) , . . . , y (r) of x which are independent over K. More precisely, we assume the following two properties:
n ) has same type over K as x = (x 1 , . . . , x n ).
In field-theoretic terminology, this means that there is an isomorphism of fields from K(x 1 , . . . , x n ) to K(y (ii) The n(r + 1) components of x and its copies are pairwise distinct.
These r copies exist since x 1 , . . . , x n are transcendent over K. It follows from (i) that the first row v d (y (j) 1 ) of V (y (j) , A) belongs to the linear space spanned by the last n + r − 1 rows, since the corresponding property is true of x. Let E be the linear space spanned by the r + n − 1 last rows of V (x, A) and the corresponding rows in the matrices V (y (j) , A) as j ranges from 1 to r. This space has dimension at most r + (r + 1)(n − 1) < d + 1 since d + 1 = n(r + 1). We have just shown that v d (z) ∈ E, where z is any component of x or of its r copies. There are n(r + 1) > d such components, and they are pairwise distinct. This is in contradiction with Lemma 2.1, and the proof of A(n, r, d) for d = D(n, r) is thus complete. To finish off the proof of the theorem, we show by a second induction (on d) that A(n, r, d) also holds for d > D(n, r). Assume therefore that A(n, r, d − 1) holds. In order to show that V (x, A) has rank n + r under the hypotheses of Theorem 1.1, we distinguish two cases.
First case: the first d columns of A have rank r. We conclude from our second induction hypothesis that the first d columns of V (x, A) have rank n + r, and this must also be the rank of the whole matrix.
Second case: the first d columns of A have rank r − 1. Since d − 1 ≥ D(n, r) ≥ D(n, r − 1), we conclude from our first induction hypothesis that the first d columns of V (x, A) have rank n + r − 1. But the last column of V (x, A) does not belong to the span of the first d columns since the same is true of A itself. The rank of V (x, A) is therefore equal to 1 + (n + r − 1) = n + r.
A proof based on linear recurring sequences
This alternative proof will also give a slightly more precise result for r = 1 (see Lemma 4.3 below). We rely a generalization of linear recurring sequences. The case r = 1 can be handled with the standard notion of a linear recurring sequence, and the corresponding proof can be found in [4] .
For r = 1 or for any fixed q, the set of the generating polynomials f is an ideal that can be determined from the 2n first terms of the sequence (see for instance [5] or Corollary 5.6.3 of [6] ). For r ≥ 2, the set of all the possible f in (1) contains an ideal that can be determined from the n(r + 1) first terms: Such a polynomial can be computed from the first n(r + 1) terms A 0 , . . . , A n(r+1)−1 of the vector sequence.
Proof. The construction of c is the computation of a simultaneous generating polynomial of degree lower than nr for the r component sequences of (A i ) i≥0 . This polynomial may be seen as a common multiple of at most r polynomials of degree n in (1). It is therefore natural to introduce nr shifts of the sequence and to work with the (r × 1)-block Hankel matrix polynomial of the sequence (q T A i ) i≥0 for q T = [1 α] is x n − α. This expresses the optimality of Lemma 4.2 since only the 3n-th term of b fixes the value of α and hence of a generating polynomial.
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