Abstract. This paper describes an algorithm for the solution of a system of nonlinear equations F(x) = , where F = (f 1 ; : :: ; fn) : D R m ! R n and D is a compact domain, given that any of the functions f i is monotonic when restricted to any single variable at an arbitrary point. The algorithm nds an approximation of the solutions as a union of m{dimensional intervals. The computation is based on reduction of the box containing all the solutions, its bisection, and elimination of subintervals which do not contain a solution. The algorithm does not require computation of partial derivatives or their approximations. Its use is illustrated on a model case.
Introduction
Let F = (f 1 ; : : : ; f n ) : a; b] R m ! R n be a continuous function. We will consider a generalized bisection method to approximate, with certainty, all solutions of a nonlinear system F(x) = ; (1.1) where = (0; : : : ; 0), given that e j f i (x) e j f i (y) 0; (1.2) for all > 0; 1 i n; 1 j m; x; y 2 a; b]; where h f(x) = f(x + h) ? f(x) and e j is the j-th unit vector.
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Generalized bisection methods to solve (1.1) can be described using a root inclusion function T F (de ned formally in 4]) with values true, false, and unknown, which has the following properties 5]:
if T F (S)=true then there is a unique solution of (1.1) within S. if T F (S)=false then there is no solution of (1.1) within S. The template of a generalized bisection method can then be written as follows:
Input: Bounded domain S R m .
(i) if T F (S) = false then the result is ;.
(ii) (optional) Reduce the domain S to S 0 S such that fx; F(x) = ; x 2 Sg = fx; F(x) = ; x 2 S 0 g. (iii) if diam(S 0 ) or supfkF(x)k; x 2 S 0 g are su ciently small, then S 0 is the result, else (a) Split S 0 into two subdomains S 1 ; S 2 .
(b) Compute solutions on S 1 and S 2 separately, using this algorithm. Current bisection methods to solve (1.1) 1{6] use the Jacobian matrix of F, or its approximations, to compute T F (S). The method presented here does not require computation of any derivatives, taking advantage of the restriction (1.2) on the class of functions considered. Our root inclusion test has only two values (false and unknown). The re nement of distinct solutions of (1.1) is done by customizations of a precision parameter of the algorithm, instead of testing whether T F (S) = true.
The algorithm
The following is a recursive algorithm to solve problem (1.1), given (1.2). The algorithm contains a non{sequential loop (\for all"), instances of the body of which can be computed in any order. The algorithm can be e ciently run in parallel, as it decomposes the computation into independent subproblems. (ii) kF(x)k M < " for all x 2 S .
Proof. Both parts of the theorem follow directly from the iterational part of algorihm D and from the de nition of k:k M .
The following theorem shows that it is always possible to distinguish between two distinct solutions of (1.1) using a su ciently small parameter " in algorithm D. 
