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1. Introduction {#grl58008-sec-0002}
===============

Younger, thinner, and less‐extensive sea ice (Lindsay & Schweiger, [2015](#grl58008-bib-0032){ref-type="ref"}; Stroeve et al., [2012](#grl58008-bib-0059){ref-type="ref"}) is altering the Arctic climate system (Cohen et al., [2012](#grl58008-bib-0010){ref-type="ref"}; Dall\'Osto et al., [2017](#grl58008-bib-0015){ref-type="ref"}; Semenov et al., [2015](#grl58008-bib-0051){ref-type="ref"}; Stroeve et al., [2014](#grl58008-bib-0060){ref-type="ref"}; Tang et al., [2013](#grl58008-bib-0062){ref-type="ref"}) and enabling human access to more of the Arctic Ocean than ever before (Stephenson, [2017](#grl58008-bib-0053){ref-type="ref"}; Stephenson & Pincus, [2018](#grl58008-bib-0055){ref-type="ref"}). In particular, the prospect of trans‐Arctic shipping is supported by shipping simulations that show robust increases in trans‐Arctic access by midcentury under multimodel climate projections (Aksenov et al., [2017](#grl58008-bib-0002){ref-type="ref"}; Khon et al., [2017](#grl58008-bib-0028){ref-type="ref"}; Melia et al., [2016](#grl58008-bib-0036){ref-type="ref"}; Stephenson & Smith, [2015](#grl58008-bib-0056){ref-type="ref"}). Of particular geopolitical interest is the so‐called *trans‐polar route* over the North Pole, the shortest theoretical crossing between the North Atlantic and the Bering Strait that circumvents central Arctic state territorial waters and Exclusive Economic Zones (Clarke‐Sather et al., [2017](#grl58008-bib-0009){ref-type="ref"}). Although the economic viability of transit shipping along such Arctic routes is still debated (Brigham, [2010](#grl58008-bib-0003){ref-type="ref"}; Lasserre, [2015](#grl58008-bib-0031){ref-type="ref"}; Meng et al., [2016](#grl58008-bib-0037){ref-type="ref"}), ship traffic appears likely to increase in the coming decades due to increasing resource extraction, resupply of growing communities, and tourism (Farré et al., [2014](#grl58008-bib-0018){ref-type="ref"}; Yumashev et al., [2017](#grl58008-bib-0070){ref-type="ref"}).

Because warming favors increased shipping traffic, previous studies have focused on the potential for ship emissions of black carbon (BC) and other particulates to enhance warming by lowering the otherwise high albedo of ice and snow (Browse et al., [2013](#grl58008-bib-0005){ref-type="ref"}; Corbett et al., [2010](#grl58008-bib-0013){ref-type="ref"}; Ødemark et al., [2012](#grl58008-bib-0040){ref-type="ref"}; Sand et al., [2016](#grl58008-bib-0047){ref-type="ref"}). The source of emissions is an important factor in determining the magnitude of this feedback and their ultimate climatic impact. Unlike BC transported to the Arctic from these midlatitude sources in Russia and Asia (Winiger et al., [2017](#grl58008-bib-0067){ref-type="ref"}; Wobus et al., [2016](#grl58008-bib-0068){ref-type="ref"}), strong surface inversions in the Arctic boundary layer make it more likely that BC emitted in the Arctic will be deposited on ice and snow, thereby maximizing its impact on surface temperature. However, previous studies demonstrated significant warming signals from reduced albedo only after scaling BC emissions more than 100 times above the current average ambient BC levels in the Arctic (Sand et al., [2013](#grl58008-bib-0046){ref-type="ref"}).

Other mechanisms of radiative forcing are also important to Arctic temperatures. The insulating effect of longwave absorption by clouds may amplify Arctic warming (Cox et al., [2015](#grl58008-bib-0014){ref-type="ref"}), and Arctic clouds are particularly sensitive to increases in cloud condensation nuclei (CCN) from pollution due to the stability of Arctic air masses (Coopman et al., [2018](#grl58008-bib-0012){ref-type="ref"}). In opposition, emissions of sulfur oxides (SO~2~) and resulting sulfate (SO~4~) generate a direct negative radiative forcing by scattering incoming sunlight (Charlson et al., [1992](#grl58008-bib-0007){ref-type="ref"}), which may offset a significant part of the BC heating effect in the Arctic (Yang et al., [2018](#grl58008-bib-0069){ref-type="ref"}). Lastly, an increase in atmospheric particulates that serve as CCN will tend to increase cloud albedo by encouraging formation of smaller and more numerous cloud droplets (Twomey, [1977](#grl58008-bib-0064){ref-type="ref"}), particularly in liquid clouds (Christensen et al., [2014](#grl58008-bib-0008){ref-type="ref"}; Morrison et al., [2012](#grl58008-bib-0038){ref-type="ref"}). Although the influence of particulate emissions in the Arctic has historically been small and localized relative to more populous lower latitudes (Gong et al., [2018](#grl58008-bib-0021){ref-type="ref"}; Peters et al., [2011](#grl58008-bib-0042){ref-type="ref"}), increases in shipping emissions could substantially raise CCN, enhance cloud formation, and induce a climatic response (Mueller, [2018](#grl58008-bib-0039){ref-type="ref"}; Wang et al., [2013](#grl58008-bib-0066){ref-type="ref"}; Yang et al., [2018](#grl58008-bib-0069){ref-type="ref"}).

Previous studies have investigated the interacting effects of short‐lived pollutants from Arctic shipping scenarios with mixed and contrasting results. Using chemical transport and radiative forcing models, Dalsøren et al. ([2013](#grl58008-bib-0016){ref-type="ref"}) found warming under two spatially explicit emission scenarios (Peters et al., [2011](#grl58008-bib-0042){ref-type="ref"}) between 2004 and 2030, while Fuglestvedt et al. ([2014](#grl58008-bib-0019){ref-type="ref"}) used a simple 2‐box climate model to demonstrate enhanced Arctic warming from short‐lived shipping pollutants until 2160. In contrast, Gilgen et al. ([2017](#grl58008-bib-0020){ref-type="ref"}) found net cooling by 2050 using a global aerosol‐climate model, driven by enhanced cloud droplet number and optical thickness of clouds over the Arctic Ocean. Although highly relevant to environmental impacts of future shipping, the methods and emission projections used previously are not capable of evaluating dynamic feedbacks in the physical climate and human activities. We build on these earlier studies by using a fully coupled Earth system model (ESM) forced by spatially and temporally explicit projections of trans‐Arctic shipping emissions between 2006 and 2099. Unlike previous studies, this ESM simulates the physical interactions of albedo, clouds, oceans, and sea ice, and the emission projections employed allow specific shipping routes to vary with seasonal and decadal changes in sea ice so that shipping routes span multiple marine pathways (e.g., the coastal Northern Sea Route and direct transits over the North Pole). Our results thus represent a more realistic and robust estimate of climate responses to future trans‐Arctic shipping.

2. Methods {#grl58008-sec-0003}
==========

2.1. Trans‐Arctic Shipping Emissions {#grl58008-sec-0004}
------------------------------------

Projected emission inventories from trans‐Arctic shipping during the period 2006--2099 were derived from simulated voyages computed by combining ESM‐projected sea ice distribution with projected Europe‐Asia trade. Transits take place when two conditions are met: (1) sea ice conditions enable technical access between Europe and Asia; (2) operating costs of shipping via the least‐cost Arctic route are lower than via the Suez Canal route. Full details are given in [supporting information](#grl58008-supinf-0001){ref-type="supplementary-material"}.

### 2.1.1. Technical Shipping Access {#grl58008-sec-0005}

The methodology for calculating technical shipping access extends the approach of Stephenson and Smith ([2015](#grl58008-bib-0056){ref-type="ref"}). Monthly projected sea ice concentration and thickness data are obtained from 10 ESMs shown to simulate well the observed climatology, trend, and seasonal amplitude of 20th‐century and early 21st‐century sea ice extent and volume (Jahn et al., [2012](#grl58008-bib-0025){ref-type="ref"}; J. Liu et al., [2013](#grl58008-bib-0033){ref-type="ref"}; Massonnet et al., [2012](#grl58008-bib-0035){ref-type="ref"}; Stephenson & Smith, [2015](#grl58008-bib-0056){ref-type="ref"}). Monthly data are averaged across models to form the ensemble average of sea ice concentration and thickness from 2006 to 2099. Optimal least‐cost navigation routes are derived from ESM data following the Arctic Ice Regime Shipping System framework (Transport Canada, [1998](#grl58008-bib-0063){ref-type="ref"}) described in detail by Stephenson et al. ([2013](#grl58008-bib-0057){ref-type="ref"}). Pairwise Europe‐Asia routes are computed using a least‐cost path algorithm between 4 European and 14 East Asian port regions (combining ports serving common regional markets) that are among the top 50 ports worldwide in 2010 *twenty‐foot equivalent unit* traffic (Containerisation International, [2012](#grl58008-bib-0011){ref-type="ref"}). Route paths are allowed to vary to minimize transit time, encompassing coastal routes such as the Northern Sea Route and Northwest Passage as well as direct transits over the North Pole.

### 2.1.2. Shipping Emissions {#grl58008-sec-0006}

In addition to technical accessibility, Arctic routes require a cost incentive to justify their use over the traditional Suez Canal route. A cost incentive is assumed when the cost of transporting a unit of cargo via the Arctic is lower than via the Suez Canal. Owing to beam and draft limitations along the Northern Sea Route (Brigham et al., [1999](#grl58008-bib-0004){ref-type="ref"}), a standard Panamax vessel (80,000 deadweight tons \[dwt\] capacity) is assumed for Arctic transits, while a larger *New Panamax* (120,000 dwt capacity) is assumed for Suez transits (Stott, [2012](#grl58008-bib-0058){ref-type="ref"}). Ships are assumed to operate at full capacity. The transport cost per unit of cargo (2010 dollars) via the Arctic is calculated as: $$D_{A}*F_{A}*P*E*G/C_{A},$$

where D~A~ is the voyage time, F~A~ is the fuel consumption rate, P is the bunker fuel price, E is a fuel consumption scaling factor based on the Energy Efficient Design Index, G is a scaling factor accounting for global GDP increase, and C~A~ is the cargo capacity (metric tons). The transport cost per unit of cargo via the Suez Canal is calculated in a similar way: $$\left( {D_{S}*F_{S}*P*E + T} \right)*G/C_{S},$$

where D~S~, F~S~, and C~S~ represent voyage time via the Suez Canal (SeaRates, [2016](#grl58008-bib-0050){ref-type="ref"}), fuel consumption rate for a New Panamax vessel (516 metric tons per day; AECOM, [2012](#grl58008-bib-0001){ref-type="ref"}), and cargo capacity for a New Panamax vessel, respectively, and T is the Suez Canal transit fee (Suez Canal Authority, [2010](#grl58008-bib-0061){ref-type="ref"}). When transport cost is lower via the Suez Canal than via the Arctic for a given month, no Arctic transit is projected to take place.

Emissions from Arctic shipping in a given month are derived from the aggregate fuel consumption of Arctic transits, determined from the number of fully laden transits (rounded up) using an 80,000‐dwt vessel that would be required to transport the quantity of traded goods projected for each Europe‐Asia port pair in a given month. Aggregate fuel consumption is calculated by multiplying the fuel consumption per transit by the number of required transits for each port pair, then summing for all port pairs. Gridded fuel consumption is estimated by distributing the aggregate quantity of fuel consumed over the least‐cost routes determined in section [2.1.1](#grl58008-sec-0005){ref-type="sec"}, weighted by the number of vessels passing through the grid cell. Gridded fuel consumption is converted to emissions of BC, OC, and SO~2~ based on emissions factors described by Buhaug et al. ([2009](#grl58008-bib-0006){ref-type="ref"}) and Corbett et al. ([2010](#grl58008-bib-0013){ref-type="ref"}).

2.2. The Community Earth System Model {#grl58008-sec-0007}
-------------------------------------

To investigate climate responses to the projected trans‐Arctic shipping emissions, we use the latest version (1.2.2) of the Community Earth System Model (CESM) from the National Center for Atmospheric Research (Hurrell et al., [2013](#grl58008-bib-0022){ref-type="ref"}). CESM is a fully coupled global climate model that provides the state‐of‐the‐art simulations of climate states without any *flux adjustment*. It consists of atmosphere (Community Atmosphere Model, CAM5), land (Community Land Model, CLM4.0 including Carbon and Nitrogen cycles), ocean (Parallel Ocean Program, POP2), and sea ice (Los Alamos Sea Ice Model, CICE) components at 1° resolution.

Estimated monthly trans‐Arctic shipping emissions (BC, OC, SO~2~, and SO~4~) are injected into the lowest atmospheric model layer along with other emission inventories from IPCC AR5 (Lamarque et al., [2010](#grl58008-bib-0030){ref-type="ref"}) under the RCP 8.5 scenario. BC, OC, and SO~4~ from shipping emissions are injected in the accumulation mode (between 0.1 and 2.5 μm). SO~4~ from shipping is estimated as 2.5% of SO~2~, consistent with other emission inventories from IPCC AR5, while the remaining 97.5% of SO~2~ is injected to the bottom layer of the model and eventually converts to SO~4~ in different size modes through a series of chemical and aerosol microphysical processes (X. Liu et al., [2012](#grl58008-bib-0034){ref-type="ref"}). Following one spin‐up year (2005) branched from a 20th‐century transient climate simulation, we simulate and analyze the period 2006--2099. The 2005 spin‐up year allows atmospheric processes at local to regional scales to equilibrate to initial aerosol forcing (Simmonds, [1985](#grl58008-bib-0052){ref-type="ref"}), after which seasonal trans‐Arctic shipping emissions increase (Figure [1](#grl58008-fig-0001){ref-type="fig"}b). Five ensemble runs with slight perturbations in their initial temperatures comprise the experiment. Results are compared to a 40‐member average of control simulations from the CESM Large Ensemble Project (LENS), an ensemble of fully coupled CESM1 simulations under RCP 8.5 (Kay et al., [2015](#grl58008-bib-0026){ref-type="ref"}). A control run using the same model version and component set as the experiment was also performed for comparison with LENS simulations. Except for trans‐Arctic shipping emissions, external forcing in the experiment runs is identical to that of the LENS ensemble.

![(a) Difference in near‐surface accumulation mode aerosol number concentration averaged from 2070 to 2099 (experiment minus LENS control); (b) black carbon, OC, and SO~2~ emissions north of 66.5°N from trans‐Arctic shipping (red curves; SO~4~ calculated as 2.5% of SO~2~ at the surface) added to experiment runs, along with black carbon, OC and SO~2~ loadings from shipping in IPCC AR5 (blue curves) and from all sources in IPCC AR5 (green curves) in experiment and LENS control runs. Emissions are shown as monthly means for every 10 years (2010, 2020, ..., 2100) and linearly interpolated in years between in model simulations. DJF = December‐January‐February; MAM = March‐April‐May; JJA = June‐July‐August; SON = September‐October‐November.](GRL-45-9898-g001){#grl58008-fig-0001}

Results are analyzed for the ocean region north of 66.5**°**N. Figure [1](#grl58008-fig-0001){ref-type="fig"} shows (a) the difference in near‐surface aerosol number concentration in the accumulation mode averaged from 2070 to 2099 between the experiment runs and LENS ensemble‐average control runs and (b) added trans‐Arctic shipping emissions and emissions from nonshipping sources. Near‐surface averages rather than whole‐column averages are shown in order to clearly illustrate aerosol distributions added to the model along shipping tracks at the surface. By 2070, most optimal trans‐Arctic routes pass over the North Pole rather than along the coastal NSR, leading to the accumulation pattern shown in Figure [1](#grl58008-fig-0001){ref-type="fig"}a.

3. Results {#grl58008-sec-0008}
==========

Our experiment demonstrates a clear and small yet significant slowing of Arctic warming as a result of trans‐Arctic shipping emissions. Figure [2](#grl58008-fig-0002){ref-type="fig"} shows that by 2099, sea surface temperature (SST) north of 66.5**°**N is nearly 1 °C cooler, and sea ice extent greater by nearly 500,000 km^2^, in the experiment runs compared to the LENS control. The shipping‐induced cooling (\~1 °C) is a small fraction of net RCP8.5 warming (\~10 °C), comparable in magnitude (though opposite in sign) to Arctic warming from anthropogenic CH~4~ scaled to the LENS control results over the same period, based on CH~4~ effective radiative forcing (IPCC, [2013](#grl58008-bib-0024){ref-type="ref"}). Patterns of relative cooling vary spatially and seasonally. The greatest cooling and sea ice growth occur throughout the central Arctic basin in winter (DJF) and along the Greenland‐Barents Sea ice edge in spring (MAM; Figure [3](#grl58008-fig-0003){ref-type="fig"}). This seasonal pattern is driven mainly by the ice‐ocean contrast, as new sea ice depresses surface temperature due to reduced ocean‐atmosphere heat exchange and increased albedo (Ruddiman, [2001](#grl58008-bib-0045){ref-type="ref"}). Cooling occurs throughout the Arctic rather than along the ocean swaths corresponding to least‐cost shipping routes, indicating that climatic impacts from shipping will be regional rather than local in scale. Cooling is most significant from 2060 onward due to a step change in emissions in late winter/early spring, owing to a 613% increase in shipping transits in MAM from 2060 to 2099 compared with a 143% increase during the rest of the year over this period. Period‐averaged differences in key climatic variables between experiment and control runs, with significance indicators from a two‐tailed Student\'s *t* test, are in Table [S1](#grl58008-supitem-0001){ref-type="supplementary-material"}.

![Multidecadal change in (a) sea surface temperature and sea ice extent; (b) sea surface temperature difference (experiment minus LENS control); (c) sea ice extent difference (experiment minus LENS control) north of 66.5**°**N, with a Community Earth System Model (CAM 5.3) control run shown for reference (dotted lines). Gray areas indicate one standard deviation of the 40‐member LENS ensemble.](GRL-45-9898-g002){#grl58008-fig-0002}

![Seasonal average (2070--2099) of difference in (a) surface temperature and (b) sea ice fraction (experiment minus LENS control). DJF = December‐January‐February; MAM = March‐April‐May; JJA = June‐July‐August; SON = September‐October‐November.](GRL-45-9898-g003){#grl58008-fig-0003}

Cooling trends in the experiment are underpinned by robust increases in cloud cover and liquid water content, primarily along shipping routes, driven by sulfate (SO~4~) aerosol enhancement. Figure [S1](#grl58008-supitem-0001){ref-type="supplementary-material"} depicts increases in total cloud fraction of over 0.3% per year and in cloud liquid water path of over 0.3 g/m^2^ per year from 2006 to 2099 in the experiment runs, leading to cumulative increases of approximately 35% and 5 g/m^2^, respectively, by 2099. The experimental cloud fraction and cloud liquid water path substantially exceed one standard deviation beyond their LENS control counterparts. Cloud fraction increases are widespread over the central Arctic Ocean in spring (MAM) and summer (JJA), while liquid water path increases are primarily in summer (Figure [S2](#grl58008-supitem-0001){ref-type="supplementary-material"}). Cloud fraction and water (both ice and liquid) changes are negligible during winter (DJF) despite the largest changes in temperature and ice concentration occurring in this season (Figure [3](#grl58008-fig-0003){ref-type="fig"}). This winter temperature decrease is a *delayed cooling* that stems from a sharp decrease in radiative flux in summer (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}a) which lowers SST over open water in fall (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}b) and enhances ice growth in winter (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}c). More relatively warm ocean area covered by sea ice causes a marked temperature decrease throughout the Arctic basin in the experiment runs compared to the LENS control (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}b). A snapshot in 2099 shows close spatial correspondence between surface temperature and ice fraction (Figure [S8](#grl58008-supitem-0001){ref-type="supplementary-material"}). Winter sea ice growth also insulates water beneath the ice, decreasing turbulent heat release to the atmosphere (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}a), thus increasing winter SST (Figure [S7](#grl58008-supitem-0001){ref-type="supplementary-material"}b). This delayed cooling is the reverse of the *delayed warming* associated with Arctic amplification as described by Screen and Simmonds ([2010](#grl58008-bib-0049){ref-type="ref"}), by which an energy surplus in summer elevates SST in fall, enhancing warming throughout the Arctic basin in winter.

Surface and atmosphere radiation fluxes and cloud radiative effects reveal the pathways through which shipping‐induced cooling occurs. Rather than clouds cooling the surface directly, surface cooling occurs via sensible heat transfer from the surface to the outgoing longwave‐cooled lower atmosphere. Increased downwelling longwave radiation from clouds approximately balances reduced surface insolation due to cloud albedo, causing the annual mean net cloud radiative effect at the surface to be small and insignificant (Figure [S3](#grl58008-supitem-0001){ref-type="supplementary-material"}; Table [S1](#grl58008-supitem-0001){ref-type="supplementary-material"}). These surface cloud radiative effects are strongly seasonal, with peak warming in May, when higher surface albedo from remaining sea ice in spring reduces cloud shading effects so cloud longwave heating dominates, followed by cooling in July, when cloud shading of the surface outweighs cloud longwave heating (Figure [S4](#grl58008-supitem-0001){ref-type="supplementary-material"}). Instead, clouds cool the lower atmosphere through enhanced longwave outgoing radiation. Simulated trans‐Arctic shipping increases cloud fraction (Figure [4](#grl58008-fig-0004){ref-type="fig"}a) and liquid water content (Figure [4](#grl58008-fig-0004){ref-type="fig"}b) mainly in the lower atmosphere below 850 hPa in response to low‐altitude CCN enhancement by ship emissions. Outside the tropics, clouds typically cool the atmosphere in the longwave because cloud top emission exceeds cloud base warming, while shortwave cloud absorption always warms the atmosphere (Wallace & Hobbs, [2006](#grl58008-bib-0065){ref-type="ref"}). Relative to the control, our experiment exhibits both longwave cooling (Figure [4](#grl58008-fig-0004){ref-type="fig"}c) and shortwave warming (Figure [4](#grl58008-fig-0004){ref-type="fig"}d) of the lower atmosphere, with net radiative loss (Figure [4](#grl58008-fig-0004){ref-type="fig"}e) and temperature decrease (Figure [4](#grl58008-fig-0004){ref-type="fig"}f) indicating greater longwave than shortwave effects. This cooling in the lower atmosphere is more likely caused by liquid cloud enhancement than water vapor or ice clouds because the atmospheric column is drier in the experiment owing to temperature reduction (Figure [4](#grl58008-fig-0004){ref-type="fig"}g) and the ice water path is low (\<10 g/m^2^) and changes much less than the liquid water path in the experiment. This energy loss in the lower atmosphere is then mediated by sensible heat transfer from the surface (Figure [S5](#grl58008-supitem-0001){ref-type="supplementary-material"}). The sensible heat transfer promotes further surface cooling through two positive feedbacks: (1) the ice‐albedo effect further reducing absorbed shortwave radiation; (2) lower water vapor content reducing downwelling longwave radiation to the surface. While lower water vapor enables more shortwave radiation to reach the lower atmosphere (Figure [4](#grl58008-fig-0004){ref-type="fig"}d), its greater impact is to reduce the atmospheric absorption of outgoing longwave radiation, allowing net cooling. The net radiative loss from clouds and the attendant ice‐albedo and water vapor feedbacks at the surface in the experiment runs is illustrated in Figure [S6](#grl58008-supitem-0001){ref-type="supplementary-material"}. The longwave radiation trend is positive, driven by downwelling from clouds and mediated by reduced water vapor at the surface, while shortwave radiation is more strongly negative, driven by liquid‐enhanced cloud reflectance and increased surface albedo. The overall effect is the significant surface cooling in the latter half of the 21st century.

![Meridional (*x* axis; 60--90**°**N) and pressure (*y* axis; 700--1,000 hPa) profiles of May--September difference in (a) cloud fraction; (b) liquid water content; (c) longwave heating rate; (d) shortwave heating rate; (e) net heating rate; (f) temperature; and (g) specific humidity (2070--2099 average; experiment minus LENS control).](GRL-45-9898-g004){#grl58008-fig-0004}

4. Discussion and Conclusions {#grl58008-sec-0009}
=============================

Our simulations assume a future of continued overall Arctic ice decline, growing global economic output, and sustained (though not necessarily increasing) integration of Asian and European markets in line with IPCC high‐emissions scenario assumptions (Riahi et al., [2011](#grl58008-bib-0044){ref-type="ref"}). However, even as the Arctic continues to warm at twice the rate of the global average, we find that the net regional climatic impact of trans‐Arctic shipping emissions will likely be less warming. This is because in contrast to previous studies, increased BC emissions do not cause significant warming in our simulations relative to cloud radiative effects, in line with minor BC radiative forcing found in the Arctic from in situ measurements (0.06 W/m^2^) and previous model simulations (0.51 W/m^2^; Dang et al., [2017](#grl58008-bib-0017){ref-type="ref"}; Qian et al., [2014](#grl58008-bib-0043){ref-type="ref"}). Instead, aerosol direct effects are offset by reduced water vapor enabling increased shortwave downwelling and reduced surface albedo from BC is counteracted by substantial increases in cloud albedo. In short, cooling driven by sulfate‐induced liquid cloud formation dominates in our experiment. However, we emphasize that the magnitude of this cooling effect (\~1 °C) is roughly an order of magnitude smaller than the overall regional warming in RCP 8.5 (\~10 °C). Although the CESM model that we use is more sophisticated than those used in prior studies, it is possible that the cooling we simulate may reflect enhanced liquid water path caused by a large decrease in the rate of conversion of cloud to rainwater when cloud droplet number increases (Wang et al., [2013](#grl58008-bib-0066){ref-type="ref"}; Zhou & Penner, [2017](#grl58008-bib-0071){ref-type="ref"}). The current atmospheric component of CESM (CAM5) has a more realistic representation of cloud properties than its predecessor (CAM4), with a substantial improvement in Arctic cloud seasonal cycle (Kay et al., [2012](#grl58008-bib-0027){ref-type="ref"}). CAM5 has been shown to underestimate cloud liquid water path and ice water path in the Arctic relative to observations, though to a lesser degree than other CMIP5 models (Komurcu et al., [2014](#grl58008-bib-0029){ref-type="ref"}). Further improvements in the representation of cloud‐aerosol physics in ESMs will be necessary to confirm or alter our conclusions and further reduce uncertainty in climate projections (Schneider et al., [2017](#grl58008-bib-0048){ref-type="ref"}).

Our results should not be taken as an endorsement of Arctic shipping as a solution to climate change. In addition to enhancing the risk of oil spills in ice‐covered waters, shipping enables extraction of new Arctic hydrocarbon resources, accelerating warming and delaying the transition toward a low‐carbon energy system. For example, investment in ice‐class carriers is often cited as a prerequisite for further development of Russian Arctic oil, gas, and mineral projects along the Northern Sea Route, such as Yamal LNG and Norilsk Nickel (Orttung & Reisser, [2014](#grl58008-bib-0041){ref-type="ref"}; Stephenson & Agnew, [2016](#grl58008-bib-0054){ref-type="ref"}). As shipping will likely contribute a minor share of the total Arctic aerosol emissions by midcentury (Browse et al., [2013](#grl58008-bib-0005){ref-type="ref"}), BC from such coastal sources may counteract the cooling effect from enhanced clouds. Furthermore, planned global limits on ships\' SO~2~ emissions after 2020 (IMO, [2018](#grl58008-bib-0023){ref-type="ref"}) will reduce aerosol cooling from shipping in much the same way that air quality improvements since the 1970s have unmasked GHG warming in urban areas. In this way, the net climatic impact of Arctic shipping will ultimately depend on international regulatory and trade agreements in addition to marine access. Our results thus highlight a need for integrated analysis of climatic and transport systems to further clarify the reciprocal relationship of climate and human activities in the Arctic.
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