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1. INTRODUCCIÓN 
 
1.1 MARCO GENERAL 
 
Aun con la robustez con la que hoy día los sistemas de potencia son construidos, estos son 
susceptibles de ser llevados a condiciones oscilatorias en sus variables en momentos en los que se 
presentan perturbaciones en los mismos [1]. El peligro con las oscilaciones descritas 
anteriormente consiste en que en tal condición los sistemas de potencia pueden iniciar el camino 
hacia la perdida de la estabilidad y por tanto sus variables dejan de estar acotadas para pasarse al 
lado de la violación de restricciones. Lo anterior nos hace un llamado a que para garantizar al 
adecuado funcionamiento de un sistema eléctrico de potencia, es necesario primero garantizar la 
estabilidad de los mismos. Por tanto, desde los orígenes de los sistemas  eléctricos de potencia 
algunos investigadores han estudiado juiciosamente el fenómeno de la estabilidad de los sistemas 
eléctricos  [2]. 
 
Para enfrentar el problema de las oscilaciones (inestabilidad) en sistemas de potencia muchos 
autores han creado metodologías lineales, metodologías no lineales y el uso de algoritmos 
inteligentes para tal efecto. Las metodologías lineales han considerado fundamentalmente la 
existencia de los denominados Power System Stabilizers (PSS), estos dispositivos se encargan de 
entregar una señal a los denominados Automatic Voltage regulators (AVR) y de esta forma logran 
agregar amortiguación y sincronía a los generadores. Tales PSS requieren de la sintonización de 
sus parámetros para una adecuada sintonización, y esos valores son obtenidos mediante el uso de 
algoritmos genéticos y otras técnicas de optimización, así mismo se ha usado lógica difusa y otras 
herramientas como Linear Matrix Inequalities (LMI) para obtener tales valores de parámetros [3, 
4, 5].  Aunque las metodologías lineales son sencillas de implementar, estas no son lo 
adecuadamente suficientes para sistemas de potencia complejos pues cuando tales sistemas 
presentan fallas en sus líneas, cuando hay incertidumbres en los modelos o cuando existen 
cambios topológicos  estas metodologías no lineales dejan de funcionar adecuadamente. 
También, los PSS’s funcionan con señales locales y no es posible detectar problemas que 
normalmente tienen los grandes sistemas de potencia de área amplia. 
 
Por otro lado, existen metodologías no lineales que han funcionado muy bien frente a variaciones 
paramétricas pero que siempre y cuando estas tengan el modelo exacto de los sistemas. Es decir, 
las metodologías no lineales de control funcionan muy bien pero necesitan el modelo sin 
incertidumbres a la hora de controlar los sistemas. En el caso de los sistemas de potencia se 
complican las cosas porque el modelo es demasiado grande, tiene muchas variables y se pueden 
presentar incertidumbres en casi todos los elementos del sistema de potencia [6]. 
 
Como se ha mencionado, es necesario superar dos condiciones. La primera de ellas tiene que ver 
con la necesidad de construir una herramienta de control capaz de enfrentar las incertidumbres de 
los sistemas de control. Por otro lado es necesario crear una herramienta que sea capaz de tomar 
lecturas de todo el sistema de potencia y de todas sus máquinas para efectuar un control adecuado 
del sistema de potencia. Dentro de la literatura revisada se ha encontrado que el Model Predictive 
Control es la herramienta que puede ser robusta, capaz de tolerar la incertidumbre del modelo y 
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capaz de alimentarse de toda la información disponible en el sistema eléctrico de potencia [7]. 
Esta estrategia se basa en la obtención de una señal de control obtenida mediante un proceso de 
optimización recurrente que se ejecuta constantemente, se alimenta de los valores de las variables 
de estado del sistema de potencia y debido a la versatilidad de la formulación del problema de 
optimización convexo es resuelto ágilmente [7]. Esta estrategia ha sido desarrollada desde los 
años 70 y hoy día ha mostrado ser útil en la industria, por lo que se pretende generalizar su uso en 
sistemas de potencia [8]. 
 
 
1.2 FUNCIONAMIENTO GENERAL DE LOS SISTEMAS ELÉCTRICOS 
DE POTENCIA 
 
Los sistemas de potencia varían en tamaño y en la estructura de sus componentes. Aun los 
sistemas modernos comparados con los casi obsoletos sistemas de potencia tienen algunas 
características comunes, tales características son: 
 
• Son sistemas basados en operación trifásica de señales alternas o con comportamiento 
alterno, que entregan la señal de tensión manteniendo el nivel de tensión cerca de unos 
estados fijos. Por lo anterior, la generación y la transmisión usan equipos trifásicos.  
• Se usan generadores síncronos para la generación de electricidad. Aun si no se usan 
máquinas de generación trifásica (como en el caso de las centrales fotovoltaicas), los 
equipos que entregan señal a la red lo hacen de forma que se transforme la fuente 
monopolar en una fuente trifásica.  Las fuentes son básicamente fuentes primarias como 
combustibles sólidos o líquidos fósiles, energía nuclear, hidráulica entre otras. 
• La transmisión a grandes distancias existe. Lo anterior se da porque los grandes centros de 
generación normalmente se encuentran alejados de los grandes centros de consumo. Esto 
también obliga a la necesidad de la existencia de distintos niveles de tensión que 
conforman los niveles de subtransmisión.  
 
Lo básico es como sigue: La potencia eléctrica se produce en centrales de generación y luego se 
transporta hacia los consumidores finales o usuarios de consumo final. Toda esta red de 
transmisión la componen un elevado número de dispositivos en la generación, la transmisión y el 
proceso de distribución. Adicional a lo anterior, la administración del mercado de la energía 
exige la presencia de instituciones capaces de tramitar las transacciones comerciales entre los 
diferentes agentes del sistema de potencia. 
 
De acuerdo con lo mencionado, lo usual entonces es encontrar ciertas grandes áreas productivas 
dentro de los sistemas de potencia. Se insiste en que si bien es cierto que los administradores del 
mercado de la energía son bastante importantes, estos no están incluidos como un área operativa 
en sí misma. Las áreas que son inherentes a los sistemas de transmisión de energía son: 
 
i. Sistema de transmisión de energía eléctrica. 
ii. Sistema de subtransmisión de energía eléctrica. 
iii. Sistema de distribución de energía eléctrica.  
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El sistema de transmisión, debido a su alta capacidad de transportar grandes paquetes de energía, 
conecta a las subestaciones de las grandes centrales de generación y los grandes centros de 
consumo. Normalmente los grandes centros de consumo coinciden con las ciudades más 
desarrolladas y con los centros urbanos más poblados. Usualmente el sistema de transmisión es la 
columna vertebral del proceso de transporte de energía en una determinada área geográfica. En 
Colombia esta columna vertebral la componen cerca de 2400 kilómetros de red de transmisión 
que funcionan a niveles de tensión de 500kVy unos 11000 kilometres que funcionan en niveles 
de tensión cercanos a los 220 kV [9]. En Rusia y Estados Unidos existen troncales de transmisión 
que funcionan a más de 500 kV. 
 
El sistema de distribución es el que conecta las mencionadas troncales del sistema de transmisión 
y los sistemas de distribución. Este sistema de subtransmision lo componen redes que funcionan 
a niveles de tensión entre 100 kV y 138 kV. Usualmente se utiliza para conectar a grandes 
consumidores industriales (caso de petroleras, aeropuertos o grandes centros comerciales), 
aunque también es usado para conectar ciudades intermedias con consumo mediano y que no 
están tan cerca de los grandes centros de generación. Los sistemas de distribución por su parte 
son los que alimentan al consumidor final. Usualmente estos sistemas de distribución utilizan 
niveles de 60 kV o menores hasta llegar a los 13.2 kV en el nivel de media tensión. En el nivel de 
baja tensión se alimentan sistemas utilizando tensiones de 440 Voltios hasta 120 Voltios. 
 
 
Figura 1.1. Elementos básicos del sistema de potencia. 
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Lo anterior descrito presenta las formas constructivas generales de los sistemas de potencia, a lo 
que habría que agregar la existencia de: 
i. Pequeñas plantas de generación que alimentan al sistema interconectado directamente 
a niveles de distribución.  
ii. Interconexiones con otros sistemas eléctricos de países vecinos. 
iii. Existe alta redundancia debido a que las conexiones entre grandes generadores y 
grandes consumidores son numerosos. 
 
Esta presentación general del sistema de potencia no pretende más que introducir la forma en la 
que funcionan en general los sistemas eléctricos de potencia. En adelante se describirán los 
principales elementos que permiten modelar las máquinas de generación, el sistema de 
distribución y las demandas de energía. La manera en la que operan los sistemas de potencia es 
presentada en otras tesis anteriores, pero para efectos de la aplicación de la metodología de 
control en esta tesis nos centraremos únicamente en los modelos generales que integrados 
conforman el sistema de potencia. 
 
1.2.1 El modelamiento de las máquinas generadoras 
A continuación se dará una breve descripción y desarrollo del modelo matemático de una 
máquina sincrónica. 
 
 
Figura 1.2. Elementos de la máquina generadora. 
 
En la anterior figura se presenta el corte transversal de una máquina trifásica que cuenta con 
solamente un par de polos. En éste caso, la parte fija es la coraza externa que también es 
denominada carcaza o armadura. La parte móvil es el eje que recibe directamente la fuerza 
mecánica y que recibe el nombre de rotor o campo. Las bobinas que se encuentran en el rotor 
reciben el nombre de devanados de campo, por el que circula una corriente directa que crea un 
campo magnético igualmente constante desde el punto de vista del rotor, pero que al ser rotatorio 
produce o induce una tensión o fuerza electromotriz en los bobinados de la armadura, también 
denominados tensión de armadura. 
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Para producir las señales trifásicas desfasadas cada una un ángulo de 120° es necesario que las 
bobinas de la armadura estén distanciadas o dispuestas con una separación física de 120°. Ahora, 
un supuesto que permite efectuar análisis matemáticos simples es suponer que en principio las 
cargas son balanceadas y que provocan la aparición de corrientes balanceadas, de ésta forma es 
posible decir que estas corrientes producen un campo magnético rotatorio en el entrehierro (el 
espacio entre el rotor y la armadura) que gira a la misma velocidad que el rotor. En estas 
condiciones se puede decir que se tiene un par constante de velocidad, es decir, se tienen 
condiciones de velocidad sincrónica y condiciones sincrónicas cuando la rotación del campo 
generado por la armadura está sincronizado con el giro del rotor. 
 
La velocidad de un sistema está relacionada con la frecuencia eléctrica de la máquina y el número 
de polos tal como se ilustra en la ecuación siguiente: 
 𝑛 = !"#!   !!                                                                          (1.1) 
 
Aquí n es la velocidad en rpm, f es la frecuencia en Hz, y 𝑝! es el número de polos de campo. 
Ahora, cuando se tiene un generador síncrono con más de un par de polos la relación angular 
entre el ángulo eléctrico θ y el ángulo mecánico 𝜃! 
 𝜃 = !!! 𝜃!                                                                        (1.2) 
 
En máquinas de generación con rotor redondo es usual encontrar que los devanados son 
distribuidos en muchas ranuras tanto en el caso del devanado de campo como en el devanado de 
armadura; de ésta forma, se produce una señal de magnética resultante (fuerza magneto motriz 
fmm) casi sinusoidal. Por otro lado, en las máquinas con polos salientes los devanados de campo 
están concentrados en los polos y la forma de la cara polar procura minimizar los efectos y las 
componentes armónicas del flujo magnético que se produce. 
 
En las siguientes tres figuras se muestran las formas de onda de las señales magnetomotrices. En 
la primera se muestra la señal magnetomotriz considerando la existencia de una sola espira en la 
armadura. En la figura que le sigue se muestra la forma de la señal de la fuerza magnetomotriz 
considerando la existencia de un número mayor de espiras en el estator o armadura, puede 
notarse cómo ésta se acerca cada vez más a una señal sinusoidal. Para conseguir una señal 
sinusoidal se incrementa el número de espiras de forma sustancial, haciendo así que los 
armónicos sean pequeños o disminuyan en cantidad, en éste sentido γ representa el ángulo a lo 
largo del contorno del estator o armadura con respecto a un origen arbitrario y definido para la 
fase 𝑎, de acuerdo con esto, los valores de las fuerzas electromotrices toman la forma siguiente: 
 𝐹𝑀𝑀! = 𝐾𝑖!cos𝛾 
 
           𝐹𝑀𝑀! = 𝐾𝑖!cos 𝛾 − !!!                                                  (1.3) 
 𝐹𝑀𝑀! = 𝐾𝑖!cos 𝛾 + 2𝜋3  
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Figura 1.3. 
a. Forma de onda de la FMM debido a una sola espira 
 
 
 
Figura 1.4. 
b. Forma de onda de la FMM debido a varias de espiras 
 
 
Figura 1.5. 
c. Onda espacial de la FMM de la fase 𝑎 
 
En las anteriores expresiones 𝑖!,𝑖! 𝑖!son las corrientes en cada una de las fases de los devanados 
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de la armadura, y el valor de K que aparece es una constante. Ahora, la circulación de corriente 
por cada uno de los devanados puede ser representada como lo ilustran las siguientes ecuaciones, 
cada una de ellas desfasadas 120° y teniendo en cuenta que la fase 0° corresponde a la corriente 
de la fase a: 𝑖! = 𝐼!cos 𝜔!𝑡  𝑖! = 𝐼!cos 𝜔!𝑡 − 2𝜋3  𝑖! = 𝐼!cos 𝜔!𝑡 + !!!   
 
 
(1.4) 
 
En las anteriores ecuaciones 𝜔! = 2𝜋𝑓corresponde al valor de la frecuencia angular. 
 
Posterior a lo anterior podemos efectuar la transformación conocida como dq0, que se aplica 
sobre estos comportamientos variables tanto en el tiempo como en el espacio dentro de la 
máquina de generación. De ésta forma es posible que cambiemos la variabilidad a valores 
directos. La misma transformación se aplica para las tensiones en el estator y para los enlaces de 
flujo, lo que resulta es un modelo sin la existencia de derivadas parciales o totales con respecto a 
las variables. De igual forma las componentes de secuencia cero dejan de existir. Con los valores 
así normalizados se tiene que la velocidad del rotor será igual a la velocidad síncrona. 
                                            𝜔! = 𝜔! = 1𝑝𝑢                                                                 (1.5) 
 
Ahora, con las condiciones y reducciones anteriormente mencionadas pueden representarse las 
tensiones inducidas en el estator, que pueden representarse como sigue: 
 𝑒! = 𝐸!cos 𝜔!𝑡 + 𝛼  
   𝑒! = 𝐸!cos 𝜔!𝑡 − 2𝜋3 + 𝛼  
 𝑒! = 𝐸!cos 𝜔!𝑡 + !!! + 𝛼   
 
 
(1.6) 
 
En éstas ecuaciones se denota a la variable α como el ángulo de 𝑒! con respecto respecto al valor 
de la corriente 𝑖!.  Este es el primer valor de desfase y el resto de tensiones inducidas tienen su 
desfase con respecto a éste primer valor de tensión. Ahora, si se aplica la transformación dq se 
obtienen unos valores de tensiones en tales nuevos ejes y de acuerdo al valor ilustrado. 
 𝑒! = 𝐸!cos 𝜔!𝑡 + 𝛼 − 𝜃                                                           (1.7) 
 𝑒! = 𝐸!𝑠𝑒𝑛 𝜔!𝑡 + 𝛼 − 𝜃                                                           (1.8) 
 
 
En las condiciones anteriores θ indica la separación angular entre la fase a y el eje d y que 
matemáticamente puede describirse como: 
 𝜃 = 𝜔!𝑡 + 𝜃!                                                                     (1.9) 
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En la anterior ecuación 𝜃!es el valor angular de θ cuando el tiempo está en 𝑡 = 0. 
 
Las expresiones pueden simplificarse aún más dado que los valores de 𝐸! pueden representarse 
como tensiones similares para los dos ejes. 
 𝑒! = 𝐸!cos 𝛼 − 𝜃!                                                       (1.10) 
 𝑒! = 𝐸!𝑠𝑒𝑛 𝛼 − 𝜃!                                                       (1.11) 
 
Puede notarse que la suma de las dos componentes d y q al sumarse dan como resultado el valor 
de 𝐸!, lo que a su vez puede ilustrarse mediante un diagrama fasorial en los ejes de cuadratura. 
Así es que se organiza la representación en el siguiente diagrama fasorial. 
 
 
Figura 1.6.  
Representación fasorial. 
 
Por lo anterior y basado en el mismo gráfico es posible establecer una nueva representación para 
las tensiones en terminal, éstas quedan expresadas en términos de la tensión directa y la tensión 
en cuadratura. 𝐸! = 𝑒! + 𝑗𝑒!                                                                   (1.12) 
 
En la anterior expresión puede incluirse el término 𝛿!, el cual es el ángulo existente entre el 
vector 𝐸! y el eje q. Lo anterior da como resultado la posibilidad de expresar nuevamente los 
valores de las tensiones de cuadratura y de eje directo así:  
 𝑒! = 𝐸!𝑠𝑒𝑛𝛿!                                                                     (1.13) 
 𝑒! = 𝐸!cos𝛿!                                                                     (1.14) 
 
Ahora, éste mismo tipo de resultado se puede aplicar a las corrientes de armadura y de cuadratura 
basado en las transformaciones mencionadas. Así, el valor de la señal de corriente definida como 𝐼! en los ejes dq. Incluyendo el ángulo ϕ que corresponde al factor de potencia es posible 
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determinar las expresiones tanto para las corrientes de cuadratura cuadratura como para la 
corriente de terminal. 
 𝑖! = 𝐼!𝑠𝑒𝑛 𝛿! + 𝜙                                                             (1.15) 
 𝑖! = 𝐼!cos 𝛿! + 𝜙                                                              (1.16) 
 𝐼! = 𝑖! + 𝑗𝑖!                                                                          (1.17) 
 
Tal como se ilustró para las tensiones de terminal, las corrientes pueden expresarse de forma 
fasorial para lograr la representación de las mismas. Dejando de lado tal situación, y ahora 
incluyendo los efectos de los enlaces de flujo, 𝜓!  y 𝜓! , es posible efectuar nuevas 
representaciones de las mismas.  
 𝑒! = −𝜔!𝜓! − 𝑅!𝑖! = 𝜔!𝐿!𝑖! − 𝑅!𝑖! = 𝑋!𝑖! − 𝑅!𝑖!                   (1.18) 
 𝑒! = 𝜔!𝜓! − 𝑅!𝑖! = −𝑋!𝑖! + 𝑋!"𝑖!" − 𝑅!𝑖!                                  (1.19) 
 
Aquí los valores de reactancias𝑋!,𝑋! y 𝑋!" son las reactancias sincrónicas de las máquinas y que 
corresponden, con la nomenclatura, a los ejes directos y ejes en cuadratura. Estos valores que se 
presentan aquí son los que modelan los enlaces de flujo debido a las formas constructivas del 
rotor dentro de la máquina síncrona. 
 
Ahora, el valor de la tensión de 𝐸! puede describirse como las contribuciones fasoriales de 𝐸! y 
de 𝐼! en función de los parámetros 𝑅! y de 𝑋!, tal y como se describe a continuación. 
 𝐸! = 𝐸! + 𝑅! + 𝑗𝑋! 𝐼!                                                    (1.20) 
 
Una expresión más simple en función de parámetros de cuadratura se obtiene y establece 
relaciones fasoriales entre las variables mencionadas: 
 𝐸! = 𝑗 𝑋!"𝑖!" − 𝑋! − 𝑋! 𝑖!                                         (1.21) 
 
Así, el diagrama fasorial que sigue permite determinar éstos comportamientos y establecer ciertas 
relaciones geométricas de las cantidades involucradas.  
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Figura 1.7  Diagrama fasorial de𝐸!en el plano complejo dq 
1.2.2 Circuito equivalente en estado estacionario 
 
Si se considera que el entrehierro es uniforme entonces es posible indicar que todos los valores de 
reactancias pueden ser iguales: 
 𝑋! = 𝑋! = 𝑋!                                                                 (1.22) 
 
De ésta forma, puede manifestarse que la reactancia sincrónica toma un valor igual al de las 
reactancias directa y en cuadratura. 
 𝐸! = 𝐸! + 𝑅! + 𝑗𝑋! 𝐼!                                              (1.23) 
 𝐸! = 𝑋!"𝑖!"                                                                   (1.24) 
 
Ahora, de acuerdo con la anterior expresión entonces es posible describir algunas relaciones en 
un circuito simplificado de la máquina síncrona 
 
 
Figura 1.8.  Elementos de la máquina. 
 
De lo anterior se llega a una relación matemática y circuital que logra establecer en 𝐸! la tensión 
interna efectiva de la máquina o la tensión de excitación de la misma debido a la corriente de 
campo. Cuando se establecen que todas las reactancias son iguales lo que se está afirmando es 
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que el entrehierro (separación entre el rotor y la armadura) es uniforme. Estas simplificaciones 
permiten modelar de forma más sencilla el fenónemo pero son establecidas para el caso en el que 
sea posible mantener las condiciones de operación nominales.  
 
Posterior a lo anterior es posible representar la potencia entregada mediante el empleo de las 
expresiones que se han presentado hasta aquí para la tensión y la corriente. Esto es: 
 𝑆 = 𝐸!𝐼!∗ = 𝑃! + 𝑗𝑄!                                                            (1.25) 
 𝑃! = 𝑒!𝑖! + 𝑒!𝑖!                                                                    (1.26) 
 𝑄! = 𝑒!𝑖! − 𝑒!𝑖!                                                                    (1.27) 
 
Esta relación de potencia permite generar las primeras aproximaciones para obtener las relaciones 
de las ecuaciones de oscilación que se usarán en el modelamiento de la máquina. Puede revisarse 
la siguiente ecuación:  
 𝑃! = 𝜓!𝑖! − 𝜓!𝑖! = 𝑃! + 𝑅!𝐼!!                                           (1.28) 
 
Ya con todo lo presentado y remitiendo al lector a la bibliografía recomendada es posible 
formular las ecuaciones de oscilación. En ingles estas ecuaciones son llamadas Swing Equations 
y hacen referencia al comportamiento oscilatorio natural que tienen las relaciones de potencia, 
ángulo, velocidad y potencia mecánica. 
 
Continuando, dentro de la máquina de generación existe una fuerza mecánica o torque mecánico 
(𝑃!) determinado por la energía externa que puede llegar en forma de fluido gaseoso o líquido. 
Así mismo, éste proceso se efectúa para alimentar un requerimiento de torque eléctrico o fuerza 
eléctrica (𝑃!). Estas fuerzas en contradicción existen dentro de la máquina de generación, y 
eventualmente pueden presentarse desbalances entre tales valores, por lo que existe la posibilidad 
de la presencia de fuerza acelerante (𝑃!). Esto así descrito se describe como: 
 𝑃! = 𝑃! − 𝑃!                                                                          (1.29) 
 
Ahora, la aceleración se presenta sobre la máquina en virtud de la existencia de su inercia. Es 
decir, la inercia (𝐽) y su aceleración (!!!!" ) 
 𝑃! = 𝐽 !!!!"                                                                               (1.30) 
 
Así, se tienen los insumos para formular modelos para el tipo de análisis que se requerirán para el 
análisis de estabilidad. 
1.2.3 El modelamiento de los sistemas de transmisión. 
Para conectar los grandes centros de generación con los grandes centros de consumo es necesario 
establecer formas para que se dé la transmisión de energía. Esto se efectúa mediante líneas de 
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transmisión de energía, que no son más que elementos conductores de diferentes materiales. 
 
El hecho de vincular las redes de transmisión implica la interacción de cargas, generadores 
conjuntamente con los parámetros eléctricos de dichas líneas. Esto es: la unión de tanto 
generadores como demandas mediante las líneas hacen que se tengan sistemas bastante 
complejos con una enorme cantidad de fenómenos de tipo dinámico. 
 
Para el modelo de la línea de transmisión se tendrán en cuenta los fenómenos eléctricos derivados 
de las ecuaciones de Maxwell. Tales fenómenos provienen de las posibilidades de 
almacenamiento de energía tanto en el campo eléctrico como en el magnético y del fenómeno de 
disipación de energía por efecto Joule. Siguen entonces algunas breves descripciones.  
 
Resistencia serie (R) 
 
Modela el efecto de las pérdidas de energía por efecto Joule. Este valor de resistencia se debe a la 
oposición que presenta el conductor para la circulación de corriente, de forma que es 
proporcional a la longitud del conductor, al valor de resistividad e inversamente proporcional al 
valor del área transversal. Este valor se ve enormemente afectado por la temperatura del 
ambiente, las características constructivas del conductor y otros factores. El efecto piel que 
depende de la magnitud de la frecuencia también influye en el incremento de la resistividad, 
fundamentalmente por armónicos. 
 
Inductancia serie (L) 
 
Este fenómeno se debe a la existencia de enlaces de flujo magnético debido a las características 
constructivas de la línea de transmisión y a las características geométricas del conductor. En la 
literatura se encuentran descripciones matemáticas de este fenómeno, que puede afectar el valor 
de regulación de las líneas y que en todo caso intervienen en el modelado del fenómeno. 
 
Capacitancia en derivación (C) 
 
La capacitancia se debe a varias características como son: los valores de tensión de las líneas de 
transmisión, las características geométricas de los conductores así como su disposición. Otro 
elemento que interviene en los valores de las capacitancias que no se encuentra en la Resistencia 
y en la Inductancia es el que tiene que ver con las características del suelo. Para el caso de las 
capacitancias, las características del suelo influyen bastante en la determinación de sus valores. 
 
Cada uno de los anteriores valores puede incluirse en lo que sigue: 
 𝑧 = 𝑅 + 𝑗𝜔𝐿: Impedancia en serie por unidad de longitud, por fase. 𝑦 = 𝐺 + 𝑗𝜔𝐶: Admitancia en derivación por unidad de longitud entre fase y neutro. 
 
l : Longitud de la línea. 
 
Z = zl : Impedancia total en serie, por fase. 
Y = yl : Admitancia total en derivación, entre fase y neutro. 
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Y ya con estos valores es posible modelar el comportamiento de las líneas de transmisión. 
Teniendo en cuentas los anteriores elementos se introduce el modelo de la línea de transmisión 
para sistemas de potencia. Será fundamentalmente línea larga, por lo que el modelo imperante 
será el modelo π. 
 
1.2.4 Líneas de transmisión de longitud larga 
 
Las líneas de transmisión largas son frecuentes en los sistemas de potencia. Usualmente se 
definen así aquellas que tienen más de 200 kilómetros de longitud. Habitualmente en el modelo 
de parámetros distribuidos se considera uniformidad a lo largo de la línea. El procedimiento es 
desarrollado en la literatura de referencia, y es frecuente usar el modelo π	 para obtener el modelo 
matemático a ser empleado en las simulaciones. En la figura siguiente se ilustran los elementos. 
 
 
Figura 1.9. Diagrama línea larga. 
 
De la figura  1.9. 𝑍!" = 𝑍!𝑠𝑒𝑛ℎ 𝛾𝑙                                                                    (1.31) 
 !!"! = !!! tanh !"!                                                                      (1.32) 
 
En tal ilustración la impedancia característica es 𝑍!y la constante de propagación es  γ. Tales 
valores pueden desagregarse y describirse como: 
 𝑍! = 𝑧 𝑦                                                                              (1.33) 
 𝛾 = 𝑦𝑧 = 𝛼 + 𝑗𝛽                                                                 (1.34) 
 
En la anterior ecuación α es denominada la constante de amortiguación y β la constante de fase. 
1.2.5 Una aplicación simple de los modelos antes mencionados. 
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En resumen, de acuerdo con lo planteado con anterioridad, es posible representar un sistema de 
potencia con todas sus partes integrantes pero mínimo en componentes como un sistema de 
potencia con un generador, una línea de transmisión y una demanda de energía. 
 
Por ejemplo, si quisiéramos efectuar el modelamiento de un sencillo componente podría bien 
usarse el modelo de los elementos anteriormente mencionados. El modelo podría ilustrarse con 
base en lo que se presenta en la figura siguiente. Aquí tenemos a un generador conectado a un 
barraje infinito mediante una línea de transmisión, este es denominado sistema Single Machine 
Infinite Bus (BUS) o en español es máquina simple conectada a un barraje infinito. Puede verse. 
 
G
Ep  δ Eb  δ Xtr
Xline
Xt = Xtr + Xline  
Figura 1.10. Maquina simple conectada a bus infinito (SMIB) 
 
Ahora, a partir de la ilustración de los modelos planteados anteriormente en las secciones 
precedentes, es posible ilustra el sistema SMIB mediante el modelamiento del generador, la línea 
y la barra infinita, a la que se le dará el valor de desviación angular de 0. Se supondrá que el valor 
de tensión en el extremo del barraje infinito será constante para efectos del análisis. 
Ep  δ Eb  0 
Pe
Xs
 
Figura 1.11. Circuito simplificado de la maquina síncrona conectada a un bus infinito. 
 
Después de reducir o eliminar el efecto del torque debido a la fricción y las pérdidas en el hierro, 
se presenta la ecuación que relaciona el torque inercial con el torque acelerante del rotor de la 
máquina síncrona como sigue: 
 !!!! !!!!!! = 𝑃! − 𝑃! = 𝑃! − !!!!!! 𝑠𝑒𝑛 𝛿                                        (1.35) 
 
En la anterior ecuación ω0 es la velocidad nominal y se encuentra en rad/s, Pm es la potencia 
mecánica, Pe es la potencia eléctrica, Eb es la tensión nominal en el lado de la carga, Ep es la 
tensión de excitación de la máquina generadora, δes el ángulo de potencias entre Eb y Ep, Xt es la 
reactancia equivalente entre la máquina de generación y el bus infinito, yH es una constante que 
incluye la inercia de la máquina de generación y que normaliza los valores. Excepto δ and ω0, 
todos los valores de la ecuación anterior están en pu. 
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Las ecuaciones anteriores pueden ser representadas como modelos de estado que luego 
permitirán obtener lo siguiente: 
 𝛿 = 𝜔 𝜔 = !!!! 𝑃! − !!!!!!!!!! 𝑠𝑒𝑛 𝛿                                   (1.36) 
 
Que posteriormente puede representarse como: 
 𝛿 = 𝜔 𝜔 = 𝑎 ∙ 𝑢 − 𝐶!𝑠𝑒𝑛 𝛿                                            (1.37) 
 
En ésta ecuación se pueden dar las siguientes representaciones: 
 𝑎 = 𝜔!2𝐻 ; 𝐶! = 𝑎 ∙ 𝑢 − 𝐶! 𝐸!𝐸!𝜔!2𝑋!𝐻                                                                   𝑢 = 𝑃!                                                                          (1.38) 
 
El anterior es un modelo no lineal y no amortiguado donde la potencia mecánica está en pu y 
dentro del modelo es la señal de control u. El valor del ángulo es la salida del sistema. En ésta 
mismo ecuación la señal w es una variable de estado intermedia del problema descrito. 
 
 
1.3 LA ESTABILIDAD EN LOS SISTEMAS DE POTENCIA 
 
La estabilidad de un sistema de potencia se define como la posibilidad de un sistema de potencia 
para mantenerse en un estado de operación estable aún después de percibir una perturbación 
externa o un cambio interno y en condiciones normales de operación. Así mismo, un sistema 
inestable es aquel en el que se presentan variaciones dramáticas de los valores de tensión y otras 
variables físicas y que hacen que se presente malfuncionamiento del sistema de potencia. 
La mayoría de los sistemas eléctricos de potencia emplean máquinas síncronas para generar la 
electricidad requerida para atender la demanda permanente. Ahora, estas máquinas que se 
encuentran funcionando a velocidades altas deben ajustar sus valores de tal forma que se 
mantenga el sincronismo en ellas y que operen al mismo valor de frecuencia. Esto implica una 
condición de estabilidad del sistema en su conjunto. Ahora, en el momento en el que se presenten 
consumos de potencia se obliga a que los ángulos que se presentan internamente dentro de los 
generadores se distancien ligeramente, ésta diferencia de valores angulares puede comprometer el 
comportamiento de la estabilidad. Y en éste caso, los estudios de estabilidad analizan el 
comportamiento de tales ángulos en los momentos en los que se presentan perturbaciones 
transitorias o permanentes en el sistema de potencia. Tales perturbaciones pueden ser 
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consideradas pequeñas cuando se hace referencia a cambios en cargas o cambios pequeños en los 
valores de generación; por otro lado, las grandes perturbaciones son las debidas a ausencias 
súbitas de líneas de transmisión o la pérdida de alguno de los grandes generadores que participan 
en el AGC. 
1.3.1 Estabilidad de ángulo del rotor de las máquinas síncronas 
 
La estabilidad de ángulo del rotor, es la habilidad o capacidad de las maquinas síncronasque se 
encuentran interconectadas en un sistema eléctrico de potencia de mantener el sincronismo. El 
estudio de la estabilidad de ángulo de rotor implica el estudio de las oscilaciones 
electromecánicas inherentes en los sistemas eléctricos de potencia [17]. 
 
1.3.2 Maquinas síncrona y relación potencia-ángulo 
 
La estructura básica de una máquinasíncrona, consta de dos elementos esenciales: laarmadura y 
el devanado de campo. Generalmente, el campo se encuentra en el rotorde la máquina y la 
armadura se encuentra en el estator de la máquina. El devanado decampo es alimentado por 
corriente continua. Un primo-motor impulsa el devanado decampo generando con esto un campo 
magnético rotatorio el cual induce voltajes alternosen los devanadostrifásicos del estator. La 
frecuencia de las cantidades eléctricas delestator es sincronizada con la velocidad mecánica del 
rotor, de lo anterior se deriva elnombre de máquinasíncrona. 
 
Cuando varias máquinas se encuentran interconectadas, las tensiones y corrientes del estator de 
todas las máquinas deben encontrarse en sincronismo, es decir, poseer la misma frecuencia y la 
velocidad del rotor de cada una de las máquinas debe estar sincronizada con esta frecuencia, 
logrando con esto que los rotores de todas las máquinas se encuentren en sincronismo. El campo 
del estator y del rotor reacciona el uno con el otro tratando de alinearse y de esta tendencia de los 
dos campos a alinearse entre ellos resulta un torque electromagnético el cual es opuesto a la 
rotación del rotor. De esta manera, un primo-motor es el encargado de hacer girar al rotor 
aplicando un torque mecánico sobre el mismo. Este último es el encargado de variar o cambiar el 
torque electromagnético de salida (potencia de salida) del generador mediante la variación del 
torque electromecánico de entrada del rotor. 
 
Una característica muy importante que posee un sistema de potencia cualquiera con la estabilidad 
es la relación entre el intercambio de potencia y posiciones angulares de los rotores de las 
máquinas sincrónicas. Esta relación es altamente no lineal. Para ilustrar esto considere un sistema 
radial simple como el mostrado en la figura: 
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Figura 1.12. Sistema radial simple. 
 
 
Ahora, la relación de la transferencia de potencias se presenta en la siguiente ecuación donde la 
potencia inyectada es P. 
                                                      (1.39) 
 
Donde 
 
• EG y EM: Son las fuerzas electromotrices (fem) atrás de las reactancias del generador y el 
motor respectivamente. 
 
• δ: diferencias de los ángulos de fase de las fem’s EG y EM. 
 
• XT: reactancia total del sistema (generador-línea-motor). 
 
 
1.3.3 Categorías de estabilidad  
 
La estabilidad de un sistema eléctrico de potencia, como se había mencionado anteriormente, es 
una condición de estado donde sus variables están acotadas y oscilan de forma muy pequeña 
alrededor de un punto de operación. Esta condición también puede entenderse energéticamente 
como un estado de equilibrio entre dos fuerzas físicas opuestas, en éste caso entre la fuerza 
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mecánica y la fuerza electromecánica. Lo anterior implica que bajo condiciones de operación 
normales y en estado estacionario exista equilibrio al interior de las máquinas de generación: 
Aquí el torque mecánico es el de entrada energéticamente hablando, y el torque eléctrico es el de 
salida. Este equilibrio entre fuerzas (fuerzas rotativas o torques) hace que la fuerza equivalente 
(torque equivalente) sea nula con la consiguiente velocidad y frecuencia constante. 
 
Al momento de presentarse una perturbación (ya sea externa o interna), las variables de estado 
son modificadas y se causa un efecto sobre todos los generadores bien sea incrementando su 
velocidad o disminuyéndola. Ahora, las diferencias de velocidad provocan lo siguiente: un 
generador puede girar más rápido que otro, de modo que su posición angular con respecto a las 
demás estará más adelantada. Esto aquí mencionado hará que las máquinas más lentas entreguen 
carga y que las máquinas más rápidas asuman un extra de carga de acuerdo con las diferencias 
angulares. Esto así ocasiona que las máquinas más aceleradas o más rápidas se frenen un poco y 
que las que inicialmente estaban con menor velocidad incrementen su velocidad. Lo anterior 
ocasiona una serie de oscilaciones en frecuencias y flujos de potencia. 
 
Analíticamente y experimentalmente se sabe que cuando la relación potencia-ángulo en un 
generador supera el ángulo de 90° sucede lo siguiente: un incremento en la separación angular 
contrario a incrementar el flujo de la potencia lo que provoca es una disminución de ella, lo que 
provoca mayores separaciones angulares con el consiguiente riesgo de inestabilidad.  
 
I. Estabilidad de pequeña señal. Es el área de estudio que se refiere a las condiciones de 
perturbación generadas por pequeñas variaciones, en ésta parte se estudia la capacidad de 
un sistema para mantener el sincronismo (que todas las máquinas operen a una misma 
velocidad) a pesar de las ya mencionadas perturbaciones. En lo que se refiere a las 
variaciones (paramétricas o de señales externas) es posible afirmar que pequeñas 
variaciones en el valor de la demanda o en la generación entregada de las máquinas es 
considerada pequeña perturbación. Para éste tipo de estudios se considera que las 
variaciones son tan pequeñas que puede usarse un modelo lineal para éste tipo de 
estudios. 
 
Aquí es necesario mencionar que es posible analizar éste tipo de estabilidad desde dos 
aspectos: El torque sincronizante (TS) y el torque amortiguante (TD)  así: 
 
El torque sincronizante es un fenómeno resultante del modelo y que energéticamente 
busca un equilibrio de tal forma que los generadores permanezcan conectados y 
funcionando a velocidades similares durante la operación, lo que hace que frente a 
variaciones el sistema actúe respondiendo coherentemente a una misma velocidad 
inclusive frente a variaciones fuerte que logren desviar de su velocidad nominal a alguna 
de las máquinas. Éste fenómeno, que puede modelarse a partir del fenómeno eléctrico, 
determina la frecuencia de las oscilaciones que se presentan. Ahora, cuando éste valor es 
pequeño o negativo las velocidades comienzan a alejarse paulatinamente hasta que 
simplemente pierden la “sintonía” y se genera una condición inestable. La gráfica 
siguiente muestra la condición en la que la diferencia de ángulos entre dos generadores se 
ilustra. Ahí puede verse que cuando el torque sincronizante es negativo el valor de la 
diferencia angular va incrementándose sin acotamientos y sin límites. 
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Figura 1.13.Diferencia de angulo entre dos generadores. 
 
El torque amortiguante, por su parte, es un fenómeno energético inherente a éste tipo de 
sistemas y que provoca que al momento de presentarse oscilaciones éstas disminuyan su 
amplitud paulatinamente. Usualmente al momento de instalarse los dispositivos 
denominados Automatic Voltage Regulators (AVR) pueden hacer que el torque 
amortiguante en los sistemas se haga negativo. Cuando las oscilaciones son grandes o se 
incrementan paulatinamente por la ausencia de factor amortiguante se pueden provocar 
incrementos en los valores de tensión, potencia y por tanto corrientes, lo que se vuelve en 
una condición de operación un poco peligrosa. Esta condición es una condición de 
operación inestable oscilatoria no deseada. En la misma figura anteriormente presentada 
se ve que el valor positivo de torque amortiguante hace que las oscilaciones sean de 
menor amplitud a medida que pasa el tiempo.  
 
Con lo anterior comentado es posible que la inestabilidad se presente de dos formas: 
 
a. Aumento de la diferencia angular entre una máquina y otra o entre varias 
máquinas en un sistema eléctrico, lo anterior debido a la falta de torque 
sincronizante. 
b. Pueden darse oscilaciones cada vez crecientes en los ángulos y en las 
diferencias angulares entre una máquina y el resto o entre varias máquinas del 
sistema de potencia. Este fenómeno se puede presentar si no existe un torque 
de amortiguamiento lo suficientemente fuerte. 
 
II. Estabilidad transitoria. Hace referencia al área de estudio relacionada con la afectación 
momentánea que se efectúa sobre sistemas eléctricos en momentos de presentarse una 
perturbación severa pero por cortos instantes de tiempo. También puede manifestarse que 
un sistema de potencia tiene estabilidad transitoria cuando tiene la capacidad de soportar 
perturbaciones severas pero de corta duración. 
 
Cuando existe una perturbación severa de larga duración es frecuente que en un principio 
existan desviaciones angulares enormes en los primeros instantes, seguidas de un rápido 
apagamiento de las mismas. En éstos casos existen dos factores fundamentales que 
definen el comportamiento de las oscilaciones: el estado inicial de operación y la 
severidad de la perturbación. 
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1.4 EXTRACCION DEL MODELO LINEAL DE LOS SISTEMAS DE 
POTENCIA 
 
Los modelos no lineales del comportamiento de los componentes eléctricos de potencia que 
fueron presentados anteriormente permiten concluir que la integración de los mismos puede 
provocar el surgimiento de sistemas altamente no lineales. Ahora, es básicamente esta la razón 
que hace que los grandes sistemas de potencia representen un reto tanto para su modelamiento y 
entendimiento de su dinámica como para el cumplimiento de tareas de control y operación. 
 
Ciertamente, un sistema no lineal es un elemento complejo de controlar más si tal sistema tiene 
un número elevado de variables. La propuesta de proyecto de grado actual pretende precisamente 
enfrentar el problema que se presenta cuando se requiere controlar sistemas de potencia 
inherentemente no lineales y de gran tamaño. Para ejemplificar podemos considerar uno de los 
sistemas de prueba de tamaño mediano disponibles en la literatura; el sistema Kundur que se 
empleará en este proyecto de grado. El asunto es tan complejo que cada máquina generadora 
agrega cerca de 12 variables de estado al sistema de potencia, adicionalmente cada línea de 
transmisión agrega otras dos o tres variables de estado en su condición monofásica. Así mismo, 
las cargas agregan otras tantas variables de estado de manera que el número de variables 
involucradas llega a ser enorme. En este caso, para el sistema de Kundur, si se quisiera 
representar el modelo del sistema de potencia tendríamos que utilizar un modelo de cerca de 90 
variables de estado relacionadas con igual número de ecuaciones diferenciales no lineales. 
 
La complejidad de la que se habla anteriormente hace que el control de sistemas de potencia sea 
casi imposible de efectuar mediante metodologías no lineales. Dentro de los métodos no lineales 
usados se encuentran feedback linearization, backstepping, sliding modes, passivity, entre otros. 
 
Feedback linearization es una metodología que busca obtener un modelo en lazo cerrado del 
sistema que se quiere controlar. Esto es, el sistema que se quiere controlar requiere ser modelado 
con mucha precisión y con base en ese modelo se propone una metodología en lazo cerrado que 
sea capaz de hacer que se comporte como si el sistema en conjunto fuera un sistema lineal. Es 
decir, aunque el sistema sea no lineal y la ley de control sea no lineal se obtiene un sistema lineal 
con los polos ubicados a conveniencia del diseñador. 
 
Con respecto a backstepping es preciso mencionar lo siguiente: esta metodología busca hacer de 
igual forma que el sistema de control se comporte como un sistema lineal en lazo cerrado. Así las 
cosas se plantean ciertos arreglos matemáticos que permiten obtener un comportamiento lineal y 
su posterior control con la realimentación de variables de estado para efectuar un lazo cerrado. 
 
Así como las dos anteriores posibilidades existen un enorme número de técnicas no lineales que 
permitirían la posibilidad de controlar sistemas no lineales. El problema enorme aquí es que aún 
las dos mencionadas técnicas no lineales requieren de un modelo casi “exacto” del problema a 
controlar, en éste caso se requiere un modelo exacto de los sistemas de potencia. Aun cuando los 
investigadores e ingenieros de control pueden obtener modelos muy precisos de algo tan 
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complejo como un sistema de potencia, en la práctica es virtualmente imposible obtener un 
modelo perfecto. Adicional a lo anterior, se debe tener en cuenta que los fenómenos reales varían 
su punto de operación y que presentan variaciones en los parámetros de sus elementos. Esto 
aumenta aún más las complejidades a las que se debe hacer frente para poder tener un modelo 
exacto. Por esto anteriormente descrito es que las técnicas no lineales han dejado de usarse y en 
su lugar se prefiere estrategias de control que no agreguen inestabilidades al sistema de potencia. 
 
Como se presentará más adelante, la estrategia Model Predictive Control es una de las técnicas 
novedosas que se basa en modelos lineales de los sistemas de potencia pero que tienen 
características de no linealidad en lazo cerrado. Para avanzar en el proceso se explicará la 
posibilidad de obtener modelos lineales a partir de la existencia de modelos no lineales. 
	
Los modelos lineales que se obtendrán serán basados en conjuntos de ecuaciones diferenciales de 
primer orden y describiendo de forma incremental los valores de las variables. Se considerará la 
existencia de sistemas de ecuaciones con unas entradas que agregan energía al sistema y 
modifican los valores de las entradas, así mismo se considera la existencia de salidas del sistema 
y un número suficiente de estados internos, cuya dinámica determina el comportamiento del 
conjunto. El sistema puede ser de multivariable, es decir, se requieren múltiples variables para 
modelar el sistema. 
 
Figura 1.14.  Sistema multivariable 
 
Para modelar los sistemas de potencia partimos de una premisa simple y fuerte: todos los casos 
son posibles de ser modelados utilizando relaciones simples con ecuaciones diferenciales 
ordinarias. Ahora, se denominará estado al conjunto de variables que insertadas en el conjunto de 
ecuaciones diferenciales permiten determinar el comportamiento del sistema bajo estudio. Para 
poder efectuar ésta predicción es necesario conocer los valores de las entradas futuras. 
El tamaño del modelo se define por el número de variables de estado utilizadas y por el tamaño 
del vector de entradas y de salidas. De cierta forma puede decirse que una de las cantidades que 
define el tamaño de la matriz de transición es el tamaño del vector de estados necesario para 
modelar el fenómeno real.  
El vector de las variables de estado del que se ha hablado puede definirse como sigue:                                                          𝑥 𝑡 = 𝑥! 𝑡 , 𝑥! 𝑡 , 𝑥! 𝑡                                                (1.40) 
Y en conjunto cada uno de los estados tiene un comportamiento en el tiempo que hacen que en 
conjunto definan una trayectoria en el espacio n-dimensional. Con esto definido, se hace un poco 
más compleja la representación indicando que es posible mediante un conjunto de ecuaciones 
diferenciales modelar el comportamiento de un sistema dinámico que varía en el tiempo. Así se 
tiene la simplificación de un conjunto de ecuaciones diferenciales de tamaño n. 
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𝑥! = 𝑓! 𝑥!, 𝑥!,… , 𝑥!;𝑢!,𝑢!,… ,𝑢!; 𝑡 para  𝑖 = 1,2,3,… ,𝑛                (1.41) 
 
En la anterior representación el número de entradas es r. Lo anterior se puede re-escribir de otra 
forma más sencilla: 𝑥 = 𝑓 𝑥,𝑢, 𝑡                                                                         (1.42) 
 
Para la anterior ecuación cada una de las variables toma la siguiente forma:  
 
𝑥 = 𝑥!𝑥!⋮𝑥! 𝑢 =
𝑢!𝑢!⋮𝑢! 𝑓 =
𝑓! •𝑓! •⋮𝑓! •                                                    (1.43) 
 
Ya estableciendo la dependencia con el tiempo de las ecuaciones anteriores entonces puede 
representarse el conjunto de una forma más simple como sigue: 
 𝑥 = 𝑓 𝑥,𝑢                                                                          (1.44) 
 
Ahora, se mencionó que el sistema de la figura tiene unas variables de entrada y unos estados 
internos que se relacionan entre sí y que le dan la dinámica al sistema. Ahora, de tal figura resta 
sólo representar la salida que puede modelarse tal como lo ilustra la siguiente ecuación: 
 𝑦 = 𝑔 𝑥,𝑢                                                                          (1.45) 
 
En ésta ecuación se dan las siguientes relaciones: 
 
𝑦 = 𝑦!𝑦!⋮𝑦! 𝑔 =
𝑔! •𝑔! •⋮𝑔! •                                                        (1.46) 
 
Se pueden definir m salidas que conforman el vector y, y el vector de m funciones no lineales se 
denominag. 
Para estudiar los sistemas de potencia frente a pequeñas perturbaciones podemos linealizar 
alrededor de un punto de operación y es posible afirmar que el modelo obtenido es válido. 
Entonces, si 𝑥! es punto de operación alrededor del cual se efectuará la linealización y si 𝑢! es el 
vector de señales de entrada que definen el punto de operación entonces ya se cuenta con unas 
condiciones iniciales para efectuar la simplificación del modelo no lineal.Lo anteriormente 
mencionado puede describirse matemáticamente como: 𝑥! = 𝑓 𝑥!,𝑢! = 0                                                       (1.47) 
 
Nótese que la función anterior se iguala a cero. Esto quiere decir que alrededor del punto de 
operación se tienen variaciones nulas, es decir, este es un punto de equilibrio o un punto 
estacionario de estado estable. Ahora, si ese estado se perturba bien pueden derivarse relaciones 
como siguen tanto para los valores de los estados como para las señales usadas en el control de 
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los mismos: 
 𝑥 = 𝑥! + 𝛥𝑥𝑢 = 𝑢! + 𝛥𝑢                                           (1.48) 
 
Derivando ésta anterior ecuación puede afirmarse lo siguiente: 
 𝑥 = 𝑥! + 𝛥𝑥 = 𝑓 𝑥! + 𝛥𝑥 , 𝑢! + 𝛥𝑢                  (1.49) 
 
Usando la expansión en series de Taylor es posible expresar 𝑓 𝑥,𝑢 de una forma simplificada y 
un poco diferente. Posteriormente se evitará usar los valores con exponenciales de orden superior 
en el modelo que se está trabajando, es decir, solamente persistirán dentro del modelo los 
elementos relacionados y asociados a Δxy Δu. Ahora, con base en esto es posible derivar un 
nuevo modelo así: 
 𝛥𝑥 = 𝐴𝛥𝑥 + 𝐵𝛥𝑢                                                         (1.50) 
 𝛥𝑦 = 𝐶𝛥𝑥 + 𝐷𝛥𝑢                                                         (1.51) 
Donde 
 
𝐴 = 𝜕𝑓!𝜕𝑥! ⋯ 𝜕𝑓!𝜕𝑥!⋮ ⋯ ⋮𝜕𝑓!𝜕𝑥! ⋯ 𝜕𝑓!𝜕𝑥! 𝐵 =
𝜕𝑓!𝜕𝑢! ⋯ 𝜕𝑓!𝜕𝑢!⋮ ⋯ ⋮𝜕𝑓!𝜕𝑢! ⋯ 𝜕𝑓!𝜕𝑢!  
 
𝐶 = 𝜕𝑔!𝜕𝑥! ⋯ 𝜕𝑔!𝜕𝑥!⋮ ⋯ ⋮𝜕𝑔!𝜕𝑥! ⋯ 𝜕𝑔!𝜕𝑥! 𝐷 =
𝜕𝑔!𝜕𝑢! ⋯ 𝜕𝑔!𝜕𝑢!⋮ ⋯ ⋮𝜕𝑔!𝜕𝑢! ⋯ 𝜕𝑔!𝜕𝑥!  
 
 
 
 
 
(1.52) 
 
Las anteriores derivadas parciales se deben evaluar en el punto de operación de manera que 
permitan obtener valores de constantes para cada uno de los componentes de las matrices. 
 
Algunos autores prescinden del uso del operador Delta y prefieren representar el sistema 
linealizado así: 
 𝑥 = 𝐴𝑥 + 𝐵𝑢                                                            (1.53) 
 𝑦 = 𝐶𝑥 + 𝐷𝑢                                                           (1.54) 
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2. METODOLOGIA DEL MODEL 
PREDICTIVE CONTROL 
APLICADA A SISTEMAS DE 
POTENCIA 
	
2.1 Aproximación al Model Predictive Control. 
	
Desde hace algunos años se ha popularizado el uso del MPC debido a que funciona con modelos 
lineales fácilmente implementarles, utiliza el modelo discretizados de tales modelos lineales, y 
genera señales de control mediante una estrategia de optimización recursiva. Esta estrategia de 
control fue desarrollada hace ya varios años y combina adecuadamente el modelo lineal de los 
sistemas junto con una estrategia de optimización que resuelve un problema convexo. En sus 
orígenes, la estrategia fue llamada Receding Horizont Control y resolvía problemas de pequeños 
tamaños pero bastante útiles para la industria de la época. El problema que surgió fue la 
necesidad de aplicar la optimización para modelos de más de 10 variables, cuestión que se 
complicaba por el menguado desarrollo de los s sistemas de computación. Posteriormente se 
siguieron haciendo contribuciones sofisticadas pero pese a los buenos resultados, la metodología 
fue paulatinamente dejada de lado.  
 
Ya en los años 90, algunos investigadores como Camacho y Bordons empezaron a hacer uso de 
esta estrategia mediante algunas modificaciones y replanteando el modelo de optimización. Ellos 
llegaron a formular el problema de control mediante el uso de programación matemática 
convexa, lo que implicó un salto enorme hacia el mejor aprovechamiento de esta estructura de 
programas. Lo anterior permitió desarrollar estrategias de minimización del esfuerzo de control, 
la implementación de control para el seguimiento de referencias y un sinnúmero de aplicaciones. 
Adicionalmente, se encontró que el problema de optimización que incluía restricciones hacía que 
siempre se transitara por la zona de cumplimiento de restricciones, garantizando de paso la 
estabilidad de los sistemas controlados.  
 
Lo anterior fue posible gracias al planteamiento de funciones objetivo del tipo Lyapunov, a la 
formulación de las restricciones mediante desigualdades y que creaban espacios de búsqueda 
convexos y así mismo la existencia de técnicas de optimización convexa disponibles que 
mejoraban el desempeño de los optimizadores. Básicamente, el problema de optimización 
formulado contiene una función objetivo que incluye el desempeño requerido del sistema, así 
mismo se incluyen las restricciones del funcionamiento y seguridad de las variables de estado del 
problema, también se incluye el modelo del comportamiento del sistema de potencia mediante la 
formulación de la predicción basado en el modelo discretizado y linealizado del sistema de 
potencia. 
Una mayor claridad sobre lo reseñado se ilustra a continuación: 
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Modelo de control 
 
Con el modelo de control se tiene la base fundamental del funcionamiento del sistema de 
potencia y del MPC. Lo primero que se hace es obtener el modelo linealizado del sistema que se 
quiere controlar como el mostrado en la ecuación (2.1), posteriormente se discretiza el modelo 
mediante una técnica de retención que comúnmente se describe como Zero Order Holding y 
usando un tiempo de muestreo Ts. 
 ∆𝑥 𝑡 = 𝐴∆𝑥 𝑡 + 𝐵∆𝑢(𝑡)∆𝑦(𝑡) = 𝐶∆𝑥 𝑡 + 𝐷∆𝑢(𝑡)                                                  (2.1) 
 
Después de tener el modelo anterior, y usando el método de discretización ZOH, se obtiene el 
modelo que se presenta en la ecuación (2.1). En ella se está despreciando el uso de la 
contribución de la señal de control sobre la salida del sistema mediante la matriz D. 
 
 
 𝒙 𝑘 + 1 = 𝑨𝒙 𝑘 + 𝑩𝒖 𝑘                                             𝒚 𝑘 = 𝑪𝒙(𝑘) (2.2) 
 
Basado en el anterior modelo discreto es que se efectúan las predicciones del comportamiento 
futuro del sistema de potencia.  
 
Se explica como sigue: lo primero es obtener el valor de las condiciones iniciales definidas por el 
valor 𝑥! = 𝑥 𝑡! , que significa que se está obteniendo 𝑥! en un tiempo 𝑡!. Después de esto, y 
basado en el valor de la condición inicial se usa la ecuación (1.2) para iterar de forma que se 
obtiene una primera proyección en una muestra futura del valor de los estados. Después de eso, 
ese valor proyectado una muestra adelante se utiliza para obtener la predicción de la segunda 
muestra y así sucesivamente hasta alcanzar el denominado Horizonte de predicción Hp, es decir; 
se ejecuta una predicción del comportamiento imaginario del sistema desde un tiempo t’=ti 
+Tshasta t’= ti+TsN. Aquí, N es el número de muestras que determinan el horizonte de predicción 
y t’ es el tiempo ficticio sobre el cual se efectúa la predicción. Este horizonte de predicción está 
determinado por la dinámica del sistema que se quiera controlar. Nótese que todas las 
proyecciones de valores de xquedan representadas en función de 𝒖 𝑘 , y por tanto, la 
optimización se efectuara con base en esta señal de control. 
 
 
Forma del problema de control óptimo para el Model Predictive Control  
 
De acuerdo con la literatura, el planteamiento del problema de control es básicamente el mismo 
que el de un problema de optimización normal. Básicamente se debe basar en una función 
objetivo y unas restricciones físicas.   
 
La función objetivo se puede construir como la suma discreta de los valores de los esfuerzos de 
control, de las desviaciones con respecto ala referencia y de la variación de los estados con 
respecto al valor nulo de los mismos. Aquí, en esta parte es donde se incluyen ciertas consignas a 
seguir como por ejemplo: la necesidad de la reducción del consumo de energía, la necesidad del 
seguimiento preciso de ciertas cantidades, la necesidad de llevar a cero los valores de las 
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variables de estado. Así mismo, el problema de optimización contiene el horizonte de predicción 
que se convierte en una situación más a considerar dado que define la dinámica del sistema en las 
próximas iteraciones. Para mejorar el desempeño de la herramienta de optimización en el 
problema planteado se diseña la función objetivo con forma de Lyapunov, lo que garantiza la 
construcción de un problema convexo. 
 
Por otro lado se tienen las restricciones, estas incluyen inicialmente (tal como se mencionó), el 
modelo del sistema que se desea controlar. Incluye así mismo los límites mínimos y máximos de 
las señales de control, los limites mínimos y máximos de las variables de estado y la restricción 
obvia de que el valor inicial para la proyección corresponda al valor actualizado de los valores de 
estado leídos. La formulación del problema de optimización se efectúa para las N muestras 
subsiguientes y correspondientes al Horizonte de predicción como se ilustra en: 
 
 
!
min
U(t ') J = Q(r(k)− x(k)) + R(u(k))( )( )
k=1
N
∑ !!s.t . x(1)= x0x(k+1)= Ax(k)+Bu(k)xmin ≤ x ≤ xmax
umin ≤u ≤umax
⎧
⎨
⎪
⎪
⎩
⎪
⎪
⎪
 
 
 
(2.3) 
 
Aquí, .  representan norma 2 para el cálculo de la función objetivo. Después de ejecutar el 
proceso de optimización se obtiene una secuencia optima de control U*.En principio, la 
secuencia óptima de control está compuesta por una serie de valores de señal de control que 
pueden aplicarse dentro del horizonte de predicción, sin embargo estas señales no se aplican en 
su totalidad, solamente se aplica la señal correspondiente al primer instante así u*( ti)= U*(1) de 
un conjunto de señales 𝑈∗ 𝑡! = [𝑢 1   𝑢 2 …𝑢(𝑁)]. 
 
Método de solución del problema de Control Optimo 
 
Ya con el problema de optimización formulado para todo el horizonte de predicción se requiere 
de una estrategia de optimización. Algunos usan algoritmos genéticos, otros usan metodologías 
matemáticas exactas. Según la literatura el problema se puede resolver mediante el uso de 
programación convexa porque el problema formulado se convierte en un problema sencillo 
debido a su formulación.  
 
Forma de Implementación de la solución 
 
Ya se ha presentado en las anteriores líneas que ha de obtenerse una señal de control basado en la 
solución del control óptimo. Esa señal que fue llamada u*( ti) se aplica en cada periodo de 
muestreo para mejorar el desempeño de la planta que se requiere controlar. Esto implica que se 
esté realimentando el comportamiento de las variables de estado, y con ellas se obtiene cada vez 
una secuencia de control de las cuales se selecciona una sola señal de control que luego se 
entrega al sistema. En la figura 1 se muestran las formas de implementar los valores de señales de 
control. Nótese que cada las primeras 4 graficas superiores muestran secuencias de control en 
blanco, de las cuales una de ellas es de color gris. Esta señal de color gris es la señal de control 
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que se aplica sobre el sistema a controlar. Al final, en el último eje de abajo se puede ver en gris 
la secuencia de control que ha sido efectivamente entregada al sistema bajo observación.   
 
Figura 2.1. Señales de control en el MPC. Adaptada de [18].  
 
 
2.2 Algunos ejemplos del uso del Model Predictive Control. 
	
2.2.1. Ejemplo de sistema SISO de 2 variables de estado 
	
Se implementó un sistema de prueba usando dos variables de estado y usando el software de 
optimización de Matlab. Tal sistema busca alcanzar un estado estacionario de valor 4 con una 
señal de control como la que se muestra en la figura 3. Se nota que el sistema alcanza su valor de 
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estabilidad con una señal de control bastante desordenada. Esto es debido a que el MPC optimiza 
todo el tiempo y decide actuar de esta manera.  
Los valores correspondientes a las matrices fueron los siguientes 
  Ac=[0 0;100 0]; 
  Bc=[1/50;0]; 
  Cc=[0 1]; 
El valor de discretización fue de Ts=1 segundo. El horizonte de predicción fue de 20 segundos y 
el tiempo de simulación fue de 40 segundos. Los valores de Q y R fueron matrices identidad. 
Se hicieron las implementaciones para obtener varios casos. Los distintos casos se obtuvieron 
mediante la variación de las referencias de las señales controladas. Para el primer caso se usó una 
referencia de -1, luego la referencia de 1, 2, 3 y 4. Para cada caso se muestra el comportamiento 
de la señal de salida y el de la señal de control. 
REFERENCIA= -1 
 
Figura 2.2. Señal de salida con referencia -1 
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Figura 2.3. Señal de Control con referencia -1 
 
	
REFERENCIA=1  
 
Figura 2.4. Señal de salida con referencia 1 
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Figura 2.5. Señal de control con referencia 1 
 
REFERENCIA= 2 
	
Figura 2.6. Señal de salida con referencia 2 
 
 
Figura 2.7. Señal de control con referencia 2 
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REFERENCIA= 3 
 
Figura 2.8. Señal de salida con referencia 3 
 
 
Figura 2.9. Señal de control con referencia 3 
REFERENCIA = 4 
	
Figura 2.10. Señal de salida con referencia 4 
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Figura 2.11. Señal de control con referencia 4 
 
En todos los anteriores casos puede verse que el comportamiento de la señal es similar, y alcanza 
a llegar a la referencia en 15 segundos aproximadamente. 
También puede verse que el esfuerzo de la señal de control es grande en los primeros segundos y 
luego va disminuyendo hasta llegar al estado estable con un esfuerzo de control de cero. 
2.2.2. Ejemplo de sistema MIMO de 2 variables de estado. 
En este caso se muestra el denominado sistema MIMO. Este sistema MIMO proviene de las 
siglas en inglés Multiple Input Multiple Output. Éste sistema puede también ser controlado, y es 
aquí donde radica la importancia del control MPC, pues permite al diseñador establecer 
referencias para una o varias variables. 
En la siguiente figura se ilustra la forma en la que se comportan la velocidad y la posición del 
sistema de control presentado anteriormente.  Cabe aquí anotar que éste sistema obliga a alcanzar 
valores de referencias y a mantener la velocidad del elemento lo más cercana posible a cero. En 
éste caso, se estableció como referencia la posición en 2 metros y la velocidad se establece en 
cero. Puede verse que el MPC logra hacer que el sistema alcance la posición deseada en un 
tiempo cercano a los 10 segundos. Y aunque la velocidad se mueve un poco, es cierto que ésta 
logra mantenerse cercana a cero. Aquí se ve claramente que la estrategia propuesta logra 
controlar adecuadamente aún para varias variables. 
REFERENCIA= 2 
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Figura 2.12. Señales de salida en el caso MIMO con referencia 2  
 
REFERENCIA= 10 
Ya con el cambio de referencia en la posición para que alcance 10 metros se exige un poco más al 
sistema de control y al mecanismo. Lo anterior puede notarse en la gráfica siguiente puesto que 
es posible ver una perturbación inicial al principio de la señal de velocidad. Ésta aunque arranca 
en cero requiere de moverse un poco y después de alterar su valor vuelve a cero nuevamente. Por 
el lado de la posición, el mecanismo alcanza nuevamente la referencia de manera bastante rápida; 
es decir, el mecanismo logra llegar a un valor de referencia de la posición en 10 segundos 
aproximadamente y mantiene más o menos un mismo comportamiento en la señal que el que se 
presentó cuando la referencia era 2. 
 
Con éste ejemplo también se puede visualizar que las exigencias pueden variar para los sistemas 
que deben ser controlados y se muestra también que el MPC puede ser capaz de controlar aún con 
múltiples variables de control que se requieran. Esto indica que es bastante flexible y los cambios 
para poder efectuar el control no fueron demasiados.  
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Figura 2.13. Señales de salida en el caso MIMO con referencia en 10 
 
Aquí se termina de demostrar la aplicabilidad de los sistemas de control mediante MPC para 
sistemas complejos de varias variables y que también pueden ser aplicados a sistemas de 
potencia. 
 
2.3 Forma de aplicar el Model Predictive Control en Sistemas de Potencia 
 
Ya se ilustró en las secciones precedentes la idea de un controlador que tomara los estados del 
sistema de potencia de forma que pudiera efectuar un control sobre el mismo. Para poder efectuar 
el control es posible tener en cuenta la siguiente gráfica que ilustra la forma en la que el 
controlador se implementa en lazo cerrado. 
 
	
Figura 2.14. Diagrama esquemático del sistema de control implementado 
	
Una especie de algoritmo que permite ganar conocimiento es el siguiente: 
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Algoritmo para la implementación del MPC  
INICIO 
1. Obtener el modelo lineal del sistema de potencia. 
2. Discretizar el modelo lineal, usar Ts=1/fm 
3. Implementar el estimador de estados. 
• Usar el modelo lineal discretizado. 
• Usar los valores de las señales de control 
• Usar las salidas que pueden medirse. 
4. Implementar el Model Predictive Control 
• Usar el modelo discretizado 
• Definir la función objetivo. 
• Definir las restricciones. 
• Definir los valores de Q y R. 
• Definir la herramienta para solucionar el problema. 
5. Implementar las señales de control en el sistema de potencia. 
FIN 
 
En el algoritmo se describen los pasos a tener en cuenta. Ahora, dado que se considera la 
linealización resuelta se procede a explicar brevemente lo que tiene que ver con el diseño del 
MPC. Así mismo, y dado que el MPC requiere de los estados, se hace una breve explicación del 
identificador de estados que pretende mostrar la manera de obtener los estados para poder usar 
estos valores en el cálculo de las señales de control. 
	
2.3.1 El diseño del MPC 
Para efectuar el diseño del MPC nos basaremos en el modelo presentado anteriormente 
!
min
U(t ') J = Q(r(k)− x(k)) + R(u(k))( )( )
k=1
N
∑ !!s.t . x(1)= x0x(k+1)= Ax(k)+Bu(k)xmin ≤ x ≤ xmax
umin ≤u ≤umax
⎧
⎨
⎪
⎪
⎩
⎪
⎪
⎪
          
(2.4)
 
i. Basado en el modelo linealizado es necesario tener el modelo discreto del sistema, es 
decir: necesitamos calcular el valor de las matrices para el modelo siguiente: 
 𝒙 𝑘 + 1 = 𝑨𝒙 𝑘 + 𝑩𝒖 𝑘  𝒚 𝑘 = 𝑪𝒙(𝑘) (2.5) 
 
Estas matrices halladas aquí pueden obtenerse mediante un modelo sencillo de 
discretización que bien puede ser el Zero Order Holding o ZOH. El tiempo que puede 
usarse en sistemas de potencia es de Ts=1/100 segundos. 
 
ii. El segundo de los parámetros a definir es el valor de N, que indica el número de 
muestras futuras durante el cual se va a ejecutar el programa de Model Predictive 
Control. Esta variable puede definirse de la siguiente forma: se determina el tiempo 
sobre el cual quiere evaluarse la función, y basados en eso se define el número de 
muestras, dividiendo el tiempo de observación entre el tiempo de muestreo 
41	
	
establecido en el modelo discretizado. Por ejemplo, las dinámicas lentas de los 
sistemas de potencia están alrededor de 1 segundo, por tanto un buen valor para N 
puede ser de N=1/Ts. 
iii. Definimos la función objetivo. En éste caso la función objetivo se implementa 
mediante la norma cuadrática de las cantidades que están contenidas dentro del 
símbolo de la norma que compone la función de Lyapunov. Esto permitirá tener una 
función objetivo cuadrática que será la que le dará la forma convexa a la función 
objetivo para garantizar una respuesta única al problema. 
iv. Una vez definidas estas anteriores importantes características es preciso definir los 
valores de Q y R. En el caso de la función objetivo para los sistemas de potencia se 
define así: Si Q va a castigar las componentes de las desviaciones de las referencias de 
potencia entonces deberá considerarse un error de alrededor 100 MW, éste será un 
valor de normalización 1/100, y la matriz Q será una matriz positiva definida con 
estos valores sobre la diagonal. Es decir, se tendrá la multiplicación del valor de 
normalización por una matriz identidad del tamaño de las variables que quieren 
evaluarse en la desviación. Para el caso de la señal de control se usa otro valor, es 
decir: en el caso de las señales de control éstas asumen valores menores que 0.1, por 
tanto R será una matriz diagonal multiplicada por el valor de normalización 1/0.1, lo 
que significa un valor así: R=(1/0.1)*Identidad(r), donde r es el número de señales de 
control que se usarán en el problema. 
v. Posteriormente se conforma el conjunto de restricciones, la primera a tener en cuenta 
es el valor de las condiciones iniciales del problema. En éste caso es preciso obtener el 
valor de los estados en estado estacionario de forma que éste valor de los estados sea 
el punto de partida para el inicio de la resolución de los problemas de control. 
vi. Posteriormente se definen las restricciones para los estados. Es preciso indicar las 
restricciones de valores mínimos y máximos se debe definir para los estados del 
sistema y para las señales de control. En éste caso es preciso conocer el 
comportamiento de los estados para poder limitarlos. Las señales de control se 
limitarán mediante la inclusión de los límites de saturación de los dispositivos que 
generan las señales de control. 
vii. Una vez se tienen todos elementos lo que resta es incluir la restricción fuerte del 
cumplimiento del modelo matemático, pues es fundamental que cuando se formule el 
problema se incorpore la dinámica del mismo mediante la inclusión de los modelos y 
elementos discretizados. 
 
Así pues queda formulado el problema en términos estándar del Model Predictive Control, 
problema que se resolverá con una herramienta de optimización adaptada para encontrar 
soluciones en problemas de característica convexa. 
 
 
2.3.2 El diseño del estimador de estados 
El diseño del estimador de estados se basa en la clásica descripción del modelo de filtro de 
Kalman. Este estimador de estados es obligatorio para poder implementar el MPC en sistemas de 
potencia; esto es, los sistemas de potencia no tienen medidores para todas las variables que se 
tengan en el sistema y por tanto es virtualmente imposible que el MPC funcione adecuadamente. 
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Entonces dado que el MPC utiliza todas las variables de estado y tal como se ilustra en la figura 
siguiente, es necesario implementar tal estimador de estados: 
	
Figura 2.15. Diagrama esquemático del estimador de estados 
 
Como se ve en el gráfico, el estimador de estados toma los valores de las señales de entrada del 
sistema -u(k)- junto con las señales de salida -y(k)- para efectuar la estimación de los estados 
internos del sistema. 
 
Básicamente el proceso es como sigue: 
 
i. Se define un valor para las condiciones de estado del sistema. Estas pueden ser de 
cero para facilitar el inicio del proceso. 
ii. Se define así mismo una matriz de covarianza del error que será denominada S(0), 
usualmente esta es una matriz diagonal de valor unitario. 
iii. Posteriormente con éstos valores y con las matrices discretas se genera una primer 
estimación de los valores de los estados así: 
 𝑥 𝑘 = 𝐴𝑥 𝑘 − 1 + 𝐵𝑢 𝑘 − 1  𝑆 𝑘 + 1 = 𝑆 𝑘 + 𝑄 𝑘                                                                 (2.6) 
 
iv. Con los anteriores valores se efectúa la corrección de las variables obtenidas. Aquí 
debe considerarse la existencia de la ganancia de Kalman K, posteriormente se 
actualizará el estado 𝑥 𝑘 + 1  y la matriz de covarianza 𝑆 𝑘 + 1 . Para esto se usarán 
las ecuaciones siguientes: 
 𝐾 𝑘 + 1 = 𝐻𝑆 𝑘 + 1 [𝐻𝑆 𝑘 + 1 + 𝑅(𝑘 + 1)]!! 
 𝑥 𝑘 + 1 = 𝑥 𝑘 + 1 + 𝐾 𝑘 + 1 [𝑧 𝑘 + 1 − 𝐻𝑥 𝑘 + 1 ] 
                         𝑆 𝑘 + 1 = 𝐼 − 𝐾 𝑘 + 1 𝐻 𝑆 𝑘 + 1                                              (2.7) 
 
v. Las anteriores acciones se repetirán y ejecutarán para cada vez que se tomen los 
valores de las señales de entrada. 
 
Estas anteriores acciones permitirán la posibilidad de obtener los valores de los estados para cada 
momento que se requieran utilizarlos en las acciones del Model Predictive Control. 
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3. DESARROLLO DE LA 
METODOLOGÍA MODEL 
PREDICTIVE CONTROL Y 
ANÁLISIS DE RESULTADOS 
 
3.1 El sistema de prueba de Kundur 
 
 
Para revisar la factibilidad y aplicabilidad del MPC a los sistemas de potencia se efectuará la 
implementación sobre un sistema de prueba usado por los investigadores a nivel internacional. 
Tal sistema de prueba es el sistema de 2 áreas y 4 máquinas de generación que se puede ver en la 
fig. 3.1. Este sistema, si bien no es de un tamaño enorme, cuenta con todos los modelos de las 
máquinas de generación, de las líneas, de las demandas de energía y de las compensaciones del 
caso. Ahora, este sistema de prueba tiene todas las características que tienen los sistemas reales 
en lo que tiene que ver con las presencia de oscilaciones inter-área debidos a las conexiones 
débiles entre las líneas. 
 
Figura 3.1. Sistema de prueba de Kundur [1]. 
 
Para el sistema Kundur, en el caso de los generadores se efectuó una implementación con el 
modelo completo y que puede simularse en Simulink. En la figura siguiente se ilustra la 
implementación del gobernador y del AVR dentro de la máquina de generación. El gobernador 
está diseñado con los parámetros básicos sugeridos en [1]. El AVR también se implementó de 
acuerdo a la referencia mencionada y sobre él se implementará el MPC. La figura 3.2 ilustra el 
generador simulado. 
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Figura 3.2.Generador básico simulado con su control. 
 
Puede verse que el controlador toma señales mecánicas (vector m) del generador y con estos 
valores se efectúa el cálculo de las señales que controlaran a la máquina de generación. Puede 
identificarse también que las tres fases A, B, C se entregan al transformador de manera que se 
inserte la generación al sistema de potencia. Tanto el generador ilustrado como el transformador 
se incluyen con su modelo completo dentro del simulink, lo que hace que los resultados sean un 
poco más realistas. 
 
Una vez se implementa en Simulink el sistema de prueba, se efectúa un flujo de carga para 
establecer el correcto funcionamiento en estado estable del sistema. De esta forma se logra 
establecer los valores de potencia entregados por cada generador, el valor de la tensión en cada 
máquina generadora y el valor del flujo de carga por la línea que une a las dos áreas. 
 
Tabla 3.1. Datos del flujo de carga del sistema de prueba Kundur. 
Tipo de 
Elemento 
Tipo de 
nodo 
Nombre 
de nodo 
Tensión 
(kV) 
Angulo 
(rad) P nodal (MW) Q nodal (MVA) 
SM PV M1_Area1 1 10.22 700.00 91.91 
SM Slack M2_Area1 1 0.00 699.92 117.70 
SM PV M3_Area2 1 -15.88 719.00 82.26 
SM PV M4_Area2 1.0000 -26.53 700.00 82.68 
RLC load Carga B2 1.0028 -11.43 0.00 -351.95 
RLC load Carga B2 1.0028 -11.43 1776.86 -87.49 
RLC load Carga B1 0.9916 15.06 0.00 -196.65 
RLC load Carga B1 0.9916 15.06 950.81 -85.54 
Bus - *1* 0.9918 33.48 0.00 0.00 
Bus - *2* 0.9876 23.23 0.00 0.00 
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Bus - *3* 2.2807 15.06 0.00 0.00 
Bus - *4* 2.2564 1.68 0.00 0.00 
Bus - *5* 2.3064 -11.43 0.00 0.00 
Bus - *6* 0.9938 7.21 0.00 0.00 
Bus - *7* 0.9934 -3.26 0.00 0.00 
 
Ya con lo anterior, se implementa un controlador básico denominado PSS que nos permitirá 
mantener la estabilidad del sistema de potencia aun con la falla trifásica implementada. En la 
siguiente grafica se ilustra el ya mencionado Power System Stabilizer. 
 
 
Figura 3.3. PSS usado en las simulaciones. 
 
La figura 3.4 muestra el bloque de control concentrado que resume los diferentes bloques 
implementados en la figura 3.3. 
 
 
Figura 3.4. Diagrama de bloque del PSS 
 
Este bloque se implementa para cada generador dentro del sistema de potencia. Normalmente se 
utilizan parámetros de la literatura para tratar de ajustar estos valores. Así mismo, esos valores de K!,T!,T!,T! se seleccionan de acuerdo a los parámetros de las máquinas y del sistema en 
general. La siguiente figura ilustra el sistema de potencia de Kundur implementado en su 
totalidad. 
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Figura 3.5. Sistema de Kundur Completo 
 
Luego de tener listo y en funcionamiento el sistema de potencia procedemos a implementar el 
estimador de estados tal como se propuso en la sección anterior. Para esto se utilizaron valores de 
matrices genéricas que vienen por defecto en Simulink y que fueron apropiadas para éste 
problema. 
De igual forma se implementa el MPC sobre la librería de Simulink y que dialoga con el código 
implementado en Matlab. Se implementa una función que toma los datos en Simulink y que hace 
el cálculo iterativo de la señal de control dentro de Matlab. Para agilizar los tiempos 
computacionales se uso YALMIP. 
 
Una vez implementado el sistema de potencia procederemos a implementar una falla en t=1 
segundo para provocar la aparición de oscilaciones o de estados transitorios. La falla se 
implementa en una de las líneas que conectan a los nodos 7-9. Es una falla trifásica a tierra que 
dura 8 ciclos. 
 
Debido a que los sistemas de protección actúan, la línea con falla es desconectada de forma que 
todo el flujo de potencia se es retransmitido por la línea que queda conectada. Esto se hace para 
mantener la conectividad de las dos áreas. 
 
• En primer lugar se implementa una falla trifásica con eliminación de la línea que conecta 
a las dos zonas. Se tiene en cuenta que el sistema no tiene controladores. 
 
Para solucionar el problema de la falla se considera que los sistemas actúan de forma que se 
elimina la falla mediante la apertura de la línea existente entre las dos áreas. De ésta forma el 
sistema de potencia cambia un poco y las nuevas condiciones implican que exista un sistema de 
potencia interconectado débilmente con tan sólo una de las líneas que existían al principio. Por 
supuesto, el comportamiento obtenido lo que muestra es que el sistema no puede funcionar bajo 
esas condiciones. Nótese que la potencia empieza a disminuir hasta el punto que deja de 
funcionar el sistema.  
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Figura 3.6. Potencia transferida frente a falla sin aclarar 
 
Se ilustra en la siguiente figura el comportamiento de las tensiones en el mismo sistema de 
prueba. Puede verse que el sistema de potencia trata de mantener el nivel de tensión d los 
terminales en valores cercanos a la unidad. Puede verse también en el gráfico que las tensiones se 
modifican en el momento de la falla, y que después sufren de un comportamiento transitorio que 
permite que las tensiones se recuperen y se estabilicen cerca de la unidad. Aunque los 
incrementos en las tensiones son fuertes ninguno de los valores supera los límites de seguridad de 
+-10%. 
 
Figura 3.7. Tensión en terminales de falla sin aclarar 
 
En la figura siguiente puede verse el comportamiento de la diferencia angular, ésta diferencia 
angular toma como referencia el valor del ángulo en la máquina número 4 del área 2 de la 
derecha del sistema de prueba. Puede verse que a partir del segundo 1 los valores de diferencias 
angulares se hacen bastante grandes. Contrario a lo que se presenta con las tensiones, en lo que 
tiene que ver con valores angulares puede notarse más fácilmente los problemas de estabilidad. 
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De esta forma es que se derivan las consecuencias en los enormes variaciones de la potencia 
transferida con la consiguiente consecuencia de la salida de operación del sistema bajo estudio. 
 
Figura 3.8. Desviaciones angulares en falla sin aclarar 
 
• Se implementa la falla considerando que ésta se aclara mediante la apertura de la línea 
con un posterior re cierre de la misma. 
 
En éste caso se implementa la falla que posteriormente se aclara. Puede verse que después de la 
falla los valores de potencia transferida oscilan peligrosamente en valores mayores a 80 MW. 
Esto empieza en oscilaciones de éstos valores que después de algunos segundos se transforma en 
oscilaciones que llegan a valores de 250 MW. Estos valores se presentan inmediatamente después 
de la falla. 
 
Figura 3.9. Potencia transferida con falla aclarada 
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Al igual que en el caso anterior, en éste caso se logran identificar algunos comportamientos 
oscilatorios de los valores de tensiones pero que no son determinantes al momento de establecer 
un comportamiento oscilatorio del sistema. En éste caso la inestabilidad en el valor de la tensión 
logra verse solamente hasta pasados casi 8 segundos.  
 
Figura 3.10. Tensiones en terminales con falla aclarada 
 
Al revisar el comportamiento de los ángulos es evidente que desde el primer momento de la falla 
los ángulos empiezan a distanciarse bastante, esto es un mejor indicador acerca de la inestabilidad 
de un sistema de potencia. Nótese que los valores de los ángulos comienzan a oscilar y a crecer 
en magnitud en cuanto a la desviación angular. Esta variación es un indicador inequívoco de 
inestabilidad. 
 
Figura 3.11. Desviaciones angulares con falla aclarada 
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• Se implementa la falla considerando la existencia de PSS’s ubicados en cada una de las 
máquinas. 
 
Contrario a los casos anteriores, en éste caso el sistema es estable. La señal de la potencia se 
presenta en la gráfica a continuación en donde se hace evidente la presencia de oscilaciones de 
frecuencia cercana a los 0.5 Hz, lo que indica que son oscilaciones inter-área de acuerdo con [2].  
Puede también verse un sobreimpulso demasiado elevado que provocaría la activación de las 
protecciones térmicas en tal línea de transmisión restante. 
 
Figura 3.12. Potencia transferida usando PSS´s MB. 
 
Para el mismo experimento se logra valores de las tensiones que si bien son un poco oscilatorias 
o muestran comportamientos perturbados pues al final resultan ser estables. Para poder mantener 
la estabilidad el sistema hace que los niveles de tensión tengan que incrementarse. 
 
 
Figura 3.13. Tensión en terminales usando PSS´s MB. 
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Al revisar los valores de las desviaciones angulares logra encontrarse que aunque se dan 
variaciones enormes y grandes saltos éstos se estabilizan en ciertos valores de estado estable. Es 
decir, luego de la falla que se presenta en 1 segundo,  los valores de desviación angular se ajustan 
para poder adaptarse al valor de la potencia requerida para transferir entre las dos áreas. Luego de 
su cambio estos valores se establecen en valores de estado estable y esto se refleja en la 
estabilidad del sistema de potencia. Aunque los valores de desviación angular son estables son 
bastante grandes y pueden provocar inestabilidades posteriores. 
 
 
Figura 3.14. Desviación angular usando PSS´s MB. 
 
En ésta subsección se logró evidenciar que las fallas hacen que el sistema de potencia entre en 
inestabilidades. La primer forma de hacer estable el sistema es mediante la agregación de PSS’s 
en cada una de las máquinas. Por otro lado se evidenció que los mejores indicadores para 
verificar el tránsito a la inestabilidad es el valor de las diferencias angulares de los generadores. 
 
3.2 Controlador Model Predictive Control sobre el sistema de prueba 
 
Después de las anteriores pruebas procederemos a verificar la eficacia de la herramienta Model 
Predictive Control sobre el sistema de prueba Kundur. 
 
Para efectos de la simulación se implementó lo siguiente: 
                                                                              𝑸 = !!""                                                                           (3.1) 
                                                                    𝑹 = !!.! ∗ 1 0 0 00 1 0 00 0 1 00 0 0 1                                                         (3.2) 
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Los límites para la señal de control estuvieron en +0.2 y -0.2. Los límites para los valores de los 
estados estuvieron en +1 y -0.5. 
 
El tiempo de discretización fue de 0.01 segundos y se seleccionó una ventana de observación de 1 
segundos correspondiente a un valor de N=100. 
 
En cuanto al valor de la potencia transferida se obtuvo una enorme mejora en el comportamiento 
de la potencia transferida ante la falla que se seleccionó. El tiempo de establecimiento en éste 
caso usando Model Predictive Control es de menos de 1.5 segundos mientras que en los casos 
anteriores fue de 5 segundos. En cuanto a los transitorios en éste caso se ve que el transitorio es 
bastante pequeño y con un sobreimpulso que alcanza 455 MW mientras que en el caso anterior la 
señal llegó a 480 MW. Este resultado resulta ser mucho mejor que el obtenido con los PSS’s. 
 
 
Figura 3.15. Potencia transferida usando MPC con falla sin aclarar. 
 
Por otro lado se obtuvo el comportamiento de los niveles de tensión. Puede verse que su 
comportamiento es bastante estable, es decir, no sufre mayores alteraciones en su 
comportamiento y se mantiene en todo caso cercano a la unidad en por unidad. Se destaca que en 
estado estable tampoco tiene variaciones. 
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Figura 3.16. Tensiones en terminales usando MPC con falla sin aclarar 
 
Finalmente se efectúa una verificación de los valores de las desviaciones angulares. Éste valor 
refleja enormemente el tipo de estabilidad que puede presentarse en el sistema. Ahora, lo que se 
nota es que los valores de las desviaciones angulares tan solo tuvieron una leve modificación y un 
pequeño transitorio pero que luego regresaron a su valor de condiciones iniciales. Basado en lo 
anteriormente expuesto, éstas leves variaciones de las desviaciones angulares que se asocian a la 
estabilidad del sistema son muy pequeñas cuando se usa el Model Predictive Control, lo que 
indica es que en éste caso se tiene mayor estabilidad. 
 
 
Figura 3.17. Desviaciones angulares usando MPC con falla sin aclarar 
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4. CONCLUSIONES, APORTES Y 
RECOMENDACIONES 
 
En general durante el trabajo se lograron los objetivos propuestos trazados inicialmente.  Las 
conclusiones pueden presentarse como siguen:  
 
Efectivamente se pudo controlar un sistema de potencia mediante el uso de la técnica de control 
denominada Model Preditvice Control. Si bien es cierto que ha sido usada por la industria, 
también es necesario mencionar que no es usada ampliamente para el control de los sistemas de 
potencia. Su uso es generalizado en el control de algunos sistemas de prueba dentro del campo de 
la teoría de control. 
 
La literatura disponible sobre la estrategia es numerosa pero las aplicaciones a sistemas de 
potencia son limitadas. Se destaca que algunos trabajos han aplicado MPC a sistemas de potencia 
con relativo éxito pero no se presenta mayor información sobre aquellas pruebas o trabajos 
realizados, tan solo las conclusiones del mismo. 
 
El MPC muestra un desempeño óptimo a la hora de controlar los sistemas de potencia. Es una 
herramienta que puede ser fácilmente entendible e implementarle en sistemas de grandes 
dimensiones. Los resultados son satisfactorios y a pesar que el esfuerzo computacional es grande, 
no es necesario grandes esfuerzos para la implementación. 
 
Una garantía del éxito de la herramienta es la posibilidad de modelar de forma sencilla el 
problema de control asociado a la implementación de la estrategia. Es decir; la estrategia se 
implementa basada en un modelo lineal que se puede obtener de forma simple. Por otro lado, la 
inclusión de las restricciones es bastante simple dado que de lo que se trata es de involucrar las 
restricciones físicas del problema que se quiere tratar. 
 
Un elemento determinante es el uso adecuado de las matrices de castigo Q y R, si se seleccionan 
de manera equivocada es posible que la convergencia de la herramienta se dé de forma más lenta. 
Ahora, los mejores comportamientos se obtuvieron cuando se usó la estrategia de normalización 
de los valores de las matrices antes mencionadas. 
 
El tiempo asociado al horizonte de observación para implementar el control optimo del MPC es 
determinante en lo que se refiere al tiempo computacional, aquí si se selecciona un tiempo muy 
grande se tiene el problema de la demanda enorme computacional. Por esto es necesario lograr un 
compromiso adecuado entre la ventana de observación y el esfuerzo computacional deseado. 
 
Así como en el sistema de potencia, se lograron efectuar implementaciones sobre sistemas de 
control genéricos en los que también se obtuvieron buenos resultados. 
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El uso de Simulink y de Matlab fue determinante pues permitió simplificar la programación de la 
estrategia de control, así mismo permitió simplificar el modelamiento del problema y la posterior 
solución mediante el uso de Simulink.  
 
Los sistemas de potencia son sistemas bastante complejos que pueden llegar a tener un número 
enorme de variables, sobre todo cuando se modelan con todas las características para poder hacer 
estudios transitorios. 
 
Se recomienda usar la estrategia de control en sistemas de prueba más grandes y con mayor 
número de variables. 
 
Se sugiere también que en esos sistemas grandes se use una estrategia de reducción de variable 
para que el tiempo computacional sea menor y que el desgaste energético y computacional sea de 
menor valor. 
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