Abstract: This paper compares the forecasting performance of different models which have been proposed for forecasting in the presence of structural breaks. These models differ in their treatment of the break process, the model which applies in each regime and the out-of-sample probability of a break occurring. In an extensive empirical evaluation involving many important macroeconomic time series, we demonstrate the presence of structural breaks and their importance for forecasting in the vast majority of cases. We find no single forecasting model consistently works best in the presence of structural breaks. In many cases, the formal modeling of the break process is important in achieving good forecast performance.
Introduction
Structural breaks are commonly found to be present in many macroeconomic and financial time series (e.g. Stock and Watson (1996) and Ang and Bekaert (2002) ) and to be one of the major reasons of poor forecasting performance (e.g. Clements and Hendry (1998) ). This has led to several papers working with univariate forecasting methods which are robust to breaks (e.g. Pesaran and Timmermann (2007) , Eklund, Kapetanios, and Price (2009) or Clark and McCracken (2009) ) or formally model the break process (e.g. Pesaran, Pettenuzzo, and Timmermann (2006) , Koop and Potter (2007) , Giordani and Kohn (2008) , and Maheu and Gordon (2008) ). The latter class of models is typically estimated by Bayesian inference because they involve latent variables and use a specific prior specification tailored for forecasting.
It is an open empirical question as to which types of methods or models will work best when dealing with the sort of structural change present in many macroeconomic series. The purpose of this paper is to shed light on this question. We compare empirically the forecasting performance of existing models that explicitly allow for structural breaks both in the sample period and in the forecast period. Two such models are given in Pesaran, Pettenuzzo, and Timmermann (2006) , hereafter PPT, and Koop and Potter (2007) , hereafter KP, and these form the main focus of our forecast evaluation. Conventional time-varying parameter (TVP) models also allow explicitly for structural breaks in-sample and out-of-sample and are also included in our forecast evaluation. In addition, we include some basic forecasting procedures based on recursive and rolling windows.
Only a limited number of large scale forecasting exercises for macroeconomic time series exist in the literature. Meese and Geweke (1984) apply five autoregressive forecasting techniques to 150 quarterly and monthly series and study also the impact of preliminary data transformations. Stock and Watson (1996) consider eight univariate and eight bivariate specifications, including TVP models, to forecast 76 monthly univariate series. Marcellino, Stock, and Watson (2006) focus on the more specific empirical question whether autoregressive model iterated forecasts outperform direct forecasts by considering 170 monthly series. This is the first paper that studies the forecasting performance of state-of-the-art structural break models. Our study is in the same spirit as the above large scale forecasting exercises in the sense that we investigate the performance of various forecasting approaches at different forecast horizons in a set of macroeconomic time series using relatively simple autoregressive forecasting models. To be precise, for twenty-three quarterly macroeconomic series between 1959 and 2010 we consider eight break and five no-break type models to produce quarterly and yearly forecasts. We consider only the major macroeconomic series because extending our exercise to hundreds of series would be very costly in computation time. We do sensitivity analyses to investigate the forecast performance since the middle of 2007 and to check the impact of the prior for the break models. We evaluate forecast performance using two metrics. In addition to a conventional measure based on point forecasts, i.e. root mean squared forecast error (RMSE), we are also able to compare the approaches using average predictive likelihoods (APL) which are based on the entire predictive density that can be easily obtained with the Bayesian estimation procedure. It turns out that the two loss functions yield substantially different conclusions. In fact, while the break type models seem to dominate no-break models in terms of RMSE, the reverse is often true in terms of APL.
Structural break models can differ in important aspects, like the hierarchical prior specification on the conditional mean and variance and the prior on the regime duration. Furthermore, some approaches impose the restriction that a precise number of breaks occurs in-sample, whereas in others the number of in-sample breaks is treated as unknown. Of course, it is an empirical matter which of these approaches works well in practice and it is possible that each approach forecasts well in some cases but not in others. KP and PPT each illustrate the performance of their approaches with a single time series and with modeling details calibrated to that particular series. We find that structural breaks are an important feature of most of the time series we consider. Handling such breaks is shown to be an important issue for forecasting. However, we find that there is no one single method which can be recommended universally. That is, for some series PPT forecasts best, for others KP does, for others simpler methods such as rolling window based forecasts perform best. We argue that this is empirically sensible and stress the importance of tailoring forecasting models to the empirical application at hand as opposed to recommending a single approach as being universally best for all macroeconomic time series.
We use autoregressive models or extensions thereof without explanatory variables. Though additional regressors could enhance predictability, doing so for the series used in this paper would enlarge considerably the scope of our study. It would require us to take many decisions linked to the choice of regressors and the need to forecast their future values when forming more than one-step ahead forecasts. Related to this, we also leave aside the investigation of multivariate models because the break models we consider here would require nontrivial adaptations (those models have been proposed only for univariate time series) and because a large scale study would involve too many possible models. This is the reason why for example D'Agostino, Gambetti, and Giannone (2009) consider only three main macroeconomic series and a standard trivariate TVP model in their forecasting evaluation.
In Section 2, we compare in a non-technical manner the specifications of the PPT and KP models that we use in our empirical evaluation. Technical details about estimation and forecasting are provided in an online appendix. In Section 3, we present the estimation results of applying PPT and KP to the series we analyze using the full sample, focussing on the presence of timing of breaks in the series. In Section 4 we discuss the implementation of our forecast evaluation and in Section 5 we present our main results. Section 6 contains the results of sensitivity analyses and the last section our conclusions and future research directions.
Models with Structural Breaks
In this section, we present and compare the PPT and KP models. After providing a framework for structural break models, we discuss how the parameters of different regimes are linked, how the break process is modelled, and how the number of breaks is determined.
A Framework for Structural Break Modelling
A linear regression model framework for discussing structural break models is:
where y t (t = 1, . . . , T ) is the dependent variable, Z t (with m elements in total) contains lagged dependent variables or lagged exogenous variables available for forecasting y t , and ε t is i.i.d. N (0, 1). Equation (1) allows for β st and σ st to vary over time with s t ∈ {1, .., K} a random variable indicating which regime applies at time t. The vector β st determines the conditional mean of y t and, thus, we will refer to them as conditional mean coefficients with σ st being the volatilities.
Different structural break models vary in the way they model the break process. To simplify the exposition, we will focus here on β st and assume σ st = σ. But we stress that breaks in volatilities can be modeled in exactly the same manner as breaks in the conditional mean coefficients and in our empirical work we allow for breaks in volatility. Furthermore, in principle we could allow for breaks in volatility to occur independently of breaks in the conditional mean. In this case, s t is a bivariate discrete random variable with the first element controlling breaks in conditional mean and the second element controlling breaks in volatility.
Linking the Conditional Mean Coefficients in Different Regimes
It is possible to allow for β j for j = 1, .., K to be completely independent of one another, i.e.
after a break occurs, pre-break information provides absolutely no information about what likely values for the new conditional mean coefficients are. But, in practice, it is typically desirable to avoid such independence when forecasting subject to structural breaks. Suppose a break occurs during the forecast period, and the conditional mean coefficient switches from β j to β j+1 . Forecasting must be done using β j+1 . If we assume complete independence of conditional mean coefficients across regimes, then immediately after the break we have no data-based information to estimate β j+1 . In a Bayesian forecasting exercise, this means the prior for β j+1 will be used to produce forecasts. Given a common desire to use relatively noninformative priors, this could lead to extreme and unreasonable forecasts when a break occurs. This has motivated various models which link β j and β j+1 in some manner.
In this paper, we consider two main approaches which relate to those in PPT and KP, respectively. The online appendix provides precise details (including discussion of relevant posterior and predictive simulation algorithms), but the basic idea in PPT is to adopt a link of the form
Bayesian language, a hierarchical prior of the form β j ∼ N m (β 0 , B 0 ), where the parameters β 0 and B 0 are assumed unknown and can be estimated from the data. Thus, the conditional mean coefficients in each regime are drawn from a common distribution. This practice is commonly used in panel data models with random effects or in random coefficient models and results from that literature can easily be adapted to show that β 0 and B 0 reflect average values across all regimes. If a break occurs in a forecast period, this means that the new value of the conditional mean coefficients will be drawn from a distribution which reflects the values of the coefficients from all past regimes. This is an empirically sensible approach in environments where breaks occur, but in a recurrent way. It allows, for instance, for the 1950s, 1970s, 1990s and 2000's to be different regimes, but the regime in the 2000s is just as likely to be similar to the 1950s as to more recent regimes.
In contrast, KP adopt a hierarchical prior motivated by the state space literature on TVP models. They specify random walk evolution of coefficients, say β j = β j−1 + u j , where u j is specified as above, or equivalently, β j |β j−1 ∼ N m (β j−1 , B 0 ). The KP prior is similar to the PPT prior, except that, when a structural break occurs, the conditional mean coefficients are drawn from a distribution centered at β j−1 . Thus, it is the most recent regime which has the most influence on conditional mean coefficients in a new regime. This is a common modelling assumption in macroeconomic models such as TVP-VARs and, indeed, the KP model is equivalent to a TVP regression model if s t = t and, thus, K = T .
Modeling the Break Process
The break process is modelled through S T = (s 1 , .., s T ) ′ where s t ∈ {1, 2, .., K} are the regime identifying (or state) variables defined previously. It is possible to use a noninformative prior which does not restrict the timing of the breaks. This is an approach developed in Koop and Potter (2009) . However, unless the number of breaks is small, computation is difficult (or infeasible) due to the large number of possible configurations of K breakpoints (i.e. T K ). Furthermore, when forecasting under structural breaks, it is necessary to forecast the probability that a break occurs during the forecast period and this cannot be done using a noninformative prior for S T . This has led to an interest in informative hierarchical priors for the break process. The most popular of these is developed in Chib (1998) and adopted by PPT. This begins by assuming a restricted Markov process for S T :
Thus, if regime i holds at time t − 1, then at time t the process can either remain in regime i (with probability p i ) or a break occurs and the process moves to regime i+ 1 (with probability 1 − p i ). Equation (2) 
where P o(λ i ) denotes the Poisson distribution with mean λ i . However, in the present paper, in order to avoid the very heavy additional computational cost inherent to the use of the Poisson prior we implement the KP approach using the Geometric prior implied by (2). The KP model of this paper is thus to be understood from here on to differ from the model of Koop and Potter (2007) in this aspect.
Either of these two hierarchical priors can be used for forecasting purposes. However, when forecasting with structural breaks, we need to estimate the probability that a break occurs during the forecasting period. In some cases, it can be desirable to include more information on the break process or further restrict the model to ensure parsimony. Thus, we note a few empirically useful extensions of the previous priors. First, it is possible to assume a hierarchical prior for p i or λ i such that they are drawn from some common distribution. An extreme limiting case of such an approach would involve setting
Second, it is possible to allow for either p i or λ i to depend on lags of themselves (e.g. the prior for λ i can depend on λ i−1 ) or durations of past regimes. Some of these possibilities are investigated in KP, but are not pursued here.
Choosing the Number of Breaks
Thus far, we have said nothing about choosing K − 1, the number of breaks. But this raises an important issue. Note that both the Geometric and Poisson duration distributions have unbounded support. Thus, it is possible that any regime endures beyond the end of the sample. For instance, if the sample runs from t = 1, .., T and the model has three breaks, it is possible that s T = 1 or 2 and, thus, that the third regime has not begun before T . PPT and KP adopt two different ways of dealing with this issue, which we describe in turn.
PPT, following Chib (1998) , impose additional prior information beyond (2). Intuitively, we can impose that exactly K regimes occur in sample by adding prior information of the form:
Thus, if the process reaches the final regime before the end of the sample it stays there. But if it has not reached the final regime by period T − 1, it must switch to the final regime.
If K exceeds 2, additional restrictions are required. To express these restrictions in words, consider the case K = 3. If, in period T − 1, we are not already in the third regime, then it must be the case that a regime switch occurs in period T and this must be imposed on the model. Similarly, if, in period T − 2, we are still in the first regime, then we must impose that regime switches occur in both periods T − 1 and T , in order to ensure that K = 3. Note that, as discussed in Koop and Potter (2009) , this can lead to a pile-up of prior probability near the end of the sample, leading to a prior which is quite informative (and, thus, potentially influential) precisely at the time forecasting is being done.
KP simply recommend working with models which allow for breakpoints to occur outof-sample. Statistically, working with such models poses no difficulties for a Bayesian using a proper prior. Consider the case where regime j occurs entirely out-of-sample. It appears that there is no data to directly estimate β j . However, Bayesian inference is still possible. If the prior for β j were independent of the conditional mean coefficients in the other regimes, then its posterior would simply equal its prior. Such an approach would allow for valid statistical inference but could yield poor forecasting results unless strong prior information existed about β j . However, using hierarchical priors allows for data information from insample regimes to spill over into out-of-sample regimes and, thus, the posterior for β j will contain data information. More importantly, allowing for regimes to occur out-of-sample allows us to estimate the number of regimes in-sample. For instance, if we allow for two breakpoints, but one of these occurs after time T , then (in-sample) this is equivalent to estimating a model with one breakpoint. This means that we can simply select a value for the maximum number of breakpoints to allow for as opposed to doing a search over all possible numbers. By contrast, with the PPT approach, marginal likelihoods are calculated for K = 1, ..K max and the value with the highest marginal likelihood is selected. This need for calculation of marginal likelihoods increases the computational burden.
Breaks in US Macroeconomic Series
We apply the PPT and KP models to twenty-three quarterly 1 series for the USA (listed in Table 1 ) which are among the most important macroeconomic variables. The sample period is 1959, first quarter, till 2010, second quarter. As indicated in the table, we have transformed most series to growth rates or first differences, and in this we are proceeding as in the literature, see e.g. Stock and Watson (1996) . We use AR(q) models in each regime, hence, Z t in (1) contains an intercept and the first q lags of y t .
Our previous explanation of the PPT and KP approaches assumed homoskedastic errors.
In our empirical implementation, we relax this assumption and allow the error variances to change when the AR coefficients do using the same hierarchical priors as in PPT and KP.
We use relatively noninformative priors on all parameters. In particular, we do not impose unit root stationarity through the prior since the data are transformed to stationary series.
Details about prior densities and posterior evaluation are provided in part A of the online appendix for PPT models and in part B for KP. Further discussion of the prior is given in Section 6.2.
In Table 2 we report the break dates found in the PPT-AR(1) and AR(4) models (called PPT1 and PPT4 hereafter), and similarly KP-AR(1) and AR(4) models (KP1 and KP4), using the complete sample. In Table 3 we report the posterior means of the AR(1) equations for each regime. The reported break dates are medians of posterior distributions and there is some uncertainty (though not much) about these point estimates.
We do not find any break in six series (6, 14, 15, 17, 22, 23) both with PPT and KP (irrespective of the lag order), and in four other series with PPT (series 2, 5, 13, 19), see Table 2 . No series has more than two breaks with KP, while only series 21 has three breaks with PPT1. To a large extent, the break numbers and dates are robust with respect to the lag order (1 or 4), keeping in mind that for dates we report posterior medians. This is much less the case with respect to the type of model (PPT and KP). For example, even if three series (4, 8, 9) have a break in the last three years of the sample according to both models, KP detects more breaks of this type than PPT, see series 2, 12, and 16.
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Break dates are defined as the first observation of the new regime, using the median of the posterior of the states. Table 2 ); R = regime number. Each AR(1) is written yt = c + φyt−1 + σǫt. Two estimations are reported in the block "AR(1) last 40 data": on the first row, the results are for the last 40 points of the full sample, on the second row (in italics), they are for the last 40 points ending at seventy percent of the full sample.
Other cases are the reduction by half of the variance of series 3 in 1993, and the quadrupling for series 7 in 2000. The interest rate series (10 and 11) witness also large changes: a tenfold increase in 1979 corresponds to the beginning of the Volcker period at the Fed, which is followed by a decrease at the next break in 1985.
In some series, the constant and the AR(1) coefficients change also, but less spectacularly than the variance. This happens to the two interest rates. Keeping in mind that they are in 
Forecasting Implementation
In this section, we explain briefly how we forecast with the PPT and KP models (more details are given in Part C of the online appendix), and in sub-section 4.3 we review briefly the other models with which we generate alternative forecasts to be compared with the forecasts coming from the break models.
The setup is the following: we carry out a recursive forecasting exercise for the final α percent of the observations. This means that we first estimate the models with an initial sample consisting of 1 − α percent of the data, and we forecast future observations. Then we add one data point, estimate and forecast again, until we have consumed all the data.
Forecasting with PPT
With the PPT approach, if one were to assume that no breaks occur out-of-sample, forecasting could be done in a straightforward way based on the posterior density of the parameters of the regime that holds at the end of the estimation sample. Such an approach, of course, does not address the issue of forecasting when breaks can occur out-of-sample.
To choose the number of breaks, we choose a maximum number of regimes, K max , evaluate the marginal likelihood for K = 1, .., K max and select the optimal number of regimes as the one which maximizes the marginal likelihood. However, in the context of a recursive forecasting exercise, we want K max to vary over time as the number of regimes can increase as time goes
by. Accordingly, we adopt the following strategy.
Using the initial sample of observations, we calculate the optimal number of regimes as described in the preceding paragraph. Then we begin our recursive forecasting exercise. Let K t be the number of regimes in a model using data through time t. We compute marginal likelihoods for K t = {1, . . . , K * t−1 + 1} where K * t−1 is the optimal number of regimes at t − 1 and select K * t as the value that maximizes the marginal likelihood. We do this for t = T 0 + 1, . . . , T − h where T 0 = αT . Marginal likelihoods are calculated as described in Bauwens and Rombouts (2010) , based on output from the posterior simulator.
We calculate two predictive densities, one which assumes no future break, and one of which allows for a possible single break in the forecast period.
Forecasting with KP
With the KP approach, dealing with out-of-sample structural breaks is straightforward.
Suppose regime j holds at the end of the estimation sample (called t) and, thus, s t = j.
The posterior simulation algorithm produces Pr (s t+1 = j|Y t ) and Pr (s t+1 = j + 1|Y t ), where
′ . Furthermore, the posterior simulation algorithm provides us with draws from p (β j , σ j |Y t ) and p (β j+1 , σ j+1 |Y t ). These are the components needed to do forecasting with structural breaks.
Defining the optimal number of regimes for each sample in our recursive forecasting exercise is done in a way similar to the PPT model described previously, but without the need to compute marginal likelihoods. Using output from the posterior simulator using data through time t, we calculate the optimal number of breaks as K * t = median(Pr(s t |data)), i.e. the median of the posterior of the state variable of the last observation.
In particular, we run the model for t = T 0 (where T 0 = αT ) using a large number of breaks.
Then instead of using marginal likelihoods to estimate the optimal number of breaks at time T 0 , we just use the estimate K * T 0 = median(Pr(s T 0 |data)). In the next period (t = T 0 + 1) we estimate the KP model with K T 0 +1 breaks and forecast, where we define
From the Gibbs sampler output we estimate K * T 0 +1 = median(Pr(s T 0 +1 |data)). Then we increase the observations by one (t = T 0 + 2) and set K T 0 +2 = K * T 0 +1 + 1 and so on.
In words, with number of observations t we always allow for one more break than the optimal number of breaks estimated in the previous sample t − 1. However, when we set the number of breaks using the formula K t = K * t−1 + 1, this doesn't necessarily mean that we forecast with exactly K * t−1 + 1 breaks at time t. This is the maximum number of breaks. This implies that it might be the case K * t = K * t−1 so that the number of regimes we use to forecast hasn't changed. Therefore, as we progress at time t + 1 we set K t+1 = K * t + 1 = K * t−1 + 1. Nevertheless, if the optimal number of estimated regimes at time t has actually changed to K * t = K * t−1 + 1 (we discovered an additional break), then we ought to set at time t + 1 a maximum number of regimes K t+1 = K * t + 1 = K * t−1 + 2. In the recursive forecasting setting, we repeat this procedure for t = T 0 + 1, . . . , T − h.
Forecasting with Other Models
In addition to the forecasting methods of KP and PPT outlined above, we consider a variety of other models.
Our first approach is a standard TVP-AR(q) model. This is a restricted special case of the KP approach and therefore considered as break model. That is, if we adopt the KP framework but set s t = t for all time periods (or equivalently, K max t = t and Pr (s t = t|s t−1 = t − 1) = 1 then we obtain the standard TVP model which is of the form y t = Z t β t + σ t ε t , β t = β t−1 + u t , log σ t = log σ t−1 + v t , where ε t ∼ N (0, 1), u t ∼ N (0, B 0 ) and v t ∼ N (0, δ). Note that for this special case we need extra care in defining our priors, since the autoregressive coefficients evolve as random walks for all t periods and they can easily become explosive. The priors we use for this model are
where R is a diagonal matrix with elements R{1, 1} = 5 for the intercept, and R{i, i} = 1/i for lag length i = 1, ..., p. Forecasting in this model requires first to simulate the future paths of the time-varying coefficients β t and log σ t using their random walk specifications. Then conditional on these simulated out-of-sample coefficients, we forecast y T +h as in a standard regression model.
We also present recursive and rolling AR(q) forecasting results (with q set to one and to four). Bayesian inference is used for these models using the same prior density as in the PPT implementations if we allow for a single regime. 2 For the rolling forecasts we use a window of ten years (forty observations). We tried a window of five years but the forecast results deteriorated greatly when this choice was made. A window of ten years seems reasonable since we have about thirty-five years available before the forecast period, and we want to make this different enough from the sample used with the recursive approach. 3
Finally we also use an unobserved component model with stochastic volatility (UC-SV).
We follow the formulation of Stock and Watson (2007) , who specify a model with only a time-varying trend (no AR dynamics), which takes the form
log σ ǫ,t = log σ ǫ,t−1 + v t , log σ η,t = log σ η,t−1 + w t , where in this case, (ε t , η t ) ∼ N (0, I 2 ), u t ∼ N (0, γ 1 ) and v t ∼ N (0, γ 2 ). For U.S. inflation, Stock and Watson (2007) set γ 1 = γ 2 = 0.2. We estimate these parameters and the priors we use to forecast with this model are
Forecasting in the above model is similar in spirit with the TVP and KP models. We first need to simulate the future values of the time-varying parameters, and then plug in these simulated values in the first equation of (4). Table 4 lists the models used in the forecasting evaluations, with a short definition.
Results of Forecasting Evaluations
For each series listed in Table 1 , we carry out a recursive forecasting exercise for the final thirty percent of the observations: we first estimate the models with an initial sample consisting of seventy percent of the data, and we forecast at the horizons h equal 1 and 4. Then we 2 Bayesian inference allows us to compute APL in addition to RMSE results. RMSEs calculated using OLS, do not differ much from the Bayesian results.
3 Choosing the window size optimally is discussed in Pesaran and Timmermann (2007) . Their analytical results do not apply to AR models. Using the cross-validation procedure they propose is left for future research. Table 4 : Models used in the forecasting evaluations Name Description Break models PPT10 PPT, AR(1), 0 break allowed in forecast period PPT11 PPT, AR(1), 1 break allowed in forecast period PPT40 PPT, AR(4), 0 break allowed in forecast period PPT41 PPT, AR(4), 1 break allowed in forecast period KP1 KP, AR(1) KP1 KP, AR(4) TVP1 TVP-AR(1) TVP4 TVP-AR (4) No-break models ROW1 AR(1) estimated with rolling window of 10 years ROW4 AR(4) estimated with rolling window of 10 years REC1 AR(1) estimated on expanding window REC4 AR(4) estimated on expanding window UC-SV Unobserved component model with stochastic volatility add one data point, estimate and forecast again, until the end of the data. Thus we have 61 one-step and 58 four-step ahead forecasts on which we can base the forecast evaluations.
For h > 1, our forecasts are all iterated (see, e.g., Marcellino, Stock, and Watson (2006) for a motivation for use of iterated over direct forecasts).
Our forecast metrics are RMSE and the average of log predictive likelihoods (APL). RMSE is based on point forecasts and we use the predictive median as point forecast. The predictive likelihood is the predictive density evaluated at the observed outcome. This is estimated by a nonparametric kernel smoother using draws from the predictive simulator.
We discuss the results based on the RMSE criterion in subsection 5.1, and in subsection 5.2 the results based on the APL criterion. We are interested in three questions:
Question 1: How does the forecasting performance differ between break models and no-break models?
Question 2: How does the forecasting performance differ between PPT, KP, and TVP?
Question 3: How does the forecasting performance differ between lag orders?
RMSE Results
We provide in Table 5 the list of the best model for each series, together with the relative performance of the best break model with respect to the best no-break model. It appears that according to the RMSE criterion, at horizon one, the break models are the best in 83 percent of all series (26 for PPT, 22 for KP1, and 35 for TVP1). At horizon four, the break models forecast better in 70 percent (30 for PPT1, 10 for KP1, and 30 for TVP1). REC is best for four series at horizon one and five at horizon four, ROW is best only for one series at horizon four, and UC-SV as well. These scores do not take account of the magnitude of the differences of the RMSE between the different models (for this see below). Though there are many cases where the best model differs between horizons one and four, a switch between a break model and a no-break one happens in seven series on a total of twenty-three.
With the results in Tables 5, we can answer to our questions about the forecasting performance of the different models.
Question 1: To answer, we compare the best break model RMSE value to the best no-break model value, see columns "% diff." in the first panel of Table 5 . For example, a value of -3 (+3) means that the best break (no-break) model has its RMSE three percent smaller (larger) than the RMSE of the best no-break (break) model. Although for a high proportion of the series the differences are negative, they are nevertheless small, by what we mean they are less than five percent (often much less). Exceptions are, at horizon one, series 10 (-6 for KP1), 17 (-18 for TVP1), and 20 (-11 for KP4). At horizon four, one difference is larger than 5 (series 10, +11 for REC4). A standard t-test for the nullity of the mean of the differences is significant at the five percent level for horizon one, but not for horizon four. In brief, there is some weak evidence in our results that break models perform a little better than no-break models.
Question 2: The relative differences (in percent) between the RMSE of the different models for forecasts at horizon one are shown in the second panel of Table 5 . For example, the value -0.49 of series 1 for a comparison of PPT10 and KP1 means that PPT10 is performing better than KP1 by almost half a percent. Means and standard deviations are given at the bottom of each column. The results show that for most series the differences are small, and there are a few cases where they are large. On average, for models with one lag, PPT performs slightly better than KP, and TVP better than the other two models. For models with four lags, PPT See Table 4 for model definitions. The "%diff" are computed as [(smallest RMSE across the break models/smallest RMSE across the no-break models)-1]x100. A * means no breaks was detected for the series. More detailed results are available in Tables 1 and 2 of the online Appendix.
performs better on average than the other two models, and TVP dominates KP. Nevertheless given the large standard deviations due to a few large differences, no mean difference is significant even at the ten percent level. For forecasts at horizon four (not reported), no mean difference is larger than plus or minus one per cent, and none is significant even at the ten percent level.
Question 3: The relative differences (in percent) between the RMSE of the different models for forecasts at horizon one are reported in the third panel of Table 5 . These results indicate that the models with four lags perform a little better than those with one lag, maybe not a surprise for quarterly data. However, the differences are significant at the ten percent level on average only for PPT and REC. At horizon four, the mean differences (not reported) are smaller than plus or minus one percent except for REC1/REC4 (3.54) and are insignificant at the 10 percent level.
APL Results
In Table 6 we list the best model for each series, together with the relative performance of the best break model with respect to the best no-break model. It appears that according to the APL criterion, at horizon one, the break models are the best in 22 percent of all series (9 for PPT, 4 for KP1, and 9 for TVP1). At horizon four, the break models forecast better also in 22 percent (13 for PPT1, 0 for KP1, and 9 for TVP1). ROW is the best at horizon one for fourteen series (61 percent) and seventeen (74 percent) at horizon four. REC is the best for four series at horizon one and one at horizon four, and UC-SV is dominated by all other models. These scores do not take account of the magnitude of the differences of the APL between the different models but suggest that ROW is by far dominating the other models (for this see question 1 below). Though there are many cases where the best model differs between horizons one and four, a switch between a break model and a no-break model happens in six series on a total of twenty-three.
With the results in Table 6 , we can answer to our questions about the forecasting performance of the different models.
Question 1: To answer, we compare the best break model APL value to the best no-break model value, see columns "% diff." in the first panel of Table 6 . For example, a value of +4 (-4) means that the best break (no-break) model has its APL four percent larger than See Table 4 the APL of the best no-break (break) model. At horizon one, the differences are larger than five percent in absolute value for twelve series, and only for one (series 16) the difference is positive. At horizon four, nine differences are smaller than minus five percent and four are larger than five percent. A test for the nullity of the mean of the differences is significant at the one percent level for both horizons. In brief, there is strong evidence in our results that the no-break models (especially ROW) perform much better than break models, though there are a few exceptions (series 16 at both horizons, series 9, 10 and 20 at horizon four).
Question 2: The relative differences (in percent) between the APL of the different models for forecasts at horizon one are shown in the second panel of Table 6 . For example, the value 8.28 of series 1 for a comparison of PPT10 and KP1 means that PPT10 is performing better than KP1 by a little more than 8 percent. The differences vary a lot, and there are a few cases where they are very large. On average, for both lag orders, PPT performs slightly better than KP but not significantly even at the ten percent level, and TVP is significantly dominated by the other two models. These conclusions remain valid at horizon four.
Question 3: The relative differences (in percent) between the APL of the different models for forecasts at horizon one are reported in the third panel of Table 6 . On average models with four lags do not perform better than models, except for TVP and recursive OLS. The latter is the single case where the mean difference is significant (at the one percent level).
At horizon four, the results (not reported) are more clearly in favour of the models with one lag: mean differences are larger than three per cent and significant at least at the five percent level except for recursive OLS, for which the difference is -1.1 percent and insignificant.
Discussion of Previous Results
For the APL criterion and the last thirty percent of the sample that serves as the forecast period, we find that the no-break models, especially rolling AR, perform significantly better than the break models. For the RMSE criterion, we find some weak evidence in favour of break models. Why this difference?
The APL criterion takes into account the whole shape of the predictive density. This is not normal despite the assumption of normality (conditional on the parameters), because it is integrated with respect to a posterior distribution that is not symmetric. However our predictive densities are very moderately skewed since we forecast at short horizons. Therefore, we can summarize the shape of our predictive by their standard deviation. The RMSE results indicate that in terms of the location of the point forecasts in the support of the predictive densities, the two kinds of models (break/no-break) are roughly equivalent on average (of course, individual exceptions occur). Thus logically the differences in the APL results must be (at least partly) due to differences in the standard deviation of the predictive densities. In the results, we find some weak evidence that supports our explanation.
Our rationale uses estimation results reported in Table 3 for the PPT-and KP-AR (1) models and also for the no-break AR(1) models estimated with an expanding window (AR (1) full sample header, named REC hereafter) and a rolling window of forty observations (AR (1) last forty data, named ROW1 hereafter). For the latter, in the last three columns of the table, we report two sets of point estimates: on the first row the estimates are computed with the last forty observations of the full sample, on the second row (in italics), they are computed with the last forty observations of the sample that ends just before the forecast period begins (1995) . We call the latter the pre-forecast sample. For example, for series 1, the posterior expectation of the error variance is equal to 0.36 for the last forty observations of the full sample, 0.26 for the pre-forecast sample, and 0.69 for the full sample.
If we compare the pre-forecast ROW1 variance estimates with those of the regime generating the PPT and KP forecasts, we find that for most series the ROW1 estimate is smaller than the PPT, KP, or even REC estimates. 4 This is nothing else but the effect of the great moderation. Since the variance of the error determines to a large extent the predictive variance, we expect that that for the series witnessing this effect, the predictive densities are more concentrated when based on estimates using essentially data in that period than using data covering the period that precedes the great moderation (remember that the great moderation starts in the mid-eighties and our forecast period starts about ten years later). Thus for an observation that is not far from the mean, the predictive density of ROW1 should be larger than the predictive of PPT, if the predictive densities have similar means. For an observation far in the tails, the reverse is true. We indeed observe this on many graphs of predictive densities. Hence if the observations of the forecast sample are not outliers in the predictive, and the predictive of both models have approximately the same mean at every date, the APL of ROW1 should be larger than the APL of PPT.
To be concrete on this, let us compare the σ 2 estimate that is effective at the beginning of the forecast period from PPT-AR(1) with the σ 2 estimate from the AR(1) model on the pre-forecast period. The error variance estimates of AR (1) 
Sensitivity Analyses
We perform two sensitivity checks. The first is with respect to the forecast period: we focus on the last three years of data, starting in 2007, quarter three, which corresponds more or less to the beginning of the global financial crisis, until the end of the sample (i.e. twelve observations). The second check concerns the influence of the prior used in the break models.
Forecast performance since the middle of 2007
These results were obtained with the same prior as in the previous section. We focus on question 1 since for the other questions the previous answers are unchanged, with the exception that for question 2, using the RMSE criterion, PPT performs significantly better on average than KP at both horizons.
For the RMSE criterion, break models perform better than no-break models in about eighty percent of series at both horizons and on average (see the negative means in Table 7 ).
These differences are significant on average at the five percent level, as the t-statistics in the table reveal. This is stronger than in the results for the last thirty percent of the sample (see subsection 5.1).
For the APL criterion, we find that break models perform better than no-break models in about fifty percent of series at horizon 1, and the (slightly negative) mean difference is not significant. At horizon four, break models dominate in about eighty percent of series and the mean difference (of almost +12 percent) is significant at the one percent level. These conclusions are different from what we found for the last thirty percent of the sample, where the no-break models, especially ROW, were clearly the winners (see subsection 5.2).
We can explain the improved performance of the break models with respect to ROW for the last twelve observations by the same argument as in subsection 5.3, but reversed. Mean is the mean of percentage differences of the series.
Impact of the prior for break models
In Bayesian inference, it is good practice to assess the sensitivity of the results with respect to the informative content of the prior. Thus we have computed again all the results with different sets of prior hyperparameters, one implying a more informative prior (PRIOR M), and the other a less informative prior (PRIOR L) than our intermediate prior (PRIOR I) used for getting all the results reported in the previous (sub)sections. The parameter values of PRIOR I are given in the online Appendix.
All our priors (M, I, L) imply that the unconditional prior expectations are equal to zero for the regression coefficients of the AR(1) or AR(4) equations in each regime since E(β j ) = E[E(β j |β 0 )] = E(β 0 ) and the latter is set to zero. They imply non-existing second 5 To get an idea of this, compare the two estimates of σ 2 for each series in the last column of Table 3 . In PRIOR L, we set c = 100, implying standard deviations equal to 10 for β 0 , that is ten times larger than the corresponding value in PRIOR I (which has c = 1). We are also less informative on error variances of AR equations by setting ρ = 0.01 and d = 0.01 (instead of 0.1 for both in PRIOR I) in the PPT model. In the KP model, we set V ω = 100 (instead of 1) and κ 1 = κ 2 = 0.01 (instead of 0.5).
In PRIOR M, we set c = 0.01I m , implying a more precise prior (with standard deviations of 0.1) than in PRIOR I. For the other parameters of the prior, the values are the same as in PRIOR I.
Computed by simulation, the highest prior density interval of ninety percent level for each regression coefficient is equal to (−17, +17) for PRIOR L, (−3.9, +3.9) for PRIOR I, and (−2.6, +2.6) for PRIOR M. Notice that if c is set to a smaller value than 0.01, the last interval does not shrink due to the E(B 0 ) term that is not finite. Compared to the precisions typically implied by the type of data and sample size we use, all these priors are little informative, but PRIOR L is substantially less tight than the other two, while PRIOR M is slightly more concentrated than PRIOR I. In Table 8 , we summarize the difference between the results with the three priors, for both criteria and for AR(1) specifications.
For each series, horizon, and forecasting model (among PPT10, PPT11, and KP1), we compute the percentage difference in each criterion value (RMSE and APL) of PRIOR M and PRIOR L relative to PRIOR I. Then we take the average of these values over all series and we test the significance of the mean. For example, the positive mean of 0.51 for the RMSE criterion for PPT11 at horizon one indicates that on average the performance is better with PRIOR I than with PRIOR L, by half of a percent. The corresponding t-statistic (0.76)
indicates that this is not significant even at the ten percent level. For the APL criterion, a negative mean such as −2.42 for PPT11 at horizon one indicates a better performance with PRIOR I than PRIOR L.
For the RMSE criterion, the differences of performance are tiny (nine out of twelve are Mean is the mean of percentage differences of all series.
under one percent) and statistically insignificant: the largest difference is at horizon four for KP1 (2.76 percent in favor of PRIOR L relative to I) and it is the single one that is significant (t-stat −2.12). Globally, for PPT models the mean differences suggest that a more informative prior reduces the RMSE, but of course this observation is conditional on the range of priors we have used.
For the APL criterion, the differences are slightly larger in favor of PRIOR I relative to M (with one exception for KP1 at horizon one): they are close to one percent but none is significant at the ten percent level. For PRIOR L relative to I, they vary between two and six percent in favor of PRIOR I for PPT, and they are slightly over three percent for KP in favor of PRIOR L. The six t-statistics are larger than one and three of them are significant at the one percent level. Contrary to what we find for the RMSE, there is no evidence that a more (or less) informative prior improves the APL values.
Conclusion
In this paper, we have compared various forecasting procedures which allow for structural breaks in a wide variety of common US macroeconomic time series. Our set of forecasting procedures is divided into two groups: ones which formally model the break process (KP, PPT and TVP) and those which do not (rolling and recursive window based forecasts, and UC-SV).
Our empirical results do not tell one single consistent story, but rather a variety of stories.
Most importantly, we have added to the literature establishing the widespread existence of structural breaks in major macroeconomic time series. Our results also show the importance of using a forecasting method which allows for parameter change of some sort. However, perhaps unsurprisingly, we have not established that there is one single forecasting method that always is to be preferred. Each of our methods performs well in some cases, but not as well in others.
One of our findings is that, in terms of predictive likelihoods, it is often the case that rolling (fixed window) forecasts are even better than approaches which formally model the break process. In Section 5.3, we have offered an explanation for this. However, it is worthwhile to expand on this finding. In an effort to produce automatic forecasting procedures, suitable for repeated use with many data sets, this paper has used very simple implementations of the models of KP and PPT. In particular, for each series, we have used the same models (i.e.
AR models), with the same prior (a relatively noninformative one) and the break process has been modelled in a very simple way. It is possible that the approaches of KP and PPT are not well-designed for use in such a black box fashion in such simple models. For instance,
we have imposed that breaks in AR coefficients and error variance occur at the same time.
But in some of the series, it looks to be the case that having separate break processes for the error variance and AR coefficients would be useful (i.e. ensuring more parsimony by allowing breaks in the conditional variance but not in the conditional mean). Also, it is likely that calibrating priors on a case-by-case basis (or using more sophisticated hierarchical priors as in KP) could improve forecast performance. And, the hierarchical structures of KP and PPT will tend to be of most use in more complicated forecasting models (e.g. involving many predictors or with VARs) where rolling or recursive forecasting methods can perform poorly (see, e.g., Korobilis and Koop (2010) ) rather than simple univariate AR setups.
In sum, in this paper we have established the importance of structural breaks for forecasting in many macroeconomic time series. However, we also recommend the careful development of appropriate structural break models on a case-by-case basis as opposed to use of an automatic procedure.
Topics for further research include repeating the forecasting evaluations with monthly data, using the Poisson prior of KP, and other models and techniques for dealing with struc-tural breaks, in particular the mixture innovation model of Giordani and Kohn (2008) which nests several models of structural change including variants of the KP model. That approach is based on Gerlach, Carter, and Kohn (2000) where the method for detecting the break dates is different from that of Chib (1998) . Another issue of interest for future work is whether data transformations have impact on break detection and forecast performance.
