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АНАЛИЗ ВИБРАЦИОННЫХ СИГНАЛОВ МАШИН
С ПРИМЕНЕНИЕМ ЭМПИРИЧЕСКОГО МЕТОДА
ДЕКОМПОЗИЦИИ
КАН ШОУЧЯН, В. И. МИКУЛОВИЧ
Представлен метод подавления шума в вибрационных сигналах машин на основе эмпирического метода декомпозиции
(EMD), позволяющего любой произвольный сигнал разделить на семейство существенных модальных функций (IMF).
Для более эффективного подавления шума в разных группах компонентов IMF предложено использовать различные
методы вычисления уровня порога: метод мягкого порога EMD и метод оценки энергии шума. Приводятся резуль-
таты экспериментальных исследований вибрации вертолета с несбалансированным рулевым винтом, подтверж-
дающие эффективность рассмотренного метода.
The paper presents a procedure of noise suppression in vibration signals of machines based on empirical method of de-
composition (EMD), which allows dividing any arbitrary signal into a family of essential modal functions (IMF). For more
effective noise suppression, it was proposed  to use different methods of calculation of noise threshold: EMD method of
soft threshold and method of noise energy assessment. Results of experimental studies of vibrations of a helicopter with
unbalanced antitorque propeller are presented, confirming the effectiveness of the considered method.
Функционирование промышленного оборудова-
ния с вращающимися деталями неразрывно свя-
зано с вибрацией корпусов, опор, составных частей
и отдельных деталей. В зависимости от техничес-
кого состояния машин интенсивность и характер
вибрации проявляются самым разным образом.
Углубленный и разноплановый анализ вибрацион-
ных сигналов позволяет решать многие задачи тех-
нической диагностики и прогнозирования, выяв-
лять зарождающиеся дефекты на ранней стадии
их возникновения. Однако сложная внутренняя
структура вибрации, ее нестационарный характер
и наличие разномасштабных локальных особен-
ностей существенным образом затрудняют про-
цесс обработки механических колебаний и выде-
ления информативных (диагностических)
признаков [1].
В настоящее время для обработки вибрацион-
ных сигналов в большинстве случаев применяется
классический метод спектрального анализа, осно-
ванный на дискретном преобразовании Фурье.
При этом предполагается, что анализируемые про-
цессы являются стационарными или, по меньшей
мере, квазистационарными. Вследствие такого до-
пущения спектральный Фурье-анализ является
малоинформативным при исследовании мгновен-
ной структуры нестационарных процессов, так
как не отражает их частотно-временных характе-
ристик [2].
Указанные проблемы частично решаются пе-
реходом к кратковременному (скользящему) пре-
образованию Фурье с адаптацией временных окон
структурным изменениям сигнала таким образом,
чтобы гипотеза стационарности была приемлема.
Основным недостатком такого подхода является
непреодолимое противоречие между временным
и частотным разрешением [2, 3].
В настоящее время показано, что анализ сигна-
лов скользящими окнами является частным случаем
анализа в базисе вейвлетов. Вейвлетный анализ, как
известно, является весьма эффективным современ-
ным методом обработки сложных сигналов, позво-
ляющим детально анализировать их структуру в
частотно-временном представлении [3].
Отличительной особенностью анализа в базисе
вейвлетов является его высокая чувствительность
к кратковременным высокочастотным флуктуаци-
ям сигнала, так как окно вейвлета обеспечивает
адекватную оценку таких флуктуаций за счет од-
новременного увеличения амплитуды окна при
уменьшении его ширины. При этом разрешающая
способность анализа во временной области воз-
растает с увеличением частоты. Тем не менее, при
выборе разных базисных функций разложение
(декомпозиция) сигнала оказывается не единс-
твенным.
Наиболее эффективным для обработки слож-
ных сигналов различной природы может быть
преобразование Гильберта–Хуанга (Hilbert–Huang
transform — HHT), под которым понимается со-
вокупность EMD нелинейных и нестационарных
сигналов и преобразования Гильберта [2]. HHT в
целом представляет собой частотно-временной
анализ данных и не требует выбора априорного
функционального базиса из заранее известного
набора, как это делается в Фурье и вейвлет-пре-
образованиях. Базисные функции, называемые
«существенной модальной функцией» (intrinsic
mode function — IMF) или эмпирическими мода-
ми, в этом случае адаптивно извлекаются из ана-© Кан Шоучян, В. И. Микулович, 2010
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лизируемых сигналов процедурами отсеивания
EMD. Причем разложение осуществляется с уче-
том локальных особенностей (экстремумов и ну-
лей) и индивидуальной внутренней структуры
сигналов: наличия амплитудной, частотной и фа-
зовой модуляции, шумов и помех, выбросов.
Данный метод позволяет преодолеть проблему
выбора базисных функций в вейвлетном преоб-
разовании и существенно повысить точность по-
лучаемых результатов. Кроме того, на основе эм-
пирического метода декомпозиции можно решать
и задачу понижения уровня шума, присутствую-
щего в обрабатываемых сигналах, так как для вос-
становления сигнала могут использоваться выб-
ранные компоненты IMF с фильтрацией или с ус-
тановлением порога, ограничивающего уровень
шума.
Целью предлагаемой работы является приме-
нение метода EMD для удаления шумов в виб-
рационных сигналах с тем, чтобы повысить дос-
товерность выявления диагностических призна-
ков в системах контроля состояния машинного
оборудования.
Алгоритм EMD. Эмпирический метод деком-
позиции, как было отмечено выше, включает раз-
ложение заданного сигнала x(t) на ряд существен-
ных мод (IMF). Каждая IMF заменяет отдельные
составляющие анализируемого сигнала в опреде-
ленном масштабе или в определенной полосе час-
тот и должна удовлетворять следующим усло-
виям:
– во всем наборе данных число экстремумов
и число пересечений нулевого уровня должно
быть либо равным, либо отличаться максимум на
единицу;
– в любой точке среднее значение огибающей,
определенной локальными максимумами, и оги-
бающей, определенной локальными минимумами,
должно быть нулевым.
Разложение в EMD начинается с самой высо-
кочастотной моды, содержащейся в сигнале x(t),
так что каждая последующая IMF содержит ко-
лебания более низкой частоты, чем предыдущая.
Чтобы произошло успешное разложение на эм-
пирические моды, сигнал x(t) должен иметь, по
крайней мере, два экстремума: один минимум и
один максимум.
В общем виде алгоритм EMD включает сле-
дующую последовательность операций [2].
1. Определение всех экстремумов (максимумов
и минимумов) исходного сигнала x(t).
2. Нахождение верхней Amax(t) и нижней Amin(t)огибающей по всем локальным максимумам и ми-
нимумам соответственно. Для этой цели чаще
применяется интерполяция кубическими сплайна-
ми.
3. Вычисление среднего значения полученных
огибающих m1(t) = [Amin(t) + Amax(t)]/2.
4. Выделение разности h1(t) = [x(t) – m1(t)].Если h1(t) не удовлетворяет двум условиям,указанным выше, то h1(t) используется в качествеисходного сигнала для повторения пунктов (1–3)
до тех пор, когда функция h1k(t) = h1(k-1)(t) – m1k(t)будет удовлетворять им. В этом случае функция
c1(t) = h1k(t) будет являться IMF1 сигнала x(t).Вычитая функцию c1(t) из x(t), получим:
x(t) – c1(t) = r1(t). (1)
Функция r1(t) используется далее для выпол-нения этапов (1–4). В результате будет получена
функция c2(t), которая будет IMF2 сигнала x(t).Повторяя данную операцию, можно получить
n компонентов IMF  x(t):
 
r1 − c2(t) = r2
rn−1 − cn(t) = rn 
. (2)
Выражения (1) и (2) позволяют получить де-
композицию x(t) в n-эмпирическом приближении:
x(t) = ∑ 
i=1
n
ci(t) + rn , (3)
где rn — последний остаток.Шумоподавление с использованием мягкого
порога EMD. Шумы, сопровождающие полезную
информацию в сигнале, удовлетворяют приведен-
ным выше определениям функций IMF и при раз-
ложении в EMD они в основном «отсеиваются» в
высокочастотные компоненты IMF. Однако на эти
же компоненты могут оказывать влияние и высо-
кочастотные составляющие информационной части
сигнала в зависимости от их положения в главном
частотном диапазоне. Поэтому первоочередной ста-
новится задача формирования определенных кри-
териев отбора только шумовых компонентов IMF
для исключения их при последующей реконс-
трукции сигнала. В этом случае все компоненты
IMF можно разделить на компоненты с преоблада-
ющим шумом и компоненты с преобладающим по-
лезным сигналом. Затем для удаления шума в каж-
дой из этих групп компонентов IMF можно исполь-
зовать метод мягкого порога EMD или метод оценки
энергии шума. После чего по выбранным компо-
нентам IMF можно восстановить сигнал с меньшим
уровнем шума [4].
Пусть сi(t) — детерминированные IMF конеч-ной длины L, а IMi — IMF с аддитивными шумами
ni(t) и дисперсией σi2 (t):
IMi(t) = ci(t) + ni(t). (4)
Тогда оценка компонентов IMF  c^i(t) с учетом
удаленного шума может быть определена таким
образом:
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c^i(t) = Г(IMi, τi), (5)
где Г(IMi, τi) — пороговая функция или метод
фильтрации, определяемый параметрами τ1, при-менительно к IMi сигнала.Тогда восстановленный сигнал с пониженным
уровнем шума x^(t) определяется как:
x^(t) = ∑ 
i=1
n
c^i(t) + rn(t) . (6)
Для снижения уровня шума метод EMD можно
комбинировать с методом фильтрации типа сгла-
живания Савицкого–Голэя или нелинейного пре-
образования с установлением мягкого порога [5].
Удаление шумов с использованием мягкого
порога EMD. Сглаженный вариант входных дан-
ных можно получить путем установления порога
IMF до восстановления сигнала. Если Г(IMi, τi)
— пороговая функция, а τi — пороговое значение,то его можно определить многими способами [6].
Донохо и Джонстоун [6] предложили универ-
сальный порог τi для удаления гауссова шума, ко-торый задается посредством равенств:
τi = σ^i√⎯⎯⎯⎯⎯⎯⎯2 log(n) , (7)
σ^i = MAD i  ⁄ 0,6745  , (8)
где n — число компонентов IMF; σ^i — дисперсия
шума i-го компонента IMF; MADi — абсолютноесреднее отклонение i-й IMF:
MAD i = Med  
⎧⎨⎩ |IMi(t) − Med ⎧⎨⎩ IM i(t)⎫⎬⎭ | ⎫⎬⎭. (9)
Вместо установления одного глобального по-
рога для исходных сигналов здесь в зависимости
от уровня шума используется совокупность по-
рогов по одному для каждой IMF (масштабный
уровень). Метод установления мягкого порога
сжимает компоненты IMF на τi по направлению
к нулю следующим образом:
c^i(t) = 
⎧
⎨
⎩
⎪
⎪
IMi(t) − τi, если  IMi(t) ≥ τi
              0, если   |IMi(t)| < τi
IMi(t) + τi, если    IMi(t) ≤ τi
 . (10)
Оценка уровня энергии белого шума в EMD.
Для компонентов IMF преобладающего полезного
сигнала применение формулы (8) некорректно.
Энергия гауссового шума может быть оценена не-
посредственно [4]:
EiT
_
i = const , (11)
где Ei — плотность энергии шума i-го компонента
IMF; T−i  — значение его среднего периода.
Средний период может быть получен усред-
нением мгновенной частоты преобразования
Гильберта первого компонента IMF. На осно-
вании энергии этого шума и среднего периода те-
кущего IMF можно оценить энергию шума сле-
дующим образом:
Ei + 1 = const  / T
_
i + 1 . (12)
Экспериментальные исследования. В качес-
тве иллюстрации возможностей разработанного
метода ниже приводятся результаты обработки
вибрационных сигналов с выхода датчика виб-
рации AP38, установленного на главном редук-
торе одного из вертолетов в исправном состоянии
и с повышенной вибрацией. Первоначально пред-
полагалось, что причиной этому является несба-
Рис. 1. Результаты декомпозиции вибрации (а) и амплитудный спектр компонентов IMF (б) (исправное состояние)
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лансированность несущего винта. Однако его ба-
лансировка не давала ожидаемых результатов.
Для выявления источника повышенной виб-
рации были выбраны следующие частотные диа-
пазоны: 2…20 Гц (несущий винт) и 10…30 Гц
(рулевой).
На рис. 1 представлены результаты декомпо-
зиции вибрации исправного и неисправного вер-
толета на 11 компонентов IMF и остаток res., а
их амплитудные спектры — на рис. 2.
В соответствии с определенным частотным ди-
апазоном для дальнейшего анализа выбраны ком-
поненты IMF5-IMF11. На рис. 3 показаны восста-
новленные на основе выбранных компонентов
IMF сигналы и их амплитудные спектры до и пос-
ле шумоподавления с использованием методов
мягкого порога EMD и оценки энергии шума для
исправного, а на рис. 4 — неисправного вертолета.
Как видно, амплитудные спектры, представ-
ленные на рис. 3, 4, позволяют лучше обнаружить
присутствие мощных гармонических составляю-
щих в полосе частот от 18 до 19 Гц, которые от-
сутствовали в амплитудном спектре вибрации ис-
правного вертолета.
Как оказалось, в данной частотной полосе рас-
положена первая гармоника вибрации рулевого
винта, которая появилась вследствие несбаланси-
рованности хвостового винта, вызванная дефек-
том сборки его редуктора. После выполнения со-
ответствующих работ по его балансировке виб-
рация вертолета стала соответствовать нормаль-
ному уровню.
Рис. 2. Результаты декомпозиции вибрации (а) и амплитудный спектр компонентов IMF (б) (неисправное состояние)
Рис. 3. Восстановленные сигналы до (а) и после шумоподавления (б) и их амплитудные спектры (в, г) для исправного
вертолета
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Для сравнения вибрационные сигналы верто-
лета в исправном и неисправном состоянии с ис-
пользованием вейвлета Добеши-5 были разложе-
ны на отдельные компоненты с масштабом де-
композиции j = 5. На рис. 5, 6 представлены ам-
плитудные спектры выбранного коэффициента
аппроксимации для пятого масштаба (частотный
диапазон 0…30,5175 Гц) до и после шумоподав-
ления с использованием метода мягкого порога.
Как видно, шумоподавление с применением
этого метода в данном случае неидеально для низ-
ких частот, и, кроме того, получаемые результаты
неоднозначны при выборе различных базисных
функций вейвлета.
Сравнение результатов шумоподавления в
вейвлет-анализе и методе EMD совместно с Фурье-
анализом показывает, что метод EMD позволяет
получать лучшие результаты, чем вейвлет-анализ,
и не требует предварительного выбора подходя-
щей базисной функции, что в вейвлет-анализе сос-
тавляет достаточно сложную проблему. При этом
отношение сигнал — шум увеличивается более
чем на 8 дБ.
Рис. 4. Восстановленные сигналы до (а) и после шумоподавления (б) и их амплитудные спектры (в, г) для неисправного
вертолета
Рис. 5. Спектр вибрации исправного вертолета до (а) и после шумоподавления (б)
Рис. 6. Спектр вибрации неисправного вертолета до (а) и после шумоподавления (б)
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Выводы.
В результате проведенных исследований установ-
лено, что метод EMD характеризуется вполне оп-
ределенной частотной избирательностью на каж-
дом уровне компонентов IMF.
Для более эффективного подавления шума в
разных группах компонентов IMF лучше исполь-
зовать различные методы вычисления уровня по-
рога: метод мягкого порога EMD и метод оценки
энергии белого шума. Применение одинакового
метода вычисления порога приводит к значитель-
ным искажениям в реконструированных сигналах.
Спектральный анализ отдельных компонентов
IMF, соответствующих определенным частотным
диапазонам вибрации, является наиболее эффек-
тивным для вибрационной диагностики машин.
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