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Kapitel 1
Einleitung
Der etwas lang geratene Titel dieser Shrift, Tehnishe Grundlagen für eine empi-
rish fundierte Phonetik des Deutshen, bedarf einiger Erläuterung vorab. Zunähst
soll der genannte Hauptgegenstand der folgenden Darlegungen, Tehnishe Grund-
lagen, darauf hinweisen, daÿ es sih hier niht um eine vollständige Monographie
über die Phonetik des Deutshen handelt, sondern um die Beshreibung einer wis-
senshaftlihen Methode, die es (in zukünftiger Arbeit) hoentlih ermöglihen soll,
zu einer vollständigen Theorie der deutshen Phonetik
1
zu gelangen. Gleihzeitig will
das Wörthen empirish den Leser darauf aufmerksam mahen, daÿ diese Arbeit auf
einen strikt exploratorishen Ansatz abzielt, wie er für die klassishen Geisteswis-
senshaften in der hier angestrebten Form ungewöhnlih ist. Näheres dazu werde
ih im Abshnitt 2.3 ausführen. Der vorliegende Text versteht sih daher weniger
als Lehrbuh, sondern vielmehr als eine Anleitung zur Erzeugung von statistish
signikanten Daten aus gemessenen physikalishen Signalen, welhe dann wiederum
als Basis für weitere Untersuhungen bzw. Theoriebildungen dienen mögen.
Der Text, so wie er in dieser Shrift vorgelegt wird, faÿt Ergebnisse und Methoden
zusammen, welhe von einer interdisziplinär gemishten Gruppe von engagierten jun-
gen Wissenshaftlern in den Jahren 1995 bis 2000 unter meiner wissenshaftlihen
Leitung erarbeitet wurden. Zu dieser Gruppe gehörten und gehören neben Phone-
tikern auh Ingenieure, Computerlinguisten, Psyholinguisten und Physiker, welhe
sih zu diesem ungewöhnlihen Thema an der Ludwig-Maximilians-UniversitätMün-
hen zusammengefunden hatten. Das Resultat ihrer Bemühungen ist in der Fahwelt
in zahlreihen Publikationen unter dem Namen 'MAUS' ('Munih AUtomati Seg-
1
engl. Complete Phoneti Theory (CPT).
3
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mentation') bekannt geworden ([41, 3, 40, 22, 21, 55℄); folglih wird sih ein groÿer
Teil dieser Shrift mit diesem Analyse-Werkzeug als Manifestation der hier darge-
legten Ideen beshäftigen.
Zunähst aber möhte ih in diesem einleitenden Kapitel kurz den weit gespann-
ten Kontext skizzieren, bevor im zweiten Abshnitt auf die konkreten Motive für
diese Arbeit eingegangen wird. Die nahfolgenden drei Hauptkapitel shildern das
Grundprinzip, nah welhem die MAUS-Methode funktioniert, erläutern, welhe Er-
gebnisse damit zu erzielen sind, und in welhen Forshungszweigen diese Ergebnisse
bereits erfolgreih eingesetzt wurden bzw. ein Einsatz denkbar und sinnvoll wäre.
Ih habe mih bemüht, diese Hauptkapitel bei aller Liebe zum tehnishen Detail
verständlih und übersihtlih zu gestalten. Es kam mir mehr auf das Verständnis
des Grundprinzips an, weniger auf die doh relativ komplizierten Detaildarstellun-
gen. Aus diesem Grunde verzihten wir dort auh weitgehend auf mathematishe
Formulierungen oder tehnishe Anleitungen. Der an diesen Details interessierte Le-
ser ndet jedoh im Anhang eine umfangreihe Darstellung der Methoden in einer
formalen Form, welhe es im Prinzip erlauben sollte, alle hier dargestellten Experi-
mente nahzuprogrammieren. Ein groÿer Teil dieser rein tehnishen Darstellungen
ist der Arbeit von Dr.-Ing. Andreas Kipp entnommen, der bis 1998 Mitglied meiner
Gruppe war. Auh die den normalen Leser eher weniger interessierenden Einzelhei-
ten der verwendeten empirishen Sprahkorpora habe ih aus dem Haupttext in den
Anhang verbannt.
Die wissenshaftlihe Arbeit ist keineswegs abgeshlossen; das MAUS-System ent-
wikelt sih in ganz neue Formen, auf die hier niht im Detail eingegangen werden
kann, weil sie noh Gegenstand von mehreren Dissertationen sind, die sih in Ar-
beit benden. Der historishe Stand der wissenshaftlihen Arbeit an der MAUS-
Methode, wie er hier dargelegt wird, ist daher ungefähr der Beginn des Jahres 1999.
Im Literaturverzeihnis sind jedoh auh sämtlihe Veröentlihungen zu späteren
Arbeiten aufgeführt.
Shlieÿlih bleibt noh anzumerken, daÿ die MAUS-Methode mittlerweile von ande-
ren Kollegen, insbesondere an der University of California, Berkeley, adaptiert und
weiterentwikelt wurde. Diese Tatsahe zeigt uns einerseits, daÿ MAUS oensiht-
lih eine überzeugende und auf andere Sprahen übertragbare Methode darstellt,
und andererseits, daÿ unser Ansatz, in der ersten Stufe auf dem Weg zu einer empi-
rish fundierten Theorie der Phonetik zunähst exploratorish vorzugehen, auh an
anderen Forshungseinrihtungen verfolgt wird.
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1.1 Phonetik und Phonologie
Über das Verhältnis von Phonologie und Phonetik ist im vergangenen Jahrhundert
so viel geshrieben worden, daÿ eine auh nur ansatzweise abdekende Übersiht den
Rahmen dieses einführenden Kapitels bei weitem sprengen würde. Da diese Arbeit
sih aber genau mit dem Kernproblem, nämlih der Relation von Symbolen und
Signalen beshäftigt, besteht die Gefahr, in diesen Strudel der wissenshaftlihen
Auseinandersetzungen hineingezogen zu werden. Deshalb muÿ hier ganz kurz auf
die Situation eingegangen werden.
Die Untersheidung zwishen dem Sprehen als einem immer einmaligen Vorgang in
der gegebenen Wirklihkeit und der Sprahe, derer sih der Spreher bedienen muÿ
und die er deshalb als ein mehr oder weniger feststehendes Regelsystem et. erlernt,
d.h. erworben haben muÿ, wird bei Trubetzkoy ausführlih erläutert ([49℄, S. 5).
Bezugnehmend auf Ferdinand Sausure untersheidet er zwishen dem Sprehakt und
dem Sprahgebilde:
Jedesmal, wenn ein Mensh einem anderen etwas sagt, liegt ein Spreh-
akt vor. Der Sprehakt ist immer konkret, ndet an einem bestimmten
Ort und zu einer bestimmten Zeit statt. Er setzt voraus: einem bestimm-
ten Spreher (einen Sender), einen bestimmten Angesprohenen (einen
Empfänger) und einen bestimmten Sahverhalt, worauf er sih bezieht.
2
...
Im Gegensatz zum immer einmaligen Sprehakt ist die Sprahe oder
das Sprahgebilde etwas Allgemeines und Konstantes. Das Sprahgebilde
besteht im Bewuÿtsein aller Mitglieder der gegebenen Sprahgenossen-
shaft und liegt unzähligen konkreten Sprehakten zugrunde. Anderer-
seits hat aber das Sprahgebilde keine andere Existenzberehtigung als
die Ermöglihung der Sprehakte und besteht nur insoweit sih die kon-
kreten Sprehakte darauf beziehen, d.h. insoweit es sih in den konkre-
ten Sprehakten aktualisiert. Ohne konkrete Sprehakte würde auh das
Sprahgebilde niht bestehen. Somit setzen Sprehakt und Sprahgebilde
beide einander voraus. Sie sind untrennbar miteinander verbunden und
dürfen als zwei aufeinander bezogene Seiten desselben Phänomens Spra-
he betrahtet werden. IhremWesen nah sind sie aber ganz vershieden
und müssen daher auh gesondert untersuht werden.
2
vgl. dazu K. Bühler [6℄.
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Darauf aufbauend verwendet Trubetzkoy die beiden Begrie Phonetik für die Laut-
lehre der konkreten Sprehakte und Phonologie für die Lehre über das Sprahgebilde
([49℄, S. 14):
Somit kann die Phonetik als die Wissenshaft von der materiellen Seite
der (Laute der) menshlihen Rede deniert werden.
und
Der Phonologe hat am Laut nur dasjenige ins Auge zu fassen, was eine
bestimmte Funktion im Sprahgebilde erfüllt.
Die einshlägige Literatur zeigt, daÿ es im Verhältnis dieser beiden wissenshaftli-
hen Disziplinen immer wieder zu untershiedlihen Auassungen kam. Insbesonde-
re ist die strikte Abtrennung der Phonologie von den konkreten Sprehakten sehr
shwierig, weil dadurh die Gefahr besteht, ein völlig von der Wirklihkeit abgekop-
peltes Theoriegebäude zu entwikeln.
Besonders deutlih hat Vennemann diese Problematik in Darstellung gebraht ([51℄,
S.32-33):
Für manhen Linguisten ist Phonologie auh in jüngerer Zeit noh nihts
anderes als ein Zweig der Phonetik, derjenige, der auÿer den physikali-
shen Aspekten auh die Rolle der phonetishen Elemente im Sprah-
system berüksihtigt, nämlih im Hinblik darauf, ob sie kontrastbil-
dend wirken. Ganz in diesem Sinne hielt Martinet 1946 Vorträge über
Phonologie as funtional phonetis (1974)[vgl. [50℄℄. Man muÿ hier aber
doh sehr genau untersheiden: Die Wortphonologie hat Sprahsysteme
zum Untersuhungsgegenstand, das sind abstrakte Objekte, die sih je-
dem unmittelbar beobahtenden Zugang vershlieÿen; die Phonetik hin-
gegen hat die akustishe Form lautsprahliher Signalisierungen sowie die
physiologishen Vorgänge an den sie hervorbringenden Organismen zum
Untersuhungsgegenstand; das sind konkrete Ereignisse, die unmittelba-
rer Beobahtung, nämlih sogar instrumenteller Analyse zugänglih sind.
Die beiden Disziplinen haben also gänzlih disjunkte Untersuhungsbe-
reihe; es kann darum keine Rede davon sein, daÿ die eine ein Teil der
anderen sei.
Und weiter:
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Das Verhältnis zwishen phonologishen und phonetishen Theorien
kann also ebenfalls niht von der Art eines Inklusionsverhältnisses sein.
Von welher Art aber ist es dann?
Eine extreme Position ist die, daÿ es überhaupt keine interessante Bezie-
hung zwishen phonologishen und phonetishen Theorien gebe. Dieser
Position kommt Foley 1977 nahe.
Natürlih ergibt sih aus solh extremer Position sofort das Problem, daÿ phono-
logishe Theorien sih aber explizit mit Elementen beshäftigen, die eine wie auh
immer geartete Beziehung zur Realität haben müssen. Shlieÿlih ist die Phonologie
kein absolut abstraktes Theoriegebilde wie zum Beispiel die Riemannshe Geome-
trie. Auh Vennemann sieht dieses Problem, indem er fortfährt:
Das Problem, welhes Foley übersieht, ist, daÿ auf jeden Fall irgendwel-
he Elemente einer phonologishen Theorie zu irgendwelhen Elementen
einer phonetishen Theorie in Beziehung gesetzt werden müssen, gleih-
gültig, ob es sih um abstrakte Elemente oder Relationen handelt oder
niht; denn sonst wäre es gar niht möglih, phonologishe Elemente,
wie z.B. die Vershluÿlaute g; d; b in vershiedenen Sprahen zu identi-
zieren, wie dies Foley tut (25). Tatsählih xiert er diese Elemente mit
den traditionellen phonologishen Kategorien wie okklusiv, velar, dental,
labial (25, 28 et passim), die in der Tat eine phonetishe Interpretation
haben. Insofern stellt Foley hier selbst eine Beziehung zwishen seiner
phonologishen Theorie und einer niht formulierten, aber vorausgesetz-
ten phonetishen Theorie her.
...
Eine umfassende Sprahtheorie muÿ sowohl eine phonologishe als auh
eine phonetishe Theorie als Teile enthalten, und sie muÿ ferner verdeut-
lihen, welher Zusammenhang zwishen den beiden besteht.
Ausgehend von dieser grundlegenden Einsiht möhte ih im nähsten Abshnitt
auf die Veränderungen eingehen, die sih aus den tehnishen Entwiklungen des
ausgehenden Jahrhunderts für die geshilderte Situation ergeben.
KAPITEL 1. EINLEITUNG 8
1.2 Phonetik/Phonologie im Spannungsfeld
Mensh-Mashine-Kommunikation
Mit dem Eintritt ins Computerzeitalter in der zweiten Hälfte des zwanzigsten Jahr-
hunderts hat sih in beiden Disziplinen, der Phonologie und der Phonetik, vieles
verändert. Im Bereih der Phonologie, vor allem im angelsähsishen Raum, fand
eine explosionsartige Entwiklung statt, bei der versuht wurde, die regel-basierten
Modelle auf den vershiedensten Ebenen der Sprahbeshreibung in generative Com-
puterprogramme umzuwandeln. Dieser Teilbereih der Phonologie wurde so stark
betont, daÿ sih kurz darauf der Begri Computational Phonologie ( in Anlehnung
an Computational Lingustis) für diese Forshungsrihtung einbürgerte. Im Bereih
der Phonetik dagegen wurden der Computer und die immer preiswerter werdenden
Digital-to-Analog-Converter dazu eingesetzt, gemessene biometrishe Signale (ein-
shlieÿlih des Shalldruksignals) in digitaler Form zu erfassen und vor allem weiter
zu verarbeiten. Die Computertehnik diente dem Phonetiker also im weitesten Sinne
als ein neues hohkompliziertes und hohexibeles Meÿinstrument. Dabei war inter-
essanterweise zu beobahten, daÿ niht nur in der klassishen Phonetik, sondern
auh bei der in der Mitte des 20. Jahrhunderts aufblühenden Kybernetik der Com-
puter im wesentlihen von Ingenieuren zur Erfassung und Manipulation von Sprahe
eingesetzt wurde  wenn auh mit untershiedliher Zielsetzung: Während die Pho-
netiker weiterhin an der grundsätzlihen Frage 'Wie funktioniert die sprahlihe
Kommunikation?' interessiert waren, arbeiteten die Kybernetiker ganz pragmatish
daraufhin, benutzbare sprehende und hörende Computerprogramme zu shaen.
Nah und nah entstanden aus diesen Aktivitäten weiter spezialisierte Ingenieurs-
zweige wie Automatishe Spraherkennung, Sprahsynthese, Sprehererkennung und
Spreherverikation.
Anhand der Entwiklungen in Bereih Automatisher Spraherkennung lassen sih
zwei interessante Beobahtungen mahen, die im Prinzip auh für die anderen er-
wähnten Disziplinen gelten:
 Zunähst einmal zeigte sih, daÿ die erste naive Hypothese der Kybernetik 'Die
Erkennung gesprohener Sprahe ist ein reines Mustererkennungsproblem!'
niht zum Erfolg führt. Allenfalls einzelne Wörter aus einen kleinen Vokabu-
lar, von einem Spreher in Isolierung und überdeutlih gesprohen, lassen sih
mit Methoden der linearen Klassikation, Dynami Time Warping oder später
mit Hidden Markov Modellen erfolgreih erkennen. Erst die Kombination mit
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syntaktish/pragmatishem Wissen in Form von Syntaxmodellen, endlihen
Automaten oder statistishen Language Modellen, welhe Wahrsheinlihkei-
ten für das Auftreten bestimmter Wortfolgen in der zu erkennenden Sprahe
berüksihtigen, führte zu einigermaÿen befriedigenden Resultaten.
3
Ähnlihe
Tendenzen sind auh in den anderen Teildisziplinen, wie zum Beispiel der
Sprahsynthese, zu beobahten
4
.
Interessant ist hierbei, daÿ die Ingenieurstehnik die Phonologie quasi übersprungen
hat, indem sie die akustishe Mustererkennung (Phonetik) mit der Modellierung
von Wortfolgen bzw. Syntax-Modellen (Computerlinguistik) kombinierte; Tehni-
ken, die phonologishes Wissen in Form von Regeln in den Spraherkennungsprozess
mit einbeziehen, sind weitgehend unbekannt. Ein Grund hierfür mag sein, daÿ die-
ses Wissen fast ausshlieÿlih regelbasiert vorliegt, und die Ingenieurswissenshaften
sowohl in Bereih der akustishen Modellierung als auh im Bereih der syntak-
tish/pragmatishen Modellierung feststellen muÿten, daÿ selbst relativ primitive
statistishe Verfahren den regelbasierten im Sinne von meÿbarer Erkennungsleistung
bei weitem überlegen waren.
 Ein weiterer wesentliher Punkt: Theorien sowohl im akustishen als auh
im linguistishen Bereih können mit Hilfe der oben genannten Tehniken ei-
nem pragmatishen Test unterworfen werden. Ist nämlih eine Theorie rihtig
in dem Sinne, daÿ sie die Wirklihkeit korrekt wiedergibt bzw. vorhersagt,
dann läÿt sih dies mit Hilfe eines entsprehenden Algorithmus und psyho-
physikalishen Experimenten verizieren. Darüber hinaus ist sogar eine quanti-
tative Evaluation einer Theorie möglih, indem man den daraus resultierenden
Algorithmus einem genau denierten Test, einer sog. Benh Mark unterzieht,
also den 'Erfolg' vershiedener Theorien im Experiment vergleiht.
Im Laufe der Zeit wurden die oben genannten Teildisziplinen der Kybernetik  ein
Begri, der heutzutage ein wenig aus der Mode gekommen ist  unter dem Begri
3
Ih kann hier in dieser Einleitung niht weiter auf die soeben genannten Tehniken eingehen;
der interessierte Leser ndet in der Literatur (z.B. [39℄) oder in meinem Skriptum zur Vorlesung
'Einführung in die automatishe Spraherkennung' ([42℄) umfangreihes Material.
4
Z.B. genügt es für eine natürlih klingende Sprahsynthese niht, akustishe Einheiten bzw.
Generationsmodelle für akustishen Einheiten hintereinander zu shalten. Erst eine umfassende
Analyse des zu synthetisierenden Satzes bis hinauf zur Pragmatik ermögliht es, die prosodishen
Parameter zu berehnen, welhe den intendierten Satz wirklih rihtig klingen läÿt. Vgl. dazu z.B.
das kommerzielle Sprahsynthese-System der Fa. Infovox (www.zygo-usa.om/infovox.html).
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Mensh-Mashine-Kommunikation subsumiert, teilweise betrahtet man sie inzwi-
shen auh nur noh als einen Teil des allgegenwärtigen Modebegris Multi-Media.
An der grundsätzlihen Situation jedoh hat sih wenig geändert: Nah wie vor
werden phonologishe Theorien erarbeitet, die in der Anwendung keinen Nieder-
shlag nden. Anders in der Phonetik: Dort shlägt sih zumindest Grundlagenwis-
sen, wie die Physiologie des Ohres, in Form von allgemein akzeptierten Standard-
Algorithmen wieder
5
. Aber auh hier ist der 'Wissenstransfer' eher als mager zu
bezeihnen.
Warum dieser Ausug in die Ingenieurswissenshaft? Er erlaubt es uns jetzt, wieder
auf das ambivalente Verhältnis zwishen Phonologie und Phonetik zurükkommen.
Es wäre vielleiht denkbar, daÿ die 'Verwertbarkeit' von Forshungsergebnissen bei-
der Teildisziplinen der Sprahwissenshaft nur deshalb so gering ersheint, weil der
von Vennemann angemahnte 'Zusammenhang' zwishen Phonologie und Phonetik
völlig fehlt. Siher, beide Disziplinen beziehen sih jeweils auf Teile des anderen, aber
meist nur aus praktishen Gründen, und vor allem niht empirish abgesihert.
6
Zur Illustration mag eine kleine Anekdote dienen, die ih selber erlebt habe:
Vor einigen Jahren wurde ih aufgefordert, auf einem Phonologen-Kongreÿ
einen Gastvortrag über das MAUS-System zu halten. Der Veranstalter warnte
mih vorneweg, möglihst auf jeglihen 'mathematishen Kram' zu verzih-
ten und mih auf das wesentlihe Prinzip und die damit erzielten Ergebnisse
zu konzentrieren. Als Beispiel für den Output des Systems legte ih eine Fo-
lie auf mit statistishen Ergebnissen zur Aussprahe bestimmter Wörter in
spontaner Sprahe, die MAUS ermittelt hatte. Der Vortrag wurde freundlih
aufgenommen und in der anshlieÿenden Diskussion gab es kaum ungewöhn-
lihe Fragen. Nah dem Vortrag allerdings trat ein Wissenshaftler an mih
heran und erkundigte sih noh einmal nah den statistishen Ergebnissen zur
Aussprahe. Unter anderen war dabei das Wörthen 'ih' und laut der Auswer-
tung des MAUS-Outputs wurde die Aussprahevariante [Iç℄ fünfmal häuger
in Material gefunden als die kanonishe Aussprahe [?Iç℄, mit anderen Worten,
5
Z.B. basiert die gängigste Art der Merkmalsextraktion (vgl. Anhang B), die Mel-Frequeny-
Cepstral-Coeiants, auf dem Ohrmodell von Zwiker ([57℄).
6
Auf den Realitätsbezug der Phonologie wurde bereits eingegangen; in der Phonetik ist zum
Beispiel die Benutzung von phonologishen Einheiten durhaus gängige Praxis. Ein Phonetiker
spriht niht von 'einem Kontinuum, das zu Beginn sehr wenig Energie enthält, dann einen stei-
len Transienten aufweist mit ahem, zu tieferen Frequenzen abfallendem Kurzzeitspektrum und
anshlieÿend für kurze Zeit einen frikativen Bereih zeigt', er spriht shlihtweg von einem /t/.
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der Glottal-Vershluÿ vor dem [I℄ wird in spontaner Sprahe meistens zugun-
sten einer Glottalisierung oder sogar komplett aufgegeben. Der Wissenshaft-
ler starrte eine Sekunde lang auf das Blatt und sagte dann spontan: Aber im
Deutshen steht vor einem wortinitialen Vokal immer ein Glottal-Stop.
In dieser Arbeit geht es hauptsählih um eine neue Methode, Extensionen von phy-
sikalishen, d.h. gemessenen Signalen aus einem Kontinuum auf perzeptive Katego-
rien, die durh Symbole repräsentiert werden, abzubilden, wobei dies mit Hilfe von
Methoden der Mustererkennung, also weitgehend deterministish und unabhängig
von subjektiven Einüssen geshehen soll. In Verbindung mit sehr groÿen Sprah-
korpora, wie sie für die wissenshaftlihe Arbeit inzwishen in zunehmenden Maÿe
zur Verfügung stehen, bedeutet dies, daÿ zum ersten Mal Basismaterial zur Verfü-
gung steht, auf welhem der notwendige 'Zusammenhang' zwishen phonologisher
und phonetisher Theorie in Form eines Vorhersagemodells veriziert werden kann.
Kapitel 2
Motivation
In diesem Kapitel soll, bevor wir uns in späteren Abshnitten mit den tehnishen
Details beshäftigen, eine Einordnung unserer Arbeit in den bisher diskutierten Rah-
men versuht werden. Dabei wird auh die dahinter verborgene, zum Teil sehr prag-
matishe Motivation für unsere Vorgehensweise zur Darstellung kommen.
Im Rahmen dieser Arbeit ist unter dem Begri Segmentierung und Etikettierung das
Ergebnis einer Analyse eines konkreten Sprahsignals im Hinblik auf ein vorher fest-
gelegtes Lautkategoriensystem gemeint. Dabei ist der Weg, der zu diesem Ergebnis
führt, vorerst niht speziziert; er kann traditionell über die manuelle Bearbeitung
durh einen Phonetiker, oder über einen halbautomatishen oder vollautomatishen
Algorithmus erfolgen. Das Analyseergebnis, das sih für jeden konkreten untersuh-
ten Fall in Zahlen und Symbolen festhalten läÿt, bildet somit eine real existierende
(weil belegbare) Verbindung von kategorialem Wahrnehmungssymbol zu physikali-
shem Ereignis. Das allein würde niht unser Interesse erklären, da solhe Daten
bereits seit mehreren Jahrzehnten zur Verfügung stehen. Eine neue Dimension er-
hält die Sahlage jedoh durh den Umstand, daÿ durh den Einsatz automatisher
Verfahren erstmals Daten in so groÿer Menge erzeugt werden können, daÿ bereits
existierende Theorien auf dieser Grundlage veriziert und neue, empirish motivierte
Theorien aufgestellt und mit Zahlen belegt werden können.
Nah einer grundsätzlihen Klärung der Begrie Segmentierung und Etikettierung
im Kontext dieser Arbeit, werde ih kurz auf die dahinter verborgene problematishe
Beziehung zwishen lautsprahliher Kategorie und physikalishem Signal eingehen.
Desweiteren muÿ genauer begründet werden, warum vor diesem Hintergrund die
Arbeit auf eine empirishe Herangehensweise zielt und shlieÿlih müssen ein paar
Dinge zur Verwendung von statistishen Methoden gesagt werden.
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2.1 Segmentierung und Etikettierung
Die Segmentierung eines Sprahsignals ist die Aufteilung des kontinuierlihen Shall-
drukverlaufs bzw. einer anderen Repräsentation, z.B. einer Folge von Merkmalsvek-
toren, in zusammenhängend aufeinanderfolgende Abshnitte, die Segmente. Was die
Abgrenzung betrit, so können aufeinanderfolgende Segmente bündig oder niht-
bündig, d.h. mit Überlappungen und/oder Lüken angeordnet sein. Von einem Seg-
ment spriht man sinnvollerweise immer nur dann, wenn damit eine wie auh immer
geartete Bedeutung verknüpft ist, z.B. Das Segment A enthält das Wort 'heute'.
Der Ausdruk, mit dem die Bedeutung eines Segments in einem alphanumerishen
Ausdruk (z.B. 'heute', '#99', 'hOYt') festgehalten wird, soll Etikett
1
genannt
werden.
Bildet die Menge aller möglihen Etiketten eine endlihe geshlossene Menge, so
spriht man von einem Inventar oder Alphabet. Basiert letzteres wiederum auf einer
phonologishen oder phonetishen Theorie, so nennt man eine Kette von Etiketten
im allgemeinen eine phonetishe/phonologishe Transkription.
Oder wie Kohler ([24℄, S. 15) es ausdrükt:
(Eine phonetishe Transkription ist) die Beshreibung einer Äuÿerung
nah Klassikationskategorien, die in einer wissenshaftlihen Theorie
über lautlihe Phänomene verankert sind und das wissenshaftlihe Ob-
jekt 'Laut' zugrundelegen.
Vom formalen Standpunkt ist man in der Wahl der wissenshaftlihen Theorie
zunähst völlig frei. In der Praxis hat sih jedoh eingebürgert, von 'enger' bzw.
'breiter' Transkription zu sprehen, wenn man eine detailgetreue, signalnahe von
einer phonologish orientierten Transkription untersheiden möhte:
Die lautlihe Umshrift eines Wortes kann eng oder weit sein (engl. nar-
row vs. broad transription). In einer engen Umshrift bemüht man sih
um die Repräsentation von lautlihen Details; in einer weiten Umshrift
sieht man von der Repräsentation lautliher Details ab, wenn man meint,
daÿ diese nur Aspekte der Manifestation identisher phonologisher Ein-
heiten sind. ([51℄, S. 35)
1
Wir werden in dieser Arbeit statt Etikett in bestimmten Zusammenhängen auh den Begri
Symbol verwenden.
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In Abshnitt 3.1 werde ih auf die spezishen Probleme der Auswahl des rihtigen
Alphabets für die automatishe Segmentierung und Etikettierung eingehen.
Traditionell wird beim Begri Transkription davon ausgegangen, daÿ diese von ei-
nem durh analytishes Hörtraining geshulten Ohrenphonetiker erstellt wird. Der
Ohrenphonetiker bedient sih dabei bestenfalls nur eines geeigneten Wiedergabege-
rätes, um den zu analysierenden Sprahshall wiederholt abhören zu können. Tritt
zur Transkription bzw. Etikettierung auh noh die Segmentierung, benötigt der
Fahmann Hilfsmittel wie spezielle Signaleditoren zur Markierung der Grenzen im
Signal und eine Darstellung des Oszillogramms und Sonagramms in vershiedenen
Auösungen. Heutzutage bilden geeignete Computerprogramme integrierte Werk-
zeuge, die alle diese Hilfsmittel zur Verfügung stellen.
Eine automatishe Etikettierung und Segmentierung wird ohne jeglihe Intervention
seitens des Menshen mittels eines deterministishen Algorithmus aus den Eingabe-
daten berehnet. Die Vor- und Nahteile der automatishe Etikettierung und Seg-
mentierung gegenüber der manuellen Analyse werden im folgenden aufgeführt und
mit einem positiven oder negativen Vorzeihen bewertet:
 Geshwindigkeit (+)
Dank der immer preiswerteren Rehenkapazität auf modernen 'Personal Com-
putern' ist es mittlerweile möglih, selbst sehr komplexe Berehnungen in re-
lativ kurzer Zeit durhzuführen. Eine Analyse der manuellen Transkription im
Verbmobil I Projekt ([13℄), die am Institut für Phonetik in Münhen durh-
geführt wurde, ergab einen Ehtzeitfaktor von a. 1:800. Das bedeutet, daÿ
ein geshulter Phonetiker zu Segmentierung und Etikettierung von 10 Sekun-
den aufgezeihneter Sprahe im Shnitt a. 8000 Sekunden benötigte (spon-
tane Dialogsprahe). Der entsprehende Wert für gelesene Sprahe liegt bei
a. 1:100-200. Ein automatisher Algorithmus wie MAUS benötigt auf einer
konventionellen Linux-Workstation (PII 450 MHz) dagegen nur einen Eht-
zeitfaktor von 1:2.
 Konsistenz (+)
Übliherweise werden bei der manuellen Segmentation und Etikettierung von
Sprahkorpora aus Zeitgründen mehrere Spezialisten eingesetzt, die jeweils
disjunkte oder auh teilweise überlappende Teile des Sprahkorpus bearbeiten.
Dabei sind zwei Eekte zu beobahten ([10℄): Erstens kommt es auh bei nur
einem einzelnen Bearbeiter zu unsystematishen Abweihungen von einer wie
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auh immer zu denierenden Referenz-Segmentierung und -Etikettierung
2
. Das
heiÿt, die Ergebnisse weisen Idiosynkrasien der jeweiligen Bearbeiter auf, wobei
noh ershwerend hinzukommt, daÿ sih diese im Laufe der Zeit auh noh
verändern. Wir sprehen in diesem Fall vom Intra-Labeler-Agreement, welhes
idealerweise bei 100% liegen sollte. Bearbeiten mehrere Spezialisten disjunkte
Bereihe des Sprahkorpus, kommt dazu noh das sog. Inter-Labeler-Agreement
hinzu, welhes, falls es von 100% abweiht, ausdrükt, um wieviel sih die
jeweiligen Idiosynkrasien der Bearbeiter untersheiden. Die Folge ist, daÿ sih
unsystematishe Fehler in das Ergebnis einshleihen, über deren statistishe
Verteilung meistens nihts ausgesagt werden kann, und welhe sih daher bei
der weiteren Nutzung der Daten als Raushen
3
störend bemerkbar mahen.
Es gibt mehrere Strategien, dieser Fehlerquelle gegenzusteuern: Regelmäÿiges ge-
meinsames Training der Bearbeiter, Diskussion von Problemfällen, überlappende
Bearbeitung zur Identizierung von Problemstellen (welhe dann evtl. nahbearbei-
tet werden müssen), Kontrolle aller Ergebnisse durh eine Person (um wenigstens
das Inter-Labeler-Agreement zu erhöhen), et.
Bei der automatishen Methode entfallen natürlih Inter-Labeler- und Intra-Labeler-
Agreement, da der Algorithmus deterministish und daher reproduzierbar vorgeht.
Die Folge ist, daÿ für bestimmte Fehlerquellen per statistisher Auswertung mögli-
herweise ein systematisher Fehler bestimmt und korrigiert werden kann
4
 Genauigkeit (-)
Automatishe Systeme sind derzeit niht in der Lage, phonetishe Feinheiten
wie die Diaritia des IPA-Alphabets ([33℄) zu erkennen. Dafür gibt es mehre-
re Gründe, auf die ih teilweise im Abshnitt 2.5 eingehen werde. Handelt es
sih also um die Erstellung einer engen Transkription, wird keines der derzeit
bekannten automatishen oder halbautomatishen Systeme akzeptable Ergeb-
nisse liefern. Ähnlihes gilt für die Qualität der Segmentierung: Besonders
in problematishen Fällen  wie z.B. Übergängen von vokalishen zu nasalen
Segmenten, Untersheidung ehter Pausen von Aspirationen, Abgrenzung von
2
Auf das prinzipielle Problem der Referenz wird in Abshnitt 4.3 genauer eingegangen.
3
Raushen im Sinne der Verminderung von Information.
4
Das Wort 'mögliherweise' deutet an, daÿ es niht so einfah ist: Auh ein deterministisher
Algorithmus liefert unsystematishe Fehler, wenn er nah statistishen Methoden vorgeht, welhe
vom Eingangssignal bedingte Wahrsheinlihkeiten benutzen. Daher ist es niht möglih, alle Fehler
des Systems durh eine einfahe statistishe Analyse der Ergebnisse auszugleihen.
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stimmhaften Frikativen zu umgebenden vokalishen Bereihen  wird ein au-
tomatishes Verfahren Shwierigkeiten haben, dem menshlihen Spezialisten
das Wasser zu reihen.
 Inventargröÿe (-)
Die Gröÿe des verwendeten phonetishen oder phonologishen Alphabets hat
direkte Auswirkungen auf die Wirksamkeit der statistishen Erkennungsver-
fahren, wie sie in automatishen Systemen Verwendung nden: Je gröÿer das
Inventar der Symbole, desto shlehter wird die Erkennungsleistung. Auh aus
diesem Grunde eignen sih automatishe Verfahren beim derzeitigen Entwik-
lungsstand nur bedingt für die Erstellung enger Transkriptionen.
Unter einer halbautomatishen Etikettierung und Segmentierung verstehen wir in die-
sem Zusammenhang eine hybride Form der beiden bereits geshilderten Varianten.
In den meisten Fällen leistet dabei der menshlihe Spezialist eine Hilfestellung,
entweder vor der eigentlihen Analyse durh Bereitstellung von apriori-Wissen in
Form einer Transkription, oder während und nah der Analyse durh Korrektur von
Problemstellen.
2.2 Kategorie vs. Kontinuum
Wahrnehmungskategorien sind per denitionem diskrete Ereignisse, d.h. entweder
nimmt eine Versuhsperson einen bestimmten Laut wahr als einer antrainierten
Kategorie zugehörig oder niht. Wihtig ist in diesem Zusammenhang das Wort
'antrainiert', weil diese Fähigkeit niht automatish bei jedem der Sprahe mähti-
gen Menshen im vollen Umfang gegeben ist. Nur wenige Mitglieder der deutshen
Sprahgemeinshaft sind sih z.B. darüber bewuÿt, daÿ die Laute [ç℄ in 'ih' und [x℄
in 'ah' phonetish gesehen untershiedlihe Lautkategorien sind. Wenn man sie aber
darauf hinweist  z.B. in einem Einführungskurs zur phonetishen Transkription ,
wird die Wahrnehmung dieser Lautkategorien problemlos akzeptiert (es gibt natür-
lih Fälle, in denen die Akzeptanz niht so hoh ist; meistens handelt es sih dann
aber um Laute, die im Sprahsystem des Lernenden niht vorkommen). Setzen wir
aber zunähst der Einfahheit halber eine trainierte Versuhsperson voraus, dann
handelt es sih bei jeder Zuordnung eines Sprahsignals zu einer Kategorie um ein
diskretes Ereignis aus einer endlihen Menge (nämlih der Menge der antrainierten
Lautkategorien).
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Das konkrete Sprahsignal andererseits kann niht Element einer endlihen Menge
diskreter Ereignisse sein (obwohl gewisse tehnishe Ansätze in der automatishen
Spraherkennung in der jüngeren Vergangenheit genau in diese Rihtung abzielten
5
).
Das gemessene Sprahsignal entsteht durh einen physikalish-akustishen Prozeÿ
im Artikulationsapparat des Sprehers, wenn man von weiteren Einüssen auf den
Übertragungskanal, wie Störungen, Raumakustik et. zunähst einmal absieht. Da
die Muskelstellungen in Kehlkopf und Artikulationsapparat sowie die Lungenfunk-
tion keineswegs nur endlih viele, diskrete Stellungen einnehmen können, sondern
jedes Organ ein Kontinuum von möglihen Kongurationen abdekt, muÿ folglih
auh das gemessene Shalldruksignal Teil eines komplexen Kontinuums sein.
In dieser Arbeit geht es letztendlih um die empirishe Analyse von Relationen zwi-
shen Symbolen und gemessenen, einmaligen Ereignissen, genauer gesagt: zwishen
Kategorien, die mehr oder weniger den wahrgenommenen Lautkategorien des Men-
shen entsprehen, und Stüken von gemessenen Shalldruksignalen. Dabei stellt
sih natürlih shon im Vorfeld die Frage, welher Art diese Beziehung überhaupt
sein kann.
Eine Möglihkeit wäre es, die gemessenen Zeitfunktionen, die in digitaler Form als
endlihe Kette von Zahlenwerten repräsentiert werden, als komplexe phonetishe
Merkmale zu denieren. Das ist niht so weit hergeholt, wie es im ersten Moment
klingt, wenn man z.B. Untersuhungen wie [12, 45℄ betrahtet, bei denen eine kom-
plexe Verarbeitung des Sprahsignals Zeitfunktionen liefert, welhe unter anderem
den Grad der Stimmhaftigkeit oder den Grad der Nasalität zu bestimmten Zeit-
punkten des gemessenen Ereignisses repräsentieren.
In [51℄, S. 35, shreibt Vennemann dazu sinngemäÿ (über das Vorgehen der ame-
rikanishen Strukturalisten, zwei Ebenen der 'breiten' und 'engen' Transkription
einzuführen):
Diesem Vorgehen (der Verwendung einer weiten und engen Umshrift),
das anfangs nur transkriptionspraktishe Gründe hatte, wurde im ame-
rikanishen Strukturalismus theoretishe Bedeutung beigemessen: Die
Endpunkte der breit (weit) transkribierten Vereinfahung wurden zu En-
titäten höheren Typs, den eigentlihen phonologishen Entitäten, erho-
ben, zu Phonemen, während die eng transkribierten Entitäten als phone-
5
Vgl. z.B. die zahlreihen Versuhe in den 70iger und 80iger Jahren des vergangenen Jahrhun-
derts, Erkennung von Sprahe mittels hohdimensionaler Vektorquantisierung zu simulieren (z.B.
[16℄).
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tishe Manifestationen der Phoneme verstanden wurden, ihre Allophone.
...
Die wortphonologishe Repräsentation erfolgt also auf zwei Ebenen, der
phonemishen und der phonetishen...
Weiter unten kritisiert Vennemann diesen Ansatz wie folgt:
Nah dem, was oben über das Verhältnis von Phonologie und Phone-
tik gesagt wurde (vgl. 1.1), dürfte deutlih sein, daÿ der angedeuteten
strukturalistishen Konzeption, verstanden niht als Methode, sondern
als Ansatz zu einer phonologishen Theorie, ein Irrtum zugrunde liegt.
Die phonetishen Repräsentationen, wie detailiert sie auh immer aus-
geführt sein mögen, erfolgen stets mit endlih vielen, diskreten, aneinan-
dergereihten Elementen; sie sind also gar keine phonetishen Beshrei-
bungen, sondern phonologishe Beshreibungen. Beide Ebenen sind al-
so phonologishe Ebenen. Die Beziehung zur Phonetik besteht nur im-
plizit, indem die Elemente der phonetishen Repräsentationen phone-
tish gedeutet werden können. Insofern auf der phonemishen Ebene
nur ausgedrükt wird, welhe Distributionsregularitäten für das beshrie-
bene Sprahsystem angenommen werden, leistet sie in theoretisher Hin-
siht überhaupt nihts, sondern erfüllt nur den praktishen Zwek einer
bequemeren Umshrift. Insofern den Elementen dieser Ebene eine un-
abhängige Existenz zugeshrieben wird, entstehen die Aporien der sog.
Phonemtheorie, über die es ein umfangreihes Shriftum gibt, das aber
die Entwiklung der phonologishen Theorie um keinen Shritt weiter
gebraht hat.
Vor dem Hintergrund der beginnenden 80iger Jahre hat Vennemann natürlih
vollkommen reht, weil er bei den endlih vielen, diskreten, aneinandergereih-
ten Elementen an Allophon-Kategorien oder allenfalls an phonetishe Merkmals-
Kategorien nah K.N. Stevens denkt (z.B. in [47℄). In Lihte der digitalen Signal-
verarbeitung muÿ Vennemanns Aussage insofern eingeshränkt werden, als auh
kontinuierlihe physikalishe Signale sih vollständig durh eine Aneinanderreihung
von endlih vielen, diskreten Elementen beshreiben lassen, nur haben diese Ele-
mente eine völlig andere Qualität: Sie beshreiben die Stützwerte einer nah Ny-
quist ordnungsgemäÿ abgetasteten Shalldrukkurve, oder  nah einer weiteren
eineindeutigen Abbildung  die Stützwerte einer zeitlihen Trajektorie in einem sehr
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hoh-dimensionalen Raum (z.B. dem 'Mel-Frequenz-Cepstral-Koezienten'-Raum,
vgl. Anhang B). Vennemanns Kritik bleibt also nah wie vor zutreend, wenn man
hinzufügt, daÿ sih die phonetishe Repräsentation hier auf diskrete phonetishe
Klassen (z.B. IPA-Symbole) oder phonetishe Merkmalsklassen beshränkt.
Im Kontext dieser Arbeit ist hierzu anzumerken, daÿ genau diese von Vennemann
aufgedekte Diskrepanz sih vollständig vermeiden läÿt, wenn man tatsählih eine
empirish abgedekte Relation von phonologisher Klasse (wie immer man diese
denieren möhte) und physikalishem Signal herzustellen vermag. Auh wenn diese
Relation  wie Vennemann hervorhebt  aus sih heraus zunähst überhaupt niht
zur Theoriebildung beiträgt, so kann sie doh die notwendige Grundlage bilden, auf
der sih Hypothesen erstmals erfolgreih falsizieren lassen.
Also bleibt die Frage nah der grundsätzlihen Art der Relation zwishen dem Sym-
bol und dem gemessenen Signal. Letztendlih besteht sie nur darin, daÿ der Beob-
ahter in bestimmten Fällen eine Korrelation von Symbolen zu bestimmten Signalen
beobahtet und in anderen Fällen eben niht. Vergleiht man jedoh die gemesse-
nen Shalldruksignale der Segmente, bei denen sih eine repräsentative Gruppe
von Beobahtern darüber einig ist, daÿ es sih um Realisierungen einer bestimm-
ten lautlihen Kategorie handelt, so wird man feststellen, daÿ diese sih sheinbar in
keinster Weise ähneln. Erst die Weiterverarbeitung, z.B. in Form eines Sonagramms,
enthüllt dem fahmännishen Auge gewisse Merkmale, aus denen sih Rükshlüsse
auf die Beshaenheit des Signals ziehen lassen. Wie wir weiter unten noh sehen
werden, herrsht jedoh auh unter Fahleuten in vielen Fällen durhaus keine Einig-
keit darüber, was für eine Kategorie vorliegt, besonders wenn es sih um sogenannte
Grenzfälle handelt. Die einfahe Kausalitätsbeziehung 'Wenn Signal A, dann Kate-
gorie B', wie sie in den klassishen Naturwissenshaften als Basis für niht weiter
ableitbare Naturgesetze herhalten muÿ, ist wegen der reihen Variabilität der ge-
messenen Signale niht einfah aufzustellen, weil sih dann sofort die nähste Frage
stellt: 'Aber wie muÿ A beshaen sein?' Als Ausweg aus diesem Dilemma shlage
ih vor, der Beziehung zwishen einer Wahrnehmungskategorie und der praktish un-
endlihen Menge mögliher Signale, die dieser Kategorie im allgemeinen zugeordnet
werden, vorerst den pragmatishen Begri empirishe Relation zuzuordnen
6
.
Zur Frage, wie diese erfahrbare, aber niht direkt beobahtbare empirishe Relati-
on zustande kommt, faÿt Vennemann ([51℄, S. 48 ) Vorshläge aus Tillmann und
6
Tillmann ([48℄, siehe weiter unten) shlägt den Begri retinale Diskretisierung vor, wobei dieser
sih jedoh shon aus einer neurophysiologishen Hypothese über das Zustandekommen dieser
Relation ergibt, die allerdings erst in der Dissertation von P. Hoole [14℄ veriziert werden konnte.
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Mansell ([48℄) in einer sehr komprimierten Form zusammen:
Bei diesem Stand der Dinge hat neuerdings Tillmann (1980) eine
hohinteressante Hypothese aufgestellt, die diese Diskrepanz zwishen
physikalish-phonetishen 'Flux' und wahrnehmungsmäÿiger Segmen-
tiertheit erklären soll. Das Problem besteht genausolange, wie man an-
nimmt, daÿ die physikalishen Vorgänge und die wahrnehmungsmäÿigen
Vorgänge metrish parallel strukturiert sind. Für diese Annahme gibt
es aber keinen Grund. Vielmehr wissen wir aus anderen Bereihen, daÿ
die Wahrnehmung niht metrish getreu ist, daÿ zum Beispiel objektiv
gleihe Reizauslöser auf Hand und Mund stärker wahrgenommen werden
als auf anderen Körperteilen (vgl. den oft abgebildeten Wahrnehmungs-
homunulus, z.B. in [48℄: 197) und daÿ Bewegungen und Änderungen in
Bewegungen in der visuellen Wahrnehmung hervorstehen gegenüber sta-
tionären Zuständen bzw. gleihförmigen Bewegungen. Tillmann nimmt
nun an, daÿ das Nervensystem die durh den selben Organismus verur-
sahten artikulatorishen Vorgänge wahrnehmend niht metrish getreu
abbildet, sondern daÿ bei dieser Abbildung jede Änderung stark ver-
gröÿert wahrgenommen wird, und daÿ hierdurh die Diskretisierung der
objektiv kontinuierlihen Vorgänge zustande kommt.
Vennemann weist dann auf Tillmanns Bezugnahme auf den Homunulus hin und
zitiert die Passagen aus [48℄, die auh für unseren Zusammenhang nihts von ihrer
Bedeutung verloren haben und deshalb genau in der von Vennemann gestraten
Gestalt hier wiedergegeben sind:
Die artikulatorishe Retina ist auÿerordentlih reih mit taktilen Rezep-
toren der vershiedensten Formen bestükt... Wir haben bereits gesehen,
daÿ die gesamte Körperoberähe zu einen zusammenhängenden Bild
auf den sensorishen Kortex projeziert wird. Wir dürfen nun hinzufügen,
daÿ die Projektion der artikulatorishen Retina etwa ein ganzes Drittel
dieser Projektionsähe für sih beanspruht. Der Sprahapparat ist also
rein sensorish ausgesprohen stark repräsentiert. Wir müssen festhalten,
daÿ auf der Hirnrinde ein zusammenhängendes Bild der artikulatorishen
Retina existiert. (210)
Es ist heute allgemein bekannt, daÿ das aerente Nervensystem, durh
das ja auh die Reaerenzen übertragen werden, die an der Peripherie
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vorliegenden retinalen Bilder niht nur einfah überträgt, sondern auf
dem Weg zur Groÿhirnrinde shon so vorverarbeitet, daÿ Konturen und
Bewegungen und andere Verlaufseigenshaften wie das Einsetzen eines
Drukes usw. verstärkt und hervorgehoben werden... Wir dürfen also
annehmen, daÿ die bei jedem Sprehakt sih auf der artikulatorishen
Retina sih abspielenden Kontakte und Kontaktverläufe auf der sensori-
shen Groÿhirnrinde sih in einer in den Konturen wesentlih vershärf-
ten Abbildung wiedernden... Die Abbildung der im Bereih IM [der
intramuskulären Aktivität℄ eerent erzeugten Artikulationsbewegungen
auf die artikulatorishe Retina ist extrem niht-linear. Während das ef-
ferent erzeugte Artikulationsverhalten in jedem betrahteten Punkt kon-
tinuierlih verläuft, ist das retinale Bild dieser Bewegungen jedoh kein
Kontinuum, sondern es zerfällt in Segmente. Das kontinuierlihe Oberä-
henverhalten produziert nämlih auf der artikulatorishen Retina eine
Sequenz diskreter Reizvorgänge. Die Reizorte wehseln und zwar in ab-
rupten Sprüngen. (216)
[Wir℄ wollen... für die Überführung der äuÿeren (analogen) Stimuli in
diskrete Reizmuster eine eigene Bezeihnung einführen und... von einer
retinalen Diskretisierung von analogen Oberähenreaktionen bzw. kurz
von retinaler Diskretisierung sprehen. (216)
[Wir℄ können... nun sagen, daÿ sih aus der retinal diskretisierten Form
dieses Verhaltens die alphabetishe Beshreibung des Gesprohenen er-
gibt. Und zwar ergeben sih die konsonantishen Prädikate mehr oder
weniger direkt aus der taktilen Reizform, während die vokalishen Prä-
dikate aus den Varianten der taktilen Reizmuster abgeleitet werden kön-
nen. (219)
Vennemann zieht aus diesen Zitaten die Shluÿfolgerung, der wir uns auh für diese
Arbeit anshlieÿen dürfen:
Damit ist eine neurophysiologishe Erklärung dafür angebahnt, daÿ wir
diskret wahrnehmen, was wir kontinuierlih produzieren. Das Ziel einer
Integration einer grammatikalishen (geisteswissenshaftlihen) mit ei-
ner naturwissenshaftlihen Theorie ist ein Stük nähergerükt.
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2.3 Warum empirish?
Inzwishen ist das Wort 'empirish' hier in untershiedlihen Zusammenhängen so
häug gefallen, daÿ der Leser inzwishen ein Bild davon haben dürfte, was damit
im Kontext dieser Arbeit gemeint ist. Trotzdem sollte noh kurz der Frage nah-
gegangen werden, warum hier mit der Empirie begonnen wird, anstatt zunähst
eine vernünftige Hypothese aufzubauen, die anshlieÿend veriziert bzw. falsiziert
werden kann.
Ih denke, es gibt mehrere Gründe, bei der Frage, welher Art die Beziehung von
phonologishem Symbol und phonetishen Signal denn wirklih ist, zunähst ex-
plorativ vorzugehen. Zum einen könnte es ja sein, daÿ der Zusammenhang sih so
komplex darstellt, daÿ wir erfolgreihe Hypothesen erst 'sehen' werden, wenn wir
genügend Material vor Augen haben. Dies möhte ih die optimistishe Annahme
nennen, weil sie davon ausgeht, daÿ sih der gesuhte Zusammenhang tatsählih
in Form von explizit formulierbaren Regeln oder Naturgesetzen
7
erfolgreih darstel-
len läÿt. Natürlih gibt es auh eine pessimistishe Annahme, zu der ih persönlih
neige, nämlih die Annahme, daÿ infolge der unglaublihen Variabilität der Spra-
he ein solhes explizit formulierbares Gesetz niht existiert, sondern vielmehr eine
komplexe statistishe Bindung zwishen den beiden Welten, Symbol und Kontinu-
um, besteht, die es aufzudeken und mit Hilfe geeigneter statistisher Werkzeuge zu
modellieren gilt, und deren mathematishe Parameter nur mit Hilfe von sehr viel
empirish erhobenem und aufbereitetem Material abgeshätzt werden können.
Nun läÿt sih darüber streiten, ob denn eine komplexe statistishe Bindung niht
letztendlih auh nur eine Gesetzmäÿigkeit darstellt, die sih aufgrund ihrer Komple-
xität der sprahlihen oder mathematishen Formulierung entzieht. Wie dem auh
sei, ih denke, daÿ es durhaus sinnvoll ist, sih zunähst 'von unten herauf', also
über physikalish belegbares Material an das Problem heranzutasten, und dann zu
entsheiden, ob der Optimist oder der Pessimist reht behält.
2.4 Regeln vs. Statistik
Die Diskussion der Dihotomie von regelbasierten vs. statistishen Sprahverarbei-
tungsverfahren ist auh für unser Vorhaben von zentraler Bedeutung. Während die
7
der Form 'Wenn A, dann B'.
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Anhänger der sogenannten Natural Language Proessing (NLP), die laut Prof. Adri-
an Fourin besser Non-spoken Language Proessing heiÿen könnte, sih vor allem
in der Tradition von Chomsky und Halle mit regelbasierten Systemen beshäftigen,
bevorzugen Vertreter der Spoken Language Proessing (SLP) fast ausshlieÿlih sta-
tistishe Verfahren.
Auh die bisherigen Ausführungen könnten vielleiht den Eindruk hervorrufen, hier
würde letztendlih nur für den sogenannten statistishen Ansatz, welher in den in-
genieurwissenshaftlihen Disziplinen favorisiert wird, eine Lanze gebrohen. Dieser
Eindruk ist falsh, auh wenn es zutrit, daÿ wir im Bereih der akustishen Model-
lierung bei der Entwiklung des MAUS-Systems (bisher) auf regelbasierte Methoden
weitgehend verzihtet haben
8
. Auf der Ebene der Aussprahe-Modellierung wurde in
MAUS von Anfang an mit regelbasiertemWissen gearbeitet, welhes später lediglih
durh zusätzlihes statistishes Wissen angereihert wurde. MAUS ist also in seinem
hier darzustellenden Zustand
9
eines der wenigen tehnishen sprahverarbeitenden
Systeme, in denen tatsählih statistishes und regelbasiertes Wissen erfolgreih zur
Kombination gebraht wird.
2.5 Das Gesetz der groÿen Zahlen
Trotzdem darf an dieser Stelle der Hinweis niht fehlen, daÿ die Entwiklung des
MAUS-Systems in erster Linie die statistishe Auswertung der Ergebnisse eben die-
ses Systems im Auge hat. Dies läÿt sih wie folgt begründen:
Betrahtet man die Erzeugung von gesprohener Sprahe als eine physikalishe Quel-
le, welhe eine eindimensionale Zeitfunktion hervorbringt, so wird man feststellen,
daÿ diese Quelle eine erstaunlih breit gestreute Variabilität aufweist. Am besten läÿt
sih dies illustrieren, wenn man niht das analoge oder das digitalisierte Shalldruk-
signal selber, sondern die in der Sprahverarbeitung üblihe spektrale Repräsentation
in Form von Kurzzeitspektren betrahtet, welhe in relativen kurzen Abständen von
10-20 Millisekunden aus dem Shalldruksignal berehnet werden. Betrahten wir
zum Beispiel eine grundfrequenzbereinigte Darstellung in 12Mel Frequeny Cepstral
8
Wobei niht auszushlieÿen ist, daÿ sih dies in naher Zukunft noh ändern wird, nahdem
Prof. Tillmann den Beshluÿ gefaÿt hat, sih in naher Zukunft persönlih mit dem Problem der
regelbasierten Grenzverbesserung von Segmenten in MAUS (durh die Entwiklung entsprehender
MatLab-Programme) beshäftigen zu wollen.
9
Entwiklungsstand 1999
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Coeiants
10
zusammen mit der jeweils gegebenen lokalen Energie, so ergibt sih
mathematish ein (niht mehr anshaulih vorstellbarer) Vektorraum der Dimension
13. Kommt dazu noh die erste und zweite zeitlihe Ableitung der Vektortrajektorie,
die sih aus den zeitlih benahbarten Stützpunkten einfah berehnen läÿt, so erhält
man sogar einen 39-dimensionalen Vektorraum.
11
Bei einem derart weit aufgespann-
ten Vektorraum würde man erwarten, daÿ die Trajektorien der Sprahe in relativ
kleinen, gut separierbaren Bereihen zu nden sind. Das Gegenteil ist der Fall: Sogar
nah der bereits informationsreduzierend wirkenden Vorverarbeitung
12
streuen die
39-dimensionalen Vektorverläufe immer noh über einen weit ausgedehnten Bereih.
Grund hierfür ist zum einen die erstaunlihe Bandbreite innerhalb der einzelnen in-
dividuellen menshlihen Stimme, zum zweiten die noh weitaus gröÿere Variation
bei der Berüksihtigung vershiedener Spreher und Situationen: Alter, Geshleht,
Erziehung, Physiologie, Wohnort, Geburtsort, Gesundheitszustand, ja sogar externe
Einüsse, wie Hintergrundgeräushe et. bilden alle zusammen eine Quelle der Va-
riation, bei der es sih tehnish gesprohen um eine Raushquelle handelt, die sih
der eigentlihen Sprahinformation als Störung überlagert. Aus diesem Sahverhalt
folgen zwei Dinge:
1. Die Beshreibung des Gesamtprozesses ist ohne statistishe Methoden kaum
möglih. Warum? Weil die überlagernden Teilprozesse niht orthogonal sind
und daher niht einfah zum Beispiel durh eine Hauptahsentransformation
in Rihtung der Eigenvektoren getrennt werden können.
2. Da die das Sprahsignal beshreibenden Vektorräume sehr groÿ werden, muÿ,
um das der Statistik zugrunde liegende Gesetz der groÿen Zahlen wenigstens
einigermaÿen zu erfüllen, die untersuhte Datenmenge hinreihend groÿ sein,
und das heiÿt im Vergleih mit traditionellen Untersuhungen der Phonetik
extrem groÿ.
Das oben Gesagte gilt zunähst nur für die akustishe Beshreibungsebene, setzt
sih aber analog in den Bereih der symbolish-phonologishen Repräsentation fort,
ja wird unter Umständen sogar noh vershärft. Nehmen wir zum Beispiel an, man
10
Details zur Vorverarbeitung in Mel Frequeny Cepstral Coeiants nden sih in Anhang B.
11
Solhe Dimensionen sind in der Tehnik durhaus üblih und eher an der unteren Grenze
anzusiedeln; viele praktishe Applikationen arbeiten mit bis 100 Komponenten.
12
Die Information über die gesamte A-Prosodie nah Tillmann wird bei der Verarbeitung in
MFCC ausgeltert.
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interessiere sih für die tatsählihe Realisierung von deutshen Präxen. Um zu
wirklih fundierten und niht nur exemplarishen wissenshaftlihen Aussagen zu
kommen, benötigt man für jedes einzelne der a. 800 möglihen Präxe des Deut-
shen gemessene Beispiele der hier angesprohenen groÿen Zahl, so daÿ niht nur
die Variation innerhalb der einzelnen Spreher (= genügend Beispiele eines einzel-
nen Sprehers), sondern auh innerhalb der Sprahgemeinshaft (= genügend groÿe
Zahl von Sprehern) abgedekt wird. Da die Faktoren aber wie gesagt niht ortho-
gonal sind und sih daher multiplikativ verstärken, kann sih jeder leiht vorstellen,
wie groÿ das Datenmaterial allein für diese einfahe Fragestellung sein müÿte.
Vor diesem Hintergrund wird eine Hauptmotivation für die Entwiklung der MAUS-
Methode nunmehr klar verständlih: Für einen empirish fundierten Ansatz in der
Untersuhung der Beziehungen von phonologishen Symbolen und Signalen ist für
eine wissenshaftlih zuverlässige Klärung sehr viel Material erforderlih. Dieses Ma-
terial kann nur durh weitgehend automatisierte Verfahren wie das MAUS-System
gewonnen werden.
Kapitel 3
MAUS
In diesem Kapitel soll die grundlegende Methode, nah der das MAUS-System ar-
beitet, beshrieben werden. Wie bereits vorab erwähnt, habe ih mih bemüht, die
Darstellung knapp und übersihtlih zu gestalten, damit dem Leser der Blik auf
die wesentlihe Grundidee niht durh zu viele Details verbaut wird. An den ent-
sprehenden Stellen wird daher auf die Anhänge A.1 und A.2 verwiesen, wo man
die ausführlihen Details über den mathematishen Formalismus und das Design
des MAUS-Systems ndet. Für das bessere Verständnis des von uns entwikelten
Systems ersheint es mir auÿerdem sinnvoll, historish vorzugehen, d.h. zunähst
einige bereits bekannte automatishe bzw. halbautomatishe Verfahren der auto-
matishen Segmentierung und Etikettierung zu skizzieren, dann die Grundidee des
MAUS-Systems zu beshreiben und shlieÿlih die Entwiklung des MAUS-Systems
in seinen beiden prinzipiellen Varianten nahzuzeihnen. Zunähst aber muÿ ih
noh auf ein grundlegendes Problem näher eingehen, nämlih die Wahl des geeigne-
ten Symbol-Alphabets.
3.1 Das Problem der Kategorien
Durh die Auswahl des Symbol-Alphabets wird die Art und Weise, implizit auh
die Qualität der automatishen Segmentierung und Etikettierung festgelegt. Aus
dem bisher Gesagten ist klar geworden, daÿ es sih um phonologishe Kategorien
handeln muÿ, die sinnvollerweise Segmenten aus einem Shalldruksignal zugeordnet
werden können (auh wenn in der Literatur manhe der folgenden Einheiten als
'phonetishe' bezeihnet werden). Als phonologishe Einheiten kommen in Betraht:
Wörter, Morpheme, Silben, Laute oder Teile von Lauten.
26
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Wörter sind hier nur der Vollständigkeit halber genannt. Obwohl eine Segmentie-
rung und Etikettierung in Wörter (= Spraherkennung) natürlih sehr wünshens-
wert wäre, sheitert dies natürlih an der nah oben oenen Menge der möglihen
Wörter einer Sprahe
1
. Ein so groÿes Inventar läÿt sih unmöglih mit individuellen
akustishen Modellen bearbeiten; daher sheidet die Einheit Wort von vorne herein
aus.
Morpheme, Silben und Laute sind alles möglihe Kandidaten für eine automatishe
Segmentierung und Etikettierung. Morpheme und Silben hätten den Vorteil, daÿ
sie aufgrund ihrer komplexeren intrinsishen Struktur leihter (als Gesamteinheit)
erkannt werden können. Allerdings wird dieser Vorteil fast wieder aufgehoben durh
die immer noh beträhtlihe Anzahl
2
der zu modellierenden Einheiten. Ein weiterer
Nahteil ist natürlih, daÿ das Segmentierungsergebnis für viele Untersuhungen und
Anwendungen zu grob ist. Teile von Lauten andererseits sind meistens zu kurz, um
mit Methoden der digitalen Sprahsignalverarbeitung noh vernünftig erfaÿt werden
zu können. Beispielsweise verhindert das Reziprozitätsgesetz der Systemtheorie (z.B.
[28℄), daÿ sehr kurze Signalstüke im spektralen Bereih mit genügender Auösung
dargestellt werden können.
Damit bleibt als vernünftigste alphabetishe Einheit der Sprahlaut: Er ist in der
Regel von genügender Länge (> 20 ms), um noh verarbeitet werden zu können, und
eignet sih niht nur für Untersuhungen im Lautbereih selbst, sondern auh  bei
Zusammenfassung mehrerer Laute zu Clustern  für die Untersuhung von Silben,
Morphemen oder Wörtern.
Die nähste Frage, die sih sofort anshlieÿt, ist, welhes Lautinventar verwendet wer-
den soll. Vom phonologishen Standpunkt wäre natürlih ein streng gültiges Phone-
minventar der entsprehenden Sprahe die nähstliegende Wahl. Dabei ergeben sih
jedoh auf der Seite der akustishen Modellierung einige Probleme. Zunähst kann
eine akustishe Modellierung keine gefüllten Lüken zulassen; der Shalldrukverlauf
muÿ als Ganzes ohne Ausgrenzungen betrahtet werden. Gefüllte Lüken
3
 in Ge-
1
Im PHONOLEX-Projekt, das in meiner Arbeitsgruppe durhgeführt wird, geht es um die
Erstellung eines möglihst umfassenden Aussprahe-Lexikons des derzeit gesprohenen Deutshen.
Die dabei erstellte Liste untershiedliher Wortformen hat inzwishen (Stand 2000) die Marke von
1600000 übershritten und es ist keine Sättigung absehbar.
2
Über die tatsählihe Anzahl von möglihen Morphemen und Silben im Deutshen gehen die
Meinungen ein wenig auseinander; die meisten Literaturstellen sprehen jedoh von mehr als 10000
Einheiten.
3
Niht zu verwehseln mit dem englishen Ausdruk 'lled pauses' für stimmhafte Hesitationen.
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gensatz zu niht gefüllten Lüken, also Pausen  entstünden immer dann, wenn ein
Laut auftritt, der nah einem strengen Phonemsystem in keinem denkbaren Wort-
paar zu einer phonologishen Distinktion führt. Typishes Beispiel im Deutshen wä-
re der Shwa-Laut
4
. Obwohl dieser streng genommen kein Phonem darstellt, brauht
die akustishe Modellierung dennoh dafür ein Modell, um die Lüke zu shlieÿen.
Das zweite Problem ergibt sih aus der zum Teil erheblihen phonetishen Variation
innerhalb einer Phonem-Kategorie. Nehmen wir zum Beispiel die Frikative [ç℄ in 'ih'
und [x℄ in 'ah', so sind diese genaugenommen Allophone der Phonem-Klasse /h/,
also Mitglieder der gleihen Kategorie. Nun untersheiden sih aber die Signale von
[ç℄ und [x℄ erheblih: Das Spektrum von [ç℄ ist aher und in [x℄ sind infolge der
gröÿeren artikulatorishen Tiefe meistens deutlihe Formantstrukturen zu erkennen.
Der Versuh, solhe untershiedlihen physikalishen Signale mit ein und demselben
akustishen Modell nahzubilden, führt unweigerlih zu Konikten, die nur durh
suboptimale Kompromiÿlösungen umgangen werden können
5
. Sinnvoller  von der
akustishen Seite her gesehen  ist es, solhe Signale als separate Kategorien zu
behandeln.
Folgt man diesem pragmatishen Ansatz, so erhält man letztendlih ein Inventar, das
genaugenommen weder eine 'breite' noh eine 'enge' Transkription ermögliht, son-
dern eine Mishform: bestimmte Laute werden tatsählih als phonologishe Einheit
behandelt, andere  wo die Akustik es erfordert  als Allophone. Die Entsheidung
darüber, welhe Allophone gemeinsam und welhe getrennt behandelt werden, wird
anhand der qualitativen phonetishen Ähnlihkeit getroen. Von phonologishen
Standpunkt aus ist dies zunähst mit keinerlei Nahteilen verbunden, weil durh
eine einfahe Nahbearbeitung die entsprehenden Allophongruppen eindeutig zu
Phonemen zusammengefaÿt werden können.
Nun ist dieser Aspekt der MAUS-Entwiklung nihts Neues. Bereits Anfang der
90iger Jahre wurde mit dem europäishen Forshungsprojekt 'Speeh Assessment
Methods' (SAM, vgl. [29℄) für jede europäishe Sprahe
6
ein solhes phonologish-
phonetishes Sub-Inventar des IPA-Alphabets ([33℄) festgelegt, das inzwishen im
Bereih der SLP zum Standard geworden ist. Ein groÿer praktisher Vorteil des
SAM Phoneti Alphabets (SAM-PA) besteht darin, daÿ es mit dem standardisierten
ASCII-Zeihensatz im Computer dargestellt werden kann.
4
Niht ganz unumstritten; manhe Autoren erklären auh den Shwa-Laut zum Phonem
5
z.B. durh Verwendung von parallelen Verarbeitungssträngen.
6
Mittlerweile auh für die wihtigsten auÿereuropäishen Sprahen.
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Tabelle 3.1 zeigt das in unseren Untersuhungen verwendete Lautinventar mit Bei-
spielen und dem Bezug zum IPA-Alphabet. Abweihungen vom SAM Standard sind
mit einem Sternhen gekennzeihnet; diese erfolgten jedoh nur aus Gründen der ein-
faheren Handhabung und können jederzeit durh einfahen Austaush der Symbole
rükgängig gemaht werden.
IPA Nummer BEISPIEL IPA NAME SAM-PA
Vokale
304, 503 Kahn Lower-ase A, Length Mark a:
304 kann Lower-ase A a
302, 503 Beet Lower-ase E, Length Mark e:
302 Meteor Lower-ase E e
303 Bett Epsilon E
301, 503 riet Lower-ase I, Lenght Mark i:
301 Politik Lower-ase I i
319 ritt Small Capital I I
307, 503 bog Lower-ase O, Length Mark o:
307 Politik Lower-ase O o
306 Bok Open O O
308,503 Mus Lower-ase U, Length Mark u:
308 Kulisse Lower-ase U u
321 muss Upsilon U
309, 503 H"ute Lower-ase Y, Length Mark y:
309 kyrillish Lower-ase Y y
320 H"utte Small Capital Y Y
303, 503 K"ase Epsilon, Length Mark E:
310, 503 H"ohle Slashed O, Length Mark 2:
310 "Okonom Slashed O 2
311 H"olle O-E Digraph 9
Nasalierte Vokale
304, 424 Restaurant Lower-ase A, Superposed Tilde a~
303, 424 * Teint Epsilon, Superposed Tilde E~
306, 424 * Saison Open O, Superposed Tilde O~
311, 424 Parf"um O-E Digraph, Superposed Tilde 9~
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Diphthonge
304, 319 zwei Lower-ase A, Small Capital I aI
304, 321 Bauh Lower-ase A, Upsilon aU
306, 320 neun Open O, Small Capital Y OY
Unbetonte Vokale
322 lesen Shwa 
324 Leser Turned A 6
Konsonanten
133 lesen Lower-ase Z z
134 Tashe Esh S
135 Loge Yogh Z
138 dih C Cedilla C
140 Dah Lower-ase X x
119 Junge Eng N
113 * ih Upper-ase Q Q
102 bei Lower-ase B b
104 du Lowr-ase D d
128 verfahren Lower-ase F f
110 Gast Lower-ase G g
146 Hast Lower-ase H h
153 ja Lower-ase J j
109 Kahn Lower-ase K k
155 Liht Lower-ase L l
114 Mann Lower-ase M m
116 neun Lower-ase N n
101 Platz Lower-ase P p
122 Rauh Lower-ase R r
132 las, Ma"s Lower-ase S s
103 Torte Lower-ase T t
129 Vase, wann Lower-ase V v
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Diaritia
503 Lengthening Length Mark (Vowel):
501 * Primary Stress Vertial Stroke(Superior) '(Vowel)
502 * Seond. Stress Vertial Stroke(Inferior) "(Vowel)
406 * Glottalization Subsript Tilde q(Item)
424 Nasalization Superposed Tilde (Item)~
Tabelle 3.1: SAM Phoneti Alphabet für die deutshe Sprahe ([29℄). Erläuterung:
Auf der Kiel-Convention der International Phoneti Assoiation wurden in der von
Barry und Tillmann geleiteten Arbeitsgruppe 'Computer representation of indivi-
dual language' folgende Erweiterungen zu den traditionellen IPA-Lautsymbolen ver-
einbart: IPA-Nummern, welhe alle IPA-Zeihen und IPA-Diaritia als eindeutige
Nummer identizieren, und IPA-Namen, welhe die Form des IPA-Zeihens druk-
tehnish eindeutig beshreiben. Auf diese Weise wurde es erstmals möglih, in her-
kömmlihen Computer-Systemen mit IPA-Zeihen zu rehnen.
3.2 Automatishe Verfahren  Überblik
Forshungsanstrengungen zur Erreihung einer halb- oder vollautomatishen Etiket-
tierung und vor allem einer Segmentierung von Sprahe haben eine lange Tradition.
Sie wurden einerseits von Grundlagenforshern, andererseits auh von anwendungs-
orientierten Ingenieurswissenshaftlern unternommen, und dies shlägt sih in der
Art und Weise des jeweiligen Vorgehens deutlih nieder. Während Linguisten, Pho-
nologen und Phonetiker dazu tendieren, mit regelbasierten Methoden auf der Ebene
von phonetishen Merkmalen zu operieren, ndet man auf der tehnishen Seite
fast ausshlieÿlih die sogenannten statistishen Maximierungsansätze, bei denen es
darum geht, einen bestimmten statistishen Ausdruk in geeigneter Weise gezielt zu
maximieren.
In der jüngeren Vergangenheit hat sih gezeigt, daÿ analog zu den Anstrengungen
im Bereih der automatishen Spraherkennung auh bei der automatishen Etiket-
tierung und Segmentierung die regelbasierten Verfahren den statistishen deutlih
unterlegen sind. Insbesondere zeigt sih bei regelbasierten Ansätzen fast immer das
Problem, daÿ das System nur für die Äuÿerungen eines einzelnen Sprehers optimiert
werden kann. Darüber hinaus bedeutet die Optimierung von Regeln  besonders
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wenn es sih um Ansätze der in Japan favorisierten Fuzzy-Logik handelt  in den
meisten Fällen mühsame Handarbeit bei der Festsetzung der Regelshwellwerte
7
,
während statistishe Verfahren meistens selbstlernend sind. Konsequenterweise ha-
ben sih auh die wissenshaftlihen Ansätze zur automatishen Etikettierung und
Segmentierung in den letzten beiden Dekaden auf statistishe Verfahren konzentriert.
Daher werde ih mih hier auf diese Ansätze beshränken.
3.2.1 Statistisher Formalismus
Folgt man den statistishen Ansatz zur Lösung eines Segmentierungsproblems, wird
man in den meisten Fällen den folgenden Formalismus verwenden:
Ein Sprahsignal sei durh eine Folge O kleinster, niht mehr teilbarerer Atome
O = o
1
; o
2
; :::o
N
beshrieben. Solhe Atome können z.B. die Abtastwerte eines nah
Nyquist korrekt abgetasteten Shalldruksignals sein; in diesem Falle entspriht die
Länge eines Atoms, oder besser des kleinsten sinnvoll darstellbaren Segments, der
Inversen der doppelten höhsten Frequenz im Spektrum des Sprahsignals (Nyquist-
Bedingung oder auh Abtasttheorem). Meistens jedoh handelt es sih bereits um
sehr viel längere Einheiten, die aus einer Vorverarbeitung des Sprahsignals, einer
Merkmalsextraktion, stammen.
Beispiel:
In einen typishen Sprahe verarbeitenden System wird das Sprahsi-
gnal mit mit einem Spektrum der Bandbreite 8kHz nah Nyquist mit
16kHz abgetastet. Daraus ergibt sih ein Abstand der Abtastwerte von
0.0000625 Sekunden. Im ersten Verarbeitungsshritt werden jedoh zur
Berehnung des Kurzzeitspektrums jeweils überlappende Bereihe von
a. 20 Millisekunden Breite und in einem Abstand von jeweils 10 Mil-
lisekunden zusammengefaÿt und zu einer Folge von Merkmalsvektoren
umgeformt. Ein 'Atom' ist folglih nah der Merkmalsextraktion 10 Mil-
lisekunden breit
8
.
Da die Atome niht die Länge Null haben können, folgt daraus, daÿ O aus einer
endlihen Anzahl N(O) Atomen besteht. Ein Segment innerhalb unseres Sprahsi-
7
Eine Ausnahme bildet in Bereih der Spraherkennung das in [2℄ beshriebene System, welhes
ein selbstlernendes Regel-System verwendet.
8
Vgl. dazu auh Anhang B.
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gnals besteht ebenfalls aus einer endlihen Anzahl von Atomen, die gröÿer als Null,
aber auf jeden Fall kleiner oder gleih N(O) sein muÿ. Geht man davon aus, daÿ das
Signal in eine bündige Folge von Segmenten aufgeteilt werden soll, wird sofort klar,
daÿ es dazu prinzipiell zwar sehr viele, aber endlih viele Kombinationsmöglihkei-
ten (Segmentierungen) R gibt, die in einer Menge aller möglihen Segmentierungen
	 zusammengefaÿt werden können. Der eine Extremfall einer Segmentierung ist ein
einziges Segment mit N(O) Atomen; der andere Extremfall sind N(O) Segmente
der Länge von jeweils einem Atom.
Ein statistisher Ansatz setzt nun ein Modell (eine Wahrsheinlihkeitsdihtefunk-
tion) als gegeben voraus, welhes jeweils die Wahrsheinlihkeit wiedergibt, daÿ bei
gegebenem Sprahsignal O eine Segmentierung R korrekt ist: P (RjO). Woher dieses
Modell stammt, interessiert vorerst niht. Die Lösung des Segmentierungsproblems
läÿt sih nunmehr in ein Optimierungsproblem umformulieren, derart daÿ die Seg-
mentierung
^
R gesuht wird, für die gilt:
^
R = argmax
R2	
P (RjO) (3.1)
Bevor wir weiter gehen, zunähst zwei Anmerkungen:
1. Diese Herleitung betrahtet zur Vereinfahung der Darstellung tatsählih nur
die Optimierung über die Menge aller möglihen Segmentierungen eines Si-
gnals. Die Etikettierung der Segmente, d.h. die Entsheidung über die Klassen-
zugehörigkeit, wurde bisher gar niht formalisiert und muÿ tatsählih als eine
zusätzlihe statistishe Gröÿe mit berüksihtigt werden. Dies ändert jedoh
nihts an der prinzipiellen Vorgehensweise beim statistishen Ansatz. Daher
seien in der weiteren Herleitung die Begrie 'Segmentierung' und 'Lautfolge'
als synonym anzusehen.
2. Das Modell P (RjO) kann man sih als Dihtefunktion über einer 'Hyperebene'
vorstellen, welhe  als mathematishe Menge gesehen  alle möglihen Seg-
mentierungen repräsentiert. P (RjO) wird dort, wo die 'wahre' Segmentierung
9
liegt, ein Maximum haben.
P (RjO) läÿt sih direkt weder beobahten noh messen. Der Grund hierfür ist ein-
sihtig: eine empirishe Messung dieser Funktion wäre nur möglih, wenn man alle
9
im Sinne der Optimierung.
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denkbaren O, also alle denkbaren Sprahsignale untersuht hätte. Dies ist selbstver-
ständlih unmöglih. Insofern sheint uns der statistishe Ansatz auf ein unlösbares
Problem geführt zu haben.
Nah dem Bayes Theorem läÿt sih dieses empirish unlösbare Problem jedoh in
eine andere Form bringen, die uns weiterhilft. Es gilt nämlih die Identität:
P (OjR)P (R) = P (RjO)P (O) (3.2)
und somit wird der Ausdruk in 3.1 zu:
^
R = argmax
R2	
P (OjR)P (R)
P (O)
(3.3)
Die in diesem Ausdruk enthaltenen Terme lassen sih wie folgt interpretieren:
 P (R) gibt die apriori Wahrsheinlihkeit für das Auftreten einer bestimmten
Segmentierung R wieder. Dies mag überrashen, da man zunähst annehmen
möhte, alle Segmentierungen seien gleihermaÿen zugelassen und damit auh
gleih wahrsheinlih.
Die oben erwähnten Extrembeispiele für möglihe Segmentierungen mahen
sofort klar, daÿ dem niht so ist: eine Segmentierung, bei der das gesamte
Sprahsignal aus Segmenten von Atomlänge besteht, ist extrem unwahrshein-
lih. Folglih müÿte P (R) für diesem Fall nahe bei Null anzusiedeln sein.
Ein anderes Gedankenexperiment: Stellen wir uns vor, eine Segmentierung R
beshreibe die Phonemefolge /ktrslt/. Eine Lautkombination dieser Art ist
im Deutshen, selbst unter Einbeziehung von Dialekten und Spontansprahe,
niht zu erwarten. Auh hier müÿte P (R) einen Wert nahe Null annehmen.
P (R) ist somit ein Ausdruk, welher die vom Sprahgebilde denierten, allge-
meinen Wahrsheinlihkeiten für konkrete Phonem-Folgen beliebiger Art wie-
dergibt. Man könnte auh sagen, P (R) repräsentiert das phonologishe Wissen
in der Suhe nah der optimalen Segmentierung einer Äuÿerung. Interessant
in diesem Zusammenhang ist, daÿ P (R) zwar formal eine Wahrsheinlihkeits-
funktion darstellt, aber ohne Einshränkung der Allgemeinheit auh eine bi-
näre 'Wahr/Falsh' Entsheidung für bestimmte Phonemfolgen zur Anwen-
dung kommen könnte, z.B. als das Ergebnis einer phonologishen Grammatik.
In letzterem Falle würden ganz einfah die Wahrsheinlihkeitswerte, die P (R)
annehmen kann, entweder 1 (für 'Wahr') oder 0 (für 'Falsh') sein.
 P (OjR) beshreibt formal die Wahrsheinlihkeit für ein bestimmtes Signal O
gegeben eine bestimmte konkrete Phonemfolge R. Insofern könnte man diesen
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Term auh als akustishes Quellenmodell bezeihnen. Da die Segmentierungen
R 2 	 diskrete, abzählbare Ereignisse darstellen, läÿt sih dieser Term an-
shaulih als eine Sammlung vom j	j vershiedenen Wahrsheinlihkeitsdih-
tefunktionen über O vorstellen, wobei j	j gleih der Anzahl der Elemente von
	, also aller möglihen Segmentierungen ist. Die individuelle Dihtefunktion
P (Oj

R) für eine konkrete Segmentierung

R beshreibt dann die Wahrshein-
lihkeiten für jedes akustishe Signal O, daÿ es von einer Äuÿerung mit der
Segmentierung

R stammt.
P (Oj

R) läÿt sih empirish abshätzen, indem man eine genügend groÿe Menge
von Äuÿerungen der gleihen Lautfolge

R beobahtet. Es mag zunähst unrea-
listish ersheinen, daÿ sih auf diese Weise auh P (OjR) abshätzen läÿt, weil
dazu sehr viele Realisierungen von jeweils sehr vielen möglihen Äuÿerungen
beobahtet werden müssen. In der Praxis läÿt sih der Aufwand jedoh auf ein
realisierbares Maÿ reduzieren, unter der Annahme, daÿ die akustishen Reali-
sierungen einzelner Phoneme statistish voneinander unabhängig sind.
Der Term P (OjR) repräsentiert also in der Suhe nah der optimalen Seg-
mentierung die akustishe Modellierung, unabhängig von der Auftretenswahr-
sheinlihkeit der Äuÿerung (Segmentierung) an sih. Man könnte daher auh
sagen, P (OjR) ist der Beitrag des phonetishen Wissens bei der Suhe nah
der optimalen Segmentierung.
 Der Term P (O) im Nenner des zu maximierenden Ausdruks steht analog zu
P (R) für die apriori Wahrsheinlihkeit für das Auftreten eines Signals O an
sih und ist völlig unabhängig von der Art der Segmentierung R. Shon rein
formal wird klar, daÿ dieser Term  da niht von R abhängig  für alle R
konstant bleiben muÿ. Da wir aber über alle R 2 	 maximieren, kann dieser
Term entfallen und es bleibt:
^
R = argmax
R2	
P (OjR)P (R) (3.4)
als Optimierungsbedingung.
Betrahtet man diesen Formalismus im Lihte der Dinge, die in Abshnitt 1.1 über
das problematishe Verhältnis von Phonologie und Phonetik gesagt wurden, ist es
bemerkenswert, wie problemlos hier phonetishes und phonologishes Wissen Hand
in Hand gehen.
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3.2.2 Die Extremfälle
Vergleiht man die existierenden Verfahren zur automatishen Etikettierung und
Segmentierung, so stellt man fest, daÿ mit wenigen Ausnahmen die akustishe Mo-
dellierung, also der Term P (OjR), in prinzipiell ähnliher Weise, nämlih durh Ver-
kettung von Hidden Markov Modellen (HMM) realisiert wird. Auf die Theorie der
HMM möhte ih aus Platzgründen in dieser Arbeit niht eingehen. Eine sehr gute
Einführung ndet sih z.B. in [39℄. Für das weitere Verständnis genügt es zu wissen,
daÿ sih mit Hilfe von segmentalen HMM, in unserem Falle Phonem-HMM, jede
beliebige Äuÿerung einer Sprahe durh Verkettung dieser Modelle akustish model-
lieren läÿt. D.h. konkret, daÿ bei vorgegebener Phonemfolge

R für jedes unbekannte
Signal O eine Wahrsheinlihkeit P (Oj

R) berehnet werden kann.
Der zweite Term P (R) in unserer Optimierungsformel wird dagegen sehr unter-
shiedlih behandelt. Das Spektrum reiht dabei von der freien Phonemerkennung
bis hin zum sogenannten Fored Alignment
10
.
Freie Phonemerkennung
Bei der freien Phonemerkennung handelt es sih genau genommen um eine automa-
tishe Spraherkennung auf Phonembasis
11
. Nur das akustishe Signal ist in diesem
Falle entsheidend für das Ergebnis; der Term P (R) wird daher einfah zu 1 gesetzt.
Vom phonetishen Standpunkt aus wäre ein freier Phonemerkenner natürlih der
ideale Algorithmus für die automatishe Etikettierung und Segmentierung  wenn
er funktionieren würde. Wenn man davon ausgeht, daÿ der Mensh nah mehreren
Millionen Jahren evolutionärer Entwiklung eine optimale Fertigkeit beim Verstehen
von Sprahe entwikelt hat  und nihts sheint im Moment auf das Gegenteil hinzu-
deuten , dann ist es bemerkenswert, daÿ er Logatome, also Wörter ohne Semantik,
niht fehlerfrei zu transkribieren vermag. Vermutlih ist die vollständige Information
über die phonologish-phonetishe Lautfolge im Shalldruksignal eben nur teilweise
enthalten. Es überrasht daher niht, daÿ nah dem heutigen Stand der Tehnik in
der der freien Phonemerkennung bestenfalls Akuratheiten
12
von 65-70% zu erzielen
10
Am ehesten mit 'erzwungene Abbildung' wiederzugeben.
11
Gewöhnlih wird automatishe Spraherkennung auf Wortbasis durhgeführt. Ersetzt man je-
doh das Lexikon bekannter Wörter durh die Liste bekannter Phoneme einer Sprahe, erhält man
analog einen Spraherkenner, der Phoneme erkennt, also transkribiert.
12
Zur Denition von Akuratheit siehe Abshnitt 4.1.1
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sind.
Aus diesem Grunde entspriht dieser Extremfall nur einer Idealvorstellung und wird
für die automatishe Etikettierung und Segmentierung niht verwendet. Trotzdem
gibt es Einzelfälle, in denen freie Phonemerkennung  auh wenn sie fehlerhaft ist 
eingesetzt wird, z.B. zum automatishen Aunden von neuen Aussprahevarianten
([37℄) oder zur Transkription oder zum Lernen unbekannter Namen (z.B. [46℄).
Berüksihtigung der Phonotaktik
Die nähste Stufe in Rihtung des anderen Extremfalles, des Fored Aligments, ist
ein Phonemerkenner, der Wissen über die Phonotaktik, also die erlaubten Abfolgen
von Lauten, in der Zielsprahe verwendet.
In seiner einfahsten Form kann dies durh ein statistishes Bigramm-Modell ge-
shehen, welhes für jedes Phonem X eine diskrete Auftretenswahrsheinlihkeit
P (XjY ) berehnet, unter der Bedingung, daÿ vor X das Phonem Y aufgetreten
ist. Ein solhes Bigramm-Modell läÿt sih aus einer groÿen Menge von Transkripten
automatish generieren.
Eine andere Möglihkeit ist die Verwendung einer phonologishen Grammatik, wel-
he binäre Aussagen über das möglihe Auftreten des Phonems X im Kontext V XN
liefert, wobei Prä- und Postkontexte V und N vor und nah dem Element X in die-
sem Fall niht auf ein Phonem beshränkt sein müssen.
In beiden Fällen wird der Term P (R) in unserer Optimierungsformel durh die ent-
sprehende apriori Wahrsheinlihkeit der Phonemfolge R ersetzt. Untersuhungen
der Verbmobil-Forshungsgruppe an der Universität Hamburg haben gezeigt, daÿ
sih auf diese Weise die Qualität der freien Phonemerkennung signikant steigern
läÿt
13
.
Aussprahemodellierung
Die Phonotaktik berüksihtigt kein Wissen über die Wortstruktur der Zielsprahe.
Durh eine explizite Modellierung der möglihen Ausspraheformen von Wörtern
läÿt sih der Suhraum der Optimierung weiter einshränken. Ist zum Beispiel be-
kannt, daÿ die Endung 'er' im Deutshen fast ausshlieÿlih als tiefer Shwa [6℄
realisiert wird, so kann man dieses Wissen nutzen, um den Term P (R) für alle
13
Leider liegen dazu keine Veröentlihungen vor.
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anderen Fälle entsprehend einzushränken
14
. Wie man sih leiht vorstellen kann,
gibt es sehr viele vershiedene Möglihkeiten der Aussprahemodellierung. Das Spek-
trum reiht von rein statistishen Verfahren, welhe für jedes möglihe Wort mehrere
möglihe Aussprahen zusammen mit deren Auftretenswahrsheinlihkeiten model-
lieren (z.B. in [46, 1℄), über regelbasierte Systeme, die entweder phonologish oder
statistish basiert sein können (an dieser Stelle läÿt sih auh das MAUS-System
einordnen), bis hin zur expliziten Vorgabe der jeweiligen Aussprahe in Form einer
vorgefertigten Transkription (z.B. [35℄).
In allen Fällen wird der Term P (R) für eine konkrete Realisierung R einer Äuÿerung
derart berehnet, daÿ er die apriori Wahrsheinlihkeit für die gewählte Aussprahe
wiedergibt.
Fored Alignment
Als Kontrapunkt bleibt, wie bereits erwähnt, die Möglihkeit, ein unbekanntes
Sprahsignal auf eine bereits vorgegebene Folge von Lauten zu segmentieren. Der
Suhraum (und damit der tehnishe Aufwand) reduziert sih für diesen Fall enorm,
weil sih nur noh die einzelnen Segmentgrenzen innerhalb der Segmentierung ver-
shieben können. In den meisten Fällen handelt es sih um ein sog. kanonishes
Alignment, womit eine Segmentierung auf die Standardaussprahe, meistens die
Aussprahe isoliert gesprohener Wörter, gemeint ist. Fored Alignment wird in
Trainingsverfahren der automatishen Spraherkennung häug eingesetzt, um das
Problem der fehlenden Segmentierung in den Trainingsdaten zu umgehen. Dabei
wird in einem iterativen Prozeÿ das Sprahmaterial immer wieder neu segmentiert
und anshlieÿend die akustishen Modelle anhand der dabei gefundenen Segmen-
tierung solange nahgeshätzt, bis das System auf einer Teststihprobe konvergiert
(siehe z.B. [42℄).
Für die automatishe Etikettierung und Segmentierung ist Fored Aligment nur von
geringer Bedeutung, weil sih das vorgegebene Transkript niht ändern kann. Hat
z.B. ein Spreher das Wort 'haben' mit [ha:m℄ anstatt kanonish [ha:bn℄ ausge-
sprohen, so wird dies beim Segmentieren mit Fored Aligment niht detektiert. Im
Gegenteil muÿ zwangsläug eine Fehlsegmentierung und -etikettierung stattnden,
weil das tatsählih realisierte nale [m℄ auf die vorgeshriebenen Etiketten [bn℄
verteilt wird. Trotzdem ndet diese Methode auh in der phonetishen Forshung
14
In der englishsprahigen Literatur spriht man in diesem Falle auh ganz rihtig von 'ons-
traints'.
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Abbildung 3.1: Shalldruksignal des Wortes 'neunzigsten'; Ausshnitt aus einer
spontanen Äuÿerung im Verbmobil-Korpus (Darstellung mit SfS)
vor allem zur zeitsparenden Segmentierung von akustishen Einzelereignissen (z.B.
Silben, Wörtern) ihre Anwendung.
3.3 Eine einfahe Idee: Grundprinzip von MAUS
Nahdem der Kontext für die MAUS-Methode klar geworden ist, möhte ih in die-
sem Abshnitt das Grundprinzip an einem einfahen Beispiel erläutern, bevor ih
in den weiteren Abshnitten auf die vershiedenen Varianten von MAUS eingehen
werde. Abbildung 3.1 zeigt das Shalldruksignal des Wortes 'neunzigsten', welhes
aus einem spontan geäuÿerten Satz herausgeshnitten wurde. Dieses Signal zusam-
men mit der Information, daÿ irgendwo in diesem Bereih das Wort 'neunzigsten'
gesprohen wurde, bildet den Ausgangspunkt für unser Beispiel.
Die weitere Verarbeitung erfolgt zunähst in zwei parallelen Zweigen
15
:
Signalverarbeitung des Shalldruksignals
Das Shalldruksignal wird einer Reihe von digitalen Verarbeitungshritten unter-
worfen
16
:
15
Man könnte sogar sagen, in einem phonetishen und einem phonologishen Zweig.
16
Mathematishe Details in Anhang B.
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1. Das Signal wird mit einem Hohpaÿ erster Ordnung geltert, um den typishen
Abfall des Sprahspektrums auszugleihen. Dieser Abfall zu höheren Frequen-
zen wird einerseits durh den Abfall des Anregungsspektrums der menshli-
hen Glottis und andererseits durh die akustishe Abstrahlungsharakteristik
einer Kugelquelle (von der Mundönung in den Raum) verursaht. Beide Ef-
fekte überlagern sih nah der Systemtheorie ([28℄) im Spektrum multiplikativ,
d.h. das Anregungsspektrum der Glottis wird mit der Übertragungsfunktion
der Abstrahlung multipliziert, was zu einem Abfall des Spektrum von etwa 6
dB/Oktave führt. Für die nummerishe Verarbeitung der spektralen Werte ist
es natürlih günstiger, wenn diese über den gesamten betrahteten Spektral-
bereih ungefähr in den gleihen Zahlenbereih zu liegen kommen; die Hoh-
paÿlterung erzielt durh Anhebung der höheren Frequenzbereihe genau den
gewünshten Eekt.
2. Das Signal wird um einen etwaigen Gleihwertanteil (arithmetisher Mittel-
wert) ungleih Null bereinigt. Solhe Gleihwertanteile können aus der analo-
gen Verstärker- bzw. Filtershaltung vor der Analog/Digital-Wandlung stam-
men. Sie bewirken eine Verfälshung in der Berehnung der lokalen Energie
des Shalldruksignals (s. nähster Punkt). Daher wird ein etwaiger Gleih-
wertanteil vorab berehnet und vom Shalldruksignal subtrahiert. Das Resul-
tat dieser Operation ist, daÿ das Shalldruksignal vollkommen symmetrish
um die Nulllage shwingt.
3. Das Signal wird 'gefenstert', d.h. mit einer glokenförmigen Fensterfunktion
(Hamming-Fenster der Breite 20 Millisekunden) multipliziert, und innerhalb
dieses Fensters werden aus dem verbleibenden Signalstük spektrale Parameter
(Merkmale) berehnet und zu einem Merkmalsvektor zusammengefaÿt (Kurz-
zeitanalyse, vgl. dazu auh Abb. B.1 auf Seite 165 sowie [39℄). Im Falle des
MAUS-Systems sind die extrahierten Merkmale
 die lokale Energie (durh Quadration und Integration des Signals im Fen-
sterbereih)
 die erste und zweite zeitlihe Ableitung der lokalen Energie
 12 gehörgereht berehnete Cepstral-Koezienten (Mel-Frequeny-
Cepstral-Coeiants (MFCC), siehe Anhang B). Cepstrale Parameter
stellen eine Sonderform von spektraler Darstellung dar, wie sie in der di-
gitalen Sprahverarbeitung sehr häug zur Anwendung kommt. Für das
weitere Verständnis genügt es zu wissen, daÿ epstrale Parameter in erster
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Näherung das Spektrum eines Sprahsignals, bereinigt um seine Periodi-
zität, beshreiben, also eine Abshätzung der Übertragungsfunktion des
Vokaltraktes darstellen.
 die erste und zweite zeitlihe Ableitung der 12 epstralen Parameter
Die Dimensionalität der Merkmalsvektoren in MAUS ist somit 39
17
Die oben skizzierte Merkmalsextraktion transformiert also das ein-dimensionale, re-
lativ diht abgetastete
18
Shalldruksignal in eine relative grob abgetastete
19
Tra-
jektorie im 39-dimensionalen Raum. Soweit der phonetishe Zweig der Verarbeitung.
Wie können wir uns diese Trajektorie für unser Beispiel 'neunzigsten' vorstellen?
Eigentlih übersteigt dies bereits unser räumlihes Vorstellungsvermögen bei weiten;
dennoh möhte ih versuhen, einige anshaulihe Hinweise zu geben, indem wir nur
zwei der Parameter, nämlih die lokale Energie e und den ersten Cepstral-Koezient

1
betrahten.
Im initialen Nasal [n℄ unseres Beispielwortes bleiben die Lippen geshlossen, es wird
folglih wenig Energie abgestrahlt, und der erste Parameter unseres Merkmalsvek-
tors, die Energie, wird relativ kleine Werte annehmen. Im anshlieÿenden Diphthong
[OY℄ önen sih die Lippen, die abgestrahlte akustishe Energie steigt an, erreiht im
Silbenkern ihr Maximum und fällt zum zweiten Nasal wieder ab. Der Parameter e
wird also eine Auf-Ab-Bewegung ausführen.
Der erste Cepstral-Koezient 
1
beshreibt die 'Welligkeit' des Mel-Spektrums für
Shwingungen, deren Wellenlänge die Doppelte der Gesamtlänge des Spektrum
(8kHz) beträgt. Anshaulih heiÿt dies, daÿ der Parameter 
1
hohe Werte annimmt,
wenn z.B. das Mel-Spektrum einen breiten Hügel oder ein breites Tal über die ganze
Länge formt, und niedrige Werte, wenn das Mel-Spektrum eher ah verläuft oder
nur 'shnellere' Welligkeiten aufweist. Das Spektrum eines Nasals hat ein überwie-
gend niederfrequentes Spektrum, einerseits bedingt durh die Hauptresonanz der
groÿvolumigen nasalen Passage und die starke Verengung an den Nasenönungen,
andererseits durh die Dämpfung der Anti-Formanten oberhalb von 500 Hz ([27℄).
Deshalb ist zu erwarten, daÿ der Parameter 
1
relativ groÿ sein wird. Im Diphthong
[OY℄ dagegen ändert sih die spektrale Form auh innerhalb des Silbenkerns durh
17
E +E
0
+E
00
+ 12C + 12C
0
+ 12C
00
= 39
18
Im Falle des MAUS-Systems: 16000 Abtastwerte pro Sekunde.
19
100 Abtastwerte pro Sekunde.
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c1
e
[n]
[OY]
Abbildung 3.2: Trajektorie im zwei-dimensionalen Vektorraum der Parameter e und

1
für die Phonemfolge [nOYn℄
den Übergang vom [O℄ zum [Y℄; eine Vorhersage, wie 
1
sih verhalten wird, ist nur
shwer möglih. Vermutlih wird er jedoh niht nahe Null sein, da beide vokalishen
Spektren ein groÿräumiges Gipfelverhalten aufweisen, aber geringer als der Wert in
den Nasalen.
Betrahtet man nun das zeitlihe Zusammenspiel der beiden Parameter e und 
1
,
ndet man eine Trajektorie im zwei-dimensionalen Raum, die ungefähr so aussehen
könnte, wie in Abbildung 3.2 wiedergegeben.
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Modellierung der Aussprahe-Hypothesen
Der zweite Verarbeitungszweig betrit die Modellierung der zu erwartenden Aus-
sprahe der Äuÿerung. Wie bereits in Abshnitt 3.2.2 angedeutet, stellt der MAUS-
Algorithmus Hypothesen über die Aussprahe der zu segmentierenden Äuÿerung auf,
welhe dann als Einshränkungen im eigentlihen Optimierungsprozess eingesetzt
werden. Ausgangspunkt ist hier die orthographishe Repräsentation der Äuÿerung.
1. Die orthographishe Repräsentation
20
muÿ zunähst in eine Kette von rein le-
xikalishen Einheiten geltert werden. Beispielsweise werden sämtlihe Inter-
punktionen entfernt, Groÿshreibung zu Beginn einer Äuÿerung wird beseitigt
(es sei denn, es handelt sih um ein Nomen bzw. einen Namen), und sämtlihe
zusätzlihen Markierungen werden entfernt.
Beispiel
21
:
'... -/das #knok <"ah>/- das neun-und-neunzigste Kapitel!'
wird zu:
'... das "ah das neunundneunzigste Kapitel'
2. Die verbleibenden lexikalishen Einheiten werden durh ihre kanonishe
Standard-Aussprahe ersetzt. Dies kann entweder passiv durh ein möglihst
abdekendes Aussprahe-Lexikon
22
oder aktiv durh ein automatishes 'Text-
to-Phoneme'-System
23
erfolgen. Das Resultat ist eine Kette von SAM-PA Sym-
bolen zusammen mit der Markierung der Wortgrenzen.
Beispiel:
'... das "ah das neunundneunzigste Kapitel'
wird zu:
'... da:s#E:#das#nOYnUntnOYntsICst#ka:pItl'
24
20
Die orthographishe Repräsentation kann z.B. auh in Form einer Transliteration gemäÿ
Verbmobil-Konventionen vorliegen. In diesem Falle enthält sie auÿer den eigentlihen Wörtern
noh zahlreihe Marker für Worttypen, syntaktishe Ereignisse, Geräushe, et.
21
Aus Verbmobil I Transliteration.
22
Am Institut für Phonetik wurde unter meiner Leitung in den letzten Jahren ein sehr groÿes,
omputerlesbares Aussprahe-Lexikon PHONOLEX entwikelt.
23
Z.B. das von M. Libossek in ihrer Magisterarbeit entwikelte silbenbasierte P-TRA System
([26℄).
24
Symbole in SAM-PA; '#' markiert eine Wortfuge.
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3. Diese Kette von SAM-PA Symbolen läÿt sih als ein linearer, gerihteter Graph
oder Markov-Modell darstellen, wobei die SAM-PA-Symbole in den Knoten
stehen, während an den gerihteten Kanten Übergangswahrsheinlihkeiten
eingetragen werden können. Die Summe aller von einem Knoten abgehenden
Übergangswahrsheinlihkeiten muÿ per denitionem 1 sein. Da der Graph
zunähst nur von jedem Knoten genau einen Übergang zum nähsten Knoten
hat, sind alle Übergangswahrsheinlihkeiten gleih 1. Der Graph repräsentiert
in diesem Zustand genau eine Aussprahe.
Ih werde einen Graphen dieser Art in Zukunft Aussprahe- oder Varianten-
graph nennen.
4. Im nähsten Shritt wird die kanonishe Aussprahe  die ja im Grunde nur
eine möglihe, reht unwahrsheinlihe Aussprahe darstellt  durh andere
Hypothesen erweitert. Dies geshieht formal dadurh, daÿ an beliebiger Stelle
Knoten und Kanten sowie deren Übergangswahrsheinlihkeiten in den Gra-
phen eingefügt werden. Nah wie vor muÿ dabei die Summe aller von einem
Knoten abgehenden Übergangswahrsheinlihkeiten auf 1 normiert sein.
Beispiele:
Anstatt [nOYntsIçst℄ könnte auh infolge des überwiegend vokali-
shen Kontextes [nOYndzIçst℄ mit stimmhaften [dz℄ realisiert wer-
den.
Oder der erste Plosiv könnte elidiert worden sein: [nOYnsIçst℄
Das gleihe mit stimmhaften [z℄: [nOYnzIçst℄
Der Frikativ [ç℄ könnte bei rasher Artikulation elidieren: [nOYnt-
sIst℄
usw.
Abbildung 3.3 zeigt ein Beispiel für einen Variantengraphen des Wortes 'neun-
zigste', der all diese und andere Variationen zuläÿt.
Der Term P (R) in Gleihung 3.4 wird durh die Multiplikation aller Über-
gangswahrsheinlihkeiten längs eines möglihen Pfades durh den Varianten-
graphen bestimmt.
25
Die Modellierung der Aussprahe-Hypothesen erzeugt also aus der orthographi-
shen Repräsentation einen statistish gewihteten Variantengraphen, welher für
25
Zur formalen Beshreibung der Aussprahe-Modellierung siehe Anhang A.1.
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Abbildung 3.3: Variantengraph des Wortes 'neunzigste' in spontaner Sprahe (Sym-
bole in SAM-PA)
die betreende Äuÿerung eine Vielzahl mögliher Aussprahen zusammen mit deren
apriori Wahrsheinlihkeiten modelliert. Soweit der phonologishe Zweig der Verar-
beitung.
Integrierte Suhe
Wie verbinden sih nun phonetishe und phonologishe Verarbeitung im weiteren
Verlauf der MAUS-Analyse? Im Prinzip sehr einfah: Die Folge von Merkmalsvek-
toren aus dem phonetishen Verarbeitungstrang wird in einen Viterbi-Algorithmus
gespeist, welher wiederum als Einshränkung des Suhraums den Variantengraphen
des phonologishen Verarbeitungsstranges verwendet.
26
Dieser Satz bedarf einiger Erläuterungen:
 Der Viterbi-Algorithmus ist eine Methode, wie sie ganz allgemein zur Lösung
von Dekodierungsproblemen verwendet wird
27
. Er basiert auf dem Prinzip der
Dynamishen Programmierung, welhes besagt, daÿ sehr komplexe Probleme
mit aufgrund der Kombinatorik groÿer Suhräume exponentiell steigendem
Aufwand sih dennoh mit linearem Aufwand lösen lassen, wenn die Bereh-
nung im Suhraum shrittweise und rekursiv, d.h. mit Rükgri auf bisher
erzielte Teilergebnisse, erfolgen kann. Eine ershöpfende Behandlung dieser
26
Diese Methode ist unter dem Begri 'Integrierte Suhe' bekannt.
27
Im Englishen daher auh z.T. Viterbi Deoding genannt.
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Methoden würde den Rahmen dieser Arbeit bei weitem sprengen. Eine sehr
gute Einführung in die Dynamishen Programmierung ist zum Beispiel in [39℄
zu nden. Für das weitere Verständnis genügt es zu wissen, was der Viterbi-
Algorithmus in Kontext der automatishen Spraherkennung zu leisten ver-
mag: Er berehnet die Aufteilung der Merkmalsvektoren auf die akustishen
Phonem-HMM derart, daÿ das Produkt aus akustisher Modellierung (der
Term P (OjR) in Gleihung 3.4) und der apriori Wahrsheinlihkeit einer be-
stimmten Phonemfolge R (der Term P (R)) ein Maximum erreiht. D.h. der
Viterbi-Algorithmus löst genau die gewünshte Maximierung aus Formel 3.4.
 Der Viterbi-Algorithmus ist für sih alleine genommen zunähst genau das,
was in Abshnitt 3.2.2 als 'Freie Phonemerkennung' bezeihnet wurde. D.h.
daÿ theoretish alle denkbaren Phonemketten dekodiert werden können. Durh
die Kombination mit dem Variantengraphen wird der Suhraums des Viterbi-
Algorithmus jedoh auf die Phonemketten eingeshränkt, die im Variantengra-
phen enthalten sind. Gleihzeitig werden die dabei berehneten apriori Wahr-
sheinlihkeiten berüksihtigt.
Zur Veranshaulihung ist es hilfreih, sih anhand des Beispiel-Wortes 'neunzigste'
die einzelnen Arbeitsshritte der integrierten Suhe zu vergegenwärtigen:
1. Zunähst werden die Knoten im Variantengraph durh entsprehende Phonem-
HMM expandiert. Dies ist formal ohne weiteres möglih, da ein HMM ebenfalls
aus Knoten und gerihteten Kanten besteht, an welhen sih Übergangswahr-
sheinlihkeiten benden. Abbildung 3.4 zeigt den resultierenden expandierten
Graphen für die ersten sehs Knoten des Variantengraphen im Beispiel 'neun-
zigste'. Jedes HMM enthält ein statistishes Modell des korrespondierenden
Symbols, welhes anhand von manuell segmentiertem Sprahmaterial trainiert
wurde. Zusammen genommen bildet der expandierte Graph ein einziges groÿes
HMM, welhes ein Modell für die gesamte Äuÿerung darstellt.
2. Der Viterbi-Algorithmus weist jedem Merkmalsvektor der Äuÿerung genau
einen Zustand in diesem Modell zu und bewertet die gesamte Zuweisung, in-
dem er die Modellwahrsheinlihkeiten der HMM-Zustände (P (OjR)) mit al-
len Übergangswahrsheinlihkeiten des dabei durhlaufenen Pfades durh das
Modell (P (R)) multipliziert. Dabei kommt es auh vor und ist sogar der Re-
gelfall, daÿ ein Zustand naheinander mehrere Merkmalsvektoren konsumiert;
in diesem Fall wird die Übergangswahrsheinlihkeit für den Selbstübergang
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/OY/ /n//n/ 7t/
/d/
/z/
Abbildung 3.4: Auf HMM expandierter Graph für die ersten 6 Knoten des Beispiels
'neunzigsten'
aufmultipliziert. Eine solhe Zuordnung von allen Merkmalsvektoren der Äu-
ÿerung auf HMM-Zustände nennt man auh Mapping oder Alignment.
3. Alle möglihen Mappings werden bewertet und das mit der höhsten Gesamt-
wahrsheinlihkeit bestimmt. Im MAUS-System kommt dazu eine Variante
des Viterbi-Algorithmus zum Einsatz, der an der University of Cambridge für
das sog. Hidden Markov Toolkit (HTK, [56℄) entwikelt wurde. Das Grund-
prinzip ist das eines Token Passing Algorithm: Zum Beginn der Berehnung
wird genau ein Token in den ersten Knoten des HMM gespeist. Das Token
bewertet den ersten Merkmalsvektor der Äuÿerung anhand des statistishen
Modells des Zustandes, in dem es sih bendet, und speihert die erzielte Wahr-
sheinlihkeit intern ab. Dann stellt es fest, wieviele Übergänge aus diesem
Zustand entspringen und klont sih selbst in ebensoviele Kopien. Jeder Klon
folgt jeweils einen möglihen Übergang, multipliziert die dabei beobahtete
Übergangswahrsheinlihkeit auf die bereits vorhandene Gesamtwahrshein-
lihkeit auf und betritt den nähsten Zustand. Dann wiederholt sih der eben
geshilderte Zyklus für alle Token und den zweiten Merkmalsvektor. Jedes To-
ken speihert auÿer der aufmultiplizierten Gesamtwahrsheinlihkeit auh die
bisher zurükgelegte Wegroute und repräsentiert daher genau ein möglihes
Mapping bis zu dem Zustand, in dem es sih gerade bendet.
Dieser Zyklus wird solange wiederholt, bis der letzte Merkmalsvektor bewer-
tet wurde. Dann benden sih selbstverständlih nur im letzten Zustand des
HMM Token, die ein vollständiges Mapping von Merkmalsvektoren auf Zustän-
de enthalten. Von diesen enthält das Token mit der höhsten aufmultiplizierten
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Gesamtwahrsheinlihkeit das gesuhte Mapping.
Natürlih ist der Algorithmus in dieser Form niht praktikabel, weil shon nah
wenigen Millisekunden die Anzahl der Token explodiert. Deshalb werden in je-
dem Verarbeitungszyklus in jedem Zustand des HMM alle Token bis auf das
mit der höhsten bisher aufmultiplizierten Wahrsheinlihkeit gelösht. Dies
ist ohne Einshränkung der Allgemeinheit möglih, weil die Token in einem
Zustand und zu einem bestimmten Zeitpunkt alle möglihen Teil-Mapping bis
zu diesem Zustand repräsentieren, die überhaupt möglih sind. Falls also das
gesuhte Mapping tatsählih zu diesem Zeitpunkt durh diesem Zustand ver-
laufen sollte (was zu diesem Zeitpunkt aber noh niht bekannt ist!), so kann
nur das Token mit der höhsten Wahrsheinlihkeit das korrekte Teil-Mapping
enthalten. Alle anderen können also ohne Verlust entfernt werden
28
.
4. Als letzter Shritt bleibt die Auswertung der Routen-Information des gefunde-
nen Tokens, auh Baktraking genannt. Aus dem Baktraking wird ersiht-
lih, welhe Zustände (und damit auh welhe Phonem-HMM) zu welhen
Zeitpunkten betreten und wieder verlassen wurden. Dies entspriht zusam-
men mit der Information, um welhe Modelle es sih gehandelt hat, genau der
gesuhten Etikettierung und Segmentierung.
Bis jetzt wurde nihts weiter über die Art der akustishen Modellierung innerhalb
der Phonem-HMM ausgesagt. Das MAUS-System verwendet hierzu eine bewährte
Standard-Tehnik, nämlih sogenannte Links-Rehts-Modelle
29
mit multi-modalen,
multi-dimensionalen Gauÿverteilungen, deren Parameter ungebunden sind. Konkret
heiÿt dies, daÿ jeder HMM-Zustand bis zu 16 vershiedene 39-dimensionale Gauÿ-
gloken enthalten kann, welhe über Gewihtungsfaktoren, die sih zu 1 addieren,
linear zu einer Wahrsheinlihkeitsdihtefunktion überlagert werden. Obwohl die ein-
zelnen Gauÿgloken nur diagonalisierte Kovarianzmatrizen besitzen und somit im-
mer ahsenparallel zum Koordinatensystem zu liegen kommen, läÿt sih durh die
lineare Superposition mehrerer Gauÿgloken eine groÿe Mannigfaltigkeit von Dih-
teverteilungen modellieren.
Eine ausführlihe Behandlung der Hidden Markov Modelle und ihrer vielen Varian-
ten muÿ hier aus Platzgründen entfallen. Der interessierte Leser ndet z.B. in [56℄
oder [39℄ weiterführende Literatur zu diesem Thema.
28
Sog. Viterbi-Bedingung.
29
Es sind keine 'Rüksprünge' erlaubt.
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Zusammenfassend läÿt sih sagen, daÿ in der integrierten Suhe mit dem Viterbi-
Algorithmus die beiden Wissensquellen der Phonetik (akustishe Modellierung) und
der Phonologie (Vorhersage über die Aussprahe) miteinander kombiniert und am
konkreten empirishen Shalldruksignal veriziert
30
werden. Es sollte hierbei betont
werden, daÿ es sih bei beiden Wissensquellen niht allein um traditionelles Wis-
sen in Form von Regeln und Strukturen, sondern zusätzlih auh um statistishes
Wissen in Form von Wahrsheinlihkeitsverteilungen handelt. Die beiden nähsten
Abshnitte behandeln jeweils untershiedlihe Ansätze, wie dieses Wissen in Bereih
der Aussprahe-Modellierung gewonnen werden kann.
Eine ausführlihe Beshreibung des System-Designs ndet sih im Anhang unter
Punkt A.2.
3.4 Experten-basiertes MAUS
Es ist naheliegend, zunähst zu versuhen, den phonologishen Zweig der Verarbei-
tung von MAUS mit klassishem phonologishen Wissen auszustatten. Zu diesem
Zwek hat Barbara Wesenik ([53℄) in ihrer Arbeit von 1994 eine umfangreihe Stu-
die zur deutshen Aussprahe erstellt. Basis für ihre Untersuhung waren zum einen
die einshlägige Fahliteratur zum Thema Aussprahe-Variation, zum anderen eige-
ne Auswertungen und Beobahtungen am manuell segmentierten und etikettierten
Sprahkorpus PhonDat 2 (vgl. auh Anhang C). Neben der phänomenologishen Be-
shreibung und Belegung der Beobahtungen wurde auÿerdem versuht, diese in ein
formales Regelwerk überzuführen, welhes sih mashinell weiterverarbeiten läÿt
31
.
Die formale Struktur einer Regel zur Aussprahe-Variation ist LMR > E, wobei L,
M , R und E Folgen von SAM-PA-Symbolen beliebiger Länge (auh der Länge Null)
darstellen. L und R bilden den linken und rehten Kontext der Regel, M ist die
Lautfolge, die durh E ersetzt werden soll. L und R können auh leer, d.h. beliebig,
sein; symbolisiert wird dies durh das Zeihen ;. M und E können ebenfalls eine
leere Lautfolge enthalten; in diesem Falle ist dies jedoh wörtlih zu nehmen.
Beipiel:
30
Daher wird im Zusammenhang mit der MAUS-Tehnik z.T. auh von Sprahverikation ge-
sprohen.
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Ein ähnliher Ansatz wurde früher shon von Ute Jekosh in [17℄ verfolgt. Eine eigene, mehr
tehnish orientierte Vorarbeit zu diesem Thema ist [44℄.
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Die Regel ; n b > m beshreibt eine regressive Assimilation des Arti-
kulationsortes: der Nasal [n℄ wird zu [m℄, wenn der rehte Kontext den
bilabialen Plosiv [b℄ enthält. Der linke Kontext ist hierbei beliebig (;):
'anbinden' : [?anbIndn℄ wird zu [?ambIndn℄
Die kombinierte Lautfolge LMR in jeder Regel bezeihnet immer Lautfolgenmuster
in der kanonishen Aussprahe der fraglihen Äuÿerung. Das bedeutet, die Regeln
sind so formuliert, daÿ sie immer nur auf den kanonishen Aussprahestring ange-
wendet werden dürfen. Mit anderen Worten, eine rekursive Anwendung der Regeln
ist hier  im Gegensatz zu den meisten bekannten phonologishen Theorien  niht
intendiert.
Tatsählih verlief die Entwiklung des Wesenikshen Regelsets zu-
nähst über die klassishe Anwendung rekursiver Regeln. Es ist einsih-
tig, daÿ ein rekursiv angewandtes Regelset mähtiger ist in dem Sinne,
daÿ es mit weniger Regeln mehr Phänomene zu erklären vermag. Aus
diesem Grunde  vgl. Okham's razor  bevorzugen vor allem Anhänger
der omputational phonology die Verwendung rekursiver Strukturen.
Was dabei oft übersehen wird  und tatsählih ndet sih bemerkens-
werterweise kaum ein Hinweis dazu in der einshlägigen Literatur  ist
die Tatsahe, daÿ ein rekursiv angewandtes Regelsystem mit der gleihen
Anzahl von Regeln zwar mehr beobahtete Phänomene erklären kann,
aber in den meisten Fällen noh sehr viel mehr niht beobahtete Phäno-
mene beshreibt. Wenn man daher das Regelset als ein Erklärungsmodell
erstellt und es dann durh simple Umkehrung des Analyse-Prozesses in
eine Vorhersagemodell umdreht, ndet man plötzlih eine Vielzahl von
Vorhersagen, die so nie beobahtet und in den meisten Fällen auh leider
vollkommen unwahrsheinlih sind. Shlimmer noh erweist es sih als
fast unmöglih, bei rekursiver Regelanwendung vorherzusehen, was das
System alles vorhersagen wird, d.h. auh die Regelformulierung durh
den Experten wird erheblih ershwert, sobald es sih um mehr als eine
handvoll Regeln handelt.
Der erste Variantengenerator, den ih im Zusammenhang mit Weseniks
Untersuhung entwikelte, produzierte zwar alle intendierten Ausspra-
hevarianten, aber auf jede sinnvolle Variante wurden im Shnitt mehr
als das Zehnfahe an völlig unsinnigen Lautfolgen generiert. Aus diesem
Grunde wurde das gesamte Regelsystem so umformuliert, daÿ die linke
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Seite der Regeln nur noh auf die kanonishe Aussprahe angewandt wer-
den durfte. Als logishe Shluÿfolgerung ergab sih daraus, daÿ teilweise
mehrere phonologishe Prozesse, die der Theorie nah sequentiell zu ver-
laufen hatten, in eine einzige Regel zusammengefaÿt wurden, welhe 
quasi nur auf der Oberähenform operierend  lediglih den Ausgangs-
punkt und das realisierte Endergebnis enthält.
Dies erklärt auh zum Teil die für eine phonologishe Theorie abnorm
hohe Anzahl von Regeln (1495) in der Arbeit von Wesenik.
Ein kleiner positiver Nebeneekt dieses Paradigmenwehsels war, daÿ der
Algorithmus des Generators sehr viel einfaher formuliert werden konn-
te: Während vorher sämtlihe erzeugten Aussprahe-Varianten solange
wieder in das Regelwerk eingespeist werden muÿten, bis keine neue Va-
riante mehr erzeugt wurde
32
, genügt nunmehr eine einzige Anwendung
sämtliher Regeln auf die kanonishe Lautfolge der fraglihen Äuÿerung.
In [20℄, S. 20, ndet sih eine Übersiht der wihtigsten Regelgruppen:
Regressive Assimilation des Artikulationsortes: Der Artikulationsort
eines Nasals oder Plosivs kann an den eines nahfolgenden labialen oder
dorsalen Lautes angeglihen werden, wie z.B. in
anbinden : PanbIndn  ! PambIndn
mitkriegen : mItkri:gn  ! mIkkri:gn
Progressive Assimilation des Artikulationsortes: Umgekehrt wie im
vorhergehenden Fall kann sih ein Nasal oder Plosiv auh an den vor-
hergehenden Labial oder Dorsal angleihen. Dies geshieht hauptsäh-
lih dann, wenn ein dazwishenliegender //-Laut elidiert wurde (siehe
//-Elision weiter unten).
eben : Pe:bn  ! Pe:bm
sagen : za:gn  ! za:gN
Regressive Assimilation der Artikulationsart: Die regressive Assimila-
tion der Artikulationsart betrit hauptsählih Nasale.
Signal : zIgna:l  ! zINna:l
Abend : Pa:bnt  ! Pa:mmt
Im zweiten Beispiel muÿ zuvor noh der // entfallen und der Artikula-
tionsort assimiliert werden.
32
Um unabhängig von der Reihenfolge der Regelanwendung zu sein.
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Progressive Assimilation der Artikulationsart: Auh bei dieser Art der
Assimilation ist meist ein Nasal beteiligt
Bundes : bUnds  ! bUnns
Assimilation der Stimmhaftigkeit/Stimmlosigkeit: Hierbei gleiht ein
Laut seine Phonationsart an angrenzende Laute an, d.h. ein eigentlih
stimmhafter Laut wird stimmlos oder umgekehrt.
absonderlih : PapzOnd5lIç  ! PapsOnd5lIç
absonderlih : PapzOnd5lIç  ! PabzOnd5lIç
//-Elision: Vom Ausfall des Reduktionsvokals // sind vor allem Endsilben
wie -en, -em, und -el betroen. Die //-Elision ist oft Voraussetzung für
das Auftreten von Assimilationen, wie aus den obigen Beispielen hervor-
geht.
haben : ha:bn  ! ha:bn
Igel : Igl  ! Igl
/t/-Elision: Die Auslassung des apikalen Plosives ist vor allem zwishen Kon-
sonanten zu beobahten.
Glanz : glants  ! glans
shriftlih : SrIftlIç  ! SrIflIç
Elision von /ç/,/x/,/h/: In dem Datenmaterial, das [53℄ zugrunde lag,
wurde die Elision der hinteren Frikative /ç/,/x/ und /ç/,/x/,/h/ be-
obahtet. Der Reduktionsprozeÿ ist kontinuierlih, und die totale Elision
ist dabei die Endstufe der Abshwähung.
Nahmittag : naxmIta:k  ! namIta:k
nähste : nEçst  ! nEst
drumherum : drUmhrUm  ! drUmrUm
Reduktion von Geminaten: Geminaten (zwei direkt aufeinanderfolgende
gleihe Laute) können zu einem Laut reduziert werden. Dieser Fall kann
auh dann eintreten, wenn die Geminate erst durh Assimilation oder
Elision entsteht, wie das erste Beispiel zeigt.
Bundes : bUnds  ! bUnns  ! bUns
mitteilen : mIttailn  ! mItailn
Unter der Verwendung von 8 zusammenfassenden Lautklassen
33
, welhe anstelle ein-
zelner SAM-PA-Symbole verwendet werden dürfen, fand Wesenik 1495 Aussprahe-
Regeln, welhe sih nah Ersetzung der Lautklassen durh ihre Mitglieder zu ins-
gesamt 5545 einfahen Ersetzungsregeln expandieren. Das Regelsystem ist unter-
33
Konsonanten, Vokale, Diphthonge, Arikate, Liquide, Nasale, Frikative und Plosive.
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spezizierend in dem Sinne, daÿ auh Varianten erzeugt werden, die nie im Unter-
suhungsmaterial beobahtet wurden. Dies kann ein Vorteil sein, wenn diese  als
Generalisierung eines Spezialfalls  tatsählih in der Realität vorkommen. Anderer-
seits besteht die Gefahr, daÿ das Regelwerk sih übergenerativ verhält und zu viele
unsinnige oder sehr unwahrsheinlihe Varianten verarbeitet werden müssen.
Mit Hilfe der von Wesenik erarbeiteten Regeln läÿt sih für jede deutshe Äuÿe-
rung eine Liste von hypothetishen Aussprahen R erzeugen; das System maht
jedoh keinerlei Aussagen über die apriori Wahrsheinlihkeit einer einzelnen Aus-
sprahevariante P (R). Der Experte, der eine Regel formuliert, könnte allenfalls seine
Meinung in qualitativen Bewertungen, wie 'sehr häug' oder 'wenig wahrsheinlih'
ausdrüken. Dazu kommt noh das Problem, daÿ die von Wesenik zusammenge-
tragenen Regeln aus untershiedlihen Quellen, also von untershiedlihen Experten
stammen, deren jeweiliges idiosynkratishes Wertesystem eine solhe Quantizierung
beeinussen würde. Aus diesem Grunde wurde zunähst jeder Variante die gleihe
bedingte Wahrsheinlihkeit P (R) =
1
jj
zugewiesen, d.h. die Wahrsheinlihkeit
aller Varianten ist gleih dem Kehrwert der Anzahl aller möglihen Varianten.
Die Umformung einer Liste gleihwahrsheinliher Lautfolgen in einen statistishen
Hypothese-Graphen, wie er in in Abshnitt 3.3 eingeführt wurde, ist niht trivial.
Es genügt niht, lediglih alle m abgehenden Kanten von einem Knoten mit der
gleihen Wahrsheinlihkeit
1
m
zu belegen.
Betrahten wir noh einmal den einfahen Variantengraphen unseres Beispiels 'neun-
zigste' (Abb. 3.3). Folgt man dem kanonishen Pfad durh diesen Graphen und
multipliziert die Übergangswahrsheinlihkeiten nah obiger einfaher Regel auf, so
erhält man: P (R
kan
) = 1  1 
1
4
 1 
1
3

1
4
 1 
1
3
 1  1 =
1
138
. Daraus würde man
folgern, daÿ dieser Graph genau 138 möglihe Aussprahen des Wortes 'neunzig-
ste' modelliert. Tatsählih sind es weniger als 138. Warum? Weil gewisse Varianten
sih in diesem Graphen disjunktiv überlagern. Betrahten wir z.B. den Verlauf der
Variante /nOYndzICst/ und der Variante /nOYntsCst/, so wird klar, daÿ diese
beiden Varianten sih niemals zu /nOYndzCst/ kombinieren können, weil die Elisi-
on des /I/ nur für Varianten mit dem ersten Frikativ /s/ möglih sind. Daraus folgt,
daÿ die volle Kombinatorik von 138 Varianten niht erreiht wird, und somit eine
Belegung der abgehenden Kanten mit dem Kehrwert der Anzahl zu Gesamtwahr-
sheinlihkeiten ungleih dem Kehrwert der möglihen Varianten führt. In Abshnitt
A.1.2 des Anhangs A ist ein Formalismus und sein Beweis wiedergegeben, welher
die Wahrsheinlihkeiten für beliebige Variantengraphen korrekt berehnet.
Damit ist eine erste Methode der Generation von Aussprahe-Hypothesen in Form
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von regelbasierten, statistish gleih gewihteten Ausprahevarianten in MAUS mög-
lih. Eine vergleihende Diskussion der vershiedenen Methoden sowie die Darstel-
lung der damit erzielbaren Ergebnisse ndet sih im Kapitel 4 und 5. Zunähst
aber soll mit der zweiten prinzipiellen Möglihkeit der empirishen Modellierung der
theoretishe Teil abgeshlossen werden.
3.5 Empirish basierte Verbesserung von MAUS
Wie bereits mehrfah angedeutet, zielt unsere wissenshaftlihe Arbeit daraufhin
ab, die Leistung des MAUS-Prinzips dadurh zu erhöhen, daÿ die Vorhersagefähig-
keit des Aussprahe-Modells durh Hinzufügen empirisher Daten verbessert wird.
Dabei sind mehrere Fälle zu untersheiden, weil das Aussprahe-Modell aus zwei
prinzipiell untershiedlihen Informationsquellen besteht. Zum einen sind dies die
Aussprahe-Hypothesen selber (d.h. die konkreten Lautfolgen R) und damit natür-
lih die zugrundeliegenden Regeln, zum anderen sind dies die assoziierten apriori
Wahrsheinlihkeiten P (R). Bei der im vorangegangenen Abshnitt beshriebenen
Methode handelte es sih dabei um das in Regeln formulierte Wissen eines bzw.
mehrerer Experten und  in Ermangelung von Daten  um eine einfahe Gleihge-
wihtung aller damit generierten Hypothesen. Daraus folgt, daÿ es prinzipiell drei
Möglihkeiten zur Verbesserung
34
des Aussprahe-Modells aus Abshnitt 3.4 gibt:
1. Die Verbesserung der generierten Hypothesen R und damit der zugrundelie-
genden Regeln unter Beibehaltung der gleihverteilten Regelstatistik,
2. die Verbesserung der apriori Wahrsheinlihkeiten P (R) unter Beibehaltung
des Regelsets,
3. die Verbesserung von beiden gleihzeitig, R und P (R),
sowie die Kombinationen der obigen Punkte. Die Punkte 1 und 2 wurden in unserer
Arbeit niht systematish untersuht, obwohl die Möglihkeit dazu prinzipiell be-
steht. Im wesentlihen liefen die weiteren Untersuhungen in MAUS darauf hinaus,
ein optimal abgestimmtes Regelset sowie die dazu assoziierten apriori Wahrshein-
lihkeiten automatish aus einem nitem Korpus von etikettierten Sprahmaterial
automatish zu lernen (Punkt 3). Zur Zeit der Niedershrift dieser Arbeit erfolgen
34
Verbesserung im pragmatishen Sinne, daÿ dadurh die beobahtbareWirklihkeit erfolgreiher
modelliert wird.
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weitere Untersuhungen, in welhen versuht wird, das Experten-basierte Wissen
aus Abshnitt 3.4 mit automatish gelerntem, statistishem Wissen zu kombinieren
(Vorveröentlihungen z.B. in [3℄). Da diese Arbeiten im Rahmen einer weiteren
Dissertation gesondert erörtert werden sollen, wird im Rahmen dieser Arbeit niht
darüber berihtet.
3.5.1 Automatishes Lernen und Datenabhängigkeit
Für die weitere Untersuhung zielen wir darauf ab, das nötige Wissen für unser
Aussprahe-Modell  Regeln und Statistik  aus empirishen Daten zu gewinnen.
Damit wird impliziert, daÿ es sih um ein automatishes Lernverfahren handelt und
daÿ die Ergebnisse  also die Parameter des aus dem Lernprozeÿ resultierenden
Modells  wiederum eine statistishe Abhängigkeit von den verwendeten Daten auf-
weisen. Letzteres wird sofort klar, wenn man sih vor Augen hält, daÿ die Prämisse
aller statistishen Modelle, nämlih daÿ die abgeshätzten Modellparameter auf ei-
ner hinreihend groÿen, gegen Unendlih strebenden Datenmenge basieren, natürlih
niemals erfüllt sein kann. Als Gedankenexperiment könnte man sih vorstellen, daÿ
die Analyse des Datensatzes nur eines einzelnen Sprehers aus dem süddeutshen
Raum eventuell nur zur Ausbildung einiger weniger Regeln führt, welhe eben die
typishe Aussprahe dieser Region widerspiegeln. Die Verwendung dieses Modells
mit einem Hamburger Spreher wird nur wenig sinnvolle Ergebnisse liefern. Es be-
steht also im Gegensatz zum Experten-basierten Modell in Abshnitt 3.4 bei allen
empirishen Methoden eine Abhängigkeit zwishen dem Modell und dem zugrunde-
liegenden Datenmaterial. Es mag zunähst überrashen, daÿ sih diese Abhängigkeit
auÿer auf Spreherspezika  wie Alter, Geshleht, Herkunft, et  auh auf den
Inhalt der aufgezeihneten Sprahe erstrekt
35
. D.h. ein Aussprahe-Modell, das Da-
ten der gleihen Sprehergruppe, aber untershiedlihe Inhalte als das Zielkorpus
36
enthält, wird voraussagbar shlehtere Ergebnisse liefern
37
.
35
Sog. Domänenabhängigkeit.
36
Hierbei handelt es sih um das Korpus, welhes analysiert werden soll.
37
Ein ganz ähnliher Eekt ist im Bereih der Spraherkennung seit langen bekannt: Um wirklih
gute Erkennungsleistung zu erzielen, benötigt man unbedingt umfangreihes Sprahmaterial aus
der Domäne der Anwendung.
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3.5.2 Lernen von Aussprahe-Regeln
Ganz egal, ob es sih um einen Experten oder einen automatishen Lernalgorithmus
handelt, das Lernen von Ausspraheregeln setzt voraus, daÿ etikettiertes Sprahma-
terial in genügendem Umfang als Referenz zur Verfügung steht. Da dieses Material
die Basis aller daraus gelernten Modelle bzw. Regeln darstellt, wurde in unseren
Untersuhungen nur manuell transkribiertes Material aus den Sprahkorpora Phon-
dat2 (gelesen) und Verbmobil 1 (spontan) verwendet. Das bedeutet, daÿ zu jeder
Äuÿerung eine Lautkette  notiert in SAM-PA-Symbolen  für die tatsählih geäu-
ÿerten Sprahlaute S sowie eine Lautkette der kanonishen Einzelwörter K vorliegt.
Vergleiht man S und K, die niht von gleiher Länge sein müssen, so weihen diese
natürlih voneinander ab, weil niemand eine zusammenhängende Äuÿerung so wie
einzelne Zitierformen ausspriht. Der Einfahheit halber betrahten wir die kanoni-
she Symbolkette K als die Referenz und die tatsählih gesprohene Lautkette S
als mit Abweihungen von dieser behaftet. Bildet man S auf K derart ab, daÿ ein
Maximum an Korrespondenz einzelner Lautsymbol-Sequenzen auftritt
38
, stellt man
fest, daÿ genau drei systematishe Abweihungen möglih sind:
1. Ersetzungen: In S ndet sih ein anderes Symbol als in K, z.B. /#ha:bn#/
vs. /#Ca:bn#/.
2. Auslassungen: Ein Symbol, das in K vorkommt, fehlt in S, z.B. /#ha:bn#/
vs. /#ha:bn#/
3. Einfügungen: Ein Symbol in S tauht in K gar niht auf, z.B. /#ha:bn#/
vs. /#ha:brn#/
Formal läÿt sih bei Auslassungen und Einfügungen in der jeweils anderen
Lautsymbol-Kette ein Null-Symbol ; einfügen und so S und K auf gleihe Län-
ge bringen. In den obigen Beispielen also:
1. Ersetzung: /#ha:bn#/ vs. /#Ca:bn#/.
2. Auslassung: /#ha:bn#/ vs. /#ha:b;n#/
3. Einfügung: /#ha:b;n#/ vs. /#ha:brn#/
38
Longest Common Subsequene Alignment; dies läÿt sih z.B. durh symbolishe Dynami-
she Programmierung erreihen; vgl. dazu die Bewertungsverfahren im Bereih der automatishen
Spraherkennung.
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Damit vereinfaht sih die Abbildung nur noh auf Bereihe, die korrespondieren,
und Bereihe, die voneinander abweihen. Letztere entsprehen methodologish di-
rekt der Lautfolge M einer Aussprahe-Regel
39
, während sih in der Lautfolge K
links und rehts davon Kontexte L und R beliebiger Länge (auh Null!) denieren
lassen. Eine solhe Aufteilung einer Sequenzabweihung nennen wir Instanz einer
Ausspraheregel und kann als solhe direkt aufgezeihnet werden. Um auf unsere
obigen Beispiele zurükzukommen, bilden diese bei einem Links-Rehts-Kontext-
Bereih von 1 Symbol jeweils eine Instanz der folgenden Ausspraheregeln
40
:
1. Ersetzung: # h a > C
2. Auslassung: b  n > ;
3. Einfügung:  ; n > r
Entsprehend ergeben sih bei einem Links-Rehts-Kontext von Null Symbolen die
folgenden Instanzen:
1. Ersetzung: h > C
2. Auslassung:  > ;
3. Einfügung: ; > r
An diesem Beispiel wird bereits deutlih, daÿ ein Verzihten von Kontext-
Information zu reht merkwürdigen Regeln führt. Die 3. Regel in diesem Beispiel
bedeutet nihts anderes, als: Füge an jeder beliebigen Stelle den Laut /r/ ein!, was
siher niht sinnvoll ist.
Die geshilderte Methode läÿt sih gleihermaÿen auf alle Bereihe der Abweihung
in allen Äuÿerungen des Sprahmaterials anwenden und die dabei beobahteten
Regelinstanzen festhalten. Shon an diesen einfahen Beispielen wird folgendes sofort
klar:
 Die Weite des Links-Rehts-Kontext ist kein analytish festzulegender Parame-
ter, d.h. es ist uns keine Methode bekannt, die den optimalen Kontextbereih
deniert.
39
Zur Erinnerung: eine Ausspraheregel hat die Form LMR > E.
40
Das Symbol # steht für eine Wortgrenze.
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 Je gröÿer der Links-Rehts-Kontext gewählt wird, desto vielfältiger die gefun-
denen Regelformen. Man sollte sih an dieser Stelle klar vor Augen halten,
was die willkürlihe Wahl eines Kontextbereihes bedeutet: Während der Ex-
perte in Abshnitt 3.4 den Kontext einer Regel aus seinem Theorieverständnis
heraus begründen konnte  Ih weiÿ, daÿ der Nasal /n/ im Kontext eines
nahfolgenden bilabialen Plosivs dazu tendiert, die Qualität des Nasals /m/
anzunehmen. , wählt der Lernalgorithmus völlig blindlings einen Kontext,
ob dieser nun für die Regel relevant ist oder niht.
 Jede Abweihung von realisierter Lautfolge zu kanonisher Lautfolge führt zu
einer Regelinstanz, egal, wie groÿ der Links-Rehts-Kontext gewählt wurde.
Das bedeutet, daÿ auh Verspreher, ja sogar Idiosynkrasien der Etikettierer
sih in Regeln niedershlagen, auh wenn sie keinerlei Anspruh auf Allgemein-
heit haben. Dies widerspriht natürlih vollkommen der allgemeinen Auas-
sung einer 'Regel'. Mit anderen Worten, 'Regelinstanzen', wie sie hier gefunden
werden, bedeuten noh lange keine 'Regel'.
Aus alledem läÿt sih folgern, daÿ es mit dem Aunden der Regelinstanzen niht
getan ist; man benötigt zusätzlih ein Auswahlverfahren, das festlegt, welhe der
gefundenen Regelinstanzen wirklih sinnvoll sind.
Der naheliegenste Ansatz für ein Auswahlkriterium ist die Häugkeit einer gefun-
denen Regel und damit ganz einfah die Gesamtzahl der Instanzen, die im Sprah-
material zu einer bestimmten Regel gefunden wurde. Dies ist einsihtig, wenn man
annimmt, daÿ es sih bei den 'falshen' Regeln um statistishe Abweihungen oh-
ne zugrundeliegende Tendenz handelt, z.B. um seltene Verspreher oder Fehler der
Etikettierer. Die Anwendung solher Shwellen, welhe seltene Instanzen von vorne-
herein ausklammern, kommen oft in automatishen Lernverfahren zur Anwendung,
ohne daÿ damit ein theoretisher Hintergrund verbunden wäre (z.B. in [43℄). Im
Kontext von MAUS können wir das Problem glükliherweise zunähst hintanstel-
len, weil sih durh die statistishe Gewihtung der gefundenen Regeln automatish
eine Bewertung im Sinne von 'sinnvoll ' vs. 'weniger sinnvoll' ergeben wird, wie der
folgende Abshnitt zeigen wird.
Fassen wir zusammen: Aus manuell etikettiertem Material läÿt sih relativ leiht
algorithmish eine Menge von Regelinstanzen ermitteln, wobei als entsheidende
Parameter die xe Weite des Links- und des Rehts-Kontext der Regeln anzuse-
hen ist. Regelinstanzen sind in diesem Kontext zunähst nihts anderes als sortierte
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Beobahtungen von Abweihungen der tatsählih beobahteten Lautfolge zur ka-
nonishen Lautfolge der verketteten Zitierformen.
3.5.3 Lernen von apriori Wahrsheinlihkeiten
Von Hypothesenwahrsheinlihkeiten zu Regelwahrsheinlihkeiten
Abstrahieren wir jetzt zunähst einmal davon, woher oder mit welhen Regeln eine
Hypothese für eine Aussprahevariante R gebildet wurde, so geht es jetzt darum,
den Term P (R), nämlih die apriori Auftretenswahrsheinlihkeit unabhängig einer
Realisierung der Variante R, zu bestimmen. Ein Generator produziere zu einer or-
thographish oder kanonish gegebenen Äuÿerung die Variante R, diese werde in
einen weiteren Algorithmus eingespeist, und dieser produziere P (R).
Dabei stoÿen wir sofort auf folgendes Problem:
Bisher wurde gesagt, daÿ P (R) sih direkt bestimmen lasse, indem man den Sprah-
prozeÿ beobahtet und empirish die Häugkeit der Variante R miÿt. Prinzipiell ist
das möglih, aber leider niht praktikabel.
Praktish würde dies nämlih bedeuten, daÿ wir jede einzelne von Millionen
Aussprahe-Hypothesen genügend oft, also siher einige hundert Male beobahten
müÿten, um zu statistish siheren Aussagen kommen zu können. Bei der Vielfältig-
keit der menshlihen Sprahe ist dies, auh nur ansatzweise, vollkommen unmög-
lih. D.h. die oben geshilderte unabhängige statistishe Bewertung von Aussprahe-
Hypothesen ist niht realisierbar. Daher treen wir folgende Vereinfahung und sa-
gen: Angenommen, das Auftreten einer lokalen Variation in einer Lautfolge ist stati-
stish unabhängig vom Auftreten einer gleihen oder anderen Variation an anderer
Position in der selben Lautfolge, dann können wir eine Dekomposition der aprio-
ri Wahrsheinlihkeit P (R) derart durhführen, daÿ P (R) gleih dem Produkt der
apriori Auftretenswahrsheinlihkeiten von Teilsequenzen von R ist
41
.
Praktish bedeutet dies, daÿ eine hypothetishe Lautfolge der Äuÿerung R in Teil-
sequenzen segmentiert wird, die zum Teil Lautfolgen analog zur kanonishen Aus-
41
Wihtig ist dabei, daÿ diese Teilsequenzen R vollständig abdeken; das bedeutet, daÿ es sih
niht nur um die Wahrsheinlihkeiten von Abweihungen handelt, sondern in ganz genau gleiher
Manier auh um die Wahrsheinlihkeiten von Niht-Abweihungen. Ein Blik auf unsere einfahen
Varianten des Wortes 'haben' maht das sofort klar: Wenn unser Modell die von der kanonishen
Aussprahe abweihenden Hypothesen /Ca:bn/, /ha:bn/ und /ha:brn/ voraussagt, muÿ die
kanonishe Aussprahe /ha:bn/ eine Gesamtwahrsheinlihkeit von kleiner 1 aufweisen.
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sprahe enthalten, zum Teil aber auh abweihende Lautfolgen, wobei in beiden
Fällen lokale apriori Wahrsheinlihkeiten für diese Teilsequenzen berehnet werden
können. P (R) ist dann ganz einfah das Produkt aller lokalen apriori Wahrshein-
lihkeiten.
Nehmen wir noh einmal unser Beispiel 'haben' und die drei Regeln mit
Links-Rehts-Kontext der Länge 1:
 Kanonish: /#ha:bn#/
 Ersetzung: /#Ca:bn#/ Regel: # h a > C
 Auslassung: /#ha:bn#/ Regel: b  n > ;
 Einfügung: /#ha:brn#/ Regel:  ; n > r
Mit diesem Regelsystem ist die folgende Aussprahe-Hypothese R
0
gene-
rierbar:
/#Ca:bn#/ (Regel: # h a > C und Regel b  n > ;)
Stimmt die oben getroene Annahme der Unabhängigkeit von Teilse-
quenzen, kann uns nihts daran hindern, folgende Segmentierung der
Hypothese vorzunehmen:
[#Ca:℄ [bn℄ [#℄
und die Gesamt-Wahrsheinlihkeit P (R
0
) wäre dann das Produkt aus
den drei Teilsequenz-Wahrsheinlihkeiten
42
:
P (R
0
) = P (=#Ca : =)  P (=bn=)  P (=#=) (3.5)
Diese Segmentierung entspriht natürlih niht nur zufällig genau dem
Kontext-Bereih der beiden verursahenden Regeln.
Fassen wir zusammen: Anstelle der statistishen Modellierung von kompletten Äu-
ÿerungen, welhe aus praktishen Gründen niht möglih ist, reduzieren wir unter
der Annahme der statistishen Unabhängigkeit von variierenden Teiläuÿerungen die
Modellierung auf Teilsequenzen, welhe genau den Kontext-Bereihen des gelernten
Regelsets entsprehen. Damit vershiebt sih die Problematik, praktish unendlih
viele Aussprahe-Hypothesen beobahten zu müssen, auf das Problem, möglihst
42
Wobei die Teilsequenz-Wahrsheinlihkeit P(/#/) für das Auftreten einer Wortgrenze hier nur
aus formalen Gründen aufgeführt ist.
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viele Teilsequenzen zu beobahten. Glükliherweise hat sih dies bereits mit der
Detektion der Regelinstanzen im vorherigen Abshnitt erledigt. Denn eine gefunde-
ne Regelinstanz ist nihts anderes als die Beobahtung von zwei Teilsequenzen: eine
abweihende und die dazugehörige kanonishe Teilsequenz der Aussprahehypothe-
se. Die apriori Wahrsheinlihkeit für das Auftreten einer Regelinstanz werde ih im
folgenden als Regelwahrsheinlihkeit bezeihnen.
Parameterabshätzung
Die Basis für die Abshätzung der Regelwahrsheinlihkeiten sind zunähst einfahe
Histogramme für gefundene Regelinstanzen. Regeln, die häuge Phänomene, wie
z.B. eine Shwa-Elision in Endsilben, beshreiben, werden hohe Zähler aufweisen;
Regeln, die sehr seltene Ereignisse oder gar Fehler im manuell etikettierten Material
repräsentieren, werden sehr niedrige Zähler aufweisen, meistens sogar nur 1 sein.
Um aus empirishen Häugkeiten zu einem aussagekräftigen statistishen Modell
zu kommen, bietet sih zunähst als intuitiv einsihtigstes Verfahren die Maximum-
Likelihood-Methode an. Diese Methode besagt nihts anderes, als daÿ die tatsählihe
P (u
i
) eines diskreten Ereignisses u
i
aus der Menge U durh die relative Häugkeit
des Auftretens des Ereignisses N(u
i
) in einer hinreihend groÿen und repräsentativen
Stihprobe mit N Experimenten abgeshätzt wird:
^
P (u
i
) =
N(u
i
)
N
(3.6)
Die Maximum-Likelihood-Methode erfüllt zwei wihtige Kriterien für die statistishe
Parameterabshätzung:
1. Die Summe aller Abshätzungen
^
P (u
i
) über sämtlihe diskrete Ereignisse der
Menge U ist 1.
2. Es läÿt sih zeigen (vgl. Anhang A.1.3), daÿ eine Abshätzung der apriori
Wahrsheinlihkeiten durh die relative Häugkeit die Entropie für die resul-
tierende statistishe Quelle minimiert. Da die Entropie den Grad der Über-
rashtheit eines Beobahters der Quelle ausdrükt, ist dies ein gutes Kriterium
für die Voraussagefähigkeit des Modells, denn ein Beobahter sollte natürlih
von dem Modell möglihst wenig überrasht werden.
In unserem speziellen Falle der Regelwahrsheinlihkeiten bedeutet relative Häug-
keit, daÿ für jede gelernte Regel LMR > E die Zahl der gefundenen Regelinstanzen
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ins Verhältnis zu allen Vorkommnissen der Lautfolge LMR in der kanonishen Laut-
folge gesetzt werden muÿ.
Beispiel:
Im Datenmaterial wird 467 mal die Regelinstanz b  n > ; gefunden,
während die Lautfolge /bn/ im gesamten Material in der kanonishen
Umshrift 8768 mal vorkommt. Daraus ergibt sih ein Shätzwert für die
Regelwahrsheinlihkeit
^
P (bn > ;) =
467
8768
= 0:0533 (3.7)
Allerdings ergibt sih ein Problem, weil die meisten Regelinstanzen keineswegs häu-
g genug im Datenmaterial vorkommen, als daÿ man von einer hinreihend groÿen
und repräsentativen Stihprobe sprehen könnte. D.h. wir haben es hier mit einem
klassishen Fall von sparse data
43
zu tun, wie er vor allem auh in der automatishen
Spraherkennungstehnik häug gegeben ist. In solhen Fällen wird der Shätzwert
den tatsählihen Wahrsheinlihkeitswert nur sehr shleht wiedergeben. Die Sta-
tistik bietet uns eine ganze Reihe von Verfahren zur Abshätzung der Siherheit
44
einer statistishen Abshätzung. Alle diese Verfahren haben die Eigenshaft, daÿ die
Kondenzmaÿe stark invers proportional zur Anzahl der beobahteten Ereignisse
bzw. der durhgeführten Experimente sind. Die Frage ist also, wie in solhen Fällen,
in denen die Kondenzmaÿe in Gröÿenordnungen der geshätzten Wahrsheinlih-
keiten anwahsen, also zu wenig beobahtete Ereignisse vorliegen, zu verfahren ist.
Geht man noh einen Shritt weiter, so muÿ man sih auh mit der Frage beshäfti-
gen, wie es sih mit der Abshätzung der Auftretenswahrsheinlihkeit von Ereignis-
sen verhält, die überhaupt niht beobahtet wurden, weil sie in der Datenstihprobe
zufällig niht aufgetreten sind. Diese Frage ist keineswegs nur von theoretisher Be-
deutung, weil man siher damit rehnen muÿ, daÿ das Modell über Äuÿerungen
Vorhersagen liefern muÿ, die im Datenmaterial niemals vorkamen.
Um trotzdem zu vernünftigen Shätzwerten für unsere Regelwahrsheinlihkeiten
zu kommen, shlägt Kipp ([20℄) für das MAUS-System die folgenden beiden kurz
skizzierten Methoden
45
vor:
43
etwa spärlihe Daten.
44
engl. ondene.
45
Formale Darstellung in den Abshnitten A.1.3 und A.1.3.
KAPITEL 3. MAUS 63
Unabhängigkeit von Kontexten
Zum einen läÿt sih durh die Annahme der statistishen Unabhängigkeit von Links-
und Rehts-Kontext einer Regel erreihen, daÿ die Abshätzungen der Regelwahr-
sheinlihkeiten auf gröÿeren Ereignismengen beruhen (und damit automatish si-
herere Shätzwerte darstellen) und sih gelernte Regeln mit Links-Rehts-Kontext
L und R auf weitere niht beobahtete Fälle generalisieren, sofern die Kontexte
wehselweise übereinstimmen.
Beispiel:
Im Datenmaterial wurden zwar die Regelinstanzen b  n > ; und
d  m > ; gefunden, aber niemals b  m > ; beobahtet. Nah der
klassishen Maximum-Likelihood-Methode würde somit
^
P (bm > ;) zu
Null geshätzt. Unter obiger Annahme ergibt sih durh die Kombina-
tion der Kontexte auh für die niht beobahtete Regel b  m > ; ein
Shätzwert, der niht Null ist.
Eektiv bedeutet diese Methode ein Vershmieren der spärlihen empirishen In-
formation auf einen gröÿeren Beobahtungsbereih. Die Shätzwerte für die apriori
Wahrsheinlihkeiten werden dadurh zwar statistish gesehen besser, büÿen aber
gleihzeitig wiederum ihren sharfen Fokus ein, indem sie ohne Rüksiht auf pho-
nologishe Theorie verallgemeinern. Trotzdem sind ähnlihe Methoden in der teh-
nishen Sprahverarbeitung sehr erfolgreih, da sie einen pragmatishen Ausweg aus
dem Dilemma der data sparsity bilden. Ob sih diese Methode auh im Falle der au-
tomatishen Etikettierung und Segmentierung positiv auswirkt, muÿ ein Experiment
erst nahweisen.
Absolute Disounting auf Hintergrundmodell
Eine weitere pragmatishe Verfahrensweise im Umgang mit spärlihen Daten ist un-
ter dem englishen Begri Disounting bekannt. Die zugrundeliegende Idee dabei
ist die einer Umverteilung der Wahrsheinlihkeitsmasse auf niht beobahtete Er-
eignisse. Praktish bedeutet dies, daÿ Shätzwerte von Ereignissen, bei denen Häu-
gkeiten vorliegen, um eine bestimmte Funktion, die Disounting Funtion, dekre-
mentiert werden, und diese Dierenzbeträge dann nah einem bestimmten Shema
auf Ereignisse verteilt werden, deren Häugkeit aus den Daten zunähst einmal Null
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war (sogenanntes Hintergrundmodell). Beim Absolute Disounting wird die Disoun-
ting Funtion durh einen konstanten, pragmatish gewählten Wert
46
ersetzt. Dies
führt dazu, daÿ hohe Shätzwerte von häug beobahteten Ereignissen relativ gese-
hen weniger dekrementiert werden als seltenere Ereignisse. Anshaulih ist dies auh
sinnvoll, weil häug beobahtete Regelinstanzen zu siheren Shätzwerten führen,
während selten beobahtete Regelinstanzen eher unsihere Shätzwerte zur Folge
haben. Es wäre folglih shleht, die guten Shätzwerte durh den Abzug von Wahr-
sheinlihkeitsmasse zu verfälshen, während die Verfälshung bei den shlehteren
Shätzwerten ohnehin in den Bereih des hohen Kondenzintervalls fällt.
Es bleibt die Frage, auf welhe niht beobahtete Ereignisse die Wahrsheinlih-
keitsmasse abgegeben wird. Theoretish würde Disounting in unserem Falle der
Aussprahemodellierung bedeuten, daÿ sih die Wahrsheinlihkeitsmasse auf sämt-
lihe denkbaren Aussprahevarianten verteilt. Infolge der Möglihkeit, an beliebiger
Stelle beliebig viele Laute einzufügen, führte dies aber dazu, daÿ eine Verteilung auf
unendlih viele Ereignisse vorgenommen werden müÿte, was natürlih niht sinnvoll
ist. Als einfahste praktikable Variante bietet sih daher an, den Variantengraph so
zu erweitern, daÿ an jeder beliebigen Stelle, genau ein Lautsymbol eingefügt, ge-
lösht oder ausgetausht werden kann. Durh die Verwendung von Sub-Graphen,
die in sogenannten 'Joker'-Knoten repräsentiert werden, ist dies tehnish relativ
einfah durhzuführen. Eine weitere Möglihkeit wäre es, die Menge der Ausspra-
hen, auf die Wahrsheinlihkeitsmasse verteilt wird, auf diejenigen des Experten-
basierten Modells aus Abshnitt 3.4 zu beshränken. Unsere Experimente zeigten
jedoh keinen signikanten Untershied in der Performanz im Vergleih zum ein-
fahen Hintergrundmodell. Daher  und wegen des erheblihen Aufwands  wurde
diese Variante niht weiter verfolgt.
In diesem Kapitel wurden abshlieÿend mehrere Methoden und Wissensquellen für
die Modellierung von Aussprahe in MAUS erörtert. Fassen wir kurz die wihtigsten
zusammen:
1. Auf kanonishem Lexikon basierende Modellierung
47
:
 Regelwissen: wird hier niht angewandt
46
sog. pragmatisher Parameter.
47
Eine einzige Aussprahe-Hypothese, nämlih die Verkettung der Zitierformen der beteiligten
Wörter.
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 Regelwahrsheinlihkeiten: die einzige Variante übernimmt die gesamte
Wahrsheinlihkeitsmasse (minus etwaiges Disounting)
 Hintergrundmodell durh Absolute Disounting: ist optional möglih
2. Auf Expertenwissen basierende Modellierung:
 Regelwissen: stammt von Experten (bzw. aus der Literatur)
 Regelwahrsheinlihkeiten: sind gleihverteilt auf alle Hypothesen
 Hintergrundmodell durh Absolute Disounting: ist optional möglih
3. Empirish basierte Modellierung:
 Regelwissen: gelernt aus manuell etikettiertem Korpus
 Regelwahrsheinlihkeiten: gelernt aus manuell etikettiertem Korpus
(a) Maximum Likelihood Methode
(b) Maximum Likelihood Methode mit Unabhängigkeit von Links- und
Rehts-Kontext
 Hintergrundmodell durh Absolute Disounting: ist optional möglih
Das folgende Kapitel beshäftigt sih mit der experimentellen Evaluierung dieser
Methoden.
Kapitel 4
Evaluierung
In diesem Kapitel werden Methoden und Experimente dargestellt, welhe eine daten-
basierte Beurteilung der Performanz des MAUS-Systems mit seinen vershiedenen
Varianten der Aussprahe-Modellierung erlauben. Darin enthalten sind auh quan-
titative Aussagen darüber, wie gut sih die Ergebnisse des MAUS-Systems  d.h.
die Etikettierung und Segmentierung des Shalldruksignals in diskrete phonologi-
she Ereignisse  bei Anwendung auf gelesene und spontane Sprahe im Vergleih
zu menshlihen Spezialisten darstellen. Beide Qualitätsbeurteilungen sind in dieser
Arbeit unter dem Begri der Evaluierung zusammengefaÿt.
Niht enthalten sind in dieser Arbeit unsere Arbeiten zur theoretishen Beurtei-
lung der Aussprahe-Modellierung anhand von Perplexität und Entropie der ver-
shiedenen Ansätze. Dazu sei auf die ausgezeihnete Darstellung in [20℄, Kapitel 8,
verwiesen.
4.1 Grundlagen
Bei der Evaluierung der MAUS-Ergebnisse muÿ prinzipiell zwishen der Qualität der
Etikettierung, d.h. der Genauigkeit der kategorialen Klassikation (phonologish),
und der Qualität der Segmentierung, d.h. der meÿbaren Abweihung der Segment-
grenzen zu einer  wie auh immer denierten  Referenzsegmentierung (phonetish),
untershieden werden. Beide sind von ihrem Wesen her vollkommen untershiedli-
he Qualitäten und können daher niht sinnvoll in ein gemeinsames Qualitätsmaÿ
vereint werden. Aus diesem Grunde werden beide unabhängig voneinander beurteilt.
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4.1.1 Qualität von Etikettierungen  Akuratheit
Bei der Beurteilung von Etikettierungen handelt es sih prinzipiell darum, die Ab-
weihung einer Kette von Lautsymbolen, dem Transkript, von einer anderen Kette
von Lautsymbolen, der Referenz, quantitativ zu messen. Dabei sind mehrere Punkte
zu beahten:
 Referenz und Transkript können vershiedener Länge sein.
 Auh wenn dies niht der Fall ist, existieren unter Umständen mehrere Mög-
lihkeiten der Zuordnung (Abbildung) von Lautsymbolen des Transkripts auf
Lautsymbole der Referenz
1
.
 Jeder Versuh einer Abbildung des Transkripts auf die Referenz führt automa-
tish zu Auslassungen, Einfügungen und Ersetzungen (vgl. Abshnitt 3.5.2),
die als qualitätsmindernd gewertet werden müssen.
 Das Qualitätsmaÿ sollte symmetrish sein, d.h. den selben Wert ergeben, un-
abhängig davon, ob man das Transkript mit der Referenz oder die Referenz
mit dem Transkript vergleiht. Dies ist niht trivial, weil  wie sih weiter un-
ten zeigen wird  die Frage, was eigentlih die Referenz darstellt, niht immer
eindeutig geklärt werden kann.
Ein ganz ähnlihes Problem stellt sih bei der Beurteilung von Ergebnissen der auto-
matishen Spraherkennung. Auh hier kann das Resultat eines Spraherkennungsal-
gorithmus zusätzlihe, fehlende oder vertaushte Wörter gegenüber der tatsählih
getätigten Äuÿerung aufweisen. Das allgemein gebräuhlihe Bewertungsmaÿ, die
word auray, wurde von A. Kipp in [20℄ für die MAUS-Evaluation wie folgt ange-
paÿt:
Ein Maÿ für die Abweihung bzw. die Übereinstimmung zweier Strings
voneinander kann daraus berehnet werden, wieviele Symbole in einem
String verändert, getilgt oder eingefügt werden müssen, um den jeweils
anderen zu erhalten. Ist
 N
ref
die Anzahl der Symbole im Referenzstring 
 N
vgl
die Anzahl der Symbole im zu vergleihenden String r
1
Wenn z.B. mehrere Ersetzungen hintereinander erfolgen.
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 N
ins
die Anzahl der Symbole, die in r eingefügt werden müssen,
 N
del
die Anzahl der Symbole, die aus r getilgt werden müssen,
 N
rep
die Anzahl der Symbole, die in r ersetzt werden müssen,
so ist die sogenannte Akkuratheit
2
ein Maÿ für die Übereinstimmung von
Folgen. Sie ist deniert als Abbildung ! [0; 1℄:
A(r; ) =
N
ref
 N
del
 N
ins
 N
rep
N
ref
(4.1)
Die Abbildung ist niht symmetrish, d.h. A(r; ) 6= A(; r). Da aber
beispielsweise beim Vergleih zweier manueller Transkriptionen eine Re-
ferenz nur willkürlih festgelegt werden könnte, ist ein symmetrishes
Übereinstimmungsmaÿ ebenfalls sinnvoll und nötig. Dies kann leiht
durh Mittelwertbildung erreiht werden. Die symmetrishe Akkuratheit
ist demnah deniert als:
A(r; ) =
A(r; ) + A(; r)
2
(4.2)
Das Testset besteht aus vielen Paaren (r; ). Die Akkuratheit über Paare
aus einer Menge X   ist deniert als
A(X) =
X
(r;)2X
jjA(r; )
X
(r;)2X
jj
(4.3)
und die symmetrishe Akkuratheit als
A(X) =
1
2
0
B
B
B

X
(r;)2X
jjA(r; )
X
(r;)2X
jj
+
X
(r;)2X
jrjA(; r)
X
(r;)2X
jrj
1
C
C
C
A
(4.4)
Damit geht jede Äuÿerung gewihtet mit der Anzahl der Transkriptions-
symbole im jeweiligen Referenzstring ein.
2
Der englishe Begri Auray wird auh in der deutshen Literatur häug verwendet.
KAPITEL 4. EVALUIERUNG 69
Zur Berehnung dieser Maÿe muÿ die Anzahl der nötigen Einfügun-
gen, Tilgungen und Ersetzungen pro Äuÿerung festgestellt werden.
Hierzu bedient man sih der sogenannten dynamishen Programmie-
rung. Dabei werden die Symbole der beiden zu vergleihenden Strings
 = 
0

1
: : : 
I 1
und r = 
0
1 : : : 
J 1
einander optimal zugeordnet
und zwar durh Anwendung von Operationen aus der Menge 
 =
fTilgung; Einfügung; Zuordnungg. Jede dieser Operationen verur-
sahe Kosten:
 Die Zuordnung zweier Symbole wird mit den Kosten m
mat
(; )
beaufshlagt
 Die Tilgung eines Symbols verursaht die Kosten m
del
 Die Einfügung eines Symbols verursaht die Kosten m
ins
Das Optimalitätskriterium sind minimale Kosten. Eine Zuordnung mit
insgesamt minimalen Kosten kann durh einen rekursiven Algorithmus,
nämlih die dynamishe Programmierung, gefunden werden. Man führt
dabei eine Hilfsgröÿe d(i; j) ein, die die minimalen Kosten für eine Zu-
ordnung der Teilstrings 
0
: : : 
i
und 
0
: : : 
j
ausdrükt. Diese Hilfsgröÿe
kann rekursiv berehnet werden, indem eine bislang optimale Zuordnung
um eine Operation aus 
 erweitert wird und die Kosten zu den bisherigen
addiert werden:
d(i; j) = max
!2

8
>
>
<
>
>
:
d(i  1; j) +m
del
falls ! = Einfügung
d(i; j   1) +m
ins
falls ! = Tilgung
d(i  1; j   1) +m
mat
(
i
; 
j
) falls ! = Zuordnung
(4.5)
Als konkrete Kosten werden in den Experimenten
m
mat
(; ) =
8
<
:
1 für  6= 
0 sonst
(4.6)
m
del
= m
ins
= 1 (4.7)
verwendet, d.h. alle Zuordnungsfehler werden gleih bewertet. Die Zu-
ordnung von gleihen Symbolen verursaht keine Kosten. Es sei darauf
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hingewiesen, daÿ die Kosten selbst niht in die Akkuratheit eingehen,
sondern nur der Steuerung der Zuordnung dienen.
Es wird gefordert, daÿ jeweils beim ersten und letzten Symbol in  und
r gilt: m(
0
; 
0
) = 0 bzw. m(
I 1
; 
J 1
) = 0. Dies kann ohne Einshrän-
kung der Allgemeinheit dadurh erreiht werden, daÿ den Strings jeweils
ein identishes Startsymbol vorangestellt wird und ein identishes End-
symbol angehängt wird.
In diesem Falle sind die Kosten der optimalen Zuordnung dann d(I  
1; J   1). Die eigentlih interessierenden Gröÿen N
del
; N
ins
und N
rep
können durh Zurükverfolgen der jeweiligen Maximierungsentsheidun-
gen gewonnen werden. Diese Entsheidungen können in einer Hilfsgröÿe
b(i; j) 2 
 gespeihert werden.
Das Resultat dieser Berehnung über eine Menge von Test-Äuÿerungen, die mittlere
symmetrishe Akuratheit, ist ein Wert, der bei vollkommener Übereinstimmung von
Transkript zu Referenz den Wert 1 und bei Vertaushung sämtliher Lautsymbole
den Wert 0 annimmt, und wird daher im weiteren mit 100 multipliziert und in
Prozent ausgedrükt. Es sollte beahtet werden, daÿ die symmetrishe Akuratheit
ein pragmatishes Qualitätsmerkmal darstellt und durhaus auh negative Werte
annehmen kann, wenn z.B. sehr viele Einfügungen vorliegen.
4.1.2 Segmentierungen  Histogramm der Abweihungen
Für die quantitative Beurteilung der Segmentierung ergibt sih sofort das alte Pro-
blem, daÿ man Äpfel niht mit Birnen vergleihen sollte: Die Messung der zeitlihen
Abweihung einer Segmentgrenze gegenüber einer Referenz-Segmentierung maht
nur Sinn, wenn es sih in beiden Fällen um ein Segment der gleihen Kategorie
handelt. Aus diesem Grunde stellt die Evaluierung der Segmentgrenzen quasi eine
logishe Untermenge der Beurteilung der Etikettierung dar. Man könnte es als An-
weisung so formulieren:
Wenn ein Segment gemäÿ der Referenz etikettiert worden ist, dann bestimme die
zeitlihe Abweihung der Vorder- und Hintergrenze dieses Segments im Vergleih
zur Lage dieser Grenzen in der Referenz-Segmentierung und trage die Werte in ein
Histogramm ein! Segmente, die von der Referenz abweihende Etikette tragen, wer-
den ignoriert!
Vorteil dieser Methode ist, daÿ sih automatish ein symmetrishes Qualitätsmaÿ
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(Histogramm) ergibt. Nahteil ist, daÿ das Histogramm zur Beurteilung des Gesam-
tergebnisses nur indirekt beiträgt; es ist lediglih eine weiter spezierende Beurtei-
lung.
4.2 Sprahmaterial
4.2.1 Test- und Entwiklungsmaterial
Um die oben geshilderten experimentellen Werte zu ermitteln, benötigt man
Sprahmaterial, das manuell von Experten etikettiert und segmentiert wurde. Des-
weiteren darf dieses Material weder zur Ermittlung der Aussprahemodelle noh
zur Festlegung pragmatisher Parameter
3
verwendet werden. Um diese Trennung
im weiteren Text deutlih zu mahen, werde ih vom Trainingsmaterial sprehen,
wenn das Sprahkorpus zur Ermittlung der phonetish-akustishen Modelle und der
phonologish-empirishen Aussprahe-Modelle gemeint ist, vom Entwiklungsmate-
rial, wenn von Sprahmaterial die Rede ist, das zur Festlegung pragmatisher Pa-
rameter benötigt wird, und vom Testmaterial, wenn ih das Material ansprehe,
welhes ausshlieÿlih zur Evaluierung des MAUS-Systems verwendet wurde.
Für die nahfolgend beshriebenen Experimente stammen alle drei disjunkten Teil-
Korpora entweder aus dem Korpus PhonDat 2, einem anwendungsorientierten
Sprahkorpus in der Domäne Zugauskunft, welhes im Zusammenhang mit dem
BMB+F Projekt ASL in den Jahren 1989 - 1992 erhoben wurde, oder aus dem
deutshen Verbmobil I Korpus, einer groÿangelegten Sammlung von Dialogaufnah-
men im Rahmen des vom BMB+F in den Jahren 1993 - 1996 geförderten Projektes
Verbmobil zur Entwiklung einer vollautomatishen Übersetzungshilfe.
Für das weitere Verständnis ist es wihtig zu bemerken, daÿ Teile des Testmaterials
mehrfah etikettiert und segmentiert wurden.
 Verbmobil
Im spontansprahlihen Teil waren mehrere für die Aufgabe ausgebildete Spe-
zialisten an der Bearbeitung der Daten beteiligt. Vier von diesen haben unter
kontrollierten Bedingungen jeweils komplette Dialoge bearbeitet; diese wer-
den im weiteren, damit die Anonymität gewahrt bleibt, mit den Abkürzungen
man1-4 bezeihnet. Es wurden genau zwei komplette Dialoge  m116d und
3
Z.B. der Gewihtung des Absolute Disounting.
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m231d  von jeweils drei Spezialisten unabhängig voneinander bearbeitet. Die
übrigen 9 Dialoge des Test- und Entwiklungsmaterials wurden jeweils von
einer gemishten Gruppe bearbeitet, wobei jeweils nur eine Etikettierung und
Segmentierung pro Dialog vorliegt. Dieser Teil des Korpus wird im weiteren
mit manx bezeihnet.
Der mehrfah bearbeitete Teil enthält 73 Dialogbeiträge mit 9587 phonolo-
gishen Lautsymbolen in der kanonishen Referenztranskription, der gesamte
Test- und Entwiklungskorpus enthält 372 Dialogbeiträge mit 44465 Symbo-
len.
 PhonDat 2
Das Testmaterial des gelesenen Korpus wurde von drei Spezialisten etikettiert
und segmentiert; diese werden im folgenden mit den Abkürzungen man5-7
bezeihnet. Das mehrfah bearbeitete Material umfaÿt in diesem Fall 200 Äu-
ÿerungen mit insgesamt 10495 phonologishen Lautsymbolen.
Beide Korpora werden im Anhang C kurz beshrieben.
4.2.2 Trainingsmaterial
Für die Bestimmung der empirishen Aussprahemodelle wird neben dem Test- und
Entwiklungsmaterial noh entsprehend bearbeitetes Trainingsmaterial benötigt,
aus welhem die Parameter der statistishen Modelle  Regeln und Regelwahrshein-
lihkeiten  nah Abshnitt 3.5 gelernt werden.
In unseren Untersuhungen wurden hierfür Segmentierungen aus dem sog. 'Kiel Cor-
pus of Spontaneous Speeh' ([25℄), einen Teil des Verbmobil I Korpus, entnommen.
Der Umfang dieser Daten beträgt 72 Dialoge mit 1245 Dialogbeiträgen. Das Ma-
terial wurde in SAM-PA und nah gleihen Vorgaben wie im Falle des Test- und
Entwiklungskorpus manuell bearbeitet.
4.3 Das Problem der absoluten Wahrheit
Jede experimentelle Evaluierung eines Verfahrens benötigt eine objektive Referenz,
an welher die Leistung des Verfahrens, die Performanz, objektiv gemessen wer-
den kann. Bei der empirishen Beurteilung von Etikettierung und Segmentierung
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von Sprahe in phonologishe Kategorien stellt sih sofort das Problem, daÿ die-
se absolute Referenz für eine gegebene Sprahäuÿerung niht existiert. Selbst bei
Beshränkung auf die Etikettierung, d.h. die tatsählih produzierte Kette von pho-
nologishen Phonem-Symbolen, die einer sprahlihen Äuÿerung zugrunde liegen
soll, wird man fast immer untershiedlihe Meinungen bei untershiedlihen beurtei-
lenden Personen nden. Dies gilt in ganz besonderem Maÿe für spontane Sprahe,
weil sih dort die von der Theorie geforderten Phoneme oft infolge von Redukti-
onsprozessen im Signal gar niht mehr physikalish nahweisen lassen, obwohl der
Beobahter die Lautkategorien im Kontext immer noh zu hören meint. Das im
vorangegangenen Abshnitt skizzierte Evaluierungsverfahren nützt uns also wenig,
solange keine absolute Klarheit über die Referenz geshaen werden kann.
Aus diesem Dilemma gibt es mehrere möglihe Auswege. Am einfahsten wäre die
willkürlihe Festlegung eines Spezialisten
4
zur Referenz. Der Nahteil hierbei wäre,
daÿ dieser dann die gesamte Aufgabe allein, in möglihst konsistenter Verfassung
und unter höhster Selbstdisziplin durhführen müÿte. Untersuhungen (z.B. [10℄)
haben gezeigt, daÿ sih allerdings auh das sog. Intra-Labeler-Agreement, also die
Übereinstimmung mit den eigenen Urteilen, im Laufe der Zeit unter 100 % absinkt.
Ein anderer Ausweg wäre die Einberufung einer möglihst groÿe Gruppe von Spezia-
listen, welhe sih in Klausur begeben und  eventuell auh mittels demokratisher
Mehrheitsentsheidung  die Problemfälle bereinigen. Dies ist aus Kostengründen
meistens niht durhführbar, ganz zu shweigen von den Problemen, die man sih
einhandelte, wenn die Auswahl der Spezialisten niht vollkommen ausgewogen er-
folgen würde.
Abgesehen von solhen tehnishen Problemen würde ein solhes Vorgehen auh
bedeuten, das Problem unter den wissenshaftlihen Teppih zu kehren. Letztendlih
ist es für den Wissenshaftler ja auh interessant, warum dieses Problem überhaupt
besteht.
In [54℄ haben meine beiden Mitarbeiter M.-B. Wesenik und A. Kipp untersuht,
inwieweit die Etikettierungen und Segmentierungen vershiedener Bearbeiter in Be-
zug auf das Testmaterial des PhonDat 2 Korpus voneinander abweihen. Untersuht
wurden in dieser Arbeit Plosive, Frikative und Nasale. Das Problem der niht ent-
sheidbaren Referenz wurde in diesem Ansatz dadurh gelöst, daÿ in einem soge-
nannten leave-one-out Verfahren jeweils die Ergebnisse eines jeden Bearbeiters mit
allen Ergebnissen der übrigen Bearbeiter verglihen wurde. Da es sih bei unserem
4
Möglihst des anerkannt besten Spezialisten.
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Qualitätsmaÿ um ein symmetrishes Maÿ handelt (vgl. Formel 4.4), ergeben sih z.B.
bei 3 Bearbeitungen genau 3 experimentelle Werte für die Inter-Labeler-Akuratheit,
aus welhen der arithmetishe Mittelwert gezogen wird.
Die Untersuhung der o.g. Konsonantengruppen im Testmaterials aus PhonDat 2 er-
gab eine mittlere Inter-Labeler-Akuratheit von 94,8% ([54℄). D.h. im Mittel stimmen
bei allen drei Bearbeitern die Phonem-Kategorien zu 94,8% überein.
In [21℄ wurde das gleihe Verfahren auf alle Phoneme des Testmaterials erweitert;
die mittlere Inter-Labeler-Akuratheit reduzierte sih auf 93.7%. Dies ist konsistent
mit Aussagen in [10℄, nämlih daÿ die Beurteilung der Vokalkategorie im allgemeinen
shwerer fällt als z.B. die Untersheidung eines Plosivs von einem Frikativ.
Das gleihe Prinzip kann auh auf die Beurteilung der Segmentierung übertragen
werden. Wertet man die übereinstimmend etikettierten Konsonanten des PhonDat
2 Korpus Testmaterials aus, so ergibt sih für die Abweihung der Segmentgrenzen
vershiedener Bearbeiter das folgende Bild ([54℄):
63% der Grenzen stimmen exakt
5
überein
73% weihen um weniger als 5 mse ab
87% weihen um weniger als 10 mse ab
93% weihen um weniger als 15 mse ab
96% weihen um weniger als 20 mse ab
99% weihen um weniger als 32 mse ab
Eine detailiertere Auswertung nah den vershiedenen Phonem- und Grenzklassen
6
zeigt darüber hinaus, welhe Fälle bei der manuellen Segmentierung am wenigsten
konsistent gehandhabt werden.
Für die im folgenden dargestellte experimentelle Evaluierung des MAUS-Systems
werden wir ganz analog als Referenz die Daten von möglihst vielen vershiede-
nen menshlihen Bearbeitern heranziehen und über diese das arithmetishe Mittel
ziehen. Darüberhinaus wird zu jedem Experiment die entsprehende Leistung zwi-
shen mehreren menshlihen Bearbeitern untereinander bestimmt (Inter-Labeler-
Akuratheit) und als pragmatishes Maximum neben dem Ergebnis von MAUS dar-
gestellt.
5
Die Bearbeiter waren angewiesen, jeweils im positiven Nulldurhgang des Shalldruksignals
zu shneiden; dies erklärt den relativ hohen Anteil exakter Shnitte.
6
Je nahdem, welhe Segmente links und rehts der Grenze etikettiert wurden.
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4.4 Experimentelle Ergebnisse
Die folgenden quantitativen Ergebnisse wurden im Laufe der Jahre 1996 - 2000 in
vershiedenen Projekten erarbeitet ([22, 21, 20, 54, 55℄) und werden hier zum ersten
Mal in einer gebündelten Form beshrieben.
4.4.1 Gelesene Sprahe
Die Ergebnisse für gelesene Sprahe basieren auf dem bereits beshriebenen Korpus
PhonDat 2 aus der Domäne Zugauskunft. Da dieses Korpus nur 16 Spreher enthält,
kann keine empirish gestützte Aussprahe-Modellierung durhgeführt werden. Der
Umfang des Materials ist gerade ausreihend für das Entwiklungs- und Testmaterial.
Die empirishe Evaluation beshränkt sih daher im Falle der gelesenen Sprahe
auf die Modellierung der Aussprahe durh Expertenwissen, welhe kein gröÿeres
empirishes Material benötigt.
Modellierung durh Expertenwissen
Dieser Evaluation liegt das in Abshnitt 3.4 beshriebene Regelwerk zugrunde. Wir
behandeln zunähst die Etikettierung und dann die Segmentierung.
Etikettierung: Die folgende Tabelle zeigt die experimentellen Bedingungen und
die erzielte Akuratheit der Etikettierung.
Basis: 200 Äuÿerungen aus Phondat 2
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere symmetrishe Inter-Labeler-Akuratheit man5-7: 93,7 %
Anzahl der Regeln: 5545
Mittlere symmetrishe MAUS-Akuratheit man5-7: 87,93 %
Bezogen auf das pragmatishe Maximum von 93,7 % bedeutet dies für das MAUS-
System eine relative Performanz von 93 %.
In diesen Untersuhungen wurde kein Hintergrundmodell verwendet.
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Segmentierung: Die Evaluierung erfolgte in Form eines Histogramms über die
absoluten Abweihungen der Segmentgrenzen übereinstimmend etikettierter Seg-
mente. Bild 4.1 zeigt die Verteilung der Abweihungen für das oben bezeihnete
Testmaterial. Die Verteilung zeigt einen zentralen Gipfel um die Abweihung 0 mse
Abbildung 4.1: Histogramm über die Abweihungen der vom MAUS-System ermit-
telten Segmentgrenzen für gelesene Sprahe und bei Modellierung durh Experten-
wissen ([21℄)
sowie weitere Nebengipfel bei jeweils +/- 5 mse und +/- 10 mse. Die Histogramm-
werte an den beiden Rändern des dargestellten Zeitbereihs fassen sämtlihe weiter
auÿen liegenden Werte zusammen. Es ist deutlih zu sehen, daÿ der Groÿteil der
Abweihungen zwishen dem MAUS-System und den menshlihen Bearbeitern in
einem Bereih von +/- 20 mse zu liegen kommt.
Die Nebengipfel entstehen durh Vershiebungen um jeweils einen Glottisshlag
im Sprahsignal. Diese Ergebnisse wurden mit einer experimentellen Variante des
MAUS-Systems erzielt, welhes die Anleitung für die menshlihen Bearbeiter, näm-
lih immer im nähstliegenden positiven Nulldurhgang des Sprahsignals zu shnei-
den, mit einem einfahen Suhalgorithmus simulierte. Dadurh entsteht eine Art
'Rasterung' des Signals in Punkte, die auf Vielfahen der Inversen der Grundfre-
quenz des Sprehers  in diesem Fall einer Spreherin  zu liegen kommen. Da das
MAUS-System und die Referenz-Bearbeiter nur an diesen Rasterpunkten shneiden
durften, ergibt sih automatish eine mehrgipfelige Verteilung der Abweihungen. In
den folgenden Versuhen vershwindet dieser Eekt, weil dort die Evaluierung über
mehrere Spreher, mit jeweils untershiedlihen Grundfrequenzen, durhgeführt wur-
de.
4.4.2 Spontane Sprahe
Die Ergebnisse für spontane Sprahe basieren auf dem bereits beshriebenen Korpus
Verbmobil I aus der Domäne Terminabsprahe.
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Inter-Labeler-Akuratheit
Zunähst wurde für das mehrfah bearbeitete Testmaterial und die entsprehenden
menshlihen Bearbeiter die Inter-Labeler-Akuratheit der Etikettierung sowie die
zugehörige Verteilung der Abweihungen in den Segmentgrenzen bestimmt.
Etikettierung:
Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere sym. Inter-Labeler-Akuratheit man1-4: 85.6 %
Das heiÿt, die menshlihen Bearbeiter des Testmaterials sind sih im Mittel in 85,6
% der Fälle in ihrem Urteil einig. Dieser Wert liegt deutlih unter dem Wert von
93,7 % im vorangegangenen Experiment. Damit wird bestätigt, was zu erwarten
war, nämlih daÿ die Beurteilung von Lautkategorien in spontaner Sprahe auh
dem menshlihen Spezialisten signikant shwerer fällt als in gelesener Sprahe.
Segmentierung: Abbildung 4.2 zeigt ein Histogramm über die Abweihungen der
Grenzen übereinstimmend etikettierter Segmente aus den Daten der menshlihen
Bearbeiter man1 und man2. ([20℄). Es fällt auf, daÿ auh hier wieder die bereits
erwähnten Nebengipfel zu beobahten sind.
Modellierung durh kanonishes Lexikon
Dieses Experiment wurde durhgeführt, um die Wirkung der Aussprahe-
Modellierung besser beurteilen zu können. Bei der Modellierung durh ein kano-
nishes Lexikon wird auf eine Aussprahe-Modellierung vollständig verzihtet und
lediglih ein Fored Alignment
7
auf die verkettete Lautsymbolfolge der Zitierformen
der beteiligten Wörter durhgeführt.
Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere sym. Inter-Labeler-Akuratheit man1-4: 85.6 %
Mittlere sym. kanonishe Akuratheit man1-4: 73.7 %
7
Vgl. Abshnitt 3.2.2.
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Abbildung 4.2: Histogramm über die Abweihungen der von menshlihen Bearbei-
tern ermittelten Segmentgrenzen für spontane Sprahe
Die Inter-Labeler-Akuratheit liegt um absolut 11.9 % über der Akuratheit der kano-
nishen Aussprahe. Mit anderen Worten, in dem verwendeten Testmaterial weiht
die tatsählihe Aussprahe nah dem Urteil der Spezialisten in mehr als einem
Zehntel der phonologishen Kategorien von der Zitierform der Wörter ab.
Modellierung durh Expertenwissen
Dieser Evaluation liegt das in Abshnitt 3.4 beshriebene Regelwerk zugrunde. Nah-
folgend sind die Versuhsbedingungen für dieses Experiment aufgelistet.
Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere sym. Inter-Labeler-Akuratheit man1-4: 85.6 %
Anzahl der Regeln: 5545
Mittlere sym. Akuratheit man1-4: 74.9 %
Im Vergleih mit der symmetrishen kanonishen Akuratheit aus dem vorangegan-
genen Abshnitt von 73.7 % stellt dieser Wert nur eine shwah signikante Verbes-
serung (0.05) dar. Vermutlih ist dies ein Hinweis darauf, daÿ das Expertenmodell
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Spontansprahe weniger gut modelliert als erwartet. Untersuhungen der Entropie
und Perplexität des Expertenmodells ([20℄, Kapitel 8) bestätigen dies. Eine möglihe
Erklärung, warum das Modell in Bezug auf Spontansprahe shwähere Hypothesen
generiert, ist die Tatsahe, daÿ dieses Modell eben einerseits auf der Untersuhung
eines gelesenen Sprahkorpus beruht und andererseits auh die Ergänzungen aus
der einshlägigen Literatur zum Thema Aussprahevariation, die zusätzlih in das
Modell eingeossen sind, meistens auf Beobahtungen sorgfältig kontrollierter Spra-
he basieren. Insofern ist es niht erstaunlih, daÿ das Modell bei Anwendung auf
Spontansprahe eine shlehte symmetrishe Akuratheit zeigt.
Setzt man den Wert mit der Inter-Labeler-Akuratheit ins Verhältnis, so erhält man
eine relative Performanz von 87.5 %.
Modellierung durh Maximum-Likelihood-Methode
Dieser Evaluation liegt das in Abshnitt 3.5.3 beshriebene, automatish gelern-
te Regelwerk zugrunde, wobei die Regelwahrsheinlihkeiten durh die klassishe
Maximum-Likelihood-Methode abgeshätzt werden.
Eine Analyse des Trainingsmaterials ergab insgesamt 13623 beobahtete Regelin-
stanzen, die sih durh 1807 Regeln beshreiben lassen.
Etikettierung: Die folgende Tabelle zeigt die experimentellen Bedingungen und
die erzielte Akuratheit der Etikettierung.
8
Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere sym. Inter-Labeler-Akuratheit man1-4: 85.6 %
Anzahl der Regeln: 1807
Mittlere sym. Akuratheit man1-4 (manx): 83.1 % (81.3 %)
Das heiÿt, bei alleiniger Betrahtung der mittleren Akuratheit erreiht das MAUS-
System 97 % der Performanz der menshlihen Bearbeiter.
8
In Klammern sind jeweils auh die Werte für das gesamte Test- und Entwiklungsmaterial
angegeben. Letztere sind aber niht vergleihbar mit der Inter-Labeler-Akuratheit und können
allenfalls als Absolutwerte betrahtet werden.
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Segmentierung: Die Evaluierung erfolgte auh hier in Form eines Histogramms
über die absoluten Abweihungen der Segmentgrenzen übereinstimmend etikettier-
ter Segmente. Bild 4.3 zeigt exemplarish die Verteilung der Abweihungen der
MAUS-Segmentierung von der eines menshlihen Bearbeiters für den Dialogm116d
des oben bezeihneten Testmaterials ([20℄). Im Gegensatz zur Evaluierung der Seg-
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Abbildung 4.3: Histogramm über die Abweihungen der vom MAUS-System ermit-
telten Segmentgrenzen für spontane Sprahe und bei Modellierung durh Maximum-
Likelihood-Methode.
mentierung in gelesener Sprahe ist hier die Verteilung deutlih breiter. Dies ist 
wie bereits erwähnt  darauf zurükzuführen, daÿ diese Variante des MAUS-Systems
niht ausshlieÿlih im positiven Nulldurhgang des Shalldruksignals shneidet,
und im Testmaterial mehr als ein Spreher vorhanden ist.
Auÿerdem ist zu beobahten, daÿ der Shwerpunkt der Verteilung niht bei Null
liegt; d.h. das MAUS-System hat die Tendenz, Shnitte im Mittel früher zu setzen
als der menshlihe Bearbeiter. Für diesen Eekt gibt es bis dato keine befriedi-
gende Erklärung. Ein Rehenfehler bei der Berehnung der Shnittgrenzen konn-
te ausgeshlossen werden, nahdem Kollegen an der Tehnishen Universität Mün-
hen mit einem völlig unabhängigen Viterbi-Dekoder und anderen Daten den Eekt
reproduzieren konnten. Die Hypothese, die Kipp in seiner Arbeit äuÿert ([20℄, S.
139), nämlih daÿ dies eventuell auf die Tatsahe zurükzuführen sei, daÿ in der
von MAUS produzierten Etikettierung im Mittel mehr phonologishe Lautsymbo-
le enthalten sind als in den Referenzdaten der menshlihen Bearbeiter, halte ih
für unbefriedigend, weil eine solhe Unsymmetrie sih gleihmäÿig auf die gesamte
Äuÿerung verteilen müÿte. Mehr Segmente bedeuten shlieÿlih Abweihungen der
vorderen Segmentgrenzen in die Vergangenheit und der hinteren Segmentgrenzen
in die Zukunft, welhes sih im Mittel wieder ausgleihen würde, es sei denn, die
Einfügung geshieht vorzugsweise im vorderen Teil der Äuÿerung, wofür es jedoh
keine Anhaltspunkte gibt
9
. Vershiedene Hypothesen, daÿ es mit der Berehnung
9
Der Eekt von im Mittel mehr Segmenten in den MAUS-Daten gibt vielmehr ein weiteres
Erklärungsmodell ab, warum die Histogrammverteilung so breit ist.
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der Merkmalsparameter aus dem Shalldruksignal zu tun haben könnte, wurden
untersuht, ergaben aber kein shlüssiges Erklärungsmodell.
Zusammenfassend läÿt sih sagen, daÿ die Segmentierung bei Anwendung auf Spon-
tansprahe deutlih shlehter ausfällt als bei gelesener Sprahe. Dies geht konform
mit der Beobahtung, daÿ auh die absolute Performanz in der Etikettierung von
menshlihen Bearbeitern und MAUS infolge der starken Reduktionsersheinungen
und Vershleifungen in spontaner Sprahe deutlih unter der Performanz von gele-
sener Sprahe liegt.
Verbesserung der Parameterabshätzung
In Abshnitt 3.5.3 wurde die Möglihkeit diskutiert, die methodishen Nahteile
der klassishen Maximum-Likelihood-Methode, nämlih daÿ Ereignisse, die im Trai-
ningsmaterial niht beobahtet wurden, die Wahrsheinlihkeit Null bekommen (da-
ta sparsity), durh die Unabhängigkeit der Regelkontexte oder durh den Einsatz
von Absolute Disounting auf ein Hintergrundmodell zu vermeiden.
Kipp ([20℄) hat das hier verwendete Trainingsmaterial daraufhin untersuht, ob es
sih tatsählih in diesem Experiment um einen Fall von data sparsity (vgl. Abshnitt
3.5.2) handelt. Abbildung 4.4 zeigt das Anwahsen der Anzahl untershiedliher Re-
geln über der Anzahl der beobahteten Regelinstanzen im Trainingsmaterial. Zu
Beginn steigt der Graph steil an, weil noh jede beobahtete Regelinstanz zu ei-
ner neuen Regel führt, später aht die Kurve ab, weil jetzt gröÿtenteils nur noh
Wiederholungen der bereits bekannten Regeln beobahtet werden. Wäre das Trai-
ningsmaterial tatsählih repräsentativ im Sinne statistisher Modellierung, so sollte
die Anzahl der Regeln innerhalb der verarbeiteten Datenmenge auf einem bestimm-
ten Niveau konvergieren, d.h. keine weiteren Regeln mehr beobahtet werden. Es ist
deutlih zu sehen, daÿ dies niht der Fall ist: Die Anzahl der Regeln steigt bis zum
Ende der Analyse stetig weiter an. Kipp folgert aus diesem Experiment ganz rih-
tig, daÿ es sih also auh hier um einen Fall von data sparsity handelt, und deshalb
pragmatishe Methoden zur Verbesserung der statistishen Modellierung angebraht
sind.
Unabhängigkeit der Kontexte: Das folgende Experiment folgt der in Abshnitt
3.5.3 beshriebenen Methode, den Links- und Rehts-Kontext einer Regel als stati-
stish voneinander unabhängig zu betrahten.
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Abbildung 4.4: Anwahsen der Zahl untershiedliher Regeln über die im Trainings-
material beobahteten Regelinstanzen ([20℄).
Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere sym. Inter-Labeler-Akuratheit man1-4: 85.6 %
Anzahl der Regeln: 1807
Mittlere sym. Akuratheit man1-4 (manx): 83.1 % (81.3 %)
Das heiÿt, die Akuratheit hat sih gegenüber der klassishen Likelihood-Methode
niht verändert
10
.
Absolute Disounting auf Hintergrundmodell: Das folgende Experiment ver-
wendet als Hintergrundmodell alle Varianten, die vom Expertenmodell erzeugt wer-
den können, und verteilt 17% der Wahrsheinlihkeitsmasse
11
gleihförmig auf diese
Varianten.
10
Wenngleih innerhalb der Experimente die Werte signikant verändert wurden, blieb der Mit-
telwert über alle Auswertungen gleih.
11
Dieser pragmatishe Parameter wurde heuristish in einer Serie von Experimenten bestimmt.
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Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Mittlere symmetrishe Inter-Labeler-Akuratheit man1-4: 85.6 %
Anzahl der Regeln: 1807
Mittlere symmetrishe Akuratheit man1-4 (manx): 83.0 % (81.7 %)
Auh hier ist keine signikante Veränderung gegenüber der klassishen Maximum-
Likelihood-Methode zu beobahten.
4.4.3 Diskussion
Etikettierung
Betrahten wir zunähst die Etikettierung. Um zu einer angemessenen Bewertung
der dargestellten Forshungsergebnisse zu gelangen, muÿ hier noh einmal die Pro-
blematik der fehlenden absoluten Referenz angesprohen werden.
Wir haben dieses Problem bisher dadurh umshit, daÿ wir die Leistung des
MAUS-Systems mit einer Gruppe von menshlihen Spezialisten vergleihen und
zusätzlih die Inter-Labeler-Akuratheit der menshlihen Bearbeiter untereinander
bestimmen. Setzt man diese Werte zueinander ins Verhältnis, erhält man die rela-
tiven Performanz-Werte von 93 % für gelesene Sprahe im Expertenmodell, 87.5 %
für spontane Sprahe mit dem Expertenmodell und 97 % für spontane Sprahe mit
dem Maximum-Likelihood-Modell. Tatsählih sagen aber diese Werte  auh wenn
sie auf den ersten Blik beeindrukend wirken  niht sehr viel aus, weil sie von der
absoluten Lage der Akuratheiten abhängig sind. Ih möhte daher noh einmal auf
das Experiment aus Abshnitt 4.4.2 zurükkommen, bei welhem das MAUS-System
als einfahes Abbildungssystem auf die verketteten Zitierformen der Wörter agiert.
In gewisser Weise läÿt sih dieser Fall als das 'pragmatishe Minimum' betrahten,
ganz analog zum 'pragmatishen Maximum' in Abshnitt 4.3, weil dieser Fall trivial,
d.h. ganz ohne jeglihe Aussprahe-Modellierung gelöst werden kann. Die Spannwei-
te zwishen 'pragmatishem Minimum' und 'pragmatishem Maximum' ist daher als
eine möglihe Bandbreite der Performanz der automatishen Etikettierung zu sehen
(deren Grenzen allerdings übershritten werden können!). Normiert man die MAUS-
Akuratheit auf diesen Bereih, an dessen einem Ende die menshlihe Performanz
steht und an dessen anderem Ende die rein mashinelle Mustererkennung, so erhält
man für die MAUS-Etikettierung von Spontansprahe die folgenden Werte:
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Basis: 73 Dialogbeiträge aus Verbmobil I
Anzahl der unabhängigen Bearbeitungen: 3
Inter-Labeler-Akuratheit man1-4: 100.0 %
Fored Alignment (kanonish): 0.0 %
Expertenmodell: 10.1 %
Maximum-Likelihood-Modell: 79.0 %
ML-Modell mit unabhängigen Kontexten: 79.0 %
ML-Modell mit Absolute Disounting: 78.2 %
Diese Darstellung erlaubt es jetzt auh, vershiedene Experimente, die auf unter-
shiedlihen Korpora beruhen, miteinander zu vergleihen.
Insgesamt zeigen die durhgeführten Evaluationen, daÿ das Expertenmodell mit 10.1
% der menshlihen Leistung bei der Bearbeitung von Spontansprahe zwar für ge-
lesene Sprahe, sonst aber allenfalls als Hintergrundmodell einsetzbar ist. Die man-
gelnde Performanz dieses Ansatzes gerade bei Spontansprahe ist vermutlih darauf
zurükzuführen, daÿ die Regeln alle gleihwahrsheinlih behandelt werden.
12
Dies
mag für die Bearbeitung von deutlih gesprohener Sprahe ausreihend sein, weil
in diesem Falle die akustishe Abbildung mittels des Viterbi-Algorithmus stärker
ins Gewiht fällt und die mangelnde statistishe Modellierung der Aussprahe kom-
pensiert. Es ist bekannt, daÿ Spontansprahe z.B. in der automatishen Spraher-
kennung um ein Vielfahes shwieriger zu erkennen ist als gelesene Sprahe
13
. Wir
sollten also erwarten, daÿ das MAUS-System  da es dieselben Methoden verwendet
 bei der akustishen Modellierung von Spontansprahe deutlih shlehtere Ergeb-
nisse liefert. Das Expertenmodell kann diesen Mangel jedoh niht ausgleihen, da
es selber über kein statistishes Wissen verfügt.
Der Ansatz, sowohl Regeln als auh die zugehörigen Regelwahrsheinlihkeiten nah
dem Maximum-Likelihood-Prinzip aus empirishen Daten zu lernen, zeigt dagegen
mit 79 % der menshlihen Leistung ein befriedigendes Ergebnis. Kritiker mögen
anmerken, daÿ eine Degradation von über 20 % für exakte wissenshaftlihe Unter-
suhungen niht tolerabel sei. Dem möhte ih zustimmen, aber dazu bemerken, daÿ
12
Jüngere Untersuhungen von Beringer ([3℄) deuten darauf hin, daÿ sih das Expertenmodell
dennoh sehr gewinnbringend für die automatishe, iterative Ausdünnung von Regeln anhand kon-
kreter Daten verwenden läÿt. Eine Dissertation zu diesem Thema ist derzeit in Vorbereitung; daher
möhte ih hier niht weiter auf dieses Thema eingehen.
13
Vergleiht man z.B. die Erkennerleistung des Verbmobil-Spraherkennungsmoduls für gelesene
Sprahe (a. 98 %) mit der für spontane Sprahe (beste Werte bei 86 %), so ergibt sih eine
Performanzuntershied von absolut 12 %.
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dieser Mangel an Exaktheit in bestimmten, sehr interessanten Untersuhungsansät-
zen durh die um Gröÿenordnungen höhere Anzahl der möglihen Einzelbeobah-
tungen ausgeglihen werden kann. Die Fehler, die das MAUS-System unzweifelhaft
maht, könnten sih bei der Untersuhung von sehr vielen Etikettierungen als syste-
matishe Fehler herausstellen  da das MAUS-System ja ein deterministishes Sy-
stem ist  und somit durh entsprehende Korrekturen bei der Auswertung der Daten
berüksihtigt werden. Das gleihe Verfahren ist niht möglih bei der Auswertung
selbst sehr vieler Etikettierungen, die von mehreren vershiedenen Einzelpersonen
angefertigt wurden.
Die beiden Versuhe, den nahgewiesenen Datenmangel bei der Parameterabshät-
zung des Maximum-Likelihood-Modells entweder durh Annahme der Unabhängig-
keit von Links- und Rehts-Kontext oder durh Absolute Disounting zu verbessern,
hat zu keiner signikanten Verbesserung der Performanz geführt. Dies ist ein un-
erwartetes Ergebnis, vor allem vor dem Hintergrund der Untersuhungen von Kipp
([20℄), welhe zeigen, daÿ ein Maximum-Likelihood-Modell mit Absolute Disounting
auf das Expertenmodell für steigende Disounting-Gewihtung durhwegs niedrigere
Perplexität aufweist als das klassishe Maximum-Likelihood-Modell
14
. Mögliherwei-
se ist der Eekt zu gering, um sih in unseren Experimenten signikant auszuwirken.
Bemerkenswert in diesem Zusammenhang ist noh, daÿ ein Experiment mit kanoni-
sher Aussprahe, aber unter Benutzung der Absolute Disounting-Tehnik shwah
signikant bessere Ergebnisse aufweist als das Expertenmodell
15
. Dies ist ein weite-
rer Hinweis darauf, daÿ das Regelwerk des Expertenmodells für spontane Rede niht
adäquat ist.
Zusammenfassend läÿt sih sagen, daÿ das MAUS-System unter Beibehaltung der
Domäne von Trainings- und Testmaterial ausreihend gute Ergebnisse für statisti-
she Untersuhungen an groÿen Korpora liefert, während das Expertenmodell vor
allem für Untersuhungen an Korpora mit wenig oder gar keinem verfügbaren Trai-
ningsmaterial von Vorteil sein könnte.
Segmentierung
Was die Segmentierungsleistung der MAUS-Ergebnisse betrit, so ist die Genauig-
keit der Grenzpositionierung in den meisten Fällen für phonetishe Ansprühe voll-
14
Niedrigere Perplexität bedeutet eine bessere Vorhersagefähigkeit des Modells.
15
Unter Verwendung von Spontansprahe.
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kommen ungenügend. Der Grund hierfür ist in erster Linie in der Art der Merkmal-
sextraktion der akustishen Modellierung zu suhen: Die Fenstertehnik mit über-
lappenden Analysebereihen, welhe um jeweils 10 mse vershoben werden, läÿt
keine feinere zeitlihe Auösung als a. 15 mse zu. Erste Vorarbeiten haben je-
doh gezeigt, daÿ die Fehler, die das MAUS-System bei der Grenzsetzung maht,
weitgehend systematish und vom Kontext der Etikettierungen links und rehts
der betreenden Grenze abhängig sind. Ein kontext-getriebenes Analyse-Verfahren,
welhes je nah den gefundenen angrenzenden phonologishen Klassen bestimmte
Regeln zur Verbesserung der Grenzlage im Shalldruksignal anwendet, sollte die
Leistung des Systems erheblih verbessern. In einer der ersten Implementierungen
der MAUS-Methode, welhe später aus Gründen der Ezienz neu programmiert
werden muÿte, wurden solhe Regeln, z.B. die Behandlung von äuÿerungsinitialen
Aspiranten oder die Korrektur der Vordergrenzen von Plosiven, bereits experimen-
tell erprobt, aber leider bis dato noh niht systematish untersuht. Hier liegt noh
ein groÿes Potential, die Leistung der MAUS-Methode in Zukunft zu verbessern.
Trotzdem ist die Segmentierung des MAUS-Systems immerhin so gut, daÿ sih damit
deutlihe Verbesserungen beim Training von Systemen der automatishen Sprah-
erkennung erzielen lassen (vgl. Abshnitt 5.3). Hier ndet sih wahrsheinlih der
bereits angesprohene Eekt wieder, daÿ nämlih der groÿe Umfang der mit der
MAUS-Methode möglih gewordenen Beobahtungen sih so positiv auswirkt, daÿ
die relativ grobe Segmentierung im MAUS-Ergebnis niht mehr ins Gewiht fällt.
Wie bereits erwähnt, ist eine kontextgetriebene Nahbearbeitung der Segmentierung
mit Hilfe von einfahen Regeln möglih. Komplexere Verfahren werden es in Zukunft
erlauben, die Leistung der MAUS-Methode an die der menshlihen Bearbeiter an-
zugleihen. Dies gewinnt zunehmend an Bedeutung vor allem für die automatishe
Sprahsynthese, weil es dort in bestimmten Verfahren sehr darauf ankommt, exakt
und im positiven Nulldurhgang geshnittene Sprahsignalstüke zu erhalten (vgl.
auh Abshnitt 5.5.1).
Kapitel 5
Anwendungen
Dieses Kapitel beshäftigt sih mit Arbeiten, die auf der Anwendung des MAUS-
Systems basieren. Sie reihen von grundlagenorientierten Untersuhungen, wie die
Phonem-Statistik des gesprohenen Deutshen, bis hin zu anwendungsorientierten
Experimenten, wie die Verbesserung der automatishen Spraherkennung. Niht al-
le der hier beshriebenen Arbeiten wurden am Institut für Phonetik und Sprah-
lihe Kommunikation der Ludwig-Maximilians-Universität Münhen durhgeführt.
Teilweise handelte es sih um direkte Kooperationen, wie z.B. mit dem Forshungs-
zentrum der Fa. Daimler-Crysler in Ulm (Dr. P. Regel-Brietzmann), teilweise um
Projekt-Kooperationen wie im BMB+F-Projekt Verbmobil, oder um Arbeiten, die
ih bei zwei Forshungsaufenthalten am International Computer Siene Institute
(ICSI) in Berkeley, Kalifornien, durhgeführt habe.
5.1 Phonem-Statistik
Eine sehr naheliegende Anwendung des MAUS-Systems ist die Erstellung einer Auf-
tretensstatistik der deutshen Phoneme in gesprohener Sprahe. Zu diesem Zwek
wurden die Verbmobil I und II Korpora mit insgesamt 1295958 phonologishen Seg-
menten ausgewertet. Tabelle 5.1 zeigt das Ergebnis in der Form SAM-PA-Symbol S,
absoluter Zähler N
S
und relative Häugkeit P (S) bezogen auf das Gesamtkorpus.
Da es sih bei der Etikettierung und Segmentierung des MAUS-Systems um eine
bündige Segmentierung handelt, sind in dieser Tabelle mehrere Symbole enthalten,
die keine phonologishen Einheiten repräsentieren:
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SAM-PA S N
S
P (S)
n 126963 0.097968
t 86651 0.066863
s 79126 0.061056
6 62134 0.047944
m 54132 0.041770
d 51183 0.039494
I 50591 0.039038
a 50041 0.038613
<p:> 47724 0.036825
a: 42602 0.032873
<nib> 41182 0.031777
v 37187 0.028695
 37059 0.028596
i: 34133 0.026338
f 32889 0.025378
e: 30113 0.023236
aI 29732 0.022942
l 29309 0.022616
Q 29163 0.022503
E 29060 0.022424
C 26768 0.020655
b 24486 0.018894
z 24015 0.018531
SAM-PA S N
S
P (S)
k 23435 0.018083
r 21161 0.016328
g 19856 0.015321
U 19445 0.015004
O 17792 0.013729
x 15902 0.012270
o: 15163 0.011698
u: 12790 0.009869
j 11198 0.008641
N 11147 0.008601
h 10903 0.008413
E: 10671 0.008234
S 10477 0.008084
aU 10371 0.008003
p 9911 0.007648
Y 7540 0.005818
9 3701 0.002856
y: 2917 0.002251
OY 2853 0.002201
2: 2157 0.001664
e 284 0.000219
Z 32 0.000025
i 9 0.000007
Tabelle 5.1: Phonem-Häugkeiten im Verbmobil I und II-Korpus (siehe Text)
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<p:> Pausen-Segment
<nib> Niht-sprahliher Bereih (z.B. Geräushe)
Auÿerdem ist zu beahten, daÿ das MAUS-System teilweise gelängte Vokale von
ungelängten untersheidet; um z.B. die Statistik des Phonems /a/ zu bestimmen,
müssen die Werte von [a:℄ und [a℄ addiert werden.
Wie zu erwarten, ist der Nasal [n℄ mit 126963 Spitzenreiter in der Auftretenshäug-
keit diht gefolgt vom Plosiv [t℄. Überrashend ist Platz vier mit dem 'tiefen Shwa'
[6℄, dem Reduktionslaut, der typisherweise für die phonologishe Lautkombinati-
on /er/ geäuÿert wird. Dieser ist fast doppelt so häug etikettiert worden wie der
Shwa-Laut [℄. Vergleiht man diese Werte mit einer Auswertung der kanonishen
Aussprahe desselben Materials, so erhält man folgende Gegenüberstellung von ka-
nonishen vs. etikettierten Häugkeiten P (S):
P (S) kanonish segmentiert
 0.0542 0.0286
6 0.0479 0.0432
Während also der 'tiefe Shwa' [6℄ seine Häugkeit zwishen kanonisher Aussprahe
und tatsählih etikettierter Sprahe kaum ändert, wird die Häugkeit des Shwa-
Lautes [℄ beim Übergang von Zitierform zu tatsähliher Realisierung drastish
reduziert. Die hauptsählih verantwortlihe Ursahe für diese beobahteten Werte
ist vermutlih die Reduktion von wortnalen Silben, die kanonish einen Shwa-Laut
enthalten.
1
5.2 Wortübergreifende Assimilation
Assimilationen von Lauten, welhe durh den Einuÿ von angrenzenden Lauten in
benahbarten Wörtern verursaht werden, sind in der deutshen Phonetik seit lan-
1
Um Miÿverständnisse zu vermeiden, muÿ an dieser Stelle darauf hingewiesen werden, daÿ
die kanonishe Aussprahe, wie sie vom MAUS-System verwendet wird, nah den Konventionen
der phonetishen Partner-Institute in den PhonDat-Projekten gebildet wird. Das vokalisierte /r/
ist nah dieser Konvention bereits kanonish. Das Wort 'Eier' wird beispielsweise kanonish als
[aI6℄ und niht als [aIr℄ beshrieben. Das bedeutet, daÿ MAUS keine Regel der Form r>6 ver-
wendet, weil diese 'Reduktion' bereits in der kanonishen Form enthalten ist. Vielmehr hat das
MAUS-System i.a. Regeln, welhe das vokalisierte /r/ wieder in seine explizite Aussprahe [r℄
zurükformen, da es ja vorkommen kann (wenn auh selten), daÿ ein Spreher Bühnendeutsh
artikuliert.
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gem bekannt und beshrieben (z.B. [24℄). Eine interessante Fragestellung ist, ob
diese vershiedenen konkreten Assimilationen, die sih durh phonologishe Regeln
beshreiben lassen, in tatsählih gesprohener spontaner Sprahe vorkommen und
wenn ja, wie häug diese sind. In [41℄ habe ih für diese Fragestellung eine entspre-
hende Statistik für das Verbmobil I-Korpus untersuht.
Die folgenden Assimilationstypen wurden für die statistishe Analyse ausgewählt:
2
 Regressive Assimilation des Artikulationsortes
Ein wortnaler stimmloser Plosiv wird elidiert, wenn das darauolgende Wort
mit einem stimmlosen Plosiv beginnt:
;; p;#k > ; abkaufen
;; t;#p > ; gut pariert
Ein wortnaler Konsonant wehselt seinen Artikulationsort je nahdem, wel-
her wortinitiale Konsonant auf ihn folgt:
;; t;#m > p sieht man
;; n;#p > m sein Platz
 Progressive Assimilation der Artikulationsart
Ein wortinitialer Konsonant wehselt seine Artikulationsart je nahdem, was
für eine Artikulationsart der vorangegangene wortnale Konsonant hatte, wo-
bei beide Konsonanten den gleihen Artikulationsort haben:
;; n#d; ; > #n wenn den
;; m#b; ; > #m dem Baum
;; s#d; ; > #s das da
 Assimilation der Stimmhaftigkeit
Die Stimmhaftigkeit bzw. Niht-Stimmhaftigkeit wird zwishen wortnalem
und wortinitialen Konsonanten angeglihen:
;; t;#v > d geht weiter
t#; v; ; > f geht weiter
;; t;#d > ; geht das
t#; d; ; > t geht das
 Elision von stimmlosen Frikativen
Stimmlose Frikative werden an der Wortfuge getilgt.
2
Die Formulierungen der Assimilationsregeln wurden an die in dieser Arbeit verwendete Kon-
vention angepaÿt.
KAPITEL 5. ANWENDUNGEN 91
t#; h; ; > ; seht her
N#; h; ; > ; lang her
C#; h; ; > ; sih haben
;; x;#t > ; nahtaroken
';; x;#h > ; nahhelfen
303446 gesprohene Wörter aus dem deutshen Teil des Verbmobil I-Korpus wur-
den mit der MAUS-Methode (Maximum Likelihood-Aussprahemodellierung) analy-
siert und die oben genannten Assimilationen gezielt gesuht, indem die kanonishen
Wortformen mit der in Abshnitt 3.5.2 beshriebenen symbolishen Dynamishen
Programmierung auf die vom MAUS-System gelieferten Etikettierungen abgebildet
wurden. Tabelle 5.2 zeigt jeweils die Anzahl der in der kanonishen Aussprahe
gefundenen Kontexte N
ges
und die Anzahl der Assimilationen N
ass
, die an diesen
Kontexten vom MAUS-System festgestellt wurden. Das Ergebnis zeigt, daÿ 5 von 16
Assimilationen überhaupt niht von MAUS detektiert worden sind, drei sind so sel-
ten, daÿ es sih dabei mögliherweise auh um Fehlleistungen des Systems handeln
kann, und nur 8 Assimilationen sheinen signikant häug aufgetreten sein.
Eine solhes Ergebnis ist nur unter vielen Vorbehalten zu interpretieren:
Zunähst handelt es sih hier niht um die statistishe Analyse der gesprohenen
Sprahe an sih, sondern um die eines endlihen Korpus, mit endlih vielen Sprehern
und einer eng begrenzten Domäne. Desweiteren muÿ berüksihtigt werden, daÿ das
hier verwendete Aussprahe-Modell auf einem Ausshnitt des MAUS-Systems trai-
niert wurde, und somit nur Aussprahevarianten nden kann, die in diesem Aus-
shnitt repräsentativ auftraten. Aus Abshnitt 3.5.3 wissen wir, daÿ das Trainings-
material aus Verbmobil I niht vollständig repräsentativ sein kann, weil auh nah
fast vollständiger Analyse des Korpus auf Regelinstanzen hin immer noh neue, noh
niht beobahtete Regeln auftraten. Drittens wissen wir aus den Ergebnissen der
empirishen Evaluierung in Kapitel 4, daÿ das MAUS-System bei Anwendung auf
spontane Sprahe nur a. 79 % der Leistung eines durhshnittlihen menshlihen
Experten erreiht, also mit Fehlern zu rehnen ist.
Selbst unter Berüksihtigung aller dieser Vorbehalte ist es dennoh bemerkenswert,
daÿ es mit Hilfe der MAUS-Methode zum ersten Mal möglih ist, mit relativ einfa-
hen statistishen Methoden in der Literatur beshriebene Eekte der Aussprahe-
variation an sehr groÿen Datenmengen zu verizieren und festzustellen, daÿ gewisse
Assimilationen über Wortgrenzen hinweg zumindest so selten aufzutreten sheinen
3
,
3
oder wenn, dann unter anderen Rahmenbedingungen, z.B. in bestimmten Dialekten.
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Assimilation N
ges
N
ass
;; p;#k > ; 95 0
;; t;#p > ; 302 106
;; t;#m > p 2290 0
;; n;#p > m 560 16
;; n#d; ; > #n 7804 360
;; m#b; ; > #m 808 0
;; s#d; ; > #s 3138 7
;; t;#v > d 1834 1
t#; v; ; > f 1834 0
;; t;#d > ; 5457 3053
t#; d; ; > t 5457 0
t#; h; ; > ; 893 852
N#; h; ; > ; 49 45
C#; h; ; > ; 998 947
;; x;#t > ; 325 1
;; x;#h > ; 177 3
Tabelle 5.2: Wortübergreifenden Assimilationen - absolute Häugkeit im Verbmobil
I-Korpus. Die Spalte N
ges
enthält die absoluten Häugkeiten der Regelkontexte in
der kanonishen Aussprahe; die Spalte N
ass
enthält die absoluten Häugkeiten der
Regelinstanzen im Material, das vom MAUS-System bearbeitet wurde.
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daÿ ihre Relevanz für die tehnishe Verwertung fraglih ist. Solhe wissenshaft-
lihen Ergebnisse können u.U. direkten Einuÿ auf die akustishe Modellierung in
Methoden der automatishen Spraherkennung haben, in welhen die korrekte Be-
handlung von akustishem Kontext über Wortgrenzen hinweg ein groÿes Problem
darstellt.
5.3 Automatishe Spraherkennung
Für die tehnishe Anwendung in Form von Systemen zur automatishen Erken-
nung gesprohener Sprahe bestehen zahlreihe Möglihkeiten, die Analysedaten des
MAUS-Systems einzusetzen. Als Beispiel möhte ih hier zunähst eine Untersu-
hung skizzieren, die ih 1997 als Gastwissenshaftler am International Computer
Siene Institute (ICSI) durhgeführt habe ([43℄).
Es handelte sih um die  nah wie vor unter Sprahwissenshaftlern umstrittene 
Frage. ob die Variation der Aussprahe im Kontext eines tehnishen Systems für
die Erkennungsleistung eine Rolle spielt oder niht.
Beispiel:
Die akustishen Modelle
4
eines spreherunabhängigen Spraherken-
nungssystem werden mit einer Trainingsstihprobe von 1000 Sprehern
trainiert. Als Aussprahe-Lexikon dient ein Liste von 500 kanonishen
Formen des betreenden Vokabulars.
Die Frage ist nun: Läÿt sih eine signikante Verbesserung der Perfor-
manz des Systems erreihen, indem man statt der kanonishen Ausspra-
he eine explizite Modellierung der Aussprahe zum Einsatz bringt, und
wie muÿ diese idealerweise beshaen sein?
Tatsählih sheint diese Fragestellung zunähst trivial, weil jeder, der sih mit ie-
ÿend gesprohener Rede auseinander gesetzt hat, aus eigener Erfahrung weiÿ, wie
stark ein Wort, eingebettet in eine Äuÿerung, sih von dem als Zitierform geäu-
ÿerten gleihen Wort untersheidet. Sehr früh shon gab es daher Bestrebungen,
Wissen über Reduktionen, Assimilationen und andere Eekte der ieÿenden Spra-
he in tehnishe Systeme zur automatishen Spraherkennung zu integrieren (z.B.
eigene Arbeiten in [44℄). Überrashend war, daÿ in den meisten Publikationen zu
4
Die genaue Topologie ist für unser Beispiel zunähst niht von Bedeutung.
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diesem Thema über keine oder nur shwah signikante Verbesserungen in der Per-
formanz der Systeme berihtet wird. Begründet wurde dies häug damit, daÿ der
Suhraum des Dekodierungsproblems der automatishen Spraherkennung durh zu-
sätzlihe Variation der Aussprahe vergröÿert wird, und dadurh die Gefahr einer
Fehlerkennung ansteigt.
Zum Beispiel könnte in dem oben genannten System mit 500 Wörtern
im Wortshatz eine Analyse der Wortrealisierungen ergeben, daÿ mit
durhshnittlih 2,5 Aussprahevarianten pro lexikalem Eintrag zu reh-
nen ist
5
. Tehnish bedeutet dies für den Mustererkennungsprozeÿ, daÿ
im shlimmsten Falle statt mit 500 Worthypothesen an jeder Stelle des
Shalldruksignals nunmehr mit 1250 Worthypothesen gerehnet werden
muÿ. Abgesehen von diesem deutlih erhöhten Aufwand kann die Hinzu-
fügung von Aussprahevarianten auh die Ambiguität des Aussprahe-
modells erhöhen. D.h. die Anzahl der Homophone im Aussprahemodell
steigt an, und diese können nur durh Einbeziehung z.B. einer Wortfolge-
Statistik oder einer Syntax aufgelöst werden.
Von diesen zweifellos vorhandenen tehnishen Problemen abgesehen sind heutzu-
tage zumindest zwei prinzipielle Gründe für das Versagen dieser frühen Ansätze
bekannt. Der eine Grund ist, daÿ in den ersten Versuhen, explizites Wissen über
die Variabilität gesprohener Sprahe tehnish zu verwerten, mit regelbasierten Sy-
stemen gearbeitet wurde, welhe sih nur sehr shwer mit den statistishen Ansätzen
der akustishen Modellierung vereinen lieÿen. Den zweiten Grund möhte ih vor-
erst noh etwas zurükstellen und zum besseren Verständnis zunähst kurz unser
Experiment beshreiben.
Zunähst wurde ein Basissystem entworfen und getestet, welhes spreherunabhän-
gig die jeweils wahrsheinlihste Wortkette zu Äuÿerungen aus dem deutshen Ver-
bmobil I-Korpus bestimmte. Der Korpus wurde aufgeteilt in a. 30 Stunden Trai-
ningsmaterial
6
und a. 4 Stunden Testmaterial
7
. Der Wortshatz des Erkenners hatte
einen Umfang von 840 Wörtern. Die 46 akustishen Modelle des Erkenners
8
wur-
den durh kontinuierlihe Hidden Markov Modelle (HMM) mit je 3 - 5 Zuständen
5
Werte für Aussprahevarianten pro lexikalem Eintrag variieren in der Literatur zwishen 1,5
und 20.
6
Verbmobil Volumes 1, 2, 3, 4, 5, 7, 12.
7
Verbmobil Volume 14.
8
Phonologishe Symbole und spezielle Modelle für Pause, Anfangspause, Endpause, Geräushe.
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realisiert. Die Parameter der HMM wurden aus 1 Stunde, 40 Minuten manuell eti-
kettiertem und segmentiertem Material initialisiert und anshlieÿend in einer itera-
tiven Prozedur mit dem gesamten Trainingsmaterial solange neu abgeshätzt, bis
die Performanz auf der Teststihprobe konvergierte
9
. Als language model, also der
statistishen Modellierung der Wortfolgen, diente ein einfahes Bigramm-Modell,
welhes lediglih aus den Transkripten des Trainingsmaterials trainiert wurde.
Die Leistung des Basissystems wurde anhand der Wortakuratheit
10
beurteilt. Diese
ist  ganz analog zur Akuratheit in Abshnitt 4  die relative Häugkeit von Erset-
zungen, Auslassungen und Einfügungen von Wörtern in den Wortketten, welhe der
Erkenner auf dem Testmaterial produziert. Die Wortakuratheit konvergierte für das
Basissystem nah 12 Trainings-Iterationen bei einem Wert von 63.44 %
11
.
Das gesamte Trainingsmaterial wurde anshlieÿend mit der MAUS-Methode etiket-
tiert und segmentiert, und aus diesem Material wurde ein einfahes statistishes
Modell zur Aussprahe-Modellierung entwikelt. Dabei verzihteten wir vollständig
auf die Verwendung von Regeln, sondern beshränkten uns auf die direkte Modellie-
rung aller im Wortshatz vorkommenden Wörter. Im Trainingsmaterial wurden a.
230000 Wortformen beobahtet, und deren jeweilige Varianten ausgezählt. Nahfol-
gend ein Ausshnitt aus diesem Material:
terminlih
adj
t E 6 m i: n l I C
t E 6 m i: n I C 3
t  m i: l I C 3
t E 6 m i: n l I C 10
t E 6 m i: l I C 1
t  m i: n l I C 7
&
9
Diese Standard-Prozedur ist auh unter dem Namen segmental-k-means, oder embedded trai-
ning bekannt (z.B. [18℄).
10
engl. word auray.
11
Dies ist niht der optimal erreihbare Wert in dieser Erkennungsaufgabe. Im Rahmen des
Verbmobil-Projektes wurden mehrere vershiedene akustishe Erkenner entwikelt und in regel-
mäÿigen Abständen evaluiert. Die besten Ergebnisse aus diesen Evaluationen erreihten Wortaku-
ratheiten von a. 86 %. Dabei ist anzumerken, daÿ die Wortakuratheit auf der besten erkannten
Wortkette wenig über die Performanz im integrierten Gesamtsystem aussagt, weil es dort weni-
ger auf den besten erkannten Satz, als vielmehr auf das beste Wortgitter (word lattie) ankommt,
welhes an die weiteren Verarbeitungsstufen des Systems weitergereiht wird. Die Evaluierung
von Wortgittern ist keine triviale Aufgabe, weshalb in dieser Untersuhung auf den Einsatz von
Wortgittern verzihtet wurde.
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...
Karfreitag
nou
k a: 6 f r aI t a: k
k a: 6 f r aI t a: k 15
k a: 6 f r aI t a x 3
&
...
weil
par
v aI l
v a l 11
v aI 108
v aI l 207
&
...
siebenundzwanzigsten
adj
z i: b  n U n t t s v a n t s I C s t  n
z i: b  n U n s v a n t s I s t  n 1
z i: b m U n s v a n t s I k s t n 2
z i: b m U n s v a n s I C s t n 1
z i: b m U n s v a n t s I C s t  n 1
z i: m U n s v a n t s s t  n 1
z i: m U n s v a n t s s n 1
... (weitere 48 Varianten niht dargestellt)
&
...
Namen
nou
n a: m  n
n a: m 30
n a: m  n 15
&
...
Essen
nou
Q E s  n
 s n 2
E s n 16
E s  n 6
s n 3
E s 1
Q E s  n 7
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Q E s 1
Q E s n 21
&
Die oben gezeigten Einträge pro lexikaler Einheit bestehen jeweils aus orthographi-
sher Form, dem Wortklassenkürzel
12
, der kanonishen Aussprahe und einer Liste
von gefundenen Aussprahevarianten, unter welhen sih natürlih auh die kanoni-
she wiedernden kann, zusammen mit der absoluten Häugkeit dieser Varianten.
Beobahtungen mit sehr geringer Häugkeit, wie z.B. die 'Varianten' /Es/ und
/QEs/ für das Wort 'Essen' sind häug nur auf Fehler des MAUS-Systems zu-
rükzuführen. Die Daten wurden daher nah folgender Methode ausgedünnt, um
solhe 'Ausreiÿer' zu vermeiden und nur die statistish zuverlässigen Werte weiter
zu verarbeiten:
 Varianten von lexikalen Einträgen, deren Gesamtzahl an Beobahtungen unter
einer Shwelle von absolut 20 zu liegen kam, wurden niht berüksihtigt. D.h.
Wörter, die weniger als 20mal im Korpus zu beobahten sind, haben im Modell
keine Variation.
 Aus den verbleibenden Beobahtungen wurde die bedingte Wahrsheinlihkeit
P (V jL), daÿ gegeben der lexikale Eintrag L die Variante V zu beobahten ist,
berehnet. Anshlieÿend wurden alle Varianten getilgt, deren bedingte Wahr-
sheinlihkeit kleiner als 10 % war.
 Die bedingten Wahrsheinlihkeiten P (V jL) der verbleibenden Varianten pro
lexikalem Eintrag L wurden auf eine Gesamtwahrsheinlihkeit von 1.0 nor-
miert:
X
V
P (V jL)  1 (5.1)
Das Resultat dieser Prozedur für die oben gezeigten Daten besteht dann nur noh aus
einer Liste von möglihen Aussprahevarianten V pro lexikalem Eintrag L zusammen
mit ihrer bedingten Wahrsheinlihkeit P (V jL):
terminlih 0.434783
t E 6 m i: n l I C
terminlih 0.130435
t E 6 m i: n I C
12
nou = Nomen, adj = Adjektiv, par = Partikel et.
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terminlih 0.304348
t  m i: n l I C
terminlih 0.130435
t  m i: l I
Karfreitag 1.000000
k a: 6 f r aI t a: k
weil 0.342857
v aI
weil 0.657143
v aI l
siebenundzwanzigsten 0.509091
z i: b m U n s v a n t s I s t n
siebenundzwanzigsten 0.490909
z i: m U n s v a n t s I s t n
Namen 0.333333
n a: m  n
Namen 0.666667
n a: m
Essen 0.320000
E s n
Essen 0.420000
Q E s n
Essen 0.120000
E s  n
Essen 0.140000
Q E s  n
In dem hier wiedergegebenen Auszug wurde z.B. dem lexikalen Eintrag 'Karfrei-
tag' nur noh die kanonishe Ausspraheform /ka:6fraIta:k/ zugewiesen, weil die
Gesamtanzahl der Beobahtungen mit 18 als niht zuverlässig eingestuft wurde.
Konsequenterweise hat daher die einzige, kanonishe Ausspraheform des Eintrags
'Karfreitag' die bedingte Wahrsheinlihkeit von 1,0.
Mit diesem einfahen statistishen Modell zur Variation der Aussprahe und dem
oben beshriebenen Basissystem wurden die folgenden Experimente durhgeführt:
1. Training der akustishen Modelle auf kanonishe Wortformen
13
und Test mit
dem statistishem Aussprahemodell.
13
Analog zum Basissystem.
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2. Training der akustishen Modelle auf MAUS-Etikettierungen und Test mit
dem statistishem Aussprahemodell.
3. Training der akustishen Modelle auf MAUS-Etikettierungen und Test mit
kanonisher Aussprahe.
Mit Hilfe dieser drei Experimente  zusammen mit dem Ergebnis des Basissystems
 sollte die folgende Frage geklärt werden:
Kann eine Steigerung der Performanz erreiht werden, wenn gleihzei-
tig die akustishe Modellierung und die Aussprahemodellierung auf der
Basis von MAUS-Etikettierungen durhgeführt wird? (Experiment 2 vs.
Basissystem)
Unsere Hypothese war, daÿ die meisten bisherigen Versuhe, die Performanz von
automatishen Spraherkennungssystem zu verbessern, gesheitert waren, weil im
Trainingskonzept eine Inkonsistenz enthalten war: Entweder wurden dieselben aku-
stishen Modelle verwendet und nur die Aussprahemodellierung ausgetausht (wie
in Experiment 1) oder es handelte sih um ein Aussprahemodell, welhes auf völ-
lig anderen Daten entwikelt wurde. Um auÿerdem auszushlieÿen, daÿ wir es hier
niht lediglih mit einem Seiteneekt der besseren akustishen Modellierung verur-
saht durh die MAUS-Daten zu tun haben, wurde zusätzlih noh das Experiment
3 durhgeführt.
Abbildung 5.1 zeigt den Verlauf der Wortakuratheit über den Trainingsiterationen
für das Basissystem und Experiment 2, also der konsistenten Verwendung von aku-
stishen und Aussprahe-Modell. Es ist deutlih zu sehen, daÿ die Wortakuratheit
in Experiment 2 während des gesamten Trainingsablaufs über der des Basissystems
liegt. Der Konvergenzwert von 66,35 % liegt signikant (0.001) über dem Wert 63.44
% des Basissystems. Die Tatsahe, daÿ die Performanz in Experiment 2 mit weitaus
besseren Werten startet als im Basissystem, ist auf die Initialisierung der akustishen
Modelle auf die Segmentierungen des MAUS-Systems zurükzuführen.
Das Kontroll-Experiment 1 wurde mit den Parametersätzen der Konvergenzpunkte
durhgeführt. D.h. die akustishen Modelle am Konvergenzpunkt des Basissystems
wurden mit dem Aussprahemodell aus Experiment 2 kombiniert. Wie wir erwar-
tet hatten, ergab sih für diese inkonsistente Kombination keine Verbesserung der
Wortakuratheit, im Gegenteil lag diese sogar shwah signikant unterhalb der des
Basissystems.
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Abbildung 5.1: Verlauf der Testset-Performanz (Wortakuratheit) über Trainingsite-
rationen für das Basissystem (Baseline) und Experiment 2 (MAUS)
Ganz analog wurde Experiment 3 durhgeführt: Die akustishen Modelle am Konver-
genzpunkt von Experiment 2 wurden mit der kanonishen Aussprahemodellierung
aus dem Basissystem kombiniert. Auh hier ergab sih keine signikante Verbesse-
rung gegenüber der Performanz des Basissystems. Das bedeutet, daÿ der Gewinn,
den wir in Experiment 2 beobahten, niht allein auf eine bessere akustishe Model-
lierung zurükgeführt werden kann.
Aus diesen Experimenten lassen sih folgende Shluÿfolgerungen ziehen:
 Eine Verbesserung der Performanz in Systemen zur automatishen Spraher-
kennung läÿt sih durh Modellierung der Aussprahe erzielen.
 Bedingung dabei ist, daÿ akustishes und Aussprahe-Modell konsistent und
auf Basis derselben Daten erstellt werden.
Damit wird jetzt auh der erwähnte zweite Grund für das häug berihtete Versagen
der Aussprahemodellierung deutlih: In den meisten bisherigen Untersuhungen war
die obige Bedingung nämlih in der einen oder anderen Form niht erfüllt.
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 Die erzielte Verbesserung ist relativ gering, wenn man den deutlih erhöhten
Aufwand bei Training und Test des Systems in Betraht zieht.
Letzteres führt unweigerlih zur Frage, welhe Informationsquellen dann wohl dem
menshlihen Gehirn zur Verfügung stehen, wenn es in der Lage ist, diese Aufgabe
so mühelos zu bewältigen. Eine der vielen möglihen Hypothesen ist, daÿ es sih
um eine Adaption an den jeweiligen regionalen Dialekt handeln könnte. Der näh-
ste Abshnitt befaÿt sih mit einer Untersuhung, die genau dieser Fragestellung
nahgeht.
5.4 Regionale Aussprahevariation
Die folgende Untersuhung wurde von N. Beringer in Zusammenarbeit mit Dr.
P. Regel-Brietzmann vom Daimler-Crysler-Forshungsinstitut in Ulm durhgeführt
([5℄). Es sollte geklärt werden, ob sih die Performanz des akustishen Spraherken-
ners im Verbmobil I-Projekt durh Berüksihtigung der regionalen Herkunft des
jeweiligen Sprehers verbessern lieÿe.
Aus Platzgründen kann ih die Ergebnisse der Experimente hier nur stark gekürzt
zusammenfassen:
Grundlage der Experimente war ein sog. heating experiment, bei welhem ange-
nommen wurde, das System sei dazu in der Lage, die sprahlihe Herkunft eines
unbekannten Sprehers mit 100%iger Genauigkeit zu bestimmen. Mit Hilfe dieser
Information kann das System für jeweils eine von 12 Sprahregionen
14
ein spezielles
Aussprahemodell auswählen, welhes aus Trainingsdaten von Sprehern genau die-
ser Region trainiert worden war (siehe auh Abb. 5.2). Das Spraherkennungssystem
'erkennt' sozusagen zuerst, woher der unbekannte Spreher stammt und 'adaptiert'
sih daraufhin durh Anpassung seines Aussprahemodells. Die akustishe Model-
lierung wurde in allen Experimenten beibehalten, d.h. es handelt sih hier auf jeden
Fall um eine Inkonsistenz im Sinne des vorangegangenen Abshnitts. Der Grund
hierfür war vorwiegend statistisher Natur: Eine Umshaltung auh der akustishen
Modelle hätte zu einer starken Degradierung der akustishen Modellierung geführt,
weil dann nur im Shnitt ein Zwölftel des Trainingsmaterials für jeweils einen Satz
14
Hessen, Berlin, Obershwaben, Franken, Westphalen, Württemberg, Niedersahsen, Holstein,
Bayern, Rheinland, sowie zwei weitere Klassen Nord und Süd, in welhen niht eindeutig zu iden-
tizierende Spreher eingeordnet wurden.
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Abbildung 5.2: Verteilung der Trainings- und Testspreher über die 12 verwendeten
Sprahregionen. Im ostdeutshen Sprahraum standen keine ausreihenden Daten
zur Verfügung.
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dialektal spezisher Modelle zur Verfügung gestanden hätte.
Das Basissystem, welhes mit einem einheitlihen kanonishen Aussprahemodell für
alle Testspreher arbeitet, erreihte eine Wortakuratheit von 69.09 %.
In einem ersten Experiment wurden die regional-spezishen Aussprahemodelle um
sämtlihe im entsprehenden Trainings-Subkorpus gefundenen Aussprahevarianten
(im Shnitt 1.8 pro lexikalem Eintrag) erweitert. Ein Test über alle regionalen Test-
daten ergab eine signikante Degradation der Wortakuratheit auf 66.52 %.
In den weiteren Experimenten wurden die Aussprahevarianten der vershiedenen
Regionen bestimmten Beshränkungen unterworfen, ähnlih dem Ausdünnungsver-
fahren im Abshnitt 5.3, um statistish unzuverlässige Varianten auszuklammern.
Eine Auswahl dieser Experimente und ihr jeweiliges Ergebnis ist hier kurz wieder-
gegeben.
 Minimale Variantenzahl
Es wurden nur Varianten in das Aussprahemodell aufgenommen, deren ge-
samte Beobahtungszahl höher als 50 war. Erzielte Wortakuratheit: 69.60 %
 Minimale bedingte Variantenwahrsheinlihkeit
Es wurden nur Varianten in das Aussprahemodell aufgenommen, deren be-
dingte Auftretenswahrsheinlihkeit P (V jW ) höher als 15 % war. Erzielte
Wortakuratheit: 69.38 %
 Beshränkung auf Funktionswörter
Es wurden nur Varianten sogenannter Funktionswörter
15
in die regional-
spezishen Aussprahemodelle aufgenommen. Hintergrund dieses Experi-
ments war der Gedanke, daÿ diese die am häugsten vorkommenden Wörter
in gesprohener Sprahe sind, und daher einerseits für die statistishe Analyse
in genügender Anzahl beobahtet werden können, andererseits mögliherweise
durh ihre Häugkeit besonders anfällige Kandidaten für dialektale Vershlei-
fungen darstellen. Das Ergebnis des Experiments konnte diesen Gedanken al-
lerdings niht bestätigen: die erzielte Wortakuratheit reduzierte sih für dieses
Experiment auf 68.41 %
Zusammenfassend läÿt sih sagen, daÿ keine signikanten Verbesserungen bei Be-
rüksihtigung der regionalen Herkunft der Versuhspersonen erzielt werden konn-
ten. Der Grund hierfür kann in der Natur der Sahe an sih liegen, nämlih daÿ die
15
Die Klassen Artikel, Pronomen, Konjugationen, Hilfsverben und Präpositionen.
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 vermutlih in einer formalen Aufgabenstellung wie Verbmobil nur sehr shwahe
 regionale Variation der Aussprahe bereits von den akustishen Modellen in aus-
reihendem Umfang berüksihtigt wird. Es könnte aber auh sein, daÿ allein durh
die Tatsahe, daÿ das Trainingsmaterial für die Erstellung der regional-spezishen
Aussprahemodelle in zwölf Teile geteilt werden muÿte, die individuell zur Verfügung
stehende Datenmenge so klein geworden war
16
, daÿ keine zuverlässige statistishe
Modellierung mehr möglih war, und deshalb die Performanz-Werte degradierten.
Es ist hier, wie immer in statistish-empirishen Untersuhungen, shwer zu tren-
nen, ob ein beobahteter Eekt direkt kausal oder indirekt aus der Datensituation
entstanden ist.
5.5 Weitere Anwendungen für die MAUS-Tehnik
Die folgenden kurzen Skizzen beshreiben Arbeiten, welhe entweder niht an der
Ludwig-Maximilians-Universität Münhen durhgeführt wurden oder von Kollegen
am Institut für Phonetik und Sprahlihe Kommunikation durhgeführt wurden,
welhe niht direkt an der Entwiklung des MAUS-Systems beteiligt sind, sondern
dieses vielmehr als Hilfswerkzeug für ihre wissenshaftlihe Arbeit benutzen.
5.5.1 Konkatenative Sprahsynthese
Die vershiedenen Methoden der automatishen Erzeugung ieÿender Sprahe, kurz
Sprahsynthese genannt, beruhen im wesentlihen auf zwei fundamental untershied-
lihen Ansätzen: der sogenannten Vollsynthese und der konkatenativen Synthese
(sehr gute Übersiht beispielsweise in [12℄).
Bei der  historish älteren  Vollsynthese wird versuht, den gesamten akustishen
Spraherzeugungsprozeÿ mit Hilfe eines Modell nahzubilden. Prototypishes Bei-
spiel ist der Klatt-Synthetisator ([23℄), welher analog zum Quelle-Filter-Modell nah
Fant ([11℄) die Shallerzeugung in der Glottis durh eine Impulsquelle und das ar-
tikulatorishe Ansatzrohr durh eine Serie von Resonatoren (Filtern) zu realisieren
suhte.
Die konkatenative Synthese versuht statt dessen, die Sprahe weitgehend unab-
hängig von einem Vokaltraktmodell nur durh Verknüpfung tatsählih produzierter
16
Minimum waren 19 Dialogbeiträge.
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Sprahstüke zu erzeugen. Damit eine solhe 'Verkettung'
17
eine natürlih klingen-
den A-Prosodie
18
erhält, sind vershiedene Maÿnahmen wie Manipulation der Dauer
und des Grundfrequenzverlaufs notwendig.
Konkatenative Verfahren liefern derzeit die am natürlihsten klingende Sprah-
synthese und werden deshalb intensiv erforsht und ständig verbessert (z.B. das
Synthese-System CHATR [8℄). Das Spektrum der dabei verwendeten Spraheinhei-
ten reiht von ganzen Wörtern über Silben, Halbsilben, Diphonen und Phonemen
bis hin zu Teilen von Phonemen.
Alle konkatenativen Verfahren basieren jedoh auf einer gründlihen Aufbereitung
des empirishen Sprahmaterials, aus welhem die zu synthetisierende Stimme zu-
sammengesetzt wird. Alle diese Verfahren benötigen daher eine Etikettierung und 
mehr oder weniger sorgfältige  Segmentierung des Sprahmaterials. Dies ist natür-
lih mit sehr viel manueller Arbeit verbunden, insbesondere wenn man bedenkt, daÿ
die konkatenativen Verfahren im allgemeinen desto bessere Qualität produzieren, je
gröÿer das Inventar der verwendeten Signalstüke ist, und für jede Synthesestimme
die Bearbeitung wiederholt werden muÿ.
Das MAUS-Verfahren kann für solhe Systeme das 'Rohmaterial' liefern, insbeson-
dere die interessierenden Teile einer Sprahaufzeihnung aus Trägersätzen heraus-
shneiden und/oder bestimmte Typen von Vershleifungen automatish etikettieren.
Kollegen an der Universität Bonn haben dies für das dort entwikelte Synthesesy-
stem HADIFIX ([34℄) bereits vorexerziert. Um allerdings zu hohqualitativen Seg-
menten für die Synthese zu kommen, ist eine manuelle Nahbearbeitung immer noh
notwendig.
5.5.2 Elektromagnetishe Artikulographie
Im Rahmen der experimentalphonetishen Untersuhungen am Institut für Phonetik
und Sprahlihe Kommunikation mit Hilfe der Elektro-Magnetishen Artikulographie
(EMMA
19
, z.B. [15℄) wird das MAUS-System routinemäÿig zur Lokalisation von
interessanten Lautkombinationen im Shalldruksignal eingesetzt.
Die Elektromagnetishe Artikulographie basiert auf der Messung von Spulenpositio-
17
engl. onatenation.
18
im Sinne von Tillmann und Mansell [48℄.
19
engl. eletromagneti midsagital artiulography
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Abbildung 5.3: Shematisher Versuhsaufbau der Elektromagnetishen Artikulo-
graphie. Die drei Kreise an den Eken des Dreieks symbolisieren die Position der
Erregerspulen. In der Mitte ist die Kontur der Zunge der Versuhsperson angedeu-
tet. Meÿspulen werden i.a. auf der Zunge, den Lippen und Zähnen plaziert (Abdruk
mit freundliher Genehmigung der Fa. Carstens Medizinelektronik)
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nen in einer Ebene im Raum
20
, welhe auf die Artikulationsorgane der Versuhsper-
son aufgeklebt werden. Die Positionsbestimmung erfolgt durh Auswertung der ma-
gnetishen Induktion von drei niederfrequenten Feldern untershiedliher Frequenz
in den Meÿspulen. Während der Messung ausgeführte Bewegungen der Artikulati-
onsorgane können auf diese Weise zumindest punktweise sehr genau bestimmt wer-
den (s. Abb. 5.3). Synhron zu den Bewegungsparametern der Meÿspulen wird das
Shalldruksignal der Sprahe der Versuhsperson ausgezeihnet. Auf diese Weise
ist sehr leiht möglih, mit Hilfe des MAUS-Systems bestimmte Lautkombinationen
in den multidimensionalen Bewegungsdaten zu lokalisieren. Z.B. kann untersuht
werden, wie sih die Artikulatoren bei der Produktion eines isolierten Lautes oder
einer isolierten Silbe verhalten, und diese Daten können dann sofort mit Daten des-
selben Lautes oder derselben Silbe in vershiedenen Kontexten, bei vershiedener
Sprehgeshwindigkeit, et verglihen werden.
20
Meistens der sagitale Shnitt durh den Kopf der Versuhsperson: derzeit wird am Institut für
Phonetik und Sprahlihe Kommunikation ein EMMA-Verfahren zur dreidimensionalen Artikulo-
graphie entwikelt.
Kapitel 6
Rükblik und Ausblik
In den beiden vorangegangenen Kapitel wurde sehr detailiert eine praktish anwend-
bare Methode beshrieben, welhe es ermögliht, die Beziehung zwishen Sprahsym-
bol und Sprahsignal anhand von tatsählihen gemessenen Ereignissen und ohne
den subjektiven Einuÿ einer Person herzustellen. Ih möhte nun zum Abshluÿ
noh ein paar Gedanken zum gröÿeren Rahmen skizzieren, in welhem die MAUS-
Methode anzusiedeln ist, und shlieÿlih noh einen kurzen Ausblik geben, wie
sih die wissenshaftlihe Arbeit mit der MAUS-Methode weiterentwikeln und auf
welhes Ziel sie, mögliherweise erst in ferner Zukunft, hinsteuern wird.
Von meiner Ausbildung her habe ih zu allererst ein Ingenieursstudium absolviert
und bin erst später, über die praktishen Aspekte der Sprahwissenshaften, wie
sie bei Spraherkennung und Sprahsynthese unverzihtbar sind, dazu gekommen,
mih als Auÿenseiter mit den Inhalten von Fähern wie Linguistik, Phonologie und
Phonetik zu beshäftigen. Dadurh habe ih mögliherweise eine etwas andere Her-
angehensweise an klassishe Probleme der Sprahwissenshaft als jemand, der eine
geisteswissenshaftlihe Ausbildung genossen hat. Nah der langen wissenshaftihen
Arbeit mit der MAUS-Methode komme ih zur Überzeugung, daÿ die strikte Tren-
nung der Welt der phonologishen Symbole von der Welt der phonetishen Signale,
wie sie Trubetzkoy 1938 in seinem Buh gefordert hat, sih heutzutage niht mehr
aufrehterhalten läÿt. Eine phonologishe Theorie ohne die Berüksihtigung der
Realität kann es genauso wenig geben wie eine Phonetik ohne die Berüksihtigung
der Sprahstrukturen. Alles, was ih in dieser vorliegenden Arbeit an tehnishen
Methoden und Verfahren beshrieben habe, bestätigt dies.
Man nehme z.B. die in einer Fuÿnote in Abshnitt 3 erwähnte Tatsahe, daÿ au-
tomatishe Spraherkennung sih nur durh die Kombination von akustishem und
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sprahlihem Wissen, z.B. in der Kombination von Hidden Markov Modellen und
Wortfolgestatistik (Language Models), erfolgreih anwenden läÿt. Hier haben wir
genau die Situation, wie Vennemann sie (im übertragenen Sinne) anspriht, wenn
er von Realisations-Phonologie spriht: die akustish-phonetishe Modellierung für
sih alleine genommen ist nutzlos, dient niht einmal erfolgreih zur phonetishen
Analyse, wie wir in Abshnitt 3.2.2 gesehen haben. Genauso wenig kann uns das rei-
ne Wissen über die Syntax bzw. Anordnung der Wörter zu einer funktionierenden,
Sprahe erkennenden Mashine verhelfen. Erst die  zugegebenerweise niht ganz
triviale, aber elegante  Kombination beider Wissensquellen über eine statistishe
Optimierungsformel hat dazu geführt, daÿ man Diktiersysteme inzwishen kaufen
kann. Allerdings würde ih noh einen Shritt weiter gehen und sagen: tres faiunt
ollegium!
Um wirklih zu Theorien zu kommen, die der Realität von sprahliher Kommuni-
kation genügen, muÿ noh ein dritter ins Boot kommen, nämlih die Signalverarbei-
tung.
Als ih 1995 von der Tehnishen Universität Münhen an das Institut für Phone-
tik und Sprahlihe Kommunikation der Ludwig-Maximilians-Universität Münhen
wehselte und dort eine neue wissenshaftlihe Arbeit begann, war mein Anspruh
der, das Wissen der sprahwissenshaftlihen Fäher für die tehnishe Verbesse-
rung von Verfahren wie Spraherkennung, Sprahsynthese und Spreherverikation
nutzbar zu mahen. Ih hoe, daÿ mir dies zumindest teilweise gelungen ist. Noh
wihtiger war für mih jedoh die Erkenntnis, daÿ der umgekehrte Anspruh die glei-
he, wenn niht sogar gröÿere Bedeutung hat, nämlih die tehnishen Methoden der
digitalen Signalverarbeitung für die Sprah- und Humanwissenshaften zu ershlie-
ÿen. Die MAUS-Methode ist letzendlih nihts anderes als eine Exemplizierung
dieses Prinzips: Mit tehnishen Methoden, die in den ingenieurwissenshaftlihen
Disziplinen für praktishe Anwendungen entwikelt wurden, betreiben wir im IPSK
heute Grundlagenforshung, deren Ergebnisse wiederum auf der Anwendungsseite
von den Ingenieurwissenshaften nutzbringend eingesetzt werden können.
Shon vor 41 Jahren hat Meyer-Eppler im Vorwort seines Hauptwerkes 'Grundlagen
und Anwendungen der Informationstheorie' ([30℄) geshrieben:
Zentrales Anliegen aller Betrahtungen ist die menshlihe Kommuni-
kationskette und der in ihr stattndende Zeihenverkehr, der von Signa-
len getragen wird, die den Sinnesorganen zugänglih sind. Die meÿbaren
Eigenshaften dieser Signale bilden die Grundlage für alle weiteren Un-
tersuhungen, wie etwa für die Frage nah den zur Signalübermittlung
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geeigneten Übertragungssystemen, die Statistik der hierbei verwendeten
stereotypen Signalformen und den Einuÿ von Störungen auf die Signal-
übermittlung sowie die möglihe Siherung gegen Übertragungsfehler.
Nahdem wir selbst jetzt sehs Jahre an der Nahtstelle zwishen Geistes- und Natur-
wissenshaften gearbeitet haben, wird uns klar, daÿ wir die MAUS-Methode genau
im Sinne Meyer-Epplers entwikelt haben, um anhand der physikalish meÿbaren
Wirklihkeit und der Strukturen, die uns nur die sprahwissenshaftlihe Analyse
liefern kann, zu verstehen, wie sprahlihe Kommunikation tatsählih funktioniert.
Die weitere Entwiklung und Anwendung der MAUS-Methode, wird  ganz abge-
sehen von der praktishen Nützlihkeit für die wissenshaftlihe Arbeit, wie in Ab-
shnitt 5 beispielhaft skizziert  letzendlih auf eine empirish abgesiherte Beshrei-
bung der vollständigen sprahlihen Kommunikationskette führen. Diese Beshrei-
bung wird phonologishe und phonetishe Teile haben, die sih ergänzen müssen 
ergänzen in dem Sinne, daÿ damit die Realität so genau nahmodelliert wird, daÿ
auh der dritte im Boot, der mit der tehnishen Verarbeitung von Sprahe befaÿte
Ingenieur, davon protieren kann. Von diesem hohen Ziel sind wir im Moment noh
weit entfernt. Die nähsten Shritte, die unsere wissenshaftlihe Arbeit mit dem
MAUS-System vorsieht, nehmen sih vergleihsweise besheiden aus.
Zur Zeit sind Arbeiten im Gange, das MAUS-System auf andere Sprahen, im we-
sentlihen English und Japanish, zu portieren ([4℄). Von dieser Arbeit erhoen wir
uns die Beantwortung der Frage, ob die MAUS-Methode auh auf andere Sprah-
Systeme anwendbar ist, oder ob unser Erfolg etwa auh darauf zurükzuführen ist,
daÿ speziell das Deutshe sih für diese Art der Analyse besonders gut eignet.
In Verbindung mit diesen Arbeiten kommt eine neue Variante des MAUS-Systems
zum Einsatz, welhe zur Ermittlung des statistishen Aussprahemodells mit weniger
manuell bearbeitetem Datenmaterial auskommt als bisher. Wenn diese Variante von
MAUS sih als erfolgreih herausstellen sollte, wird es sehr viel leihter möglih sein,
die MAUS-Methode auh für andere Sprahen zur Anwendung zu bringen.
Die notwendige Nahbesserung der Segmentierung wurde bereits in Abshnitt 4 an-
gesprohen. Wir planen derzeit eine Lehrveranstaltung (Praktikum), in deren Rah-
men solhe Methoden mit dem mathematishen Programmpaket MatLab erarbeitet
werden sollen. Die erfolgreihsten dieser Methoden werden in das MAUS-System
einieÿen. Auf diese Weise hoen wir, bald sehr groÿe Mengen an zuverlässig seg-
mentiertem Material für die wissenshaftlihe Arbeit zur Verfügung stellen zu kön-
nen.
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Als letzter Punkt sei die enge Kooperation mit dem Bayerishen Arhiv für Sprahsi-
gnale (BAS) genannt. Ih selber habe in den letzten 5 Jahren in Personalunion diese
Initiative an der Ludwig-Maximilians-Universität Münhen geleitet und versuht,
abgesehen von der reinen Bereitstellung und Produktion von Sprahressouren auh
die MAUS-Methode in die Aktivitäten des BAS einzubinden. Derzeit sind fast al-
le im BAS verfügbaren Sprahkorpora mit dem MAUS-System bearbeitet worden,
und die Ergebnisse dieser Analysen werden der wissenshaftlihen Öentlihkeit ko-
stenlos über das Internet zur Verfügung gestellt. Im Gegenzug hat das BAS mit
Einnahmen aus dem Vertrieb der Sprahressouren, also der eigentlihen Signale,
über die European Language Resoures Assoiation (ELRA) an z.T. auh industri-
elle Anwender die wissenshaftlihe Arbeit am MAUS-System unterstützt. Soweit
es die Umstände erlauben, hoen wir, daÿ sih diese fruhtbare Symbiose auh in
Zukunft fortsetzen lassen wird.
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Anhang A
MAUS: Tehnik
Die folgenden Abshnitte sind der Dissertation von Dr.-Ing. Andreas Kipp ([20℄,
Abshnitte 6 und 7) entnommen, welher in den Jahren 1995 bis 1998 unter mei-
ner Betreuung maÿgeblih an der Entwiklung der MAUS-Tehnik beteiligt war
1
.
Die Dissertation wurde am 30.03.1998 bei der Tehnishen Universität Münhen
eingereiht und durh die Fakultät für Elektrotehnik und Informationstehnik am
14.09.1998 angenommen.
Der erste Abshnitt 'Modellierung der Aussprahe' enthält die detailierte und ma-
thematish ausformulierte Beshreibung der Modellierung von Aussprahe mit Hilfe
eines gerihteten, azyklishen Graphen. Der zweite Abshnitt 'Aufbau des MAUS
Systems' beshreibt die prinzipielle Realisierung des MAUS-Systems, ohne auf die
zahlreihen programmiertehnishen Probleme bei der Implementierung in C++ nä-
her einzugehen.
Der tehnish interessierte Leser sei zusätzlih auf die bereits veröentlihte Literatur
zu diesem Thema verwiesen ([20, 21, 22, 43, 3, 55, 41℄
A.1 Modellierung der Aussprahe
Die Modellierung der Aussprahe gewinnt immer gröÿere Bedeutung in der automa-
tishen Spraherkennung, besonders weil die Analyse von Spontansprahe mittler-
weile zum Standard geworden ist. Spontan geäuÿerte Sprahe ist in gröÿerem Aus-
maÿe als z.B. gelesene Sprahe Reduktionsersheinungen und Lautvershiebungen
1
Textbezüge des Originals, soweit sie in dieser Arbeit niht vorkommen, sind der besseren
Lesbarkeit wegen niht enthalten
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unterworfen, die eine ökonomishere Artikulation erlauben. Begrenzt wird die auf-
tretende Vershleifung und Koartikulation durh die Anforderung, daÿ die Äuÿerung
weiterhin verständlih bleiben muÿ. Deshalb ist die Aussprahevariation gewissen
Regeln unterworfen, die als phonetish-phonologishe Ausspraheregeln formuliert
werden können. Ausgangspunkt ist dabei die abstrakte Referenzaussprahe, die aus
den kanonishe Formen der Einzelwörter einer Äuÿerung gebildet wird.
Phonetish-phonologishe Ausspraheregeln, die auf eine Referenzaussprahe ange-
wendet werden, können die Grundlage einer regelbasierten Aussprahemodellierung
sein. Dieses Vorgehen ist im Abshnitt A.1.2 beshrieben.
Manuell erstellte Transkriptionen drüken implizit ebenfalls Ausspraheregeln aus.
Die Transkriptionen geben hierbei die Realisierung einer Äuÿerung wieder, deren or-
thographisher Gehalt bekannt ist. Aus dem orthographishen Gehalt kann die Refe-
renzaussprahe konstruiert werden. Setzt man Referenzaussprahe und tatsählihe
Realisierung vieler Äuÿerungen in Beziehung, kann man daraus mit statistishen
Methoden Wahrsheinlihkeiten für Aussprahevarianten shätzen. Dieses Vorgehen
ist im Abshnitt A.1.3 beshrieben.
Abshnitt A.1.1 stellt dar, wie die Information über Aussprahevariabilität  ent-
weder aus Expertenwissen heraus postuliert oder durh die Beobahtung gewon-
nen  in Form von Symbolmanipulationen formuliert werden kann. Dazu müssen
den Betrahtungen aber einige grundsätzlihe Überlegungen zur symbolishen Re-
präsentation von Referenztranskriptionen und Aussprahevarianten vorausgeshikt
werden.
Grundsätzlih soll es möglih sein, sowohl die Referenztranskription, die im fol-
genden mit  bezeihnet wird, als auh eine beliebige tatsählihe Realisierung, im
folgenden mit r notiert, mit dem gleihen Lautinventar darzustellen und zwar in
Form von Strings oder Symbolfolgen aus genau diesem Inventar. Im Rahmen dieser
Arbeit wird deshalb ein phonemishes Lautinventar, nämlih das bereits erwähnte
SAM Phoneti Alphabet für Deutsh, verwendet. Welhes Alphabet aber konkret
verwendet wird, spielt keine Rolle, solange die obige Bedingung erfüllt ist. Das Al-
phabet wird daher im folgenden auh niht näher speziziert, sondern nur mit dem
Buhstaben S bezeihnet und angenommen, daÿ es sih bei S um eine endlihe Men-
ge von Lautsymbolen handelt. Die Menge aller möglihen Strings über S wird mit
dem entsprehenden griehishen Groÿbuhstaben  notiert. Für die Anwendung
werden oft nur endlihe Untermengen von  betrahtet. Diese werden mit  und
einem tiefgestellten Index bezeihnet.
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Formal soll das Aussprahemodell die Wahrsheinlihkeit wiedergeben, daÿ eine Äu-
ÿerung mit einer Referenzaussprahe  in Wirklihkeit als r realisiert wird. Diese
Wahrsheinlihkeit wird mit P (rj) notiert. Dabei wird nur eine endlihe Anzahl
von Realisierungen r zu  geben. Für diese gilt dann P (rj) 6= 0.
Die Wahrsheinlihkeiten P (rj) werden entweder als gleihverteilt über alle mög-
lihen Realisierungen angenommen oder aus den Wahrsheinlihkeiten für die Va-
riation kleinerer Einheiten konstruiert, d.h aus den Wahrsheinlihkeiten für Mikro-
Aussprahevarianten, die im nähsten Abshnitt eingeführt werden.
A.1.1 Mikro-Aussprahevarianten
Mit dem Konzept von Alphabeten und Strings kann Aussprahevariation in Form
von Symbolmanipulationen formuliert werden, die eine Referenztranskription in eine
Aussprahevariante transformieren. Eine Aussprahevariante entsteht dadurh, daÿ
regelhaft  eventuell abhängig von den umgebenden Symbolen  Teilstrings der
Referenztranskription ersetzt werden. Jede einzelne solhe Ersetzung repräsentiert
eine Vershleifungs- oder Reduktionsersheinung, und speziziert unter Umständen
eine bestimmten Kontext.
Da jeweils nur Teilstrings einer Referenzaussprahe betroen sind, wird hier der
Begri der Mikro-Aussprahevariante eingeführt. Eine Mikro-Aussprahevariante u
besteht aus einer Anwendbarkeitsbedingung m und einem Ersetzungsphonemstring
b. Anwendbarkeitsbedingung und Mikro-Aussprahevariante sind wie folgt deniert:
m = (x;a;y); m 2M
M  
(A.1)
u = (b;m); u 2 U
U  
(A.2)
Dabei ist x der Prä- bzw. y Postkontext (der in r jeweils unverändert bleibt) und a
der Phonemstring der durh b ersetzt wird, vorausgesetzt die Referenztranskription
enthält eben den Phonemstring xay.
2
Beispiel: Referenzaussprahe  = [Q a b  n t℄, Mikro-Aussprahevariante m =
([m℄; [b℄; [n℄; [t℄). Erzeugte Variante r = [Q a b m t℄.
2
Die Shreibweise xay bezeihnet die Konkatenation von Strings
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Die Strings x;a;y und b können auh leer sein. Dabei bedeutet
 x = 0, daÿ kein linker Kontext speziziert, d.h. die Variante ist in beliebigem
Linkskontext anwendbar,
 y = 0, daÿ kein rehter Kontext speziziert, d.h. die Variante ist in beliebigem
Rehtskontext anwendbar,
 a = 0, daÿ eine Einfügung von b (wobei gelten muÿ b 6= 0) stattndet,
 b = 0, daÿ eine Elision von a (wobei gelten muÿ a 6= 0) stattndet.
Für die Generierung der gesamten Menge U von Mikro-Aussprahevarianten sind in
den Abshnitten A.1.2 und A.1.3 zwei Ansätze diskutiert. Aus der gesamten Menge
der Mikro-Aussprahevarianten ist für die Referenztranskription einer bestimmten
Äuÿerung dann eine Untermenge anwendbar.
Die Beziehung zwishen der Referenztranskription r und einer bestimmten tat-
sählihen Realisierung oder auh Makro-Aussprahevariante  kann nun mit Hil-
fe der anwendbaren Mikro-Aussprahevarianten hergestellt werden: Die Makro-
Variante entsteht durh Anwendung einer Untermenge der auf  anwendbaren Mikro-
Variantenmenge. Umgekehrt können mit einer Menge von anwendbaren Mikro-
Varianten möglihe Makro-Varianten zu einer Referenztranskription hypothetisiert
werden. Genau das ist der Ansatzpunkt zur Verwendung von Mikro-Ausspraheva-
rianten im Rahmen des hier diskutierten Systems zur automatishen Segmentierung
und Etikettierung: Zur Referenztranskription einer sprahlihen Äuÿerung werden
möglihe Aussprahevarianten hypothetisiert und durh eine statistishe Lautmo-
dellierung die am besten zur akustishen Repräsentation der Äuÿerung passende
Hypothese ausgewählt.
Mikro-Aussprahevarianten zu einer Referenzaussprahe
Zu einer gegebenen Referenzaussprahe  existiert eine Menge von anwendbaren
Mikro-Aussprahevarianten u. Diese sind dadurh bestimmt, daÿ ihre Anwendbar-
keitsbedingungen m = (x;a;y) auf  zutreen, d.h  kann als  = sxayt, mit s 2 
als ein Präx von  und t 2  als ein Sux von  geshrieben werden. Da ein
und dieselbe Anwendbarkeitsbedingung an mehreren Stellen zutreen kann, ist eine
konkrete Mikro-Aussprahevariantenanwendung q durh die Variante selbst und die
Position i des Strings, an der m paÿt, also durh ein Tupel (i;u) gegeben. Shreibt
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man  als Konkatenierung seiner Phonemsymbole, also  = 
0

1
: : : 
N 1
, so kann
eine Menge Q
()
wie folgt deniert werden
3
:
Q
()
=

(i; b;x;a;y)


(b;x;a;y) 2 U ^ x = 
i jxj
: : : 
i 1
^
a = 
i
: : : 
i+jaj 1
^ y = 
i+jaj+1
: : : 
i+jaj+jyj 1
	
(A.3)
Diese Menge kann als Relation iQ
()
u verstanden werden, die aussagt, daÿ die Mikro-
Aussprahevariante u im Referenzaussprahestring  an der Stelle i anwendbar ist.
Die Menge ist endlih und ihre Elemente können indiziert werden Q
()
= fq
k
j0 
k < Kg.
Beispiel: Referenzaussprahe  = [
0
Q
1
a
2
b
|{z}
x
3

4
n
|{z}
a
5
t
|{z}
y
℄
Mikro-Aussprahevariante m = ([m℄; [b℄; [n℄; [t℄)
Konkrete Mikro-Aussprahevariantenanwendung q = (3; [m℄; [b℄; [n℄; [t℄)
Makro-Aussprahevarianten zu einer Referenzaussprahe
Eine Makro-Aussprahevariante r zur Referenzaussprahe  ist nun durh eine Un-
termenge G
()
j
 Q
()
und der Ersetzung eines jeden der Variation unterworfenen
Phonemstrings a aus q = (i; b;x;a;y); q 2 G
()
j
mit dem Phonemstring b gegeben.
Die Menge G
()
j
kann dabei keine beliebige Untermenge von Q
()
sein: Wenn durh
die Anwendung einer Mikro-Aussprahevariante u
0
die Anwendbarkeitsbedingung ei-
ner anderen Mikro-Aussprahevariante u
00
verletzt würde, können niht beide gleih-
zeitig in einer MengeG
()
j
enthalten sein. Die Menge der sih paarweise ausshlieÿen-
den Mikro-Aussprahevarianten läÿt sih mit der Ausshluÿrelation R
e
formulieren.
Deniert man die Hilfsgröÿen n
a
(q); n
s
(q); n
r
(q); n
e
(q), die die Position von Beginn
und Ende des Prä- und des Postkontexts von q im Referenzaussprahestring  an-
geben, so kann R
e
mit Gleihung A.3 wie folgt beshrieben werden:
n
s
(q
0
) < n
e
(q
00
) ^ n
s
(q
0
)  n
a
(q
00
) ) q
0
R
e
q
00
(A.4)
q
0
R
e
q
00
) q
00
R
e
q
0
(A.5)
3
Die Notation jsj bezeihnet die Länge eines Strings.
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mit
n
s
((i; b;x;a;y)) = i  jxj (A.6)
n
a
((i; b;x;a;y)) = i  1 (A.7)
n
r
((i; b;x;a;y)) = i+ jaj (A.8)
n
e
((i; b;x;a;y)) = i+ jaj+ jyj   1 (A.9)
Beispiel: Referenzaussprahe  = [Q a b  n t℄, konkrete Mikro-
Aussprahenanwendungen q
0
= (3; [b℄; [n℄; [t℄) und q
00
= (3; [b℄;0; [n℄) (Elision von
[℄). q
0
und q
00
überlappen sih und können niht gleihzeitig angewendet werden.
Für jede Menge G
()
j
, j = 0 : : : J   1 muÿ stets gelten
4
:
^
q
0
2G
()
j
^
q
00
2G
()
j
nq
0
(q
0
;q
00
) =2 R
e
(A.10)
Jede Menge G
()
j
, für die Gl. A.10 erfüllt ist, erzeugt eine Makro-Aussprahevarian-
te r
j
. Ist die Menge G
()
j
die leere Menge, so wird die Referenzaussprahe erzeugt.
Im Prinzip können durh die Bestimmung aller möglihen G
()
j
alle durh Mikro-
Varianten zu einer Referenzaussprahe generierbaren Makro-Aussprahevarianten
angegeben werden. Darüber hinaus müssen sie  nah noh zu diskutierenden Ver-
fahren  mit Wahrsheinlihkeiten P (r
j
j) gewihtet werden, so daÿ
P
(j)
P (r
j
j) = 1
gilt.
Mit der bereits früher beshriebenen Sprahlautmodellierung und den entsprehen-
den Suhverfahren kann die in Kapitel 3 formulierte Maximierungsaufgabe nah
Gl 3.4 gelöst werden, indem für alle Segmentierungen fK js(K) = r
j
; j  0 < Jg
der Term P (r
j
j)P (OjK) berehnet wird. Die explizite Berehnung jedes dieser Ter-
me beinhaltet jedoh etlihe redundante Shritte, da viele r
i
gleihe Substrings
5
enthalten.
Im folgenden Abshnitt ist daher eine wesentlih kompaktere Darstellung der zu ei-
ner Referenzaussprahe möglihen Makro-Aussprahevarianten beshrieben, die die
Lösung der Maximierungsaufgabe wesentlih vereinfaht.
4
V
x
bedeutet hierbei für alle x gilt. Die Notationskonventionen folgen dem dtv-Atlas zur
Mathematik [36℄.
5
a ist ein Substring von r , wenn gilt r = sat. s und t können dabei auh Strings der Länge 0
sein
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Generierung eines Variantengraphen
Eine kompakte Darstellung aller zu einer Referenzaussprahe  durh Mikro-Aus-
sprahevarianten hypothetisierten Makro-Varianten r
j
muÿ der Tatsahe Rehnung
tragen, daÿ sih viele der r
j
sehr ähnlih sind, da sih die Mengen der angewendeten
Mikro-AussprahevariantenG
()
j
übershneiden oder sih gar enthalten. Desweiteren
soll die Struktur mit der auf HMMs erster Ordnung basierenden Sprahlautmodellie-
rung kompatibel sein. Es bietet sih die Darstellung als endliher Zustandsautomat
erster Ordnung an.
Der Automat ist gekennzeihnet durh M diskrete Zustände. In jedem dieser Zu-
stände wird entweder genau ein Symbol  = (d
i
) aus dem (phonetishen) Alphabet
S emittiert oder kein Symbol (nihtemittierender Knoten).
Der Automat hat zwei ausgezeihnete Zustände, die kein Symbol emittieren: Einen
Anfangszustand und einen Endzustand, die am Beginn bzw. am Ende jeder Zu-
standsfolge stehen müssen, sonst aber niht auftreten dürfen. Der Anfangszustand
hat den Index i = 0 und der Endzustand den Index i
max
.
Von jedem Zustand (mit Ausnahme des Endzustandes) kann ein Übergang zu
bestimmten anderen Zuständen erfolgen. Diesen Zustandsübergängen sind Wahr-
sheinlihkeiten zugeordnet. Es werden nur Zustandsfolgen, die im Anfangszustand
beginnen und im Endzustand enden, betrahtet.
Der endlihe Automat kann durh einen gerihteten Graphen beshrieben werden
(vgl. Abshnitt 3.3): Jeder Zustand entspriht einem Knoten des Graphen und jeder
möglihe Zustandsübergang einer gerihteten Kante zwishen den entsprehenden
Zustands-Knoten.
Wenn der den Automaten beshreibende Graph zyklenfrei ist, was im folgenden
immer der Fall sein wird, kann nur eine endlihe Menge von endlih langen Strings
r
j
, j = 0 : : : J   1 vom Automaten generiert werden. Im Gegensatz zu den HMMs,
die ja in sehr ähnliher Weise beshrieben sind, ist hier dann kein Selbstübergang
möglih. Auh sind den Zustandsübergängen keine expliziten Zeitpunkte zugeordnet.
Es soll nun zur Aussprahemodellierung ein derartiger endliher Automat erzeugt
werden. Dieser sei beshrieben durh einen gerihteten, zyklenfreien Graphen V, den
sogenannten Variantengraphen. Der Graph ist durh eine Knotenmenge D und eine
Kantenmenge E bestimmt, Die Kanten werden als Tupel von zwei Elementen der
Knotenmenge notiert
Ein durh den Automaten generierter String r
j
ist dann entweder die Referenzaus-
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sprahe  oder eine durh die Anwendung von Mikro-Aussprahevarianten erzeugte
Makro-Variante.
Um  = 
0

1
: : : 
N 1
generieren zu können, enthält der Graph die Knotenmenge
D
0
= fh
i
j0  i < N; (h
i
) = 
i
g (A.11)
Die Knoten der Menge D
0
müssen so verbunden werden, daÿ die Referenzaussprahe
emittiert wird:
E
0
=

(h
i 1
; h
i
)


1  i < N
	
(A.12)
Die weitere Struktur des Graphen ist intuitiv sofort klar: Für jede anwendbare
Mikro-Aussprahevariante q
k
2 Q
()
muÿ ein Alternativpfad angelegt werden, der
an der entsprehenden Stelle vom Referenzaussprahepfad abzweigt und gegebenen-
falls die Symbole der Variante emittiert. Dazu müssen Kanten und Knoten dem
Graphen hinzugefügt werden. Im folgenden wird immer die Anwendung des k-ten
Elements aus Q
()
betrahtet, nämlih q
k
= (i; b;x;a;y) . Die Knoten- und Kanten-
menge nah der Anwendung der Mikro-Aussprahevarianten q
0
;q
1
: : :q
k
sei D
k+1
bzw. E
k+1
.
Wenn der Ersetzungsstring b = 
0
: : : 
L 1
eine Länge gröÿer Null hat, werden jeweils
Knoten q
k;l
mit der Eigenshaft (q
k;l
) = 
l
hinzugefügt. Diese Knoten sind doppelt
indiziert (Index k von q
k
und l der Position im String) und mit q (niht fettgedrukt
wie bei q
k
2 Q
()
) bezeihnet.
Es ist nun aber zu berüksihtigen, daÿ alle Elemente einer Mikro-Ausspraheva-
riante (b;x;a;y) mit Ausnahme von a auh der leere String 0 sein können. Daher
müssen insgesamt aht Fälle untershieden werden, die im folgenden jeweils mit
einem Beispiel aufgeführt sind. Die Kreise in den Abbildungen repräsentieren die
Knoten, also die Zustände. Die Symbole in den Kreisen werden im entsprehenden
Zustand des Automaten emittiert. Nihtemittierende Zustände sind durh zwei kon-
zentrishe Kreise notiert. Die Verbindungen (Pfeile) stellen Kanten, also möglihe
Zustandsübergänge dar.
Die Fälle, in denen die Kontexte x und y eine Länge gröÿer Null haben, sind einfah
zu behandeln. Wenn Mikro-Aussprahevarianten keinen linken oder rehten Kontext
spezizieren, werden nihtemittierende Knoten x
i
zwishen zwei Knoten h
i 1
und h
i
eingefügt (Die x
i
sind also indiziert nah dem Referenzaussprahe-Knoten, auf den
sie folgen).
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Fall 1: Ersetzung in beidseitig speziziertem Kontext (Abb. A.1). a = 
0
: : : 
K 1
^
b = 
0
: : : 
L 1
^ x 6= 0 ^ y 6= 0
D
k+1
= D
k
[ fq
k;l
j0  l < L ^ (q
k;l
) = 
l
g (A.13)
E
k+1
= E
k
[ f(h
i 1
; q
k;0
); (q
k;L 1
; h
i+K
)g [ f(q
k;j 1
; q
k;j
j1 < j < Lg (A.14)
Beispiel: q
k
= (3; [d℄; [n℄; [t℄; [f℄)
Q E n t
d
f E l t
D
k+1
;E
k+1
Q E n t f E l t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
6
h
7
h
0
h
1
h
2
h
3
h
4
h
5
h
6
h
7
q
k;0
Abbildung A.1: Beispiel für Ersetzung in beidseitig speziziertem Kontext (Fall 1).
Fall 2: Elision in beidseitig speziziertem Kontext (Abb. A.2). a = 
0
: : : 
K 1
^b =
0 ^ x 6= 0 ^ y 6= 0
D
k+1
= D
k
(A.15)
E
k+1
= E
k
[ f(h
i 1
; h
i+K
g (A.16)
Fall 3: Ersetzung in speziziertem Rehtskontext und beliebigem Linkskontext
(Abb. A.3). a = 
0
: : : 
K 1
^ b = 
0
: : : 
L 1
^ x = 0 ^ y 6= 0
D
k+1
= D
k
[ fx
i 1
g [ fq
k;l
j0  l < L ^ (q
k;l
) = 
l
g (A.17)
E
k+1
= E
k
n f(h
i 1
; h
i
)g [ f(x
i 1
; q
k;0
); (q
k;L 1
; h
i+K
)g
[ f(q
k;j 1
; q
k;j
)j1 < j < Lg
[ f(h
i 1
; x
i 1
); (x
i 1
; h
i
)g
(A.18)
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Beispiel: q
k
= (3;0; [b℄; [℄; [n℄)
Q a: b @ n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
h
1
h
2
h
3
h
4
h
5
Abbildung A.2: Beispiel für Elision in beidseitig speziziertem Kontext (Fall 2).
Die Elision wird durh die Einfügung einer Kante über den zu elidierenden Knoten
hinweg berüksihtigt. Kanten emittieren kein Symbol, man kann also sagen, es wird
der Leerstring 0 emittiert.
Beispiel: q
k
= (2; [m℄;0; [nt℄; [f℄)
Q E n
m
t f E l t
D
k+1
;E
k+1
Q E n t f E l t
h
0
h
1
x
1
h
2
h
3
h
4
h
5
h
6
h
7
D
k
;E
k
h
0
h
1
h
2
q
k;0
h
3
h
4
h
5
h
6
h
7
Abbildung A.3: Beispiel für Ersetzung in speziziertem Rehtskontext und beliebi-
gem Linkskontext (Fall 3). Links wird ein nihtemittierender Knoten eingefügt.
Fall 4: Ersetzung in speziziertem Linkskontext und beliebigem Rehtskontext
(Abb. A.4). a = 
0
: : : 
K 1
^ b = 
0
: : : 
L 1
^ x 6= 0 ^ y = 0
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D
k+1
= D
k
[ fx
i+K 1
g [ fq
k;l
j0  l < L ^ (q
k;l
) = 
l
g (A.19)
E
k+1
= E
k
n f(h
i+K 1
; h
i+K
)g [ f(h
i 1
; q
k;0
); (q
k;L 1
; x
i+K 1
)g
[ f(q
k;j 1
; q
k;j
j1 < j < Lg
[ f(h
i+K 1
; x
i+K 1
); (x
i+K 1
; h
i+K
)g
(A.20)
Beispiel: q
k
= (3; [m℄; [b℄; [n℄;0)
Q a: b @
m
n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
h
1
h
2
h
3
q
k;0
h
4
x
4
h
5
Abbildung A.4: Beispiel für Ersetzung in speziziertem Linkskontext und beliebigem
Rehtskontext (Fall 4). Rehts wird ein nihtemittierender Knoten eingefügt.
Fall 5: Ersetzung in beliebigem Kontext (Abb. A.5). a = 
0
: : : 
K 1
^ b =

0
: : : 
L 1
^ x = 0 ^ y = 0
D
k+1
= D
k
[ fx
i 1
; x
i+K 1
g [ fq
k;l
j0  l < L ^ (q
k;l
) = 
l
g (A.21)
E
k+1
= E
k
n f(h
i 1
; h
i
); (h
i+K 1
; h
i+K
)g [ f(x
i 1
; q
k;0
); (q
k;L 1
; x
i+K 1
)g
[ f(q
k;j 1
; q
k;j
)j0 < j < Lg
[ f(h
i 1
; x
i 1
); (x
i 1
; h
i
); (h
i+K 1
; x
i+K 1
); (x
i+K 1
; h
i+K
)g
(A.22)
Fall 6: Elision in speziziertem Linkskontext und beliebigem Rehtskontext
(Abb. A.6. a = 
0
: : : 
K 1
^ b = 0 ^ x 6= 0 ^ y = 0
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Beispiel: q
k
= (1; [a℄;0; [a:℄;0)
Q a:
a
b @ n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
x
0
h
1
q
k;0
x
1
h
2
h
3
h
4
h
5
Abbildung A.5: Beispiel für Ersetzung in beliebigem Kontext (Fall 5). Auf beiden
Seiten wird ein nihtemittierender Knoten eingefügt.
D
k+1
= D
k
[ fx
i+K 1
g (A.23)
E
k+1
= E
k
n f(h
i+K 1
; h
i+K
)g [ f(h
i 1
; x
i+K 1
)g
[ f(h
i+K 1
; x
i+K 1
); (x
i+K 1
; h
i+K
)g
(A.24)
Beispiel: q
k
= (3;0; [b℄; [℄;0)
Q a: b @ n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
h
1
h
2
h
3
x
3
h
4
h
5
Abbildung A.6: Beispiel für Elision in speziziertem Linkskontext und beliebigem
Rehtskontext (Fall 6). Rehts wird ein nihtemittierender Knoten eingefügt.
ANHANG A. MAUS: TECHNIK 129
Fall 7: Elision in speziziertem Rehtskontext und beliebigem Linkskontext
(Abb. A.7. a = 
0
: : : 
K 1
^ b = 0 ^ x = 0 ^ y 6= 0
D
k+1
= D
k
[ fx
i 1
g (A.25)
E
k+1
= E
k
n f(h
i 1
; h
i
) [ f(x
i 1
; h
i+K
)g
[ f(h
i 1
; x
i 1
); (x
i 1
; h
i
)g
(A.26)
Beispiel: q
k
= (2;0;0; [b℄; [n℄)
Q a: b @ n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
h
1
x
1
h
2
h
3
h
4
h
5
Abbildung A.7: Beispiel für Elision in speziziertem Rehtskontext und beliebigem
Linkskontext (Fall 7). Links wird ein nihtemittierender Knoten eingefügt.
Fall 8: Elision in beliebigem Kontext (Abb. A.8. a = 
0
: : : 
K 1
^ b = 0 ^ x =
0 ^ y = 0
D
k+1
= D
k
(A.27)
E
k+1
= E
k
n f(h
i 1
; h
i
); (h
i+K 1
; h
i+K
)g [ f(x
i 1
; x
i+K 1
)g
[ f(h
i 1
; x
i 1
); (x
i 1
; h
i
); (h
i+K 1
; x
i+K 1
); (x
i+K 1
; h
i+K
)g
(A.28)
Die Einführung der nihtemittierenden Hilfsknoten ist niht zwingend notwendig, er-
leihtert jedoh die Betrahtung von Fällen bei denen eine Mikro-Aussprahevariante
ohne Linkskontext unmittelbar auf eine solhe ohne Rehtskontext folgt. Ohne nih-
temittierende Knoten könnte dann nur mit Kenntnis der übrigen q
k
bestimmt wer-
den, welhe Kanten dem Graphen hinzugefügt werden müssen. Abb. A.9 verdeutliht
dies.
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Beispiel: q
k
= (3;0;0; [℄;0)
Q a: b @ n t
D
k+1
;E
k+1
Q a: b @ n t
D
k
;E
k
h
0
h
1
h
2
h
3
h
4
h
5
h
0
h
1
h
2
x
2
h
3
x
3
h
4
h
5
Abbildung A.8: Beispiel für Elision in beliebigem Kontext (Fall 8). Auf beiden Seiten
wird ein nihtemittierender Knoten eingefügt.
Jede möglihe Mikro-Aussprahevariante ist durh die vorstehende Falluntershei-
dung abgedekt, und der Graph kann algorithmish für jedes q
k
2 Q
()
bearbeitet
werden.
Der gesamte Graph ergibt sih dann als:
D = D
K
(A.29)
E = E
K
(A.30)
Damit ist die Struktur des endlihen Zustandsautomaten durh einen Variantengra-
phen beshrieben, der alle durh eine Menge von Mikro-Aussprahevarianten hy-
pothetisierbaren Makro-Aussprahevarianten r
j
, j = 0 : : : I   1 (einshlieÿlih der
Referenzaussprahe,
W
I 1
j=0
r
j
= ) beinhaltet
6
. In Abb. A.10 ist ein einfahes Beispiel
(nur Fall 1 tritt auf) für einen Zustandsautomaten dargestellt, der insgesamt sehs
Strings generieren kann.
Der Variantengraph kann als Lautfolge-Netzwerk interpretiert werden. In Abshnitt
A.2.4 wird gezeigt werden, wie anhand eines solhen Netzwerkes eine komplexe
HMM-Struktur aufgebaut werden kann, die dann ein statistishes Modell für die
6
W
x
bedeutet hierbei es gibt ein x für das gilt. Die Notationskonventionen folgen dem dtv-Atlas
zur Mathematik [36℄.
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Beispiel: q
0
= (1; [℄;0; [E℄;0);q
1
= (2; [m℄;0; [nt℄; [f℄);q
2
= ((5; [℄;0; [E℄;0))
Q E
@
n
m
t f E
@
l t
D
0
;E
0
(ohne nihtemittierende Knoten)
Q E
@
n
m
t f E
@
l t
h
0
h
1
q
0;0
h
2
q
1;0
h
3
h
4
h
5
q
2;0
h
6
h
7
D;E (mit nihtemittierenden Knoten)
Q E n t f E l t
D
0
;E
0
h
0
h
1
h
2
h
3
h
4
h
5
h
6
h
7
h
0
x
0
h
1
q
0;0
x
1
h
2
q
1;0
h
3
h
4
x
4
h
5
q
2;0
x
5
h
6
h
7
Abbildung A.9: Nihtemittierende Knoten erleihtern die Betrahtung von Fällen,
in denen Mikro-Aussprahevarianten aufeinandertreen, die keinen Kontext spe-
zizieren. Im gezeigten Beispiel sind dies q
0
und q
1
(q
2
ist die gleihe Mikro-
Aussprahevariante wie q
0
, nur mit anderer Anwendungsstelle). Die entstehenden
Graphen ohne nihtemittierende Knoten (Mitte) und mit nihtemittierenden Kno-
ten (Unten) sind äquivalent, aber im ersteren Fall kann erst nah der Anwendung
aller q
2
festgestellt werden, daÿ zur Erzeugung aller mögliher Varianten noh die
Kante (q
0;0
; q
1;0
) notwendig ist. Die einzelnen Bearbeitungsshritte sind also niht
unabhängig voneinander. Mit nihtemittierenden Knoten können in jedem Bearbei-
tungsshritt alle jeweils notwendigen Knoten und Kanten hinzugefügt werden.
akustishe Realisierung aller im Variantengraphen enthaltener Lautfolgen darstellt
und unmittelbar zur Segmentierung und Etikettierung verwendet werden kann.
Bisher wurde lediglih die Struktur des Variantengraphen diskutiert. Um den Vari-
anten Wahrsheinlihkeiten zuzuordnen, müssen die Zustandsübergänge, sprih die
Kanten des beshreibenden Graphen, gewihtet werden. Die in den folgenden bei-
den Abshnitten A.1.2 und A.1.3 diskutierten Modelle geben dazu zwei vershiedene
Ansätze an.
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# g u: t
d
@
m
n # t a:
a
k
x
#
h
0
h
1
h
2
h
3
q
0;0
h
4
q
1;0
h
5
h
6
h
7
h
8
q
2;0
h
9
h
2;1
h
10
G
()
0
= ; : r
0
=  = [#gu:tn#ta:k#℄
G
()
1
= f(3; [d℄; [u:℄; [t℄; [n℄)g : r
1
= [#gu:dn#ta:k#℄
G
()
2
= f(4,[m℄,[t℄,[n℄,[#℄)g : r
2
= [#gu:tm#ta:k#℄
G
()
3
= f(8,[ax℄,[t℄,[a:k℄,[#℄)g : r
3
= [#gu:tn#tax#℄
G
()
4
= f(3,[d℄,[u:℄,[t℄,[n℄);
(8,[ax℄,[t℄,[a:k℄,[#℄)g : r
4
= [#gu:dn#tax#℄
G
()
5
= f(4,[m℄,[t℄,[n℄,[#℄);
(8,[ax℄,[t℄,[a:k℄,[#℄)g : r
5
= [#gu:tm#tax#℄
Abbildung A.10: Darstellung eines Zustandsautomaten, der durh die Anwendung
von drei Mikro-Aussprahevarianten entsteht. Darunter eine Liste aller möglihen
Untermengen von Q
()
deren Elemente jeweils zusammen auf die Referenztranskrip-
tion  angewendet werden können und die dabei entstehenden Varianten r. Diese
Varianten werden erzeugt, wenn alle Wege durh den Graphen vom Anfangs- zum
Endknoten ausgewertet werden. Das Symbol # ist dabei das Worttrennungssymbol
und wird bei der Indizierung mitgezählt.
A.1.2 Regelbasierte Aussprahemodellierung
Generierung von Ausspraheregeln
Die im Rahmen des regelbasierten Aussprahemodells verwendete Menge von Mikro-
Aussprahevarianten U
man
besteht aus phonetish-phonologish motivierten Aus-
spraheregeln. Diese Regeln beshreiben in abstrakter Weise lautsprahlihe Phäno-
mene und müssen zur konkreten Anwendung als Symbolmanipulationen formuliert
werden.
Die Repräsentation phonetishen Expertenwissens als symbolishe Ausspraheregeln
in der Form, wie sie hier im regelbasierten Aussprahemodell verwendet werden, ba-
siert auf der Arbeit von Wesenik in [53℄. Dabei werden manuell segmentierte und
etikettierte Sprahdaten hinsihtlih der auftretenden Aussprahevarianten systema-
ANHANG A. MAUS: TECHNIK 133
tish ausgewertet und Regeln generiert. Diese Regeln deken einerseits tatsählih
beobahtete Varianten ab. Andererseits werden aber auh im phonetishen Sinne
plausibel ersheinenden Varianten berüksihtigt, für die zwar keine Evidenz, aber
ähnlihe Fälle in den Daten gefunden werden konnten.
Es werden Lautklassen verwendet, die sih durh das Zusammenfassen von Lauten
anhand ihrer phonetishen Klassizierung ergeben. Dadurh wird eine Verallgemei-
nerung der beobahteten Varianten erreiht. Weiterhin wurden Regeln für zahlreihe
in [53℄ angeführten Phänomene hinzugefügt, falls sie niht beobahtet worden waren.
Mit der Verwendung von 8 Lautklassen (Konsonanten, Vokale, Diphtonge, Arikate,
Liquide, Nasale, Frikative, Plosive) werden 1495 Regeln postuliert. Expandiert man
die Regeln durh Ersetzung der Klassen mit allen Klassenvertretern, so ergeben sih
5545 Mikro-Aussprahevarianten.
Die Aufstellung von Regeln, die niht auf tatsählih beobahteten Varianten be-
ruhen  viele davon entstehen bei der Expansion der Klassen  birgt natürlih die
Gefahr in sih, daÿ auh ungewollte Varianten bei der Regelanwendung erzeugt wer-
den. Das Regelsystem ist bewuÿt übergenerierend bzw. unterspezizierend angelegt,
in dem Sinne, daÿ die Erzeugung mehrerer falsher Varianten in Kauf genommen
wird, wenn nur alle phonetish sinnvollen Varianten miterzeugt werden. Die Intenti-
on ist dabei, mit einer guten akustishen Modellierung die falshen Varianten  die ja
tatsählih niemals realisiert werden  auszushlieÿen. Trotzdem kann die Falshin-
formation, die durh die Übergeneration induziert wird, zu Problemen führen, wenn
die akustishe Modellierung niht optimal ist (was in der Praxis zutrit).
Anwendung von Ausspraheregeln
Mit der Menge U
man
der generierten Mikro-Aussprahevarianten kann mit dem in
Abshnitt A.10 dargestellten Verfahren zu jeder Referenzaussprahe ein Varianten-
graph erzeugt werden, der einen endlihen Zustandsautomaten beshreibt. Jede Zu-
standsfolge des Automaten emittiert dabei genau einen String r
j
, j = 0 : : : J   1.
Die Wahrsheinlihkeiten für Zustandsübergänge in diesem Automaten müssen auf
irgendeine Art und Weise gewihtet werden, um die Beshreibung des Automaten
zu vervollständigen. Liegt Information über die Wahrsheinlihkeit der einzelnen
Mikro-Aussprahevarianten vor, so kann versuht werden, die Zustandsübergänge,
die die Anwendung der jeweiligen Aussprahevariante ausdrüken, entsprehend zu
gewihten.
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Eine derartige Information ist bei der regelbasierten Aussprahemodellierung aber
niht vorhanden. Deshalb wird angenommen, daÿ jede Variante, die vom Zustands-
automaten generiert werden kann, gleihwahrsheinlih ist, d.h P (r
j
j) = P (j) =
1
J
für j = 0 : : : J   1.
Diese Gleihverteilung der Wahrsheinlihkeiten über alle emmittierten Makro-
Aussprahevarianten kann niht dadurh erreiht werden, daÿ lokal alle Zustands-
übergänge P (d
j
jd
i
), d
j
2  
+
(d
i
) gleih gewihtet werden, sondern es muÿ global
die Struktur des Automaten, also der Variantengraph, berüksihtigt werden. In
Abb. A.11 ist ein Ausshnitt aus einem möglihen Graphen dargestellt. Die ver-
wendeten Nahfolger- bzw. Vorgängermengen und sonstigen Gröÿen sind dort ein-
gezeihnet.
 
 
 
 
 
 
d
i
N(d
i
)
d
j
N(d
j
)
P (d
j
jd
i
)
P (d
i
jd
j
)P (d
i
) P (d
j
)
 
 
(d
j
)  
+
(d
i
)
Abbildung A.11: Ausshnitt aus einem Graphen. Dargestellt sind die Knoten d
i
und
d
j
und ihre Nahfolger- bzw. Vorgängermengen. Die jeweils zugehörigen Wahrshein-
lihkeiten und die Anzahl der Wege sind mit eingezeihnet.
Es wird zunähst die Anzahl N(d
i
) der möglihen Zustandsfolgen, die in d
i
enden,
bestimmt. Dies ist mit einem trivialen rekursiven Verfahren möglih, indem dieN(d
i
)
in der Reihenfolge der Ränge r(d
i
) berehnet werden:
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N(d
j
) =
8
<
:
1 für  
 
(d
j
) = ; (Anfangsknoten)
P
d
i
2 
 
(d
j
)
N(d
i
) sonst
(A.31)
Die Anzahl der Wege, die in einem Zustand enden, ist also die Summe der Wege,
die in den möglihen Vorgängerzuständen enden. Setzt man voraus, daÿ diese We-
ge jeweils gleihwahrsheinlih sind, kann hieraus die Wahrsheinlihkeit, daÿ ein
Zustand d
i
der Vorgänger eines anderen d
j
war, ermittelt werden:
P (d
i
jd
j
) =
N(d
i
)
N(d
j
)
mit d
i
2  
 
(d
j
) (A.32)
Sei P (d
i
) die Wahrsheinlihkeit, daÿ der Zustand d
i
in einer beliebigen Zustandsfol-
ge auftritt, so sind die gesuhten Zustandsübergangswahrsheinlihkeiten P (d
j
jd
i
)
nah Bayes gegeben durh:
P (d
j
jd
i
) =
P (d
j
)
P (d
i
)
P (d
i
jd
j
) =
P (d
j
)
P (d
i
)
N(d
i
)
N(d
j
)
mit d
i
2  
 
(d
j
) (A.33)
Wenn diese Wahrsheinlihkeit für alle Zustände d
j
2  
+
(d
i
) bekannt ist, läÿt sih
P (d
i
) mit der Rükwärts-Rekursion
P (d
i
) =
X
d
j
2 
+
(d
i
)
P (d
j
)P (d
i
jd
j
) =
X
d
j
2 
+
(d
i
)
P (d
j
)
N(d
i
)
N(d
j
)
(A.34)
berehnen. Die Wahrsheinlihkeit, daÿ der Anfangs- und der Endzustand in der
Zustandfolge liegen, ist Eins, da ja gefordert wird, daÿ alle Zustandsfolgen im An-
fangszustand beginnen und im Endzustand enden:
P (d
0
) = 1 (A.35)
P (d
i
max
) = 1 (A.36)
Da alle Knoten mit einem bestimmten Rang nur Nahfolger mit höherem Rang
haben können, ist es möglih, die P (d
j
) mit Gl. A.34 in absteigender Reihenfolge
der zugehörigen Ränge r(d
j
) zu berehnen.
Damit können die Zustandsübergangswahrsheinlihkeiten gemäÿ Gl. A.33 bestimmt
werden.
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Die Wahrsheinlihkeit einer beliebigen Zustandsfolge S = s
0
s
1
:::s
T 1
, die im An-
fangszustand beginnt (s
0
= d
0
) und im Endzustand endet (s
T 1
= d
i
max
), ist dann
mit den Gln. A.31  A.36:
P (S) =
T 1
Y
t=1
P (s
t
js
t 1
) =
T 1
Y
i=1
P (s
i
)
P (s
i 1
)
N(s
i 1
)
N(s
i
)
=
P (s
1
)
P (d
0
)
N(d
0
)
N(s
1
)
P (s
2
)
P (s
1
)
N(s
1
)
N(s
2
)
  
P (d
i
max
)
P (s
T 2
)
N(s
T 2
)
N(d
i
max
)
=
N(d
0
)
P (d
0
)
P (d
i
max
)
N(d
i
max
)
=
1
N(d
i
max
)
=
1
J
Da jede Zustandsfolge S , die im Anfangszustand beginnt und im Endzustand endet,
genau einen der Strings r
j
, j = 0 : : : J 1 emittiert, ist N(d
i
max
) gleih der Anzahl J
der erzeugbaren Strings. Die Wahrsheinlihkeit für die Emission von r
j
, ist dann 
unter Berüksihtigung der Tatsahe, daÿ eine Referenzaussprahe  bei der Erzeu-
gung des Automaten zugrunde lag  P (r
j
j) = P (S) =
1
J
. Damit ist die angestrebte
Gleihverteilung über alle r
j
erreiht.
A.1.3 Statistishe Aussprahemodellierung
Ein grundlegender Nahteil der bisher besprohenen Ansätze mit von Experten zu-
sammengetragenen Ausspraheregeln besteht darin, daÿ entstehende Varianten zur
Referenzaussprahe niht statistish gewihtet werden können. Zwar ist eine Klas-
sizierung der Regeln nah Vershleifungsgrad der Sprahe möglih, eine solide sta-
tistishe Basis stellt dies indes niht dar. Desweiteren werden derartige Regelwerke
mit steigendem Umfang immer anfälliger für Inkonsistenzen und Fehler.
Bei der Modellierung von Sprahlauten haben sih statistishe Verfahren wie HMMs
und künstlihe neuronale Netze als überlegen gegenüber regelbasierten Verfahren
erwiesen. Bei statistishen Modellen für Sprahlaute werden die Modellparameter
anhand von etikettierten Sprahdaten, sogenanntem Trainingsmaterial, geshätzt.
Ein ähnlihes Verfahren bietet sih hier ebenfalls an, nämlih die Wahrsheinlihkei-
ten für bestimmte Aussprahevarianten anhand von Sprahmaterial zu shätzen, das
von Experten phonetish transkribiert wurde. Auf diese Weise kann Expertenwissen
in das Modell einieÿen, indem Aussprahevarianten, die von den menshlihen Ex-
perten  im allgemeinen nah regelhaften Konventionen  annotiert wurden, ihrer
Auftretenshäugkeit entsprehend im Modell berüksihtigt werden.
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Zur Repräsentation des Expertenwissens werden wiederum Mikro-Aussprahevari-
anten verwendet, die hier mit Wahrsheinlihkeiten gewihtet werden. Diese Wahr-
sheinlihkeiten können mit statistishen Methoden aus der Beobahtung der im
handtranskribierten Trainingsmaterial von den menshlihen Experten verwendeten
Mikro-Aussprahevarianten geshätzt werden.
Mit dieser statistish basierten Gewihtung besteht der grundlegende Untershied
zu der in Abshnitt A.1.2 behandelten Modellierung darin, daÿ für jede beliebige
Makro-Aussprahevariante einer Äuÿerung eine individuelle Wahrsheinlihkeit an-
gegeben werden kann und keine Gleihverteilung angenommen wird. Dadurh wird
die Entropie, die in der Gesamtheit aller möglihen Varianten enthalten ist, geringer.
Mit anderen Worten ist die Information kompakter repräsentiert, was zu besseren
Ergebnissen bei der automatishen Segmentierung (vgl. auh Kapitel 4) führt.
Gewihtete Mikro-Aussprahevarianten
Die in Abshnitt A.1.1 eingeführten Mikro-Aussprahevarianten u = (b;x;a;y) be-
shreiben die Ersetzung des Phonemstrings a durh den Phonemstring b, wenn in der
Referenzaussprahe der Phonemstring s = xay aufgetreten ist. Um für dieses Ereig-
nis eine Wahrsheinlihkeit angeben zu können, wird zunähst als Ergebnisraum die
Menge U festgelegt: Jedes Element u aus U entspriht dem Elementarereignis, daÿ
bei Vorliegen der Anwendbarkeitsbedingung m = (x;a;y) genau der Phonemstring
a durh b ersetzt wird. Die Wahrsheinlihkeit der Variation von b gegeben m kann
damit notiert werden als
P (bjm) = P (bjx;a;y) (A.37)
Die Wahrsheinlihkeiten P (bjx;a;y) sollen nun aus hand-transkribiertem Trainings-
material geshätzt werden. Das Trainingsmaterial besteht dabei aus einer Menge von
Äuÿerungen, für die sowohl die Referenzaussprahe  als auh die tatsählihe Rea-
lisierung r (durh die manuelle Transkription) bekannt ist. Führt man für jede der
Äuÿerungen eine Zuordnung von möglihst langen in  und r enthaltenen Phonem-
strings (longest ommon subsequee alignment) durh, so können r und  dargestellt
werden als:
 = s
0
a
0
s
1
a
1
: : :a
L 1
s
L
(A.38)
r = s
0
b
0
s
1
b
1
: : : b
L 1
s
L
(A.39)
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Hierbei sind s
i
die in der Referenzaussprahe und der Realisierung gleihermaÿen
enthaltenen Phonemstrings, während die Phonemstrings a
i
der Referenzausspra-
he durh die Phonemstrings b
i
ersetzt werden, um die tatsählihe Realisierung zu
erhalten. Jede dieser Ersetzungen kann als Mikro-Aussprahevariante interpretiert
werden: Sei x
i
ein beliebiges Sux von s
i
und y
i+1
ein beliebiges Präx von s
i+1
so
ist das Tupel (b
i
;x
i
; a
i
; y
i+1
) eine Mikro-Aussprahevariante nah der Denition in
Gl. A.2.
Durh diese Zuordnung können Häugkeiten für das Auftreten von Mikro-Ausspra-
hevarianten, also Häugkeiten n(b;x;a;y) angegeben werden. Das Vorgehen ist
in Abb. A.12 verdeutliht. Der Zuordnungs- und Extraktionsprozeÿ wird über ein
Trainingsmaterial mit möglihst vielen sprahlihen Äuÿerungen durhgeführt.
Alignment von Referenzaussprahe und Realisierung
 = # j a: # g u:
| {z }
s
0
a
0
z}|{
t  n # t
| {z }
s
1
a
1
z}|{
a: k #
|{z}
s
2
r =
z }| {
# j a: # g u:
|{z}
b
0
z }| {
n # t a x
|{z}
b
1
z}|{
#
#
Extrahierte Mikro-Aussprahevarianten:
(0; [u:℄; [t℄; [n℄)
([ax℄; [t℄; [ak℄; [#℄)
#
Zu inkrementierende Häugkeiten:
n(0; [u:℄; [t℄; [n℄)
n([ax℄; [t℄; [ak℄; [#℄)
Abbildung A.12: Extraktion der Mikro-Aussprahevarianten aus einer Äuÿerung im
Trainingsmaterial. Als Kontext wird im gezeigten Beispiel jeweils ein Symbol Prä-
und Postkontext verwendet.
Wie aus den Gleihungen A.38 und A.39 ersihtlih, ist bei der Berehnung der
Häugkeiten aus den alignierten Phonemstrings immer a
i
6= b
i
. Damit wäre immer
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n(a;x;a;y) = 0. Das Ereignis (a;x;a;y) bedeutet aber, daÿ keine Variante angewen-
det wurde und kann daher durhaus auftreten. Die Häugkeiten n(a;x;a;y) können
aus den absoluten Häugkeiten der möglihen Anwendungen von n(m) = n(x;a;y),
d.h. dem Auftreten des Strings xay im Trainingsmaterial, berehnet werden:
n(a;x;a;y) = n(m) 
X
b2na
n(b;x;a;y)
= n(x;a;y) 
X
b2na
n(b;x;a;y)
(A.40)
Die Auftretenshäugkeiten n(b;x;a;y) und n(x;a;y) können also aus der Trainings-
stihprobe geshätzt werden und als Basis für die Shätzung der Mikro-Aussprahe-
varianten-Wahrsheinlihkeiten P (bjx;a;y) verwendet werden.
Maximum Likelihood Shätzung der Mikro-Aussprahevarianten-
Gewihte
Die einfahste (und intuitivste) Möglihkeit, Wahrsheinlihkeiten empirish zu be-
stimmen, ist, sie durh die relativen Häugkeiten abzushätzen. Gegeben sei folgende
Situation:
 eine Ereignismenge (Ereignisalgebra) U = fu
0
; u
1
: : : u
K 1
g, die K vershiede-
ne Ereignisse enthält.
 eine Stihprobe von N Ereignissen x
t
2 U, t = 0 : : :N   1
 absolute Ereignishäugkeiten n(u
i
) der Ereignisse in der Stihprobe
In diesem Fall können die Ereigniswahrsheinlihkeiten P (u
i
) anhand der Ereignis-
häugkeiten in der Stihprobe als p^(u
i
) =
n(u
i
)
N
geshätzt werden. Empirishe Shät-
zungen werden im folgenden immer mit einem kleinen p^ notiert. Da
P
K 1
i=0
n(u
i
) =
N , ist
P
K 1
i=0
p^(u
i
) = 1. Damit ist das Ereigniswahrsheinlihkeitensystem zumindest
formal rihtig.
Daÿ eine Abshätzung der Ereigniswahrsheinlihkeiten mit relativen Häugkeiten
auh sinnvoll ist, zeigt die folgende Überlegung. Sieht man die Stihprobe als N
voneinander unabhängige Zufallsexperimente, bei denen ein System jeweils eines der
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Ereignisse u
i
mit der Wahrsheinlihkeit P (u
i
) produziert, so ist die Gesamtwahr-
sheinlihkeit oder die Likelihood
7
der Stihprobe L =
Q
N 1
t=0
P (x
t
). Dieser Wert ist
ein sinnvolles Maximierungskriterium, denn die Stihprobe soll natürlih mit mög-
lihst groÿer Wahrsheinlihkeit von dem System produziert worden sein. Werden die
P (u
i
) aus einer gegebenen Sihprobe durh Maximieren der Gesamtwahrsheinlih-
keit berehnet, so spriht man von einer Shätzung mit der Maximum-Likelihood-
Methode.
Nimmt man den negativen Logarithmus von L und normiert ihn mit der Gröÿe
der Stihprobe, so ergibt sih die Perplexität, also der Grad an Überrashtheit, den
ein Ereignis aus der Stihprobe durhshnittlih beim Beobahter hervorruft. Da
der negative Logarithmus eine streng monoton fallende Funktion für L ist, muÿ
L

=  
ld(L)
N
minimiert werden, um eine maximale Likelihood zu erreihen. Dies ist
auh sofort einsihtig, da die Stihprobe beim Beobahter  mit den geshätzten
P (u
i
)  natürlih eine minimale Überrashung verursahen soll.
Die Minimierung von L

ist aufgrund der Eigenshaften des Logarithmus häug
einfaher zu bewerkstelligen. Für L

ergibt sih dann, mit einer beliebigen Shätzung
der p^(u
i
):
L

=  
1
N
T 1
X
t=0
ld(p^(x
t
)) =  
1
N
K 1
X
i=0
n(u
i
) ld(p^(u
i
))
=  
K 1
X
i=0
n(u
i
)
N
ld(p^(u
i
))
(A.41)
Es kann gezeigt werden, daÿ für zwei Mengen reeller Zahlen fq
0
; q
1
: : : q
K 1
g und
fp
0
; p
1
: : : p
K 1
g mit
p
i
 0; q
i
 0 für alle 0  i < K (A.42)
und
K 1
X
i=0
p
i
=
K 1
X
i=0
q
i
(A.43)
7
von engl. likely: wahrsheinlih. Der Begri hat sih auh in der deutshsprahigen Literatur
eingebürgert
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gilt:
 
K 1
X
i=0
p
i
ld(p
i
)   
K 1
X
i=0
p
i
ld(q
i
) (A.44)
wobei das Gleihheitszeihen gilt, wenn
p
i
= q
i
für alle 0  i < K (A.45)
Die Gln. A.44 und A.45 sind unter dem Namen Gibb's Theorem
8
bekannt. Bezogen
auf Gl. A.41 bedeutet dies nihts anderes, als daÿ der Term L

seinen minimalen
Wert für p^(u
i
) =
n(u
i
)
N
annimmt. Damit ist gezeigt, daÿ die relativen Häugkei-
ten die Perplexität minimieren und folglih die Likelihood maximieren. Deshalb
sind die relativen Häugkeiten eine Shätzung der Wahrsheinlihkeiten nah dem
Maximum-Likelihood-Kriterium.
Damit ergibt sih als Shätzung der P (bja;x;y) mit den entsprehenden n(b;x;a;y)
nah diesem Kriterium:
p^(bja;x;y) =
n(b;x;a;y)
n(x;a;y)
(A.46)
Es werden bei dieser Shätzung jeweils nur Wahrsheinlihkeiten gröÿer Null für tat-
sählih in der Trainingsstihprobe beobahtete Ereignisse angegeben. Damit erhält
man eine Menge von Mikro-Aussprahevarianten
^
U
0
, die sih darstellen läÿt als:
^
U
0
=

(b;x;a;y)


n(b;x;a;y) > 0
	
(A.47)
Ein Problem besteht jedoh darin, daÿ die klassishe Maximum-Likelihood Methode
für Ereignisse mit niedrigen absoluten Häugkeiten wenig verlässlihe und für niht
beobahtete Ereignisse gar keine Shätzungen liefert. Ersteres tritt aber in realen
Stihproben in diesem Fall häug auf. Letzteres führt dazu, daÿ aus einer geshätzten
Ereigniswahrsheinlihkeit von Null niht geshlossen werden kann, ob es sih um
ein unmöglihes Ereignis oder ein möglihes, nur zufällig in der Trainingsstihpobe
niht beobahtetes Ereignis handelt.
Die nähsten beiden Abshnitt wenden sih deshalb diesem Problemkomplex zu.
8
Für einen Beweis siehe [52℄.
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Robuste Shätzung der Mikro-Aussprahevarianten-Gewihte
Um sih über die Notwendigkeit von Shätzmethoden klar zu werden, die eine ro-
bustere Shätzung der Mikro-Aussprahevarianten-Gewihte zulassen, als dies mit
der Maximum-Likelihood Methode möglih ist, betrahte man zunähst die Bezie-
hung zwishen Ereignisraum U und der Trainingsstihprobe, die zur Shätzung der
Wahrsheinlihkeiten verwendet wird.
Prinzipiell ist die Menge U
(1)
=        der möglihen Mikro-Ausspra-
hevarianten unendlih groÿ. In einem idealen Trainingsmaterial würde genau die
Mikro-Aussprahevariantenmenge U
(L)
beobahtet werden, die zur Aussprahemo-
dellierung einer Sprahe nötig ist. Durh das Hinzunehmen von weiterem Trainings-
material kämen dann auh keine neuen Elemente zu U
(L)
hinzu. Ideales Trainings-
material, das diesen Anforderungen genügt, wäre in vielerlei Hinsiht für die Theo-
riebildung von groÿem Interesse, ist praktish aber niht verfügbar.
In realem Trainingsmaterial, das vor allem niht umfangreih genug ist, um den
Idealanforderungen zu genügen, wird nur eine relativ kleine Untermenge von U
(L)
überhaupt beobahtbar sein. Desweiteren sind die absoluten Auftretenshäugkeiten
für manhe Mikro-Aussprahevarianten sehr klein. Man spriht in diesem Fall von
spärlihen Trainingsdaten (sparse data): Viele möglihe Ereignisse werden selten
oder überhaupt niht beobahtet, und die Wahrsheinlihkeiten dieser Ereignisse
können niht mit befriedigender Verläÿlihkeit geshätzt werden.
Trotzdem soll aber eine Menge
^
U anhand des vorhandenen Trainingsmaterials ange-
geben werden, die dem theoretishenU
(L)
möglihst nahe kommt, also eine möglihst
groÿe Untermenge von U
(L)
ist. Weiterhin sollen für alle Mikro-Aussprahevarian-
ten (b;x;a;y) 2
^
U die Wahrsheinlihkeiten P (bja;x;y) so geshätzt werden, daÿ
sih die zu erwartenden Fehler für die beiden Gröÿen in Grenzen halten und beim
späteren Einsatz in einem Segmentierungs- oder Spraherkennungssystem möglihst
niht zu Performanzeinbuÿen führen. Die Shätzung der Wahrsheinlihkeiten soll
also robust gegen die Unvollständigkeit der Trainingsdaten sein.
Mit der in Abshnitt A.1.3 vorgeshlagenen Methode erhält man ein
^
U
0
, das al-
le in einem Trainingsmaterial beobahteten Mikro-Aussprahevarianten enthält,
und Maximum-Likelihood Shätzungen für die entsprehenden Wahrsheinlihkei-
ten. Diese werden aber die Robustheitsforderung aufgrund des geringen Umfangs,
der reales Trainingsmaterial stets kennzeihnet, wohl niht optimal erfüllen.
Im Rahmen dieses statistishen Aussprahemodells werden zwei speziellere Metho-
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den verwendet, um trotz der eigentlih zu geringen Menge an Trainingsmaterial
robuste Shätzungen für die Wahrsheinlihkeiten P (bja;x;y) angeben zu können.
Diese Methoden sind in den nähsten beiden Unterabshnitten beshrieben.
Bei beiden Verfahren wird die MengeU
(1)
der möglihen Aussprahevarianten etwas
beshränkt und zwar in der Form U

= 
b

x

a

y
. Für die geshätzten
Mengen
^
U gilt dann stets
^
U  U

.
Die Einshränkung der möglihen Aussprahevarianten betrit zunähst den be-
trahteten Prä- und Postkontext: Er wird auf jeweils ein Symbol reduziert, d.h

x
= S und 
y
= S. Dadurh werden Probleme umgangen, die durh die zwangs-
läug bei der Shätzung auftretenden statistishen Bindungen zwishen Mikro-
Varianten entstehen, die sih nur im Prä- oder Postkontext untersheiden, und zwar
so, daÿ jeweils der Präkontext der einen Variante ein Sux des Präkontextes der
anderen ist, bzw. der Postkontext der einen ein Präx des Postkontextes der ande-
ren ist. Zusätzlih ist es unmittelbar einsihtig, daÿ die Reduktion des Kontextes
auf nur ein Symbol im Hinblik auf die spätere Verwendung in einem Modell erster
Ordnung von Vorteil ist.
Weiterhin sind selbst in einem theoretishen U
(L)
die Stringmengen, aus denen a
und b entnommen sind, endlih. Diese Beshränkung ergibt sih shon allein aus der
Tatsahe, daÿ einzelne sprahlihe Äuÿerungen in irgendeiner Form zeitlih begrenzt
sind. Für 
a
und 
b
werden deshalb Stringmengen angenommen deren Elemente
eine maximale Stringlänge l haben, also 
a
= faja 2 ^ jaj  l
a
g und 
b
= fbjb 2
 ^ jbj  l
b
g.
9
Mit dieser Einshränkungen ist U

= 
b

x

a

y
eine Menge mit endlih
vielen Elementen. Damit ist die Zahl der möglihen Mikro-Aussprahevarianten,
und damit die der Elementarereignisse bei der Shätzung der Wahrsheinlihkeiten
ebenfalls endlih. Dies ist zwar keine notwendige Voraussetzung, erleihtert aber die
folgenden Betrahtungen.
Annahme statistisher Unabhängigkeit zwishen Prä- und Postkontext
Zunähst wird statistishe Unabhängigkeit zwishen dem Prä- und dem Postkontext
angenommen, d.h es wird davon ausgegangen, daÿ die statistishen Bindungen der
Aussprahe niht so weitreihend sind, daÿ der Laut vor der variierenden Lautfolge
den Laut nah dieser Folge beeinuÿt. Da in der Lautmodellierung nur ein Modell
erster Ordnung verwendet wird, liegt diese Vereinfahung nahe.
9
Die Shreibweise jaj bezeihnet die Länge des Strings a.
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Formt man P (bjx;a;y) unter Berüksihtigung von P (yjx) = P (y) um, so erhält
man:
P (bjx;a;y) =
P (x;yjb;a)P (bja)
P (x;yja)
=
P (yjb;a)P (xjb;a)P (bja)
P (x;yja)
(A.48)
Es werden lediglih Shätzungen für P (yjb;a), P (xjb;a), P (bja) und P (x;yja) benö-
tigt. Diese Wahrsheinlihkeiten können robuster geshätzt werden, da die zugrun-
deliegenden Ereignisse gröÿere Teilmengen der Elementarereignismenge sind. So ist
z.B. das Ereignis, die Vertaushung von b durh a mit Präkontext x zu beobahten,
gegeben durh
S
y2
y
(b;x;a;y) und zur Berehnung der Ereignishäugkeiten wer-
den alle Häugkeiten der Einzelereignisse in dieser Menge addiert. Die Shätzung der
Teilwahrsheinlihkeiten im linken und rehten Kontext beruht dann auf gröÿeren
absoluten Häugkeiten, als dies ohne der Annahme der statistishen Unabhängigkeit
zwishen Prä- und Postkontext der Fall gewesen wäre und ist deshalb robuster.
Mit der Maximum-Likelihood Methode anhand relativer Häugkeiten können
P (xjb;a), P (yjb;a) und P (bja) aus den n(b;x;a;y) wie folgt geshätzt werden.
p^(xjb;a) =
n(b;x;a)
X
x
0
2
x
n(b;x
0
; a)
(A.49)
p^(yjb;a) =
n(b;a;y)
X
y
0
2
y
n(b;a;y
0
)
(A.50)
mit:
n(b;x;a) =
X
y2
y
n(b;x;a;y) (A.51)
n(b;a;y) =
X
x2
x
n(b;x;a;y) (A.52)
(A.53)
Die Wahrsheinlihkeit P (x;yja) kann aus den Häugkeiten n(x;a;y) bestimmt wer-
den:
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p^(x;yja) =
n(x;a;y)
X
y
0
2
y
X
x
0
2
x
n(x
0
; a;y
0
)
(A.54)
Durh die Shätzung der Wahrsheinlihkeiten mit dieser Methode werden für eine
gröÿere Anzahl von Mikro-Aussprahevarianten, als im Trainingsmaterial beobah-
tet, von Null vershiedene Auftretenswahrsheinlihkeiten angeben. Die Menge
^
U
1
der mit der Methode generierten Mikro-Aussprahevarianten ist:
^
^
U
1
=

(b;x;a;y)


X
^
y2
y
n(b;x;a;
^
y) > 0 ^
X
x^2
x
n(b;
^
x;a;y) > 0
	
(A.55)
Damit enthält
^
U
1
mehr Elemente als
^
U
0
und es wird auh im Trainingsmaterial
unbeobahteten Ereignissen eine Wahrsheinlihkeit gröÿer Null zugeordnet. Bedin-
gung dafür ist, daÿ jeweils der linke und der rehte Mikro-Aussprahevariantenteil
beobahtet wurden, aber niht notwendigerweise in Verbindung miteinander.
Shätzung der Ereigniswahrsheinlihkeitenmit der absolute-disounting-
Tehnik Bei dieser Methode werden Wahrsheinlihkeiten für Ereignisse niht mit
der traditionellen Maximum-Likelihood Methode sondern mit Hilfe von Varianten
der Touring-Good [31℄,[19℄ Formeln bzw. mit Kreuzvalidierungstehniken geshätzt.
Kerngedanke hierbei ist, einen Teil der Wahrsheinlihkeitsmasse umzuverteilen:
die Maximum-Likelihood-Wahrsheinlihkeiten von Ereignissen, die in einem Trai-
ningskorpus tatsählih beobahtet wurden, werden dekrementiert und die Summe
der Dekremente auf niht beobahtete, aber möglihe Ereignisse verteilt. Das ge-
shieht dadurh, daÿ ein disounting
10
der absoluten Auftretenshäugkeiten statt-
ndet, d.h. diese Häugkeiten selbst dekrementiert werden.
Die disounting-Tehnik hat sih bei Sprahmodellen, die die Wahrsheinlihkeit für
das Aufeinanderfolgen zweier Wörter in gesprohener Sprahe angeben, als erfolg-
reih erwiesen. Bei der Shätzung der Wahrsheinlihkeiten für Sprahmodelle sind
spärlihe Trainingsdaten ebenfalls ein Kernproblem.
Die Überlegungen, die dazu führen, von den absoluten Häugkeiten einen Teil abzu-
ziehen und ungesehenen Ereignissen zuzushlagen, sollen nun kurz dargelegt werden.
Zunähst führt man sih vor Augen, daÿ Ereignisse, die in einer Trainingsstihpro-
be gleih oft vorkommen, auh gleihe Ereigniswahrsheinlihkeiten erhalten sollten.
10
von engl. to disount: abziehen (vom Nominalwert).
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Angenommen, zur Shätzung der Wahrsheinlihkeiten P (u
i
) für K vershiedene
Ereignisse einer Menge U = fu
0
: : : u
K 1
g steht ein Trainingsmaterial mit N Ereig-
nissen x
t
2 U, t = 0 : : : N   1 zur Verfügung. Die absoluten Auftretenshäugkeiten
sind wiederum n(u
i
). Alle Ereignisse mit gleihen n(u
i
) = r bilden eine Äquivalenz-
klasse: Alle P (u
i
) aus dieser Klasse sollen gleih sein und den Wert p
r
haben.
11
Die
Mähtigkeit der Äquivalenzklasse, d.h. die Zahl der Ereignisse die genau r mal in
der Stihprobe auftraten sei n
r
.
p
r
= P (u
i
) wenn n(u
i
) = r (A.56)
n
r
= jfu
i
jn(u
i
) = rgj (A.57)
Um zu testen, ob die P (u
i
) vernünftig geshätzt sind, wäre es denkbar, eine be-
stimmte Anzahl von Ereignissen aus dem gesamten Material auszublenden, also
zwei Indexmengen X und Y mit X[Y = f0; 1 : : :N   1g und X\Y = ; zu bilden.
Die Menge X könnte zur Shätzung der Parameter verwendet werden, die Men-
ge Y zum Testen und zwar mit der früher bereits eingeführten Perplexität  oder
bildliher, dem Grad an Überrashtheit  in folgender Weise: Die in der Testmenge
auftretenden Ereignisse sollen mit den aus der Trainingsmenge geshätzten Wahr-
sheinlihkeiten p^(u
i
) insgesamt möglihst wenig Überrashung hervorrufen, d.h. Er-
eignisse mit niedrigem p^(u
i
) sollen selten vorkommen und solhe mit hohem p^(u
i
)
eher häuger. Die Überrashung, die ein einzelnes Ereignis bei geshätzten p^(u
i
)
verursaht, ist   ld(p^(u
i
)). Um die Testsetperplexität zu bestimmen, werden die
einzelnen Perplexitätsbeiträge der Ereignisse über das Testset summiert und auf
seine Gröÿe normiert.
Nimmt man die Aufteilung in Test- und Trainingsset so vor, daÿ X genau N   1
Elemente enthält und Y genau eines, so ist die Testsetperplexität natürlih gleih
dem Perplexitätsbeitrages des einen Elements in Y. Es sind N vershiedene Auf-
teilungen in Testset und Trainingsset in der beshriebenen Art und Weise möglih.
Die gesamte Perplexität aller möglihen Testsets stellt ein sinnvolles Minimierungs-
kriterium dar, da jedes Ereignis einmal zu Testzweken verwendet wird, sonst aber
immer im Trainingsset ist (leave-one-out-Verfahren).
Mit dem weiter oben eingeführten Konzept der Äquivalenzklasseneinteilung können
die p
r
global optimiert werden. Die Trainingssets sind jeweils mit N   1 Elementen
11
Der Index r ist hier kursiv gesetzt, da es sih  im Gegensatz zu z.B.n
e
 um eine Variable
handelt.
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gleih groÿ, so daÿ in jedem Set Ereignisse mit gleiher Auftretenshäugkeit auh
dieselben Wahrsheinlihkeiten zugeordnet bekommen sollen. Die p^(u
i
) werden aus
den optimierten p
r
berehnet.
Man betrahte folgende Aufteilung:
 Der Testkorpus sei ein Ereignis, das im Gesamtkorpus die Auftretenshäugkeit
n(u
i
) = r + 1 hat.
 Im Traningskorpus hat das Ereignis nur noh die Auftretenshäugkeit r. Seine
Äquivalenzklasse ist also r und die zugeordnete Wahrsheinlihkeit ist p
r
.
Da das Ereignis im Gesamtkorpus r + 1 mal aufgetreten ist, gibt es r + 1 derartige
Aufteilungen für dieses eine Ereignis. Die Äquivalenzklasse umfaÿt n
r+1
Ereignisse.
Der gesamte Perplexitätsbeitrag aller n
r+1
Ereignisse der Äquivalenzklasse r+ 1 ist
folglih (r + 1)n
r+1
ld(p
r
).
Wenn es R Äquivalenzklassen gibt, d.h. das maximale n(u
j
) = R war, ergibt sih
die Gesamtperplexität über alle Äquivalenzklassen zu:
L

d
=
R 1
X
r=0
(r + 1)n
r+1
ld(p
r
) (A.58)
Die Gröÿe L

d
muÿ nun unter Berüksihtigung der Nebenbedingung, daÿ die Summe
über alle Ereigniswahrsheinlihkeiten Eins sein soll, minimiert werden. Die Neben-
bedingungen sind:
K 1
X
i=0
n(u
i
) =
R
X
r=1
rn
r
= N (A.59)
K 1
X
i=0
p^(u
i
) =
R
X
r=0
n
r
p
r
= 1 (A.60)
Das Problem der Suhe nah Extrema mit Nebenbedingung kann mit Lagrange-
Multiplikatoren gelöst werden. Formuliert man G. A.58 mit Gl. A.60 als
L

d
=
R 1
X
r=0
(r + 1)n
r+1
ld(p
r
)  

R
X
r=0
n
r
p
r
  1

(A.61)
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wobei  der Lagrange-Multiplikator ist, ergibt partielles Dierenzieren für die ein-
zelnen p
r
den Ausdruk:
p
r
=
1

(r + 1)n
r+1
n
r
für r = 0; 1 : : :R  1 (A.62)
Der Wert des Lagrange-Multiplikators kann mit den Gln. A.59 und A.60 bestimmt
werden:
R
X
r=0
n
r
p
r
=
1

R 1
X
r=0
(r + 1)n
r+1
| {z }
P
R
r=1
rn
r
=N
+p
R
n
R
= 1
damit ergibt sih:
 =
1  p
R
n
R
N
(A.63)
und die p
r
werden geshätzt als:
p
r
=
1  p
R
n
R
N
(r + 1)n
r+1
n
r
(A.64)
Die Gesamtwahrsheinlihkeit für die in der Trainingsstihprobe beobahteten Er-
eignisse ist dann:
R
X
r=1
p
r
= 1 
n
1
N
(1  n
R
p
R
) (A.65)
Das bedeutet, daÿ die Wahrsheinlihkeitsmasse
n
1
N
(1   n
R
p
R
) noh frei ist und
über unbeobahtete, aber möglihe Ereignisse verteilt werden kann.
Nimmt man an, daÿ p
R
n
R
 1 gilt, was für reale Trainingsstihproben oft gereht-
fertigt ist, ergibt sih die Touring-Good-Shätzung:
p
r
=
1
N
(r + 1)n
r+1
n
r
(A.66)
Die in diesem Fall freie Wahrsheinlihkeitsmasse ist dann
n
1
N
. Die so geshätzten
Wahrsheinlihkeiten p
r
sind also durhshnittlih niedriger, als die relativen Häu-
gkeiten
r
N
. Die geshätzte Wahrsheinlihkeit kann also in der Form
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p
r
=
r   d(r)
N
(A.67)
geshrieben werden. Die Funktion d(r) wird als Disountingfunktion bezeihnet. Sie
ist eine Funktion der Auftretenshäugkeit r mit d : r ! R. Für eine Shätzung nah
Gl. A.64 ergibt sih:
d(r) = r  
(1  n
R
p
R
)n
r+1
n
r
(r + 1) (A.68)
Diese Disountingfunktion hat jedoh den Nahteil, daÿ sie keine monoton stei-
genden p
r
für wahsende r fordert, was für eine sinnvolle Abshätzung der Ereig-
niswahrsheinlihkeiten jedoh wünshenswert ist, denn natürlih sollten Ereignisse
mit gröÿeren Auftretenshäugkeiten auh gröÿere Wahrsheinlihkeiten erhalten.
Im hier beshriebenen Ansatz wird deshalb eine wesentlih einfahere Disounting-
funktion verwendet, nämlih d(r) = b
0
= onst. Dieses Vorgehen wird als absolu-
te disounting [32℄ bezeihnet. Hierbei wird zwar Gl. A.61 niht exakt minimiert,
aber die Grundidee der Umverteilung der Wahrsheinlihkeitsmasse verwirkliht,
und zwar so, daÿ Ereignisse mit hohen Auftretenshäugkeiten relativ gesehen weni-
ger stark betroen sind als solhe mit geringen Häugkeiten.
Das ist durhaus sinnvoll, denn ob ein Ereignis nur einmal oder überhaupt niht in
der Stihprobe aufgetreten ist, kann als zufällig angesehen werden, und die Shätzung
anhand der relativen Häugkeit ist eher unsiher. Sie sollte verhältnismäÿig stärker
nah unten korrigiert werden als bei häugeren Ereignissen.
Wendet man die absolute Disountingfunktion mit konstantem b
0
zur Shätzung der
P (bja;x;y) an, so ergibt sih:
p^(bja;x;y) =
8
<
:
n(b;x;a;y)  b
0
n(x;a;y)
für n(b;x;a;y) > 0
b
0
K   n
0
Nn
0
sonst
(A.69)
mit
n
0
= jf(b;x;a;y)j(b;x;a;y) 2 U

^ n(b;x;a;y) = 0gj (A.70)
K = jU

j (A.71)
N =
X
(b;x;a;y)
2U

n(b;x;a;y) (A.72)
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Es werden also allen Ereignissen aus U

von Null vershiedene Wahr-
sheinlihkeiten zugeordnet, d.h. die von dieser Methode geshätzte Mikro-
Aussprahevariantenmenge
^
U
3
= U

hat die gröÿte Mähtigkeit im Vergleih zu
den beiden bisherigen Shätzungen nah dem Maximum-Likelihood-Kriterium und
mit Annahme der Unabhängigkeit zwishen linken und rehtem Kontext.
Die groÿe Mähtigkeit der Menge führt bei deren Anwendung zu einer starken Über-
generierung von Aussprahehypothesen. Es sind siher vielen  im phonetishen Sinn
 unmöglihen Varianten kleine, aber doh von Null vershiedene Wahrsheinlih-
keiten zugeordnet. Dies führt mit der real vorhandenen Rehenkapazität und der
niht optimalen akustishen Modellierung zu Problemen.
Eine sinnvollere Basis-Aussprahenvariantenmenge ist die des regelbasierten Aus-
sprahemodells. Man kann dann in den Gln. A.70 - A.72 die Menge U

ersetzen
durh:
U

= f(b;x;a;y)jn(b;x;a;y) > 0g [ U
man
(A.73)
Formulierung des Modells
Kontextuelle Einüsse Ein Problem bei der Berehnung der Makro-Ausspra-
hevariantenwahrsheinlihkeiten sind q
0
= (i
0
; b
0
;m)
0
) und q
00
= (i
00
; b
00
;m)
00
) (mit
vershiedenen Anwendbarkeitsbedingungen m
0
und m
00
), die sih überlappen. In
Abb. A.13 ist dies der Fall für q
0
und q
1
sowie für q
5
und q
0
.
< h OY t
d
@ # Q
h
a b @
m
n t >
q
0
q
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Abbildung A.13: Überlappung von Mikro-Aussprahevariantenanwendungen.
Wenn Mikro-Aussprahevarianten die gleihe Anwendbarkeitsbedingung haben  wie
q
2
und q
3
im Beispiel  tritt kein Problem auf, da sih die Shätzung der Ereig-
niswahrsheinlihkeiten immer auf den gleihen Kontext bezieht. Es ist aber niht
gesihert, daÿ alle möglihen Überlappungen beobahtet wurden. Darum kann keine
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Aussage darüber gemaht werden, ob nun Varianten mit der Anwendbarkeitsbe-
dingung m
0
wahrsheinliher sind als solhe mit m
00
oder umgekehrt. Die Wahr-
sheinlihkeitsmasse soll deshalb auf solhe Ereignisse gleihverteilt werden. Dazu
wird eine Kontextwahrsheinlihkeit p
e
(q) eingeführt. Um sie zu berehnen, wird die
gesamte Menge der anwendbaren Mikro-Aussprahevarianten in K Untermengen
D
()
l
 Q
()
; l = 0 : : :K   1 aufgeteilt, für die gilt:
 die Mikro-Aussprahevarianten q
0
und q
00
in D
()
l
überlappen sih niht oder
sind im exakt gleihen Kontext anwendbar.
 Es gibt keine Mikro-Aussprahevariante in Q
()
nD
()
l
, die sih niht mit min-
destens einer in D
()
l
überlappt.
 Es gibt keine Mikro-Aussprahevariante in Q
()
n D
()
l
, die die exakt gleihe
Anwendbarkeitsbedingung wie eine innerhalb von D
()
l
hat.
Jede dieser Untermengen stellt ein System dar, innerhalb dessen die geshätzten
Mikro-Aussprahevariantenwahrsheinlihkeiten gelten. Die Kontextwahrsheinlih-
keiten p
e
(q), mit denen sie beaufshlagt werden, um eine Gleihverteilung der Wahr-
sheinlihkeitsmasse zu erreihen, sind nun die relativen Auftretenshäugkeiten der
jeweiligen q in den Mengen
12
D
()
l
:
p
e
(q) =


fl j q 2 D
()
l
g


K
(A.74)
Diese Kontextwahrsheinlihkeiten geben eine Abshätzung für die statistishen Ab-
hängigkeiten der Mikro-Aussprahevarianten im Kontext einer bestimmten Referenz-
aussprahe an.
Die Berehnung der Gröÿe p
e
(q) erfolgt rekursiv, da viele der Mengen D
()
l
gleihe
Untermengen enthalten. Eine Darstellung, mit der sih dieser Sahverhalt kompakt
ausdrüken läÿt, sind gerihtete Graphen. Dazu wird jedes Element q 2 Q
()
als
Knoten angesehen. Zwishen zwei Knoten q
0
und q
00
wird eine gerihtete Kante ein-
gefügt, wenn sih q
00
unmittelbar nah q
0
anwenden läÿt, ohne daÿ dabei ein anderes
Element q übersprungen werden muÿ. Knoten mit exakt gleihem Anwendungskon-
text werden zu Superknoten zusammengefaÿt.
Jeder Weg durh den Graphen von einem Anfangs- zu einem Endknoten repräsen-
tiert eine Menge D
()
l
, da Kanten entlang des Weges sih niht übershneidende und
12
Die Mähtigkeit einer Menge wird hier mit jDj notiert.
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direkt aufeinander folgende Mikro-Aussprahenvariantenanwendungen q darstellen.
Insgesamt sind folglih K Wege im Graphen enthalten. Den Kanten werden nun
Wahrsheinlihkeiten zugeordnet. Das Produkt über die Wahrsheinlihkeiten aller
Kanten, die auf einemWeg liegen, der einD
()
l
repräsentiert, soll immer P (D
()
l
) =
1
K
sein.
0.5
0.
5
1.0
1.0
0.5
0.
5
1.0
1.0
  
 
  
 
 
start
q
0
q
1
q
2
;q
3
q
4
q
5
end
Abbildung A.14: Graph der unmittelbar hintereinander anwendbaren q für das
Beispiel aus Abb. A.13. Man veriziert leiht, daÿ hier p
e
(q
0
) = p
e
(q
1
) = 0:5,
p
e
(q
2
) = p
e
(q
3
) = 1 und p
e
(q
2
) = p
e
(q
3
) = 0:5 gilt.
Die Berehnung dieser Wahrsheinlihkeiten kann mit dem in Abshnitt A.1.2 vor-
gestellten Algorithmus rekursiv und ezient erfolgen. Die resultierenden Knoten-
wahrsheinlihkeiten sind dann die p
e
(q), da sie genau die relativen Häugkeiten,
mit denen der Knoten q in einem Weg durh den Graphen enthalten war, angeben
(siehe Gl. A.74).
Abb. A.14 zeigt den Graphen der unmittelbar hintereinander anwendbaren q für
das Beispiel aus Abb. A.13.
Konstruktion der Makro-Aussprahevarianten-Wahrsheinlihkeit Zur
Darstellung aller Makro-Aussprahevarianten zu einer Äuÿerung und der jeweiligen
Wahrsheinlihkeiten der Varianten wird nun wiederum ein endliher Zustandsau-
tomat konstruiert. Die Struktur des beshreibenden Variantengraphen ist durh die
Menge Q
()
, die alle auf die Referenzaussprahe  anwendbaren Mikro-Aussprahe-
varianten und die Lokation der möglihen Anwendung umfaÿt, gegeben.
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Den Kanten des Graphen müssen noh Wahrsheinlihkeiten gemäÿ den Überlegun-
gen aus den Abshnitten A.1.3 bis A.1.3 zugeordnet werden. Diese sollen anhand der
Shätzungen für P (bjx;a;y) und der Kontextwahrsheinlihkeiten p
e
(q) bestimmt
werden.
Die Knotenmenge D des Graphen setzt sih  wie in Abshnitt A.1.1 eingeführt
 zusammen aus Knoten h
i
, die die Referenztranskription emittieren, und Knoten
q
k;l
, die jeweils den Ersetzungsphonemstring b von q
k
= (i; b;m) emittieren. Um
eine Falluntersheidung zu vermeiden, werden Elisionen, also Fälle, in denen b = 0
ist, durh die Einfügung eines nihtemittierenden Knotens q
k;0
gelöst. Dann kann
Für jede q
k
ein Eintrittsknoten s(q) und ein Austrittsknoten a(q) deniert werden:
s(q
k
) = q
k;0
(A.75)
a(q
k
) =
8
<
:
q
k;jbj 1
für b 6= 0
q
k;0
sonst
(A.76)
mit q
k
= (i; b;m)
Eine Kante von einem Knoten aus der Menge fh
0
: : : h
N 1
g zu einem Knoten s(q
k
)
repräsentiert einen Zustandswehsel, der die Anwendung der entsprehenden Mikro-
Aussprahevariante bedeutet. Kanten, die zwei Knoten aus der Menge der h
i
verbin-
den repräsentieren Zustandswehsel, bei denen keine Anwendung eventuell mögliher
Mikro-Aussprahevarianten stattndet.
Elemente aus der Menge der q
k;l
haben immer genau einen Vorgänger- und genau
einen Nahfolgerknoten (siehe Fall 1 aus Abshnitt A.1.1). Berüksihtigt man dies,
so sind folgende bedingte Wahrsheinlihkeiten durh die Anwendung von q
k
=
(i; b;x;a;y) bestimmt.
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P (h
i 1
js(q
k
)) = 1 (A.77)
P (h
i+jaj
ja(q
k
)) = 1 (A.78)
P (q
k;l
jq
k;l 1
) = 1 1 < l < jbj (A.79)
P (s(q
k
)jh
i 1
) =
P (s(q
k
))P (h
i 1
js(q
k
))
P (h
i 1
)
=
P (s(q
k
))
P (h
i 1
)
(mit Gl. A.77)
(A.80)
P (h
i
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) = 1 
X
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 
+
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k
0
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(A.81)
In Abb. A.15 ist ein Ausshnitt aus einem möglihen Graphen dargestellt und die
entsprehenden Wahrsheinlihkeiten eingezeihnet.
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Abbildung A.15: Ausshnitt aus einem möglihen Graphen mit Knotenbezeihnun-
gen und Wahrsheinlihkeiten.
Die Wahrsheinlihkeiten P (h
i
) und P (s(q
k
)) aus den Gln. A.80 und A.81 sind die
Gesamtwahrsheinlihkeiten, daÿ sih der jeweilige Knoten in einer in einer emittier-
ten Zustandsfolge bendet. Die Wahrsheinlihkeit P (q
k
), daÿ die Mikro-Ausspra-
hevariante q
k
angewendet wird, ist folglih gleih der Knotenwahrsheinlihkeit von
s(q
k
). Mit Gl. A.79 ergibt sih:
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P (q
k
) = P (s(q
k
)) = P (q
k;0
) = P (q
k;1
) =    = P (a(q
k
)) (A.82)
P (s(q
k
)) soll aus den geshätzten Wahrsheinlihkeiten P (bjx;a;y) und der Kon-
textwahrsheinlihkeit p
e
(q) berehnet werden:
P (q
k
) = P (i; b;x;a;y) = p
e
(q
k
)P (bjx;a;y) (A.83)
Die Wahrsheinlihkeiten P (h
i
) können dann aus den lokalen Normierungsbedin-
gungen berehnet werden. Mit den Gln. A.80 und A.78 ergibt sih:
P (h
i
) =
X
d
j
2 
 
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)P (h
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(A.84)
Auh hier kann also die Rekursivität zur Berehnung ausgenützt werden. Führt man
die Rekursion bis zum Anfangsknoten (Wahrsheinlihkeit Eins) durh, so heben sih
alle Terme mit negativem Vorzeihen auf, mit Ausnahme der Wahrsheinlihkeiten
von Varianten, die den Knoten h
i
aussparen. Es ergibt sih:
P (h
i
) = 1 
X
k
0
2R
i
P (q
k
0
)
wobei R
i
= fk
0
jn
a
(q
k
0
) < i ^ n
r
(q
k
0
) > ig
(A.85)
Die Wahrsheinlihkeit, daÿ lokal die Referenztranskription realisiert wird, ist also
 wie von der Anshauung her klar  das Komplement der Wahrsheinlihkeit, daÿ
eine möglihe Variante angewendet wird.
Damit ist der Zustandsautomat vollständig beshrieben. Es kann zu jeder Referenz-
aussprahe  ein Variantengraph konstruiert werden und die Zustandsübergänge mit
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den Gln. A.77  A.81, A.83 und A.85 gewihtet werden. Die expliziten Wahrshein-
lihkeiten P (rj) können gemäÿ der Standard-Formeln für Markov-Ketten berehnet
werden, da jedem r genau eine Zustandsfolge zugeordnet ist.
A.2 Aufbau des MAUS Systems
In diesem Kapitel ist der Aufbau des gesamten Systems zur Segmentierung
und Etikettierung von Sprahe  kurz MAUS
13
(Münhner AUtomatishes
Segmentationssystem)  dargestellt. Die Funktionsweise der beiden Hauptkompo-
nenten, nämlih der Sprahlautmodellierung
14
und der Aussprahemodellierung,
wurde in den vorhergehenden beiden Kapiteln detailliert beshrieben. Hier wird auf
die weiteren Komponenten und ihre Integration in das Gesamtsystem eingegangen.
Alle Komponenten sind modular und in ihrer Funktionsweise voneinander unabhän-
gig aufgebaut. Sie werden in einfaher Weise seriell vershaltet, d.h. das Ergebnis,
das eine Komponente ausgibt, wird von der nähsten Komponente unmittelbar als
Eingabe verwendet.
Konkret wird nah der Aufbereitung des Datenmaterials zunähst eine Referenz-
transkription aus der vorliegenden orthographishen Repräsentation der Äuÿerung
erzeugt. Danah wird anhand dieser Referenztranskription und dem verwendeten
Aussprahemodell ein Variantengraph erzeugt, der in kompakter Form alle hypo-
thetisierten Aussprahevarianten der Äuÿerung enthält.
Daran shlieÿt sih der Aufbau eines HMM-Zustandsraumes anhand des Varianten-
graphen an. In diesem Zustandsraum wird eine Viterbi-Suhe nah der optimalen
Zustands- bzw. Laut-HMM-Folge durhgeführt. Die optimale Zustands- bzw. Laut-
HMM-Folge ist dadurh harakterisiert, daÿ sie mit der gröÿten Wahrsheinlihkeit
die Merkmalsvektorfolge erzeugt hat, die aus der akustishen Repräsentation der
Äuÿerung extrahiert wurde.
Aus der optimalen Folge der Lautmodelle ergibt sih eine Zuordnung von
Merkmalsvektor-Teilfolgen zu den Lautmodellen und damit eine Segmentierung: Je-
de Merkmalsvektor-Teilfolge stellt ein zeitlihes Segment dar und ist durh den Laut,
den das zugeordnete HMM repräsentiert, klassiziert. Da der Viterbi-Algorithmus
13
Der Name wurde am Institut für Phonetik und Sprahlihe Kommunikation vom Autor und
anderen gewählt.
14
In dieser Arbeit aus Platzgründen niht entahlten.
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Datenbasis
Transliteration
Sprahsignal
?
?
Erzeugung der
Referenztran-
skription (A.2.2)
'
&
$
%
-
Kanonishe For-
men der Wörter
(3.3)
?
Erzeugung des
Variantengra-
phen (A.2.3)
'
&
$
%
-
Aussprahe-
modellierung
(A.1)
?
Aufbau des HMM-Suhraumes an-
hand des Hypothesengraphen und
Viterbi-Suhe (A.2.4)
'
&
$
%
-
Trainierte
HMMs für alle
Phoneme
?
Segmentierung und Etikettierung
Abbildung A.16: Shematisher Aufbau von MAUS. In Klammern die Abshnitte,
in denen die einzelnen Module bzw. Wissensquellen besprohen werden.
zur Suhe verwendet wird, ist die Zuordnung der Merkmalsvektor-Teilfolgen zu den
Modellen eindeutig, und die Segmente sind nihtüberlappend.
Die eben kurz angerissenen Shritte werden in den nähsten Abshnitten detaillierter
beshrieben. Abb. A.16 gibt einen Überblik über das Gesamtsystem.
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A.2.1 Aufbereitung des Datenmaterials
Wie im Abshnitt 3 bereits angesprohen, kann eine phonetish befriedigende au-
tomatishe Segmentierung und Etikettierung nur mit zusätzlihem Wissen erzeugt
werden, das über die bloÿe akustishe Information im Sprahsignal hinausgeht. Eine
orthographishe Repräsentation des Äuÿerungsinhaltes, eine Transliteration, stellt,
wie erwähnt, eine mit vertretbarem Aufwand manuell generierbare und relativ zu-
verlässige Wissensquelle dar. Die Transliteration einer Äuÿerung in dem im Rahmen
dieser Arbeit verwendetem Format (vgl. [9℄,[7℄) kann beispielsweise wie folgt ausse-
hen:
UTB008: <A> wie <:<#Klopfen> sieht:> es denn direkt <Shmatzen> nah
Ihrem Kongre"s aus <A> ? <"ahm> vielleiht Mittwoh ,
Donnerstag , f"unfzehnten , sehzehnten Dezember ?
Die Transliteration enthält Markierungen für artikulatorishe Phänomene wie
Häsitationen (<äh>,<ähm>,<hm>), Atmen und merklihen Pausen während
der Äuÿerung (<A>,<P>) und Zögern während der Äuÿerung eines Wortes
(<Z>). Weiterhin sind artikulatorishe und niht-artikulatorishe Geräushe (z.B.
<Shmatzen>,<#Klopfen>) markiert. Das Format sieht noh eine Fülle von weitern
Markierungen für Äuÿerungsteile vor, die  wie in Spontansprahe häug zu be-
obahten  von der normalen Grammatik abweihen. Diese nden hauptsählih in
der linguistishen Analyse von Spontansprahe Anwendung und wurden hier niht
berüksihtigt.
Spontansprahlihe Äuÿerungen, von denen eine akustishe Repräsentation in Form
eines gespeiherten Sprahsignals einerseits und eine orthographishe Repräsentation
in Form einer Transliteration andererseits vorliegen, sind der Ausgangspunkt des
Gesamtsystems zur Segmentierung und Etikettierung.
A.2.2 Erzeugung der Referenztranskription
Die Aufgabe des ersten Moduls am Eingang des Systems ist die Umsetzung der
Transliteration in eine Referenztranskription. Dazu wird ein kanonishes Ausspra-
helexikon verwendet, das für jedes Wort, das in den Transliterationen auftritt, eine
eindeutige Abbildung seiner orthographishen Repräsentation in eine phonetishe
Transkription enthält. Die Anforderungen an eine derartige Abbildung wurden be-
reits in Abshnitt 3.3 speziziert.
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Jedes Element der Transliteration wird seriell in einen String von Transkriptions-
symbolen transformiert, und zwar die einzelnen vershiedenen Elemente in folgender
Weise:
Vollständige Wörter werden im Aussprahelexikon gesuht und der String von
Transkriptionssymbolen an den Referenzaussprahestring angehängt.
Unvollständige, abgebrohene und unterbrohene Wörter: Eine Tran-
skription, die das Wortfragment lautlih wiedergibt, wird mit Hilfe des
Aussprahelexikons erzeugt und an den Referenzaussprahestring angehängt.
Artikulatorishe und nihtartikulatorishe Geräushe: Ein einziges Symbol
für einen nihtsprahlihen Bereih wird an den Referenzaussprahestring an-
gehängt.
Leerzeihen, die Elemente trennen werden durh ein Elementtrennungssymbol
(#) im Referenzaussprahestring repräsentiert.
Als Referenzaussprahestring für das oben in Abshnitt A.2.1 angegebene Beispiel
ergibt sih dann:
<nib> v i: # <nib> z i: t # Q E s # d E n # d I r E k t # <nib> n a: x #
Q i: r  m # k O N g r E s # Q aU s # <nib> Q E: m # f I l aI C t # m I
t v O x # d O n 6 s t a: k # f Y n f t s e: n t  n # z E C t s e: n t 
n # d e t s E m b 6
A.2.3 Generierung eines Variantengraphen
Die Aufgabe des nähsten Moduls ist es, einen Variantengraphen zur Aussprahe-
modellierung zu erzeugen. Der Variantengraph beshreibt einen Zustandsautomaten
der einen Markov-Prozeÿ implementiert (vgl. A.1). In den Zuständen des Automaten
werden Transkriptionssymbole emittiert. Alle hier verwendeten Zustandsautomaten
haben einen eindeutigen, nihtemittierenden Anfangs- und Endzustand und jede
Zustandsfolge vom Anfangs- zum Endzustand emittiert genau eine hypothetisierte
Transkriptionssymbolfolge.
Die Generierung des Variantengraphen erfolgt durh Anwendung der Aus-
spraheregeln im Falle des regelbasierten Aussprahemodells bzw. der Mikro-
Aussprahevarianten im Falle der statistishen Lautmodellierung auf die Referenz-
transkription. Der Aufbau der Struktur für beide Modelle ist dabei identish, die
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Gewihtung der Zustandsübergänge ist jedoh modellspezish (siehe hierzu Kapitel
A.1).
Mit dem Konzept des Variantengraphen können aber auh andere Möglihkeiten
der Aussprahemodellierung als die in Kapitel A.1 diskutierten verwendet werden.
Die dabei gewonnen Ergebnisse können zur Bewertung der statistishen und der
regelbasierten Aussprahemodellierung herangezogen werden.
Ein sinnvoller Vergleihspunkt ist immer die Referenztranskription selbst. In diesem
Fall ist der Variantengraph entartet und enthält nur eine einzige Hypothese. Die
Etikettierung ist in diesem Fall bereits an dieser Stelle festgelegt und die nahfol-
gende HMM-Stufe ist gezwungen, für alle Transkriptionssymbole ein Segment im
Zeitsignal zu nden, ob es nun tatsählih vorhanden ist oder niht. In Kapitel 3
wurde dafür der Terminus fored alignment eingeführt.
Um die Leistungsfähigkeit der Lautmodellierung zu testen, wird als Vergleih auh
eine freie Phonemerkennung duhgeführt. Der entsprehende Zustandsautomat be-
sitzt für jedes Element aus dem Transkriptionssymbolinventar S einen Zustand, der
das Symbol emittiert, und Zustandsübergänge von jedem Zustand zu jedem anderen.
A.2.4 Segmentierung und Etikettierung
Die HMM-Stufe bestimmt eine Lösung für die Maximierungsaufgabe aus Kapitel
3 und ndet zu einem gegebenen Signal die von der Aussprahemodellierung und
der Sprahlautmodellierung her wahrsheinlihste Segmentierung. Dazu müssen alle
von der Aussprahemodellierung gelieferten Hypothesen akustish, also mit dem
Zeitsignal anhand der Sprahlautmodellierung, bewertet werden.
Die verwendete Darstellung der Aussprahevarianten als Variantengraph ist struk-
turkompatibel mit den für die Aussprahemodellierung verwendeten HMMs. Es kann
für jede Äuÿerung ein HMM-System durh die Vernetzung der Laut-HMMs entspre-
hend des Variantengraphen aufgebaut und die optimale Zustandsfolge durh das
System mit dem zugrundeliegenden Zeitsignal bestimmt werden. Diese Zustandsfol-
ge verläuft im allgemeinen durh mehrere einzelne Laut-HMMs, und deren Abfolge
bestimmt die Etikettierung. Die Segmentierung ist durh die zeitlihe Zuordnung
des Sprahsignals zu den Laut-HMMs gegeben.
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Aufbau eines HMM-Zustandsraumes anhand des Variantengraphen
Der HMM-Stufe steht für jedes Element aus dem Transkriptionssymbolinventar S
ein HMM zur Verfügung, welhes das entsprehende Phonem
15
modelliert. Die Para-
meter dieser Laut-HMMs können mit den dafür üblihen Methoden geshätzt werden
(vgl. dazu z.B. [39℄).
Um die Hypothesen, die die Aussprahemodellierung in Form des Variantengraphen
liefert, akustish zu modellieren, wird anhand dieses Graphen ein HMM-System
für die zu segmentierende Äuÿerung aufgebaut. Jedem Knoten des Graphen ist ein
Transkriptionssymbol eindeutig zugeordnet, nämlih dasjenige, das im entsprehen-
den Zustand des aussprahemodellierenden Markovprozesses emittiert wird.
Jeder Knoten im Graphen wird durh eine Instanz (Kopie) des Laut-HMMs, wel-
hes das betreende Transkriptionssymbol akustish modelliert, ersetzt. Auf die-
se Weise werden zwei abstrakte Modellierungsebenen, jede auf der Basis endliher
Zustandsautomaten, miteinander kombiniert.
16
Es sei an dieser Stelle darauf hin-
gewiesen, daÿ ein Laut-HMM in einem derartigen System mehrmals instantiiert
17
werden muÿ, wenn vershiedene Knoten des Graphen das gleihe Symbol mit sih
assoziiert haben. Ein Variantengraph mit K Knoten, die durh HMM-Instanzen

0
; 
1
: : : 
K 1
ersetzt wurden, spannt dann ein HMM-System mit einer Zustands-
menge D = fd
i;j
j0  i < K ^ 0  j < M(
i
g auf, wobei i = 0 den Knoten des
Variantengraphen indexiert und j den Zustand des Laut-HMMs. Im HMM-System
existieren nun zwei Arten von Übergängen.
 Übergänge innerhalb von Laut-HMMs (d
i;j
; d
i;k
). Die Wahrsheinlihkeiten die-
ser Übergänge sind durh die akustishe Parametershätzung bestimmt.
 Übergänge zwishen Laut-HMMs (d
i;M(
i
) 1
; d
j;0
). Für jede Kante des Varian-
tengraphen wird ein solher Übergang eingeführt und mit der entsprehenden
Zustandsübergangswahrsheinlihkeit des aussprahemodellierenden Markov-
prozesses gewihtet.
15
da ein phonemishes Inventar verwendet wird, haben die Laute, die durh die Symbole reprä-
sentiert werden, Phonemstatus.
16
Eine gute und weitergehende Betrahtung dieses Konzeptes ndet sih in [38℄
17
Instantiieren bedeutet, eine Instanz erzeugen. In der Literatur wird auh oft davon gesprohen,
daÿ ein Modell geklont wird.
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Durh das HMM-System wird auf diese Weise die akustishe Modellierung und die
der Aussprahe gemeinsam repräsentiert.
Im Variantengraph wird die Existenz eines eindeutigen, nihtemittierenden Anfangs-
zustandes und die eines eindeutigen, nihtemittierenden Endzustandes gefordert.
Diese beiden Zustände werden zum globalen Anfangs- bzw. Endzustand des HMM-
Systems.
Jede Zustandsfolge S vom globalen Anfangs- zum globalen Endzustand gibt ei-
ne Laut-HMM-Folge wieder und entspriht damit einer Transkriptionssymbolfolge
r = r(S). Es können mit den aus Kapitel 3 bekannten Formeln Wahrsheinlihkeiten
P (OjS) dafür angegeben werden, daÿ das HMM-System ein bestimmtes Sprahmu-
ster O generiert und daraus wiederum die Zustandsfolge  und damit die Segmentie-
rung und Etikettierung  bestimmt werden, die mit der gröÿten Wahrsheinlihkeit
ein gegebenes Sprahmuster erzeugt hat.
Viterbi Suhe im HMM-System
Um mit Hilfe des aufgebauten HMM-Systems die wahrsheinlihste Segmentierung
und Etikettierung zu einer gegebenen Merkmalsvektorfolge O zu nden, in die das
Zeitsignal durh die Vorverarbeitung (vgl. B) transformiert wurde, werden alle Zu-
standsfolgen entsprehender Länge durh das HMM-System betrahtet. Jeder Zu-
standsfolge S ist eindeutig eine Segmentierung K zugeordnet
S = d
0;0
d
i;0
: : : d
i;M(
i
)
| {z }

0
Zustände
im Modell 
i
k
0
=(0;
0
;
i
)
d
j;0
: : : d
j;M(
j
)
| {z }

1
Zustände
im Modell 
i
k
1
=(
0
;
1
;
j
)
: : : d
K 1;0
(A.86)
K(S) = k
0
k
1
: : : k
N
Die endlihe Menge der ZustandsfolgenS
j
, j = 0 : : :N
S
 1 die ein bestimmtes Muster
O erzeugt haben können, kann also auf eine ebenfalls endlihe Menge von Segmen-
tierungen K
i
, i = 0 : : :N
K
  1 abgebildet werden. Die Abbildung der Zustandsfolge
auf die Segmentierungen ist niht bijektiv, denn die gleihe Segmentierung kann
durh mehrere Zustandsfolgen erzeugt werden. Um die Wahrsheinlihkeit für eine
Segmentierung K
i
zu nden, muÿ über alle diese Zustandsfolgen summiert werden.
P (K
i
;O) =
X
fS
j
jK(S
j
)=K
i
g
P (O;S
j
) (A.87)
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Um die wahrsheinlihsten Segmentierung zu nden, müÿte die Maximierungsauf-
gabe
P (
^
K;O) = max
fK
i
j0i<N
K
g
P (K
i
;O) (A.88)
^
K = argmax
fK
i
j0i<N
K
g
P (K
i
;O) (A.89)
gelöst werden. Die Komplexität der Maximierungsaufgabe in dieser Form ist aller-
dings sehr hoh; zu hoh, um mit heute verfügbaren Rehnern in endliher Zeit zu
einer Lösung zu kommen.
Nähert man die Wahrsheinlihkeit für eine bestimmte Segmentierung durh die
Wahrsheinlihkeit der optimalen Zustandsfolge an, die diese Segmentierung gene-
riert hat, so vereinfaht sih die Maximierungsaufgabe wesentlih:
P (O;
^
K ) = max
fK
i
j0i<N
K
g

max
fS
j
jK(S
j
)=K
i
g
P (O;S
j
)

(A.90)
= max
fS
j
j0j<N
S
g
P (O;S
j
) (A.91)
^
S = argmax
fS
j
j0j<N
S
g
P (O;S
j
) (A.92)
^
K =K(
^
S) (A.93)
Die wahrsheinlihste Zustandsfolge kann ezient mit der Viterbi-Suhe bestimmt
werden. Die  mit der Viterbi-Näherung  optimale Segmentierung ergibt sih aus
der eindeutigen Abbildung der Zustandsfolgen auf die Segmentierungen.
Anhang B
Merkmalsextraktion MFCC
Der folgende Anhang enthält eine kurzgefaÿte Beshreibung der Merkmalsextrakti-
on bzw. Vorverarbeitung des Shalldruksignals in spektrale Parameter, wie er im
MAUS-System Verwendung ndet. Es sollte hier betont werden, daÿ es sih bei den
Mel-Frequeny-Cepstral-Coeiants (MFCC) um eine etablierte Standard-Tehnik
handelt, die mittlerweile im Bereih der Spraherkennung routinemäÿig zum Einsatz
kommt.
Bei der Vorverarbeitung wird formal aus N aufeinanderfolgende Abtastwerten
x
i
: : : x
i+N 1
des Sprahsignals ein Vektor o
t
der Dimension M berehnet. Dabei
ist M < N , d.h. es ndet eine Datenreduktion statt. Die Bereihe, aus denen auf-
einanderfolgende Merkmalsvektoren berehnet werden, überlappen sih. In Abb. B.1
ist das Vorgehen shematish dargestellt.
Die Begrenzung des zeitlihen Bereihes, der einer Spektraltransformation unter-
worfen wird, entspriht systemtheoretish einer Fensterung. Das Signal wird im
Zeitbereih mit einer Fensterfunktion multipliziert. Diese Fensterfunktion hat die
Koezienten:
w
j
6= 0 für j = 0 : : : N   1
w
j
= 0 sonst
(B.1)
Für die Berehnung des Vektors o
t
werden dann Werte x
0
i
= w
i tM
x
i
verwendet.
Wie man sieht, sind alle Werte auÿerhalb des interessierenden Bereihes tM  i <
tM + n gleih Null. Im einfahsten Fall hat die Fensterfunktion die Koezienten
w = 1; j = 0 : : : N   1. Man spriht dabei von einem Rehtekfenster.
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Abbildung B.1: Shematishe Darstellung der Vorverarbeitung
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Für den Spektralbereih bedeutet eine Fensterung, daÿ das Spektrum des Signals mit
der Spektraltransformation der Fensterfunktion gefaltet wird und somit die spektra-
len Eigenshaften des Fensters mit in die Berehnung des Datenvektors eingehen. Ein
Rehtekfenster hat eher ungünstige spektrale Eigenshaften. Deshalb wird meist 
so auh hier  ein sogenanntes Hamming-Fenster verwendet, das in dieser Hinsiht
besser geeignet ist. Die Koezienten des Hamming-Fensters werden wie folgt be-
stimmt:
w
j
=
8
<
:
0:54  0:46 os

2j
N 1

für j = 0 : : : N   1
0 sonst
(B.2)
Die N von Null vershiedenen Werte werden nun einer Spektraltransformation un-
terworfen werden. In MAUS werden Mel Frequeny Cepstral Coeients (MFCC)
verwendet.
Das gefensterte Signal wird hierbei zunähst einer Filterbank mit P parallelen Fil-
tern zugeführt. Die Filter haben Bandpaÿharakteristik (Dreiek) und sind äquidi-
stant auf einer Mel-Frequenz-Ahse angeordnet. Die Mel-Frequenzahse f
mel
ist eine
Koordinatentransformation der linearen Frequenzahse f und ist deniert durh
([57℄):
f
mel
= 2595 log
10
(1 +
f
700
) (B.3)
Die Filterbank wird dadurh implementiert, daÿ das gefensterte Zeitsignal mittels
einer Fast Fourier Transformation in den Spektralbereih transformiert wird. Das
Spektrum ist dann eine Folge von N komplexen Werten, von denen hier aber nur
die logarithmierten Beträge y
j
; j = 0 : : : N   1 interessieren
1
. Diese werden nun im
Spektralbereih mit den P Dreieksltern korreliert. Das Ergebnis ist ein Folge von
P Mel-Frequenz-Koezienten m
0
: : :m
P 1
.
m
p
=
N 1
X
j=0
g(a
p
j   f
p
)y
j
(B.4)
Die Dreieks-Filterfunktion g ist dabei gegeben durh
1
Phasenbeziehungen sind für das Sprahverstehen irrelevant
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Abbildung B.2: Mel-Filterbank Analyse
g(x) =
8
>
>
>
<
>
>
>
:
x+ 1 für  1  x < 0
 x + 1 für 0  x < 1
0 sonst
(B.5)
Die Mittelpunkte f
p
der Filter werden (im Spektralbereih) so vershoben und die
Form des Filters mit a
p
so gestrekt, daÿ sih die in in Abb. B.2 dargestellte Situation
ergibt.
Um die MFCCs 
i
zu erhalten werden die Koezienten m
j
mit einer Diskreten
Cosinus Transformation in den Cepstralbereih überführt. Es ergeben sih damit
dann die Komponenten o
i
des Merkmalsvektors o:
o
i
=
r
2
N
N 1
X
j=0
m
j
os

i
N

j +
1
2


(B.6)
Anhang C
Untersuhtes Sprahmaterial
Dieser Anhang enthält eine Kurzbeshreibung der für die empirishen Untersuhun-
gen bzw. Evaluierungen verwendeten Sprahdaten.
C.1 Gelesene Sprahe  Phondat 2
Dieser Korpus wurde im Rahmen des vom BMB+F geförderten Projektes Arhite-
tures for Speeh and Language (ASL) in den Jahren 1989 bis 1992 an drei Univer-
sitäten  Kiel, Bonn und Münhen  nah einheitlihen Rihtlinien aufgenommen
und bearbeitet
1
. Der Korpus umfaÿt die Sprahe von 16 Sprehern, welhe jeweils
200 Äuÿerungen aus der Domäne Zugauskunft vom Bildshirm ablesen. Die Spreher
wurden angewiesen, möglihst natürlih, üssig und niht im typishen Vorlesestil
zu sprehen. Die Inhalte des Korpus sind typishe Anfragen, wie sie an ein automa-
tishes Auskunftsystem gestellt werden, z.B.:
Guten Morgen, ih möhte heute zwishen aht und elf Uhr abends in Hamburg
sein.
Fehler wie Verspreher, Hesitationen, Geräushe, et. waren niht zugelassen. Die
Aufnahmebedingungen waren
 Studio-Umgebung (ehoarm)
 Untershiedlihe Mikrophone der Fa. Sennheiser, z.B. MKH 20 P48
1
Da es sih um eine Weiterführung des vorangegangenen PhonDat Projektes handelte, wurde
des Name Phondat 2 gewählt
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 Sampling-Frequenz 48 kHz
 Digitale Filterung auf 8 kHz und Reduktion der Sampling-Frequenz auf 16
kHz.
Zu allen im Korpus enthaltenen Wörtern existiert eine eindeutige kanoshe Zitier-
form in Form eines Aussprahe-Lexikons (SAM-PA).
Zu jeweils einen Subkorpus der gesprohenen Äuÿerungen wurden manuelle Wort-
segmentierungen, Phonem-Segmentierungen und prosodishe Etikettierungen ange-
fertigt. Die für diese Untersuhung relevanten Phonem-Segmentierungen unfassen
jeweils 64 Äuÿerungen pro Spreher.
Insgesamt 200 Äuÿerungen wurden von unabhängigen Bearbeitern mehrfah etiket-
tiert und segmentiert.
C.2 Spontansprahe  Verbmobil 1
Der Verbmobil 1 Korpus wurde in den Jahren 1993 bis 1996 als emprishe Grund-
lage für die Entwiklung einer tragbaren Übersetzungshilfe Deutsh - English und
Deutsh - Japanish produziert. An der Erstellung des entgültigen Korpus waren die
Universitäten Bonn, Braunshweig, Hildesheim, Karlsruhe, Kiel und Münhen betei-
ligt. Der Korpus besteht aus Aufnahmen zweier Dialogpartner, die  in Form einer
Problemlösungsaufgabe  einen Termin für ein geshäftlihes Treen anhand ihrer
beider Terminkalender nden sollen. Mit Hilfe einer push-to-talk Einrihtung konnte
immer nur einer der beiden Partner sprehen; die Partner waren akustish getrennt,
konnten sih aber sehen. Abgesehen von amerikanishen und japanishen Sprehern
enthält Verbmobil 1 Aufnahmen von 779 deutshen Sprehern. Die Spreher wurden
niht kontrolliert, d.h. alle typishen Eekte, wie sie in spontaner Sprahe auftreten,
z.B. Verspreher, false starts, repairs, artikulatorishe Geräushe (Husten, Räus-
pern,...), Hintergrundgeräushe, Hesitationen, et. wurden mit aufgezeihnet. Die
Aufnahmebedingungen waren
 normale, ruhige Büroumgebung (trokene Akustik)
 Head-Set-Mikrophone HD 410 der Fa. Sennheiser
 Sampling-Frequenz 48 kHz
 Digitale Filterung auf 8 kHz und Reduktion der Sampling-Frequenz auf 16
kHz.
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Die Nahbearbeitung des Daten umfaÿte
 Transliteration nah Verbmobil Konvention
 Manuelle Etikettierung und Segmentierung in SAM-PA (Kiel Korpus of spon-
taneous Speeh und eigene Arbeiten)
 Prosodishe Etikettierung
 Wort-Segmentierung
 Dialogakt-Etikettierung
 Übersetzungen
In der vorliegenden Untersuhung wurde das manuell etikettierte und segmentierte
Material der Universität Kiel (Kiel Korpus of spontaneous Speeh) als Trainings-
material, und die an der Universität Münhen angefertigten, zum Teil mehrfah
bearbeiteten Dialoge als Entwiklungs- und Testmaterial verwendet.
Beide Korpora sind über das Bayerishe Arhiv für Sprahsignale (BAS) beziehbar
(www.bas.uni-muenhen.de/Bas).
