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Abstract
The main goal of this work is to improve algebraic geometric/number theoretic constructions of error-
correcting codes and secret sharing schemes. For both objects we define parameters that indicate their
effectiveness in applications. We explore infeasibility bounds, showing that objects with relatively high
parameters cannot exist. The best upper bounds in the theory of error-correcting codes arise from using linear
programming on enumerator vectors. We show that similar linear programming techniques are applicable
for obtaining infeasibility results for secret sharing schemes.
In 1975, V. Goppa established a remarkable connection: function fields of algebraic curves can be used to
construct a large class of error-correcting codes. Such codes are called algebraic geometric (AG) codes. AG
codes from divisors supported in only one point on the Hermitian curve produce long codes with excellent
parameters. Feng and Rao [19] introduced a modified construction that improves the parameters while still
using one-point divisors. Their construction is referred to as improved codes. A separate improvement of the
parameters was introduced by Matthews [36]; it uses the classical construction but with two-point divisors.
We combine those two approaches to produce an infinite family of codes improving on all previously known
families of Hermitian codes.
The main topic of the thesis is the improvement of lower bounds for the parameters of error-correcting
codes and secret sharing schemes using the geometry of divisors on curves. We recall some of the various
methods that have been used to obtain improvements of the Goppa lower bound for the minimum distance
of an algebraic geometric code. The most successful method is the order bound, which generalizes the Feng-
Rao bound. We provide a significant extension of the bound that improves the order bounds by Beelen and
by Duursma and Park. Finally, we address ways to efficiently compute the bounds.
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Chapter 1
Introduction
The main goal of this work is to improve algebraic geometric/number theoretic constructions of certain
combinatorial objects. Chapter 2 introduces the definitions and basic properties of error-correcting codes
and secret sharing schemes. The two objects are closely related. For both objects we define parameters that
indicate the effectiveness of the objects in their applications. For error-correcting codes, the parameter is
the minimum distance of a code, which is related to the number of errors the code detects and corrects. In
the case of secret sharing schemes, the relevant parameters are the rejection and acceptance thresholds —
the size of the smallest party that can recover the secret and size of the largest party that cannot recover
the secret.
Chapter 3 explores infeasibility bounds, showing that objects with relatively high parameters cannot
exist. Such bounds are called upper bounds, while bounds coming from actual constructions are lower
bounds. The best upper bounds in the theory of error-correcting codes arise from using linear programming
on enumerator vectors. The method can be viewed as an application of Fourier analysis on abelian groups
[49]. We show that similar linear programming techniques are applicable for obtaining infeasibility results
for secret sharing schemes. These results were presented at the AMS sectional meeting in Bloomington,
Indiana, April 2008.
The 20th century saw the rise of arithmetic geometry, a branch of mathematics merging algebraic geom-
etry and number theory. Function fields in one variable are objects classically studied for their similarity to,
but not equivalence to, number fields (extension fields of the rational numbers). In the geometric language,
function fields are the fields of rational functions from an algebraic curve to the projective line. In 1975,
V. Goppa established a remarkable connection: function fields of algebraic curves can be used to construct
a large class of error-correcting codes. In 1981, Tsfasman, Vla˘dut¸ and Zink showed that application of the
Goppa construction with the family of modular curves results in codes that are asymptotically better than
any other class of known codes [51]. Their construction is still the best known for linear codes. A more
elementary description of the construction was discovered by Garcia and Stichtenoth [22].
Chapter 4 begins with a short modern introduction to the theory of function fields of algebraic curves
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over finite fields. The two main results that we recall are the Riemann-Roch Theorem and the Hasse-Weil
Theorem. The Riemann-Roch Theorem originates in 19th century geometry over the complex numbers but it
holds verbatim for curves over finite fields. The Hasse-Weil Theorem is a function field analog of the famous
(and still open) Riemann Hypothesis. Our exposition of the theory of function fields follows Stichtenoth [47]
and Serre [43]. The chapter ends with the definition of the generalized Goppa construction which brings
together algebraic geometry/number theory and coding theory/secret sharing. The codes arising from this
construction are called AG codes. Immediate from the definition is a rough lower bound for the minimum
distance of AG codes, called the Goppa bound.
The Hasse-Weil Theorem provides an upper bound for the number of points on a curve over a finite
field for a given genus and field size. The bound is not always optimal. J.-P. Serre initiated a program for
finding the true maximum number of points for a given genus and field size, and understanding such maximal
curves. The classification remains an open problem. A new maximal family has been recently discovered
by Giulietti and Korchma´ros [23]. For coding theory applications it is beneficial to have a large number of
points. Classically, the best understood family of such maximal curves is the Hermitian family. It was first
used in coding theory by Tiersma [50] and Stichtenoth [46].
Chapter 5 is dedicated to analysing AG codes from the Hermitian curve, referred to as Hermitian codes.
The Goppa construction depends upon a choice of a divisor — a formal sum of points of the curve. Hermi-
tian codes from divisors supported in only one point produce long codes with excellent parameters. Feng
and Rao [19] introduced a modified construction that improves the parameters while still using one-point
divisors. Their construction is referred to as improved codes. A separate improvement of the parameters was
introduced by Matthews [36]; it uses the classical construction but with two-point divisors. In Chapter 5
we combine those two approaches to produce an infinite family of codes improving on all previously known
families of Hermitian codes. In the analysis we use bounds of Beelen [2] and Park [41], [17]. The results of
this chapter have been presented at the Finite Fields Conference ’09 and submitted for publication [14].
Chapter 6 is dedicated to improving the Goppa bound by using the geometry of the curve. We recall
some of the various methods that have been used to obtain improvements of the Goppa lower bound for the
minimum distance of an algebraic geometric code. The best known lower bounds appear in Figure 1.1.
Apart from the basic bounds, they divide into two main categories — floor bounds and order bounds.
The bounds in the floor category derive their name from the notion of the floor of a divisor H — the unique
divisor bHc that is minimal with the property that L(H) = L(bHc) [33]. Order bounds, first introduced
in [29] and [25], are based on decoding methods in [19], [18]. They utilize the classical geometric notion of
the Weierstrass semigroup at a point and generalizations thereof. Moreover, similar to the upper bounds
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Basic bounds dGOP // dBPT

Floor bounds dMMP [33] // dLM [31] // dGST [24] // dABZ [17]

Order bounds dFR[19] // dB [2] // dABZ′ [17] // dDP [17] // dDK [13]
Figure 1.1: Various bounds for the minimum distance of AG codes. Arrows point in the direction of better
bounds. Each bound is denoted by an abbreviation of the last names of its authors, except for dBPT which
stands for basepoint and ABZ which stands for extension of vanLint-Wilson AB method.
in Chapter 2, the lower bounds for codes and secret sharing schemes are intricately tied. Order bounds for
codes are iterated versions of bounds for linear secret sharing schemes. Our treatment and notation when
describing the Feng-Rao bound and its ultimate generalization dDK is chosen to highlight that connection.
The last bound dDK currently gives the best bounds; it was first introduced in [13]. An extended and unified
presentation of the bounds is to appear in the Journal of Pure and Applied Algebra [15]. Methods beyond
the Beelen bound dB do not provide improvements for two-point Hermitian codes. The Beelen bound agrees
with the actual minimum distance of two-point Hermitian codes [28],[41]. We consider another family of
curves that have the maximal number of points for their respective field size and genus—the Suzuki family.
The more advanced bounds dDP and dDK perform better than all other bounds for many codes from the
Suzuki curves.
Chapter 7 addresses the efficient implementation of the bounds as computational algorithms. We develop
effective methods to determine the dDP and dDK bounds [13], [15]. The methods for two-point codes were
implemented as a Python library, which is in preparation for public distribution as part of the Sage computer
algebra system [45]. We present and analyze computational results for two-point codes constructed with the
Suzuki curves over F8 and F32. The results are freely available at [30].
3
Chapter 2
Error Correction and Secret Sharing
In this chapter we introduce two combinatorial objects — error-correcting codes and secret sharing schemes.
As their names suggest, both arise from practical applications. Their applications are quite different, cor-
recting errors in communication versus sharing a secret among a group of participants. However, their
underlined mathematical descriptions are closely related.
2.1 Error-Correcting Codes
The theory of error-correcting codes originates from the practical goal of transmitting information along a
noisy channel. While there are many ways to model a real-world communication channel, we work only with
the following simple model. Let ωkq denote words of length k from a q-ary alphabet. The goal is to design
encoding and decoding maps, such that if less than e errors occur along the channel, the decoder will detect
them and fix them. Errors occur independently of each other and change an alphabet letter to another with
equal probability. This model is known as block error-correction over the q-ary symmetric channel.
ωkq
encode−−−−→ ωnq noisy channel−−−−−−−−→ ωnq decode−−−−→ ωkq
The parameters of such a communication scheme are n, k, e. Fixing two of them poses a restriction on the
third one. To describe the situation mathematically we introduce a metric on the set ωnq
d(v, w) = |{ i : vi 6= wi }| .
It is known as the Hamming metric. The set ωkq equipped with it satisfies the axioms of a metric space. An
error along the channel moves the transmitted word distance one away. A word received by the decoder can
be at most distance e away from the original encoded word. The decoder has a chance of decoding if and
only if the closed balls of radius e around all encoded words do not intersect. The error-correcting problem
can be viewed as a discrete packing problem: asking how (if possible) to place qk balls of radius e inside the
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metric space ωnq . The code C is the subset consisting of all encoded words, i.e. the image of the encoding
map. We focus on construction and feasibility questions for codes. Meanwhile, we ignore the practical
problems arising from implementations, such as the computational complexity of decoding algorithms.
Instead of working with e — the maximum number of errors that can be corrected, we use the minimum
distance of a code as a subset of a metric space, which is
d(C) = min
v,w∈C
v 6=w
d(v, w).
Given d we recover e, by observing that the middle of the distance between the closest two words is the
maximum radius of non-intersecting balls; thus,
e =
⌊
d− 1
2
⌋
.
The standard parameters of a code over a q-ary alphabet are n,M, d, where n is the length of the encoded
words; M is the number of encoded words and d is the minimum distance. If all length k words are encoded,
then M = qk. We say a code with those parameters is a (n,M, d)q code. Key questions of the theory of
error-correcting codes are:
• Which triples n,M, d are parameters for a (n,M, d)q code?
• How to construct a (n,M, d)q code with good parameters n,M, d?
Both questions have been studied extensively since the 1940s using tools with various degree of sophisti-
cation. The first approach is to disregard the structure of the discrete space and use basic counting. When
packing, the total number of balls times the volume of each one has to be less than the total volume of the
space. This leads to the Hamming bound.
Proposition 2.1.1 (Hamming (Sphere Packing) Bound). A (n,M, d)q code must satisfy
qn ≥MV
(⌊
d− 1
2
⌋)
,
where V (r) is the volume of a closed ball of radius r given by
V (r) =
r∑
i=0
(
n
i
)
(q − 1)i.
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We can construct a code with a given minimum distance d using a similar method. Pick a word, remove
all words of distance strictly less than d, and then repeat this process. A conservative estimate is that the
ball of radius d−1 around a newly selected word has full volume, i.e. does not contain words that have been
removed. Repeat this process until all qn words in ωnq are exhausted.
Proposition 2.1.2 (Gilbert-Varshamov). If qn ≥MV (d− 1) then there exists a (n,M, d)q code.
Codes using such random constructions are not practical to use. The lack of structure means one cannot
encode and decode any faster than searching for the closest word in the list of all the codewords.
2.1.1 Linear Codes
By adding an algebraic structure on the set of words, we can speed up encoding and decoding without
excessive compromise on the error-correction capability. When q is a power of a prime, we can identify the
set of q-ary words ωnq with the n dimensional vector space over Fq with the standard basis. The notation
for ωnq changes to Fnq . A change of bases transformation does not preserve the Hamming metric; thus, it is
important that the basis for the space of encoded words is fixed. The space ωkq becomes a k-dimensional
vector space over Fq, but a change of basis for it does not affect the code. We require the encoding map
to be a linear transformation of full rank. The linear code is the image of the linear transformation, a
k-dimensional linear subspace of Fnq . With a choice of basis for ωkq , the linear transformation is given by a
k×n matrix, called the generator matrix of a linear code. In terms of the generator matrix the code is given
by its row space. The choice of basis for ωkq is irrelevant in terms of linear algebra — the generator matrix
of a given linear code is unique up to row operations but not column operations. The encoding map is
multiplication of the words from ωkq as row vectors on the left of the generator matrix. To distinguish linear
codes from non-linear codes, the following notation is used [n, k, d]q, where n, k, d have the same meaning as
in the non-linear case.
Definition 2.1.3. A [n, k, d]q linear code C is a k-dimensional linear subspace of Fnq , where d is the minimum
distance between two elements of C.
The parameter n is called the length of the code and k is the dimension of the code. Computing the
minimum distance is easier for linear codes as a consequence of the property:
d(v, w) = d(v − w, 0).
For a linear code C, v −w belongs to C, thus the minimum distance equals the minimum weight (i.e. norm
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with respect to the Hamming metric) of a non-zero word; that is
d(C) = min
c∈C
c 6=0
d(c, 0) = min
c∈C\{ 0 }
wt(c).
2.1.2 Geometric Viewpoint
When defining a new mathematical object it is key to identify when two objects are the same for the purposes
in mind. Consider two linear codes over F3 with generator matrices
G =
1 2 0 1
0 1 2 1
 G′ =
1 1 0 1
1 2 2 0
 .
These are two distinct codes by the definition. We can obtain G′ from G by multiplying the second column
by 2 and swapping the first and the last column. Such operations do not change the weights of any of the
words in the code. Since error-correction is governed by the smallest weight word, G and G′ are equally
good, i.e. both are [4, 2, 3]3 codes.
Definition 2.1.4. Two codes C and C ′ are equivalent if their generator matricesG andG′ satisfyGTP = G′,
where T is a non-zero diagonal matrix and P is a permutation matrix.
A point in a projective space is defined as the equivalence class of vectors under the action of scalar
multiplication. Meanwhile, an n-multiset (a set with repetitions allowed) is an equivalence class of n-
sequences under the action of permutations. With these observations the equivalence classes of codes are
elegantly described geometrically.
Definition 2.1.5 ([52]). Let P = P(V ) be a projective space over Fq. A projective [n, k, q]q system P is a
multiset of points of P that do not all lie on a hyperplane. The parameters of the system are given by:
n = |P| k = dimP+ 1 = dimV d = n−max
H
|P ∩H| ≥ 1
where the maximum is taken over all hyperplanes H in P.
If a code has a coordinate such that all words are zero at it, we call it degenerate. Clearly, a projective
system cannot represent a degenerate code, as the zero vector is excluded from a projective space. The
geometric equivalences implied by the definition of projective systems, are exactly the equivalences for
codes.
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Proposition 2.1.6. Projective systems are in one-to-one correspondence with equivalence classes of linear
non-degenerate codes.
 equivalence classes of[n, k, d]q non-degenerate codes
←→
{
[n, k, d]q projective systems
}
.
We present an upper bound for linear codes, which is easy to prove using the geometric language.
Proposition 2.1.7 (Singleton bound). Let C be a [n, k, d]q linear code then
n− d ≥ k − 1.
Proof. Working with projective systems we know n− d = maxH |H ∩ P|. Since P is the projectivization of
a k-dimensional vector space, there is a hyperplane passing through any k − 1 given vectors.
There are q
k−1
q−1 points in a k-dimensional projective space over Fq. Thus,
( qk−1
q−1 + n− 1
n
)
is the number of ways to pick a multiset of n projective points. Each orbit of multisets under the action of
PGLk−1(q) corresponds to an unique equivalence class of non-degenerate codes. For the moderate parameters
of length 13 and dimension 6 there are 9, 163, 203, 790 non-equivalent codes over F4. That result and a general
discussion about enumerating equivalence classes of codes can be found in [4]. Exhaustively searching for
codes with good minimum distance is not practical; this motivates the need for constructions of classes of
good codes.
2.1.3 Asymptotic Bounds
The existence and non-existence of codes with given parameters is a notoriously hard problem. In this section
we study the asymptotic behavior of the code parameters. Fix q and define the relative minimum distance
δ = d/n and rate R = logq(M)/n of a (n,M, d)q. Consider the set Uq = { (δ,R) | a (n,M, d)q code exists }
as a subset of [0, 1]2. The closure of Uq is a region between a decreasing function and the x-axis.
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Theorem 2.1.8 ([35],[52]). There exists a continuous αq(δ) such that
U¯q = { (δ,R) | 0 ≤ R ≤ αq(δ), δ ∈ [0, 1] }.
It has the following properties:
• αq(0) = 1.
• αq(δ) is decreasing for δ ∈
[
0, q−1q
]
.
• αq(δ) = 0 for δ ∈
[
q−1
q , 1
]
.
A similar theorem holds for U linq , the set of relative minimum distance δ = d/n and rate R = k/n for all
linear codes. The corresponding function is denoted αlinq (δ); it is clearly less than or equal to αq(δ). Little
is known about these asymptotic functions. For example, the following questions are still open:
• Is αq(δ) differentiable?
• Is αq(δ) convex?
• Is αq(δ) equal to αlinq (δ)?
The counting bounds, Hamming and Gilber-Varshamov, have asymptotic versions. First we need the q-ary
entropy function
Hq(x) = x logq(q − 1)− x logq x− (1− x) logq(1− x).
It appears naturally as the main term of the volume Vq(r) as n→∞ while keeping r/n constant.
1
n
logq Vq(r) = Hq
( r
n
)
+ o(1)
The asymptotic versions of the bounds presented so far are:
αq(δ) ≥ 1−Hq(δ) Gilbert-Varshamov
αq(δ) ≤ 1−Hq(δ/2) Hamming
αlinq (δ) ≤ 1− δ Singleton
Further improvements on the asymptotic upper bound are the bounds of Griesmer, Plotkin, Bassalygo-Elias,
and McEliece-Rodemich-Rumsey-Welch (MRRW)[52]. Of those MRRW gives the best improvements. It is
based on a linear programming method. We revisit the bound in Chapter 3.
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Claude Shannon and Richard Hamming initiated the formal study of information theory and coding
theory in the 1940s. Many successive improvements on the upper bounds for codes were made in the next
decades, but it was not until 1980 that the Gilbert-Varshamov lower bound was improved. Various con-
structions for codes were introduced - Reed-Solomon, Reed-Muller, BCH. They have advantages in encoding
and decoding complexity and are still widely used today; however, their asymptotic performance is below
Gilbert-Varshamov. At the same time even the currently best lower and upper bounds give
GV 0.1733 ≤ α2(0.26) ≤ 0.3326 MRRW
where the differences are in the same magnitude over a wide range (that is to say there is nothing special
about the choice 0.26).
The first improvement of the Gilbert-Varshamov bound came in 1981 by a result of Tsfasman, Vla˘dut¸
and Zink [51]
αlinq (δ) ≥ 1−
1√
q − 1 − δ for q an even power.
The TVZ lower bound improves Gilbert-Varshamov in certain ranges for q ≥ 49. The bound uses a method
introduced by V. Goppa for constructing error-correcting codes from algebraic geometric objects. The codes
constructed by TVZ come from modular curves, objects traditionally belonging to number theory. The
Goppa construction and TVZ results connect the pure mathematical theories of algebraic geometry and
number theory with the applied combinatorial problems arising in coding theory. We revisit the Goppa
construction in Chapter 4.
2.2 Secret Sharing Schemes
A secret sharing scheme is a method of distributing shares by a dealer to a set of n participants. Some
sets of participants can recover the secret if they have mutual knowledge of their shares. The sets that can
recover are called acceptance sets; the ones that cannot are rejection sets. The collection of all acceptance
sets is the access structure Γ corresponding to the scheme. Secret sharing schemes were introduced first by
Shamir [44] and Blakley[6] using constructions from polynomial evaluation and finite geometry respectively.
Brickell introduces the Basic Secret Sharing Scheme as a generalization of both [8].
Definition 2.2.1 (Basic Secret Sharing Scheme). The secret is an element of Fq. The scheme consists
of (t + 1)-dimensional Fq-valued vectors vi, one for each participant pi, where 1 ≤ i ≤ n. The vectors
vi are publicly known. The dealer chooses a vector a = (a0, . . . , at), where a0 is the desired secret. The
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i-participant share is given by si = a · vi.
Following Brickell we define an ideal linear secret sharing scheme as one where all the possible shares
and secrets are elements of a fixed finite field Fq and all participant sets outside of Γ have zero information
about the secret.
Proposition 2.2.2. The Basic Secret Sharing Scheme has the following properties:
1. The participant set A can determine the secret if e1 = (1, 0, . . . , 0) is in the span of vi for i ∈ A.
2. If e1 is outside the span of vi for i ∈ R the participant set R has zero information about the secret
(i.e. the scheme is ideal).
Proof. Assume
∑
j∈A bjvj = e1 for some bj . After taking a dot product with a,
∑
j∈A bjsj = a0. The
participants in A can use that relation with their shares sj to recover the secret a0.
To show that a set R has zero information about the secret we will show that there is a vector b such
that vj · b = 0 for all j ∈ R and b0 6= 0. Then the vectors a+ αb for any α ∈ Fq are possibilities for a from
the view point of the participants in R; they all result in the same shares being given to R, while having
different secret. Let M be the matrix that has vj as columns, and M
′ is the matrix that is obtained by
adding a column e1 to M . By assumption e1 is not in the span of vj , thus the rank of M
′ is one more than
the rank of M . By the rank-nullity theorem, the left-null space of M ′ is one dimension less than the left-null
space of M . Thus the desired b exists.
All secret sharing schemes we work with are ideal and use the Basic Secret Sharing construction. We
refer to them simply as Linear Secret Sharing Scheme or LSSS.
We reformulate the construction in coding theory terms. Put vectors e1, v1, . . . , vn as columns of a
matrix G2. Let that matrix be a generator matrix for a code C2. Let G1 be the matrix obtained from G2
by removing the first row. Denote the corresponding code as C1.
G2 =

1 v1 . . . vn
0 . . .
. ↓ . . . ↓
0 . . .

We say that a set S covers T when T ⊆ S. In the coding theory formulation Proposition 2.2.2 becomes:
Proposition 2.2.3. A participant set A (a subset not containing the secret coordinate) can recover the secret
if and only if A covers Supp v for some v ∈ C⊥1 \ C⊥2 .
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Proof. Let A be a set that can recover. By Proposition 2.2.2 there exists a n-vector b such that
∑
bivi = e1
and Supp b ⊆ A. Let b′ be the n + 1-vector (0, b1, . . . , bn), ensuring Supp b = Supp b′. Now C1b′ = 0 and
C2b
′ = e1 6= 0; thus b′ ∈ C⊥1 \ C⊥2 .
Conversely, let b = (0, b1, . . . , bn) be in C
⊥
1 \C⊥2 and its support is covered by A (b0 = 0 since A does not
contain the secret column.) The linear combination x =
∑
1≤i≤n bivi has zeroes in the last n coordinates by
C2b = 0; at the same time since bC1 6= 0, x1 6= 0. Multiplying by a non-zero constant we obtain x = e1.
That operation does not change the support, thus e1 is in the span of vi for i ∈ A. By Proposition 2.2.2 A
can recover the secret.
In [11] a more general description of a LSSS is given. For a general scheme there is a dual scheme whose
access structure is related to the original; a subset A is accepted if and only if its complement {1, . . . , n}−A
is not accepted by the dual scheme. We denote the complement of the support of a word v as Zeroes v. In
our case this property is represented by the following proposition:
Proposition 2.2.4. A participant subset R cannot recover if and only if Zeroes v covers R for some v ∈
C2 \ C1.
Proof. By Proposition 2.2.3 the claim is equivalent to proving that for any participant subset R:
there exists v ∈ C2 \ C1 such that Supp v ⊆ R¯⇔ there does not exist v ∈ C⊥1 \ C⊥2 such that Supp v ⊆ R
Let CR denote the code containing all words covered by R. It is a code of dimension |R| and length
n, with dual C⊥R = CR¯. Observe that v ∈ C2 \ C1 and Supp v ⊆ S¯, implies in terms of linear algebra
C2 ∩ CS = C1 ∩ CS . Thus we need to show for X = CR, that
dimC2 ∩X/C1 ∩X = 0⇔ C⊥1 ∩X⊥/C⊥2 ∩X⊥ = 1,
or simply
dimC2 ∩X/C1 ∩X + dimC⊥1 ∩X⊥/C⊥2 ∩X⊥ = 1.
This is true for any vector space X. The following vector spaces form an exact sequence:
0 −→ C2 ∩X/C1 ∩X −→ C2/C1 −→ C2
C2 ∩X/
C1
C1 ∩X −→ 0
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Moreover,
dim
C2
(C2 ∩X)/
C1
C1 ∩X = dim
(
C1
C1 ∩X
)⊥
/
(
C2
(C2 ∩X)
)⊥
=
dim
C⊥1 +X
⊥
C⊥1
/
C⊥2 +X
⊥
C⊥2
= dimC⊥1 ∩X⊥/C⊥2 ∩X⊥
Thus,
dimC2 ∩X/C1 ∩X + dimC⊥1 ∩X⊥/C⊥2 ∩X⊥ = dimC2/C1 = 1.
We modify the construction to remove the need of a coordinate for the secret. This method is advanta-
geous for iterative applications of the construction.
Definition 2.2.5 (Coordinate-Free Basic Secret Sharing Scheme [16, Section 1]). The secret is an element
of Fq. The scheme consists of two codes C1 ⊂ C2 of length n and dimension t and t + 1 respectively along
with fixed vector v1 ∈ C2 \ C1. The codes and v1 are publicly known. The dealer chooses a vector v2 ∈ C1,
and a secret s. The i-participant share is given by si = (sv1 + v2)i.
Proposition 2.2.6. The two constructions are equivalent for non-degenerate schemes, i.e. schemes where
at least one participant set can recover the secret.
Proof. By removing the secret coordinate from the BSSS construction we obtain a CFBSSS. The non-
degeneracy condition guarantees that C2 is of codimension 1. Conversely, write a generator matrix G1 for
C1 such that C2 is generated by the last t rows. Appending e1 as a column to the left produces a BSSS.
Proposition 2.2.3 and Proposition 2.2.4 are simpler in the coordinate-free LSSS as every subset of the
coordinates is a participant set. They are equivalent to Theorem 1.6 in [16]. Knowing the weight distribution
of words in the coset C⊥1 \C⊥2 gives information about the access structure. The minimum weight of a word
in C⊥1 \C⊥2 is the size of the smallest party that can recover the secret. We denote this threshold by a2. Its
dual parameter, the minimum weight of a vector in C2 \ C1, is denoted by a1. By Proposition 2.2.4, n− a1
is the size of the largest party that cannot recover the secret. To summarize, if the party size is in:
• [1, . . . , a2), then the party cannot recover.
• [a2, . . . , n− a1], then the party may or may not recover, depending on the actual set.
• (n− a1, . . . , n], then the party can recover.
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For a fixed a2, ideally, we would like the gap with n−a1 to be small. Then we can understand more about
the scheme purely in terms of party sizes. However, there are sets of parameters n, a1, a2 such that there are
no schemes over Fq that can match them; similarly to the non-existence of [n, k, d]q codes for certain n, k, d.
In chapter 3 we present a method for proving infeasibility of a LSSS.
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Chapter 3
Upper Bounds
Recall that for both combinatorial objects, i.e. error-correcting codes and linear secret sharing schemes, we
seek two types of bounds: upper bounds, which are infeasibility, and lower bounds, which show how to
construct good codes. In this section we recall methods to obtain upper bounds for codes that are stronger
than the Hamming and Singleton bounds. We present the renowned MRRW bound for codes. It uses a
connection between the combinatorial structure of a linear code and its dual, known as the MacWilliams
Identity. Linear programming shows that codes with high distance cannot exist (for given n and k) as
that leads to linear constraints that cannot hold simultaneously. The MRRW approach is to construct an
infinite sequence of vectors (one for each n) that satisfy a dual linear program. The vectors guarantee the
non-feasibility of the linear program for a code with good parameters: high d and k, thus obtaining for all
n an upper bound for d in terms of k. This approach with minor improvements gives the best currently
known upper bound for codes. Our original contribution is transferring this method to the LSSS setting.
3.1 Dual Codes and the MacWilliams Identities
Recall that a linear code is a k-dimensional subspace of Fnq . The orthogonal n− k-dimensional subspace is
referred to as the dual code. MacWilliams discovered a remarkable connection between the weights of the
words in a code and its dual.
Theorem 3.1.1 (MacWilliams Identities). Let Ai count the words of weight i in a code C and Bi the words
of weight i in its dual C⊥. The homogenious polynomials f(x, y) =
∑
Aix
n−iyi and g(x, y) =
∑
Bix
n−iyi
are related by:
g(x, y) =
1
|C|f(x+ (q − 1)y, x− y)
The usual proof in the literature uses characters of abelian groups [32]. For the sake of brevity we present
an alternative proof by H. Ward [54].
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A code has a decomposition if its generator matrix can be written as:
C =
A 0
0 B
 .
Since the dual code has the same decomposition
C⊥ =
A⊥ 0
0 B⊥
 ,
it suffices to prove the theorem for indecomposible codes.
We need two operations on codes. Let Cip be the code obtained by removing column i from C, called
a punctured code. Let Cis be the code obtained by taking all words with 0 at the i-th coordinate and then
removing that coordinate, called a shortened code. Assume that C is a [n, k, d]q code and both C and C
⊥ are
non-degenerate indecomposable codes, then the punctured and shortened codes will be [n− 1, k,≥ d− 1]q
and [n− 1, k − 1,≥ d]q codes respectively. A duality principle holds for shortening and puncturing:
(Cis)
⊥ = (C⊥)ip.
To prove the identity we consider the weight enumerator polynomials of all n possible punctured codes.
Upon puncturing, every word of weight j contributes with one to the number of j − 1 weighted words for
exactly j codes. It contributes with one to the count of weight j words for the other n − j codes. Upon
shortening, every word of weight j contributes with 1 to the weight count for n− j of the n shortened codes.
We express the relation as follows:
∑
i
f(x, y)(Cip) =
∑
i
∑
j
Aj((n− j)xn−1−jyj + jxn−jyj−1 = fx(x, y) + fy(x, y)
∑
i
f(x, y)(Cis) = fx(x, y)
where f(x, y)(C) is the homogeneous weight enumerator polynomial for code C. Differentials are introduced
to simplify the algebra.
We proceed by induction on the length n. For n = 1 there are only two possible codes C1 = (1) and C0 =
(0) which are duals of each other. The respective weight enumerator polynomials are f1(x, y) = x+ (q− 1)y
and f0 = x, and they both satisfy the identity.
Assuming inductively the hypothesis for the punctured codes (as codes of length n− 1) we perform the
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following manipulation:
∂x(f(x+ (q − 1)y, x− y)) = (fx(x+ (q − 1)y, x− y), fy(x+ (q − 1)y, x− y)) · (1, 1) =
= fx(x+ (q − 1)y, x− y) + fy(x+ (q − 1)y, x− y) =
=
∑
i
fip(x+ (q − 1)y, x− y) =
= qk
∑
i
g(x, y)(Cis) =
= qkgx(x, y)
Since the polynomials in question are homogeneous of degree n, we deduce that f(x + (q − 1)y, x − y) =
qkg(x, y) + aY n. Finally, substituting x = y = 1, shows that a = 0.
Definition 3.1.2. Consider the n + 1-dimensional vector space of degree n homogeneous two-variable
polynomials with coefficients in R. The change of variables given by:
x′
y′
 =
1 q − 1
1 −1

x
y

induces a linear transformation given by a matrix Pn.
The MacWilliams identity can be restated as qkB = PnA, where A and B are n+ 1-dimensional vectors
enumerating the words of given weight (from 0 to n) in C and C⊥, respectively. A counting argument shows
that Pn at position i, j equals Ki(j), where Ki(x) is the Krawtchouk polynomial defined by:
Ki(x) =
i∑
j=0
(−1)j(q − 1)i−j
(
x
j
)(
n− x
i− j
)
.
Krawtchouk polynomials have been studied as part of the theory of special functions [32].
3.2 Linear Programming and the MRRW bound
As an immediate consequence of the MacWilliams identities, we obtain a linear program for the non-existence
of a code with certain parameters
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Proposition 3.2.1. For given q, n, k, d, if the linear program with n+ 1− d variables:
A = (1, 0, . . . , 0︸ ︷︷ ︸
d−1
, ad, ad+1, . . . , an) ≥ 0
B = PnA ≥ 0
is infeasible, then there does not exist a [n, k, d]q code.
The final step in obtaining the MRRW bound involves analysis of the zeroes of Krawtchouk polynomials,
which is beyond the scope of this work.
Theorem 3.2.2 (McEliece-Rodemich-Rumsey-Welch bound [37][52, Theorem 1.3.12]). We have
αq(δ) ≤ Hq
(
(q − 1)− δ(q − 2)− 2√(q − 1)δ(1− δ)
q
)
.
In a manner similar to the duality in linear programming we will establish another linear program, in
which existence of solutions implies the infeasibility of the coding theory linear programming. To do so we
introduce an inner product, which has its roots in 19th century projective geometry. We follow Reznick [42]
in our exposition. For the purposes of this work, we restrict from the original domain of complex number to
the domain of real numbers.
Definition 3.2.3 ([42, Equation 2.9]). Consider the vector space of homogeneous polynomials of degree d
in n variables and coefficients in R. Define an inner product by:
d![f, g] = f(
∂
∂x1
, . . . ,
∂
∂xn
)g(x1, . . . , xn).
Let M be a n × n matrix with real entries. Viewing it as a matrix acting on the variables x1, . . . , xn,
we obtain a corresponding action on polynomials (p ◦M)(x) = p(Mx). The inner product has the natural
property that for any M [42, Theorem 2.12]
[f ◦M, g] = [f, g ◦MT ].
If M is orthogonal, [f, g] = [f ◦M, g ◦M ]. (M is an isometry with respect to the inner product). We
specialize to the case of two-variable polynomials and use the change of variables given by the MacWilliams
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identity. However the corresponding matrix
P =
1 q − 1
1 −1

is not orthogonal. It has the property that its square is a multiple of the identity matrix.
P 2 =
q 0
0 q

The weighting matrix
D =
1 0
0 1q−1

has the property that DPT = PD. Define a new bilinear form:
〈f, g〉 = [f, g ◦D] (3.1)
Proposition 3.2.4. The bilinear form 〈f, g〉 is a non-degenerate inner product, i.e. 〈f, f〉 ≥ 0 for all f ,
with equality only if f = 0.
Proof. With respect to the usual dot product on the basis xd, xd−1y, . . . , yd, the inner product is given by
weighting i-th position by (
(
n
i
)
)−1. The bilinear form 〈., .〉 corresponds to a weighted dot product with ith
weight equal to ((q − 1)i(ni))−1. Thus it is an non-degenerate inner product.
Proposition 3.2.5. The change of variables induced by the MacWilliams transform P satisfies
〈f ◦ P, g ◦ P 〉 = qd〈f, g〉.
Proof. Starting with 〈f ◦ P, g ◦ P 〉 = [f, (g ◦ PD) ◦ PT ] = [f, g ◦ PDPT ] = [f, g ◦ P 2D] = qd[f, g ◦ D] =
qd〈f, g〉.
As a corollary we obtain the following coding theory result:
Corollary 3.2.6. Let g be a degree n two-variable homogeneous polynomial with coefficients (g0, . . . , gn).
If:
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1. gi ≤ 0 for i ∈ [d, . . . , n].
2. g ◦ P has non-negative coefficients.
3. (
∑
gi)/g0 > q
n−k.
there does not exist a [n, k, d]q code.
Proof. Assume such a code exists and let f be its weight enumerator polynomial. Substituting f and g in
Theorem 3.2.5
qk[xn](g ◦ P ) ≤ 〈f ◦ P, g ◦ P 〉 = qn〈f, g〉 ≤ qng0
where [xn]f denotes the coefficient of xn in f . Since [xn](g ◦ P ) equals ∑ gi, we obtain a contradiction to
condition (3).
For example, if we take g = (x+ (q− 1)y)d−1xn−d+1, the weight enumerator polynomial for the full code
containing all words of supported only on d− 1 coordinates. Its dual is g ◦ P = qdxd−1(x+ (q − 1)y)n−d+1,
and by applying the corollary we recover the Singleton bound.
While it is outside the scope of this paper, it is worth mentioning that similar results hold for non-linear
codes [12]. A distance enumerator polynomial f can be defined for a non-linear code and its transformation
f ◦ P is non-negative (even though there is not a corresponding dual code). Thus the corollary can be used
to prove upper bounds for non-linear codes (like the Singleton bound for non-linear codes).
3.3 Linear Programming for LSSS
This section shows that the linear programming methods can be applied to secret sharing schemes. Recall the
coordinate-free basis LSSS, given by a pair of codes C1 and C2 such that C1 ⊆ C2 and C1 is of codimension
1. The rejection sets are the supports of the words of R = C2 \ C1 and acceptance sets are the supports
of words in A = C⊥1 \ C⊥2 . Set a1 = min wtR and a2 = min wtA. However, having high a1 and a2 are
conflicting properties. Our goal is to find how high can a2 be for a fixed a1, decreasing the indeterminate
region, where the size of the party does not determine whether the party can recover or not. Similarly in
coding theory the conflicting parameters are k = dimC and d = min wtC. Intuitively this can be seen as
the conflict between the number of words versus how far apart we want to place them. Such intuition is not
immediate in the LSSS case, but similar techniques can be used to show infeasability of certain a1 and a2
for fixed field size and scheme size.
Definition 3.3.1. Let A,B,X, Y be the weight distributions of C1, C2 \C1, C⊥2 , C⊥1 \C⊥2 correspondingly.
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Codes:
C1 ⊆ C2 C2 \ C1
C⊥1 ⊇ C⊥2 C⊥1 \ C⊥2
Weight Enumerators:
A A+B B
X + Y X Y
By the MacWilliams Identity, the weight enumerator of a code and its dual are connected through a linear
transformation represented by a matrix whose entries are evaluations of Krawtchouk polynomials. We set
up the following linear program.
A
=
≥
...
≥
≥
1
0
...
0
0
B
=
...
=
 a1
≥
...
≥
0
...
0
0
...
0
X = PnA+PnB
qk
≥
≥
...
≥
≥
0
0
...
0
0
Y = (q−1)PnA−PnB
qk
=
...
=
 a2
≥
...
≥
0
...
0
0
...
0
where Pn is the matrix of Krawtchouk polynomial values, and k is the dimension of C2. It has 2(n + 2)
variables, corresponding to the weight enumerator vectors A,B. In Table 3.1 we find the smallest n for
which there can exists a binary LSSS with prescribed a1 and a2. In the cases a1 = a2 = 3 and a1 = a2 = 7
the bounds are sharp; achieved by two famous perfect codes and their even weight subcodes — the [7, 4, 3]
Hamming code and the [23, 12, 7] binary Golay code.
Note that for the purpose of LSSS we are not concerned with how good C1 is as an error-correcting code
(i.e. what is its minimum distance). To explore this connection we used the linear programming with added
restriction on d = d(C1) in Table 3.2. The computations seem to suggest that the restrictions on d affect a2
only if d > a1.
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a2\a1 1 2 3 4 5 6 7
1 1 2 3 4 5 6 7
2 * 4 6 8 10 12 14
3 * * 7 10 11 14 15
4 * * * 12 14 16 19
5 * * * * 15 18 20
6 * * * * * 20 22
7 * * * * * * 23
Table 3.1: Minimum n for which LP has a feasible solution with given a1 and a2 over F2. Symmetric values
are replaced with *
d\a1 1 2 3 4 5 6 7 8 9 10 11 12 13
1 13 6 5 4 3 2 1 1 1 1 1 1 1
2 13 6 5 4 3 2 1 1 1 1 1 1 1
3 7 6 5 4 3 2 1 1 1 1 1 1 1
4 7 6 5 4 3 2 1 1 1 1 1 1 1
5 5 5 5 4 3 2 1 1 1 1 1 1 1
6 5 5 5 4 3 2 1 1 1 1 1 1 1
7 4 3 3 3 3 2 1 1 1 1 1 1 1
8 3 3 3 3 3 2 1 1 1 1 1 1 1
9 3 3 3 2 2 2 1 1 1 1 1 1 1
10 3 3 3 2 2 2 1 1 1 1 1 1 1
11 3 2 2 2 2 2 1 1 1 1 1 1 1
12 3 2 2 2 2 2 1 1 1 1 1 1 1
Table 3.2: Largest feasible a2 as a function of a1 and d2 with n = 13 over F2.
We prove a duality statement similar to Proposition 3.2.5.
Proposition 3.3.2. For four-tuples of vectors A,B,X, Y and A′, B′, X ′, Y ′ both satisfying the linear pro-
gram,
qn−1
|A| |A′| (〈A,A
′〉+ 1
q − 1 〈B,B
′〉) = 〈X,X ′〉+ 1
q − 1 〈Y, Y
′〉
with respect to the inner product defined in Definition 3.1.
Proof. Using Proposition 3.2.5,
qn−1(〈A,A′〉+ 1
q − 1 〈B,B
′〉) = 〈PnA,PnA′〉+ 1
q − 1 〈PnB,PnB
′〉.
The final result is obtained by rewriting PnA,PnB using the relations A ◦ P = |A| (X + Y ) and B ◦ P =
|A| ((q − 1)X − Y )
The proposition has an interpretation in terms of split weight enumerators, which is beyond the scope of
this work.
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Chapter 4
Constructions from Algebraic Curves
In 1975 V. Goppa made the observation that algebraic varieties can be used for constructing codes. In 1981
he presented his discoveries at the Moscow State University seminar. In the audience was the renowned
mathematician Yuri Manin. He introduced coding theory to his algebraic geometry students, and later
that year two of them Tsfasman and Vla˘dut¸ produced the first asymptotic improvement to the Gilbert-
Varshamov bound using the Goppa construction. This marks the beginning of an unlikely mix of algebraic
geometry and coding theory, which is algebraic geometric coding theory. In this chapter we present a self-
contained introduction to the algebraic geometry concepts needed to define the Goppa construction and its
generalizations. Algebraic geometry is a vast subject with a rich history and it would be impossible to give a
self-contained introduction to it. While we strive for self-containment, some results will be presented without
proof. We restrict our attention to algebraic curves (varieties of dimension one). The main setting is that of
algebraic curves defined over a finite field, but the reader is advised to keep in mind the geometry of algebraic
curves over complex numbers (Riemann surfaces). Historically complex geometry has provided a motivating
analogy before the pure algebraic treatment of the subject allowed for non-analytic constructions.
4.1 Algebraic Curves and Function Fields
There are two languages used in the literature — the geometric language of algebraic curves and the alge-
braic language of function fields (finite separable extensions of Fq(x).) The following proposition shows the
connection between the two.
Proposition 4.1.1 ([52, Proposition 2.1.49]). Let F be a finite separable extension of Fq(x) such that
F ∩ F¯q = Fq. Up to isomorphism there is a unique smooth absolutely irreducible algebraic curve defined over
Fq that has F as function field.
In this paper we use the function field language to avoid complications that can be caused by using a
singular model for the curve. In the geometric sense a curve and its normalization (which is always smooth)
need not be isomorphic but in the algebraic sense they have isomorphic function fields. The objects of
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interest in a function field are places, equivalent over F¯q to points on the smooth algebraic curve.
Definition 4.1.2. A valuation ring O in a function field F is a ring such that for every x ∈ F at least one
of x, x−1 belongs to O.
Proposition 4.1.3. The ring O is a discrete valuation ring, i.e. local PID.
Definition 4.1.4. A place P is the maximal ideal of some valuation ring. A uniformizer is a generator of
P .
The valuation ring is uniquely determined by the place, thus we use the notation OP for the valuation
ring O with place P . Valuation rings are named after valuation functions.
Definition 4.1.5. A discrete valuation on F/Fq is a function v : F → Z∪{∞} with the following properties:
1. v(x) =∞ if and only if x = 0.
2. v(xy) = v(x) + v(y) for all x, y ∈ F .
3. v(x+ y) ≥ min{v(x), v(y)} for all x, y ∈ F .
4. v(x) = 1 for some x ∈ F .
5. v(a) = 0 for all a 6= 0 ∈ Fq.
Each valuation ring uniquely defines a valuation function on F by
vP : O −→ Z ∪ {∞} vP (f) is the smallest i such that f ∈ P i.
The valuation can be extended to all of F by defining vP (f) = −vP (f−1) for f /∈ O (by the definition that
implies f−1 ∈ O.)
A valuation function is a formal generalization of the geometric notion of order of vanishing of a function
at a point. If the valuation of f is greater than 0 we say f has a zero at P , and if it is less than zero, we
say it has a pole. O/P is a finite field extension of Fq, and the degree of this extension is called the degree
of the place. The following theorem ensures that there is an abundance of functions in a certain sense.
Theorem 4.1.6 (Weak Approximation Theorem). Let F be a function field, P1, . . . , Pn distinct places with
corresponding valuations v1, . . . , vn, x1, . . . , xn fixed elements of F and r1, . . . , rn ∈ Z. Then there exists
f ∈ F such that
vi(f − xi) = ri for all i.
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A consequence of the Weak Approximation Theorem is that there are infinitely many places in a function
field. At the same time the rational (degree one) places are finite and moreover we can bound their number
in terms of a geometric/topological invariant the genus g (we will formally define it later).
Theorem 4.1.7 (Hasse-Weil, Serre). If X(Fq) denotes the number of rational places (points) on a algebraic
curve X, the following inequality holds
|X(Fq)− q − 1| ≤ 2g√q Hasse for g = 1, Weil
|X(Fq)− q − 1| ≤ g b2√qc Serre
A key bookkeeping device when working with places (points) is a divisor. A divisor is a formal finite sum
of places
∑
apP . The support of the divisor consists of places with non-zero coefficients, while the degree
of a divisor is the sum of its coefficients. To each element f ∈ f we attach a divisor (f) = f0 − f∞ counting
its zeros and its poles with corresponding multiplicities.
Theorem 4.1.8. The degree of a principal divisor is zero. Moreover
deg f0 = deg f∞ = [F : K(x)]
Two divisors are equivalent, written as A ∼ B, when A − B = (f) for some f . A partial ordering of
divisors is given by A ≥ B, when Ap ≥ Bp for all P . Each divisor D defines a vector space L(D) of functions
whose orders are bounded by D. Those spaces are the main object of study of this work; we use them to
construct codes and secret sharing schemes.
Definition 4.1.9 (Riemman-Roch space). For a divisor D define
L(D) = { f ∈ F | (f) +D ≥ 0 } ∪ { 0 }
l(D) = dimL(D).
Proposition 4.1.10. Let D be a divisor, and let P be a place of F . Then the codimension of L(D + P ) in
L(D) is at most one.
Proof. Let n be the coefficient of P in D+P and z be an uniformizer for OP . Assume L(D+P ) 6= L(D) and
f, g ∈ L(D+P )\L(D). Thus f = azn+O(zn+1) and g = bzn+O(zn+1) for a, b ∈ F∗q . Since bf −ag ∈ L(D),
f, g are not linearly independent.
As a consequence, l(D) is finite for any divisor D.
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Corollary 4.1.11. Let D be a divisor. If we write D = P −N for non-negative divisors P and N , then
l(D) ≤ degP + 1.
4.2 Differentials and Riemann-Roch
An obstacle in constructing a unified theory of geometry that works equally well over the complex numbers
and over an algebraic closure of a finite field is that in the finite field setting we cannot differentiate analyt-
ically. The remedy is to define differentials purely algebraically, abstracting from their algebraic properties.
Definition 4.2.1. If F is a commutative algebra over a field k, we have the module of k-differentials of F,
written Ω(F ); it is an F -module, endowed with a k-linear map
d : F → Ω(F )
satisfying the product rule
d(xy) = xd(y) + yd(x).
The elements d(x) (written as dx) for x ∈ F generate Ω(F ) and Ω(F ) is universal with respect to its
properties.
We can apply the differential construction to a local ring OP or to the global function field F . Furthermore
Ω(F ) = Ω(OP )⊗OP F.
Proposition 4.2.2 ([43, II.7]). The module of differentials Ω(F ) of a function field in one variable F is a
one-dimensional vector space over F .
This guarantees that for a local uniformizer t at P any differential w can be written as w = fdt for some
f ∈ F . Using that proposition, we extend the valuations to differentials as follows:
vp(w) = vp(f).
If t′ is another uniformizer, dt = adt′ for some a ∈ O∗P . Thus, the valuation of w at P is independent of the
choice of uniformizer. Another local invariant of the differential is its residue. For a point P with uniformizer
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t, and differential w = fdt, we can express f as a formal power series in t
f =
∞∑
i=v
ait
i.
We define the residue of a differential as Resw = a−1. It is not immediate (especially in non-zero character-
istic) but the residue does not depend on the choice of t (II.2.Proposition 5 [43]).
Theorem 4.2.3 (Residue Theorem [43, II.2.Proposition 6]). For every differential w ∈ Ω(F )
∑
Q
ResQ(w) = 0.
As a consequence of Proposition 4.2.2 all divisors of differentials fall in the same divisor class known
as the canonical divisor class K. Similarly to Riemann-Roch spaces for function we define vector spaces of
differentials with divisors acting as restrictions on the valuations.
Definition 4.2.4. For a divisor E define
Ω(E) = {ω ∈ Ω(F ) \ { 0 } | (ω)− E ≥ 0 } ∪ { 0 } .
Through the map f → ωf for any fixed divisor ω we obtain an isomorphism of vector spaces, L((ω)−E) ∼=
Ω(E). Finally, differentials provide the missing piece of Riemann’s theorem, discovered by Gustav Roch, a
student of Riemann.
Theorem 4.2.5 (Riemann-Roch). Let K be the canonical divisor of F/Fq,
l(D)− l(K −D) = degD − g + 1.
Some immediate consequences of the Riemann-Roch theorem are that l(K) = g (set D = 0). Also
degK = 2g − 2, by setting D = K and using the previous observation. For the purposes of coding theory,
we like to know the dimensions l(D) for different divisors D. The Riemann-Roch Theorem tells us that
the interesting range is 0 ≤ degD ≤ 2g − 2; otherwise the degree determines l(D). For special divisors
Riemann-Roch does not determine the dimension, but rather gives a duality formula, which reduces the
problem in half. A form of the Riemann-Roch formula more suggestive of the duality is:
deg(D)/2− (l(D)− 1) = deg(K −D)/2− (l(K −D)− 1).
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Clifford’s Theorem states that for divisors with l(D) > 0 and l(K −D) > 0 both sides of the equation are
non-negative.
4.3 Hermitian Curve over F16
We demonstrate the theory developed so far on a particular example. Consider the algebraic extension of
F16(y) defined by the polynomial x5 − y4 − y. This curve is of the Hermitian family of curves; codes from
the Hermitian curves are studied extensively in Chapter 5. Since y4 + y is not a fifth power of another
polynomial in y, the polynomial is irreducible. Inseparable elements form a purely inseparable extension
that necessarily has degree a power of the characteristic. The characteristic is 2; since 5 does not divide 2,
the extension is separable.
To see all points we need to extend the curve to its projective closure
X5 = ZY 4 + Z4Y.
The projective closure does not change the function field of the curve. Partial differentiation gives dX =
X4, dY = Z
4, dZ = Y
4. For every point on the curve either Y or Z is one. Then either dz or dy are non-zero
thus there is no point where the differentials vanish simultaneously; the projective curve is smooth. Thus
places and points are in one-to-one correspondence. The polynomial y4 + y is the trace map of F16 viewed
as an extension of F4. Using properties of the trace map one can show that there are 65 points/places
which makes the curve maximal with respect to the Hasse-Weil bound [47]. Consider two places given by
P = ∞ = (0 : 1 : 0) and Q = (0, 0) = (0 : 0 : 1). The function x, y have pole order at P equal to 4, 5
correspondingly. To see that, notice that P is the only point at infinity (only possible pole) and use Theorem
4.1.8 over K(x) and K(y). Plugging in 0 for y gives that x is 0 so there is only one zero. By Theorem 4.1.8
again, the sum of the zero orders must be 5, so it vanishes to order 5 at Q. Thus we derived that the principal
divisor (y) = 5Q − 5P . In the divisor language 5P ∼ 5Q. Similarly, the principal divisor corresponding to
x is Q+ (0, ζ3) + (0, ζ
2
3 ) + (0, 1)− 4P . The third root of unity ζ3 is in F∗16 because 3 divides 15.
To fully understand the geometry of the curve we need to study its differential forms. Let us pick
dy = d(y−α), a form that vanishes of order 4 at Q, (0, ζ3), (0, ζ23 ), (0, 1). To know its full divisor we need to
known its order of vanishing at the point of infinity P . In projective coordinates y = Y/Z, thus the function
v = 1/y = Z/Y has divisor (v) = 5P − 5Q. Thus dy = dydvdv = −y2dv, where dv itself has a zero of order 4
at P . So K ∼ (dy) = 4Q + 4(0, ζ3) + 4(0, ζ23 ) + 4(0, 1) + 4P − 10P ; confirming that the curve has genus 6,
which can be computed using Plu¨cker’s Formula. Note that the algebraic curve over the complex numbers
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(Riemann surface) given by the same equation has the same genus.
4.4 Weierstrass semigroup
The Weierstrass semigroup at a point is a local object that reflects the geometry of the curve. It can be
used to determine the parameters of the codes and secret sharing schemes constructed using the curve.
Definition 4.4.1. Let P be a point on an algebraic curve. A integer i is a gap if l(iP ) = l((i − 1)P ),
otherwise it is a non-gap. The subset of N of non-gaps is the Weierstrass semigroup at P .
If f ∈ L(iP )\L((i − 1)P ) and g ∈ L(jP )\L((j − 1)P ) then fg ∈ L((i + j)P )\L((i + j − 1)P ); thus the
Weierstrass semigroup is indeed a semigroup. The Weierstrass semigroup may differ depending on the point
chosen. However, the global invariant of the curve — the genus, relates all Weierstass semigroups as follows:
Proposition 4.4.2. For any point P , the number of gaps equals the genus of the curve.
Proof. By Proposition 4.1.10 for every consecutive increase of the divisor iP , the dimension increases by one
or zero. Since l(0) = 1 and l((2g − 1)P ) = g, the number of gaps equals g.
Going back to the Hermitian curve over F16 we calculate the Weierstrass semigroup at the point Q.
Recall that x and y have poles only at Q with orders 4 and 5. Thus Weierstrass group contains 4, 5. By
the semigroup property 4, 5, 8, 9, 10, 12, 13, . . .. However, we showed that the genus is 6 and already have six
gaps—1, 2, 3, 6, 7, 11; there are no other generators for the Weierstrass semigroup.
If (2g − 2)P is in the canonical divisor class, the Riemann-Roch Theorem gives a duality between gaps
and non-gaps, by the following observation:
Observation 4.4.3. If D is a divisor and P is a point, then
L(A− P ) = L(A) if and only if L(K −A) 6= L(K −A+ P ).
4.5 L-construction and Ω-construction
Finally, we are ready to define algebraic geometric codes and LSSS.
Definition 4.5.1. Let X/Fq be an algebraic curve (absolutely irreducible, smooth, projective), P1, . . . , Pn
distinct rational points on X . Let D = P1 +P2 + . . .+Pn and let G be a divisor with support disjoint from
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D, then
αev : L(G) −→ Fnq f 7→ (f(P1), . . . , f(Pn))
αres : Ω(G−D) −→ Fnq ω 7→ (resP1(ω), . . . , resPn(ω))
With respect to the maps above we define AG codes.
Definition 4.5.2 (AG Codes).
CL(D,G) = im(αev)
CΩ(D,G) = im(αres)
The condition D ∩ G = ∅, can be avoided by locally modifying the maps. In terms of local parameter
t for P , we can modify αevP (f) = (ft
i)(P ) where i = GP and P ∈ D. Similarly, αResP (w) = Res(wt−i) ,
where i = GP and P ∈ D. Although, most of the properties of codes stay similar, we will not consider such
modified codes.
We determine the length and dimension of the codes.
• Length: n = deg(D).
• Dimension of CL(D,G) :
k = l(G)− l(G−D).
• Dimension of CΩ(D,G) :
k = dim Ω(G−D)− dim Ω(G)
= dimL(K −G+D)− dimL(K −G)
where K is the canonical divisor.
Using power series in terms of local parameters we can prove the following lemma.
Lemma 4.5.3. If vP f ≥ 0 and vPw = −1, then
ResP (fw) = f(P ) ResP (w).
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Using the lemma and the Residue Theorem, we can connect the two constructions.
Proposition 4.5.4. CL(D,G) and CΩ(D,G) are dual codes (i.e. maximal orthogonal subspaces).
Proof. Let w ∈ Ω(G−D) and f ∈ L(G). We will show that ∑P∈D ResP (w)f(P ) = 0. By Lemma 4.5.3 we
can rewrite ResP (w)f(p) = ResP (wf). Since fw is also in Ω(G − D) we can extend the summation over
all places. Applying the Residue Theorem gives us the desired result αev(f) · αRes(w) = 0. This proves
CΩ(D,G) ⊆ CL(D,G)⊥, but by dimension calculation those are two vector spaces of equal dimension. Thus
they are equal.
The two constructions are not only dual but, in fact, equivalent (using the equivalence of codes defined
in Chapter 2.)
Proposition 4.5.5. Codes CL(D,G) and CΩ(D,G
∗) are equivalent provided that G+G∗ ∼ K+D. Moreover
if ν is a differential with simple poles at P1, . . . , Pn and residues equal to 1 at those points then
CΩ(G,D) = CL((ν) +D −G,D)
Next we reformulate the notion of minimum distance in divisor language. A divisor 0 ≤ A ≤ D contains
the support of a word in CL(D,G) if there is a function in L(G − (D − A)). To additionally require that
the word is not the all-zero word, the function cannot be in L(G−D). The requirement l(G−D +A) ≥ 0,
gives a trivial lower bound for the size of the support of a non-zero word: degA ≥ deg(D −G).
Similarly, a divisor 0 ≤ A ≤ D contains the support of a word in CΩ(D,G) if there is a differential in
Ω(G−D+ (D−A)) = Ω(G−A) that is not in Ω(G). The trivial lower bound for the size of the support of
a non-zero word is degA ≥ deg(G−K). These bounds are called Goppa bounds.
Proposition 4.5.6 (Goppa bound dGOP ).
d(CL(D,G)) ≥ deg (D −G), and
d(CΩ(D,G)) ≥ deg (G−K).
A unified description of evaluation and residue constructions is achieved by setting divisor C = D − G
for CL and C = G−K for CΩ. Now both CL and CΩ can be viewed as the same construction.
α∗ : L(D − C) −→ Fnq with ker(α∗) = L(−C).
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Observation 4.5.7. The distance of an algebraic geometric code is
d(C(C,D)) = min{deg(A) : 0 ≤ A ≤ D, L(A− C) 6= L(−C)}
and the Goppa bound is
d(C(C,D)) ≥ max{0,deg(C)}.
The divisor D, which is the same for CΩ(D,G) and for CL(D,G
∗), only plays a minor role in the bounds.
For more advanced bounds there is a finite set S of points such that the bound holds whenever D is disjoint
form S. In particular, for the Goppa bound there is no restriction; S = ∅. The Goppa bound is also called
the designed minimum distance of the code and the divisor C is called the designed minimum support of
the code [16].
Proposition 4.5.8 (Base point bound dBPT ). If the divisor C has a base point P , i.e. L(C) = L(C − P ),
then a code with designed minimum support C and defined with a divisor D disjoint from P has distance
d ≥ degC + 1.
Proof. There exists a word in the code of weight w = degC if and only if C ∼ Pi1 + · · ·+Piw for w distinct
points Pi1 , . . . , Piw ∈ Supp(D). The existence of such a word would imply L(C) 6= L(C − P ). However,
L(C) ∼= L(Pi1 + · · ·+Piw), which contains the constant functions; while L(C −P ) ∼= L(Pi1 + · · ·+Piw −P ),
which does not. Therefore d > degC.
The bound applies to a code CΩ(D,G) with G = A+B+P such that L(A+P ) = L(A) and L(B+P ) =
L(B), which is essentially the case considered in [21, Theorem 2.1].
Lemma 4.5.9. For a given divisor G and a point P , there exist divisors A and B such that G ∼ A+B+P
and L(A+ P ) = L(A) and L(B + P ) = L(B) if and only if L(C) = L(C − P ), for G ∼ K + C.
Proof. The if part is clear, for we can choose A = C−P and B = K. For the only if part we use K−C+P ∼
(K−A)+(K−B). Since L(K−A) 6= L(K−A−P ) and L(K−B) 6= L(K−B−P ), L(K−C+P ) 6= L(K−C),
or L(C) = L(C − P ).
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Chapter 5
Hermitian Curves
Hermitian curves are defined with the equation yq+y = xq+1 over the finite field with q2 elements. The num-
ber of points is maximal given the genus of the curve and Hermitian codes constructed with Goppa’s method
have excellent parameters [50],[46],[55],[29],[36],[27],[28]. The curve has as important advantages that the
codes are easy to describe and to encode and decode. The most studied Hermitian codes are the one-point
codes. They are obtained by evaluation of functions f in the linear span of {xiyj : qi+ (q + 1)j ≤ a} for a
fixed a. To a function f corresponds the codeword (f(P1), f(P2), . . . , f(Pn)), where the Pi, for i = 1, 2, . . . , n
are distinct rational points on the curve different from the point at infinity. Together the codewords generate
a code C(a).
Different methods have been presented that give codes with better parameters. An idea due to Feng and
Rao [20] is to enlarge the code without reducing its distance by carefully selecting extra codewords. We
illustrate their idea for a particular case. For q = 4, the codes C(59) and C(60) are of type [64, 54, 5] and
[64, 55, 4], respectively. It appears that to increase the dimension of the code we have to accept a smaller
distance. However, it can be shown that words in C(62)\C(60) have weight at least six. By adding two
independent words from C(62)\C(60) to C(59) we obtain a [64, 56, 5] code. The parameters of improved
one-point Hermitian codes are given in closed form in [7].
A second idea, first applied by Matthews [36], is to consider vector spaces of functions that correspond to
two-point divisors instead of one-point divisors. Recently, Homma and Kim gave the complete description of
the actual minimum distance for all two-point Hermitian codes [28]. From their description we obtain that
the best Hermitian two-point codes are very similar to one-point codes. They can be defined as subcodes
C ′(a) of the codes C(a) by removing the functions 1 and x in the generating set {xiyj : qi+ (q + 1)j ≤ a}
and omitting the point (0, 0) in the evaluation, which reduces the code length by one. The codes C(60)
and C(61) have subcodes C ′(60) and C ′(61) of type [63, 53, 7] and [63, 54, 6], respectively. This claim is a
consequence of Theorem 5.3.3. For the two-point codes thus obtained we still have the possibility to improve
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them further using the Feng and Rao idea. In this paper, we give bounds for the parameters of Feng-Rao
improved two-point codes of special form. Figure 5.1 summarizes the constructions of Hermitian codes, with
arrows pointing in the direction of better codes.
Two-point improved
Two-point classical
44jjjjjjjjjjjjjjjj
One-point improved
jjTTTTTTTTTTTTTTTT
One-point classical
jjTTTTTTTTTTTTTTTT
44jjjjjjjjjjjjjjjj
Figure 5.1: Comparison of different constructions for AG codes
Code Construction
[64, 54, 5] One-point code C(59)
[64, 56, 5] Improved One-point code C(59)⊕ 〈c1, c2〉,
for c1, c2 such that C(62) = C(60)⊕ 〈c1, c2〉
[63, 54, 6] Two-point code C ′(61)
Table 5.1: Examples of Hermitian codes over F16 with their construction
5.1 Notation
We recall the general construction by Goppa of codes from curves. Let X/F be an algebraic curve (absolutely
irreducible, smooth, projective) of genus g over a finite field F. Let F(X) be the function field of X/F and
let Ω(X) be the module of rational differentials of X/F. Given a divisor E on X defined over F, let
L(E) = {f ∈ F(X)\{0} : (f) + E ≥ 0} ∪ {0}, and let Ω(E) = {ω ∈ Ω(X)\{0} : (ω) ≥ E} ∪ {0}. Let K
represent the canonical divisor class. For n distinct rational points P1, . . . , Pn on X and for disjoint divisors
D = P1 + · · ·+ Pn and G, the geometric Goppa codes CL(D,G) and CΩ(D,G) are defined as the images of
the maps
αL : L(G) −→ Fn, f 7→ ( f(P1), . . . , f(Pn) ).
αΩ : Ω(G−D) −→ Fn, ω 7→ ( ResP1(ω), . . . ,ResPn(ω) ).
The condition that G has support disjoint from D is not essential and can be removed by modifying
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the encoding maps αL and αΩ locally at the coordinates P ∈ SuppG ∩ SuppD [52]. We will use both
constructions but consider only the case where X/F is the Hermitian curve. The Hermitian curve is the
smooth projective curve over Fq2 with affine equation yq + y = xq+1. It achieves the Hasse-Weil bound
with q3 + 1 rational points and genus g = q(q − 1)/2. For the construction of two-point codes, we fix two
distinct rational points P and Q. The automorphisms of the curve defined over Fq2 form a group of order
q3(q3 + 1)(q2 − 1). The group acts two-transitively on the set of rational points, thus the properties of
two-point codes are independent of the choice of P and Q. The standard choice is to let P be the point
at infinity (the common pole of x and y) and Q the origin (the common zero of x and y). The equivalent
divisors (q+ 1)P ∼ (q+ 1)Q belong to the hyperplane divisor class H. The divisor sum R of all q3 + 1 ratio-
nal points belongs to the divisor class (q2−q+1)H and the canonical divisor class K = (q−2)H [50], [46], [52].
Let {Gi} be an increasing sequence of divisors, where Gi−Gi−1 is a rational point. From each divisor we
can produce a code by using either construction method. If the divisor sequence is long enough we produce a
sequence of nested codes, containing a code of each possible dimension. The sequences that we are primarily
interested in are the sequence of Hermitian one-point codes 0 ⊆ · · · ⊆ C(a − 1) ⊆ C(a) ⊆ · · · ⊆ Fn, for
C(a) = CL(D, aP ), D = R−P , and the special sequence of Hermitian two-point codes 0 ⊆ · · · ⊆ C ′(a−1) ⊆
C ′(a) ⊆ · · · ⊆ Fn, for C ′(a) = CL(D, aP −2Q), D = R−P −Q. The choice for second sequence is motivated
by Theorem 5.3.3. It shows that the classical two-point codes along that sequence have best parameters
among classical two-point codes. For a sequence of nested codes, the minimum distance can be estimated
with the Feng-Rao bound [19], [18], [29], [25], or one of its generalizations [1], [2], [16], [13], [15]. The Feng-
Rao bound uses estimates for the weight of codewords that belong to one of the codes in the sequence but
not to the immediate subcode. In our case, we use the lower bounds for the weight of words in C(a)\C(a−1)
or C ′(a)\C ′(a − 1). It is often the case that the sequence of coset minimum weights is not monotone. By
the classical construction to obtain a code with designed distance δ one chooses the largest code C(a) in the
sequence just before the weights in C(a + 1)\C(a) fall below δ, regardless of the weights after that in the
differences C(a+ 2)\C(a+ 1), etc.. Feng and Rao [20] observed that those cosets can be used if we modify
the construction. For a fixed designed distance δ, use as generators for the Feng-Rao improved code one
word from each difference C(a)\C(a− 1) for which the minimum weight is greater than or equal to δ. It is
convenient to count the number of cosets that need to be removed (i.e. cosets with weight less than δ). The
number r = r(δ) of such cosets gives the redundancy (i.e. the dimension of the dual code) as a function of
the designed distance.
35
For a given divisor D = P1 + . . .+Pn, let {Gi} be a long enough sequence of divisors {Gi} (i.e. producing
codes CL(D,Gi) and CΩ(D,Gi) of every possible dimension). The improved codes with designed distance δ
constructed with the sequence have parameters [deg(D),deg(D)− r(δ),≥ δ], where
r(δ) =

|{i : 0 < min wt(CL(D,Gi)\CL(D,Gi−1)) < δ}|, for the sequence of codes {CL(D,Gi)}.
|{i : 0 < min wt(CΩ(D,Gi)\CΩ(D,Gi+1)) < δ}|, for the sequence of codes {CΩ(D,Gi)}.
Here we use the convention that min wt(∅) = 0, so that min wt CL(D,Gi)\CL(D,Gi−1) = 0 for CL(D,Gi) =
CL(D,Gi−1).
5.2 Improved codes along two sequences
The one-point Feng-Rao methods have been generalized to give coset bounds for two-point divisors [2], [16],
[13], [15]. Coset bounds for Hermitian two-point codes were first obtained in [2, Fact 13, Proposition 14]
and [40]. We use the formulation in [41, Proposition 3.1], [17, Corollary 9.8].
Theorem 5.2.1 ([2], [40] ; [41], [17]). Let C = dH − aP − bQ, where 0 ≤ a, b ≤ q and P /∈ SuppD. Then
min wtCΩ(D,K + C)\CΩ(D,K + C + P ) ≥

deg(C), for a− d < 0.
a(q − 1− a+ d) + max{0, a− b}, for 0 ≤ a− d ≤ q − 1.
0, for a− d > q − 1.
To apply the improved Feng-Rao construction to two-point codes we need to select a particular sequence
of divisors (in the one-point case there is no choice to be made). In exhaustive computations over F22k ,
k = 1, 2, 3, 4, 5, and F32k , k = 1, 2, 3, we observed that among all possible sequences, the sequence {iP +Q}
produced the optimal redundancy r(δ) for any designed distance δ. In the rest of this paper we therefore
study the parameters of the following two sequences:
1. One-point codes CΩ(D,Gi), for D = R− P and Gi = iP.
2. Two-point codes CΩ(D,G
′
i), for D = R− P −Q and G′i = iP +Q.
Using K = (q− 2)H, the previous theorem immediately gives bounds for the minimum weights of cosets
in each of the sequences (1) and (2).
Corollary 5.2.2. Write iP = (d+ q− 2)H −aP , for unique d ∈ Z and 0 ≤ a ≤ q. If P /∈ SuppD = ∅, then
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(1) min wtCΩ(D, iP )\CΩ(D, (i+ 1)P ) ≥

(q + 1)d− a, for a− d < 0.
a(q − a+ d), for 0 ≤ a− d ≤ q − 1.
0, for a− d > q − 1.
(2) min wtCΩ(D, iP +Q)\CΩ(D, (i+ 1)P +Q) ≥

(q + 1)d− a+ 1, for a− d− 1 < 0.
a(q − a+ d), for 0 ≤ a− d− 1 ≤ q − 1.
0, for a− d− 1 > q − 1.
Table 5.2 illustrates the lower bounds in Corollary 5.2.2 for the Hermitian curve over F16 (the case q = 4).
The lower bounds are given for every inclusion in Fn = CΩ(D,−P ) ⊇ CΩ(D, 0) ⊇ · · · ⊇ CΩ(D, 23P ) (the
row Gi) as well as Fn = CΩ(D,Q − P ) ⊇ CΩ(D,Q) ⊇ · · · ⊇ CΩ(D,Q + 23P ) (the row G′i). For i = −1,
CΩ(D,−P )\CΩ(D, 0) contains all words that are not orthogonal to the all-one word, and the minimum
weight is 1. For iP ≥ 2K + 2P (or i ≥ 2(q2− q− 1) = 22), the coset bounds for CΩ(D, iP )\CΩ(D, (i+ 1)P )
agree with the Goppa lower bound i− (2g − 2) for the minimum distance of CΩ(D, iP ).
i -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
d -2 -2 -1 -1 -1 -1 -1 0 0 0 0 0 1 1 1 1 1 2 2 2 2 2
a 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0
Gi 1 0 0 0 2 2 0 0 3 4 3 0 4 6 6 4 5 8 9 8 9 10
G′i 1 0 0 0 2 2 0 0 3 4 3 1 4 6 6 5 6 8 9 9 10 11
Table 5.2: Bounds for coset minimum weights using Corollary 5.2.2
More advanced methods [15] do not improve the estimates for the sequence {Gi}. Meanwhile some
estimates for G′i can be improved with a simple observation illustrated in Figure 5.2. In the figure we see a
grid of divisors over the Hermitian curve with q = 4 with edge labels giving the bound for minimum coset
weights coming from Theorem 5.2.1.
Starting at 10P+Q the path going first up and then across guarantees min wtCΩ(D, 10P+Q)\CΩ(D, 11P+
4Q) is at least 4. Since the path going across first and then up also measures the same quantity, all esti-
mates along that path are at least 4. Performing such improvements in the general case leads to the following
theorem.
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10P + 4Q
4
11P + 4Q
10P + 3Q
6
3
11P + 3Q
6
10P + 2Q
6
2
11P + 2Q
6
10P +Q
4
1
11P +Q
4
Figure 5.2: Illustration of an inconsistency in the coset bounds coming from Theorem 5.2.1
Theorem 5.2.3. Let iP = (d+ q − 2)H − aP , for unique d ∈ Z and 0 ≤ a ≤ q. If D ∩ {P,Q} = ∅, then
min wtCΩ(D, iP +Q)\CΩ(D, (i+ 1)P +Q) ≥

(q + 1)d− a+ 1 for d > q − 1
qd+ q − a for a ≤ d ≤ q − 1
a(q − a+ d) for 0 ≤ a− d− 1 ≤ q − 1
0 for a− d− 1 > q − 1
Proof. We only improve the previous estimate in the case a ≤ d ≤ q− 1. We use the following divisor paths,
rewriting iQ as H − (q + 1− i)Q.
Cq−d := K + (d+ 1)H − aP − (d+ 1)Q K + (d+ 1)H − (a− 1)P − (d+ 1)Q





C1 := K + (d+ 1)H − aP − qQ



K + (d+ 1)H − (a− 1)P − qQ



Note that d ≤ q−1 is required to ensure that the orientation in the diagram is correct. Using the assumptions
and Theorem 5.2.1, the bound for the P -coset at Cq−d equals deg(Cq−d) = qd+ q−a. For the remaining Q-
cosets at Cj we use Theorem 5.2.1 but with P and Q swapped. The divisors Cj equal K+(d+1)H−aP−jQ
for the range j ∈ {d + 2, . . . , q}. Using the assumptions the bound simplifies to j(q − i + d) + j − a. As a
function of j its mininum is at j = q and equals exactly qd+ q − a.
Thus the path consisting of first adding q − d − 1 times Q and then P has minimum weight at least
qd + q − a, so every edge of any other path to the same divisor has at least that weight. In particular the
P -coset at K + (d+ 1)H − aP − qQ = iP +Q
Note that in the proof above we used Theorem 5.2.1 with both P and Q. As a consequence we need
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to remove both from the support of D. The improved two-point codes are one coordinate shorter than the
improved one-point codes. It follows from the transitive action of the automorphism group that shortening
of a one-point code preserves its minimum distance. This feature makes it easy to compare two-point codes
with similar one-point codes of different length.
Going back to our running example with q = 4, which is the Hermitian curve over F16, we find six
improvements for the coset bounds in the sequence {G′i}.
i -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
d -2 -2 -1 -1 -1 -1 -1 0 0 0 0 0 1 1 1 1 1 2 2 2 2 2
a 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0
Gi 1 0 0 0 2 2 0 0 3 4 3 0 4 6 6 4 5 8 9 8 9 10
G′i 1 0 0 0 2 2 0 0 3 4 3 4 4 6 6 7 8 8 9 10 11 12
Table 5.3: Bounds for coset minimum weights using Theorem 5.2.3
Computing the redundancy along each sequence amounts to counting the coset bounds that are strictly
between 0 and the designed distance δ. For the one-point sequence Gi the redundancy is available in a closed
form in the work of Bras-Amoro´s-O’Sullivan [7]. We will not present it here as it is rather long.
The bounds in this section were formulated for residue codes CΩ(D,G). To apply the bounds to evaluation
codes, we include the following lemma. For the Hermitian curve, let H = (q+ 1)P , let R denote the divisor
sum of all q3 + 1 rational points and let K denote the canonical divisor class.
Lemma 5.2.4. For the Hermitian curve, each of the following choices of D,G∗ and G describes a pair of
equivalent codes CΩ(D,G
∗) and CL(D,G).
(1) D = R− P G∗ = K + dH − aP, G = R− dH + aP − P.
(2) D = R− P −Q G∗ = K + dH − aP +Q, G = R− dH + aP − P − 2Q.
(2’) D = R− P −Q G∗ = K + dH − aP − qQ, G = R− (d− 1)H + aP − P − 2Q.
Proof. In general, codes CL(D,G) and CΩ(D,G
∗) are equivalent provided that G+G∗ ∼ K +D [48].
The divisor sum R of all q3 + 1 rational points belongs to the divisor class (q2− q+ 1)H = (q3 + 1)P and
the evaluation codes CL(D,G) in the lemma are one-point codes (case 1) and special cases of two-point codes
(cases 2, 2’). It can be shown that, for the Hermitian codes in the lemma, the equivalences are equalities.
The argument for one-point codes is in [46], [39] and is similar for the two-point codes.
39
5.3 Classical Hermitian two-point codes
Classical Hermitian two-point codes are evaluation codes CL(D,G) with Goppa divisor G = mP + nQ.
The actual minimum distance for Hermitian two-point codes was determined by Homma and Kim [27,
Theorem 5.2, Theorem 6.1] (cases n = 0 and n = q), [28, Theorem 1.3, Theorem 1.4] (cases 0 < n < q).
Using order bound techniques, Beelen [2, Theorem 17] gives lower bounds for the cases degG > degK (i.e.
m+n > (q−2)(q+1)), and Park [41, Theorem 3.3, Theorem 3.5] for all cases. Park moreover shows that the
lower bounds are sharp and that they correspond to the actual minimum distance. We recall these results
and derive from it that among all divisors G = mP + nQ of given degree, the optimal minimum distance is
attained for a choice of the form G = aP − 2Q.
Theorem 5.3.1 ([27], [28] ; [2], [41]). Let C be a divisor such that C 6= 0, degC ≥ 0 and C = dH−aP −bQ,
for d ≥ 0 and for 0 ≤ a, b ≤ q. For G = K+C, the algebraic geometric code CΩ(D,G) has minimum distance
δ, where
(Case 1 : a, b ≤ d) δ = degC.
(Case 2a : b ≤ d ≤ a) δ = degC + a− d SuppD ∩ {P} = ∅.
(Case 2b : a ≤ d ≤ b) δ = degC + b− d SuppD ∩ {Q} = ∅.
(Case 3a : d ≤ a ≤ b, a < q) δ = degC + a− d+ b− d SuppD ∩ {P,Q} = ∅.
(Case 3b : d ≤ b ≤ a, b < q) δ = degC + a− d+ b− d SuppD ∩ {P,Q} = ∅.
(Case 4 : d ≤ a = b = q) δ = degC + q − d SuppD ∩ {P,Q} 6= {P,Q}.
Proof. The results were first obtained in [27],[28]. In the approach used in [2], [41], lower bounds for δ follow
from repeated application of Theorem 5.2.1 for P-cosets or Q-cosets. For a proof that those lower bounds
are sharp see [41].
We isolate the cases that attain the best possible minimum distance for a given degree of the divisor G.
Corollary 5.3.2. Let C be a divisor C 6= 0, degC ≥ 0 and C = dH − aP − bQ, for d ≥ 0 and for
0 ≤ a, b ≤ q, and let G = K + C. For a given degree of the divisor G, the optimal minimum distance for a
two-point CΩ(D,G) is attained for b = q and it equals
(Case 1 : q ≤ d) δ = degC.
(Case 2 : a ≤ d ≤ q) δ = degC + q − d SuppD ∩ {Q} = ∅.
(Case 3 : d ≤ a < q) δ = degC + a− d+ q − d SuppD ∩ {P,Q} = ∅.
(Case 4 : d ≤ a = q) δ = degC + q − d SuppD ∩ {P,Q} 6= {P,Q}.
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Proof. Cases 1), 2) and 3) of Theorem 5.3.1 can be combined as degC + max{0, a − d} + max{0, b − d}.
Assume without loss of generality that a ≤ b ≤ q − 1. Then we can increase b by one and decrease a by one
to produce a divisor of same degree. There are two possibilities. If a 6= 0, any max{0, a− d} decrease would
be offset by an increase in max{0, b−d}. If a = 0, the new divisor will have d′ = d+1, a′ = q, and b′ = b+1.
Thus max{0, b− d} is unchanged and max{0, a− d} = 0 becomes max{0, a′ − d′} = max{0, q− 1− d}, with
a strict increase if d < q − 1 and no change otherwise.
We use Lemma 5.2.4 to reformulate the optimal cases as evaluation codes.
Theorem 5.3.3. Let C be a divisor C 6= 0, degC ≥ 0 and C = dH−aP−qQ, for d ≥ 0 and for 0 ≤ a, b ≤ q,
and let m = q3 + 1− degC.
(Case 1 : a ≤ d or d ≤ a = q) d(CL(R−Q, (m+ 1)P − 2Q)) = degC + q − d
(Case 2 : d ≤ a < q) d(CL(R− P −Q,mP − 2Q)) = degC + q + a− 2d
In each case, the code has optimal minimum distance among all two-point codes CL(D,G) with G of the
same degree.
Knowing that the codes in the sequence {CL(D,G = mP − 2Q)} for degG ≥ degK have the best
distance among all two-point codes for a given degree, means that improved two-point codes obtained with
the sequence are at least as good as any classical two-point code.
5.4 Experimental Results
Tables 5.4 and 5.5 compare the redundancies of one- and two- point codes (both classical and improved)
over Hermitian curves over F16 and F64. Since we have not theoretically established that iP + Q produces
the best improved two-point codes, for the table entries we checked all possible sequences. We see that for
the Hermitian curve over F16 the parameters of two-point improved codes are matched by either a one-point
improved code or a two-point classical code. However, for the Hermitian curve over F64, the two-point
improved codes give improvements over known families of codes.
5.5 Explicit Bases
A particularly favorable feature of Hermitian curves is that one can explicitly write a monomial basis for the
Riemann-Roch space of a two-point divisor. Fix the smooth projective plane model ZY q + Y Zq = Xq+1.
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δ\r One-point Two-point
C I C I
3 3 3 3 3 0
4 6 5 6 5 0
5 10 8 8 8 0
6 11 9 8 8 0
7 11 11 10 10 0
8 11 11 11 11 0
9 14 13 13 13 0
10 15 15 14 14 0
11 16 16 15 15 0
Table 5.4: Hermitian Curve over F16. Optimal redundancy r for given minimum distance δ. The last column
shows the improvement of the two-point improved code over the lowest redundancy in the previous columns.
δ\r One-point Two-point
C I C I
5 10 8 10 8 0
7 21 14 21 14 0
9 36 20 30 20 0
11 37 24 30 23 1
13 37 28 30 27 1
15 37 30 36 29 1
17 44 35 39 35 0
19 46 39 39 37 2
21 46 41 39 39 0
23 46 43 45 42 1
25 52 47 48 47 0
27 54 50 48 48 0
29 55 53 52 50 2
31 55 55 54 54 0
Table 5.5: Hermitian Curve over F64. Optimal redundancy r for given minimum distance δ. The last column
shows the improvement of the two-point improved code over the lowest redundancy in the previous columns.
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We will work with two affine charts x = X/Z, y = Y/Z and u = X/Y, v = Z/Y , which give isomorphic affine
curves xq+1 = yq + y and uq+1 = vq + v. Fix points P = P∞, Q = P(0,0) (w.r.t. the x, y affine curve). Note
that x, y generate the ring
⋃
i L(iP ) and u, v generate the ring
⋃
i L(iQ). Knowing that the function y has
divisor (y) = (q + 1)(Q− P ), and in particular only has zeros at Q, means that the ring ⋃i,j L(iP + jQ) is
generated by x, y, y−1.
Lemma 5.5.1. For any m ≥ 0 the space L(mP ) has a basis of the following form:
{xiyj : 0 ≤ i ≤ q − 1, iq + j(q + 1) ≤ m}
Viewing L(mP−aQ) as a subspace of L(mP ), we can obtain a similar basis for L(mP−aQ) by excluding
the monomials that have order of vanishing at Q less than a. For example for q = 4, L(10P ) has a basis
{1, x, y, x2, xy, y2}. Knowing that the valuation at Q of x is 1 and of y is q + 1, we see that L(10P − 3Q)
has a basis {y, xy, y2}.
Monomial Pole order at P Vanishing order at Q
1 y y2 0 5 10 0 5 10
x xy 4 9 1 6
x2 8 2
Table 5.6: Monomials forming a basis for L(10P )
Lemma 5.5.2 ([41]). Let D = d(q+ 1)P − aP − bQ, for d ∈ Z, and for 0 ≤ a, b ≤ q. The space L(D) has a
basis given by the monomials xiyj where:
1. 0 ≤ i ≤ q, 0 ≤ j, and i+ j ≤ d.
2. a ≤ i for i+ j = d.
3. b ≤ i for j = 0.
We illustrate the use of the explicit bases for the Hermitian curve over F64 and for codes with designed
distance 19 (the line δ = 19 in Table 5.5). The classical one-point code CL(D, 73P )
⊥ has redundancy r = 46
but this can be improved to r = 39 by removing seven of the checks (Table 5.7). The classical two-point
code CL(D, 74P − 8Q)⊥ has redundancy r = 39, which improves to r = 37 after removing two of the checks
(Table 5.8).
The Feng-Rao lower bound for the weights in a dual coset can be seen explicitly by selecting the mono-
mial that corresponds to the coset and then counting the number of monomials in the diagram that divide
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Monomial Checks for CL(D, 73P )
⊥, δ ≥ 19, r = 46
1 y y2 y3 y4 y5 y6 y7 y8
x xy xy2 xy3 xy4 xy5 xy6 xy7
x2 x2y x2y2 x2y3 x2y4 x2y5 (x2y6)
x3 x3y x3y2 x3y3 (x3y4) (x3y5)
x4 x4y x4y2 (x4y3) (x4y4)
x5 x5y x5y2 (x5y3)
x6 x6y (x6y2)
x7 x7y
x8 x8y
Table 5.7: Removing the checks in parentheses reduces the redundancy to r = 39 but preserves the distance
δ ≥ 19.
it [19], [25], [5]. For example, in Table 5.7 the monomials x3y4 and x4y3 determine a 4× 5 rectangle, which
gives minimum weight 20. Excluding them decreases the redundacy by 2, while the words that are added
to the code have weight at least 20, preserving the designed distance at 19.
Consider the difference CL(D, 73P )
⊥\CL(D, 74P )⊥, which amounts to adding x7y2 in Table 5.7. The
weight of a word in the difference is at least 3 · 8 = 24. Repeatedly adding P , we obtain a filtration
CL(D, 73P )
⊥ ⊃ CL(D, 74P )⊥ ⊃ · · · . For each coset in the filtration, we find that the minimum weight is at
least 19 (in fact it results in a stronger bound δ ≥ 24).
Table 5.8 shows the checks for the two-point code CL(D, 74P − 8Q)⊥. Similar to the one-point case, the
P -cosets corresponding to monomials x4y4 and x3y5 have minimum weights at least 20 and can be removed.
However, checking that the code itself has minimum distance ≥ 19 by the P -filtration method fails. The step
CL(D, 79P − 8Q)⊥ ⊃ CL(D, 80P − 8Q)⊥ in the filtration corresponds to monomials xy8 and x10, both with
pole order 80 at P . The monomials that divide xy8 form a two-by-eight rectangle. In addition, there is a
single monomial x8 that divides x10, resulting in the bound 2·8+1 = 17 for the minimum weight in the coset.
The breakdown of the P -filtration is essentially the same phenomenon that we saw earlier in Figure 5.2. The
estimates for the P -cosets can be improved if we also consider filtrations with Q-cosets [2], [16]. However,
Q-coset bounds cannot be seen immediately if we use monomials generated by x and y. A solution to this
obstacle is to switch the roles of P and Q and to consider an equivalent code for which the basis belongs to
a space L(mQ), so that we can work with u, v monomials. This produces the second table in Table 5.8. The
divisor 79P − 8Q is equivalent to 73Q− 2P , so we can use Lemma 5.5.2 with L(73Q− 2P ) ⊂ L(73Q). Now
the difference CL(D, 73Q − 2P )⊥\CL(D, 74Q − 2P )⊥ corresponds to a monomial u7v2, and the bound is
22. The desired design distance of 19 is obtained by continuing further with Q-cosets. In fact, the resulting
bound for the code CL(D, 73Q− 7P )⊥ is slightly better and it equals 21.
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Monomial Checks for CL(D, 74P − 8Q)⊥, δ ≥ 19, r = 39
y y2 y3 y4 y5 y6 y7 y8
xy xy2 xy3 xy4 xy5 xy6 xy7
x2y x2y2 x2y3 x2y4 x2y5 x2y6 .
x3y x3y2 x3y3 x3y4 (x3y5) .
x4y x4y2 x4y3 (x4y4) .
x5y x5y2 x5y3 .
x6y x6y2 .
x7y x7y2
x8 x8y
Monomial Checks for CL(D, 73Q− 7P )⊥, δ ≥ 19, r = 39
v v2 v3 v4 v5 v6 v7 v8
uv uv2 uv3 uv4 uv5 uv6 uv7
. u2v u2v2 u2v3 u2v4 u2v5 u2v6
. (u3v) u3v2 u3v3 u3v4 u3v5
. (u4v) u4v2 u4v3 u4v4
. u5v u5v2 u5v3
. u6v u6v2
u7 u7v
u8 u8v
Table 5.8: Removing checks in parenthesis reduces the redundancy to a code with r = 37. Dots correspond
to cosets in the filtration.
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Chapter 6
Lower Bounds for the AG
Constructions
Various methods have been used to obtain improvements of the Goppa lower bound for the minimum distance
of an algebraic geometric code. In this chapter we present a reinterpretation of several known bounds and an
unifying description of a new bounds. The contents of this chapter overlap with the paper “Distance bounds
for Algebraic Geometric Codes” [15], accepted to appear in the Journal of Pure and Applied Algebra. The
known bounds fall into two categories — floor and order bounds which we treat separately.
6.1 Floor bounds
For a divisor H with L(H) 6= 0, its floor is the unique divisor bHc that is minimal with the property
L(H) = L(bHc) [33]. The difference EH = H − bHc is called the fixed part of the divisor H [38]. Maharaj,
Matthews and Pirsic [34] showed that, for a geometric Goppa code CΩ(D,H + bHc), the actual minimum
distance exceeds the Goppa minimum distance by at least the degree of the fixed part EH of H (the bound
dMMP ). This generalizes results in [10], [26]. Lundell and McCullough [31] gave a further generalization
(the bound dLM ) that includes as special cases other bounds in [10], [26], as well as bounds in [21], [29].
Recently, Gu¨neri, Stichtenoth, and Taskin [24], and Duursma and Park [16] gave further improvements
dGST and dABZ , respectively. The dGST bound further exploits the floor bound method. The dABZ bound
uses an argument similar to the AB method of van Lint and Wilson [53]. In Section 6.1, we compare the
improvements and show that dABZ ≥ dGST ≥ dLM .
We present the ABZ floor bound of Duursma and Park [16] and show that it includes the bounds dLM [31]
and dGST [24]. The following lemma contains the main idea behind all floor bounds.
Lemma 6.1.1. Given a divisor G, let η be a nonzero differential with divisor (η) = G−D′ + E, such that
D′, E ≥ 0 and E ∩D′ = ∅. For divisors A,B, and Z, such that G = A + B + Z, and such that Z ≥ 0 and
Z ∩D′ = ∅,
degD′ ≥ l(A)− l(A−D′) + l(B)− l(B −D′).
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Proof. With E,Z ≥ 0 and E ∩D′ = Z ∩D′ = ∅, the natural maps
L(A)/L(A−D′) −→ L(A+ E)/L(A+ E −D′),
L(B)/L(B −D′) −→ L(B + Z)/L(B + Z −D′),
are well defined and injective. Therefore
degD′ = l(A+ E)− l(A+ E −D′) + i(A+ E −D′)− i(A+ E)
= l(A+ E)− l(A+ E −D′) + l(B + Z)− l(B + Z −D′)
≥ l(A)− l(A−D′) + l(B)− l(B −D′).
Remark 6.1.2. The condition Z ≥ 0 can be replaced with the weaker condition L(B) ⊆ L(B + Z), which
does not affect the proof. However, the weaker condition does not produce better lower bounds. Namely,
suppose that G = A + B + Z is a decomposition such that L(B) ⊆ L(B + Z) and Z ∩ D′ = ∅. Let Z =
Z+−Z−, with Z+, Z− ≥ 0, Z+ ∩Z− = ∅. Then L(B) = L(B)∩L(B+Z) = L(B−Z−). The decomposition
G = A+ (B − Z−) + Z+ meets the condition Z+ ≥ 0 and Z+ ∩D′ = ∅ and gives the same lower bound,
l(A)− l(A−D′) + l(B − Z−)− l(B − Z− −D′)
= l(A)− l(A−D′) + l(B)− l(B −D′).
When written out in terms of linear algebra, i.e. after removing the connection to curves, the bound is
essentially an application of the AB bound for linear codes [53]. We briefly formulate the connection. For
two vectors a, b in Fn, let a ∗ b = (a1b1, . . . , anbn) denote the Hadamard or coordinate-wise product of the
two vectors.
Lemma 6.1.3. Let A, B, C ⊆ Fn be F-linear codes of length n such that A∗B ⊥ C, i.e. such that a ∗ b ⊥ c,
for all a ∈ A, b ∈ B, c ∈ C. Then, for all c ∈ C,
wt(c) := dim (c ∗ Fn) ≥ dim (c ∗ A) + dim (c ∗ B).
For G = A+B +Z, and D = P1 + P2 + · · ·+ Pn, such that Z ≥ 0 and Z ∩D = ∅, let c ∈ C = CΩ(D,G)
have support in D′ ≤ D. For A = CL(D,A) and B = CL(D,B), A ∗ B ⊥ C. With c ∗ A ' CL(D′, A) and
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c ∗ B ' CL(D′, B),
degD′ ≥ dim c ∗ A+ dim c ∗ B = l(A)− l(A−D′) + l(B)− l(B −D′).
The definition of the codes A, B, and C does not require that the divisors A,B and G are disjoint from D, if
we modify the encoding map αL. In that case the inclusion CL(D,A) ∗CL(D,B) ⊆ CL(D,G) remains valid
for the modified codes with the assumption D ∩ Z = ∅.
For G = K + C, Lemma 6.1.1 gives a lower bound for degD′ that depends only on C and the choice of
the divisors A and B in G = A+B + Z.
Theorem 6.1.4 (ABZ bound [16, Theorem 2.4]). Let G = K + C = A + B + Z, for Z ≥ 0. For D with
D ∩ Z = ∅,
d(CΩ(D,G)) ≥ l(A)− l(A− C) + l(B)− l(B − C).
Proof. A word c ∈ CΩ(D,G) has support D′ only if there exists a nonzero differential η ∈ Ω(G − D′) '
L(D′ − C). With Lemma 6.1.1,
degD′ ≥ l(A)− l(A−D′) + l(B)− l(B −D′)
≥ l(A)− l(A− C) + l(B)− l(B − C).
Replacing A with bAc and B with bBc can only improve the lower bound for degD′. And in general the
bound is optimal for choices of A and B such that A = bAc and B = bBc. However, it can be useful to apply
the bound with A 6= bAc or B 6= bBc if such a choice reduces the support of the divisor Z. The choice may
then give the same bound with a less restrictive condition D ∩ Z = ∅.
G A B Z dABZ Condition for D
22P+6Q 14P 8P 6Q 6 Q 6∈ D
22P+6Q 13P 8P P+6Q 6 P,Q 6∈ D
Table 6.1: Suzuki curve over F8 (b14P c = 13P )
We give two other forms for the lower bound in the theorem. Equation (6.2) shows that the lower bound
reduces to the Goppa designed minimum distance degC whenever Z = 0. Equation (6.3) shows that the
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lower bound never exceeds degC + degZ.
l(A)− l(A− C) + l(B)− l(B − C) (6.1)
= degC + i(A)− i(A− C) + l(B)− l(B − C)
= degC + l(B + Z − C)− l(B + Z) + l(B)− l(B − C) (6.2)
= degC + degZ + i(B + Z − C)− l(B + Z) + l(B)− i(B − C)
= degC + degZ + l(A)− l(A+ Z) + l(B)− l(B + Z). (6.3)
With added assumptions for the divisors A and B we obtain as special cases of the theorem the bounds
d0M and dGST .
Corollary 6.1.5 (the bound dLM [31, Theorem 3]). Let G = K + C = A + B + Z, for Z ≥ 0, such that
L(A+ Z) = L(A) and L(B + Z) = L(B). For D with D ∩ Z = ∅,
d(CΩ(D,G)) ≥ degC + degZ.
Proof. Use Equation (6.3) with L(A+ Z) = L(A) and L(B + Z) = L(B).
The original floor bound by Maharaj, Matthews and Pirsic [34] corresponds to A+Z = B +Z = H and
A = B = bHc.
Corollary 6.1.6 (the bound dGST [24, Theorem 2.4]). Let F be an algebraic function field of genus g with
full constant field Fq. Let D = P1 + · · ·+ Pn, where the Pi’s are distinct rational places of the function field
F/Fq and suppose that A¯, B,C ′, Z ∈ Div(F ) satisfy the following conditions:
1. (Supp(A¯) ∪ Supp(B) ∪ Supp(C ′) ∪ Supp(Z))⋂Supp(D) = ∅,
2. L(A¯) = L(A¯− Z) and L(B) = L(B + Z),
3. L(C ′) = L(B).
If G = A¯+B, then the minimum distance d of the code CΩ(D,G) satisfies
d ≥ degG− (2g − 2) + degZ + (i(A¯)− i(G− C ′)).
Proof. After replacing C ′ with min(C ′, B) if necessary, we may assume that B = C ′ + Z ′, for Z ′ ≥ 0.
The bound is the special case of Theorem 6.1.4 obtained with the decomposition G = A + B + Z =
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(A¯−Z)+C ′+(Z+Z ′). We obtain the bound in the given form using Equation (6.3) with L(B+Z) = L(B).
d ≥ degG− (2g − 2) + deg(Z + Z ′) + l(A¯− Z)− l(A¯+ Z ′)
= degG− (2g − 2) + degZ + degZ ′ + l(A¯)− l(A¯+ Z ′)
= degG− (2g − 2) + degZ + i(A¯)− i(A¯+ Z ′).
Example 6.1.7. For G = K + C = 26P + (4P + Q), the choice A = 13P,B = 16P,Z = P + Q gives
dLM = dGST = dGOP + degZ = 7. The choice A = 13P,B = 13P,Z = 4P + Q gives dABZ = 8. In both
cases, the choices are optimal.
The bound dGST is formulated in Corollary 6.1.6 as an improvement of the bound dLM . For a choice
of divisors A¯ and B such that dLM = degC + degZ, replacing B with C
′ such that L(C ′) = L(B) gives
an improvement i(A¯) − i(G − C ′) of the bound dLM . In general however, good estimates for dGST do not
necessarily arise from improving good estimates for dLM . In the example below, two different estimates for
dLM are both improved by replacing B with a divisor C
′. The optimal estimate dGST = 6 is the result of
improving the weaker estimate dLM = 4.
G A¯ B Z C ′ dLM dGST
22P+6Q 17P+2Q 5P+4Q P+2Q 0 5 5
22P+6Q 14P+2Q 8P+4Q 2Q 8P 4 6
Table 6.2: Suzuki curve over F8
The efficient computation of bounds is discussed in Chapter 7. To optimize the bound dGST we use it
in the form below. Corollary 6.1.8 uses fewer parameters than Corollary 6.1.6 and gives the bound directly
without comparing it to dLM .
Corollary 6.1.8. Let G = K +C, and let B and Z be divisors such that L(B+Z) = L(B) and Z ≥ 0. For
D with D ∩ Z = ∅,
d(CΩ(D,G)) ≥ degC + l(B + Z − C)− l(B − C).
Proof. Use Equation (6.2) with L(B + Z) = L(B).
The following theorem gives the same bound as that in Corollary 6.1.8 and Corollary 6.1.6 but using
only a single parameter.
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Theorem 6.1.9 (One parameter formulation of dGST ). Let G = K + C. For divisors D and B such that
D ∩ (B − bBc) = ∅,
d(CΩ(D,G)) ≥ degC + l(B − C)− l(bBc − C).
Proof. Let B = bBc+ Z, Z ≥ 0. The theorem follows by applying Corollary 6.1.8.
The comment after Theorem 6.1.4 applies. If B′ is a divisor with bBc ≤ B′ ≤ B such that L(B′ −C) =
L(bBc −C) and if B −B′ has smaller support than B − bBc, then Corollary 6.1.8 will give the same bound
as Theorem 6.1.9 but with a weaker condition for D.
6.2 The Feng-Rao Method
The Feng-Rao method for computing the minimum distance of a code is based on a decoding procedure first
introduced by Feng-Rao[19], and Duursma [18]. The first formulation of the Feng-Rao bound as a bound for
the minimum distance of an algebraic geometric code improving Goppa bound is by Pellikaan-Kirfel [29].
Theorem 6.2.1 (Feng-Rao bound [29]). Let ΓP denote the numerical semigroup of non-gaps at P , that is
L(iP ) 6= L((i− 1)P ), and ∆i = {j ∈ ΓP : i+ 1− j ∈ ΓP }. If P /∈ SuppD, then
min wt CΩ(D, iP )\CΩ(D, (i+ 1)P ) ≥ |∆i| .
Moreover,
d(CΩ(D, iP )) ≥ min
j≥i
|∆j | .
In the original formulation, the bound ∆i is an intermediate step. We notice that it measures exactly
the rejection threshold of the corresponding secret sharing scheme. We will prove the Feng-Rao bound as a
corollary of a more general bound dDK in the next section.
6.3 Generalized Order Bound
Our goal is to generalize the Feng-Rao method and remove its dependence on one-point divisors. After a
more careful analysis one notices four distinct places where a fixed point P is used.
1. The divisor D satisfies P /∈ SuppD.
2. The intermediate step calculates minimum weights of a coset with respect to P i.e. CΩ(iP,D)\CΩ((i+
1)P,D).
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3. The coset minimum weight is given by counting the ways of writing r + 1 as a sum of non-gaps with
respect to P .
4. The final minimum distance is obtained by iterating the coset bounds for a chain of subcodes obtained
by adding P .
Our final bound dDK manages to generalize all four items from P to a set of points.
6.3.1 Base point free semigroups
We will discuss in Subsection 6.3.3 the various order bounds. First we introduce, for divisors C and for
sets of points S and S′, subsets of divisor classes Γ(C;S, S′). The sets capture the desired coding theory
parameters in the language of divisors. Together with the results in the next section, they allow us to present
all order bounds in a unified framework.
LetX/F be a curve over a field F and let Pic(X) be the group of divisor classes. Let Γ = {A : L(A) 6= 0} be
the semigroup of effective divisor classes. For a given rational point P ∈ X, let ΓP = {A : L(A) 6= L(A−P )}
be the semigroup of effective divisor classes with no base point at P . For a finite set of points S, let
ΓS = ∩P∈SΓP . By convention, let Γ∅ = Γ.
Definition 6.3.1. For a divisor class C and for finite sets of rational points S and S′, let
Γ(C;S, S′) = {A : A ∈ ΓS and A− C ∈ ΓS′},
γ(C;S, S′) = min{degA : A ∈ Γ(C;S, S′)}.
From the definition it is clear that Γ(C;S, S′) lives inside the semigroup ΓS . Moreover, ΓS∪S′ acts on
Γ(C;S, S′) via divisor addition, and for S′ ⊆ S, Γ(C;S, S′) is a semigroup ideal in ΓS . For the connection
to coding theory, we have the following interpretation.
Lemma 6.3.2. ([16, Lemma 4.3, Lemma 4.2]) For a given set of rational points S, and for algebraic
geometric codes defined with a divisor D = P1 + · · ·+ Pn disjoint from S,
d(CL(D,G)) ≥ γ(D −G;S, ∅).
d(CΩ(D,G)) ≥ γ(G−K;S, ∅).
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Moreover, for a point P ,
min wt(CL(D,G)\CL(D,G− P )) ≥ γ(D −G;S, P ).
min wt(CΩ(D,G)\CΩ(D,G+ P )) ≥ γ(G−K;S, P ).
The case of a general set S′ follows directly from the lemma.
Proposition 6.3.3. For given sets of rational points S and S′, and for algebraic geometric codes defined
with a divisor D = P1 + · · ·+ Pn disjoint from S,
min wt(CL(D,G)\
⋃
P∈S′
CL(D,G− P )) ≥ γ(D −G;S, S′).
min wt(CΩ(D,G)\
⋃
P∈S′
CΩ(D,G+ P )) ≥ γ(G−K;S, S′).
Here it is agreed, for the case S′ = ∅, that an empty union of vector spaces is the null space.
Proof. The case S′ = ∅ is the first part of the lemma. The case S′ 6= ∅ reduces to the second part of the
lemma if we use ∩P∈S′Γ(C;S, P ) = Γ(C;S, S′).
The first case of Lemma 6.3.2 is particularly important for our approach to order bounds and for that
reason we recall the proof. There exists a nonzero word in CL(D,G) with support in A, for 0 ≤ A ≤ D, if
and only if L(G −D + A)/L(G −D) 6= 0. Since S is disjoint from D, it is also disjoint from A. Since A is
effective, L(A) contains the constants, but L(A−P ) does not, for all P ∈ S. So that A ∈ ΓS . It is clear that
L(A − (D − G)) 6= 0 and thus A ∈ Γ(D − G;S, ∅). There exists a nonzero word in CΩ(D,G) with support
in A, for 0 ≤ A ≤ D, if and only if Ω(G − A)/Ω(G) 6= 0 if and only if L(K − G + A)/L(K − G) 6= 0. The
rest of the proof is similar to the previous case with D −G replaced by G−K.
The bounds in Lemma 6.3.2 can be used for codes with L(−C) = L(G−D) = 0 or L(−C) = L(K−G) = 0.
This includes all codes with a positive designed minimum distance. For codes with L(−C) 6= 0, we see that
0 ∈ Γ(C;S, ∅) and γ(C;S, ∅) = 0. In order to obtain nontrivial lower bounds for such codes the set Γ(C;S, ∅)
should be replaced with the subset
Γ∗(C;S, ∅) = {A ∈ ΓS : L(A− C) 6= L(−C)},
and the lower bound γ(C;S, ∅) for the minimum distance with γ∗(C;S, ∅), where the latter denotes the
53
minimal degree for a divisor A ∈ Γ∗(C;S, ∅). Details can be found in [16, Section 4]. Proposition 6.3.4 and
Theorem 6.3.5 play a key role in the definition of the order bounds in Section 6.3.3.
Proposition 6.3.4. For P 6∈ S′,
Γ(C;S, S′) = Γ(C;S, S′ ∪ {P}) ∪ Γ(C + P ;S, S′).
Proof. (⊆) Let D ∈ Γ(C;S, S′). For P 6∈ S′,
L(D − C) 6= L(D − C − P ) ⇒ D ∈ Γ(C;S, S′ ∪ {P}).
L(D − C) = L(D − C − P ) ⇒ D ∈ Γ(C + P ;S, S′).
(⊇) Clearly, Γ(C;S, S′ ∪ {P}) ⊆ Γ(C;S, S′). Let D ∈ Γ(C + P ;S, S′). Since P 6∈ S′, P ∈ ΓS′ . Thus, using
the semigroup property, D−C−P ∈ ΓS′ implies D−C ∈ ΓS′ , which proves Γ(C+P ;S, S′) ⊆ Γ(C;S, S′).
The following theorem is proved by repeated application of the proposition.
Theorem 6.3.5 ([15, Theorem 5.5]). For T ′ ∪ T = S′,
Γ(C;S, T ′) =
⋃
λ∈Λ
Γ(C + λ;S, S′),
where Λ is the semigroup generated by the points in T (including the zero divisor).
Note that both the proposition and the theorem translate into statements about γ if we replace Γ with
γ and ∪ with min.
6.3.2 Main theorem
In this section we present a general method to obtain lower bounds for γ(C;S, S′). Combined with the
properties of Γ(C;S, S′) from the previous section, the method gives lower bounds for the minimum distance.
In the next section we will derive the bounds dDK and dDP in this way.
Theorem 6.3.6 ([15, Theorem 6.1]). Given a divisor C and finite sets of rational points S and S′, let
{A0, A1, . . . , An} be a sequence of divisors such that Ai = Ai−1 + Pi, Pi a rational point, for i = 1, . . . , n,
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and define subsets ∆,∆′, I, I ′ ⊂ {1, 2, . . . , n} as follows.
∆ = {i : Ai ∈ ΓPi and Ai − C 6∈ ΓPi}, I = {i : Pi ∈ S},
∆′ = {i : Ai 6∈ ΓPi and Ai − C ∈ ΓPi}, I ′ = {i : Pi ∈ S′}.
Then γ(C;S, S′) ≥ |∆ ∩ I ′|+ |∆′ ∩ I| − |∆′|. In particular, γ(C;S, S′) ≥ |∆| for ∆ ⊆ I ′ and ∆′ ⊆ I.
Proof. For an arbitrary divisor D ∈ Γ,
degD ≥ (l(An)− l(An −D))
≥ (l(An)− l(An −D))− (l(A0)− l(A0 −D))
= (l(An)− l(A0))− (l(An −D)− l(A0 −D))
=
n∑
i=1
(l(Ai)− l(Ai−1))−
n∑
i=1
(l(Ai −D)− l(Ai−1 −D))
=
n∑
i=1
(l(Ai)− l(Ai − Pi))−
n∑
i=1
(l(Ai −D)− l(Ai −D − Pi))
= |{i : Ai ∈ ΓPi and Ai −D /∈ ΓPi}| − |{i : Ai /∈ ΓPi and Ai −D ∈ ΓPi}|.
Let D ∈ Γ(C;S, S′) be of minimal degree. We show that
|{i : Ai ∈ ΓPi and Ai −D /∈ ΓPi}| ≥ |∆ ∩ I ′|,
|{i : Ai /∈ ΓPi and Ai −D ∈ ΓPi}| ≤ |∆′\I| = |∆′| − |∆′ ∩ I|.
For i ∈ I ′, D − C ∈ ΓPi . Using the semigroup property of ΓPi ,
i ∈ ∆ ∩ I ′ ⇒ Ai ∈ ΓPi and Ai − C /∈ ΓPi and D − C ∈ ΓPi
⇒ Ai ∈ ΓPi and Ai −D /∈ ΓPi .
This proves the first inequality. For D ∈ Γ(C;S, S′), if D and D − C have a common base point P then
P 6∈ S ∪ S′ and D− P ∈ Γ(C;S, S′). Thus, for D of minimal degree, no such common base point exists and
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D /∈ ΓP implies D − C ∈ ΓP , for any point P . We can now prove the second inequality.
Ai /∈ ΓPi and Ai −D ∈ ΓPi
⇒ Ai /∈ ΓPi and Ai −D ∈ ΓPi and D /∈ ΓPi
⇒ Ai /∈ ΓPi and Ai −D ∈ ΓPi and D /∈ ΓPi and D − C ∈ ΓPi
⇒ Ai /∈ ΓPi and Ai − C ∈ ΓPi and D /∈ ΓPi
⇒ i ∈ ∆′\I.
The order bounds dB , dABZ′ , dDP , dDK can all be obtained from the main theorem in combination with
results from the previous section. Using the theorem with different formats for the sequence {Ai} yields
different bounds. The bounds dDP and dDK use a general format. The bound dB uses the format Ai = B+iP,
for a fixed B and for i ∈ Z. The special case Ai = iP, for i ∈ Z, is used in the Feng-Rao bound and in the
bound by Carvalho-Munuera-Torres-daSilva.
Example 6.3.7. For C = −3P + 6Q, we apply the theorem with two different sequences.
Ai = iP : ∆ = {0, 8, 12, 13, 16, 24}, ∆′ = {17, 19, 27}.
Ai = iP + 3Q : ∆ = {0, 8, 11, 12, 13, 16, 24}, ∆′ = {7, 9, 15, 17}.
The translated sequence yields an improved estimate γ(C;P, P ) ≥ 7.
The bound dABZ′ uses a sequence {Ai} that contains the divisors B+iP , for i ≤ 0, as well as the divisors
B + Z + iP , for a fixed divisor Z ≥ 0 and for i > 0.
Example 6.3.8. For C = 2P + 2Q, the two choices
Ai = iP : ∆ = {0, 8, 10, 13, 16, 21, 29}, ∆′ = {14, 15, 27},
Ai = iP + 2Q : ∆ = {0, 8, 13, 16, 19, 21, 29}, ∆′ = {2, 14, 15},
both yield γ(C;P, P ) ≥ 7. This is not improved with a different choice of translated sequence. However, for
the combined sequence
Ai = 0, . . . , 15P, 15P +Q, 15P + 2Q, . . . , 29P + 2Q,
we see that the divisors iP, for i ∈ {0, 8, 10, 13}, as well as the divisors iP + 2Q, for i ∈ {16, 19, 21, 29},
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contribute to ∆ and thus γ(C; {P,Q}, P ) ≥ 8. In this case |∆′| = 4, with contributions by 14P, 15P (both
with Pi = P ) and 15P +Q, 15P + 2Q (both with Pi = Q).
The bound dABZ′ is a special case of the bound dDP . The latter applies the theorem with S
′ = {P} but
with no restrictions on the sequence {Ai}. The bound dDK applies the main theorem with no restrictions
on neither S and S′ nor on the sequence {Ai}.
Example 6.3.9. For C = −5P + 8Q, the two choices
Ai = iP − 3Q : ∆ = {10, 12, 13, 22, 23, 25}, ∆′ = {8, 16, 27},
Ai = iP − 2Q : ∆ = {10, 12, 13, 22, 23, 25}, ∆′ = {8, 19, 27},
both yield γ(C;P, P ) ≥ 6. An arbitrary combination of translates does not produce improvements for
γ(C; {P,Q}, P ) ≥ 6. However, for the combined sequence
Ai = 10P − 3Q, . . . , 16P − 3Q, 16P − 2Q, . . . , 25P − 2Q,
the divisor 16P − 2Q contributes to ∆ with Pi = Q. Together with the contributions iP − 3Q, for i ∈
{10, 12, 13} and iP − 2Q, for i ∈ {22, 23, 25} this gives |∆| = 7 and γ(C;P, {P,Q}) ≥ 7. The contributions
to ∆′ come from 8P, 16P, 19P, 25P (all with Pi = P ) and thus the lower bound holds with S = {P}.
The bounds dDK ≥ dDP ≥ dB use the main theorem with the restrictions
(DK) S, S′ finite, (DP ) S finite, S′ = {P}, (B) S = S′ = {P}.
The bound dABZ′ is a special case of the bound dDP . Its main purpose is to connect the bounds of order
type with the bounds of floor type via the relation dABZ′ ≥ dABZ . We first show how the bound dABZ′
follows from the main theorem and then that it is an improvement of the floor bound. We use the following
notation:
∆(A) = { i | L(A′) 6= L(A′ − P ) and L(A′ − C) = L(A′ − C − P ) where i ≥ 0, A′ = iP }
∆′(A) = { i | L(A′) = L(A′ − P ) and L(A′ − C) 6= L(A′ − C − P ) where i ≥ 0, A′ = iP }.
Corollary 6.3.10 (ABZ ′ bound [16]). Let G = K + C = A+B + Z, such that Z ≥ 0. Then
γ(C; Supp(Z), P ) ≥ |∆(A)|+ |∆(B)|.
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Proof. Apply the main theorem with a sequence {Ai} that contains the divisors B + iP , for i ≤ 0, as well
as the divisors B + Z + iP , for i > 0.
The relation between |∆(A)| and |∆′(A)| is such that |∆(A)| = l(A)− l(A−C) + |∆′(A)|. And thus the
corollary can be stated as
γ(G−K; Supp(Z), P ) ≥ dABZ + |∆′(A)|+ |∆′(B)|.
Using Lemma 6.3.2 we see that ABZ’ bound is an improvement of the floor bound dABZ . Since the ABZ
bound is the best known bound from the family of floor bounds, this shows that the bounds from the order
family dDP , dDK are better.
It is clear from the definitions that A ∈ Γ(C;S, S′) if and only if A − C ∈ Γ(−C;S′, S), and thus
γ(C;S, S′)−γ(−C;S′, S) = degC. The duality carries over to lower bounds for γ(C;S, S′) and γ(−C;S′, S)
that are obtained with Theorem 6.3.6.
Lemma 6.3.11. For a given divisor C, and for a sequence of divisors {Ai} as in Theorem 6.3.6, let
γ(C;S, S′) ≥ |∆ ∩ I ′|+ |∆′ ∩ I| − |∆′|.
Then
γ(−C;S′, S) ≥ |∆′ ∩ I|+ |∆ ∩ I ′| − |∆|.
Moreover, for a long enough seqeunce such that degA0 < min{0,degC} and degAn > max{2g− 2, 2g− 2 +
degC}, the difference between the two lower bounds |∆| − |∆′| = degC.
Proof. To obtain the bound for γ(−C;S′, S) we apply the theorem with the sequence {Ai − C}. This
exchanges ∆ and ∆′, and I and I ′. The second claim reduces to the following statement:
|∆| − |∆′| = |{i : Ai ∈ ΓPi}| − |{i : Ai − C ∈ ΓPi}|
= (l(An)− l(A0))− (l(An − C)− l(A0 − C))
= (l(An)− l(An − C))− (l(A0)− l(A0 − C)).
For divisors A0 and An in the give range, the last difference equals degC.
Note that for an arbitrary sequence {Ai} and for C = C+ −C−, where C+, C− ≥ 0, the proof indicates
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that |∆| − |∆′| ≤ degC+ + degC−. In general we expect the lower bound for γ(C;S, S′) to increase when
S and S′ are enlarged. On the other hand, for an effective divisor C without base points, C ∈ Γ(C;S, S′)
and γ(C;S, S′) = degC, for all S and S′. For an arbitrary effective divisor C, we show that Theorem 6.3.6
yields the best results when S contains the base points of C.
Lemma 6.3.12. For a given effective divisor C and set S′, and for any sequence {Ai}, the lower bound in
Theorem 6.3.6 attains its maximum for S equal to the set of base points of C.
Proof. Clearly, for any sequence {Ai}, the set S is optimal if it contains {Pi : i ∈ ∆′}. For i ∈ ∆′, Ai 6∈ ΓPi
and Ai − C ∈ ΓPi . The semigroup property of ΓPi implies that C 6∈ ΓPi . For an effective divisor C there is
no gain in assuming that S contain points other than the basepoints of C.
6.3.3 Order bounds in semigroup form
In this section we prove the order bounds dDK , dDP , and dB using a combination of Theorem 6.3.5 and
Theorem 6.3.6. To obtain lower bounds for the minimum distance d of an AG code, we use d ≥ γ(C;S, ∅)
(Lemma 6.3.2) and estimate γ(C;S, ∅), where C is the designed minimum support of the code and the code
is defined with divisor D disjoint from S. Theorem 6.3.6 gives us a way to obtain lower bounds for γ(C;S, S′)
but the lower bounds are nontrivial only if S′ 6= ∅. This is where we use Theorem 6.3.5. We have
Γ(C;S, ∅) =
⋃
λ∈Λ′
Γ(C + λ;S, S′),
where Λ′ is the semigroup generated by the points in S′. Now Theorem 6.3.6 can be used to estimate
γ(C + λ;S, S′), for λ ∈ Λ′.
Theorem 6.3.13 (The bound dDK [13]). Let C be a divisor and let S be a finite set of rational points. For
any finite set S′ of rational points,
γ(C;S, ∅) = min
λ∈Λ′
γ(C + λ;S, S′) ≥ min
λ∈Λ′
γ∗(C + λ;S, S′),
where Λ′ is the semigroup generated by the points in S′ and γ∗(C+λ;S, S′) is a lower bound for γ(C+λ;S, S′).
It is helpful to interpret the data in the theorem as a directed graph with vertices a collection C of divisors
C and edges (C,C + Q), for C ∈ C, Q ∈ S′. If we label the vertex C ∈ C with γ(C;S, S′) then γ(C;S, ∅)
is the minimum of all vertex labels γ(C ′;S, S′) for C ′ ≥ C. Among the estimates γB , γDP and γDK for
γ(C + λ;S, S′) obtained with Theorem 6.3.6, only γDK uses sets S′ of size larger than one. For the other
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two types we use
Γ(C + λ;S, S′) =
⋂
Q∈S′
Γ(C + λ;S,Q)
in combination with estimates for γ(C + λ;S,Q).
Corollary 6.3.14. (The bounds dB [2] and dDP [16] in semigroup form)
γ(C;S, ∅) ≥ min
λ∈Λ′
(max
Q∈S′
γ∗(C + λ;S,Q) ),
where γ∗(C + λ;S,Q) is a lower bound for γ(C + λ;S,Q).
Proof.
γ(C + λ;S, S′) = max
Q∈S′
γ(C + λ;S,Q) ≥ max
Q∈S′
γ∗(C + λ;S,Q)
For an interpretation of the corollary in graph terms we assign a label γ(C;S,Q) to each edge (C,C+Q)
and then label the vertex C with the maximum of the labels on the outgoing edges (C,C +Q), for Q ∈ S′.
The difference between the bounds dB and dDP is not in Corollary 6.3.14 but in the way that each uses
Theorem 6.3.6 to obtain the lower bounds γ∗(C + λ;S,Q).
Example 6.3.15. For C = −5P + 8Q, we estimate γ(C; {P,Q}, ∅) in two different ways. From Example
6.3.9,
γDP (−5P + 8Q; {P,Q}, P ) = γDP (−5P + 8Q; {P,Q}, Q) = 6.
The estimates are critical in Corollary 6.3.14 which yields γ(C; {P,Q}, ∅) ≥ 6. On the other hand, a direct
estimate of the vertex label at C gives
γDK(−5P + 8Q; {P,Q}, {P,Q})) = 7.
And Theorem 6.3.13 yields γ(C; {P,Q}, ∅) ≥ 7.
6.3.4 Order bounds in sequence form
The bounds dB and dDP in Corollary 6.3.14 use Theorem 6.3.5 and differ from their original formulation,
which is based on repeated use of Proposition 6.3.4.
Γ(C;S, ∅) = Γ(C;S,Q) ∪ Γ(C +Q;S, ∅).
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In this section we compare the different formulations and show that they are in agreement.
Proposition 6.3.16 (The bounds dB [2] and dDP [16] in sequence form). Let C be a divisor and let S be
a finite set of rational points. For any subset S′ of rational points, and for a long enough sequence of points
Q0, Q1, . . . , Qr ∈ S′,
γ(C;S, ∅) ≥ min
j=0,...,r
γ∗(C +Rj ;S,Qj).
Here R0 = 0 and Rj = Rj−1 +Qj−1, for j > 0, and γ∗(C+Rj ;S,Qj) is a lower bound for γ(C+Rj ;S,Qj).
Proof. With Proposition 6.3.4,
Γ(C;S, ∅) = ∪j=0,...,rΓ(C +Rj ;S,Qj) ∪ Γ(C +Rr +Qr;S, ∅).
As before, Theorem 6.3.6 can be used to estimate γ(C+Rj ;S,Qj), for j = 0, 1, . . . , r. Extending the graph
interpretation for the bounds dB and dDP given after Corollary 6.3.14, we interpret the label γ(C+Rj ;S,Qj)
for the edge (C +Rj , C +Rj +Qj) as the flow capacity along the edge. The order bound in sequence form
estimates γ(C;S, ∅) as the maximum flow capacity of any long enough path (C,C +Q0, C +Q0 +Q1, . . .).
The order bound in [9] estimates the labels γ(C + Rj ;S,Qj) in the same way as the Beelen bound but
assigns a special point P ∈ S′ and computes the maximum flow along a path (C,C + P,C + 2P, . . .) with
Q0 = Q1 = · · · = Qr = P.
Example 6.3.17. The code CΩ(D,K + 9P + Q), defined with the Suzuki curve over F8, has designed
minimum support C = 9P +Q and designed minimum distance dGOP = 10. For D disjoint from P and Q,
the actual distance of the code is at least 13. To see this using the Beelen bound it is important to choose
Q0 = P and Q1 = Q2 = Q. The constant choices Q0 = Q1 = Q2 = P and Q0 = Q1 = Q2 = Q yield only
d ≥ 11 and d ≥ 12, respectively.
min {γB(9P +Q;P, P ), γB(10P +Q;Q,Q), γB(10P + 2Q;Q,Q)} = min {13, 13, 14} = 13.
min {γB(9P +Q;P, P ), γB(10P +Q;P, P ), γB(11P +Q;P, P )} = min {13, 11, 14} = 11.
min {γB(9P +Q;Q,Q), γB(9P + 2Q;Q,Q), γB(9P + 3Q;Q,Q)} = min {12, 13, 13} = 12.
In general, Γ(C + P ;S,Q) ⊆ Γ(C;S,Q) for P 6= Q, and thus γ(C + P ;S,Q) ≥ γ(C;S,Q). Therefore, if
γ∗(C+P ;S,Q) and γ∗(C;S,Q) are lower bounds, then we can assume that γ∗(C+P ;S,Q) ≥ γ∗(C;S,Q), for
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otherwise we would replace γ∗(C+P ;S,Q) with γ∗(C;S,Q). With this assumption, the bounds in Corollary
6.3.14 and Proposition 6.3.16 agree.
Proposition 6.3.18. Let {γ∗(C + λ;S,Q) : λ ∈ Λ′, Q ∈ S′} be a collection of lower bounds for the cor-
responding set of actual values {γ(C + λ;S,Q)} such that the estimates satisfy γ∗(C + λ + P ;S,Q) ≥
γ∗(C + λ;S,Q) whenever P 6= Q. Then
max
Q0,Q1,...,Qr∈S′
( min
j=0,...,r
γ∗(C +Rj ;S,Qj) ) = min
λ∈Λ′
( max
Q∈S′
γ∗(C + λ;S,Q) ).
Proof. The two sides of the equality represent lower bounds for γ(C;S, ∅) obtained with Proposition 6.3.16
and Corollary 6.3.14, respectively. Denote the left side by γseq and the right sight by γsgp. Clearly, γseq ≥ γsgp
and it suffices to show that γsgp ≥ γseq. Assume that there exists λ ∈ Λ′ with maxQ∈S′ γ∗(C+λ;S,Q) < γseq.
Using γ(C;S,Q) ≤ γ(C + P ;S,Q) for P 6= Q, we see that γ(C + λ′;S,Q) < γseq for all λQ ≤ λ′ ≤ λ, where
λQ is the Q−component of λ. Every long enough path R0, R1, R2, . . . contains some R ≤ λ with RQ = λQ
for some Q. But then λQ ≤ R ≤ λ and γ(C +R;S,Q) < γseq, a contradiction.
In Proposition 6.3.16, it is not clear how to choose an optimal sequence Q0, Q1, . . . , Qr. It follows from
Proposition 6.3.18 that, once it has been decided to choose the Qi from a finite set S
′, the choice of an
optimal sequence can be made in a straightforward way, namely by following a greedy procedure as follows:
For a sequence starting with Q0, Q1, . . . , Qi−1, choose Qi ∈ S′ such that the edge label γ∗(C +Ri;S,Qi) is
maximal among γ∗(C +Ri;S,Q), for Q ∈ S′.
Corollary 6.3.19. The lower bound in Proposition 6.3.16 is optimal for a choice of Qj, j = 0, 1, . . . , r,
such that γ∗(C +Rj ;S,Qj) = maxQ∈S′ γ∗(C +Rj ;S,Q).
Proof. The choice gives a lower bound γseq,greedy satisfying γseq ≥ γseq,greedy ≥ γsgp. In Proposition 6.3.18
it was shown that γseq = γsgp and therefore also γseq = γseq,greedy.
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Chapter 7
Computing the bounds
We present computational short-cuts that make it feasible to establish the various bounds in the paper
for large numbers of codes from a given curve whose geometry is well understood. For two-point codes
from Hermitian curves, Suzuki curves and Giulietti-Korchma´ros curves, numerical results are available in
interactive form at [30]. The comparison Table 7.1 gives a summary of the results for two-point codes on
the Suzuki curves over F8 and F32. The Suzuki curve over F8 has genus g = 14. For a given degree there are
m = 13 two-point codes. For a designed distance in the range 0, 1, . . . , 2g−1 = 27 there are 2g ·m = 364 two-
point codes. For the Suzuki curve over F32 the numbers are g = 124 and m = 41 for a total of 2g ·m = 10168
two-point codes.
7.1 Floor bounds
If a floor bound is to be used for a code with designed minimum support C a choice of auxiliary divisors
is needed, such as the divisors A and B in the ABZ bounds. In the generic case it is not clear how to
choose divisors that produce the best bound. A natural approach is to choose C with support in a small
set of points and to choose A and B among all divisors with support in those points. Important special
cases are one-point codes with A,B and C supported in a point P , and two-point codes with A,B and C
supported in points P and Q. In general let C belong to a family of divisors C and A to a family of divisors
A. For the efficient optimization we use that A has a natural partial ordering such that A′ ≤ A if A−A′ is
effective. For each of the bounds dABZ , dGST , and dLM , we first build a table with the dimension l(A) of the
Riemann-Roch space L(A), for all A ∈ A. When A consists of divisors supported in a point P or in points
{P,Q} this essentially asks for the Weierstrass nongaps, either for one-point divisors or more generally for
two-point divisors. For Hermitian and Suzuki curves, two-point nongaps are known in closed form [36], [3],
[17]. Parsing though all two-point divisors in increasing degree order we update l(A) knowing l(A− P ) and
whether there is a P -gap at A. For the bounds dGST and dLM we also store the floor bAc for each A ∈ A.
For a given divisor C, the bounds can then be computed as follows.
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Suzuki over F8 Suzuki over F32
dLM dABZ dB dDK
dGOP 228 228 228 228
dLM 0 29 102 108
dABZ 0 0 94 98
dB 1 3 0 15
dGOP 4 5 6 6
dLM 0 1 4 4
dABZ 0 0 4 4
dB 1 1 0 1
dLM dABZ dB dDK
dGOP 6352 6352 6352 6352
dLM 0 2852 4729 4757
dABZ 0 0 4683 4711
dB 1 1 0 1565
dGOP 8 21 33 33
dLM 0 15 28 28
dABZ 0 0 24 24
dB 1 1 0 6
Table 7.1: Comparison of bounds for 364 Suzuki codes over F8 (g = 14) and for 10168 Suzuki codes over
F32 (g = 124). Number of improvements of one bound over another (top), and the maximum improvement
(bottom).
The bound dABZ (Theorem 6.1.4): For given C, compute f(A) = l(A) − l(A − C) for all A ∈ A in
increasing order. For each A keep track of the quantity F (A) = maxA′≤A f(A′) and update dABZ with
degC + F (A)− f(A) when the latter is greater.
The bound dGST (Corollary 6.1.6, Theorem 6.1.9): For given C, compute f(A) = l(A)− l(A−C) for all
A ∈ A in increasing order. For each A update dGST with the greater of dGST and degC + f(bAc)− f(A).
The bound dLM (Corollary 6.1.5): For given C, compute f(A) = l(A) − l(A − C) for all A ∈ A in
increasing order. For each A and for all bAc ≤ A′ ≤ A such that f(A′)− f(A) = degA−degA′ update dLM
with the greater of dLM and degC + f(A
′)− f(A).
Pairs bAc ≤ A′ ≤ A such that f(A′)− f(A) = degA− degA′ satisfy L(A) = L(A′) and L(K +C −A) =
L(K +C −A′). When A,A′ are chosen from a two-point family A = {mP +nQ} the search over such pairs
can be optimized as follows. As part of the precompution we build a type of one dimensional ceiling divisor,
that is a function cl(A) returning the maximum a for which l(A) = l(A+ aP ). For each non-negative b with
l(K+C−A+bQ) = l(K+C−A) we read off a cooresponding a = cl(K+C−A+bQ) and then update dLM
with the greater of dLM and min{a, flP }+ min{b, flQ} where flP = (A− bAc)P and flQ = (A− bAc)Q.
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7.2 Order bounds
Order bounds for estimating the minimum distance of a given code have two steps. For a code with designed
minimum support C and divisor D disjoint from S, the minimum distance is at least γ(C;S, ∅). First the
main theorem (Theorem 6.3.6) is used to obtain lower bounds for γ(C+λ;S, S′), for effective divisors λ with
support in S′. Then Theorem 6.3.5 combines the lower bounds into a lower bound for γ(C;S, ∅). By the
nature of the order bound, the estimates in the first step can be used to obtain lower bounds for subcodes
of the given code. When computing order bounds we therefore fix a partially ordered family C of divisors
C and simultaneously estimate the distance for all divisors C ∈ C. In practice we have used families of
two-point divisors of absolute degree |degC| ≤ 2g − 1.
Order bound dDK (Theorem 6.3.13): For each C ∈ C, in decreasing order, compute γDK(C;S, S′), and
let dDK(C) be the smaller of minQ∈S′ dDK(C +Q) and γDK(C;S, S′).
Order bounds dDP , dB (Corollary 6.3.14, Proposition 6.3.16): For each C ∈ C, in decreasing order,
compute γ∗(C;S,Q), for Q ∈ S′, and let d∗(C) = maxQ∈S′{min(d∗(C +Q), γ∗(C;S,Q))}.
To estimate γ(C;S, S′) (or γ(C;S,Q)) for a fixed C using Theorem 6.3.6, we need to choose a sequence
of divisors Ai. It is not clear in general how to choose a sequence that produces the best bound. We choose
the sequence Ai inside a given family A and represent the divisors in A as a directed grid graph where the
divisors Ai are the vertices and edges (Ai−1, Ai) correspond to pairs Ai = Ai−1 + Pi, with Pi a rational
point. On such a graph we label the edges with 0 or 1 according to whether the estimate in Theorem 6.3.6
increases when we follow the particular edge. Using a graph path maximizing algorithm we can find the
best bound for γ(C;S, S′) as a path with the most ones in one run through the graph. When the family A
is the family of all two-point divisors {mP + nQ}, the graph is a rectangular grid. In that case, the bound
dDK optimizes over all paths in the grid. The bound dDP optimizes over all paths but only considers labels
in one direction (say the P direction), ignoring the possible gains along edges in the other direction (the Q
direction). Finally the bound dB selects an optimal straight path in the grid.
To keep track of the estimates in the order bound we use a directed grid graph with vertices C ∈ C, as in
Sections 6.3.3 and 6.3.4. For each vertex C ∈ C we consider the graph with vertices A ∈ A and edges labeled
with 0 or 1 as described above. A path maximizing algorithm for the graph on A yields either γ(C;S, S′)
(for order bounds in semigroup form) or γ(C;S,Q) (for order bounds in sequence form). For order bounds
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in semigroup form, we label the vertex C ∈ C with γ(C;S, S′) and compute γ(C;S, ∅) as the minimum of
all labels γ(C ′;S, S′) for C ′ ≥ C (Theorem 6.3.13). For order bounds in sequence form, we label the edge
(C,C + Q) with γ(C;S,Q). If we interpret the label as the flow capacity along the edge then γ(C;S, ∅) is
the maximum flow capacity of any long enough path (C,C+Q0, C+Q0 +Q1, . . .) in the graph (Proposition
6.3.16). For the order bound in sequence form we may label the vertices C ∈ C with the maximum of the
labels on the outgoing edges and then apply vertex minimization. By Proposition 6.3.18 this results in the
same bound. Also, the labeling of the edges in the graph is such that a path of maximum flow can be found
efficiently in a greedy way: At every vertex C continue the path along an edge (C,C +Q) of maximum flow
capacity. By Corollary 6.3.19 this results again in the same bound.
7.3 Examples
Table 7.2 gives a selection of two-point codes and their bounds for the Suzuki curve over F8. Codes are
included to illustrate differences between bounds and to compare with known results. To select optimal
codes we recommend using the tables [30]. The top part of the table lists codes with dGST > dLM and
extends Table 1 in [24] (the entries with footnote 1). Columns A and B list divisors that optimize dABZ .
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dGOP dGST dB dDK
G A B dLM dABZ dABZ′
(20,7) 14P 6P 1 4 5 5 6 6 6
(21,6) 13P 8P 1 4 5 5 6 6 7
(22,6) 14P 8P 2 5 6 6 7 7 7
(24, 4)1 16P 8P 2 4 5 5 6 6 6
(24, 5) 16P 8P 3 5 6 6 7 7 7
(24, 6)1 16P 8P 4 6 7 7 7 7 7
(26,4) 16P 10P 4 6 7 7 8 8 8
(24, 3) 14P 10P 1 3 3 3 6 6 6
(27,0) 13P 13P 1 2 2 2 6 6 6
(30, 1) 13P 13P 5 7 7 8 8 8 8
(32, 1) 13P 13P 7 9 9 10 10 10 10
(40,0) 26P 13P 14 15 15 15 16 16 16
(21,7) 13P 8P 2 5 5 5 6 6 7
(21,8) 13P 8P 3 5 5 5 6 6 7
(27,1) 13P 13P 2 4 4 4 7 8 8
(28,1) 13P 13P 3 6 6 6 7 8 8
(29,1) 13P 13P 4 6 6 6 8 8 8
(28,2) 13P 13P 4 8 8 8 7 8 8
(30,2) 13P 13P 6 9 9 10 9 10 10
(30,3) 13P 13P 7 9 9 10 10 10 10
(34, 3) 24P 10P 11 12 12 12 12 12 13
Table 7.2: Selected two-point codes on the Suzuki curve over F8
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