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Analisis intervensi merupakan salah satu analisis deret waktu time series
untuk memodelkan data time series yang dipengaruhi oleh adanya suatu kejadian luar
atau adanya intervensi. Secara umum, ada dua macam fungsi intervensi yaitu fungsi
step dan pulse. Analisis intervensi fungsi step digunakan pada intervensi yang bersifat
jangka panjang seperti kebijakan pemerintah. Tujuan penulisan skripsi ini untuk
mengetahui cara menentukan model intervensi fungsi step pada peramalan nilai kurs
Rupiah terhadap dollar Amerika. Kenaikan nilai kurs Dollar Amerika terkadang
membuat nilai rupiah anjlok dan ini biasanya disebabkan tingginya harga inflasi dan
tingkat suku bunga di Indonesia. Ini menyebabkan rupiah mengalami penurunan
harga pada bulan oktober 2015 dan merupakan suatu intervensi fungsistep (St(T))
karena intervensi tersebut bersifat jangka panjang.
Langkah-langkah dalam menentukan model intervensi diawali dengan
membagi data menjadi dua bagian yaitu data preintervensi dan data intervensi.
Selanjutnya data preintervensi tersebut dimodelkan dengan ARIMA dengan mencari
model yang sesuai dengan criteria pengujian. Setelah didapatkan model ARIMA data
preintervensi, dapat dilakukan identifikasi respon intervensi dengan mengamati plot
residual antara nilai aktual dan nilai peramalan dan menentukan ordei ntervensib, s
danr. Langkah selanjutnya adalah melakukan estimasi parameter untuk model
intervensi dengan pengujian asumsiwhite noise dan residual independent serta
distribusi normal.
Hasil analisis intervensi fungsi step pada data nilai kurs Rupiah terhadap
Dollar Amerika periode 1 Agustus 2015 – 31 Desember 2015 diperoleh model
ARIMA preintervensi yaitu =[(1+ (-0,6628) + (0,6628) + ]  sedangkan
xv
model intervensi yaitu intervensi = ( ) ( ) ∅ ( ) ∅ ( ) Hasil
peramalan nilai kurs Rupiah pada periode Januari 2016 diperkirakan sebesar
Rp.18.110.




Seiring dengan semakin majunya perkembangan ilmu pengetahuan dan
tekhnologi, tentunya akan membuat tingkat peradaban manusia pun semakin
meningkat.  Peradaban inilah yang membuat mereka cenderung bersaing untuk
meraih cita-cita dan harapan yang mereka inginkan. Jika manusia  selalu
menginginkan hasil terbaik dari usaha yang dilakukannya, tentunya mesti melakukan
beberapa perencanaan yang baik serta strategi yang tepat. Meskipun pasti ada resiko
yang dihadapi, akan tetapi sebisa mungkin untuk diminimalisir.
Peramalan merupakan gambaran situasi ataupun kondisi di masa yang akan
datang dengan menggunakan data masa lalu. Peramalan sangat berperan penting
dalam proses pembuatan rencana serta pengambilan keputusan yang baik dan tepat.
Peramalan merupakan tahap awal dalam merencanakan sesuatu. Baik perseorangan,
kelompok, organisasi maupun sebuah negara membutuhkan peramalan yang strategis
dalam menjalankan aktivitas dan pekerjaan sesuai bidangnya masing-masing.
Misalnya dalam bidang kesehatan, pemerintah perlu peramalan dalam merencanakan
strategi serta inisiatif bagaimana cara menjamin kesehatan rakyat dengan program
yang telah dibuat demi mendapatkan fasilitas kesehatan yang merata. Peramalan juga
berguna dalam bidang perusahan khususnya dalam mengendalikan sistem kendali
informasi pemasaran dan produksi perusahaan. Begitupun dalam bidang
2perokonomian khususnya keuangan. Uang merupakan alat tukar menukar yang
digunakan oleh masyarakat dalam melakukan kegiatan ekonomi sehingga ada yang
cenderung melakukan apa saja demi untuk mendapatkan uang. Hal tersebut
digambarkan dalam al Qur’an sebagai golongan yang lebih mencintai harta dalam
QS. al Fajr/89 : 20 yang berbunyi :
      
Terjemahnya :
“Dan kamu mencintai harta benda dengan kecintaan yang berlebihan”.1
Sehubungan dengan ayat tersebut  di jelaskan bahwa dalam kehidupan nyata
seperti sekarang ini, sebagian besar manusia yang hidup di muka bumi ini terlalu
mencintai uang dengan cara yang berlebihan. Mereka bahkan rela melakukan apa saja
tanpa memperhatikan baik buruk ataupun halal haramnya suatu pekerjaan demi untuk
mendapatkan uang.
Karena uang membawa pengaruh yang sangat besar, sehingga berbagai cara
bisa saja dilakukan untuk memperbanyak uang yang dimiliki tanpa mau bekerja dan
berusaha. Di zaman sekarang, praktik tersebut telah banyak dilakukan oleh
masyarakat seperti korupsi, suap, pencucian uang dan lain sebagainya. Oleh karena
itu, kita sebagai umat manusia segeralah bertaubat dan meninggalkan hal-hal yang
dilarang Allah swt  sebelum azab-Nya mendatangi kita.
1Departemen Agama RI, Al-Qur’an dan Terjemahannya,(Jakarta: CV Penerbit J-ART, 1971),
h. 88
3Krisis moneter yang pernah melanda negara-negara ASEAN tahun 1997-1998
sampai  mundurnya presiden Indonesia Soeharto sebagai kepala Negara saat itu telah
memporak-porandakan struktur perekonomian negara. Bahkan bagi Indonesia, akibat
dari terjadinya krisis moneter yang kemudian berlanjut pada krisis ekonomi dan
politik ini, telah menyebabkan kerusakan yang cukup signifikan terhadap sendi-sendi
perekonomian nasional. Krisis moneter yang melanda Indonesia diawali dengan
terdepresiasinya secara tajam nilai tukar rupiah terhadap mata uang asing (terutama
dolar Amerika), akibat adanya domino effect dari terdepresiasinya mata uang
Thailand (bath), salah satunya telah mengakibatkan terjadinya lonjakan harga barang-
barang yang diimpor Indonesia dari luar negeri. Lonjakan harga barang-barang impor
ini, menyebabkan harga hampir semua barang yang dijual di dalam negeri meningkat
baik secara langsung maupun secara tidak langsung, terutama pada barang yang
memiliki kandungan barang impor yang tinggi.2
Kurs merupakan salah satu harga yang lebih penting dalam perekonomian
terbuka, karena ditentukan oleh adanya keseimbangan antara permintaan dan
penawaran yang terjadi di pasar, mengingat pengaruhnya yang besar bagi neraca
transaksi berjalan maupun bagi variabel-variabel makro ekonomi lainnya. Kurs dapat
dijadikan alat untuk mengukur kondisi perekonomian suatu negara. Pertumbuhan
nilai mata uang yang stabil menunjukkan bahwa negara tersebut memiliki kondisi
ekonomi yang relatif baik atau stabil. Ketidakstabilan nilai tukar ini mempengaruhi
2Adwin,“Inflasi di Indonesia ( Sumber-Sumber Penyebab dan Pengendaliannya)”. Jurnal
akuntansi dan keuangan, vol.1,no.1(Mei 1999), h.55
4arus modal atau investasi dan pedagangan Internasional. Indonesia sebagai negara
yang banyak mengimpor bahan baku industri mengalami dampak dan ketidakstabilan
kurs ini, yang dapat dilihat dari rnelonjaknya biaya produksi sehingga menyebabkan
harga barang-barang milik Indonesia mengalami peningkatan. Dengan melemahnya
rupiah menyebabkan perekonomian Indonesia menjadi goyah dan dilanda krisis
ekonomi dan kepercayaan terhadap mata uang dalam negeri.3
Keadaan tersebut merupakan cobaan yang diberikan oleh Allah swt bagi kita
umat manusia untuk menguji seberapa besar kesabaran hamba-Nya ketika diberikan
cobaan tersebut. Allah memberikan cobaan sesuai dengan kemampuan manusia
digambarkan dalam firman Allah  QS. al-Baqarah/ 3: 75:
                                  
Terjemahnya:
“Allah tidak membebani seseorang melainkan sesuai dengan
kesanggupannya.ia mendapat pahala (dari kebajikan) yang diusahakannya dan ia
mendapat siksa (dari kejahatan) yang dikerjakannya”.4
Dari ayat tersebut di atas menjelaskan bahwa Allah didalam memberi cobaan,
musibah ataupun bencana kepada umat manusia tidak akan melebihi dari batas
kemampuannya, karena Allah telah mengetahui  segala macam bentuk resiko yang
akan terjadi kedepan sebelum ia menurunkan cobaan tersebut kepada hamba-Nya.
Oleh karena itu, diperlukan usaha untuk keluar dari segala permasalahan yang
`
3Triyono, “Analisis perubahan Kurs Rupiah Terhadap Dollar Amerika”.Jurnal ekonomi
pembangunan, vol.9,no.2(Desember 2008), h.156
4Departemen Agama RI, Al-Qur’an dan Terjemahannya,(Jakarta: CV Penerbit J-ART, 1971),
h. 658
5dihadapi.Allahswt juga menganjurkan kita untuk berusaha sesuai kemampuan jangan
berbuat sesuatu yang di luar batas kemampuan kita agar apa yang kita hasilkan nanti
dapat bermanfaat terutama untuk orang lain terlebih  diri sendiri. Sungguh Allah
maha adil dan maha mengetahui apa yang ia ciptakan di muka bumi ini. Ayat ini
sangat erat hubungannya dengan pernyataan krisis ekonomi yang pernah melanda
Indonesia beberapa tahun silam. Allah swt memberikan cobaan kepada negara kita
Indonesia berupa krisis dalam bidang ekonomi, politik dsb agar supaya kita sebagai
warga negara Indonesia lebih sadar akan perbuatan-perbuatan salah yang telah
mereka lakukan selama ini, utamanya dalam hal keuangan. Diperlukan beberapa
strategi yang tepat kedepannya untuk menghadapi perubahan nilai kurs mata uang
Dollar yang dapat merugikan keuangan di negara kita.
Indonesia yang tergolong sebagai negara berkembang, tentunya perlu untuk
lebih meningkatkan sistem ketatanegaraan agar bisa mencapai suatu target menjadi
negara yang maju baik dari segi sektor kesehatan, pendidikan maupun dalam hal
ekonomi khususnya keuangan. Keuangan dalam suatu negara sangat menunjang
stabilitas perekonomian yang menjadi tolak ukur utama di negara tersebut. Mata uang
yang digunakan sebagai alat tukar menukar harus selalu dikontrol kenaikan atau
perubahannya sesuai dengan harga Dollar Amerika yang telah ditetapkan
sebelumnya.  Mata uang  dapat dijadikan alat untuk mengukur kondisi perekonomian
suatu negara.
Pertumbuhan nilai mata uang yang stabil menunjukkan bahwa negara tersebut
memiliki kondisi ekonomi yang relatif baik atau stabil. Perubahan nilai kurs rupiah
6terhadap Dollar Amerika merupakan data deret waktu (time series) yang bersifat
intervensi (dapat berubah secara tiba-tiba)  yang dihitung untuk dapat mengantisipasi
lonjakan kenaikan harga dollar Amerika terhadap rupiah. Data deret waktu
merupakan data yang diambil dan dikumpulkan untuk diamati berdasarkan indeks
waktu secara berurutan demi mendapatkan peramalan dalam menghadapi situasi atau
kondisi kedepannya.
Disini penulis memilih untuk meneliti tentang kurs Rupiah karena bagi
mereka para pelaku-pelaku ekonomi dalam membeli dan menjual saham, melakukam
investasi dan seluruh kegiatan perekonomian nasional di Indonesia harus didasari
dengan adanya standar  nilai kurs mata uang rupiah tersebut. Mereka harus selalu
mengawasi tingkat perubahan kurs Rupiah setiap saat agar tidak salah dalam
mengambil keputusan dalam berbisnis. Sebagai penyokong utama dalam tranksaksi
perekonomian, nilai kurs Rupiah tergantung pada nilai Dollar Amerika sebagai mata
uang Internasional yang telah disepakati seluruh dunia. Pengalaman Indonesia
menunjukkan bahwa tingkat stabilitas mata uang rupiah merupakan variabel yang
paling sensitif terhadap akar permasalahan utama yang menghadang gerak
perekonomian Indonesia. Maka disini diputuskan untuk meneliti perubahan nilai kurs
Rupiah terhadap Dollar Amerika tersebut. Sedangkan untuk metode yang digunakan
dilihat berdasar pada data perubahan nilai kurs rupiah yang membentuk data time
series dan dipengaruhi oleh kejadian-kejadian eksternal di luar dugaan yang
merupakan suatu kejadian yang akan membawa dampak dalam waktu yang panjang
7di dalam masyarakat. Faktor ini sesuai dengan karakteristik dan cocok dengan
variabel data intervensi fungsi step.
Alasan penulis memilih judul penelitian ini karena berdasar pada hasil
penelitiaan sebelumnya, ada beberapa penelitian yang juga meneliti tentang kurs
rupiah terhadap dollar Amerika seperti Ahmad Amiruddin Anwary 2011 tentang “
Prediksi Kurs Rupiah terhadap Dollar Amerika menggunakan metode Fuzzy Time
Series”yang menghasilkan data kurs untuk satu hari kedepan dengan tingkat
keakuratan yang lebih tinggi yakni mendekati 0%, Cindy Wahyu Elvitra tentang
“Metode Peramalan dengan menggunakan Model Volatilitas Asymmetric Power
ARCH (APARCH) yang menghasilkan model APARCH yang sebelumnya tidak bisa
dimodelkan dengan ARMA dan model ARCH, maka penulis ingin mencoba
menerapkan metode peramalan dengan menggunakan intervensi fungsi stepdalam
penelitian ini.
Berdasarkan latar belakang di atas, penulis telah melakukan suatu penelitian
tentang peramalan dengan judul “Analisis Model Intervensi Fungsi Step untuk
Peramalan Nilai Kurs Rupiah terhadap Dollar Amerika”.
B. Rumusan Masalah
Berdasarkan uraian latar belakang di atas, maka pokok permasalahan dalam
penelitian ini adalah :
1. Bagaimana model intervensi fungsi step terbaik yang digunakan untuk
meramalkan nilai kurs rupiah terhadap dollar Amerika?
82. Bagaimana prediksi nilai kurs rupiah terhadap Dollar Amerika dalam 30 hari
kedepan?
C. Tujuan
Berdasar dari rumusan masalah di atas, maka adapun tujuan penelitian ini
adalah:
1. Untuk mengetahui model intervensi fungsi step terbaik yang digunakan untuk
meramalkan nilai kurs Rupiah terhadap Dollar Amerika.
2. Untuk mengetahuiprediksi nilai kurs Rupiah terhadap Dollar Amerika dalam 30
hari  kedepan
D. Manfaat Penulisan
Adapun manfaat dilakukannya  penelitian ini adalah:
1. Bagi penulis
Adapun manfaat yang dapat diperoleh dari penelitian ini adalah sebagai
sarana dalam mengaplikasikan ilmu yang diperoleh dalam perkuliahan serta
menambah wawasan penulis tentang analisis model intervensi untuk fungsi step.
2. Bagi pembaca
Bagi pembaca, diharapkan dapat dijadikan sebagai bahan pertimbangan atau
dikembangkan lebih lanjut serta dapat dijadikan referensi untuk penenlitian
selanjutnya  yang sejenis.
93. Bagi pustaka
Hasil penelitian ini dapat digunakan dapat memberikan sumbangan pemikiran
dalam rangka memperdalam wawasan keilmuan khususnya pada jurusan matematika
mengenai masalah tentang model intervensi fungsi step.
E. Batasan Masalah
Dalam penulisan skripsi ini, pembahasannya hanya dibatasi pada:
1. Data yang digunakan adalah data harian dari tanggal 1 Agustus 2015 – 31
Desember 2015
2. Peramalan yang dilakukan adalah untuk 30 hari kedepan
3. Variabel intervensi yaitu inflasi dan tingkat suku bunga
F. Sistematika Penulisan
a. BAB I Pendahuluan
Membahas tentang pendahuluan yang berisi latar belakang masalah, dimana
latar belakang masalah ini dikemukakan dengan alasan penulis mengangkat topik ini,
rumusan masalah, batasan masalah sebagai fokus pembahasan penelitian, tujuan
penulisan proposal yang berisi tentang tujuan penulis membahas topik ini, manfaat
penulisan ini, kajian yang digunakan penulis serta sistematika pembahasan.
b. BAB II Tinjauan Pustaka
Bab ini dikemukakan hal-hal yang mendasari dalam teori yang dikaji, yaitu
deret waktu, stokastik dan stasioner, rata-rata, autokovariansi dan autokorelasi, ACF
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dan PACF, White Noise, uji normalitas residu, ARIMA, intervensi dan preintervensi ,
pemilihan model terbaik, dan peramalan.
c. BAB III Metode Penelitian
Membahastentang langkah-langkah menemukan solusi umum dan
penelitian yang akan dilakukan oleh penulis adalah meliputi jenis penelitian yang
digunakan, sumber data, waktu dan lokasi penelitian, serta prosedur penelitian.
d. BAB IV Hasil dan Pembahasan
Bab ini dikemukakan hasil penelitian dan pembahasan dari hasil penelitian.
e. BAB V Penutup
Bab ini dikemukakan kesimpulan dari penelitian dan saran-saran untuk
penelitian selanjutnya.
f. Bagian akhir





Statistika adalah ilmu yang mempelajari tentang bagaimana mengumpulkan
data, penyajian data, pengolahan data, penarikan kesimpulan serta bagaimana cara
penarikan kesimpulan berdasarkan masalah tertentu. Statistika juga merupakan
sekumpulan data yang disajikan dalam bentuk tabel, gambar, diagram atau ukuran-
ukuran tertentu. Sedangkan data itu sendiri adalah serangkaian atau kumpulan
informasi yang didapatkan dari hasil pengamatan atau dalam bentuk sifat yang ketika
diolah dengan menggunakan metode statistik akan menghasilkan kesimpulan tentang
sesuatu.5
Adapun jenis-jenis data berdasarkan waktu pengumpulan dibedakan atas dua:
1. Cross Section
Merupakan Jenis data yang dikumpulkan pada suatu titik waktu tertentu yang
dapat menggambarkan keadaan pada waktu tersebut atau suatu data yang teridiri dari
satu atau lebih variabel yang dikumpulkan pada waktu yang sama. Misalnya, terdiri
dari dua variabel yaitu pendapatan (X)  dan pengeluaran  (Y). Total pendapatan dan
pengeluaran dalam 5 perusahaan dikumpulkan dalam satu waktu yang sama yaitu
pada tahun 2013.
5Ir.Syofian Siregar,M.M, Statistika Deskriptif Untuk Penelitian.(Jakarta: PT.Rajagrafindo
Persada, 2010),h. 1
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2. Deret Waktu (Time Series)
Jenis data yang dikumpulkan dari waktu ke waktu untuk menggambarkan
kegiatan yang dilakukan dalam suatu rentang waktu tertentu atau serangkaian
pengamatan dari suatu variabel yang dikumpulkan dalam waktu yang berbeda-
beda.Misalnya, data penjualan PT. SEMEN TONASA 2010 sampai 2013.
3. Data panel
Jenis data yang merupakan gabungan antara cross section dan time
series.Misalnya, data penjualan yang diperoleh dari 5 perusahaan periode 2010
s/d 2013.6
A. Deret Waktu (Time Series)
Analisis deret waktu diperkenalkan pada tahun 1970 oleh George E.P.Box dan
Gwilyrn M.Jenkins melalui bukunya yang berjudul Time Series Analysis: Forecasting
and Control.Sejak saat itu, deret waktu mulai banyak dikembangkan. Deret waktu
(time series) merupakan serangkaian data pengamatan yang terjadi berdasarkan
indeks waktu secara berurutan dengan interval waktu tetap. Analisis deret waktu
adalah salah satu prosedur statistika yang diterapkan untuk meramalkan struktur
probabilistik keadaan yang akan datang dalam rangka pengambilan keputusan.
Suatu urutan pengamatan memiliki model deret waktu jika memiliki dua hal
yaitu:
1. interval waktu antara indeks waktu t dapat dinyatakan dalam satuan waktu yang
sama (identik),
6Dedi Rosadi, Diktat: Pengantar Analisa Runtun Waktu (Yogyakarta: UGM, 2006), h.6
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2. adanya ketergantungan antara pengamatan Ztdengan Zt+kyang dipisahkan oleh
jarak waktu berupa kelipatan ∆ sebanyak k kali (dinyatakan sebagai lag k).
Sedangkan, tujuan analisis deret waktu antara lain untuk:
1. meramalkan kondisi dimasa yang akan datang (forecasting),
2. mengetahui hubungan atau model antar peubah, kepentingan kontrol (untuk
mengetahui apakah proses terkendali atau tidak).7
Di dalam meramalkan nilai suatu variabel di waktu yang akan datang harus
diperhatikan dan dipelajari terlebih dahulu sifat dan perkembangan variabel itu di
waktu yang lalu. Nilai dari suatu variabel dapat diramal jika sifat dari variabel
tersebut diketahui di waktu sekarang dan di waktu yang lalu, untuk mempelajari
bagaimana perkembangan historis dari suatu variabel, biasanya urutan nilai-nilai
variabel itu diamati menurut waktu. Urutan waktu seperti ini dinamakan runtun waktu
dengan kata lain runtun waktu adalah serangkaian pengamatan terhadap suatu
peristiwa, kejadian, gejala atau variabel yang diambil dari waktu ke waktu, dicatat
secara teliti menurut urutan-urutan waktu terjadinya dan kemudian disusun sebagai
data yang mungkin berupa data mingguan, bulanan atau tahunan. 8
Langkah penting dalam memilih suatu metode deret waktu yang tepat adalah
dengan mempertimbangkan jenis pola data, sehingga metode yang paling tepat
7Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h. 5
8Dewi Nur Samsiah, “Analisis Data Runtun Waktu Menggunakan Model ARIMA (p,d,q)”.
Skripsi (2008): h.  11-12
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dengan pola data tersebut dapat diuji. Pola tersebut dikelompokkan menjadi empat
yaitu:
1. Pola horizontal, terjadi bilamana nilai data berfluktuasi di sekitar nilai rata-rata
yang tetap.
2. Pola musiman, terjadi bilamana suatu runtun waktu dipengaruhi oleh faktor
musiman.
3. Pola siklis, terjadi bilamana datanya dipengaruhi oleh faktor ekonomi jangka
panjang sepert halnya siklus bisnis.
4. Pola trend, terjadi bilamana terdapat kenaikan atau penurunan sekuler jangka
panjang dalam data.
B. Stokastik dan Stasioner
Jika dari pengalaman yang lalu masa depan suatu deret waktu dapat
diramalkan secara pasti maka deret waktu itu dinamakan deterministik. Sebaliknya
jika pengalaman yang lalu hanya dapat menunjukkan struktur probabilistik keadaan
masa yang akan datang suatu runtun waktu, maka runtun waktu semacam ini
dinamakan stokastik. Suatu runtun waktu  statistik dapat dipandang sebagai suatu
realisasi dari suatu proses stokastik. Biasanya kita tidak mungkin memperoleh
realisasi yang lain suatu proses stokastik, yaitu kita tidak dapat mengulang kembali
keadaan untuk memperoleh himpunan observasi serupa seperti yang telah kita
kumpulkan.9
9Soejoeti,Zanzawi, Ph.D, Buku Materi Pokok Analisis Runtun Waktu : Modul 1-9,
STAT4532.(Jakarta: Karunika, Universitas Terbuka, 1987), h. 2.4
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Dalam analisis deret waktu disyaratkan data yang sering disimbol
mengikuti proses stokastik. Suatu urutan pengamatan dari peubah acak ( , )
dengan ruang sampel dan satuan waktu dinyatakan sebagai proses stokastik.10
Berdasarkan ada atau tidaknya kejadian di waktu yang akan datang, maka
Time Series dibagi atas dua macam yaitu:
1. Jika nilai suatu masa depan (future value) dari suatu deret waktu dapat dengan
tepat dapat ditentukan oleh suatu fungsi matematika, misalnya:= cos(2 )
Maka deret waktu dikatakan sebagai deterministik.
2. Jika nilai suatu masa depan (future value) hanya dapat digambarkan dalam suatu
distribusi probabilitas, maka deret waktu dikatakan sebagai stokastik.11
Ciri-ciri dalam pembentukan model analisis deret waktu adalah dengan
mengasumsikan bahwa data dalam keadaan stasioner. Deret waktu dikatakan
stasioner jika tidak ada perubahan kecenderungan dalam rata-rata dan perubahan
variansi. Dengan kata lain,  deret waktu yang stasioner adalah relative tidak terjadi
kenaikan ataupun penurunan nilai secara tajam pada data. Dimana kondisi stasioner
terdiri atas dua hal, yaitu stasioner dalam rata-rata dan stasioner dalam variansi.12
Proses runtun waktu { , ∈ } dengan = = {0,±1,±2,… } disebut
proses stasioner jika:
10Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h. 7
11Siana Halim, Diktat: Time Series Analysis (Surabaya, 2006), h.2
12Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h. 7
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[ ] < ∞ , ∀ ∈[ ] =konstanta, independen dengan t , ∀ ∈( , ) = ( + , + ) , ∀ , , ∈ . 13
Box dan Jenkins(1976) menjelaskan bahwa pada deret waktu yang bersifat
kuat, waktu pegamatan tidak berpengaruh terhadap rata-rata , variansi dan
kovariansi . Ini berarti bahwa deret akan berfluktuasi disekitar rata-rata dan
variansi yang tetap, dan dapat dikatakan bahwa deret stasioner dalam rata-rata dan
variansi(Wei 1994).
Untuk memeriksa kestasioneran ini dapat digunakan diagram deret waktu
(time series plot) yaitu diagram pencar antar nilai peubah dengan waktu t. Jika
diagram deret waktu berfluktuasi di sekitar garis yang sejajar sumbu waktu (t) maka
dikatakan deret (series) stasioner dalam rata-rata. Bila kondisi stasioner dalam rata-
rata tidak terpenuhi diperlukan proses pembedaan (differencing).
Notasi yang sangat bermanfaat adalah operator shift mundur (backward shift)
B, yang penggunaannya sebagai berikut:
B = (1) dimana : B = pembeda=nilai X pada orde ke t
= nilai X pada orde ke t-1
Notasi B yang dipasang pada akan menggeser data sebesar 1 periode ke
belakang atau dapat dituliskan sebagai berikut :
13Dedi Rosadi, Diktat: Pengantar Analisa Runtun Waktu (Yogyakarta: UGM, 2006), h.6
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B( ) = = (2)
dengan = nilai X pada orde ke t-2.14
Salah satu cara yang dapat dilakukan untuk menstasionerkan data yang tidak
stasioner dalam rata-rata yaitu dengan menggunakan metode differencing
(pembedaan). Pada dasarnya metode differencing adalah membentuk sesuatu data
baru yang diperoleh dengan cara mengurangi nilai pengamatan pada waktu t dengan
nilai pengamatan pada waktu sebelumnya. Jika hasil differencing tersebut
disimbolkan dengan ′ maka secara umum differencing orde 1 dapat dituliskan
sebagai berikut :
′ = ′ − ′ (3)
Sedangkan untuk differencing orde ke 2:
′ = ′ − ′ = (1 − ) (4)
Secara umum, proses differencing orde dyaitu := (1 − ) . 15 (5)
Sedangkan untuk keperluan menstabilkan variansi dari data deret waktu,
sering digunakan transformasi Box-Cox. Transformasi Box Cox adalah transformasi
pangkat pada variabel respon. Box Cox mempertimbangkan kelas transformasi
berparameter tunggal yaitu yang dipangkatkan pada variabel respon , sehingga
transformasinya menjadi
14Dewi Nur Samsiah, “Analisis Data Runtun Waktu Menggunakan Model ARIMA (p,d,q)”.
Skripsi (2008): h.  14-15
15Reta Ekayanti,dkk.“Analisis Model Intervensi Fungsi Step untuk Peramalan Kebaikan Tarif
Dasar Listrik (TDL) Terhadap Besarnya Pemakaian Listrik”. Vol 03, no.3(2014): h.176-177
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= (6)
dimana dinamakan parameter transformasi. Di bawah ini adalah nilai dan
transformasinya:
Tabel 2.1. Nilai-nilai dengan transformasinya
Ada beberapa ketentuan untuk menstabilkan variansi:
1. Transformasi boleh dilakukan hanya untuk deret yang positif
2. Transformasi dilakukan sebelum melakukan diferensiasi dan pemodelan deret
waktu
3. Nilai dipilih berdasarkan Sum of Square Error (SSE) dari deret hasil
transformasi. Nilai SSE terkecil memberikan hasil variansi paling konstan










Transformasi tidak hanya menstabilkan variansi, tetapi juga dapat
menormalkan distribusi.16
Gambar 2.1 : Diagram deret waktu non stasioner dalam rata-rata
Jika hal yang terjadi adalah seperti Gambar 2.1 di atas, maka dapat
disimpulkan bahwa data tersebut tidak stasioner dalam rata-rata karena terjadi
perubahan rata-rata dari waktu ke waktu.Jika demikian, data tidak dapat langsung
digunakan untuk mendapatkan model ARIMA terbaik, tetapi terlebih dahulu data
tersebut di stasionerkan.
Gambar 2.2 : Diagram data deret waktu non stasioner dalam variasi
16Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h.91-92
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Berdasar pada gambar 2.2 di atas, dimana plot menunjukkan bahwa data
belum stasioner dalam rata-rata maupun variansinya. Untuk mengatasi hal ini, maka
dilakukan transformasi terlebih dahulu. Dan jika masih belum stasioner, maka
dilanjutkan dengan proses differencing dari hasil transformasi yang telah diperoleh
sebelumnya.
Gambar 2.3 : Diagram data deret waktu stasioner dalam rata-rata dan variasi
Jika plot data menunjukkan seperti Gambar 2.3 di atas, maka data dianggap
aman dan serta  dapat dilakukan proses peramalan untuk langkah selanjutnya. Selain
dari plot deret waktu, stasioner dapat dilihat dari plot Autocorrelation Function
(ACF) data tersebut.
Gambar 2.4 : Diagram ACF data deret waktu stasioner
21
Gambar 2.5 : Diagram ACF data deret waktu non stasioner.17
C. Rata-rata, Autokovariansi dan Autokorelasi
Suatu proses yang stasioner mempunyai rata-rata dan variansi yang
konstan yakni rata-rata atau ekspektasi ( ) = dan variansi ( ) =( − ) = serta kovariansi ( , ) = , adalah fungsi dari perbedaan
waktu | − |. Kovariansi antara dan adalah := ( , ) = [( − )( − )] (7)
Korelasi antara dan adalah= ( , )( ) ( ) = (8)
Dengan catatan bahwa ( ) = ( ) = .
Adapun dinamakan fungsi autokovariansi dan dinamakan fungsi autokorelasi
pada analisis deret waktu, karena masing-masing menyatakan kovariansi dan korelasi
antara dan dari proses yang sama, hanya dipisahkan oleh jarak waktu k (lag
k).
17Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h.93-95
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Untuk proses stasioner, fungsi autokovariansi dan autokorelasi
mempunyai sifat-sifat sebagai berikut:= ( ) ; = 1| |≤ ; | | ≤ 1= . dan = . untuk semua k.18
D. ACF dan PACF
Fungsi Autokorelasi ditulis dengan Autocorrelation Function (ACF) atau
fungsi autokorelasi dan fungsi autokorelasi parsial atau Partial Autocorrelation
Function (PACF). Autokorelasi merupakan korelasi atau hubungan antar data
pengamatan suatu data deret waktu.
1. Autocorrelation Function (ACF)
Statistik kunci dalam analisis deret waktu adalah koefisien autokorelasi
(korelasi deret waktu dengan deret waktu itu sendiri dengan selisih waktu (lag) 0,1,2
periode, atau lebih). Koefisien korelasi adalah suatu fungsi yang menunjukkan
besarnya korelasi (hubungan linear) antara pengamatan pada waktu ke t (dinotasikan
dengan ) dengan pengamatan pada waktu-waktu sebelumya ( , , … , , ).
Untuk suatu data deret waktu , , … , , maka nilai fungsi autokorelasi lag k
sampel adalah sebagai berikut : = ( , )
18Aswi dan Sukarna, Analisis Deret Waktu : Teori dan Aplikasi, ed. Arif Tiro. (Makassar:
Andira Publisher, 2006), h.9-10
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= ∑ ( − ̅)( − ̅)∑ ( − ̅) (9)
Taksiran kesalahan baku (standard error) dari adalah
( ∑ (10)
Sedangkan untuk pengujian = 0 atau ≠ 0 menggunakan statistik uji t yaitu:(11)
Diagram ACF dapat digunakan sebagai alat untuk mengidentifikasi kestasioneran
data. Jika diagram ACF cenderung turun lambat atau turun secara linear, maka dapat
disimpulkan data belum stasioner dalam rata-rata.
2. Partial Autocorrelation Function (PACF)
Ukuran korelasi yang lain pada anaisis deret waktu adalah autokorelasi
parsial. Autokorelasi parsial digunakan untuk mengukur tingkat korelasi antara dan
, apabila pengaruh dari lag waktu 1, 2, …, k-1 dianggap terpisah. Fungsi
autokorelasi parsial adalah suatu fungsi yang menunjukkan besarnya korelasi antara
pengamatan ke t yaitu dengan pengamatan waktu-waktu sebelumnya yaitu, , … , . Rumus autokorelasi parsial adalah:∅ = ( , | , , … , ) (12)
Harga ∅ dapat ditentukan melalui persamaan Yule-Walker sebagai berikut:= ∅ + ∅ + …+ ∅ (13)
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Diberikan model regresi dengan peubah tak bebas dari proses stasioner
dengan mean nol diregresikan terhadap peubah tak bebas , ,….. := ∅ + ∅ + ….. + ∅ + (14)
Dimana ∅ adalah parameter regresi ke-i dan adala bentuk sisa yang tidak
berkorelasi dengan untuk j ≥1. Dengan mengalikan kedua ruas persamaan
(14) dengan dan menghitung nilai harapan (ekespektasi) nya :. =∅ . + ∅ . + … . . +∅ +
. (15)
Ekspektasikan :( . ) = ∅ ( . ) + ∅ ( . ) +….+∅ ( ) + ( ). (16)= ∅ + ∅ + … .+ ∅ (17)== ∅ + ∅ +⋯+ ∅ (18)
Untuk j =1, 2, … ,k, berlaku persamaan sebagai berikut:= ∅ + ∅ + …+ ∅= ∅ + ∅ + …+ ∅⋮
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= ∅ + ∅ + …+ ∅
Sistem persamaan di atas dapat ditulis dalam bentuk matriks dengan aturan cramer
dengan aturan cramer :
= 11 12 13… 121 22 23… 231 32 33… 3 = 12
= 1⋮ 1⋮ ⋮ ⋮ ……⋮… ⋮1
∅∅⋮∅ = ⋮ (19)
Dengan menggunakan metode cramer, untuk k = 1, 2, … , diperoleh:∅ =
∅ = 11 1
∅ = 1 11 1 1
∅ =
1⋮ 1⋮ ⋮ ⋮ ……⋮… ⋮1⋮ 1⋮ ⋮ ⋮ ……⋮… ⋮1
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Pada tahun 1960 Durbin telah memperkenalkan metode yang
lebih efisien untuk menyelesaikan persamaan Yule-Walker yaitu:
∅ = − ∑ ∅ ,1 − ∑ ∅ , (20)
E. White Noise Process
Suatu proses { } dinamakan white noise process (proses yang bebas dan
identik) jika bentuk peubah acak yang berurutan tidak saling berkorelasi dan
mengikuti distribusi tertentu. Rata-rata ( ) = dari proses ini diasumsikan
bernilai nol dan mempunyai variansi yang konstan yaitu ( ) = dan nilai
kovariansi untuk proses ini = ( , ) = 0untuk ≠ 0.
Berdasarkan definisi tersebut, dapat dikatakan bahwa suatu white noise
process{ } adalah stasioner dengan beberapa sifat berikut.
Fungsi Autokovariansi:
= , = 00, ≠ 0 (21)
Fungsi autokorelasi: = 1, = 00, ≠ 0 (22)
Fungsi autokorelasi parsial:∅ = 1, = 00, ≠ 0 (23)
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Dengan demikian, suatu deret waktu disebut white noise jika rata-rata dan
variansinya konstan dan saling bebas.19
F. Uji Asumsi Distribusi Normal
Uji asusmsi ini bertujuan untuk mengetahui apakah data telah memenuhi
asumsi kenormalam atau belum.Uji ini biasanya digunakan untuk mengukur data
berskala ordinal, interval ataupun rasio. Salah satu cara yang dapat ditempuh untuk
melakukan uji asumsi kenormalan ini adalah uji Kolmogrof Smirnov dengan melihat
nilai p-value pada probability plot menggunakan pedoman pengambilan keputusan
sebagai berikut :
1) Jika nilai p < 0,05, data tidak berasal dari populasi yang berdistribusi normal.
2) Jika nilai p < 0,05, data berasal dari populasi yang berdistribusi normal.20
Gambar 2.6 : grafik data berdistribusi normal
19Aswi dan Sukarna, Analisis Deret Waktu: Teori dan Aplikasi, ed. Muhammad Arif Tiro.
(Makassar: Andira Publisher, 2006) h. 19-20
20Aswi dan Sukarna, Analisis Deret Waktu: Teori dan Aplikasi, ed. Muhammad Arif Tiro.
(Makassar: Andira Publisher, 2006) h. 126
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Namun apabila dengan mengamati dsitribusi normal dengan p-value dan tidak
berdistribusi normal, maka dapat digunakan Q-Q plot untuk melihat apakah data
berdistribusi normal atau tidak. Apabila pada Q-Q plot semua titik-titik mengarah
kepada garis kenormalan maka dapat diasumsikan bahwa data berdistribusi normal
dan dapat digunakan untuk peramalan.
G. Metode Autoregressive Integrated Moving Average (ARIMA)
1. Model Autoregressive (AR)
Model AR (p) adalah model persamaan regresi yang menggabungkan nilai-
nilai sebelumnya dari suatu variabel tak bebas dengan variabel itu sendiri.
Rumus umum dari model AR adalah:= ∅ +⋯+ ∅ + (24)− ∅ −⋯− ∅ =
Maka persamaan (24) dapat ditulis dalam bentuk1 − ∅ −⋯− ∅ =
dimana =
dengan,
= variabel dependent pada waktu t
, , … , = variabel independent yang merupakan lag dari∅ , ∅ ,… , ∅ = parameter model Autoregresif (AR)
= nilai residual pada waktu ke-t
p = orde AR
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Persamaan (24) dapat ditulis dengan operator B menjadi:= ∅ + ∅ +⋯+ ∅ + (25)
2. Model Moving Average (MA
Model MA (q) adalah model untuk memprediksi sebagai fungsi dari
kesalahan prediksi dimasa lalu (past forecast error) dalam memprediksi . Secara
umum model MA (q) adalah sebagai berikut:= − −⋯− (26)
Persamaan (26) dapat ditulis dalam bentuk:= 1 − −⋯−
dengan,
= variabel dependent pada waktu t
, , … , = variabel independent yang merupakan lag dari∅ , ∅ ,… , ∅ = parameter model Autoregresif (AR)
= nilai residual pada waktu ke-t, , … . , = nilai residual pada periode sebelumnya
q = orde MA
Persamaan (26) dapat ditulis dengan operator B menjadi:= ( 1 − − −⋯− ) (27)
3. Model ARMA
Model ARMA(p,q) merupakan kombinasi dari model AR(p) dan MA(q),
yaitu:
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= ∅ +⋯+ ∅ + − −⋯− (28)− ∅ −⋯− ∅ = − −⋯−
Persamaan (28) dapat ditulis dalam bentuk1 − ∅ −⋯− ∅ = 1 − −⋯−
Apabila kedua ruas pada persamaan (28) dikalikan dengan hasilnya= ∅ +⋯+ ∅ + − −.…+− (29)
Jika persamaan (29) diekspektasikan maka= ∅ +⋯+ ∅ + [ ] − [ ] − …− 21(30)
4. Model ARIMA
Model Autoregressive Integrated Moving Average (ARIMA) yang
dikembangkan oleh George Box dan Gwilyn Jenkins pada tahun 1976 merupakan
model yang tidak mengasumsikan pola tertentu pada data historis yang diramalkan
dan model yang secara penuh mengabaikan variabel bebas dalam membuat
peramalan karena model ini menggunakan nilai sekarang dan nilai-nilai lampau dari
variabel terikat untuk menghasilkan peramalan jangka pendek yang akurat. ARIMA
yang juga sering disebut metode deret waktu Box-Jenkins sebenarnya adalah teknik
untuk mencari pola yang paling cocok dari sekelompok data (curve fitting), dengan
demikian ARIMA memanfaatkan sepenuhnya data masa lalu dan sekarang dengan
21Siana Halim, Diktat: Time Series Analysis (Surabaya, 2006), h.5-7
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variabel dependen untuk melakukan peramalan jangaka pendek yang akurat
sedangkan untuk peramalan jangka panjang ketepatan peramalannya kurang baik.
Model ARIMA merupakann model gabungan antara Autoregressive (AR) dan
Moving Average (MA) dimana model ini mampu mewakili deret waktu yang
stasioner dan non-stasioner.22
Dalam ARIMA dikenal adanya konstanta p, d dan q. dimana p dikenal dengan
konstanta untuk Autoregressive, d dikenal dengan konstanta untuk diferensiasi
membuat data menjadi stasioner, sedangkan q adalah konstanta untuk tingkat Moving
Average.Nilai konstanta p dan q biasanya didapatkan dari estimasi gambar ACF dan
PACF.Sedangkan untuk nilai d umumnya dilakukan dengan trial error terhadap nilai
p dan q yang sudah didapatkan. Secara umum model ARIMA dirumuskan dengan
notasi berikut: ( , , )
Model ARIMA dinotasikan sebagai ARIMA (p,d,q) dimana apabila d=0 dan
q=0, maka model Autoregressive dinotasikan sebagai AR (p). Apabila p=0 dan d=0,
maka model Moving Average dinotasikan sebagai MA (q).23
Model ARIMA dilakukan pada data stasioner atau data yang tidak stasioner.
Data deret waktu lebih banyak bersifat tidak stasioner sehingga harus melalui proses
22 Melly Sari Br Meliala, “Sistem Aplikasi Forecasting Penjualan Elektronik pada Toko
Nasiaoanal Elektronik Kabanjahe dengan Metode Autoregressive Integrated Moving Average
(ARIMA)”. Pelita Informatika Budi Darma4, no. 1 (2014): h. 169
23 Yudi Wibowo, Ánalisis data Runtun Waktu Menggunakan Metode Wafalet Theresolding”.
Gaussian1, no.1(2012), h.250
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differencing sebanyak d kali agar menjadi stasioner. Rumus umum dari model
ARIMA (p,d,q) adalah sebagai berikut:∅ ( )(1 − ) = ( ) (31)
dengan:∅ ( ) = 1 − ∅ −⋯− ∅ , ( )( ) = 1 − −⋯− , ( )(1 − ) : differencing orde d
: nilai residual pada saat t
Berdasarkan pendekatan Box-Jenkins dalam melakukan analisis deret waktu
terdapat empat tahapan, yaitu:
1. Pengidentifikasian model
Dalam melakukan identifikasi model ARIMA yang mungkin terbentuk,
dilakukan identifikasi plot ACF dan PACF.Berikut adalah tabel ACF dan PACF
untuk pengidentifikasian model :





(sinusoida) menuju 0 dengan
bertambahnya k (dies down)
Terpotong secara lag p (lag
1,2,3,…,p yang signifikan
berbeda dengan 0) (cut off
after lag p)
MA(q) cut off after lag p dies down
ARMA(p,q) dies down dies down
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Model ARIMA diidentifikasi berdasarkan pergerakan lag dari ACF dan
PACF dari data yang diteliti. Misalkan pada lag ACF mengalami dies down dan lag
PACF mengalami cuts off maka modelnya yaitu AR(1).
2. Pendugaan parameter model
Untuk mendapatkan besaran koefisien model, maka dilakukan
penaksiran.Penaksiran ini dapat dilakukan dengan menggunakan beberapa metode,
salah satunya adalah metode Least Square. Metode ini merupakan metode yang
dilakukan dengan cara mencari nilai parameter yang meminimumkan jumlah kuadrat
kesalahan ( selisih antara nilai aktual dan ramalan) yang dinyatakan dalam bentuk
persamaan :(∅, ) = ∑ = ∑ [( − ) − ∅( )]2
Sebagai contoh adalah penaksiran parameter untuk model AR(1) . Dengan
demikian diperoleh nilai taksiran parameter untuk yaitu :̂ = ∑ ∅∑( )( ∅) (32)
Untuk n > 1 yang besar dapat ditulis :∑ ≈ ∑ ≈ ̅ (33)
Persamaan (33) dapat disederhanakan menjadi :̂ ≈ ∅∅ = ̅ (34)
Dengan cara yang sama, operasi turunan terhadap ∅ yaitu :
[( – ) - ∅ ( )]2 = 2 [( – ) - ∅ ( )[− ] = 0
34
jika diturunkan terhadap S maka :
2 [( – ) - ∅ ( )[− ] = 2 [( – ) (35)
Didapatkan nilai taksiran ∅ sebagai berikut :∅ = ∑ ( ) ( )]∑ ( ) (36)
3. Pemeriksaan diagnostik
a. Uji Kesignifikanan Parameter
Model ARIMA yang baik dapat menggambarkan suatu kejadian adalah model
yang salah satunya menunjukkan bahwa penaksiran parameternya signifikan berbeda
dengan nol. Secara umum, misalkan adalah suatu parameter pada model ARIMA
dan adalah nilai taksiran parameter tersebut, serta SE( ) adalah standard error dari
nilai taksiran, maka uji signifikan dapat dilakukan dengan tahapan sebagai berikut:
Hipotesis : ∶ = 0∶ ≠ 0
Statistik Uji : = ( )
Daerah penolakan : tolak jika | t | >ta/2; df = n – np = banyaknya
parameter atau dengan menggunakan nilai-p (p-value),
yakni tolak jika nilai-p < .
b. Uji Kesesuaian Model
 Uji Sisa White Noise
Uji sisa white noise dapat dituliskan sebagai berikut:
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Hipotesis ∶ model sudah memenuhi syarat cukup (sisa memenuhi
syarat white noise)∶ model belum memenuhi syarat cukup (sisa tidak white
noise)
Statistik uji ∗ = ( + 2)∑ ( )
Dimana = ∑ ( )( )∑ ( )
Daerah Penolakan tolak jika ∗ > ; . K berarti pada lagK dan m
adalah jumlah parameter yang ditaksir dalam model atau
dengan menggunakan nilai-p (p-value), yakni tolak jika
nilai-p < .
 Uji Asusmsi Distribusi Normal
Uji asumsi ini bertujuan untuk mengetahui apakah data telah memenuhi
asumsi kenormalan atau belum. Uji Kolmogrof Smirnov dapat digunakan untuk
mengambil keputusan sebagai berikut:
Hipotesis H0 : Residual model berdistribusi normal
H1 : Residual model tidak berdistribusi normal
Kriteria penolakan H0 :p-value < α dengan menggunakan taraf signifikansi (α) = 0.05.
4. Peramalan
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Model peramalan yang diterima digunakan untuk menghasilkan ramalan nilai
mendatang.24
H. Model  Intervensi
Suatu data time series dapat dipengaruhi oleh kejadian luar yang dapat
menyebabkan perubahan pola data time series. Kejadian luar misalnya bencana alam,
kebijakan pemerintah, promosi, perang, hari libur, dan sebagainya. Guna
memodelkan data time series dan mendeskripsikan pola respon dari intervensi yang
ada, diperlukan suatu metode yaitu analisis intervensi. Analisis intervensi ini
merupakan pengembangan dari ARIMA. Analisis intervensi digunakan untuk
mengetahui analisis data time series apabila waktu intervensi telah diketahui. Namun
apabila suatu kejadian luar tidak diketahui waktunya, maka digunakan deteksi outlier
yaitu suatu metode analisis time series yang khusus digunakan untuk kejadian yang
tidak diketahu waktu dan penyebabnya.25
Model intervensi adalah suatu model analisis data time series yang pada
awalnya banyak digunakan untuk  mengeksplorasi dampak dari kejadian-kejadian
eksternal yang diluar dugaan terhadap variabel yang menjadi objek pengamatan.
Secara umum ada dua jenis model intervensi yaitu fungsi step dan pulse. Secara
umum model umum intervensi yaitu := ( ) + (37)
24Mendenhal dan Reinmuth, Statistik untuk Manajemen dan Ekonomi. (Jakarta:
Erlangga,1982), h. 234
25Reta Ekayanti,dkk.“Analisis Model Intervensi Fungsi Step untuk Peramalan Kebaikan Tarif
Dasar Listrik (TDL) Terhadap Besarnya Pemakaian Listrik”. Vol 03, no.3(2014): hal 177-178
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Dengan:
= variabel respon pada waktu t( ) = variabel intervensi
=  data preintervensi yang mengikiti proses ARIMA
Dengan,( ) = ( )( ) (38)
Dengan,∗
= respon model intervensi( ) = operator dari s( ) = operator dari r( ) = variabel intervensi, , = suatu konstanta
( )
= =
0, <1, ≥ , dengan T adalah waktu intervensi (39)
Orde b,s,r merupakan orde penting pada model intervensi yang dapat
diketahui dari grafik residual ARIMA data sebelum intervensi dengan batas 3 kali
akar MSE (RMSE) dari data preintervensi. Orde b merupakan waktu mulai dampak
dari intervensi. Apabila dampak intervensi langsung terasa satu hari setelah terjadi
intervensi maka b = 1. Orde s diperoleh dapat diperoleh dengan melihat grafik
residual agar data kembali stabil dihitung dari waktu terjadinya intervensi.Orde r
merupakan time lag (setelah b dan s ) saat data membentuk pola yang jelas. Jadi,
model intervensi fungsi stepyaitu :
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= ( ) + = ( )( ) ( ) + . 26(40)
Adapun beberapa pola respon yang dapat terjadi pada suatu data runtun waktu
setelah terjadinya intervensi yaitu :
1. Abrupt Permanent
Pola respon Abrupt Permanent menunjukkan perubahan setelah intervensi
terjadi secara kasar (abrupt) dan perubahan itu tetap ada (permanent) setelah
terjadinya intervensi dengan fungsi :( , ) = (41)
2. Gradual Permanent
Pola Gradual Permanent menunjukkan intervensi menyebabkan perubahan
secara perlahan atau berangsur-angsur (gradual) kemudian perubahan tersebut tetap
permanendalam suatu runtun waktu dengan fungsi :( , ) = .27 (42)
26William W.S. Wei, Time Series Analysis Univariate and Multivariate Methods. (New York
: PEARSON, 2006),h.212
27Kasmiantini dan Dhoriva Urwatul Wutsqa, “Dampak Penurunan Harga BBM Jenis





Berdasarkan data dan hasil yang ingin dicapai, maka jenis penelitian ini yaitu
aplikasi atau terapan.Penelitian terapan adalah suatu jenis penelitian yang hasilnya
dapat secara langsung diterapkan untuk menemukan solusi dari permasalahan yang
dihadapi.
B. Waktu Penelitian
Penelitian ini mulai dilakukan pada  1 Agustus 2015 – 31 Desember 2015
C. Jenis dan Sumber Data
Data yang dipergunakan adalah data sekunder yang berupa data harian
perubahan nilai kurs Rupiah terhadap Dollar Amerika dari tanggal 1 Agustus 2015
sampai 31 Desember 2015 yang berjumlah 153 data.
D. Definisi Operasional Variabel
Pada penelitian ini variabel yang didefenisikan adalah nilai kurs Rupiah
terhadap Dollar Amerika sebagai (Zt) yang diasumsikan dipengaruhi oleh variabel
intervensi yaitu inflasi dan tingkat suku bunga (f(Xt)).
E. Prosedur Penelitian
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Secara umum langkah-langkah yang akan dilakukan untuk mendapatkan
tujuan penelitian :
1. Untuk mengetahui analisis model intervensi fungsi step terbaik yang digunakan
untuk meramalkan nilai kurs Rupiah terhadap Dollar Amerika, adapun langkah-
langkahnya yaitu :
a. Mengumpulkan data sekunder yang bisa diperoleh dari salah satu situs resmi
tentang data perubahan nilai kurs Rupiah terhadap Dollar Amerika dari
tanggal 1 Agustus 2015 – 31 Desember 2015.
b. Membuat plot data time series menggunakan software Minitab 16 untuk
melihat perubahan pola data dimana letak intervensi terjadi.
c. Membagi data menjadi dua bagian yaitu data preintervensi (sebelum
intervensi) dan data saat terjadi intervensi sampai data akhir.
d. Membentuk model ARIMA dari data preintervensi menggunakan metode
Box-Jenkins yang didahului dengan pemeriksaan stasioneritas dalam rata-rata
dan varians untuk data awal berdasarkan plot data yang telah dibuat
sebelumnya.
e. Jika data tersebut belum stasioner dalam rata-rata dapat dilakukan
differencing (pembedaan) dan melakukan transformasi Box-Cox jika data
tidak memenuhi stasioner dalam varians sebelum terjadi intervensi.
f. Membuat plot ACF dan PACF untuk mengidentifikasi model yang mungkin
dihasilkan dari data preintervensi (pendugaan model sementara).
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g. Melakukan estimasi  parameter menggunakan metode Least Square (kuadrat
terkecil) .
h. Dilakukan pemeriksaan diagnosis untuk data preintervensi yang meliputi uji
siginifikansi parameter dan uji keseuaian model. Dimana uji kesesuaian model
ini terdiri atas uji independensi residual dan uji normalitas residu.
i. Melakukan identifikasi respon intervensi dengan mengamati plot respon
intervensi apakah termasuk abrupt permanent, atau gradual permanent
j. Menentukan nilai orde intervensi yang terdiri dari nilai (b,s,r) berdasarkan
plot residual respon intervensi dengan batas 3 kali RMSE model ARIMA
preintervensi.
k. Setelah orde intervensi didapatkan, dilakukan pengestimasian parameter
dengan menggunakan program SAS ( Statistical Analysis System )
l. Melakukan estimasi parameter intervensi dengan cara yang sama dengan
model ARIMA preintervensi sebelumnya yaitu uji signifikansi parameter dan
uji independensi residual. .
m. Setelah model intervensi memenuhi kriteria pengujian maka dibentuk model
intervensi fungs step untuk peramalan.
2. Untuk mengetahui prediksi nilai kurs Rupiah terhadap Dollar Amerika dalam 30
hari  kedepan maka digunakan rumus intervensi fungsi step yang telah dibentuk





Dalam menganalisis data runtun waktu semakin banyak data yang digunakan
maka hasil yang akan didapatkan akan mendekati keakuratan. Di dalam penelitian ini
data yang digunakan adalah  data harian yang berjumlah 153 data runtun waktu dari
tanggal 1 Agustus 2015–31 Desember 2015 yang diperoleh dari http://www.currency-
converter.org.uk/currency-rates/historical/table/USD-IDR.html. Situs ini adalah salah
satu situs resmi yang memuat nilai kurs Rupiah terhadap Dollar Amerika dan dapat
diakses kapan saja. Dari data tersebut diasumsikan bahwa variabel intervensi yang
mempengaruhi penurunan nilai kurs Rupiah terhadap Dollar Amerika adalah inflasi
dan tingkat suku bunga. Karena berdasarkan informasi yang diperoleh dari
www.bi.go.id bahwa inflasi meningkat dari 4, 89% menjadi 6,25 % dan tingkat suku
bunga tetap sebesar 7,50 % pada bulan oktober 2015.Berikut adalah data perubahan
nilai kurs Rupiah terhadap Dollar Amerika :
Tabel 4.1 Data perubahan nilai kurs Rupiah dari 1 Agustus 2015 – 31
Desember 2015
Tanggal Nilai Kurs Tanggal Nilai Kurs Tanggal Nilai Kurs
1-Aug-15 13509.2497 21-Sep-15 14451.0237 11-Nov-15 13592.1209
2-Aug-15 13524.37 22-Sep-15 14537.7096 12-Nov-15 13580.1209
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3-Aug-15 13506.4376 23-Sep-15 14605.8643 13-Nov-15 13635.1147
4-Aug-15 13493.3061 24-Sep-15 14687.5029 14-Nov-15 13654.9453
5-Aug-15 13510.1156 25-Sep-15 14671.4613 15-Nov-15 13698.0368
6-Aug-15 13522.0352 26-Sep-15 14660.6789 16-Nov-15 13695.0084
7-Aug-15 13530.954 27-Sep-15 14659.4837 17-Nov-15 13747.9593
8-Aug-15 13534.0208 28-Sep-15 14643.2851 18-Nov-15 13793.4206
9-Aug-15 13529.4097 29-Sep-15 14672.5025 19-Nov-15 13773.2685
8-Oct-15 13529.1881 30-Sep-15 14671.8693 20-Nov-15 13689.7962
11-Aug-15 13620.527 1-Oct-15 14685.2154 21-Nov-15 13646.081
12-Aug-15 13743.145 2-Oct-15 14681.6422 22-Nov-15 13657.3395
13-Aug-15 13723.2088 3-Oct-15 14678.1097 23-Nov-15 13691.3867
14-Aug-15 13809.9978 4-Oct-15 14700.6054 24-Nov-15 13715.4129
15-Aug-15 13809.9978 5-Oct-15 14621.0959 25-Nov-15 13679.2689
16-Aug-15 13828.1956 6-Oct-15 14378.7454 26-Nov-15 13726.6734
17-Aug-15 13828.0459 7-Oct-15 14056.6942 27-Nov-15 13745.313
18-Aug-15 13838.5168 8-Oct-15 13948.1152 28-Nov-15 13773.4318
19-Aug-15 13805.5693 9-Oct-15 13599.344 29-Nov-15 13780.3917
20-Aug-15 13838.1692 10-Oct-15 13539.7809 30-Nov-15 13821.8322
21-Aug-15 13866.427 11-Oct-15 13441.053 1-Dec-15 13777.4827
22-Aug-15 13908.1494 12-Oct-15 13437.8594 2-Dec-15 13787.0494
23-Aug-15 13906.824 13-Oct-15 13557.9308 3-Dec-15 13770.036
24-Aug-15 13974.1106 14-Oct-15 13539.6406 4-Dec-15 13830.8143
25-Aug-15 13979.8243 15-Oct-15 13480.027 5-Dec-15 13833.9811
26-Aug-15 14140.9885 16-Oct-15 13508.3333 6-Dec-15 13826.5227
27-Aug-15 14046.3439 17-Oct-15 13508.45 7-Dec-15 13825.5294
28-Aug-15 14088.4492 18-Oct-15 13504.9387 8-Dec-15 13930.0389
29-Aug-15 14045.4106 19-Oct-15 13508.5808 9-Dec-15 13952.2431
30-Aug-15 14067.3004 20-Oct-15 13578.1482 10-Dec-15 13957.9762
31-Aug-15 14074.4417 21-Oct-15 13738.4038 11-Dec-15 13953.3591
1-Sep-15 14069.7781 22-Oct-15 13696.4464 12-Dec-15 13875.1528
2-Sep-15 14126.8358 23-Oct-15 13610.8673 13-Dec-15 13945.6165
3-Sep-15 14192.2343 24-Oct-15 13601.6514 14-Dec-15 14042.6494
4-Sep-15 14170.1694 25-Oct-15 13619.173 15-Dec-15 14057.5278
5-Sep-15 14173.7358 26-Oct-15 13614.3658 16-Dec-15 14026.5755
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6-Sep-15 14156.4521 27-Oct-15 13635.5306 17-Dec-15 13984.9776
7-Sep-15 14238.6153 28-Oct-15 13605.7389 18-Dec-15 13949.6576
8-Sep-15 14244.385 29-Oct-15 13604.824 19-Dec-15 13923.3573
9-Sep-15 14245.8565 30-Oct-15 13714.2482 20-Dec-15 13908.9608
10-Sep-15 14307.7685 31-Oct-15 13714.2482 21-Dec-15 13799.7306
11-Sep-15 14287.159 1-Nov-15 13731.8016 22-Dec-15 13693.3269
12-Sep-15 14290.6593 2-Nov-15 13695.708 23-Dec-15 13654.6406
13-Sep-15 14305.5018 3-Nov-15 13622.0637 24-Dec-15 13635.5274
14-Sep-15 14292.2757 4-Nov-15 13559.7636 25-Dec-15 13583.8208
15-Sep-15 14381.8274 5-Nov-15 13546.4115 26-Dec-15 13574.5833
16-Sep-15 14426.4856 6-Nov-15 13583.5404 27-Dec-15 13635.1934
17-Sep-15 14439.5891 7-Nov-15 13582.0436 28-Dec-15 13630.3344
18-Sep-15 14421.25 8-Nov-15 13691.7189 29-Dec-15 13675.8402
19-Sep-15 14390.5967 9-Nov-15 13731.2193 30-Dec-15 13776.0987
20-Sep-15 14411.1391 10-Nov-15 13633.6748 31-Dec-15 13799.267
Sebelum melakukan analisis data, terlebih dahulu melihat plot data time series
untuk melihat perbedaan antara data preintervensi dan data intervensi. Berikut adalah
plot data secara keseluruhan dari nilai Kurs :
.
Gambar 4.1 Plot data keseluruhan
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I. Data preintervensi (sebelum intervensi)
Berdasarkan plot data tersebut terlihat bahwa intervensi terjadi pada series ke-
66, oleh karena itu data preintervensi terdiri dari data 1 sampai 66 dan data intervensi
yaitu data 67 sampai data akhir.
1. Identifikasi model preintervensi
Gambar dibawah ini merupakan diagram deret waktu (plot data asli) dari nilai
kurs Rupiah terhadap Dollar Amerika yang berjumlah 153 data. Dari plot di atas,
terlihat bahwa data mengalami penurunan secara derastis dimulai pada series ke 67.
Intervensi itu menyebabkan penurunan harga drastis dalam beberapa hari berturut-
turut sebesar Rp.242,341, Rp.322,051, Rp.348,771. Dalam hal ini, data tidak dapat
dimodelkan karena data belum stasioner, oleh karena itu dilakukan pemeriksaan
kestastioneran dalam hal varian dan mean. Untuk melihat variansinya stasioner atau
tidak, maka dilakukan transformasi Box Cox (lamda optimum) .
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Gambar 4.2  Box Cox plot dari preintervensi sebelum transformasi
Gambar 4.3  Box Cox plot dari preintervensi setelah  transformasi
Dari Gambar 4.2 di atas, Grafik Transformasi Box Cox, nilai lamda pada
(Gambar 4.2) belum memenuhi syarat stasioner yaitu 1,00 sehingga perlu
ditransfomasikan dengan . Setelah ditransformasikan seperti pada (Gambar 4.3)
menghasilkan nilai lamda 1,00, sehingga dapat disimpulkan bahwa data tersebut telah
stasioner dalam varian. Selanjutnya dilakukan pemeriksaan dalam mean dengan
melihat plot ACF dan PACF berikut :
(a) (b)
Gambar 4.4(a) Plot Box Cox sebelum differencing
(b) Plot Box Cox setelah differencing
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Tabel 4.2 Autokorelasi data preintervensi perubahan kurs
Lag ACF ACF
1 0.961124 11 0.526461
2 0.919014 12 0.473655
3 0.872432 13 0.429564
4 0.825327 14 0.384333
5 0.778058 15 0.347198
6 0.73116 16 0.310555
7 0.682872 17 0.275741
8 0.634721 18 0.241013
9 0.581001
Tabel 4.3 Autokorelasi Parsial data preintervensi perubahan kurs
Lag PACF PACF
1 0.961124 11 -0.040534
2 -0.062247 12 -0.004624
3 -0.079136 13 0.080737
4 -0.027451 14 -0.056618
5 -0.024506 15 0.064695
6 -0.021176 16 -0.026114
7 -0.045878 17 -0.013898
8 -0.026175 18 -0.025512
9 -0.101832
Tabel 4.1 di atas menunjukkan bahwa terdapat 18 lag karena secara otomatis
yang muncul akan menampilkan lag sebanyak n/4, untuk prngamatan sejumlah 66
sehingga ada 66/4 = 17,5 (18) lag yang muncul. Nilai ACF pada lag 1,2, dan lag 3
48
mengalami penurunan secara lambat dan berada di sekitar angka 1. Sedangkan Tabel
4.2, nilai PACF pada lag 1 mendekati 1, dan pada lag-lag selanjutnya nilai PACF
semakin kecil. Berdasarkan pola ACF dan PACF dia atas dapat ditarik kesimpulan
bahwa data belum stasioner dalam mean. Oleh karena itu perlu dilakukan
differencing orde 1. Setelah dilakukan differencing orde 1, data tersebut telah
stasioner dalam mean ditandai dengan tidak adanya lag yang keluar dari batas
signifikansi. Hasil differencing data kurs tersebut dapat dilihat dalam lampiran 2.
Setelah data tersebut telah differencing orde 1, pola Trend  time series berbentuk
seperti berikut :
Gambar 4.5 Plot Analisis Trend  data preintervensi perubahan Kurs Rupiah terhadap Dollar
Amerika setelah transformasi dan  differencing orde 1
Adapun plot ACF dan PACF setelah differencing orde 1yaitu :
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(a) (b)
Gambar 4.6 (a) Plot ACF setelah differencing 1
(b) Plot PACF setelah differencing 1
Tabel 4.4 Autokorelasi data preintervensi perubahan kurs setelah d=1
Lag ACF Lag ACF
1 -0.150459 9 -0.11894
2 0.19186 10 0.105829
3 -0.210614 11 -0.306606
4 -0.089931 12 0.168708
5 -0.088071 13 -0.072365
6 -0.019232 14 0.186956
7 -0.049094 15 -0.011863
8 0.182591 16 -0.041319
Tabel 4.5 Autokorelasi Parsial data preintervensi perubahan kurs setelah d=1
Lag PACF Lag PACF
1 -0.150459 9 -0.099667
2 0.173142 10 -0.014434
3 -0.169498 11 -0.253825
4 -0.178783 12 0.105761
5 -0.059136 13 0.045488
6 -0.029603 14 0.076588
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7 -0.094877 15 -0.007145
8 0.144695 16 -0.128909
Dari Gambar 4.4 di atas dapat dilihat bahwa pada plot Analisis Trend data
perubahan kurs tersebut telah sejajar dengan sumbu horizontal. Semua titik pada plot
tersebut cenderung menuju ke titik 0. Sedangkan plot Autokorelasi dan Autokorelasi
Parsial  hasil differencing orde 1 pada (Gambar 4.6(a) dan (b)) telah menunjukkan
stasioner dalam mean, sehingga data telah memenuhi syarat kestasioneran dalam
varian dan mean. Oleh karena itu bisa langsung digunakan untuk mendapatkan model
ARIMA terbaik untuk model preintervensi.Pada  diagram ACF (Gambar 4.5(a))
terlihat diagram berbentuk  pola dies down pada lag 2 dan juga pada diagram PACF
(Gambar 4.5(b)) mengalami dies down pada lag 2. Hal ini menunjukkan bahwa
dugaan model ARIMA untuk sementara yaitu ARIMA(1,1,0), ARIMA(0,1,1),
ARIMA(1,1,1), ARIMA(2,1,1), ARIMA(1,1,2), ARIMA(2,1,2).
2. Pemeriksaan Diagnosis model ARIMA
Untuk tahap pemeriksaan diagnosis masing-masing model ARIMA terdiri dari
uji signifikansi parameter dan uji kesesuaian model (uji white noise dan distribusi
normal). Berikut adalah pemeriksaan diagnosis untuk setiap model ARIMA :
a. Model ARIMA (1,1,0)
Untuk melakukan estimasi parameter model ARIMA(1,1,0) digunakan
Software Minitab 16, dengan menggunakan analisis time series metode ARIMA,
adapun estimasi parameter dengan menggunkan ARIMA yaitu :
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1) Uji statistik parameter model
Uji statistik parameter model digunakan untuk melihat signifikansi parameter
model dari data runtun waktu perubahan nilai kurs Rupiah yaitu model ARIMA
(1,1,0).
Hipotesis:
H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value parameter ARIMA (1,1,0) adalah 0,000 < 0,05 maka dapat disimpulkan bahwa
dalam model ARIMA (1,1,0) parameter cukup signifikanjadi persamaan modelnya
adalah :
=(1 + ∅ ) + ∅ +
=( 1 + (-0,6628)) + 0,6628 +
Tabel taksiran parameter model menunjukkan besarnya Mean Square Error
(MSE) model sebesar 2549 dan derajat kebebasan (df) model sebesar 62. Dengan
52
melihat nilai MSE dapat diketahui model mana yang terbaik, karena semakin kecil
nilai MSE maka model semakin baik.
2) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (1,1,0) yaitu :
Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
Tabel 4.6 Ringkasan hasil uji Ljung Box Pearce ARIMA (1,1,0)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-1 = 11 15,7 19,675 0,110
24 24-1 = 23 23,6 35,172 0,370
36 36-1 = 35 36,3 49,801 0,363
48 48-1= 47 46,5 64,00 0,453
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Ringkasan hasil pada table menunjukkan bahwa sampai pada lag 48  bisa
diambil kesimpulan bahwa ada korelasi antar resisual pada lag t dengan residual pada
lag 12, karena nilai pada lag 12 (15,7) < ( , , )(19,675). Pada lag 24,
( (23,6)< ( , , )(35,17). Pada lag 36, ( (36,3) < ( , , )(49,8).
Pada lag 48 ( (46,5) < ( , , )(64,0). Maka antar residual pada lag t
dengan residual sampai pada lag 12 saling berkorelasi, lag 24, 36 dan 48 tidak saling
berkorelasi maka berdasarkan hipotesis awal maka H0 ditolak. Jadi diperoleh
kesimpulan residual model memenuhi asumsi independensi.
Uji kenormalan residual model digunakan untuk mendeteksi kenormalan
residual model ARIMA (1,1,0). Salah satu cara yang ditempuh untuk melakukan uji
kolmogorov smirnov pada minitab 16 :
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Gambar 4.7 Kolmogorov Smirnov nilai residual ARIMA(1,1,0)
Uji distribusi normal digunakan uji Kolmogorov Smirnov P-value > 0,05. Pada
gambar di atas menunjukkan bahwa P-value > 0,05 sehingga dapat ditarik kesimpulan
bahwa data telah berdistribusi normal.
b. Model ARIMA (0,1,1)
Untuk melakukan estimasi parameter model ARIMA(0,1,1) digunakan
Software Minitab 16, dengan menggunakan analisis time series metode ARIMA,
adapun estimasi parameter dengan menggunkan ARIMA yaitu :
1) Uji statistik parameter model
Uji statistic parameter model digunakan untuk melihat signifikansi parameter
model dari data runtun waktu perubahan nilai kurs Rupiah yaitu model ARIMA
(0,1,1)
Hipotesis:
H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
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Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value parameter ARIMA (0,1,1) adalah 0,000 < 0,05 maka dapat disimpulkan bahwa
dalam model ARIMA (0,1,1) parameter cukup signifikan. Tabel taksiran parameter
model menunjukkan besarnya Mean Square Error (MSE) model sebesar 2006 dan
derajat kebebasan (df) model sebesar 62. Dengan melihat nilai MSE dapat diketahui
model mana yang terbaik, karena semakin kecil nilai MSE maka model semakin baik.
2) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (0,1,1) yaitu :
Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
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Tabel 4.7 Ringkasan hasil uji Ljung Box Pearce ARIMA (0,1,1)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-1 = 11 23,0 19,675 0,011
24 24-1 = 23 30,5 35,172 0,108
36 36-1= 35 41,1 49,801 0,187
48 48-1= 47 51,2 64,00 0,277
Ringkasan hasil pada table menunjukkan bahwa sampai pada lag 12, bisa
diambil kesimpulan bahwa ada korelasi antar resisual pada lag t dengan residual pada
lag 12, karena nilai pada lag 12 (23,0)> ( , , )(19,675). Pada lag 24,
( (30,5)> ( , , )(35,1). Pada lag 36, ( (41,1)< ( , , )(49,8).
Pada lag 48 ( (51,2)< ( , , )(64,0). Maka antar residual pada lag t
dengan residual sampai pada lag 12 saling berkorelasi, lag 24, 36 dan 48 tidak saling
berkorelasi maka berdasarkan hipotesis awal maka H0 diterima. Jadi diperoleh
kesimpulan residual model tidak memenuhi asumsi independensi.
c. Model ARIMA (1,1,1)
1). Uji statistik parameter model
Uji statistik parameter model digunakan untuk melihat signifikansi parameter




H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value ARIMA (1,1,1) dengan parameter yaitu 0,469> 0,05 dan parameter yaitu
0,000 < 0,05 maka dapat disimpulkan bahwa dalam model ARIMA (2,1,2) parameter
tidak signifikan dan parameter cukup signifikan.
Table taksiran parameter model menunjukkan besarnya Mean Square Error
(MSE) model sebesar 1894 dan derajat kebebasan (df) model sebesar 61. Dengan
melihat nilai MSE dapat diketahui model mana yang terbaik, karena semakin kecil
nilai MSE maka model semakin baik.
1) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
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residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (1,1,1) yaitu :
Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
Tabel 4.8 Ringkasan hasil uji Ljung Box Pearce ARIMA (1,1,1)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-2 = 10 18,9 18,3070 0,006
24 24-2 = 22 27,3 33,9245 0,044
36 36-2 = 34 36,7 48,6024 0,108
48 48-2 = 46 47,0 62,8296 0,203
Ringkasan hasil pada table menunjukkan bahwa sampai pada lag 12, bisa
diambil kesimpulan bahwa  ada korelasi antar resisual pada lag t dengan residual pada
lag 12, karena nilai pada lag 12 (18,9) > ( , , )(18,3070). Pada lag 24,
( (27,3) < ( , , )(33,9). Pada lag 36, ( (36,7)
< ( , , )(48,6024). Pada lag 48 ( (47,0) < ( , , )(62,896). Maka antar
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residual pada lag t dengan residual sampai pada lag 12 saling berkorelasi, lag 24, 36
dan 48 tidak saling berkorelasi, maka berdasarkan hipotesis awal maka H0 diterima.
Jadi diperoleh kesimpulan residual model tidak memenuhi asumsi
independensi.Karena tidak memenuhi asumsi independensi maka tidak perlu lagi
dilakukan uji distribusi normal.
c. Model ARIMA (2,1,2)
Untuk melakukan estimasi parameter model ARIMA(2,1,2) digunakan
Software Minitab 16, dengan menggunakan analisis time series metode ARIMA,
adapun estimasi parameter dengan menggunkan ARIMA yaitu :
1). Uji statistik parameter model
Uji statistik parameter model digunakan untuk melihat signifikansi parameter




H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value pada ARIMA (2,1,2) untuk parameter yaitu 0,378 > 0,05, parameter yaitu
0,183> 0,05, parameter yaitu 0,000 < 0,05, parameter yaitu 0,704 > 0,05 maka
dapat disimpulkan bahwa parameter tidak signifikan dalam mode dan
parameter signifikan.
Table taksiran parameter model menunjukkan besarnya Mean Square Error
(MSE) model sebesar 1855 dan derajat kebebasan (df) model sebesar 59. Dengan
melihat nilai MSE dapat diketahui model mana yang terbaik, karena semakin kecil
nilai MSE maka model semakin baik.
2) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (2,1,2) yaitu :
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Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
Tabel 4.9 Ringkasan hasil uji Ljung Box Pearce ARIMA (2,1,2)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-4 = 8 13,7 15,5073 0,057
24 24-4 = 20 21,8 31,4104 0,294
36 36-4 = 32 32,1 46,1942 0,413
48 48-4 = 44 41,8 60,4809 0,522
Ringkasan hasil pada table bisa diambil kesimpulan bahwa tidak ada korelasi
antar resisual pada lag t dengan residual pada , karena nilai pada lag 12
(13,7) < ( , , )(15,5073). Pada lag 24, ( (21,8) < ( , , )(31,4). Pada lag
36, ( (32,1)< ( , , )(46,1). Selanjutnya pada lag 48 ( (41,8)
< ( , , )(60,4). Maka antar residual pada lag 12 sampai lag 48 tidak saling
berkorelasi maka berdasarkan hipotesis awal maka H0 ditolak. Jadi diperoleh
kesimpulan residual tidak memenuhi asumsi independensi.\
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d. Model ARIMA (1,1,2)
Untuk melakukan estimasi parameter model ARIMA(1,1,2) digunakan
Software Minitab 16, dengan menggunakan analisis time series metode ARIMA,
adapun estimasi parameter dengan menggunkan ARIMA yaitu :
1). Uji statistik parameter model
Uji statistik parameter model digunakan untuk melihat signifikansi parameter
model dari data runtun waktu perubahan nilai kurs Rupiah yaitu model ARIMA
(1,1,2) :
Hipotesis:
H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value pada ARIMA (1,1,2) untuk parameter yaitu 0,486 > 0,05, parameter yaitu
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0,000 < 0,05, parameter yaitu 0,936 > 0,05 maka dapat disimpulkan bahwa
parameter dan tidak signifikan dan parameter signifikan dalam model.
Table taksiran parameter model menunjukkan besarnya Mean Square Error
(MSE) model sebesar 2021 dan derajat kebebasan (df) model sebesar 60. Dengan
melihat nilai MSE dapat diketahui model mana yang terbaik, karena semakin kecil
nilai MSE maka model semakin baik.
3) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (1,1,2) yaitu :
Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
64
Tabel 4.10 Ringkasan hasil uji Ljung Box Pearce ARIMA (1,1,2)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-3 = 9 17,1 16,9190 0,029
24 24-3 = 21 26,8 32,6706 0,142
36 36-3 = 33 35,5 47,3999 0,305
48 48-3 = 45 46,2 61,6562 0,382
Ringkasan hasil pada table menunjukkan bahwa bisa diambil kesimpulan
bahwa ada korelasi antar resisual pada lag t dengan residual pada lag 12, karena nilai
pada lag 12 (17,1) > ( , , )(16,9190). Pada lag 24, ( (26,8)
< ( , , )(32,6). Pada lag 36, ( (35,5)< ( , , )(47,3). Pada lag 48
( (46,2) < ( , , )(61,6). Maka antar residual pada lag t dengan residual
sampai pada lag 12 saling berkorelasi, lag 24, 36 dan 48 tidak saling berkorelasi,
maka berdasarkan hipotesis awal maka H0 diterima. Jadi diperoleh kesimpulan
residual model tidak memenuhi asumsi independensi.
e. Model ARIMA (2,1,1)
Untuk melakukan estimasi parameter model ARIMA(2,1,1) digunakan
Software Minitab 16, dengan menggunakan analisis time series metode ARIMA,
adapun estimasi parameter dengan menggunkan ARIMA yaitu :
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1). Uji statistik parameter model
Uji statistik parameter model digunakan untuk melihat signifikansi parameter
model dari data runtun waktu perubahan nilai kurs Rupiah yaitu model ARIMA
(1,1,2) :
Hipotesis:
H0 : = 0 (parameter ARIMA tidak cukup signifikan dalam model )
H0 : ≠ 0 (parameter ARIMA cukup signifikan dalam model)
Kriteria penolakan H0 yaitu jika P-Value < , dengan menggunakan = 5%,
maka berdasarkan estimasi parameter hasil pengolahan data yang ditunjukkan nilai P-
Value ARIMA (2,1,1) dengan parameter yaitu 0,136 > 0,05, parameter yaitu
0,423> 0,05 dan parameter yaitu 0,353 > 0,05 maka dapat disimpulkan bahwa
semua parameter dalam model ARIMA (2,1,1) tidak signifikan dalam model.
Table taksiran parameter model menunjukkan besarnya Mean Square Error
(MSE) model sebesar 2622 dan derajat kebebasan (df) model sebesar 60. Dengan
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melihat nilai MSE dapat diketahui model mana yang terbaik, karena semakin kecil
nilai MSE maka model semakin baik.
4) Diagnosis model
Untuk mendeteksi adanya proses white noise , maka perlu dilakukan beberapa
uji. Uji pertama adalah uji korelasi yang berguna untuk mendeteksi independensi
residual dan uji kedua adalah uji kenormalan residual model. Berikut adalah olahan
data model ARIMA (2,1,1) yaitu :
Uji independensi residual untuk mendeteksi independensi residual antar lag.
Dua lag dikatakan tidak berkorelasi apabila antar lag tidak ada korelasi yang berarti.
Dalam penelitian ini, uji dilakukan dengan menggunakan statistik Ljung-Box.
Hipotesis∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
Tabel 4.11 Ringkasan hasil uji Ljung Box Pearce ARIMA (2,1,1)
Lag (K) Df(K-m) Ljung-Box(Q*) Xa2; df p-value
12 12-3 = 9 17,1 16,9190 0,029
24 24-3 = 21 26,8 32,6706 0,142
36 36-3 = 33 35,5 47,3999 0,305
48 48-3 = 45 46,2 61,6562 0,382
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Ringkasan hasil pada tabel menunjukkan bahwa sampai pada lag 12, bisa
diambil kesimpulan bahwa  ada korelasi antar residual pada lag t dengan residual
pada lag 12, karena nilai pada lag 12 (17,1) > ( , , )(16,9190). Pada lag
24, ( (26,8)< ( , , )(32,6). Selanjutnya pada lag 36 , ( (35,5)
< ( , , )(47,3). Pada lag 48 ( (46,2) < ( , , )(61,6). Maka antar
residual pada lag t dengan residual sampai pada lag 12 saling berkorelasi, lag 24, 36
dan 48 tidak saling berkorelasi, maka berdasarkan hipotesis awal maka H0 diterima.
Jadi diperoleh kesimpulan residual model tidak memenuhi asumsi independensi.
3. Pemilihan model ARIMA preintervensi
Setelah dilakukan pengujian dengan syarat-syarat di atas, maka dapat
disimpulkan bahwa dugaan model ARIMA yang sesuai (memenuhi syarat) untuk
peramalan adalah ARIMA (1,1,0) dengan nilai MSE yaitu 2549. Dalam hal ini, tidak
dilakukan pemilihan nilai MSE terkecil karena hanya model ARIMA (1,1,0) yang
memenuhi syarat untuk dilakukan pemodelan. Oleh karena itu, model ARIMA
terbaik yang akan digunakan untuk meramalkan nilai kurs Rupiah terhadap Dollar
Amerika adalah model ARIMA (1,1,0) dengan persamaan= (1 + ∅ ) + ∅ +
Berikut adalah peramalan nilai kurs Rupiah terhadap Dollar Amerika untuk
data preintervensi dalam 30 hari ke depan :
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Tabel 4.12 Peramalan kurs Rupiah terhadap Dollar Amerika dalam 30 hari

































Tabel 4.13 Peramalan kurs Rupiah terhadap Dollar Amerika dalam 30 hari kedepan
































II. Identifikasi Model Intervensi
1. Identifikasi respon intervensi
Identifikasi respon intervensi dilakukan dengan mengamati pola respon saat
intervensi dan setelah terjadinya intervensi dengan diagram residual respon
intervensi. Diagram residual respon intervensi ini diperoleh dari selisih nilai aktual
dengan nilai peramalan  dengan batas 3 RMSE  ARIMA preintervensi. Pengamatan
dilakukan pada gambar 4.1, dari gambar tersebut dapat dilihat pada saat terjadinya
intervensi yaitu pada series ke-67 terdapat penurunan nilai kurs Rupiah yang
mengindikasikan bahwa pola respon yang terjadi adalah abrupt (kasar) dan
permanent (tetap ada) setelah terjadinya intervensi. Fungsi intervensi sesuai pola
respon tersebut adalah ( , ) = ( ).
Gambar 4.8 diagram residual respon intervensi
Gambar  diagram residual intervensi pada gambar 4.8 menunjukkan bahwa
dampak intervensi mulai dirasakan sehari setelah terjadinya intervensi yang ditandai
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dengan semua lag yang keluar dari batas signifikansi. Berdasarkan cirri-ciri yang
digambarkan oleh diagram residual tersebut maka bisa dilakukan identifikasi nilai
b,s,r. Nilai dugaan untuk masing-masing b,s,r yaitu b=1,s=1,r=0, dan b=1,s=0,r=0.
2. Estimasi parameter intervensi
Estimasi parameter intervensi dilakukan dengan metode least square, dengan
software SASmaka diperoleh nilai parameter untuk intervensi(dapat dilihat pada
lampiran 7). Berikut adalah tabel output program SAS untuk estimasi parameter
intervensi yaitu:
Tabel 4.14 output program SAS intervensi





Pr>t Lag Variabel Shift
AR 1,1 0,32360 0,08173 3,96 0,0001 1 y1 0
NUM1 -219,26755 5,814,704 -377 0,0002 0 S 1
Berdasarkan output pada tabel 4.14 diperoleh parameter untuk = 0,32360 ,= −219,26755 dengan semua p-value <0,05 sehingga parameter signifikan dan
dapat digunakan dalam model intervensi. Oleh karena itu model intervensi dapat
dibangun dengan menambahkan antara model intervensi dan model preintervensi
ARIMA (1,1,0) yaitu :
Model intervensi: ( ) = ( )( ) ( )
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=
( ) (intervensi terjadi pada series ke-67)
=
( )(abrupt permanent)
Model printervensiARIMA(1,1,0):(1 − ∅ )(1 − ) = (1 − )(1 − ∅ )(1 − ) == 1(1 − )(1 − ∅ )
Sehingga, model intervensi yang diperoleh yaitu := ( ) += 10 (67) + 1(1 − )(1 − ∅1 )= 0 (67) + 1(1 − )(1 − ∅1 )
= (1 − ∅ )(1 − ) ( ) +(1 − ∅ )(1 − )
= (1 − − ∅ + ∅ ) ( ) +(1 − ∅ )(1 − )
= ( ) − ( ) − ∅ ( ) + ∅ ( ) +(1 − ∅ )(1 − )
= ( ) − ( ) − ∅ ( ) + ∅ ( ) +(1 − ∅ )(1 − )
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3. Pemeriksaan Diagnosis
Seperti pada model ARIMA pemeriksaan diagnosis model intervensi
dilakukan uji independensi residual dan uji normalitas residual.
a. Uji independensi residual
Hipotesis ∶ , = 0 (ada korelasi antar lag)∶minimal ada 1 lag yang , ≠0
Taraf signifikansi : = 0,05
Statistik uji : ∗ = ( + 2)∑ ( )
Dimana = ∑ ( )( )∑ ( )
Daerah Penolakan : tolak jika ∗ > ; . K berarti pada lagK dan m
adalah jumlah parameter yang ditaksir dalam model atau
dengan menggunakan nilai-p (p-value), yakni tolak jika
nilai-p < .
Tabel 4.15 hasil pengujian independensi residual dengan program SAS
Lag (K) Df Ljung-Box(Q*) Xa2; df p-value
6 5 5,29 18,3070 0,38
12 11 9,43 33,9245 0,58
18 17 13,43 48,6024 0,70
24 23 19,07 62,8296 0,69
Berdasarkan hasil pengujian independensi residual pada tabel 4.14 diperoleh
nilai Qhitungpada lag 6,12,18,24 tidak satupun yang melebihi nilai dalam tabel chi-
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kuadrat( ). Berdasarkan perhitungan yang telah dilakukan, maka dapat disimpulkan
H0 diterima jadi { ) merupakan barisan yang independent.
b. Uji normalitas residual
Menggunakan uji statistik Kolmogorov Smirnov, hasil perhitungan
ditampilkan oleh tabel 4.16 dari output :
Test for Normality
TEST Statistic p Value
Shapro-Wilk W 0,964749 Pr<W 0,0487
Kolmogorov
Smirnov D 0,099429 Pr<D 0,0894
Cramer-von Mises W-Sq 0,077479 Pr<w-Sq 0,2262
Anderson Darling A-Sq 0,569105 Pr<A-Sq 0,1396
Berdasarkan gambar 4.16 dapat diketahui bahwa p-value = 0,0894, karena
nilai p-value >0,05 sehingga dapat disimpulkan bahwa residual berdistribusi normal.
Selain dengan uji Kolmogorov Smirnov kenormalan juga dapat dilihat dengan plot
probability residual.
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Gambar 4.9 Probability Plot
Berdadarkan diagnosis yang diperoleh sebelumnya yaitu model dengan uji
independensi residual dan uji normalitas residual maka model intervensi nya yaitu= ( ) ( ) ∅ ( ) ∅ ( )( ∅ )( ) . Oleh karena itu model tersebut telah
memenuhi asumsi white noise sehingga layak untuk dijadikan model intervensi dan
digunakan untuk peramalan.
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III. Peramalan dengan model intervensi
Peramalan intervensi dilakukan dengan bantuan software SAS dengan
memperkirakan nilai kurs Rupiah terhadap dollar Amerika pada 30 hari ke depan di
Indonesia. Adapun tabel hasil peramalan nya yaitu :



































Pada peramalan ini, data yang digunakan adalah data perubahan nilai kurs
rupiah terhadap Dollar Amerika dalam 153 hari dari bulan agustus 2015  hingga
desember 2016, dimana peramalan tersebut menggunakan metode intervensi fungsi
step dengan data dikelompokkan menjadi dua bagian yaitu data preintervensi
(sebelum intervensi) dan data setelah intervensi. Data preintervensi tersebut dapat
dilihat pada plot time series pada gambar 4.1. Dari plot tersebut, terlihat bahwa data
mengalami penurunan secara derastis terus menerus dimulai pada series ke 67, oleh
karena itu data preintervensi dimulai dari data 1 – 66 dan data intervensi data ke-67
sampai akhir. Langkah pertama yang akan dilakukan adalah mmodelkan data
preintervensi tersebut dengan model ARIMA. Berdasarkan plot ACF dan PACF data
preintervensi belum stasioner dalam mean dan varian, ini dapat dilihat pada Data
yang tidak stasioner dalam varian dapat dilakukan transformasi Box-Cox hingga nilai
( ) = 1. Gambar transformasi Box-Cox yang telah stasioner dalam varian dapat
dilihat pada gambar 4.3.Sedangkan untuk data yang belum stasioner dalam mean
dapat dilihat dengn nilai ACF dari setiap lag yang mengalami penurunan secara
lambat dan berada di sekitar 1, sedangkan untuk nilai PACF nya semakin kecil.
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Untuk mengatasi data yang belum stasioner tersebut dilakukan differencingorde 1.
Hasil differencingtersebut dapat dilihat pada gambar  (4.6 (a dan b)). Nilai lag ACF
dan PACF setelah di differencing tingkat 1 cenderung menuju ke titik 0, oleh karena
itu dapat ditarik kesimpulan bahwa data telah stasioner dalam mean. Setelah data
telah stasioner dalam mean dan varian maka kembali dilakukan identifikasi plot ACF
dan PACF untuk memperoleh model time series yang sesuai. Berdasarkan plot ACF
dan PACF yang diperoleh, pada plot ACF dan PACF dies down pada lag 1 dan2.
Oleh karena itu  diperkiraan untuk model ARIMA dengan differencing tingkat 1
yang mungkin untuk model tersebut adalah ARIMA (1,1,0), ARIMA(0,1,1),
ARIMA(1,1,1), ARIMA(1,1,2), ARIMA(2,1,1),ARIMA(2,1,2).
Model ARIMA yang diperoleh masing-masing dilakukan selanjutnya
dilakukan beberapa uji yang meliputi uji signifikansi parameter dan uji kesesuaian
model untuk memilih model yang akan digunakan dalam peramalan. Model yang
pertama adalam model ARIMA(1,1,0). Pengujian kesignifikansian  parameter pada
model ARIMA(0,1,1) dilihat berdasarkan tabel hasil taksiran parameter dengan
menggunakan program minitab 14. Tabel hasil taksiran parameter dengan level
toleransi (α) yang digunakan adalah 5%. Kesignifikansian parameter dilihat
berdasarkan nilai p-value < 0,05. Sedangkan pada model tersebut nilai p-value
menunjukkan 0,000. Sehingga dapat disimpulkan bahwa parameter signifikan karena
p-value < α. Tabel hasil taksiran parameter model menunjukkan besarnya MSE
(Mean Square Error) sebesar 2549 dengan derajat kebebasan (df) = 62. Selanjutnya
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dilakukan diagnostic checking (pemeriksaan diagnosis) untuk mendeteksi adanya
proses white noise. Uji ini dilakukan dengan melihat tabel Ljung-Box pada setiap lag.
Tabel tersebut menunjukkan nilai statistik Ljung-Box pada lag 12, 24, 36, dan
48. Nilai statistik  padalag 12 menunjukkan nilai statistic antara lag t dengan lag 12,
begitupun untuk lag yang selanjutnya.  Ringkasan hasil pada tabel menunjukkan
bahwa sampai pada lag 48 tidak ada korelasi antar resisual pada lag t dengan residual
pada lag 12, karena nilai pada lag 12 (15,7) < ( , , )(19,675). Pada lag
24, ( (23,6) < ( , , )(35,17). Pada lag 36, ( (36,3)
< ( , , )(49,8). Pada lag 48 ( (46,5) < ( , , )(64,0). Maka antar
residual pada lag t dengan residual sampai pada lag 48 tidak saling berkorelasi oleh
karena itu bisa ditarik kesimpulan bahwa residual model telah memenuhi syarat white
noise.
Selain itu, mendeteksi adanya white niose dapat dilihat dengan menggunakan
nilai p-value tabel Ljung-Box tanpa harus melihat nilai . Semua lag dikatakan
memenuhi asumsi whie noise jikap-value> 0,05 yakni pada lag 12 (0,110 > 0,05), lag
24 (0,370 > 0,05), lag 36 (0,363 > 0,05) dan lag 48 (0,453 > 0,05). Ini berarti bahwa
model tersebut telah memenuhi asumsi white noise.Uji selanjutnya adalah uji
distribusi normal dengan menggunakan nilai residual pada model ARIMA.
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Berdasarkan hasil yang diperoleh pada probability plot pada gambar 4.6
menunjukkan bahwa sisa memenuhi asumsi distribusi normal dengan melihat nilai p-
value > 0,05 (0,15>0,05).
Untuk memperoleh nilai estimasi parameter model ARIMA untuk  ARIMA
(0,1,1), ARIMA(1,1,1), ARIMA(2,1,1), ARIMA(1,1,2), ARIMA(2,1,2) dapat
menggunakan metode seperti yang digunakan pada model ARIMA(1,1,0) seperti
yang telah dijelaskan sebelumnya. Untuk pemilihan model terbaik dilakukan dengan
pemilihan model MSE terkecil pada beberapa model ARIMA yang telah memenuhi
asumsi white noise dan distribusi normal. Setelah menguji beberapa model ARIMA
di atas, ternyata yang memenuhi criteria untuk dijadikan peramalan hanya ARIMA
(1,1,0). Oleh karena itu peramalan nilai kurs Rupiah preintervensi dalam 30 hari
kedepan menggunakan model ARIMA(1,1,0).
Setelah melakukan peramalan dengan ARIMA preintervensi, maka langkah
selanjutnya adalah mencari orde intervensi (b,s,r) melalui digram residual respon
intervensi (diagram tersebut dapat dilihat pada gambar 4.8). Diagram tersebut
diperoleh dari selisih antara nilai aktual dan nilai peramalan  dengan batas
signifikansi 3 RMSE (Root Mean Square Error) model ARIMA preintervensi. Untuk
pola respon intervensi dilakukan pengamatan pada plot keseluruhan pada gambar 4.1,
dimana plot menyatakan bahwa penurunan nilai kurs Rupiah mengikuti pola abrupt
permanent dengan fungsi ( , ) = ( ). Adapun orde intervensi dari diagram
residual yaitu b=1 karena nilai residual keluar dari batas signifikansi dimulai dari
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series 1, sedangkan untuk nilai s digunakan s = 0 karena semua respon keluar dari
batas signifikansi dan r = 0 karena data telah membentuk pola yang jelas setelah s.
setelah orde interbensi didapatkan kemudian diolah dengan menggunakan program
SAS (Statistical Analysis System). Output dari program SAS tersebut dapat dilihat
pada gambar 4.9.
Parameter yang diperoleh kemudian dilakukan uji signifikansi parameter dan
uji kesesuaian model seperti yang diakukan pada model ARIMA preintervensi
sebelumnya. Output dari program SAS diperoleh = 0,32360 , =−219,26755 . uji signifikansi parameter dilakukan dengan melihat p-value (0,0001 <
0,05) oleh karena itu parameter dikatakan signifikan. Selanjutnya untuk uji asumsi
white noise dilakukan dengan melihat ringkasan hasil pada tabel Ljung-Box (Q*)
pada tabel 4.10. Tabel tersebut menunjukkan bahwa sampai pada lag24 tidak ada
korelasi antar resisual pada lag t. Karena nilai pada lag 6 (5,29)
< ( , , )(18,3070), sedangkan untuk lag 12 ( (9,43)< ( , , )(33,9245),
sedangkan untuk lag 18, ( (13,43)< ( , , )(48,6024),selanjutnya pada
lag24 ( (19,07)< ( , , )(62,8296). Karena residual pada lag t dengan
residual sampai pada lag 24 tidak saling berkorelasi maka bisa ditarik kesimpulan
bahwa residual model telah memenuhi syarat white noise. Selanjutnya untuk uji
kenormalan dengan distribusi normal, dilihat nilai p-value dari grafik residual dengan
menggunakan QQ plot yaitu 0,15. Sehingga model tersebut disimpulkan telah
memenuhi asumsi distribusi normal dan dapat digunakan dalam peramalan. Nilai
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hasil peramalan kurs Rupiah terhadap Dollar Amerika sesuai dengan tabel 4.16 untuk
hari pertama yaitu Rp. 13806,742, sedangkan untuk hari kedua Rp.13809,1903, hari
ketiga Rp. 13809,975 dan seterunya. Dari peramalan ini dapat disimpulkan bahwa
nilai kurs Rupiah terhdap Dollar Amerika dalam 30 hari kedepan yaitu konstan





Berdasarkan hasil pembahasan mengenai analisis intervensi fungsi step untuk
peramalan nilai Kurs Rupiah terhadap Dollar Amerika di Indonesia, maka dapat
ditarik kesimpulan sebagai berikut:
1. Model intervensi fungsi step terbaik yang diperoleh melalui penggabungan antara
model ARIMA preintervensi dan model intervensi. Dimana model preintervensi
yang diperoleh yaitu ARIMA(1,1,0) dengan persamaan =[(1+ (-0,6628) +
(0,6628) + ] sedangkan model intervensi dengan persamaan ( )
setelah digabungkan akan diperoleh model yaitu:
= ( ) − ( ) − ∅ ( ) + ∅ ( ) +1
2. Berdasarkan hasil peramalan dengan menggunakan Software SASdiperoleh nilai
Kurs Rupiah terhadap Dollar Amerika untuk 30 hari ke depan berada pada nilai




































Masalah yang dibahas dalam skripsi ini hanya menggunakan model fungsi
step pada peramalan nilai kurs Rupiah terhadap Dollar Amerika, oleh karena itu
penulis menyarankan untuk penelitian selanjutnya dengan menggunakan metode
intervensi sebaiknya menggunakan  model intervensi fungsi pulse agar dapat
membedakan lebih jelas bagaimana penggunaan intervensi step dan pulse dalam
menganalisis pengaruh-pengaruh intervensi yang terjadi di Indonesia.
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Data Perubahan Nilai Kurs Rupiah terhadap Dollar Amerika dimulai dari 1 Agustus 2015 –
31 Desember 2015.
Tanggal Nilai Kurs Tanggal Nilai Kurs Tanggal Nilai Kurs
1-Aug-15 13509.2497 21-Sep-15 14451.0237 11-Nov-15 13592.1209
2-Aug-15 13524.37 22-Sep-15 14537.7096 12-Nov-15 13580.1209
3-Aug-15 13506.4376 23-Sep-15 14605.8643 13-Nov-15 13635.1147
4-Aug-15 13493.3061 24-Sep-15 14687.5029 14-Nov-15 13654.9453
5-Aug-15 13510.1156 25-Sep-15 14671.4613 15-Nov-15 13698.0368
6-Aug-15 13522.0352 26-Sep-15 14660.6789 16-Nov-15 13695.0084
7-Aug-15 13530.954 27-Sep-15 14659.4837 17-Nov-15 13747.9593
8-Aug-15 13534.0208 28-Sep-15 14643.2851 18-Nov-15 13793.4206
9-Aug-15 13529.4097 29-Sep-15 14672.5025 19-Nov-15 13773.2685
8-Oct-15 13529.1881 30-Sep-15 14671.8693 20-Nov-15 13689.7962
11-Aug-15 13620.527 1-Oct-15 14685.2154 21-Nov-15 13646.081
12-Aug-15 13743.145 2-Oct-15 14681.6422 22-Nov-15 13657.3395
13-Aug-15 13723.2088 3-Oct-15 14678.1097 23-Nov-15 13691.3867
14-Aug-15 13809.9978 4-Oct-15 14700.6054 24-Nov-15 13715.4129
15-Aug-15 13809.9978 5-Oct-15 14621.0959 25-Nov-15 13679.2689
16-Aug-15 13828.1956 6-Oct-15 14378.7454 26-Nov-15 13726.6734
17-Aug-15 13828.0459 7-Oct-15 14056.6942 27-Nov-15 13745.313
18-Aug-15 13838.5168 8-Oct-15 13948.1152 28-Nov-15 13773.4318
19-Aug-15 13805.5693 9-Oct-15 13599.344 29-Nov-15 13780.3917
20-Aug-15 13838.1692 10-Oct-15 13539.7809 30-Nov-15 13821.8322
21-Aug-15 13866.427 11-Oct-15 13441.053 1-Dec-15 13777.4827
22-Aug-15 13908.1494 12-Oct-15 13437.8594 2-Dec-15 13787.0494
23-Aug-15 13906.824 13-Oct-15 13557.9308 3-Dec-15 13770.036
24-Aug-15 13974.1106 14-Oct-15 13539.6406 4-Dec-15 13830.8143
25-Aug-15 13979.8243 15-Oct-15 13480.027 5-Dec-15 13833.9811
26-Aug-15 14140.9885 16-Oct-15 13508.3333 6-Dec-15 13826.5227
27-Aug-15 14046.3439 17-Oct-15 13508.45 7-Dec-15 13825.5294
28-Aug-15 14088.4492 18-Oct-15 13504.9387 8-Dec-15 13930.0389
29-Aug-15 14045.4106 19-Oct-15 13508.5808 9-Dec-15 13952.2431
30-Aug-15 14067.3004 20-Oct-15 13578.1482 10-Dec-15 13957.9762
31-Aug-15 14074.4417 21-Oct-15 13738.4038 11-Dec-15 13953.3591
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1-Sep-15 14069.7781 22-Oct-15 13696.4464 12-Dec-15 13875.1528
2-Sep-15 14126.8358 23-Oct-15 13610.8673 13-Dec-15 13945.6165
3-Sep-15 14192.2343 24-Oct-15 13601.6514 14-Dec-15 14042.6494
4-Sep-15 14170.1694 25-Oct-15 13619.173 15-Dec-15 14057.5278
5-Sep-15 14173.7358 26-Oct-15 13614.3658 16-Dec-15 14026.5755
6-Sep-15 14156.4521 27-Oct-15 13635.5306 17-Dec-15 13984.9776
7-Sep-15 14238.6153 28-Oct-15 13605.7389 18-Dec-15 13949.6576
8-Sep-15 14244.385 29-Oct-15 13604.824 19-Dec-15 13923.3573
9-Sep-15 14245.8565 30-Oct-15 13714.2482 20-Dec-15 13908.9608
10-Sep-15 14307.7685 31-Oct-15 13714.2482 21-Dec-15 13799.7306
11-Sep-15 14287.159 1-Nov-15 13731.8016 22-Dec-15 13693.3269
12-Sep-15 14290.6593 2-Nov-15 13695.708 23-Dec-15 13654.6406
13-Sep-15 14305.5018 3-Nov-15 13622.0637 24-Dec-15 13635.5274
14-Sep-15 14292.2757 4-Nov-15 13559.7636 25-Dec-15 13583.8208
15-Sep-15 14381.8274 5-Nov-15 13546.4115 26-Dec-15 13574.5833
16-Sep-15 14426.4856 6-Nov-15 13583.5404 27-Dec-15 13635.1934
17-Sep-15 14439.5891 7-Nov-15 13582.0436 28-Dec-15 13630.3344
18-Sep-15 14421.25 8-Nov-15 13691.7189 29-Dec-15 13675.8402
19-Sep-15 14390.5967 9-Nov-15 13731.2193 30-Dec-15 13776.0987




Lampiran 2 (program minitab )
Plot time series data nilai kurs Rupiah terhadap Dollar Amerika
Transformasi Box-Cox data preintervensi
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(c) (b)
Gambar 4.4(a) Plot Box Cox sebelum differencing
(b) Plot Box Cox setelah differencing
Tabel 4.1 Autokorelasi data preintervensi perubahan kurs
Lag ACF ACF
1 0.961124 11 0.526461
2 0.919014 12 0.473655
3 0.872432 13 0.429564
4 0.825327 14 0.384333
5 0.778058 15 0.347198
6 0.73116 16 0.310555
7 0.682872 17 0.275741
8 0.634721 18 0.241013
9 0.581001
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Tabel 4.2 Autokorelasi Parsial data preintervensi perubahan kurs
Lag PACF PACF









6 -0.021176 16 -0.026114
7 -0.045878 17 -0.013898
8 -0.026175 18 -0.025512
9 -0.101832
(c) (b)
Gambar 4.6(a) Plot ACF setelah differencing 1
(d) Plot PACF setelah differencing 1
Tabel 4.3 Autokorelasi data preintervensi perubahan kurs setelah d=1
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Lag ACF Lag ACF
1 -0.150459 9 -0.11894
2 0.19186 10 0.105829
3 -0.210614 11 -0.306606
4 -0.089931 12 0.168708
5 -0.088071 13 -0.072365
6 -0.019232 14 0.186956
7 -0.049094 15 -0.011863
8 0.182591 16 -0.041319
Tabel 4.4 Autokorelasi Parsial data preintervensi perubahan kurs setelah d=1
Lag PACF Lag PACF
1 -0.150459 9 -0.099667
2 0.173142 10 -0.014434
3 -0.169498 11 -0.253825
4 -0.178783 12 0.105761
5 -0.059136 13 0.045488




8 0.144695 16 -0.128909
Gambar 4.7 Kolmogorov Smirnov nilai residual ARIMA(1,1,0)
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LampiRan 3 ( hasil peramalan )
Tabel peramalan nilai kurs Rupiah terhadap Dollar Amerika dalam 30 hari kedepan
dengan MINITAB .
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LAMPIRAN 4( Peramalan dengan program SAS )




LAMPIRAN 5 chart residual respon intervensi
Gambar 4.8 diagram residual respon intervensi
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0     1500517
0     1429083
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0 1379114
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0     1526845
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0     1522306
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0     1658378
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0     1724900
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0     1961920
0     2187761
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1     2009582
1     1776375
1     2183535
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1     .
1     .
1     .
1     .
1     .
1     .
1     .
1     .
1     .
1     .
1     .
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;
proc arima data=kurs out=out1;
identify var=y1  crosscorr=( s(1) ) noprint;



















LAMPIRAN 8 (hasil peramalan dengan program SAS )
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