Abstract. We initiate the study of the parabolic version of the Maxwell equations in Lipschitz cylinders. The aim of our analysis is to identify the natural space of boundary data and to describe the appropriate vector-valued caloric layer potential operators so that the classical method of boundary integral equations applies to this setting.
Introduction.
Let Ω be an arbitrary, fixed, bounded Lipschitz domain in R 3 . This paper is concerned with the analysis of the diffusion-type equations governing the evolution of an electric wave E(X, t) = (E 1 (X, t), E 2 (X, t), E 3 (X, t)) (1.1) in a space-time cylindrical conductor in R 3 × R with the cross section Ω. As explained in [7] , Vol. 1, p. 84, in the modeling of electromagnetic phenomena for metallic materials it is reasonable to ignore the second-order timederivative term in the hyperbolic equation The natural boundary condition for this problem is obtained by prescribing the tangential component of the electric wave on ∂Ω × (0, T ). Furthermore, we shall assume that the initial Cauchy datum at t = 0 vanishes identically on Ω, i.e., E(X, 0) ≡ 0 in Ω. (1.4) Finally, we shall also impose certain growth restrictions to the boundary for E, in terms of its non-tangential maximal function (this will be made precise shortly).
Note that (1.1)-(1.4) is a decoupled problem, i.e., focussed exclusively on the electric field E. We shall, however, find it convenient to work with both the electric and the magnetic field (the latter will be denoted in the sequel by H).
Consequently, introducing
H(X, t) := t 0 curl E(X, s) ds, (X, t) ∈ Ω × (0, T ), after a suitable rescaling in the time variable we arrive at the following initial boundary value problem for the electro-magnetic fields (E, H):
t H) * ∈ L 2 (∂Ω × (0, T )), curl E − ∂ t H = 0 in Ω × (0, T ), curl H + E = 0 in Ω × (0, T ), n × E ∂Ω×(0,T ) = A on ∂Ω × (0, T ).
Here n is the outward unit normal defined a.e. on ∂Ω, ( · ) * denotes the nontangential maximal operator, × stands for the usual vector product of vectors in R 3 , and A is an a priori given tangential vector field on ∂Ω × (0, T ). Consider also
Note that (E, H) solves (IBVP 1 ) for the (tangential) lateral boundary datum A if and only if (e −t E, e −t H) solves (IBVP 2 ) for the (tangential) lateral boundary datum e −t A, hence these two problems are equivalent. This renormalization is made for homogenization purposes and its necessity will become more apparent later (cf. the remark at the end of Section 4).
The main result of this paper is the following theorem addressing the unique solvability of (IBVP 2 ). This result is new even for smooth space-time cylinders. A version for C 1 cylinders is also discussed below.
tan (∂Ω × (0, T )) the problem (IBVP 2 ) has a unique solution. Moreover, this solution also satisfies
for some C depending exclusively on the Lipschitz character of Ω.
Here L 2,θ tan (∂Ω × (0, T )) stands for the vector space of all tangential squareintegrable vector fields A on ∂Ω × (0, T ) enjoying a certain "twisted regularity" property. Somewhat more concretely, we shall ask that the half-order fractional integral of A in the time variable has a square integrable surface divergence in the space variables (precise definitions will be given below). The solution is expressed in the form of vector-valued caloric layer potential operators with suitably chosen densities on ∂Ω. Specifically, we introduce
where S is the usual heat single-layer potential operator on ∂Ω×(0, T ), and show the invertibility of the corresponding principal-value boundary integral operators ± 1 2 + K.
As for the tools employed in the proof, it should be pointed out that more traditional techniques for dealing with the smooth boundary case, based on "soft" functional analytic arguments (e.g., compactness, the closed graph theorem, or "small norm" arguments), cease to work in the present setting. The idea of proof (compare also with [1] , [19] , [3] ) is to use a partial Fourier transform in the time variable to reduce the original problem to the study of a one-parameter family of boundary value problems for the time-independent Maxwell system in Lipschitz domains in R 3 . As explained in [16] , these problems can be handled by using appropriate Rellich identities and spectral theoretical arguments. However, here the major difficulty is to obtain a priori estimates which are uniform with respect to the parameter. We overcome this by a careful reconsideration of the Rellich-type estimates for vector fields of [16] .
When the domain Ω has a C 1 boundary, we also obtain the following.
If Ω is actually a bounded C 1 domain in R 3 and 1 < p < ∞, then the initial boundary value problem
is uniquely solvable for any tangential L p -integrable vector field A on ∂Ω.
The proof of this theorem rests on the techniques deviced in [9] . The idea is that, since ∂Ω ∈ C 1 , one can show that the operator norm of K is small as T tends to zero (in general, this is not true for boundaries which are only Lipschitz). Hence (± 1 2 + K) −1 exists for T sufficiently small, and the general result follows from an iteration argument.
A plausible conjecture is that the case p = 2 of Theorem 1.2 remains valid for arbitrary Lipschitz cylinders as well. Another problem of interest is that of analyzing the parabolic Maxwell system on time-varying domains (see [14] and [11] for the heat equation; cf. also [10] for related material). It is hoped that the present setting is the first step for understanding this more complex phenomenon (cf. [12] ).
Let us also point out that essentially the approach described here works in higher dimensions equally (for a comprehensive treatment of the higher dimensional version of the Maxwell system on arbitrary Lipschitz domains we refer to [13] ). Finally, we mention that some of the results described in this paper have been announced in [15] .
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Preliminaries.
with connected boundary and such that there exists a finite family of cylinders {Z i } i covering ∂Ω and such that the following properties hold:
We shall also denote the domain Ω and the complementary of its closure by Ω ± , respectively. For some sufficiently large α > 0, we define the nontangential approach region by
For a (eventually vector-valued) function u defined in Ω ± , its nontangential maximal function u * is given by u * (P ) := sup Q∈γ±(P ) |u(Q)| (where | · | refers to the Euclidean norm).
Let dσ denote the canonical surface measure on ∂Ω. We call a vector field A defined dσ-a.e. on ∂Ω tangential if A, n = 0 a.e. on ∂Ω, where n is the unit exterior normal defined a.e. on ∂Ω, and · , · stands for the usual inner product in R 3 . Similar notions can also be introduced for cylinders. For instance, if u is defined in Ω × R, we set u
3 is called tangential if n(P ), A(P, t) = 0 for almost every (P, t) ∈ ∂Ω×R. We also set γ ± (P, t) := γ ± (P ) ×{t}, and consider nontangential boundary traces of functions defined in Ω ± ×R with respect to these approach regions. Analogous definitions are valid for truncated cylinders as well.
A tangential square integrable vector field A on ∂Ω belongs to the space L 
. Note that Stokes' formula gives that
for any smooth vector field U in R 3 . Later on, we will find it convenient to endow the space L 2,Div tan (∂Ω) with the family of (equivalent) norms
λ ∈ C \ {0}, and regard it as a (well-defined) topological vector space. We define the fractional derivative/integration operators (1 + ∂ t ) ±1/2 by
where F t is the Fourier transform in the time variable, i.e.
Recall that the standard fractional integration operator I 1/2 is defined for functions f ∈ C ∞ (R) which decay at −∞ by
It is not difficult to check that
stand for the (complex) vector space of all p-th power integrable, tangential vector fields on ∂Ω × R. Furthermore, we shall denote by L 2,θ tan (∂Ω × R) the subspace of L 2 tan (∂Ω × R) consisting of all vector fields A for which there exists a (unique) square-integrable, scalar-valued function on ∂Ω × R, denoted by θA, such that
for all test functions ψ in R 4 . This space is complete when endowed with the norm
When working with truncated cylinders, we shall use two more versions of this space. First, L 2,θ tan (∂Ω×(0, ∞)) will be the subspace of L 2,θ tan (∂Ω×R) consisting of functions supported on ∂Ω × (0, ∞), whereas L 2,θ tan (∂Ω × (0, T )) will be the vector space of the restrictions of elements from L 2,θ tan (∂Ω × (0, ∞)) to ∂Ω × (0, T ). The latter becomes a Banach space when endowed with the natural norm
Throughout the paper we shall assume that the differential operators , grad (or ∇), curl, div are acting in the space variables (denoted in the sequel by P, Q, X, Y, ... ∈ R 3 ). The operators , ∂ t , (1 + ∂ t ) ±1/2 and I 1/2 will act on vector fields componentwise.
Also, we write F G whenever there exists a positive constant C such that F ≤ C G uniformly in the essential variables of F and G. The constant C will eventually depend only on the coordinate cylinders {Z i } i and the nontangential approach regions. Furthermore, F ≈ G stands for F G and G F . We shall also make the convention that (small) and (large) stand for positive constants which may be taken to be sufficiently small or arbitrarily large, respectively. We close this section with several remarks concerning the formulation of the problem (IBVP 2 ) (similar considerations apply to (IBVP 3 ) too). Firstly, as each component of E is caloric, the fact that E * is square integrable automatically ensures the existence of the nontangential boundary trace E ∂Ω×(0,T ) (see [2] ). Secondly, using the maximum principle for the heat operator it is not difficult to show that extending E and H to be zero on Ω × (−∞, 0) yields C ∞ functions in Ω × (−∞, T ) (cf. [2] , p.11). In particular, using this and (2.6) we infer that (1 + ∂ t ) 1/2 H is a well-defined, smooth function in Ω × (−∞, T ). Thus, it makes sense to consider [(1+∂ t ) 1/2 H] * . Thirdly, since this function has caloric components, as before, we conclude that (1+∂ t ) 1/2 H ∂Ω×(0,T ) exists in the sense of nontangential limit to the boundary. In fact one can check that
so that, at least for the limiting case T = ∞, the membership of A to L 2,θ tan (∂Ω × (0, T )) is actually a necessary condition for the solvability of (IBVP 2 ) also.
3. Vector-valued caloric layer potential operators. Recall the canonical fundamental solution for the operator 1
For a vector-valued function f on ∂Ω, the caloric type single-layer potential operator S is defined by
It is well known that, for any 1
is a bounded operator, and that actually
, and Sf vanishes for t < 0 if so does f . We also define E(X, t) := curlSf (X, t) (3.7) 0, ∞) ). Note that, since curl curl = − + grad div, we have
s−t div Sf ds. Let ϕ be a test function in R 4 and set χ + for the characteristic function of (0, ∞). Now, if ( · , · ) D stands for the usual distributional pairing, we have that
Here we have used the easily checked fact that F t (e −t χ + )(τ ) = (1 + iτ ) −1 . Consequently,
A similar reasoning (based on (2.5) and (3.9)), also shows that
Furthermore, the same considerations and conclusions hold equally if f belongs to L 2,θ tan (∂Ω × R).
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Formally, for P ∈ ∂Ω and t ∈ R we now introduce the boundary integral operator
Some of its basic properties are summarized in the next theorem.
Theorem 3.1. Assume that 1 < p < ∞. Then for any f ∈ L p tan (∂Ω × R), and for almost every point (P, t) ∈ ∂Ω × R,
tan (∂Ω × R) are well defined, bounded operators.
Moreover, the same conclusions hold if we replace ∂Ω × R by ∂Ω × (0, ∞) or by ∂Ω × (0, T ).
Proof. The jump relations and the boundedness of K on L p tan (∂Ω × R) follow if one combines the techniques of [9] with the results of [4] . Next we note that for f ∈ L 2,θ tan (∂Ω × R), similar arguments to those used in the proof of (3.10) and (3.11) yield that
which completes the proof of the boundedness of K on L 2,θ tan (∂Ω × R). Finally, the last part of the theorem is a consequence of the fact that K is local in t ∈ R, i.e. Kf ≡ 0 for t ≤ T if f ≡ 0 for t ≤ T .
Our next task is to study the invertibility properties of the operators ± 1 2 + K. To this end, in a preliminary step, we shall analyze their action on the Fourier transform side which, eventually, leads to considering a certain family of time-independent boundary value problems on the Lipschitz domain Ω. This is accomplished in the next section.
4. The time-harmonic case. In this section we shall assume harmonic time-dependency for E(X, t), i.e., the variables are separated in the form E(X, t) = e iωt E(X). This allows us to eliminate completely the factor e iωt and work only with E(X).
Let Ω be an arbitrary, fixed Lipschitz domain in R 3 , and let E be a vector field with components in C ∞ (Ω). Relying on certain general Rellich type identities for arbitrary vector fields, it has been shown in [16] where the subscripts 'tan' and 'nor' indicate the tangential component and the normal component, respectively, of a vector field on ∂Ω.
Assuming that the vector field E is divergence free in Ω, satisfies the Helmholtz equation E = (1+iτ )E in Ω and is smooth up to (and including) the boundary of Ω, Green's first identity yields
Simple inspection of the real and the imaginary parts in this equality gives
This estimate combined with (4.14) allow us to transform (4.12) and (4.13) into
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By simple algebraic manipulations of these last four estimates (cf. also [16] ) we infer that
Furthermore, with the notation introduced in Section 2 and recalling that Div (n× E) = − n, curl E , the equivalence above amounts to
Moreover, using a standard limiting argument (cf., e.g., [16] ), one can see that (4.15) is also valid for the case in which E is smooth only inside Ω and is such that E * , (curl E) * ∈ L 2 (∂Ω). In addition, these estimates are valid in R 3 \Ω, too, provided E has an adequate decay at infinity.
Let τ ∈ R and consider the following fundamental solution for the Helmholtz operator − (1 + iτ ) in R 3 :
The corresponding single layer acoustic potential operator S τ with density f is defined by
We also define the (vector) principal-value singular integral operator M τ acting on a vector field A on ∂Ω by
If A is a p-th power integrable, tangential vector field on ∂Ω, 1 < p < ∞, then the results in [4] and standard arguments give that at almost every point P on ∂Ω one has (4.17) so that, once again relying on the results of [4] , we infer that M τ is a well-defined, bounded operator from L 2,Div tan (∂Ω) into itself for any τ ∈ R. The important thing for us here (proved in [16] ) is that for any fixed τ ∈ R the operators ± 
for some positive constant C independent of τ . This estimate and the aforementioned result from [16] allow us to conclude the following. 
Remark 4.2. It is precisely the homogeneity of the estimate (4.18) (cf. also (4.15)) which requires working with the modified problem (IBV P 2 ) in place of (IBV P 1 ). This is because the corresponding form of (4.18) in the norm ||| · ||| iτ fails to hold on a bounded domain Ω in R 3 . Nonetheless, let us note that, in the case when Ω is the (unbounded) domain in R 3 above the graph of a Lipschitz function, this homogenization step is no longer needed and, consequently, one can work directly with (IBV P 1 ).
Solving boundary integral equations.
This section contains the final details of the proof of the relevant invertibility results for the operators ± 
Now, keeping τ fixed, Theorem 4.1 gives that there exists a unique B τ ∈ L 2,Div
In particular, once again by Theorem 4.1, we have that
uniformly in τ . Integrating in τ and using Plancherel's Theorem we obtain 
we consider a sequence of smooth, approximating domains Ω j ⊆ Ω as in [20] .
Integrating by parts, we obtain
If we now fix some −∞ < t 0 < t 1 < 0 and integrate the equality above against t t0
dt, we arrive at
Since lim t0→−∞ H(X, t 0 ) = 0 uniformly for X in compact subsets of Ω, by letting t 0 tend to −∞ we get
Now, the left-hand side of the equality above is positive and monotonically increasing as j → ∞, whereas, by the Lebesgue dominated convergence theorem, the expression in the right hand side goes to zero. To see this last assertion, we note the following estimate for H:
Consequently, E ≡ H ≡ 0 on ∂Ω + ×R for t < 0. In particular, since (1+∂ t ) 1/2 Sf and n × ∇S(θf ) do not jump across ∂Ω, we see that
solves the homogeneous version of (IBVP 2 ) in Ω − ×(−∞, 0). As they also decay adequately at infinity (so that, e.g., the analogue of (5.22) holds for the complementary domain, too), as before we may conclude that E ≡ H ≡ 0 in Ω − × R for t < 0, also. This implies that (− 1 2 + K)f ≡ 0 for t < 0 and, hence,
for t < 0. This shows the injectivity of |(1 + ∂ t ) 1/2 u| 2 for u ∈ C ∞ ((−∞, T )) which vanishes on (−∞, 0) (cf., e.g., [2] , p. 34). Finally, the estimate in the last part of the theorem is a direct consequence of (5.21).
6.2. Proof of Theorem 1.2. First we state two lemmas.
Lemma 6.1. Let X be an arbitrary, fixed set, and let V be a certain vector space of functions defined on X × R. We assume that f ( · , · + h) ∈ V for any f ∈ V and any h ∈ R. Set V 0 := {f ∈ V ; f X ×(−∞,0] ≡ 0} and, for each T > 0, V T := {f X ×(0,T ) ; f ∈ V 0 }. Suppose that B : V → V is a linear operator so that:
(1) B(f ( · , · + h)) = B(f )( · , · + h) for any f ∈ V and for any h ∈ R;
(2) V 0 is an invariant subspace of B;
(3) there exists T 0 > 0 such that B : V T → V T is a bijection for any T 0 > T > 0.
Then B : V T → V T is a bijection for each T > 0.
6.3. Remark. If f ∈ V T for (X, t) ∈ X × (0, T ), we define B(f )(X, t) := B(F )(X, t), where F ∈ V 0 is such that F X ×(0,T ) = f . The properties of B ensure that this definition does not depend on the particular extension F of f . Lemma 6.1 originated in [9] . Other versions can be found in [2] , [19] . Lemma 6.2 is Theorem 1.2 in [9] .
The proof of Theorem 1.2 can be readily seen by combining the results above. First, using the tangentiality of f ∈ L p tan (∂Ω × (0, ∞)), we decompose Kf (X) as Kf (X) = ∂S ∂n f (X) + ∇S( n(X), f )(X) = ∂S ∂n f (X) + ∇S( n(X) − n( · ), f )(X).
The point is that, for C 1 domains, |n(X) − n(Y )| = o(1) as |X − Y | → 0. With this at hand, Lemma 6.2 can be used to show that the operator norm of K on L p (∂Ω × (0, T )) is o(1) as T → 0 + (see [9] for details in similar circumstances). Hence, (± 0, T )) ). This can be used to prove both existence and uniqueness for (IBVP 3 ) in the usual fashion. We omit the details.
