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THE GRADIENT DESCENT METHOD FROM THE PERSPECTIVE OF
FRACTIONAL CALCULUS
PHAM VIET HAI AND JOEL A. ROSENFELD
Abstract. The main results of this manuscript lie at the intersection between optimiza-
tion theory and fractional calculus. Motivated by gradient methods in optimization theory,
we give methods based on ψ-fractional derivatives of order α in order to solve uncon-
strained optimization problems. The convergence of these methods is analyzed in detail.
This paper also presents an Adams-Bashforth-Moulton (ABM) method for the estimation
of solutions to equations involving ψ-fractional derivatives. Numerical examples using the
ABM method show that the fractional order α and weight ψ are tunable parameters,
which can be helpful for improving the performance of gradient descent methods.
1. Introduction
1.1. Optimization Problems. Given a continuously, differentiable function f : Rd → R,
we are interested in solving the unconstrained optimization problem:
(1.1) min
x∈Rd
f(x).
From classical multivariate calculus, if the objective function f(·) attains its local minimum
at y∗, then y∗ is a stationary point, that is
(1.2) ∇f(y∗) = 0.
Furthermore, if it is also assumes that f(·) is convex, then any stationary point must be
a global minimum of f(·). Thus, solving Problem (1.1) may be reduced to the problem of
finding stationary points. If the description of the gradient ∇f(·) is simple, one can seek
all stationary points and, among them, all global minima, by solving (1.2). However, if this
description is complicated, as it usually is in practice, solving (1.2) may be difficult.
Gradient descent is one of the oldest and most fundamental first-order iterative algorithm
for solving Problem (1.1). Low computational complexity makes gradient descent an ideal
algorithm for very large-scale problems with medium accuracy. Gradient descent originated
from the observation that if the objective function, f(·), is defined and differentiable in a
neighborhood of a point ω, then the direction of greatest decrease from ω is the negative gra-
dient of f at ω. With this observation in mind, the gradient descent algorithnm starts with
a prediction x0 for a local minimum of f(·), and constructs the sequence x(0), x(1), x(2), · · ·
such that
(1.3) x(k + 1) = x(k)− β(k)∇f(x(k)), x(0) = x0 ∈ R
d,
where the step size β : Z≥0 → R≥0 is allowed to vary at every iteration k. The result of the
gradient desecent algorithm is a monotonic sequence
f(x(0)) ≥ f(x(1)) ≥ f(x(2)) ≥ · · ·
and it is expected that the sequence {x(k)}∞k=0 converges to a local minimum. In practice,
the stopping criterion is usually of the form ‖∇f(x)‖ ≤ ε, and more details can be found in
the monographs [4, 12, 14].
2010 Mathematics Subject Classification. Primary: 05C??. Secondary: 05C??
Key words and phrases. sample paper.
1
2 PHAM VIET HAI AND JOEL A. ROSENFELD
Rearranging (1.3) results in
x(k + 1)− x(k)
β(k)
= −∇f(x(k)).
Hence, (1.3) may be viewed as the discretization of the ordinary differential equation
(1.4) y′(t) = −∇f(y(t)), y(0) = y0 ∈ R
d,
by the explicit Euler scheme with step size β(k). The system (1.4) is called continuous
gradient method. The analogy between difference equations and differential equations has
been recognized and exploited very regularly. Many results related to difference equations
can carry over quite easily to corresponding results for differential equations and vice versa.
For instance, solutions of equations (1.3) and (1.4) converge to the unique stationary point
at the exponential rate under the assumption that f(·) is both strongly convex and smooth
([14, 16]). Furthermore, if a convergence result is proved for a continuous method, then
various finite difference schemes for the solution of this Cauchy problem may be constructed.
The present manuscript employs methods from fractional order calculus to improve the
convergence rate of continuous time optimization methods. Improvements in convergence
rates over continuous time gradient methods using classical calculus are realized through
Mittag-Leffler convergence rates using ψ−fractional derivatives.
1.2. Fractional calculus. The fractional calculus (FC) may be viewed an old and yet novel
topic. It can be said an old topic because the first inquiry into the meaning of a fractional
derivative is found in a 1965 letter written to L’Hospital by Leibniz about the meaning for
derivative of order 12 of the power function. However, it may be regarded a novel topic as
well due to its important applications in engineering, physics and bio-engineering, and other
applied sciences. Several monographs and surveys describe the progress in the area of FC.
Prominent are the books [6, 9] as well as the survey [17], which includes a historical review
and notes concerning scientists that contributed to the development of FC.
The following are distinct approaches to FC by Riemann-Liouville and Hadamard.
Definition 1.1. Given 0 < α ≤ 1, the Riemann-Liouville integral of a function x is defined
as
Iαa x(t) ,
1
Γ(α)
t∫
a
(t− τ)α−1x(τ) dτ,
where Γ(α) ,
∞∫
0
τα−1e−τ dτ . The Riemann-Liouville and Caputo fractional derivatives are
defined as, respectively
RLDαa ,
d
dt
◦ I1−αa , and
CDαa , I
1−α
a ◦
d
dt
.
Definition 1.2. Given 0 < α ≤ 1, the Hadamard integral of a function x is defined as
Hα1 x(t) ,
1
Γ(α)
t∫
1
(
ln
t
τ
)α−1
x(τ)
dτ
τ
.
The Hadamard fractional derivative is defined as
HDα1 , t
d
dt
◦H1−α1 .
In [10], Liang et al. proposed a fractional differential equation, which generalizes equation
(1.4). Specifically, these authors replaced the usual derivative y′(·) in (1.4) with Caputo
fractional derivatives CDαa , where 0 < α < 1. The fractional order is a adjustable parameter,
which can be helpful for improving the performance. Numerical examples in [10] reveal
that this fractional differential equation may possess faster or slower convergence rate than
3equation (1.4), depending on specific problems. We emphasize that the paper [10] deals
only with Caputo fractional derivatives and the cases of Riemann-Liouville or Hadamard
are not considered.
1.3. Aim and Content. In recent years, several concepts of fractional derivatives have
been proposed, studied and applied to practical problems. In [2], the definition of the
ψ-fractional derivatives unifies a large class of fractional derivatives. Leveraging the ψ-
derivative, the present manuscript provides fractional differential equations that resolves a
class of unconstrained optimization problems. Significantly, the convergence rate of these
differential equations is analyzed in Section 4 and Section 5. Specifically, convergence rates
outperforming integer order gradient descent methods are obtained in Theorem 5.2 through
the selection of particular ψ. In the case of non-strongly convex f(·), a convergence rate
of O(ψ(t)−λ) is obtained. Subsequently, under the assumption on the strong convexity,
Mittag-Leffler convergence, a general type of exponential convergence, is demonstrated, and
conditions when an exponential convergence occurs are also established.
The rest of the paper is organized as follows. Section 2 is devoted to recalling basic
knowledge on convex analysis and ψ-fractional derivatives. What makes these ψ-fractional
derivatives interesting is the fact that they are really generalizations of the well-known con-
cepts, including the ones in Definition 1.1 and 1.2. Section 3 contains several technical
observations which will be later on referred to, including chain rule, Jensen-type inequal-
ity. Motivated by gradient methods in optimization theory, in Section 4 we give fractional
differential equations of Riemann-Liouville type in order to solve unconstrained optimiza-
tion problems. In parallel, we do study fractional differential equations of Caputo type in
Section 5. Section 6 gives a generalization of the ABM method of [6] for ψ-Caputo deriva-
tives, and this numerical method is utilized to implement the optimization procedures of
this manuscript. The paper concludes with suggestions of future research in Section 7.
1.4. Notations. Throughout the paper, we denote by Z, R, C by the set of integers, real
numbers, complex numbers, respectively. For a set A ⊆ R, A≥δ stands for the set {x ∈ A :
x ≥ δ}. Let Rd be the set of real d-dimensional vectors endowed with the Euclidean inner
product 〈·, ·〉 and the standard Euclidean norm ‖ · ‖. The gradient of the function f(·) at x
is denoted as ∇f(x). For two symmetric matrices A,B ∈ Rd×d, writing A  B means that
〈Ax, x〉 ≤ 〈Bx, x〉 for all x ∈ Rd.
2. Preliminaries
2.1. Convex analysis. This section provides an exposition on convex functions that will
be leveraged in the sequel.
Definition 2.1. A function f : Rd → R is of class Cm for m ∈ Z≥0 (written f(·) ∈ C
m) if
the partial derivatives
∂m1+···+mdf
∂xm11 · · · ∂x
md
d
all exist and are continuous for every selection m1, . . . ,md with m1 + · · · +md ≤ m.
Throughout the manuscript several assumptions concerning the objective function will be
used, including Lipschitz conditions on the gradient, which may be achieved by bounding
the Hessian of a twice differentiable function, convexity of the objective function, and a
uniform lower bound on the Hessian. These assumptions are summarized in Assumption
2.1. Assumption 2.2 is also included to ensure that the optimization problem is well posed.
Assumption 2.1. The function f : Rd → R is
(1) of class C1 and Lf -smooth, i.e.
‖∇f(x)−∇f(y)‖ ≤ Lf ‖x− y‖ , ∀x, y ∈ R
d.
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(2) of class C1 and convex, i.e.
f(x) ≥ f(y) + 〈∇f(y), x− y〉, ∀x, y ∈ Rd.
(3) of class C2 and there exists a constant mf > 0 such that
mfId  ∇
2f(x), ∀x ∈ Rd.
Assumption 2.2. The set S(f) , {z ∈ Rd : ∇f(z) = 0} 6= ∅.
Definition 2.2. A function f ∈ C1 is strongly convex with parameter mf > 0 if
(2.1) f(x) ≥ f(y) + 〈∇f(y), x− y〉+
mf
2
‖x− y‖2, ∀x, y ∈ Rd.
Convexity has several useful consequences.
Lemma 2.3 ([12, Ineq. (2.1.7)-(2.1.9)]). If the function f(·) is convex and Mf -smooth, then
(2.2) f(x) + 〈∇f(x), y − x〉+
1
2Mf
‖∇f(x)−∇f(y)‖2 ≤ f(y), ∀x, y ∈ Rd,
(2.3) 〈∇f(x)−∇f(y), x− y〉 ≥
1
Mf
‖∇f(x)−∇f(y)‖2, ∀x, y ∈ Rd,
and
(2.4) 〈∇f(x)−∇f(y), x− y〉 ≤ L ‖x− y‖2 , ∀x, y ∈ Rd.
2.2. Fractional calculus. In this section, some basic definitions and techniques related to
ψ-fractional calculus are presented.
Assumption 2.3. The function ψ : R≥ℓ → R≥0 is
(1) strictly increasing, of class C1 with ψ′ > 0.
(2) sup{ψ(t) : t ≥ ℓ} = ∞.
(3) of class C2 with ψ′′ ≥ 0.
To simplify notation, we denote
Jψ ,
1
ψ′(t)
·
d
dt
.
Definition 2.4 ([2]). Let 0 < α ≤ 1. The ψ-Riemann-Liouville integral of a function x is
defined by
(Iαa,ψx)(t) ,
1
Γ(α)
t∫
a
(ψ(t)− ψ(τ))α−1ψ′(τ)x(τ) dτ.
The ψ-Riemann-Liouville and ψ-Caputo fractional derivatives are defined as, respectively
RLDαa,ψ , Jψ ◦ I
1−α
a,ψ and
CDαa,ψ , I
1−α
a,ψ ◦ Jψ.
Definition 2.5 ([2]). The ψ-Riemann-Liouville and ψ-Caputo fractional derivatives (or
simply: ψ-R-L and ψ-C derivatives, respectively) of a d-dimensional vector function x(t) =
(x1(t), · · · , xd(t))
T are defined component-wise as
RLDαa,ψx(t) , (
RLDαa,ψx1(t), · · · ,
RLDαa,ψxd(t))
T ,
CDαa,ψx(t) , (
CDαa,ψx1(t), · · · ,
CDαa,ψxd(t))
T ,
respectively.
Remark 2.6. Several well known fractional derivatives manifest as particular cases of ψ-
fractional derivatives. For example, given appropriate choices of the kernel, ψ, we obtain
the Caputo fractional derivative (when ψ(t) = t) and Hadamard fractional derivative (when
ψ(t) = ln t).
5In [3], Almeida et al. investigated fractional differential equations with the ψ-Caputo
derivative:
(2.5) CDαa,ψx(t) = g(t, x(t)), t ≥ a, x(a) = x0,
where α ∈ (0, 1], and g : R≥0×R
d → Rd is a continuous vector-valued function. The results
regarding the existence and uniqueness of solutions of (2.5) were established by using fixed
point theorems, which agrees with the approach for establishing existence and uniqueness
in the classical setting.
Definition 2.7. A continuous function x : R≥0 → R
d is called a solution of equation (2.5)
if it satisfies this equation for every t ≥ a. In this case, x0 is called the initial value of the
solution x(·).
A closely related fractional differential equation to (2.5) arises from the Riemann-Liouville
setting,
(2.6) RLDαa,ψy(t) = g(t, y(t)), t ≥ a, I
1−α
a,ψ y(a+) = y0,
where a function is called a solution to (2.6) if it satisfies the equation for all t > a as was
the case for (2.5).
Proposition 2.8. Let 0 < α ≤ 1. Then the following assertions hold.
(1) A continuous function x(·) is a solution of equation (2.5) if and only if it satisfies
x(t) = x(a) +
1
Γ(α)
t∫
a
(ψ(t) − ψ(s))α−1ψ′(s)g(s, x(s)) ds, t ≥ a.
(2) A continuous function y(·) is a solution of equation (2.6) if and only if it satisfies
y(t) =
y0
Γ(α)
(ψ(t) − ψ(a))α−1 +
1
Γ(α)
t∫
a
(ψ(t) − ψ(s))α−1ψ′(s)g(s, y(s)) ds, t ≥ a.
Proof. The first item was proved in [3, Theorem 2]. Meanwhile, the second one can be
obtained by using
Iαℓ,ψ ◦
RLDαℓ,ψy(t) = y(t)−
1
Γ(α)
I1−αℓ,ψ y(a+)[ψ(t)− ψ(ℓ)]
α−1.

Similar to the exponential function frequently used in the solutions of integer-order sys-
tems, a function frequently used in fractional calculus is the Mittag-Leffler function defined
as
Eα,β(z) ,
∑
j≥0
zj
Γ(jα + β)
, z ∈ C,
where α, β > 0. In order to simplify notation, we write Eα(·) in stead of Eα,1. The following
propositions gather some well-known inequalities on fractional calculus, which are required
in later proofs.
Proposition 2.9 ([15]). The function Eα,β(−t) is completely monotone, that is
(−1)m
dm
dtm
Eα,β(−t) ≥ 0, ∀t ≥ 0,∀m ∈ Z≥0,
if and only if 0 < α ≤ 1, β ≥ α.
Proposition 2.10 ([6, Theorem 4.5]). Let α > 0 and γ ∈ C. The limit lim
t→∞
Eα(−γt
α) = 0
holds if |arg(γ)| < απ/2.
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3. Auxiliary results
This section contains several technical observations which will be later on referred to.
3.1. Chain rule. In this subsection, we show that the fractional-order derivative of a com-
posite function is different from its integer-order derivative.
Proposition 3.1. Let α ∈ (0, 1] and ℓ ∈ R≥0. For t ≥ ℓ, let us define the function ζt by
setting
(3.1) ζt(s) , g(f(s))− g(f(t))− 〈∇g(f(t)), f(s)− f(t)〉 .
Then the following identity holds for every t ≥ ℓ
Γ(1− α)
(
CDαℓ,ψg(f(t))−
〈
∇g(f(t)),CDαℓ,ψf(t)
〉)
= −
ψ′(ℓ)ζt(ℓ)
(ψ(t)− ψ(ℓ))α
−
t∫
ℓ
ζt(s)
[
ψ′′(s)
(ψ(t)− ψ(s))α
+
αψ′(s)2
(ψ(t) − ψ(s))α+1
]
ds.
Consequently, if the function g(·) is convex and if the function ψ(·) satisfies Assumptions
2.3(1,3), then we obtain the following chain rule.
CDαℓ,ψg(f(t)) ≤
〈
∇g(f(t)),CDαℓ,ψf(t)
〉
.
If the function g(·) is concave (i.e. −g(·) is convex) and if the function ψ(·) satisfies As-
sumptions 2.3(1,3), then
CDαℓ,ψg(f(t)) ≥
〈
∇g(f(t)),CDαℓ,ψf(t)
〉
.
Proof. Taking into account the definition of CDαℓ,ψ, we can write
Γ(1− α)
(
CDαℓ,ψg(f(t)) −
〈
∇g(f(t)),CDαℓ,ψf(t)
〉)
=
t∫
ℓ
(ψ(t)− ψ(s))−αψ′(s)
〈
∇g(f(s))−∇g(f(t)), f ′(s)
〉
ds
=
t∫
ℓ
(ψ(t)− ψ(s))−αψ′(s)ζ ′t(s) ds
=
t∫
ℓ
(ψ(t)− ψ(s))−αψ′(s) dζt(s),
which implies, by integration parts, that
Γ(1− α)
(
CDαℓ,ψg(f(t))−
〈
∇g(f(t)),CDαℓ,ψf(t)
〉)
= lim
s→t
(ψ(t) − ψ(s))−αψ′(s)ζt(s)− (ψ(t)− ψ(ℓ))
−αψ′(ℓ)ζt(ℓ)
−
t∫
ℓ
ζt(s)[(ψ(t) − ψ(s))
−αψ′′(s) + αψ′(s)2(ψ(t)− ψ(s))−α−1] ds.
Thus, we obtain the desired result because
lim
s→t
(ψ(t) − ψ(s))−αζt(s) = lim
s→t
ζt(s)
(ψ(t) − ψ(s))α
= lim
s→t
ζ ′t(s)
−αψ′(s)(ψ(t) − ψ(s))α−1
(by L’Hospital’s Rule)
= 0 (as 0 < α ≤ 1).

7Remark 3.2. Proposition 3.1 generalises existing inequalities in [1, 5] and contains both
existing works as special cases. Specially, if ψ(t) = t, Proposition 3.1 is reduced to the
original inequality in [5, Theorem 1].
Proposition 3.3. Let α ∈ (0, 1] and b ∈ R≥0. For t ≥ b, let ζt be the function given in
(3.1). Then the following identity holds for every t ≥ b
Γ(1− α)
(
RLDαb,ψg(f(t))−
〈
∇g(f(t)),RLDαb,ψf(t)
〉)
= [ψ(t) − ψ(b)]−α[g(f(t)) − 〈∇g(f(t)), f(t)〉]
−α
t∫
b
[ψ(t)− ψ(s)]−α−1ψ′(s)ζt(s) ds.
Proof. By the Newton-Leibniz formula, one has
f(t) = f(b) +
t∫
b
f ′(s) ds = f(b) + I1b,ψ(f
′/ψ′)(t),
and so by [8, Corollary 1]
RLDαb,ψf(t) =
RLDαb,ψ[f(b)](t) +
RLDαb,ψ ◦ I
1
b,ψ(f
′/ψ′)(t)
=
f(b)
Γ(1− α)
[ψ(t)− ψ(b)]−α + I1−αb,ψ (f
′/ψ′)(t)
=
1
Γ(1− α)
f(b)[ψ(t) − ψ(b)]−α + t∫
b
[ψ(t)− ψ(s)]−αf ′(s) ds
 .
Hence, we can write
Γ(1− α)
(
RLDαℓ,ψg(f(t))−
〈
∇g(f(t)),RLDαℓ,ψf(t)
〉)
= [ψ(t) − ψ(b)]−α[g(f(b))− 〈∇g(f(t)), f(b)〉]
+
t∫
b
[ψ(t) − ψ(s)]−α
〈
∇g(f(s))−∇g(f(t)), f ′(s)
〉
ds
= [ψ(t) − ψ(b)]−α[g(f(b))− 〈∇g(f(t)), f(b)〉]
+
t∫
b
[ψ(t) − ψ(s)]−α dζt(s),
which implies, by integration parts, that
Γ(1− α)
(
RLDαℓ,ψg(f(t))−
〈
∇g(f(t)),RLDαℓ,ψf(t)
〉)
= [ψ(t)− ψ(b)]−α[g(f(b)) − 〈∇g(f(t)), f(b)〉] + lim
s→t
[ψ(t)− ψ(s)]−αζt(s)
−[ψ(t)− ψ(b)]−αζt(b)− α
t∫
b
[ψ(t) − ψ(s)]−α−1ψ′(s)ζt(s) ds
= [ψ(t)− ψ(b)]−α[g(f(t))− 〈∇g(f(t)), f(t)〉]
−α
t∫
b
[ψ(t)− ψ(s)]−α−1ψ′(s)ζt(s) ds.

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Based on Proposition 3.3, we can directly obtain the following corollary.
Corollary 3.4. Let α ∈ (0, 1], b ∈ R≥0 and ψ be a function satisfying Assumption 2.3(1).
If the function g satisfies Assumption 2.1(2), then
RLDαb,ψg(f(t)) ≤
〈
∇g(f(t)),RLDαb,ψf(t)
〉
+
g(0)
Γ(1− α)
(ψ(t) − ψ(b))−α.
Proof. It follows from Assumption 2.1(2), that
g(f(t)) − 〈∇g(f(t)), f(t)〉 ≤ g(0) − 〈∇g(f(t)), 0〉 = g(0).
Hence, we can use Proposition 3.3 to get the desired result. 
Remark 3.5. Proposition 3.3 generalises existing inequalities in [11] and contains both
existing works as its special cases. Specifically, if g(x) = ‖x‖
2
2 and ψ(t) = t, Proposition 3.3
is reduced to the original inequality in [11, Theorem 1].
3.2. Jensen-type inequality. Denote [c, ℓ]d , [c, ℓ] × · · · × [c, ℓ] (d times). The following
result can be viewed as the Jensen-type inequality for fractional integral.
Proposition 3.6. Let ϕ : [c, ℓ]d → R be a convex function and h : [a, b] → [c, ℓ]d. Then
ϕ
(
Γ(α+ 1)
(ψ(t) − ψ(a))α
· (Iαa,ψh)(t)
)
≤
Γ(α+ 1)
(ψ(t)− ψ(a))α
· (Iαa,ψϕ ◦ h)(t).
Proof. Let h = (h1, · · · , hd). By the assumption,
c ≤ hj(s) ≤ ℓ, ∀s ∈ [a, b],∀j ∈ {1, · · · d}.
Multiplying the above inequality by (ψ(t)−ψ(s))α−1ψ′(s)/Γ(α) and integrating the resulting
inequality with respect to s over [a, t], we obtain
c
Γ(α)
t∫
a
(ψ(t)− ψ(s))α−1ψ′(s) ds ≤ (Iαa,ψhj)(t) ≤
ℓ
Γ(α)
t∫
a
(ψ(t) − ψ(s))α−1ψ′(s) ds.
Subsequently,
c ≤
Γ(α+ 1)
(ψ(t) − ψ(a))α
· (Iαa,ψhj)(t) ≤ ℓ, ∀a ≤ t ≤ b,∀j ∈ {1, · · · d}.
From the convexity of ϕ, we obtain
ϕ(h(t)) ≥ ϕ
(
Γ(α+ 1)
(ψ(τ) − ψ(a))α
· (Iαa,ψh)(τ)
)
+
(
h(t)−
Γ(α+ 1)
(ψ(τ)− ψ(a))α
· (Iαa,ψh)(τ)
)
ϕ′
(
Γ(α+ 1)
(ψ(τ) − ψ(a))α
· (Iαa,ψh)(τ)
)
.
Multiplying the above inequality by (ψ(τ)−ψ(t))α−1ψ′(t)/Γ(α) and integrating the resulting
inequality with respect to t over [a, τ ], we obtain
(Iαa,ψϕ ◦ h)(τ) ≥
(ψ(τ) − ψ(a))α
Γ(α+ 1)
· ϕ
(
Γ(α+ 1)
(ψ(τ) − ψ(a))α
· (Iαa,ψh)(τ)
)
+
(
(Iαa,ψh)(τ)− (I
α
a,ψh)(τ)
)
ϕ′
(
Γ(α+ 1)
(ψ(τ) − ψ(a))α
· (Iαa,ψh)(τ)
)
=
(ψ(τ) − ψ(a))α
Γ(α+ 1)
· ϕ
(
Γ(α+ 1)
(ψ(τ) − ψ(a))α
· (Iαa,ψh)(τ)
)
.

93.3. Mittag-Leffler function. The following result will be leveraged in the proofs of The-
orems 4.3 and 5.3.
Lemma 3.7. Let α ∈ (0, 1] and ℓ ≥ 0. Suppose that the function ψ : R≥ℓ → R≥0 satisfies
Assumptions 2.3(1-2). Then the limit
lim
t→∞
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s)Eα(−L(ψ(s)− ψ(ℓ))
α) ds =
Γ(α)
L
holds.
Proof. It was indicated in [2, Lemma 2], that the function Eα(−L(ψ(·) − ψ(ℓ))
α) is the
solution of the initial value problem
CDαℓ,ψu(t) = −Lu(t), t ≥ ℓ, u(ℓ) = 1.
Hence by Proposition 2.8, we have
Eα(−L(ψ(t)− ψ(ℓ))
α) = 1−
L
Γ(α)
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s)Eα(−L(ψ(s)− ψ(ℓ))
α) ds,
and hence we make use of Proposition 2.10 in order to get the desired result. 
4. Gradient methods with Riemann-Liouville type fractional derivatives
In this subsection, we study
(4.1) RLDαℓ,ψz(t) = −β∇f(z(t)), (I
1−α
ℓ,ψ z)(ℓ
+) = z0 ∈ R
d, ∀t ≥ ℓ.
For y∗ ∈ S(f), let us define the function ϕ : R≥ℓ → R≥0 by setting
(4.2) ϕ(t) ,
1
2
‖z(t)− y∗‖
2 , t ≥ ℓ.
4.1. The case of convex f(·). This subsection is devoted to investigating equation (4.1)
under the assumption on the non-strongly convexity of f(·).
Theorem 4.1. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(2) and ψ : R≥ℓ → R≥0 satisfies Assumption 2.3(1). Consider the fractional-order
differential equation (4.1), where the step size β is a constant. Then we have the following
conclusions.
(1) There exists a constant C such that
(4.3) ‖z(t)− y∗‖
2 ≤ C[ψ(t)− ψ(ℓ)]α−1, ∀t ≥ ℓ.
(2) If α = 1, then z(·) is bounded.
Proof. By Proposition 3.4 and Assumption 2.1(2), we have
RLDαℓ,ψϕ(t) ≤ −β 〈z(t)− y∗,∇f(z(t))〉 ≤ β[f∗ − f(z(t))] ≤ 0, ∀t ∈ R≥ℓ
and so by Assumption 2.3(1),
0 ≥ βIαℓ,ψ(f∗ − f ◦ z)(t) ≥ I
α
ℓ,ψ ◦
RLDαℓ,ψϕ(t) = ϕ(t)−
1
Γ(α)
I1−αℓ,ψ ϕ(ℓ+)[ψ(t) − ψ(ℓ)]
α−1,
where in the last equality we use [8, Theorem 2.6]. 
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4.2. The case of strongly convex f(·). It turns out under the assumption of strong
convexity, solutions of equation (4.1) admit Mittag-Leffler convergence, which is a general
type of exponential convergence to a stationary point.
Theorem 4.2. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(3) and ψ : R≥ℓ → R≥0 satisfies Assumption 2.3(1). Consider the fractional-order
differential equation (4.1), where the step size β is a constant. Then we have the following
conclusions.
(1) The solution z(·) converges to y∗ with rate:
‖z(t)− y∗‖
2 ≤ ϕ0[ψ(t)− ψ(ℓ)]
α−1Eα,α(−βmf (ψ(t) − ψ(ℓ))
α), ∀t ≥ ℓ,
where ϕ0 ,
1
2(I
1−α
ℓ,ψ ‖z − y∗‖
2)(ℓ+).
(2) If we additionally assume that Assumption 2.1(1) hold, then
f(z(t))− f(y∗) ≤
1
2
Mfϕ0[ψ(t) − ψ(ℓ)]
α−1Eα,α(−βmf (ψ(t) − ψ(ℓ))
α), ∀t ≥ ℓ.
Proof. (1) Note that
f(x) ≥ f(y) + 〈∇f(y), x− y〉+
mf
2
‖x− y‖2 , ∀x, y ∈ Rd.
In particular with y = z(t) and x = y∗, we get
〈z(t)− y∗,∇f(z(t))〉 ≥ f(z(t))− f(y∗) +
mf
2
‖z(t)− y∗‖
2
≥
mf
2
‖z(t)− y∗‖
2 , ∀t ≥ ℓ,
where the last inequality holds since y∗ ∈ argmin
x∈Rd
f(x). By Proposition 3.4, we have
RLDαℓ,ψϕ(t) ≤
〈
z(t)− y∗,
RLDαℓ,ψz(t)
〉
= −β 〈z(t)− y∗,∇f(z(t))〉
≤ −
βmf
2
‖z(t)− y∗‖
2 .
For setting
h(t) , −
βmf
2
‖z(t)− y∗‖
2 − RLDαℓ,ψϕ(t),
we have h(t) ≥ 0 for all t ≥ 0, and moreover
(4.4) RLDαℓ,ψϕ(t) = −βmfϕ(t) − h(t).
By [8, Theorem 5.1], we can write
ϕ(t) = ϕ0[ψ(t) − ψ(ℓ)]
α−1Eα,α(−βmf (ψ(t)− ψ(ℓ))
α)
−
t∫
ℓ
(ψ(t) − ψ(τ))α−1ψ′(τ)Eα,α(−βmf (ψ(t) − ψ(τ))
α)h(τ) dτ
≤ ϕ0[ψ(t) − ψ(ℓ)]
α−1Eα,α(−βmf (ψ(t)− ψ(ℓ))
α),
where in the last inequality, we use Proposition 2.9.
(2) By inequalities (2.2) and (2.4), we get
f(z(t))− f(y∗) ≤
Mf
2
‖z(t)− y∗‖
2 ≤
1
2
Mfϕ0[ψ(t) − ψ(ℓ)]
α−1Eα,α(−βmf (ψ(t) − ψ(ℓ))
α).

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4.3. Convergence at an exponential rate. Theorem 4.2 reveals that the solution of
equation (4.1) can converge to a stationary point at the Mittag-Leffler convergence rate.
In particular with α = 1, we recover the exponential rate O(e−βmfψ(t)) for the continuous
gradient method (1.4). In this subsection, we study the exponential rate when α ∈ (0, 1).
Theorem 4.3. Let α ∈ (0, 1). Suppose that the function f : Rd → R satisfies Assumption
2.1(1) and ψ : R≥ℓ → R≥0 satisfies Assumptions 2.3(1-2). Consider the fractional-order
differential equation (4.1), where the step size β is constant. If the solution z(·) of equation
(5.1) converges to y∗ ∈ S(f) at the exponential rate O(e
−ωψ(t)), then y∗ = 0.
Proof. Let z(·) be a solution of equation (5.1) converging to a stationary point y∗ with the
convergence rate O(e−ωψ(t)). Then there exists t1 ≥ ℓ such that
‖z(t)− y∗‖ ≤ e
−ωψ(t), ∀t ≥ t1.
Assume in contrary that y∗ 6= 0 and so we can set
K ,
β
‖y∗‖
+ 1.
Since Eα(x) = 2E2α(x
2)−Eα(−x), by [7, Corollary 3.8], we can find t2 ≥ t1 with the property
that
Eα(−Lf (ψ(t)− ψ(ℓ))
α) > Ke−ωψ(t), ∀t ≥ t2.
Denote
Q , sup{‖z(t)− y∗‖ : t ∈ [ℓ, t2]}, u(t) , z0(ψ(t) − ψ(ℓ))
α−1 − Γ(α)y∗.
By Proposition 2.8, z(·) is of the following form
z(t) =
z0
Γ(α)
(ψ(t) − ψ(ℓ))α−1 −
β
Γ(α)
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s)∇f(z(s)) ds,
and so
Γ(α) ‖u(t)‖ ≤ Γ(α) ‖z(t)− y∗‖+ β
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s) ‖∇f(z(s))‖ ds
≤ Γ(α) ‖z(t)− y∗‖+ βLf
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s) ‖z(s)− y∗‖ ds
= Γ(α) ‖z(t)− y∗‖+ βLf

t2∫
ℓ
+
t∫
t2
 (ψ(t) − ψ(s))α−1ψ′(s) ‖z(s)− y∗‖ ds.
We estimate
Γ(α) ‖u(t)‖ ≤ Γ(α) ‖z(t)− y∗‖+ βLfQ
t2∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s) ds
+
βLf
K
t∫
t2
(ψ(t)− ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s)− ψ(ℓ))
α) ds
≤ Γ(α) ‖z(t)− y∗‖+
βLfQ
α
[(ψ(t) − ψ(ℓ))α − (ψ(t)− ψ(t2))
α]
+
βLf
K
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s)− ψ(ℓ))
α) ds.
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Note that by the Mean Value theorem (applied for the function (ψ(t) − ψ(·))α), there is
δ ∈ (ℓ, t2) with
(ψ(t) − ψ(ℓ))α − (ψ(t) − ψ(t2))
α = −α(ψ(t) − ψ(δ))α−1ψ′(δ),
which implies, as α ∈ (0, 1) and ψ satisfies Assumption 2.3(2), that
lim
t→∞
[(ψ(t) − ψ(ℓ))α − (ψ(t) − ψ(t2))
α] = 0.
This limit and Lemma 3.7 show
lim
t→∞
‖u(t)‖ ≤ lim
t→∞
{
Γ(α) ‖z(t)− y∗‖+
βLfQ
α
[(ψ(t) − ψ(ℓ))α − (ψ(t) − ψ(t2))
α]
}
+
βLf
K
lim
t→∞
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s) − ψ(ℓ))
α) ds
=
βΓ(α)
K
.
Thus,
βΓ(α)
K
≥ lim
t→∞
‖u(t)‖ = Γ(α) ‖y∗‖ ,
but this is impossible. 
4.4. Perturbations. In this section, we study
(4.5) RLDαℓ,ψz(t) = −β∇f(z(t)) + g(t), (I
1−α
ℓ,ψ z)(ℓ
+) = z0 ∈ R
d, ∀t ≥ ℓ,
where the function g(·) reflects an external action on the system. Thus, (4.5) can be viewed
as a perturbation of (4.1).
Assumption 4.1. The function g : R≥ℓ → R
d satisfies
Q , sup
t≥ℓ
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s) ‖g(s)‖2 dt <∞.
Theorem 4.4. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(3) (in this case, S(f) = {y∗}) and ψ : R≥ℓ → R≥0 satisfies Assumptions 2.3(1-2).
Consider the fractional-order differential equation (4.5), where the step size β is a constant.
If the step size β satisfies
(4.6) β >
1
mf
,
then y∗ is a limit point of z(·), i.e. there exists a sequence {sm} ∈ R≥ℓ such that
lim
m→∞
z(sm) = y∗.
Proof. By Proposition 3.1, we have
RLDαℓ,ψϕ(t) ≤
〈
z(t)− y∗,
RLDαℓ,ψz(t)
〉
= −β 〈z(t)− y∗,∇f(z(t))〉+ 〈z(t)− y∗, g(t)〉
≤ −
βmf
2
‖z(t)− y∗‖
2 + 〈z(t)− y∗, g(t)〉
≤ −
1
2
(βmf − 1) ‖z(t)− y∗‖
2 +
1
2
‖g(t)‖2 .
Set
h(t) , −
1
2
(βmf − 1) ‖z(t)− y∗‖
2 +
1
2
‖g(t)‖2 − RLDαℓ,ψϕ(t).
Thus, h(t) ≥ 0 for t ≥ ℓ, and
RLDαℓ,ψϕ(t) = −(βmf − 1)ϕ(t) +
1
2
‖g(t)‖2 − h(t).
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Hence,
ϕ(t)−
1
Γ(α)
[ψ(t) − ψ(ℓ)]α−1I1−αℓ,ψ ϕ(ℓ+) = I
α
ℓ,ψ ◦
RLDαℓ,ψϕ(t)
= −(βmf − 1)I
α
ℓ,ψϕ(t) +
1
2
Iαℓ,ψ ‖g‖
2 (t)− Iαℓ,ψh(t)
≤ −(βmf − 1)I
α
ℓ,ψϕ(t) +
1
2
Iαℓ,ψ ‖g‖
2 (t),
which gives
(βmf − 1)I
α
ℓ,ψϕ(t) ≤
1
2
Iαℓ,ψ ‖g‖
2 (t) +
1
Γ(α)
[ψ(t) − ψ(ℓ)]α−1I1−αℓ,ψ ϕ(ℓ+)− ϕ(t)
≤
1
2
Iαℓ,ψ ‖g‖
2 (t) +
1
Γ(α)
[ψ(t) − ψ(ℓ)]α−1I1−αℓ,ψ ϕ(ℓ+).
By Assumption 4.1, we can write
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s) ‖z(s)− y∗‖
2 ds
≤
Q+
2
Γ(α)
[ψ(t) − ψ(ℓ)]α−1I1−αℓ,ψ ϕ(ℓ+)
βmf − 1
,
which implies, by Assumption 2.3(2), that
inf{‖z(s)− y∗‖ : s ≥ ℓ} = 0.

5. Gradient methods with Caputo type
In this section, we study
(5.1) CDαℓ,ψz(t) = −β∇f(z(t)), z(ℓ) = z0 ∈ R
d, ∀t ≥ ℓ.
For y∗ ∈ S(f), let us define the function λ : R≥ℓ → R≥0 by setting
(5.2) λ(t) ,
1
2
‖z(t)− y∗‖
2 , t ≥ ℓ.
5.1. The case of convex f(·). This subsection is devoted to studying (5.1) under the
assumption on that f(·) is convex but perhaps not strongly convex. Theorem 5.1 indicates
that there exists a limit point of z(·) which belongs to S(f).
Theorem 5.1. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(2) and ψ : R≥ℓ → R≥0 satisfies Assumptions 2.3(1-2). Consider the fractional-order
differential equation (4.1), where the step size β is a constant. Then z(·) is bounded, and
there is a sequence {z(sm)} converging to a point in S(f). Furthermore, f(ẑ(t)) converges
to f∗ as O(ψ(t)
−α), where
ẑ(t) ,
Γ(α+ 1)
(ψ(t) − ψ(ℓ))α
· (Iαℓ,ψz)(t).
Proof. By Proposition 3.1, we have
CDαℓ,ψλ(t) ≤ −β 〈z(t)− y∗,∇f(z(t))〉 ≤ β[f∗ − f(z(t))] ≤ 0, ∀t ∈ R≥ℓ
and so
0 ≥ βIαℓ,ψ(f∗ − f ◦ z)(t) ≥ I
α
ℓ,ψ ◦
CDαℓ,ψλ(t) = λ(t)− λ(ℓ),
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where in the last equality we use [8, Theorem 2.6 and equality 16]. As a result, z(·) is
bounded and furthermore
sup{Iαℓ,ψ(f ◦ z − f∗)(t) : t ≥ ℓ} <∞.
Taking into account the form of Iαℓ,ψ in Definition 2.4 and Assumption 2.3(2), we must have
f∗ = inf{f(z(s)) : s ≥ ℓ},
which implies, by the definition of an infimum, that there exists a sequence {sn} ⊆ R≥ℓ such
that lim
n→∞
f(z(sn)) = f∗. Since z(·) is bounded, we can extract a convergent subsequence
{z(snk)} of {z(sn)}. Suppose that ω , lim
k→∞
z(snk) and then
f∗ = lim
n→∞
f(z(sn)) = lim
k→∞
f(z(snk)) = f(ω);
namely, ω is a stationary point.
Since f(·) is convex, it follows from Proposition 3.6 that
Γ(α+ 1)
(ψ(t)− ψ(ℓ))α
· (Iαℓ,ψf ◦ z)(t) ≥ f(ẑ(t)).
Thus,
0 ≤ f(ẑ(t))− f∗ ≤
Γ(α+ 1)
(ψ(t) − ψ(ℓ))α
· Iαℓ,ψ(f ◦ z − f∗)(t) ≤
Γ(α+ 1)λ(ℓ)
β(ψ(t) − ψ(ℓ))α
,
which implies at least an O(ψ(t)−α) convergence rate. 
5.2. The case of strongly convex f(·). Under the assumption on the strong convexity,
the following result establishes Mittag-Leffler convergence to the optimal point, which is a
general type of exponential convergence.
Theorem 5.2. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(3) and ψ : R≥ℓ → R≥0 satisfies Assumption 2.3(1). Consider the fractional-order
differential equation (5.1), where the step size β is a constant. Then we have the following
conclusions.
(1) The solution z(·) converges to y∗ with rate:
‖z(t)− y∗‖
2 ≤ ‖z0 − y∗‖
2 Eα(−βmf (ψ(t) − ψ(ℓ))
α), ∀t ≥ ℓ.
(2) If we additionally assume that Assumption 2.1(1) holds, then
f(z(t))− f(y∗) ≤
1
2
Mf ‖z0 − y∗‖
2 Eα(−βmf (ψ(t) − ψ(ℓ))
α), ∀t ≥ ℓ.
Proof. (1) By Proposition 3.1, we have
CDαℓ,ψλ(t) ≤
〈
z(t)− y∗,
CDαℓ,ψz(t)
〉
= −β 〈z(t)− y∗,∇f(z(t))〉
≤ −
βmf
2
‖z(t)− y∗‖
2 , (by Assumption 2.1(3)).
For setting
h(t) , −
βmf
2
‖z(t)− y∗‖
2 − CDαℓ,ψλ(t),
we have h(t) ≥ 0 for all t ≥ ℓ, and moreover
(5.3) CDαℓ,ψλ(t) = −βmfλ(t)− h(t).
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By [8, Theorem 5.2], we can write
λ(t) = λ(ℓ)Eα(−βmf (ψ(t)− ψ(ℓ))
α)
−
t∫
ℓ
(ψ(t) − ψ(τ))α−1ψ′(τ)Eα,α(−βmf (ψ(t) − ψ(τ))
α)h(τ) dτ
≤ λ(ℓ)Eα(−βmf (ψ(t)− ψ(ℓ))
α),
where in the last inequality, we use Proposition 2.9.
(2) The proof is similar to the second item of Theorem 5.2. 
5.3. Convergence at an exponential rate. Theorem 5.2 reveals that the solution of
equation (5.1) can converge to a stationary point at the Mittag-Leffler convergence rate. In
particular with α = 1, this convergence speed reduces to the exponential rate O(e−βmfψ(t)).
The following result indicates that if α ∈ (0, 1), then there is no nontrivial solution of
equation (5.1) converging to a stationary point with such exponential rate.
Theorem 5.3. Let α ∈ (0, 1). Suppose that the function f : Rd → R satisfies Assumption
2.1(1) and ψ : R≥ℓ → R≥0 satisfies Assumptions 2.3(1-2). Consider the fractional-order
differential equation (5.1), where the step size β is constant. Then every solution of equation
(5.1) does not converge to any stationary point at the exponential rate O(e−ωψ(t)).
Proof. Assume in contrary that z(·) is a solution of equation (5.1) which converges to a
stationary point y∗ with the convergence rate O(e
−ωψ(t)). Then there exists t1 ≥ ℓ such
that
‖z(t)− y∗‖ ≤ e
−ωψ(t), ∀t ≥ t1.
Denote
K ,
β
‖z(ℓ)− y∗‖
+ 1.
Since Eα(x) = 2E2α(x
2)−Eα(−x), by [7, Corollary 3.8], we can find t2 ≥ t1 with the property
that
Eα(−Lf (ψ(t)− ψ(ℓ))
α) > Ke−ωψ(t), ∀t ≥ t2.
Denote
Q , sup{‖z(t)− y∗‖ : t ∈ [ℓ, t2]}.
By Proposition 2.8, z(·) is of the following form
z(t) = z0 −
β
Γ(α)
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s)∇f(z(s)) ds,
and so
Γ(α) ‖z0 − y∗‖ ≤ Γ(α) ‖z(t)− y∗‖+ βLf

t2∫
ℓ
+
t∫
t2
 (ψ(t) − ψ(s))α−1ψ′(s) ‖z(s)− y∗‖ ds.
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We estimate
Γ(α) ‖z0 − y∗‖ ≤ Γ(α) ‖z(t)− y∗‖+ βLfQ
t2∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s) ds
+
βLf
K
t∫
t2
(ψ(t) − ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s) − ψ(ℓ))
α) ds
≤ Γ(α) ‖z(t)− y∗‖+
βLfQ
α
[(ψ(t) − ψ(ℓ))α − (ψ(t) − ψ(t2))
α]
+
βLf
K
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s) − ψ(ℓ))
α) ds.
Since
lim
t→∞
[(ψ(t) − ψ(ℓ))α − (ψ(t) − ψ(t2))
α] = 0,
by Lemma 3.7 we have
Γ(α) ‖z0 − y∗‖ ≤ lim
t→∞
{
Γ(α) ‖z(t)− y∗‖+
βLfQ
α
[(ψ(t) − ψ(ℓ))α − (ψ(t)− ψ(t2))
α]
}
+
βLf
K
lim
t→∞
t∫
ℓ
(ψ(t) − ψ(s))α−1ψ′(s)Eα(−Lf (ψ(s)− ψ(ℓ))
α) ds
=
βΓ(α)
K
.
But this is impossible. 
5.4. Perturbations. In this section, we study
(5.4) CDαℓ,ψz(t) = −β∇f(z(t)) + g(t), z(ℓ) = z0 ∈ R
d, ∀t ≥ ℓ,
where the function g(·) reflects an external action on the system. Equation (4.5) can be
viewed as a perturbation of (4.1).
Theorem 5.4. Let α ∈ (0, 1]. Suppose that the function f : Rd → R satisfies Assumption
2.1(3) (in this case, S(f) = {y∗}) and ψ : R≥ℓ → R≥0 satisfies Assumption 2.3(1-2).
Consider the fractional-order differential equation (5.4), where the step size β is a constant.
If the step size β satisfies (4.6), then y∗ is a limit point of z(·), i.e. there exists a sequence
{sm} ∈ R≥ℓ such that
lim
m→∞
z(sm) = y∗.
Proof. By Proposition 3.1, we have
CDαℓ,ψλ(t) ≤
〈
z(t)− y∗,
CDαℓ,ψz(t)
〉
= −β 〈z(t)− y∗,∇f(z(t))〉+ 〈z(t)− y∗, g(t)〉
≤ −
βmf
2
‖z(t)− y∗‖
2 + 〈z(t)− y∗, g(t)〉
≤ −
1
2
(βmf − 1) ‖z(t)− y∗‖
2 +
1
2
‖g(t)‖2 .
For setting
h(t) , −
1
2
(βmf − 1) ‖z(t)− y∗‖
2 +
1
2
‖g(t)‖2 − CDαℓ,ψλ(t),
we have h(t) ≥ 0 for t ≥ ℓ and
CDαℓ,ψλ(t) = −(βmf − 1)λ(t) +
1
2
‖g(t)‖2 − h(t).
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Hence,
λ(t)− λ(ℓ) = Iαℓ,ψ ◦
CDαℓ,ψλ(t)
= −(βmf − 1)I
α
ℓ,ψλ(t) +
1
2
Iαℓ,ψ ‖g‖
2 (t)− Iαℓ,ψh(t)
≤ −(βmf − 1)I
α
ℓ,ψλ(t) +
1
2
Iαℓ,ψ ‖g‖
2 (t),
which gives
(βmf − 1)I
α
ℓ,ψλ(t) ≤
1
2
Iαℓ,ψ ‖g‖
2 (t) + λ(ℓ)− λ(t)
≤
1
2
Iαℓ,ψ ‖g‖
2 (t) + λ(ℓ).
By Assumption 4.1, we can write
t∫
ℓ
(ψ(t)− ψ(s))α−1ψ′(s) ‖z(s)− y∗‖
2 ds ≤
Q+ 2λ(ℓ)
βmf − 1
, ∀t ≥ ℓ,
which implies, by Assumption 2.3, that
inf{‖z(s)− y∗‖ : s ≥ ℓ} = 0.

6. Design numerical method
In the previous sections, we showed ψ-fractional derivative based methods are also a tool
solving Problem (1.1). A problem arising is how to simulate these methods in practice. This
section studies that problem in the more general context of fractional differential equations
by extending the Adams-Bashforth-Moulton (ABM) method to ψ-fractional derivatives.
After proving the convergence of the ABMmethod, we offer numerical examples and indicate
that the fractional order α and weight ψ can be adjusted in order to improve the performance.
6.1. ABM method for ψ-fractional derivatives. Given a function g : [0, T ]×Rd → Rd
that is Lipschitz continuous with Lipschitz constant L, a solution of equation (2.5) is given
as
x(t) = x(a) +
1
Γ(α)
∫ t
a
(ψ(t)− ψ(s))α−1ψ′(s)g(s, x(s))ds.
The Adams-Bashforth-Moulton method for this initial value problem is a predictor cor-
rector method motivated by the work of Diethelm in [6]. Just as in [6], the numerical
method uses a piecewise constant predictor and a piecewise linear corrector. The advantage
of utilizing this approach to the design of a numerical method for the fractional differential
equations at hand is that the only substantial adjustments to the ABM method of [6] is
an alteration of the coefficients employed in the numerical method. Moreover, in contrast
to work such as [13] is that the evaluation of the ABM method at each time-step is O(k)
in computation time, where k is the k-th step. Whereas, in [13], each timestep requires
matrix inversion for interpolation, which typically requires O(k3) computation time. While
the ABM method has slower convergence, the advantage gained through computation time
makes it more practical for problems with longer time horizons.
Let 0 = t0 < t1 < . . . < tk+1. As in [6], let
(6.1) φj,k+1(z) ,

z−tj−1
tj−tj−1
if tj−1 < z ≤ tj
tj+1−z
tj+1−tj
if tj < z ≤ tj+1
0 otherwise.
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Given a twice continuously differentiable function f : [0, tk+1] → R, a piecewise linear
expression of f is given as f˜ ,
∑k+1
i=0 f(ti)φi,k+1, and
sup
t
|f(t)− f˜(t)| ≤ max
i=1,...,k+1
|ti − ti−1|
2 · sup
t
|f ′′(t)|.
For regularly spaced ti, with step size h > 0, it follows that
(6.2) sup
t
|f(t)− f˜(t)| ≤ h2 sup
t
|f ′′(t)|.
If a piecewise constant approximation of f is given as fˆ ,
∑k
i=0 f(ti)χ[ti,ti+1], where χA is
the indicator function for the set A, then it can be also be shown that
(6.3) sup
t
|f(t)− fˆ(t)| ≤ h sup
t
|f ′(t)|.
Given a collection of points {(ti, xi)}
k
i=0, the predictor for xk+1 is then given as
(6.4) xPk+1 , x0 +
1
Γ(α)
k∑
i=0
bi,k+1g(ti, xi),
where
bi,k+1 ,
∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)dτ.
In this setting t 7→ g(t, x(t)) is being approximated by gˆ =
∑k
i=0 g(ti, xi)χ[ti,ti+1] which
utilizes the approximated points xi ≈ x(ti). Consequently,
‖x(tk+1)− x
P
k+1‖ =
1
Γ(α)
∥∥∥∥∫ tk+1
0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)[g(τ, x(τ))
−
k∑
i=0
g(ti, xi)χ[ti,ti+1](τ)]dτ
∥∥∥∥
=
1
Γ(α)
k∑
i=0
∥∥∥∥ ∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)[g(τ, x(τ))
− g(ti, xi)χ[ti,ti+1](τ)]dτ
∥∥∥∥.
Examining each summand and noting that
g(τ, x(τ)) − g(ti, xi)χ[ti,ti+1](τ) = g(τ, x(τ)) − g(ti, x(ti)) + g(ti, x(ti))− g(ti, xi)χ[ti,ti+1](τ),
we have ∥∥∥∥∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)
(
g(τ, x(τ)) − g(ti, xi)χ[ti,ti+1](τ)
)
dτ
∥∥∥∥
≤
∥∥∥∥∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)(g(τ, x(τ)) − g(ti, x(ti)))dτ
∥∥∥∥ + bi,k+1L‖x(ti)− xi‖.
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Assuming t 7→ g(t, x(t)) is continuously differentiable and employing the mean value theo-
rem, the following is obtained:∥∥∥∥∥
k∑
i=0
∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)(g(τ, x(τ)) − g(ti, x(ti)))dτ
∥∥∥∥∥
≤ sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ k∑
i=0
(∫ ti+1
ti
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)(τ − ih)dτ
)
≤ sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα
Combining the above results yields
‖x(tk+1)− x
P
k+1‖ ≤
1
Γ(α)
(
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα
+ L sup
i=1,...,k
‖x(ti)− xi‖
k∑
i=0
bi,k+1
)
=
1
Γ(α)
(
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα
+L sup
i=1,...,k
‖x(ti)− xi‖
(ψ(tk+1)− ψ(t0))
α
α
)
.
This inequality completes the analysis for the predictor step. The corrector is given as
(6.5) xk+1 , x0 +
1
Γ(α)
(
k∑
i=0
ai,k+1g(ti, xi) + ak+1,k+1g(tk+1, x
P
k+1)
)
,
where
ai,k+1 ,
∫ tk+1
0
(ψ(tk+1)− ψ(τ))
α−1ψ′(α)φi,k+1(τ)dτ.
Thus,
ai,k+1 =

(ψ(tk+1)−ψ(t0))
α
α
− 1
t1−t0
∫ t1
t0
(ψ(tk+1)−ψ(τ))
α
α
dτ ; i = 0
(ψ(tk+1)−ψ(ti))
α
α
− (ψ(tk+1)−ψ(ti+1))
α
α
+ 1
ti−ti−1
∫ ti
ti−1
(ψ(tk+1)−ψ(τ))
α
α
dτ − 1
ti+1−ti
∫ ti+1
ti
(ψ(tk+1)−ψ(τ))
α
α
dτ 1 ≤ i ≤ k
1
tk+1−tk
∫ tk+1
tk
(ψ(tk+1)−ψ(τ))
α
α
dτ ; i = k + 1.
Remark 6.1. For practical implementation a simple left or right hand quadrature rule may
be employed to give approximate values for ai,k+1:
a˜i,k+1 ,

(ψ(tk+1)− ψ(t0))
α
α
−
(ψ(tk+1)− ψ(t0))
α
α
; i = 0
(ψ(tk+1)− ψ(ti))
α
α
−
(ψ(tk+1)− ψ(ti+1))
α
α
1 ≤ i ≤ k
(ψ(tk+1)− ψ(tk))
α
α
; i = k + 1.
,
20 PHAM VIET HAI AND JOEL A. ROSENFELD
To establish the relevant inequality for the corrector step consider,
‖x(tk+1)− xk+1‖ =
1
Γ(α)
∥∥∥∥∫ tk+1
t0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)g(τ, x(τ))dτ
−
k∑
i=0
ai,k+1g(ti, xi)− ak+1,k+1g(tk+1, x
P
k+1)
∥∥∥∥∥
=
1
Γ(α)
∥∥∥∥∥
∫ tk+1
t0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)g(τ, x(τ))dτ −
k+1∑
i=0
ai,k+1g(ti, x(ti))
+
k+1∑
i=0
ai,k+1g(ti, x(ti))−
k∑
i=0
ai,k+1g(ti, xi)− ak+1,k+1g(tk+1, x
P
k+1)
∥∥∥∥∥ .
Leveraging the Lipschitz property of g, it follows that∥∥∥∥∥
k+1∑
i=0
ai,k+1g(ti, x(ti))−
k∑
i=0
ai,k+1g(ti, xi)− ak+1,k+1g(tk+1, x
P
k+1)
∥∥∥∥∥
≤ L sup
i=1,...,k
‖x(ti)− xi‖
k∑
i=0
ai,k+1 + Lak+1,k+1‖x(tk+1)− x
P
k+1‖
= L sup
i=1,...,k
‖x(ti)− xi‖
(
(ψ(tk+1)− ψ(t0))
α
α
−
(ψ(tk+1)− ψ(tk))
α
α
)
+L
(
(ψ(tk+1)− ψ(tk))
α
α
)
‖x(tk+1)− x
P
k+1‖
Now consider,∥∥∥∥∥
∫ tk+1
t0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)g(τ, x(τ))dτ −
k+1∑
i=0
ai,k+1g(ti, x(ti))
∥∥∥∥∥
=
∥∥∥∥∥
∫ tk+1
t0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)
(
g(τ, x(τ)) −
k+1∑
i=0
g(ti, x(ti))φi,k+1(τ)
)
dτ
∥∥∥∥∥
≤ h2 sup
t
∥∥∥∥ d2dt2 g(t, x(t))
∥∥∥∥ ∫ tk+1
t0
(ψ(tk+1)− ψ(τ))
α−1ψ′(τ)dτ (use (6.2))
= h2 sup
t
∥∥∥∥ d2dt2 g(t, x(t))
∥∥∥∥ (ψ(tk+1)− ψ(t0))αα .
The following inequalities have been established:
‖x(tk+1)− xk+1‖ ≤ h
2 sup
t
∥∥∥∥ d2dt2 g(t, x(t))
∥∥∥∥ (ψ(tk+1)− ψ(t0))αα +
L sup
i=1,...,k
‖x(ti)− xi‖
(
(ψ(tk+1)− ψ(t0))
α
α
−
(ψ(tk+1)− ψ(tk))
α
α
)
(6.6)
+L
(
(ψ(tk+1)− ψ(tk))
α
α
)
‖x(tk+1)− x
P
k+1‖
and
‖x(tk+1)− x
P
k+1‖ ≤
1
Γ(α)
(
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα(6.7)
+L sup
i=1,...,k
‖x(ti)− xi‖
(ψ(tk+1)− ψ(t0))
α
α
)
.
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Theorem 6.2. Let α ∈ (0, 1]. Suppose that the function ψ : R≥a → R≥0 satisfies As-
sumption 2.3(1). Let x(t) be a solution to (2.5), and suppose that t 7→ g(t, x(t)) is twice
continuously differentiable over [t0, T ], and that g is Lipshitz continuous. Then predictor-
corrector scheme above yields the convergence rate
‖x(tk)− xk‖ = O(h
1+α)
for a suitably chosen T .
Proof. The proof will proceed by induction on k. For k = 0, x0 = x(t0), so the result holds
automatically. Now suppose that the result holds for i = 1, . . . , k. Then, by (6.7),
‖x(tk+1)− x
P
k+1‖ ≤
1
Γ(α)
(
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα
+L sup
i=1,...,k
‖x(ti)− xi‖
(ψ(tk+1)− ψ(t0))
α
α
)
≤
1
Γ(α)
(
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ h(ψ(tk+1)− ψ(t0))αα + LCh1+α (ψ(tk+1)− ψ(t0))αα
)
.
To further simplify computations, note that
(ψ(tk+1)− ψ(t0))
α
α
≤ ψ′(T )α
(tk+1 − t0)
α
α
≤ ψ′(T )α
(T − t0)
α
α
,
and
(ψ(tk+1)− ψ(tk))
α
α
≤ ψ′(T )α
hα
α
.
The applying the above to (6.6) yields
‖x(tk+1)− xk+1‖ ≤ h
2 sup
t
∥∥∥∥ d2dt2 g(t, x(t))
∥∥∥∥ψ′(T )α (T − t0)αα
+ LCh1+α
(
ψ′(T )α
(T − t0)
α
α
+ ψ′(T )α
hα
α
)
+ Lψ′(T )α
h1+α
αΓ(α)
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ψ′(T )α (T − t0)αα
+ L2
h1+2α
αΓ(α)
Cψ′(T )α
(T − t0)
α
α
= h1+α ·
(
h1−α sup
t
∥∥∥∥ d2dt2 g(t, x(t))
∥∥∥∥ψ′(T )α (T − t0)αα
+ LC
(
ψ′(T )α
(T − t0)
α
α
+ ψ′(T )α
hα
α
)
+ Lψ′(T )α
1
αΓ(α)
sup
t∈[t0,tk+1]
∥∥∥∥ ddtg(t, x(t))
∥∥∥∥ψ′(T )α (T − t0)αα
+L2
hα
αΓ(α)
Cψ′(T )α
(T − t0)
α
α
)
.
With a selection of T suitably close to t0, the term in parentheses can be kept less than C.
Hence, the convergence rate is established. 
Remark 6.3. Theorem 6.2 requires smoothness of both g and x for the convergence of
the numerical method. Results for fractional order differential equations using the Caputo
derivative show that x inherits some smoothness on (0, T ] from g (cf. [6]), and these results
are expected to carry over to the present case. Moreover, through the selection of ψ having
higher order zeros at t = 0, numerical experiments indicate that x may be smooth over
[0, T ] as well.
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Figure 1. This figure shows the results of the gradient descent methods of
this manuscript as applied to the optimization of the Booth function. This
figure presents the norm difference between the known optimal point and
the two dimensional state vector. Here it can be seen that the selection of
ψ = t4 leads to a method that matches integer order gradient descent.
6.2. Numerical examples. Presented in Figure 1, Figure 2, and Figure 3 are the numerical
experiments utilizing the functions given in [10]. The gradient descent methods of this
manuscript were utilized with ψ = t, t ∗ ln(t+1), t2, t4, and for comparison the integer order
gradient descent using RK4 has also been included. It can be seen that setting ψ = t2 and
ψ = t4 leads to better performance than integer order gradient descent.
The plots given show the norm convergence of the two dimensional state to the optimal
point, so the ideal is to demonstrate convergence of this quantity to zero. The spacing h
is indicated in the title of each figure as is the fractional order of the derivative. For each
fractional numerical method, the ABM method was used with 5 corrector steps, where the
corrector was applied iteratively to improve convergence.
On the Booth function, f(x) = (x1+2x2− 7)
2 +(2x1+x2− 5)
2, it can be seen in Figure
1 that with the initial condition (10, 5), α = 0.8 and ψ = t4, matching convergence rates are
achieved between the integer order gradient descent method and the fractional gradient de-
scent methods of this manuscript. Of the methods employed, the Caputo approached the op-
timal point most slowly. For the negative radial exponential function, f(x) = − exp
(
1
2‖x‖
)
,
with initial condition (1, 5), there is a much more dramatic difference between the methods,
where ψ = t4 converges very quickly as seen in Figure 2. The noise after the trajectory
achieves the optimal point is due to the nondifferentiability of the function at that point.
Finally, for the Zakharov function, f(x) = ‖x‖22 + (
∑n
i=1 0.5ixi)
2 + (
∑n
i=1 0.5ixi)
4 (with
n = 2 in this case), with initial condition (10, 5), integer order gradient descent performs
poorly compared to ψ = t2 and ψ = t4, where the fastest convergence is achieved by ψ = t4
in Figure 3.
7. Conclusions
In the paper, we design ψ-fractional derivatives based methods solving unconstrained
optimization problems. The convergence analysis of these methods is carried out for both
strongly convex and non-strongly convex cases. The key element of our analysis is the
identification of a Lyapunov-type function, which allows to establish convergence of gen-
erated trajectories in the Riemann-Liouville as well as in the Caputo case. Chain rules
and Jensen-type inequality play essential roles in the analysis of these Lyapunov functions.
Numerical examples using the ABM method reveal that the fractional order α and weight ψ
are tunable parameters, which can be helpful for improving the convergence speed. Future re-
search may include extensions to constrained optimization problems, discrete-time methods
and improvement of the convergence speed for specific problems. Moreover, the numerical
methods given in Section 6 generalize that of [6], and they have the same limitations where
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Figure 2. This figure shows the gradient descent methods of this manu-
script as applied to the optimization of the negative radial exponential func-
tion. This figure presents the norm difference between the known optimal
point and the two dimensional state vector. Here it can be seen that the
selection of ψ = t4 gives a dramatic improvement over the other methods
shown in this figure.
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Figure 3. This figure shows the gradient descent methods of this manu-
script as applied to the optimization of the Zakharov function. This figure
presents the norm difference between the known optimal point and the two
dimensional state vector. Here it can be seen that the selection of ψ = t2
and ψ = t4 leads to a method that outperforms integer order gradient de-
scent.
the convergence rate is valid only for a finite time horizon. Future developments for the
numerical methods will be to provide a method and proof of convergence that is valid for
arbitrarily large time horizons.
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