In this paper, the ratio of maximized likelihood and Minimized Kullback-Leibler Divergence methods are discussed for discrimination between log-normal and Weibull distributions. The progressive Type-II right censored sample is considered in the study. The probability of correct selections is simulated and compared to investigate the performance of the procedures for different censoring schemes and parameter settings.
INTRODUCTION
A discrimination procedure focus on making suitable selection from two or more distributions based sample. In other words, discrimination procedure tries to get decision on which distribution is more effective to modeling the data. A lot of papers in the literature on discrimination two or three distributions. Most of them are based on Kullback-Leibler Divergence (KLD) and ratio of maximized log-likelihood (RML). There are a lot of works in this area. Some of them are Alzaid & Sultan [1] , Kundu & Manglick [2] , Bromideh and Valizadeh [3] , Dey and Kundu [4] , Dey and Kundu [5] , Kundu [6] , Kantam et al. [7] , Ngom, et al. [8] , Ravikumar and Kantam, [9] , Qaffou and Zoglat, [10] and Algamal [11] .
In this study, we consider on discrimination between log-normal and Weibull distributions. The probability density function (pdf) of log-normal and Weibull distribution are given, respectively, by Some papers related the discrimination between log-normal and Weibull distributions are Quesenberry & Kent [12] , Dumonceaux & Antle [13] , Pasha et al. [14] , Dey & Kundu [4, 5] , Bromideh [15] , Raqab, et al. [16] and Elsherpieny et al [17] . Quesenberry & Kent [12] , proposed selection statistic that is essentially the value of the density function of a scale transformation maximal invariant. They considered include the exponential, gamma, Weibull, and lognormal. Note that this method works only complete sample case. Dumonceaux & Antle [13] used the difference of the RML, in discriminating between the Weibull or Log-Normal distribution based on complete sample. Kundu & Manglick [18] obtained the asymptotic distribution of the discrimination statistic RML and determined the probability of correct selection (PCS) by using asymptotic distribution in this discrimination process. Dey and Kundu [19] extended the Kundu & Manglick [18] 's results to Type-II censored sample case. Pasha et al. [14] used RML and most powerful invariant for discriminating these distributions based on complete sample. Kim & Yum [20] extended to Pasha et al. [14] 's results to Type-I and Type-II censored sample cases. Dey & Kundu [4, 5] used the RML, in discriminating between the Weibull, Generalized Exponential Distributions or Log-Normal distribution based on complete and Type-I censored sample. They obtained the asymptotic distribution of the discrimination statistic and determined the PCS by using asymptotic distribution in this discrimination process. Bromideh [15] examined the use the KLD in discriminating either the Weibull or Log-Normal distribution based on complete sample. Raqab, et al. [16] used the RML, in discriminating between the Weibull, Log-logistic or Log-Normal distribution based on doubly censored sample. Elsherpieny et al. [17] considered test based RML and Ratio Minimized Kullback-Leibler Divergence RMKLD for discrimination between Gamma and Log-logistic Distributions based on progressive Type-II right censored data. The model of progressive Type-II right censoring is of importance in the field of reliability and life testing. 
, ordinary order statistics are obtained [21] . If   0,..., 0, m  r , the progressive Type-II right censoring becomes type-II censoring. For more details please see [22, 23, 24] .
In this paper, the discrimination methods are given in Section 2. In Section 3, PCS are simulated by Monte Carlo methods and results are discussed. Finally, a numerical example is provided to illustrate the methodology. 
RULES OF DISCRIMINATION
where  and  denotes the pdf and cdf of a standard normal distribution. Hence, ML estimate (it is denoted by  ˆ1 θ = μ,σ ) of 1  can be obtained numerically which maximize the likelihood function (1). [27] ) is given by
) can be obtained numerically which maximize the likelihood function (2).
One of the rules of discrimination is ratio of the maximized likelihood  . (1) and (2), respectively and ˆ1 θ and ˆ2 θ are ML estimates of 1  and 2  . If the 0  RML then log-normal distribution is selected for the modeling data otherwise Weibull distribution is selected against log-normal distribution.
Second one is based on Kullback-Leibler divergence. The KLD is a non-symmetric measure of the difference (dissimilarity) between two probability distributions 1  f and 2  g . Kullback-Leibler divergence between models is defined by
It is noted that the   
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were given by Bromideh [15] but they cannot read clearly in their paper.
Therefore, these equations are obtained using by Maple. Second method for discrimination is the ratio of Minimized Kullback-Leibler Divergence   RMKLD rule (Elsherpieny et al., [17] ) which is defined by
then we select the log-normal distribution for modeling data otherwise we select the Weibull distribution for modeling data.
SIMULATION STUDY
In this section, the PCS of RML and RMKLD methods are obtained and compared for different censoring schemes. The censoring schemes used in simulation are given in Table 2 . Probabilities of correct selection of rules are simulated and given in Table 3 -4. Let us consider the data come from log-normal distribution. From Fig. 1 and Fig. 2 the PCS of the RML and RMKLD are similar in general but the PCS of RML and KLD is slightly better than the PCS of other for some schemes. The selection of parameter values does not affect to the PCS so much.
Secondly, the PCS of the RML and RMKLD are better when the censoring is made at the beginning of the life test. Now let us consider the data come from Weibull distribution. From Fig. 3 and Fig. 4 the PCS of RMKLD is better than the power of RML for all schemes. Secondly, the PCS of the KLD are better when the censoring is made at the end of the life test. The PCS of the RML are better when the censoring is made at the beginning of the life test. Scheme2 
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Numerical Example

First Example
Let us consider the real data which is given by [30] . This data given arose in tests on endurance of deep groove ball bearings. The data are the number of million revolutions before failure for each of the lifetime tests. The progressively Type-II right censored data are obtained from complete data and it is given by 
