Cooperative manipulation refers to the simultaneous manipulation of a virtual object by multiple users in an immersive virtual environment (VE). In this work, we present techniques for cooperative manipulation based on existing single-user techniques. We discuss methods of combining simultaneous user actions, based on the separation of degrees of freedom between two users, and the awareness tools used to provide the necessary knowledge of the partner activities during the cooperative interaction process. We also present a framework for supporting the development of cooperative manipulation techniques, which are based on rules for combining single user interaction techniques. Finally, we report an evaluation of cooperative manipulation scenarios, the results indicating that, in certain situations, cooperative manipulation is more efficient and usable than singleuser manipulation.
INTRODUCTION AND MOTIVATION
Research on cooperative manipulation of objects in immersive virtual environments (VEs) is relevant in many areas, such as simulation and training, as well as in data exploration [24] . Cooperative manipulation refers to the simultaneous manipulation of a virtual object by multiple users in a VE. In simulation and training, simultaneous manipulation of objects in VEs can be used to mimic some aspects of real-world tasks. For example, in situations like product and equipment design, assembly tasks or emergency training, even when the users are not co-located in space, cooperative manipulation may provide more realistic interaction. In data exploration, cooperative manipulation is an important tool to enhance the interaction process, by moving it from being one-sided ("I do this, while you watch") to being truly cooperative, increasing insight exchange and reducing the time for task completion.
The need for cooperative manipulation arises from the fact that some object manipulation tasks in VEs are difficult for a single user to perform with typical 3D interaction techniques. One example is when a user, using a ray-casting technique, has to place an object far from its current position, which can be difficult if the user does not see all the surroundings of the aimed position. Another example is the manipulation of a large object without changing to a Worldin-miniature (WIM) paradigm. In both cases, two users can perform the task more easily because they can both advise each other while performing cooperative, synchronized movements they are not able to perform alone.
Of course, some problems of these types can be addressed without cooperative manipulation: a single user could employ two-handed interaction to manipulate large objects in WIM environments, or a user could be allowed to simply advise his collaborator, both acting at separate times on the shared object. Although research on twohanded interaction has evolved over the years, bimanual interaction is usually applied to model the manipulation a single user would perform in a real world situation (see [7] and [13] ). Bimanual tasks would be unnatural in many scenarios where the WIM paradigm is not the best solution, such as in cooperative structural design. For the situation where isolated, synchronized actions are employed, existing architectures are sufficient to support the collaboration. If, however, it is necessary or desired that more than one user be able to act at the same time on the same object, new interaction techniques and support tools need to be developed.
Our work is focused on how to support cooperative interaction and how to modify existing interaction techniques to fulfill the needs of cooperative tasks. To support the development of such techniques we have built a framework that allows us to explore various ways to separate degrees of freedom and to provide awareness for two users performing a cooperative manipulation task. We also aim at providing a seamless and natural transition between a single-user and a collaborative task, without any sort of explicit command or discontinuity in the interactive process, thus preserving the sense of immersion in the VE.
We base the design of our interaction techniques on rules that define how to combine and extend single-user interaction techniques in order to allow cooperative manipulation. We noticed that the state-of-the-art in singleuser object manipulation was in the so-called "magic" [5] interaction techniques, based on the concept of mapping the user's motions in some novel way to the degrees of freedom (DOFs) of the object. In these cases, the "magic" is used not to replace entirely the natural interaction but to augment the user's capabilities. Usually this approach involves designing interaction techniques around cultural clichés and metaphors, such as the flying carpet or magic wand metaphors [6] . Classical examples of interaction metaphors used to create interaction techniques for virtual environments are Ray-Casting [18] , 3D Magic Lenses [29] , World-in-miniature [28] .
We also noticed that cooperative manipulation techniques were mostly based on "natural" interaction (for example, simulation of the forces that each user applies to a virtual object). Simply combining these two approaches would create a discontinuity when users transitioned from single-user to cooperative manipulation.
Based on this observation, our work strives to show that "magic" interaction techniques can also be used efficiently in cooperative manipulation, in the sense that each user could control a certain subset of the DOFs associated with an object, thus minimizing the control that is required when a single user has to deal with multiple degrees of freedom at the same time to perform a task.
Considering the broader area of Computer Support for Collaborative Work (CSCW) and, specifically, groupware research as characterized by Wainer and Barsottini [30] , our work reports the FGUKIP CPF GXCNWCVKQP of an architecture for combining interaction techniques in order to support truly cooperative work regarding manipulation of objects in a virtual environment.
The paper is organized as follows. Next section characterizes cooperative manipulation of objects based on the difficulties arising in different situations. Section 3 surveys the existing approaches to provide for cooperative manipulation while section 4 presents our approach. In section 5, we briefly describe the software architecture which supports the development of cooperative manipulation techniques based on single-user techniques while in sections 6 and 7 we present and discuss experiments conducted for evaluation purposes. Finally, in section 8 we draw our conclusions and point out some future research. This paper considerably extends our previous work [21] which described the support architecture for cooperative interaction and presented some preliminary findings on this topic. Here we are concerned with a deep description of the issues regarding cooperative interaction and present a detailed analysis of new cooperative techniques and task scenarios.
CHARACTERIZATION OF COOPERATIVE MANIPULATION
The original motivation for this work lies in the fact that certain VE manipulation tasks are more difficult when performed by a single user. These difficulties can be related to the interaction technique being used or to the task itself. In this section we discuss these difficulties.
DIFFICULTIES RELATED TO THE INTERACTION TECHNIQUE IN USE
Interaction techniques facilitate or complicate object manipulation in various ways. When using the ray-casting technique [19] , for instance, some rotations are difficult because this technique does not afford rotation around the vertical axis. To perform a task that involves this kind of rotation, a technique like HOMER [3] would certainly be a better option, because while it keeps the ray for object selection, it allows the user to easily rotate the selected object centered on its own coordinate system. Figure 1 shows that using a ray casting technique, the rotation of the user's pointer will move the object as if it were attached to the pointer. On the other hand, using HOMER, the same rotation will be mapped to the object's rotation around its own axis. Users of HOMER, however, have difficulty with certain types of object translation, because the ray orientation depends on the positions of the user's body and hand. Another possible solution is to allow the user to navigate to a better position to perform the rotation. However, if the environment presents too many obstacles, like walls or other objects, the navigation may be difficult also. Moreover, navigation introduces an additional level of complexity to the interactive process because the constant switches between navigation and manipulation increase the cognitive load and break the natural pace of operation [19] [23] .
We could also consider the option of having multiple views of the environment, allowing the user to switch instantly between two or more positions during the interaction, but these would also affect the sense of immersion and could produce disorientation.
Another example of the limitations of interaction techniques is presented in Figure 2 , in which a user U1 needs to move an object O from position A to position B without touching the obstacles. If the available interaction technique is the direct manipulation with the hand, then U1 will have to navigate to move the object. This will create additional difficulties, for U1 will have to release and grab the object many times in order to avoid the obstacles along the way. If HOMER, ray-casting or Go-Go [22] is used, navigation will not be necessary, but the translation parallel to the horizontal axis will not be easy to accomplish.
In this situation, a second user U2 next to point B may be able to help by sliding the object along the ray.
DIFFICULTIES RELATED TO THE TASK TO BE

PERFORMED
Another motivation for cooperative manipulation comes from situations where the position, size or shape of the object introduces difficulties in its positioning and orientation. An example is when the object is distant from users or just partially visible. If a user has to place an object inside a shelf that is directly in front of him, as in Figure 3a , both horizontal and vertical positioning are simple. However, this user cannot easily determine the depth of the object for proper placement. A second user, shown in Figure 3b , can more easily perceive the depth and so help the first user to perform the task. Another example involves the movement of a relatively large object through small spaces, such as moving of a couch through a door (Figure 4 ). Regardless the interaction technique being used, this task can become rather complex, especially if on the other side of the door there is an obstacle that can not be seen by the user who is manipulating the object. A second user, placed on the other side of the wall, can help the first one in accomplishing this task. This situation is similar to the "piano movers task" studied by Ruddle and colleagues [23] [27] . The manipulation of remote (distant) objects, which has been the focus of some prior work [3] [20] , is another example where cooperative manipulation can make the task's execution easier. In Figure 5 , for example, if user U1 has to place a computer between the panels he will have difficulties because he cannot clearly see the target location. In this case, a second user (U2) placed in a different position can help user U1 to find the proper position of the object.
EXISTENT APPROACHES FOR SUPPORTING COOPERATIVE MANIPULATION
In most of the known collaborative virtual environments (CVEs) like NPSNET [16] , MASSIVE [12] , Bamboo [31] , DIVE [10] , RAVEL [14] , AVOCADO [11] and Urbi et Orbi [9] , the simultaneous manipulation of the same object by multiple users is avoided. In these systems, the object receives a single command that is chosen from among many simultaneous commands applied to the object. Figure 6 shows a diagram modeling non-cooperative manipulation. Through an interaction technique a user executes an action that is converted into a command to be sent to the object. A second user performs a different action on the same object. The commands are received by a selector that decides which one must be applied to the object.
True cooperative manipulation has been the focus of a few research efforts. Most of these systems used force feedback devices so that each user senses the actions of the other [1] [26] . The manipulation process used in these systems is schematically demonstrated in Figure 7 , where it can be observed that the commands generated by each user are combined, producing a new command to be applied to each local copy of the object. User U1's view User U2's view Margery [17] presents an architecture to allow cooperative manipulation without the use of force feedback devices. The system is restricted to a nonimmersive environment, and the commands that can be applied to objects are vectors defining direction, orientation, intensity and the point of application of a force upon the object. Thus, Margery's work is based on the simulation of real-world cooperative manipulation. Earlier research by Ruddle and colleagues [23] [24] presented the concept of rules of interaction to support symmetric and asymmetric manipulation. They are especially concerned with the maneuvering of large objects in cluttered VEs. In symmetric manipulation an object can only be moved if the users manipulate it in exactly the same way, while in asymmetric manipulation the object moves according to some aggregate of all users' manipulation. Their work, however, uses only natural manipulation, and does not consider "magic" interaction techniques.
In a subsequent work, Ruddle et al. [25] separated collaborative tasks into two levels of control. The high level control activities correspond to those tasks that require attention, planning and mental effort by the users to be executed. One example of these activities is to define the general direction and speed of travel. On the other hand, the low level control activities are quasi-autonomous activities that, once learned, are easy and quickly executed by the users with no conscious control. Walking and grabbing objects are examples of such activities. The automation of these activities is possible, according to the authors, due to the flexibility with which one can move and the high-detail sensory feedback one obtains from real objects. In VEs, however, the feedback is of lower fidelity (and often completely missing), causing these tasks to require a high level of cognitive control. To overcome these problems their work proposes to encapsulate, in the VE software, knowledge about the tasks the user performs. So, tasks like grabbing objects and avoiding obstacles are automatically executed, decreasing the cognitive load for the task. Tests were run with a real user interacting with an autonomous virtual human. The results show that this approach can significantly reduce the time for task completion.
Recently, Duval et al. [8] presented a cooperative manipulation technique based on 'crushing points', considering the size and the geometry of the object. Two crushing points define a "skewer" across the object. According to the authors, the users feel like they are pulling the object by a virtual cord. The proposed technique uses only the user's hand position to apply translations and orientation changes to the object. The only problem reported for this technique is that rotation around the axis of the skewer is not allowed. To do so, the users have to release the object and select new crushing points, or new controls (like buttons or 6 DOF trackers) must be added to the interaction process.
COOPERATIVE MANIPULATION
The works surveyed in the previous section deals only with direct hand object manipulation, ignoring the very useful "magic" interaction techniques. Taking that into account, we developed a novel interaction model in which two users act in a simultaneous way upon the same object. Our approach combines individual interaction techniques instead of simply combining force vectors, creating an extension of the single-user interaction techniques commonly used in immersive VEs.
SINGLE-USER MANIPULATION TECHNIQUES
An interaction technique defines a mapping between user's actions and their effects on an object. In our work, to model an interaction technique, we use Bowman's methodology [4] , which divides manipulation into four distinct components: selection, attachment, position and release. Each component has a corresponding phase in the interaction. Table 1 shows the meaning of each component. The use of this decomposition facilitates the combination of interaction techniques because each component can be treated separately. It is worth mentioning that all the interaction between user and object in the VE is done through a pointer controlled by the user. The shape and function of this pointer depend on the individual interaction technique.
COMBINING INTERACTION TECHNIQUES
Based on the decomposition presented above, we define a set of rules that defines how to combine and extend single-user interaction techniques in order to allow cooperative manipulation. Thus, our cooperative interaction includes:
• How to combine actions in each phase of the interactive process when users are collaborating, and • What kind of awareness must be generated in order to help the users understand each component of the cooperative interaction. We also consider the following issues in the design of our cooperative manipulation techniques:
• Evolution: Building cooperative techniques as natural extensions of existing single-user techniques, in order to take advantage of prior user knowledge, • Transition: Moving between a single-user and a collaborative task in a seamless and natural way without any sort of explicit command or discontinuity in the interactive process, preserving the sense of immersion in the virtual environment, and • Code reuse: The subdivision of the interaction technique into well-defined components, allowing the designer to modify only the necessary parts of the single-user techniques to define a new cooperative technique. In the next sections we examine how to combine each component of two or more interaction techniques to support simultaneous interaction.
. COMBINATION OF THE SELECTION COMPONENT
In the selection phase the collaborative activity begins. From the interaction technique point of view, the way in which an object is selected does not change whether the interaction is individual or collaborative. This is because simultaneous manipulation does not take place until both users confirm the selection of the same object. The way one user selects an object does not depend on whether or not his partner is manipulating the object. This property helps in the learning of the cooperative technique, because if the user already knows how to select an object with his individual interaction technique, he will not need to learn anything else to select the object for cooperative work.
COMBINATION OF THE ATTACHMENT COMPONENT
During the attachment of an object to a user's pointer, it is first necessary to verify whether the object is being manipulated by another user. If it is not, singleuser manipulation proceeds normally. A message should also be sent to the partner, letting him know that one of the objects has just been attached to another user.
If another user is already manipulating the object, it is necessary to verify which DOFs can be controlled by each one, and set up functions to map each user's actions to the object based on these DOFs.
COMBINATION OF THE POSITION COMPONENT
The process of positioning an object in a simultaneous manipulation is based on the pointer's movement. If the local control system receives information related to the partner's pointer at each rendering cycle, it can locally perform the proper interpretation of this information, based on the cooperative manipulation rules, and apply the resulting commands to the object. This strategy eliminates the need for sending explicit commands related to the simultaneous manipulation situation through the network.
COMBINATION OF THE RELEASE COMPONENT
When an object is released, we should determine whether or not there is another user manipulating the object. If there is not, the functions that map from pointer's movements to commands should be disabled and a message sent to the partner. From then on the interactive process goes back to the selection phase.
If a second user is manipulating the same object, he must be notified that his partner has released the object. In our system, upon receiving the notification message he automatically releases the object. This way both users return to the selection phase and can restart the interactive process. In the first versions of our system, when a user received a message saying that his partner had released the object, he started to manipulate the object individually. This was not effective because the mapping rules of the movements were unexpectedly and involuntarily modified. From then on the user was able to control all the DOFs that were allowed by his individual interaction technique, without any notice whatsoever or possibility for controlling/reversing the situation. This almost always caused an undesired modification in the object placement just obtained with the cooperative interaction. After some trials, we noticed that the users began to synchronize the release of the object, trying to avoid undesired modifications in the object's position and orientation. The automatic double release allows a smooth transition from a collaborative to an individual activity.
AWARENESS FOR COOPERATIVE MANIPULATION
In this section we present the features related to awareness generation in each phase of the collaborative interaction process.
AWARENESS IN THE SELECTION PHASE
While the user chooses the object he wants to manipulate, it is essential that his partner know what is going on. This awareness will serve as a support to the interactive process. The pointer representation is used to allow a user to visualize what his partner is pointing to, and also to enable him to indicate an object he wants to manipulate or reference. Using such pointers, dialogues based on dietic references [2] like the one in Figure 8 , can take place in a CVE.
User 1:
No, this is not the one! Please, get the object that is in front of this one I am pointing at. We can also use the shape or color of the pointer to allow a user to predict the interactive capabilities of his partner. In our system, when a user points to an object, that object takes on the color of the user's pointer.
During selection it is also necessary to provide awareness of two more states that can occur in collaborative environments. When one user has already attached an object to his pointer and, at the same time, the partner points to the object, we display the object using a third, different color. When both users, simultaneously point to the same object we use a less saturated version of this color.
AWARENESS IN THE ATTACHMENT PHASE
The attachment phase is a transition between the state in which the object is free and the state in which it is controlled by one or two users. During this transition two events occur, one related to the object and another related to the user's pointer. The object is highlighted somehow to signal that it is attached to a particular pointer. The pointer shape is also modified according to the interaction technique that is being used.
In our system, if only one user performs the attachment, the object goes back to its original color. In our first implementation, the object kept the pointer's color with a slightly greater intensity. Often, however, the users did not realize that the attachment had taken place, and they frequently complained that the original color would help in choosing the position/orientation of the object.
In a collaborative situation, when one user attaches to an object that is already attached to another user, the pointers for both users should be modified so that they represent which DOFs can be manipulated by each of them.
In our system, three different representations were used for three types of DOFs: rotation, translation and sliding along a pointing ray, also called "reeling". To demonstrate that a user can translate an object, the pointer turns into a set of one to three arrows, each of them representing an axis along which the object can be moved. Figure 9 shows some examples of pointers for translation. On the left, we can see the configuration of a pointer that allows a user to move the object only horizontally (plane XZ), and on the right another pointer that tells the user he can only move the object along Y axis. For rotation, the pointer turns into small disks that define the axes around which the user can rotate the object. Figure 10 shows two examples of pointers: the one on the left shows that the user can only rotate the object around Z-axis, while the one on the right indicates that all rotations are possible.
In order to provide to the user the notion he can slide an object along a ray, a longer arrow was introduced in the pointer representation. This arrow can be displayed in the same color as his own pointer or his partner's color. In the first case, the color indicates the user can slide the object along his own pointer and, in the second case, that it is possible for him to slide the object along his partner's pointer. Figure 11 shows this awareness tool combined with translation and rotation pointers.
It is possible to do any combination of the three types of pointers, indicating all the DOFs that a user can control for an object.
AWARENESS IN THE POSITIONING PHASE
During the cooperative positioning phase, the object is manipulated according to the rules of the cooperative interaction technique, without any special awareness information.
AWARENESS IN THE RELEASE PHASE
From the awareness point of view, the releasing phase reconfigures the pointers back to their original state, according to the individual interaction technique rules.
REPRESENTATION OF THE USER'S BODY
The graphical representation of the user's body in a CVE supports body-relative positioning. This feature allows partners to point to elements in a natural way based on common conventions used during collaboration in real environments. We might hear, for example, the sentence: "Take the lamp that is in the box to your left and place it between us, within the reach of my right hand."
An avatar should also represent the user's head position and orientation. This allows other users to understand the gaze direction of the partner.
Although such avatars may not be necessary for accomplishing the tasks, they improve the sense of immersion and collaboration between partners. 
SOFTWARE ARCHITECTURE
In this section, we provide a brief overview of our system's architecture. A more detailed description was presented elsewhere [21] .
In order to support the methodology presented in the previous section we have developed a software architecture ( Figure 12 ) that provides:
• The independence of the individual techniques;
• The exchange of messages among partners;
• The generation of awareness and,
• The combination of commands. The +PVGTCEVKQP /QFWNG is responsible for mapping the pointer movements and commands generated by a user into transformations to be applied to the virtual object. This mapping is based on the individual (or cooperative) interaction technique's specification. The +PRWV &GXKEGU module reads the pointer movements.
Implemented as a single module, the )TCRJKECN 5[UVGO and the 1DLGEV 4GRQUKVQT[ generate the image of the VE that is displayed to the user. In this work, the VE is composed of a set of geometric objects rendered using the Simple Virtual Environment (SVE) library [14] . The geometric data that define the VE are replicated on each machine taking part in the collaboration, in order to reduce network traffic.
The %QOOCPF %QODKPGT is activated when a cooperative interaction is established and it receives messages about the user's pointer position from the +PVGTCEVKQP /QFWNG, and messages about the position of the partner's pointer from the Message Interpreter. Based on the cooperation rules that it implements, this module takes the received messages and, in every rendering cycle, selects which DOFs will be used from each user to update the position of the object that is being cooperatively manipulated. After generating a new transformation, the %QOOCPF %QODKPGT sends a message to the 1DLGEV 4GRQUKVQT[ in order to update the object position.
The #YCTGPGUU )GPGTCVQT is the module responsible for updating the colors of the objects when the pointers are touching them, and it is also responsible for modifying the pointers' shapes whenever a cooperative manipulation situation is established or finished. This module receives messages from the +PVGTCEVKQP /QFWNG which originate from the interpretation of the local user's movements and also from the /GUUCIG +PVGTRTGVGT.
The /GUUCIG +PVGTRTGVGT receives the messages coming from the partner and decides to which local module they should be sent. Table 2 shows the set of existing messages, their meaning and the module to which they are sent by the /GUUCIG +PVGTRTGVGT.
The /GUUCIG $WKNFGT processes the messages received from the local modules and sends them to the partner. The 0GVYQTM 5WRRQTV module is responsible for sending and receiving the messages between the partners. This module is built on top of the TCP/IP protocol in order to ensure the proper synchronization between the environments and the consistency of the data that travel through the nodes. 
EXPERIMENTS
In order to evaluate the use of our techniques for performing cooperative manipulation tasks in CVEs, we developed three VEs that allow two users to perform both cooperative and non-cooperative tasks. Our goal was to find specific situations where cooperative manipulation can lead to easier and more efficient task execution.
Each VE evaluates one combination of two singleuser techniques. To choose the interaction techniques, both single-user and collaborative pilot studies were conducted. In these studies, "expert" VE users tried various interaction technique combinations and expressed their opinion about the best choices to perform each task. The interaction techniques used in these studies were chosen from among the most commonly used and highly usable techniques described in the literature.
For the cooperative techniques, we based the separation of DOFs on the task to be performed, not to prove that those configurations are the best possible choices, but to demonstrate that the use of cooperative interaction techniques can be more efficient than two users working in parallel using single-user interaction techniques.
APPARATUS
In our studies, each user wore a tracked I-Glasses head-mounted display (HMD) and held a tracked pointer that allowed him to interact in the VE (Figure 13 ). To track the user's hand we used a 6DOF Polhemus Fastrak tracker. Two separate computers were connected through their Ethernet interfaces in a peer-to-peer configuration at 10 Mbits/s, each one running the VE and having all the devices for a single user attached to it. In order to allow analysis of the users´ interaction their views of the VE were also displayed on two monitors that could be observed during the experiment by the evaluator. 
PROCEDURE AND METRICS
The experiments using the interaction techniques were performed according to a protocol that aimed at equally treating all the participating pairs. A group of 60 individuals (53 men and 7 women) participated in the experiment organized in 30 pairs, not repeated. Ten pairs of users performed each experiment, and the tasks completion times were measured. The majority of the users were undergraduate and graduate students of Computer Science, who had good previous computer skills as well as experience with 3D graphics applications. The experiments did not have a minimum or maximum pre-established duration; however, the overall time for performing each experiment was between 50 and 65 minutes.
The protocol was divided into eight steps described below:
(I) Applying the pre-test questionnaire: the users received a questionnaire asking about their age, activity, weekly frequency of computer use and previous knowledge of virtual environments. (II) Instructions about the experiment and the virtual reality equipment: the users received a sheet containing the description of the experiment and its objectives as well as the instructions. After reading the instructions, the equipment to be used during the experiment was presented to the users. (III) Presentation of the virtual environment: the users could observe (on the screens of both computers) the virtual environment they were going to use and the role of each device in that environment. The users were encouraged to manipulate their own glasses and pointers so that they could better feel the influence of those in the virtual environment. (IV) Training phase: the users wore their virtual reality equipment and they could freely interact in the virtual environment. At first, some basic instructions were provided in order to allow the preliminary exploration of the environment. Next, the individual interaction technique was presented to the users and they were asked to try it with objects within the virtual environment. Both users used the same interaction technique. During this training phase the users were introduced to the task they were to perform. From that point on they could practice for the individual execution of the task if they wished so. It is important to mention that individual execution does not mean that only one of the users could manipulate the object during a task. In fact, both could do it, but never simultaneously on the same object. At this time, the users were requested to develop a strategy for performing the task together. The users were encouraged to talk by using, whenever possible, the elements from the virtual environment itself, in order to demonstrate their ideas, strategies or intentions. The goal of this approach was to enhance even more the level of knowledge about the virtual environment and the users' feeling of presence in that environment. In this phase, there were frequently sentences like: "-You catch this object here and place it on the table. Then, I will manage to adjust it". Those sentences were invariably followed by the indication of the object through the use of the user's pointer. The virtual environment presented to the users in that step was the same that would later be used for the actual experiments. (V) Tests using the individual interaction technique:
after the training session, the users were again "inserted" in the virtual environment and the task to be done was presented once again. The task performance was then timed. It is worth pointing out that the task execution was done in a collaborative way, but not simultaneously. The trial ended when a certain level of accuracy of object positioning and orientation was achieved.
After completing this phase with the noncooperative interaction technique, the users were asked to remove their glasses and to answer the first three parts of the evaluation questionnaire.
(VI) Training for the collaborative technique: at this moment, the cooperative interaction technique was presented to the users. They could then test it for as long as they needed in order to feel comfortable with its use. The users were first requested to develop a strategy to perform the task together. In order to make the evaluation simpler, the users were asked to use the cooperative manipulation as much as possible.
(VII) Tests using the cooperative metaphor: the users did their tasks in the cooperative way having their performance time measured once more. It is important to note that the configuration of the virtual environment (the initial position of the objects and the users) for this phase was the same as the one used for individual technique in the beginning of the manipulation phase using the individual technique. After finishing the task with the cooperative interaction technique the users were requested to take off their virtual reality glasses and to answer the rest of the evaluation questionnaire.
(VIII) At the end of the experiment a quick informal interview was conducted with the users in order to find out if they had felt any kind of discomfort during the experiment, or if there was any additional comment they would like to make.
In the next three sections we provide a detailed description of each experiment.
EXPERIMENT WITH OBJECT DISPLACEMENT AND ORIENTATION
The first VE was designed with the purpose of evaluating the effect of cooperative techniques in the performance of users in tasks that required adjusting the position and orientation of objects. The VE simulates a classroom in which two users (in opposite corners of the room) have to place computers on the desks. Figure 14 shows the view of one of the users.
The task was to place four computers on four desks in the middle of the room, in such a way that the computers had their screens facing the opposite side of the white board. This task involves both object movement and orientation. For the individual execution of this task we chose the HOMER technique, because the task required two basic actions that are easy to perform with this technique: selection (and manipulation) of distant objects and rotation of objects around their local coordinate axes. After a pilot study, we decided to allow the user to slide the selected object along its pointing ray so that he could bring it closer or push it away from his hand -the indirect HOMER technique as described by Bowman [3] .
The cooperative technique chosen for the simultaneous manipulation allowed one of the users to control the object's position and the other to control object's rotations. We have chosen this technique because we could clearly see the existence of two steps: one, when the object is moved from its initial position to the desk where it will be placed, and another, when the object is placed in its final position by means of small rotations. The control of the sliding function was disabled in the cooperative technique.
Each pair of users performed the task in a noncooperative condition (each user used the individual technique, and the users divided the task between them), and a cooperative condition (the two users were allowed to use the cooperative manipulation technique). This is a strict test of the power of cooperative manipulation, because indirect HOMER has been shown to be appropriate and efficient for this type of task [3] .
The experiment was conducted using ten pairs of users. Our pilot studies showed no effect of the order of the two conditions. This was because we let the users perform several training sessions before starting the tests, so that they achieved a high level of expertise.
Therefore, in the experiment we always asked the pairs to use the individual technique first, since the cooperative technique assumes that users already know the individual technique. Table 3 shows the time taken to complete the task in the two conditions. On average, the task time for the cooperative condition was two minutes and nine seconds less than in the non-cooperative condition. A t-test analysis indicated that this difference was highly significant (p < 0.0001). 
EXPERIMENT WITH LARGE MOVEMENTS AND OBJECT
FITTING
The second task designed to evaluate the use of cooperative manipulation consisted of placing objects inside some divisions of a shelf. Figure 15 shows what both users could see in the VE. With this experiment we aimed at evaluating the effect of collaborative techniques in situations involving the manipulation of distant objects, which are very common in virtual reality applications.
For performing the task with an individual technique the users used ray-casting with the sliding feature. At first we tested the HOMER technique, but we decided not to use it in this task because it did not present any significant advantage in the interaction process. In addition, HOMER is in fact more difficult, because it requires a complex control when the user needs to apply large movements to a selected object.
At the beginning of the experiment the objects were put next to user U1 and far away from the shelf. This user selected the desired object and put it next to the other user (U2), placing it in front of the shelf. At this point, user U2 was able to select and orient the object as wished, and could start moving it towards the shelf.
Because of the distance between user U2 and the shelf, depth perception was a problem when placing the objects. U1 could then give U2 advice to help him slide the object along the ray.
For performing the simultaneous manipulation for this task, we chose to configure the cooperative manipulation in such a way that the user placed in front of the shelf (U2) was able to control the objects' translation, leaving the sliding and rotation of the objects for U1, who was close to their initial position. U1 did not control the movement of the object along his own ray, but along U2's ray. We have called this type of control remote sliding. This way the user in front of the shelves needed only to point into the cell where he wanted to place the object, while the other user controlled the insertion of the object into the shelf by sliding and rotating it.
The experiment was again conducted using ten pairs of users. Table 4 shows the resulting data from the individual and cooperative manipulation, considering the time for finishing this task. In this experiment, a ttest also indicated that the difference between both results was highly significant (p<0.001).
User U1 view User U2 view The third experiment fulfilled the goal of evaluating the use of cooperative tasks for manipulating objects in cluttered environments. We asked users to move a couch through an aisle full of columns and other obstacles. A user (U1) was at one end of the aisle (Figure 16 ) and the other one (U2) was outside, on the side of the aisle. For doing this task using an individual interaction technique, based on our pilot study, we again chose HOMER. For doing the task using the individual technique the users instinctively used a strategy in which U1 started the object's manipulation and, sliding it along its ray, placed it inside the aisle. Upon finding an obstacle, this user released the object, which was then selected by the partner (U2) who avoided the obstacle and released the object, giving control back to U1. The cooperative technique chosen for this task was configured to allow user U1 to control the object translations and user U2 the rotations and the remote slide.
The experiment was conducted using ten pairs of users. Table 5 shows the resulting data from the individual and cooperative manipulation, expressing the time for finishing this task. A t-test applied to these results also indicated that the 59-second difference between the means was highly significant (p<0.00001). 
DISCUSSION
The experiments allowed us to evaluate both the architecture and different methods of combining individual techniques. It also allowed us to evaluate the basic premise for the work, that certain tasks are more easily performed using cooperative manipulation during collaboration when compared to non-cooperative manipulation methods (in which the users work in parallel).
Concerning the design of cooperative techniques, the experiments allowed us to verify different alternatives for separating the DOFs that each user can control.
Several configurations of positional DOFs were tested. The most common was the one in which a user could move the object in the horizontal plane while his partner controlled just the object's height. This technique was useful in cases where the users had to move objects among obstacles that were not all the same height. In such cases, while one user moved the object forward, backward and sideways, the other one simply lifted or lowered the object to avoid the obstacles. A similar configuration was important for controlling the movement of distant objects, particularly when one of the users could not clearly see the final position of the object. In the second experiment, for instance, the user in front of the shelf could not clearly see how much the object had to be moved forward or backward, in order to be correctly fit in one of the available spaces. The partner's cooperative manipulation allowed the correction in the final positioning phase.
The techniques that allowed one user to slide the object along his partner's ray also provided a greater control over small adjustments in the final position of the object. One of the users could point to where the object should be moved while the other controlled the sliding itself. This technique was particularly useful in those cases where the user who controlled the direction of the ray had a good view of the trajectory to be followed by the object, but was too distant from its final position. This technique is also applicable to other interaction techniques that use a ray as a pointer.
In order to be sure that our studies were not biased in favor of cooperative manipulation techniques due to poorly designed individual manipulation techniques, the latter ones were chosen among the most commonly used and highly usable techniques, and our users had a long training session.
The post-test questionnaire provided feedback regarding both the individual manipulation and cooperative techniques. The users reported that:
• The avatar facilitates the communication and the interaction because it allows knowing where the partner is, what he/she is doing and looking at (34 users, 56.66%); • The use of the special designed awareness 3D icons was helpful for understanding the interaction capabilities of himself and the partner's (44 users, 73.333%); • The use of HMDs provoked motion sickness (9 users, 15%) and eye strain or headache (26 users, 43.33%); • The low HMD color resolution makes the precise object position a harder task (11 users, 18.33 %).
Finally, the experiments allow us to assert quite confidently that for many tasks in which the insertion of a collaborator (with non-cooperative manipulation) improves task execution, the use of simultaneous cooperative manipulation provides an even greater benefit.
CONCLUSION AND FUTURE WORK
Our architecture and techniques are based on the separation of the control of degrees-of-freedom among the users, and provides several novel contributions to the field of collaborative VEs, including:
• Allowing the use of "magic" interaction techniques in cooperative manipulation processes, • Allowing cooperative manipulation in immersive environments, and • Cooperative manipulation without the need of force feedback devices. In the beginning of this study we were concerned with the context change between the individual and collaborative activities (and how this would affect the users), a recurrent problem in collaborative environments. Separating the interactive techniques into distinct components made it possible to control the effect of the users' actions and to prevent the interference of the activity of one user into the other, regardless of the phase of the interaction.
Our architecture allows an easy configuration of the degrees of freedom controlled by each user, if it is based on techniques such as ray-casting, HOMER or Simple Virtual Hand. In these cases, the configuration is performed simply by changing a configuration file that defines the interaction technique and the DOFs controlled by each user during the cooperation. To include an individual technique that is totally different from the ones already implemented, we simply need to change the Interaction Module that interprets the movements of each user.
The cooperative techniques were implemented with minimum changes in the individual techniques. An important point to make is that the designation of the DOFs that each user will control is done a priori, in the configuration of the cooperative technique itself. The possible dynamic and immersive configuration of who controls each DOF is left for future work. The main problem in this case is how to build an immersive interface to perform such a configuration procedure.
Regarding the scalability of our approach, it is important to emphasize that although the tasks we designed for the experiments do not require higher DOFs, our approach can still be used with more complex tasks by grouping related degrees of freedom and assigning each group to a particular user.
Future work may involve studies of DOF coordination for multiple users, similar to previous research on two-handed interaction [33] [15] , and experiments for comparing our approach to more recent work in bimanual interaction [32] . As additional future work we also foresee performing experiments with physically separated users. By supporting awareness in different phases as well as avatars for partners we could measure the effect of not having spoken communication (although implementing CVEs with communication might become common soon).
Also, since the architecture does not limit the number of users that can participate in a collaborative interaction session, we plan to evaluate the usability of these techniques with more than two users.
Finally, it should be noticed that 3D applications are becoming common in many domains especially for training, but also for remote operation. Further studies on interaction within VEs and CVEs are necessary to help improving the quality of such human-computer interfaces.
