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Tiivistelma¨
Polyominot ovat kaksiulotteisia kappaleita, jotka muodostuvat yhdesta¨ tai use-
ammasta, sa¨rmista¨a¨n toisiinsa liitetyista¨, samankokoisista nelio¨sta¨. Tason ta¨yt-
ta¨minen valitulla polyominojoukolla on NP-ta¨ydellinen ongelma. Ta¨ssa¨ tutkiel-
massa esiteta¨a¨n uusi tarkistussummiin perustuvan menetelma¨, joilla polyomino-
jen pakkaamista tasolle pyrita¨a¨n tehostamaan aiempiin vastaaviin pakkausme-
netelmiin verrattuna. Kutsun kehitta¨ma¨a¨ni menetelma¨a¨ moduloidun bittikenta¨n
menetelma¨ksi. Moduloidun bittikenta¨n menetelma¨ssa¨ ta¨ytetta¨va¨lle alueelle seka¨
polyominoille etsita¨a¨n sopiva jakaja. Jakajan perusteella ta¨ytetta¨va¨lle alueelle
ja polyominoille lasketaan tarkistussummat. Sopivalla jakajan valinnalla tarkis-
tussummat saadaan kuvaamaan samanaikaisesti seka¨ polyominon muotoa etta¨
sijaintia ta¨ytetta¨va¨lla¨ alueella. Kaikki mahdolliset ratkaisuvaihtoehdot alueen
ta¨ytta¨miseksi voidaan lo¨yta¨a¨ alueen ja kappaleiden yhteenlaskettuja tarkistus-
summia vertailemalla. Moduloidun bittikenta¨n menetelma¨lla¨ alkupera¨inen vai-
kea tehta¨va¨ jakautuu useammaksi pienemma¨ksi tehta¨va¨ksi, joiden ratkaisemi-
nen voi usein olla huomattavasti alkupera¨ista¨ tehta¨va¨a¨ helpompaa. Tutkielmassa
esiteta¨a¨n myo¨s muutokset, jotka mahdollistavat hajota ja hallitse -menetelma¨n
ka¨yto¨n moduloidun bittikenta¨n menetelma¨n yhteydessa¨. Hajota ja hallitse -mene-
telma¨a¨n soveltamiseksi tarkistussummat muunnetaan sopivaan bina¨a¨riseen kanta-
lukuesitykseen. Sopivalla bina¨a¨risella¨ kantaluvulla kappaleille voidaan muodostaa
tarkistussummat aiempaa pienemma¨lla¨ jakajalla sa¨ilytta¨en tieto kappaleen muo-
dosta ja sijainnista. Huomattavan nopeusedun ansiosta moduloidun bittikenta¨n
menetelma¨ mahdollistaa huomattavasti suurempien alueiden pakkaamisen kuin
vastaavat bittikenttiin perustuvat menetelma¨t. Hajota ja hallitse -menetelma¨n
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1 Johdanto
Ta¨ssa¨ tutkielmassa tarkastellaan yksinkertaisten geometristen kappaleiden, poly-
ominojen, pakkaamista tasolle. Polyominot ovat kaksiulotteisia kappaleita, jot-
ka muodostuvat yhdesta¨ tai useammasta, sa¨rmista¨a¨n toisiinsa liitetysta¨, saman-
kokoisesta nelio¨sta¨. Polyominojen pakkaaminen tasolle on melko yksinkertaista,
mutta kappaleiden pakkaaminen tasolle mahdollisimman tiiviisti, jonkin tietyn
alueen ta¨ytta¨minen kokonaisuudessaan tai sen selvitta¨minen, onko tiettya¨ aluetta
mahdollista kokonaisuudessaan ta¨ytta¨a¨ valitulla polyominojoukolla, on tilantees-
ta riippuen usein eritta¨in vaikeaa. Kaikissa kolmessa edella¨ mainituissa ongelmas-
sa polyominojen erilaisten yhdistelmien seka¨ niiden erilaisten latomisja¨rjestysten
lukuma¨a¨ra¨ kasvaa niin nopeasti, etta¨ kaikkien mahdollisten ratkaisuvaihtoehto-
jen la¨pika¨yminen yksitellen ei usein ole mahdollista. Ta¨ssa¨ tutkielmassa esitella¨a¨n
menetelmia¨ polyominon pakkaamiseksi tasolle seka¨ esiteta¨a¨n uusi menetelma¨, joil-
la alueen pakkaamista pyrita¨a¨n tehostamaan.
Tutkielman toisessa luvussa esitella¨a¨n erilaisia polyominoja, polyominojen
ominaisuuksia seka¨ polyominojen luokkia. Kolmannessa luvussa esitella¨a¨n yleis-
luontoisia menetelmia¨ polyominojen pakkaamiseksi tasolle. Nelja¨nnessa¨ luvussa
ka¨sitella¨a¨n polyominojen pakkaamisen aikakompleksisuuteen vaikuttavia tekijo¨ita¨
seka¨ esitella¨a¨n NP-ta¨ydellisten ongelmien luokka, johon myo¨s polyominojen pak-
kaaminen tasolle kuuluu. Viidennessa¨ luvussa esitella¨a¨n polyominojen pakkaami-
seen liittyvia¨ tarkistussummiin ja pariteettitarkistukseen perustuvia menetelmia¨.
Kuudennessa luvussa esitella¨a¨n kirjoittajan oma menetelma¨ polyominoiden pak-
kaamiseksi tasolle. Menetelma¨n nimi on moduloitu bittikentta¨. Moduloidun bitti-
kenta¨n menetelma¨ perustuu tarkistussummien laskemiseen erilaisille ta¨ytetta¨va¨n
alueen lohkojaoille seka¨ tulosten yhdista¨miseen koko ta¨ytetta¨va¨n alueen pakkaa-
misen selvitta¨miseksi. Seitsema¨nnessa¨ luvussa esitella¨a¨n parannus moduloidun
bittikenta¨n menetelma¨a¨n. Parannetun menetelma¨n ansiosta moduloidun bitti-
kenta¨n menetelma¨n lohkojakoon ja alueen pakkauksen etsinta¨a¨n voidaan sovel-
taa hajota ja hallitse -periaatetta. Kahdeksannessa luvussa esitella¨a¨n muita tut-
kielman tekemisen yhteydessa¨ havainnoituja aiheita polyominojen pakkaamiseen
liittyen.
2 Polyominot
Polyominot ovat yhdesta¨ tai useammasta samankokoisesta nelio¨sta¨ koostuvia kap-
paleita. Yhteen polyominoon kuuluvat nelio¨t kytkeytyva¨t toisiinsa koko sa¨rma¨n
pituudelta siten, etta¨ nelio¨t muodostavat keskena¨a¨n yhden yhtena¨isen aluen [Go-
lomb, 1994]. Polyominot voidaan jakaa erillisiin osajoukkoihin kappaleen muo-
dostamiseen ka¨ytettyjen nelio¨iden lukuma¨a¨ra¨n mukaan. Yksinkertaisimmat po-
lyominotyypit ja samalla niihin kuuluvat kappaleet ovat monomino (ks. kuva
2.1), joka koostuu yhdesta¨ yksina¨isesta¨ nelio¨sta¨, seka¨ domino (ks. kuva 2.2), joka
koostuu kahdesta toisiinsa yhdistetyista¨ nelio¨ista¨. Monominoja on vain yksi ne-
lio¨nmuotoinen kappale. Dominoita on laskentatavasta riippuen joko yksi tai kaksi
kappaletta. Tunnetuimmat polyominot lieneva¨t aiemmin mainittu domino, joka
on tunnettu Domino-pelista¨, seka¨ nelja¨sta¨ nelio¨sta¨ muodostuvat tetriminot (ks.
kuva 2.4), jotka ovat useimmille tuttuja Tetris-pelista¨.
Kuva 2.1 Yksina¨inen monomino on ainoa monomino.
Kuva 2.2 Domino seka¨ sama domino 90 astetta kierrettyna¨.
2.1 Polyominojen ominaisuuksia
Erilaisten polyominojen lukuma¨a¨ra¨ on verrannollinen, polyominojen muodosta-
miseen ka¨ytettyjen nelio¨iden lukuma¨a¨ra¨a¨n. Polyominon asteluvun lisa¨ksi erilais-
ten polyominojen lukuma¨a¨ra¨a¨ rajoittaa myo¨s polyominojen muodostamiseen ka¨y-
tetta¨vissa¨ olevan alueen pituus seka¨ leveys. Erilaisten polyominojen lukuma¨a¨ra¨
riippuu myo¨s siita¨, lasketaanko polyominoista kierta¨ma¨lla¨ tai peilaamalla muo-
dostetut kappaleet erilaiseksi alkupera¨iseen polyominoon verrattuna. Mika¨li po-
lyominokappaleiden kierta¨minen (ks. kuva 2.5) myo¨ta¨- tai vastapa¨iva¨a¨n sallitaan,
3Kuva 2.3 I- ja V-triomino.
Kuva 2.4 Kaikki seitsema¨n yksipuolista tetriminoa.
toisin sanoen kierta¨ma¨lla¨ muodostettu kappale lasketaan samaksi polyominoksi
alkupera¨isen kierta¨ma¨tto¨ma¨n kappaleen kanssa, polyominoja kutsutaan yksipuo-
lisiksi (engl. one-sided). Mika¨li seka¨ kierta¨minen etta¨ peilaaminen (ks. kuva 2.5)
pysty- tai vaaka-akselin ympa¨ri sallitaan, polyominoja kutsutaan vapaiksi (engl.
free). Mika¨li kappaleiden kierta¨mista¨ tai peilaamista ei sallita, polyominoja kut-
sutaan kiinnitetyksi (engl. fixed).
Kuva 2.5 J-tetrimino kierretty 4 kertaa 90 astetta myo¨ta¨pa¨iva¨a¨n seka¨ alku-
pera¨inen kappale peilattu y-akselin ympa¨ri.
42.2 Polyominojen osajoukot
Tasokuvioille tai kuvioiden joukoille voidaan asettaa erilaisia ma¨a¨ritelmia¨, joil-
la kappaleet voidaan jakaa osajoukkoihin seka¨ suorittaa vertailuja kappaleiden
va¨lilla¨. Polyominot jaetaan usein osajoukkoihin niihin kuuluvien nelio¨iden lu-
kuma¨a¨ra¨n perusteella. Nelio¨iden lukuma¨a¨ra¨n, eli kappaleen asteluvun perusteel-
la muodostettuja osajoukkoja kutsutaan n-ominoiksi. N-ominoa voidaan ka¨ytta¨a¨
yleisnimityksena¨ kaikille polyominoille. Merkinna¨ssa¨ n-omino ka¨ytetty ’n’ voidaan
korvata nelio¨iden lukuma¨a¨ra¨n mukaisella lukuarvolla, jolloin esimerkiksi 4-omino
tarkoittaa tetriminoa.
• Monomino (ks. kuva 2.1) koostuu yhdesta¨ nelio¨sta¨. Monominoja on vain
yksi riippumatta siita¨, sallitaanko kappaleen kierta¨minen tai peilaaminen.
• Domino (ks. kuva 2.2) koostuu kahdesta nelio¨sta¨. Dominoja on yksi kappa-
le. Mika¨li kappaleiden kierta¨mista¨ ei sallita, dominojen lukuma¨a¨ra¨ kohoaa
kahteen. Peilaamisen sallimisella tai kielta¨misella¨ ei ole vaikutusta domino-
jen lukuma¨a¨ra¨a¨n [Redelmeir, 1981; Silva, 2014; Jensen, 2009].
• Triomino, toiselta nimelta¨a¨n tromino, koostuu kolmesta nelio¨sta¨. Triomi-
noja on kaksi erilaista. Kuvassa 2.3 on vasemmalla I-triomino, jossa kaik-
ki kolme nelio¨ta¨ sijoittuvat pera¨kka¨in samalle riville tai sarakkeelle, ja oi-
kealla kuvassa 2.3 on V-triomino jossa kolme nelio¨ta¨ muodostavat kulman
[Golomb, 1994]. Mika¨li kappaleiden kierta¨mista¨ ei sallita, triominojen lu-
kuma¨a¨ra¨ kohoaa kuuteen. Peilaamisen salliminen kierron lisa¨ksi ei vaikuta
triominojen lukuma¨a¨ra¨a¨n. [Redelmeir, 1981; Silva, 2014; Jensen, 2009]
• Tetrimino, toiselta nimelta¨a¨n tetromino, koostuu nelja¨sta¨ nelio¨sta¨. Vapaita
tetriminoja on viisi erilaista, yksipuolisia on seitsema¨n ja kiinnitettyja¨ yh-
deksa¨ntoista erilaista [Redelmeir, 1981; Silva, 2014; Jensen, 2009]. Tetromi-
nojen nimitykset kuvan 2.4 mukaisessa ja¨rjestyksessa¨ vasemmalta oikealle
ja ylha¨a¨lta¨ alas ovat I, J, L, O, S, T ja Z [Golomb, 1994].
• Tetriminoa suurempien, 5-10 nelio¨sta¨ koostuvien, polyominojen nimitykset
ja¨rjestyksessa¨ pienimma¨sta¨ suurimpaan ovat pentomino, heksomino, hepto-
mino, oktomino, nonomino seka¨ dekomino. [Redelmeir, 1981; Silva, 2014;
Jensen, 2009]
5Jensenin [2003] mukaan Klarner [1967] todistaa, etta¨ polyominojen lukuma¨a¨ra¨
kasvaa eksponentiaalisesti n-omino-osajoukkojen asteluvun suhteen. Polyomino-
jen lukuma¨a¨ra¨n kasvunopeudelle ei ole lo¨ydetty tarkkaa laskentakaavaa [Redel-
meir, 1980; Jensen, 2003], joten polyominojen laskeminen tapahtuu enumeroimal-
la tietokoneiden avulla. Eksponentiaalisesta polyominojen lukuma¨a¨ra¨n kasvuno-
peudesta johtuen myo¨s laskemiseen vaadittava aika kasvaa eksponentiaalisesti.
Erilaisten polyominojen lukuma¨a¨ra¨ on laskettu muutamien kymmenien ruutu-
jen kokoisiin polyominoihin saakka. Taulukossa 2.1 esiteta¨a¨n 1-10 kokoisten n-
ominojen osajoukkojen alkioiden lukuma¨a¨ra¨t.
n nimi vapaa yksipuolinen kiinnitetty
1 monomino 1 1 1
2 domino 1 1 2
3 tromino 2 2 6
4 tetromino 5 7 19
5 pentomino 12 18 63
6 heksomino 35 60 216
7 heptomino 108 196 760
8 oktomino 369 704 2725
9 nonomino 1285 2500 9910
10 dekomino 4655 9189 36446
Taulukko 2.1: N-ominojen eri laskusa¨a¨nto¨jen mukaisia lukuma¨a¨ria¨ polyominojen
asteluvun mukaan jaoteltuna [Redelmeir, 1981; Silva, 2014; Jensen, 2009].
3 Tason pakkaaminen polyominoilla
Polyominoja voidaan pakata tasolle useaa eri tavoitetta silma¨lla¨pita¨en. Yleensa¨
polyominojen pakkaamistehta¨vissa¨ ongelmalle lo¨ytyy joko useita toisistaan hie-
man poikkeavia ratkaisuja tai vastakohtaisesti tehta¨va¨lle ei lo¨ydy yhta¨a¨n ta¨s-
ma¨llista¨ ratkaisua. Poikkeuksellisesti suuri osa pulmatehta¨vista¨ on tarkoituksella
suunniteltu siten, etta¨ tehta¨va¨lle on vain yksi tai hyvin pieni ma¨a¨ra¨ tavoitteet
ta¨ytta¨via¨ ratkaisuja. Tehta¨va¨n vaikeuden ma¨a¨ritta¨miseksi pita¨isi tieta¨a¨, millaista
tavoitetta tehta¨va¨lla¨ pyrita¨a¨n ta¨ytta¨ma¨a¨n ja millainen tulos on hyva¨ksytta¨vissa¨
ratkaisuksi tehta¨va¨n suorittamiselle. Yksitta¨isen ratkaisun lo¨yta¨minen polyomi-
nojen pakkaustehta¨vissa¨ on yleensa¨ helppoa, mutta kaikkien mahdollisten rat-
kaisuvaihtoehtojen esitta¨minen tai parhaan mahdollisen tuloksen lo¨yta¨minen on
usein huomattavasti tyo¨la¨a¨mpa¨a¨. Seuraavaksi esiteta¨a¨n muutamia erilaisia pak-
kaustehta¨va¨tyyppeja¨ seka¨ niihin liittyvia¨ ongelmia.
3.1 Ta¨ydellinen ja epa¨ta¨ydellinen pakkaaminen
Ta¨ydellisessa¨ pakkauksessa koko ta¨ytetta¨va¨ alue pyrita¨a¨n pakkaamaan ta¨yteen
ka¨ytetta¨vissa¨ olevilla polyominoilla. Ta¨ydellisessa¨ pakkauksessa ta¨ytetta¨va¨lle alu-
eelle ei saa ja¨a¨da¨ yhta¨a¨n ta¨ytta¨ma¨to¨nta¨ tilaa, koska silloin kyseessa¨ olisi epa¨ta¨y-
dellinen pakkaus. Epa¨ta¨ydellinen pakkaus voidaan muuntaa ta¨ydeksi pakkauksek-
si lisa¨a¨ma¨lla¨ alueelle pakkauksen ta¨ydenta¨va¨t polyominot. Golomb [1994] esitta¨a¨
ongelman shakkilaudan ta¨ytta¨misesta¨ suorilla triomino-kappaleilla. Koska shakki-
laudan pinta-ala, 64 ruutua, ei ole jaollinen triominon pinta-alalla, ta¨ysi pakkaus
ei ole mahdollinen ilman ta¨ydenta¨via¨ kappaleita. Golombin esimerkissa¨ ta¨yden
pakkauksen mahdollistamiseksi kahdenkymmenenyhden triominon lisa¨ksi tarvi-
taan yksi yhden ruudun kokoinen monomino. Golombin [1994] esitta¨ma¨ssa¨ ongel-
massa kysyta¨a¨n ”onko shakkilaudan ta¨ytta¨minen triominoilla seka¨ yhdella¨ mono-
minolla mahdollista?”. Tehta¨va¨n todistuksessa esiteta¨a¨n kombinatoriseen geomet-
riaan perustuva algoritmi, jolla monominon ainoat mahdolliset sijainnit laudalla
voidaan selvitta¨a¨ ennen triominojen pakkaamisen aloittamista.
Epa¨ta¨ydellisessa¨ pakkauksessa ta¨ytetta¨va¨ alue pyrita¨a¨n pakkaamaan mah-
dollisimman ta¨yteen polyominoja. Joissain tapauksissa on kuitenkin mahdoton-
ta ta¨ytta¨a¨ aluetta kokonaan, esimerkiksi kun alueen pinta-ala ei ole tasan jaol-
linen ka¨ytetta¨vissa¨ olevien polyominojen ruutujen lukuma¨a¨ra¨lla¨ tai polyominot
seka¨ ta¨ytetta¨va¨ alue eiva¨t vain muuten ole yhteensopivia keskena¨a¨n. Esimerkkina¨
epa¨ta¨ydellisesta¨ pakkauksesta logistiikka-alalla toimivat yritykset pyrkiva¨t saa-
7maan kuormalavan mahdollisimman ta¨ytteen kuljetettavaa materiaalia. Kuormaa
ei kuitenkaan ja¨teta¨ kuljettamatta, vaikka lavaa ei saataisi ahdettua absoluuttisen
ta¨yteen. Logistiikassa kuorman pakkaamiseen vaikuttaa kuorman ta¨ytto¨asteen
lisa¨ksi myo¨s muun muassa yksitta¨isten pakettien ma¨a¨ra¨npa¨a¨ reitin varrella, pa-
kettien pinoamiskesta¨vyys seka¨ paino. Kuorma-auton pakkaamisongelma on huo-
mattavasti polyominojen pakkaamista monisyisempi ongelma. Ongelmat ovat yh-
tenevia¨ erityistapauksessa, jossa kaikkien kuormaan pakattavien laatikoiden kor-
keus on sama, laatikoita ei voi ka¨a¨nta¨a¨ ylo¨salaisin tai kyljelleen, minka¨ lisa¨ksi laa-
tikoiden sivujen pituudet tulisi voida muodostaa jonkin vakiollisen mitan tulona.
Ta¨llo¨in pakattavien laatikoiden voidaan ajatella olevan vakiokokoisista nelio¨ista¨
koostuvia polyominoja, joilla on tarkoitus ta¨ytta¨a¨ kuorma-auton lava kerroksit-
tain mahdollisimman ta¨ydellisesti.
3.2 Lo¨yha¨ pakkaus
Lo¨yha¨ssa¨ pakkauksessa on tarkoitus pakata alueelle mahdollisimman monta poly-
ominoa. Ta¨ydelliseen pakkaukseen verrattuna ta¨ytetta¨va¨a¨ aluetta ei kuitenkaan
tarvitse kokonaisuudessaan ta¨ytta¨a¨ polyominoilla. Lo¨yha¨ssa¨ pakkauksessa erilai-
set sa¨a¨nno¨t ma¨a¨ritteleva¨t, miten kappaleita voi asettaa ta¨ytetta¨va¨lle alueelle.
Usein kappaleet pita¨a¨ asetella joko osittain tai kokonaan ma¨a¨ritellylle tai toisi-
naan vapaavalintaiselle mahdollisimman pienikokoiselle alueelle. Takefuji [1992]
mainitsee polyominojen pakkausongelman esiintyva¨n piirilevytuotannossa. Pii-
rilevylle sijoitettavat komponentit halutaan usein asetella siten, etta¨ piirilevyn
pinta-alasta tulisi mahdollisimman pieni. Silti piirilevya¨ ei voi latoa liian ta¨yteen
komponentteja muun muassa komponenttien va¨lisen oikosulkuvaaran seka¨ huk-
kala¨mmo¨n haihtumisen takia. Golomb [1994] esittelee lo¨yha¨a¨n pakkaukseen liit-
tyva¨n pelin, jossa pelaajat asettavat polyominoja vuorotellen pelialueelle. Pe-
laaja, joka ei pysty omalla vuorollaan asettamaan uutta kappaletta pelialueelle,
ha¨via¨a¨ pelin. Golomb [1994] esitta¨a¨ myo¨s muutamia tehta¨via¨, joissa mahdollisim-
man va¨ha¨isella¨ ma¨a¨ra¨lla¨ monominoja yriteta¨a¨n esta¨a¨ valitun pentominon asetta-
minen shakkilaudan kokoiselle alueelle.
Golombin esimerkin innoittamana keksima¨ssa¨ni lo¨yha¨a¨ pakkausta ka¨ytta¨-
va¨ssa¨ pelissa¨ pelaajan tulee pyrkia¨ asettamaan valitun asteluvun polyomino-
ja pelilaudalle siten, etta¨ mahdollisimman va¨ha¨isella¨ kappaleiden lukuma¨a¨ra¨lla¨
voidaan esta¨a¨ uusien polyominojen lisa¨a¨minen alueelle. Keksima¨ni pelin tavoit-
teen kanssa yhteneva¨ tehta¨va¨ on, etta¨ mahdollisimman va¨ha¨isella¨ polyomino-
jen lukuma¨a¨ra¨lla¨ ta¨ytetta¨va¨lle alueelle ei saa ja¨a¨da¨ valitun asteluvun kokoisia
8tai sita¨ suurempia yhtena¨isia¨ tyhjia¨ alueita. Samalla ta¨ytta¨ma¨tto¨mien ruutujen
lukuma¨a¨ra¨ halutaan maksimoida parhaan mahdollisen tuloksen aikaansaamisek-
si. Kuvatun kaltaista kappaleiden pakkausta voisi sanoa ta¨ydellisen pakkauksen
vastakohdaksi, silla¨ siina¨ halutaan asettaa polyominoja alueelle mahdollisimman
va¨ha¨n ja mahdollisimman harvaan.
3.3 Alueen ta¨ytta¨minen polyminoilla
Golomb [1994] esitta¨a¨ lukuisia esimerkkeja¨ siita¨, onko jonkin alueen ta¨ytta¨minen
valituilla polyominoilla ylipa¨a¨ta¨a¨n mahdollista. Ta¨ssa¨ kohdassa esitella¨a¨n kei-
noja, joilla pakkaamista voi yritta¨a¨ helpottaa, esimerkiksi ka¨ytta¨ma¨lla¨ hyva¨ksi
tietoa kyseisesta¨ ongelmasta tai ka¨ytetta¨vista¨ polyominoista. Esimerkiksi kaikki
polyominot eiva¨t sovi suorakulmaisille nurkka-alueille, tai tietyt kappaleet joko
sopivat tai vastaavasti eiva¨t sovi yhteen keskena¨a¨n.
3.3.1 Valitaan seuraava ta¨ytetta¨va¨ alue
Valitaan seuraavaksi ta¨ytetta¨va¨ polyominon sijainti sen mukaan, montako eri-
laista polyominoa kyseiselle alueelle on mahdollista sijoittaa. Valinnan tarkoitus
on pienenta¨a¨ hakupuun haarojen lukuma¨a¨ra¨a¨ ta¨ytta¨ma¨lla¨ sellaisia alueen osia,
joihin sopii vain va¨ha¨n erilaisia polyominoja. Ja¨ljella¨ olevan alueen pienentyessa¨
eri siirtovaihtoehtojen ma¨a¨ra¨ va¨henee entisesta¨a¨n, joten pakkaamisen tarkaste-
luun ka¨ytetta¨va¨a¨n hakupuuhun tulee mahdollisimman va¨ha¨n haaroja. Eritta¨in
yksinkertainen valikoiva algoritmi voisi kierta¨a¨ ta¨ytetta¨va¨a¨ aluetta myo¨ta¨- tai
vastapa¨iva¨a¨n alueen reunoja myo¨ta¨illen. Alueen reunat ja erityisesti alueen nur-
kat rajoittavat kappaleiden sijoittamista alueelle, jolloin erilaisia vaihtoehtoja on
va¨hemma¨n kuin alueen tyhja¨ssa¨ keskiosassa.
3.3.2 Alueen pakkaaminen osissa
Alueen jakaminen sopivasti valikoituihin osiin voi helpottaa pakkaamistyo¨ta¨ pie-
nenta¨ma¨lla¨ paikallisen alueen pakkausvaihtoehtojen hakupuuta ja mahdollista-
malla alueen pakkaamisen useassa samanaikaisessa prosessissa. Mika¨li pakatta-
va alue koostuu useammasta kapealla ka¨yta¨va¨lla¨ toisiinsa yhdistetyista¨ alueista,
on mahdollista jakaa alue osiin kapeaa aluetta hyva¨ksika¨ytta¨en siten, etta¨ mo-
lemmat puoliskot voidaan pakata erikseen ja yhdista¨a¨ alueiden pakkaus tulosten
valmistuttua. Suorakulmasten alueiden pakkaamisen voisi aloittaa samanaikaises-
ti kappaleen jokaisesta nurkasta. Ta¨ytetta¨vien alueiden symmetrisia¨ piirteita¨ voi
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ollessa symmetrisia¨ keskena¨a¨n alueiden pakkaaminen voidaan hoitaa yhdella¨ yh-
teisella¨ laskennalla. Mika¨li alue on symmetrinen peilauksen tai kierron suhteen,
tulee ottaa huomioon, etta¨ myo¨s ta¨ytta¨miseen ka¨ytetta¨va¨t kappaleet on voitava
muuntaa samalla operaatiolla alueen kanssa. Menetelma¨a¨ voi ka¨ytta¨a¨ vaikka pei-
laus tai kierto-operaatio ei olisikaan sallittu kyseisessa¨ pakkaustehta¨va¨ssa¨. Ta¨llo¨in
vastaavat polyominokappaleet tulee lo¨ytya¨ valmiiksi muunnettuina ka¨yto¨ssa¨ ole-
vien polyominojen joukosta.
3.3.3 Paikallinen etsinta¨
Yksi perinteinen menetelma¨, jota ka¨yteta¨a¨n muissakin optimointitehta¨vissa¨, on
paikallinen etsinta¨. Paikallisen etsinna¨n menetelma¨ssa¨ alueelle asetetaan kappa-
leita, kunnes kaikki triviaalit kappaleiden lisa¨ykset on ka¨ytetty. Mika¨li pakkauk-
sen lopputulokseen ei ta¨ssa¨ vaiheessa olla tyytyva¨isia¨, ta¨ytetta¨va¨lta¨ alueelta va-
litaan kohta, jonne asetetaan uusi polyomino aiemmin lisa¨tyista¨ polyominoista
ja ta¨ytto¨sa¨a¨nno¨ista¨ va¨litta¨ma¨tta¨. Uuden polyominon lisa¨a¨misen tai muun satun-
naisen muutoksen ja¨lkeen alueen pakkaus korjataan sa¨a¨nto¨jen mukaiseksi esi-
merkiksi poistamalla uuden kappaleen alle ja¨a¨neet vanhat polyominot. Ta¨ma¨n
ja¨lkeen algoritmia jatketaan alusta toiselle kierrokselle mahdollisten triviaalien
polyominojen lisa¨a¨misella¨, lopputuloksen tarkastamisella ja tarvittaessa uudel-
la polyominojen vaihtokierroksella. Algoritmin suoritus pa¨a¨ttyy, kun algoritmin
tulos on tyydytta¨va¨ tai jokin muu algoritmin lopetusehto ta¨yttyy. Algoritmin
lopetusehtona voidaan ka¨ytta¨a¨ algoritmin suoritukselle varattua aikarajaa, algo-
ritmin iteraatiokierrosten enimma¨islukuma¨a¨ra¨a¨, vaatimusta algoritmin tuloksen
parantumisesta kierrosten va¨lilla¨ tai jotain na¨iden yhdistelmia¨. Paras lopetuseh-
don ta¨yttymiseen mennessa¨ lo¨ytynyt tulos palautetaan algoritmin lopullisena tu-
loksena. Menetelma¨n ongelma on, etta¨ sita¨ ka¨ytta¨ma¨lla¨ ei aina voi tieta¨a¨, miten
la¨helle optimaalista tulosta silla¨ pa¨a¨dyta¨a¨n. [Aho et al., 1983]
3.3.4 Tilastolliseen analyysiin perustuva pakkaaminen
Olisi mielenkiintoista selvitta¨a¨, mika¨li jotkut polyominot esiintyva¨t useammin
suuressa joukossa polyominoilla peitetyista¨ alueista. Polyominojen esiintymisti-
heytta¨ erilaisten alueiden pakkaamisessa voisi ka¨ytta¨a¨ hyva¨ksi pakkaamisessa mu-
kaillen polyominojen esiintymistiheytta¨. Alueen ta¨ytta¨minen voisi olla mieleka¨sta¨
aloittaa useimmin esiintyvilla¨ kappaleilla, silla¨ suuren esiintymistiheyden johdos-
ta, niiden oikea sijainti osuisi todenna¨ko¨isemmin oikeaan pelka¨lla¨ satunnaisel-
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la arvauksella. Toisaalta mika¨li va¨ha¨n esiintyva¨t kappaleet saisi sijoitettua pak-
kauksen aikaisessa vaiheessa, ja¨ljelle ja¨isi vain muutamia erilaisia paljon esiintyvia¨
kappaleita, mika¨ myo¨s helpottaisi ja¨ljelle ja¨a¨neen alueen pakkaamista. Erityisen
hyo¨dyllista¨ olisi lo¨yta¨a¨ yhteyksia¨ kappaleiden esiintymien va¨lilla¨. Esimerkiksi ha-
vainto, jossa kaksi tai useampia kappaleita esiintyy usein la¨hekka¨in yhdessa¨, voi-
si helpottaa paikallisen alueen ta¨ytta¨mista¨ merkitta¨va¨sti. Mika¨li polyominoiden
esiintymiselle lo¨ytyisi jokin selkea¨ kaava, olisi mahdollista jakaa ta¨ytetta¨va¨ alue
osiin ja suorittaa alueen ta¨ytta¨minen osissa erilaisten polyominojen esiintymisti-
heytta¨ mukaillen.
3.3.5 Muita ratkaisutapoja
Ta¨ydellisen pakkauksen saavuttamista helpottaa, mika¨li pelialueen ta¨ytta¨ma¨to¨n
alue pideta¨a¨n mahdollisimman yhtena¨isena¨. Mika¨li ta¨ytetta¨va¨ alue jostain syysta¨
jakautuu kahdeksi ta¨ysin erilliseksi alueeksi, molemmat alueet tulee pystya¨ ta¨yt-
ta¨ma¨a¨n, jotta pakkauksesta voisi tulla ta¨ysi. Alueen voi toki jakaa osiin, mika¨li
tieta¨a¨, etta¨ va¨hinta¨a¨n ainakin toisen lohkon pakkaaminen yksista¨a¨n on mahdollis-
ta. Vaikka tiedetta¨isiin, etta¨ koko alue on jollain tavalla ta¨ytetta¨vissa¨, pelka¨sta¨a¨n
toisen alueenpuolikkaan pakkaaminen ei takaa koko alueen pakkaamisen onnistu-
mista. Yksinkertainen tapa pita¨a¨ ta¨ytetta¨va¨ alue yhtena¨isena¨ on aiemmin esitet-
ty yksinkertaiseen algoritmi, jossa alueen pakkausja¨rjestys valittiin kierta¨ma¨lla¨
alueen reunoja myo¨ta¨- tai vastapa¨iva¨a¨n.
Koska polyominoihin kuuluuvat kaikki nelio¨ista¨ koostuvat alueet, alueen
ta¨ytta¨misen sijaan voisi olla helpompaa leikata ta¨ytetta¨va¨sta¨ alueesta sopivan
kokoisia yhtena¨isia¨ lohkoja. Pakkaamisen sijaan suoritettavan alueen lohkomisen
ajatus on hyva¨ksika¨ytta¨a¨ ennalta tunnettuja alueiden ta¨ytto¨tapoja. Samalla eril-
lisia¨ lohkottuja alueen osia on mahdollista ta¨ytta¨a¨ rinnakkaisissa prosesseissa.
4 Alueen ta¨ytta¨misen kompleksisuus
Erilaisilla ta¨ytetta¨villa¨ alueilla on omia ominaispiirteita¨, jotka voivat vaikuttaa
pakkaamiseen. Erityisen suoraviivaisesti alueen ta¨ytta¨mista¨ vaikeuttaa ta¨ytetta¨-
va¨n alueen koon kasvaminen. Mita¨ suurempi ta¨ytetta¨va¨ alue on, sita¨ suurem-
pi operaatio sen ta¨ytta¨minen on. Niin ta¨ytetta¨va¨n alueen kuin myo¨s pakkauk-
sessa ka¨ytetta¨vien kappaleiden koko, lukuma¨a¨ra¨ seka¨ muoto vaikuttavat alu-
een ta¨ytta¨misen vaikeusasteeseen. Kappaleiden tai ta¨ytetta¨va¨n alueen muodon
vaikutusta pakkaamisen vaativuuteen voi olla erityisen hankala arvioida etu-
ka¨teen. Kuten Golombin [1994] esitta¨ma¨ssa¨ seka¨ myo¨hemmin ta¨ssa¨kin tutkiel-
massa esimerkkina¨ ka¨ytetta¨va¨ssa¨ dominojen pakkaamisessa shakkilaudalle osoi-
tetaan, joissain tapauksissa on mahdollista yksinkertaisin menetelmin todistaa,
etta¨ jokin pakkaus on mahdoton. Menetelma¨ ei kuitenkaan toimi ka¨a¨nteisesti,
eli pakkausta ei voida automaattisesti pita¨a¨ mahdollisena pelka¨sta¨a¨n sen pe-
rusteella, etta¨ pakkausta ei voida todistaa mahdottomaksi. Tutkielmassani py-
rin va¨ltta¨ma¨a¨n oletuksia ta¨ytetta¨va¨n alueen tai ka¨ytetta¨vien polyominojen suh-
teen siten, etta¨ esitta¨ma¨ni menetelma¨t toimivat mahdollisimman laajasti kaikilla
alueilla tai kappaleilla. Pyrkimyksena¨ on esitta¨a¨ yleisluontoinen ja mahdollinen
yksinkertainen menetelma¨ alueen pakkaamiseen seka¨ arvio alueen ta¨ytta¨misen
vaikeusasteesta ta¨ytetta¨va¨n alueen seka¨ kappaleiden koon ja lukuma¨a¨ra¨n funk-
tiona. Ka¨yta¨n esimerkinomaisesti tetriminoja kappaleiden eri vaihtoehtojen esit-
telyyn. Ta¨ytetta¨va¨t alueet ovat tutkielman esimerkeissa¨ suorakulmioita, mutta
la¨hes minka¨ muotoinen alue tahansa voisi yhta¨ hyvin tulla kyseeseen.
4.1 NP-ta¨ydellisyys
NP-ongelmien (engl. nondeterministic polynomial time) luokkaan kuuluvat ongel-
mat, jotka ovat ratkaistavissa polynomisessa ajassa ka¨ytta¨en epa¨deterministista¨
Turingin konetta. NP-ongelmien luokan tehta¨viin esimerkiksi arvaamalla saadut
ratkaisuehdotukset voidaan tarkistaa polynomisessa ajassa. NP-ta¨ydelliset (engl.
NP-complete) ongelmat ovat NP-ongelmien osajoukko, jossa minka¨ tahansa on-
gelman polynomisen ratkaisualgoritmin keksiminen johtaisi myo¨s muiden NP-
ta¨ydellisten ongelmien ratkeamiseen vastaavalla aikakompleksisuudella. Samalla
yhden NP-ta¨ydellisen ongelman polynominen ratkeaminen todistaisi tunnetun
P = NP -ongelman, eli voidaanko kaikki epa¨deterministisella¨ Turingin koneella
polynomisessa ajassa ratkaistavissa olevat ongelmat ratkaista polynomisessa ajas-
sa myo¨s deterministisella¨ Turingin koneella. Yleisesti arvellaan, etta¨ P 6= NP .
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Korf [2003] on todistanut, etta¨ nelikulmioiden pakkaaminen mahdollisim-
man pieneen tilaan on NP-ta¨ydellinen ongelma. Vastaavankaltaisen todistuksen
triominoille ovat esitta¨neet Horiyama ja kumppanit [2012]. La¨hteissa¨ esitetty-
jen todistusten perusteella voisi olettaa, etta¨ yleinen polyominojen pakkauson-
gelma yksitta¨isia¨ erityistilanteita lukuunottamatta olisi myo¨s NP-ta¨ydellinen.
Oletus polyominojen pakkaamisen NP-ta¨ydellisyydesta¨ riitta¨a¨ toistaiseksi. Myo¨-
hemmin tutkielmassa osoitetaan, etta¨ repunta¨ytto¨ongelma (engl. knapsack tai
backpack problem) eli alijoukon summa -ongelma (engl. subset sum -problem)
esiintyva¨t myo¨hemmin esitelta¨va¨ssa¨ moduloidun bittikenta¨n menetelma¨ssa¨ po-
lyominojen pakkaamisongelman osaongelmana. Myo¨s na¨ma¨ ongelmat ovat NP-
ta¨ydellisia¨ [Garey ja Johnson, 1979].
Tunnettu NP-ta¨ydellinen ongelma on myo¨s kauppamatkustajan ongelma
(engl. traveling salesman problem). Kauppamatkustajan ongelmassa henkilo¨n tu-
lee lo¨yta¨a¨ mahdollisimman lyhyt reitti la¨hto¨paikasta kaikkien ennalta valittujen
kaupunkien kautta takaisin la¨hto¨paikkaansa. Mika¨li kaupunkeja on d kappalet-
ta, kaikkien ja¨rjestysten lukuma¨a¨ra¨ on (d − 1)!. Kauppamatkustajan ongelman
tapaan polyominojen pakkaaminen tasolle voidaan myo¨s ajatella toteutettavaksi
polyominojen ja¨rjestyksen mukaisena ongelmana. Mika¨li polyominot sijoitetaan
ta¨ytetta¨va¨lle alueelle vierekka¨in, kokeillen kappaleiden erilaisia ja¨rjestyksia¨, kaik-
kien sijoitteluvaihtoehtojen lukuma¨a¨ra¨ksi tulee polyominojen lukuma¨a¨ra¨n kerto-
ma n!.
En ole kirjallisuudesta lo¨yta¨nyt algoritmia, joka pakkaisi polyominoja ta-
solle kappaleiden ja¨rjestyksien mukaan, joten menetelma¨ on ta¨ysin teoreettinen.
Menetelma¨ on yksinkertainen, mutta myo¨s ainakin teoriassa kohtuullisen teho-
kas. Menetelma¨n esityksessa¨ oletetaan, etta¨ jokaisen alueelle asetettavan kappa-
leen sijainti edellisen kappaleen viereen voidaan lo¨yta¨a¨ vakiollisessa ajassa. Ta¨ssa¨
tutkielmassa menetelma¨a¨ ka¨yteta¨a¨n myo¨hemmin esitelta¨va¨n algoritmin vertailu-
kohtana. Vertailussa oletetaan, etta¨ kappaleiden tulevat sijainnit voidaan lo¨yta¨a¨
pienessa¨ vakiollisessa ajassa ja menetelma¨n aikakompleksisuuden oletetaan olevan
suuruusluokkaa d!.
Seuraavissa kohdissa on esitetty kolme tekija¨a¨, jotka vaikuttavat polyomi-
nojen pakkaamisen kompleksisuuteen. Vaikka ta¨ssa¨ luvussa esitella¨a¨n yhteensa¨
kolme tekija¨a¨, ta¨ytyy huomata, etta¨ kyseiset tekija¨t, alueen koko A, polyomino-
jen lukuma¨a¨ra¨ c seka¨ polyominojen koko, eli asteluku n, ovat vuorovaikutuksessa
keskena¨a¨n. Ka¨yta¨nno¨ssa¨ mitka¨ tahansa kaksi mainituista tekijo¨ista¨ ma¨a¨ritteleva¨t
kokonaan tai ainakin suurelta osin myo¨s kolmannen tekija¨n.
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4.2 Ta¨ytetta¨va¨n alueen koko
Ta¨ydellisessa¨ pakkauksessa ta¨ytetta¨va¨n alueen jokainen ruutu tulee peittya¨ yh-
den polyominon tai sen osan alle. Polyominoja ei saa sijoittaa limitta¨in toisiinsa
na¨hden. Samoin ka¨ytetta¨vien polyominojen tulee sijaita kokonaan ta¨ytetta¨va¨n
alueen sisa¨puolella. Aseteltaessa ensimma¨ista¨ polyominoa tyhja¨lle ta¨ytetta¨va¨lle
alueelle voidaan sanoa, etta¨ vaihtoehtoisten sijoituspaikkojen lukuma¨a¨ra¨ on sa-
maa suuruusluokkaa ta¨ytetta¨va¨n alueen pinta-alan kanssa. Seuraavien kappalei-
den asettamisessa ta¨ytetta¨va¨n alueen pinta-alan voidaan sanoa pienentyneen ai-
emmin sijoitettujen kappaleiden verran, jolloin mahdollisia hyva¨ksytta¨via¨ paikko-
ja uudelle kappaleelle on ja¨ljella¨ va¨hemma¨n. Todellisuudessa alueen koon lisa¨ksi
vaihtoehtoisten kappaleen sijoituspaikkojen lukuma¨a¨ra¨a¨n vaikuttaa polyominon
koko seka¨ muutamat yksitta¨iset alueen muodon tai aiemmin sijoitettujen kap-
paleiden aiheuttamat rajoitukset, jotka voivat esta¨a¨ sijoittamasta osaa uusista
polyominoista tietyille ta¨ytetta¨va¨n alueen osille. Alueen pinta-ala A = d ∗ n.
4.3 Polyominojen lukuma¨a¨ra¨
Myo¨s polyominojen lukuma¨a¨ra¨ vaikuttaa alueen ta¨ytto¨vaihtoehtojen la¨pika¨ymi-
sen lukuma¨a¨ra¨a¨n. Huomionarvoista on, etta¨ N kappaletta erilaisia polyomino-
ja voidaan asettaa N! erilaiseen ja¨rjestykseen. Mika¨li joukossa on keskena¨a¨n sa-
manlaisia polyominoja, ta¨ytto¨vaihtoehtojen lukuma¨a¨ra¨ kasvaa hieman maltilli-
semmin. Erilaisiin kappaleisiin verrattuna samanlaisten kappaleiden sijoittelun
ja¨rjestyksella¨ ei ole merkitysta¨ alueen ta¨yto¨ssa¨, jolloin samanlaisten kappaleiden
vaihtaessa keskena¨a¨n paikkaa pakkaus pysyy muuttumattomana. Polyominojen
erilaisten ja¨rjestysten lukuma¨a¨ra¨ kuvaa yksinkertaista pakkausmenetelma¨a¨, jos-
sa alueen ta¨ytta¨minen aloitetaan yhdesta¨ paikasta ja pyrita¨a¨n ja¨rjestelma¨llisesti
asettamaan kappaleita vierekka¨in siten, etta¨ jokainen seuraava kappale asetetaan




Polyominojen koko vaikuttaa myo¨s omalta osaltaan alueen ta¨ytta¨miseen. Suuri-
kokoisilla polyominoilla alueen pinta-ala ta¨yttyy nopeammin, jolloin kappaleiden
lukuma¨a¨ra¨ pienenee. Toisaalta taas pienia¨ kappaleita tarvitaan enemma¨n saman
alueen ta¨ytta¨miseen, mika¨ voi vaikeuttaa alueen ta¨ytta¨mista¨. Pita¨a¨ myo¨s ottaa
huomioon, etta¨ suurenkin alueen ta¨ytta¨minen monominoilla on triviaalia. Poly-





Osa polyominoista on symmetrisia¨ kappaleen kierta¨misen tai peilaaminen suh-
teen. Symmetrisyydella¨ tarkoitetaan, etta¨ operaation suorittaminen kappaleelle
ei vaikuta kappaleen muotoon eika¨ siten kasvata erilaisten pakkausvaihtoehtojen
lukuma¨a¨ra¨a¨. Osa polyominoista on symmetrisia¨ puolittain, jolloin kierta¨minen
90 astetta tuottaa alkupera¨iseen verrattuna eri polyominon, mutta 180 asteen
kierta¨minen pita¨a¨ polyominon muodon ennallaan. Ta¨ma¨n tutkielman esimer-
keissa¨ kiertoa tai peilausta ei sallita, jolloin kierrolla tai peilauksella muodostetut
kappaleet lasketaan eri polyominoiksi alkupera¨iseen verrattuna.
5 Polyominot ja tarkistussummat
Golomb [1994] esitta¨a¨ kirjassaan Polyominoes useita menetelmia¨, joilla on mah-
dollista pa¨a¨tella¨, onko polyominoja ylipa¨a¨ta¨a¨n mahdollista sijoittaa ta¨ytetta¨va¨lle
alueelle. Ta¨ssa¨ luvussa ka¨yta¨n esimerkkina¨ Golombin [1994] esittelema¨a¨ tapausta
tarkistussummiin perustuvista pakkausmenetelmista¨. Golomb ei mainitse kirjas-
saan termeja¨ tarkistussumma (engl. checksum) tai pariteettitarkistus (engl. pari-
ty check). Pariteettitarkistuksen sijaan ha¨n ka¨ytta¨a¨ esimerkeissa¨a¨n ta¨ytetta¨va¨n
alueen va¨rikoodausta, mika¨ on ka¨yta¨nno¨ssa¨ vastaava asia.
Tiedonva¨lityksessa¨ pariteettitarkistuksessa verrataan viestin la¨hetta¨misen
ja vastaanoton yhteydessa¨ laskettujen viestin erilaisten osien ilmentymien lu-
kuma¨a¨ria¨ keskena¨a¨n. Mika¨li ilmentymien osien lukuma¨a¨ra¨t ta¨sma¨a¨va¨t, voimme
olettaa, etta¨ viesti on jollain varmuudella sa¨ilynyt muuttumattomana. Yksinker-
tainen pariteettitarkistus, vastaava jota Golomb [1994] ka¨ytta¨a¨, vertailee alu-
een ja kappaleiden va¨rikoodattujen ruutujen, tai vastaavasti tiedonva¨lityksen ta-
pauksessa viestin bittien ilmentymien, lukuma¨a¨ria¨ keskena¨a¨n. Polyominojen pak-
kauksen tapauksessa kappaleiden ja alueen va¨ritysten ta¨sma¨tessa¨ on mahdollista,
mutta ei ta¨ysin varmaa, etta¨ pakkaus onnistuu. Mika¨li va¨rikoodattujen ruutujen
lukuma¨a¨ra¨t eiva¨t ta¨sma¨a¨ keskena¨a¨n, voimme olla varmoja, etta¨ pakkaus ei ole
mahdollinen.
Kuva 5.1 Esimerkki 8*8 ruudun kokoisesta aluesta, josta on poistettu ristikka¨iset
kulmat.
5.1 Esimerkki pariteettitarkistuksesta
Perinteisen 8 ∗ 8 ruudun kokoisen shakkilaudan ta¨ytta¨minen dominoilla on trivi-
aali tehta¨va¨. Muutetaan tehta¨va¨a¨ poistamalla shakkilaudalta kaksi ristikka¨isista¨
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kulmaruutua. [Golomb, 1994] Onko kuvan 5.1 esitta¨ma¨a¨ aluetta mahdollista ta¨yt-
ta¨a¨ dominoilla? Vaikka kuvan 5.1 esitta¨ma¨ssa¨ alueessa on parillinen ma¨a¨ra¨ ruutu-
ja, kuten myo¨s dominoissa, alueen ta¨ytta¨minen ei ole mahdollista. Riippumatta
siita¨, miten yksitta¨iset dominot asetetaan laudalle, jokainen domino peitta¨a¨ ai-
na alleen yhden tumman ja yhden vaalean ruudun. Koska alueella on eri ma¨a¨ra¨
vaaleita ja tummia ruutuja, aluetta ei ole mahdollista ta¨ytta¨a¨ dominoilla. Go-
lombin [1994] va¨ritysesimerkkia¨ mukaillen alueen ruutujen va¨rit voidaan tulkita
myo¨s bina¨a¨risina¨ lukuarvoina. Valitaan vaalean ruudun arvoksi 20 = 1 ja tum-
man ruudun arvoksi 21 = 2. Tarkistussumman koko ta¨ytetta¨va¨lle alueelle olisi
ta¨ten 32 ∗ 1 + 30 ∗ 2 = 92. Vastaavilla ruutujen va¨reilla¨ toteutetussa esityksessa¨
yksitta¨inen domino peitta¨a¨ aina yhden tumman ja yhden vaalean ruudun, mista¨
seuraa, etta¨ jokaisen yksitta¨isen dominon tarkistussumma on 1 + 2 = 3. Koska
ta¨ytetta¨va¨n alueen summa 92 ei ole jaollinen dominoiden arvolla, voidaan todeta,
etta¨ kyseisen alueen pakkaaminen dominoilla on mahdotonta.
5.2 Alueen pakkaaminen vapaavalintaisella polyominojoukolla
Valitun alueen ta¨ytta¨minen ennalta ma¨a¨ritellylla¨ polyominojoukolla on vaikea
tehta¨va¨. Helpotetaan alueen ta¨ytta¨misongelmaa siten, etta¨ vapautetaan algorit-
mi ka¨ytta¨ma¨a¨n mita¨ tahansa yhden ennalta valitun asteluvun n mukaisia poly-
ominoja. Oletetaan lisa¨ksi, etta¨ alueen pinta-ala on jaollinen valitulla asteluvulla.
Ta¨llo¨in alueen koko ruutuina on muotoa c ∗ n, jossa c on tarvittavien polyomi-
nojen lukuma¨a¨ra¨ ja n on polyominojen asteluku. Golombin [1994] dominoesi-
merkista¨ huolimatta tehta¨va¨ saattaa vaikuttaa aluksi triviaalilta. Yksinkertainen
menetelma¨ minka¨ tahansa alueen pakkaamiseen vapaavalintaisilla vakiollisen as-
teluvun polyominoilla olisi leikata alue valitun asteluvun kokoisiin lohkoihin. On
kuitenkin osoitettavissa, etta¨ jokaiselle n-ominojoukolle on olemassa alueita, joita
ei ole mahdollista ta¨ytta¨a¨ kyseisella¨ vapaavalintaisella saman asteluvun polyomi-
nojoukolla.
Kuvassa 5.2 esiteta¨a¨n alue, jota ei ole mahdollista ta¨ytta¨a¨ milla¨a¨n vapaava-
lintaisella 3-ominojoukolla. Alueen pinta-ala on kuitenkin jaollinen triominojen
asteluvulla 3. Esimerkin mukainen kuvio on laajennettavissa mille tahansa poly-
ominojen kahta suuremmalle asteluvulle. Kuvio muodostuu, kun (n+1):n ruudun
mittainen suora kappale la¨vista¨a¨ kohtisuoraan n ruudun mittaisen suoran kap-
paleen. Kappaleiden yhteisen risteyskohdan tulisi sijaita missa¨ tahansa muualla
kuin (n + 1):n mittaisen kappaleen kummassakaan pa¨a¨dyssa¨. Koska (n + 1):n ja
n:n mittaiset kappaleet jakavat yhden yhteisen ruudun, yhdistetyn alueen pinta-
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Kuva 5.2 Esimerkki alueesta, joka ei ole ta¨ytetta¨vissa¨ milla¨a¨n triominojoukolla.
alaksi muodostuu (n + 1) + (n) − 1 = 2n ruutua, joka on jaollinen kyseisten
n-ominojen asteluvulla n.
6 Moduloitu bittikentta¨
Ta¨ssa¨ luvussa esitella¨a¨n kirjoittajan oma tietorakenne seka¨ algoritmi polyomino-
jen pakkaamiseksi tasolle. Kutsun suunnittelemaani tietorakennetta moduloiduksi
bittikenta¨ksi. Algoritmin esittelyssa¨ ka¨yteta¨a¨n kuvan 6.1 mukaista 8∗8 ruudun ko-
koista aluetta, joka on valmiiksi ta¨ytetty kuvassa esitetylla¨ polyominojoukolla. Al-
goritmin esittelyssa¨ ka¨yteta¨a¨n etuka¨teen ta¨ytettya¨ aluetta seka¨ valikoituja poly-
ominoja. Ennalta ma¨a¨ritelty ratkaisu ei ole olennaista algoritmin toiminnan kan-
nalta, vaan tarkoitus on selkeytta¨a¨ algoritmin toiminnan esittelya¨. Menetelma¨ssa¨
polyominoja sijoitetaan ta¨ytetta¨va¨lle alueelle ma¨a¨riteltyjen lohkojen perusteella,
jolloin polyominojen pakkaamisongelma voidaan muuttaa tarkistussummien mu-
kaisena bittiesityksena¨ aiempaa tiiviimpa¨a¨n muotoon. Menetelma¨n nimitys modu-
loitu bittikentta¨ tulee siita¨, etta¨ menetelma¨ssa¨ polyominokappaleet muunnetaan
(engl. modulate) bina¨a¨riseen bittikentta¨ (engl. bit field) -esitysmuotoon. Samalla
ta¨ytetta¨va¨n alueen seka¨ polyominojen esitysta¨ tiivisteta¨a¨n menetelma¨n tarpeisiin
soveltuvalla jakoja¨a¨nno¨ksella¨ (engl. modulus).
Kuva 6.1 8x8 ruudun kokoinen alue indeksoituna ja ta¨ytettyna¨ erilaisilla poly-
ominoilla.
Modulaatiolla tarkoitetaan ta¨ssa¨ asiayhteydessa¨ polyominon esitysmuodon
muuntamista tai mukauttamista erilaiseen ka¨ytto¨tarkoitusta paremmin palvele-
vaan, mutta alkupera¨ista¨ vastaavaan muotoon. Yleiskielessa¨ modulaatiolla voi-
daan myo¨s tarkoittaa musiikin sa¨vellajista toiseen siirtymista¨ tai elektroniikassa
signaalin yhdista¨mista¨ toiseen kantasignaaliin. Myo¨s na¨ma¨ ma¨a¨ritelma¨t kuvaavat
epa¨suorasti moduloidun bittikenta¨n menetelma¨a¨n, silla¨ menetelma¨ssa¨ lasketaan
yhdelle pakkaukselle useita eri jakoja¨a¨nno¨ksella¨ toteutettuja tarkistussummia,
joista voidaan muodostaa koko alkupera¨isen alueen pakkausvaihtoehdot.
Bittikentta¨ on ka¨yta¨nno¨ssa¨ jono bitteja¨, joita voidaan ka¨ytta¨a¨ esimerkik-
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si tasokuvion ta¨ytta¨misessa¨ vapaiden tai varattujen ruutujen merkitsemisessa¨
[Busche, 2011]. Bittikenttia¨ ka¨yteta¨a¨n myo¨s yleisesti datan pariteetin tai muun
varmiste- tai tiivistearvon laskemisessa. Bittikenttien ka¨ytto¨ on hyvin toteutettu-
na eritta¨in tehokas, silla¨ bittikenta¨n tilan muutos voidaan usein toteuttaa yhden
tietokoneen peruslaskentaoperaation aikana, eli algoritmisessa mielessa¨ lyhyessa¨
vakiollisessa ajassa.
6.1 Algoritmin valmistelut
Algoritmin suorittamisen alussa tiedeta¨a¨n, minka¨ kokoinen alue halutaan ta¨ytta¨a¨.
Tiedeta¨a¨n myo¨s polyominojen asteluku, jonka perusteella voidaan laskea tar-
vittavien polyominojen lukuma¨a¨ra¨n, mika¨li sita¨ ei ole erikseen tehta¨va¨nannon
yhteydessa¨ annettu. Algoritmin toiminta perustuu pa¨a¨asiassa lukujen jaollisuu-
teen ja jakoja¨a¨nno¨kseen. Se, annetaanko alueen ta¨ytta¨va¨t kappaleet algoritmille
tehta¨va¨nannon yhteydessa¨, ei muuta algoritmin toimintalogiikkaa merkitta¨va¨sti.
Ta¨ma¨n kohdan esimerkissa¨ kuitenkin oletetaan, etta¨ alueelle pakattavat poly-
ominot on annettu algoritmille etuka¨teen. Polyominojen mahdollisia sijainteja
alueella ei kuitenkaan tiedeta¨ ennen algoritmin suorittamista. Ta¨ysin vapaasti
valittavilla polyominoilla 8 ∗ 8-kokoinen alue olisi triviaalisti ta¨ytetta¨vissa¨ esi-
merkiksi 2 ∗ 2-kokoisilla nelio¨n muotoisilla tetrominoilla. Yksitta¨isen vastauksen
lo¨yta¨minen vapaasti valittavilla polyominoilla olisi usein, mutta ei aina, helpom-
paa kuin ennalta ma¨a¨ra¨ttyjen polyominojen pakkaaminen tasolle.
6.1.1 Alueen numeroiminen
Moduloidun bittikenta¨n menetelma¨ssa¨ ka¨yteta¨a¨n hyva¨ksi polyominojen ominai-
suutta, jossa polyominojen asteluvusta tiedeta¨a¨n, miten suurelle alueelle kysei-
sen asteluvun mukainen polyomino eninta¨a¨n voi ylta¨a¨. Ta¨ytetta¨va¨n alueen koon
seka¨ polyominon asteluvun perusteella algoritmin alustuksessa lasketaan alueen
numerointiin sopiva jakaja (ks. liite II). Jakajan avulla ta¨ytetta¨va¨n alueen ruu-
tujen ja¨rjestysnumeroista otetaan jakoja¨a¨nno¨s, jonka perusteella alueen pakkaus
suoritetaan. Kuvassa 6.2 on luvun alussa esitetty esimerkkitaulukko uudelleen
numeroituna jakajalla 11. Jakajan valintaan vaikuttaa erityisesti pakkauksessa
ka¨ytetta¨vien polyominoiden asteluku seka¨ ta¨ytetta¨va¨n alueen leveys. Alueen nu-
meroimiseen ka¨ytetta¨va¨n jakajan tulee olla sellainen, etta¨ mika¨a¨n yksitta¨isista¨
alueen ta¨ytta¨miseen ka¨ytetta¨va¨ polyominoista ei ta¨ytetta¨va¨lle alueelle asetettu-
na voi peitta¨a¨ kahta tai useampaa samalla jakoja¨a¨nno¨ksella¨ numeroitua ruutua.
Kuvassa 6.3 on vahvennetulla viivalla rajattu lohko, jonka sisa¨a¨n on mahdollista
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sijoittaa mika¨ tahansa yksitta¨inen 4-omino ilman, etta¨ yksika¨a¨n alueen numeroi-
miseen ka¨ytetty lukuarvo tulee peitettya¨ kahdesti. Koska levein n-omino on aina
n ruutua levea¨ ja vastaavasti korkein n-omino n ruutua korkea, alueen jakajak-
si soveltuva luku on likimain lohkon ruutujen lukuma¨a¨ra¨n a = (n/2) ∗ (n − 1)
suuruinen. Kuten kuvassa 6.2 alue on numeroitu ja¨rjestyksessa¨ luvuilla nollas-
ta kymmeneen, jolloin alueen ruutujen indeksiksi tulee jakoja¨a¨nno¨s 11:sta. Myo¨s
muita numerointivaihtoehtoja on olemassa, silla¨ jakajana voisi toimia myo¨s muun
muassa jokin luvuista 13, 18, 19 tai 20. Kuten kuvan 6.3 esimerkissa¨, sama lu-
ku voi esiintya¨ rajatun lohkon sisa¨lla¨ useampaan kertaan, kunhan luvun ilmen-
tymien eta¨isyys toisiinsa on suurempi kuin ka¨ytettyjen polyominojen asteluku.
Koska koko ta¨ytetta¨va¨ alue on numeroitu ja¨rjestyksessa¨ jatkuvalla, kierta¨va¨lla¨
numeroinnilla, yksitta¨iselle lohkolle esitetyt ominaisuudet pa¨teva¨t jokaisella loh-
kojaolle koko numeroidulla alueella.
Kuva 6.2 Alkupera¨inen 8∗ 8 ruudun kokoinen alue numeroitu uudelleen modulo
11.
Kuva 6.3 Esimerkki 8 ∗ 8 ruudun kokoisen alueen numeroinnista 4-ominoille.
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6.1.2 Polyominojen muuntaminen bittiesitysmuotoon
Alueen numeroinnin perusteella on mahdollista muuttaa alueen ta¨ytta¨misessa¨
ka¨ytetta¨va¨t polyominot bittiesitysmuotoon. Polyominojen bittiesitysmuodossa
polyominoille muodostetaan bittijono, joka sisa¨lta¨a¨ aiemmin lasketun alueen nu-
meroimisessa ka¨ytetta¨va¨n lukuma¨a¨ra¨n bitteja¨, kuvan 6.3 esimerkkitapauksessa
bitteja¨ on 11. Jokaisen polyominon biteista¨ asetetaan pa¨a¨lle ne jakoja¨a¨nno¨sluku-
jen mukaiset bitit, jotka kyseinen polyomino peitta¨a¨ asetettuna ta¨ytetta¨va¨lle alu-
eelle. Pa¨a¨lle asetetut bitit merkitseva¨t samaan aikaan seka¨ polyominon muotoa
etta¨ sen paikkaa ta¨ytetta¨va¨lla¨ alueella. On kuitenkin huomattava, etta¨ esitysmuo-
to ei ole ta¨ysin yksiselitteinen. Jokainen alueen numeroinnin yhteydessa¨ muodos-
tettu lohko esiintyy useaan kertaan ta¨ytetta¨va¨lla¨ alueella. Toistuvan numeroin-
nin seurauksena polyominon sijainti ta¨ytetta¨va¨lla¨ alueella voi olla la¨hes mika¨
tahansa yhtenevien lohkojen esiintymista¨. Numeroinnista johtuen myo¨s polyomi-
nojen muoto ei ole aina ta¨ysin yksiselitteinen, silla¨ bittijonossa ei ole mahdollis-
ta ma¨a¨ritella¨ bittien indeksien ja¨rjestysta¨. Lukuarvon bittien {0, 8, 9, 10} ollessa
asetettuna tulos on sama kuin biteilla¨ {8, 9, 10, 0}. Selkeyden vuoksi polyominoja
kuvaavat luvut esiteta¨a¨n vastedes pa¨a¨asiassa bina¨a¨rimuodossa, joka ta¨ma¨n esi-
merkin tapauksessa on 111000000012. Oletetaan toistaiseksi, etta¨ seka¨ polyomi-
nojen paikkaan etta¨ muotoon liittyva¨t ongelmat voidaan ratkaista muodostamal-
la kaksi tai useampia erillista¨ aluejakoa eri jakoja¨a¨nno¨ksilla¨ siten, etta¨ valittujen
jakajien toisistaan eroavien tekijo¨iden tulo olisi suurempi kuin ta¨ytetta¨va¨n alu-
een pinta-ala. Polyominojen muodon monitulkinnallisuus voidaan ratkaista myo¨s
ylla¨pita¨ma¨lla¨ tilatietoa polyominojen muodon ja bittiesityksen va¨lilla¨. Molempien
ongelmien tarkempi tutkiminen sivuutetaan toistaiseksi toteamalla, etta¨ ongel-
ma on ratkaistavissa useiden toisistaan poikkeavien tarkistussummien vertailulla.
Ongelman ratkaisu ka¨sitella¨a¨n tarkemmin myo¨hemma¨ssa¨ alakohdassa 6.2.2.
6.2 Moduloidun bittikenta¨n toimintaperiaate
Kuten aiemmin mainittiin bittikenttien yhteydessa¨, bittiesitysmuodon parhaita
puolia on se, etta¨ kappaleita voidaan siirta¨a¨ ta¨ytetta¨va¨lla¨ alueella ka¨ytta¨en yk-
sinkertaisia bittioperaatioita. Bittiesityksen 000000011112 mukaista polyominoa
voidaan siirta¨a¨ ta¨ytetta¨va¨lla¨ alueella ka¨ytta¨en bittisiirto-operaatiota, (engl. bit
shift), jolloin polyominon bittiesitys muuttuu muotoon 000000111102. Verrattaes-
sa bittiesitysten mukaisia polyominoja tasokuviona aiemmin muodostetuilla loh-
koilla voidaan huomata, etta¨ polyomino on bittisiirrosta huolimatta sa¨ilytta¨nyt
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Kuva 6.4 Esimerkkitaulukko 8 ∗ 8-kokoisen alueen 4 ruudun mittaisten polyo-
minojen bittiesityksesta¨.
alkupera¨isen muotonsa ja ainoastaan sen sijainti ta¨ytetta¨va¨lla¨ alueella on vaih-
tunut. Perinteisessa¨ bittisiirto-operaatiossa bittiesityksen pa¨a¨tyjen yli siirtyva¨t
bitit katoavat. Ta¨ssa¨ algoritmissa ka¨yteta¨a¨n perinteisesta¨ bittisiirrosta hieman
poikkeavaa toimintalogiikkaa. Algoritmin bittisiirto-operaationa ka¨yteta¨a¨n niin
sanottua kierta¨va¨a¨ bittisiirtoa (engl. bit shift with roll-over bits), jolloin esityk-
sen ulkopuolelle siirtyva¨t bitit kierreta¨a¨n omille vastaaville paikoilleen bittijo-
non toiseen pa¨a¨ha¨n. Esimerkkina¨ kierta¨va¨sta¨ bittisiirrosta aiemmin esitetty J-
tetrominon, bittiesitykselta¨a¨n 111000000012, muuttuu muotoon 110000000112.
Koska alueen ruudut on numeroitu ja¨rjestyksessa¨ ja numerointi on toteutettu ja-
koja¨a¨nno¨soperaatiolla, voidaan todeta, etta¨ kuvattu bittisiirto-ominaisuus pa¨tee
koko numeroidulla alueella. Voidaan myo¨s todeta tunnetuksi, etta¨ kierta¨va¨lle
bittisiirto-operaatiolle on olemassa vakiollisen suoritusajan ka¨a¨nteisoperaatio, jo-
ta voidaan tarvittaessa ka¨ytta¨a¨ palauttamaan algoritmi takaisin alkutilaan. Esi-
merkin tapauksessa moduloidun bittikenta¨n menetelma¨ssa¨ yksitta¨isten polyomi-
nojen sijaintivaihtoehtojen lukuma¨a¨ra¨ saatiin va¨henema¨a¨n alkupera¨isesta¨ 64:sta¨
11:een. Moduloidun bittikenta¨n menetelma¨n mukaiset tulokset pita¨a¨ viela¨ tarkis-
taa va¨hinta¨a¨n toisella jakoja¨a¨nno¨slohkolla ennen lopullisia tuloksia, joten mene-
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telmien va¨linen ero ei ole na¨in merkitta¨va¨. Menetelmien va¨lisesta¨ tehoerosta lisa¨a¨
kohdassa 6.3.
6.2.1 Algoritmin tavoite
Kun koko ta¨ytetta¨va¨ alue on numeroitu jakoja¨a¨nno¨sluvuilla, algoritmin alustuk-
sessa voidaan laskea jokaisen alueen numeroivan arvon esiintymiskerrat. Kuvassa
6.4 annetaan muodostettujen lukuarvojen seka¨ esimerkkipolyominojen perusteel-
la muodostetut bittijonot algoritmin suorituksen alkutilassa. Kuvan alareunassa
na¨hda¨a¨n ka¨ytettyjen lukujen esiintymiskerrat koko ta¨ytetta¨va¨lla¨ alueella. Samoin
kuvassa on esitetty laskurit, jotka esitta¨va¨t kappaleiden pakkauksen mukaista ti-
lannetta. Esimerkissa¨ luvun 0 tulisi Total-sarakkeen mukaisesti esiintya¨ taulu-
kossa 6 kertaa. Koska algoritmi on yha¨ alkutilanteessa, luku 0 esiintyy yhteensa¨
Count-sarakkeen mukaiset 16 kertaa. Missing-sarakkeen osoittamat 10 kappalet-
ta luvun 0 esiintyma¨a¨ pita¨isi siirta¨a¨ ta¨ytta¨ma¨a¨n muita sarakkeita. Algoritmin
ensimma¨inen tavoite on siirta¨a¨ polyominojen bittiesityksia¨ taulukossa siten, etta¨
lukuarvojen esiintymiskerrat ta¨sma¨isiva¨t alkupera¨isen ta¨yden numeroidun taulu-
kon kanssa. Taulukon mukaisten esiintymiskertojen avulla koko ta¨ytetta¨va¨lle alu-
eelle seka¨ polyominoille voidaan laskea tarkistussummat, joiden perusteella algo-
ritmi voi suorittaa tarkistuksen koko pakkauksen valmistumiselle. Polyominojen
bittiesitysten tapaan koko alueen tarkistussumma voidaan tulkita bittiesityksena¨,
jolloin alueen tarkistussumman arvo voidaan laskea summakaavalla
A−1∑
n=0
2(n mod i), (6.1)
missa¨ A on ta¨ytetta¨va¨n alueen pinta-ala ja i on alueen numerointiin valittu ja-
kaja. Toinen tapa laskea ta¨ytetta¨va¨n alueen tarkistussumma on laskea alueen
ruutujen summa bittiesitysten avulla. Koska tiedeta¨a¨n, etta¨ jokaisen alueella si-
jaitsevan ruudun tulee olla ta¨ytetty, voimme laskea saman koko alueen mukaisen
tarkistussumman myo¨s muodossa
A− (A mod i)
i
∗ (2i − 1) + 2(A mod i) − 1. (6.2)
Ta¨ma¨n luvun esimerkissa¨ tarkistussummaksi tulee kaavan 6.2 mukaisesti 510 ∗
111111111112 + 001111111112 = 1074610. Selvennyksena¨ mainittakoon, etta¨ kaa-
vassa 6.2 laskutoimitus 2i− 1 muodostaa luvun, jonka bina¨a¨rimuotoisessa esityk-
sessa¨ i ensimma¨ista¨ bittia¨ on asetettu pa¨a¨lle. Kyseinen laskutoimitus on usein
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ka¨yto¨ssa¨ tietotekniikan bina¨a¨rioperaatioiden yhteydessa¨ bittimaskin (engl. bit-
mask) muodostamisessa. Bittimaskien ka¨yto¨n yhteydessa¨ on hyva¨ huomata, etta¨
64-bittisissa¨ ympa¨risto¨issa¨ lukuarvo 264 voi olla ma¨a¨rittelema¨to¨n, silla¨ kyseinen
lukuarvo voi aiheuttaa ylivuodon tietokoneen muistissa ja tulos voi olla nolla tai
jopa ma¨a¨rittelema¨to¨n. Ta¨llo¨n myo¨s laskutoimituksen 264 − 1 tuloksesta ei voida
olla ta¨ysin varmoja.
Kuvassa 6.5 on esimerkki valmiiksi ratkaistusta taulukosta. Taulukon mu-
kainen paikkatieto polyominoille ei ole yksiselitteinen, joten samalla polyomino-
joukolla on mahdollista muodostaa lukuisia muita potentiaalisia ratkaisuvaihtoeh-
toja kuten esimerkissa¨ 6.6. Vaikka kaikki lukuarvot saataisiin ta¨sma¨a¨ma¨a¨n, po-
lyominojen pakkaaminen tasolle ei ole viela¨ ta¨ysin valmis. Aiemmin mainituista
monitulkinnaisuuksista johtuen on mahdollista, etta¨ osa polyominoista on muo-
doltaan va¨a¨ra¨nlaisia pakattavaan alueeseen na¨hden. Osa polyominoista saattaa
myo¨s olla asetettu ta¨ytetta¨va¨n alueen reunan pa¨a¨lle, kuten kuvassa 6.6 esitetty
viivalla rajattu valkopohjainen alue taulukon vasemmalla ja oikealla reunalla.
Kuva 6.5 Esimerkki valmiiksi ta¨ytetysta¨ 8x8-kokoisesta taulukosta aiemmin esi-
tellyssa¨ tilanteessa.
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6.2.2 Algoritmin tulosten monitulkinnaisuuden selvitta¨minen
Algoritmin ensimma¨isessa¨ vaiheessa polyominojen bittimuotoiset esitykset sovi-
tetaan numeerisesti taulukkoon siten, etta¨ jokaisessa sarakkeessa on oikea lu-
kuma¨a¨ra¨ bitteja¨. Lopullinen tehta¨va¨ ei kuitenkaan ole viela¨ ratkaistu, silla¨ mene-
telma¨lla¨ saatu va¨litulos on tietorakenteen toiminnasta johtuen monitulkinnainen.
Kuvassa 6.6 on esitetty J-mallisen tetrominon mahdolliset vaihtoehtoiset sijain-
nit esimerkkiratkaisussa 6.5. Ta¨ma¨nkaltaisia ongelmia voidaan eliminoida muil-
la vaihtoehtoisilla jakajilla muodostetulla tarkistussummilla. Toinen laskenta on
ensimma¨ista¨ laskentaa huomattavasti nopeampi suorittaa, silla¨ toiseen lasken-
taan voidaan ka¨ytta¨a¨ hyva¨ksi ensimma¨isen laskennan tuloksia. Osa polyomino-
jen koodauksen monitulkinnallisuuden aiheuttamista ongelmista voidaan korjata
siirta¨ma¨lla¨ kaikkia polyominoja sama askelma¨a¨ra¨ samaan suuntaan, jolloin po-
lyominojen yhteenlaskettu tarkistussumma sa¨ilyy samana. Toinen mahdollisuus
korjata monitulkinnaisuudesta aiheutuneita ongelmia on vaihtaa saman bittiesi-
tyksen omaavien, mutta keskena¨a¨n erilaisten kappaleiden paikkoja keskena¨a¨n.
Kuva 6.6 Esimerkki polyominon monitulkinnaisuudesta bittitaulukossa.
6.3 Moduloidun bittikenta¨n aikakompleksisuus
Algoritmin tulosten monitulkinnaisuudesta johtuen alueelle joudutaan laskemaan
va¨hinta¨a¨n kaksi erillista¨ tarkistussummaa. Algoritmin kannalta optimaalisin ti-
lanne syntyy, kun koko alue saadaan jaettua lohkoihin siten, etta¨ jakajien tulo
on ta¨sma¨lleen koko alueen pinta-alan suuruinen. Kuudenkymmenennelja¨n ruu-
dun kokoisen alueen esimerkissa¨ jakajiksi an sopivat aiempien esimerkkien mu-
kaisesti pienimma¨t alueen jakamisen ehdot ta¨ytta¨va¨t luvut a1 = 11 ja a2 = 13.
Valittujen lukujen tulon on oltava suurempi tai yhta¨ suuri kuin ta¨ytetta¨va¨n alu-
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een pinta-ala, jolloin lukujen voidaan sanoa olevan likimain a =
√
A suuruisia.
Moduloidun bittikenta¨n menetelma¨ssa¨ tarkistussummia laskettaessa kappale voi
olla siirretty mihin tahansa bittikenta¨n indekseista¨. Ta¨llo¨in kaikkien tarkistus-
summavaihtoehtojen lukuma¨a¨ra¨ yhdella¨ laskentakierroksella on ac. Toisella tar-
kistuskierroksella jokainen ensimma¨isella¨ kierroksella¨ ta¨sma¨nnyt tarkistussumma
joudutaan tarkistamaan vastaavalla laskutoimituksella lopullisen tuloksen saami-
seksi. Ta¨lla¨ perusteella algoritmin huonoimman vaihtoehdon aikakompleksisuus
on a2c = (
√
A)2c = Ac.
Algoritmin todellinen suoritusaika riippuu kuitenkin hyvin suuresti aiemmil-
la tarkistuskierroksilla lo¨ytyneista¨ tarkistussummien ta¨sma¨yksista¨. Mika¨li olete-
taan, etta¨ kaikki ensimma¨isen tarkistuskierroksen vaihtoehdot eiva¨t ta¨sma¨a¨ alu-
een tarkistussummaan, voidaan tehda¨ muutamia havaintoja tarkistussummien
ta¨sma¨ysten enimma¨isma¨a¨ra¨a¨n. Oletetaan lo¨ydetyksi yksi kappaleiden tarkistus-
summa, joka ta¨sma¨a¨ ensimma¨isen lohkon tarkistussummaan. Mika¨li mita¨ tahansa
yksitta¨ista¨ polyominoa siirreta¨a¨n vapaavalintainen askelma¨a¨ra¨ silloiselta paikal-
taan tarkistussumma voi ta¨sma¨ta¨ ainoastaan silloin kun siirretty polyomino ei
muuta tarkistussummansa arvoa. Polyominon tarkistussumman arvo voi pysya¨
muuttumattomana ainoastaan silloin, kun polyominon ma¨a¨rittelema¨t bitit ovat
jakautuneet symmetrisesti polyominon bittiesityksen alueelle. Symmetrisesti ja-
kautuneita kahdeksan bitin mittaisia bittiesityksia¨ ovat muunmuassa 010101012,
001100112 seka¨ 111100002. Ainoat tapaukset, jolloin polyominon bittiesitys ei
voi muuttua minka¨a¨n bittisiirron seurauksena, ovat sellaisia, joissa kaikki poly-
ominon bittiesityksen bitit ovat joko asetettu pa¨a¨lle tai vastaavasti pois pa¨a¨lta¨.
Mika¨li kaikki polyominon bitit olisi asetettu pois pa¨a¨lta¨ polyomino ei bittiesi-
tyksen mukaan koostuisi yhdesta¨ka¨a¨n nelio¨sta¨ ja polyominon ei olisi kohdan 2
ma¨a¨ritelma¨n mukainen. Vastaavasti mika¨li kaikki bittiesityksen bitit olisi asetet-
tu, polyominon siirta¨minen alueella olisi hyo¨dyto¨nta¨, silla¨ tarkistussumma pysyi-
si joka tapauksessa vakiona. Na¨illa¨ perusteilla ensimma¨isen tarkistuskierroksen
vaihtoehdoista eninta¨a¨n 1
2∗c osuus voi ta¨sma¨ta¨ koko alueen tarkistussummaan.
Mika¨li yksika¨a¨n polyomino ei ole aiemmin kuvatulla tavalla symmetrinen bittie-
sityksen suhteen, mahdollisten tarkistussummien ta¨sma¨ysten osuus pienenee 1
a∗c
osaan kaikista vaihtoehdoista. Merkitsevin tekija¨ algoritmin suoritusajan kannal-
ta on kuitenkin funktion eksponentissa oleva kappaleiden lukuma¨a¨ra¨ c. Esitetyn
kaltainen siirtovaihtoehtojen rajaaminen pienenta¨a¨ funktion kantalukua, mutta
kasvattaa eksponenttia. Algoritmisessa mielessa¨ kyseinen toimenpide kasvattaa
algoritmin kompleksisuutta, mutta ka¨yta¨nno¨n tilanteessa, hyvin toteutettuna al-
goritmin todellinen ajankulutus saattaa va¨hentya¨. Mika¨li eksponentin kantalu-
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kua saadaan pienennettya¨ riitta¨va¨sti ja ensimma¨isten kierrosten tarkistussummat
ta¨sma¨a¨va¨t alueen tarkistussummaan erityisen harvoin tai ei ollenkaan, pakkaus
voidaan todeta jopa mahdottomaksi, jolloin lisa¨laskentaa seuraavalle tarkistus-
kierrokselle siirtyy hyvin va¨ha¨n tai pakkauksen ollessa mahdoton, ei ollenkaan.
Algoritmin todellista ajankulutusta on vaikea arvioida, silla¨ ensimma¨isen kier-
roksen tarkistussummien ta¨sma¨a¨minen alueen tarkistussummaan riippuu suures-
ti ta¨ytetta¨va¨sta¨ alueesta seka¨ alueelle asetettavista kappaleista.
6.4 Puutteita ja rajoitteita
Buschen [2011] mukaan bittikenttiin perustuvaa menetelma¨a¨ on ka¨ytetty aiem-
min polyominotehta¨vien ja muiden vastaavan kaltaisten tehta¨vien yhteydessa¨
paikallisten ongelmallisten alueiden havaitsemiseen. Buschen [2011] esitta¨ma¨ssa¨
menetelma¨ssa¨ yksitta¨isten pelialueen ruutujen tila tallennettiin bittikentta¨a¨n.
Buschen mukaan menetelma¨ toimi eritta¨in tehokkaasti, mutta nykytietokonei-
den 64-bittisesta¨ arkkitehtuurista johtuen menetelma¨ rajoittui tarkastelemaan
eninta¨a¨n 64 ruudun kokoista aluetta, mika¨ rajoitti huomattavasti menetelma¨n
ka¨ytto¨a¨. Esitta¨ma¨lla¨ni moduloidun bittikenta¨n menetelma¨lla¨ tehdyt alustavat
kokeet osoittavat, etta¨ menetelma¨ni toimivuutta ei juurikaan rajoita tarkastel-
tavan alueen pinta-ala, vaan alueen ta¨ytto¨o¨n ka¨ytetta¨vien polyominojen asteluku
seka¨ lukuma¨a¨ra¨. Myo¨s moduloidun bittikenta¨n menetelma¨n ka¨yto¨n rajoite liit-
tyy nykyaikaisten tietokoneiden 64-bittiseen arkkitehtuuriin. Mika¨li alueen loh-
kon koko kasvaa liian suureksi, on epa¨todenna¨ko¨ista¨ tai jopa mahdotonta nu-
meroida aluetta algoritmin vaatimalla tavalla. Algoritmia ka¨ytetta¨essa¨ polyomi-
nojen asteluku n rajoittuu alueen jaollisuudesta riippuen eninta¨a¨n yhdeksa¨sta¨
yhteentoista. Polyominojen asteluvun kasvaessa yksitta¨isen alueen lohkon pinta-
ala a kasvaa, jolloin lohkon numerointiin tarvittavien lukujen kaksoiskappaleiden
esiintymisen todenna¨ko¨isyys lisa¨a¨ntyy. Moduloidun bittikenta¨n algoritmi mah-
dollistaa bittikenta¨n koon kasvattamisen ka¨ytta¨en useampia lukuja bittikenttien
tallentamiseen. Usean luvun ka¨ytta¨minen bittikenttia¨ kohden kuitenkin hidastaa
bittisiirtojen ja tarkistussummien laskemista huomattavasti, jolloin algoritmi ei
ena¨a¨ toimisi yhta¨ tehokkaasti.
Moduloidun bittikenta¨n paras puoli on se, etta¨ ta¨ytetta¨va¨n alueen koko ei
juurikaan rajoita algoritmin toimintaa. Tekema¨ni testiohjelma (ks. liite I) pystyi
lo¨yta¨ma¨a¨n sopivia alueen jakamiseen ka¨ytetta¨via¨ jakajia jopa 200 ruutua leveille
alueille, jolloin alueen koko voisi olla jopa useiden tuhansien ruutujen kokoinen.
Jokaiselle alle 50 ruutua levea¨lle alueelle lo¨ytyi useita, jopa kymmenia¨ sopivia ja-
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kajia. Sopivien jakajien lo¨yta¨mista¨ suurille polyomille vaikeuttaa se, etta¨ jakajien
tulee olla ka¨ytetta¨va¨n tietokoneen muistiarkkitehtuurin suuruinen, eli nykytieto-
koneilla eninta¨a¨n 64. Tilanne paranee hieman, mika¨li tulevaisuudessa tietokonei-
den arkkitehtuuri mahdollistaa tietokoneen perusoperaatiot nykyista¨ suuremmil-
le lukuarvoille. Rajoitteen aiheuttaja on sama kuin Buschen [2011] esittelema¨ssa¨
bittikentta¨menetelma¨ssa¨, jossa rajoitteen kohteena on pakattavan alueen pinta-
ala. Moduloidun bittikenta¨n menetelma¨ssa¨ bittien lukuma¨a¨ra¨ rajoittaa alueelle
muodostettavien lohkojen jakajaa. Jakaja kasvaa polyominojen asteluvun, mutta
vain epa¨suorasti ta¨ytetta¨va¨n alueen koon suhteen suhteen, jolloin lohkon koon
voidaan arvioida olevan
(n/2) ∗ (n− 1) ≈ a (6.3)
suhteessa polyominoiden astelukuun n. Kaavan 6.3 mukaan lohkon pinta-
alan a ollessa eninta¨n 64 seuraa n < 12. Arvio lohkon jakajan suuruusluokalle pe-
rustuu kuvassa 6.3 rajatun esimerkkialueen mukaisen pinta-alan kasvufunktioon
n-ominoille.
7 Hajota ja hallitse -menetelma¨
Ta¨ssa¨ luvussa esitella¨a¨n muunnos moduloidun bittikenta¨n menetelma¨a¨n, jonka
ansiosta moduloidun bittikenta¨n lohkojakoa voidaan pienenta¨a¨ entisesta¨a¨n ja me-
netelma¨ saadaan sovitettua toimivaksi hajota ja hallitse -periaatteen mukaiseen
bina¨a¨riseen hakupuuhun. Hajota ja hallitse -menetelma¨ssa¨ pakkaustehta¨va¨ jae-
taan mahdollisimman pieniin osaongelmiin eli lohkoihin, jotka yhdessa¨ tuottavat
ratkaisun alkupera¨iselle ongelmalle [Aho et al., 1983]. Alkupera¨isessa¨ moduloidun
bittikenta¨n menetelma¨ssa¨ toimittiin hieman vastaavasti, silla¨ pakattavalle alueel-
le seka¨ polyominoille muodostettiin jakajan avulla tarkistussummat, joilla alueen
pakkaaminen saatiin jaettua kahteen helpompaan osaongelmaan. Hajota ja hal-
litse -menetelma¨ssa¨ pienten muutosten avulla ta¨ytetta¨va¨ alue pyrita¨a¨n jakamaan
mahdollisimman pieneniin osiin, jolloin pakkaaminen tehostuu entisesta¨a¨n, koska
lohkojaon avulla epa¨sopivat pakkausyritykset havaitaan ja ja¨teta¨a¨n tarkastelun
ulkopuolelle mahdollisimman aikaisessa pakkausprosessin vaiheessa.
Menetelma¨n toimintaa voi kuvata esimerkilla¨, jossa yriteta¨a¨n arvata satun-
naisesti valittua lukua ennalta sovitulta lukuva¨lilta¨. Esimerkissa¨ avustajaa pyy-
deta¨a¨n valitsemaan jokin luku va¨lilta¨ [0..A]. Avustaja ei kuitenkaan kerro lukua
kenelleka¨a¨n, joten luku joudutaan selvitta¨ma¨a¨n arvaamalla. Luvun valitsemisen
lisa¨ksi avustajan tehta¨va¨ on vastata esitettyihin arvauksiin pelka¨sta¨a¨n kylla¨ tai
ei. Arvaamalla yksitta¨isia¨ lukuarvoja arvauksia tarvittaisiin pahimmassa tapauk-
sessa A ja keskima¨a¨ra¨isesti A
2
kappaletta valitun luvun lo¨yta¨miseksi. Moduloidun
bittikenta¨n menetelma¨a¨n toteutettujen muutosten avulla pelkkien yksitta¨isten
lukujen arvaamisen sijaan on mahdollista muotoilla jokainen kysymys uudelleen
muotoon ”Onko i valitun luvun jakoja¨a¨nno¨s, kun valittu luku jaetaan luvulla a?”.
Menetelma¨n mukaisella kysymyksenasettelulla lukualue A voidaan jakaa jokaisel-
la kysymyksella¨ kahteen yhta¨suureen osaan. Liitteessa¨ III esiteta¨a¨n bina¨a¨ripuu
uudistetun kysymysasettelun mukaisen yksitta¨isen luvun arvaamiselle. Moduloi-
dun bittikenta¨n menetelma¨ssa¨ bina¨a¨ripuu vastaa yksitta¨isen polyominon sijainnin
lo¨yta¨mista¨ pakattavalta alueelta. Muutoksen seurauksena luvun selvitta¨miseen
tarvittavien arvausten lukuma¨a¨ra¨n y kasvunopeus, suhteessa kaikkien mahdollis-
ten lukujen ma¨a¨ra¨a¨n, muuttuu lineaarisesta y = A logaritmiseksi y = log2(A).
Moduloidun bittikenta¨n menetelma¨lla¨ suoritettua polyominojen pakkausta
tasolle ei suinkaan pystyta¨ suorittamaan logaritmisessa ajassa. Alueen jakaminen
kuvatun kaltaisesti kahteen yhta¨suureen osaan muuttaa menetelma¨n lohkojakojen
lukuma¨a¨ra¨n logaritmiseksi suhteessa koko pakattavan alueen pinta-alaan. Samalla
tarkastelun yhteydessa¨ jokainen lohko kasvatetaan aina kaksinkertaiseksi edelli-
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seen verrattuna. Yksitta¨isen lohkon kaikkien polyominojen sijaintivaihtoehtojen
lukuma¨a¨ra¨ on 2c, jolloin koko menetelma¨n kaikkien pakkausvaihtoehtojen tarkas-
telun aikakompleksisuus on 2c∗log2(A). Koska 2log2(A) = A menetelma¨n aikavaati-
mus algoritmisesesa mielessa¨ on ta¨sma¨lleen sama kuin alkupera¨inen Ac. Moduloi-
dun bittikenta¨n menetelma¨n etu aiempiin pakkausmenetelmiin tulee siita¨, etta¨ jo-
kaisella lohkojaolla suuri osa pakkausvaihtoehdoista voidaan todeta epa¨sopiviksi.
Seuraavilla tarkistuskierroksilla tarvitsee tarkistaa pelka¨sta¨a¨n aiemmilla lohko-
jaoilla sopineet pakkaukset, ja suuri osa myo¨hempien lohkojakojen pakkausvaih-
toehdoista voidaan sivuuttaa epa¨sopivina.
7.1 Polyominojen tarkistussummien muodostaminen
Tarkastellaan, mita¨ moduloidun bittikenta¨n mukaisille tarkistussummille tapah-
tuu, jos lohkojen jakajina ka¨ytetta¨isiin aiempaa pienempia¨ lukuja va¨litta¨ma¨tta¨
siita¨, etta¨ saman bitin indeksi esiintyy polyominon bittiesityksessa¨ useammin kuin
kerran. Kuvassa 7.1 esiteta¨a¨n aiemmista luvuista tuttu polyominoilla ta¨ytetty
alue, joka on indeksoitu uudelleen modulo 4.
Kuva 7.1 Esimerkki 8x8 ruudun kokoisen alueen numeroinnista 4-ominoille.
Otetaan la¨hempa¨a¨n tarkasteluun kuvan 7.1 mukainen J-tetriminon bittiesi-
tys, jossa 0-bitti on asetettu kaksi kertaa seka¨ 1 ja 2 bitit yhteen kertaan. Ta¨llo¨in
luvun bittiesityksen tulisi olla ”01122”, mika¨ ei ole bina¨a¨riselle esitykselle mah-
dollista, silla¨ bina¨a¨riluvut koostuvat pelka¨sta¨a¨n luvuista 0 ja 1. Huomionarvoista
kuvitteellisessa bittiesityksessa¨ ”01122”on se, etta¨ bittisiirto-operaatio kyseisella¨
kuvitteellisella esityksella¨ voisi toimia tavanomaiseen tapaan. Miten kuvitteelli-
nen luku ”01122”pita¨isi tulkita? Bina¨a¨riesitys muodostetaan kahden potensseista,
jolloin ”01122”olisi kymmenkantaisena kokonaislukuna 0∗23+1∗22+1∗21+2∗20 =
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0 + 4 + 2 + 2 ∗ 1 = 810. Kymmenkantaisesta kokonaisluvusta bina¨a¨riseksi ko-
konaislukuesitykseksi muuttamalla saadaan 810 = 10002, jolloin palautus ta-
kaisin alkupera¨iseen kaksikantaiseen bittiesitykseen ei ole ena¨a¨ yksiselitteinen
silla¨ 810 = 10002 = ”01122”. Bina¨a¨rija¨rjestelma¨ssa¨ kokonaislukua 210 merkita¨a¨n
ka¨ytta¨ma¨lla¨ kahta tai useampaa bittia¨ jokaista lukuarvoa kohden. Kahdella bitilla¨
kuvattuna 210 voidaan esitta¨a¨ 102 = 1 ∗ 21 + 0 ∗ 20 = 210. J-tetriminon bittiesitys
voidaan siis muuttaa esitysmuotoon, jossa jokaista esityksen lukuarvoa merkita¨a¨n
aina kahdella bitilla¨. Kahdella bitilla¨ lukua kohden uudeksi J-tetriminon arvoksi
tulee ”00, 01, 01, 10”eli tiivistettyna¨ 000101102.
Kahden bitin esitysmuodossa kappaleiden siirta¨minen ja tarkistussummien
laskeminen toimii pa¨a¨osin samoin kuin alkupera¨isessa¨ moduloidun bittikenta¨n
menetelma¨ssa¨. Bittisiirtojen yhteydessa¨ bitteja¨ siirreta¨a¨n kuitenkin aina kaksi
bitti-indeksia¨ kerrallaan aiemman yhden sijaan. Menetelma¨a¨ varten koko ta¨ytet-
ta¨va¨ alue seka¨ jokainen alueen ta¨ytta¨miseen ka¨ytetta¨va¨ polyomino muunnetaan
vastaavaan bittiesitysmuotoon. Kahden bitin lukuesityksella¨ voidaan numeroida
eninta¨a¨n 3 saman lukuarvon esiintyma¨a¨. Mika¨li jokin polyomino tai alueen lohko
peitta¨a¨ useamman kuin kolme samaa indeksilukua samanaikaisesti, algoritmis-
sa voidaan ka¨ytta¨a¨ useampia bitteja¨ lukuarvoja kohden. Indeksilukujen esiinty-
mien lukuma¨a¨ra¨ suhteessa tarvittavien bittien lukuma¨a¨ra¨ voidaan esitta¨a¨ kaaval-
la 2b − 1. Lukuarvoissa ka¨ytetty bittien lukuma¨a¨ra¨ ei vaikuta algoritmin suori-
tusnopeuteen, silla¨ muistipaikan sisa¨inen bittisiirto-operaatio on toteutettavissa
vakiollisen ajan operaationa riippumatta siirretta¨vien bittien lukuma¨a¨ra¨sta¨. Yk-
sitta¨isen lohkon merkitsemiseen voidaan kuitenkin ka¨ytta¨a¨ eninta¨a¨n tietokoneen
arkkitehtuurin mukainen bittima¨a¨ra¨. Yksitta¨isen lohkon numerointiin ja indek-
sin esiintymille varattu bittien lukuma¨a¨ra¨n tulo saa ta¨ten olla eninta¨a¨n tietoko-
neen muistipaikan bittisyyden suuruinen. Nykytietokoneiden muistiarkkitehtuuri
on yleisesti 64 bittia¨. Suurimmat moduloidun bittikenta¨n mukaiset lohkokoot on
esitetty liitteessa IV. Lohkokoon rajoitetta voidaan kierta¨a¨ ka¨ytta¨ma¨lla¨ useam-
pia muistipaikkoja yksitta¨isten lohkojen ja polyominojen merkitsemiseen mutta
silloin lohkojen tarkistussummien laskenta hidastuu merkitta¨va¨sti.
7.2 Ta¨ytetta¨va¨n alueen numeroiminen
Perinteisessa¨ bittikenta¨ssa¨ tarkasteltavaa alueen numeroimista rajoittaa ka¨ytet-
ta¨va¨n tietokoneen arkkitehtuurin yksitta¨isen muistipaikan koko, joka nykyaikai-
silla tietokoneilla on 64 bittia¨. Suurempien alueiden tarkastelussa joudutaan tur-
vautumaan useamman lukuarvon ka¨ytta¨miseen, mika¨ hidastaa tarkistussummien
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laskemista. Alkupera¨isen moduloidun bittikenta¨n menetelma¨n ka¨ytto¨a¨ rajoittaa
se, etta¨ menetelma¨n mukaisia koko alueen osalohkoja ei voi muodostaa polyomi-
noille, joiden asteluku n on suurempi kuin 11. Rajoite alueen lohkokoolle tulee
siita¨, etta¨ jokainen alueen osalohko tulee olla numeroitavissa siten, etta¨ lohkon
pinta-ala a = (n − 1) ∗ (n/2) ≈ 64. Likiarvoyhta¨lo¨n mukaan kappaleiden suurin
mahdollinen asteluku n on likimain 11. Ta¨ytetta¨va¨n alueen pinta-ala on myo¨s
rajoitettu moduloidun bittikenta¨n menetelma¨ssa¨. Alueen kokoa rajoittaa mene-
telma¨n mukaisten eri osalohkojen jakajien yksilo¨ivien tekijo¨iden keskena¨inen tu-
lo. Sopivia moduloidun bittikenta¨n menetelma¨n mukaisia lohkon jakajia ja ta¨ten
myo¨s yksilo¨ivia¨ tekijo¨ita¨ lo¨ytyy kuitenkin pa¨a¨sa¨a¨nto¨isesti niin runsaasti, etta¨ alu-
een pinta-ala voi olla jopa tuhannen ruudun kokoinen.
Alueen jakaminen entista¨ pienempiin lohkoihin pienenta¨a¨ moduloidun bitti-
kenta¨n menetelma¨ssa¨ polyominojen asteluvulle muodostunutta rajoitetta. Useam-
paa bittia¨ ka¨ytetta¨essa¨ yksitta¨isten polyominojen tai lohkojen tarkistussummat
saavat yha¨ sisa¨lta¨a¨ eninta¨a¨n 64 bittia¨. Kuten aiemmin esitettiin bittien jako tar-
kistussummassa voidaan toteuttaa siten, etta¨ yksitta¨isten indeksilukujen esiinty-
mien laskemiseen ka¨yteta¨a¨n aiempaa useampia bitteja¨. Ta¨llo¨in yksitta¨iset poly-
ominojen numeroimiseen ka¨ytetta¨va¨t indeksit voivat esiintya¨ lohkojaon alueella
useaan kertaan. Kuten moduloidun bittikenta¨n menetelma¨ssa¨ alueen jakamiseen
ka¨ytetta¨vien lukujen yksilo¨ivien tekijo¨iden tulon tulee olla suurempi tai yhta¨
suuri kuin ta¨ytetta¨va¨n alueen pinta-alaan verrattuna kaikkien pakkausvaihtoeh-
tojen la¨pika¨ymiseksi. Mika¨li yksitta¨isen alueen jakajaksi valitaan seitsema¨n ja
indeksien esiintymisen laskemiseen ka¨yteta¨a¨n kolme bittia¨ jokaista indeksilukua
kohden, yksitta¨isen tarkistussumman muodostamiseen tarvitaan 7 ∗ 3 = 21 bi-
tin mittainen lukuesitys. Kyseisella¨ tarkistussummalla voidaan numeroida noin
7 ∗ (23− 1) = 7 ∗ 7 = 49 ruudun suuruinen lohko a1. Ta¨llo¨in alueen ta¨ytta¨miseen
ka¨ytetta¨vien polyominojen asteluku on kaavan 6.3 mukaisesti noin 9. Vastaavasti
aiemmin esitellyssa¨ moduloidun bittikenta¨n menetelma¨ssa¨ 21 bitilla¨ voitiin nu-
meroida noin 21 ruudun kokoinen lohko a2, jolloin polyominojen asteluku olisi
samalla bittima¨a¨ra¨lla¨ kaavan 6.3 mukaisesti vain noin 6. Alueelle sopivan jakajan
ja samalla suurimman ka¨ytetta¨vissa¨ olevan polyominon asteluvun ma¨a¨rittely bit-
tien lukuma¨a¨ra¨n perusteella riippuu myo¨s ka¨ytetta¨va¨n alueen leveydesta¨, joten
tarkan lohkojaon selvitta¨minen on tilannekohtaista.
Useamman bitin ka¨ytto¨ jokaista polyominon lukuarvoa kohden rajoittaa
lohkon numeroinnissa ka¨ytetta¨va¨n jakajan kokoa. Koska tarkistussummien muo-
dostamiseen voidaan ka¨ytta¨a¨ yha¨ eninta¨a¨n 64 bittia¨, niin ka¨ytta¨ma¨lla¨ 2 bittia¨
lukua kohden lohkonjakaja voi olla eninta¨a¨n 32. Koska jokainen lukuarvo voi
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esiintya¨ alueella kahden bitin lukuesityksessa¨ eninta¨a¨n kolme kertaa koko nume-
roitavan alueen enimma¨iskoko on 32 ∗ (22 − 1) = 32 ∗ 3 = 96. Taulukko eninta¨a¨n
64 bittisilla¨ luvuilla muodostettavista lohkojakojen kokorajoitteista esiteta¨a¨n liit-
teessa¨ IV.
Samoin kuin moduloidun bittikenta¨n menetelma¨ssa¨, lohkon tarkistussum-
mana toimii ta¨ytetta¨va¨a¨n alueeseen kuuluvien ruutujen indeksien summa. Koko
lohkon tarkistussumman mukaisessa kaavassa
A−1∑
n=0
22∗(n mod (i)) (7.1)
yhteenlaskettavien lukujen eksponentti on kerrottu kahdella vastaamaan kah-
ta bittia¨ lukua kohden. Kuvassa 7.1 esitetyn alueen tarkistussummaksi tulee
16 ∗ 010101012 = 136010. Kuvan 7.1 esimerkissa¨ tulee esiin era¨s mielenkiintoi-
nen asia polyominojen bittisiirtoihin liittyen. Osa esimerkin polyominoista sat-
tuu peitta¨ma¨a¨n jokaisen alueen numeroinnissa ka¨ytetyn luvun kertaalleen, jol-
loin kyseisten kappaleiden bittimuotoinen esitys kahdella bitilla¨ lukua kohden
on 010101012. Kierta¨va¨ bittisiirto kaksi askelta kerrallaan kyseisilla¨ luvuilla pa-
lauttaa ta¨sma¨lleen alkupera¨isen luvun, joten ta¨llaisten polyominojen sijainneista
alueella ei saada lisa¨tietoa. Polyomino voidaan ja¨tta¨a¨ tarkistamatta kyseisella¨ ite-
raatiokierroksella, mika¨ va¨henta¨a¨ lohkon pakkausvaihtoehtoja ja tarkistamiseen
vaadittavaa aikaa. Kyseisen polyominon sijainti joudutaan tarkistamaan seuraa-
valla iteraatiokierroksella kokonaisuudessaan, kun alueelle on valittu uusi jakaja.
Kuten aiemmin esitetyssa¨ kohdassa 6.3 esitettiin, seuraavalla iteraatiokierroksella
ja uudella jakajalla voidaan tarkentaa aiemmissa iteraatiossa selvitettyjen poly-
ominojen sijainteja alueella.
7.3 Polyominojen sijainnin monitulkinnaisuus
Alkupera¨isen moduloidun bittikenta¨n menetelma¨n esittelyn yhteydessa¨, kuvassa
6.6, esitettiin moduloidun bittikenta¨n menetelma¨a¨n liittyva¨ ongelma polyomino-
jen sijainnin monitulkinnaisuudesta ja miten moduloidun bittikenta¨n mukaisil-
la tarkistussummilla ei voida selvitta¨a¨, meneeko¨ polyominon tarkistussumman
mukainen sijainti ta¨ytetta¨va¨n alueen reunojen ulkopuolelle. Ongelma liittyy sii-
hen, etta¨ tarkistussumman mukaisilla alueiden kuvauksilla meneteta¨a¨n tieto alu-
een tarkasta muodosta. Kuudenkymmenen nelja¨n ruudun kokoinen ta¨ytetta¨va¨
alue voisi menetelma¨n mukaisesti olla esimerkiksi 1 ∗ 64 tai 4 ∗ 16 ruudun ko-
koinen. Koska ta¨ytetta¨va¨n alueen tarkkaa muotoa ei ole erikseen tallennettu tar-
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kistussummiin, on mahdoton tarkistaa kappaleiden yksiselitteista¨ sijaintia pelk-
kien tarkistussummien perusteella. Alueen reunojen pa¨a¨lle tai ulkopuolelle sijoi-
tetut kappaleet voidaan suodattaa pois oikeiden vastausten joukosta erillisessa¨
tarkistuksessa viimeista¨a¨n algoritmin suorituksen lopussa. Reunatarkistusta var-
ten algoritmin tulee tieta¨a¨ ta¨ytetta¨va¨n alueen ja polyominojen todellinen muoto,
jolloin algoritmin lo¨yta¨mille tarkistussummien mukaisille pakkausvaihtoehdoille
voidaan suorittaa alueen ja polyominojen ta¨sma¨llisia¨ muotoja ka¨ytta¨en. Mika¨li
ta¨ytetta¨va¨ alue on suorakulmion muotoinen polyominojen on myo¨s mahdollis-
ta suorittaa kappaleiden sijainnin tarkistus moduloidun bittikenta¨n menetelma¨n
mukaisesti ka¨ytta¨ma¨lla¨ lohkon jakajana ta¨ytetta¨va¨n alueen leveytta¨. Lohkon ol-
lessa ta¨ytetta¨va¨n alueen leveyden kokoinen, algoritmi voi keskeytta¨a¨ tarkistuksen
niissa¨ tapauksissa, joissa polyominoa ollaan sijoittamassa lohkon reunojen pa¨a¨lle.
Tarkistus vaatii kuitenkin tiedon polyominojen todellisista leveyksista¨. Mika¨li
ta¨ytetta¨va¨ alue ei ole suorakulmion muotoinen, on ta¨ytetta¨va¨ alue aina mah-
dollista reunustaa suorakulmiolla ja suorittaa osittainen tarkistus va¨henta¨ma¨lla¨
suorakulmion tarkistussummasta todelliseen alueeseen kuulumattomien ruutujen
indeksit. Alueen reunustamisella pa¨a¨dyta¨a¨n kappaleiden pakkaamiseen suorakul-
man muotoiselle alueelle, vaikka osa suorakulmioon kuuluvista ruuduista ei olisi-
kaan mukana alueen tarkistussummassa.
Yksitta¨isen lohkojaon mukainen tulos voidaan joutua tarkistamaan toisilla
lohkojaoilla tuloksen varmistamiseksi. Lohkojakojen mukaiset suurimmat mah-
dolliset pinta-alat on esitetty liitteessa¨ IV. Taulukossa lohkon, joka on numeroitu
luvuilla [0..5] eli N = 6 ja ka¨ytta¨en 10 bittia¨ jokaisen lukuarvon esiintymien
laskemiseen, enimma¨iskoko voi olla 6138 ruutua. Koska ei voida olla varmoja,
onko kyseinen esitys yksiselitteinen tehta¨va¨ssa¨ ka¨ytetylle polyominojoukolle, ky-
seiset pakkaukset joudutaan ja¨lkika¨teen tarkistamaan vaihtoehtoisilla lohkojaoil-
la. Varmasti alueella toimivat lohkojaot voidaan muodostaa alueen pienemmilla¨
numeroinneilla ta¨ssa¨ tapauksessa [0..4] eli N = 5, N = 4 jne. Tarkistamalla loh-
kojaon N = 6 mukaiset tulokset lohkojaolla N = 5 saadaan tarkistetun lohkon
koko kasvatettua yhteensa¨ 6∗5 = 30 ruudun kokoiseksi. Jatkotarkistus lohkolla 4
kuitenkin kasvattaa lohkon lohkon kokoa vain kaksinkertaiseksi, silla¨ molemmat
lohkojaot nelja¨lla¨ ja kuudella sisa¨lta¨va¨t lohkojaon 2, jolloin pa¨a¨llekka¨inen tar-
kistus ei edista¨ tuloksen tarkistusta. Lohkon tuosten tarkistuksessa ka¨ytetta¨va¨t
lukujen yksilo¨iva¨t tekija¨t ovat siis alkuluvut, esimerkiksi [2, 3, 5, 7..], ja alkuluku-
jen potenssit vastaavasti [4, 9, 25, 49..] seka¨ [8, 27, 125, 343..] ja niin edelleen. Al-
kulujujen yhta¨ suuremmat potenssit kuitenkin edista¨va¨t lohkon tarkistusta vain
kyseisen alkuluvun verran silla¨ oletuksella, etta¨ tarkistus kyseisella¨ alkuluvulla
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on suoritettu jo aiemmin.
N Tekija¨t Yksilo¨iva¨ tekija¨ Yksilo¨ivien tekijo¨iden tulo
2 2 2 2
3 3 3 6
4 2 2 12
5 5 5 60
6 2, 3 1 60
7 7 7 420
8 2 2 840
9 3 3 2520
10 2, 5 1 2520
11 11 11 27720
Taulukko 7.1: Lohkojaon tarkistuksessa ka¨ytetta¨va¨t yksio¨iva¨t tekija¨t ja niiden
tulot.
Taulukossa 7.1 esiteta¨a¨n lohkojaossa ka¨ytetta¨vien yksilo¨ivien tekjo¨iden tu-
lon perusteella suurimmat varmasti varmennettavissa olevat lohkokoot. Lohkon
pakkauksen varmentaminen on tilannekohtaista, joten suurempien alueiden pak-
kaaminen saattaa myo¨s olla tilanteesta riippuen mahdollista. Liitteena¨ olevaa
taulukkoa IV ja taulukkoa 7.1 vertailemalla voidaan havaita, etta¨ suurin var-
mennettavissa oleva aluekoko on 1143 ruutua. Tulos saavutetaan numeroitaes-
sa ta¨ytetta¨va¨ alue luvuilla [0..8] eli N = 9 ja ka¨ytta¨en eninta¨a¨n 7 bittia¨ yh-
den luvun esiintymien laskemiseen. Yhden luvun esiintymia¨ voi olla lohkolla
eninta¨a¨n 27 − 1 = 127 kappaletta, joten pienimmilla¨a¨n numeroitavissa oleva alue
A = 9 ∗ 127 = 1143 ruudun kokoinen. Yksilo¨ivien tekijo¨iden tulon mukaan N:n
ollessa 9, yhdeksa¨n kokoisilla tai sita¨ pienemmilla¨ lohkojen numeroinneilla voi-
daan varmistaa eninta¨a¨n 2520 ruudun kokoinen alue. Riippumatta polyominojen
tai alueen muodoista suurin varmennettavissa oleva alue numeroitavissa olevan
alueen ja yksilo¨ivien tekijo¨iden tulon minimi, eli ta¨ssa¨ tapauksessa 1143 ruutua.
Vaikka polyominojen monitulkinnaisuutta pystyta¨a¨nkin varmentamaan tai
ainakin rajoittamaan ylla¨ kuvatuilla menetelmilla¨ ta¨ytyy muistaa, etta¨ tarkistus-
summiin perustuvat menetelma¨t eiva¨t va¨ltta¨ma¨tta¨ ole ta¨ysin toimintavarmoja.
Tarkistussummia ka¨yteta¨a¨n tiedon tiivista¨misen yhteydessa¨ ja niiden tarkoitus on
tallentaa tieto pienempa¨a¨n tilaan helpottamaan tiedon oikeellisuuden tai muut-
tumattomuuden tarkistamista. Mika¨li tieto tallennetaan ka¨ytta¨en ha¨vio¨llisia¨ me-
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netelmia¨, kuten moduloidun bittikenta¨n menetelma¨a¨, tarpeellista tietoa saattaa
kadota ja ta¨llo¨in kaikki alkupera¨inen tieto ei va¨ltta¨ma¨tta¨ ole ena¨a¨ palautetta-
vissa. Samasta syysta¨ moduloidun bittikenta¨n menetelma¨lla¨ ei aina voida taata
ta¨sma¨lleen oikeaa tulosta. Huomionarvoista kuitenkin on, etta¨ moduloidun bitti-
kenta¨n menetelma¨ on tehokas tapa lo¨yta¨a¨ pakkausvaihtoehtojen joukosta sellaisia
tapauksia, jotka eiva¨t voi ta¨ytta¨a¨ valittua aluetta.
7.4 Menetelma¨n rajoitteet
Sopivien lohkojakojen ja tietokonearkkitehtuurin 64 bittisyyden aiheuttamien ra-
joitteiden lisa¨ksi myo¨s algoritmin palauttamien pakkausvaihtoehtojen varmenta-
minen voi rajoittaa algoritmin toimintaa. Pakkausvaihtoehtojen varmentamisen
tarpeellisuus riippuu ta¨ytetta¨va¨n alueen seka¨ ka¨ytetta¨vien polyominojen koosta,
joten tarkka rajoite ja varmentamisen tarve on usein tilannekohtaista. Huonoim-
massa mahdollisessa tilanteessa lohkon pakkaus joudutaan tarkistamaan kaikil-
la ka¨yto¨ssa¨ olevilla lohkojaon yksilo¨ivilla¨ tekijo¨illa¨. Ta¨llo¨in tarkistettavan alueen
pinta-ala voi olla eninta¨a¨n minimi lohkojaon suurimman pinta-alan a = N∗(2b−1)
ja lohkon esiintymien numerointiin ka¨ytetta¨vien lukujen yksilo¨ivien tekijo¨iden tu-
lon va¨lilla¨. Lohkojakojen mukaiset suurimmat mahdolliset pinta-alat on esitetty
liitteessa¨ IV ja yksilo¨iva¨t tekija¨t taulukossa 7.1. Kuten aiemmin osoitettiin, mo-
duloidun bittikenta¨n menetelma¨lla¨ voidaan varmasti numeroida ja tarkistaa aina-
kin 1143 ruudun kokoinen alue. Menetelma¨n suurin rajoite ei liity alueen pinta-
alaan, vaan alueen muotoon. Alueen pakkaamisen kannalta alueen muodolla on
suuri merkitys pakkaamisen onnistumiselle. Alueen pinta-alan ollessa 100 ruutua
alueelle mahtuu 25 kappaletta tetriminoja. Mika¨li alueen mitat ovat 1 ∗ 100 ruu-
tua voidaan todeta, etta¨ alueelle sopii pelka¨sta¨a¨n suoran muotoisia tetriminoja,
kun taas 10 ∗ 10 kokoiselle alueelle on soviteltavissa huomattavasti moninaisempi
joukko erilaisia tetriminojen muotoja. Alueiden eroavaisuksista huolimatta mo-
duloidun bittikenta¨n menetelma¨n kannalta molempien alueiden tarkistussummat
ovat ta¨sma¨lleen samat, eika¨ menetelma¨ ilman lisa¨tietoja osaa erottaa alueita toi-
sistaan. Lisa¨tietojen saamiseksi alue voitaisiin ympyro¨ida¨ ruuduilla, jotka poistet-
taisiin lopullisesta tarkistussummasta, samoin kuin voidaan tehda¨ epa¨ma¨a¨ra¨isen
muotoisen alueen pakkauksen haussa. Voisi sanoa, etta¨ moduloidun bittikenta¨n
menetelma¨lla¨ ei varsinaisesti etsita¨ ta¨ytetta¨va¨lle alueelle sopivia pakkausvaihtoeh-
toja. Tarkistussummiin perustuen menetelma¨lla¨ itseasiassa lo¨ydeta¨a¨n varmasti
vain sellaiset pakkausvaihtoehdot, jotka eiva¨t sovi ta¨ytetta¨va¨lle alueelle. Tarkis-
tussummiin ta¨sma¨a¨vien pakkausvaihtoehtojen joukossa voi siis olla myo¨s sellaisia
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tuloksia, jotka eiva¨t todellisuudessa sovi ta¨ytetta¨va¨lle aluelle. Menetelma¨n toi-
miessa oikein, yhta¨a¨n ta¨ytetta¨va¨lle alueelle sopivaa pakkausvaihtoehtoa ei kui-
tenkaan pita¨isi lo¨ytya¨ hyla¨ttyjen pakkausvaihtoehtojen joukosta.
Kaikille ta¨ytetta¨vien alueiden ja polyominojen yhdistelmille ei va¨ltta¨ma¨tta¨
ole mahdollista muodostaa sopivia lohkojakoa. Liitteessa¨ II esitella¨a¨n algoritmi,
jolla voidaan selvitta¨a¨ moduloidun bittikenta¨n menetelma¨a¨n sopivat lohkojaot po-
lyominon asteluvun seka¨ ta¨ytetta¨va¨n alueen leveyden perusteella. Liitteen mukai-
sessa algoritmissa verrataan alueen indeksoivien lukujen esiintymien eta¨isyyksia¨
toisiinsa. Vastaava algoritmi on toteutettavissa pienilla¨ muutoksilla myo¨s hajota
ja hallitse -menetelma¨n mukaiselle moduloidun bittikenta¨n toteutukselle. Muu-
tosten avulla funktion tulisi laskea indeksien esiintymien lukuma¨a¨ria¨ alueen ja-
kajaksi valitun eta¨isyyden sisa¨lla¨. Mika¨li alueen numeroimiseen ka¨ytetta¨vien in-
deksilukujen esiintyma¨t voidaan numeroida ka¨ytetta¨vissa¨ olevalla bittima¨a¨ra¨lla¨,
valittu jakaja voidaan hyva¨ksya¨ kyseiselle alueelle. Yksitta¨isen tarkistussumman
muodostaminen lohkolle ei usein riita¨, silla¨ koko alueen pakkauksen tarkistami-
nen vaatii lisa¨ksi useita muita lohkojakoja varmentamaan pakkauksen koskemaan
koko ta¨ytetta¨va¨a¨ aluetta.
7.5 Hajota ja hallitse -menetelma¨n aikakompleksisuus
Hajota ja halitse -menetelma¨ssa¨ ta¨ytetta¨va¨lle alueelle lasketaan tarpeen mukaan
useita eri lohkojaoilla muodostettuja tarkistussummia. Tarkistussummat yhdessa¨
muodostavat yha¨ tarkemman kuvan lopullisesta koko alueen peitta¨va¨sta¨ pakkauk-
sesta. Kaikkien pakkausvaihtoehtojen la¨pika¨yminen mille tahansa yksitta¨iselle
alueelle voidaan esitta¨a¨ muodossa Ac. Kaavan mukainen tulos tulee siita¨ oletuk-
sesta, etta¨ mika¨ tahansa polyominoista voi sijaita missa¨ tahansa ta¨ytetta¨va¨lla¨
alueella. Kuten aiemmassa kohdassa 6.3 todettiin, menetelma¨n alueen jakami-
nen osiin on tehokkainta silloin, kun alue jaetaan kahteen mahdollisimman ta-
sakokoiseen lohkoon, jotka voidaan tarkistaa erikseen huomattavasti yhta¨ suurta
aluetta tehokkaammin. Hajota ja hallitse -menetelma¨n mukaisella muunnoksil-
la alueen lohkomisesta voidaan tehda¨ entista¨ tehokkaampaa ka¨ytta¨en useampia
entista¨ pienempia¨ lohkoja. Esitettyjen muutosten ansiosta alkupera¨inen alue voi-
daan jakaa jakoja¨a¨nno¨sten avulla kahteen osaan aina uudelleen, kunnes lohkoja-
kojen yksilo¨iva¨t tekija¨t yhdessa¨ kattava koko ta¨ytetta¨va¨n alueen tai mahdollisia
tuloksia ei ena¨a¨ lo¨ydy. Pienin menetelma¨lla¨ toimiva aluejako on modulo 2, silla¨ ja-
koja¨a¨nno¨s yhdella¨ on aina nolla. Ta¨llo¨in kaikkien yksitta¨isten ruutujen tarkistus-
summaksi tulisi 1∗20 = 1, jolloin polyominojen ja niiden sijaintien seka¨ tarkistus-
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summien vertailusta tulisi hyo¨dyto¨nta¨. Modulo 2 -jakoja¨a¨nno¨ksella¨ ta¨ytetta¨va¨n
alueen ruudut jaetaan kahteen osaan ruutujen indeksien perusteella, parillisiin ja
parittomiin.
Pienimma¨n, modulo 2 -jaotellun lohkon kaikkien pakkausvaihtoehtojen la¨pi-
ka¨ymisen aikakompleksisuus on aiemmin esitetyn perusteella 2c. Tarkasteltavan
lohkon pinta-alan kasvaessa kaksinkertaiseksi algoritmi voi ka¨ytta¨a¨ hyva¨kseen
edellisen iteraatiokierroksen tuloksia liitteessa¨ III esitetyn bina¨a¨ripuun mukai-
sesti, jollon puolet seuraavan iteraatiokierroksen vaihtoehdoista on jo tarkistet-
tu edellisella¨ kierroksella. Koska jokaisen seuraavalla tarkistuskierroksella tarkas-
teltavan alueen koko on kaksinkertainen edelliseen verrattuna tarkistuskierrok-
sia tarvitaan log2(A) kappaletta, missa¨ A on koko ta¨ytetta¨va¨n alueen pinta-ala.
Mika¨li lohkojakoa kasvatetaan aina kaksinkertaiseksi seuraavilla iteraatiokierrok-
sella, jokaisen yksitta¨isen tarkistuskierroksen aikakompleksisuus tulee olemaan
sama 2c. Koska yksitta¨isen kierroksen aikakompleksisuus on 2c ja iteraatiokier-
roksia tarvitaan log2(A) koko alueen pakkaamiseksi tarvittava aikakompleksisuus
on 2c∗log2(A). Menetelma¨n mukainen kaikkien pakkausvaihtoehtojen lukuma¨a¨ra¨ on
2log2(A)∗c = Ac, eli ta¨sma¨lleen sama alkupera¨isen menetelma¨n kanssa. Vaikka kaik-
kien vaihtoehtojen lukuma¨a¨ra¨ ei menetelma¨n myo¨ta¨ va¨hene alkupera¨iseen verrat-
tuna, menetelma¨n jokaisella iteraatiokierroksella voidaan hyla¨ta¨ kaikki tarkistus-
summaan ta¨sma¨a¨ma¨tto¨ma¨t pakkausvaihtoehdot, jolloin kyseisia¨ vaihtoehtoja ei
tarvitse ka¨yda¨ la¨pi ena¨a¨ seuraavilla kierroksilla. Kuten kohdassa 6.3 todettiin,
yksitta¨isen ta¨sma¨a¨va¨n tarkistussumman yhteydessa¨ minka¨ tahansa yksitta¨isen
kappaleen siirta¨minen aiheuttaa muutoksen tarkistussummaan, jolloin tarkistus-
summa ei voi ena¨a¨ ta¨sma¨ta¨. Koska polyominojen lukuma¨a¨ra¨ on c ja polyominoilla
on aina 2 sijaintivaihtoehtoa, voidaan todeta, etta¨ eninta¨a¨n 1
2c
osuus tarkistus-
summista voi ta¨sma¨ta¨ jokaisella yksitta¨isella¨ modulo 2-lohkolla. Ta¨llo¨in kaikkien





vaihtoehtoa. Yhta¨lo¨ssa¨ jakaja 2c tulee siita¨, etta¨ jokaisella alueella on c polyomi-
noa, joilla oletetaan olevan aina eninta¨a¨n kaksi toisistaan poikkeavaa sijaintivaih-
toehtoa. Lohkojakojen lukuma¨a¨ra¨ on log2(A), mista¨ tulee funktion eksponentti
kaikkien vaihtoehtojen la¨pika¨ynnille. Kaavaa voidaan viela¨ sieventa¨a¨ muotoon
Ac




Kuten kohdassa 7.4 todettiin, pakkauksen kohteena olevan alueen pinta-alan kas-
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vaessa riitta¨va¨n suureksi, pakkauksen ta¨sma¨llista¨ tulosta varmentamaan saate-
taan tarvita useampia erikokoisia lohkojakoja. Ta¨llo¨in yhta¨lo¨ kaikkien pakkaus-






A ∗ cloga(A) . (7.4)
Kaikkein pahimmassa tapauksessa, jossa huomattava ma¨a¨ra¨ polyominojen bittie-









Kaavan 7.5 mukainen tulos on ka¨yta¨nno¨ssa¨ erityisen harvinainen, silla¨ jokaisen
alueen ta¨ytto¨o¨n osallistuvan polyominon bittiesityksen pita¨isi olla osittain sym-
metrinen jokaisella pakkauksen tarkistamiseen ka¨ytetylla¨ lohkojaolla. Kaikissa
moduloidun bittikenta¨n pakkausvaihtoehtojen kasvunopeutta kuvaavissa kaavois-
sa merkitsevin tekija¨, pakkaamiseen ka¨ytetta¨vien polyominojen lukuma¨a¨ra¨ c, on
kuitenkin pysynyt muuttumattomana. Polyominojen lukuma¨a¨ra¨n kasvaessa tar-
peeksi funktion jakajassa oleva lohkojaon pinta-alasta riippuva tekija¨ a ∗ c on
la¨hes mita¨to¨n lohkon pakkausvaihtoehtojen ac kasvunopeuden suhteen. Useiden
lohkojakojen, erilaisten tarkistussummien ansiosta moduloidun bittikenta¨n mene-
telma¨lla¨ voidaan kuitenkin sulkea pois tarkastelusta kaikki aiemmilla kierroksilla
tarkistussummaan ta¨sma¨a¨ma¨tto¨ma¨t pakkausvaihtoehdot liitteen III mukaisesti.
Kyseisen kaltainen hakupuu on muodostettavissa myo¨s muille kuin modulo 2 -
kokoisille lohkojaoille. Kuten kohdassa 6.3 todettiin, se miten suuri osa kaikista
pakkausvaihtoehdoista voidaan sivuuttaa sopimattomina eri kokoisilla lohkojaoil-
la riippuu ta¨ytetta¨va¨sta¨ alueesta seka¨ alueelle sijoitettavista polyominoista. Yk-
sitta¨inen esimerkki moduloidun bittikenta¨n mukaisesta polyominojen pakkaus-
vaihtoehtojen lukuma¨a¨rista¨ esiteta¨a¨n kohdassa 7.7.
Yksitta¨isen lohkojaon tarkistussumman ta¨sma¨a¨minen modulo 2 -lohkojaolla
on muunnettavissa selka¨repun ta¨ytto¨ongelmaksi. Selka¨repun ta¨ytto¨ongelman ja
moduloidun bittikenta¨n va¨linen yhteys kuvataan seuraavassa kohdassa.
7.6 Selka¨repun ta¨ytto¨ongelma
Selka¨repun ta¨ytto¨ongelmassa henkilo¨lla¨ on reppu, johon saa pakata vain eninta¨a¨n
tietyn painon verran kantamuksia. Henkilo¨ on la¨hdo¨ssa¨ retkelle ja ha¨nella¨ on
suurehko ma¨a¨ra¨ tarpeellisia esineita¨ mukaanotettavaksi. Valitettavasti kaikkien
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ta¨rkeiden esineiden yhteispaino on suurempi kuin repun enimma¨iskantokyky. Kos-
ka kaikki esineet ovat henkilo¨lle yhta¨ ta¨rkeita¨ esineen painoon suhteutettuna,
on ta¨rkea¨a¨ saada pakattua reppu mahdollisimman ta¨yteen esineita¨. Kun repun
enimma¨iskantokyky ja yksitta¨isten esineiden painot on annettu, mitka¨ esineet
henkilo¨n tulisi valita reppuun, jotta reppu tulisi mahdollisimman ta¨yteen esi-
neita¨?
Moduloidun bittikenta¨n menetelma¨ssa¨ jokaisella polyominolla on sen si-
jaintiin ja samalla myo¨s polyominon muotoon liittyva¨ tarkistussumma. Koska
polyominojen muoto sa¨ilyy samana koko pakkaustehta¨va¨n ajan, ainoa muutos
tarkistussummaan tulee kappaleen sijainnin muutoksen myo¨ta¨. Kuten aiemmin
todettiin moduloidun bittikenta¨n menetelma¨n bina¨a¨risen lohkojaon seuraukse-
na jokaisella polyominolla on lohkojaon tarkistuksen yhteydessa¨ kaksi mahdollis-
ta sijaintivaihtoehtoa. Molemmille sijaintivaihtoehdoille on olemassa polyominon
muotoon liittyva¨ tarkistussummat, yksi molemmille sijaintivaihtoehdoille. Mo-
duloidun bittikenta¨n menetelma¨ssa¨ jokaiselle alueen ta¨ytto¨o¨n osallistuvalle poly-
ominolle valitaan toinen kahdesta tarkistussummasta, jolloin kaikkien polyomi-
nojen summan tulisi muodostaa koko alueen peitta¨va¨ tarkistussumma. Koska
jokaiselle polyominolle on kaksi tarkistussummavaihtoehtoa on itsesta¨a¨nselva¨a¨,
etta¨ luvut ovat vaihtoehtoisesti joko yhta¨suuret tai erisuuret. Mika¨li jonkin po-
lyominon vaihtoehtoiset tarkistussummat ovat keskena¨a¨n ta¨sma¨lleen yhta¨suuret,
kyseisen polyominon siirta¨minen tasolla ei muuta polyominojen tarkistussum-
man yhteistulosta ja kyseisen polyominon siirta¨minen seka¨ tarkistus voidaan si-
vuuttaa ta¨lla¨ algoritmin iteraatiokierroksella. Koska tiedeta¨a¨n, etta¨ jokainen alu-
een ta¨ytta¨misen osallistuva polyomino on jossain kohdassa ta¨ytetta¨va¨lla¨ alueella,
voidaan olettaa, etta¨ polyominojen yhteenlaskettu tarkistussumma sisa¨lta¨a¨ vaih-
toehtoisesti aina toisen polyominon sijaintiin liitetyista¨ tarkistussummista. Koska
yksitta¨isten polyominojen tarkistussummat ovat aina eri suuruisia, jokaisen poly-
ominon pienempi tarkistussumma voidaan va¨henta¨a¨ seka¨ koko alueen tarkistus-
summasta etta¨ saman polyominon suuremmasta tarkistussummasta. Polyomino-
jen tarkistussummien erotus kuvaa selka¨repun ta¨ytto¨ongelmassa esineen painoa
ja koko ta¨ytetta¨va¨n alueen muunnettu tarkistussumma kuvaa repun painorajaa.
Mika¨li polyominon sijainti on pienemma¨n tarkistussumman mukainen selka¨repun
ta¨ytto¨ongelman tapauksessa esinetta¨ ei lisa¨ta¨ reppuun, silla¨ polyominon sijainnin
mukainen tarkistussumma on jo huomioitu pa¨ivitetyssa¨ lohkon tarkistussummas-
sa eli repun painorajassa. Vastaavasti polyominon sijainnin ollessa suuremman
tarkistussumman mukainen, valittu esine lisa¨ta¨a¨n reppuun ja myo¨s polyominon
sijaintivaihtoehtojen tarkistussummien erotus huomioidaan lohkon tarkistussum-
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maan. Ongelman tavoite on vastaava kuin selka¨repun ta¨ytto¨ongelmassa: saada
esineiden yhteenlaskettu paino tai vastaavasti polyominojen yhteelaskettu tarkis-
tussumma ta¨sma¨a¨ma¨a¨n repun painorajan, eli lohkon tarkistussumman kanssa.
7.7 Esimerkki polyominojen pakkausvaihtoehtojen la¨pika¨ymisesta¨
Moduloidun bittikenta¨n menetelma¨n tehokkuus perustuu suuresti lohkojakojen
tarkistussummien ta¨sma¨a¨miseen. Koska menetelma¨n tehokkuus riippuu ta¨ytet-
ta¨va¨sta¨ alueesta seka¨ alueen ta¨ytta¨miseen ka¨ytetta¨vista¨ polyominoista esiteta¨a¨n
ta¨ssa¨ kohdassa yksitta¨isena¨ esimerkkina¨ kuvan 6.1 mukaisen alueen la¨pika¨ymi-
seksi tarvittavien pakkausvaihtoehtojen lukuma¨a¨ria¨ muutamilla erilaisilla mo-
duloidun bittikenta¨n mukaisilla lohkojaoilla. Toteutin moduloidun bittikenta¨n
C-kielella¨, tarvittavat tietorakenteet seka¨ XML-muotoisen polyominojen ja ta¨y-
tetta¨va¨n alueen muodoista koostuvan syo¨tedatan. Syo¨tedata koostuu 64 ruu-
dun kokoisesta alueesta, johon pyrita¨a¨n sijoittamaan 16 polyominoa moduloi-
dun bittikenta¨n menetelma¨n mukaisesti ka¨ytta¨en kolmea bittia¨ jokaista indek-
siluvun numerointia kohden. Taulukossa 7.2 esiteta¨a¨n muutamien lohkojakojen
la¨pika¨ymiseen vaadittavien vaihtoehtojen lukuma¨a¨ria¨ seka¨ suoritusten tuloksia.
Lohkojako Kaikki Lukuma¨a¨ra¨ Tarkastetut Ta¨sma¨a¨va¨t Aika
modulo 2 216 65536 64 20 0.005s
modulo 3 316 43046721 43046721 2018016 9.684s
modulo 2 & 3 216 ∗ 1.516 43046721 11809800 586908 2.755s
modulo 4 416 4294967296 67108864 703496 5.430s
modulo 2 & 4 216 ∗ 216 4294967296 20971520 703496 3.751s
Taulukko 7.2: Moduloidun bittikenta¨n mukaiset tulokset era¨a¨lle lohkojaolle.
Kuudellatoista polyominolla voidaan muodostaa kahdella eri sijaintivaihdol-
la taulukon 7.2 mukaisesti 216 = 65536 erilaista sijaintien mukaista yhdistelma¨a¨.
Koska esimerkissa¨ ka¨ytetyt polyominot olivat tetriminoja, modulo 2
-lohkojaolla useat esimerkissa¨ ka¨ytettyjen polyominojen bittiesitykset olivat sym-
metrisia¨ ja niiden tarkistus voitiin sivuuttaa kyseisella¨ lohkojaolla. Ja¨ljelle ja¨a¨neet
kuusi bittiesitysta¨ tarkistettiin, jolloin kuuden polyominon kaikkien sijaintivaih-
toehtojen lukuma¨a¨ra¨ yhteensa¨ oli 64. Tarkistetuista vaihtoehdoista 20 ta¨sma¨si
kyseisen lohkon tarkistussummaan 108. Koska tetriminot koostuvat nelja¨sta¨ ne-
lio¨sta¨, yksika¨a¨n modulo 3 -lohkojaon mukainen polyominon bittiesitys ei voi olla
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symmetrinen. Ta¨ma¨ voidaan todeta myo¨s taulukosta 7.2, silla¨ kyseisella¨ lohko-
jaolla on jouduttu tarkistamaan kaikki 316 = 43046721 erilaista polyominojen
sijaintien mukaista yhdistelma¨a¨. Modulo 3 -lohkojaon mukaisista yhdistelmista¨
yhteensa¨ 2018016 on ta¨sma¨nnyt kyseisen lohkon tarkistussummaan 1534. Tau-
lukon 7.2 kolmannella rivilla¨ esiteta¨a¨n moduloidun bittikenta¨n mukaisen yhdis-
telma¨haun tulos. Haussa on ensin suoritettu etsinta¨ lohkojaolla modulo 2, jonka
tulosten perusteella haun kohteena olevaa aluetta on kasvatettu edelleen lohko-
jaolle modulo 3. Ilman moduloidun bittikenta¨n menetelma¨a¨ kaikkien polyomi-
nojen sijaintivaihtoehtojen yhdistelmien lukuma¨a¨ra¨ olisi 316. Moduloidun bitti-
kenta¨n lohkojakojen ansiosta kaikista vaihtoehdoista tarvitsee tarkistaa modulo
2 -tarkistuksen ja¨lkeen taulukon mukaiset 11809800 vaihtoehtoa, joista 586908
ta¨sma¨a¨ lohkon tarkistussummaan. Modulo 2 -lohkojaosta modulo 3 -lohkojakoon
siirrytta¨essa¨ kaikki modulo 2 -lohkojaolla saadut tulokset tulee tarkistaa erik-
seen lohkojaolla modulo 3. Kaikkien tarkistettavien vaihtoehtojen lukuma¨a¨ra¨ on
likimain 20 ∗ 1, 56 ∗ 310 ≈ 13452100, mika¨ on melko la¨hella¨ kaikkien algoritmin
tarkastamien vaihtoehtojen lukuma¨a¨ra¨a¨. Lukuma¨a¨ra¨ tulee siita¨, etta¨ modulo 2
-lohkojaolla lo¨ytyi 20 ta¨sma¨a¨va¨a¨ tarkistussummaa, joiden lo¨yta¨miseksi oltiin suo-
ritettu haku ka¨ytta¨en kuutta polyominoa. Loput kymmenen polyominoa jou-
duttiin tarkistamaan kokonaisuudessaan modulo 3 -lohkojaolla. Seuraavassa mo-
dulo 4 -lohkojaossa kolmen polyominon bittiesitys oli symmertinen, mika¨ voi-
daan huomata kaikkien tarkastettujen vaihtoehtojen tuloksesta 413 = 67108864.
Ta¨sma¨a¨via¨ tarkistussummia lo¨ytyi yhteensa¨ 703496 ohjelman suoritusajan olles-
sa kokonaisuudessaan 5, 430 sekuntia. Vastaavasti modulo 2 -tulosten perusteella
suoritettu modulo 4 -lohkojako vaatii ena¨a¨ 20 ∗ 26 ∗ 47 = 20971520 tarkistet-
tavan vaihtoehdon la¨pika¨ynnin. Koska modulo 4 -lohkojako sisa¨lta¨a¨ modulo 2
lohkojaon kokonaisuudessaan ta¨sma¨a¨via¨ tarkistussummia on yhta¨ monta kuin ai-
emmassa modulo 4 -tuloksessa eli 703496. Suoritusaika pienemmilla¨ lohkojaoilla
on hieman aiempaa pienempi eli 3, 751 sekuntia.
Algoritmin suoritusaikoihin vaikuttaa huomattavasti ohjelman syo¨te- ja tu-
losdatan pituus. Yksitta¨inen syo¨te- tai tulostietue vie noin 500 tavua kovalevyti-
laa, joten algoritmin tulostiedostojen pituus voi olla jopa useita satoja megatavu-
ja. Syo¨te- ja tulostiedostoissa ka¨yteta¨a¨n XML-formaattia tulosten helpon luetta-
vuuden seka¨ mahdollisten virhetilanteiden havaitsemisen takia. Kyseisen formaa-
tin ka¨ytto¨ on hidasta, silla¨ se se edellytta¨a¨ suurten tiedostojen lukeminen kova-
levylta¨ on usein erityisen hidasta. Kaikki ta¨ssa¨ kohdassa esitellyt testiajot suori-
tettiin tietokoneelle tehdylta¨ ram-asemalta perinteisen kovalevyn lukunopeuden
ja muiden viiveiden minimoimiseksi.
8 Muita ajatuksia ja jatkokehitysideoita
Listaan ta¨ha¨n lukuun jatkokehitysideoita seka¨ muita huomioita liittyen polyomi-
nojen pakkaamiseen tasolle seka¨ moduloidun bittikenta¨n menetelma¨a¨n. Mene-
telma¨t ovat pa¨a¨asiassa sellaisia, joita olen miettinyt tutkielman kirjoitusprosessin
aikana, mutta joita en ole erina¨isista¨ syista¨ kehitta¨nyt pidemma¨lle.
8.1 Rengaspuskurin ka¨ytto¨ bittikenta¨n sijaan
Algoritmini toteutusratkaisuja miettiessa¨ni tutkin myo¨s linkitetylla¨ listalla toi-
mivan rangaspuskurin (engl. ring buffer) ka¨ytto¨a¨ polyominojen tietorakenteena.
Rengaspuskuri osoittautui eritta¨in ka¨ytto¨kelpoiseksi polyominojen tallentamises-
sa ja bittisiirtoa vastaavan operaation toteuttamisessa. Rengaspuskuri osoittautui
kuitenkin huomattavan tehottomaksi vaihtoehdoksi tarkistussummien laskemisen
yhteydessa¨. Kun bittikenta¨lla¨ kuluu pieni vakiollinen aika yhden alueen pakkauk-
sen tarkistussumman vertailuun, rengaspuskurilta aikavaatimus on suhteessa po-
lyominon esityksen pituuteen. Kun otetaan huomioon, etta¨ bittikentissa¨ polyomi-
nojen esityksen pituus rajoittuu eninta¨a¨n 64 lukuarvoon, rengaspuskurin mukai-
nen toteutus ei va¨ltta¨ma¨tta¨ ole ka¨yta¨nno¨n tilanteessa merkitta¨va¨sti bittikentta¨a¨
hitaampi. Polyominojen esityksen pituus ei ole algoritmin aikavaatimuksen kan-
nalta merkitsevin tekija¨, silla¨ kappaleiden lukuma¨a¨ra¨ toimii yha¨ aikavaatimuksen
funktion eksponenttina.
Rengaspuskuria voisi ajatella ka¨ytetta¨va¨ksi, mika¨li pakattavia kappaleita
on vain muutamia tai polyominojen asteluku on erityisen suuri. Ka¨yta¨nno¨ssa¨
ta¨llaisia sovelluksia on jo nykya¨a¨nkin teollisuudessa. Esimerkiksi metallilevysta¨
irti leikattavia kappaleita voi kuvata bittikarttana, joka on erityisen suuren as-
teluvun n-omino. Bittikartalla voidaan kuvata aluetta, jossa jokaisen yksitta¨isen
pisteen koko on hyvin pieni, jopa alle millimetrien luokkaa. Kappaleen reunas-
ta voisi ajatella tulevan rosoreunainen, mutta pisteiden ollessa riitta¨va¨n pienia¨
kappaleen reunat pyo¨ristyva¨t. Toinen tapa pyo¨rista¨a¨ kappaleen kulmia on leikata
kappale irti tasosta ka¨ytta¨en kappaleen reunimmaisia pisteita¨ pitkin kulkevia ja-
noja. Rengaspuskuri-tieto rakenteen tarkempi tarkastelu ja ka¨ytto¨ ja¨a¨ kuitenkin
ta¨ma¨n tutkielman ulkopuolelle.
8.2 Syvyyssuuntainen pakkauksen etsinta¨
Toteutin algoritmin moduloidun bittikenta¨n menetelma¨lle leveyssuuntaisena ha-
kuna. Algoritmi ka¨y la¨pi koko ta¨ytetta¨va¨a¨ aluetta yksi lohko kerrallaan ja tu-
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lostaa lohkon tarkistussummaan sopivat tulosvaihtoehdot tiedostoon. Mielessa¨ni
ka¨vi myo¨s toteuttaa pakkauksenhaku syvyyssuuntaisesti. Syvyyssuuntainen ha-
ku olisi siirtynyt seuraavalle hakutasolle va¨litto¨ma¨sti yhden tarkistussummaan
ta¨sma¨a¨va¨n pakkausvaihtoehdon lo¨ydyttya¨. Syvyyssuuntainen pakkausvaihtoeh-
tojen etsinta¨ voisi toimia erityisen tehokkaasti, mika¨li tarkoitus olisi etsia¨ mika¨
tahansa yksitta¨inen pakkausvaihtoehto alueelle.
8.3 Rinnakkaistettu algoritmi pakkauksen etsimiseksi
Moduloidun bittikenta¨n menetelma¨ hajota ja hallitse toiminnallisuudella on e-
rityisen tehokkaasti rinnakkaistettavissa. Jokaiselta tasolta lo¨ytyy usein monia
mahdollisia ta¨sma¨a¨via¨ pakkausvaihtoehtoja. Jokainen yhdelta¨ tasolta lo¨ytynyt
pakkausvaihtoehto on mahdollista tarkistaa samanaikaisesti erillisina¨ rinnakkai-
sina prosesseina. Rinnakkaistettavuus on erityisen tehokasta myo¨s siksi, etta¨ jo-
kaisessa lohkossa on pa¨a¨sa¨a¨nto¨isesti yhta¨ monta tarkastettavaa pakkausvaihtoeh-
toa, jolloin lohkovaihtoehtojen tarkistamisessa kuluu la¨hes yhta¨ pitka¨ aika.
8.4 Repunta¨ytto¨ongelman tarkempi perehtyminen
Olisi mielenkiintoista perehtya¨ tarkemmin repunta¨ytto¨ongelman erilaisiin rat-
kaisuvaihtoehtoihin. Huomattuani yhteyden repunta¨ytto¨ongelman ja moduloi-
dun bittikenta¨n menetelma¨n va¨lilla¨ olisin halunnut tutkia repunta¨ytto¨ongelmaan
liittyvia¨ algoritmeja tarkemmin. Pa¨a¨tin kuitenkin ja¨tta¨a¨ repunta¨ytto¨ongelman
ta¨ma¨n tutkielman ulkopuolelle, silla¨ repunta¨ytto¨ongelmassa olisi varmasti riitta¨-
va¨sti tutkittavaa erilliseen tutkielmaan.
8.5 Alkulukujen ka¨ytto¨ tarkasteltavien lohkojen jakajana
Alkulukujen ka¨ytto¨ moduloidun bittikenta¨n lohkojakojen muodostamisessa vai-
kutti moduloidun bittikenta¨n menetelma¨n keksimisen alussa erityisen tehokkaalta
tavalta laajentaa tarkasteltavaa aluetta ja lo¨yta¨a¨ mahdollisia pakkausvaihtoehto-
ja. Myo¨hemmin osoittautui, etta¨ samalla kun alkuluvut jakavat alueen erityisen
tehokkaasti sopivan kokooisiin osiin, seuraavien tarkistuskierrosten lohkojen ko-
ko kasvaisi myo¨s erityisen nopeasti. Tarkasteltavan lohkon pinta-ala kasvaisi ai-
na alkulukujen tulon mukaan, joten alkulukujen ka¨ytto¨ vaatisi aina seuraavan
lohkon tarkistuksen yhteydessa¨ enemma¨n laskentaa edelliseen lohkoon verrattu-
na. Lohkon koko kasvaisi erityisen nopeasti siksi, etta¨ alkuluvuilla ei ole yhteisia¨
tekijo¨ita¨ edellisella¨ kierroksella tarkastellun alueen pinta-alan kanssa. Tulosteni
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valmistuttua pa¨a¨dyin tulokseen, jossa moduloidun bittikenta¨n menetelma¨ on te-
hokkaimmillaan mahdollisimman pienella¨ lohkojaon kasvulla, jolloin pakkaukseen
sopimattomat ja¨rjestysvaihtoehdot voidaan karsia pois tarkastelusta mahdollisim-
man aikaisessa vaiheessa. Alkulukuja voidaan joutua ka¨ytta¨ma¨a¨n moduloidun bit-
tikenta¨n menetelma¨n tulosten varmentamisessa ja erityisen suurilla ta¨ytetta¨villa¨
alueilla.
8.6 Polyominojen ja¨rjestyksen mukainen alueen pakkaaminen
Polyominojen pakkaamista tasolle voisi kokeilla suorittaa myo¨s polyominojen
ja¨rjestysten mukaisesti. Polyominot voisi ja¨rjesta¨a¨ listaan, josta polyominoja poi-
mittaisiin ja¨rjestyksessa¨ vuorotellen sijoitettavaksi ta¨ytetta¨va¨lle alueelle. Listaan
ja¨rjestettyja¨ polyominoja sijoitetaan ta¨ytetta¨va¨lle alueelle ja¨rjestyksessa¨ siten,
etta¨ seuraava polyomino sijoitetaan aina va¨litto¨ma¨sti edellisen viereen. Mika¨li
seuraavaa polyominoa ei voi sijoittaa alueelle tai polyominoiden va¨liin tulee tyhja¨
alue, jota ei voida ena¨a¨ peitta¨a¨, polyominolista ja¨rjesteta¨a¨n uudelleen seuraavaa
pakkausyritysta¨ varten. Koska pakkausvaihtoehtojen lukuma¨a¨ra¨ on erilaisten lis-
tojen ja¨rjestysten lukuma¨a¨ra¨ erilaisia pakkausvaihtoehtoja on polyominojen ker-
toman verran. Menetelma¨ssa¨ ongelmallista on seuraavien polyominojen sijoitta-
minen edellisten viereen ja virheellisten pakkausvaihtoehtojen havaitseminen.
8.7 Kappaleiden kierta¨minen ja peilaaminen
Ta¨ssa¨ teoksessa esitetty moduloidun bittikenta¨n menetelma¨ ei osa huomioon kap-
paleiden kierta¨mista¨ tai peilaamista. Kierta¨minen ja peilaaminen eiva¨t kuiten-
kaan ole menetelma¨n kannalta ongelmallisia, mutta ne voisivat aiheuttaa monin-
kertaisen kompleksisuuden kappaleiden pakkaamiselle silla¨ erilaisten tarkistus-
summien ja kappaleiden lukuma¨a¨ra¨ lisa¨a¨ntyisi entisesta¨a¨n.
9 Yhteenveto
Ta¨ssa¨ tutkielmassa tarkasteltiin polyominojen pakkaamista tasolle seka¨ esiteltiin
tekija¨n kehitta¨ma¨ tarkistussummiin perustuva menetelma¨ polyominojen pakkaa-
miseksi. Polyominojen pakkaaminen tasolle on NP-ta¨ydellinen ongelma, joten sil-
le ei ole tunnettua polynomisessa ajassa toimivaa ratkaisua, ta¨ytetta¨va¨n alueen
ja polyominojen lukuma¨a¨ra¨n suhteen, erityistapauksia lukuunottamatta.
Tutkielman aluksi esiteltiin polyominoihin liittyvia¨ peruska¨sitteita¨ ja yleis-
luontoisesti muutamia erilaisia polyominojen pakkaamistehta¨via¨. Seuraavaksi esi-
teltiin polyominojen pakkaamisen kompleksisuutta seka¨ Golombin [1994] esitta¨ma¨
menetelma¨ polyominojen pakkauksen pariteettitarkistukseen. Tutkielman suurin
saavutus on Golombin [1994] esitta¨ma¨n pariteettitarkistuksen pohjalta kehitetty
moduloidun bittikenta¨n menetelma¨, jossa polyominon pakkausvaihtoehtoja voi-
daan etsia¨ useiden erilaisten pariteettitarkastusten perusteella. Moduloidun bit-
tikenta¨n menetelma¨n esittelyn ja¨lkeen esitettiin muutokset, jolla pakkaustehta¨va¨
saadaan jaettua entista¨ pienempiin osatehta¨viin siten, etta¨ pakkausten haku voi-
daan suorittaa hajota ja hallitse menetelma¨n mukaisesti. Tutkielman lopussa esi-
tettiin lyhyesti useita tutkielman teon aikana esiin tulleita ajatuksia ja jatkoke-
hitysta¨ kaipaavia ideoita polyominojen pakkaamiseen liittyen.
Ta¨ma¨n tutkielman tekemisen ohella on ollut mielenkiintoista seurata, mi-
ten moneen suuntaan pienesta¨ havainnosta tai idesta la¨htenyt keksinto¨ voi johtaa.
Samassa yhteydessa¨ voisi todeta, etta¨ uusien ajatusten keksimi on helppoa, mut-
ta idean todistaminen tai kehitta¨minen toimivaksi kokonaisuudeksi on erityisen
tyo¨la¨sta¨. Miten idean kehitta¨misen yhteydessa¨ voi tieta¨a¨, milloin ajatus on valmis
kokonaisuus ja siihen ei tule ena¨a¨ mita¨a¨n merkitta¨va¨a¨ tietoa lisa¨tta¨va¨va¨ksi? Mo-
duloidun bittikenta¨n menetelma¨a¨ kehitta¨essa¨ kaikkein hienointa oli seurata mene-
telma¨n kehittymista¨ ja sita¨, miten menetelma¨n toiminta ja ka¨ytto¨tarkoitus muut-
tui prosessin etenemisen myo¨ta¨. Tutkielman kirjoittamisen alkussa la¨hdettiin tut-
kimaan ongelmaa polyominojen pakkaamiseksi tasolle. Prosessin edetessa¨ pa¨a¨-
dyttiin kuitenkin menetelma¨a¨n, joka itseasiassa vastaa la¨hes pa¨invastoin asetel-
tuun kysymykseen ”mitka¨ polyominojen pakkausvaihtoehdot eiva¨t sovi alueel-
le?”. Ta¨ta¨ tutkielmaa olisi voinut jatkaa paljon pidemma¨lle muunmuassa pereh-
tyma¨lla¨ tarkemmin luvussa 8 esitettyihin ajatuksiin.
Uuden algoritmin kehtita¨minen on ollut erityisen palkitsevaa, mutta myo¨s
toisinaan hyvin turhauttavaa. Oman algoritmin kehitta¨minen ei ole ollut mi-
tenka¨a¨n suoraviivaihen prosessi. Prosessin aikana on kohdattu useita polun haa-
roja, jotka jopa viikkojen tutkimisen ja¨lkeen ovat osoittautuneet umpikujiksi.
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Erityisen raskaaksi prosessista teki se, etta¨ etuka¨teen oli vaikea ennustaa mene-
telma¨n toimivuutta tai toimintaympa¨risto¨n asettamia vaatimuksia seka¨ rajoittei-
ta. Toisaalta tyo¨n tavoitteen on ollut pro gradu -tutkielman kirjoittaminen, jo-
ten tehokkaan tai edes toimivan algoritmin kehitta¨minen ei ole ollut suoranainen
vaatimus hyva¨lle suoriutumiselle tutkielman kirjoittamisen kannalta. Tutkielman
kirjoittamisen loppuvaiheessa ymma¨rsin, etta¨ tutkimuksen pa¨a¨tavoite ei voi olla
pakottava tarve keksia¨ jotain uutta. Tutkimuksessa ta¨rkeinta¨ on dokumentoida
tutkimuksen aikana todetut havainnot niin hyvin, etta¨ seuraavien aiheeseen pe-
rehtyvien tutkijoiden ei tarvitse aloittaa uudelleen alusta.
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Liitteet
I Tutkielman kaavoissa ka¨ytetyt termit seka¨ niiden selitteet
Tutkielmassa ka¨yteta¨a¨n lukuarvojen yhteydessa¨ alaindeksia¨ merkitsema¨a¨n lu-
kuarvon kantalukua. Oletusarvoisesti kaikkien lukuarvojen kantaluku tutkielmas-
sa on 10, mutta tutkielmassa ka¨yteta¨a¨n myo¨s 2-kantalukuja¨rjestelma¨a¨. Kaikissa
10-kantalukuja¨rjestelma¨sta¨ poikkeavissa luvuissa kantaluku on erikseen merkitty.
Lyhenne Selite termi
A Koko ta¨ytetta¨va¨n alueen pinta-ala
a Ta¨ytetta¨va¨n alueen osan eli lohkon pinta-ala
b Luvun esiintymien laskemiseen ka¨ytetta¨va¨ bittien lukuma¨a¨ra¨.
c Polyominojen lukuma¨a¨ra¨
n Polyominojen asteluku
N Lohkon numeroimiseen ka¨ytetta¨vien lukujen [0..N[ lukuma¨a¨ra¨
W Koko ta¨ytetta¨va¨n alueen leveys
H Koko ta¨ytetta¨va¨n alueen korkeus
w Ta¨ytetta¨va¨n alueen osan leveus
h Ta¨ytetta¨va¨n alueen osan korkeus
i Alueen indeksi, kappaleen sijainti alueella tai lohkolla
x Kappaleen sijainti alueella vaakasuuntaan vasemmalta oikealla
y Kappaleen sijainti alueella pystysuuntaan, ylha¨a¨lta¨ alas
Taulukko 1: Tutkielman kaavoissa ka¨ytettyjen termien lyhenteet.
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II Funktio ta¨ytetta¨va¨n alueen jakajan laskemiseksi
Funktio tarkistaa, ta¨ytta¨a¨ko¨ parametrina annettu jakaja a moduloidun bitti-
kentta¨ algoritmin jakajalle asetetut ehdot. Funktio palauttaa totuusarvon true,
mika¨li arvo voidaan hyva¨ksya¨ alueen jakajaksi. Muussa tapauksessa funktio pa-
lauttaa arvon false. Algoritmin toiminnan alussa funktion aputaulukko match
alustetaan tyhja¨ksi arvolla −1. Tarkastusvaiheessa algoritmi tallentaa jakoja¨a¨n-
no¨slukujen esiintymien koordinaatteja aputaulukkoon. Jakoja¨a¨nno¨slukujen esiin-
tymien eta¨isyyksia¨ verrataan toisiinsa ja mika¨li kahden saman jakoja¨a¨nno¨ksen
eta¨isyys on pienempi kuin polyominon asteluku omino, tarkistuksen kohteena
oleva jakaja a hyla¨ta¨a¨n.
f unc t i on testMatch (a , omino , width ) {
var match = new Array ( ) ;
f o r ( var count =0; count<width∗omino +1; count++) {
match [ count ] = −1;
}
var index = 1 ;
f o r ( var y=0; y<omino ; y++ ) {
f o r ( var x = 0 ; x<width ; x++) {
i f ( x+y <= omino ) {
i f ( match [ index ] > 0 ) {
i f ( match [ index ] <= omino−y ) {
r e turn f a l s e ;
}
}
match [ index ] = x ;
}




r e turn true ;
}




















































































































































































































































































































































































































































































































































































IV Moduloidun bittikenta¨n mukaiset lohkokoot 64 bitilla¨ esitettyna¨
Taulukossa on esitetty suurimmat moduloidun bittikenta¨n mukaiset lohkojaot a
ka¨ytta¨en b = [2..10] bittia¨ yksitta¨isen luvun esiintymien laskemiseen ja N =
[2..32] bittia¨ polyominon peitta¨mien ruutujen merkitsemiseen lohkolla. Taulukon
esitta¨missa¨ tuloksissa a = N ∗ (2b − 1).
b = Bittia¨ / luku
2 3 4 5 6 7 8 9 10 ...
2 6 14 30 62 126 254 510 1022 2046 ...
3 9 21 45 93 189 381 765 1533 3069 ...
4 12 28 60 124 252 508 1020 2044 4092 ...
5 15 35 75 155 315 635 1275 2555 5115 ...
6 18 42 90 186 378 762 1530 3066 6138 -
7 21 49 105 217 441 889 1785 3577 -
8 24 56 120 248 504 1016 2040 -
9 27 63 135 279 567 1143 -
10 30 70 150 310 630 -
11 33 77 165 341 -
12 36 84 180 372
13 39 91 195 -
14 42 98 210
15 45 105 225
16 48 112 240










Taulukko 2: Lohkon enimma¨iskoot 64 bittisella¨ lukuesityksella¨.
