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ABSTRACT 
Various forms of preconditioning matrices for iterative acceleration methods are 
discussed. The preconditioning is based on two versions of incomplete block-matrix 
factorization. 
1. INTRODUCTION 
The paper presents two iterative algorithms for the solution of systems of 
linear algebraic equations with block-tridiagonal matrices. These methods are 
based on a combination of two concepts earlier described in separate papers 
of two of the authors. One concept is related to the generalized method of 
symmetric successive over-relaxation [l], and the other concept is related to a 
special algorithm of incomplete factorization of block-tridiagonal matrices [2]. 
In Section 2 convergence of the iterative methods is proved under some 
assumptions of matrix properties, namely a regular splitting and positive 
definiteness of the generalized SSOR preconditioning matrix, respectively. 
In Section 3 we prove that the above properties hold if the given matrix is 
an M-matrix, and in Section 4 we present results of numerical experiments for 
the solution of a model problem for different values of iteration parameters. 
The results evidence the high rate of convergence (approximately equal for 
the two algorithms) when the conjugate-gradient method is used for accelera- 
tion. 
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2. DESCRIPTION OF ITERATION ALGORITHMS AND 
CONVERGENCE ANALYSIS 
Let Xk, k=1,2 )...) 1, be vectors, each of dimension mk, satisfying the 
system of equations 
- Lkxk_i + B,x, - IJkxk+i = fk, k=2,3 ,..., I-1, (2.1) 
where B, are square matrices of order mk, and Lk, uk are some rectangular 
matrices. This system can be written in a vector form, 
Ax=f. (2.2) 
Heref={fk},x={xk},k=l,2,..., I, are vectors of order N = c:= imk. and 
A is a block-tridiagonal matrix, which can be written as a sum A = B - L - U, 
where B is a block-diagonal matrix composed of the blocks Rk. The matrices L 
and U have the structure 
0 
L2 0 
[ ** 
0 
L= . . 
0 ‘L;o 1 3 u= 
0 v, 0 
0 v, . . 
. q-1 
0 0 
We shall assume that A is nonsingular. Such systems arise, for example, in 
approximation of elliptic boundary-value problems by the finite-difference or 
finiteelement methods. 
For the solution of (2.2) we shall consider iterative methods of the form 
K(x”+’ - x")=~,(f-Ax"), n=O,l ,***, (2.4) 
where { 7, } is a sequence of iteration parameters, such as in a Chebyshev 
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acceleration method, or 7, = r, n = 0, 1, . . . , as in a stationary iterative method. 
A similar form arises in the conjugate-gradient method (see Section 4). K is 
called a preconditioning matrix, and the solution of linear systems with K 
should need little computational complexity. 
We shall consider matrices K of the form 
and 
K = (G - L)G-‘(G - U) (2.5) 
K=(&L)(2B-B)-1(B-U), (2.6) 
where G, fi, 2B - Z3 are blockdiagonal and nonsingular matrices. G and B are 
matrices to be determined later on. For the implementation of (2.4) with 
either of these matrices we may use a fractional-step algorithm [3,4], here 
presented for the case (2.6): Let x0 be given. Then let 
(jj - Z45”+1i2 = f- Axn, 
(B - u).y+l= (gj - qy+v2, 
p+l =x” + T&n+l, n=O,l,... . 
REMAFS 2.1. For r, = 1, this algorithm is equivalent o the generalized 
symmetric successive over-relaxation method (GENSSOR) [l]: 
(B - Qx”+l/2 = (-B+B+U)x”+f 
(B-u)x”+‘=(-B+B+L)x”+r@+f, fl=O,l,.... 
(2.7) 
To see this, write (2.7) in the form 
x "+'=Tx"+(Z-T)A-'f, (2.8) 
where Z is the identity matrix and 
T=(bU)-'(-B+B+L)(B-L)-'(-B+b+U). 
We find 
T= [I-(B-u)-‘A][z-(B-L)-‘A], (2.9) 
or T = Z - K-lA, which implies (2.4) with K defined by (2.6). 
6 0. AXELSSON, S. BBINKKEMPER, AND V. P. IL’IN 
In this section we shall prove two convergence results for the stationary 
method (2.4) and with K defined by (2.5) and (2.6), respectively. 
Regular Splitting 
Consider K defined by (2.5). Let H = G + LG-lU - B, and assume that 
A and G are monotone and that H is nonnegative. By (2.5) we have 
A=K-H. 
THEOREM 1. A = K - H is a regular splitting, i.e., A and K are non&n- 
gulur,andK-‘>OandH>O. 
Z’roof H > 0 by assumption, Further, 
By expanding (I - G-‘U))’ and (I - LG-l)-l in Neumann series (which 
are finite because G- ‘U and LG- ’ are nilpotent matrices), we get K - ’ 2 
G-‘>Obynotingthat U>O,L>O. n 
COROLLARY 1. The stationary iteration method (2.4) with K defined by 
(2.5) converges (with r = 1) if A, G are monotone and G + LG-‘U - B is 
nonnegative. 
Proof This follows because p(K-lH)= o(A-‘H)/[l+ p(A-‘H)]; see 
[51. n 
Generalized SSOR 
Consider K defined by (2.6). The following result has been proven in [l]. 
THEOREM 2. Let the matrix A be symmetric and positive definite, i.e., 
U=LTand(Ax,x)>OVx#O. ZfBissymmetricandthemutrix2B-Bis 
positive definite, then the eigenvalues of the iteration matrix Tin (2.8) are in 
the interval [0, 1). 
Proof. For completeness we restate the proof. By (2.9) it follows that 
A’/2TA-‘/2= [Z_A’/2(~-U)-‘A’/2][Z-A’/2(~-L)~1A’/2] 
(2.10) 
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and 
A’/2(Z - T)A-l/2= QTQ, (2.11) 
where Q = (2fi - B)‘12(B - L)-1A1/2. By similarity, (2.10) implies that the 
eigenvalues of T are nonnegative. Further, since Q is nonsingular, Q’Q is 
positive definite. Hence by (2.11) the eigenvalues of Z - T are positive, which 
completes the proof. n 
COROLLARY 2. Zf A and B are symmetric and if A and 2B - B are 
positive definite, then with K a.s in (2.6) 
(a) the stationary method (2.4) converges, 
(b) the eigenvalues of K- ‘A are positive. 
It follows from Corollary 2 that we may use an acceleration method such 
as Chebyshev iteration or a preconditioned conjugate-gradient method, for 
which methods the rate of convergence is determined by the spectral condi- 
tion number of K - ‘A. 
Clearly, we may always choose fi large enough to satisfy the condition 
that 2B - B is positive definite, but the rate of convergence will be slow if B 
is unduly large. In Section 3 we shall examine a block-incomplete factorization 
in this context. 
Note also that in the classical SSOR method (see e.g. [63 and [l]), one 
chooses B = (l/w)B, 0 < o < 2. Then 
2B-B= i-1 B 
( 1 
is positive definite, because A is positive definite. From the quoted references 
we know that for difference equations (except for certain orderings), the rate 
of convergence of this method is fastest when w is close to 2, i.e. when 2B - B 
is “almost” singular. 
3. INCOMPLETE BLOCK-MATRIX FACTORIZATION METHODS 
First, in (2-S), let G = G = B - L(%‘U. The matrix e is block-diagonal, 
c = { Gk }, and its blocks are determined from the recursion relations Gi = B,, 
c.k = B, - L&!,U,_,, k = 2,3 ,..., 1. Then K will be the complete Gauss 
block factorization of A. As is known, in general the matrices G:k will be fnll 
or almost full, and the calculations in the recursion will require a large volume 
of computations and computer storage. 
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We shall now construct a class of matrices K of the form (2.5) which are in 
some sense close to A, but which are much less expensive to calculate. To 
motivate the method, assume that the matrix A is diagonally dominant. Then 
in the matrix ck, the farther the elements are from the main diagonal, the less 
their moduli become. Hence, it is natural to consider any of the following 
approximate factorizations of the matrix A. We shall assume that the maximal 
bandwidthof B,, k=1,2 ,..., Z-l, isp. 
Method 1. Given any matrix R, let us denote by R(p) the band matrix 
with bandwidth p, whose entries inside this band are equal to the correspond- 
ing elements of the matrix R. Now determine recursively the matrices 
G, = B,, G,=B,-L,(G~~,)‘P’Uk_l, k=2,3,...,l. (3.1) 
The calculation of the entries of (Gi?r)(P) can be done cheaply in the 
following way. We illustrate the method in case p = 3. If S = { xk, j } is a 
matrix inverse to the tridiagonal matrix R = { - uk, b,, - ck} of order m, 
then let 
r, = 0; 
for j=I,2,...,m-l: dj=Uj+lCj, dj ?= bj-rj_l’ 
s m+1= 0; 
for j=m,m-1,...,2: 
dj-l 
‘J = bj - sj+i ; 
(3.1’) 
x,,,=(b,-s,)-‘; z,,,=(b,-r,_,)-‘; 
for j=2,3,...,m-1: “jj=(bl_7j_l_Sj+l)-‘; 
for j=1,2,...,m-1: 
sj+lxj, j 
xj+l,j=p’ 
C. 
3 
I 
for j =2,3,...,m: xj-l.j = xjjrj_l/aj. 
We shall assume that p is large enough so that the diagonal entries of 
L,G,=‘,U,_ 1 and Lk(G;!l)(P)Uk_ 1 are the same. In particular, if both L, and 
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U,_ i are diagonal, this will be true for any p > 1, and if they have at most 9 
adjacent subdiagonals symmetric about the main diagonal, it will be true for 
any p > 9. Hence, if p > 3, it will in particular be true for any of the usual 
finite-difference or lowestorder finiteelement matrices corresponding to sec- 
ond-order boundary-value problems. 
Method 2. Given a matrix R with bandwidth p (odd), let S = S(R) be the 
approximate inverse of R that satisfies 
RS=Z+E, (3.2) 
where E has zero entries except in the two subdiagonals below and above the 
main diagonal, a distance (p + 1)/2 from this. In case p = 3 we have the 
following: l&t Rk,k_l = - ak, R,,, - b k, Rk,k+l = - Ck, and 
si+i j =xi 
I+,, i= -1,&l, sj+i,j = 0, Ii1 > 2. 
RS = Z + E implies 
- akxi_ I+ b& - &+ I= 6kj + Ekj, 
and for k = j - 1, k = j + 1, respectively, we get 
XJ_l= 
cj-1 
-x! 
aj+l 
bj-l 1’ x:+1= b,,,q. 
For j = k we get 
UjCj-1 Cjaj+l -- 
bj- bj_l bj+l 
Under the assumption of strong diagonal dominance, the diagonal entries xf 
are well defined. Further, if R is an M-matrix, then S > 0, and Ekj = 0 if 
Ik - jl # 2, E,++e = - c&f d 0, E,+z = - q&f d 0, SO E 6 0. The 
matrix S will m general be unsymmetric. Now, in method 2, we let the 
matrices G, be determined by recursion, similarly to (3.1) for method 1: 
G, = B,, Gk=Bk-Lksk-luk_l, k=2&d? (3.3) 
where Sk-1 = S(G,_,). 
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LEMMA 1. Assume that A is a diagonally dominant M-matrix. Then the 
matrices G,, k = 1,2,. . . , I- 1, defined by (3.3) are also diagonally dominant 
M-matrices, and the recursion (3.3) is well defined. 
Proof Note first that G;?i- S,_,= - G,=‘,E>O since E < 0. This 
implies that 6, <G,, where 6k = B, - LkGi?iUk_i. It is known (see e.g. 
[7]) that the matrix which remains after a Gaussianelimination step of a 
diagonally dominant M-matrix is also a diagonally dominant M-matrix, and the 
sum of the entries in every row has not decreased. Hence, since the matrix 
is diagonally dominant for k = 2, its Schur form 6, is diagonally dominant 
and its row sums are not smaller than the corresponding ones in [I+, I&]. 
Hence, since [L,, I?,, U,] is a diagonally dominant M-matrix, so is [G,, U,]. 
The lemma now follows by induction. n 
If G has a bandwidth o > p, we may still limit the bandwidth to p, but 
then E will have more nonzero subdiagonals. Hence method 2 seems to be 
practical only in case L,, U,_ 1 are both diagonal matrices and we let p be the 
(largest) bandwidth of B,, k = 1,2,. . . , 1 - 1. 
We note that in methods 1 and 2, each of G, is a band matrix with, in 
practice, a small bandwidth. Hence it is much less costly to calculate them 
than G, in the Gauss block method. Matrices similar to G, in method 1 were 
presented in [2] for the construction of “overimplicit” block methods of Seidel 
and Jacobi type. However, the algorithms considered there has a nonsymmet- 
ric matrix of iteration, which prevented one from using the classical effective 
techniques of convergence acceleration. For method 1, if the matrix A is 
symmetric (B = B’, L = U'), then K from (2.5) is also symmetric, which 
makes it possible to use the Chebyshev acceleration and conjugate-gradient 
methods for symmetric matrices (the latter will be considered in Section 4). 
(Let us remark, however-and it will be further supported by our numerical 
tests in Section 4 for method e-that the conjugate-gradient method works 
almost as well for matrices with a slight asymmetry as it does for the 
symmetric part, if this latter is positive definite. For a discussion of truncated 
generalized conjugate-gradient methods, see [8].) 
We shall now prove that methods 1 and 2 lead to a regular splitting if A is 
an M-matrix and K is chosen as in (2.5). 
THEOREM 3. Zf A is an M-matrix and G, is defined by (3.1) (method 1) 
or if A is a diagonally dominant M-matrix and G, i-s defined by (3.2) (method 
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2), then {G, } is a sequence of monotone matrices. Further, the defect matrix 
H = K - A is nonnegative. 
Proof, Since A is an M-matrix, every diagonal block of A is an M-matrix. 
In particular G, = I?, is an M-matrix. T@e proof will be by induction. Hence 
assume that G,_, is an M-matrix. Let G, = B, - LkG;!lU,p,, k = 2,3,. . . ,Z. 
It is known (see [7]; see also [9] for a similar proof to ours) that if F is an 
M-matrix, then all intermediate matrices Fck) which arise during the Gaussian 
complete factor$zation of F are also M-matrices. Hence, in particular, the 
diagonal block G, is an M-matrix. Now we note that 
G, - & = Lk(G& - (G;?l)(P))Uk_l (method 1) , 
G, - & = LkGi!# - Gk_lSk_l)Uk-l 
= LkG&( - E,)U,-, (method 2). 
Since L, > 0, CJ_l > 0, (G,=‘,)‘p’ < Gk=ll, E, < 0, it follows that for both 
methods G, > G,. It then follows from a theorem in [5] (see also [9]) that G, 
is also an M-matrix (method 1) or a diagonally dominant M-matrix (method 23. 
In the first case we have used the fact that the diagonal entries of G, and Gk 
are the same, and in the second case, Lemma 1. Hence G, is monotone and 
the first part of the theorem is proven. The second part follows from 
=LIG-‘-(G-‘)‘P’]U>O (method l), 
= LG-‘( - E)u> 0 (method 2). n 
COROLLARY 3. Zf A is an M-matrix and G, is defined by (3.1), or if A is 
a diagonally dominant M-matrix and G, is defined by (3.2), then A = K - H, 
K defined by (2.5), is a regular splitting and the stationary iterative method 
converges. 
REMARK 3.1. By use of the more general results on the existence of 
incomplete factorizations as introduced by Beauwens (see [lo]), some of the 
above proofs can be shortened. 
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We shah now consider the case when K is chosen as in (2.6). 
THEOREM 4. Let A be a symmetric and positive definite diagonally 
dominant Zmutrix. Let Bk =(2/w,)G,, where G, is constructed as in (3.1) 
and wk, k=1,2,3 ,..., I- 1, are chosen so that the small& row sum of 
2B, - B, is > 6, where 6 is a (s-mull) positive parameter. Then 2B - B is 
positive definite. 
Proof. This follows readily because 2B, - B, is by construction a sym- 
metric Zmatrix (diagonal entries nonnegative, off-diagonal nonpositive). Since 
it is also strongly diagonally dominant when 6 > 0, it follows that its eigenval- 
ues are positive, i.e. it is positive definite. H 
REMARK 3.2. It is easy to see that for the S-point difference matrix of 
- A on a rectangle, the theorem remains valid with wk = 2. In more general 
problems, we may have to choose w in the interval (0, a], ar < 2, however. In 
the test examples, ok is chosen so that the smallest row sum is 
2&- B,=6, k = 2,...,1, (3.4) 
and B, = B, (wl = 2). 
4. NUMERICAL TESTS 
In order to get an idea of how the methods compare in practice, we 
applied them to the test problems 
(1) Au=OinP=[0,1]2,U=10n8Q, 
(2) - Au = 2(x - x2 + y - y2) in a, u = 0 on 8Q. 
[Here the solutions are u = 1 and u = xy(1 - x)(1 - y), respectively.] In both 
cases we used linear finite elements on isosceles right triangles (i.e. five-point 
differences) to discretize the problem. Given Ax = b as initial approximation 
for the iterations, we choose x ’ = K _ ’ b and as stopping criterion 
{ fiK-iri}i/a Q 10-s, where ri = b - Ax’. Note that this norm is a comprom- 
ise between the residual norm ]]r’]] and the error norm ]]e”]], ei = r - xi. 
We applied (a) the stationary iterative method (2.4) and 03) the precondi- 
tioned conjugate-gradient method (see [12] and [13]) with the algorithm as 
given in [13]: 
K( rn+i - X”) = rn, n=0,1,2 ,..., 
which is identical to the iterative refinement method (It. Ref.) 
INCOMPLETE BLOCK-MATRIX FACTORIZATION 13 
TABLE 1 
NUMBEROFITERATIONS FORBLOCKINCOMPLETEFACTORIZATION, 
K = (G - L)G-‘(G - LT) 
Test example 1 Test example 2 
Method 1 Method 2 Method 1 Method 2 
(a) (b) (a) CD) (a) @) (a) (b) 
l/h It. Ref. PCG It. Ref. PCG It. Ref. PCG It. Ref. PCG 
4 3 2 3 2 3 1 3 1 
8 8 4 9 4 6 2 7 3 
16 23 6 27 6 17 4 20 4 
32 79 11 94 11 58 7 69 7 
and 
r” = b - Ax’, r ,I+’ = (YJ” + (1- an)rn-’ - ,&AK-‘r”, 
(Y. = 1, % = &PfI 2 
~ = (AK-lrn,K-lr”) 
n 
4l ’ 
8” = Q-Gn, F), 
fi;’ =pn - s,_l n 4p-’ 1, respectively. 
The results achieved are shown in Tables 1 and 2. To compare this with a 
TABLE 2 
NUMBER OFlTER4TIONSFORTHEGENRRALIZED 
BLOCK SSOR METHOD, K = (e - L)(2e - B)( e - LT). 
Test example 1 Test example 2 
4 8 16 32 4 8 16 32 
4h 4 7 11 17 3 5 7 9 
6h 4 6 9 14 2 3 5 7 
8h 3 6 9 14 2 3 5 6 
10h 4 6 9 14 3 3 5 7 
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TABLE 3 
NUMBEROFITERATIONSFORTHEBLOCK SSOR METHOD, 
Test example 1 Test example 2 
w=l %*t w=l %pt 
(a) @> (a) (b> (a) oD> (a) @> 
It. Ref. PCG It. Ref. PCG It. Ref. PCG It. Ref. PCG 
4 9 3 9 3 7 2 7 2 
8 24 6 17 6 18 4 13 3 
16 81 10 33 9 59 7 25 5 
32 294 19 63 14 210 10 47 7 
classical method, we performed also a test with the ordinary block SSOR 
method, as shown in Table 3. 
For test problems of type 1 and 2 (Dirichlet problems) it is proven in [l] 
that the condition number of K-lA increases only as O(h-‘), h + 0, when 
w = 2/(1+ {h), and 5 > 0 is a parameter, independent of h. Hence the 
number of iterations of the PCG method increases only as 0(h-‘/2), h + 0. 
For the block incomplete factorization method, the number of iterations 
seems to increase as about 0( he2i3). Hence eventually, for small enough 
values of h, the block SSOR method will be more effective. However, it is 
known that this method is less robust than incomplete-factorization methods. 
For instance, for Neumann-type boundary conditions it gives a less dramatic 
improvement of the condition number than incomplete-factorization methods. 
For a discussion of related topics, see [ll]. Furthermore, the block incom- 
plete-factorization methods may be improved upon, as the pointwise incom- 
plete-factorization method [9] is improved, by a certain simple modification 
(see [14]). The numerical results of Table 1, where the fewest iterations for 
h > & of all methods tested were achieved, do indicate that the correspond- 
ingly modified block incomplete-factorization method will be a very effective 
method for the type of problems considered in this report. This modification 
for the block methods is currently under investigation. 
Some comments by professor R. S. Varga on this paper are greatly 
appreciated. After submitting this report, the authors became aware of a 
preprint [16], which deals with similar methods as in OUT paper. Method IhV 
in [16] is identical to OUT method 1 with p = 3. (In ills], only symmetric 
matrices were considered, however,) Several other methods for the approximu- 
tion of the inverse of the block-diagonal matrices are investigated in [16]. 
Already in [17] it was mentioned that block-matrix preconditionings could be 
more efficient than the pointwise. 
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