I Introduction
Vocabulary is an essential building block of language and, as such, it makes sense to be able to measure learners' knowledge of it. This is equally true whether we are interested in pedagogical assessment in classrooms or in language acquisition research. Given this, one might expect there to be an accepted vocabulary test available for these uses. Unfortunately, this is not the case. The closest thing the field has to such a vocabulary test is the Vocabulary Levels Test (Nation, 1983 (Nation, , 1990 . Different versions have been employed in both assessment and research, but despite this widespread use this test has never been properly validated. This article aims to begin to address this shortcoming by describing an initial validation of two revised and expanded versions.
The Vocabulary Levels Test is designed to give an estimate of vocabulary size for second language (L2) learners of general or academic English. The rationale for the test stems from research which has shown that vocabulary size is directly related to the ability to use English in various ways. For example, knowledge of the most frequent 2000 words in English provides the bulk of the lexical resources required for basic everyday oral communication (Schonell et al., 1956) . The next 1000 words provide additional material for spoken 56 Two versions of the Vocabulary Levels Test discourse but, additionally, knowledge of around 3000 words is the threshold which should allow learners to begin to read authentic texts. Most research indicates that knowledge of the most frequent 5000 words should provide enough vocabulary to enable learners to read authentic texts. Of course many words will still be unknown, but this level of knowledge should allow learners to infer the meaning of many of the novel words from context, and to understand most of the communicative content of the text. L2 learners with a knowledge of the most frequent 10 000 words in English can be considered to have a wide vocabulary, and Hazenberg and Hulstijn (1996) found that a vocabulary of this magnitude may be required to cope with the challenges of university study in an L2. For L2 learners of English who wish to engage in an English-medium academic environment, knowledge of the sub-technical vocabulary that occurs across a range of academic disciplines (academic vocabulary) is also necessary. (For an overview of vocabulary size research, see Nation and Waring, 1997.) The Vocabulary Levels Test provides an estimate of vocabulary size at each of the above four frequency levels and also provides an estimate of the size of the examinees' academic vocabulary. This information can be utilized by teachers and administrators in a pedagogical context to inform decisions concerning whether an examinee is likely to have the lexical resources necessary to cope with certain language tasks, such as reading authentic materials. The information can also be used to identify possible lexical deficiencies which might need addressing. Similarly, results from the Vocabulary Levels Test can be used in research studies where an estimate of lexical size at the relevant frequency levels is considered informative (e.g., Cobb, 1997; Schmitt and Meara, 1997; Laufer and Paribakht, 1998) . (An extended discussion of the implications of vocabulary size for vocabulary pedagogy is beyond the scope of this article; for details, see Coady and Huckin, 1997; Schmitt and McCarthy, 1997; Read, 2000; Schmitt, 2000; and Nation, 2001 .)
II History of the Vocabulary Levels Test
The Vocabulary Levels Test ('Levels Test' for short) was originally designed by Paul Nation as a diagnostic vocabulary test for use by teachers. It first appeared in 1983 and was later republished in his 1990 book. Read (1988) did some initial validation work on the test, finding it to be reliable and finding that subject scores on the different frequency levels tended to fall into an implicational scale (i.e., knowing lower-frequency words tended to imply knowing higher-frequency ones). However, this work was not followed up by any further studies. Despite this, the test began to be used internationally as Norbert Schmitt, Diane Schmitt and Caroline Clapham 57 Nation's book became increasingly used as a key vocabulary reference source. In 1993, while visiting the Victoria University of Wellington, the lead author of this article revised the Levels Test in Nation's book (Version A) and wrote three additional versions (Versions B, C and D) . However, at that time he was unable to run a validation study on them. Since then, these four versions, as well as the original version from Nation's book, have been used in various institutions as an assessment tool (for examples, see Beglar and Hunt, 1999) . They have also been used in a number of vocabulary research studies (e.g., Cobb, 1997; Schmitt and Meara, 1997; Laufer and Paribakht, 1998) . Recently, Laufer and Nation (1999) created a productive Levels format, based on Versions A-D. The result is that the Levels Test has become widely used in vocabulary research and as a vocabulary test in situations where English for general or academic purposes is taught to speakers of other languages.
Recently, there have been some preliminary moves to explore the validity of the test. Beglar and Hunt (1999) looked at and revised the (unattributed) 2000 and University Word List sections of Versions A-D (see below for a description of the test), and found that they were essentially measuring a single construct. Beglar and Hunt also reported that scores on their Levels sections correlated with TOEFL scores, and items within sections were strongly related to one another. (We come back to these issues below.) In addition, Kudo (personal communication) is attempting to validate a translated version of the test for the Japanese context. However, given that the Levels Test is being used globally in both assessment and research, a more substantial study of some of the test's characteristics is required. The present study is based on the responses of learners of general or academic English from a number of different nationalities at a number of different test sites. Messick (1989) suggests that a demonstration of the validity of a test should include both logical argumentation and empirical evidence based on quantitative and qualitative data. The authors therefore administered versions of the Levels Test to 801 learners of English and explored the results via item analysis, profile analysis, factor analysis and an examination of these tests' reliability and equivalence. They also investigated the concurrent validity of the tests by correlating the results with the results of an interview (see the section below on the interview with examinees). In addition to these quantitative procedures, more qualitative procedures were also employed: a number of examinees were interviewed to discover what they thought of the tests. They were also asked retrospectively to report the steps they went through in answering the items. Taken together, we believe the results give at least initial evidence that the Levels Test provides 58 Two versions of the Vocabulary Levels Test accurate estimates of the vocabulary size of students at the targeted frequency levels.
III Design aspects of the Levels Test
The Levels Test derives its name from the fact that separate sections measure learners' knowledge of words from a number of distinct frequency levels. In this way, it can provide a profile of a learner's vocabulary, rather than just a single-figure estimate of overall vocabulary size. As mentioned above, the levels addressed are the 2000, 3000, 5000 and 10 000 frequency levels. In addition, there is a section for academic vocabulary. (For a fuller description of the format, see Nation, 1990 .)
The frequency counts used were ones commonly available in 1993: Thorndike and Lorge (1944) , Kučera and Francis (1967) and the General Service List (GSL) (West, 1953) . Words were taken in a stratified sampling from the Thorndike and Lorge list, with reference to frequency data from Kučera and Francis and the GSL. The only exception to this is the 2000 section, where words from the 1000 level and the 2000 level were sampled at a 1:2 ratio. (The first thousand words of the GSL are usually those with a frequency higher than 332 occurrences per 5 million words, plus months, days of the week, numbers, titles (Mr, Mrs, Miss, Ms, Mister), and frequent greetings (Hello, Hi etc) .) The words in the Academic section were sampled from the University Word List (Xue and Nation, 1984) . (Because the University Word List was not yet available when Nation wrote the original Levels Test, the Academic section of the original test was sampled from Campion and Elley, 1971.) Reflecting the distribution of these word classes in English, the words from the stratified sample tended to fall into a 3 (noun) : 2 (verb) : 1 (adjective) ratio. This ratio was maintained in the test, with each section containing three noun clusters, two verb clusters and one adjective cluster. The following illustrates the format of a noun cluster:
You must choose the right word to go with each meaning. Write the number of that word next to its meaning. Norbert Schmitt, Diane Schmitt and Caroline Clapham 59 Each cluster was written with the following considerations in mind:
1) The options in this format are words instead of definitions.
2) The definitions are kept short, so that there is a minimum of reading, allowing for more items to be taken within a given period of time. 3) Words are learned incrementally, and tests should aim to tap into partial lexical knowledge (Nagy et al., 1985) . The Levels Test was designed to do this. The option words in each cluster are chosen so that they have very different meanings. Thus, even if learners have only a minimal impression of a target word's meaning, they should be able to make the correct match. 4) The clusters are designed to minimize aids to guessing. The target words are in alphabetical order, and the definitions are in order of length. In addition, the target words to be defined were selected randomly. 5) The words used in the definitions are always more frequent than the target words. The 2000 level words are defined with 1000 level words and, wherever possible, the target words at other levels are defined with words from the GSL (essentially the 2000 level) (for more details, see Nation, 1990: 264) . This is obviously important as it is necessary to ensure that the ability to demonstrate knowledge of the target words is not compromised by a lack of knowledge of the defining words. 6) The word counts from which the target words were sampled typically give base forms. However, derived forms are sometimes the most frequent members of a word family. Therefore, the frequency of the members of each target word family was checked, and the most frequent one attached to the test. In the case of derivatives, affixes up to and including Level 5 of Bauer and Nation's (1993) hierarchy were allowed. 7) As much as possible, target words in each cluster begin with different letters and do not have similar orthographic forms. Likewise, similarities between the target words and words in their respective definitions were avoided whenever possible.
IV Issues in vocabulary testing
Before reporting the study, it is first necessary to address several vocabulary testing issues. In particular, we feel that some of the methods commonly used for test validation need to be carefully scrutinized before they are used with vocabulary tests. An accepted way of exploring validity is to examine correlations of test scores with several other measures, each having varying 60 Two versions of the Vocabulary Levels Test degrees of similarity and difference with regard to the test being validated. In this way one can look for both convergent and discriminant patterns of relationship. However, the measures providing convergent evidence each need to address the same construct. To provide this evidence, vocabulary tests are often correlated with proficiency tests, particularly the TOEFL. However, since the TOEFL is more a measure of general proficiency than vocabulary, we do not feel that it addresses the construct of vocabulary knowledge sufficiently well to be a satisfactory criterion. It would be more informative to compare the test with other accepted tests of vocabulary size. However, as mentioned before, the Levels Test is the closest thing we have to an accepted measure (although see the Eurocentres IOK Vocabulary Size Test by Meara and Jones, 1990) , and it is the one which gives frequency profile information instead of a single figure for overall vocabulary size. We, therefore, needed to develop a suitable criterion to explore convergent concurrent validity. Although time-consuming, a relatively dependable way of probing vocabulary knowledge is through personal interview, so we designed a post-test interview with examinees to help establish whether the target words were actually known or not, and we compared these results with the examinees' responses on the Levels Test.
One of the standard techniques in examining both tests and individual items is the comparison of responses to an individual item with scores on the overall test. This technique forms the basis of a number of procedures, including point-biserial coefficients and discrimination indices such as E 1-3 . Where a number of items address the same underlying construct, then these procedures should work well because all the items are intended to relate to the construct in the same way. But vocabulary items are discrete items. Of course they may be added together to form an estimate of vocabulary size, but just because one target word is known does not necessarily mean that another will be. Even if most words in a frequency level are known, this does not guarantee that any particular word in that level will be; the fact that this is not the case is precisely why we test vocabulary in the first place. In addition, words are likely to have varying degrees of difficulty for learners from different first languages (Laufer, 1997), even if they are taken from the same frequency level. Thus, although it makes sense to select words in a level according to frequency criteria, it does not make sense to judge an individual item's validity according to how well other items (words) at the same level are answered. In short, item/global comparisons can be informative in drawing a test-writer's attention to potentially problematic items, but may not be the best means of establishing the soundness of those items.
Rasch analysis has become a standard way of analysing language tests. However, one of the assumptions that must be met is that of 'local independence'. With the Levels Test, this raises the issue of whether the individual items within each cluster or 'testlet' are independent. Strictly speaking, the vocabulary items presented together in clusters cannot be considered independent. However, we feel that independence/nonindependence is unlikely to be a dichotomy, but is more likely to exist along a continuum. This is because independence stems not only from the item format itself, but also from the examinees' test-taking behaviour. Retrospective protocols (see Interview section below) indicate that when examinees know a target word, they usually answer the item directly without considering alternative options. On the other hand, if an examinee does not know the word or is uncertain, all of the options are generally reviewed. This means that if the words in a cluster are known, they are answered in an essentially independent manner. If one or more are not known, they will be dependent to varying degrees. For examinees with higher vocabulary sizes, the test overall will tend towards more independent behaviour. This implies that examinees with lower vocabulary sizes will induce a tendency towards more dependence in the Levels Test. However, this may not always be the case. The rubric of the test discourages examinees from guessing blindly. As a result, in our study, we found that examinees generally left items blank if they did not know the answers. We found it very rare for examinees to choose the same distractor for all three answers in a cluster in order to improve the odds on answering items correctly. In cases where only 'known' words were attempted, the trend was towards relative independence, as above. In sum, although it is virtually impossible to determine precisely, we would cautiously suggest that there is at least a degree of independence within the clusters. Whether this is enough to meet the assumptions of Rasch analysis is debatable. An initial Rasch analysis of the tests' performance looking at the standardized residual correlations (using BIGSTEPS Table 10 .6, Wright and Linacre, 1998) suggests that there is no evidence of dependence among the items in a cluster, but this needs to be investigated further.
Vocabulary knowledge is many-faceted (Richards, 1976; Schmitt, 1998; Nation, 2001) , and no vocabulary test format currently available is able to tap into all forms of lexical knowledge. Likewise, it is difficult even to measure the degree of knowledge of single types of word knowledge confidently (e.g., meaning, collocation, appropriateness). Tests which attempt to do this (depth of knowledge tests) are currently being researched, but the Levels Test should be seen as a breadth of knowledge test (vocabulary size) with a much more modest aim. (For more on tests of vocabulary size and vocabulary depth, see Read, 2000.) Because the words within a cluster have very different meanings, even a small amount of knowledge about a target word's meaning should enable a student to make a correct response. The Levels Test should, therefore, be seen as providing an indication of whether examinees have an initial knowledge of the most frequent meaning sense of each word in the test. (Many of the target words are polysemous, and this test does not address other meaning senses.) In addition, it is a receptive test and, as such, does not provide direct information about the ability to use the target words productively.
V The validation study

The preliminary stage
The first step was to investigate the item discrimination and test reliability indices of the existing Versions A-D when they were given to learners from a variety of backgrounds. Versions A and B were combined into a single test (Test E) and Versions C and D into Test F. Within Test E, Versions A and B were counterbalanced to create four variants, in order to control for any order effect. The same was done for Test F. Test E was given to a mixed group of 106 international students studying at a British university, with Test F being given to the same students one week later. The majority of students came from France (29), Germany (15), Spain (15), Malaysia (13), Japan (10) and China (7), with the rest coming from 13 other countries. The results were then analysed using ITEMAN (1989) . In particular, we looked for clusters where items had distractors which attracted too many responses. Because we could not be sure that changing single items within a cluster would not affect the behaviour of the other items in the cluster, any poor item resulted in the complete cluster being discarded. The Cronbach alpha reliability figures (for dichotomously scored items) suggested that 10 clusters (30 items) per level would produce reliability figures above .90. (The original Levels Test and Versions A-D had only 6 clusters [18 items] per level). Because we discarded poor clusters and needed more items per version, we decided to combine the well-performing clusters and develop only two revised versions for final validation. The revised forms of Versions E and F were called Versions 1 and 2 respectively.
There were two main differences between these revised versions and Versions E and F. First, at the 2000 level, both new versions have 28 words from the first 1000 frequency level and 32 from the second 1000 level, so the proportion is closer to 1:1 than the 1:2 ratio of the earlier versions. Second, since Versions A-D were written, an improved listing of academic vocabulary has been compiled from a new carefully-balanced academic corpus, the Academic Word List (AWL; Coxhead, 1998 Coxhead, , 2000 . The AWL has the advantage of giving better coverage of academic texts whilst listing fewer words than the University Word List (UWL; Xue and Nation, 1984) . Rather than use the academic sections from the older versions, which were based on the outdated UWL, the lead author wrote new academic sections based on the AWL. Because the main study would be the first time these new sections could be analysed, a total of 24 clusters were written to allow for the discarding of poor clusters.
The facility values for the three items in each cluster were averaged to obtain a difficulty figure for each cluster. After the first trial the clusters were allotted to Versions 1 and 2 in a way which, we hoped, made the two versions equivalent in terms of difficulty. (Because changing any definition or target word in a cluster might have an effect on the behaviour of the other definitions or target words in that cluster, we worked once again with whole clusters rather than trying to move individual items between clusters.) At this point, we had two new versions of the test. There were 10 clusters in each section with the exception of the Academic section which had 12. For the final trial, the two versions were combined into a single instrument, which had two counterbalanced variants. It was then administered to the subjects. Once the results were analysed, we swapped one or two clusters per section between the two versions in order that the two versions should be of the same level of difficulty. In addition, four clusters were discarded from the Academic section, so that it now contained 10 clusters per version. Versions 1 and 2 of the Levels Test were then in their final form. (See Appendixes 1 and 2 for full renderings of Version 2; Version 1 is available in Schmitt, 2000.) 
Subjects
Because the test population for the Levels Test is mainly envisaged as being learners of English for general or academic purposes, it was important to explore the test's behaviour with examinees from a variety of first languages and cultures. (A preliminary validation study by Beglar and Hunt (1999) included only Japanese subjects.) Overall, the researchers attempted to gather a sample population of learners of general and academic English that was as large and diverse as possible, even though this meant that the sample was not balanced. There was no attempt to select students according to their background knowledge, since Clapham (1996) has shown how difficult, if not impossible, it would be to do this. A total of 801 subjects were tested in 13 groups at three sites in England, two in New Zealand, one in Slovakia, one in Brazil and two in Spain (see Table 1 ). Each subject was given all items from both Versions 1 and 2, with the exception of 56 subjects in Group 3, who took only the Academic sections. The subjects came from a variety of countries: Spain (322), Taiwan (142), Slovakia (103), Japan (68), Yugoslavia (40), countries in Southeast Asia (39), China (15), Brazil (12); the remaining 60 subjects came from 20 different countries. All subjects were learning English for general purposes or academic purposes, often with the goal of study at an English-medium university. Because the intended test population of the Levels Test can vary widely in proficiency, it was desirable to include a wide spectrum of proficiency levels in the sample population. Judging by the resulting vocabulary size scores, this goal was largely achieved.
It is possible that the Levels Test is also suitable for other populations than those explored here. A study is currently being planned to examine its use with young teenage learners of English as an additional language (EAL) in the British school system (Schmitt and Cameron, in preparation) . As validation is an ongoing process, such 
VI Validity
Current views of test validity tend to conceive of it as a unitary notion encapsulating numerous aspects which contribute to acceptable test behaviour (Messick, 1989) . However, in order to make this account as clear as possible, this validity section will present the various aspects of validity as separate entities.
Native speaker results
An initial requirement of most L2 tests is that they must be answerable by persons proficient in the language (see Davies et al., 1999) . In this case we used native speakers to explore whether there were any indications that proficient English speakers would have problems with the Levels Test. Nation (1990) reports a native speaker subject achieving 100% on the original version of the Levels Test. For this study, nine native speakers (four British undergraduates and five postgraduates) took Versions 1 and 2. Their scores ranged from 307 to 312 with a mean of 309 (the maximum score was 312). Thus the Levels Test format appeared to pose no problems for these L1 speakers; all of them reached maximum or near-maximum scores.
Item analysis
The results from the 801 subjects were analysed using ITEMAN (1989) , and each cluster's behaviour was explored. Although we suspect that the items in each cluster are not independent of each other, Rasch analysis suggests that the items do perform independently of one another, so we calculated the facility and discrimination indices (point-biserial) for each item. levels when administering the test. This will be taken up in the next section. The mean discrimination indices vary from .509 to .669. For levels other than the 10 000 level, no individual item had a discrimination index of less than .30. At the 10 000 level, however, the discrimination indices for individual items fell below .30 in 13 out 60 cases (30 items per version times 2 versions). These 13 cases represented the most difficult items, with the facility values ranging from .03 to .16 (M = .10). We would argue that the discrimination indices for the Levels Test are acceptable, bearing in mind that vocabulary is learned as individual units and that it is quite usual for less able learners to know a certain number of relatively low-frequency words, while more able learners typically have some gaps in higher-frequency vocabulary.
The test rubric encouraged subjects not to guess blindly, 'If you have no idea about the meaning of a word, do not guess. If you think you might know the meaning, then you should try to find the answer.' From the data, it appears that examinees generally complied with this instruction and, particularly in the case of the less frequent words, did not answer an item if they did not know it. As a consequence, the proportion of examinees attracted by each individual distractor was not high. The items were surveyed and any item with a distractor attracting more than 10% of the examinees was flagged for closer inspection; this turned out to be only 18 of 300 items (6%). It seems that examinees tended to choose the correct answer, or leave the item blank. For example, the items in the cluster illustrated had facility values of .52 (circular shape), .36 (top of a mountain) and .76 (a long period of time), while the proportion of examinees leaving them blank were .33, .34 and .15 respectively. In contrast, among the 15 distractors for these three items (five distractors per item), only two attracted responses above .04 (.10 and .14 for top of a mountain). The mean proportion of examinees selecting the wrong alternatives was only .12. If examinees guess blindly, with this item format the chances of guessing a wrong alternative should be far greater than guessing the correct answer. From these figures, however, we see that the distractors as a group are not chosen to any great degree. From this, it seems logical to infer that the vast majority of examinees were not inclined to guess blindly. This suggests that guessing is not a serious problem with this format and that correct answers do reflect some underlying knowledge of the target word. (However, see the Interview with Examinees section below for further discussion about guessing.) Item analysis, however, cannot address the issue of examinees not answering an item even though they have partial knowledge of a word. We consider this issue in the Interview with Examinees section below.
Profile of the sections
Research has shown that, in general, learners acquire more frequently used words before they acquire less frequently used ones (see, for example, Nation, 1990 ). Thus we can partially estimate the validity of the Levels Test by establishing whether learners do better on the higher frequency sections than on the lower frequency ones. We found that from a total of 30 possible, the mean for the four frequency levels were 25.29 (sd 5.80) for the 2000 level, 21.39 (7.17) for the 3000 level, 18.66 (7.79) for the 5000 level and 9.34 (7.01) for the 10 000 level, with analysis of variance plus Scheffé tests showing that the differences were all statistically significant (p Ͻ .001). Read (1988) found similar differences between the frequency levels and went on to test for implicational scaling between them. The different sections were 'highly scalable', with the coefficients of scalability for his two administrations being .90 and .84. This means that criterion mastery of a lower frequency level implied mastery of all higher frequency levels. Like Read, we carried out a Guttman scalability analysis (Hatch and Lazaraton, 1991), using a criterion of mastery of 26 out the 30 possible per level. (This figure was chosen to be as close as possible to Read's criterion of 16 out of 18.) Details are given in Table 3 .
Hatch and Lazaraton suggest figures of Ͼ .90 for the Coefficient of Reproducibility (C rep ) and Ͼ .60 for Scalability as minima for implicational scaling to be established. From this, it is clear that the four frequency sections have a very high degree of scalability. In most cases, therefore, if an examinee reaches the criterion at one level, the teacher or researcher can be reasonably confident that the higherfrequency levels are known at least to criterion mastery as well. For example, if criterion mastery of the 5000 level of Version 1 is reached, this indicates that the 3000 and 2000 levels are reached as well. (There will, of course, be exceptions to this. For example, some students in specialized subject areas may not as yet have acquired a wide basic vocabulary; see above under Issues in Vocabulary Testing.) Our scalability analysis looked only at the frequency-based levels, while Read included the Academic section in his profile research and found that it did not fit. (The sampling method for the Academic section on the original Levels Test made it logical to place this section after the 5000 level, and for Read to analyse it in this manner.) We would argue that the words on the Academic section (examinees' mean score 22.65) are different in kind from the other levels and should not be included in the profile comparison. The academic words come from the AWL, which was compiled according to criteria of coverage and range across a variety of academic texts. Frequency was included as part of the criteria, but was not the dominant consideration. Thus, the words in the Academic section are not primarily frequency driven, as the other sections are. In fact, the facility values of individual items and Rasch item difficulty figures suggest that the words in the academic level fit in a broad range between the 2000 level and the 10 000 level. If the Academic section had to be fitted somewhere between the frequency levels on the basis of the results from this particular group of examinees, the above mean scores would best place it between the 2000 and 3000 levels. The main explanation for the relative ease of these words is that most are based on Latin or Greek roots and affixes, and so are relatively easy for examinees from a Romance language background (see the Equivalence section
Norbert Schmitt, Diane Schmitt and Caroline Clapham 69 below). Examinees from non-Romance backgrounds find them much harder.
However, other issues also affect the best placement of the Academic section. Most teachers would naturally wish to focus on more 'basic' 3000 level words before moving on to academic vocabulary, which would suggest placing it after the 3000 level. The Academic section could also be placed at the end of the test, as it is different in kind from the frequency-based levels. But this would entail having relatively easy words coming after a difficult section (10 000 level) in which many examinees may have given up. The solution is not to consider the Academic section as fixed in placement, but flexible according to the demands of each testing situation. Unfortunately, once the Levels Test has been set down in print, many teachers will use it only in that form. Because we have to present the sections in some sequence, we have balanced level difficulty and pedagogic issues and opted to place the Academic section between the 3000 and 5000 sections.
Factor analysis
The underlying construct that the Levels Test attempts to tap into is initial receptive knowledge of the given meaning sense of the target words. Since this is a relatively discrete construct, one would ideally expect only one factor to appear in a factor analysis of any particular section. For a factor analysis of all of the sections together, one might expect loading on one major factor of vocabulary knowledge and lesser ones for the different sections. This is exactly what happens. When the results of Versions 1 and 2 of each level were submitted to a Principal Components analysis, only one factor per section emerged, with each version loading at the same degree of magnitude (Table 4) . This is not surprising as the test's format with its short definitions should require very little grammatical knowledge or reading ability; virtually the only apparent linguistic feature it could address is vocabulary. When all of the sections were analysed together, two factors emerged (Table 5) , representing 78.4% and 10.4% of the variance respectively. What these factors are is open to many interpretations, and can only be resolved by further research. Here we simply propose two different hypotheses: either Factor 1 is a vocabulary knowledge factor and Factor 2 a difficulty factor which differentiates between the various levels, or Factor 1 represents knowledge of higher frequency vocabulary and Factor 2 knowledge of lower. With either interpretation, the results seem to support the assertion that the Levels Test is unidimensional, with the key measured trait being vocabulary knowledge.
Previous work on validating the Levels Test format (Beglar and Hunt, 1999) used factor analysis to evaluate individual test items rather than a complete level section of the test. We think this is not a particularly appropriate procedure for two reasons. The first concerns the item/global distinction. If we run a factor analysis on individual items from the same section and find one that does not load satisfactorily on the main factor, then this means that the subjects' responses to that item are not similar to their responses to the other items in the section. This essentially relates to the difficulty of the item. An unusual loading can be useful in highlighting poorly-written items but, assuming an item is sound, difficulty has no real bearing on whether a word belongs in a certain section or not; this decision is made on the basis of frequency alone. One would expect that some words would be either more or less well known than others in a section, and this can lead to atypical loadings, regardless of how sound their corresponding items are. In essence, just because an item has a low loading does not mean it is a bad item.
A related reason concerns the way in which the dominant factor at any level should be visualized. If we were looking at the 2000 level, then the factor might be hypothesized as 'knowledge of words at the 2000 frequency level'. But if we are looking at the individual words within that level, the only construct which makes any sense is 'knowledge of that particular word's properties'. Thus we believe that factor analysis of individual items confounds the separate constructs concerning section and item. For these two reasons, therefore, we feel that factor analysis of individual items is of limited value in this type of study.
Reliability
The reliability indices (Cronbach's alpha) for all of the Levels sections are high as illustrated by Table 6 , and are in line with the .94 and .91 figures reported by Read (1988) for the original Levels Test. This shows that 30 items per level provides good reliability. In fact, if a reliability level of .90 is considered satisfactory, then the SpearmanBrown prophecy formula indicates that 24 items (8 clusters) would be sufficient in the case of the 10 000 section of Version 1, the section with the lowest reliability figure. However, the Levels Test attempts to estimate knowledge of large numbers of words. Even the section of the test with the smallest population of words, the Academic section, attempts to estimate how many of the 570 words in the AWL are known. It is therefore important to have as high a sampling rate as possible, which leads us to suggest using the complete 30 item sections as they are presented. This is especially true because the Levels Test is efficient in terms of time required (see the Practicality section below). If a shorter test is desirable, it may be reasonable to exclude certain sections (such as the 10 000 section for beginning learners, or the 2000 and 3000 sections for advanced learners) rather than shortening any particular section. However, it must be remembered that if the test is shortened, the reliability index is likely to become lower. Of course if there is any reason to measure certain levels with an even higher degree of confidence, then the sections from both Versions 1 and 2 can be combined to make a longer test.
Practicality
Results from the students in this validation study indicate that the Levels Test can be completed in a reasonable amount of time. Students who were timed in this study averaged 31 minutes (range 15-60) to finish a single version of the test. The test has other features which bolster its usability: it is quick and easy to score, can be readily photocopied, needs no special equipment and gives a more complete picture of a learner's vocabulary than most other tests. In addition, the test is easily computerized. There is already a computerized form of the original Versions A-D, and plans are being developed to put the new Versions 1 and 2 into an electronic format. Altogether, the Levels Test seems to rate highly in terms of practicality.
Interview with examinees
The above discussion begins to build an argument for validity, but much of the evidence is indirect. Schmitt (1999) , however, argues for a more direct approach to construct validation by exploring how closely responses on vocabulary tests match examinees' knowledge of the lexical aspect being measured. In the case of the Levels Test, to truly determine whether the items are valid or not, we must determine whether the meaning of the target words on the test are known. One way of confirming knowledge is to conduct an in-depth interview with examinees about their knowledge of the target words (Schmitt, 1999) .
a Procedure: Each complete version of the Levels Test contains 150 items (5 sections times 30 items). One third of the items from each section of Version 1 were selected (50 in total), ensuring that a range of item difficulties were sampled, and that the 3:2:1 (noun:verb:adjective) ratio was maintained. The two raters (the first two authors) then agreed upon the required elements of each word's definition. Piloting indicated that the two raters could achieve a high level of agreement, and that the 50 interview items could be completed in between 20 and 40 minutes. Subsequently over the course of a week 22 examinees of mixed proficiencies and nationalities from two English universities (labelled as England 1 and 2) were given Version 1 of the Levels Test. The sample comprised 8 Japanese, 5 Thai, 4 Chinese, 2 Venezuelan, 1 Botswanan, 1 Omani and 1 Korean students who were on general English summer school courses, on EAP pre-sessional courses or on mainstream university courses. The vocabulary profiles from these students ranged from 77% (2000), 33% (3000), 17% (5000), 8% (Academic), 0% (10 000) for the weakest student to 100% (2000), 100% (3000), 100% (5000), 100% (Academic), 80% (10 000) for the strongest student, with other students being broadly distributed between these extremes. The written tests were not marked until after the interviews to avoid rater bias. The interviews began immediately after students had taken the written test. The students were first asked whether the Levels Test they had just taken was a reasonable test of vocabulary and whether they had had any problems with the cluster format. They were then shown two new clusters -one easy and one difficult -and were asked, retrospectively, to describe the process they had gone through as they answered the items in the written test. It was felt that giving new clusters would help the interviewees think not only retrospectively, but also introspectively as they worked their way through the new test items. Finally, they were interviewed on their knowledge of the 50 target words. The examinees were given a list of the target words so that they could see the words in their written forms. They were then asked to define each word. If they were able to supply an acceptable description, this was taken to mean the word was known. If the examinee was unable to supply a description, he or she was given a sheet of paper with the correct definition from Version 1 and four distractors taken from Version 2. For example, the options for summit were:
24 summit a. top of a mountain b. musical instrument c. loan to buy a house d. day or night before a holiday e. soldiers who fight from horses
If the subject was able to select the correct definition and state that they were not guessing blindly, then he or she was also marked as knowing the word. This procedure provided knows/doesn't know ratings which could be compared with the correct/incorrect scoring of the Levels Test.
b Retrospective protocols: When asked if the Levels Test was a 'good' test of vocabulary, all subjects answered affirmatively. While the interview sample population is admittedly small, and learners sometimes say what interviewers want to hear, the interviews uncovered no evidence to indicate that examinees feel the test is unreasonable. This apparent examinee acceptance of the test parallels the previous findings of Beglar and Hunt (1999) . Only three students reported any problems, and these were mainly to do with the desire for more context in the definitions. However, an examination of their completed tests revealed that two subjects performed quite well (high percentage scores on each section except the 10 000 level), while the weaker subject still obtained 80% correct on the 2000 level. This suggests that their perceived problems reflect more of a preference for context-dependent items than any real problem in handling contextindependent items, such as those appearing in the Levels Test. (For more on the role of context in vocabulary items, see Read, 2000 .) The retrospective protocols found that examinees tended to work down through the three stems in a serial manner. They usually reviewed all of the option words in the cluster when answering difficult items but, for easy items, they usually focused on the correct option without considering the others. This is similar to the test-taking behaviour reported in Read (1988) .
An interesting question to come out of the research is the apparent mismatch between the results from the item analysis, which suggested that guessing was not at all widespread, and the results from the interviews in which nearly 23% (5 out of the 22) of the interviewees reported guessing when they did not know the words. The item analysis data confirms that distractors were chosen to a somewhat greater extent for items on lower frequency levels than for higher frequency levels. This would be congruent with a somewhat greater degree of guessing, but even low frequency items reflected low levels of distractor choice. Overall one would expect more guessing at lower frequency levels (examinees are most likely to know high frequency words and thus guess less at these levels). However, even with these low frequency items, the 'correct' answer was still by far the most frequent option chosen; and the distractors were chosen infrequently. This argues for low levels of guessing overall on the test.
The mismatch can be squared to some degree if we appreciate that the interviewees only reported guessing when they did not know the words. Even relatively weak students typically know many of the words in the higher frequency levels, so guessing would presumably not become pronounced until the lower frequency sections. Unfortunately, we did not ask the interviewees the degree of their guessing, only whether they had guessed at all during the test. Guessing is less serious for low proficiency examinees because they were generally unsuccessful with their guesses, but is an important issue for higher proficiency examinees who were more successful. Unsurprisingly, higher proficiency students were better able to eliminate the distractors and guess correctly, while weaker students were generally unable to do this to any great degree. However, in order to eliminate the distractors, examinees must know those words. This means that in order to improve their chances of guessing an unknown target word, they must know some of the other words at the same level (distractors) which are not being directly tested. So to the extent that successful guessing is a result of distractor elimination, this guessing also indirectly indicates knowledge of the vocabulary at the targeted frequency level. In sum, our cautious initial interpretation is that (1) the effects of successful guessing behaviour on this test are no greater than might be expected for any receptive format, and (2) further research is needed to clarify this interpretation.
c Demonstration of knowledge of the target words' meanings: Using the interview procedure, the raters could be relatively confident of the examinees' knowledge of the targeted meaning sense of the test words. This is reflected in a high inter-rater reliability figure of .949 (Phi, p Ͻ .001) for the two subjects assessed by both raters in the main study and .970 for the three subjects rated in the interview piloting. The correlation between the written test (correct versus incorrect response) and the interview (demonstration versus nondemonstration of knowledge of the targeted meaning sense) for the 50 items was .749 (Phi, p Ͻ .001). This indicates that the Levels Test gives a reasonable estimate of learners' vocabulary knowledge, as it has been defined for the Levels Test.
The correlation was not perfect, however, and it was interesting to look more deeply into the mismatches between the written test and the interview results. They can be summarized in the contingency table, Table 7 . From this table it becomes evident that in about 10% (b and c) of the 1098 total cases, the Levels result did not indicate the examinees' true lexical knowledge, as indicated by the interview. The mismatches came in two types. The first, knowing a word but not matching the correct option on the Levels Test (b in Table 7 ), does not seem to be too much of a problem with an occurrence rate of only about 4%. This addresses the case of examinees not attempting an item when they should, which was raised in the Item analysis section above. The second, not knowing a word but still matching the correct Levels option (c in Table 7 ), occurred slightly more often: at about 6%.
The second type is worth discussing because it touches on the element of guessing. Although results from the main study indicated that blind guessing was not a major problem (see the Item analysis section), five of the interviewed examinees said that they had guessed when they did not know the words. Those who said they occasionally guessed increased their score by from three to six words which they did not know, while one student who filled in every blank gained nine words. The nonguessing students generally had from one to three words correct on the sample from the Levels Test which they did not know. As these figures come from a 50-word sample, they need to be multiplied by three to indicate what might happen on the complete 150-item test.
The interviews also suggested that many of the mismatches were not the result of guessing, but of partial lexical knowledge. For example, one interviewee believed that collapse meant 'to break'. While this was not a full enough understanding to warrant a 'know' rating in the interview, it did allow him to choose the correct option, 'fall down suddenly', on the Levels Test. Once this (as yet unknown amount of) partial lexical knowledge is parcelled out of the mismatches, the remainder attributed to guessing seems less likely to pose a serious threat to the test's performance. While guessing has always been problematic with receptive test formats, the Levels Test generally seems to have good characteristics in this regard. However, the interview results suggest that test invigilators need to highlight the rubric against blind guessing before administering the test to examinees. Beyond this, further research needs to be carried out into how partial lexical knowledge affects examinees' responses as opposed to pure guessing.
VII Equivalence
Although we have presented some initial validity evidence for the Level Test, there is still the question of whether the two versions are equivalent. Henning (1987) states that this requires the equivalence of three features: means, variance and covariance. Table 8 illustrates the values for these three features for Versions 1 and 2 when the entire sample population is included (the 56 subjects who completed only the Academic section are included only in that section's analysis). From the table we can see that neither the means nor the variance is different statistically for any level. In addition, the covariance figures are satisfactory, being above .90. (The Pearson Product Moment correlation between the two complete tests is .95.)
Supplementary evidence for equivalence comes from the Principal Component analysis above (Table 5) where, for each level, both Version 1 and Version 2 load on the same factor and at the same load weightings. Thus, according to Henning's criteria, the two versions are equivalent for the sample population. It would be useful to use Rasch analysis to investigate the equivalence more closely. Developing different forms of a test that are truly equivalent has always been difficult. To confirm the above results, we analysed a number of subsets of the data to see if Versions 1 and 2 were equivalent for different language groups. The first language can make a significant difference in how difficult words are to learn. This is particularly true when it comes to cognates -words in two languages which come from the same parent word. Speakers of Romance languages have a distinct advantage in this regard, for many English words can be guessed according to their similarity to Romance words. As we have seen, this is particularly true for words in the Academic section. The target words in the Levels Test were chosen on a basis of frequency, and it is possible that either Version 1 or 2 could, simply by chance, contain more cognates than the other. (There are 472 words of Latin and 45 words of Greek origin in the 570-word Academic Word List (91%)). We had a large number of Spanish/Portuguese examinees whom we could isolate in order to give an indication of this, so the first subset we looked at consisted of Romance speakers. The results from 317 (respondents from Groups 8-13) of these subjects were re-analysed separately. Paired t-tests showed that for Romance speakers the results of the 2000, 3000 and AWL sections of Version 1 were not statistically different from those of Version 2 (p Ͼ .10), but that the 5000 level (p Ͻ .001) and the 10 000 level (p Ͻ .05) were different (Table 9) . Thus, strictly speaking, the 5000 and 10 000 levels cannot be considered equivalent for the Romance speakers.
We also analysed the non-Romance population. We found that the means were not statistically different for the 2000, 3000 and 10 000 levels (paired t-test; p Ͼ .15), but were for the 5000 and Academic levels (p Ͻ .001). In addition, we found that the 3000 level had unequal variance (Levene statistic; p Ͻ .05).
Finally we analysed the Slovakian subjects from Group 7, because they were a large group with a homogeneous first language and learning context, and because they were secondary school students, and were thus younger than most of the other subjects. The analysis showed that only the 2000 and 10 000 levels had both equivalent means (p Ͼ .70) and equivalent variance (p Ͼ .50).
This leaves us with a somewhat complicated set of results. Although the two versions appeared equivalent with the whole sample population, in fact only the 2000 level seemed to be equivalent in all of the analyses, and that is probably because most students did very well on it. Our interpretation is that Versions 1 and 2 cannot be considered truly equivalent, but that they produce very similar results, as can be seen in Table 9 , where the significantly-different mean scores are relatively close in real terms. Given the relatively small scale of the differences, the two versions can probably be used in programmes as alternate forms, as long as no high-stakes comparisons are drawn from a comparison between the two, and as long as the potential differences in scores between the two versions are kept in mind. An example of this usage would be if a teacher wished to gain a general idea of whether his or her class had made vocabulary gains over a year's study. Another would be to use the two versions in alternate years as a vocabulary diagnostic test at the beginning of a course. If, however, there is a need to measure vocabulary size change longitudinally with maximum precision, then the same version should be used for both administrations. This is particularly true if individual, rather than group, scores are of interest. Although the two versions often did not show a statistical difference in terms of group scores, individuals usually varied somewhat between the two versions at every level.
VIII Conclusion
Older versions of the Vocabulary Levels Test have been in use for quite some time without the benefit of a study into their behaviour. This article has described the construction of new Versions 1 and 2, and has provided initial evidence that they can provide valid results and produce similar, if not truly equivalent, scores. Native speakers do well on the test. The individual items appear to work well, with most examinees answering either correctly or not at all. The test supplies a profile of vocabulary frequency levels which are highly scalable. Factor analysis suggests that the test is essentially unidimensional. Personal interviews indicate that examinees accept the test and that answers on the test do reflect underlying lexical knowledge.
However encouraging this initial evidence is, the Levels Test needs to be explored further. Not only would it be interesting to investigate further the question of whether the items within a cluster are genuinely independent, but we should also investigate whether the test is suitable for use with other groups than those described in this study. It would also be useful to find out more about how guessing affects results, especially for more proficient students. Because the rubric encourages test-takers to try answering when they think they know a word, even if they are not 100% sure, there is a certain amount of ambiguity surrounding the boundary line at which individual examinees will determine that their level of knowledge about a word is sufficient to distinguish it from a guess. Different examinees are likely to set this boundary at different levels of certainty, with some being under-cautious and others over-cautious. Therefore, perhaps the most interesting research direction is the role of partial knowledge in vocabulary testing. Vocabulary learning is incremental, and most learners' knowledge of most target L2 words is likely to be incomplete (Schmitt, 2000) . This means that discovering how to capture and interpret partial lexical knowledge in vocabulary assessment is an essential element in the development of the next generation of vocabulary tests.
