Motivated by the design of observers with good performance and robustness to measurement noise, the problem of estimating the state of a linear time-invariant system in finite time and robustly with respect to measurement noise is considered. Using a hybrid systems framework, a hybrid observer producing an estimate that converges to the plant state in finite time, even under unknown piecewise-constant noise, is presented. The stability and robustness properties of the observer are shown analytically and validated numerically.
Introduction
For a linear time-invariant system defined aṡ x = Ax, y = Hx + m,
where x ∈ R n , y ∈ R p , and m : R ≥0 → R p denotes measurement noise, a Luenberger observer is given bẏ
It leads to the estimation error e 0 :=x 0 − x with dynamicsė
The matrices A, H, and L 0 are of appropriate dimensions. When the plant (1) is observable, the gain L 0 can be chosen such that the rate of convergence of (3) is arbitrarily fast; however, due to the term L 0 m in (3), large gain amplifies the effect of measurement noise. In fact, the design of observers in form (2) involves a tradeoff between the rate of convergence and robustness to measurement noise [1, 2] . For different observer structures, researchers have proposed ways to balance this tradeoff. In many applications, using two sets of gains for the observer, one optimized for rate of convergence
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and the other one for robustness, works well. Recent results following such an approach involve the hybrid approach in [3] , consisting of resetting the gain according to the plant's output norm, the piecewise-linear gain method in [4] , which compensates the steady-state and bounds on transient behavior simultaneously, the nonlinear adaptive high-gain observer in [5] , and the online gain scheduling high-gain observer in [6] . In [7] , a distributed state observer is proposed to relax the said tradeoff.
For scenarios where fast rate of convergence is of main importance, several observer architectures that guarantee finite time convergence of the estimates without measurement noise are available in the literature. These include those using the properties of the solutions of multiple observers, see, e.g., [8] [9] [10] [11] , using measurement-based state updates [12] , and those exploiting an homogeneity property, see, e.g., [13] [14] [15] [16] . When noise is present in the measurements of the state of the plant, a tradeoff between rate of convergence and robustness to measurement noise is also expected in finite-time convergent observers. In fact, consider the finite-time convergent observer proposed in [8] without noise, i.e., m ≡ 0 and y = Hx, which is defined as 1 x i (t)= Ax i (t)−L i (Hx i (t)−y(t)) ∀t = kδ, k ∈ N,
1x+ i (t) := lim t txi (t ), where t ∈ [0, ∞) is a time instant at which a jump occurs. Equivalently, at times, we writex
for each i ∈ {1, 2}, where N := {1, 2, 3, . . . };x 1 ,x 2 ∈ R n ; δ > 0; F 1 = A−L 1 H, F 2 = A−L 2 H, and L 1 , L 2 ∈ R n×p ; K 2,i (1) = (I − exp(F 2 δ) exp(−F 1 δ)) −1 andK 1,i (1) = I −K 2,i (1);K 1,1 (k) = I,K 2,1 (k) = 0 for each k ∈ {2, 3, 4, . . . };K 1,2 (k) = 0,K 2,2 (k) = I for each k ∈ {2, 3, 4, . . . }; see [8, 9] for more details. The parameter δ defines the time that e + i (δ) = 0 for each i ∈ {1, 2}, where the e i 's define the estimation error, i.e., e i :=x i − x. Based on [8, 9] , finite-time convergence occurs (at t = δ) whenx 1 (0) =x 2 (0) ifK 1,i (1) andK 2,i (1) are well defined, which is guaranteed when parameters L 1 , L 2 , and δ are chosen to satisfy the following conditions:
Figure 1(a) illustrates the tradeoff between rate of convergence and robustness to measurement noise when (4) is used for the scalar plantẋ = ax, y = x + m. For constant noise m, the x-axis of the plot denotes the time when the estimate is reset and the y-axis denotes the corresponding error after the reset; in particular, it shows |e
It can be seen that the sooner the observer jumps (δ small), the larger the effect of measurement noise after the reset would be. This trend can be justified analytically by studying (4) with measurement noise. Because of the presence of noise, at the reset time δ, the estimatex 1 ,x 2 initialized atx 1 (0) =x 2 (0) will not be mapped to x. Instead, the error after the jump is given by
whereã i = a − L i and m is considered constant for the time being. Let a = −0.05, L 1 = 0.01 and L 2 = 0.02. The evaluation of (5) leads to the plot in Figure 1 (a). Figure 1 (b) illustrates the said tradeoff by comparing a trajectory of (4) with the one of the Luenberger observer in (2) with gain L 0 = 0.02. The red dot line denotes the evolution of the scalar plant (x ≡ 0), the black dash-dot line denotes the trajectory of the Luenberger observer, while the blue solid line denotes the estimation from observer (4), namely,x 2 (x 1 has similar behavior) with δ = 2. Due to the jump, the estimation from observer (4) approaches zero much faster than that of the Luenberger observer, however, convergence of the estimate does not occur in finite time. (b) Performance of the finite-time convergent observer (x) compared to a Luenberger observer (x0) for the zero solution to (1). To overcome the negative effect of measurement noise in the finite-time convergent observer (4), building from the construction in [17, Example 7.6 ], we propose a hybrid observer that, for constant or piecewise-constant noise m, estimates the state of the plant in finite time with zero error. Under the presence of generic measurement noise and a class of unmodeled dynamics, the proposed observer also induces a KL-like estimate in the estimation error. In particular, it compensates for the effect of the piecewise-constant bias portion of the generic noise. The strategy proposed here combines the estimates produced by a pair of Luenberger observers, which, when no noise is present, induces a KL bound relative to the set of points where the plant and estimates coincide. Moreover, to handle the noise, an additional variable is used to exactly estimate the measurement noise after a finite number of jumps. By estimating the noise at jumps, a final estimate converging to the plant's state after finite jumps is generated. While estimation of constant noise can be performed with tools already available in the literature, the new hybrid observer not only induces an asymptotic stability property that is robust (to general noise and to a class of unmodeled dynamics), but also, when the noise is piecewise-constant, the noise estimate converges to the actual noise after no more than three consecutive jumps, allowing for perfect estimation of the plant's state in finite time. Note that many bias estimation techniques in the literature involve sign functions (see, e.g., [18] ), which makes the establishment of robustness somewhat difficult. The remainder of this paper is organized as follows. Section 2 introduces notations and the hybrid systems framework employed in this work. Section 3 presents the proposed hybrid observer. In that section, its stability and finite-time convergence properties are established. Furthermore, also in Section 3, the robustness of the proposed hybrid observer to piecewise-constant and general noises as well as a class of unmodeled dynamics are given in terms of KL-like bounds. Section 4 presents numerical results validating and highlighting the robustness properties of the proposed observer. 
Preliminaries

Notation
∈ B, and χ B (x) := 1 if x ∈ B. A function β : R ≥0 × R ≥0 → R ≥0 is a class-KL function if it is nondecreasing in its first argument, nonincreasing in its second argument, lim r 0 β(r, s) = 0 for each s ∈ R ≥0 , and lim s→∞ β(r, s) = 0 for each r ∈ R ≥0 . Given a point y ∈ R n and a closed set A ⊂ R n , |y| A := inf x∈A |x − y|. The set {v i } i∈{1,2,...,n} defines an orthonormal basis for R n , where each column vector v i contains the only nonzero element 1 at the i-th entry. Given matrices A and B with proper dimensions, He(A, B) := A B +BA.
Preliminaries on hybrid systems
In this paper, a hybrid system H has data (C, f, D, g) and is defined byż
where z ∈ Rn is the state, u ∈ Rp is the input, f defines the flow map which captures the continuous dynamics and C defines the flow set on which f is effective. The map g defines the jump map and models the discrete behavior, while D defines the jump set, from which discrete dynamics are allowed. Given an input u, a solution to H is given by the pair (z, u), which is parametrized by (t, j), where t denotes ordinary time and j denotes the jump time. (When the system has no input or its input is zero, its solution will be given by z.) Hybrid time domains are subsets E of R ≥0 × N 0 that, for each
The t j 's define the time instants when the state of the hybrid system jumps and j counts the time of jumps. A solution to H is called maximal if it cannot be extended, i.e., it is not a truncated version of another solution, and it is called complete if its domain is unbounded. A solution is called Zeno if it is complete and its domain is bounded in the t direction. Two solutions are said to be (τ , ε)-close if they satisfy the following property.
A hybrid system H with (C, f, D, g) is said to satisfy the hybrid basic conditions [17, Assumption 6.5] if the following hold:
(B1) C and D are closed sets in Rn; (B2) the functions f and g are continuous.
The hybrid observer proposed in the next section has y as its input, while for the analysis of robustness to noise, an exogenous signal m defining measurement noise will play the role of u. A mapping m is admissible if dom m is a hybrid time domain and, for each j ∈ N 0 , the function t → m(t, j) is measurable. We refer the reader to [17, 19] for more details on this hybrid systems framework.
Robust Finite-time Convergent Hybrid Observer
This section presents the proposed hybrid observer and its main properties. The proposed observer, denoted H o and with data (
The flow map and jump map are given by
respectively, where, for each i ∈ {1, 2},
with I k ∈ R n×np defined by p matrices of dimension n×n in a row, of which the only nonzero sub-matrix among them is the identity matrix I n×n located at the k-th entry, e.g.,
The flow set is defined by C o := X o and the jump set is given by D o := {ζ o ∈ X o : τ = δ}. These definitions of C o and D o ensure that (possibly after the first jump) the system jumps periodically.
The hybrid observer H o interconnected with the plant (1) defines a hybrid system H = (C, f, D, g) y) ). For this interconnection, we have the following nominal property. 
3 For simplicity, the arguments in ψ, T , and R are dropped in (7a) and (7b).
solution to the interconnection from z(0, 0)
for all (t, j) ∈ dom z with ρ(0) = 1 and ρ(j) = 0 for each j ∈ N, w 1 = min{α(P 1 ), α(P 2 )}, w 2 = 3 max{α(P 1 ), α(P 2 )}, for any P 1 = P 1 > 0 and P 2 = P 2 > 0 such that
Proof To show the KL-like bound in (8), consider a Lya-
for each i ∈ {1, 2}, P i ∈ R n×n is a symmetric positive definite matrix. Then, it satisfies the property
where w 1 = min{α(P 1 ), α(P 2 )} and w 2 = 3 max{α(P 1 ), α(P 2 )}.
For each z ∈ C andm = 0:
with Q defined in (9) . The time derivative of the Lyapunov function is negative definite since, by condition (A1) in Assumption 1.1, the matrix Q is negative definite. Then, we have
∀z ∈ C andm = 0. (10) Now, consider the change of V at jumps. For each maximal solution z to the interconnection from z(0, 0) ∈ S, and each (t, j) ∈ dom z such that (t, j + 1) ∈ dom z, by using the definitions of K 1 and K 2 , we obtain that
and that g(z(t, j)) ∈ S. Then, by direct integration and using bounds (10) and (11), for any solution of the system initialized at z(0, 0) ∈ S, we have (8).
Remark 3.2 The explicit KL bound in (8) provides a useful estimate on the overshoot during transient. Moreover, the interconnection between H o and the plant (1) is such that every maximal solution is complete and the invertibility property of Υ can be checked offline 4 (similarly, T (ξ 1 , ξ 2 ) can be evaluated offline). Furthermore, when z(0, 0) is not restricted to S, i.e., z(0, 0) ∈ R n ×X o , the bound in (8) can be extended to capture the transient due to initial conditions not in S, in which case, to avoid singularity, one could replace ψ by the set-valued map
The following result establishes the main convergence property induced by H o when piecewise-constant measurement noise is present. 
where, for integers 
, is such that, for each j ≥ 1, I j × {j} ∈ dom z, there existsĨ j ⊂ (I j ∪ I j+1 ) with nonempty interior such thatx i (t, j) = x(t, j) for each t ∈Ĩ j and each i ∈ {1, 2}.
Proof Consider the first two intervals I 0 , I 1 of a solution z to the interconnection from z(0, 0) ∈ S . Under the assumption that 0 < δ < 1 2 min k∈N {d k −d k−1 }, the measurement noise m is constant for all t ∈ I 0 ∪ I 1 (note we can rewrite m in (13) as a function on dom z; see [20] ). Applying the jump map (7b), we obtainx 1 (δ, 1) = x 2 (δ, 1) after the first jump. Recall that the measurement 4 For a scalar plant (H = 1), Υ reduces to ν1
− 1 for δ ∈ R ≥0 . Then, it can be shown that lim δ→0 Σ(δ) = 0 and lim δ→∞ Σ(δ) = ν2 − 1, where 0 < ν2 < 1 for a < 0 and L2 > 0. Moreover, Σ : R ≥0 → R is continuous and monotonically decreasing. Therefore, Σ(δ) is invertible for any δ > 0. noise m is constant for each t ∈ I 1 . Applying Lemma A.1, it follows that there exists a nonempty sub-interval of I 2 such thatx 1 (t, j) =x 2 (t, j) = x(t, j) for all t belonging to that sub-interval. For any two general consecutive intervals I j ∪ I j+1 for j ≥ 2,
• ifx 1 (jδ, j) =x 2 (jδ, j) = x(jδ, j), and the noise m does not change at t = jδ, then, using the assumption that 0 < δ < 1 2 min k∈N {d k −d k−1 }, there exists a nonempty sub-interval of I j such that m is constant on this interval, andx 1 (t, j) =x 2 (t, j) = x(t, j) for all t in that sub-interval;
• ifx 1 (jδ, j) =x 2 (jδ, j) = x(jδ, j), and the noise m changes at t = jδ, it will keep constant for t ∈ I j ∪I j+1 , then it follows from an application of Lemma A.1 as above thatx 1 (t, j) =x 2 (t, j) = x(t, j) for all t ∈ I j+1 ; • ifx 1 (jδ, j) =x 2 (jδ, j) = x(jδ, j), it is implied that the noise m changed once in I j−1 and it will keep constant for t ∈ I j . Therefore, there exists a nonempty subinterval of I j+1 such thatx 1 (t, j + 1) =x 2 (t, j + 1) = x(t, j + 1) for all t that belongs to that sub-interval.
The claim holds by combining the arguments above.
The existence of the intervalĨ j for each j ≥ 1 guaranteed by Theorem 3.3 implies that whenever the noise changes, the proposed observer estimates the new value of the piecewise-constant noise in finite time (within 3δ). Theorem 3.5 For the interconnection between the observer H o and the plant (1) with z = (x, ζ o ) and an admissible measurement noise m, suppose α(F 2 ) < α(F 1 ) and α(F 1 ) < 0. Furthermore, suppose F 1 and F 2 are dissipative and µ(F 2 ) < µ(F 1 ), and Υ is invertible. Then, each solution z to the interconnection from z(0, 0) ∈ S := {z ∈ R n × X o :x 1 =x 2 , ξ 1 = ξ 2 = 0, τ = 0} satisfies, for each i ∈ {1, 2} and for all (t, j) ∈ dom z,
where e i =x i − x, ρ(j) = 1 if j = 0 and ρ(j) = 0 for each j ∈ N,
Proof Consider the interval [0, δ] × {0} over which no jump occurs. By solving for the solution to the interconnection during flows, we obtain
for all t ∈ [0, δ], where we use bounds in [21, Section 3.2] . At the first jump, when t = δ, recalling the jump map defined in (7b), we have
which follows from the definition of K i , the facts that x 1 (0, 0) =x 2 (0, 0) and x(δ, 1) = x(δ, 0), and a straightforward bound on e i (δ, 0), and also that
Note that ψ(ξ 1 (δ, 0), ξ 2 (δ, 0)) = Υ −1 since ξ 1 (0, 0) = ξ 2 (0, 0) = 0 and τ (0, 0) = 0. These bounds lead to |e i (δ, 1)| ≤ c|m −m(0, 0)| (δ,0) . Then, it follows that, for each t ∈ [δ, 2δ],
Following the same procedure for j > 1, the bound on |e i (jδ, j)| at the j-th jump is independent from the bound on |e i (t, j − 1)| for each t ∈ [(j − 1)δ, jδ], and is given by |e i (jδ, j)| ≤ c|m −m| (jδ,j−1) . Over the flow interval [jδ, (j + 1)δ] × {j}, we obtain
Therefore, we can unify the bounds for any (t, j) ∈ dom e i , to obtain (14) .
In addition to the above results for piecewise-constant noise (Theorem 3.3) and to general noise (Theorem 3.5), the fact that the interconnection between the observer H o and the plant (1) satisfies the hybrid basic conditions, as stated next, enables us to establish a general robustness result over finite horizons. Proposition 3.6 Suppose A2 in Assumption 1.1 holds and the measurement noise is zero. Moreover, assume Υ is invertible. Then, the interconnection between H o and the plant satisfies the hybrid basic conditions. Next, we consider the effect of general measurement noise and unmodeled dynamics on the plant. In such a setting, the plant in (1) becomeṡ
The proposed observer uses A and H, namely, ∆A and ∆H are not known to the observer. Due to this, the hybrid observer H o interconnected with the perturbed plant (15) defines a hybrid system H = (C, f , D, g) with state z = (x, ζ o ), input m, and flow map and jump map given by
The arguments of the functions in (16) and (17) are dropped for simplicity. The following robustness result relates, over a finite horizon, the solutions z to the system H, which includes unmodeled dynamics, to the solutions z to H, which is the hybrid system resulting from the interconnection between H o and the plant (1). Since to establish it we use tools from [17] for autonomous hybrid systems, we assume that the measurement noise is generated by an exosystem. Let M > 0 and Ω ⊂ R p be compact. Then, we generate the measurement noise from the differential inclusion with constraintṡ
where, with some abuse of notation, m is treated as a state vector and solutions to H are given by ( z, m); similarly, solutions to H are given by (z, m). Every possible solution to (18) is bounded and Lipschitz continuous, but not necessarily differentiable, which allows not only for the generation of the piecewise constant noise signals allowed in Theorem 3.3 but also much richer admissible noise signals. Below, given a set K ⊂ R n and τ ≥ 0, R x τ (K) denotes the reachable set ofẋ = Ax from K up to t = τ while R ξ τ (0) denotes the reachable set {|T ψ|, |ψ|} , then the following property holds: for every solution
Proof To establish the (τ , ε)-close property, we apply |∆A| and |∆H| are such that max{|∆A|, |∆H|} max
the claim follows by relating the solutions of H ex to solutions of H, and the solutions of the outer perturbation of H ex to solutions of H.
In simple terms, the above result establishes that the solutions resulting with ∆A and ∆H small enough do not differ much from those without such unmodeled dynamics. In particular, for piecewise constant measurement noise as in Theorem 3.3 and τ > δ, the recurrent finite time convergence property in Theorem 3.3 is practically preserved up to t = τ .
Remark 3.8 In general, though not pursued here, the result in Theorem 3.7 is also applicable to the case when the measurement noise has a specific statistical property, such as Gaussian noise. See the example in Section 4.2 for a discussion about Gaussian noise. . Although the finite-time convergence property is no longer preserved, the performance of the proposed observer is better than that of the Luenberger observer with L 0 = L 2 .
Simulation Results
Piecewise-constant noise with unmodeled dynamics
General noise with recursive jumps
Consider the same plant as defined in Section 4.1 with the hybrid observer H o under the general measurement noise m(t) Table 1 suggests significant improvement on the mean value of the estimation error of the finite-time convergent observer over that of the Luenberger observer. The observer (4) can be rewritten as a hybrid system, denoted by H n , given bẏ ζ = f n (ζ, y) ζ ∈ C n , ζ + = g n (ζ, y) ζ ∈ D n , (B.1)
where ζ = (x 1 ,x 2 , τ, q) ∈ X 0 := R 2n × [0, δ] × {0, 1}. The flow set is defined as C n = X 0 and the jump set is D n = {ζ ∈ X 0 : τ = δ, q = 0}. While the flow map and jump map are given by We derive a bound on the estimation error. For (B.3), the estimation error after the jump can be calculated as By applying Taylor expansion [23] and using (B.6), it follows that, for δ > 0,
where ∆F := µ(F 2 )−µ(F 1 ). Since exp (∆F δ) < 1, the series is convergent and we have Based on (B.5), a KL bound can be derived for e i 's for all (t, j) ∈ dom e i , see [24] .
