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Exploiting the duality between time series and networks, directed horizontal visibility graphs (DHVGs) are used to perform an unprecedented analysis of the dynamics of stream flow fluctuations with focus on time irreversibility and long range dependence. The analysis relies on a large quality-controlled data set consisting of 699 daily time series recorded in the continental United States (CONUS) that are not affected by human activity and primarily reflects meteorological conditions. DHVGs allow a clear visualization and quantification of time irreversibility of flow dynamics, which can be interpreted as a signature of nonlinearity and long range dependence resulting from the interaction of atmospheric, surface and underground processes acting at multiple spatio-temporal scales. Irreversibility is explored by mapping the time series into ingoing, outgoing, and undirected graphs and comparing the corresponding degree distributions. Using surrogate data preserving up to the second order linear temporal dependence properties of the observed series, DHVGs highlight the additional complexity introduced by nonlinearity into flow fluctuation dynamics. We show that the degree distributions do not decay exponentially as expected, but tend to follow a subexponential behavior, even though sampling uncertainty does not allows a clear distinction between apparent or true power law decay. These results confirm that the complexity of stream flow dynamics goes beyond a linear representation involving for instance the combination of linear processes with short and long range dependence, and requires modeling strategies accounting for temporal asymmetry and nonlinearity. fluctuations can be explained by the interaction of short and long range dependence, and can be modeled by the so-called 23 generalized Hurst-Kolmogorov (gHK) process [12] , which couples a first-order autoregressive process describing short 24 range dependence and the Hurst-Kolmogorov process (also known as fractional Gaussian noise) for long range dependence. In this context, combining linear and nonlinear time series analyses can allow a better characterization of complex sig-28 nals [13] [14] [15] . Among the available methods, mapping procedures of time series into network graphs allow us to apply 29 graph theoretical tools developed in complex network theory [16] [17] [18] [19] . One of these methods, called the visibility graph
30
(VG) algorithm [20, 21] has been applied to study several geophysical systems such as hurricanes [22] , seismicity [23, 24] , test [29] . Therefore, DHVG is a suitable candidate tool to explore jointly both persistence and irreversibility in stream flow 37 series.
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In this study, we built on a recent study focused on HVG analysis and Brazilian rivers [30] , and perform an unprecedented 39 large scale study, applying DHVG to a quality controlled daily runoff data set including 699 time series that span up to 40 114 years, are not affected by anthropogenic interventions, and are specifically devised for climate-related studies. This 41 makes the analysis free from possible artifacts related to anthropogenic activities, thus focusing on the actual properties of and the calendar-day standard deviation 
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HVG has a number of properties making it a useful diagnostic tool [28]:
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(i) Connection: each node sees at least its left-side and right-side nearest neighbors.
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(ii) Invariance under affine (monotonic) transformations, making it a nonparametric rank-based method which is 19 insensible to rescaling procedures.
20
(iii) Data compression (reversibility between time series and network representation): Since the network structure is 21 completely defined by the binary adjacency matrix, some information concerning the actual value of each observation is unavoidably lost; however, this limit is common to every nonparametric rank-based method, and can be overcome 23 by using weighted networks.
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(iv) Exponential degree distribution: recalling that the degree distribution of a graph describes the probability of an arbitrary 25 node to have k links (degree k), it can be shown that random, chaotic, and stochastic processes (with exponentially and 26 power law decaying autocorrelation) map into graphs with exponential probability density function (PDF) of degrees, 
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In this set of distributions, GP is the only power-type model exhibiting asymptotic behavior similar to x
(where x denotes a generic random variable, and ξ is the GP shape parameter in Eq. 
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Exploratory data analysis is performed by using the L-moment ratio diagrams (LMRDs), which are similar to the the effect of the sample size, we defined the degree distributions of HVG for annual subsamples and the entire time series
44
(hereinafter referred to as annual series and global series, respectively). All distributions are therefore fitted over the range 45 k > 2 for annual series, and k > 4 for global series to reduce the effect of departures from the theoretical laws due to 46 discretization effect for small degrees, but retaining enough data for algorithms' convergence.
After model parameter estimation, goodness of fit was assessed by using MSE, as this norm is formally close to other well- sense, under the hypothesis that one of the models must be the K-L best model of that set of models.
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In summary, the inference includes five different distributions (EXP, PE3, GP, WEI, and LN3), three estimation methods
20
(LM, MSE, and ML), and two goodness-of-fit/model selection criteria (MSE and AIC c ). coherent with the theoretical exponential distributions describing a random process (λ = ln(3/2) and λ in = λ out = ln(2)).
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Since IAAFT sequences preserve the autocorrelation (power spectrum) of the original series, we expect a decay faster than cloud of points. Focusing on the annual scale in the top panels of Fig. 4 , the discrepancy between the observed and shuffled range of empirical L-moments denotes the presence of degree distributions whose behavior goes from EXP or slightly 1 hyperexponential to evident subexponential.
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In order to quantitatively assess which theoretical model better describes the empirical degree distributions, the five 3 models are fitted to data by LM, MSE, and ML methods, then assessing the fitting accuracy in terms of MSE. Results for 4 annual series are reported in Fig. 5 , where each panel shows the box plots of MSE for the five models fitted by the three in terms of MSE only when this norm is used to fit the parameters.
15
As for the LMRDs, results are slightly different moving from annual to global scale (Fig. 6 ). In particular, focusing on the 16 observed data, GP is no longer the best option for ingoing and undirected cases, but it is outperformed by WEI when the The previous MSE analysis gives an overall picture of the fitting performance, but it does not give information about as the optimal one.
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For annual scale and observed data (Fig. 7) , GP and LN3 are the dominant models when MSE is used as selection criterion
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independently of the fitting method, with GP being the most frequent option for ingoing case, and LN3 for outgoing and K-L information loss, thus confirming the uncertainty of conclusions relying on annual degree distributions. On the other 1 hand, stronger evidence supports the selected optimal model when using global data.
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To summarize, LRMDs, MSE analysis, and model selection provide a coherent picture indicating that: cases. This suggests that the information (in the theoretic information sense) contained in annual subsets of daily data 7 might be not sufficient to draw reliable conclusions even on the nature of the body of degree distributions. 6 . As for Fig. 5 , but for networks defined on the global series; similar interpretation applies.
Fig. 7.
Comparison of the fitted models in terms of optimal model selection rate. Each bar indicates the percentage of times each model is selected as the best one in terms of minimum MSE or AIC c . For each panel, the selection rate is reported in terms of MSE for all estimation methods (LM, MSE, and ML), and AIC c for ML. For example, the first bar in the top-left panel indicates that GP is selected in the 28.33% of times as the best model for observed ingoing degree distributions when parameters are estimated by LM and the goodness of fit is assessed by MSE. For observed data, GP, WEI and LN3 show the highest selection rate depending on the estimation method. GP dominates in terms of AIC c for outgoing and undirected distributions. Fig. 8 . As for Fig. 7 , but for networks defined on the global series; similar interpretation applies. Focusing on observed data, WEI and GP show the highest selection rate for ingoing and undirected distributions, while GP and LN3 are most frequent optimal models for outgoing distributions. case (see lines intersecting the EXP point in LRMDs shown in Fig. 4) . In this respect, the selection of GP, WEI and PE3 as 1 optimal models for shuffled and IAAFT degree distributions is not so surprising. 
Analysis of characteristic parameters 3
Even though definite conclusion about the true nature of the upper tail of the degree distribution is not possible, the 4 systematic selection of GP as one of the optimal models allows for further analyses. Indeed, the values of the GP shape 5 parameter ξ indicate if the distribution is close to exponential (ξ ≈ 0) or remarkably subexponential (ξ > 0) or hyperexpo-6 nential (ξ < 0). However, when ξ > 0 we only conclude that degree distributions have subexponential behavior without 7 specifying if it is power law or not, because we cannot know if they are actually GP, or WEI/LN3 with apparent power law 8 behavior. For the sake of comparison and completeness, both EXP λ and GP ξ are studied comparing the PDFs for ingoing 9 λ in (ξ in ), outgoing λ out (ξ out ), and undirected λ un (ξ un ), corresponding to each observed and surrogate (shuffled and IAAFT) 10 series on annual and global basis. Only MSE estimates are shown as LM and ML have very similar PDFs.
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Results for λ are reported in Fig. 9 . For observed data, PDFs of λ in , λ out , and λ un are clearly different, being the PDF of λ out 12 shifted on the right side (higher average) and much more dispersed (higher variance). The difference between the PDFs of λ in larger sample sizes to obtain reliable conclusions.
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Assuming GP as a good candidate to explore the behavior of the upper tail of the degree distributions, Fig. 10 shows 23 that in all cases the average values of ξ are close to each other, thus resulting in a broad overlap of the PDFs. Similar to λ,
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PDFs of ξ in and ξ out for shuffled and IAAFT data are almost indistinguishable (as expected) owing to the signal reversibility.
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Moreover, the average of ξ in is close to zero confirming the expected convergence to EXP behavior, while the average of 26 ξ out tends to be slightly smaller than zero, indicating the expected hyperexponential decay faster than that of shuffled data.
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For observed data, the average of ξ un is close to 0.2 with low probability (for global data) to observe negative values. This coefficient in Fig. 11 show that a strong and almost linear relationship does exist between ξ un and ξ in (for observed data), ofỹ |k versus k can be non monotonic, thus resulting in mixed results. These differences further stress the nonlinear effect of 1 the different physical dynamics acting in the rising and recession phases of the flow process. 
Conclusions

3
In this study, directed and undirected HVG algorithm developed in complex network theory has been applied for the Nonlinearity is characterized in terms of irreversibility and interpreted as a consequence of the different physical processes where x ≥ µ, µ ∈ R is the lower endpoint of the distribution, λ > 0 is a scale parameter, and ξ > 0 is a shape parameter. 
