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This paper studies hardware implementation of a simple dynamic binary neural network. The
dynamic binary neural network is a simple two-layer network with a delayed feedback and that
can generate various periodic orbits. The network is characterized by local binary connection
and signum activation function. First, using an FPGA board, a test circuit is implemented. The
signum activation function is realized by a majority decision circuit and the binary connection
is realized by switches and inverters. The circuit operation is confirmed experimentally.
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1. まえがき
動的バイナリーニューラルネット (DBNN) は離散時刻
における連想メモリ [1]に基づく簡素な非線形デジタルシス
テムである．本ネットワークはシグナム活性化関数を有し，
3値結合パラメータ: 正の結合 +1, 負の結合 −1，結合なし
0によって特徴づけられる．初期値や結合パラメータにより，
DBNNは様々な 2値周期軌道 (BPOs)を生成する．結合パ
ラメータにおける結合なし 0は結合のスパースである．結合
のスパースは BPOの安定性を強化し，ハードウェア化した
際消費電力の低減につながる [2] [3]．DBNN の応用例とし
てスイッチング回路の制御 [2] [4]，連想メモリ [1] [5]，論理
回路 [6] [7] などがあげられる．DBNNの解析やハードウェ
ア実装は工学的応用や非線形現象の解析の両方の観点からみ
て重要である．ニューラルネットワークにおいて滑らかな活
性化関数を持ち実数結合パラメータのネットワークと比較す
るとシグナム活性化関数と 3値結合パラメータを持つ本ネッ
トワークはハードウェア実装や数値解析において計算コスト
の削減が可能である [2].
解析やハードウェア実装を簡単にするために 3-1バイナリー
ニューロンに基づく簡素な動的バイナリーニューラルネット
ワーク (3-1DBNN)を提案する．3-1バイナリーニューロン
は 3 入力 1 出力のニューロンであり，簡単な多数決回路に
よって実装される．3-1DBNN はパラメータの数が DBNN
より少ないのでダイナミクスの解析や安定性解析において
DBNNより優位である [2] [3]．3-1DBNNは簡素なセルラー
オートマタ [8]と等価なシステムであり，3-1DBNNはより
様々な BPO を生成するので工学的応用に優れている．本
論では 3-1DBNN において基本的なハードウェア実装を行
う．始めにスイッチング回路の制御信号に応用可能な信号
[4] を使用し，目的の 2 値周期軌道 (TBPO) が生成可能な
3-1DBNNを用意する．次に 3-1DBNNのテスト回路を作成
する．3-1DBNNはスイッチとインバータ，簡単な多数決回
路によってあらわされる．Verilog-HDLを使用し FPGAに
テスト回路の実装を行う．
2. 3接続動的バイナリーニューラルネット
始めに [2] で論じている動的バイナリーニューラルネッ
ト (DBNN)について紹介する．DBNNはシグナム活性化関
数を持つフィードフォワード型のネットワークに遅延フィー
ドバックを適用したものである．その動作を以下に示す．
xt+1i = F
(
N∑
j=1
wijx
t
j − Ti
)
, i = 1 ∼ N
F (Xi) =
{
+1 if Xi ≥ 0
−1 if Xi < 0
Xi ≡
N∑
j=1
wijx
t
j − Ti
ab. xt+1 = FD(x), x
t ≡ (xt1, · · · , xtN ) ∈ BN
(1)
ただし，xt は離散時刻 t における状態ベクトルであり，
xti ≡ B ∈ {−1,+1}はその i番目の要素である．N はセル
数である．結合パラメータは 3値 wij ∈ {−1, 0,+1}，しき
い値パラメータは整数値 Ti ∈ {0,±1,±2,±3, · · ·}である．
次に 3-1DBNN[3]を紹介する．図 1(a)に示す 3-1DBNNは
DBNNの各ニューロンを 3入力 1出力としたものでハード
ウェア実装に適している．3-1DBNNの動作式を以下に示す．
図 1 3-1DBNNの例. (a) ネットワーク図. 赤線と青線
はそれぞれ wij = +1 と wij = −1 を示す．無結合は
wij = 0 を示す. また，緑円の Ti はしきい値パラメー
タを示す. (b) シグナム活性化関数.
xt+1i = F
(
wiiax
t
ia + wiibx
t
ib + wiicx
t
ic − Ti
)
wij ∈ {−1,+1}, Ti ∈ {−4,−2, 0,+2,+4}
xia ∈ {x1, · · · , xN}, xib ∈ {x1, · · · , xN}
xic ∈ {x1, · · · , xN}, xia = xib = xic
(2)
ただし， t ≡ (xt1, · · · , xtN ), xti ∈ {−1,+1} ≡ は離散
時刻 t における N 次元 2 値状態ベクトルである．結合パ
ラメータ wij は 2 値 {−1,+1} とし，簡単のため，しきい
値パラメータ Ti = 0 の場合のみを考える．ここで，X ≡
wiiax
t
ia + wiibx
t
ib
+ wiicx
t
ic とすると，X は 4 つの値で表
せる {−3,−1,+1,+3}(図 1(b))．i 番目の出力層における
ニューロンは離散時刻 t における N 次元 2 値状態ベクト
ル (xt1, · · · , xtN )である (xtia , xtib , xtic)の 3つの入力を選択す
る．その後，i番目の出力層におけるニューロンは離散時刻
t + 1 において xt+1i となる．この動作の繰り返しによって
3-1DBNNは様々な 2値系列を生成する．
ニューラルネットはパワーエレクトロニクス分野への応
用が研究されている [4]．例題として，N = 6とし，DC/AC
コンバータに応用可能な 1つの 6周期の教師信号を考察対象
とする：
1 = (+1,−1,−1,−1,+1,+1)
→ 2 = (+1,+1,−1,−1,−1,+1)
→ 3 = (+1,+1,+1,−1,−1,−1)
→ 4 = (−1,+1,+1,+1,−1,−1)
→ 5 = (−1,−1,+1,+1,+1,−1)
→ 6 = (−1,−1,−1,+1,+1,+1)
これに対し，表 1に示す教師信号を呈する結合パラメー
タを用意し，次の章で FPGAによって 3-1DBNNを実装す
るための基本回路を設計する [3]．
表 1 3接続結合パラメータ
i wi1 wi2 wi3 wi4 wi5 wi6
1 0 −1 0 0 −1 +1
2 +1 0 −1 0 0 −1
3 −1 +1 0 0 −1 0
4 −1 0 +1 0 −1 0
5 0 −1 0 +1 −1 0
6 0 −1 0 −1 +1 0
3. FPGAによるハードウェア実装
FPGA によって 3-1DBNN を実装するための基本回路
を設計する [3]．図 2 は 3-1 バイナリーニューロンである．
3-1DBNNにおいて，シグナム活性化関数は ANDゲートと
ORゲートによる単純な多数決回路によって実現される．正
負の結合は固定スイッチとインバータによって実現される．
D-FFを用いた遅延回路によりネットワークの遅延フィード
バックを実現する．使用した機器を以下に示す:
FPGA ボード: BASYS3 (Xilinx Artix-7 XC7A35T-
ICPG236C)，クロック周波数: 1.5[MHz]．
設計ソフト: vivado 2017.4 (Xilinx)．
波形測定器: ANALOG DISCOVERY2．
波形観測ソフト: Waveforms 2015．
3-1バイナリーニューロンと遅延回路を用いることで図
3に示すような 3-1DBNNを実現することができる．
図 2 3-1バイナリーニューロン．
図 3 FPGA回路が呈する周期軌道 (T = 3.8µs)．
4. むすび
シグナム活性化関数を簡単な多数決回路で表し、結合パ
ラメータをスイッチとインバータを用いることで 3-1DBNN
のハードウェア実装を FPGAを用いて行った．ハードウェア
実装の結果，今回作成した基本回路は考察対象としたTBPO
を呈することを確認した．今後の課題として，ハードウェア
上での DBNN の学習方法や TBPO の安定化方法やその応
用などがあげられる．
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