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Abstract
We associate to each Boolean function a polynomial whose evaluations represents the
distances from all possible Boolean affine functions. Both determining the coefficients of
this polynomial from the truth table of the Boolean function and computing its evaluation
vector requires a worst-case complexity of O(n2n) integer operations. This way, with a
different approach, we reach the same complexity of established algorithms, such as those
based on the fast Walsh transform.
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1 Introduction
Any function from (F2)
n to F2 is called a Boolean function. Boolean functions are im-
portant in symmetric cryptography, since they are used in the confusion layer of ciphers. An
affine Boolean function does not provide an effective confusion. To overcome this, we need
functions which are as far as possible from being an affine function. The effectiveness of these
functions is measured by several parameters, one of these is called “nonlinearity”.
In this paper, we provide a method to compute the nonlinearity of a Boolean function, esti-
mating its complexity compared to that of the classical methods which uses fast Walsh and
fast Mobius transform.
In Section 2 we recall the basic notions and theorems we need. In Section 3 we associate to
each Boolean function in n variables a polynomial whose evaluations represent the distance
from all possible affine functions, yielding an algorithm to compute the nonlinearity. We also
provide a theorem to express the coefficients of this polynomials. Finally, in Section 4 we
analyze the complexity of the proposed method, both experimentally and theoretically. In
particular, we arrive at a worst-case complexity of O(n2n) operations over the integers, that
is, sums and doublings. This way, with a different approach, we reach the same complexity of
established algorithms, such as those based on the fast Walsh transform.
2 Preliminaries and Notation on Boolean functions
In this chapter we summarize some definitions and known results from [Car10] and [MS77],
concerning B.f. and the classical techniques to determine their nonlinearity.
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Let F denote the field F2. The set F
n is the set of all binary vectors of length n, viewed as
an F-vector space.
Let v ∈ Fn. The Hamming weight w(v) of the vector v is the number of its nonzero coordi-
nates. For any two vectors v1, v2 ∈ F
n, the Hamming distance between v1 and v2, denoted by
d(v1, v2), is the number of coordinates in which the two vectors differ.
A Boolean function (B.f. ) is any function f : Fn → F. The set of all B.f. ’s from Fn to F will
be denoted by Bn.
We assume implicitly to have ordered Fn, so that Fn = {p1, . . . , p2n}.
A B.f. f can be specified by a truth table, which gives the evaluation of f at all pi’s. We consider
the evaluation map from Bn to F
2n , associating to each B.f. f the vector f = (f(p1) . . . , f(p2n)),
which is called the evaluation vector of f . Once the order on Fn is chosen, i.e. the pi’s are
fixed, it is clear that the evaluation vector of f uniquely identifies f .
A B.f. f ∈ Bn can be expressed in a unique way as a polynomial in F[X] = F[x1, . . . , xn], as
f =
∑
v∈Fn bvX
v , where Xv = xv1 · · · xvn . This representation is called the Algebraic Normal
Form (ANF).
Let An = {α ∈ Bn | α(X) = a0 +
∑n
i=1 aixi, (a0, . . . , an) ∈ F
n+1} denote the set of all affine
functions.
In [CG99] a useful representation of B.f. ’s is introduced for characterizing several crypto-
graphic criteria.
B.f. ’s can be represented as elements of K[X]/〈X2 −X〉, where 〈X2 −X〉 is the ideal gener-
ated by the polynomials x21 − x1, . . . , x
2
n − xn, and K is Z, Q, R, or C. Let f be a function on
Fn taking values in a field K. We call the numerical normal form (NNF) of f the following
expression of f as a polynomial: f(x1, . . . , xn) =
∑
u∈Fn λu(
∏n
i=1 x
ui
i ) =
∑
u∈Fn λuX
u , with
λu ∈ K and u = (u1, . . . , un).
It can be proved that any B.f. f admits a unique NNF, consideiring values in K.
From now on let K = Q. The truth table of f can be recovered from its NNF by the
formula f(u) =
∑
au λa,∀u ∈ F
n , where a  u ⇐⇒ ∀i ∈ {1, . . . , n} ai ≤ ui. Conversely, it
is possible to derive an explicit formula for the coefficients of the NNF by means of the truth
table of f .
Proposition 2.1. Let f be any integer-valued function on Fn. For every u ∈ Fn, the coefficient
λu of the monomial X
u in the NNF of f is:
λu = (−1)
w(u)
∑
a∈Fn|au
(−1)w(a)f(a) . (1)
Let f, g ∈ Bn. The distance d(f, g) between f and g is the number of v ∈ F
n such that
f(v) 6= g(v). It is obvious that d(f, g) = d(f, g) = w(f + g) .
Definition 2.2. Let f ∈ Bn. The nonlinearity of f is the minimum of the distances between
f and any affine function, i.e. N(f) = minα∈An d(f, α) .
Using a simple divide-and-conquer butterfly algorithm it is possible to compute the ANF
from the truth-table of a B.f. , by performing O(n2n) bit operations, and storing O(2n) bits.
This algorithm is known as the fast Möbius transform. From the ANF it is possible to compute
the nonlinearity of a B.f. by means of a similar algorithm known as the fast Walsh transform,
requiring O(n2n) integer sums and storing O(2n) integers.
Faster methods are known in particular cases, for example when the ANF is a sparse
polynomial [Çal13].
2
3 Computing the nonlinearity using fast polynomial evaluation
Let A be the variable set A = {ai}0≤i≤n. We denote by gn ∈ F[A,X] the following
polynomial:
gn = a0 +
n∑
i=1
aixi .
Determining the nonlinearity of f ∈ Bn is the same as finding the minimum weight of the
vectors in the set {f + g | g ∈ An} ⊂ F
2n . We can consider the evaluation vector of the
polynomial gn as follows (see [SS07]):
gn = (gn(A, p1), . . . , gn(A, p2n)) ∈ (F[A])
2n .
From now on we present original results.
For each 0 ≤ i ≤ 2n, we define the following Boolean affine polynomials:
f
(F)
i (A) = gn(A, pi) + f(pi) .
We also define
f
(Z)
i (A) = NNF(f
(F)
i (A)) .
Definition 3.1. We call nf (A) = f
(Z)
1 (A) + · · · + f
(Z)
n (A) ∈ Z[A] the integer nonlinearity
polynomial (or simply the nonlinearity polynomial) of the B.f. f .
For any t ∈ N we define the ideal N tf ⊆ Q[A] as follows:
N tf = 〈E[A]
⋃
{f
(Z)
1 + · · ·+ f
(Z)
2n − t}〉 = 〈E[A]
⋃
{nf − t}〉 (2)
Notice that the integer evaluation vector nf represents all the distances of f from all
possible affine functions in n variables, and so the following theorem is straitforward.
Theorem 3.2. The variety of the ideal N tf is non-empty if and only if the Boolean function
f has distance t from an affine function. In particular, N(f) = t, where t is the minimum
positive integer such that V(N tf ) 6= ∅.
Thus, to compute the nonlinearity of f we have to find the minimum nonnegative integer
t in the set of the evaluations of nf , that is, in {nf (a¯) | a¯ ∈ {0, 1}
n+1 ⊂ Zn+1}.
Now we claim a theorem to calculate the coefficients of the nonlinearity polynomial. Proof
is omitted due to lack of space (see [BSS14]).
Theorem 3.3. Let v = (v0, v1, . . . , vn) ∈ F
n+1, v˜ = (v1, . . . , vn) ∈ F
n, Av = av00 · · · a
vn
n ∈ F[A]
and cv ∈ Z be such that nf =
∑
v∈Fn+1 cvA
v. Then the coefficients of nf can be expressed as:
cv =
∑
u∈Fn
f(u) = w(f) if v = 0 (3)
cv = (−2)
w(v)
∑
u∈Fn
v˜u
[
f(u)−
1
2
]
if v 6= 0 (4)
3
4 Complexity considerations
We write the algorithm (Algorithm 1) to calculate the nonlinearity polynomial in O(n2n)
integer operations.
In Figure 1 Algorithm 1 is shown for n = 3.
Algorithm 1 Algorithm to calculate the nonlinearity polynomial nf in O(n2
n) integter op-
erations.
Input: The evaluation vector f of a B.f. f(x1, . . . , xn)
Output: the vector c = (c1, . . . , c2n+1) of the coefficients of nf
Calculation of the coefficients of the monomials not containing a0
1: (c1, . . . , c2n) = f
2: for i = 0, . . . , n− 1 do
3: b← 0
4: repeat
5: for x = b, . . . , b+ 2i − 1 do
6: cx+1 ← cx+1 + cx+2i+1
7: if x = b then
8: cx+2i+1 ← 2
i
− 2cx+2i+1
9: else
10: cx+2i+1 ← −2cx+2i+1
11: end if
12: end for
13: b← b+ 2i+1
14: until b = 2n
15: end for
Calculation of the coefficients of the monomials containing a0
16: c1+2n ← 2
n
− 2c1
17: for i = 2, . . . , 2n do
18: ci+2n ← −2ci
19: end for
20: return c
(x1, x2, x3) f(x1, x2, x3) Step 1 Step 2 Step 3
000 e1 // + e1 + e2 // + e1 + e2 + e3 + e4 // + e1 + e2 + e3 + e4 + e5 + e6 + e7 + e8
001 e2
55❦❦❦❦❦❦❦❦❦❦❦
1−2x
// 1− 2e2 // + 2− 2e2 − 2e4 // + 4− 2e2 − 2e4 − 2e6 − 2e8
010 e3 // + e3 + e4
CC
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
2−2x
// 2− 2e3 − 2e4 // + 4− 2e3 − 2e4 − 2e7 − 2e8
011 e4
55❦❦❦❦❦❦❦❦❦❦❦
1−2x
// 1− 2e4
CC
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
−2x
// −2 + 4e4 // + −4 + 4e4 − 4e8
100 e5 // + e5 + e6 // + e5 + e6 + e7 + e8
II
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
4−2x
// 4− 2e5 − 2e6 − 2e7 − 2e8
101 e6
55❦❦❦❦❦❦❦❦❦❦❦
1−2x
// 1− 2e6 // + 2− 2e6 − 2e8
II
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
−2x
// −4 + 4e6 − 4e8
110 e7 // + e7 + e8
CC
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
2−2x
// 2− 2e7 − 2e8
II
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
−2x
// −4 + 4e7 − 4e8
111 e8
55❦❦❦❦❦❦❦❦❦❦❦
1−2x
// 1− 2e8
CC
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
−2x
// −2 + 4e8
II
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
−2x
// 4− 8e8
Figure 1: Butterfly scheme to obtain a fast computation of the nonlinearity polynomial coef-
ficients, where (e1, . . . , e8) = (f(p1), . . . , f(p8)).
We claim the following theorem without proof (see [BSS14]).
Theorem 4.1. Algorithm 1 requires O(n2n) integer sums and doublings, in particular circa
n2n−1 integer sums and circa n2n−1 integer doublings, and the storage of O(2n) integers of
size less than or equal to 2n.
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In Table 1 we report the coefficients of growth of the analyzed algorithm and the standard
algorithm which uses the fastWalsh transform1, comparing them with the value log2
[ (n+1)2n+1
n2n
]
.
For each algorithm we compute the average time tn to compute the nonlinearity of a B.f. with
n variables and the average time tn+1 to compute the nonlinearity of a B.f. with n+1 variables.
Then we report in the table the expected theoretical value log2
( tn+1
tn
)
. Thanks to theorem 4.1
n 4-5 5-6 6-7 7-8 8-9 9-10 10-11
log2
[ (n+1)2n+1
n2n
]
1.22 1.17 1.14 1.12 1.11 1.09 1.09
FWT 0.90 0.98 1.01 1.22 0.95 1.25 1.07
NLP+FPE 1.02 1.09 1.13 1.07 1.17 1.07 1.11
Table 1: Experimental comparisons of the coefficients of growth of the analyzed algorithm.
and known facts on fast polynomial evaluation, we obtain:
Theorem 4.2. Determining the coefficients of the polynomial nf from the truth table of f and
then finding N(f) = min{nf (a¯) | a¯ ∈ {0, 1}
n+1} requires a total O(n2n) integers operations
(sums and doublings).
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