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Abstract
A well-known lemma of Suslin says that for a commutative ring A if (v1(X), . . . , vn(X)) ∈
(A[X])n is unimodular where v1 is monic and n ≥ 3, then there exist γ1, . . . , γ ∈ En−1(A[X]) such
that the ideal generated by Res(v1, e1.γ1 t(v2, . . . , vn)), . . . , Res(v1, e1.γ t(v2, . . . , vn)) equals A.
This lemma played a central role in the resolution of Serre’s Conjecture. In the case where A contains
a set E of cardinality greater than deg v1 + 1 such that y − y′ is invertible for each y = y′ in E , we
prove that the γi can simply correspond to the elementary operations L1 → L1 + yi
∑n−1
j=2 u j+1L j ,
1 ≤ i ≤  = deg v1 +1, where u1v1 +· · ·+unvn = 1. These efficient elementary operations enable
us to give new and simple algorithms for reducing unimodular rows with entries in K[X1, . . . , Xk ]
to t(1, 0, . . . , 0) using elementary operations in the case where K is an infinite field. Another feature
of this paper is that it shows that the concrete local–global principles can produce competitive
complexity bounds.
© 2005 Elsevier Ltd. All rights reserved.
MSC: 13C10; 19A13; 14Q20; 03F65
Keywords: Quillen–Suslin theorem; Suslin’s stability theorem; Constructive mathematics; Computer algebra
∗ Corresponding author. Tel.: +216 98 65 65 63; fax: +216 74 274 437.
E-mail addresses: henri.lombardi@univ-fcomte.fr (H. Lombardi), ihsen.yengui@fss.rnu.tn (I. Yengui).
URL: http://hlombardi.free.fr/ (H. Lombardi).
0747-7171/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jsc.2005.01.004
708 H. Lombardi, I. Yengui / Journal of Symbolic Computation 39 (2005) 707–717
1. Introduction
One principal motivation is to obtain a constructive proof of a lemma of Suslin which
played a central role in Suslin’s solution of Serre’s Conjecture.
Suslin’s Lemma (Suslin, 1977, Lemma 2.3). Let A be a commutative ring A and
(v1(X), . . . , vn(X)) ∈ (A[X])n a unimodular row with v1 monic and n ≥ 3. Then there
exist finitely many γi ∈ En−1(A[X]) such that
〈Res(v1, e1.γi t(v2, . . . , vn)) | 1 ≤ i ≤ 〉 = A.
where e1.x is the first coordinate of x ∈ An.
In the case where A contains a set E of cardinality greater than deg v1 + 1 such that
y − y ′ is invertible for each y = y ′ in E , we prove that the γi can simply correspond to the
elementary operations
L1 → L1 + yi
n−1∑
j=2
u j+1L j , 1 ≤ i ≤  = deg v1 + 1,
where the u j ∈ A[X] satisfy u1v1 +· · ·+unvn = 1. These efficient elementary operations
enable us to give a new and simple algorithm for reducing unimodular columns with entries
in K[X1, . . . , Xk] to t(1, 0, . . . , 0) using elementary operations in the case where K is an
infinite field.
We think that this kind of operation may bring useful simplifications to the
existing algorithms for the Quillen–Suslin and Suslin stability theorems based on
unimodular completion and will facilitate their implementation (Fitchas and Galligo, 1990;
Logar and Sturmfels, 1992; Park and Woodburn, 1995).
The undefined terminology is standard as in Kunz (1991) and Lam (1978).
2. Efficient elementary operations
The following theorem gives under a stronger hypothesis a more precise formulation of
Suslin’s Lemma.
Theorem 1 (Suslin’s Lemma, Particular Case). Let A be a commutative ring, V , v, U, u,
w ∈ A[X] such that V v + Uu + w = 1 and v is monic. Write  = deg v + 1 and suppose
that A contains a set E = {y1, . . . , y} such that yi − y j is invertible for each i = j . For
each 1 ≤ i ≤ , denoting ri = Res(v, u + yiw), then 〈r1, . . . , r〉 = A, that is, there exist
α1, . . . , α ∈ A such that α1r1 + · · · + αr = 1.
Furthermore, supposing that A is a polynomial ring in a finite number of variables
over a basic ring B and that deg V , deg U ≤ D, 1 + deg v, 1 + deg u ≤ d (where
d ≥ 2) and deg w ≤ d + D, then for each 1 ≤ i ≤ , deg(αi ) ≤ d44 ( d2 + D + 1)2
and deg(αi ri ) ≤ d44 (d + D + 1)2 (here, by degree we mean total degree).
Proof. Let Z1, . . . , Z be  indeterminates over A and write
I = 〈v(Zi ), u(Zi ) + yiw(Zi ) | 1 ≤ i ≤ 〉, A = A[Z1, . . . , Z]/I .
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First we prove that 1 = 0 in A.
Observe that for i = j , (yi − y j )w(Zi ) ∈ 〈Zi − Z j 〉 + I . Indeed,
(yi − y j )w(Zi ) = (yiw(Zi ) + u(Zi )) − (y jw(Z j ) + u(Z j ))
+ (u(Z j ) − u(Zi )) + y j (w(Z j ) − w(Zi )).
Since yi − y j is invertible, w(Zi ) ∈ 〈Zi − Z j 〉 + I . Thus,
u(Zi ) = −yi w(Zi ) + (u(Zi) + yiw(Zi )) ∈ 〈Zi − Z j 〉 + I.
Since v(Zi ) ∈ I and V v + Uu + w = 1, we get 1 ∈ 〈Zi − Z j 〉 + I , that is Zi − Z j is
invertible in A.
On the other hand, by clearing the denominators in the Lagrange interpolation formula, we
obtain
v(X)
(∏
i = j
(Zi − Z j )
)
∈ 〈v(Z1), . . . , v(Z)〉 ⊆ A[Z1, . . . , Z][X]
(here we need the hypothesis  = deg v + 1).
In A,
∏
i = j (Zi − Z j ) is invertible, v(Z1) = · · · = v(Z) = 0; thus v(X) = 0 in
A[X]. Since v is monic, we obtain 1 = 0 in A, that is 1 ∈ I .
For 0 ≤ k ≤ , write Ik = 〈v(Zi ), u(Zi ) + yiw(Zi ) | 1 ≤ i ≤ k〉, Jk = Ik +
〈ri | k < i ≤ 〉 and Ak = A[Z1, . . . , Zk]/Ik . Note that I = I , so 1 ∈ I = J. Using
Lemma 2 below we get by induction on k from  to 0 that 1 ∈ Jk : in order to go from
k +1 to k consider the ring Bk = A[Z1, . . . , Zk]/〈rk+2, . . . , r〉 and apply the lemma with
X = Zk+1, a = v(Zk+1), b = u(Zk+1) + yk+1w(Zk+1). So 1 ∈ J0 = 〈r, . . . , r1〉.
For the degree bounds, as seen above, for i = j , we can write (yi − y j )w(Zi ) in the
form
(yi − y j )w(Zi ) = (Zi − Z j )Ai, j + Bi, j ,
where Ai, j ∈ A[Z1, . . . , Z], Bi, j ∈ I , deg ((Zi−Z j )Ai, j ) ≤ d+D, and deg Bi, j ≤ d+D.
In the same way, we can write (yi − y j )u(Zi ) in the form
(yi − y j )u(Zi) = (Zi − Z j )Ci, j + Di, j ,
where Ci, j ∈ A[Z1, . . . , Z], Di, j ∈ I , deg ((Zi − Z j )Ci, j ) ≤ d + D, and deg Di, j ≤
d + D.
Thus, since yi − y j = (yi − y j )V (Zi )v(Zi )+ (yi − y j )U(Zi )u(Zi )+ (yi − y j )w(Zi ),
we have
1 = (Zi − Z j )Ei, j + Fi, j ,
where Ei, j ∈ A[Z1, . . . , Z], Fi, j ∈ I , deg ((Zi − Z j )Ei, j ) ≤ d + 2D, and deg Fi, j ≤
d + 2D.
Hence, we have an identity of the form(∏
i = j
(Zi − Z j )
)
A = 1 + B,
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where A ∈ A[Z1, . . . , Z], B ∈ I , deg A ≤
(d
2
)
(d + 2D) ≤ d2( d2 + D), and
deg B ≤ (d2)(d + 2D) ≤ d2( d2 + D).
Multiplying the Lagrange interpolation formula by A, we obtain an identity of the form
v(X) = −Bv(X) + A (v(Z1)g1 + · · · + v(Z)g),
where gi ∈ A[Z1, . . . , Z, X], and deg gi ≤ d .
By identifying the leading coefficients in both sides, since v is monic and
B, v(Z1), . . . , v(Z) ∈ I , we obtain an identity of the form
1 = θ1 + · · · + θm,
where θi ∈ I , and deg θi ≤ 2d + d2( d2 + D) ≤ d2( d2 + D + 1) (d ≥ 2).
Applying Lemma 2 and following the proof above, there exists α ∈ A−1 and
γ ∈ I−1 such that αr + γ = 1, with deg (α) ≤ d44 ( d2 + D + 1)2, and so on; we
find that for each 1 ≤ i ≤ , deg (αi ) ≤ d44 ( d2 + D + 1)2.
More explicitly, using the equality 1 = θ1 + · · · + θm , we can write
1 = v(Z)γ1, + (u(Z) + yw(Z))γ2, + γ,
where γi, ∈ A[Z1, . . . , Z], γ ∈ I−1, deg(v(Z)γ1,), deg((u(Z) + yw(Z))γ2,),
deg γ ≤ d2( d2 + D + 1).
By Lemma 2, we have
r ResZ(v(Z), γ2,) = ResZ(v(Z), 1 − γ) = 1 − γ.
Thus, it suffices to take α = ResZ(v(Z), γ2,) so that rα + γ = 1. Now, let us
explain how to pass from step k + 1 to step k. Suppose that we have already found an
equality of the form
αr + · · · + αk+1rk+1 + γk+1 = 1,
where γk+1 ∈ Ik . Write
γk+1 = v(Zk)γ1,k + (u(Zk) + ykw(Zk))γ2,k + γk,
where γi,k ∈ A[Z1, . . . , Zk], γk ∈ Ik−1, and deg(v(Zk)γ1,k), deg((u(Zk)+ ykw(Zk))γ2,k),
deg γk ≤ d2( d2 + D + 1).
Since rk ResZk (v(Zk), γ2,k) = 1 − αr − · · · − αk+1rk+1 − γk , it suffices to take
αk = ResZk (v(Zk), γ2,k).
Moreover, since deg ri ≤ d(d + D),
deg (αi ri ) ≤ d
4
4
(
d
2
+ D + 1
)2
+ d(d + D) ≤ d
4
4
(d + D + 1)2.
Indeed, d44 (d + D+1)2− d
4
4 (
d
2 + D+1)2−d(d + D) = d4 ( 34 d5+(d4−4)D+d(d3−4)) ≥
0. 
Lemma 2 (Basic Elimination Lemma). Let a, b ∈ B[X] with a monic. Then
〈a, b〉 = 〈1〉 in B[X] ⇐⇒ 〈ResX (a, b)〉 = 〈1〉 in B.
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More precisely if ca + db = 1 in B[X] then Res(a, b) Res(a, d) = 1 in B.
Furthermore, supposing that B is a polynomial ring in a finite number of variables over a
basic ring A, deg(a) ≤ δ and deg(d) ≤ δ1, then deg(Res(a, d)) ≤ δδ1. In particular, if
deg(ad) ≤ δ′, then deg(Res(a, d)) ≤ δ′24 .
Proof. Since a is monic, we have Res(a, db) = Res(a, d) Res(a, b) and
Res(a, db) = Res(a, ca + db) = Res(a, 1) = 1.
The fact that deg(Res(a, d)) ≤ δδ1 is classical. 
The following formulation of Theorem 1 will be the main key mathematical result used
in the algorithm for unimodular reduction.
Corollary 3. Let A be a commutative ring, v1, . . . , vn, u1, . . . , un ∈ A[X] such that
u1v1 + · · · + unvn = 1, v1 is monic and n ≥ 3. Write  = deg v1 + 1 and suppose
that A contains a set E = {y1, . . . , y} such that yi − y j is invertible for each i = j . For
each 1 ≤ i ≤ , denoting ri = Res(v1, v2 + yi ∑nj=3 u jv j ), then 〈r1, . . . , r〉 = A, that is,
there exist α1, . . . , α ∈ A such that α1r1 + · · · + αr = 1.
Furthermore, supposing that A is a polynomial ring in a finite number of variables over
a basic ring B, 1 + max1≤i≤n{deg vi } = d (where d ≥ 2), and max1≤i≤n{deg ui } = D,
then for each 1 ≤ i ≤ , deg(αi ri ) ≤ d44 (d + D + 1)2.
Proof. Let v = v1, u = v2, w = u3v3 + · · · + unvn and apply Theorem 1. 
Remark. The second author has given in Yengui (2004) a general constructive proof of
the lemma of Suslin cited in the introduction without any restriction on the ring A. With
the degree bounds and notation of Corollary 3, the general constructive proof involves
2d matrices γ j in En−1(A[X]), the subgroup of SLn−1(A[X]) generated by elementary
matrices, instead of d in Corollary 3. Moreover, in the general constructive proof, each γ j
is the product of at most 2d elementary matrices while in Corollary 3 it is the product of
n − 2 elementary matrices.
3. Reduction of unimodular rows
For any ring A and n ≥ 1, Umn(A) denotes the set of unimodular rows in A, that
is Umn(A) = {(x1, . . . , xn) ∈ An such that 〈x1, . . . , xn〉 = A}. En(A) denotes the
subgroup of SLn(A) generated by elementary matrices. For i = j , Ei, j (a) is the matrix
corresponding to the elementary operation Li → Li + aL j .
From now on, we suppose that n is an integer ≥3. All the matrices considered are square
of size n.
The algorithms are based on Lombardi and Quitté (2003) and on Theorem 1.
An algorithm for unimodular completion: general case
Input: Two columns V = V(X) = t(v1(X), . . . , vn(X)), U = U(X) =
t(u1(X), . . . , un(X)) ∈ A[X]n such that v1 is monic and V tU = 1. We assume the
“size” of an element a ∈ A is measured by deg(a) ∈ N, the function deg sharing
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the usual properties of a total degree function in a polynomial ring: deg(a + b) ≤
max(deg(a), deg(b)), deg(ab) ≤ deg(a) + deg(b). We assume 1 + max1≤i≤n{deg vi } ≤ d
(where d ≥ 2) and max1≤i≤n{deg ui } ≤ D. We assume the ring A integral and containing
infinitely many yi of degree 0 such that yi − y j is invertible for i = j .
Output: A matrix M in SLn(A[X]) such that MV = t(1, 0, . . . , 0).
Step 1: For 1 ≤ i ≤  = degX v1 + 1, set wi := v2 + yi (u3v3 + · · · + unvn), compute
ri := ResX (v1, wi ) and find α1, . . . , α ∈ A such that α1r1 + · · · + αr = 1 (here we use
the constructive proof of Theorem 1).
For 1 ≤ i ≤ , compute fi , gi ∈ A[X] such that fiv1 + giwi = ri .
Step 2: For 1 ≤ i ≤ ,
Hi := En,1(−1)E1,n(1)En−1,n(−vn−1) · · · E3,n(−v3)E2,n(−wi )E1,n(−v1)
En,2(−r−1i (vn − 1)gi)En,1(−r−1i (vn − 1) fi )E2,n(yiun) · · · E2,3(yi u3).
(Comment: Of course, we consider only the ri which are nonzero and we have HiV =
t(1, 0, . . . , 0)).
Set H˜i := Hi(0)−1 Hi(X) so that H˜iV(X) = V(0).
Note that the coefficients of Hi are in the module A[X] 1ri and those of H˜i are in A[X] 1r2i .
Step 3: For 1 ≤ i ≤ , find ki ∈ N and Gi ∈ SLn(A[X, Y ]) such that GiV(X + rkii Y ) =
V(X) (see Lombardi and Quitté, 2003, Lemma 15).
In more detail,
H˜i(X) V(X) = V(0) = H˜i(X + r2ni Y ) V(X + r2ni Y ),
and so
H˜i(X)−1 H˜i(X + r2ni Y ) V(X + r2ni Y ) = V(X).
Thus, we take ki = 2n and Gi = H˜i(X)−1 H˜i(X + r2ni Y ).
Moreover, since all the coefficients of r2i H˜i are in A[X, Y ] then Gi ∈ SLn(A[X, Y ])
(see Lemma 4).
To sum up, the main properties of Gi are{
Gi ∈ SLn(A[X, Y ])
GiV(X + r2ni Y ) = V(X).
Step 4: Find G˜ = G˜(X, Y ) ∈ SLn(A[X, Y ]) such that G˜V(X + Y ) = V(X).
More precisely, let β1, . . . , β ∈ A such that β1r2n1 + · · · + βr2n = 1 (β1, . . . , β are
deduced from the identity (α1r1 + · · · + αr)2n = 1).
Set
G˜ =
∏
i=2
Gi (X + (β1r2n1 + · · · + βi−1r2ni−1)Y, βi Y ).
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Remark that
G(X + (β1r2n1 + · · · + β−1r2n−1)Y, βY ) V(X + Y )
= G(X + (β1r2n1 + · · · + β−1r2n−1)Y, βY )
×V(X + (β1r2n1 + · · · + β−1r2n−1)Y + βr2n Y )
= V(X + (β1r2n1 + · · · + β−1r2n−1)Y ),
and so on until getting
G˜V(X + Y ) = V(X).
Step 5: G := G˜(0, X).
(Comment: Since G˜V(X + Y ) = V(X), GV(X) = V(0)).
For the sake of completeness, we add the following lemma which is a more precise
formulation of a lemma originally given in Lombardi and Quitté (2003) and was used in
Step 3 of the above algorithm.
Lemma 4 (Lombardi and Quitté, 2003, Lemma 15). Let A be an integral domain, b ∈ A,
H (X) ∈ SLn(A[ 1b ][X]) such that bm H (X) ∈ Mn(A[X]) for some m ∈ N. Then
H (X + bmnY )H (X)−1 ∈ SLn(A[X, Y ]).
So, with the notation of the algorithm for unimodular completion, we get the following
complexity bounds.
Proposition 5 (Complexity Bounds, 1). The matrix G is the product of at most d matrices
in SLn(A[X]) obtained as the product of at most 4d(2n + 1) = O(n d) elementary
matrices Mi ∈ Mn(A[X] 1ri ) where ri = ResX (v1(X),wi (X)), 1 ≤ i ≤ degX v1 + 1,
and wi = v2 + yi (u3v3 + · · · + unvn). Moreover,
deg G ≤ 2
(
1
2
nd5(d + D + 1)2 + 1
)
d2(d + D)2(2nd(d + D) + 1)
= O(n2d8(d + D)5)
and the sequential complexity of this algorithm amounts to O(n4d) arithmetic operations
in A on elements of degree bounded by O(n2d8(d + D)5).
Proof. In Step 1: deg wi ≤ d + D, deg(αiri ) ≤ d44 (d + D + 1)2 (see Corollary 3),
deg fi ≤ d + D and deg gi ≤ d .
In Step 2: Hi is the product of 2n + 1 elementary matrices in Mn(A[X] 1ri ), ri Hi ∈
Mn(A[X]) and deg(ri Hi) ≤ d(d + D)2. Thus, H˜i is the product of 2(2n + 1) elementary
matrices in Mn(A[X] 1ri ), r2i H˜i ∈ Mn(A[X]) and deg(r2i H˜i) ≤ 2d(d + D)2.
In Step 3: Gi is the product of 4(2n+1) elementary matrices in Mn(A[X] 1ri ). Moreover,
deg(r2i H˜i(X + r2ni Y )) ≤ 2d(d + D)2(2nd(d + D))
and
deg(r2i H˜i(X))−1 ≤ 2d(d + D)2.
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Thus,
deg Gi ≤ 2d(d + D)2(2nd(d + D) + 1).
In Step 4: deg(βir2ni ) ≤ 2n d
5
4 (d + D + 1)2 = 12 nd5(d + D + 1)2,
deg Gi (X + (β1r2n1 + · · · + βi−1r2ni−1)Y, βi Y )
≤
(
1
2
nd5(d + D + 1)2 + 1
)
2d(d + D)2(2nd(d + D) + 1).
Thus,
deg G˜ ≤
(
1
2
nd5(d + D + 1)2 + 1
)
2d2(d + D)2(2nd(d + D) + 1)
= O(n2d8(d + D)5).
Moreover, G˜ is the product of at most 4d(2n + 1) elementary matrices in Mn(A[X] 1ri ).
Of course, for the complexity of this algorithm, we did not consider the possibility of a
fast matrix multiplication process. 
Note that, contrary to those in the papers Logar and Sturmfels (1992) and
Park and Woodburn (1995), our algorithm for unimodular reduction does not use the fact
that the basic ring is Noetherian.
An algorithm for unimodular completion: case of K[X1, . . . , Xk ] where K is an infinite
field.
In the following algorithm K will denote an infinite field (e.g. Char K = 0), with an
infinite sequence of pairwise distinct elements (yi).
We also use X = (X1, . . . , Xk).
Input: Two columns V = V(X) = t(v1(X), . . . , vn(X)), U = U(X) =
t(u1(X), . . . , un(X)) ∈ K[X]n such that V tU = 1, with 1 + max1≤i≤n{deg vi } = d
(where d ≥ 2) and max1≤i≤n{deg ui } = D.
Output: A matrix M in SLn(K[X]) such that MV = t(1, 0, . . . , 0).
For j from k to 1 perform Steps 1 and 2:
Step 1: Make a linear change of variables so that v1 becomes monic at X j .
Step 2: Perform the general algorithm with A = K[X1, . . . , X j−1] and X = X j . Output
the new V and U .
Note that if D is deduced from d by the effective Nullstellensatz (Fitchas and Galligo,
1990), that is if only V = V(X) = t(v1(X), . . . , vn(X)) ∈ Umn(K[X]) is given as input,
then D = dk .
So we get the following complexity bounds. In Proposition 6 we treat the case where
both of V and U are given as input as well as the case where only V is given as input.
Proposition 6 (Complexity Bounds, 2). (1) The matrix G obtained after the first iteration
(that is, after eliminating Xk) is the product of at most d matrices in SLn(K[X])
obtained as the product of at most 4d(2n + 1) = O(n d) elementary matrices
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Mi,k ∈ Mn(K[X] 1ri,k ) where ri,k = ResXk (v1(X),wi (X)), 1 ≤ i ≤ degXk v1 + 1,
and wi = v2 + yi(u3v3 + · · · + unvn). Moreover,
deg G ≤ 2
(
1
2
nd5(d + D + 1)2 + 1
)
d2(d + D)2(2nd(d + D) + 1)
= O(n2d8(d + D)5)
and the sequential complexity of this algorithm amounts to (nd(d + D))O(k) =
(nd)O(k2) field operations in K.
(2) The final matrix M obtained after k iterations is the product of at most dk matrices
in SLn(K[X]) obtained as the product of at most 4dk(2n + 1) = O(k n d) elementary
matrices Mi, j ∈ Mn(K[X] 1ri, j ) where
ri, j = ResX j (v1(X1, . . . , X j , 0, . . . , 0),wi (X1, . . . , X j , 0, . . . , 0)),
1 ≤ i ≤ degX j v1(X1, . . . , X j , 0, . . . , 0) + 1, 1 ≤ j ≤ k and
wi = v2 + (i − 1)(u3v3 + · · · + unvn).
Moreover,
deg M ≤ 2k
(
1
2
nd5(d + D + 1)2 + 1
)
d2(d + D)2(2nd(d + D) + 1)
= O(kn2d8(d + D)5)
and the sequential complexity of this algorithm amounts to (nd(d + D))O(k) =
(nd)O(k2) field operations in K.
Proof. Note that V(X1, . . . , X j−1, 0) tU(X1, . . . , X j−1, 0) = 1,
1 + max
1≤i≤n
{deg vi (X1, . . . , X j−1, 0)} ≤ d
and max1≤i≤n{deg ui (X1, . . . , X j−1, 0)} ≤ D. So it suffices to give the bound for Step 2
and to raise at the power k.
Since the product of two matrices in Mn(K[X]) of degree ≤d ′ requires O(n3(d ′)2k) field
operations, we infer from Proposition 5 that the complexity of the algorithm computing G
amounts to (nd(d + D))O(k) (d ′ = n2d8(d + D)5). 
Remark. (1) As explained in Fitchas and Galligo (1990), Logar and Sturmfels (1992) and
Park and Woodburn (1995), our algorithm for unimodular completion can be used to obtain
an algorithm for the Quillen–Suslin theorem. Precise bounds have been computed by some
authors concerning algorithms for the Quillen–Suslin theorem based on Suslin’s proof of
Serre’s Conjecture. The best bounds are given in Caniglia et al. (1993) and have been
already announced in Fitchas and Galligo (1990). Note that in Caniglia et al. (1993), the
authors treat globally unimodular matrices, since treating a unimodular matrix column by
column produces doubly exponential bounds. So, a comparison between our algorithm and
theirs can only be made in the unimodular completion case. As mentioned in Caniglia et al.
(1993), the orders of degree and complexity bounds they obtained cannot be improved.
Unlike the algorithms found in Caniglia et al. (1993) and Fitchas and Galligo (1990) which
use essentially Suslin’s method (Suslin, 1977) (a transitivity theorem) and are similar to
the formulation given below, our algorithm follows the concrete local–global principle
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described in Lombardi and Quitté (2003) and the form of the factors obtained is different.
The main features of our algorithm are its simplicity, which will certainly facilitate its
implementation, and the fact that it considerably reduces the number of factors occurring in
the computation of M . Moreover, by this algorithm, we show that the concrete local–global
principles (Lombardi and Quitté, 2003) can produce competitive complexity bounds.
(2) Another alternative would be to follow what Suslin did in Paragraph 2 (a transitivity
theorem) of Suslin (1977). This has been explained constructively in Fitchas and Galligo
(1990) (Theorem 15). With calculation analogous to what Fitchas and Galligo did in
Fitchas and Galligo (1990), we can then obtain the following formulation and bounds
(with a number of factors lower than the one obtained in Fitchas and Galligo (1990) and
Caniglia et al. (1993), a similar degree bound, and a slightly better complexity bound):
Let K be an infinite field, V = t(v1(X), . . . , vn(X)) ∈ Umn(K[X]) such that
1 + max1≤i≤n{deg vi } = d (where d ≥ 2). Then, there exists a matrix M ∈ SLn(K[X])
satisfying the following properties
(i) MV = t(1, 0, . . . , 0).
(ii) deg M = dO(k).
(iii) M has a representation M = N1 · · · Np as a product of p ≤ 2knd matrices
Nh ∈ K[X]n×n
such that for 1 ≤ h ≤ p, deg Nh = dO(k), Nh is an elementary matrix or has the form

N ′h 0 · · · 0
0 1
...
. . .
0 1


with N ′h ∈ SL2(K[X]).
(iv) M can be computed in sequential time n3dO(k2).
(3) Using Corollary 3 and some classical steps used in Kunz (1991), Lam (1978),
Lombardi and Quitté (2003), Park and Woodburn (1995), or Suslin (1977), we can obtain
an algorithm for reducing unimodular rows using elementary matrices. As shown in
Park and Woodburn (1995) (Section 4), an algorithm for the Suslin’s stability theorem
(SLn(K[X]) = En(K[X])) can be obtained from n − 3 iterations of this algorithm coupled
with an algorithm for Suslin’s stability theorem in the particular case where the given
unimodular matrix has the form
p q 0r s 0
0 0 1

 ∈ SL3(K[X]),
where p is monic in the last variable Xk . Unfortunately, these iterations produce an
explosion in the degree of the unimodular matrix considered and produce a double-
exponential complexity.
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