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Research problems from the 2003 IPM Workshop
Peter J. Cameron
School of Mathematical Sciences, Queen Mary College University of London, Mile End Road, London E1 4NS, UK
The Research problems section presents unsolved problems in discrete mathematics. In special issues, these typically
are problems collected by the guest editors. In regular issues, they generally consist of problems submitted on an
individual basis.
Older problems are acceptable if they are not widely known and the exposition features a new partial result. Concise
deﬁnitions and commentary (such as motivation or known partial results) should be provided to make the problems
accessible and interesting to a broad cross-section of the readership. Problems are solicited from all readers. Ideally,
they should be presented in the style below, occupy at most one journal page, and be sent to
Douglas B. West,
Mathematics Department, University of Illinois, 1409 West Green St., Urbana IL 61801–2975, USA
E-mail:west@math.uiuc.edu
The problems in this issue were presented at the problem session of the IPM Workshop on Combinatorics, Linear
Algebra and Graph Colorings held in Tehran, Iran, 9–14 August 2003. They are in the order of the subjects of the
conference, but, of course, there is some overlap among the categories. Several problems were removed for editorial
reasons or because they have been solved. For full details, conference participants should see the original list. The
problems were edited by Peter Cameron.
Comments and questions of a technical nature about a particular problem should be sent to the correspondent for
that problem. Other comments and information about partial or full solutions should be sent to Professor Cameron (for
potential later updates).
PROBLEM 427. Partitions of the product of three chains
Shahriar Shahriari
Department of Mathematics, Pomona College, USA
sshahriari@pomona.edu
Chain partitions of partially ordered sets have a long history. Given a poset of size t , one can ask which lists of
chain-sizes can be realized by a chain partition. Each such list is a partition of t . Consider the majorization order on
partitions of t , deﬁned by  if
∑k
i=1i
∑k
i=1i for all k.
For a ranked poset, a symmetric chain decomposition partitions it into chains that are symmetric around the middle
rank and skip no ranks. The number of chains of each size in such a decomposition is determined by the sizes of
the ranks. Let us say that a poset P is well-behaved if it has a symmetric decomposition and has a chain partition
with size-list  if and only if (P ), where (P ) is the list of chain-sizes in a symmetric chain decomposition
of P .
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In 1988, Griggs [1] conjectured that 2n, the lattice of subsets of an n-element set, is well-behaved; this remains open.
Of course, 2n is a product of n chains of size 2. Every product of chains has a symmetric chain decomposition. Lonc
and Elzobi [5] proved that every product of two chains is well-behaved.
Question: Is every product of three chains well-behaved? If not, then what is the characterization of the lists of
chain-sizes of chain partitions of the product of three ﬁnite chains?
Comment: In addition to [5], other techniques that may be useful appear in [4]. Partial results on weaker versions of
Griggs’ Conjecture appear in [2,3].
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PROBLEM 428. Nested chain decompositions
Shahriar Shahriari
Department of Mathematics, Pomona College, USA
sshahriari@pomona.edu
Gansner [1] deﬁned a nested chain decomposition to be a chain decomposition of a ranked poset such that chains
skip no ranks and for any two chains in the decomposition, the chain with the element of least rank also has the element
of greatest rank. Griggs [4] proved this property for a family of posets generalizing the subset lattice. One obvious
necessary condition is that the sequence of rank sizes be unimodal.
A ranked poset P has the LYM property if
∑
x∈AN(x)−11 whenever A is an antichain in P , where N(x) is the
size of the rank containing x. Equivalent characterizations of such posets appear in [2]. Griggs [3,4] conjectured that
every LYM poset with unimodal rank sizes has a nested chain decomposition.
Say that P has rapidly decreasing rank numbers if the sequence of rank sizes is unimodal and the ratio between
consecutive rank sizes is at least 2 when they do not both attain the maximum.
Question: Is it true that every LYM poset with rank sizes that are unimodal and rapidly decreasing has a nested chain
decomposition? More generally, what conditions on the rank sizes other than rapid decrease are sufﬁcient to guarantee
that an LYM poset with unimodal rank sizes has a nested chain decomposition?
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PROBLEM 429. Embedding Steiner triple systems on surfaces
Arash Noorghorbani
University of Tehran, Tehran, Iran
anoorghorbani@ipm.ir
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ASteiner systemS(t, k, v) is a family of k-subsets of a v-set such that each t-set lies in exactly one k-set in the
family. A Steiner triple system of order n is a Steiner system S(2, 3, n). A Steiner triple system D with n points
embeds on a surface if the complete graph Kn embeds on the surface in such a way that the triples of D are faces. The
complement of D on the surface consists of the triples forming the remaining faces. For further information about such
embeddings, see [1,2].
Conjecture: Suppose that n is congruent to 3 or 7 modulo 12. If D1 and D2 are Steiner triple systems of order n on the
same set X of points (possibly isomorphic), then there is a Steiner triple system D3 on X such that D3 is isomorphic
to D2 and D1 embeds on a surface of minimal Euler characteristic (this characteristic is −n(n − 7)/6) so that the
complement of D1 on the surface is D3.
Comment: The proposer has proved this for n15 and has an algorithm for a given pair of Steiner triple systems.
Many pairs have been tested for n = 19.
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Thesis, The Open University, Milton Keynes, 2004.
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PROBLEM 430. Putting a Wilson matrix into normal form
G.B. Khosrovshahi
IPM, Tehran, Iran
rezagbk@ipm.ir
Given integers t, k, v with 0< t <k <v − t , the Wilson matrix W is the inclusion matrix for the t-subsets and
k-subsets of a v-set X. That is, W is the
(
v
t
)× ( v
k
)
matrix with rows indexed by the t-subsets of X and columns by the
k-subsets, with (T ,K)-entry 1 if T ⊂ K and 0 otherwise. Integer vectors T satisfying WT = 0 correspond to (v, k, t)
trades, that is, pairs of multisets of k-subsets of a v-set such that each t-set lies in equally many k-sets in each part.
It is known that W has rank
(
v
t
)
, so that the columns can be ordered in such a way that the ﬁrst
(
v
t
)
of them are
linearly independent. (An explicit ordering with this property is known; see [1] and Theorem 46.9 of [2].) Consider
such a column ordering.
Problem. Find an explicit rational matrix M such that
MW = [Ir |N ],
where N is a nonzero matrix and r = ( v
t
)
.
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PROBLEM 431. Tomography of convex zero-one matrices
Richard A. Brualdi
University of Wisconson, Madison, WI, USA
brualdi@math.wisc.edu
A 0,1-matrix A is convex if there is a convex set K in the plane such that Ai,j = 1 if and only if (i, j) ∈ K . For
u ∈ Z2, the X-ray of a set S ⊆ Z2 in the direction u gives the number of points in S on each line parallel to the
vector u.
P.J. Cameron /Discrete Mathematics 306 (2006) 3174–3179 3177
Let C be the set of all convex 0,1-matrices. Consider the four lattice directions (1, 0), (1, 1), (1, 2) and (1, 5).
A theorem of Gardner and Gritzmann [1] asserts that a matrix A ∈ C is uniquely determined by its X-rays in these four
directions.
Problem. Find a good algorithm to reconstruct the matrix A ∈ C from its X-rays in these four directions.
Comment: In medicine, archeology, and other sciences, tomography refers to the process of obtaining 3-dimensional
information from 2-dimensional images. In some cases, it is possible to count the atoms in a crystal lying along all lines
parallel to a given direction. Thus, reconstruction algorithms such as that requested here are of great practical interest.
Reference
[1] R.J. Gardner, P. Gritzmann, Discrete tomography: determination of ﬁnite sets by X-rays, Trans. Amer. Math. Soc.
349 (1997) 2271–2295.
PROBLEM 432. Minimal rank and triangles in matrix patterns
Charles Johnson
College of William, and Mary, Williamsburg, VA, USA
crjohnso@math.wm.edu
A pattern is a square matrix with entries 0 and ∗. The minimum rank of a pattern P is the smallest rank of any real
matrix that can be obtained from P by substituting nonzero real numbers for the ∗ entries.
A pattern P is triangular if the entries that are ∗ are those on or below the diagonal. A k-triangle is a k × k pattern
A such that PAQ is triangular for some permutation matrices P and Q. A pattern B contains a k-triangle if some
submatrix of B is a k-triangle. Clearly, any pattern containing a k-triangle has minimum rank at least k.
It has been determined, for every pair (n, k), whether it holds that every n×n pattern with minimum rank k contains
a k-triangle, except for the pair (6, 4).
Question: Is it true that every 6 × 6 pattern with minimum rank 4 contains a 4-triangle?
PROBLEM 433. Term rank and chromatic number
S. Akbari, H.R. Fanaï
Sharif University of Technology, Tehran, Iran
s_akbari@sharif.edu, fanai@sharif.edu
Let G be a simple n-vertex graph with no isolated vertices. The term rank Rk(G) is the maximum rank of an n × n
real matrix A such that Ai,j = 0 implies ij ∈ E(G). A near-2-factor of G is a spanning subgraph of G in which every
component is a cycle or an edge.
Question: Does every simple graph G without isolated vertices have a subgraph H with Rk(G) vertices such that H
has a near-2-factor and (H) = (G)?
PROBLEM 434. Homomorphic images of triangle-free planar graphs
Reza Naserasr
Simon Fraser University, Burnaby, BC, Canada
rnaseras@math.sfu.ca
A homomorphism from a graph G to a graph H is a function from V (G) to V (H) such that the images of any two
adjacent vertices in G are adjacent in H . A graph H is a homomorphic image of G if there is a homomorphism from
G to H .
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Question: Does there exist a triangle-free planar graph G such that every homomorphic image of G has at least 16
vertices?
It is known [1] that 16 cannot be replaced by any larger number. An example for which the smallest homomorphic
image has 11 vertices appears below. The proposer has constructed a graph G with 154 vertices such that every
homomorphic image of G has at least 14 vertices. Hence the gap is now just 2.
Reference
[1] R. Naserasr, Homomorphisms and edge colouring of planar graphs, J. Combin. Theory (B), submitted for
publication.
PROBLEM 435. Laplacian eigenvalues and symmetric graphs
H. Hajiabolhassan, A. Daneshgar (correspondent)
Sharif University of Technology, Tehran, Iran
daneshgar@sharif.ac.ir
For a graph G with vertices {v1, . . . , vn}, the combinatorial Laplacian is the n × n matrix L deﬁned by
Lij =
⎧⎨
⎩
degree of vi if i = j,
−1 if vi ∼ vj ,
0 otherwise.
Letting max(G) denote the largest eigenvalue of L, deﬁne (G) = sup{max(H)/(H)}, where the supremum is over
all vertex- and edge-transitive graphs H that are homomorphic images of G (deﬁned in the previous problem). It is
known [1] that
max(G)
2|E(G)|
n
(G).
Question 1: How far can (G) be from max(G)/(G)?
Question 2: Can one replace ‘sup’ by ‘max’ in the deﬁnition of (G)? That is, is it true that for every graph G,
there exists a vertex- and edge-transitive graph H that is a homomorphic image of G and satisﬁes max(H)/(H)
= (G)?
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PROBLEM 436. Fast coloring of graphs of girth at least 5
Manouchehr Zaker
Institute for Advanced Studies in Basic Sciences, Zanjan, Iran
mzaker@iasbs.ac.ir
Relative to a given ordering of the vertices of a graphG, the ﬁrst-ﬁt or greedy coloring assigns to each vertex the least
positive integer not used on its earlier neighbors. Over all orderings, the smallest number of colors used in a greedy
coloring is the ordinary chromatic number (G). Let FF (G) denote the worst case: the maximum number of colors
used in a greedy coloring of G. Let
FF(n) = max{FF (G): |V (G)| = n, girth(G)5}.
It is known [1] that FF(n) =(√n). Let
n = max
{
FF (G)
(G)
: |V (G)| = n, girth(G)5
}
.
Question 1: Is it true that n = (
√
n)?
For a polynomial-time coloring algorithmA, deﬁne
n(A) = max
{
A(G)
(G)
: |V (G)| = n, girth(G)5
}
,
whereA(G) is the number of colors used byA on the graph G. The number n(A) is the performance guarantee of
A on the family of graphs with girth at least 5.
Question 2: What is the best performance guarantee of a polynomial-time coloring algorithm on graphs with girth at
least 5?
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