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Metode Smooth Transition Autoregressive (STAR) adalah data deret waktu nonlinear yang dimana 
perluasan dari model AR, sehingga terdapat dua daerah dan nilai parameternya dimuluskan dengan 
pemulusan transisi. STAR terbagi dalam dua bentuk berdasarkan fungsi transisi yaitu model 
Exponential Smooth Transition Autoregressive (ESTAR) dan model Logistic Smooth Transition 
Autoregressive (LSTAR). Tujuan dari penelitian ini adalah menganalisis model data return saham 
menggunakan metode Smooth Transition Autoregressive (STAR). Data yang digunakan pada penelitian 
ini merupakan data penutupan mingguan saham PT United Tractors (UNTR) periode pengamatan 5 Juli 
2014 sampai dengan 25 Mei 2019. Penelitian ini diawali pembentukan model Box-Jenkins yang 
digunakan untuk mengidentifikasi model terbaik (AR). Pengujian autokorelasi dan heterokedastisitas 
dilakukan terhadap residual model terbaik (AR). Ordo model AR terbaik digunakan kedalam uji 
nonlinearitas untuk metode STAR. Jika uji nonlinear terpenuhi pada metode STAR maka dilakukan uji 
pemilihan variabel fungsi ESTAR atau LSTAR. Berdasarkan hasil dari penelitian, model nonlinear yang 
diperoleh adalah model ESTAR (1,1) . 
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PENDAHULUAN 
Tanda bukti penyertaan kepemilikan modal/dana pada suatu perusahaan ialah saham [1]. 
Pergerakan harga saham menjadi indikator penting bagi para investor dan menggambarkan kondisi 
pasar saham pada suatu saat, sehingga investor dapat mengetahui waktu yang tepat untuk menjual 
dan membeli saham, maka investor harus bisa memperkirakan pergerakan dari harga saham. Data 
yang digunakan untuk data saham ialah data deret waktu mingguan, harian, bulanan dan tahunan. 
Data deret waktu (time series) adalah rangkaian data yang berbentuk nilai pengamatan terhadap 
urutan suatu periode waktu tertentu dan dicatat secara berurutan berdasarkan urutan kejadiannya 
[2]. Metode deret waktu disebut juga dengan analisis deret waktu, analisis deret waktu merupakan 
jumlah pengamatan sekarang dipengaruhi oleh satu atau beberapa jumlah pengamatan sebelumnya. 
Jika hanya nilai data dimasa lalu saja yang berpengaruh, proses yang terjadi tersebut dinamakan 
proses autoregressive (AR). Model AR dapat disusun dengan ARIMA (Autoregressive Integrated 
Moving Average) atau disebut metode Box-Jenkins. ARIMA adalah metode deret waktu yang 
linear, sehingga tidak bisa digunakan pada pemodelan yang memiliki perilaku yang nonlinear. 
Pemodelan yang memiliki perilaku nonlinear yaitu metode Smooth Transition Autoregressive 
(STAR).  
Metode STAR adalah data deret waktu nonlinear yang dimana perluasan dari model AR, 
sehingga terdapat dua daerah dan nilai parameternya dimuluskan dengan pemulusan transisi. 
Metode STAR memiliki bentuk yang lebih sederhana, jika dibandingkan model-model yang 
nonlinear  lainnya dalam hal spesifikasi model, pendugaan, dan pemeriksaan model [3]. Fungsi 
transisi terbagi dalam dua bentuk model yaitu model Exponential Smooth Transition 
Autoregressive (ESTAR) dan model Logistic Smooth Autoregressive (LSTAR).   
Tujuan dari penelitian ini adalah menganalisis model data return saham menggunakan metode 
Smooth Transition Autoregressive (STAR). Data yang digunakan pada penelitian ini merupakan 
data penutupan mingguan saham PT United Tractors (UNTR) periode pengamatan 5 Juli 2014 
sampai dengan 25 Mei 2019. Pada penelitian ini data yang digunakan merupakan data return 
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saham. Data return saham dapat diuji stasioneritas dengan metode ADF (Augmented Dickey-
Fuller) dan dilanjutkan dalam bentuk  model Box-Jenkins. Pengujian autokorelasi dan 
heterokedastisitas dilakukan terhadap residual model terbaik (AR). Model terbaik AR yang 
diperoleh akan dilakukan dalam pengujian nonlinearitas pada metode STAR. Jika telah terpenuhi 
uji nonlinear kemudian akan ditentukan variabel transisi yang sesuai dan pemilihan bentuk fungsi 
transisi yaitu fungsi ESTAR atau LSTAR. 
RETURN SAHAM 
Return saham adalah tingkat keuntungan penghasilan yang diperoleh dari investasi. Berikut 
















dimana    merupakan return saham pada waktu ke-t,; tS merupakan harga saham pada periode t; 1tS 
merupakan harga saham pada periode t-1. 
UJI AUTOKORELASI 
Uji Breusch-Godfrey bisa digunakan untuk menguji ada tidaknya korelasi di dalam model residu 
[5]. Berikut merupakan hipotesis uji yang digunakan: 
     0H : tidak terdapat autokorelasi di dalam residu model 
     1H : terdapat autokorelasi di dalam residu model 
Statistik uji Breusch-Godfrey adalah sebagai berikut.  




























dimana n adalah jumlah pengamatan dan k adalah jumlah lag. Kriteria pengujian adalah 0H ditolak 
jika      
 . 
UJI ARCH LAGRANGE MULTIPLIER (ARCH-LM) 
Untuk mengecek kasus heterokedastisitas pada residual digunakan uji ARCH-LM. Berikut 
merupakan hipotesis dalam pengujian  ARCH-LM [6]: 
0H : tidak terdapat heteroskedastisitas 
1H : terdapat heteroskedastisitas 




















t1 ;êSSR  m merupakan orde pada model ARCH; n 
merupakan jumlah pengamatan;   ̅̅̅ merupakan  rata-rata dari 2ta ; 
2
t̂e  merupakan residual kuadrat 
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AKAIKE INFORMATION CRITERION (AIC) 
Untuk mendapatkan model yang terbaik digunakan metode Akaike Information Criterion (AIC). 
Pemilihan model terbaik pada kriteria AIC diperoleh dari nilai terkecil. Metode AIC dapat dirumuskan 
sebagai berikut [8]. 
      (
 
 




dimana   merupakan nilai log-likelihood; k merupakan jumlah parameter yang estimasi; n 
merupakan jumlah pengamatan. 
METODE SMOOTH TRANSITION AUTOREGRESSIVE (STAR) 
Metode STAR adalah data deret waktu nonlinear yang dimana perluasan dari model AR, sehingga 
terdapat dua daerah dan nilai parameternya dimuluskan dengan pemulusan transisi [9]. Metode STAR 
(p,d) untuk deret waktu yang univariat diamati pada saat T,1T,...,1t  dimodelkan sebagai berikut 
[10]:
  
      ptp,21t1,20,2tptp,11t1,10,1t X...Xc,;sG1X...XX      tt c,;sG  
Atau  




1t c,;sGXc,;sG1XX   : 
dimana  ''tt X
~
,1X  dengan  'pt1tt X,...,XX
~
  merupakan log return pada saat periode ke-t; 
 p,,, ,...,, 111011    merupakan parameter pada daerah 1;  p,,, ,...,, 212022    merupakan 
parameter pada daerah 2; ts = dtX   merupakan variabel transisi pada model AR(p) yang mengikuti 
besar orde p dengan pd 1 ; fungsi transisi  csG t ,;  merupakan fungsi kontinu yang bernilai 
antara 0 dan 1;   merupakan parameter smoothing;  c merupakan  parameter titik belok antar dua 
daerah; t merupakan  nilai residual sampai waktu ke-t. 
Metode STAR dibagi menjadi dua bentuk fungsi transisi, yaitu model logistik dan model 














Maka Persamaan 6 merupakan model Logistic Smooth Transition Autoregressive (LSTAR). Jika 
fungsi transisi berupa fungsi bentuk model eksponensial 
     0,csexp1c,;sG 2tt    
Maka Persamaan 7 merupakan fungsi transisi Exponential Smooth Transition Autoregressive 
(ESTAR). Pada parameter smoothing  0 ,  jika fungsi transisi LSTAR dan ESTAR konvergen 
ke konstan sehingga model menjadi model AR linear. 
UJI NONLINEARITAS 
Uji nonlinearitas dapat diuji dengan statistik Lagrange Multiplier (LM) yaitu 3LM , dimana 
statistik uji ini terdapat distribusi chi squared dengan derajat bebas 3p  2p3  (11). Statistik 3LM dapat 
diperoleh dengan cara: 
1. Menghitung residual ( 2







t0 âSSR                                                                                                                   
2. Menduga regresi bantuan (auxiliary regression ) 2
tâ  terhadap  tX
~
,1  dan ,...3,2,1i,sX
~ i
tt    
(5)               (4) 





















tt  321000  
    Kemudian menghitung jumlah residual kuadrat dari regresi bantuan 







t1 êSSR  
3. Dengan pengujian sebagai berikut: 
Hipotesis i,2i,10 :H    (model linear) 
               i,2i,11 :H    dengan nilai minimal satu i  p,...,2,1  ( model nonlinear) 










                                                                                                        
Keterangan: 0SSR  merupakan jumlah kuadrat residual model AR(p) dan 1SSR  merupakan jumlah 
kuadrat  residual estimasi parameter model regresi bantu. Kriteria penolakan: 0H  ditolak jika nilai 
statistika 
2
p33LM  . 
PEMILIHAN FUNGSI TRANSISI 
Jika hasil pengujian nonlinearitas ditolak dan variabel transisi telah ditentukan, maka langkah 



















tt  321000  
Uji hipotesisnya adalah  
0...,...,...:H p,31,3p,21,2p,11,10    (linear) 
     STAR
H : minimal ada satu   yang tidak sama dengan nol 
Untuk menentukan tipe nonlinieritas LSTAR atau ESTAR dapat dilakukan dengan menguji 0H
berikut (6): 
0:H 33,0 β ; untuk   p,...,2,1,0j  
00:H 322,0  ββ  ; untuk  p,...,2,1,0j        
00:H 2311,0  βββ ; untuk  p,...,2,1,0j  
Untuk 1H : 
0:H 3,1 3β ; untuk   p,...,2,1,0j  
00:H 322,1  ββ ; untuk  p,...,2,1,0j  
00:H 2311,1  βββ ; untuk  p,...,2,1,0j  
Ketentuan: 
(1) Jika 03 β  maka model LSTAR 
(2) Jika 03 β , tetapi 02 β   maka model ESTAR 
(3) Jika 03 β , dan 02 β  tetapi 01 β  maka model adalah  LSTAR  dan jika 01 β ,  
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Keterangan: j,1̂  merupakan penduga bagi j,i̂ ; untuk  p,...,2,1,0i ; untuk  p,...,2,1,0j ,  j,1ˆse   
merupakan standar residual dari koefisien regresi j,i̂ , 







têSSR merupakan jumlah kuadrat residual regresi bantu, nnG  merupakan elemen 
dari diagonal utama matriks   1' xx  , T merupakan jumlah pengamatan; k merupakan jumlah variabel 
independen dan p merupakan orde dari model AR(p). 
Kriteria penolakan: 0H  ditolak jika p-value < .  
STUDI KASUS 
Data yang digunakan pada penelitian ini merupakan data return saham penutupan mingguan PT 
United Tractors (UNTR) periode pengamatan 5 Juli 2014 sampai dengan 25 Mei 2019 sebanyak 256 
penelitian. Nilai terkecil pada return saham sebanyak -0,146851 yang artinya diperoleh nilai dari  
penutupan saham pada minggu ke-t lebih kecil dibandingkan pada hari ke sebelumnya (t-1). Nilai 
terbesar pada return saham sebanyak 0,147405 yang artinya diperoleh nilai dari penutupan saham pada 
minggu ke-t lebih besar pada hari ke sebelumnya (t-1) dan nilai rata-rata return saham sebanyak 
0,000297. Sebelum menentukan estimasi untuk model ARIMA, dilakukan plot data untuk melihat pola 
pada data. Berikut merupakan Gambar 1 dari Plot data return saham PT UNTR. 
 
                                                           Gambar 1 Grafik Data Return 
Pada Gambar 1 terdapat pola data yang memiliki rata-rata dan variansi konstan, maka data return 
saham PT UNTR dapat disimpulkan menjadi stasioner. Kestasioneran data dapat dilihat dengan 
metode Augmented Dickey-Fuller melalui unit root test. Jika               maka data stasioner. 
Berikut ini merupakan hasil Tabel 2 dari  uji Augmented Dickey Fuller.  
 Tabel 2 Uji Augmented Dickey Fuller 
                                                                                t-statistik           Prob              
Augmented Dickey-Fuller    test statistic            -19,33473          0,0000 
Test critical value                               1%                     -3.455990 
                              5%                     -2.872720 
                             10%                   -2.572802 
 
Tabel 2 menunjukkan nilai probalitas hasil uji Augmented Dickey Fuller lebih kecil dari α = 
0,05 sehingga disimpulkan data return saham telah stasioner atau dengan kata lain tidak terdapat 
akar unit pada data return saham. Dari hasil pembentukan model Box-Jenkins dapat diketahui 
nilai ACF dan PACF. Berikut merupakan Gambar 2 hasil nilai ACF dan PACF pada return 
saham. 




Gambar 2 Hasil ACF dan PACF Return Saham 
Berdasarkan Gambar 2 hasil nilai yang berada diluar selang kepercayaan ACF dan PACF adalah 
pada lag 1 dengan selang kepercayaan      √      yaitu        .  Sehingga diperoleh 3 model 
terbaik yaitu AR(1), MA(1) dan ARMA(1,1). Berikut Tabel 3 merupakan hasil dari estimasi parameter 
ketiga model. 
Tabel 3 Estimasi Parameter Model Box-Jenkins 
Model Koefisien Probalitas AIC Uji  
Signifikan 
AR(1) -0,193330 0,0014 -3,258493 Signifikan 









Berdasarkan hasil pengujian pada model AR(1), MA(1) dan ARMA(1,1), diperoleh nilai yang tidak 
signifikan terdapat pada model ARMA(1,1) karena nilai koefisien lebih besar dibanding 0,05 sehingga 
model ARMA(1,1) tidak termasuk kriteria model terbaik. Pada Tabel 3 model yang signifikan dengan 
nilai AIC terkecil ialah model AR(1), maka diperoleh model terbaik adalah model AR(1). Setelah 
didapatkan model AR(1), kemudian diuji asumsi autokorelasi apakah terdapat residual dalam model 
AR(1). Hasil uji asumsi autokorelasi dilakukan dengan menggunakan uji Breusch-Godfrey. Berikut 
Tabel 4 merupakan hasil uji Breusch-Godfrey. 
Tabel 4 Hasil Uji Breusch-Godfrey Residu Model AR(1) 
        Koefisien Probalitas 
Uji Breusch Godfrey  0,4743 
AR(1)                                              0,089890                                   0,2457 
 
Tabel 4 menunjukkan statistik uji Breusch-Godfrey untuk residu model AR(1) menghasilkan nilai 
probalitas 0,4743. Hasil nilai uji Breusch-Godfrey lebih besar dari signifikan        sehingga 
   diterima. Jadi kesimpulannya bahwa di dalam residu model AR(1) tidak terdapat autokorelasi. 
Berdasarkan Tabel 4 pada residu model AR(1) tidak adanya autokorelasi sampai probalitas AR(1) 
sekalipun. 
Heteroskedastisitas dapat dilihat pada data return saham dengan menggunakan uji ARCH-LM. 
Heteroskedastisitas dikatakan mengandung return saham jika nilai probalitasnya lebih kecil dari α. 
Hasil uji ARCH-LM model AR(1) terdapat nilai probalitas 0,2757 lebih besar dari 0,05. Yang artinya 
bahwa model AR(1) tidak terdapat heteroskedastisitas. Orde model STAR didapatkan berdasarkan 
orde model AR linear. Ordo model AR yang terbentuk akan digunakan sebagai variabel transisi pada 
pengujian nonlinearitas dan model STAR. Ordo AR yang diperoleh AR(1) sehingga pilihan variabel 
transisi pada model STAR adalah 1tX .  
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Uji nonlinearitas dapat dilakukan dengan pilihan variabel transisi menggunakan uji Lagrange 
Multiplier (
3LM ). Untuk menghasilkan 3LM  dibutuhkan  model regresi bantu, model regresi bantu 
diestimasi menggunakan metode Ordinary Least Square (OLS). Jumlah kuadrat residu regresi bantu 
sebesar 0,542936 dan jumlah kuadrat residual AR(1) sebesar 0,564993. Berdasarkan perhitungan 
3LM  diperoleh uji statistik untuk 3LM = 9,994091. Dengan tingkat signifikansi sebesar α diperoleh 
nilai tabel chi-square ( (      )
       ), yang artinya bahwa nilai 
3LM  lebih besar dari nilai tabel 
chi-square maka 0H  ditolak yaitu model nonlinear.  
Setelah diketahui bahwa model yang terbentuk adalah model nonlinear maka dilanjutkan pemilihan 
fungsi transisi  c,;sG t  . Pemilihan fungsi transisi  c,;sG t   dilakukan dengan menggunakan uji 










. Berikut Tabel 5 merupakan hasil estimasi 
parameter model regresi bantu 
Tabel 5 Estimasi Parameter Model Regresi Bantu 
Parameter Koefisien T-statistik Probalitas 
Intersept 0,005772 1,425362 0,1553 
     -0,042047 -0,397963 0,6910 
     0,035130 0,432167 0,6660 
     -4,024955 -1,876569 0,0618 
     -1,459023 -0,656612 0,5120 
     -15,77380 -1,242009 0,2154 
     4,725761 0,198692 0,8427 
     212,0191 1,542002 0,1244 
     204,2540 0,751015 0,4534 
Sum Square 
Residual 
   
0,542936 
 
Berdasarkan Tabel 5 nilai probalitas      menghasilkan nilai 0,1244 dan      menghasilkan nilai 
0,4534 dengan α (0,05), dari hasil tersebut nilai probalitas parameter     dan      lebih besar dari α 
yang artinya     terima, maka fungsi transisi yang digunakan adalah fungsi transisi eksponensial. 
Sehingga bisa disimpulkan model yang dipilih adalah model ESTAR(1,1), karena berdasarkan 











Gambar 3 Correlogram Residual Model ESTAR(1,1) 
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Gambar 3 menunjukkan bahwa model ESTAR (1,1) tidak mempunyai white noise karena pada 
gambar terlihat bahwa ada yang melewati garis pada lag. Selain itu apabila terdapat probalitas < α 
maka tidak terdapat white noise, yang artinya bahwa model terdapat korelasi residual. Jika terdapat 
korelasi residual di model ESTAR(1,1) maka model ESTAR(1,1) tidak cukup layak digunakan. 
KESIMPULAN 
Pada penelitian yang telah dilakukan, diperoleh kesimpulan bahwa model terbaik untuk 
memodelkan nilai return saham PT UNTR adalah ESTAR(1,1). Berikut ini merupakan bentuk return 
saham pada  model ESTAR (1,1): 
      
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