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Abstract. We use the inside-outside duality approach proposed by Kirsch-Lechleiter to identify
transmission eigenvalues associated with artificial backgrounds. We prove that for well chosen
artificial backgrounds, in particular for the ones with zero index of refraction at the inclusion
location, one obtains a necessary and sufficient condition characterizing transmission eigenvalues
via the spectrum of the modified far field operator. We also complement the existing literature with
a convergence result for the invisible generalized incident field associated with the transmission
eigenvalues.
This work is based on several of the pioneering works of our dearest colleague and friend Armin
Lechleiter and is dedicated to his memory.
Key words. Factorization method, qualitative methods, transmission eigenvalues, inside-outside
duality, artificial background.
1 Introduction
The present work is motivated by the problem of retrieving information on the material index n
of a penetrable inclusion embedded in a reference medium from far field data associated with inci-
dent plane waves. Some recent works have suggested the use of so-called Transmission Eigenvalues
(TEs) as qualitative spectral signatures for n [9, 6, 10, 16, 23, 26]). To do so, methods have been
proposed to identify these quantities from far field data (for a range of frequencies). The first class
of methods exploit the failure of sampling methods at these special frequencies to reconstruct them
[6, 1, 4]. They require some a priori knowledge on the inclusion location and size. Another class of
methods exploit the inside-outside duality revealed in [18, 19, 17, 20] that relate internal resonant
frequencies to spectral properties of the far field operator. These methods have been introduced
to identify TEs in [28] and further developed in many subsequent works [30, 33, 31, 32]. This type
of approaches only exploit the data and do not need a priori knowledge on the shape or location.
However, the mathematical justification only applies to some simplified asymptotic configurations
of the material properties (small perturbation of large enough or small enough constants).
Besides, one of the main troubles with classical TEs is that their link with the index of refraction
is not explicit nor easily accessible. Some monotonicity results have been obtained in [10] but only
for some of the TEs (see also [7] for other results related to transmission eigenvalues). Recently, the
idea of using an artificial background for which the associated TEs have a more direct connection
with the material index of the inclusion has been introduced [8, 2, 13, 3].
The goal of this article is to develop the inside-outside duality for identifying TEs associated
with artificial backgrounds. We investigate the cases where the modification of the background
consists in introducing an artificial inhomogeneity with index nb that contains the targeted inclu-
sion. A relative far field operator is defined as the difference between the far field operator from
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data and the far field operator associated with the background. Scaling this difference with the
adjoint of the scattering matrix for the artificial background, one obtains an operator that has
symmetric factorisation in terms of Hergltoz wave operators (see [34, 25, 29, 24]). The spectrum of
this operator is then exploited to identify TEs. In the case when nb is constant, one is faced with
the same difficulties as in [28] (nb = 1) for the theoretical justification. We here exploit that the
artificial background is a numerical tool that can be adapted at wish to propose the use of nb scal-
ing like ρ/k2 where ρ is an arbitrary constant and where k is the wavenumber. For this particular
choice, one is capable of obtaining a necessary and sufficient condition for the identification of TEs
from the behaviour of the phases of the eigenvalues of the modified far field operator. The main
reason allowing for such result is that the space of generalized incident waves is independent from
the wavenumber for the chosen scaling. In addition to this characterization, we also prove that
one can recover the generalized incident wave. This result holds for any continuous dependence of
nb with respect to k and may be useful for the inverse spectral problem consisting in determining
n from the TEs.
The outline of this article is as follows. First, we present the notation and we define the clas-
sical TEs. Then we explain how, modifying the far field data by some quantity which can be
computed numerically, we can derive a new interior transmission eigenvalue problem for which the
identification of n from the corresponding TEs is more simple. In Section 4, we write a factorisation
of the new far field operator which has been obtained in [29, Section 3]. In Section 5, we give a
characterisation of the TEs via an intermediate operator appearing in the factorization. Then we
describe the spectral behaviour of the new far field operator, first outside TEs (Section 6), then at
TEs (Section 7). Section 8 is dedicated to the presentation of simple numerical experiments illus-
trating the theoretical results. Finally we sketch the proofs of some well-known technical results
needed during the analysis in the Appendix. The two main results of this article are Theorems 7.1
and 7.2.
2 Classical transmission eigenvalues
We consider the propagation of waves in a material with a localized penetrable inhomogeneity
in time harmonic regime. The localized inhomogeneity is modelled by some bounded open set
Ω ⊂ R3 with Lipschitz boundary ∂Ω and a refractive index n ∈ L∞(R3). We assume that R3 \ Ω
is connected, that n is positive real valued and that n = 1 in R3 \Ω. Let ui be a smooth function
satisfying the Helmholtz equation ∆ui + k2ui = 0 in R3 at the wavenumber k > 0. The scattering
of ui by the inclusion is described by the problem
Find u = ui + us such that






∣∣∣∣2 ds(x) = 0.
(1)
The last line of (1) is the so-called Sommerfeld radiation condition. For all k > 0, problem (1) has








as r = |x| → +∞, uniformly in θs ∈ S2 := {θ ∈ R3; |θ| = 1}. The function u∞s : S2 → C is called







us ∂ν(e−ikθs·x)− ∂νus e−ikθs·x ds(x) (3)
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for all R > 0 such that supp(n−1) ⊂ BR. Here and elsewhere, ν stands for the outer unit normal to
BR. When ui coincides with the incident plane wave ui(·, θi) := eikθi·x, of direction of propagation
θi ∈ S2, we denote respectively us(·, θi), u∞s (·, θi) the corresponding scattered field and far field
pattern. From the farfield pattern associated with one incident plane wave, by linearity we can




g(θi)u∞s (θs, θi) ds(θi). (4)





We call Herglotz wave functions the incident fields of the above form. It is known, see [14], that
the set {
∫
S2 g(θi)eikθi·x ds(θi)|Ω, g ∈ L2(S2)} is dense in {ϕ ∈ L2(Ω); ∆ϕ + k2ϕ = 0 in Ω} for the
norm of L2(Ω). From F , let us define the scattering operator S : L2(S2)→ L2(S2) such that
S := Id + ik2πF. (6)
It is known (see e.g. [27, Theorem 4.4]) that S is unitary (SS∗ = S∗S = Id) and that F is normal
(FF ∗ = F ∗F ).
In this article, we want to work with Transmission Eigenvalues (TEs). The latter are defined as the
values of k > 0 for which there exists a non zero generalized incident field which does not scatter.
In other words, they are defined as the values of k > 0 for which there exists ui ∈ L2(Ω) \ {0}
satisfying ∆ui + k2ui = 0 in Ω and such that the corresponding us defined via (1) has a zero far
field pattern. By the Rellich Lemma, then we have us = 0 in R3 \ Ω. This leads to the definition
of TEs as the values of k ∈ R∗+ := (0; +∞) for which the problem
∆us + k2nus = k2(1− n)ui in Ω
∆ui + k2ui = 0 in Ω
(7)
admits non trivial solutions (ui, us) ∈ L2(Ω)×H20(Ω).
TEs depend on the probe medium, in particular on the material index. In this work, we want
to obtain quantitative, or at least qualitative, information on n via the TEs by, roughly speaking,
solving an inverse spectral problem. To proceed, one has to be able to identify TEs from the
knowledge of the far field data. After the first approach introduced in [6, 1], a more refined tech-
nique consists in using the inside-outside duality presented in [28]. From the theoretical point of
view however, the complete justification of this method is limited to the identification of the first
eigenvalue and to particular indices n which are constant and large or small enough. On the other
hand, the determination of information on n from the knowledge of TEs is not simple because
the dependence of the eigenvalues in (7) with respect to n is not clear. In order to circumvent
these two problems, following the idea introduced in [8, 2, 3], we will modify the data by some
well-chosen quantity which can be computed numerically, so that the corresponding TEs offer a
more direct information on n. Moreover, for these TEs, at least for certain artificial backgrounds
below, we will obtain a general criterion of detection from far field data using the inside-outside
duality.
3 Transmission eigenvalues with an artificial background
Let nb ∈ L∞(R3) be an arbitrary given real valued function such that nb = 1 in R3 \ Ωb where
Ωb ⊃ Ω is a Lipschitz domain with connected complement. This parameter has to be seen as the
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material index of an artificial background. Consider the scattering problem
Find ub = ui + ub,s such that






∣∣∣∣2 ds(x) = 0.
(8)
When ui coincides with the incident plane wave ui(·, θi) = eikθi·x, of direction of propagation
θi ∈ S2, we denote respectively ub,s(·, θi), u∞b,s(·, θi) the corresponding scattered field and far field
pattern (see the expansion in (2)). From the farfield pattern, we define by linearity the farfield





Similarly to (6), we introduce the scattering operator Sb : L2(S2)→ L2(S2) such that
Sb := Id + ik2πF
b. (9)
The operator Sb is unitary while F b is normal. Finally, we define the relative farfield operator
F# : L2(S2)→ L2(S2) as
F# := F − F b. (10)
In practice, F is obtained from the measurements while F b has be to computed by numerically
solving (8) for a given nb. We remark that when nb ≡ 1, then F b ≡ 0. In this case, we simply have
F# = F .
The TEs for the artificial background are defined as the values of k > 0 for which there ex-
ists ui ∈ L2(Ωb) \ {0} satisfying ∆ui + k2ui = 0 in Ωb and such that the corresponding us, ub,s
defined via (1), (8) are such that u∞s = u∞b,s. By the Rellich Lemma, this implies us = ub,s in R3\Ωb.
Thus u = ui + us must coincide with ub := ui + ub,s in R3 \ Ωb. Set w := (u − ub)|Ωb ∈ H20(Ωb)
and v := ub|Ωb ∈ L2(Ωb). Computing the difference (1)-(8), we find that w satisfies ∆w + k2nw =
k2(nb − n)v in Ωb. This leads us to define the TEs for the artificial background as the values of
k > 0 for which the problem
∆w + k2nw = k2(nb − n)v in Ωb
∆v + k2nbv = 0 in Ωb
(11)
admits non trivial solutions (v, w) ∈ L2(Ωb)×H20(Ωb). Note that classical arguments (see e.g. [11])
allow one to show that if we have n− nb ≥ α > 0 in Ωb or nb − n ≥ α > 0 in Ωb for some constant
α, then the set of TEs of (11) is discrete. Now, all the game consists in choosing nb cleverly so
that the knowledge of the eigenvalues of (11) give direct or interesting information on n. Remark
that if one takes nb = 0 in Ωb (and nb = 1 in R3 \Ωb), one finds that (11) has a non zero solution
if and only if the problem
∆(n−1∆w) = −k2∆w in Ωb (12)
admits a non zero solution w ∈ H20(Ωb). In [3], this situation is referred to as the Zero Index
Material (ZIM) because nb = 0 in Ωb. In opposition with problem (7), one obtains a quite simple
eigenvalue problem similar to the so-called plate buckling eigenvalue problem. Classical results
concerning linear self-adjoint compact operators guarantee that the spectrum of (12) is made of
real positive isolated eigenvalues of finite multiplicity 0 < λ1 ≤ λ2 ≤ · · · ≤ λp ≤ . . . (the numbering
is chosen so that each eigenvalue is repeated according to its multiplicity). Moreover, there holds









Here Ep denotes the sets of subspaces Ep of H20(Ωb) of dimension p. Observe that the characterisa-
tion of the spectrum of problem (12) is much simpler than the one of problem (7). Moreover, it holds
under very general assumptions for n: we just require that n|Ωb ∈ L∞(Ωb) with ess infΩb n > 0.
In particular, n can be equal to one inside Ωb (we do not need to know exactly the support Ω of
the defect in the reference medium, Ωb can be larger) and n− 1 can change sign on the boundary.
In comparison, the analysis of the spectrum of (7) in such situations is much more complex and
the functional framework must be adapted according to the values of n (see [12] in the case where
n− 1 changes sign on ∂Ωb). From (13), if we denote λ̃p the eigenvalues of (12) for another index
ñ ∈ L∞(Ωb), we find that there holds, for all p ∈ N∗,
λp ≤ λ̃p when we have n ≥ ñ a.e. in Ωb.
The second advantage of considering problem (12) instead of problem (7) is that the spectrum of
(12) is entirely real. As a consequence, no information on n is lost in complex eigenvalues which
can exist a priori for the usual transmission problem (7) and which are hard to detect from the
knowledge of F for real frequencies.
Our goal in the following is to explain and to justify how to characterize the eigenvalues and
the v in (11) from the knowledge of F# using the inside-outside duality approach. More specifi-
cally, we shall use the modified operator F defined as F := (Sb)∗F# for which it is well known
that a symmetric factorization holds. We prove that this operator allows one to identify TEs of
(11) for the special choice of
nb = nb(k) = ρ/k2 in Ωb, (14)
where ρ ∈ R is a constant independent from k. The particularity of this choice is that then
the incident field v in (11) satisfies an equation independent from k in Ωb. As a consequence, a
min-max criterion for TEs is derived on a Hilbert space independent from k and a necessary and
sufficient condition can be easily obtained.
4 Factorisation of the modified farfield operator
In order to develop the inside-outside duality, we first establish a (well known) symmetric factori-
sation of the operator F (see [34, 25, 29, 24]). We detail the procedure for the sake of clarity,
following the approach in [29].




g(θi)ub(x, θi) ds(θi) (15)
where ub(·, θi) appears after (8). Then define the operator H : L2(S2)→ L2(Ωb) such that
Hg = vg|Ωb . (16)
From the definitions of F and F b we observe that F#g = w∞ where w∞ is the far field pattern
associated with the solution of the problem∣∣∣∣∣∣∣∣∣∣
Find w ∈ H2loc(R3) such that






∣∣∣∣2 ds(x) = 0,
(17)
with v = vg. More generally, define the operator G : L2(Ωb) → L2(S2) such that Gv = w∞, w∞
being the far field pattern of the function w solving (17). With such notation, we can factorize
F# as
F# = GH. (18)
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The properties of problem (17) will play a key role in the analysis below. Before proceeding, we
state a classical result whose proof is sketched in the Appendix.
Proposition 4.1. For all k ∈ R∗+, the solution of (17) satisfies the estimate
‖w‖H2(Ωb) ≤ C ‖v‖L2(Ωb), (19)
where the constant C is independent from v ∈ L2(Ωb). Moreover, for any compact set I ⊂ R∗+, the
constant in (19) can be chosen independent from k ∈ I.
Step 2. We express the adjoint of H in terms of far fields. To proceed, for a given f ∈ L2(Ωb)
(extended by zero outside of Ωb), we work with ψ ∈ H2loc(R3) solving the problem
∆ψ + k2nbψ = −f in R3
together with the Sommerfeld radiation condition. Integrating by parts in BR for R > 0 large
enough, using that ∆vg + k2nbvg = 0 in R3 and replacing vg by its expression given in (15), we

























g(θi)(e−ikθi·x + ub,s(x, θi)) ds(θi) ds(x).
(20)






ψ ∂ν(e−ikθs·x)− ∂νψ e−ikθs·x ds(x),
when R > 0 is such that supp(nb − 1) ⊂ BR. From (20), taking the limit as R → +∞ and using
the radiation condition to deal with the term involving ub,s, we get




b)∗)ψ∞, g)S2 = 4π((Sb)∗ψ∞, g)S2 .
(21)
This implies H∗f = 4π(Sb)∗ψ∞ and so SbH∗f = 4πψ∞.
Step 3. Observing that the first line of (17) can also be written as
∆w + k2nbw = −f with f = k2(n− nb)(vg + w), (22)
we define the operator T : L2(Ωb)→ L2(Ωb) such that
Tv = 14πk
2(n− nb)(v + w), (23)
where w ∈ H2loc(R3) is the unique solution of (17). Then clearly we have G = SbH∗T which implies
the factorisation
F# = SbH∗TH.
Step 4. Finally, we define the operators F : L2(S2)→ L2(S2) and S : L2(S2)→ L2(S2) such that
F := (Sb)∗F# and S := Id + ik2πF . (24)
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We have F = (Sb)∗(F − F b) = 2π(ik)−1(Sb)∗(S − Sb) = 2π(ik)−1((Sb)∗S − Id) and so
S = (Sb)∗S.
Since S and Sb are unitary, we deduce that S is unitary (and so normal). And one can verify that
this is enough to guarantee that F is normal. We gather these results in the following statement.
Proposition 4.2. i) The operator F : L2(S2)→ L2(S2) admits the factorisation
F = H∗TH, (25)
where H : L2(S2)→ L2(Ωb) and T : L2(Ωb)→ L2(Ωb) are respectively defined in (16) and (23).
ii) The operator F is normal and S is unitary.
Remark 4.1. When we take nb = 1 in R3, we have F b = 0 and so Sb = Id. In this case, (25) is
nothing but the classical factorisation of the operator F (see e.g. [27]).
In the next proposition, we detail some properties of the operators appearing in the factorization
(25) which will be useful in the analysis below.
Proposition 4.3. i) H : L2(S2) → L2(Ωb) is compact injective and F : L2(S2) → L2(S2) is
compact.
ii) The operator T satisfies the energy identity




where w∞ is the far field pattern of the solution of (17).
iii) Assume that we have n − nb ≥ α > 0 in Ωb or nb − n ≥ α > 0 in Ωb for some constant α.
Then T admits the decomposition
T = A+K, (27)
where K : L2(Ωb) → L2(Ωb) is compact and where A : L2(Ωb) → L2(Ωb) is an isomorphism such
that
∃c > 0, ∀v ∈ L2(Ωb), |(Av, v)Ωb | ≥ c ‖v‖
2
L2(Ωb) (A is coercive).
Proof. i) We have Hg = (ui + ub,s)|Ωb where ub,s is the scattered field of the solution of (8) with
ui =
∫
S2 g(θi)eikθi·x ds(θi)|Ωb . Since g 7→
∫
S2 g(θi)eikθi·x ds(θi)|Ωb is compact from L2(S2) to L2(Ωb)
and since ui 7→ ub,s is continuous from L2(Ωb) → H2(Ωb) (similar to Proposition 4.1), we deduce
that H : L2(S2)→ L2(Ωb) is compact. Injectivity of H can be proved as for the classical Herglotz
operator (see e.g. [15]). Finally, since F = H∗TH and since T : L2(Ωb) → L2(Ωb) is continuous
(consequence of Proposition 19), we deduce that F : L2(S2)→ L2(S2) is compact.
ii)− iii) From the formulation (17), we see that for all v, v′ ∈ L2(Ωb), we have




(n− nb)(v + w)v′ dx = k2
∫
Ωb
(n− nb)vv′ dx+ k2
∫
Ωb
(n− nb)wv′ dx. (28)
With the Riesz representation theorem, introduce the linear bounded operators A, K : L2(Ωb)→












It is clear that A is an isomorphism when we have n − nb ≥ α > 0 in Ωb or nb − n ≥ α > 0 in
Ωb. On the other hand, using that the map v 7→ w from L2(Ωb) to H2(D) is continuous for any
bounded domain D ⊂ R3 and that H2(Ωb) is compactly embedded in L2(Ωb), one can show that
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K is compact. This proves item iii). Then taking v′ = v in (28), since n − nb is real valued, we
get
4π (Tv, v)Ωb = k2
∫
Ωb










w(∆w + k2nw) dx,
for R > 0 large enough. Integrating by parts in BR and using the radiation condition, one gets











Taking the imaginary part and the limit as R→ +∞, we obtain the important identity (26) which
proves item ii).
Remark 4.2. We observe that working with the scattering operator S = (Sb)∗S consists, roughly
speaking, in proceeding to the following series of experiments. The observer sends some Herglotz
incident wave with density g in the probed medium characterized by the index n, collects the far
field measurements and then backpropagates the Herglotz wave with density Sg through the artificial
background characterized by the index nb. If k0 is a TE of (11), then for any (small) ε, there is
a density g ∈ L2(S2) such that ‖g −S g‖L2(S2) ≤ ε ‖g‖L2(S2) (the input signal is almost the same
as the output signal). Note that if nb = n, for any incident field, the observer gets at the end of
the experiments the original signal. This is coherent with the fact that when nb = n, there holds
Sb = S and so S = Id.
5 Characterisation of transmission eigenvalues via T
Our final goal is to identify TEs and transmission eigenfunctions (at least the v in (11)) from the
knowledge of F , which itself can be computed from F (the data). To proceed, as an intermediate
step, following the presentation of [28], we explain in this section the connection existing between
the TEs of (11) (corresponding to an artificial background) and the properties of the operator T
appearing in the factorisation F = H∗TH. To proceed, we denote by Hinc the closure of the range
of H in L2(Ωb).
Proposition 5.1. We have Hinc = {ϕ ∈ L2(Ωb); ∆ϕ+ k2nbϕ = 0 in Ωb}.
Proof. Clearly H(L2(S2)) ⊂ Hinc and Hinc is a closed subset of L2(Ωb). Therefore the closure of
the range of H in L2(Ωb) is a subset of Hinc. Now consider some f ∈ Hinc such that
(Hg, f)Ωb = (g,H
∗f)S2 = 0, ∀g ∈ L2(S2).
This is equivalent to have H∗f = 0. From (21), we have H∗f = 4π(Sb)∗ψ∞ where ψ∞ is the far
field pattern of the outgoing function ψ ∈ H2loc(R3) satisfying ∆ψ+k2nbψ = −f in R3. Since (Sb)∗
is an isomorphism of L2(S2), we deduce ψ∞ = 0. From the Rellich lemma, we infer that ψ = 0 in




(∆ψ + k2nbψ)f dx =
∫
Ωb
ψ(∆f + k2nbf) dx = 0
(because f ∈ Hinc). Thus f = 0 which shows that the desired result.
From the energy identity (26), we see that we have
=m (Tv, v)Ωb ≥ 0, ∀v ∈ Hinc.
The following proposition ensures that the TEs of (11) coincide exactly with the frequencies k > 0
such that the form v 7→ =m (Tv, v)Ωb is not definite positive in Hinc.
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Proposition 5.2. Assume that we have n− nb ≥ α > 0 in Ωb or nb − n ≥ α > 0 in Ωb for some
constant α. Then
k is a TE of (11) ⇔ ∃v ∈ Hinc \ {0} such that =m (Tv, v)Ωb = 0.
Moreover if k is a TE of (11), then (v, w|Ωb) ∈ L2(Ωb)×H20(Ωb), where w is defined as the solution
of (17), is a corresponding eigenpair. And we have (Tv, v)Ωb = 0.
Proof. Assume that k is a TE of (11). Let (v, w) ∈ L2(Ωb) × H20(Ωb) be an associated non zero
eigenpair. Then obviously v ∈ Hinc \ {0} (v is not null otherwise we would have w ≡ 0). Using















w(∆v + k2nbv) dx = 0.
(29)
Conversely, assume that v ∈ Hinc \ {0} is such that =m (Tv, v)Ωb = 0. Then from (26), we have
w∞ = 0. From the Rellich lemma, this implies w = 0 in R3 \ Ωb. Then (v, w|Ωb) belongs to
L2(Ωb) × H20(Ωb). This shows that k is a TE of (11). In this case, from (29), we infer that
(Tv, v)Ωb = 0.










Figure 1: Left: eigenvalues of F . Right: eigenvalues of S . Here the representation corresponds
to a situation where n− nb ≥ α > 0 in Ωb.
In Proposition 5.2, we have established a clear connection between the TEs of problem (11) and
the kernel of the positive form v 7→ =m (Tv, v)Ωb in Hinc. We would like to translate this into a
criterion on the kernel of the form g 7→ =m (Fg, g)S2 in L2(S2) using the factorisation F = H∗TH
which implies the relation (Fg, g)S2 = (THg,Hg)Ωb for all g ∈ L2(S2). However, this is not that
simple due to the fact that the range of H is not closed in L2(Ωb). Said differently, if v ∈ Hinc is
such that =m (Tv, v)Ωb = 0, in general there is no g ∈ L2(S2) such that v = Hg (for this particular
point, see the articles [5, 35, 21, 22]). Instead, in the rest of the article we will study the way the
eigenvalues of F accumulate at zero. First, we consider the situation when k is not a transmission
eigenvalue.
Since F : L2(S2) → L2(S2) is normal and compact (Propositions 4.2 and 4.3), there is an or-
thonormal complete basis (gj)+∞j=1 of L2(S2) such that
Fgj = λjgj , (30)
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where the λj are the eigenvalues of F . The terms of the sequence (λj) are complex numbers that
accumulate at zero. Moreover, since S is unitary, the eigenvalues of F lie on the circle of radius
2π/k and center 2πi/k (see Figure 1 left).
Assume that we have n − nb ≥ α > 0 in Ωb or nb − n ≥ α > 0 in Ωb for some constant α.
In this case, if k is not a transmission eigenvalue then F is injective and so the λj in (30) are all
non zero. Indeed, if g ∈ ker F , we must have 0 = (Fg, g)S2 = (THg,Hg)Ωb . From Proposition
5.2, we deduce Hg = 0 and so g = 0 because H is injective (Proposition 4.3 i)). In this situation,
we denote by
eiδj , with δj ∈ (0; 2π), (31)




(eiδj − 1) ⇔ eiδj = 1 +
ik
2π λj .
The only possible accumulation points for the sequence (δj) are 0 and 2π. Using the decomposition
T = A+K obtained in (27) where the sign of the isomorphism A is known and whereK is compact,
one can get the following proposition. Its proof is exactly the same as the one of [28, Lemma 4.1]
(see also [7, Theorem 2.25]).
Proposition 6.1. Assume that k is not a TE of the problem (11).
- If n− nb ≥ α > 0 in Ωb, then the sequence (δj) accumulates only at 0 (see Figure 1 right).
- If nb − n ≥ α > 0 in Ωb, then the sequence (δj) accumulates only at 2π.
When k is not a TE of the problem (11), from Proposition 6.1 we deduce that we can order the
phases of the eigenvalues of S so that
2π > δ1 ≥ δ2 ≥ · · · ≥ δj ≥ · · · > 0 when n− nb ≥ α > 0
0 < δ1 ≤ δ2 ≤ · · · ≤ δj ≤ · · · < 2π when nb − n ≥ α > 0.
In the analysis below, the quantity δ1 will play a particular role. We set




7 Spectral properties of F at transmission eigenvalues
Now we study, the behaviour of the eigenvalues of F as k tends to a TE of the problem (11). In
the analysis below, we will conduct calculus with varying k. As a consequence, we will explicitly
indicate the dependence on k, denoting for example the far field operator by F (k). Moreover, in
order to include the case of nb depending on k as in (14), we make the additional assumption that
the mapping k 7→ nb(k) is continuously differentiable from R∗+ to L∞(Ωb).
We start with a technical result whose (classical) proof is given in the Appendix. If X, Y are
two Banach spaces, we denote L(X,Y ) the set of linear bounded operators from X to Y. This





, ∀L ∈ L(X,Y ).
Proposition 7.1.
The mapping k 7→ H(k) is continuous from R∗+ to L(L2(S2),L2(Ωb)).
The mapping k 7→ T (k) is continuous from R∗+ to L(L2(Ωb),L2(Ωb)).
The mapping k 7→ F (k) is continuous from R∗+ to L(L2(S2),L2(S2)).
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7.1 A sufficient condition for the detection of transmission eigenvalues
In this paragraph, we provide a sufficient condition allowing one to detect TEs of (11). This is the
first main result of the article. The first part of the statement is similar to [19, 28] (see also [7,
Theorem 4.47]). The second part concerning the identification of v where (v, w) is an eigenpair of
(11) is new.
Theorem 7.1. Let k0 > 0 and I = (k0 − ε; k0 − ε) \ {k0} such that no k ∈ I is a TE of (11).
Assume that there is a sequence (kj) of elements of I such that
lim
j→+∞
kj = k0 and lim
j→+∞
δ?(kj) =
2π when n− nb(k0) ≥ α > 0
0 when nb(k0)− n ≥ α > 0.





admits a subsequence which converges strongly to v ∈ L2(Ωb), where (v, w) is an eigenpair of (11)
associated with k0. Here gj is a normalised eigenfunction of F associated with λ?(kj) and w is
the solution of (17) with k = k0.
Remark 7.1. The additional information on eigenfunctions given in Theorem 7.1 can be helpful
in solving the inverse spectral problem of determining n from TEs of (11).
Proof. Let us prove the first part of the statement. We consider only the case n−nb(k0) ≥ α > 0.
The case nb(k0) − n ≥ α > 0 follows from the same arguments replacing F (k) with −F (k).
Considering j sufficiently large we can assume that






The sequence (ψj) satisfies, according to the assumptions and the factorisation (25),
(T (kj)ψj , ψj)Ωb =
λ?(kj)
|λ?(kj)|






Using Proposition 4.3 and working by contradiction, one can verify that if k0 is not a TE of (11),
then T (k0) is coercive in Hinc(k0). Introduce P (k) : L2(Ωb) → Hinc(k) the projection in Hinc(k)
for the inner product of L2(Ωb). Using that the maps k 7→ P (k) and k 7→ T (k) (Proposition 7.1)
are continuous in the operator norm, we deduce that the T (kj) are uniformly coercive in Hinc(k)
for j sufficiently large. Identity (32) then shows that the sequence (ψj) is bounded in L2(Ωb)
and consequently, up to a subsequence, one can assume that (ψj) weakly converges to some ψ0 in
L2(Ωb). Since ψj ∈ Hinc(kj) for all j ∈ N, the weak limit satisfies in the sense of distributions
∆ψ0 + k20nb(k0)ψ0 = 0 in Ωb,
meaning that ψ0 ∈ Hinc(k0). Let us denote by wj ∈ H2loc(R3) (resp. w0 ∈ H2loc(R3)) the solution of
(17) with v = ψj , k = kj (resp. v = ψ0, k = k0). We recall from (26) that
4π=m (T (kj)ψj , ψj)Ωb = kj
∫
S2
|H(kj)∗T (kj)ψj |2ds. (33)
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Since H(kj)∗T (kj) : L2(Ωb)→ L2(S2) is compact (because T (kj) : L2(Ωb)→ L2(Ωb) is continuous
and because H(kj)∗ : L2(Ωb)→ L2(S2) is compact) and since k 7→ H(k)∗T (k) is continuous in the
operator norm, we deduce that









|(H(k0))∗T (k0)ψ0|2ds = 4π=m (T (k0)ψ0, ψ0)Ωb .
From (32) then we get =m (T (k0)ψ0, ψ0)Ωb = 0 and therefore (ψ0, w0) is a solution of the interior
transmission problem (11) for k = k0. The hypothesis on k0 implies ψ0 = 0. Using the definition
of T (k) we have
k2j
4π ((n− nb(kj))ψj , ψj)Ωb = (T (kj)ψj , ψj)Ωb −
k2j
4π ((n− nb(kj))ψj , wj)Ωb
where ((n − nb(kj))ψj , wj)Ωb → ((n − nb(k0))ψ0, w0)Ωb when j → +∞. The latter property is




4π ((n− nb(kj))ψj , ψj)Ωb →j→+∞ −1
which is a contradiction.
We now proceed with the proof of the second part of the theorem related to the convergence
of the sequence (vj). Let v be the weak limit in L2(Ωb) of a subsequence of (vj). Note that this
limit exists because ‖vj‖L2(Ωb) = 1 for all j ∈ N. To simplify, the subsequence is also denoted (vj).
We have









(T (kj)H(kj)gj , H(kj)gj)Ωb
‖H(kj)gj‖2L2(Ωb)
,
using that k 7→ T (k) is continuous in the operator norm, we infer that (θj) is bounded. Therefore,




=m (T (kj)vj , vj)Ωb = 0
and using the same arguments as above we conclude that the pair (v, w) solves the problem (11)
for k = k0, w being the solution of (17) with k = k0. Now we prove that v 6≡ 0 and that v is the
strong limit of the sequence (vj) in L2(Ωb). We start again from the identity
((n− nb(kj))vj , vj)Ωb =
4π
k2j
(T (kj)vj , vj)Ωb − ((n− nb(kj))vj , wj)Ωb .
Formula (34) ensures that the sequence (4πk−2j (T (kj)vj , vj)Ωb) (up to extraction of a subsequence)
converges to a non positive real number. We deduce that
lim sup
j→+∞
((n− nb(kj))vj , vj)Ωb ≤ −((n− nb(k0))v, w)Ωb (35)
where we used the strong convergence of wj to w in L2(Ωb) (again consequence of Proposition 4.1)
and the continuity of nb(k) with respect to k. One easily observes that since the pair (v, w) solves
(11), we have
((n− nb(k0))(v + w), v)Ωb = 0.
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Using this identity in (35), we get
lim sup
j→+∞
((n− nb(kj))vj , vj)Ωb ≤ ((n− nb(k0))v, v)Ωb .
We then obtain, since ((nb(kj)− nb(k0))v, v)Ωb → 0 as j →∞,
lim sup
j→+∞
((n− nb(kj))(vj − v), vj − v)Ωb ≤ 0,
which is enough to conclude that (vj) converges to v in L2(Ωb). Since ‖vj‖L2(Ωb) = 1 for all j ∈ N,
we have v 6≡ 0.
Remark 7.2. In Theorem 7.1, one can replace k with ε and fix k = k0 where ε is a parameter
such that Tε converges to T0 in operator norm. This can be interesting for example in a situation
where Tε is associated with a coefficient nε such that ‖nε−n‖L∞(R3) → 0. Unfortunately, this does
not cover situations where we have only ‖nε − n‖L2(R3) → 0 which would allows us for example to
deal with the interesting case with two separated inclusions touching at the limit.
Theorem 7.1 only gives a sufficient condition to ensure that a value k0 is a TE. In general, it is
hard to establish that for all TEs, we have a sequence of frequencies (kj) converging to k0 and such
that limj→+∞ δ?(kj) = 2π (resp. limj→+∞ δ?(kj) = 0) when n−nb ≥ α > 0 (resp. nb−n ≥ α > 0)
in Ωb. For example, in [28], where the case nb = 1 is treated, this is proved only for the first
eigenvalue under quite restrictive assumptions on the index material n which has to be constant
and large or small enough. We shall prove in the sequel that for artificial backgrounds that satisfies
(14) we have the above characterisation for all TEs leading to an “if and only if statement”.
7.2 Artificial backgrounds leading to a necessary condition
In order to prove the converse statement of Theorem 7.1, we first introduce some material. If k is
not a TE, F is injective and has dense range in L2(S2). In that case, 1 is not an eigenvalue of S .
Following [28], we denote S the Cayley transform of S defined by
S = i(Id + S )(Id−S )−1 : R(F ) ⊂ L2(S2)→ L2(S2).
Here R(F ) stands for the range of F . The operator S is selfadjoint and its spectrum is discrete.
Moreover eiδj , with δj ∈ (0; 2π), is an eigenvalue of S if and only if − cot(δj/2) ∈ R is an eigen-






Figure 2: Connection between the phases δj of the eigenvalues of S and the eigenvalues of S (the
− cot(δj/2)). Here the representation corresponds to a situation where n− nb ≥ α > 0 in Ωb.
We now recall the following result from [28, Lemma 4.3]. We here reproduce its short and elegant
proof for the reader’s convenience. Since this result holds for fixed k, we do not indicate the
dependence on k in the notation.
13
Proposition 7.2. Assume that k > 0 is not a TE of (11).














We emphasize that the denominators in (36), (37) do not vanish when k > 0 is not a TE of (11)
(see Section 5).
Proof. Let us consider the situation n − nb ≥ α > 0 in Ωb. Since S is selfadjoint, we can apply
the Courant-Fischer inf-sup principle to get
− cot
δ?













i(‖g‖2L2(S2) + 2i=m (S g, g)S2 − ‖S g‖
2
L2(S2))





=m (S g, g)S2
<e (S g, g)S2 − ‖g‖2L2(S2)
.
Using the fact that S = Id + ik2πF and that F = H















This proves (36). When nb−n ≥ α > 0 in Ωb, the identity (37) can be shown in a similar way.
To continue the analysis, we use again the k-dependent notation. If k0 is a TE of (11), denote
(v, w) ∈ L2(Ωb)×H20(Ωb) a corresponding eigenpair. Then v belongs to Hinc(k0) and from Propo-
sition 5.2, we know that we have (T (k0)v, v)Ωb = 0. Now we compute a Taylor expansion of
k 7→ (T (k)v, v)Ωb as k → k0. This will be useful to assess the right hand sides of (36), (37).
Proposition 7.3. Assume that nb satisfies (14), i.e. nb(k) = ρ/k2 in Ωb with ρ ∈ R independent
from k. Let k0 > 0 be a TE of (11) and (v0, w0) ∈ L2(Ωb)×H20(Ωb) an associated eigenpair. Then
there is ε > 0 such that we have the expansion
4π(T (k)v0, v0)Ωb = 0 + 2k0(k − k0)(n(v0 + w0), (v0 + w0))Ωb + (k − k0)
2η(k), (38)
where the remainder η(k) satisfies |η(k)| ≤ C‖v0‖2L2(Ωb) with C > 0 independent from k ∈ [k0 −
ε; k0 + ε].
Proof. According to the definition of T (k) in (23), we have
4π(T (k)v0, v0)Ωb = k
2((n− nb(k))(v0 + w(k)), v0)Ωb (39)
where w(k) is the solution of (17) with v = v0. We remark that, according to the definition of TEs,
the solution w(k0) of (17) with v = v0 and k = k0 is such that w(k0) = w0 in Ωb and w(k0) = 0
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outside Ωb. We first need to compute the derivative w′ of w at k = k0. To proceed, we prove an
expansion as k → k0 of the form
w(k)− w(k0) = (k − k0)w′ + (k − k0)2w̃(k), (40)
where w′ is independent from k and where w̃(k) have bounded norm as k → k0. Introduce
some R large enough so that Ωb ⊂ BR and consider the Dirichlet-to-Neumann operator Λ(k) :
H1/2(∂BR) → H−1/2(∂BR) such that Λ(k)ϕ = ∂νψ (ν is oriented to the exterior of BR) where
ψ ∈ H1loc(R3 \BR) is the outgoing function solving
∆ψ + k2ψ = 0 in R3 \BR
ψ = ϕ on ∂BR.
(41)
Since k2nb(k) = ρ in Ωb, the functions w(k), w(k0) satisfy, for all ϕ ∈ H1(BR),
(∇w(k),∇ϕ)Ωb − k2(nw(k), ϕ)Ωb − 〈Λ(k)w(k), ϕ〉∂BR = ((k2n− ρ)v0, ϕ)Ωb ,
(∇w(k0),∇ϕ)Ωb − k20(nw(k0), ϕ)Ωb − 〈Λ(k)w(k0), ϕ〉∂BR = ((k20n− ρ)v0, ϕ)Ωb
(42)
where 〈·, ·〉∂BR denotes the H−1/2(∂BR)−H1/2(∂BR) duality product. Remark that we used that
w(k0) = 0 outside Ωb to replace Λ(k0) with Λ(k) in the second equation. Computing the difference
of the two lines of (42) and taking the limit as k → k0, one finds that w′ ∈ H2loc(R3) satisfies, for
all ϕ ∈ H1(BR),
(∇w′,∇ϕ)Ωb − k
2
0(nw′, ϕ)Ωb − 〈Λ(k0)w
′, ϕ〉∂BR = 2k0(n(v0 + w0), ϕ)Ωb .
Then one obtains that w̃(k) ∈ H2loc(R3) solves, for all ϕ ∈ H1(BR),





Using that the mapping k 7→ Λ(k) is real analytic from R∗+ into L(H1/2(∂BR),H−1/2(∂BR)), we
obtain (using the uniform bounds for scattering problems as in Proposition 4.1) that there holds
‖w̃(k)‖H2(Ωb) ≤ C‖v‖L2(Ωb) for some constant C independent from k ∈ I, I being a given compact
set of R∗+. Now inserting the expansion (40) in (39) and using that (T (k0)v0, v0)Ωb = 0, we get
4π
(k − k0)
(T (k)v0, v0)Ωb = 2k0(n(w0 + v0), v0)Ωb + ((k
2








Obviously, the reminder η(k) satisfies the uniform estimate indicated in the Proposition. We recall
that w0 ∈ H20(Ωb) and satisfies
∆w0 + k20nw0 = −(k20n− ρ)v0. (44)
This allows us to write, since n and ρ are real,
((k20n− ρ)w′, v0)Ωb = (w′, (k20n− ρ)v0)Ωb = −(w′,∆w0 + k20nw0)Ωb
= −(∆w′ + k20nw′, w0)Ωb = 2k0(n(v0 + w0), w0)Ωb .
Using the latter identity in (43), finally we obtain the desired expansion (38).
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Denote by limk↗k0 (resp. limk↘k0) the limit as k → k0 with k < k0 (resp. k > k0). Assume that
k0 is a TE of (11) and that (v0, w0) ∈ L2(Ωb)×H20(Ωb) is a corresponding eigenpair. According to
identity (26), there holds =m (T (k)v0, v0)Ωb > 0 when k is not a TE. Using the expansion (38), we
deduce that we have
<e (T (k)v0, v0)Ωb
=m (T (k)v0, v0)Ωb
=





Note that we have w0 + v0 6≡ 0 in Ωb otherwise w0 ∈ H20(Ωb) would be null and v0 too. In order to
obtain the converse statement of Theorem 7.1, we now can apply the result of Proposition 7.2. The
important point in here, is that for nb satisfying (14), i.e. nb(k) = ρ/k2 in Ωb with ρ independent
from k, the space Hinc(k) is in fact independent from k since
Hinc(k) = Hinc = {ϕ ∈ L2(Ωb); ∆ϕ+ ρϕ = 0 in Ωb}.







Figure 3: Illustration of the behaviours of k 7→ λ?(k) (left) and k 7→ eiδ?(k) (right) when k ↗ k0
where k0 is a TE of (11). Here we consider a situation where n − nb(k0) ≥ α > 0 in Ωb with
nb(k) = ρ/k2.
We now state and prove the second main result of the article.
Theorem 7.2. Assume that nb(k) = ρ/k2 in Ωb for some ρ ∈ R. Let k0 > 0 be a TE of (11).
i) Assume that we have n− nb(k0) ≥ α > 0 in Ωb. Then
lim
k↗k0
δ?(k) = 2π (see Figure 3).




Proof. Let us consider the case n − nb(k0) ≥ α > 0 in Ωb. Let k0 be a TE of (11) and (v0, w0) ∈







<e (T (k)v0, v0)Ωb
=m (T (k)v0, v0)Ωb
.





2 = −∞ and so limk↗k0
δ?(k) = 2π.
The case nb(k0)− n ≥ α > 0 in Ωb can be proved similarly.
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Remark 7.3. We emphasize that the case of the ZIM background, that is when nb = 0 in Ωb and
nb = 1 in R3 \ Ωb (see the discussion in (12)) is covered by the first statement of Theorem 7.2.
We also remark that choosing ρ ≤ 0 ensures that we are always in the configuration illustrated by
Figure 3.
7.3 Some remarks on the case nb independent from k
We here give some indications on the difficulties encountered when making “the natural choice” of
nb independent from k. In this case one can obtain a similar expansion as in Proposition 7.3.
Proposition 7.4. Assume that nb is independent from k. Let k0 > 0 be a TE of (11) and
(v0, w0) ∈ L2(Ωb) × H20(Ωb) an associated eigenpair. Then there is ε > 0 such that we have the
expansion
4π(T (k)v0, v0)Ωb = 0 +
2
k0
(k − k0)‖∇w0‖2L2(Ωb) + (k − k0)
2η(k), (46)
where the remainder η(k) satisfies |η(k)| ≤ C‖v‖2L2(Ωb) with C > 0 independent from k ∈ [k0 −
ε; k0 + ε].
Proof. The proof follows the same lines as the proof of Theorem 7.3. We here just sketch the main
steps. From the definition of T (k) we have
4π(T (k)v0, v0)Ωb = k
2((n− nb)(v0 + w(k)), v0)Ωb . (47)
We also have an expansion similar to (40)
w(k)− w(k0) = (k − k0)w′ + (k − k0)2w̃(k), (48)
where the derivative w′ now satisfies w′ ∈ H2loc(R3)
(∇w′,∇ϕ)Ωb − k
2
0(nw′, ϕ)Ωb − 〈Λ(k0)w
′, ϕ〉∂BR = 2k0((n− nb)v0 + nw(k0), ϕ)Ωb
for all ϕ ∈ H1(BR). The reminder w̃(k) ∈ H2loc(R3) solves, for all ϕ ∈ H1(BR),





and therefore verifies the same uniform bound: ‖w̃(k)‖H2(Ωb) ≤ C‖v‖L2(Ωb) for some constant C
independent from k ∈ I, I being a given compact set of R∗+. Now inserting the expansion (48) in
(47) and using that (T (k0)v0, v0)Ωb = 0, we get
4π
k2
(T (k)v0, v0)Ωb = (k − k0)((n− nb)w
′, v0)Ωb + (k − k0)
2(w̃(k), v0)Ωb . (49)
Since n and nb are real, and w0 ∈ H20(Ωb) with ∆w0 + k20nbw0 = k20(nb − n)v0, then
k20((n−nb)w′, v0)Ωb = −(w
′,∆w0 +k20nw0)Ωb = −(∆w
′+k20nw′, w0)Ωb = 2k0((n−nb)v0 +nw,w)Ωb .
On the other hand, we also have ∆w0 + k20nbw0 = k20(nb − n)(v0 + w0) which implies








Using the latter identity in (49), one obtains the desired expansion (46).
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Notice that we obtain in Proposition 7.4 the same sign for the leading term of the expansion of
(T (k)v0, v0)Ωb as in Proposition 7.3. Notice also that the results coincide for the case nb = 0 since in
that case ∆w0 = −nk20(v0 +w0) and ∆v0 = 0 in Ωb. Therefore ‖∇w0‖2L2(Ωb) = k
2
0(n(v0 +w0), w0)Ωb
and k20(n(v0 + w0), v0)Ωb = 0.
The difficulty in exploiting the result of Proposition 7.4 lies in the fact that v0 which is in Hinc(k0)
does not belong to Hinc(k) when k 6= k0 and nb 6= 0 in Ωb. This is a problem because with the







when k is not a TE of (11). Therefore in general we cannot simply take ϕ = v0 in (50). In
[28], when dealing with the case nb = 1, the authors took ϕ = P (k)v0 with P (k)v0 equal to the
L2(Ωb) projection of v0 in Hinc(k). But then it is necessary to compute the Taylor expansion of




<e (T (k)P (k)v0, P (k)v0)Ωb
=m (T (k)P (k)v0, P (k)v0)Ωb
= −∞. (51)
Actually in [28], the authors have been able to obtain (51) only for the first (classical) TE and for
indices n which are constant and large or small enough.
8 Numerical experiments: the case of the disk
In this section, we illustrate the results of Theorems 7.1 and 7.2 with simple 2D numerical exam-
ples. In the initial problem (1), we take n equal to a real constant in Ω = BR and n = 1 in R2 \Ω.
Here BR is the ball of radius R centered at the origin. Moreover, for the artificial background in
(8), we take Ωb = Ω, nb = ρ/k2 in Ω and nb = 1 in R2 \ Ω.
First, we compute the TEs of (11). Using decomposition in Fourier series, one finds that if w, v



















ρr) if ρ 6= 0
r|m| if ρ = 0.





ρr) if ρ 6= 0
|m|r|m|−1 if ρ = 0.
Imposing the condition w = ∂rw = 0 on ∂BR, one obtains that k is a TE of (11) if and only if













Now we compute the eigenvalues of the modified farfield operator F defined in (24). Using again










eimθ for r ≤ R, ui(r, θ) =
+∞∑
m=−∞






m (kr) eimθ for r ≥ R,
(53)
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where bm, cm, dm ∈ C have to be determined. In the expansion of us, H1m stands for the Hankel
function of the first kind of order m. Imposing that u − ui|∂BR = us|∂BR and ∂r(u − ui)|∂BR =



















Therefore u and us can be computed from ui using (53) and the formula
bm = cmBm with Bm :=

























For the problem (8) with artificial background, we can proceed to similar computations. The field





bb,mVm (r) eimθ for r ≤ R.
Then we deduce that
bb,m = cmBb,m with Bb,m :=
−kH ′1m(kR)Jm(kR) +H1m(kR)kJ ′m(kR)
−kVm(R)H ′1m(kR) + V ′m(R)H1m(kR)
,
db,m = cmDb,m with Db,m :=
−V ′m(R)Jm(kR) + kJ ′m(kR)Vm(R)
−kVm(R)H ′1m(kR) + V ′m(R)H1m(kR)
.
If the incident field is the plane wave ui(x) := eikθi·x, using Jacobi Anger formula, we obtain
cm = ime−imθi . Moreover using that H1m(kr) ∼r→+∞ (2/(πkr))
1/2ei(kr−mπ/2−π/4), one finds








For u∞b,s(θs, θi), we obtain a similar formula replacing Dm with Dm,b. The far field pattern associ-
















And a similar expression holds for Fb. Thus we obtain analytic formulas of the far field operators
F and F b. One observes that θ 7→ eimθ are the eigenfunctions of F , F b and that the corresponding










In 2D, in order to have unitary operators, S, Sb are defined from F , F b by










Finally, we deduce that the eigenvalues of S = (Sb)∗S coincide with the set {γm; m ∈ Z} with






µm) = (1 + 2Db,m)(1 + 2Dm).
We denote by δ̂m ∈ [0; 2π) the phases of the γm. The δm introduced in (31) then correspond to
the ordered δ̂m.
In Figure 4, we take n = 2 and ρ = 0 (ZIM background) in B1. We display the curves k 7→
δ̂m(k) ∈ [0; 2π) for k ∈ (1; 5.5). Each colour corresponds to a different value of m ∈ {0, . . . , 300}.
The vertical dotted lines represent the TEs of (11) computed by solving the determinant equation
(52). In Ωb, we have n − nb = 2 > 0. And we see that the δ̂m accumulate only at 0. This is
coherent with the result of Proposition 6.1. The black line represents the curve k 7→ δ̂?(k). In
accordance with the statements of Theorems 7.1 and 7.2, we observe that δ? tends to 2π as k ↗ k0
only when k0 is TE of (11).








Figure 4: We take n = 2 and ρ = 0 (ZIM background) in B1 and we display the curves k 7→
δ̂m(k) ∈ [0; 2π) for k ∈ (1; 5.5). Each colour corresponds to a different value of m ∈ {0, . . . , 300}.
The vertical dotted lines represent the TEs of (11) computed by solving the determinant equation
(52). The black line represents k 7→ δ?(k).
In Figures 5, 6, we display similar curves in the case n = 2 and ρ = 1 in B1. For Figure 5, we take
k ∈ (1/
√
2; 5.5). In this case, we have n − nb > 0 in Ωb and so the δ̂m accumulate only at 0. For
Figure 6, we take k ∈ (0; 1/
√
2). Then there holds n − nb < 0 in Ωb and the δ̂m accumulate only
at 2π. Note that for all these examples, we observe numerically that if k0 is a TE of (11), then
the value of m for which the determinant (52) is equal to zero coincides with the value of p for
which k 7→ δ̂p(k) tends to 2π as k ↗ k0. This is coherent with the second part of the statement of
Theorem 7.1.
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Figure 5: We take n = 2 and ρ = 1 in B1 and we display the curves k 7→ δ̂m(k) ∈ [0; 2π) for
k ∈ (1/
√
2; 5.5). Each colour corresponds to a different value of m ∈ {0, . . . , 300}. The vertical
dotted lines represent the TEs of (11) computed by solving the determinant equation (52). The









Figure 6: We take n = 2 and ρ = 1 in B1 and we display the curves k 7→ δ̂m(k) ∈ [0; 2π) for
k ∈ (0; 1/
√
2). Each colour corresponds to a different value of m ∈ {0, . . . , 300}. The black line
represents k 7→ δ?(k). Here there is no TE of (11) in this range of k and as expected δ?(k) does
not go to zero.
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9 Appendix
In this Appendix, we prove Proposition 4.1 (v 7→ w(k) is uniformly continuous from L2(Ωb) to
H2(Ωb) in any compact set of R∗+) and Proposition 7.1 (H(k), F (k), T (k) have continuous depen-
dence with respect to k in the operator norm).
Proof of Proposition 7.1. Introduce again some R large enough so that Ωb ⊂ BR. For a given
v ∈ L2(Ωb), denote w(k) the solution of (17). For all k ∈ R∗+, the function w(k)|BR satisfies the
variational equality
(∇w(k),∇w′)Ωb − k
2(nw(k), w′)Ωb − 〈Λ(k)w(k), w
′〉∂BR = k
2((n− nb(k))v, w′)Ωb , (54)
for all w′ ∈ H1(BR), where Λ(k) : H1/2(∂BR)→ H−1/2(∂BR) is the Dirichlet-to-Neumann operator
defined in (41). With the Riesz representation theorem, introduce the linear and bounded operator
T(k) : H1(BR)→ H1(BR) and the function F (k) ∈ H1(BR) such that
(T(k)ϕ,ϕ′)H1(BR) = (∇ϕ,∇ϕ
′)Ωb − k2(nϕ, ϕ′)Ωb − 〈Λ(k)ϕ,ϕ′〉∂BR , ∀w,w′ ∈ H1(BR)
(F (k), ϕ′)H1(BR) = ((n− nb(k))v, ϕ
′)Ωb , ∀w′ ∈ H1(BR).
With this notation, w(k) solves (54) if and only if it satisfies
T(k)w(k) = k2F (k).
The Fredholm theory (injectivity holds thanks to the Rellich lemma) guarantees that T(k) :
H1(BR) → H1(BR) is an isomorphism for all k ∈ (0; +∞). Using the explicit definition of Λ(k),
one can prove that the map k 7→ Λ(k) is continuous from R∗+ to L(H1/2(∂BR),H−1/2(∂BR)).
This allows us to show that k 7→ T(k) is continuous from R∗+ to L(H1(BR),H1(BR)). Now, writing
T(k) = T(k0)+(T(k)−T(k0)), we infer from the results on Neumann series that k 7→ T(k)−1 is also
continuous from R∗+ to L(H1(BR),H1(BR)). As a consequence, k 7→ T(k)−1 is uniformly bounded
in any compact set I ⊂ R∗+. Since k 7→ F (k) is continuous, we have ‖F (k)‖H1(BR) ≤ C ‖v‖L2(Ωb),
where C > 0 is independent from k ∈ I, v. We deduce the estimate ‖w(k)‖H1(BR) ≤ C ‖v‖L2(Ωb)
where C is independent from k ∈ I, v. Finally, results of interior regularity leads to the estimate
‖w(k)‖H2(Ωb) ≤ C ‖v‖L2(Ωb) where C is independent from k ∈ I, v ∈ L
2(Ωb). 
Proof of Proposition 7.1. Let us first show that k 7→ T (k) is continuous from R∗+ to L(L2(Ωb),L2(Ωb)).
We have
4π T (k)v = k2(n− nb(k))(v + w(k)).
From Proposition 4.1 which guarantees that v 7→ w(k) is uniformly continuous from L2(Ωb) to
H2(Ωb) for k ∈ I, I being any compact set of R∗+, we deduce that k 7→ T (k) is continuous from R∗+
to L(L2(Ωb),L2(Ωb)).
Now let us consider the continuity of k 7→ H(k) from R∗+ to L(L2(S2),L2(Ωb)). For all g ∈ L2(S2),
we have H(k)g = (ui(k) +ub,s(k))|Ωb where ub,s(k) is the scattered field of the solution of (8) with
ui(k) =
∫
S2 g(θi)eikθi·x ds(θi)|Ωb . Clearly k 7→ ui(k)|Ωb is continuous from R∗+ to L(L2(S2),L2(Ωb)).
And working exactly as for k 7→ T (k), one shows that k 7→ ub,s(k)|Ωb is continuous from R∗+ to
L(L2(S2),L2(Ωb)).
Finally, from the factorisation F (k) = H∗(k)T (k)H(k), we deduce that the mapping k 7→ F (k)
is continuous from R∗+ to L(L2(S2),L2(S2)). 
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