The identification of transcription factor binding sites (TFBSs) on genomic DNA is of crucial importance for understanding and predicting regulatory elements in gene networks. TFBS motifs are commonly described by Position Weight Matrices (PWMs), in which each DNA base pair independently contributes to the transcription factor (TF) binding, despite mounting evidence of interdependence between base pairs positions. The recent availability of genome-wide data on TF-bound DNA regions offers the possibility to revisit this question in detail for TF binding in vivo. Here, we use available fly and mouse ChIPseq data, and show that the independent model generally does not reproduce the observed statistics of TFBS, generalizing previous observations. We further show that TFBS description and predictability can be systematically improved by taking into account pairwise correlations in the TFBS via the principle of maximum entropy. The resulting pairwise interaction model is formally equivalent to the disordered Potts models of statistical mechanics and it generalizes previous approaches to interdependent positions. Its structure allows for co-variation of two or more base pairs, as well as secondary motifs. Although models consisting of mixtures of PWMs also have this last feature, we show that pairwise interaction models outperform them. The significant pairwise interactions are found to be sparse and found dominantly between consecutive base pairs. Finally, the use of a pairwise interaction model for the identification of TFBSs is shown to give significantly different predictions than a model based on independent positions.
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AUTHOR SUMMARY
Transcription factors are proteins that bind on DNA to regulate several processes such as gene transcription or epigenetic modifications. Being able to predict the Transcription Factor Binding Sites (TFBSs) with accuracy on a genome-wide scale is one of the challenges of modern biology, as it allows for the bottom-up reconstruction of the gene regulatory networks. The description of the TFBSs has been to date mostly limited to a simple model, where the affinity of the protein for DNA, or binding energy, is the sum of independent contributions from uncorrelated amino-acids bound on base pairs. However, structural aspects are of prime importance in proteins and could imply appreciable correlations throughout the observed binding sequences. Using a statistical physics inspired description and high-throughput ChIPseq data for a variety of Drosophilae and mammals TFs, we show that such correlations exist and that accounting for their contribution greatly improves the predictability of genomic TFBSs.
INTRODUCTION
Gene regulatory networks are at the basis of our understanding of a cell state and of the dynamics of its response to environmental cues. Central effectors of this regulation are Transcription Factors (TF) that bind on short DNA regulatory sequences and interact with the transcription apparatus or with histone-modifying proteins to alter target gene expressions [1] . The determination of Transcription Factor Binding Sites (TFBSs) on a genome-wide scale is thus of importance and is the focus of many current experiments [2] . An important feature of TF in eukaryotes is that their binding specificity is moderate and that a given TF is found to bind a variety of different sequences in vivo [3] . The collection of binding sequences for a TF-DNA is widely described by a Position Weight Matrix (PWM) which simply gives the probability that a particular base pair stands at a given position in the TFBS. The PWM provides a full statistical description of the TFBS collection when there are no correlations between nucleotides at different positions. Provided that the TF concentration is far from saturation, the PWM description applies exactly at thermodynamic equilibrium in the simple case where the different nucleotides in the TFBS contribute independently to the TF-DNA interaction, such that the total binding energy is the mere sum of the individual contributions [4, 5] .
Previous works have reported several cases of correlations between nucleotides at different positions in TFBSs [6] [7] [8] [9] . A systematic in vitro study of 104 TFs using DNA microarrays revealed a rich picture of binding patterns [10] , including the existence of multiple motifs, strong nucleotide position interdependence, and variable spacer motifs, where two small determining regions of the binding site are separated by a variable number of base pairs. Recently, the specificity of several hundred human and mouse DNA-binding domains was investigated using high-throughput SELEX. Correlations between nucleotides were found to be widespread among TFBSs and predominantly located between adjacent flanking bases in the TFBS [9] . The relevance of nucleotide correlations remains however debated [11] .
On the modeling side, probabilistic models have been proposed to describe these correlations, either by explicitly identifying mutually exclusive groups of co-varying nucleotide positions [7, 12, 13] , or by assuming a specific and tractable probabilistic structure such as Bayesian networks or Markov chains [9, 14, 15] . However, the extent of nucleotide correlations in TFBSs in vivo remains to be assessed, and a systematic and general framework that accounts for the the rich landscape of observed TF binding behaviours is yet to be applied in this context. The recent breakthrough in the experimental acquisition of precise, genome-wide TF-bound DNA regions with the ChIPseq technology offers the opportunity to address these two important issues. Using a variety of ChIPseq experiments coming both from fly and mouse, we first show that the independent model generally does not reproduce well the observed TFBS statistics for a majority of TF. This calls for a refinement of the PWM description that accounts for interdependence between nucleotide positions.
The general problem of devising interaction parameters from observed state frequencies has been recently studied in different contexts where large amounts of data have become available. These include describing the probability of coinciding spikes [16, 17] or activation sequences [18, 19] in neural data, the statistics of protein sequences [20, 21] , and even the flight directions of birds in large flocks [22] . Maximum-entropy models accounting for pairwise correlations in the least constrained way have been found to provide significant improvement over independent models. The PWM description of TF binding is equivalent to the maximum entropy solely constrained by nucleotide frequencies at each position. Thus, we propose, in the present paper, to refine this model by further constraining pairwise correlations between nucleotide positions. This corresponds to including effective pairwise interactions between nucleotides in an equilibrium thermodynamic model of TF-DNA interaction, as already proposed [23] . When enough data are available, the TFBS statistics and predictability are found to be significantly improved in this refined model. We consider, for comparison, a model that describes the statistics of TFBSs as a statistical mixture of PWMs [14] and generalizes previous proposals [24, 25] . This alternative model can directly capture some higher-order correlations between nucleotides but is found to be outperformed for all considered TF by the pairwise interaction model.
We further show that the pairwise interaction model accounts for the different PWMs appearing in the mixture model by studying its energy landscape: each basin of attraction of a metastable energy minimum in the pairwise interaction model is generally dominantly described by one PWM in the mixture model. Significant pairwise interactions between nucleotides are sparse and found dominantly between consecutive nucleotides, in general qualitative agreement with in vitro binding results [9] . The proposed model with pairwise interactions only requires a modest computational effort. When enough data are available, it should thus generally prove worth using the refined description of TFBS that it affords.
RESULTS

The PWM model does not reproduce the TFBS statistics
We first tested how well the usual PWM model reproduced the observed TFBS statistics, i.e. how well the frequencies of different TFBSs were retrieved by using only single nucleotide frequencies. For this purpose, we used a collection of ChIPseq data available from the literature [26] [27] [28] , both from D. Melanogaster and from mouse embryonic stem cells (ESC) and a myogenic cell line (C2C12). The TFBSs are short L-mers (we take here L = 12), which are determined in each few hundred nucleotides long ChIP-bound region with the help of a model of TF binding. One important consequence and specific features of these data, is that the TFBS collection is not independent of the model used to describe it. Thus, in order to self-consistently determine the collection of binding sites for a given TF from a collection of ChIPseq sequences, we iteratively refined the PWM together with the collection of TFBSs in the ChIPseq data (see Figure and Methods) . This process ensured that the frequency of different nucleotides at a given position in the considered ensemble of binding sites was exactly accounted by the PWM. We then enquired whether the probability of the different binding sequences in the collection agreed with that predicted by the PWM, as would be the case if the probabilities of observing nucleotides at different positions were independent. Figure 2 displays the results for three different TFs, one from each of the three considered categories: Twi (Drosophila), Esrrb (mammals, ESC), and MyoD (mammals, C2C12). For each factor, the ten most frequent sequences in the TFBS collection are shown. For comparison, Figure 2 also displays the probabilities for these sequences as predicted by the PWM built from the TFBS collection. The independent PWM model strongly underestimates the probabilities of the most frequent sequences. Moreover, the PWM model does not correctly predict the frequency order of the sequences and attributes comparable probabilities to these different sequences, in contrast to their observed frequencies.
The relative entropy or Kullback-Leibler divergence (DKL) is a general way to measure the difference between two probability distributions [29] . In order to better quantify the differences between the observed binding sequence frequencies and the PWM frequencies, we computed the DKL between these distributions for all the considered TF, as shown in Figure 2D . For each transcription factor T, part of the differences comes from the finite number N(T) of its observed binding sites. The results are thus compared for each factor T to DKLs between the PWM probabilities and frequencies obtained for artificial sequence samples of size N(T) generated with the same PWM probabilities. For most TFs (22 out of 28), the difference between the observed binding sequence frequencies and the PWM frequencies is signifi- cantly larger than expected from finite size sampling. In the following we focus on these 22 factors for which the PWM description of the TFBSs needs to be be refined. It can be noted that the 6 factors for which the PWM description appears satisfactory are predominantly those for which the smallest number of ChIP sequences is available (see Table 1 and Figure S1 ).
Pairwise interactions in the binding energy improve the TFBS description
The discrepancy between the observed statistics of TFBSs and the statistics predicted by the PWM model calls for a re-evaluation of the PWM main hypothesis, namely the independence of bound nucleotides. As recalled above, the inverse problem of devising interaction parameters from observed frequencies of "words" has been recently studied in different contexts. It has been proposed to include systematically pairwise correlations between the "letters" comprising the words to refine the independent letter description. In the case of a two-letter alphabet, the obtained model is equivalent to the classical Ising model of statistical mechanics [30] . In the present case, the 4-nucleotide alphabet (A,C,G,T) leads to a model equivalent to the so-called inhomogeneous Potts model [30] (hereafter called pairwise interaction model), a generalization of the Ising model to the case where spins assume q values and their fields and interaction parameters depend on the sites considered. In this analogy, nucleotides are spins with q = 4 colors.
In practice, the probability of observing a given word
, where Z is a normalization constant. H is formally equivalent to a Hamiltonian in the language of statistical mechanics, and reads:
The "magnetic fields" h i at each site i, along with the interaction parameters J ij between nucleotides at positions i and j, are computed so as to reproduce the frequency of nucleotide usage at each position in the TFBS as well as the pairwise correlations between nucleotides at different positions (see Methods). In principle, the number of parameters in the model is sufficient to reproduce the observed values of all pairwise correlations between nucleotides. This however would result in over-fitting the finite-size data with an irrealistically large number of parameters. Therefore, to obtain the model parameters we instead maximized the likelihood that the data was generated by the model with a penalty proportional to the numbers of parameters involved, as provided by the Bayesian Information Criterion (BIC) [31] . Similarly to the procedure followed for the PWM, the pairwise interaction model and the collection of TFBSs for a given factor were iteratively refined together, as schematized in between the observed probability distribution and the independent model distribution (blue). As a control we show the mean (cyan bars) along with two standard deviations of the DKL between the independent model and a finite sample drawn from it (see Methods). A discrepancy between the observed and predicted sequence probabilities is reported for 22 out of 28 factors.
purposes. Where the independent model failed at reproducing the strong amplitude and non-linear decrease in the frequencies of the most over-represented TFBSs, the pairwise interaction model provides a substantial improvement in reproducing the observed statistics. The improvement is most apparent when comparing the frequencies of the ten most observed TFBSs between the model and the ChIPseq data (Figure 3 A, C, E), and is further shown by the statistics of the full collection of TFBSs (Figure 3 
B, D, F).
The pairwise model ranks binding sites differently from the PWM Precise predictions of TFBSs are one important output of ChIPseq data. Moreover, they condition further validation experiments such as gel mobility shift assays or mutageneses. We therefore found it worth assessing the difference in TFBS predictions between pairwise and independent models. First, we compared the set of ChIP sequences retrieved by the independent and pairwise models model at the cutoff of 50% TPR (True Positive Rate) used in the learning scheme, as shown in Figure 4A . The non overlapping set of ChIPseq sequences (i.e. sequences that were picked by one model but not by the other) was found to range from a few percent for TF like Esrrb, up to about 15 % for Twist. Thus, even when stemming from the same ChIPseq data, the two models can be learnt from significantly distinct set of sites.
Second, using the set of ChIPseq peaks on which the pairwise model was learned, we looked for the best predicted sites on each ChIPseq bound fragment using both the pairwise and PWM models ( Figure 4B ).
The overlap was found to be about 80% on average. The overlap between the sets comprising the two best TFBSs of each ChIPseq was also computed. This resulted in an overlap increase or decrease between the , and the same quantity when including the next best predicted sites on each peak (dark red). In several cases (e.g. Fosl1, Max, n-Myc, Srf, Stat3, Usf1), the difference between predicted sites is much smaller when the two best sites are considered, indicating that the pairwise model and the PWM model rank differently the two best sites in ChIP peaks with multiple bound sites.
prediction of the two models depending on the average of number of binding sites per retrieved ChIPseq fragment. In a few cases (e.g CTCF, Esrrb), the inclusion of the second best TFBS increased the difference between the two models. This generally happened when the ChIPseq fragments were retrieved with typically a single TFBS above threshold (e.g. for Essrb the TFBS specificity was fixed to retrieve 50% of 18453 ChIPseq and about 11000 fragments where found by the two models-see Table I ). In these cases, the low specificity TFBSs tended to differ more between the two models than the very specific ones. In several other cases (e.g for Fosl1, Max, n-Myc, USF1), the inclusion of the second best predicted binding sites ( Figure 4B ) greatly increased the overlap between the two model predictions. This corresponded to cases for which the retrieved fragments contained on average two of more TFBSs about the specificity threshold (Table I). This showed that for these cases the prediction difference between the two models arose predominantly from a different ranking of the best TFBSs.
In conclusion, the TFBS predictions made by the two models can differ significantly both in the rank of ChIPseq fragments and in the rank of binding sites on these fragments.
Comparison with a PWM-mixture model
When described by a PWM, the binding energies of a TF for different nucleotides sequences form a simple energy well with a single minimum at a preferred consensus sequence. Some authors have instead analyzed the binding specificity of transcription factors by introducing multiple preferred sequences [24, 25] . A model of this type that naturally generalizes the PWM description consists of using multiple PWMs [14] . We found it interesting to investigate this approach based on a mixture of PWMs and compare it with the pairwise interaction model to get some insights into potentially important high-order correlations that would not be captured by the pairwise model. As precisely described in Methods, an initial mixture of K PWMs was generated by grouping into K clusters the TFBS data for a given TF. Similarly to the pairwise interactions, the number of clusters K was constrained, to avoid over-fitting, by penalizing the corresponding model score using the BIC. For a given TF, the PWM mixture and the collection of TFBSs in the ChIPSeq data were refined iteratively until convergence, usually reached after 10 iterations. The results are shown in Figure 5A for the three representative factors, Twi, Esrrb and MyoD. The best description of Twi ChIPSeq data is, for instance, provided by a mixture of 5 PWMs, which corresponds to 184 independent parameters. The mixture model yields a significant improvement when compared to the single-PWM model for Twi, and milder ones for Essrb and MyoD. In the three cases however, it proves inferior to the pairwise model.
More generally, Figure 5B shows the performances of the different models for all studied TFs using the Kullback-Leibler Divergence or DKL between the data distribution P (s) and the models distributions P m (s). On the one hand, the mixture model improves the description of the binding data for 12 out of 27 TFs as compared to the single PWM model. The mixture model gives in particular strong improvements in the cases for which the binding sites have a palindromic structure (eg Twi, MyoD, Myog, Max, USF1). This feature often stems from the fact that the TF binds DNA as a dimer, which could give some concreteness to the mixture model: the recruitment of different partners by bHLH factors like MyoD or Myog could indeed lead to a mixture of TFs binding the same sites. On the other hand, the pairwise model clearly outperforms the other models in all cases studied.
As in the PWM case, the finite size of the datasets leads us to expect fluctuations in the estimation of the DKL. In order to assess the magnitude of these finitesize fluctuations, we computed the average DKL between the best-fitting (pairwise) model and a finite-size artificial sample drawn from its own distribution, as shown in Figure 5B . Values of this DKL that are larger than the one obtained with the real dataset are indicative of overfitting, while the opposite case would suggest that the model is incomplete. In all cases, however, the DKL obtained with this control procedure was within error bars of the value computed with respect to the observed sample, with the exception of NRSF, MyoD, and Myog, as seen in Figure 5B . Thus, the pairwise model is generally the best possible model, insofar as the available dataset allows us to probe.
The metastable states of the pairwise interaction model
In order to more directly relate the pairwise interaction and the mixture models, it is useful to consider the energy landscape of the pairwise interaction model in the space of all possible TFBSs. By contrast with the simple, single-minimum energy well of the PWM model, the pairwise interaction model has multiple metastable energy minima. The energy landscape of the pairwise interaction model can thus be seen as a collection of energy wells, each centered on its metastable energy minimum. The span of the different energy wells in sequence space can be precisely defined as the basins of attraction of the different metastable minima in an energy minimizing procedure (see Methods). This allows one to associate each observed TFBS to a particular energy minimum. This defines basins of attraction that are used to build representative PWMs for each metastable minimum together with a weight-the number of sequences in the basin of attraction-for this energy minimum. We compared each metastable minimum to the PWMs of the mixture model, by calculating the DKL between the PWM computed from the sequences in its basin of attraction and the PWMs of the mixture model. This gave an effective distance which allowed us to associate each metastable state to the nearest PWM of the mixture model.
Using this procedure, we computed the set of PWMs and weights corresponding to the 27 considered TF pairwise interaction models. Examples are shown in Figure  6 . In the case of Twi, the PWMs of the pairwise model ("metastable PWMs") can be clearly associated to the K = 5 PWMs of the mixture model. For MyoD, three of the 5 "metastable PWMs" can be clearly assigned to PWMs of the mixture model. The other two have a more spread out representation. The case of Esrrb is similar with one "metastable PWM" in clear correspondence with one PWM of the mixture model, and the other one less clearly so. The correspondence between the two models is shown in Figure S2 for the other TFs for which the mixture model uses more than a single PWM. This representation allows one to identify some features captured by the pairwise model. For example, in the case of Twist, most of the correlations are coming from the two nucleotides at the center of the motif, which take mainly 3 values among the 16 possible: CA,TG and TA. In the case of MyoD, the representation makes apparent the interdependencies between the two nucleotides following the core E-Box motif, and the restriction to the three main cases of CT, TC and TT.
Properties of the pairwise interactions
The computation of the interaction parameters allows an analysis of some of their properties. In particular, it is interesting to quantify their strengths and measure the typical distance between interacting nucleotides. We address these two questions in turn.
The concept of Direct Information was previously introduced to predict contacts between residues from largescale correlation data in protein families [33] . We used it here to measure the strength of the pairwise interaction between two nucleotides. Using the previously generated interaction parameters from the pairwise model, we built the Normalized Direct Information (NDI), a quantity which varies from 0 for non-existing interactions, to 1 when interactions are so strong that knowing the amino acid identity at one position entirely determines the amino acid identity at the other position (see Methods). Heatmaps displaying the results for the representative Twist, Esrrb and MyoD factors are shown in Figure  7 and in Figures S3 for the other factors. An important observation is that the direct information between different nucleotides is rather weak-usually smaller than 10%-but substantially larger than the direct interaction between nucleotides in the surrounding background (1-3%, see Figure S4 ). It is interesting to note that such weak pairwise interactions give rise to a substantial improvement in the description of TFBS statistics, similarly to what was previously found in a different context [16] . The pairwise interactions are furthermore observed in Figure 7 to be concentrated on a small subset of all possible interactions. This can be made quantitative by computing the Participation Ratio of the interaction weights, an indicator of the fraction of pairwise interactions that accounts for the observed Direct Information (see Methods). Here, typical values of 10 − 20% were found ( Figure 7 and Table I ), showing that the interactions tend to be concentrated on a few nucleotide pairs.
The interaction weights can also be used to measure the typical distance between interacting nucleotides. To that purpose, we computed the relative weight of the Direct Information as a function of the distance between nucleotides (see Methods). dominant pair interactions are on average located in the flanking regions of the BS in clear anti-correlation with the most informative nucleotides which are on average in the central region (Figure 8 B) . These observations for TF binding in vivo agree with similar ones made from a large recent analysis of TF binding in vitro [9] . The fact that for pair correlations to be important, nucleotide variation at a given location is required, may be one way to rationalize them. Using a simple binary description of neurons, JJ Hopfield suggested, in a classic piece of work [34] , that neural memories could be attractors corresponding to patterns arising from pair interactions between neurons. These interaction patterns can be computed in the present case. They offer an alternative way to analyze the patterns of correlation from the pair-interactions between positions, as already proposed in a mean-field context in [35] . Because the matrix of interactions J ij is symmetric, it can be diagonalized in an orthonormal basis of eigenvectors ξ k , the Hopfield patterns in the present case, with corresponding real eigenvalues λ k . These orthonormal eigenvectors correspond to the Hopfield patterns in the present case. The Potts energy (Eq. (1)) for a binding sequence
be rewritten in terms of the Hopfield patterns as (see Methods):
Although here the presence of the diagonal h term prevents the patterns to be metastable energy states, they can still be useful to analyze the interaction matrix. This spectral decomposition of the interaction matrix is also similar in spirit to a principal component analysis, and even equivalent in the case of Gaussian variable. One can thus wonder how many patterns are needed to well approximate the full matrix of interactions J. To address this question, one can rank the eigenvalues λ k in order of decreasing moduli and note J p the restriction of the interaction matrix generated by the first p eigenvalues and their associated patterns. The full interaction matrix naturally corresponds to J 48 . Approximate interaction matrices obtained by keeping different numbers of dominant patterns are shown in Figure 9 for the three considered representative factors. Pairs of successive patterns appear to provide the main interaction domains in this representation, as is particularly clear in the case of MyoD. One can see in Figure 9 that J 6 already closely approximates the full interaction matrix, a reflection in the present representation, that the important interactions are concentrated on a few links between pairs of nucleotides. 
DISCUSSION
The availability of ChIPseq data for many TFs has led us to revisit the question of nucleotide correlations in TFBSs. In order to perform a fully consistent analysis of this type of data, we have developed a workflow in which the TFBS collection and the model describing them are simultaneously obtained and refined together. We have found that when a sufficiently large number of TFBSs is available, the PWM description does not account well for their statistics. The general presence of correlations that follows from this finding, agrees with previous reports for particular transcription factors [6, 8, 24] and with the conclusions of large scale in vitro TF binding studies [9, 10] .
In order to refine the PWM description, we have analyzed a model with pairwise interactions [23] , and a PWM mixture model [14] . Data overfitting is a concern for multi-parameter models and has been addressed by putting a penalty on the parameter number using the BIC. While the mixture-model improved in some cases the PWM description, especially for palindromic binding sites, a much more significant and general improvement was found with the pairwise interaction model. The success of the pairwise interaction model agrees with the results of its recent application (however, without the BIC) to high-throughput in vitro binding data [23] . It moreover shows that, at least in the case we considered, pairwise interactions are sufficient to account for higherorder correlations, and that an explicit description like the one provided by the PWM-mixture model is not necessary. For example, for Essrb, metastable states arising from nearest-neighbor interactions reproduce a triplet of flanking nucleotides with a variable spacer from the core motif ( Figure S5 ). els for different TFs shows that the weights of pairwise interactions are generally weak. The most important are only about 10 % of the PWM weights, but significantly above the interaction weights in the surrounding background DNA (of the order 1-3% by the same measure). Nonetheless, collectively these interactions significantly improve the model description of the TF binding data as found in other examples [16] .
Our detailed analysis of the obtained interaction mod-
We have here obtained the pairwise interaction models based on the principle of maximum entropy, constrained to account for the pair-correlations measured in the data. This approach has already been followed in a variety of biological contexts, from populations of spiking neurons [16, 17] to protein sequences [20] to bird flocks [22] . An interesting feature of these interaction models is their non-convexity, which allows for the existence of many lo-cal maxima in the probability distribution of sequences, or local minima of energy. This was noted for repertoires of antibodies in a single individual [21] , where many of these local states were observed and suggested as possible signatures of past infections. In a very different context, local probability maxima in the probability distribution of retinal spiking patterns was reported and linked to error-correcting properties of the visual system [36] . In the present case of TFBSs, these local mimima reflect the multiplicity of binding solutions and resemble the individual PWMs of the mixture model. Pairwise interaction models thus somehow incorporate models of multiple PWMs while outperforming them.
The previously considered case of protein sequences shares many similarities to the statistics of TFBSs, since correlations in protein sequences as in TFBSs reflect both structural and functional contraints. In proteins families, correlations are usually interpreted as resulting from the co-evolution of residues interacting with each other in the protein structure. These effects are hard to distinguish from phylogenic correlations or other observational biases. Nonetheless, the inference of interaction models from data was successfully used to predict physical contacts between amino-acids in the tertiary structure [37] , and to aid molecular dynamics simulations in predicting protein structure [38] [39] [40] . In the case of TFBSs, comparison between in vitro [9, 10] and in vivo binding data may help to disentangle the different possible origins of the found correlations and seems worth pursuing. It appears similarly interesting to study how much of the found pair correlations can be explained on the basis of structural data. Finally, the role of nucleotide interaction in TFBS evolution [41] should be considered and could improve the reconstruction of TFBSs from multi-species comparison [42] [43] [44] .
Independently of these future prospects, we have found that the TFBSs predicted from ChIP-seq data significantly depended on the model used to extract them. Since the pairwise interaction model and the developed workflow significantly improve TFBS description and require a modest computational effort, they should prove worthy tools in future data analyses.
MATERIALS AND METHODS
Genome-wide data retrieval
We use both ChIP-on-chip data from Drosophila Melanogaster and ChIPseq data from Mus Musculus. Data was retrieved from the litterature [26, 27] and from ENCODE data accessible through the UCSC website http://hgdownload.cse.ucsc.edu/goldenPath/ mm9/encodeDCC/wgEncodeCaltechTfbs/, for a total of 27 TFs. Among them, there are 5 developmental Drosophilae TFs: Bap, Bin, Mef2, Tin and Twi, 11 mammalian stem cells TFs: c-Myc, E2f1, Esrrb, Klf4, Nanog, n-Myc, Oct4, Sox2, Stat3, Tcfcp2l1, Zfx, and 11 factors involved in mammalian myogenesis: Cebpb, E2f4, Fosl1, Max, MyoD, Myog, Nrsf, Smad1, Srf, Tcf3, Usf1. Overall, there are between 678 and 38292 ChIP peaks, with average size 280bp. DNA sequences were masked for repeats using RepeatMasker [45] .
Background models
It is important to discriminate the statistics of the motifs proper from that of the background DNA on which motifs are found. Besides particular nucleotides frequencies, the background DNA can exhibit significant nucleotide correlations, for instance arising from CpG depletion in mammalian genomes ( Figure S4 ). For each ChIPseq data, we used, as background, all sites from both strands of the sequences. This serves to learn independent and pairwise background models which were used as reference models to score the corresponding TFBS models. The position information content in all plotted PWM logos is measured with respect to the nucleotide background frequencies (i.e. the independent background model)
Initial PWM refinement
Along with the ChIPseq data for the different factors, we also retrieved corresponding PWMs from the literature [26] or from TRANSFAC database [46] . These initial PWMs were refined according to the following protocol.
Given ChIPseq data (bound regions) for a given TF and an initial PWM of length L (L = 12 was taken for all computations in the present paper), we scanned both strands of each bound region and attributed to all observed L-mers a score defined as the ratio between the PWM and background models probabilities. A cutoff was set such that half of the bound regions had at least one predicted TFBS with a score above the cutoff, setting a True Positive Rate (TPR) of 50%. This heuristic criterium overcame the problem of False Positives among the ChIPseq peaks that might have polluted the data. This defined a training set of N L-mers with probability higher than the cutoff. Bound sites were again predicted using the same cutoff. This procedure was repeated until stabilization of the predicted sites to a fixed subset. This resulted in a refined PWM with its associated set of bound sites.
Independent model evaluation
The independent model consist of a matrix of single nucleotide probabilities of size 4×L, where L is the width of the binding site. In a first approximation, the parameters appearing in the matrix can be estimated from a set of binding sites by computing the observed frequency f b,i of Bap  678  0  12  12  2205  2208  2117  Bin  1857  2  80  81  1300  1298  1228  Mef2  4545  0  161  161  3681  3681  3665  Tin  1791  0  40  40  1333  1333  1310  Twi  3211  182  141  128  3810  3862  3722   c-Myc 3038  0  95  95  2996  2996  2920  E2f1 17367  0  877  877  16625 16625  14915  Esrrb 18453  172  160  167  11243 11333  11275  Klf4  9404  0  97  97  5912  5912 E2f4  4132  248  590  517  4643  5146  3879  Fosl1 5981  0  90  90  5088  5088  5039  Max  8751  24  70  81  12531 12495  12386  MyoD 33969  717  679  665  25416 25430  25344  Myog 38292  1116  584  835  29520 29334  29647  NRSF 13756  639  672  488  13183 14363  13440  SRF  2370  1  34  35  2929  2928  2948  TCF3 9453  185  277  257  8528  8690  8775  USF1 8956  11  14  12  8628  8619  8625 For each TF, we show the number N chip of ChIP sequences retrieved, the numbers ∆ inde-pairwise , ∆ inde-mixture , and ∆pairwise-mixture of different ChIP sequences used for training between either two models, and the numbers N inde , Nmixture, and Npairwise of TFBSs used to learn each model. nucleotide b at position i. However, this frequency fluctuates around the "true" probability due to finite sample size, and for example unobserved nucleotides could actually have a low probability of being observed provided that the number of observations be high enough. It is usual to correct for this effect by using the Bayesian pseudo-count approach stemming from Laplace's rule of succession [3] . The probability to observe nucleotide b at position i is given by:
where n i,b is the number of observed b at position i, N is the total number of sites, and α b 's are the pseudocounts, or prior probabilities to observe nucleotide b at position i. The pseudo-counts were all set to 1, however no significant effect was noted when changing this value, as expected from the large number of observations.
Kullback-Leibler divergence
The Kullback-Leibler divergence is a measure of distance between two probability distributions p and q of a variable s, and is defined as:
Throughout this paper, when a DKL is calculated between a finite sample and a model distribution, p corresponds to the sites frequencies in the sample, and q to the model distribution. When the DKL is calculated between a PWM of a basin of attraction of a metastable state and a PWM from the mixture model, p is used for the former, and q for the latter.
Estimation of the fluctuations due to finite sampling: DKL vs self
To estimate whether the description of the data by a model (e.g. independent or pairwise) could be improved or was consistent with the finite number N of observed sequences, we computed the 'self' DKL between the distribution of a set of N sequences drawn from the model distribution and the model distribution itself. This procedure was repeated 100 times. TFs for which the independent model DKL was smaller than or within two standard deviations of the self DKL were discarded for later analysis.
Derivation of the pairwise interaction model
Information theory offers a principled way to determine the probabilities of a set of states given some measurable constraints. It consists in maximizing a functional known as the entropy [47, 48] over the set of possible probability distributions given the imposed constraints. Here, we wish to determine the probability P (s) of a DNA sequence s of length L, in the set of TFBSs for a transcription factor, given the constraints that the probability distribution P retrieves the one-and two-point correlations observed in a set of bound DNA sequences. We denote by A the alphabet of possible nucleotides, A = {A, C, G, T } and by s i the nucleotide at position i in the sequence s so that s = s 1 · · · s L . With these notations, the entropy with the considered constraints translates into the the following functional:
where P i (a) (resp. P i,j (a, a )) is the probability of having nucleotide a at position i (resp. nucleotides a and a at position i and j) in the TFBS data set. The function δ denotes the Kronecker δ−function defined by δ(a, a ) = 1 if a = a ,and 0 otherwise. The first term in Eq. (5) is the entropy of the probability distribution to be found and the other terms are the given constraints along with their Lagrangian multipliers. Maximization of the functional L is performed in a usual way by setting the functional derivative with respect to the probability distribution P to zero:
(6) Finally, using the constraint {s} P (s) = 1, one finds the probability distribution that maximizes entropy given the constraints that it reproduces the observed one-and two-point correlations:
where H(s) is the inhomogeneous Potts model Hamiltonian,
The normalization constant Z is the partition function,
Gauge fixing
The probability distribution of sequences, as given by Eqs. (7, 8) , is invariant under shifts of the local fields h i (a) and under transformations between the interaction terms J i,j (a, a ) and the local fields. In order to uniquely determine H, this arbitrariness needs to be taken care of by adding further conditions that uniquely fix the interaction parameters, a process known as gauge fixation [20] that we detail here.
a. Local fields. Since it amounts to changing the reference energy and is cancelled by the normalization, the probability is invariant with respect to the following global shift of the h i (a)
We choose to fix this invariance by minimizing the square norm S i = a∈Ah i (a) 2 of local field terms with respect to the gauge degree of freedom. The corresponding gauge-fixing condition reads a∈Ah i (a) = 0.
This condition can be imposed on any set of fields h i by using the symmetry (10) and redefining the fields as follows,
b. Interaction terms. Another invariance stems from the fact that contributions can be shifted between local fields and interaction energies. Namely, the following change of variables does not affect the probability:
since the local fields ψ i and φ j can be redistributed in h and the constant C i,j gives an energy reference for the interacting nucleotides that is cancelled by the normalization process. Again, a gauge condition is obtained by minimizing the square norm
of interaction terms with respect to the gauge degrees of freedom. This yields the conditions:
These can be imposed on a set a of J ij parameters by redefining them as follows:
Determination of the pairwise interaction model from the data
The parameters of the inhomogeneous Potts model in Eq. (8) , giving the energy of an observed sequence of length L, must be computed from the data. The parameters h and J represent the energy contributions respectively coming from individual nucleotides and from their interactions. The PWM model is the particular case where all the interaction parameters vanish:
To build the model, we start from the PWM description, characterized by the set of initial h i (a) = log p i,a and the interaction parameters J's set to zero. We add one interaction parameter J i,j (a, a ) at a time, corresponding to the pair of nucleotides whose pairwise distribution predicted by the model differs most from data, as estimated by a binomial p-value. We then fit the augmented model to data, use this model to select a new set binding sites from the reads, and repeat the whole procedure. In each of these steps, fitting is performed by a gradient descent algorithm:
where c 1 and c 2 are matrices of size 4 × L and 4L × 4L respectively corresponding to the single-and two-point frequencies, and superscripts denote whether the matrices are computed from the data or from the model distribution. This algorithm converges to the set of parameters ({h i },J i,j ) that match all single marginals and the pairwise marginals of interest. The number of interaction parameters that are being added is controlled by the Bayesian Information Criterion, or BIC ( Figure 5 ). The BIC computes the opposite log-likelihood and adds a penalty proportional to the number of parameters involved. This adverts the over-fitting of a finite dataset with an extravagant number of parameters. The procedure is iterated until minimization of the BIC, yielding the best pairwise model with the full set of parameters ({h i (a)}, {J i,j (a, a )}). As in the case of the PWM model, we score each sequence using the ratio between the TF and background pairwise models and impose a score cutoff so as to select a set of bound sites yielding 50% TPR, on which a new pairwise model is learned. This process is iterated until convergence to a stable set of bound sites.
BIC computation
Consider a sample X = (X 1 , . . . , X N ) of N TFBSs drawn from an unknown distribution function f we wish to estimate. To this extent, several models {M 1 , . . . , M m } are proposed, each model M i having a density g Mi with parameter θ i of dimension K i . It is straightforward to see that, as K i increases, the fit to the observed sample as measured by the likelihood function g Mi (X|θ i ) increases as well, the limiting case being when f is estimated as the sample distribution. However, such an estimator is inappropriate to account for new, yet unobserved TFBSs, i.e. it is not predictive. Such a case where the number of parameters used to estimate a distribution becomes of the order of the size of the sample is known as overfitting. The BIC allows to overcome overfitting by penalizing high dimension parameters. Using Bayes Rule, and a uniform a priori distribution on the models, we have
That is, the probability of the model given the data can be inferred from the probability that the data is generated by the model. The latter is obtained by marginalizing the joint distribution of the data and the parameters over the space of parameters Θ:
(19) For a unidimensional parameter θ, the likelihood g Mi (X|θ) is maximized at some particularθ i with an uncertainty (or width) proportional to 1/ √ N in the limit of large N . Assuming a broad prior, then for large N the integral is dominated by the likelihood which is concentrated around its maximum. One can then approximate the integral by the area of the region of height the maximum likelihood and of width 1/ √ N , that is g Mi (X,θ i )/ √ N . This result can be retrieved analytically using the method of steepest descent. For a number K i of parameters, one gets a total volume g Mi (X,θ i )/N Ki/2 [31] . Taking the logarithm yields the BIC condition:
(20) In the present case, the sample X is the set of observed TFBSs and the model M i determines the probability P Mi (s) of belonging to X,
The interpretation of Eq. (20) is clear: adding new parameters improves the fit, but also adds new sources of uncertainty about these parameters due to the finite size of the data. This uncertainty disappears as N → ∞, since the log-likelihood scales with N while the correction scales with log(N ).
Finally, Eq. (20) is a functional over models, the chosen model M BIC is the one that minimizes it,
PWM mixture model
We investigated an approach based on a mixture of PWMs. For that purpose, we used a comparable setup as for the pairwise model. However, instead of adding correlations to a given PWM, new PWMs were added to a mixture model. More precisely, a mixture of K PWMs, with 1 ≤ K ≤ 10, was generated by using a K-means algorithm with a Hamming distance metrics on the initial set of bound sites. This resulted in K clusters, each comprising n k sites among the initial N sites. A PWM was generated on each of these clusters, with probability distribution P k . The mixture model of order K was then defined as [31] :
where p k = n k /N is the cluster weight. Because a PWM has 3×L degrees of freedom (L of them being constrained by the summation of nucleotide probabilities to one) and there are K − 1 free weight parameters, the number of parameters corresponding to a mixture of order K is 3LK + (K − 1). As previously, the model showing minimal BIC score was used for sites detection, a new set of PWMs and weights p k was generated by clustering the set of detected sites and the procedure was iterated until convergence to a stable set of sites. We defined the basins of attraction of a pairwise interaction model energy landscape, in the following fashion. Let s be a site with energy H(s). We looked for the nucleotides that could be changed to minimize H(s). If such nucleotides existed, one of them was chosen at random, and its value was updated. One local minimum of the energy landscape, or metastable state, was reached when no such nucleotide could be found. The basin of attraction of a metastable state was then defined as the ensemble of sites that fell to this metastable state when their energy was minimized following the above procedure. We computed metastable states and their basins of attraction for the final set of bound sites obtained with the best pairwise model. A PWM was learned on each basin of attraction, leading to a set of representative PWMs, with different weights representing different proportions of bound sites in their basins.
Computation of the Direct Information
We wanted to build a quantity based solely on direct interactions J i,j between nucleotides, discarding indirect interactions. To this end, we used the interaction parameters obtained from the pairwise model to build the direct dinucleotide probability function:
where
The 8 effective fieldsh i andh j were fully determined by the constraints that the direct probability function matches the observed one-point frequencies:
The normalization of the probabilities a P i (a) = 1, served to reduce this system to 6 equations. The fields h i (a), which are determined up to a constant, were fixed by the gauge condition that they vanished for the nucleotide A,h(A) = 0. The system was solved using the Levenberg-Marquadt algorithm with λ = 0.005.
The Direct Information [37] was then defined as:
As there is no upper bound for this direct information, we built a normalized version of the direct information:
where S i denotes the entropy at position i. Note that S i = DI i,i so that N DI i,i = 1 for this maximally correlated case. On the contrary, independent nucleotides give N DI i,j = DI i,j = 0.
Participation Ratio
For each TF, an interaction weight was defined for each pair of nucleotides as
Self-interactions have no meaning here and were attributed w i,i = 0. Let us note N = L(L − 1) the number of possible interactions. Using our weight, one writes the Participation Ratio as:
The interpretation is simple: if all weights are equal, w i,j = 1/N and R = 1, that is all possible interactions are represented. Conversely, if only one interaction accounts in the distribution budget, then R = 1/N , meaning that only one of all possible interactions is represented.
Distance between interactions
The previously defined interaction weights were averaged over all possible pairs of nucleotides at a given distance d of one another, yielding the distance distribution:
is a normalization factor. Note that we introduced a correction 1/(N −d) to account for finite-size effects, namely the fact that randomly distributed interactions will lead to an overrepresentation of nearest neighbours interactions just because these are more numerous.
Interaction matrix and Hopfield patterns
In the Hamiltonian shown in (1), only 16L(L − 1)/2 terms appear in the interaction budget: indeed, we forbid self-interations (already accounted for by the local field h) and do not count the interactions twice. However, we can straightforwardly extend the interaction matrix to a full symmetric matrixĴ ( Since the matrixĴ is symmetric, it can be diagonalized in an orthonormal basis of eigenvectors ξ k , k = 1, · · · , L with real eigenvalues λ k ,
Denoting by ξ k (i,a) the coordinates of the k-th eigenvector then, one can rewrite Eq. (32) as
Finally, the full Hamiltonian is given by:
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