BUILDING THE BICATEGORY SPAN 2 (C )
PRELIMINARIES
Fix a category C with pullbacks and a terminal object. We begin with a number of lemmas concerning spans in C , which will allow us to define a bicategory called Span 2 (C ). Denote by A, B,C, . . . the objects of C ; these will be the objects of Span 2 (C ). A span in C from A to B is a diagram
S A B
where S is an object in C . By an abuse of notation, we often let S denote the entire diagram that is the span from A to B; when more specificity is needed, we write A S B for this span. We will usually not need to mention the particular arrows that constitute a span. The collection of all spans from A to B is denoted Span(A, B).
In the precise definition of Span 2 (C ) to come, the collections Span(A, B) will constitute the hom-categories, whose objects are referred to as the morphisms (or 1-cells) of Span 2 (C ), and whose morphisms (up to isomorphism class) are referred to as the 2-morphisms (or 2-cells) of Span 2 (C ).
To make this precise, we now prove Span(A, B) is a category under the appropriate notions of morphisms, composition, and identity morphisms.
Lemma 1. Taking elements of Span(A, B) as objects, isomorphism classes of spans between elements of Span(A, B) as morphisms, the pullback of spans as composition of morphisms, and the identity span as the identity morphism, Span(A, B) is a category.
Proof. First we clarify our notion of morphism in Span(A, B). Given two spans S, T ∈ Span(A, B), a span of spans S X T is not only a span from S to T , but one which makes the following diagram commute:
Two spans of spans S X T and SXT are said to be isomorphic as spans of spans if there is an isomorphism from X toX in C which makes the diagram below commute:
For our purpose of making Span(A, B) into a category, if X ,X are isomorphic as spans of spans, then we declare X andX represent the same morphism from S to T , and we write X =X. Having defined the objects and morphisms of Span(A, B), we move on to composition of morphisms. Making use of the pullback of X and Y over T , we obtain a span of spans from S to U :
Here the arrow from X × T Y to S is the composite of the canonical arrow from X × T Y to X with the given arrow from X to S above, and the arrow from X × T Y to U is a similar composite. Observe that the diagram commutes as required: using that X ,Y are spans of spans, and the defining property of the pullback X × T Y , we have
and similarly for the right hand side of the diagram. (The chains of arrows here stand for single composite arrows). Therefore we define T Y U • S X T := S (X × T Y ) U , and note that this is well-defined since any two pullbacks of a given cospan are canonically isomorphic, and such an isomorphism is also seen to be an isomorphism of spans of spans. We now show that this composition rule is associative. Consider the diagram underlying three composable spans of spans:
One can first take the pullback of X and Y over T , and then take the pullback of the result with Z over U , to obtain (X × T Y ) × U Z; similarly, one can form X × T (Y × U Z). Both of these are morphisms from S to V , and we will now show they are the same morphism, i.e. they are isomorphic as spans of spans. In the redrawn diagram below, L denotes the limit of the base subdiagram determined by S X T , T Y U , and U Z V .
Observe that (X × T Y ) × U Z is a cone on the base diagram of X , Y , and Z that L is built on -any two paths (chains of arrows) from (X × T Y ) × U Z to T or to U are equal, by definition of the pullback construction. The same is true for X × T (Y × U Z) by the symmetry of the diagram. Therefore, by the definition of limit, there exist unique arrows j and k which make the whole diagram commute:
Next observe that L is a cone on the (cospan) subdiagram determined by X × T Y , simply because it is the limit of a strictly larger diagram. Similarly, L is a cone on the cospan determined by Y × U Z. Therefore, by the definition of the pullback construction, there are unique arrows f and g making these subdiagrams commute:
Now using f and g we see that L is also a cone on two other subdiagrams involving the iterated pullbacks
, providing two more unique arrows that make these commute:
We have called these two new arrows j −1 and k −1 because, as we will shortly prove, they are indeed inverses of j and k respectively. Consider the following diagram, in which the two arrows arriving at X × T Y are the same, and so are the two arriving at Z:
By definition of the pullback, there is a unique arrow from (X × T Y ) × U Z to itself which makes the above diagram commute, and the identity on (X × T Y ) × U Z is an arrow which trivially satisfies that role. However, due to the commuting properties of the arrows j and j −1 , one easily sees that the composite j −1 • j also makes this diagram commute. Therefore,
Here the two arrows arriving at X are the same, as are the two arrows arriving at Y and at Z. By the definition of limit, this gives a unique arrow from L to itself that makes the diagram commute, and the identity 1 L trivially satisfies this role. Observe that the commuting properties of j −1 and j imply that j • j −1 also satisfies this role, and hence j
We thus see that j and j −1 are a pair of isomorphisms, and an identical argument holds for k and k −1 . With composition, we obtain an isomorphism
which makes the entire diagram below commute:
To verify commutativity, note that 
T
Recall that when one of the legs of a pullback square is an identity morphism, the resulting pullback object is canonically isomorphic to the tail of the other leg. Diagramatically: 
This is a functor by construction, and there is nothing to prove about it for the moment, but it will appear later. We record this as for all objects A, B,C of C . This law has to be a bifunctor. We will begin by defining the action of ; A,B,C on objects and morphisms, and then show it is in fact a bifunctor. For an object
In this definition, we stipulate that any two pullbacks of S, S ′ over B represent the same composite of S and S ′ . Next we define the action of ; A,B,C on morphisms. Given a morphism
, we need ; A,B,C (X , X ′ ) to be some representative of an isomorphism class of spans of the spans S × B S ′ and
The two unique dashed arrows in the above diagram arise because X × B X ′ is a cone on the cospans S → B ← S ′ and T → B ← T ′ . Because these arrows make the diagram commute by the universal properties of S × B S ′ and T × B T ′ , we see X × B X ′ is indeed a span of spans. We let X ; X ′ denote the action of ; A,B,C on (X , X ′ ) and call it 'horizontal composition of spans of spans' (as opposed to 'vertical composition', the composition law within the hom-category Span(A, B)). Also, we call the action of ; A,B,C on objects (S, S ′ ) 'composition of spans', and denote it S; S ′ . Now to see ; A,B,C is a bifunctor, we need to confirm that it preserves identities and morphism composition.
The image of the identity morphism (Id S , Id S ′ ) through ; A,B,C is indeed the identity morphism from S × B S ′ to itself, as the above two diagrams illustrate. Next we need to show preservation of morphism composition through ; A,B,C , also called the interchange law of a bicategory. We begin with two pairs of composable morphisms:
The result of composing these morphisms before applying ; A,B,C is
and now applying ; A,B,C to these morphisms yields the span of spans
On the other hand, first applying ; A,B,C to the top pair of morphisms and to the bottom pair of morphisms yields
and now composing these morphisms results in
For functoriality we need to see that
are isomorphic as spans of spans. This will be accomplished similarly to how we showed the composition law in Span(A, B) is associative -by showing each object in question is canonically isomorphic to the limit of a certain subdiagram. But first note that
, so we will write this pullback with the latter simplified notation from now on. Consider the subdiagram
Letting L now stand for the limit of this diagram, we have the following:
To aid the eye, arrows from the limit are in blue, arrows arising from pullbacks are in purple and pink, and unique arrows to the limit are in green. It is easy to see that
are both cones on the base diagram, hence the existence of arrows j and k uniquely making the diagram commute. Next, as in the proof of associativity in Lemma 1, we will show the existence of a unique arrow k −1 that is an inverse of k and also makes the diagram commute, so that k −1 • j is an isomorphism of spans of spans (the inverse j −1 also exists, but we will not need to use it here). Note that L is a cone on the cospans determined by X × B X ′ and Y × B Y ′ , since it is the limit of the larger diagram:
To see that L really is a cone on the above cospan, note the following equality of paths of arrows:
using the commuting properties of f and g, and the fact that L is a limit. Now, we omit the proof that
is formally identical to the prior proof in Lemma 1 that j and j −1 , or k and k −1 , are inverses in that context; one just notes that the identity arrow and the composite arrow both satisfy the role of a universal arrow, as in the standard proof that any two limit objects of a given diagram are canonically isomorphic, and so those arrows are equal. Further, the proof that k −1 • j is an isomorphism of spans of spans is also formally the same as before; the relevant equality of paths is given via
We have thus established the interchange law,
We summarize the above results as Proof. See above, starting at the bottom of page 10 and ending with the interchange law on this page.
The next major feature of any bicategory is a natural isomorphism called the associator,
which is required to obey a coherence law called the pentagon identity. Here Id stands for the identity functor on any given category, × stands for the product of two functors, and • stands for composition of functors. For brevity we let
In words, F parenthesizes a triple (of composable spans or horizontally composable spans of spans) on the right, and G parenthesizes on the left. Notice that these pullbacks are of the same form as those discussed above in proving the associativity of (vertical) composition for Lemma 1. There, we considered the diagram If we again use L to denote the limit of the base diagram, and j and k for the unique maps that arise from the pullbacks as seen above, we then have
Observe that in this diagram, L is a span of spans, i.e. it makes the diagram commute, due to the unique commutative properties of j −1 and k −1 . It is also an invertible span of spans with respect to vertical composition:
The reverse composition is seen in the same way to be isomorphic to the identity span of spans Id (S× B S ′ )× C S ′′ . Therefore, we define the associator a A,B,C,D componentwise as follows: the component at the object
is the invertible span of spans:
To prove that this associator is in fact a natural isomorphism from F to G, it will be convenient to denote the limit used in the above diagram as L S,S ′ ,S ′′ instead of just L, and similarly for the arrows from L to the pullbacks. The naturality condition to show is then the commutativity of the following square (treating each edge of the square as a single morphism that points either right or down, not a pair of arrows):
We thus need to see that the (vertical) composites
are isomorphic as spans of spans. We have to consider the following two pullbacks:
Thus we need to show the existence of an isomorphism of spans of spans for the following diagram:
Note that the arrows p and q always stand for uniquely commutative arrows from a horizontal composite of spans of spans to the two spans it goes between; the two instances of p and q above do not stand for exactly the same arrows, but differ only in their domain and codomain while having the same meaning. We will construct the desired isomorphism of spans of spans similarly to how was done above in other situations.
We start with the base subdiagram determined by just X , X ′ , X ′′ , S, S ′ , and S ′′ (drawn with black arrows in the larger diagram below), and construct the relevant pullbacks and limits:
Since (X × B X ′ ) × C X ′′ and X × B (X ′ × C X ′′ ) are seen to be cones over the base diagram, there are unique arrows α, β from these iterated pullbacks to the limit of the whole base diagram making their triangles commute. Also, that limit L X,X ′ ,X ′′ is seen to be a cone over the cospan determined by S ′ × C S ′′ , and hence also over the cospan determined by S × B (S ′ × C S ′′ ), providing a unique arrow h from L X,X ′ ,X ′′ to the latter pullback that makes its relevant triangles commute. By an argument that is formally identical to the ones seen above, the arrows α, β are in fact isomorphisms, whose inverses α −1 , β −1 also make the diagram commute. In exactly the same fashion, we have isomorphisms j, k of the smaller limit L S,S ′ ,S ′′ with the spans (S × B S ′ ) × C S ′′ and S × B (S ′ × C S ′′ ). We will now prove that β −1 • α is the isomorphism of spans of spans we seek. We show the required equality of paths for the top half of the pertinent diagram; the proof for the bottom half is exactly symmetrical using the equivalent diagram determined by X , X ′ , X ′′ , T, T ′ , and T ′′ instead. We have
as required. We have just completed
Lemma 4. The associator a A,B,C,D as defined above is a natural isomorphism.
Proof. Done.
Lemma 5. The associator a A,B,C,D satisfies the pentagon identity.

Proof. We need to check, for any object (S, S ′ , S ′′ , S ′′′ ) of Span(A, B)× Span(B,C)× Span(C, D)× Span(D, E), commutativity of the Mac Lane pentagon, which in this case is
In terms of vertical and horizontal compositions, the commutativity of this diagram implies the existence of an isomorphism of spans of spans for the following diagram, from the vertical composite on the left to that on the right:
We will show that both (vertical composite) paths from For the three sided part of the pentagon, we have to deal with an iterated pullback, which may be parenthesized two different ways; we have shown earlier that both parenthesizations are equal as spans of spans (associativity of vertical composition), so we will arbitrarily choose one of them to work with. Consider
For brevity, call this pullback P. It is clear that this is a cone on the base diagram determined by S, S ′ , S ′′ , S ′′′ if one follows the two arrows to the 'factors' of that pullback, which are themselves pullbacks involving limits, down to the bottom. This gives a unique arrow β from P to L S,S ′ ,S ′′ ,S ′′′ . Next note that there are uniquely commuting arrows from This last arrow is seen to be an inverse of β , again by the usual argument used throughout this paper. Therefore, P and L S,S ′ ,S ′′ ,S ′′′ are canonically isomorphic. This gives us the pentagon identity, because the property of being canonically isomorphic is transitive, so that the two sided part equals the three sided part of the pentagon.
UNITORS
The last thing required to see Span 2 (C ) is a bicategory is to define a pair of right and left 'unitor' natural isomorphisms, These spans of spans are easily seen to be invertible. We have to check the naturality square:
The vertical composite obtained from going along the left and then bottom of this square is the pullback over S of the interior of:
Taking the pullback (noting that one leg is an identity arrow), this becomes
On the other hand, going along the top of the square and then the right side leads to the diagram
Taking this pullback (using the inverse of the given canonical isomorphism from T to A × A T ) this becomes
Since A × A X ∼ = X is a canonical isomorphism, this last diagram is equivalent to the one we arrived at going the other way around the naturality square. This proves that the right unitor r A,B really is a natural isomorphism; the proof of this fact for l A,B is analogous. We have just completed
Lemma 6. The right and left unitors as defined above are natural isomorphisms.
Proof. Above.
For the triangle identity, we need to see that for any pair of spans A S B , B S ′ C , the following diagram commutes:
The left side of this triangle is the invertible span of spans
Going along the top of the triangle and then the right side, we consider the diagram
To deal with this diagram, recall the basic fact about pullbacks that if both legs of the pullback diagram are isomorphisms, the pullback object is canonically isomorphic to either object below: Proof. See discussion above.
MAIN RESULT
Theorem 8. For any category C with pullbacks and a terminal object, Span 2 (C ) is a bicategory.
Proof. Taking objects of Span 2 (C ) to be the objects of C , morphisms to be spans in C (objects of the homcategories Span (A, B) as A, B range over the objects of C ), and 2-cells to be isomorphism classes of spans of spans in C (morphisms of the hom-categories Span (A, B) ), the contents of Lemmas 1 through 7 establish that Span 2 (C ) is a bicategory.
Remark: This result is more flexible than as stated, since given a category C with a terminal object in which not all pullbacks exist, we can restrict our attention to the subcollection of cospans for which pullbacks do exist. This generates a subcategory in which spans are automatically composable, and then Lemmas 1 through 7 all hold to give a bicategory.
AN APPLICATION: COBORDISMS
The main result of this paper can be used to reduce the work needed in proving there is a bicategory where objects are (n − 2)-dimensional manifolds without boundary, morphisms are (n − 1)-manifolds with boundary acting as cobordisms, and 2-morphisms are n-manifolds with corners acting as cobordisms of cobordisms. The idea is that a cobordism of manifolds M → X ← N is a particular kind of cospan, where the arrows are inclusion maps; furthermore, a cobordism of cobordisms is a particular cospan of cospans, again with inclusion maps as arrows. By working with the opposite category, we can apply our result about spans and spans of spans to deduce we have a bicategory, however, there is the obstacle that pushouts do not generally exist in the category of manifolds with corners. This is dealt with simply by restricting attention to certain manifolds with corners for which these pushouts do exist, namely, appropriately 'collared' manifolds. We now give a brief review of the definitions and results involved, following Laures [5] . Note that a definition of cobordism bicategory also following Laures' framework is given in Schommer-Pries' [6] , albeit without details verifying all the axioms of a bicategory. Cobordisms with corners are also addressed in Morton's [7] in the context of double bicategories.
A differentiable manifold with corners is a second-countable Hausdorff space X with a maximal atlas of compatible charts
where U is open in X . Compatibility means that for any two charts (φ 1 ,U 1 ), (φ 2 ,U 2 ), the composite
For any U ⊂ X and x ∈ U , it can be shown that the number of zeros in the coordinate representation φ (x) is the same for any chart (φ ,U ). This number, denoted c(x) and called the depth of x, measures the degree to which x is a corner point; depth 0 points are in the interior of X , depth 1 points are on the boundary of X , depth 2 points resemble the corner point of a quadrant in R 2 , and so on. A connected face is the closure of some component of the boundary, {x ∈ X | c(x) = 1}, and a face is a disjoint union of connected faces. A manifold with faces is a manifold with corners such that each x belongs to c(x) many connected faces. As Jänich points out in [8] , faces of a manifold with faces are in fact manifolds with faces themselves. Now an n -manifold is a manifold with faces together with an ordered n-tuple
Laures showed that given an n -manifold X , we can obtain in a canonical way a functor X : 2 n → Top, where 2 denotes the category with two objects and one arrow,
This functor is explained below shortly. For an object a = (a 0 , . . . , a n−1 ) ∈ 2 n , denote its complementary object (1, . . . , 1) − a by a ′ . Also let e i denote the standard i th basis vector in R n , so e 1 = (1, 0, . . . , 0), etc. Then the action of the functor X on objects a is defined by
A morphism b < a in the poset category 2 n is sent via the functor X to the natural inclusion map between topological spaces, X (b) into X (a). Now, the target category of X can actually be made more specific, from general topological spaces to manifolds with corners, without altering how the functor is defined. This is because the action of X on objects is given by an intersection of faces of X , and by condition (2) of being an n -manifold, this intersection is itself a face of each face being intersected. Since faces are manifolds with faces, the resulting intersection is, in particular, a manifold with corners. Furthermore, using the definition of smooth map between manifolds with corners found in [9] , the inclusion map i : ∂ X → X is smooth; this implies that for an n -manifold X , each inclusion i j : ∂ j X → X is smooth, and that i j,k : ∂ j X → ∂ k X is smooth, when this inclusion makes sense.
Laures went on to show that there is a collared version of this functor, denoted C, defined on objects a ∈ 2 n by C(a) = R n + (a ′ ) × X (a), and on morphisms a
, where this arrow has the property of being a topological embedding such that its restriction to R n + (b ′ ) × X (a) is the inclusion map id × X (a < b). This functor C, like X , can also be regarded as having manifolds with corners as its target, as opposed to general topological spaces. Now suppose X is an n -manifold such that each face of the n-tuple (∂ 0 X , ∂ 1 X , . . . , ∂ n−1 X ) is itself a disjoint union, ∂ i X = s i X ⊔ t i X (we think of s i X as the 'source' of ∂ i X , and t i X as the 'target'). We call such an X a cubical n -manifold, because the collection of all possible intersections of face components, together with the interior of entire manifold X , make up a total of 3 n objects that can be naturally arranged into an ndimensional hypercube diagram (proved below). As an illustration of this, consider the solid unit square, the most basic cubical 2 -manifold. Here s 1 X ,t 1 X are opposite closed segments of unit length, as are s 2 X ,t 2 X . Taking all possible intersections of these face components yields 4 corners (from pairwise intersection of different non-disjoint components) and 4 edges (the face components themselves); including the interior of X totals 4 + 4 + 1 = 9 = 3 2 objects. Following this example, it is clear that any cubical n -manifold can have its 2n face components regarded as the 2n faces of an n-dimensional hypercube, with each pair of corresponding face components in the decomposition being opposite each other. Then using the well known formula for the total number of cellular components to an n-hypercube,
we have a proof of the above claim about cubical n -manifolds, since all possible intersections of face components result in all possible cellular components except the interior. The case of a cubical 2 -manifold with its parts arranged into a square is illustrated by the diagram below.
We can summarize the above paragraph by saying cubical n -manifolds X give a canonical functor X : K n → n -Man, where K is the 'walking cospan' category 0 → 2 ← 1. This functor works the same way as the canonical functor X : 2 n → Top defined by Laures, except the category being raised to the power n has an extra object and arrow due to the extra decomposition coming from our cubical n -manifold. We call this X an n-tuple cobordism. Furthermore, applying the same construction but using the collared version of Laures' functor, we obtain a collared n-tuple cobordism C : K n → n -Man; that is, any cubical n -manifold can be 'collared'. An example of the result of applying this functor to collar a cubical 2 -manifold is illustrated below.
Notice that if the vertical arrows s 0 X ∩ s 1 X → s 1 X ← t 0 X ∩ s 1 X and s 0 X ∩ t 1 X → t 1 X ← t 0 X ∩ t 1 X in the above diagram are in fact identity morphisms, everything reduces to a collared cobordism of cobordisms. This is exactly the kind of structure amenable to our main result after using the opposite category, since all relevant pullbacks of these collared cobordisms exist. We thus have Corollary 9. There is a bicategory where objects are (n − 2)-manifolds without boundary, morphisms are (n − 1)-dimensional collared cobordisms of those manifolds, and 2-morphisms are n-dimensional collared cobordisms of cobordisms.
DOWN THE ROAD
Showing Span 2 C is a bicategory is just the first step of a larger project. Assuming C has not only pullbacks but a product, we intend to prove Span 2 C is a symmetric monoidal bicategory under the product inherited from C . Verifying the axioms for a symmetric monoidal bicategory (see [4] ) one-by-one is arduous, so we will adopt a technique of Mike Shulman's for constructing symmetrical monoidal bicategories out of suitable symmetric monoidal double categories [10] .
