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DIVISORS ON Mg,g+1 AND THE MINIMAL RESOLUTION
CONJECTURE FOR POINTS ON CANONICAL CURVES
GAVRIL FARKAS, MIRCEA MUSTAT¸Aˇ, AND MIHNEA POPA
Introduction
The Minimal Resolution Conjecture for points in projective space has at-
tracted considerable attention in recent years, starting with the original [Lo1],
[Lo2] and continuing most notably with [Ga], [BG], [Wa], [HS], [EP], [EPSW].
The purpose of this paper is to explain how a completely analogous problem can
be formulated for sets of points on arbitrary varieties embedded in projective space,
and then study in detail the case of curves. Similarly to the well-known analysis
of syzygies of curves carried out by Green and Lazarsfeld ([GL1], [GL2], [GL3]),
we divide our work into a study of resolutions of points on canonical curves and
on curves of large degree. The central result of the paper states that the Minimal
Resolution Conjecture is true on any canonical curve. In contrast, it always fails
for curves embedded with large degree, although a weaker result, called the Ideal
Generation Conjecture, holds also in this case. These results turn out to have sur-
prisingly deep connections with the geometry of difference varieties in Jacobians,
special divisors on moduli spaces of curves with marked points, and moduli spaces
of stable bundles.
Let X be a projective variety over an algebraically closed field, embedded
by a (not necessarily complete) linear series. We begin by formulating a general
version of the Minimal Resolution Conjecture (MRC), in analogy with the case of
Pn, predicting how the Betti numbers of a general subset of points of X in the
given embedding are related to the Betti numbers of X itself. More precisely (cf.
Theorem 1.2 below), for a large enough general set of points Γ on X , the Betti
diagram consisting of the graded Betti numbers bi,j(Γ) is obtained from the Betti
diagram of X by adding two more nontrivial rows, at places well determined by
the length of Γ. Recalling that the Betti diagram has the Betti number bi,j in the
(j, i)-th position, and assuming that the two extra rows are indexed by i = r − 1
and i = r, for some integer r, the MRC predicts that
bi+1,r−1(Γ) · bi,r(Γ) = 0,
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i.e. at least one of the two Betti numbers on any ”diagonal” is zero. As the
difference bi+1,r−1 − bi,r can be computed exactly, this implies a precise knowledge
of the Betti numbers in these two rows. Summing up, knowing the Betti diagram
of Γ would be the same as knowing the Betti diagram of X . A subtle question is
however to understand how the shape of the Betti diagram of X influences whether
MRC is satisfied for points on X . An example illustrating this is given at the end
of Section 1.
The Minimal Resolution Conjecture has been extensively studied in the case
X = Pn. The conjecture holds for n ≤ 4 by results of Gaeta, Ballico and Geramita,
and Walter (see [Ga], [BG] and [Wa], respectively). Moreover, Hirschowitz and
Simpson proved in [HS] that it holds if the number of points is large enough
with respect to n. However, the conjecture does not hold in general: it fails for
every n ≥ 6, n 6= 9 for almost √n/2 values of the number of points, by a result
of Eisenbud, Popescu, Schreyer and Walter (see [EPSW]). We refer to [EP] and
[EPSW] for a nice introduction and an account of the present status of the problem
in this case.
The main body of the paper is dedicated to a detailed study of MRC in the
case of curves. We will simply say that a curve satisfies MRC in a given embedding
if MRC is satisfied by a general set of points Γ of any sufficiently large degree (for
the precise numerical statements see Section 1). We will also sometimes say that
MRC holds for a line bundle L if it holds for C in the embedding given by L. Our
main result says that MRC holds in the most significant case, namely the case of
canonically embedded nonhyperelliptic curves.
Theorem. If C is a canonical curve, then C satisfies MRC.
In contrast, under very mild assumptions on the genus, the MRC always fails
in the case of curves of large degree, at well-determined spots in the Betti diagram
(cf. Section 2 for precise details). The statement b2,r−1 · b1,r = 0, i.e. the case
i = 1, does hold though; this is precisely the Ideal Generation Conjecture, saying
that the minimal number of generators of IΓ/IX is as small as possible.
Theorem. (a) If L is a very ample line bundle of degree d ≥ 2g, then IGC holds
for L.
(b) If g ≥ 4 and L is a line bundle of degree d ≥ 2g+ 16, then there exists a value
of γ such that C ⊆ PH0(L) does not satisfy MRC for i = ⌊g+1
2
⌋. The same holds
if g ≥ 15 and d ≥ 2g + 5.
It is interesting to note that by the ”periodicity” property of Betti diagrams
of general points on curves (see [Mu] §2), the theorem above implies that on curves
of high degree, MRC fails for sets of points of arbitrarily large length. This pro-
vides a very different picture from the case of projective space (cf. [HS]), where
asymptotically the situation is as nice as possible.
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We explain the strategy involved in the proof of these results in some detail,
as it appeals to some new geometric techniques in the study of syzygy related
questions. For simplicity we assume here that C is a smooth curve embedded in
projective space by means of a complete linear series corresponding to a very ample
line bundle L (but see §2 for more general statements). A well-known geometric
approach, developed by Green and Lazarsfeld in the study of syzygies of curves (see
[Lz1] for a survey), is to find vector bundle statements equivalent to the algebraic
ones, via Koszul cohomology. This program can be carried out completely in the
case of MRC, and for curves we get a particularly clean statement. Assume that
ML is the kernel of the evaluation map H
0(L) ⊗ OC → L and QL := M∗L. Then
(cf. Corollary 1.8 below) MRC holds for a collection of γ ≥ g general points on C
if and only if the following is true:
h0(∧iML ⊗ ξ) = 0, for all i and ξ ∈ Picg−1+⌊ din ⌋(C) general. (∗)
Condition (∗) above is essentially the condition studied by Raynaud [Ra], related
to the existence of theta divisors for semistable vector bundles. In the particular
situation of ∧iML, with L a line bundle of large degree, it has been considered in
[Po] in order to produce base points for the determinant linear series on the moduli
spaces SUC(r) of semistable bundles of rank r and trivial determinant. A similar
approach shows here the failure of condition (∗) (and so of MRC) for i = [g+1
2
].
On the other hand, the fact that IGC holds is a rather elementary application of
the Base Point Free Pencil Trick [ACGH] III §3.
The case of canonical curves is substantially more involved, but in the end one
is rewarded with a positive answer. As above, it turns out that MRC is equivalent
to the vanishing:
h0(∧iQ⊗ ξ) = 0, for all i and ξ ∈ Picg−2i−1(C) general,
where Q is the dual of the bundle M defined by the evaluation sequence:
0 −→M −→ H0(ωC)⊗OC −→ ωC −→ 0.
As the slope of ∧iQ is 2i ∈ Z, this is in turn equivalent to the fact that ∧iQ has a
theta divisor Θ∧iQ ∈ Picg−2i−1(C). On a fixed curve, if indeed a divisor, Θ∧iQ will
be identified as being precisely the difference variety Cg−i−1−Ci ⊆ Picg−2i−1(C) (cf.
[ACGH] Ch.V.D), where Cn is the n-th symmetric product of C. This is achieved
via a filtration argument and a cohomology class calculation similar to the classical
Poincare´ theorem (cf. Proposition 3.6). A priori though, on an arbitrary curve the
nonvanishing locus {ξ | h0(∧iQ⊗ ξ) 6= 0} may be the whole Picg−2i−1(C), in which
case this identification is meaningless. We overcome this problem by working with
all curves at once, that is by setting up a similar universal construction on the
moduli space of curves with marked points Mg,g+1. Here we slightly oversimplify
the exposition in order to present the main idea, but for the precise technical
details see Section 3. We essentially consider the ”universal nonvanishing locus”
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in Mg,g+1:
Z = {(C, x1, . . . , xg−i, y1, . . . , yi+1)|h0(∧iQC⊗O(x1+. . .+xg−i−y1−. . .−yi+1)) 6= 0}.
The underlying idea is that the difference line bundles OC(x1+. . .+xg−i−y1−. . .−
yi+1) in fact cover the whole Pic
g−2i−1(C) (i.e. Cg−i−Ci+1 = Picg−2i−1(C)), and so
for any given curve C, Z|C is precisely the nonvanishing locus described above. The
advantage of writing it in this form is that we are led to performing a computation
on Mg,g+1 rather than on a universal Picard, where for example one does not
have a canonical choice of generators for the Picard group. A “deformation to
hyperelliptic curves” argument easily implies that MRC holds for general canonical
curves, so Z is certainly a divisor. We then show that Z is the degeneracy locus
of a morphism of vector bundles of the same rank and compute its class using a
Grothendieck-Riemann-Roch argument (cf. Proposition 3.11).
On the other hand, one can define an (a priori different) divisor D inMg,g+1
which is a global analogue of the preimage of Cg−i−1 − Ci in Cg−i × C i+1 via the
difference map. It is convenient to see D as the locus of curves with marked points
(C, x1, . . . , xg−i, y1, . . . , yi+1) having a g
1
g which contains x1, . . . , xg−i in a fiber and
y1, . . . , yi+1 in a different fiber. An equivalent formulation of the discussion above
is that D ⊆ Z, and in order for MRC to hold for all canonical curves one should
have precisely D = Z. As we show that D is reduced (cf. Proposition 4.2), it
suffices then to prove that the class of D coincides with that of Z. To this end we
consider the closure of D in the compactificationMg,g+1, where the corresponding
boundary condition is defined by means of limit linear series. The computation of
the class of D via this closure is essentially independent of the rest of the paper.
It relies on degeneration and enumerative techniques in the spirit of [HaMu] and
[EH1].
The results of both this and the computation of the class of Z are summarized
in the following theorem. For the statement, we recall that Pic(Mg,n)Q is generated
by the class λ of the Hodge bundle and the classes ψj , 1 ≤ j ≤ n, where ψj :=
c1(p
∗
jω), with ω the relative dualizing sheaf on the universal curve Cg →Mg and
pj :Mg,n → Cg the projection onto the j-th factor.
Theorem. The divisors Z and D defined above have the same class in Pic(Mg,g+1)Q,
namely
−
((g − 1
i
)
− 10
(
g − 3
i− 1
))
λ+
(
g − 2
i
)
Ψx +
(
g − 2
i− 1
)
Ψy,
where Ψx =
∑g−i
j=1 ψj and Ψy =
∑g+1
j=g−i+1 ψj. In particular D = Z.
As mentioned above, this implies that ∧iQ always has a theta divisor, for all
i, so equivalently that MRC holds for an arbitrary canonical curve. We record the
more precise identification of this theta divisor, which now follows in general.
Corollary. For any nonhyperelliptic curve C, Θ∧iQ = Cg−i−1 − Ci.
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In this particular form, our result answers positively a conjecture of R.
Lazarsfeld. It is worth mentioning that it also answers negatively a question
that was raised in connection with [Po], namely if ∧iQ provide base points for
determinant linear series on appropriate moduli spaces of vector bundles.
The paper is structured as follows. In Section 1 we give some equivalent
formulations of the Minimal Resolution Conjecture and we describe the vector
bundle setup used in the rest of the paper. In Section 2 we treat the case of curves
embedded with large degree, proving IGC and showing that MRC fails. Section
3 is devoted to the main result, namely the proof of MRC for canonical curves,
and here is where we look at the relationship with difference varieties and moduli
spaces of curves with marked points. The divisor class computation in Mg,g+1, on
which part of the proof relies, is carried out in Section 4 by means of limit linear
series.
Acknowledgments. We would like to thank D. Eisenbud and R. Lazarsfeld for
sharing with us numerous useful ideas on the subject.
1. Several formulations of the Minimal Resolution Conjecture
Notations and conventions. We work over an algebraically closed field k which,
unless explicitly mentioned otherwise, has arbitrary characteristic. Let V be a
vector space over k with dimk V = n + 1 and S = Sym(V ) ≃ k[X0, . . . , Xn] the
homogeneous coordinate ring of the corresponding projective space PV ≃ Pn.
For a finitely generated graded S-module N , the Betti numbers bi,j(N) of N
are defined from the minimal free resolution F• of N by
Fi = ⊕j∈ZS(−i− j)bi,j(N).
The Betti diagram of N has in the (j, i)-th position the Betti number bi,j(N). The
regularity reg(N) of N 6= 0 can be defined as the index of the last nontrivial row
in the Betti diagram of N (see [Ei], 20.5 for the connection with the cohomological
definition).
We will use the computation of Betti numbers via Koszul cohomology: bi,j(N)
is the dimension over k of the cohomology of the following piece of the Koszul
complex:
∧i+1V ⊗Nj−1 −→ ∧iV ⊗Nj −→ ∧i−1V ⊗Nj+1
(see [Gr] for details).
For an arbitrary subscheme Z ⊆ Pn, we denote by IZ ⊆ S its saturated
ideal and let SZ = S/IZ . We denote by PZ and HZ the Hilbert polynomial and
Hilbert function of Z, respectively. The regularity reg(Z) of Z is defined to be the
regularity of IZ , if Z 6= Pn, and 1 otherwise. Notice that with this convention, in
the Betti diagram of Z, which by definition is the Betti diagram of SZ , the last
nontrivial row is always indexed by reg(Z)− 1.
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For a projective variety X , a line bundle L on X , and a linear series V ⊆
H0(L) which generates L, we denote by MV the vector bundle which is the kernel
of the evaluation map
0 −→MV −→ V ⊗OX ev−→ L −→ 0.
When V = H0(L) we use the notation ML := MV . If C is a smooth curve of genus
g ≥ 1, and ωC is the canonical line bundle, then MC denotes the vector bundle
MωC . The dual vector bundles will be denoted by QV , QL and QC , respectively.
Whenever there is no risk of confusion, we will simply write M and Q, instead of
MC and QC .
The Minimal Resolution Conjecture for points on embedded varieties.
In this section X ⊆ PV ≃ Pn is a fixed irreducible projective variety of positive
dimension. We study the Betti numbers of a general set of γ points Γ ⊆ X . Since
the Betti numbers are upper semicontinuous functions, for every positive integer
γ, there is an open subset Uγ of X
γ \ ∪p 6=q{x : xp = xq} such that for all i and
j, bi,j(Γ) takes its minimum value for Γ ∈ Uγ . Notice that as the regularity is
bounded in terms of γ, we are concerned with finitely many Betti numbers. From
now on, Γ general means Γ ∈ Uγ.
It is easy to determine the Hilbert function of a general set of points Γ in
terms of the Hilbert function of X (see [Mu]). We have the following:
Proposition 1.1. If Γ ⊆ X is a general set of γ points, then
HΓ(t) = min {HX(t), γ}.
To determine the Betti numbers of a general set of points Γ is a much more
subtle problem. If γ is large enough, then the Betti diagram of Γ looks as follows:
in the upper part we have the Betti diagram ofX and there are two extra nontrivial
rows at the bottom. Moreover, the formula in Proposition 1.1 gives an expression
for the differences of the Betti numbers in these last two rows. We record the
formal statement in the following theorem and for the proof we refer to [Mu].
Theorem 1.2. Assume that Γ ⊆ X is a general set of γ points, with PX(r− 1) ≤
γ < PX(r) for some r ≥ m+ 1, where m = regX.
(i) For every i and j ≤ r − 2, we have bi,j(Γ) = bi,j(X).
(ii) bi,j(Γ) = 0, for j ≥ r + 1 and there is an i such that bi,r−1(Γ) 6= 0.
(iii) For every j ≥ m, we have
bi,j(Γ) = bi−1,j+1(IΓ/IX) = bi−1,j+1(⊕l≥0H0(IΓ/X(l))).
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(iv) If d = dim X, then for every i ≥ 0, we have bi+1,r−1(Γ) − bi,r(Γ) = Qi,r(γ),
where
Qi,r(γ) =
d−1∑
l=0
(−1)l
(
n− l − 1
i− l
)
∆l+1PX(r + l)−
(
n
i
)
(γ − PX(r − 1)).
We will focus our attention on the Betti numbers in the bottom two rows
in the Betti diagram of Γ. The equation in Theorem 1.2 (iv) gives lower bounds for
these numbers, namely bi+1,r−1(Γ) ≥ max {Qi,r(γ), 0} and bi,r(Γ) ≥ max {−Qi,r(γ), 0}.
Definition 1.3. In analogy with the case X = Pn (see [Lo1] and [Lo2]), we
say that the Minimal Resolution Conjecture (to which we refer from now on as
MRC) holds for a fixed value of γ as above if for every i and every general set
Γ, bi+1,r−1(Γ) = max {Qi,r(γ), 0} and bi,r(Γ) = max {−Qi,r(γ), 0}. Equivalently, it
says that
bi+1,r−1(Γ) · bi,r(Γ) = 0 for all i.
This conjecture has been extensively studied in the case X = Pn, L =
OPn(1). It is known to hold for small values of n (n = 2, 3 or 4) and for large
values of γ, depending on n, but not in general. In fact, it has been shown that for
every n ≥ 6, n 6= 9, MRC fails for almost √n/2 values of γ (see [EPSW], where
one can find also a detailed account of the problem).
Note that the assertion in MRC holds obviously for i = 0. The first nontrivial
case i = 1 is equivalent by Theorem 1.2 to saying that the minimal number of
generators of IΓ/IX is as small as possible. This suggests the following:
Definition 1.4. We say that the Ideal Generation Conjecture (IGC, for short)
holds for γ as above if for a general set of points Γ ⊆ X of cardinality γ, we have
b2,r−1(Γ) · b1,r(Γ) = 0.
Example 1.5. ([Mu]) MRC holds for every X when γ = PX(r − 1), since in this
case bi,r(Γ) = 0 for every i. Similarly, MRC holds for every X when γ = PX(r)−1,
since in this case b1,r−1 = 1 and bi,r−1(γ) = 0 for i ≥ 2.
We derive now a cohomological interpretation of MRC. From now on we
assume that X is nondegenerate, so that we have V ⊆ H0(OX(1)). Using a
standard Koszul cohomology argument, we can express the Betti numbers in the
last two rows of the Betti diagram of Γ as follows.
Proposition 1.6. With the above notation, we have in general for every i ≥ 0
bi+1,r−1(Γ) = h
0(∧iMV ⊗ IΓ/X(r)),
bi,r(Γ) = h
1(∧iMV ⊗ IΓ/X(r)).
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Proof. We compute the Betti numbers via Koszul cohomology, using the formula
in Theorem 1.2 (iii).
Consider the complex:
∧iV ⊗H0(IΓ/X(r)) f−→ ∧i−1V ⊗H0(IΓ/X(r + 1)) h−→ ∧i−2V ⊗H0(IΓ/X(r + 2))
Since H0(IΓ/X(r − 1)) = 0, it follows that dimk(Kerf) = bi+1,r−1(Γ) and
dimk(Ker h/Im f) = bi,r(Γ). The exact sequence
0 −→MV −→ V ⊗OX −→ OX(1) −→ 0
induces long exact sequences
0 −→ ∧iMV −→ ∧iV ⊗OX −→ ∧i−1MV ⊗OX(1) −→ 0. (∗)
By tensoring with IΓ/X(r) and taking global sections, we get the exact sequence
H0(∧iMV ⊗ IΓ/X(r)) →֒ ∧iV ⊗H0(IΓ/X(r)) f−→ ∧i−1V ⊗H0(IΓ/X(r + 1)).
This proves the first assertion in the proposition.
We have a similar exact sequence:
H0(∧i−1MV⊗IΓ/X(r+1)) →֒ ∧i−1V⊗H0(IΓ/X(r+1)) h−→ ∧i−2V⊗H0(IΓ/X(r+2)).
Therefore bi,r(Γ) is the dimension over k of the cokernel of
g : ∧iV ⊗H0(IΓ/X(r)) −→ H0(∧i−1MV ⊗ IΓ/X(r + 1)).
Using again the exact sequence (∗), by tensoring with IΓ/X(r) and taking a
suitable part of the long exact sequence, we get:
∧iV ⊗H0(IΓ/X(r)) −→ H0(∧i−1MV ⊗ IΓ/X(r + 1)) −→
H1(∧iMV ⊗ IΓ/X(r)) −→ ∧iV ⊗H1(IΓ/X(r)).
Since reg Γ ≤ r+1, we have reg IΓ/X ≤ r+1 and therefore H1(IΓ/X(r)) = 0.
From the above exact sequence we see that Coker g ≃ H1(∧iMV ⊗IΓ/X(r)), which
proves the second assertion of the proposition. 
Remark 1.7. The higher cohomology groups Hp(∧iMV ⊗IΓ/X(r)), p ≥ 2, always
vanish. Indeed, using the exact sequences in the proof of the proposition, we get
hp(∧iMV ⊗ IΓ/X(r)) = h1(∧i−p+1MV ⊗ IΓ/X(r + p− 1)) = bi−p+1,r+p−1(Γ) = 0.
Therefore we have Qi,r(γ) = χ(∧iMV ⊗ IΓ/X(r)) and MRC can be interpreted
as saying that for general Γ, the cohomology of ∧iMV ⊗ IΓ/X(r) is supported in
cohomological degree either zero or one.
In the case of a curve C, MRC can be reformulated using Proposition 1.6 in
terms of general line bundles on C. We will denote by ⌊x⌋ and ⌈x⌉ the integers
defined by ⌊x⌋ ≤ x < ⌊x⌋ + 1 and ⌈x⌉ − 1 < x ≤ ⌈x⌉.
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Corollary 1.8. Suppose that C ⊆ PV is a nondegenerate, integral curve of arith-
metic genus g and degree d. We consider the following two statements:
(i) For every i and for a general line bundle ξ ∈ Picj(C), where j = g − 1 + ⌈di
n
⌉,
we have H1(∧iMV ⊗ ξ) = 0.
(ii) For every i and for a general line bundle ξ ∈ Picj(C), where j = g − 1 + ⌊di
n
⌋,
we have H0(∧iMV ⊗ ξ) = 0.
Then MRC holds for C for every γ ≥ max{g, PC(regX)} if and only if both
(i) and (ii) are true. Moreover, if C is locally Gorenstein, then (i) and (ii) are
equivalent.
Proof. If γ ≥ g, then for a general set Γ of γ points, IΓ/C is a general line bundle
on C of degree −γ. Since in this case IΓ/C(r) is a general line bundle of degree
j = dr− γ and d(r− 1) + 1− g ≤ γ ≤ dr + 1− g, Proposition 1.6 says that MRC
holds for every γ ≥ max{g, PC(regC)} if and only if for every j such that g − 1 ≤
j ≤ d+ g− 1 and for a general line bundle ξ′ ∈ Picj(C), either H0(∧iMV ⊗ ξ′) = 0
or H1(∧iMV ⊗ ξ′) = 0.
Since dim C = 1, we have bi+1,r−1(Γ)− bi,r(Γ) = d
(
n−1
i
)− (γ−PC(r−1))(ni).
It follows immediately that bi+1,r−1(Γ)− bi,r(Γ) ≥ 0 if and only if j ≥ g−1+ di/n.
The first statement of the corollary follows now from the fact that if E is
a vector bundle on a curve and P is a point, then H0(E) = 0 implies H0(E ⊗
O(−P )) = 0 and H1(E) = 0 implies H1(E ⊗ O(P )) = 0. The last statement
follows from Serre duality and the isomorphism ∧iQV ≃ ∧n−iMV ⊗OC(1). 
Remark 1.9. The corresponding assertion for IGC says that X satisfies IGC for
every γ ≥ max{g, PC(regC)} if and only if both (i) and (ii) are true for i = 1.
Note that if X is locally Gorenstein, then by Serre duality condition (ii) for i = 1
is equivalent to condition (i) for i = n− 1.
Remark 1.10. If C is a locally Gorenstein integral curve such that d/n ∈ Z,
then in order to check MRC for all γ ≥ max{g, PC(regC)}, it is enough to check
condition (i) in Corollary 1.8 only for i ≤ n/2. Indeed, using Serre duality and
Riemann-Roch, we see that the conditions for i and n− i are equivalent.
In light of Corollary 1.8, we make the following:
Definition 1.11. If C ⊆ PV is a nondegenerate integral curve of arithmetic genus
g and regularity m, we say that C satisfies MRC if a general set of γ points on C
satisfies MRC for every γ ≥ max{g, PC(m)}. If L is a very ample line bundle on
a curve C as before, we say that L satisfies MRC if C ⊂ PH0(L) satisfies MRC.
Analogous definitions are made for IGC.
Example 1.12. (Rational quintics in P3.) We illustrate the above discussion in
the case of smooth rational quintic curves inP3. We consider two explicit examples,
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the first when the curve lies on a (smooth) quadric and the second when it does
not. Let X be given parametrically by (u, v) ∈ P1 −→ (u5, u4v, uv4, v5) ∈ P3, so
that it lies on the quadric X0X3 = X1X2. The Betti diagram of X is
0 1 – – –
1 – 1 – –
2 – – – –
3 – 4 6 2
and if Γ ⊂ X is a set of 28 points, then the Betti diagram of Γ is
0 1 – – –
1 – 1 – –
2 – – – –
3 – 4 6 2
4 – – – –
5 – 3 4 1
6 – – 2 2
As b3,5(Γ) = 1 and b2,6(Γ) = 2, we see that MRC is not satisfied by X for this
number of points.
Let now Y be the curve given parametrically by (u, v) ∈ P1 −→ (u5 +
u3v2, u4v − u2v3, uv4, v5) ∈ P3. In this case Y does not lie on a quadric, and in
fact, its Betti diagram is given by
0 1 – – –
1 – – – –
2 – 4 3 –
3 – 1 2 1
If Γ′ ⊂ Y is a set of 28 points, then the Betti diagram of Γ′ is
0 1 – – –
1 – – – –
2 – 4 3 –
3 – 1 2 1
4 – – – –
5 – 3 4 –
6 – – 1 2
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which shows that MRC is satisfied for Y and this number of points.
These two examples show the possible behavior with respect to the MRC
for smooth rational quintics in P3. The geometric condition of lying on a quadric
translates into a condition on the splitting type ofMV = ΩP3(1)|X. More precisely,
it is proved in [EV] that if X ⊂ P3 is a smooth rational quintic curve, then X
lies on a quadric if and only if we have Ω
P
3(1)|X ≃ OP1(−3) ⊕ OP1(−1)⊕2 (the
other possibility, which is satisfied by a general such quintic, is that Ω
P
3(1)|X ≃
O
P
1(−1)⊕O
P
1(−2)⊕2). Corollary 1.8 explains therefore the behaviour with respect
to MRC in the above examples.
2. Curves of large degree and a counterexample to MRC
In this section we assume that C is a smooth projective curve of genus g and
L is a very ample line bundle on C. Our aim is to investigate whether C satisfies
MRC, or at least IGC, for every γ ≥ g, in the embedding given by the complete
linear series |L|. As before, m will denote the regularity of C.
Example 2.1. If g = 0 or 1, then C satisfies MRC for all γ ≥ PC(m) in every
embedding given by a complete linear series (see [Mu], Proposition 3.1).
In higher genus we will concentrate on the study of MRC for canonical curves
and curves embedded with high degree, in direct analogy with the syzygy questions
of Green-Lazarsfeld (cf. [GL1], [GL2], [GL3]). The main conclusion of this section
will be that, while IGC is satisfied in both situations, the high-degree embeddings
always fail to satisfy MRC at a well-specified spot in the Betti diagram. This
is in contrast with our main result, proved in §3, that MRC always holds for
canonical curves, and the arguments involved here provide an introduction to that
section. The common theme of the proofs is the vector bundle interpretation of
MRC described in §1.
Review of filtrations for QL and Q [Lz1]. Here we recall a basic property of
the vector bundles QL which will be essential for our arguments. Let L be a very
ample line bundle on C of degree d, and recall from §1 that QL is given by the
defining sequence
0 −→ L−1 −→ H0(L)∗ ⊗OC −→ QL −→ 0.
Assume first that L is non-special and x1, . . . , xd are the points of a general hyper-
plane section of C ⊆ PH0(L). One shows (see e.g. [Lz1] §1.4) that there exists an
exact sequence
(1) 0 −→
⊕
i∈{1,...,d−g−1}
OC(xi) −→ QL −→ OC(xd−g + . . .+ xd) −→ 0.
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On the other hand, assuming that C is nonhyperelliptic and L = ωC , if x1, . . . , x2g−2
are the points of a general hyperplane section, the analogous sequence reads:
(2) 0 −→
⊕
i∈{1,...,g−2}
OC(xi) −→ Q −→ OC(xg−1 + . . .+ x2g−2) −→ 0.
We start by looking at the case of curves embedded with large degree. The
main results are summarized in the following:
Theorem 2.2. (a) If L is a very ample line bundle of degree d ≥ 2g, then IGC
holds for L.
(b) If g ≥ 4 and L is a line bundle of degree d ≥ 2g+ 10, then there exists a value
of γ such that C ⊆ PH0(L) does not satisfy MRC for i = ⌊g+1
2
⌋. The same holds
if g ≥ 14 and d ≥ 2g + 5.
Proof. (a) Let L be a very ample line bundle of degree d ≥ 2g. By Corollary 1.8
and Serre duality, it is easy to see that IGC holds for L if:
(i) h1(QL ⊗ η) = 0 for η ∈ Picg−2(C) general
and
(ii) h0(QL ⊗ η) = 0 for η ∈ Picg−3(C) general.
Condition (i) is a simple consequence of the filtration (1). More precisely, if
x1, . . . , xd are the points of a general hyperplane section of C ⊆ PH0(L), from the
exact sequence
0 −→
⊕
i∈{1,...,d−g−1}
OC(xi) −→ QL −→ OC(xd−g + . . .+ xd) −→ 0.
we conclude that it would be enough to prove:
h1(η(xi)) = 0 and h
1(η(xd−g + . . .+ xd)) = 0
for η ∈ Picg−2(C) general. Now for every i ∈ {1, . . . , d−g−1}, η(xi) is a general line
bundle of degree g−1, so h1(η(xi)) = 0. On the other hand deg η(xd−g+. . .+xd) ≥
2g − 1, so clearly h1(η(xd−g + . . .+ xd)) = 0.
For condition (ii) one needs a different argument. By twisting the defining
sequence of QL:
0 −→ L−1 −→ H0(L)∗ ⊗OC −→ QL −→ 0
by η ∈ Picg−3(C) general and taking cohomology, we see that (ii) holds if and only
if the map
α∗ : H1(L−1 ⊗ η)→ H0(L)∗ ⊗H1(η)
is injective, or dually if and only if the cup-product map
α : H0(L)⊗H0(ωC ⊗ η−1)→ H0(L⊗ ωC ⊗ η−1)
is surjective. We make the following:
Claim. |ωC ⊗ η−1| is a base point free pencil.
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Assuming this for the time being, one can apply the Base Point Free Pencil
Trick (see [ACGH] III §3) to conclude that
Ker α = H0(L⊗ ω−1C ⊗ η).
But L ⊗ ω−1C ⊗ η is a general line bundle of degree d − g − 1 ≥ g − 1 and so
h1(L⊗ω−1C ⊗ η) = 0. By Riemann-Roch this means h0(L⊗ω−1C ⊗ η) = d− 2g. On
the other hand h0(L) = d− g+1, h0(ωC ⊗ η−1) = 2 and h0(L⊗ωC ⊗ η−1) = d+2,
so α must be surjective.
We are only left with proving the claim. Since η ∈ Picg−3(C) is general,
h0(η) = 0, and so we easily get:
h0(ωC ⊗ η−1) = h1(η) = g − 1− (g − 3) = 2.
Also, for every p ∈ C, η(p) ∈ Picg−2(C) is general, hence still noneffective. Thus:
h0(ωC ⊗ η−1(−p)) = h1(η(p)) = g − 1− (g − 2) = 1.
This implies that |ωC ⊗ η−1| is base point free.
(b) Here we follow an argument in [Po] leading to the required nonvanishing
statement. First note that it is clear from (1) that for every i with 1 ≤ i ≤ d−g−1
there is an inclusion
OC(x1 + . . .+ xi) →֒ ∧iQL,
where x1, . . . , xi are general points on C. This immediately implies that
h0(∧iQL ⊗OC(Ei −Di)) 6= 0,
where Ei and Di are general effective divisors on C of degree i. On the other hand
we use the fact (see e.g. [ACGH] Ex. V. D) that every line bundle ξ ∈ Pic0(C)
can be written as a difference
ξ = OC(E⌊ g+1
2
⌋ −D⌊ g+1
2
⌋),
which means that
h0(∧⌊ g+12 ⌋QL ⊗ ξ) 6= 0, ∀ξ ∈ Pic0(C) general .
Now by Serre duality:
H0(∧iQL ⊗ ξ) ∼= H1(∧iML ⊗ ωC ⊗ ξ−1)∗,
so that Corollary 1.8 easily implies that C does not satisfy MRC for i = ⌊g+1
2
⌋
as long as 2g − 2 ≥ g − 1 + di
d−g
. A simple computation gives then the stated
conclusion. 
Remark 2.3. Motivation for the argument in (b) above was quite surprisingly
provided by the study [Po] of the base locus of the determinant linear series on the
moduli space SUC(r) of semistable bundles of rank r and trivial determinant on a
curve C. In fact this argument produces explicit base points for the determinant
linear series under appropriate numerical conditions.
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Remark 2.4. The technique in Theorem 2.2 (b) can be extended to produce
examples of higher dimensional varieties for which appropriate choices of γ force
the failure of MRC for general sets of γ points. More precisely, the varieties in
question are projective bundles PE → C over a curve C, associated to very ample
vector bundles E on C of arbitrary rank and large degree, containing sub-line
bundles of large degree. Using the interpretation given in Proposition 1.6, the
problem is reduced to a cohomological question about the exterior powers ∧iME ,
where ME is defined analogously as the kernel of the evaluation map
0 −→ME −→ H0(E)⊗OX −→ E −→ 0.
This question is then treated essentially as above, and we do not enter into details.
Unfortunately once a bundle E of higher rank is fixed, this technique does not seem
to produce couterexamples for arbitrarily large values of γ, as in the case of line
bundles. Such examples would be very interesting, in light of the asymptotically
nice behavior of general points in Pn (cf. [HS]).
Finally we turn to the case of canonical curves with the goal of providing an
introduction to the main result in Section 3. Let C be a nonhyperelliptic curve of
genus g, V = H0(ωC) and C →֒ PV ≃ Pg−1 the canonical embedding. We note
here that an argument similar to Theorem 2.2 (a) immediately implies IGC for C.
This will be later subsumed in the general Theorem 3.1.
Proposition 2.5. IGC holds for the canonical curve C.
Proof. The argument is similar (and in fact simpler) to the proof of (ii) in Theorem
2.2 (a). In this case, again by interpreting Proposition 1.6 (se Remark 1.9 IGC
holds if and only if
H0(Q⊗ ξ) = 0 for ξ ∈ Picg−3(C) general.
This is in turn equivalent to the surjectivity of the multiplication map:
H0(ωC)⊗H0(ωC ⊗ ξ−1)→ H0(ω⊗2C ⊗ ξ−1),
which is again a quick application of the Base Point Free Pencil Trick. 
The geometric picture in the present case of canonical curves can be described
a little more precisely. In fact, for ξ ∈ Picg−3(C), we have
µ(Q⊗ ξ) = g − 1,
where µ(E) := deg (E)/rk (E) denotes in general the slope of the vector bundle E.
By standard determinantal results, the subset
ΘQ := {ξ | h0(Q⊗ ξ) 6= 0} ⊆ Picg−3(C)
is either a divisor or the whole variety. The statement of IGC is then equivalent
to saying that ΘQ is indeed a divisor in Pic
g−3(C) (one says that Q has a theta
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divisor). A simple filtration argument based on the sequence (3) above shows that
in fact
ΘQ = Cg−2 − C := {OC(p1 + . . .+ pg−2 − q) | p1, . . . , pg−2, q ∈ C},
which has already been observed by Paranjape and Ramanan in [PR] A general-
ization of this observation to the higher exterior powers ∧iQ will be the starting
point for our approach to proving MRC for canonical curves in what follows.
3. MRC for canonical curves
In this section C will be a canonical curve, i.e. a smooth curve of genus
g embedded in Pg−1 by the canonical linear series |ωC | (in particular C is not
hyperelliptic). Our goal is to prove the following:
Theorem 3.1. If C is a canonical curve, then C satisfies MRC.
Remark 3.2. In fact, since C is canonically embedded, its regularity is m = 4,
and as g ≥ 3 we always have PC(m) = 7(g − 1) ≥ g. Thus the statement means
that MRC holds for every γ ≥ PC(m).
The general condition required for a curve to satisfy MRC which was stated
in Corollary 1.8 (see also Remark 1.10) takes a particularly clean form in the case
of canonical embeddings. We restate it for further use.
Lemma 3.3. Let C be a canonical curve. Then C satisfies MRC if and only if,
for all 1 ≤ i ≤ g−1
2
we have
h0(∧iM ⊗ η) = h1(∧iM ⊗ η) = 0, for η ∈ Picg+2i−1(C) general,
or equivalently
(∗) h0(∧iQ⊗ ξ) = h1(∧iQ⊗ ξ) = 0, for ξ ∈ Picg−2i−1(C) general.
Remark 3.4. Note that µ(Q) = 2, so µ(∧iQ) = 2i ∈ Z. This means that the
condition (∗) in Lemma 3.3 is equivalent to saying that ∧iQ has a theta divisor
(in Picg−2i−1(C)), which we denote Θ∧iQ. In other words, the set defined by
Θ∧iQ := {ξ ∈ Picg−2i−1(C) | h0(∧iQ⊗ ξ) 6= 0}
with the scheme structure of a degeneracy locus of a map of vector bundles of the
same rank is an actual divisor as expected (cf. [ACGH] II §4).
Hyperelliptic curves. Note that the statement (∗) in Lemma 3.3 makes sense
even for hyperelliptic curves. Again Q is the dual of M , where M is the kernel of
the evaluation map for the canonical line bundle. Therefore we will say slightly
abusively that MRC is satisfied for some smooth curve of genus g ≥ 2 if (∗) is
satisfied for all i, 1 ≤ i ≤ (g − 1)/2. In fact, the hyperelliptic case is the only one
for which we can give a direct argument.
Proposition 3.5. MRC holds for hyperelliptic curves.
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Proof. We show that for every i, h0(∧iQ ⊗ ξ) = 0, if ξ ∈ Picg−2i−1(C) is general.
Since C is hyperelliptic, we have a degree two morphism f : C → P1 and if
L = f ∗(O
P
1(1)), then ωC = L
g−1. Therefore the morphism f˜ : C −→ Pg−1
defined by ωC is the composition of the Veronese embedding P
1 →֒ Pg−1 with f .
Note that we have M = f˜ ∗(Ω
P
g−1(1)).
Since on P1 we have the exact sequence:
0 −→ O
P
1(−1)⊕(g−1) −→ H0(O
P
1(g − 1))⊗O
P
1 −→ O
P
1(g − 1) −→ 0,
we get M ≃ (L−1)⊕(g−1). Therefore for every i, we have
∧iQ ≃ (Li)⊕(g−1i ).
Now if ξ ∈ Picg−2i−1(C) is general, then ξ ⊗ Li is a general line bundle of degree
g − 1 and so h0(∧iQ⊗ ξ) = 0. 
Theta divisors and difference varieties for a fixed curve. We noted above
that MRC is satisfied for C if and only if Θ∧iQ is a divisor. We now identify
precisely what the divisor should be, assuming that this happens. (At the end
of the day this will hold for all canonical curves.) Recall that by general theory,
whenever a divisor, Θ∧iQ belongs to the linear series |
(
g−1
i
)
Θ|, where we slightly
abusively denote by Θ a certain theta divisor on Picg−2i−1(C) (more precisely ΘN ,
where N is a
(
g−1
i
)
-th root of det(∧iQ)).
From now on we always assume that we are in this situation. The Picard
variety Picg−2i−1(C) contains a difference subvariety Cg−i−1 − Ci defined as the
image of the difference map
φ : Cg−i−1 × Ci −→ Picg−2i−1(C)
(x1 + . . .+ xg−i−1, y1 + . . .+ yi)→ OC(x1 + . . .+ xg−i−1 − y1 − . . .− yi).
The geometry of the difference varieties has interesting links with the geometry of
the curve [Lz2] and [ACGH] (see below). The key observation is that our theta
divisor is nothing else but the difference variety above.
Proposition 3.6. For every smooth curve C of genus g, we have
Cg−i−1 − Ci ⊆ Θ∧iQ.
Moreover, if C is nonhyperelliptic and Θ∧iQ is a divisor, then the above inclusion
is an equality.
We start with a few properties of the difference varieties, which for instance
easily imply that Cg−i−1 −Ci is a divisor. More generally, we study the difference
variety Ca − Cb, a ≥ b, defined analogously. Note that this study is suggested in
a series of exercises in [ACGH] Ch.V.D and Ch.VI.A in the case a = b, but the
formula in V.D-3 there giving the cohomology class of Ca − Ca is unfortunately
incorrect, as we first learned from R. Lazarsfeld. The results we need are collected
in the following:
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Proposition 3.7. (a) Assume that 1 ≤ b ≤ a ≤ g−1
2
. Then the difference map:
φ : Ca × Cb −→ Ca − Cb ⊆ Pica−b(C)
is birational onto its image if C is nonhyperelliptic. When C is hyperelliptic, φ has
degree
(
a
b
)
2b onto its image.
(b) If C is nonhyperelliptic, the cohomology class ca,b of Ca − Cb in Pica−b(C) is
given by
ca,b =
(
a + b
a
)
θg−a−b,
where θ is the class of a theta divisor.
Assuming this, the particular case a = g − i − 1 and b = i quickly implies
the main result.
Proof. (of Proposition 3.6) From Proposition 3.7 (b) we see that if C is nonhyper-
elliptic, then the class of Cg−i−1 − Ci is given by:
cg−i−1,i =
(
g − 1
i
)
θ.
On the other hand, as Θ∧iQ is associated to the vector bundle ∧iQ, if it is a divisor,
then its cohomology class is
(
g−1
i
)
θ (recall that Θ∧iQ has the same class as
(
g−1
i
)
Θ).
As in this case both Θ∧iQ and Cg−i−1−Ci are divisors, in order to finish the proof
of the proposition it is enough to prove the first statement.
To this end, we follow almost verbatim the argument in Theorem 2.2 (b).
Namely, the filtration (2) in §2 implies that for every i ≥ 1 there is an inclusion:
OC(x1 + . . .+ xi) →֒ ∧iQ,
where x1, . . . , xi are general points on C. This means that
h0(∧iQ⊗OC(Eg−i−1 −Di)) 6= 0
for all general effective divisors Eg−i−1 of degree g− i−1 and Di of degree i, which
gives the desired inclusion. 
We are left with proving Proposition 3.7. This follows by more or less stan-
dard arguments in the study of Abel maps and Poincare´ formulas for cohomology
classes of images of symmetric products.
Proof. (of Proposition 3.7) (a) This is certainly well known (cf. [ACGH] Ch.V.D),
and we do not reproduce the proof here.
(b) Assume now that C is nonhyperelliptic, so that
φ : Ca × Cb −→ Ca − Cb
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is birational onto its image. For simplicity we will map everything to the Jacobian
of C, so fix a point p0 ∈ C and consider the commutative diagram:
Ca+b
ψ
xxrr
rr
rr
rr
rr α
%%J
JJ
JJ
JJ
JJ
Ca × Cb φ // Ca − Cb
−(a−b)p0
// J(C)
where Ca+b is the (a+b)-th cartesian product of the curve and the maps are either
previously defined or obvious. We will in general denote by [X ] the fundamental
class of the compact variety X . Since ψ clearly has degree a! · b!, and since φ is
birational by (a), we have:
α∗[C
a+b] = a! · b! · ca,b.
This means that it is in fact enough to prove that α∗[C
a+b] = (a+ b)! · θg−a−b, and
note that (a + b)! · θg−a−b is the same as the class u∗[Ca+b], where u is the usual
Abel map:
u : Ca+b −→ J(C)
(x1, . . . , xa+b)→ OC(x1 + . . .+ xa+b − (a+ b)p0).
The last statement is known as Poincare´’s formula (see e.g. [ACGH] I §5). We are
now done by the following lemma, which essentially says that adding or subtracting
points is the same when computing cohomology classes. 
Lemma 3.8. Let u, α : Ca+b −→ J(C) defined by:
u(x1, . . . , xa+b) = OC(x1 + . . .+ xa+b − (a+ b)p0)
and
α(x1, . . . , xa+b) = OC(x1 + . . .+ xa − xa+1 − . . .− xa+b − (a− b)p0).
Then u∗[C
a+b] = α∗[C
a+b] ∈ H2(g−a−b)(J(C),Z).
Proof. For simplicity, in this proof only, we will use additive divisor notation,
although we actually mean the associated line bundles. Consider the auxiliary
maps:
u0 : C
a+b −→ J(C)a+b
(x1, . . . , xa+b)→ (x1 − p0, . . . , xa+b − p0),
α0 : C
a+b −→ J(C)a+b
(x1, . . . , xa+b)→ (x1 − p0, . . . , xa − p0, p0 − xa+1, . . . , p0 − xa+b)
and the addition map:
a : J(C)a+b −→ J(C)
(ξ1, . . . , ξa+b)→ ξ1 + . . .+ ξa+b.
Then one has:
u = au0 and α = aα0 = aµu0,
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where µ is the isomorphism
µ : J(C)a+b −→ J(C)a+b
(ξ1, . . . , ξa+b)→ (ξ1, . . . , ξa,−ξa+1, . . . ,−ξa+b).
Now the statement follows from the more general fact that µ induces an isomor-
phism on cohomology. This is in turn a simple consequence of the fact that the
involution x→ −x induces the identity on H1(J(C),Z). 
Remark 3.9. The equality in Proposition 3.6 holds set-theoretically also for hy-
perelliptic curves. Indeed, we have the inclusion Cg−i−1−Ci ⊆ Θ∧iQ, and we have
seen in the proof of Proposition 3.5 that Θ∧iQ is irreducible (with the reduced
structure, it is just a translate of the usual theta divisor).
General canonical curves. Since we have seen that MRC holds for hyperelliptic
curves, a standard argument shows that it holds for general canonical curves. In
fact, our previous result about the expected form of the theta divisors Θ∧iQ allows
us to say something more precise about the set of curves in Mg which might not
satisfy MRC.
Proposition 3.10. For every i, the set of curves {[C] ∈Mg | Θ∧iQC = Picg−2i−1(C)}
is either empty or has pure codimension one. In particular, the same assertion is
true for the set of curves in Mg which do not satisfy MRC.
Proof. As the arguments involved are standard we will just sketch the proof.
Start by considering, for a given d ≥ 2g + 1, the Hilbert scheme H of curves
in Pd−g with Hilbert polynomial P (T ) = d T + 1 − g and U ⊆ H the open subset
corresponding to smooth connected nondegenerate curves.
Let f : Z −→ U be the universal family over U , which is smooth of relative
dimension 1, and ωZ/U ∈ Pic(Z) the relative cotangent bundle. By base change
there is an exact sequence
0 −→ Q∨ −→ f ∗f∗ωZ/U −→ ωZ/U −→ 0,
where Q is a vector bundle on Z such that if u ∈ U corresponds to a curve C = Zu
(in a suitable embedding), then Q|Zu ≃ QC .
The usual deformation theory arguments show that H is smooth and has
dimension (d− g + 1)2 + 4(g− 1). Moreover, the universal family Z defines a sur-
jective morphism π : U −→Mg whose fibers are irreducible and have dimension
(d− g + 1)2 + g − 1. It is immediate to see from this that U is connected.
Fix now l such that d = (g − 2i− 1) + l(2g − 2) ≥ 2g + 1. Consider U and
Z as above and let F := ∧iQ⊗ ω−lZ/U ⊗ p∗OPd−g(1), where p is the composition of
the inclusion Z →֒ U ×Pd−g and the projection onto the second factor.
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We consider also the closed subset of U :
D1 = {u ∈ U | h0(F|Zu) ≥ 1}.
It is clear by definition that π−1([C]) ⊆ D1 if and only if Θ∧iQC = Picg−2i−1(C).
In particular, Proposition 3.5 implies that D1 6= U .
D1 is the degeneracy locus of a morphism between two vector bundles of the
same rank. Indeed, if H ⊂ Pd−g is a hyperplane, H˜ = p−1H , and r ≫ 0, then D1
is the degeneracy locus of
f∗(F ⊗OZ(rH˜)) −→ f∗(F ⊗OrH˜(rH˜)).
Note that these are both vector bundles of rank rd
(
g−1
i
)
(we use base change and
the fact that by Corollary 3.5 in [PR], for every smooth curve C, the bundle QC
is semistable). We therefore conclude that D1 is a divisor on U .
On the other hand, it is easy to see that the set
D2 = {u ∈ U | OZu(1)⊗ ω−lZu ∈ (Zu)g−i−1 − (Zu)i}
is closed. Moreover, Proposition 3.6 (see also Remark 3.9) shows that D2 ⊆ D1,
and if π−1([C]) 6⊆ D1, then π−1([C]) ∩ D1 = π−1([C]) ∩ D2.
Let S be the set of irreducible components of D1 which are not included in
D2. Using the fact that π has irreducible fibers, all of the same dimension, it is
easy to see that if Y ∈ S, then π(Y ) is closed in Mg, that it is in fact a divisor,
and Y = π−1(π(Y )). Moreover, the locus of curves in Mg for which Θ∧iQ is not a
divisor is ∪Y ∈Sπ(Y ), which proves the proposition. 
The class of the degeneracy locus on Mg,g+1. We first fix the notation. We
will denote by M0g the open subset of Mg which corresponds to curves with no
nontrivial automorphisms. From now on we assume that g ≥ 4, since for g = 3
MRC is equivalent to IGC, which is the content of Proposition 2.5. Thus M0g
is nonempty and its complement has codimension g − 2 ≥ 2 (see [HaMo] pg.37),
so working with this subset will not affect the answers we get for divisor class
computations on Mg or Mg,n.
In this case we have a universal family over M0g denoted by C0g and for every
n ≥ 1, the open subset ofMg,n lying overM0g (which we denote byM0g,n) is equal
to the fiber product (×M0gC0g )n minus all the diagonals. We assume that n ≥ g+1.
Consider the following cartezian diagram:
X q−−−→ M0g,nyf yh
C0g p−−−→ M0g
in which all the morphisms and varieties are smooth and p (hence also q) is proper.
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Let ω ∈ Pic(C0g ) be the relative canonical line bundle for p, E = p∗(ω) the
Hodge vector bundle and Q the rank g − 1 vector bundle on C0g such that Q∨
is the kernel of the evaluation map p∗E −→ ω. For every [C] ∈ M0g, we have
Q|p−1([C]) ≃ QC .
The projection on the j-th factor pj : M0g,n −→ C0g induces a section qj :
M0g,n −→ X of q. If Ej = Im(qj), then Ej is a relative divisor overM0g,n. Consider
the following vector bundle on X :
E = ∧if ∗Q
(
g−i∑
j=1
Ej −
g+1∑
j=g−i+1
Ej
)
and let Z = {u ∈M0g,n| h0(E|Xu) ≥ 1}.
The algebraic set Z comes equipped with a natural stucture of degeneracy
locus. Suppose for example that Y is a sum of m divisors Ej (possibly with
repetitions), where m≫ 0. In this case, Z is the degeneracy locus of the morphism
F := q∗(E ⊗OX (Y )) −→ F ′ := q∗(E ⊗ OX (Y )|Y ).
This scheme structure does not depend on the divisor Y we have chosen. In fact,
it is the universal subscheme over which the 0-th Fitting ideal of the first higher
direct image of E becomes trivial (see e.g. [ACGH] Ch.IV §3 for the proof of an
analogous property). Note that Z is a divisor and not the whole space, since by
Proposition 3.10 we know that for a general curve C, there is ξ ∈ Picg−2i−1(C)
such that H0(∧iQC ⊗ ξ) = 0 (note also that the difference map Cg−i × C i+1 −→
Picg−2i−1(C) is surjective, cf. [ACGH] Ch.V.D).
We will use the notation λ = c1(h
∗(E)), ψj = c1(p
∗
j(ω)), and Ψx =
∑g−i
j=1 ψj
and Ψy =
∑g+1
j=g−i+1 ψj . It is well known that λ together with ψj , 1 ≤ j ≤ n, form
a basis for Pic(M0g,n)Q.
Proposition 3.11. With the above notation, for every n ≥ g + 1, the class of Z
in Pic(M0g,n)Q is given by
(3) [Z] = −
((
g − 1
i
)
− 10
(
g − 3
i− 1
))
λ+
(
g − 2
i
)
Ψx +
(
g − 2
i− 1
)
Ψy.
Proof. Note that the pull-back of divisors induced by the projection to the first (g+
1) components induces injective homomorphisms Pic(M0g,g+1)Q →֒ Pic(M0g,n)Q.
From the universality of the scheme structure on Z it follows that the computation
of c1(Z) is independent of n. Therefore we may assume that n is large enough, so
that in defining the scheme structure of Z as above, we may take Y =∑nj=g+2Ej .
We introduce also the notation Ψz =
∑n
j=g+2 ψj.
As a degeneracy locus, the class of Z is given by c1(F ′)− c1(F). It is clear
that we have Ej ∩El = ∅ if j 6= l and via Ej ≃M0g,n, we have OEj(−Ej) ≃ p∗j (ω).
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Since Q∨ is the kernel of the evaluation map for ω, we get
(4) c1(f
∗Q) = f ∗(c1(ω))− q∗(λ).
Before starting the computation of c1(F) and c1(F ′), we record the following
well-known formulas for Chern classes.
Lemma 3.12. Let R be a vector bundle of rank n on a variety X and L ∈ Pic(X).
(i) c1(R⊗ L) = c1(R) + nc1(L).
(ii) c2(R ⊗ L) = c2(R) + (n− 1)c1(R)c1(L) +
(
n
2
)
c1(L)
2.
(iii) c1(∧iR) =
(
n−1
i−1
)
c1(R), if n ≥ 2 and 1 ≤ i ≤ n.
(iv) c2(∧iR) = 12
(
n−1
i−1
) ((
n−1
i−1
)− 1) c1(R)2 + (n−2i−1)c2(R), if n ≥ 3 and 1 ≤ i ≤ n.
From the previous discussion and Lemma 3.12 (i) and (iii), we get
c1(q∗(E ⊗ OEj (Y ))) = −
(
g − 2
i− 1
)
λ−
(
g − 2
i
)
ψj ,
from which we deduce
c1(F ′) = −(n− g − 1)
(
g − 2
i− 1
)
λ−
(
g − 2
i
)
Ψz.
In order to compute c1(F), we apply the Grothendieck-Riemann-Roch for-
mula for q and E(Y ) (see [Fu] 15.2). Note that the varieties are smooth and q is
smooth and proper. Moreover, since we assume n ≫ 0, we have Rjq∗(E(Y )) = 0,
for j ≥ 1. Therefore we get
ch(q∗(E(Y ))) = q∗(ch(E(Y )) · td(f ∗ω−1)).
From this we deduce
(∗) c1(F) = q∗
(
1
2
c1(E(Y ))2 − c2(E(Y ))− 1
2
f ∗c1(ω) · c1(E(Y )) + 1
12
(
g − 1
i
)
f ∗c1(ω)
2
)
.
We compute now each of the classes involved in the above equation. In order
to do this we need to know how to make the push-forward of the elementary classes
on X . We list these rules in the following:
Lemma 3.13. With the above notation, we have
(i) q∗(f
∗c1(ω)
2) = 12λ.
(ii) q∗(q
∗λ · f ∗c1(ω)) = (2g − 2)λ.
(iii) q∗q
∗(λ2) = 0.
(iv) q∗(c1(Ej) · q∗λ) = λ.
(v) q∗(c1(Ej) · f ∗c1(λ)) = ψj.
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(vi) q∗q
∗c2(h
∗E) = 0.
(vii) q∗(c1(Ej)
2) = −ψj.
Proof of Lemma 3.13. The proof of (i) is analogous to that of the relation p∗(c1(ω)
2) =
12λ (see [HaMo] §3E). The other formulas are straightforward. 
Using Lemma 3.12 (i) and (iii) and the formula (4) for c1(f
∗Q), we deduce
that
c1(E(Y )) =
(
g − 2
i− 1
)
(f ∗c1(ω)−q∗λ)+
(
g − 1
i
)( g−i∑
j=1
c1(Ej)−
g+1∑
j=g−i+1
c1(Ej) +
n∑
j=g+2
c1(Ej)
)
.
Applying Lemma 3.13, we get
q∗(c1(E(Y ))2/2) =
(
(8− 2g)
(
g − 2
i− 1
)2
− (n− 2i− 2)
(
g − 2
i− 1
)(
g − 1
i
))
λ+
(
g − 2
i− 1
)(
g − 1
i
)
(Ψx −Ψy +Ψz)− 1
2
(
g − 1
i
)2
(Ψx +Ψy +Ψz).
From the above formula for c1(E(Y )) and Lemma 3.13, we get
q∗
(
−1
2
f ∗c1(ω) · c1(E(Y ))
)
= (g − 7)
(
g − 2
i− 1
)
λ− 1
2
(
g − 1
i
)
(Ψx −Ψy +Ψz).
Lemma 3.13 (i) gives
q∗
(
1
12
(
g − 1
i
)
f ∗c1(ω)
2
)
=
(
g − 1
i
)
λ.
From the defining exact sequence of Q∨ we compute
c2(f
∗Q) = q∗c2(h∗E) + f ∗c1(ω) · (f ∗c1(ω)− q∗λ).
Using now Lemma 3.12 (ii) and (iv) and Lemma 3.13, we deduce
q∗c2(E(Y )) =
(
(8− 2g)
(
g − 2
i− 1
)((
g − 2
i− 1
)
− 1
)
+ (14− 2g)
(
g − 3
i− 1
))
λ−
(n−2i−2)
(
g − 2
i− 1
)((
g − 1
i
)
− 1
)
λ+
(
g − 2
i− 1
)((
g − 1
i
)
− 1
)
(Ψx−Ψy+Ψz)−
1
2
(
g − 1
i
)((
g − 1
i
)
− 1
)
(Ψx +Ψy +Ψz).
Using these formulas and equation (∗), we finally obtain
c1(F) =
(
(2g − 14)
(
g − 3
i− 1
)
− (n + g − 2i− 3)
(
g − 2
i− 1
)
+
(
g − 1
i
))
λ−
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g − 2
i
)
(Ψx +Ψz)−
(
g − 2
i− 1
)
Ψy.
Since the class of Z is equal with c1(F ′) − c1(F), we deduce the statement
of the proposition. 
Proof of the main result. We introduce next a divisor D on Mg,g+1 which
is a global analogue of the preimage of Cg−i−1 − Ci under the difference map
Cg−i × C i+1 → Picg−2i−1(C). This is motivated by Proposition 3.6, and our goal
is roughly speaking to prove a global version of that result.
Definition 3.14. For g ≥ 3 and 1 ≤ i ≤ g−1
2
we define the divisor D onMg,g+1 to
be the locus of smooth pointed curves (C, x1, . . . , xg−i, y1, . . . yi+1) having a linear
series g1g containing x1 + · · ·+ xg−i in a fiber and y1 + · · ·+ yi+1 in another fiber.
Note that this means that we can in fact write the line bundle OC(x1+ . . .+xg−i−
y1 − . . .− yi+1) as an element in Cg−i−1 − Ci.
We consider in what follows the divisor Z, the closure in Mg,g+1 of the
divisor Z studied above (we take now n = g + 1, but as we mentioned, this does
not affect the formula for its class). In Section 4 we prove that D is reduced and
that D ≡Q−lin Z (cf. Theorem 4.1). This being granted we are in a position to
complete the proof of Theorem 3.1:
Proof of Theorem 3.1. Note that for g = 3 our assertion is just the statement
of Proposition 2.5. Thus we can assume g ≥ 4. As mentioned above D is
reduced, and from Proposition 3.6 we see that supp(D) ⊆ supp(Z). We get
that Z − D is effective, and in fact Z − D = h∗(E), where E is an effective
divisor on Mg and h : Mg,g+1 → Mg is the projection. Moreover, the map
h∗ : Pic(Mg)Q → Pic(Mg,g+1)Q is injective (cf. [AC2]), hence E ≡Q−lin 0. Since
the Satake compactification ofMg has boundary of codimension 2 (see e.g [HaMo],
pg.45) this implies E = 0, that is, Z = D. Therefore Θ∧iQC is a divisor in
Picg−2i−1(C) and the identification Θ∧iQC = Cg−i−1 − Ci holds for every nonhy-
perelliptic curve C. 
4. A divisor class computation on Mg,g+1
In this section we compute the class of the divisor D on Mg,g+1 defined
in the previous section. We start by recalling a few facts about line bundles on
Mg,n. Let us fix g ≥ 3, n ≥ 0 and a set N of n elements. Following [AC2], we
identifyMg,n with the moduli spaceMg,N of stable curves of genus g with marked
points indexed by N . We denote by πq : Mg,N∪{q} → Mg,N the map forgetting
the marked point indexed by q. For each z ∈ N we define the tautological class
ψz = c1(Lz) ∈ Pic(Mg,N)Q, where Lz is the line bundle overMg,N whose fiber over
the moduli point [C, {xi}i∈N ] is the cotangent space T ∗xz(C). Note that although
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we are using an apparently different definition, these ψ classes are the same as
those which appear in the previous section.
For 0 ≤ i ≤ g and S ⊆ N , the boundary divisor ∆i:S corresponds to the
closure in Mg,N of the locus of nodal curves C1 ∪ C2, with C1 smooth of genus
i, C2 smooth of genus g − i, and such that the marked points sitting on C1 are
precisely those labelled by S. Of course ∆i:S = ∆g−i:Sc and we set ∆0:S := 0 when
|S| ≤ 1. We also consider the divisor ∆irr consisting of irreducible pointed curves
with one node. We denote by δi:S ∈ Pic(Mg,n)Q the class of ∆i:S and by δirr that
of ∆irr. It is well known that the Hodge class λ, δirr, the ψz ’s and the δi:S’s freely
generate Pic(Mg,n)Q (cf. [AC2]).
For a smooth curve C and for a pencil g1d on C, we say that an effective
divisor E on C is in a fiber of the pencil if there exists E ′ ∈ g1d such that E ′ − E
is an effective divisor.
Recall that for g ≥ 3 and 0 ≤ i ≤ g−1
2
we have defined the divisor D on
Mg,g+1 to be the locus of curves (C, x1, . . . , xg−i, y1, . . . , yi+1) having a linear series
g
1
g containing x1 + · · · + xg−i in a fiber and y1 + · · · + yi+1 in another fiber. We
denote by D the closure of D in Mg,g+1.
The divisor D comes equipped with a scheme structure induced by the for-
getful map G → Mg,g+1. Here G is the variety parametrizing objects [C, ~x, ~y, l],
where ~x = (x1, . . . , xg−i) and ~y = (y1, . . . , yi+1) are such that [C, ~x, ~y] ∈ Mg,g+1
and l is a linear series g1g on C such that l(−
∑g−i
j=1 xj) 6= ∅ and l(−
∑i+1
j=1 yj) 6= ∅.
It is well-known that G is smooth of pure dimension 4g − 3 (see e.g. [AC1], pg.
346). Note also that there is a natural action of Sg−i×Si+1 onMg,g+1 (and hence
on G) by permuting the components of ~x and ~y separately.
The main result of the section is the following:
Theorem 4.1. The divisor D is reduced and its class in Pic(Mg,g+1)Q is
[D] = −
((g − 1
i
)
− 10
(
g − 3
i− 1
))
λ+
(
g − 2
i
)
Ψx +
(
g − 2
i− 1
)
Ψy,
where Ψx =
∑g−i
j=0 ψxj and Ψy =
∑i+1
j=0 ψyj .
We begin by proving the first part of Theorem 4.1:
Proposition 4.2. The divisor D is reduced.
Proof. Since the variety G introduced above is smooth, it suffices to show that
the projection π : G → Mg,g+1 given by π([C, ~x, ~y, l]) = [C, ~x, ~y], is generically
injective.
We pick a component X of G ×Mg,g+1 G whose general point corresponds to
a marked curve [C, ~x, ~y] ∈ Mg,g+1 together with two different base-point-free g1g’s
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on C, both containing ~x and ~y in different fibers. Clearly dim(X ) ≥ 4g − 4 and
if we show that dim(X ) ≤ 4g − 4, then we are done. For a general point in X
we denote by f1, f2 : C → P1 the induced g-sheeted maps. We may assume that
f1(~x) = f2(~x) = 0 and f1(~y) = f2(~y) = ∞. The product map f = (f1, f2) : C →
P1 ×P1 is birational onto its image and Γ = f(C) will have points of multiplicity
at least g − i and i+ 1 at a = (0, 0) and b = (∞,∞) respectively.
If S = Bl{a,b}(P
1×P1) we set γ = gl+gm−(g−i)Ea−(i+1)Eb ∈ Pic(S), where
l and m are pullbacks of the rulings on P1 × P1, and Ea, Eb are the exceptional
divisors. We denote by V (S, γ) the Severi variety of curves Y ⊂ S homologous
to γ. The discussion above shows that X lies in the closure of the image of the
rational map V (S, γ) − − > (G ×Mg,g+1 G)/Sg−i × Si+1 obtained by projecting S
onto the two factors. Thus dim(X ) ≤ dim V (S, γ)− dim Aut(S).
On the other hand an argument identical to that in [AC1], Proposition 2.4,
shows that since S is a regular surface, every irreducible component M of V (S, γ)
having dimension ≥ g + 1 is of the expected dimension provided by deformation
theory, that is, dim(M) = g − 1 − γ ·KS. Therefore dim(X ) ≤ g − 1 − γ ·KS −
dim Aut(S) = 4g − 4. 
We will prove the second part of Theorem 4.1 using degeneration techniques
and enumerative geometry.
Recap on limit linear series (cf. [EH1]). We recall that for a smooth curve
C, a point p ∈ C and a linear series l = (L, V ) with L ∈ Picd(C) and V ∈
G(r + 1, H0(L)), the vanishing sequence of l at p is obtained by ordering the set
{ordp(σ)}σ∈V , and it is denoted by
al(p) : 0 ≤ al0(p) < . . . < alr(p) ≤ d.
The weight of l at p is defined as wl(p) :=
∑r
i=0(a
l
i(p)− i).
Given a curve C of compact type, a limit grd on C is a collection of honest
linear series lY = (LY , VY ) ∈ Grd(Y ) for each component Y of C, satisfying the
compatibility condition that if Y and Z are components of C meeting at p then
alYi (p) + a
lZ
r−i(p) ≥ d for i = 0, . . . , r.
We note that limit linear series appear as limits of ordinary linear series in 1-
dimensional families of curves and there is a useful sufficient criterion for a limit
g
r
d to be smoothable (cf. [EH1], Theorem 3.4).
We will need the following enumerative result (cf. [Ha], Theorem 2.1):
Proposition 4.3. Let C be a general curve of genus g, d ≥ g+2
2
and p ∈ C a
general point.
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• The number of g1d’s on C containing (2d − g)q in a fiber, where q ∈ C is
an unspecified point, is
b(d, g) = (2d− g − 1)(2d− g)(2d− g + 1) g!
d!(g − d)! .
• If β ≥ 1, γ ≥ 1 are integers such that β + γ = 2d − g, the number of g1d’s
on C containing βp+ γq in a fiber for some point q ∈ C is
c(d, g, γ) = (γ2(2d− g)− γ) g!
d! (g − d)! .
The following simple observation will be used repeatedly:
Proposition 4.4. Fix y, z ∈ N and denote by πz : Mg,N → Mg,N−{z} the map
forgetting the marked point labelled by z. If E is any divisor class on Mg,N , then
the λ and the ψx coefficients of E are the same as those of (πz)∗(E · δ0:yz) for all
x ∈ {y, z}c.
Proof. We write E uniquely as a combination of λ, tautological classes ψy, ψz
and ψx with x ∈ {y, z}c and boundary divisors. To express (πz)∗(E · δ0:yz) in
Pic(Mg,N−{z})Q we use that (πz)∗(λ·δ0:yz) = λ, (πz)∗(ψx·δ0:yz) = ψx for x ∈ {y, z}c
and that (πz)∗(ψx ·δ0:yz) = 0 for x ∈ {y, z}. Moreover we have that (πz)∗(δi:S ·δ0:yz)
is boundary in all cases except that (πz)∗(δ
2
0:yz) = −ψy (cf. [AC2], Lemma 1.2 and
[Log], Theorem 2.3). The conclusion follows immediately. 
By a succession of push-forwards, using Proposition 4.4 we will reduce the
problem of computing the class of D to two divisor class computations in Mg,3.
The main idea is to let all the points xj and then all the points yj come together and
understand how the geometric condition defining D changes under degeneration.
Recall that by D we denote the closure of D in Mg,g+1.
We define the following sequence of divisors: starting with D = Dyi+1, for
1 ≤ j ≤ i we define inductively the divisors Dyj on Mg,g−i+j by
Dyj := (πyj+1)∗(∆0:yjyj+1 ·Dyj+1).
Loosely speaking, Dyj is obtained from Dyj+1 by letting the marked points yj and
yj+1 come together. Then we define Dxg−i := Dy1 and we let the marked points
x2, . . . , xg−i come together : for 2 ≤ j ≤ g− i−1 we define inductively the divisors
Dxj on Mg,j+1 by
Dxj := (πxj+1)∗(∆0:xjxj+1 ·Dxj+1).
Proposition 4.4 ensures that the ψx1 and the λ coefficients of [D] are the same as
those of [Dx2 ].
Proposition 4.5. The divisor Dx2 is reduced and it is the closure in Mg,3 of the
locus of those smooth pointed curves (C, x1, x2, y) for which there exists a g
1
g with
(i+ 1)y in a fiber and x1 + (g − i− 1)x2 in another fiber.
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Proof. For simplicity we will only prove that Dyi is reduced and that it is the
closure of the locus of those smooth pointed curves (C, x1, . . . , xg−i, y1, . . . , yi) for
which x1 + · · · + xg−i and y1 + · · ·+ yi−1 + 2yi are in different fibers of the same
g
1
g. Then by iteration we will get a similar statement for Dx2.
Let (X = C ∪q P1, x1, . . . , xg−i, y1, . . . , yi+1) with yi, yi+1 ∈ P1 be a general
point in a component of Dyi+1 ∩ ∆0:yiyi+1. A standard dimension count shows
that C must be smooth. There exists a limit g1g on X , say l = (lC , lP1), together
with sections σ
P
1 ∈ V
P
1 and σC , τC ∈ VC , such that div(τC) ≥ x1 + · · · + xg−i,
div(σC) ≥ y1+· · ·+yi−1, div(σP1) ≥ yi+yi+1 and moreover ordq(σP1)+ordq(σC) ≥ g
(apply [EH1], Proposition 2.2).
Clearly ordq(σP1) ≤ g − 2, hence div(σC) ≥ 2q + y1 + · · · + yi−1. The
contraction map πyi+1 collapses P
1 and identifies q and yi, so the second part of
the claim follows.
To conclude that Dyi is also reduced we use that both Dyi+1 and ∆0:yiyi+1 are
reduced and that they meet transversally. This is because the limit g1g we found on
X is smoothable in such a way that all ramification is kept away from the nodes
(cf. [EH1], Proposition 3.1), hence the tangent spaces to Dyi and ∆0:yiyi+1 at the
intersection point (X,~x, ~y) cannot be equal. 
In a similar way, by letting first all xj with 1 ≤ j ≤ g − i and then all yj
with 2 ≤ j ≤ i+1 coalesce, we obtain a reduced divisor Dy2 on Mg,3 which is the
closure of the locus of smooth curves (C, x, y1, y2) having a g
1
g with (g − i)x and
y1+ iy2 in different fibers. Moreover, the λ and the ψy1 coefficients of [D] coincide
with those of [Dy2 ]. Once more applying Proposition 4.4 it follows that the λ and
the ψy1 coefficients of [Dy2 ] are the same as those of (πx)∗([Dy2 ] · δ0:xy2). Similarly,
the ψx1 coefficient of [Dx2] is the same as that of (πy)∗([Dx2] · δ0:x2y).
Proposition 4.6. We have that
(πx)∗(Dy2 ·∆0:xy2) =
i∑
j=0
Yj,
where for j < i the reduced divisor Yj is the closure in Mg,2 of the locus of curves
(C, y1, y2) having a g
1
g−j with (g−2j−1)y2+y1 in a fiber, while the reduced divisor
Yi consists of curves (C, y1, y2) with a g
1
g−i having (g − 2i)y2 in a fiber (and no
condition on y1).
Proof. Once again, let (X = C ∪q P1, x, y1, y2) be a point in Dy2 ∩ ∆0:xy2 , with
y1 ∈ C and x, y2 ∈ P1. Then there exists a limit g1g, say l = (lC , lP1) on X together
with sections σ
P
1 , τ
P
1 ∈ V
P
1 and σC ∈ VC such that div(σP1) ≥ iy2, div(τP1) ≥
(g − i)x, div(σC) ≥ y1 and moreover ordq(σP1) + ordq(σC) ≥ g.
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The Hurwitz formula on P1 and the condition defining a limit linear series
give that wlC (q) ≥ wlP1 (x)+wlP1 (y2) ≥ g−2. On the other hand, since (X, x, y1, y2)
moves in a family of dimension ≥ 3g − 2 it follows that (C, q) also moves in a
family of dimension ≥ 3g − 3 in Mg,1 (i.e. codimension ≤ 1). Since according to
[EH2], Theorem 1.2, the locus of pointed curves [C, q] ∈ Mg,1 carrying a g1g having
w(q) ≥ g has codimension ≥ 2, we get wlC(q) ≤ g− 1. There are two possibilities:
i) wlC(q) = g − 2. Let us denote j = alC0 (q), hence alC1 (q) = g − 1 − j
and alCk (q) + a
l
P1
1−k(q) = g for k = 0, 1. Therefore j + 1 = a
l
P1
0 (q) ≤ ordq(τP1) ≤ i.
Moreover, since ordq(σP1) ≤ g−i ≤ g−j−1, we obtain that ordq(σC) ≥ j+1, hence
div(σC) ≥ y1+ (g− 1− j)q, that is, lC(−jq) is a g1g−j on C with (g− 2j− 1)q+ y1
in a fiber, or equivalently [C, y1, q] ∈ Yj, where 0 ≤ j ≤ i− 1.
To see that conversely
⋃i−1
j=0 Yj ⊆ (πx)∗(Dy2 ·∆0:xy2) we pick a general pointed
curve (C, y1, q) having a g
1
g−j with (g − 2j − 1)q + y1 in a fiber and we construct
a Harris-Mumford admissible covering f : X ′ → B of degree g, where X ′ is a
curve semistably equivalent to X defined as above, and B = (P1)1 ∪t (P1)2 is the
transversal union of two lines (see Fig. 1): we take f|C : C → (P1)1 to be the
degree g− j covering such that (g−2j−1)q+ y1 ⊆ f ∗|C(t), while f|P1 : P1 → (P1)2
is the degree g− j − 1 map containing (g− i)x and iy2 in different fibers and with
(g − 2j − 1)q in the fiber over t. It is clear that there is a unique such g1g−j−1 on
P1. Furthermore, at y1 we insert a rational curve R mapping isomorphically onto
(P1)2 and at the remaining j points in f
−1
|C (t) − {y1, q} we insert rational curves
mapping with degree 1 onto (P1)2 while at the g−j points in f−1|P1(t)−{q} we insert
copies of P1 mapping isomorphically onto (P1)1. We denote the resulting curve by
X ′. If y′1 = f
−1
|R (f(y2)), then (X
′, x, y′1, y2) is stably equivalent to (X, x, y1, y2) and
iy2 + y
′
1 and (g − i)x appear in distinct fibers of the g-sheeted map f : X ′ → B.
Thus we get that [X, x, y1, y2] ∈ Dy2 ∩∆0:xy2.
ii) wlC(q) = g−1. We denote alC (q) = alP1 (q) = (j, g−j). Since ordq(τP1) ≤ i
we get that j ≤ i. Now wlC(q) = g − 1 is already a codimension 1 condition on
Mg,1, so it follows that ordq(σC) = j, hence div(σP1) ≥ (g− j)q + iy2. This yields
i = j and div(σ
P
1) = (g − i)q + iy2. We thus get that [C, y1, q] ∈ Yi.
Conversely, given (C, y1, q) ∈Mg,2 together with a g1g−i on C with (g − 2i)q
in a fiber, we construct a degree g admissible covering f : X ′ → (P1)1 ∪t (P1)2,
which will prove that [C, q, y2] ∈ (πx)∗(Dy2 ·∆0:xy2): we first take f|C : C → (P1)1
of degree g − i with (g − 2i)q ⊆ f ∗|C(t). Then f|P1 : P1 → (P1)2 is of degree g − i,
completely ramified at x and with f−1
|P1
(t) = (g−2i)q+ iy2. At y2 ∈ P1 we insert a
rational curve R which we map i : 1 to (P1)1 such that we have total ramification
both at y2 and at the point y
′
2 ∈ R characterized by f|C(y1) = f|R(y′2). Finally,
at each of the points in f−1|C (t)− {q} we insert a P1 which we map isomorphically
onto (P1)2.
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Thus we have proved that supp(πx)∗(Dy2 · ∆0:xy2) = ∪ij=0supp(Yj). The
conclusion now follows if we notice that Dy2 is reduced and all admissible coverings
we constructed are smoothable, hence Dy2 ·∆0:xy2 is reduced too. 
We have thus reduced the problem of computing [D] to that of computing
the class of all divisors Yj on Mg,2 for 0 ≤ j ≤ i.
Proposition 4.7. For 0 ≤ j ≤ i we have the following relations in Pic(Mg,2)Q:
Yj ≡lin ajλ+ b1jψy1 + b2jψy2 , where
aj = −g − 2j
g
(
g
j
)
+
10(g − 2j)
g − 2
(
g − 2
j − 1
)
for all 0 ≤ j ≤ i,
b1j =
g − 2j − 1
g − 1
(
g − 1
j
)
when j ≤ i− 1, b1i = 0, b2i = (g − 2i)
3 − (g − 2i)
2g − 2
(
g
i
)
b2j =
(g − 2j − 1)(g3 − g2 − 4g2j + 4j2g + 2jg − 2j)(g − 2)!
2j!(g − 1)! for j ≤ i− 1.
Proof. We will compute the class of Yj when j ≤ i−1. The class of Yi is computed
similarly. Let us write the following relation in Pic(Mg,2)Q:
Yj ≡lin ajλ+ b1jψy1 + b2jψy2 − cjδ0:y1y2 + ( other boundary terms ).
We use the method of test curves to determine the coefficients aj , b1j and b2j , that
is, we intersect the classes appearing on both sides of the previous relation with
curves inside Mg,2. By computing intersection numbers we obtain linear relations
between the coefficients aj , b1j , b2j .
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By Proposition 4.5 we have that
(5) Zj := (πy2)∗(Yj ·∆0:y1y2) ≡lin ajλ+ cjψy1 + ( boundary ).
Using the same reasoning as in Proposition 4.5, we obtain that Zj is the closure
in Mg,1 of the locus of curves (C, y1) carrying a g1g−j with (g − 2j)y1 in a fiber.
In order to determine the coefficient cj we intersect both sides of (5) with
a general fiber F of the map Mg,1 → Mg: we get that cj = Zj · F/ψy1 · F =
b(g − j, g)/(2g − 2) (cf. Proposition 4.3).
To determine b1j and b2j we use two test curves in Mg,2: first, we fix a
general curve C of genus g and we obtain a family C[1] = {(C, y1, y2)}y1∈C , by
fixing a general point y2 ∈ C and letting y1 vary on C. From (5), clearly C[1] ·
Zj = (2g − 1)b1j + b2j − cj. On the other hand, according to Proposition 4.3
C[1] · Zj = c(g − j, g, 1).
For a new relation between b1j and b2j we use the test curve C[2] = {(C, y1, y2)}y2∈C
in Mg,2, where this time y1 is a fixed general point while y2 varies on C. We have
the equation (2g − 1)b2j + b1j − cj = C[2] · Zj = c(g − j, g, g− 2j − 1), and since cj
is already known we get in this way both b1j and b2j .
We are only left with the computation of aj . From [EH2], Theorem 4.1 we
know that the class of Zj is a linear combination of the Brill-Noether class and of
the class of the divisor of Weierstrass points, that is, Zj ≡lin µBN + νW, where
BN := (g + 3)λ− g + 1
6
δirr −
g−1∑
i=1
i(g − i)δi:y1 and
W := −λ+ g(g + 1)
2
ψy1 −
g−1∑
i=1
(
g − i+ 1
2
)
δi:y1.
We already know that ν = 2cj/(g(g+1)). To determine µ we use the following test
curve in Mg,1: we take a general curve B of genus g − 1 and a general 2-pointed
elliptic curve (E, 0, y1). We consider the family B = {Xq = B ∪q∼0 E, y1}q∈B
obtained by identifying the variable point q ∈ B with the fixed point 0 ∈ E. We
easily get B ·ψy1 = B ·λ = 0, B · δ1:y1 = −degKB = 4−2g, while B vanishes on all
the other boundaries. On the other hand B ·Zj is the number of limit g1g−j’s on the
curves Xq having vanishing g − 2j at the fixed point y1 ∈ E. If l = (lB, lE) is such
a linear series, then using again the additivity of the Brill-Noether numbers (cf.
[EH1], Proposition 4.6) and the assumption that y1−0 ∈ Pic0(E) is not torsion, we
obtain that wlB(q) = g−2j, so either alB(q) = (1, g−2j) or alB(q) = (0, g−2j+1).
Thus B · Zj = b(g − j − 1, g − 1) + b(g − j, g − 1) and we can write a new relation
enabling us to compute aj . 
We can now complete the proof of Theorem 4.1:
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Proof of Theorem 4.1. Let us write D ≡lin Aλ + B1Ψx + B2Ψy, where Ψx :=∑g−i
j=1 ψxj and Ψy :=
∑i+1
j=1 ψyj . As noticed before, the {λ,Ψy}-part of [D] and
the {λ, ψy1}-part of
∑i
j=0[Yj] coincide, hence using Proposition 4.7
A =
i∑
j=0
aj = −
(
g − 1
i
)
+ 10
(
g − 3
i− 1
)
and B2 =
i∑
j=0
b1j =
(
g − 2
i− 1
)
.
Finally, to determine B1 one has to compute the ψx1 coefficient of the divisor
Dx2 onMg,3. Arguing in a way that is entirely similar to Proposition 4.6 we obtain
that B1 =
(
g−2
i
)
. 
References
[AC1] E. Arbarello and M. Cornalba, Footnotes to a paper of Beniamino Segre, Math. Ann. 256
(1981), 341–362.
[AC2] E. Arbarello and M. Cornalba, Calculating cohomology groups of moduli spaces of curves
via algebraic geometry, Inst. Hautes Etudes Sci. Publ. Math. No. 88 (1998), 97–127.
[ACGH] E. Arbarello, M. Cornalba, P.A. Griffiths and J. Harris, Geometry of algebraic curves,
Grundlehren 267, Springer, 1985.
[BG] E. Ballico and A.V. Geramita, The minimal free resolution of the ideal of s general points
in P3, Proceedings of the 1984 Vancouver conference in algebraic geometry, 1–10, CMS
Conf. Proc. 6, Amer. Math. Soc., Providence, RI, 1986.
[Ei] D. Eisenbud, Commutative algebra with a view toward algebraic geometry, Springer, 1995.
[EH1] D. Eisenbud and J. Harris, Limit linear series: basic theory, Invent. Math. 85 (1986), no.
2, 337–371.
[EH2] D. Eisenbud and J. Harris, Irreducibility of some families of linear series with Brill-
Noether number −1, Ann. Scient. Ec. Norm. Sup. (4), 22 (1989), no. 1, 33–53.
[EP] D. Eisenbud and S. Popescu, Gale duality and free resolutions of ideals of points, Invent.
Math. 136 (1999), no. 2, 419–449.
[EPSW] D. Eisenbud, S. Popescu, F.–O. Schreyer, Ch. Walter, Exterior algebra methods for the
Minimal Resolution Conjecture, preprint 2000, math.AG/0011236.
[EV] D. Eisenbud and A. Van de Ven, On the normal bundles of smooth rational space curves,
Math. Ann. 256 (1981), 453–463.
[Fu] W. Fulton, Intersection theory. Second edition. Springer-Verlag, Berlin, 1998.
[Ga] F. Gaeta, A fully explicit resolution of the ideal defining N generic points in the plane,
preprint 1995.
[Gr] M. Green, Koszul cohomology and geometry, in Lectures on Riemann surfaces, World
Scientific Press, Singapore, 177–200.
[GL1] M. Green and R. Lazarsfeld, On the projective normality of complete linear series on an
algebraic curve, Invent. Math. 83 (1986), 73–90.
[GL2] M. Green and R. Lazarsfeld, A simple proof of Petri’s theorem on canonical curves, in
Geometry Today, Progress in Math. Birkhauser, 1986.
[GL3] M. Green and R. Lazarsfeld, Some results on the syzygies of finite sets and algebraic
curves, Compositio Math. 67 (1988), 301–314.
[Ha] J. Harris, On the Kodaira dimension of the moduli space of curves. The even genus case,
Invent. Math. 75 (1984), no.3, 437–466.
[HaMo] J. Harris and I. Morrison, Moduli of curves, Springer-Verlag, New York 1998.
[HaMu] J. Harris and D. Mumford, On the Kodaira dimension of the moduli space of curves,
Invent. Math. 67 (1982), no.1, 23–88.
THE MINIMAL RESOLUTION CONJECTURE 33
[HS] A. Hirschowitz and C. Simpson, La re´solution minimale de l’arrangement d’un grand
nombre de points dans Pn, Invent. Math. 126 (1996), no.3, 467–503.
[Lz1] R. Lazarsfeld, A sampling of vector bundle techniques in the study of linear series, in
Lectures on Riemann Surfaces, World Scientific Press, Singapore 1989, pp. 500–559.
[Lz2] R. Lazarsfeld, private communication.
[Log] A. Logan, Moduli spaces of curves with marked points, Ph.D. thesis, Harvard University,
1999.
[Lo1] A. M. Lorenzini, On the Betti numbers of points in projective space, Ph.D. thesis, Queen’s
University, Kingston, Ontario, 1987.
[Lo2] A. M. Lorenzini, The minimal resolution conjecture, J. Algebra 156 (1993), no. 1, 5–35.
[Mu] M. Mustat¸aˇ, Graded Betti numbers of general finite subsets of points on projective vari-
eties, Le Matematiche, vol. LIII, 1998, 53–81.
[PR] K. Paranjape and S. Ramanan, On the canonical ring of a curve, Algebraic geometry and
commutative algebra, vol. II, 503–516, Kinokuriya, 1988.
[Po] M. Popa, On the base locus of the generalized theta divisor, C. R. Acad. Sci. Paris 329
(1999), Se´rie I, 507–512.
[Ra] M. Raynaud, Sections des fibre´s vectoriels sur une courbe, Bull. Soc. Math. France 110
(1982), 103–125.
[Wa] Ch. Walter, The minimal free resolution of the homogeneous ideal of s general points in
P
4, Math. Zeitschrift 219 (1995), no. 2, 231–234.
Department of Mathematics, University of Michigan, 525 East University,
Ann Arbor, MI, 48109-1109
E-mail address : gfarkas@umich.edu
Department of Mathematics, University of California, Berkeley, CA, 94720
and Institute of Mathematics of the Romanian Academy
E-mail address : mustata@math.berkeley.edu
Department of Mathematics, Harvard University, One Oxford Street, Cam-
bridge, MA 02138
E-mail address : mpopa@math.harvard.edu
