The total influence of a function is a central notion in analysis of Boolean functions, and characterizing functions that have small total influence is one of the most fundamental questions associated with it. The KKL theorem and the Friedgut junta theorem give a strong characterization of such functions whenever the bound on the total influence is o(log n), however, both results become useless when the total influence of the function is ω(log n). The only case in which this logarithmic barrier has been broken for an interesting class of function was proved by Bourgain and Kalai, who focused on functions that are symmetric under large enough subgroups of S n .
Introduction
The field of Analysis of Boolean functions is by now an integral part of Theoretical Computer Science, Combinatorics and Probability. Many basic results, such as the KKL Theorem [16] and the various junta theorems [10, 5] have a wide range of applications including PCP constructions [14, 19, 9] , metric nonembeddability results [20] , Extremal Combinatorics [8, 18] and many more.
Perhaps the most basic, non-trivial, question in the field is to characterize functions that have small total influence. Throughout the paper, we will think of the Boolean hypercube {0, 1} n equipped with the uniform measure (though many of the statements we give have natural analogs for the p-biased measure), and we will consider Boolean functions on it f : {0, 1} n → {0, 1}. The influence of the ith variable,
is the probability that f (x) = f (x ⊕ e i ) when we sample x according to the uniform distribution. The total Percolation. Another motivation to develop tools bypassing the logarithmic barrier comes from percolation theory. Kalai [17] asked whether there is a variant of the Bourgain-Kalai Theorem in which the symmetry condition is relaxed to a weaker notion of regularity. His question was motivated by a problem in percolation theory, in which one has a sequence of function f n (which is the indicator of the crossing event in the 3-dimensional grid at the critical probability) and the goal is to prove good lower bounds on the total influence of f n . More precisely, the goal is to prove that for every n one has I[f n ] a n > 0, where the sequence a n satisfies that ∞ n=1 1 nan converges (i.e., morally that a n is slightly larger than log n). The class of functions f n , however, does not have the symmetries required for the Bourgain-Kalai Theorem.
Our main result can be viewed as a variant of the Bourgain-Kalai Theorem that relaxes the symmetry condition, and we prove it is enough that all low Fourier coefficients of f are small.
The Fourier-Entropy Conjecture

Another form of structural results on Boolean functions with I[f ]
K one may hope for, is that of concentration of the Fourier Spectrum only on a small number of characters. I.e, can we say that except for a negligible mass, all Fourier weight of f is concentrated on few Fourier coefficients? Friedgut's theorem [10] (or rather, its proof) implies that except for negligible amount of mass, all Fourier weight of f lies on at most e O(K 2 ) Fourier coefficients; in general, this is the best bound known to date. Friedgut and Kalai [11] conjectured that the actual answer should be e O(K) ; in fact, they propose the more refined Fourier-Entropy Conjecture, stating that the Shannon-Entropy of the Fourier spectrum of a Boolean function (thought of as a distribution) is at most O(I[f ]). Here, the Fourier entropy of a function f is given by
f (S) 2 log(1/ f (S) 2 ). Despite significant effort, progress towards the Fourier-Entropy Conjecture has been slow, and it has been proved only for special classes of functions [7, 21, 27, 28, 30] .
The min-entropy of the Fourier Spectrum of a function f is defined by H ∞ [ f ] = min S log(1/ f (S) 2 ). The Fourier-Min-Entropy Conjecture is a relaxation of the Fourier-Entropy Conjecture, stating that minentropy of the Fourier spectrum of a Boolean function is at most O(I[f ]). As the min-entropy of a distribution is always upper bounded by the Shannon-Entropy of a distribution, one sees that this conjecture is strictly weaker. O'Donnell noted that for monotone functions (and more generally for unate functions), this conjecture follows immediately from the KKL Theorem (while the Fourier-Entropy Conjecture is not known for monotone functions). 2 Progress towards this conjecture has also been slow [1, 29] .
Main results
Our main results are new bounds on the Fourier min-entropy of a function f and the Fourier entropy of the low-degree part of f . First, we show that the Fourier min-entropy Conjecture holds up to poly-logarithmic factor in I[f ]. Our result is in fact stronger in several ways. First, we show that not only there exists a significant Fourier coefficient for f , but in fact almost all the Fourier mass of f lies on such characters. In a sense, it is closer in spirit to the Fourier-Entropy Conjecture. n → {0, 1} we have
Second, we show that a slightly weaker version of the Fourier-Entropy Conjecture holds for the lowdegree part of f . Here, the part of f of degree at most d is denoted by f d and is defined to be the part of the Fourier transform of f up to degree d (see Section 2 for a formal definition). n → {0, 1} we have that
We remark that Theorem 1.1 can be used to prove a nearly tight form of the Bourgain-Kalai Theorem. For example, it implies that graph properties with constant variance 3 have total influence at least Ω log 2 n (log log n) 4 ; see Section 6.4 for more details.
The above results follow from our main technical result, Theorem 5.2, which may be of independent interest. We remark that this project began with the goal of gaining a better understanding of the (notoriously 2 A function f : {0, 1} n → {0, 1} is said to be increasing (respectively decreasing) with respect to coordinate i, if for every x ∈ {0, 1} n with xi = 0, it holds that f (x ⊕ ei) f (x) (respectively f (x ⊕ ei) f (x)). The function f is called monotone if it is increasing along each i ∈ [n], and called unate if along each i ∈ [n] it is either increasing or decreasing. 3 It may be possible to generalize the result also for sub-constant variance with more careful computations.
hard) Bourgain-Kalai paper, and explore the underlying idea that allowed them to bypass the logarithmic barrier. While doing that, we have noted simplifications and a more efficient and tangible way to use the core ideas of the argument therein. Our proof uses many ideas from [6] but is considerably simpler. The core idea of the argument now boils down to a general statement (Theorem 5.2 or Corollary 5.4) that upper bounds inner products f, g for a Boolean function f and a real-valued, low-degree function g, by their Fourier coefficients, total influences and norms (see Section 4.1 for a slightly more informative discussion). This result could be thought of a successive series of inequalities that improve each other, the first one of which is the KKL Theorem, and the proof of each inequality uses the previous inequalities (formally, by induction).
Learning functions with sub-logarithmic total influence
Finally, we would like to mention an interesting implication of Theorem 1.2 to learning theory. Since the sum of squares of Fourier coefficients of a Boolean function is at most 1, Theorem 1.2 implies that the Fourier spectrum of a Boolean function f :
distinct Fourier coefficients. Thus, one can run an algorithm that learns all heavy Fourier coefficients of a function [12, 24] in order to learn f . In particular, we get that:
The class of functions f : {0, 1} n → {0, 1} with total influence at most K is learnable in
, using membership queries.
Thus, for K = O(log n/(log log n) 2 ) we get a polynomial time learning algorithm. For K = O(log n) we get a learning algorithm in time n O((log log n) 2 ) . This class includes the class of polynomial size DNF formulas (better learning algorithms for polynomial size DNF formulas are known [25, 15] ).
Organization. In Section 2 we give standard tools and notions from discrete Fourier analysis. In Section 3 we present two important ideas that are used in the proof of our main results. In Section 4 we state and prove the basic version of our main technical result, Theorem 4.1. In Section 5 we prove our main technical result, Theorem 5.2. Finally, in Section 6 we deduce several corollaries, including Theorems 1.1, 1.2 and 1.3.
Preliminaries
In this section we describe the basics of Fourier analysis over the hypercube that will be needed in this paper (see [26] for a more systematic treatment).
Fourier analysis on the hypercube
Consider the hypercube {0, 1} n along with the uniform measure µ, and consider real-valued functions
, where
is the well-known Fourier basis that forms an orthonormal basis with respect to our inner product, thus one can expand any f : {0, 1} n → R as
The degree of a function f is deg(f ) = max S: f (S) =0 |S|. Since {χ S } is an orthogonal system, we have the Parseval/ Plancherel equality.
f (S) g(S).
Restrictions, derivatives and influences
Given a function f : {0, 1} n → R, a set of variables S ⊆ [n] and z ∈ {0, 1} S , the restricted function f S→z is the function from {0, 1}
[n]\S to R resulting from fixing S's coordinates in x to be z. If S is a singleton {i}, we will denote this restriction by f i→z .
More generally, for a set of variables T ⊆ [n], the derivative of f with respect to T is ∂ T f : {0, 1}
[n]\T → R is defined by iteratively applying the derivative operator on f for each i ∈ T . Alternatively,
The Fourier expansion of
The following definition generalizes the notion of influences to real-valued functions. We remark that for Boolean functions, it differs by a factor of 4 from the definition given in the introduction (this is done only for convenience).
, and the total influence of f is defined to be
The generalized influence of a set
Using the Fourier expression for ∂ T f and Parseval, we see that
In particular, using this formula for T 's that are singletons and summing, one gets that the total influences of f can be written as
Low-degree part and low-degree influences. For f : {0, 1} n → R and d n, we define the degree at most
Using the Fourier formula for the total influence and Parseval, one sees that
, and hence there are at most
. A similar property holds for generalized low-degree influences of f . 
Random restrictions
Let f : {0, 1} n → R be a function, and I ⊆ [n]. A random restriction of f on I is the function f I→z where we sample z uniformly from {0, 1} I . In our applications we will usually have two functions, f, g : {0, 1}
n → R and we will consider the effect of the same random restriction of them. For example, it is easy to show that for any I ⊆ [n], the expected inner product of f I→z , g I→z over z ∈ R {0, 1} I is equal to f, g . Another quantity associated with f, g that we will consider is the cross-total-influence.
Definition 2.5. For any f, g : {0, 1} n → R and i ∈ [n], we define the cross-influence along direction i to be
The cross-total-influence of f, g is given by I[f, g] =
Hypercontractivity
We will need the hypercontractive inequality [2, 4, 13] , which states that for q 2, the q-norm and 2-norm of degree-d functions is comparable up to exponential factor in d. 3 Restrictions, partitions and degree reductions
In this section we state several lemmas that will be helpful in the proof of Theorem 1.1, and we start by describing the basic motivation. Using hypercontractivity (Theorem 2.8) incurs a loss of exponential factor in the degree of the function it is applied on. This exponential-factor loss is in fact the bottleneck in KKL and Friedgut's Theorems. It is ultimately the reason it is hard to bypass the logarithmic barrier. Therefore one may search for methods by which the degree of a function could be reduced prior to applying hypercontractivity.
One natural idea is to consider random restrictions: if we pick I ⊆ [n] randomly by including each element with probability 1 2 in it and restrict variables outside I, then the degree of f shrinks by a factor of 2 -at least if we are willing to discard characters of small total mass from it. Another point that is often useful, is that this allows one to view the given function f as f (y, z), where y ∈ {0, 1} I , z ∈ {0, 1}Ī and the degree of f on each one of y, z (separately) is at most d/2. Sometimes, it is necessary to get a degree reduction by more than a constant factor. One can certainly decrease the size of the set of live variables I, however this introduces asymmetry between I andĪ, and thus we may not enjoy any reduction onĪ. The idea of random partition remedies this situation. To get a degree reduction by factor m, we may consider a random partition of [n] into m disjoint sets, i.e., [n] = I 1 · ∪. . . · ∪I m generated by including every i ∈ [n] in each one of them with equal probability. We show that under mild conditions on d and m, given a function f there is a partition of [n] into m parts and a function f ′ close to f in ℓ 2 , such that the restrictions of f ′ to each one of the parts, (f ′ )Ī j →z , is of degree (roughly) at most d/m.
Random partitions
Recall that a function f : {0, 1} n → R is called degree-d homogenous if all Fourier characters in its support have size exactly d, and we would like to generalize it to functions that are "almost" degree d-homogenous. We say that S ⊆ [n] is of size d within factor α if αd |S| d, and often write it succinctly by |S| ∼ d (α will be clear from the context). As discussed earlier, a random partition into m parts is constructed by starting out with I 1 = . . . = I m = ∅, and then for each i ∈ [n] choosing the part I j to which we add i uniformly among the m-parts.
The following claim asserts that if S is of size roughly d, and we choose a random partition I, then with high probability |S ∩ I j | is roughly of size d/m for all j ∈ [m] (for technical reasons, since the definition of "almost-homogenous" allows for α to enter only in the lower bound on S, we allow for a slack of (1 + ε) factor in the size too).
Proof. Let I = (I 1 , . . . , I m ) be a random partition of [n] into m parts, and for each i ∈ [n] and j ∈ [m] denote by 1 i∈I j the indicator function of the event that i is in I j . Thus, for each j ∈ [m] we may write the random variable |S ∩ I j | as a sum of independent random variables i∈S 1 i∈I j . Note that by linearity of expectation, we have that its expectation is |S| /m, and we use Chernoff's bound to argue it is close to its expectation with high probability.
More precisely, using Chernoff's inequality for indicator random variables we have that
and therefore by the Union Bound the probability
is at most m times that.
Next, we use the above lemma to prove that if f is almost d-homogenous, and we take a random partition I, then on each one of the parts I j , f is almost d/m-homogenous, provided we are willing to discard characters of small total mass from the Fourier transform of f .
More formally, let α, ε ∈ (0, 1) and d ∈ N be parameters, and let
. In this language, the previous lemma states that provided that d is large enough in comparison to m, for each S of size d within factor α we have that Pr I [S ∈ G(I)] is close to 1. 
Proof. We choose a partition I randomly, and lower bound the expectation of the right hand side. Let 1 S∈G(I) be the indicator random variable of S being in G(I). By Lemma 3.3, we have E 1 S∈G(I)
3m for each S in the support of g, and therefore
In particular, there exists a choice of I for which the expression under the expectation on the left hand side is at least the right hand side.
Exchanging maximums and expectations
We next discuss a tool that goes in handy with partitions. Let f : {0, 1} n → R, let I ⊆ [n] and consider the Fourier coefficients of the restricted function, i.e. for each S ⊆ I consider h S : {0, 1}Ī → R defined by h S (x) = fĪ →x (S). Recall that we are using restrictions (or more generally partitions) as a way to decrease the degree of the function, but eventually we want to transfer the information we got on the restrictions back to information about f . For example, if the bound we proved involves 2-norms of the Fourier coefficients of the restrictions, i.e. of h S 's, then a corresponding bound using Fourier coefficients of f can be established by Lemma 2.7. The bound however could depend on the functions h S in a more involved way, e.g. on other ℓ p -norms of them, in which case one can often get effective bounds using hypercontractivity.
Since we are interested in the min-entropy of a function f (e.g. for Theorem 1.1), we will naturally wish to understand the maximum Fourier coefficient after restriction as a function of x, max S h S (x), and relate it to some parameters of f . We do that in Lemma 3.5.
Generalizing the above discussion, let h 1 , . . . , h k : {0, 1} n → R be functions of low-degree, and consider the following two quantities. The first one is Ex∼µ max i h i (x) 2 , and in the second quantity we interchange the order of these two operations, i.e. max i Ex∼µ h i (x) 2 . Note that for every x and j we have that
Taking an expectation of this inequality over x ∼ µ, and then maximum over j establishes that the first quantity is always larger than the second quantity. The following lemma asserts that these two quantities are polynomially related, provided that the expected value of
Proof. Note that for all x, we have that
, and it will be more convenient for us to upper bound the expectation of the latter function. By Jensen's inequality, its expectation is at most
Using Theorem 2.8, we may upper bound Ex h i (x) 4 by 9 d · Ex h i (x) 2 2 , and thus
, and using the definition of 2-norm completes the proof.
A basic version of our main technical result
In this section, we state and prove Theorem 4.1 and Corollary 4.2, which are basic, less quantitatively efficient forms of our main technical result. We find it natural though to present them along with the slightly more natural argument, and encourage the reader to read this section before moving on to Section 5.
Proof idea
Before we prove (or even state) our main technical result, we begin with an informal overview of the idea. We start with presenting the (one-line) proof of the KKL Theorem. Let f : {0, 1} n → {0, 1}, d ∈ N, and g = f d − f (∅); we have that:
where in the second inequality we used Hölder's inequality and in the third inequality we used Theorem 2.8.
In the last inequality, we upper bounded
2 , and used the Booleanity of f to bound
. Hence, this inequality gives us very good bounds on the weight f has on its low-degrees, provided that all of its low degree influences are small. This raises two questions:
1. What bounds could be proved if we know that there are only few influential variables?
2. Can we improve on this bound if we know stronger information about f , e.g. that its generalized low-degree influences,
For the first question, a standard bound proceeds by handling characters S that consist only of influential variables separately (similar to Lemma 4.3 below). In essence, the bound says that if there are at most T variables with influence at least δ, then there are at most T d characters consisting only of these influential variables, and one gets the bound
, which in this case is just
The second question is more interesting, and the obvious naive attempt one may first have quickly fails. 4 One key insight in [6] , is that a better way to use the information on generalized influence is by relating them to Fourier coefficients of random restrictions (and importantly, to something slightly stronger, see Lemma 2.7). For a function f : {0, 1} n → {0, 1}, a set I ⊆ [n] and a subset S ⊆ I, the expected Fourier coefficient squared, f I→z (S) 2 , is at most I S [f ]; also, the degree of a random restriction (roughly speaking) of f d is significantly smaller than d. Thus, by first applying a random restriction, and then using inequality 3 (the "KKL bound"), one may expect to get a meaningful bound for the second question above -this is indeed the case. An important technical point is that one may "switch" the order of maximum and expectation in this argument, which is where Lemma 3.5 comes in handy.
The above argument gives a stronger bound than inequality (3), provided all of the generalized influence of f (of some order) are very small; this is very much analogous to the KKL Theorem we started with! Again, the following question arises: can we base on this result a similar bound to inequality (3) in case we know f only has a few noticeable generalized influences? This is next step in the argument, and is established in a similar manner to the way we established inequality (3).
The final statement, Theorem 4.1 below, is the outcome of applying this idea inductively. There are several technical points omitted from the above description that need to be taken into account to make it precise. To get a strong enough statement, the set of live variables I should be chosen randomly, but at the same time the degree of f d under random restrictions has to decrease. While this can probably be done, it is likely to be messy, and we bypass it by using random-partitions from Section 3.1. We then discard from the Fourier expansion of f d characters S that remain large with respect to one of the parts (and argue they do not contribute too much to f, f d ). Note that after discarding, it will no longer be true that we are working with a function and its low degree part, so to facilitate induction we work with the two-function version of the problem instead. We then look at each part I j of the partition I, consider random restrictions of the discarded version of the low-degree part of f and apply the induction hypothesis on them (note that these restrictions also decrease the degree of the function considerably, as the partition I is picked according to Corollary 3.4). A slightly more detailed overview of the inductive step is given in Section 4.4.
Statement of the main technical result
In this section, we prove our main technical result. In the following statement, we have ε > 0, and an increasing sequence of integers d 0 , . . . , d k , and we will be interested in S that are of size d k within factor α; it will be convenient for us to write it more succinctly as |S| ∼ d k .
In the statement below, one should think of g (roughly) as f d , and the goal is to prove that if f has no large Fourier coefficients, then f, g = o( f 2 2 ), hence f is concentrated on high degrees and in particular
2 . The more general statement with general g is crucial for the inductive proof to go through (as hinted in the overview above). If f : {0, 1} n → {0, 1} is a Boolean function, and g :
j+1 .
The amount of parameters in the above statement, as well as the formulas for C 1 , C 2 , C 3 , make the above statement incomprehensible; this form is very convenient for the inductive proof to go through. Once it has been established, one can make a particular choice of the parameters that is typically useful, yielding the following corollary. n → {0, 1} is a Boolean function, and g :
Proof. Assume 1/ε is an integer (otherwise we may replace ε with some ε ′ such that ε ε ′ 2ε for which 1/ε ′ is an integer), and set k = δ j+1 = δ 80d ε j for all j 1. We apply Theorem 4.1 with these parameters to upper bound f, g , and get
as in the statement of Theorem 4.1, and next we give simpler upper bounds on C 1 , C 2 , C 3 for our specific choice of parameters.
Unraveling the definition of δ j+1 , we see that
factor can be absorbed into the second factor. For C 2 , we see that C 2 2 O(1/ε) δ 1/8 3 d ε /4 2 O(1/ε) δ 1/40 using the upper bound on δ. Finally, for C 3 , consider the jth summand; note that d
where in the last inequality we used the fact that δ 2 −d ε . We bound the sum by k times the maximum summand and get that C 3 
Base case
The base case k = 1 of Theorem 4.1 is an easy consequence of Lemma 4.3 below.
Lemma 4.3. Let f : {0, 1}
n → {0, 1} be a Boolean function and let g : {0, 1} n → R be of degree at most
Proof. Note that without loss of generality, we may assume that for every S, the signs of the coefficients of S in f and g are the same: indeed, for any other S we may change the sign of g(S), leave the right hand side unchanged and only increase the left hand side (as evident from Parseval/ Plancherel). Denote by Inf[f ] the set of variables i such that
, we partition the sum on the right hand side to S ⊆ Inf[f ] (i.e., only contain variables with high low-degree influence), and the rest. Clearly, we have
. 
Note that |Inf[f ]|
We now proceed to upper bound (II) for each i separately. Fix i ∈ Inf[f ]. Since the sum is only supported on S of size at most d, we may replace f (S) in that sum with f d (S) and not change it. Hence, we get that
and using the Cauchy-Schwarz inequality (II) is upper bounded by ∂ i f d 2 ∂ i g 2 . We wish to upper bound the first multiplicand further, and for that we note that
f and then use Hölder's inequality with powers (4, 4/3) to get that
where in the last inequality we used Theorem 2.8.
2 , which by Parseval is at most
. Combining the two bounds and taking square root, we get that
Proof of inductive step
In this section, we prove Theorem 4.1 by induction on k. The base case k = 1 follows from Lemma 4.3, noting that since in our case g is (α, d 1 )-almost-homogenous, the maximum could be restricted to |S| ∼ d 1 .
Let k > 1, assume the statement holds for all j < k and prove it for k. To simplify notation, we recall that by
Proof overview of the inductive step. Let f, g be functions as in the statement of the theorem, and consider a partition I = (I 1 , . . . , I m ) into m = d k /d k−1 parts as in Lemma 3.3; this partition could be thought of as random. We discard from g characters χ S for which |S ∩ I j | ≫ d k−1 for some j ∈ [m]. Thus, thinking of g as a function of only one of the parts, say I j , its degree is at most d k−1 . Our goal is to charge S's that contribute to f, g = S f (S) g(S) to the various random restrictions fĪ j →z , gĪ j →z for j ∈ [m], where z is a random setting outside the coordinates of I j , and bound the contribution to the random restrictions using the induction hypothesis.
As hinted earlier, if all of the generalized influences of g corresponding to subsets of I j are small, then the induction hypothesis allows us to establish a good on bound f, g by writing it as Ez fĪ j →z , gĪ j →z . To see that, we focus on the most problematic term that arises from the induction hypothesis involving the maximum over Fourier coefficients (the rest are significantly easier to handle), i.e.
To prove a good upper bound on this term, one uses Cauchy-Schwarz and then Lemma 3.5 to exchange the maximum and expectation, which results in a bound depending on the generalized influences of g. However, g could of course have large generalized influences on I j . Thus, we take g j to be the part of the Fourier transform of g that consists only of characters χ S for which S ∩ I j has small generalized influences (if for some S we have that S ∩ I j is non-influential for more than a single j, we choose one such j arbitrary and include χ S in g j ). Thus, we are able to upper bound f, g j successfully using the above strategy. Subsequently we can decompose g as j∈ [m] g j + E, where E consists of characters χ S for which S ∩ I j is influential for all j ∈ [m]. The task then amounts to upper bounding f, E , and for that we use the crude upper bound supp( E) max S f (S) E(S) , which is sufficient (using Fact 2.4 to upper bound the size of the support of E).
We now move on to the formal proof.
Formal proof. As before, we may assume without loss of generality that for all Fourier coefficients S, the signs of f (S) and g(S) are the same.
Using Corollary 3.4 with m = (1+ε) Defineg : {0, 1} n → R byg = S∈G(I) g(S)χ S . In terms ofg, Corollary 3.4 amounts to saying that
f, g , and by the condition relating d k and d k−1 we get that the factor on the right hand side is at least 1 2 , and therefore f, g 2 f,g so it is enough to upper bound the inner product of f andg. Let T be the set of T ⊆ [n] of size d k−1 within factor (1 − ε)α that have large generalized influence iñ g, i.e. such that
Sinceg has degree at most d k , by Fact 2.4 we get that
hence |T |
, we partition the sum on the right hand side into two parts: (I) those S that satisfy that S ∩ I j is in T for all j ∈ [m], and (II) those S such that S ∩ I j is not in T for some j ∈ [m]. Denote by S j the set of S such that S ∩ I j ∈ T , and by B the set of S that are outside
and we upper bound each sum separately.
Upper bounding (I). Clearly, (I) is at most |B| · max |S|∼d k f (S) g(S) (as the sum is only supported on |S| ∼ d k by the condition on g). To bound the size of B, note that the map S → (S ∩ I 1 , . . . , S ∩ I m ) is a bijection from B to T m , hence we have that
Therefore, the contribution from (I) is upper bounded by the first term on the right hand side in (4). Thus, to complete the proof, it is enough to upper bound the contribution from (II) by the other two terms in the right hand side of (4), and to do so we use the induction hypothesis.
Upper bounding (II). We upper bound the sum corresponding to each j ∈ [m] separately. Fix j, write
and therefore to upper bound (II) it is enough to upper bound the inner product of random restrictions of f andg j on J. We note that the important point here is that these restrictions lower the degree ofg j from ∼ d k to ∼ d k−1 (since it is only supported on S such that |S ∩ I j | ∼ d k−1 ), and hence we expect to get useful information from the inductive hypothesis on these restrictions. More precisely, note that for every z ∈ {0, 1} J the function f J→z is Boolean and the function (g j ) J→z
Therefore, we may apply the induction hypothesis with parameters k − 1, (1 − 2ε)α, ε, d 0 , . . . , d k−1 and δ k−1 , . . . , δ 1 on these functions, to get that
Here again, we denote
For each z and each |S| ∼ d k−1 , by Parseval we have that f J→z (S) 2 f J→z 2 2 , hence, the first multiplicand is bounded by f 2 .
For the second multiplicand we appeal to Lemma 3.5: let us think of the indices therein as being subsets S, and define h S (z) = (g j ) J→z (S); note that since g is of degree at most d k , we get that each h S also has degree at most d k . Thus, applying Lemma 3.5 we get that
Note that by Parseval,
and therefore we conclude that Eα
2 . Fix S that attains this maximum; using Lemma 2.7, we see that h S
Note that if S ∈ T , then the above sum would be empty (since we do not include a character T ing j if T ∩ I j has large generalized influence in g), and the sum would be 0. Hence we may assume that S ∈ T , and therefore this sum is at most
Combining the bounds for (III), (IV ), (V ). Plugging the bounds into (6) and summing over j ∈ [m], we get that
Consider the first and the third terms on the right hand side. Note that
Therefore the above inequality implies that (II)
Plugging this, as well as the bound we have on (I), into (5), we get that
and since f, g 2 f,g , the proof of the inductive step is complete.
Improving the result
In this section, we prove quantitatively stronger forms of Theorem 4.1 and Corollary 4.2. We will assume some familiarity with the material presented in Sections 3, and 4 and encourage the reader to go over them before proceeding to the current section.
A variant of Lemma 3.5
We begin by proving the following variant of Lemma 3.5, which is the source of the improvement. The setup one should have in mind is the following: we have a Boolean function f (whose degree is not necessarily small), a low-degree function g, and a set of variables J ⊆ [n]. The functions h i are the Fourier coefficients of g J→x , and the functions h ′ i are Fourier coefficients of f J→x . I.e., we think of the indices i as subsets S ⊆J, and have h S (z) = g J→z (S), h ′ S (z) = f J→z (S). We remark that h S play the same role as in Lemma 3.5, whereas h ′ S did not appear there.
Proof. By Jensen's inequality, the left hand side is at most
By Hölder's inequality, we have that
Using Theorem 2.8 we have h i 4 3 d/2 h i 2 . Thus, we get that
and plugging this that into (7) yields that
The result now follows from the Cauchy-Schwarz inequality.
The improved statement
The following statement is an improved form of Theorem 4.1. Specifically the bound we have on C 1 and C 3 is much better. Roughly speaking, the most costly terms in C 3 are (2/δ j ) (1+ε)d j /4d j−1 , so to make it small one must choose δ j+1 ∼ δ
. This should be compared to Theorem 4.1, in which we are forced to pick δ j+1 ∼ δ
if we want C 3 to be small; this factor of 4 in the exponent quickly blows up and becomes exponential in k, which forces us to take moderate k since otherwise C 1 would be large. If f : {0, 1} n → {0, 1} is a Boolean function, and g :
For k = 1, we have
, and
As before, the complicated-looking form of the statement stems from the inductive proof. Later, we pick a convenient setting of the parameters in Corollary 5.4, from which the improvement over Corollary 4.2 is more apparent.
Base case
The base case k = 1 of Theorem 5.2 is an easy consequence of Lemma 5.3 below. 
. .
The bound on (II) is identical to the bound on (II) in the proof of Lemma 4.3.
Proof of inductive step
The proof below is the same as the proof in Section 4.4 with two modifications: we sieve out the g to get the functionsg j more carefully so as to make sure the generalized influences of g as well as of f arising in the argument would be small, and use Lemma 5.1 instead of Lemma 3.5.
Proof. As before, by flipping signs of the Fourier coefficients of g if necessary, we may assume without loss of generality that for all S, the signs of f (S) and g(S) are the same.
Using Corollary 3.4 with m = (1+ε)
and ε we may find a partition I as in the corollary; let G(I) be the set of all
Defineg : {0, 1} n → R byg = S∈G(I) g(S)χ S . In terms ofg, Corollary 3.4 amounts to saying that
f, g , and by the condition relating d k and d k−1 we get that the factor on the right hand side is at least 1 2 , and therefore f, g 2 f,g so it is enough to upper bound the inner product of f andg.
, and similarly define I T,
henceg contributes at most 1/δ k sets T to T j ; similarly, f also contributes at most 1/δ k sets T to T j , and hence
, we partition the sum on the right hand side into two parts:
(I) those S that satisfy that S ∩ I j is in T j for all j ∈ [m], and (II) those S such that S ∩ I j is not in T j for some j ∈ [m]. Denote by S j the set of S such that S ∩ I j ∈ T j , and by B the set of S that are outside
Upper bounding (I). Note that since g is almost homogenous, we get that (I) is only supported on |S| ∼ d k . Therefore, using Hölder's inequality, (I) is at most |B| 
Therefore, the contribution from (I) is upper bounded by the first term on the right hand side in (8) . Thus, to complete the proof, it is enough to upper bound the contribution from (II) by the other two terms in the right hand side of (8) , and to do so we use the induction hypothesis.
and therefore to upper bound (II) it is enough to upper bound the inner product of random restrictions of f andg j on J. We note that the important point here is that these restrictions lower the degree ofg j from ∼ d k to ∼ d k−1 (since it is only supported on S such that |S ∩ I j | ∼ d k−1 ), and hence we expect to get useful information from the inductive hypothesis on these restrictions.
More precisely, note that for every z ∈ {0, 1} J the function f J→z is Boolean and the function ( .
Here again, we denote C 1 (k − 1), C 2 (k − 1), C 3 (k − 1) the expressions from Theorem 8 when k is replaced
Upper bounding the contribution of (III). We use Lemma 5.1 to upper bound the expectation of (III). Let us think of the indices therein as being subsets S, and define h ′ S (z) = f J→z (S) as well as h S (z) = (g j ) J→z (S). Sinceg j is of degree at most d k , we get that h S is of degree at most d k .
By Lemma 5.1 we get that Combining the bounds for (III), (IV ), (V ). Plugging the bounds into (10) and summing over j ∈ [m], we get that
as well as that C 2 (k − 1) = 1 2 C 2 (k). Therefore the above inequality implies that
Plugging this, as well as the bound we have on (I), into (9), we get that 
We now combine the bounds given in equations (11) and (13) Using the definition, we see that
f (S) 2 log 1
. By Jensen's inequality, we have that (I) log(|S|). Since the sum of squares of the Fourier coefficients of f is at most 1 and for each S ∈ S we have f (S) 2 
