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El concepto Big Data está cobrando actualmente un gran interés creciente por parte de las 
empresas, que ven en ello una gran ventaja competitiva. Este proyecto busca justificar este 
interés creciente partiendo de los conceptos más básicos de Big Data. 
Para alcanzar este objetivo, se ha dividido el proyecto en varias partes. En primer lugar se 
introduce al lector en el mundo Big Data, explicando con detalle el significado de este 
concepto y a qué tipo de problemas está dirigido. 
A continuación se estudia el estado actual del mercado Big Data, analizando la arquitectura de 
los sistemas Big Data y comparando las soluciones existentes. El estudio se ha centrado sobre 
todo en el framework más utilizado actualmente para la el desarrollo de soluciones Big Data: 
Hadoop.  
No obstante también se contemplan otro tipo de soluciones también importantes en el mundo 
Big Data, como las bases de datos NoSQL y las soluciones altamente escalables en Cloud. 
Las últimas partes del proyecto están enfocadas al ámbito práctico, haciendo uso de la 
solución Hadoop open source actualmente más extendida: Cloudera CDH. Sobre esta solución 
se han realizado un conjunto de pruebas, con el objetivo de ganar conocimiento técnico sobre 
las diferentes herramientas que componen el ecosistema Hadoop. Y se ha implementado un 
caso de uso real de Big Data. 
El caso de uso implementado consiste en capturar todas las menciones que se hacen en las 
redes sociales como Twitter, Facebook o Linkedin,  sobre un producto o empresa determinado. 
Con los datos capturados y  mediante las herramientas incluidas en la solución Cloudera CDH, 
se buscan los patrones más repetidos en los comentarios con la finalidad de conocer las 
opiniones de la gente acerca del producto o empresa buscados. 
 
Català 
El concepte Big Data està cobrant actualment un gran interès creixent per part de les 
empreses, que ven en ell un gran avantatge competitiu. Aquest projecte busca justificar aquest 
interès creixent partint dels conceptes més bàsics de Big Data. 
Per assolir aquest objectiu, s'ha dividir el projecte en diverses parts. En primer lloc s'introdueix 
al lector en el món Big Data, explicant amb detall el significar d'aquest concepte i a quin tipus 
de problemes està dirigit. 
A continuació s'estudia l'estat actual del mercat Big Data, analitzant la arquitectura dels 
sistemes Big Data i comparant les solucions existents. L'estudi s'ha centrat sobre tot en el 
framework més utilitzat actualment per al desenvolupament de soluciones Big Data: Hadoop. 
No obstant, també es contemplen altres tipus de solucions no menys importants en el món Big 
Data, com les bases de dades NoSQL i les solucions altament escalables en Cloud. 
Les últimes parts del projecte estan enfocades al àmbit pràctic, fent ús de la solució Hadoop 
open source actualment més estesa: Cloudera CDH. Sobre aquesta solució s'han realitzat un 
conjunt de proves, amb l'objectiu de guanyar coneixement tècnic sobre les diferents eines que 
composes l'ecosistema Hadoop. I s'ha implementat un cas d'ús real de Big Data. 
El cas d'ús implementat consisteix en capturar totes les mencions que es fan en las xarxes 
socials com Twitter, Facebook o Linkedin, sobre un producte o empresa determinat. Amb les 
dades capturades i mitjançant les eines incloses en la solució Cloudera CDH, es cerquen els 
patrons més repetits en els comentaris amb la finalitat de conèixer les opinions de la gent 
sobre el producte o empresa cercats. 
 
English 
The Big Data concept is nowadays gaining a big growing interest by companies which see this 
as a competitive advantage. This project seeks to justify the growing interest starting from the 
most basic concepts of Big Data. 
To achieve this goal, the project has been divided into several parts. In the first place the 
reader is introduced to the world of Big Data, explaining in detail the meaning of this concept 
and what kind of problems it is addressed.  
Then the current state of the Big Data market is studied by analyzing the architecture of Big 
Data systems and comparing the existing solutions. The study has been focused primarily on 
most currently used framework for developing Big Data solutions: Hadoop. 
However other important solutions in the Big Data world are also contemplated, such as 
NoSQL databases and the highly scalable solutions in Cloud. 
The last parts of the project are focused on the practical level, making use of the currently 
most widespread Hadoop open source solution: Cloudera CDH. Over this solution has been 
made a set of tests in order to gain technical knowledge about the different tools that 
compose the Hadoop ecosystem. And an actual Big Data use case has been implemented.  
The implemented use case consists of capturing all the mentions made in social networks like 
Twitter, Facebook or Linkedin, on a particular product or company. With the captured data 
and using the tools included in the Cloudera CDH solution, the most repeated patterns in the 
comments are sought in order to know the views of people about the product or company 
being searched.  
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1. CONTEXTUALIZACIÓN 
El proyecto Big Data se ha desarrollado en la empresa Everis y ha sido el resultado de la 
colaboración con otro estudiante de la Facultad de Informática de Barcelona, Robert Serrat 
Morros. 
A pesar de que Big Data es un término que ya se utiliza desde hace tiempo, no ha sido hasta 
hace poco que ha cobrado un gran interés por parte de las empresas. Debido a este auge 
actualmente Big Data se ha convertido en un concepto muy extenso, abarcando un gran 
abanico de conocimientos como bases de datos NoSQL, servicios en cloud,  y nuevos modelos 
de programación. 
Definir el alcance del proyecto para poder ajustarlo al tiempo disponible, es por lo tanto, muy 
importante para no quedar a la deriva ante tantos nuevos conceptos y conocimientos. 
No obstante, antes de poder determinar el alcance del proyecto es necesario especificar unos 
objetivos. Los objetivos de este proyecto son cuatro: 
• Entender con un gran nivel de detalle el significado del concepto Big Data. 
• Comprender y analizar el estado actual del mercado entorno a Big Data.  
• Realizar un estudio práctico sobre una solución Big Data existente. 
• Implementar un caso de uso Big Data real en la solución escogida en el objetivo 
anterior. 
Teniendo en cuenta los objetivos anteriores, el proyecto se ha dividido en tres fases. Cada una 
desglosada en varios puntos.  
1. Estudio teórico de la situación actual de Big Data. 
• Definición del concepto de Big Data y análisis de por qué ha surgido. 
• Identificación de los casos de uso en los que es necesario o aconsejable utilizar 
una herramienta o solución Big Data. 
• Estudio y comparación de los diferentes paradigmas Big Data. 
• Estudio de la arquitectura Big Data general. 
• Estudio y comparación de las diferentes herramientas y soluciones Big Data.  
2. Estudio técnico de una solución Big Data existente. 
• Diseño y planificación de las pruebas a realizar sobre la solución Big Data 
escogida. Pruebas de rendimiento, tolerancia a errores, usabilidad, etc. 
• Instalación y configuración de un clúster con la solución escogida. 
• Realización de las pruebas diseñadas en el primer apartado de la segunda fase 
y anotación de resultados. 
• Análisis de los resultados obtenidos y documentación de las conclusiones. 
3. Implementación de un caso de uso real con la solución Big Data estudiada en la 
segunda fase. 
• Diseño del caso de uso y selección de las herramientas a utilizar. 
• Implementación del caso de uso. 
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• Despliegue del caso de uso implementado en el clúster instalado y configurado 
en la segunda fase. 
• Análisis y documentación de las conclusiones obtenidas sobre el 
funcionamiento del caso de uso implementado. 
Por parte de Everis, empresa que ha facilitado las infraestructuras necesarias para el correcto 
desarrollo de este proyecto, los objetivos han sido dos: 
• Generar el máximo conocimiento posible sobre Big Data durante la duración de todo 
el proyecto. 
• Disponer, al finalizar el proyecto, de una plataforma Big Data correctamente instalada 
sobre la que poder realizar diferentes pruebas para poder continuar generando valor 
añadido en la empresa acerca de esta nueva tecnología. 
A pesar de que el proyecto se ha realizado en colaboración con otro estudiante, existe una 
división clara de tareas que podéis consultar más adelante en el apartado cuarto "División del 
trabajo", que ha permitido que cada estudiante pueda realizar algunas tareas de forma 
exclusiva, facilitando el desarrollo del proyecto y la evaluación del trabajo individual.  
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2. PLANIFICACIÓN 
En este apartado se presenta la planificación inicial del proyecto, y la planificación final real 
que se acabó siguiendo.  
En un principio se respetó en gran medida la planificación inicial, pero aproximadamente a 
finales del segundo mes del proyecto, debido a unos problemas en la adquisición de las 
infraestructuras que iban a albergar el sistema Big Data, se tuvo que modificar de forma 
notable la planificación inicial. Alargándose el proyecto en más de dos meses sobre la previsión 
inicial. 
El gran cambio respecto a la planificación inicial es el hecho de que en un primer lugar íbamos 
a implementar dos pilotos diferentes, cada uno con una solución Big Data diferente,  en el que 
íbamos a desplegar el mismo caso de uso para poder analizar y comparar las diferencias en 
cuanto a usabilidad, funcionalidades y productividad  de cada una de las dos soluciones 
escogidas. 
Como explicamos con más detalle en la planificación final, finalmente sólo se pudo 
implementar un único piloto. Por lo que modificamos la planificación inicial añadiendo un 
nuevo caso de uso, y una nueva fase de pruebas sobre la solución escogida para poder generar 
el máximo conocimiento sobre ella, pudiendo realizar una guía de buenas prácticas al utilizar 
esa solución Big Data.  
2.1. PLANIFICACIÓN INICIAL 
La duración inicial de la beca en la empresa Everis era de 6 meses. Por esto razón la 
planificación inicial se ajustó a este intervalo de tiempo.  
Se dividió la planificación en cinco fases diferentes, comenzando la primera el 11 de Febrero 
de 2013 (fecha de inicio de la beca en la empresa Everis) y terminando el 31 de Julio de 2013 
(fecha de fin de la beca). 
 
Figura 1: Planificación inicial (visión general). 
Las cinco fases fueron pensadas para poder alcanzar los cuatro objetivos principales del 
proyecto. Durante todo el desarrollo de este proyecto han intervenido dos tutores por parte 
de la empresa Everis (José Roldán Rosón y Manuel Pando Mones) además de los autores del 
proyecto (Robert Serrat Morros y Jordi Sabater Picañol). A continuación se detallan las cinco 
fases.  
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Fase 1 - Estado del arte 
El objetivo de la primera fase era: definir y acotar el alcance del proyecto, intentar obtener el 
máximo conocimiento inicial posible sobre Big Data (dado que no habíamos trabajado antes 
este concepto), y realizar la elección de soluciones para el desarrollo de la pruebas piloto (la 
adquisición de servidores y licencias de software por parte de Everis era un proceso que 
requería tiempo). El objetivo era poder iniciar estas gestiones en las primeras semanas de 
proyecto. 
 
Figura 2: Planificación inicial (fase 1 detallada). 
Sabíamos que el framework más utilizado para analizar datos no estructurados de forma 
distribuida era actualmente Hadoop junto al modelo de programación MapReduce, por ello 
enfocamos el estudio inicial sobre todo a este producto open source, dado que con mucha 
probabilidad, como mínimo uno de los dos pilotos implementados sería utilizando Hadoop. 
A raíz del punto "comparativa de soluciones Hadoop", aparecerían las dos propuestas para la 
implementación de dos pilotos Big Data diferentes.  
 
Fase 2 - Especificación pilotos y aprendizaje 
En esta fase se formalizaba la petición a Everis de las infraestructuras necesarias para el 
desarrollo del proyecto. Como hemos comentado en el apartado anterior el objetivo era poder 
iniciar estas gestiones lo más rápido posible para poder disponer de las infraestructuras la 
mayor parte de la duración del proyecto. 
 
Figura 3: Planificación inicial (fase 2 detallada). 
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Para ello en un primer punto se estudiaron los casos de uso en los que se utilizaba o era 
aconsejable utilizar una solución Big Data. Para a continuación poder especificar el caso de uso 
que implementaríamos en ambos pilotos. 
En el intervalo de tiempo entre la especificación de los pilotos que se iban a implementar en el 
proyecto, y la reunión con los tutores para formalizar la petición de las infraestructuras, se 
aprovechó para documentar toda la información recolectada hasta el momento, y empezar el 
aprendizaje sobre una de las herramientas que utilizaríamos más adelante en el proyecto, 
Flume. 
 
Fase 3  - Implementación arquitectura pilotos 
La fase 3 consistía en la obtención de las infraestructuras solicitadas en la fase anterior por 
parte del gerente de Big Data en Everis (Juanjo López), y la instalación y configuración de 
dichas infraestructuras con las soluciones Big Data escogidas en la fase 1, de forma que al 
finalizar esta fase dispusiéramos de dos plataformas Big Data para poder implementar el caso 
de uso en dos pilotos diferentes, a los que se realizaría una comparación al finalizar. 
 
Figura 4: Planificación inicial (fase 3 detallada). 
En el intervalo de tiempo que transcurriría hasta la obtención de las infraestructuras 
solicitadas, se realizaría una presentación al gerente (Juanjo López) para justificar la solicitud 
de infraestructuras, e indicar el progreso del proyecto y en qué estado se encuentra. 
Además se aprovecharía la no dependencia de la capa de recolección de datos con las 
soluciones Big Data escogidas para empezar su diseño e implementación en los portátiles 
como entorno de desarrollo. 
Una vez se adquiriesen los servidores y licencias software se procedería a la instalación y 
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Fase 4  - Implementación del caso de uso 
El objetivo de la cuarta fase era implementar todo el caso de uso, compartiendo en ambos 
pilotos las partes comunes de la implementación. Y realizar una valoración final de ambas 
soluciones. 
 
Figura 5: Planificación inicial (fase 4 detallada). 
 
Fase 5  - Análisis de resultados y conclusiones 
Finalmente la quinta fase consistía en la recolección de todas las conclusiones obtenidas a lo 
largo de todo el proyecto, y la presentación de dichas conclusiones a los tutores en la empresa. 
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2.2. PLANIFICACIÓN FINAL 
Las dos primeras fases de la planificación se respetaron de forma fiel. Los cambios respecto a 
la planificación inicial comenzaron a partir de la tercera fase "Implementación arquitectura 
pilotos", a raíz  de un retraso en la obtención de las infraestructuras. 
En un principio las infraestructuras iban a estar listas para mediados de abril, pero la realidad 
fue que hasta principios de julio no pudimos disponer de ellas (faltando menos de un mes para 
la fecha final de la beca en la empresa). 
Esto supuso un gran impacto en la planificación inicial, teniendo que reestructurar 
prácticamente toda la planificación a partir de la tercera fase. Los tres cambios más 
importantes fueron: 
• Everis alargó dos meses el contrato de beca para compensar el retraso en la obtención 
de las infraestructuras. En un principio la beca terminaba el 31 de Julio. El nuevo 
contrato añadía las semanas comprendidas entre el 16 de setiembre de 2013, al 31 de 
octubre de 2013 (en agosto y las dos primeras semanas de setiembre no se tubo 
acceso a las infraestructuras al no tener contrato vigente). 
• Al estar inicialmente la tercera fase prácticamente dedicada a la instalación y 
configuración de las infraestructuras, atrasamos esta fase hasta la disposición de los 
servidores y licencias software, y adelantamos la cuarta fase "Implementación del caso 
de uso", teniendo que instalar una versión de Hadoop en local en los portátiles para 
disponer de un entorno de desarrollo.  
• Al proporcionar Everis únicamente la mitad de las infraestructuras solicitadas, no se 
pudo implementar dos soluciones Big Data diferentes. Para compensar esto, se añadió 
una nueva fase en la que se diseñaron y realizaron varias pruebas sobre la solución Big 
Data instalada con la finalidad de exprimir y generar el máximo conocimiento posible 
sobre la solución. 
A continuación se detallan las fases de la planificación final, a partir de la tercera fase dado que 
las dos primeras fases se respetaron  y no se han modificado. 
 
Fase 3  - Implementación del caso de uso en local 
Como hemos comentado en el apartado anterior,  al terminar la implementación de la capa de 
recolección de datos del caso de uso, nos dimos cuenta de que las infraestructuras no iban a 
estar disponibles hasta un estado del proyecto bastante más avanzado. 
Por eso fue necesario realizar una reestructuración de la planificación. En esta 
reestructuración se acordó realizar la implementación del caso de uso en local. Las dos 
soluciones escogidas para la implementación de los pilotos se basaban en Hadoop, por lo que 
gran parte de la implementación del caso de uso iba a ser igual en ambos casos. 
Se decidió utilizar la distribución de Hadoop open source Cloudera CDH4 para el entorno de 
desarrollo en local en los portátiles. 
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Figura 7: Planificación final (fase 3 detallada). 
Durante el proceso de implementación en el entorno de desarrollo local se experimentaron 
varios obstáculos. Los más notables fueron el alto consumo de recursos que necesita Hadoop 
para funcionar y que nuestros portátiles no daban abasto. Se experimentaron graves 
problemas de rendimiento, como congelarse el entorno de desarrollo durante varios minutos 
o tener que esperar varios segundos al realizar cualquier acción en el sistema operativo. 
Se desaconseja totalmente utilizar un entorno de desarrollo local para implementar un caso de 
uso Big Data. 
A pesar de los obstáculos de rendimiento, al implementar ambos autores del proyecto el 
mismo caso de uso  sobre la misma solución Big Data (Cloudera), se agilizó bastante dicha 
implementación pudiendo repartir y aislar de forma coherente las diferentes capas del capo de 
uso. 
 
Fase 4  - Diseño y realización de pruebas 
El objetivo de esta fase era compensar el hecho de trabajar con un solo piloto (inicialmente 
iban a ser dos), diseñando y ejecutando un seguido de pruebas para intentar generar el 
máximo conocimiento posible sobre la solución Big Data trabajada (Cloudera), para intentar 
formalizar mediante las pruebas una guía de buenas prácticas al implementar un caso de uso 
en Hadoop - Cloudera (Cloudera es una distribución de Hadoop).  
A mediados de esta fase (concretamente el 1 de Julio de 2013) se adquirieron las 
infraestructuras para poder instalar y configurar el piloto Big Data. Una vez el clúster estaba 
correctamente instalado con la solución Big Data escogida se procedió a la ejecución de las 
pruebas diseñadas al principio de la fase. 
Estas pruebas tuvieron una pausa de mes y medio (agosto y la primera quincena de 
setiembre), dado que hasta el 16 de setiembre no entraba en vigor el nuevo contrato de beca. 
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Figura 8: Planificación final (fase 4 detallada). 
Al finalizar la ejecución de las pruebas sobre las diferentes herramientas de Hadoop - Cloudera 
(HDFS, MapReduce, Mahout, Impala...), se presentó la valoración de los resultados obtenidos a 
los tutores. 
 
Fase 5  - Despliegue del caso de uso 
En esta fase se realizó el despliegue al entorno Big Data proporcionado por Everis del caso de 
uso Big Data implementado en la tercera fase. 
Además a finales de la cuarta fase uno de los tutores nos propuso implementar un pequeño 
caso de uso extra relacionado con un proyecto en el que se encontraba en ese momento. El 
caso de uso era interesante y no extremadamente largo, por lo que se procedió a su 
implementación. 
Al finalizar la implementación del caso de uso extra, ambos casos de uso (el extra y el principal 
desarrollado en la tercera fase) se despliegan en el entorno productivo Big Data y se realizan 
un seguido de pruebas y experimentaciones sobre ellos para facilitar la extracción de 
resultados y conclusiones. 
 
Figura 9: Planificación final (fase 5 detallada). 
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Fase 6  - Análisis de resultados y conclusiones 
Finalmente la sexta fase de la nueva planificación equivale a la quinta fase de la planificación 
inicial. En esta fase se realizó la recolección de todas las conclusiones obtenidas a lo largo de 
todo el proyecto, y la presentación de dichas conclusiones a los tutores en la empresa. 
 
Figura 10: Planificación final (fase 6 detallada). 
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3. PRESUPUESTO 
En este apartado se estiman los costes asociadas a la realización del proyecto Big Data. Los 
costes se han dividido en costes materiales y de personal. 
Los costes materiales son básicamente los gastos del proyecto asociados al hardware, software 
y recursos de la empresa utilizados. A nivel de hardware, a cada uno Everis nos ha facilitado un 
portátil con el que poder trabajar. Además de las infraestructuras para poder montar un 
clúster Big Data (cuatro servidores), en el que ya hemos englobado en el precio de este recurso 
el coste asociado por el mantenimiento. 
A nivel de software se tienen en cuenta las licencias de todos los productos utilizados durante 
el desarrollo del proyecto, principalmente productos que han dado soporte a la 
documentación de la memoria del proyecto (Microsoft Word, Microsoft Excel...) ya incluidas 
en el precio del alquiler del portátil, y a la preparación de las infraestructuras mediante 
máquinas virtuales (VMware vCenter, VMware ESXI...), dado que la solución Big Data 
implementada (Cloudera) es open source, al igual que otras muchas herramientas utilizadas, y 
no han supuesto un coste adicional. 
Finalmente se ha añadido en costes materiales el alquiler del puesto de trabajo en el edificio 
de Everis (internet, luz, agua, material de oficina, etc.). 
Los costes materiales son estimaciones aproximadas ya que algunos de ellos son 





Alquiler del portátil (x2) 7 80 (x2) 1.120 
Licencias de software de virtualización (VMware) 4 30 120 
Servidores y mantenimiento 4 300 1.200 
Recursos de la empresa (internet, luz...) 7 260 1.820 
Total Costes Materiales   4.260 
Tabla 1: Costes materiales del proyecto. 
Dentro de los costes de personal, se incluyen las horas propias, juntamente con las horas 
recibidas de formación, soporte y gestión para llevar a cabo el proyecto, y que han dedicado 
los tutores asignados por Everis (José Roldán Rosón y Manuel Pando Mones). 
El soporte al proyecto por parte de ambos tutores se ha materializados en reuniones 
semanales con una duración aproximada de una hora cada una. 
En los últimos meses ha colaborado con el proyecto además un administrador de sistemas, 
que ha participado en la preparación e instalación de los servidores, sobre los que se ha 
montado el piloto Big Data. 
 
 






Robert Serrat Morros 7 830 5.810 
Jordi Sabater Picañol 7 830 5.810 
José Roldán Rosón 7 520 3.640 
Manuel Pando Mones 7 520 3.640 
Administrador de sistemas 4 150 600 
Total Costes de Personal   19.500 
Tabla 2: Costes de personal del proyecto. 
Finalmente, si se tienen en cuenta los costes materiales y de personal anteriormente 
especificados, el coste total del proyecto asciende a 23.760 €. 
 Subtotal (€) 
Costes materiales 4.260 
Costes de personal 19.500 
Total 23.760 
Tabla 3: Coste total del proyecto. 
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4. DIVISIÓN DEL TRABAJO 
El proyecto Big Data ha sido desarrollado junto a la colaboración de otro estudiante de la 
Facultad de Informática de Barcelona, Robert Serrat i Morros. 
En este apartado se busca aclarar la división del trabajo realizado, con la finalidad de aclarar 
que parte del proyecto ha realizado cada uno, y que partes se han realizado de forma 
conjunta. 
La idea inicial del proyecto, como se ha explicado en la planificación inicial, era desarrollar dos 
pilotos, cada uno utilizando una solución Big Data diferente. Buscando implementar en ambos 
casos un caso de uso parecido, y de este modo, al finalizar el proyecto, poder analizar la 
usabilidad, funcionalidad y productividad de cada solución mediante una comparativa 
exhaustiva.  
El objetivo era que cada estudiante se centrara en su propio piloto. No obstante, debido a que 
finalmente no se pudieron proporcionar más que la mitad de las infraestructuras solicitadas, 
sólo se pudo implementar un piloto Big Data.  
Por ello se intentaron dividir otros aspectos del proyecto, como el estudio teórico, la 
realización de pruebas y la implementación del caso de uso. 
A continuación se detalla la división de trabajo realizada. 
 
Herramientas del ecosistema Hadoop 
La primera división realizada fue en el apartado de herramientas del ecosistema Hadoop, 
donde se explican las diferentes herramientas que forman parte del ecosistema. El estudio 
teórico sobre las herramientas que más adelante se iban a utilizar en la implementación del 
caso de uso (como Flume, Hive o Mahout) se hicieron de forma conjunta, dividiendo 
únicamente aquellas que no se pudieron trabajar de forma práctica en este proyecto. 
La lista de herramientas del ecosistema Hadoop que cada uno ha trabajado en su propia 
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Tabla 4: División de las herramientas del ecosistema Hadoop. 
 
Soluciones Hadoop 
La segunda división, se realizó a raíz de las diferentes soluciones Big Data existentes que se 
basaban en Apache Hadoop. 
Se dividieron las soluciones Hadoop en tres grupos: Distribuciones, Appliance y Cloud. Todas 
las soluciones en formato distribución se dividieron entre los dos, haciendo de forma conjunta 
únicamente Cloudera dado que es la solución que más adelante íbamos a implementar en el 
piloto. 
En cuanto a los otros dos grupos, Appliance y Cloud, su división fue de forma completamente 
íntegra. Robert Serrat Morros se centró en la soluciones Hadoop en formato appliance 
mientras que Jordi Sabater Picañol en las soluciones Hadoop con formato cloud. 
Robert Serrat Morros Jordi Sabater Picañol 
Distribuciones 
Cloudera 
Pivotal HD IBM InfoSphere BigInsights 
DataStax MapR 
 Hortonworks Data Platform 
Appliance Cloud 
Pivotal DCA Winsows Azure HDInsight 
Oracle Big Data Appliance Amazon EMR 
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Tests técnicos sobre la solución Cloudera 
La tercera división ya pertenecía al ámbito práctico. Se dividió el diseño y ejecución de los tests 
sobre la solución Cloudera.  
Los tests de usabilidad no se dividieron de forma exclusiva, dado que la experiencia en 
usabilidad puede resultar algo muy personal y presentar varias opiniones distintas.  
El resto de tests sí se dividieron de forma exclusiva, intentando dividirlos de forma que el que 
realizara los tests sobre una herramienta determinada, no fuera también quien implementaba 
esa herramienta en el piloto. De esta manera ambos pudimos trabajar con todas las 
herramientas utilizadas en el proyecto. 
Robert Serrat Morros Jordi Sabater Picañol 
Cloudera Manager (usabilidad) 
HDFS (funcionalidad, rendimiento y 
tolerancia a errores) 
Mahout (funcionalidad) 
Flume (funcionalidad, rendimiento y 
tolerancia a errores) 
Hive (escalabilidad, rendimiento y tolerancia 
a errores) 
MapReduce (rendimiento, escalabilidad y 
tolerancia a errores) 
Impala (escalabilidad, rendimiento y 
tolerancia a errores) 
YARN (rendimiento, escalabilidad, tolerancia 
a errores y funcionalidad) 
Oozie (usabilidad y funcionalidad) 
 Pentaho (usabilidad y funcionalidad) 
Tabla 6: División del diseño y ejecución de pruebas sobre Cloudera. 
 
Implementación del caso de uso principal (redes sociales) 
La implementación del caso de uso también se dividió por herramientas / capas. En el 
repositorio GitHub del proyecto podéis encontrar todo el código del proyecto. La división fue la 
siguiente: 
Robert Serrat Morros Jordi Sabater Picañol 
Recolección de datos (Twitter API y Flume) 
Preprocesamiento de los tweets 
(MapReduce) 
Almacenamiento de datos (HDFS y Hive) Búsqueda de patrones (Mahout) 
Preprocesamiento de los tweets (Diccionarios) 
Orquestación y diseño del workflow 
(Oozie) 
 Visualización de datos (Pentaho) 
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Implementación del caso de uso extra (análisis de ficheros log) 
Finalmente, como se ha comentado en la planificación, se realizó un caso de uso extra 
propuesto por uno de los tutores, que resultó ser muy interesante. En este caso de uso se 
buscaba comparar una solución secuencial con una solución distribuida (MapReduce) al 
problema de análisis de ficheros log. 
Robert Serrat Morros trabajó en la implementación de la solución secuencial, y Jordi Sabater 
Picañol en la solución distribuida utilizando el modelo de programación MapReduce. Las 
conclusiones se extrajeron de forma conjunta. 
Robert Serrat Morros Jordi Sabater Picañol 
Solución secuencial para el análisis de ficheros 
de log 
Solución distribuida para el análisis de 
ficheros de log 
Tabla 8: División de la implementación del caso de uso Análisis de Ficheros de Log. 
 
Cualquier otra tarea del proyecto que no aparezca en las tablas anteriores, ha sido fruto de 
una colaboración conjunta. 
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5. COMPETENCIAS TÉCNICAS 
Según la normativa vigente del trabajo de final de grado en ingeniería informática de la 
Facultad de Informática de Barcelona (FIB), el estudiante tiene que justificar las competencias 
técnicas de especialidad desarrolladas durante el proyecto. 
El objetivo de este apartado es realizar dicha justificación, explicando de forma detallada como 
se ha trabajado cada competencia técnica en este proyecto. 
A continuación se enumera cada competencia técnica de especialidad trabajada en el 
proyecto, poniendo en primer lugar el código identificativo y la descripción de la competencia 
técnica, y a continuación la justificación de como se ha trabajado en este proyecto. 
 
Código Descripción 
CES1.1 Desarrollar, mantener y evaluar sistemas y servicios software complejos y/o críticos 
Esta competencia técnica se ha desarrollado bastante. Big Data requiere grandes 
infraestructuras, y la forma más económica para ello es construir sistemas distribuidos 
complejos que faciliten la escalabilidad horizontal. 
La base de este proyecto ha sido la construcción y mantenimiento de un sistema distribuido de 
cuatro servidores, que permitiera ejecutar aplicaciones distribuidas.  
A pesar de que en el piloto se han utilizado únicamente cuatro servidores, se ha preparado el 
sistema distribuido de tal manera que fácilmente se pueden añadir nuevos nodos al clúster 
con la finalidad de obtener un mejor rendimiento en la ejecución de las aplicaciones 
distribuidas. 
El sistema distribuido implementado permite la ejecución de aplicaciones distribuidas 
mediante el modelo de programación MapReduce, y consultas interactivas sobre los datos 
almacenados mediante SQL. Ambos tipos de aplicaciones aprovechan todos los nodos del 




Identificar, evaluar y gestionar los posibles riesgos asociados a la construcción de 
software que se pudieran presentar. 
Esta competencia técnica se ha desarrollado un poco. En este proyecto se ha implementado un 
caso de uso Big Data real entre dos programadores. El código Java de la implementación está 
disponible en el repositorio GitHub.  
Al dividir la implementación del caso de uso entre dos programadores, se ha tenido que 
realizar previamente un diseño de la arquitectura final completa de la aplicación, con la 
finalidad de que las partes que implementaba cada uno, pudieron encajar a la perfección y no 
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surgieran problemas inesperados provocados por no haber seguido unas mismas prácticas a la 




Desarrollar, mantener y evaluar servicios y aplicaciones distribuidas con soporte de 
red. 
Esta competencia técnica se ha desarrollado bastante. Las bases de este proyecto eran la 
construcción de un sistema complejo distribuido (competencia técnica CES1.1), y la 
implementación de aplicaciones distribuidas que se pudieran ejecutar sobre el sistema. 
El sistema distribuido implementado permite la ejecución de aplicaciones distribuidas 
mediante el modelo de programación MapReduce, y consultas interactivas sobre los datos 
almacenados mediante SQL. Ambos tipos de aplicaciones aprovechan todos los nodos del 
clúster para aumentar el rendimiento y reducir el tiempo de ejecución. 
Concretamente, en este proyecto se han implementado varias aplicaciones distribuidas para el 
análisis de ficheros de log, tratamiento de texto mediante diccionarios, búsqueda de patrones 
y consultas interactivas SQL. 
Para ello se ha utilizado como base el framework Hadoop, que aporta varias funcionalidades 
para facilitar en gran medida la implementación de aplicaciones distribuidas. 
 
Código Descripción 
CES1.5 Especificar, diseñar, implementar y evaluar bases de datos. 
Esta competencia técnica se ha desarrollado bastante. En la implementación del caso de uso 
Imagen de un Producto a través de las Redes Sociales ha sido necesario diseñar e implementar 
varias bases de datos para el almacenamiento de los tweets obtenidos,  así como para 
almacenar también los datos obtenidos en los procesamientos realizados sobre los datos de 
entrada (como la búsqueda de patrones en los tweets). 
Las bases de datos estudiadas han sido de tipos muy diversos, desde bases de datos NoSQL 
hasta bases de datos relacionales y data warehouses. Finalmente se ha descartado la 
utilización de bases de datos NoSQL en el caso de uso y únicamente se ha implementado un 
data warehouse mediante la herramienta Hive del ecosistema Hadoop, y varias bases de datos 
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Código Descripción 
CES3.2 Diseñar y gestionar un almacén de datos (data warehouse). 
Esta competencia técnica se ha desarrollado bastante. En la implementación del caso de uso 
Imagen de un Producto a través de las Redes Sociales ha sido necesario diseñar,  implementar 
y mantener un data warehouse mediante la herramienta Hive del ecosistema Hadoop.  
Entre las tareas de diseño y mantenimiento del data warehouse están el particionamiento de 
algunas tablas para poder mejorar el rendimiento de las consultas más ejecutadas. 
En el data warehouse se han almacenado todos los tweets recolectados a lo largo de todo el 
proyecto así como toda la información asociada a ellos fruto de la ejecución de diversos 
procesamientos de análisis, como la búsqueda de patrones.  
El data warehouse ha tenido que soportar varias dimensiones de consulta, como la fecha en la 
que se escribió el tweet, el número de repeticiones y la etiqueta (hastag) con la que se 
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1. INTRODUCCIÓN 
Cada minuto que transcurre, los servidores de Facebook son capaces de gestionar más de 
500.000 nuevos comentarios, más de 290.000 actualizaciones de estado y cerca de 140.000 
fotografías subidas [1]. 
Facebook no es un caso aislado, pues por ejemplo cada minuto se suben más de 72 horas de 
vídeo a Youtube [2], y se añaden más de 120.00 tweets en Twitter. 
Todos estos datos son Big Data. En algunas empresas poder tratar tales cantidades de 
información en un tiempo razonable ha sido una necesidad. Otras han visto en ello la 
oportunidad de avanzar a la competencia o simplemente de crecer, a través de la adquisición 
de nuevas fuentes de información para poder tomar decisiones más acertadas. 
En cualquier caso, poder tratar Big Data ha cobrado tanta importancia, que actualmente 
existen más de 2.100.000.000 entradas en Google donde hace poco no existía prácticamente 
ninguna. Ha llegado incluso a superar a Business Intelligence (BI) como término más buscado. 
 
Figura 11: Google Trends [3]. Evolución del número de búsquedas de los términos Business Intelligence (rojo) y 
Big Data (azul) en Google. 
Big Data no es un concepto sencillo, debido al auge que ha experimentado en los últimos años 
se ha convertido en un término muy amplio, abarcando desde la tipología de los datos de 
entrada a los procesos de análisis, como los sistemas de almacenamiento que se utilizan para 
almacenar este tipo de datos y los modelos de programación que se utiliza para procesarlos.  
El concepto Big Data está estrechamente relacionado con los modelos de programación y 
sistemas distribuidos, pues debido a la naturaleza y complejidad de los datos Big Data (que 
explicaremos en el siguiente apartado), es necesario poder paralelizar los procesos de análisis 
con la finalidad de reducir el tiempo de ejecución, y poder obtener los resultados lo más rápido 
posible.    
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2. ¿QUÉ ES BIG DATA?    
Big Data son datos que exceden la capacidad de procesamiento de los sistemas de bases de 
datos convencionales. La razón es que los datos son muy voluminosos, se mueven demasiado 
rápido o bien no se ajustan a ninguna de las estructuras de la arquitectura de la base de datos. 
Es por eso que cuando se define Big Data se habla de la definición de las 3Vs: Volumen, 
Velocidad y Variedad. Que describen las características más importantes de Big Data [4]. 
Volumen: Big Data son volúmenes de datos muy grandes que fácilmente pueden superar el 
Petabyte (PB). Poder procesar cantidades masivas de información es el principal atractivo del 
análisis de Big Data: Tomar una decisión teniendo en cuenta 300 factores diferentes es mejor 
que si sólo tienes en cuenta 6. 
Velocidad: Big Data son datos que fluyen con mucha velocidad. Tanto por la rapidez con la que 
se crea nueva información entrante (por ejemplo los datos generados por los sensores de un 
avión o los ficheros de registro de un sistema distribuido), como por el tiempo que tardan en 
procesarse: Cuanto más actualizados se mantienen los factores de decisión o los procesos de 
análisis, mejor ventaja competitiva se obtiene (por ejemplo mantener actualizada una matriz 
de recomendaciones de productos en una tienda online puede suponer hacer mejores 
propuestas, y por lo tanto vender más). En muchos casos, además,  la información almacenada 
es sensible en el tiempo y lo que hoy puede tener mucho valor para una empresa, puede 
suponer no tener ninguno mañana. 
Variedad: Big Data son datos completamente heterogéneos que en la mayoría de los casos no 
encajan en un esquema. Los datos pueden ser estructurados (si siguen un formato 
determinado, como por ejemplo las tablas relacionales de una base de datos relacional), no 
estructurados (si no encajan en ningún esquema, como por ejemplo los textos o los ficheros de 
audio), o semi-estructurados (si tienen una parte estructurada y otra no estructurada, como 
por ejemplo los ficheros XML en los que un elemento puede tener muchos subelementos 
mientras que otro puede no tener ningún subelemento). 
A pesar de que los tres términos anteriores son comunes a todas las definiciones de Big Data, 
algunas añaden características nuevas: 
Variabilidad: Hace referencia a las diferentes maneras en las que se puede interpretar los 
mismos datos: Diferentes preguntas sobre el mismo conjunto de datos tiene diferentes 
respuestas [5]. También se refiere a la  facilidad con la que los orígenes y tipos de datos 
pueden cambiar en el tiempo y la capacidad que ha de tener un sistema Big Data para 
adaptarse a estos cambios. 
Veracidad: Remarca la diferencia entre los sistemas tradicionales de data warehouse, donde 
siempre se ha considerado la información almacenada como información en la que se puede 
confiar, mientras que en Big Data se puede tener información de confianza dudosa como los 
comentarios de la gente en las redes sociales. La veracidad de la información determinará la 
influencia que tiene el resultado del análisis en la toma de futuras decisiones. 
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Valor: Big Data son datos que tras un análisis o procesamiento aportan valor de negocio a la 
empresa. Sino no tendría sentido almacenar toda esa información. 
Si bien Big Data hace referencia principalmente a la tipología de los datos que se procesan 
(tienen un gran volumen y además no tienen una estructura bien definida), el concepto de Big 
Data incluye además los sistemas de almacenamiento para almacenar dichos datos así como 
los modelos de programación distribuida para procesarlos. 
Podemos decir que Big Data es un paradigma: un conjunto de herramientas y conceptos cuyo 
objetivo común es poder solventar las necesidad de las empresas, cada vez mayores, de poder 
analizar grandes volúmenes de información estructurada y no estructurada en un tiempo 
suficientemente pequeño como para que les permita obtener una ventaja.  
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3. CASOS DE USO 
Big Data tiene muchas aplicaciones. Debido a su alta escalabilidad ofrece un abanico de 
posibilidades muy amplio en las que podemos encontrar algunos puntos en común. Hay que 
considerar una solución Big Data en los siguientes casos [6]: 
• Si la plataforma o entorno actual no puede procesar la cantidad de datos que necesitas 
en el tiempo esperado. 
• Si se quiere añadir nuevas fuentes de datos al data warehouse  sobre los que hacer 
consultas y análisis pero no se puede porque no se ajustan a un esquema bien 
definido, y por lo tanto se tendría que perder la fidelidad y la riqueza de los datos ya 
almacenados para poder incluir los nuevos. 
• Si se necesita recoger datos de la forma más rápida posible, pero la plataforma sólo 
permite trabajar con paradigmas schema-on-write. Se debería poder aprovechar los 
beneficios de utilizar un schema-on-read y dar estructura a los datos sólo cuando se 
necesite procesarlos, de manera que no se tenga un coste añadido al recolectarlos. 
• Si se tiene un gran volumen de información que no se termine de  identificar si puede 
aportar valor a la empresa y por lo tanto no se quiera añadirl al data warehouse, o 
bien esta información es no estructurada o muy sensible en el tiempo (en poco tiempo 
ya no tendrá ningún valor para la empresa). 
• Si se necesita procesar información entrante en streaming pero la plataforma no es 
capaz de absorber todo el procesamiento en tiempo real. 
Otra razón por la que puede ser aconsejable utilizar una solución Big Data a pesar de que 
ninguno de los puntos enumerados anteriormente coincida con las necesidades actuales, es si 
la previsión de crecimiento en el número de usuarios o volumen de datos de entrada es 
bastante grande. Adelantarse a las necesidades y preparar un sistema Big Data aunque 
actualmente no se vaya a aprovechar en su totalidad puede ahorrar bastante dinero en un 
futuro. 
Actualmente se ha explotado tanto la escalabilidad vertical, que continuar mejorando el 
rendimiento de los sistemas de procesamiento a partir de la mejora de los componentes 
Hardware (por ejemplo cambiando el disco duro por uno más grande o más rápido), puede ser 
inviable económicamente. La solución es en estos casos es la escalabilidad horizontal: Añadir 
nuevos ordenadores al sistema, sin necesidad de que sus componentes Hardware sean de 
gamma alta. 
A continuación se explican algunos de los usos de Big Data más extendidos [7]: 
 
Servicios financieros 
La industria de los servicios financieros es una de las industrias que mayores cantidades de 
datos generan. Sólo con el comercio electrónico que tanta importancia ha cobrado en la última 
década se crean cada día millones de mensajes entre las tiendas y los servicios financieros. 
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Además el entorno regulador en el que se encuentran los bancos y las compañías de seguros 
requiere que estas instituciones almacenen y analicen varios años de transacciones. 
En la mayoría de los casos las compañías han confiado en las tecnologías relacionales y 
herramientas de BI para el análisis de estos datos. No obstante, a pesar de que estas opciones 
seguirán teniendo un papel muy importante en estas entidades, la aparición de Big Data ha 
permitido agilizar procesos que antes podían tardar días, así como poder trabajar 
directamente sobre nuevos conjuntos de datos que antes no eran viables. Se estima que entre 
el 80 y el 90 por ciento de los datos de un servicio financiero son datos no estructurados (en su 
mayoría documentos de texto) [8]. 
 
Perfiles de cliente 
Actualmente el trato entre los clientes y sus bancos se ha vuelto más reservado. Los clientes ya 
no confían en un solo banco si no que crean varias cuentas en diferentes entidades (una que 
ofrece abrir una cuenta corriente sin cargos, otra que da los mayores intereses para los 
depósitos, etc.). Los bancos ya no disponen de tanta información de sus clientes como antes ni 
monopolizan todas sus transacciones. De este modo se ha hecho más difícil la toma de algunas 
decisiones; como determinar los clientes que puedan estar más interesados en nuevas 
promociones, o relacionadas con la autorización de hipotecas y créditos. 
Este hecho ha provocado que las entidades financieras busquen información de sus clientes en 
nuevas fuentes de datos que pueden llegar a ser muy dispares entre ellas: llamadas telefónicas 
grabadas, correos electrónicos, peticiones, sistemas de pago, e incluso aprovechar el auge de 
las redes sociales para saber más sobre los intereses de sus clientes [7]. 
 
Detección de fraude 
Detectar el fraude a tiempo o poder predecirlo es muy importante ya que siempre hay una 
víctima involucrada que puede salir muy perjudicada.  
Actualmente la mayoría de los sistemas de detección de fraude se basan en perfiles, en lugar 
de investigar el comportamiento individual de cada individuo. Obviamente el segundo enfoque 
es mucho mejor que el primero, ya que una persona que esté cometiendo fraude puede no dar 
el perfil determinado.  Pero también requiere trabajar con conjuntos de datos mucho más 
grandes a la vez que se mantiene un tiempo de procesamiento pequeño para poder detectar 
los casos de fraude lo más rápido posible. Con Big Data se permite construir modelos de 
predicción más complejos [6]. 
Una compañía de tarjetas de crédito por ejemplo, puede utilizar tecnología Big Data para 
identificar un comportamiento transaccional que indique una alta probabilidad de que una 
tarjeta determinada sea robada. 
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Reducción de riesgo 
Big data se utiliza para analizar en tiempo real las tendencias de mercado potenciales, y 
entender las posibilidades futuras para reducir el riesgo al tomar una posición financiera o 
modificar la cartera de inversiones. 
 
Análisis de ficheros de registros (logs) 
Big data permite a las empresas ganar mejores conocimientos de cómo funcionan sus 
sistemas, por ejemplo, gracias al procesamiento de ficheros de registro se puede determinar 
de forma rápida cuando y porqué ha fallado un sistema.  
En el caso concreto de las entidades financieras que suelen tener entornos distribuidos 
complejos, cuando algo falla en esos entornos es normalmente difícil determinar la causa ya 
que puede haber más de 20 ordenadores involucrados en una determinada transacción [6]. 
La tecnología Big Data permite en estos casos poder analizar grandes cantidades de ficheros de 
registro en un tiempo de respuesta razonablemente bueno (cuantos más nodos tenga el 
sistema Big Data mejores tiempos de respuesta se obtendrán). 
Al poder analizar los ficheros de registro se permite descifrar que ha ocurrido exactamente en 
cada transacción y que componentes del sistema lo han provocado, para poder proceder a 
arreglar el problema. 
 
Streaming de sensores o datos 
Los sensores están cobrando poco a poco mucha importancia, son el punto de mira de muchos 
centros de innovación y aseguran que en algunas empresas permitirán aumentar 
razonablemente su productividad. 
Los sensores de un avión a reacción Boeing, por ejemplo, pueden llegar a producir hasta 10 TB 
de información cada 30 minutos de vuelo. Sólo en el acelerador de partículas europeo (CERN) 
se pueden generar hasta 40 TB por segundo [9].Es un volumen de información muy grande que 
un sistema normal no sería capaz de procesar a tiempo real. 
Actualmente se utilizan sistemas Big Data para poder predecir terremotos u otros desastres 
naturales a partir del análisis de sensores. 
Los datos entrantes pueden proceder de otras muchas fuentes aparte de los sensores. Por 
ejemplo algunas empresas utilizan soluciones Big Data para streaming de ficheros de registro. 
De esta manera consiguen monitorizar en tiempo real el estado de salud de su sistema, 
pudiendo ser capaz de recoger las incidencias a tiempo y prevenir un corte del servicio [2]. 
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Análisis de sentimiento 
Utilizando fuentes de datos internas (correos a atención al consumidor, llamadas telefónicas 
grabadas) o ajenas (por ejemplo redes sociales), es posible saber lo que los clientes piensan de 
tu producto o del producto de la competencia, como que novedades les gustaría que se 
añadieran o bien que partes no terminan de gustar. 
Saber lo que la gente dice de un producto no es tan importante como el saber porque lo han 
dicho. Así pues una persona puede comentar en su perfil que un determinado producto no le 
gusta pero no indicar la razón. Por lo tanto, paralelamente habría que  hacer algún estudio 
sobre las promociones realizadas, cambios de precios, marketing… Para poder encontrar las 
causas que coincidan temporalmente con las tendencias de opinión. 
Otro aspecto importante de este sector es el poder clasificar el nivel de enfado o 
agradecimiento de una persona respecto a un servicio o producto. Por ejemplo, frases como 
“es la tercera vez que llamo” al analizar una llamada telefónica grabada al servicio de atención 
al cliente, suele indicar disconformidad con la atención recibida [6]. 
 
Marketing 
Poder enfocar una campaña al sector de la población más sensible al producto anunciado 
puede ahorrar mucho dinero a las compañías de marketing.  
Las compañías pueden utilizar toda la información de que dispongan para determinar las 
preferencias de algunos sectores concretos o bien poder enfocar anuncios u ofertas online 
individualmente a las personas que más puedan gustarle.  
Con un sistema Big Data estos procesos pueden hacerse en mucho menos tiempo que con los 
sistemas tradicionales, ya que suelen ser conjuntos de datos muy grandes y no estructurados. 
 
Clickstream 
Un servidor web puede guardar en un fichero de registro todas las interacciones que observa 
entre un usuario o navegador y la aplicación web. Los datos guardados se pueden analizar para 
poder comprobar cómo se accede a la página web, si hay partes de la página que se acceden 
muy poco, si al rellenar un formulario los usuarios suelen dejarse algún campo en concreto, 
etc. 
El resultado de un buen análisis de toda la información recogida puede permitir optimizar la 
página web para facilitar e incrementar su uso [10]. 
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4. ARQUITECTURA 
La arquitectura que tiene un sistema de análisis de Big Data es la misma que tendría cualquier 
sistema de análisis de información. Es una arquitectura de cinco capas (o etapas), donde en 
cada una hay un conjunto amplio de herramientas que facilitan los procesos que se llevan a 
cabo en ella, algunas de las cuales estudiaremos más adelante en el apartado de ecosistema 
Hadoop. 
 
Figura 12: Arquitectura en capas de un sistema de análisis de información. 
4.1. RECOLECCIÓN 
En la capa de recolección de datos es donde se lleva a cabo la obtención de datos legales 
(cumplen la ley de protección de datos), considerados que tras un procesamiento adecuado 
pueden aportar información de valor para la empresa. 
En Big Data los datos recolectados suelen ser muy grandes y de formato no estructurado. 
Algunos ejemplos de fuentes de procedencia de estos datos pueden ser redes sociales, 
ficheros de log, sensores (donde los datos además fluyen con mucha velocidad), o 
simplemente documentos de texto, audio o vídeo que la empresa ha ido guardando durante 
bastante tiempo e incluso bases de datos relacionales. 
Con un conjunto de fuentes de información tan diverso es normal también que existan 
bastantes herramientas, cada una especializada en obtener los datos de una forma concreta. 
Tenemos herramientas que permiten mover grandes volúmenes de datos almacenados en 
bases de datos relacionales hacia donde podamos analizarlos adecuadamente, herramientas 
que permiten recolectar la información en streaming si esta fluye de forma rápida, APIs REST 
para facilitar la extracción de datos de redes sociales como Twitter, Facebook o Linkedin, etc. 
La capa de recolección envía los datos a la etapa de almacenamiento, donde se guardarán 
todos los datos recolectados para su futuro procesamiento.  
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4.2. ALMACENAMIENTO 
En esta capa se encuentran todas las herramientas que permiten almacenar información de 
gran volumen y de formato variable. El gran tamaño de los conjuntos de datos es la principal 
razón por la que estas herramientas normalmente son distribuidas y altamente escalables (si 
estás a punto de quedarte sin espacio disponible, fácilmente puedes añadir un nodo o varios 
nodos más al clúster para poder hacer crecer el tamaño total).  
En la mayoría de los casos estas herramientas permitirán además replicar la información 
almacenada para que tengamos un almacenamiento tolerante a fallos que puedan provocar 
pérdida de información. 
En Big Data existe un abanico de  sistemas de almacenamiento bastante grande y muy 
diferentes  entres ellos, debido a la variabilidad de los datos recolectados. Tenemos bases de 
datos NoSQL para datos dispersos o con un esquema semi-estructurado, bases de datos 
relacionales y sistemas de ficheros distribuidos. Además de varios servicios de 
almacenamiento en Cloud que permiten tener almacenamiento escalable de forma rápida (sin 
preocuparte de comprar, instalar y configurar nuevos servidores). 
En esta capa no sólo se almacenan los datos recolectados en la etapa de recolección, sino que 
además se suelen almacenar los resultados obtenidos al procesar un conjunto de datos en la 
etapa de procesamiento. 
 
4.2.1 BASES DE DATOS NOSQL 
Las bases de datos NoSQL son conocidas como la nueva generación de bases de datos, no 
obstante no han aparecido para sustituir a las bases de datos relacionales, pues los objetivos 
de cada una son muy diferentes. 
El auge de las bases de datos NoSQL empezó en el año 2009 con la idea de poder ser utilizadas 
como sistema de almacenamiento para sitios web modernos que iban a tener una gran 
comunidad de usuarios, por lo que su sistema de almacenamiento tenía que ser altamente 
escalable [11].  
Las bases de datos NoSQL están estrechamente relacionadas con los términos: distribuido, 
escalabilidad horizontal, open source y no relacional.  Y las características más comunes son: 
esquema flexible (a diferencia de las bases de datos relacionales que imponen un esquema 
fijo), soporte para facilitar la replicación de datos con la finalidad de aumentar la tolerancia a 
errores y disminuir el número de cuellos de botella (por ejemplo si la mayoría de los usuarios 
quiere acceder a la misma información), capacidad para almacenar una gran cantidad de 
datos, y una API bastante fácil de utilizar. 
Para poder disponer de todas las características enumeradas en el párrafo anterior, las bases 
de datos NoSQL tienen que sacrificar algunas de las propiedades ACID que están tan 
estrechamente ligadas a las bases de datos relaciones.  
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Recordemos brevemente las propiedades ACID [12]: 
• Atomicidad: Esta propiedad asegura que un determinado conjunto de operaciones 
(transacción) realizado sobre la base de datos se ha realizado de forma completa o no 
se ha realizado ninguna de las operaciones de la transacción, pero nunca se quedará 
completado de forma parcial ante un fallo del sistema.  
• Consistencia: La consistencia asegura que al ejecutar una transacción sobre la base de 
datos, esta no va a quedar en un estado inválido teniendo en cuenta las reglas 
definidas (restricciones de tabla, restricciones de columna, disparadores, etc.). 
• Aislamiento (del inglés Isolation): La propiedad de aislamiento asegura que dos o más 
transacciones puedan ejecutarse de forma concurrente sobre un mismo conjunto de 
datos. La ejecución de una transacción no puede afectar al resultado obtenido por 
otra. 
• Durabilidad: Esta propiedad garantiza que una vez se ha ejecutado correctamente una 
transacción, los cambios realizados en la base de datos provocados por esta 
transacción van a persistir y no se van a deshacer aunque el sistema falle 
inmediatamente después de su ejecución (los cambios se almacenan directamente en 
un dispositivo no volátil).    
Las propiedades ACID parecen indispensables para cualquier sistema de almacenamiento que 
tenga una finalidad productiva, y aun así son incompatibles con alta y disponibilidad y alto 
rendimiento en sistemas muy grandes [13]. 
Por ejemplo, si imaginemos una tienda de libros online que muestra el número de libros que 
tiene en stock en aquel preciso instante. Cada vez que un cliente esté en proceso de comprar 
de algún libro, hay que ir realizando consultas sobre la base de datos hasta que termine el 
proceso, con la finalidad de mantener actualizado el stock total de ese libro. 
Esto funciona bien si la tienda de libros online no es muy grande, pero no funciona por 
ejemplo en Amazon. Amazon puede utilizar datos en caché para comprobar cuál era el estado 
del stock de sus libros en el último instante en que se realizó la "fotografía" del inventario. Los 
clientes cuando vean el stock no tiene porqué ser el stock real, sino que puede ser los datos de 
hace media hora.  Pero en ningún caso es viable hacer consultas en tiempo real sobre el stock 
de todos los productos de la base de datos, pues ralentizaría el rendimiento del sistema en 
gran medida. 
Amazon puede también, por ejemplo, sacrificar la "I" de "Isolation" (Aislamiento), permitiendo 
una probabilidad pequeña de que haya dos transacciones en ejecución que una pueda 
interferir en la otra. Dos clientes pueden pensar haber comprado un mismo libro, cuando en 
verdad uno de ellos no lo ha hecho por falta de stock. Amazon puede preferir correr el riesgo 
de tener que disculparse antes de disminuir el rendimiento de su sitio web y disgustar a 
muchísimos más usuarios. 
El teorema CAP (o teorema de Brewer), expone que para sistemas de almacenamiento 
distribuido (la única solución si hablamos de grandes cantidades de datos), es imposible 
garantizar simultáneamente las tres propiedades siguientes [14]: 
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• Consistencia: Todos los nodos del sistema distribuido son conscientes del mismo 
estado de la información. No puede ocurrir que dos nodos tengan un mismo dato con 
valores diferentes (inconsistencia). Una misma lectura en cualquiera de los nodos del 
clúster obtendrá el mismo resultado. 
• Disponibilidad (del inglés Availability): El sistema siempre está disponible. Si un cliente 
realiza una operación de lectura o escritura sobre él, siempre recibirá una respuesta de 
confirmación sobre si la operación ha terminado correctamente o no, pero nunca se 
quedará sin conexión al sistema. 
• Tolerancia a fallos (del inglés Partition Tolerance): El sistema continua funcionando 
correctamente incluso cuando alguno de los nodos o parte de la red está 
experimentando fallos o problemas. El término "partición" hace referencia al hecho de 
que aunque dos nodos del sistema distribuido hayan quedado descomunicados (el 
sistema ha quedado particionado o dividido), ambos seguirán aceptando lecturas y 
escrituras aunque eso suponga mantener dos estados diferentes de la base de datos. 
Según el teorema, un sistema distribuido solo puede garantizar simultáneamente dos de estas 
propiedades. 
 
Figura 13: Teorema CAP, en un sistema de almacenamiento distribuido solo puedes garantizar simultáneamente 
dos de las tres propiedades [15]. Los sistemas de gestión de bases de datos relaciones (RDBMS) distribuidos se 
basan en las propiedades Disponibilidad y Consistencia, o Consistencia y Tolerancia a fallos, mientras que los 
sistemas de almacenamiento NoSQL se basan en Disponibilidad y Tolerancia a fallos, o Consistencia y Tolerancia a 
fallos. 
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Visto que un único sistema de almacenamiento distribuido no puede garantizar todas las 
propiedades a la vez, y teniendo en cuenta que un sistema distribuido es hoy en día la única 
solución disponible cuando hay detrás una gran cantidad de datos y usuarios, las bases de 
datos NoSQL buscan romper con las propiedades ACID de las bases de datos relacionales para 
poder así mejorar otras características que se consideren más importantes, como la 
escalabilidad horizontal, la simplificación del modelo de datos (resultando en un menor 
número de operaciones JOIN y por lo tanto un mejor rendimiento), capacidad de almacenar 
más datos, esquema de datos flexible, mejorar el tiempo de respuesta (al no tener que 
bloquear tantas tablas para realizar operaciones de escritura), etc. [16].  
El resultado de sacrificar las propiedades ACID: las propiedades BASE (por el símil químico de 
los ácidos y bases). 
El acrónimo BASE hace referencia a las siguientes propiedades (compartidas por las bases de 
datos NoSQL) [17]: 
• Basically Available: Alta Disponibilidad. Mediante mecanismos como la replicación de 
datos entre diferentes servidores de almacenamiento, se permite tener un sistema 
distribuido que a pesar de que alguno de los nodos sufra un error o fallo todos los 
datos siguen siendo accesibles desde el exterior. 
• Soft state: Estado flexible. Se permite a los datos estar en un estado de inconsistencia, 
y se delega como se tratará esta inconsistencia los desarrollares. 
• Eventually consistent: Eventualmente consistente. A pesar de que se permite a los 
datos estar en un estado de inconsistencia, eventualmente se garantiza que los datos 
volverán a un estado de consistencia.  
Fuera de las propiedades BASE, las bases de datos NoSQL ya no tienen otras propiedades 
comunes, pues a diferencia de las bases de datos relaciones que todas tienen unos objetivos 
muy parecidos, el abanico de bases de datos NoSQL es muy grande y cada una desarrollada 
con una intención muy específica. 
Podemos encontrar por ejemplo bases de datos orientadas a familias de columnas (cada 
entrada en la base de datos sigue teniendo una clave primaria, pero además cada columna 
puede tener más de un valor), bases de datos orientadas a clave-valor (bases de datos de 
acceso muy rápido mediante tablas de hash), bases de datos orientadas a objetos (se permite 
almacenar objetos en formatos como JSON), y otros muchos tipos de bases de datos NoSQL 
con funcionalidades y objetivos muy diferentes [18]. 
Finalmente, NoSQL no significa que las bases de datos no utilicen para nada el lenguaje SQL. 
NoSQL significa "Not only SQL", y de hecho muchas de las bases de datos NoSQL permiten 
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4.3. PROCESAMIENTO Y ANÁLISIS / BUSSINESS INTELLIGENCE 
En la capa de procesamiento es donde se lleva a cabo todos los análisis, y procesamientos 
previos de los datos para el futuro análisis, de los  datos almacenados para extraer la 
información de valor que contienen. 
Entre la capa de almacenamiento y la capa de procesamiento los datos fluyen en ambas 
direcciones ya que o bien se obtiene un conjunto de los datos almacenados para poder 
procesarlos y analizarlos, o bien se ha hecho ya el procesamiento de los datos y es necesario 
almacenarlos para poder visualizarlos más adelante o hacer otros procesamientos más 
complejos que requerían previamente preparar los datos. 
Para procesar y analizar los datos tenemos librerías con funciones ya implementadas para 
facilitar el análisis, lenguajes de alto nivel que traducen automáticamente lo que ha expresado 
el usuario en procesos complejos, paradigmas de procesamiento como MapReduce o MPP 
(explicados en la siguiente sección), herramientas para diseñar workflows, etc. 
En esta capa juega un papel muy importante la línea de productos Bussiness Intelligence. Pues 
para comunicar los datos almacenados con los sistemas de visualización de datos, se pueden 
construir cubos de OLAP y otras estructuras de procesamiento que permitan agilizar el proceso 
con el que las herramientas de visualización pueden acceder a los datos solicitados. 
 
4.4. VISUALIZACIÓN 
La capa de visualización es la etapa en la que se muestran los resultados de los análisis que se 
han realizado sobre los datos almacenados. La visualización de los resultados es normalmente 
bastante gráfica, de manera que se permita una adquisición rápida de conclusiones para poder 
decidir cuanto antes como actuar o que estrategias se van a seguir, con el objetivo de poder 
ganar la máxima ventaja o evitar un problema mayor (por ejemplo en la detección de fraude: 
cuanto antes se detecta una tarjeta robada, menos compras se hacen sin el consentimiento del 
propietario). 
Para la etapa de visualización se utilizan muchas de las herramientas que ya se habían utilizado 
hasta el momento en Business Intelligence, como Microstrategy o IBM Cognos. Para lograr 
esta conectividad la mayoría de las soluciones Big Data proporcionan conectores JDBC, ODBC o 
similares, que de forma transparente al usuario, permiten obtener los resultados almacenados 
independientemente de su formato, y agilizan las consultas mediante la construcciones de 
estructuras como cubos de OLAP en la capa de procesamiento. 
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Figura 14: Ejemplo de un Dashboard para mostrar los resultados de los análisis de forma visual. La imagen 
corresponde a un ejemplo de  las ventas y beneficios obtenidos por una franquicia de tiendas realizado con la 
herramienta de visualización Pentaho [19]. 
 
4.5. ADMINISTRACIÓN 
La capa de administración está presenta durante todo el proceso de recolección, 
almacenamiento, procesamiento y visualización. Esto se debe a que en esta capa se 
encuentran todas las herramientas que permiten administrar y monitorizar el estado de los 
sistemas que intervienen durante todos los procesos. 
Algunos ejemplos de funcionalidades en esta capa son: comprobar que todos los nodos de un 
sistema distribuido están activos, controlar el factor de replicación o modelo de compresión de 
los datos almacenados, cargar en el sistema y ejecutar nuevas aplicaciones de análisis de 
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5. PARADIGMAS 
Las diferentes maneras de trabajar con Big Data han ido convergiendo en dos modelos o 
paradigmas diferentes: map-reduce y bases de datos MPP (Massively Parallel Processing). Es 
importante hacer un recordatorio de las tres características principales de Big Data (volumen, 
velocidad y variedad), ya que de estos factores depende determinar cuál de los dos 
paradigmas es más adecuado para cada caso. 
En ambos caso la filosofía es la misma: para grandes tamaños de datos, es más económico 
trasladar la lógica de procesamiento a los datos, que no los datos a la lógica de procesamiento. 
 
5.1. MAP-REDUCE 
El modelo de programación map-reduce (en adelante MR) fue desarrollado inicialmente por 
Google. Se ha extendido mucho en parte gracias a su simplicidad: un programa MR consiste 
únicamente en dos funciones, llamadas “map” y “reduce”, pensadas para que ambas sean 
capaces de trabajar parejas de datos con formato clave/valor [20]. 
Los datos de entrada se dividen inicialmente en particiones y se distribuyen en un sistema de 
ficheros distribuido. Cuando se ejecuta un proceso MR, la lógica de procesamiento se inyecta 
en los nodos que contienen la información a procesar de manera que no hay que trasladar los 
datos a ningún sitio (que tendría un coste elevado ya que son muchos datos). 
Inicialmente el conjunto de datos que se quieren procesar son divididos mediante una función 
split automática. Esta función divide los datos de entrada en trozos que serán enviados a la 
función map más adecuada dependiendo de su localización (siempre se intenta que la función 
map procese los datos que se encuentran en el mismo nodo donde se ejecuta). 
La función map lee los datos recibidos y los procesa/analiza/filtra de la manera que el usuario 
ha decidido, para terminar obteniendo una salida formada por un conjunto de parejas 
clave/valor.  
Imaginamos el siguiente ejemplo: Tenemos un libro muy grande en formato texto almacenado 
de forma distribuida entre los nodos, y queremos ejecutar un proceso MR que calcule la 
frecuencia de aparición de todas las palabras que existen en el libro.  
Con este objetivo en mente, se programaría una función map que reciba fragmentos de texto 
del libro, y  para cada palabra encontrada en los fragmentos recibidos, escriba en un fichero de 
salida temporal la pareja  clave/valor formada por  <palabra>/1.  
La manera en que se trocean los datos de entrada viene determinada por la función 
automática split. Una forma común de trocear los ficheros de texto es por líneas: Las funciones 
map van recibiendo partes del texto línea a línea. 
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A medida que las funciones map van finalizando su trabajo, un mecanismo que depende de 
cada implementación del paradigma MR, envía las parejas clave/valor escritos por el map en el 
fichero de salida temporal a las funciones reduce, de manera que todas las parejas que tienen 
la misma clave, van al mismo reducer (normalmente se ejecuta una función reduce por nodo 
disponible). 
 En este caso no se puede aprovechar la localidad de los datos ya que cada nodo tiene varios 
ficheros con los resultados intermedios de la función map ejecutada en ese nodo, por lo que 
los ficheros deben ser enviados a través de la red (normalmente estos ficheros son muy 
ligeros, pues son el resultado de haber procesado los ficheros de entrada, y no supone un 
coste grande). Los ficheros que contienen las parejas con las mismas claves serán enviados al 
mismo nodo para ser tratados por la misma función reduce, es decir, un mismo reducer 
procesará diferentes claves. Normalmente el número total de claves se distribuye de forma 
equitativa entre todos los nodos del clúster que van a hacer de reducer (es decir, van a 
ejecutar una función reduce). 
La función reduce combina todas las parejas con la misma clave de la forma que el usuario 
determina, y guarda los resultados en un fichero del sistema de ficheros compartido por todos 
los nodos.  
Siguiendo con el ejemplo del contador de palabras de un libro. A una misma función reduce se 
envían todas las parejas intermedias que contienen la misma clave. Una función reduce 
concreta puede recibir todas las parejas que contienen la clave “paralelismo”. Así pues la 
función reduce procesa las parejas con clave “paralelismo”, y  combinamos las frecuencias 
para hacer el cómputo total de apariciones de esa palabra. Dada la siguiente entrada en la 
función reduce: “paralelismo/1”, “paralelismo/1” y “distribuido/1”; escribiremos en el fichero 
final el resultado “paralelismo/2” y "distribuido/1". 
Un nodo máster se encarga de decidir el número de funciones map y reduce que se ejecutaran, 
cuantos nodos del clúster intervendrán, y en general, todos los aspectos de coordinación 
necesarios para optimizar la ejecución de un proceso MR. 
 
Figura 15: Ejemplo de proceso MR: calculando la frecuencia de aparición de cada palabra en un texto [21]. 
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5.2. BASES DE DATOS RELACIONALES MPP 
Las bases de dato MPP o Parallel DBMSs (Parallel DataBase Management System) son bases de 
datos capaces de trabajar en un clúster de nodos, que existen desde finales de los años 80. 
Estos sistemas soportan tablas relacionales y el lenguaje de consulta SQL. Además el hecho de 
que las tablas están distribuidas en diferentes nodos es completamente transparente al 
usuario [20]. 
Gracias a la distribución de las tablas entre los nodos, las bases de datos MPP tienen 
optimizadores para traducir las consultas SQL en un plan de ejecución dividido entre múltiplos 
nodos aprovechando la localidad de los datos de cada uno y los índices disponibles.  
Estos sistemas han tenido mucho éxito ya que no sólo son escalables y rápidos, sino que 
permiten al usuario expresar lo que quiere en un lenguaje de alto nivel, sin que éste deba 
preocuparse por las estrategias de operaciones como las JOIN, la programación de las 
funciones de procesamiento de los datos, etc. 
El principal problema de este paradigma es el hecho de que los datos deben tener una 




Ambos enfoques tienen bastantes puntos en común, pero también hay diferencias 
importantes que provocan que cada uno sea mejor opción que el otro en casos determinados. 
Existen otros modelos de programación distribuida para el análisis de la información 
almacenada. No obstante estos dos son actualmente los modelos más utilizados por las 
compañías, tomando una gran delantera respecto a otros paradigmas. 
En la siguiente tabla se detallan los aspectos más relevantes de cada paradigma de análisis de 
datos de forma distribuida.  
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 Map-Reduce MPP 
Variedad 
Alto (datos estructurados, semi-
estructurados y no estructurados) 
Bajo (datos estructurados y en 
ciertos casos semi-estructurados) 
Velocidad 
Recolección de datos Alto (schema-on-read) 
Medio (schema-on-write y 
mantenimiento de índices) 
Análisis de datos 
Medio (análisis recorriendo todo el 
fichero) 
Alto (análisis aprovechando los 
índices) 
Índices 
Bajo (bastantes limitaciones a la hora 
de crear índices) 
Alto (varios índices por tabla y sobre 
la combinación de atributos que 
mejor aumente el rendimiento) 
Modelo de programación 
Bajo (hay que programar algoritmos 
y en algunos casos combinar varios 
lenguajes)* 
Alto (consultas en SQL) 
Tolerancia a 
fallos 
Tolerancia a pérdida 
de datos 
Alto (datos replicados y distribuidos) Alto (datos replicados y distribuidos) 
Tolerancia a fallos 
durante la ejecución 
de un proceso 
Alto (gracias a que los nodos generan 
ficheros intermedios y los datos están 
distribuidos, si un nodo se cae, 
automáticamente se levanta otro que 
lo suplanta) 
Bajo (si un nodo se cae hay que 
volver a empezar) 
Escalabilidad 
Almacenamiento 
Muy Alto (con facilidad puedes 
añadir nuevos nodos para aumentar 
la capacidad. El sistema 
automáticamente distribuirá datos al 
nuevo nodo) 
Alto (con facilidad puedes añadir 
nuevos nodos para aumentar la 
capacidad. El sistema 
automáticamente distribuirá datos al 
nuevo nodo)** 
Procesamiento 
Alto (con facilidad puedes añadir 
nuevos nodos para aumentar la 
velocidad de procesamiento) 
Alto (con facilidad puedes añadir 
nuevos nodos para aumentar la 
velocidad de procesamiento. El 
sistema automáticamente 
particionará tablas y las distribuirá al 
nuevo nodo)** 
Volumen 
Alto (aprovechando la escalabilidad 
de almacenamiento no tiene 
restricciones) 
Medio (aprovechando la 
escalabilidad puedes almacenar 
grandes volúmenes de información, 
pero aumentando el coste de 




Medio (en una misma consulta o 
proceso de análisis pueden intervenir 
varios lenguajes y herramientas) 
Alto (sólo hay que modificar el SQL) 
Modificación de tipos 
y/o adaptación a 
nuevos orígenes de 
datos 
Alto (al ser schema-on-read no das 
formato a los datos hasta que no los 
necesitas) 
Bajo (al ser schema-on-write, 
modificar el formato de los datos 
una vez introducidos es un proceso 
costoso) 
* Existen proyecto que permiten expresar funciones map-reduce en otros lenguajes de más alto nivel como SQL, 
pero con un rendimiento normalmente pobre. 
** Las bases de datos MPP normalmente se venden como Appliance (ver siguiente apartado). Lo que reduce la 
facilidad de escalabilidad al tener que comprar módulos enteros para aumentar el almacenamiento y el 
procesamiento. 
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Como se puede observar en la tabla anterior, si el objetivo es analizar un gran volumen de 
datos que tienen un formato no estructurado, como por ejemplo documentos de texto, audio 
o vídeo, la única opción válida es map-reduce. Además esta opción es también la más 
recomendada cuando los datos llegan de forma muy rápida o se obtienen desde una fuente u 
origen que cambia bastante en el tiempo. 
Un ejemplo real de map-reduce es Facebook.  Las grandes cantidades de datos que se generan 
en esta red social, más de 2.5 billones diarios de nuevos objetos como comentarios o 
fotografías,  son almacenados en Hadoop (una implementación open source de map-reduce 
que veremos más adelante). Estos datos son tratados posteriormente mediante algoritmos 
map-reduce para poder analizar las tendencias en las opiniones de la gente (Facebook Lexicon) 
[22].  
Otra de los muchos usos que hace Facebook del paradigma map-reduce es el de ofrecer 
algoritmos de búsqueda que ofrecen a los usuarios resultados más relevantes en menos 
tiempo. 
Por otro lado, el paradigma MPP para bases de datos relacionales es el más adecuado si todos 
los datos con los que necesitamos trabajar son datos que tienen un formato y una estructura 
bien definida. Característica que aprovecharemos para indexar los datos y así poder agilizar de 
forma notable las consultas que hagamos sobre los datos. Si además tenemos un sistema en el 
que los orígenes de datos no cambian en el tiempo pero si la forma en la que debemos 
interpretar los datos almacenados, nos beneficiaremos de la ventaja de tener un solo lenguaje 
(SQL), que nos permitirá implementar o modificar de forma fácil las consultas o procesos de 
análisis de los datos. 
Un ejemplo real de MPP es Ebay. En esta web de subastas bastante conocida se utiliza una 
base de datos MPP de la compañía Teradata para manejar más de 2.2 PB de datos relacionales 
en un sistema distribuido de 72 nodos (cada uno con 2 CPU Quad Core, 32 GB de RAM y 104 
discos de 300 GB cada uno) [20]. Es importante poder abastecer a los usuarios con la 
información de los productos que desean comprar de la forma más rápida posible. 
Como hemos podido comprobar, estos dos paradigmas no son opuestos sino 
complementarios. Y es esta la principal razón por la que la tendencia que están siguiendo las 
grandes compañías que venden soluciones Big Data es la de ofrecer productos híbridos que 
integran los dos paradigmas. Algunos ejemplos son la Plataforma de IBM para Big Data, 
Greenplum Pivotal HD o la Appliance de Teradata con Hadoop. 
Actualmente podemos determinar que el modelo de programación map-reduce es el 
recomendado para procesamiento batch de grandes volumenes de información, mientras que 
el modelo de bases de datos MPP está orientado a la realización de consultas interactivas 
sobre un conjunto de datos no tan grande. 
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Figura 16: Appliance de Teradata con Hadoop en la que se integran los dos paradigmas para analizar Big Data, 
map-reduce (distribución Hortonworks de Hadoop) y MPP (base de datos MPP de Teradata) [23]. 
En este proyecto se ha profundizado mucho más en el paradigma map-reduce que en MPP por 
dos razones:  
La primera es que las bases de datos relacionales MPP existen desde hace ya más de 20 años 
por lo que hay bastante documentación al respecto, mientras que map-reduce es algo 
bastante reciente y en constante cambio, y en la mayoría de los casos no está bien 
documentado.  
La segunda razón es que mientras que con las bases de datos relacionales MPP se tiene 
bastante claro cuál es su objetivo y para que se pueden utilizar, el paradigma map-reduce ha 
abierto una puerta muy grande al análisis masivo de un tipo de datos que hasta el momento 
no era rentable procesar (los datos no estructurados). Esto ha provocado que muchas 
empresas se planteen hasta qué punto pueden llegar a explotar este paradigma en su 
beneficio, debido al amplio abanico de posibilidades. 
La implementación de map-reduce en la que nos hemos centrado es Hadoop. Esta 
implementación es la que han adoptado las grandes empresas como IBM, Microsoft, Teradata, 
Oracle o Greenplum. 
La principal razón del éxito de Hadoop en lugar de otras implementaciones de map-reduce 
como MongoDB o Riak ha sido la gran cantidad de proyectos open source que han aparecido 
para expandir las funcionalidades de Hadoop (como por ejemplo librerías con algoritmos de 
aprendizaje y minería de datos ya implementados, bases de datos NoSQL o diferentes 
lenguajes de alto nivel para facilitar la implementación de consultas y análisis sobre los datos).  
Además Hadoop es Java (lo que lo convierte en un framework bastante independiente del 
hardware que lo ejecuta) y el motor map-reduce que implementa Hadoop es bastante 
potente.  
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6. TIPOS DE SOLUCIONES 
Podemos dividir las soluciones Big Data en tres grandes grupos: Software, Appliance y Cloud. 
Por la naturaleza de Big Data, los tres tipos de soluciones pueden escalar de forma horizontal 
(añadiendo más nodos/módulos al sistema distribuido).  
No obstante, las diferencias son notables, haciendo que cada tipo de solución sea más 
recomendada para unos casos determinados diferentes.  
A continuación se detallan los tres grupos en los que se han dividido las soluciones Big Data y 
finalmente se realiza una comparación para que de forma visual se pueda detectar que tipo de 
solución encaja mejor en cada caso. 
 
6.1. SOFTWARE 
Este grupo de soluciones engloba todas las soluciones Big Data que se venden o distribuyen en 
formato de software que hay que instalar manualmente en cada uno de los servidores con los 
que se quiere formar el clúster. 
La mayoría de las soluciones Big Data en formato software disponen de un instalador 
automática que permite a un usuario instalar la solución en todos los nodos del clúster de 
forma remota y sencilla mediante un asistente. 
Como este tipo de solución requiere de una instalación manual, es necesario que el 
administrador de sistemas que haga la instalación conozca previamente la tecnología (las 
instalaciones son complejas al haber varios nodos involucrados), además de tener un coste de 
mantenimiento al tener que ir controlando el estado del sistema. 
Es necesario disponer previamente de las infraestructuras, habiendo tenido que hacer una 
inversión importante si el número de nodos es grande, no obstante, disponer del software 
permite instalar y configurar en primer lugar un clúster pequeño en el que realizar pruebas, 
realizar un entrenamiento con las herramientas, y decidir si efectivamente es la solución 
correcta a tus necesidades, para a continuación hacer la inversión. 
Escalar con una solución software es fácil, sólo hay que adquirir un nuevo servidor, e instalar la 
solución en él para a continuación conectarlo al resto del clúster. Algunas soluciones software 
comerciales venden el software a un precio que depende del número de nodos que tendrá el 
clúster, con lo que en algunas casos añadir un nuevo nodo puede suponer un coste adicional al 
coste del servidor. 
Este tipo de solución el ideal para comenzar un entrenamiento con herramientas Big Data, 
pues hay una gran cantidad de soluciones software open source, como Cloudera, que permiten 
iniciarte en el mundo Big Data de forma gratuita, montando por ejemplo un mini clúster en el 
ordenador de sobremesa a partir de dos máquinas virtuales. 
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6.2. APPLIANCE 
Las soluciones appliance son soluciones que integran hardware más software. Las compañías 
venden un producto completo ya instalado y configurado, normalmente con hardware de 
gama alta optimizado para el trabajo que se ha diseñado la appliance. 
Las soluciones integran un hardware muy específico que normalmente sólo conocen a la 
perfección la empresa que lo ha vende, con lo que el coste de mantenimiento puede ser alto al 
tener que contratar a un especialista en ese tipo de appliance que solucione los errores que 
puedan surgir.  
 
Figura 17: La appliance de Teradata para el análisis de Big Data incorpora con una distribución de Hadoop 
(Hortonworks) previamente instalada y configurada [23] (izquierda). En la derecha se puede observar la appliance 
de Oracle que ya incorpora una base de datos relacional MPP para el procesamiento de grandes volúmenes de 
datos. 
Las soluciones appliance son caras pues suponen una gran inversión inicial, aunque realmente 
suele ser más económico que si se comprasen los servidores por separado y se quisiera 
obtener un rendimiento parecido. Este hecho hace que una appliance no sea adecuada para 
realizar un entrenamiento previo antes de decidir si es la solución a tus necesidades o no, pues 
no puedes conseguir una versión reducida sobre la que realizar pruebas. 
Normalmente las compañías que venden appliance Big Data suelen vender módulos de 
ampliación que permiten escalar de forma horizontal en rendimiento y almacenamiento, no 
obstante no es tan práctico como comprar un nuevo servidor y añadirlo (como ocurre con las 
soluciones software).  
Las appliance además permiten reducir el espacio que ocupan los clústeres, al estar los 
diferentes nodos del clúster encajados en un mismo módulo. Este hecho no es destacable en 
caso de que estemos hablando de clústeres pequeños, pero si muy importante en casos de 
clústeres de más de 100 nodos 
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6.3. CLOUD 
Las soluciones Big Data cloud son compañías que venden las infraestructuras como un servicio. 
De manera que se tiene acceso a clústeres de nodos con una solución software de Big Data 
instalada pero sin conocer aspectos como la localización física de los servidores , y las 
especificaciones técnicas de las máquinas físicas que ejecutan los nodos virtuales del clúster 
(en la mayoría de los casos estos servicios funcionan mediante máquinas virtuales). 
La principal ventaja de las soluciones cloud es la flexibilidad. Mediante unos pocos clicks en la 
aplicación web del servicio puedes ampliar el clúster Big Data, sin tener un coste de 
mantenimiento o un tiempo de espera a que preparen las infraestructuras. Todo el proceso 
está automatizado. 
El servicio suele ser costoso, pero a favor está el hecho de que puedes pagar únicamente lo 
que necesitas (se pueden añadir o quitar nodos según las necesidades, o decidir la gama de los 
nodos alquilados dependiendo del rendimiento que se necesite). 
La solución cloud está especialmente indicada en caso de que los datos a analizar ya se 
encuentren en la nube (cloud), de otro modo habría que perder un tiempo subiendo los datos 
(y estamos hablando de Big Data, es decir, de una gran cantidad de datos). Además del hecho 
que muchas veces la información que se analiza puede ser sensible, como ficheros de log de 
las aplicaciones de un banco, o puede no ser legal subir esos datos a un servicio externo a la 
empresa , dependiendo de la ley de protección de datos vigente del país. 
A pesar de que muchas de las compañías que ofrecen infraestructuras como servicio  en cloud  
(como por ejemplo Amazon) venden también sus soluciones Big Data cloud optimizadas para 
su sistema, es posible también alquilar simplemente un conjunto de nodos e instalar allí la 
solución software Big Data que se desee. No obstante, al cerrar alguna de las instancias 
alquiladas, los datos de aquella instancia se perderán. 
Las soluciones cloud están indicadas especialmente en casos en los que el análisis de 
información sea muy puntual (necesitas analizar varios terabytes de datos, pero sólo lo harás 
una vez), en caso de uso continuo saldría bastante costoso. 
 
COMPARACIÓN 
En la siguiente tabla se muestran las principales características de cada tipo de solución. 
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 Software Appliance Cloud 
Facilidad de Instalación y 
configuración 
Medio (muchas soluciones 
permiten instalar de forma 
remota en todos los nodos 
de clúster a la vez, pero la 
configuración es manual) 
Alto (las appliance ya 
vienen previamente 
configuradas e instaladas 
con todo el software 
necesario) 
Alto (las soluciones cloud 
normalmente ya vienen 
configuradas e instaladas 
con todo el software 
necesario) 
Coste de mantenimiento 
Medio (necesitas uno o 
varios administradores de 
sistemas que vigilen el 
estado de los nodos del 
clúster y arregle los 
posibles errores) 
Alto (necesitas un 
administrador de sistemas 
especializado en ese tipo 
de Hardware que sea 
capaz de arreglar los 
posibles errores) 
Bajo (La compañía que 
ofrece las infraestructuras 
ya se ocupa de su 
mantenimiento, de vez en 
cuando hay que vigilar 
aspectos como el espacio 
de almacenamiento 
disponible en los nodos) 
Coste 
Bajo (pagas los servidores 
que necesitas, con las 
especificaciones que más 
se adecuen a las 
necesidades) 
Alto (no se puede comprar 
parte de la appliance, hay 
que comprar la unidad y 
suele requerir una 
inversión inicial grande) 
Bajo (pagas los servidores 
que necesitas, pudiendo 
reducir o ampliar según las 




Alto (se pueden añadir 
nuevos nodos para 
mejorar el rendimiento y 
ampliar la cantidad de 
espacio de 
almacenamiento) 
Bajo (requiere comprar 
nuevos módulos de 
ampliación, y otros 
componentes de conexión 
con la appliance. No se 
puede adquirir 
únicamente un nodo) 
Muy Alto (con unos pocos 
clicks en la aplicación web 
del servicio se puede 
ampliar de forma 
instantánea el número de 
nodos del clúster, para 
mejorar el rendimiento y 
almacenamiento) 
Flexibilidad (Software) 
Alto (se puede instalar 
cualquier herramienta o 
solución en los servidores 
del clúster, siempre que 
sea compatible con las 
especificaciones) 
Bajo (las appliance ya 
vienen instaladas, 
configuradas y 
optimizadas para unos 
objetivos muy concretos, 
no es posible añadir nuevo 
software según las 
necesidades) 
Medio (es posible alquilar 
servidores e instalar nuevo 
software, no obstante en 
primer lugar es necesario 
subir los ficheros de 
instalación a los nodos del 
clúster) 
Rendimiento 
Medio (depende de las 
características de los 
servidores adquiridos, 
normalmente no están 
optimizados) 
Alto (hardware y software 
específico optimizado 
notablemente para las 
tareas que se ha diseñado) 
Medio (depende de las 
características de los 
servidores adquiridos, 
normalmente son 
máquinas virtuales que 
comparten recursos físicos 
con otras máquinas) 
Entrenamiento 
Alto (es posible adquirir el 
software y probarlo en un 
clúster pequeño de 
entrenamiento para poder 
realizar un entrenamiento 
con las nuevas 
herramientas) 
Bajo (no es posible 
adquirir una versión 
reducida de la appliance 
para realizar un 
entrenamiento antes de 
adquirir las 
infraestructuras) 
Medio (es posible realizar 
una fase de 
entrenamiento con un 
clúster reducido, pero 
cada nodo alquilado se 
paga por horas) 




Vistos los puntos más importantes, podemos determinar que la solución más adecuada para 
realizar un entrenamiento de iniciación a las herramientas y soluciones Big Data, el tipo de 
solución más flexible y económica (es posible adquirir soluciones open source) son las de tipo 
software.  
Si los datos a analizar se encuentran almacenados de forma interna en la empresa y la ley de 
protección de datos no permite cargarlos en un servidor externo, las únicas posibilidades son 
el tipo software y appliance, pues las soluciones en cloud requieren una previa carga de los 
datos a los servidores externos. 
No obstante, las soluciones cloud están indicadas especialmente en casos en los que el análisis 
de información sea muy puntual, por ejemplo si una vez al mes se necesita analizar varios 
terabytes de datos, con las soluciones cloud puedes pagar únicamente el tiempo de utilización 
de las infraestructuras, sin tener coste de mantenimiento o comprar unos servidores que la 
mayor parte del tiempo no van a utilizarse. 
Tanto las soluciones cloud como las soluciones software son bastante flexibles en 
escalabilidad, permitiendo añadir o quitar nodos de forma fácil para mejorar el rendimiento o 
el espacio de almcenamiento. 
Finalmente para clústeres muy grandes (con más de 100 nodos), las soluciones appliance 
suelen estar indicadas pues permiten encapsular varios nodos en módulos y están optimizadas 
para mejorar de forma notable el rendimiento, aunque ello supone un coste elevado al ser 
normalmente hardware y software muy específico de la compañía que lo vende y necesitar por 







Parte III: HADOOP 
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1. HADOOP 
Hadoop es un framework open-source que permite el procesamiento distribuido de grandes 
volúmenes de información a través de clústeres de ordenadores mediante modelos de 
programación simple [24]. 
Un ejemplo de modelo de programación soportado por Hadoop es el paradigma map-reduce 
explicado en el apartado "5. Paradigmas" de la "Parte II: Big Data". Los programadores pueden 
escribir un algoritmo mediante el modelo map-reduce, compilarlo y ejecutarlo en cualquiera 
de los nodos del clúster en el que se ha instalado el framework Hadoop. Hadoop se encargará 
automáticamente de repartir la ejecución del algoritmo entre los nodos del clúster para así 
reducir el tiempo de ejecución.  
Hadoop fue creado por Doug Cutting y Mike Carafella en el año 2005 [25]. Ambos iniciaron en 
el año 2002 un proyecto  open source para la  búsqueda de términos en la web que llamaron 
Nutch.  
El proyecto Nutch era bastante prometedor, era capaz de navegar e indexar millones de 
páginas. No obstante sólo funcionaba en un clúster de pocos nodos y constantemente tenía 
que haber una persona vigilando que no hubiera ningún error. 
Tras unos meses trabajando en el proyecto Nutch, Google hizo público en Octubre de 2003 un 
artículo llamado "Google File System" [26].  Mike Carafella se dio cuenta que el sistema que se 
proponía en el artículo, era mejor que el sistema que habían montado en su proyecto. 
Ambos se pusieron a trabajar para construir un sistema parecido al descrito en el artículo de 
Google. Para cuando ya tenían una primera versión lista, Google hizo público en Diciembre de 
2004 otro artículo, "MapReduce" [27], y también les pareció buena idea para mejorar Nutch. 
En unos pocos meses, Cutting y Carafella habían construido en lenguaje Java el sistema de 
ficheros y el paradigma de procesamiento MapReduce que se convertirían en Hadoop. 
Migraron el proyecto Nutch al nuevo entorno y comprobaron una gran mejoría. 
Ahora Nutch podía trabajar con un clúster más grande de máquinas y no había graves 
problemas si alguna de las máquinas fallaba. Llamaron al nuevo entorno Hadoop y en poco 
tiempo se convirtió en un proyecto open source de Apache, que aumentó en gran medida el 
número de colaboradores del proyecto. 
Actualmente Hadoop es un sistema altamente escalable, puede funcionar desde unos pocos a 
miles de nodos, y es tolerante a fallos: El framework es capaz de detectar errores y tomar las 
medidas necesarias para que el sistema siga siendo accesible [24]. 
El proyecto Hadoop se ha convertido en la solución Big Data más utilizada por las empresas, y 
no parece que vaya a cambiar en breve. Grandes compañías como Oracle, IBM y Microsoft han 
apostado por Hadoop como la solución general a los problemas empresariales que requieren 
de una solución Big Data. Cada mes aparecen nuevas herramientas para trabajar en el 
ecosistema Hadoop, o bien simplemente mejoras de las ya existentes, que hacen que cada vez 
más Hadoop se consolide como la mejor opción. 
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El proyecto está formado por cuatro módulos: 
• Hadoop Distributed FileSystem (HDFS): Sistema de ficheros distribuido que provee 
acceso  a los datos que necesitan las aplicaciones. 
• Hadoop MapReduce: Un modelo de programación distribuido para procesar grandes 
volúmenes de datos. 
• Hadoop YARN: Un gestor de recursos del clúster y planificador de ejecución de las 
aplicaciones. 
• Hadoop Common: Un conjunto de utilidades que dan soporte a los otros tres módulos.  
El módulo YARN ha sido el gran cambio que ha experimentado Hadoop al pasar de la versión 
1.0 a la versión actual 2.0. YARN ha permitido ampliar los horizontes de Hadoop: de ser en su 
versión 1.0 una plataforma de un solo uso: procesar grandes volúmenes de datos en batch, a 
ser una plataforma multiuso para el procesamiento distribuido de datos permitiendo tanto 
procesamiento en batch, como consultas SQL interactivas, procesamiento a tiempo real en 
streaming, etc. [28]. 
A continuación se explican los tres grandes componentes de Hadoop uno por uno: HDFS, 
MapReduce y YARN. 
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1.1. HDFS 
Hadoop Distributed FileSystem (HDFS) es el sistema de almacenamiento primario que utilizan 
las aplicaciones desarrolladas en el framework Hadoop [29]. Una aplicación Hadoop es una 
aplicación que se ha desarrollado mediante uno de los modelos de programación simple 
soportados por Hadoop (que en su primera versión, antes de la aparición de YARN, era solo 
map-reduce), qué el framework es capaz de entender y ejecutar de forma distribuida 
aprovechando todos los nodos del clúster. 
HDFS es un sistema de ficheros distribuido. Esto quiere decir que si bien los datos almacenados 
en el sistema de ficheros están distribuidos entre todos los nodos del clúster, de cara al 
usuario, HDFS se comporta como un sistema de ficheros local en el que desde cualquier nodo 
del clúster se puede acceder a cualquier fichero almacenado en el sistema de ficheros. 
En la siguiente figura se puede apreciar visualmente lo que hemos explicado en el párrafo 
anterior. Cuando un usuario interacciona con el sistema de ficheros distribuido HDFS, lo hace 
con una capa de abstracción donde ve todos los ficheros que existen independientemente de 
en que nodo del clúster se encuentre. Pero físicamente, los ficheros están almacenados 
aprovechando todos los discos duros del clúster. 
Por ejemplo el fichero naranja, es un fichero que ocupa tres bloques de disco duro. 
Imaginemos que cada bloque son 128 MB. El usuario lo ve como un único fichero de 128x3 
(384 MB). Pero en verdad el fichero se encuentra dividido físicamente, y cada uno de los tres 
bloques del fichero se ha almacenado en un disco duro distinto. HDFS controla esto de forma 
automática, almacenando unos metadatos en los que se indica en cuantos bloques se ha 




Disco 1 Disco 2 Disco 3 
Capa de abstracción 
Figura 18: Almacenamiento en HDFS. Físicamente los ficheros se almacenan entre todos los discos duros de 
los nodos del clúster, pero el usuario lo ve como un único sistema de ficheros conjunto (Capa de 
abstracción). 
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Además en HDFS hay un parámetro configurable por el administrador, llamado "factor de 
replicación", con el cual indicamos cuántas copias queremos que mantenga HDFS de los 
bloques almacenados. Estas copias se hacen en diferentes discos físicos al del bloque original. 
Con esto ganamos tolerancia a errores: Si un nodo del clúster se cae, como los bloques que 
tenía almacenados se han replicado en otros nodos del clúster, todos los ficheros de HDFS 
seguirán siendo accesibles. 
De hecho, si un nodo del clúster se cae, HDFS de forma automática replicará todos los bloques 
que había almacenados en ese nodo en los demás nodos del clúster para poder cumplir 
siempre el factor de replicación [29]. 
El hecho de tener los bloques de un mismo fichero repartidos entre todos los nodos del 
clúster, facilita en gran medida la paralelización de las aplicaciones: Si pensamos en un fichero 
suficientemente grande como para que tenga al menos un bloque en cada nodo del clúster, 
podremos ejecutar la misma aplicación en cada uno de los nodos que trabaje únicamente con 
el bloque físico almacenado en el disco duro del nodo donde se ejecuta. Es decir, estaremos 
ejecutando la aplicación sobre todos los bloques del fichero al mismo tiempo y sin compartir 
recursos [30].  
HDFS tiene una arquitectura maestro/esclavo. Un clúster HDFS consiste en un nodo máster 




El nodo NameNode es el nodo máster del sistema de ficheros HDFS. Este nodo contiene todos 
los metadatos de los ficheros: en cuántos bloques se encuentra dividido un fichero, cuántas 
veces se ha replicado cada bloque, que tamaño tiene cada bloque, en que nodo se encuentran, 
etc.  
Además controla el espacio de nombres del sistema de ficheros y gestiona el acceso de los 
clientes a los ficheros. 
HDFS soporta la tradicional organización de ficheros en forma jerárquica. Un usuario o 
aplicación puede crear directorios y almacenar ficheros dentro de este directorio. El espacio de 
nombres del sistema de ficheros es similar a la mayoría de los sistemas de ficheros existentes 
en otras aplicaciones: se puede crear y borrar ficheros, mover ficheros de un directorio a otro, 
renombrar, etc. 
Para acceder al sistema de ficheros, basta con ejecutar desde cualquier nodo del clúster el 
comando  
 hadoop fs <acción> <ruta> 
Entra las acciones permitidas se encuentran las típicas del sistema de ficheros local del sistema 
operativo Linux como "ls" para listar todos los ficheros y subdirectorios de un directorio, "mv" 
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para mover un fichero o directorio  o otro directorio, "cp" para copiar un fichero o directorio a 
otro directorio,  "chmod" para modificar los permisos de un fichero o directorio, etc. [32]. 
Por ejemplo si queremos listar todos los ficheros que hay dentro del directorio raíz "/", basta 
con ejecutar 
 hadoop fs -ls / 
Y obtenemos la siguiente salida 
 Found 2 items 
 drwxr-xr-x hadoop supergroup 0 2008-09-20 19:40 /hadoop 
 drwxr-xr-x hadoop supergroup 0 2008-09-20 20:08 /tmp 
Dónde podemos ver que dentro del directorio raíz existen dos subdirectorios (hadoop y tmp), 
creados por el usuario "hadoop" que pertenece al grupo "supergroup", el día 20 de 
Septiembre del 2008 [30]. 
Cualquier acceso por parte de un cliente o aplicación a alguno de los ficheros almacenados en 
HDFS tiene que pasar por el NameNode ya que contiene todos los metadatos. Es por eso que 
uno de los problemas que más se critica de Hadoop es el hecho de tener un único punto de 
error: Si se cae el NameNode el sistema de ficheros se vuelve inaccesible [6]. 
Además para clústeres muy grandes el NameNode puede suponer un cuello de botella en las 
comunicaciones. 
Ambos problemas descritos en los párrafos anteriores se han mitigado en la versión 2.0 de 
Hadoop. La solución al problema de un único punto de error se ha mitigado con el HDFS High 
Availability (HDFS HA). Mientras que el problema del cuello de botella se ha solucionado con 
HDFS Federation [29].  Discutiremos ambas soluciones más adelante. 
HDFS está pensado para almacenar pocos ficheros pero de gran tamaño (entre unos pocos GB 
hasta el TB).  El NameNode mantiene en memoria una representación de cada directorio y 
bloque almacenado en el sistema de ficheros, de este modo es capaz de responder a las 
peticiones rápidamente.  
Es por eso que almacenar muchos ficheros de poco tamaño en Hadoop puede ser 
contraproducente. En primer lugar por no poder disponer de suficiente espacio en memoria 
para almacenar la información sobre los bloques y directorios (cada representación de un 
directorio o bloque ocupa unos 150 bytes en memoria, por lo tanto, 10 millones de ficheros 
usarían ya aproximadamente 3 GB de memoria (probablemente más de la que tiene asignada 
la máquina virtual Java que ejecuta el NameNode) [33].  
Además HDFS está optimizado para el acceso en streaming de ficheros de grandes tamaños. 
Acceder a varios ficheros pequeños puede causar un exceso de comunicaciones entre los 
nodos que contienen los datos para poder acceder a cada fichero pequeño. 
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Si bien hemos explicado que el NameNode únicamente contiene los metadatos de los ficheros 
y directorios almacenados en el sistema de ficheros, la figura del DataNode es el encargado de 
almacenar los bloques de cada fichero. Cuando un cliente o aplicación accede al NameNode 
buscando un fichero, el NameNode, que sabe dónde se encuentran distribuidos todos los 
bloques de ese fichero, los va a buscar los DataNode respectivos.  
 
DataNode 
Los DataNode son los nodos del clúster Hadoop que almacenan los datos de los ficheros. Como 
hemos explicado en la sección anterior, cada fichero es dividido en bloques (excepto en el caso 
de que tengamos un fichero pequeño cuyo tamaño sea menor al tamaño de bloque).  
Los DataNode son los encargados de servir las peticiones de lectura/escritura en el sistema de 
ficheros.  
En la figura siguiente se puede apreciar la arquitectura de HDFS. Tenemos un NameNode que 
solo almacena los metadatos de los ficheros (tamaño de bloque, factor de replicación, 
localización, etc.). Por ejemplo el NameNode sabe que en el sistema de ficheros existe un 
fichero en el directorio "/user/aaron" llamado "bar". Y que dicho fichero ocupa dos bloques, 
cada uno de los bloques con un identificador ( "3" y "5"). 
Por otro lado tenemos tres DataNodes. El factor de replicación del fichero "bar" es 2. Por lo 
que los bloques que forman el fichero ( "3" y "5") se encuentran replicados dos veces entre los 
DataNodes. Por ejemplo, el bloque "5" se encuentra en el primer DataNode y el segundo. 
 
Figura 19: Arquitectura máster/esclavo (NameNode/DataNodes) del sistema de ficheros HDFS [30].  
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Cuando un cliente o aplicación quiera acceder al fichero "bar", iniciará una comunicación con 
el NameNode. Este comprobará que el usuario tiene permisos suficientes para acceder al 
fichero y en caso afirmativo le devolverá al cliente la ruta a los bloques que forman el fichero y 
el orden en el que tiene que leerlos para recuperar el fichero original.  
El cliente intentará leer primero el bloque de un DataNode, y en caso que no pudiera 
establecer la comunicación intentaría leer el mismo bloque replicado en el otro DataNode. 
 
Figura 20: Esquema paso a paso de un proceso de lectura de un fichero en HDFS. El Cliente (que se ejecuta en una 
máquina virtual Java)  se comunica con el NameNode para obtener la localización de los bloques que forman el 




El NameNode actualiza el estado actual del sistema de ficheros con todas los cambios 
realizados desde la última ejecución sólo cuando el servicio se reinicia. Esto provoca que los 
ficheros donde se almacenan los últimos cambios realizados en el sistema de ficheros puedan 
alcanzar tamaños muy grandes, sobre todo si el clúster tiene mucha carga de trabajo.  Además 
de que la próxima vez que el NameNode deba reiniciarse va a tardar más tiempo ya que tiene 
que actualizar el estado con todos los cambios realizados. 
El Secondary NameNode realiza el mismo proceso de actualizar el estado del sistema de 
ficheros que realiza el NameNode al iniciarse, pero para evitar que se acumulen demasiados 
cambios realiza la actualización de estado periódicamente y sin que el clúster deba pararse 
[29]. 
Además de realizar la actualización de estado periódicamente, éste se encarga de almacenar 
de forma local la copia más actualizada del sistema de ficheros. De modo que se recomienda 
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tener este servicio ejecutándose en un nodo diferente al que se ejecuta el NameNode 
(también debido a que tiene unos requisitos de memoria muy parecidos al NameNode), ya que 
en caso de que éste falle, siempre se podrá recuperar  la última copia de seguridad del estado 
del sistema de ficheros a partir de Secondary NameNode. 
 
Figura 21: Proceso de actualización del estado del sistema de ficheros a partir de los ficheros edits y fsimage [34]. 
No obstante y dado que esta copia se actualiza de forma periódica y no en tiempo real, es muy 
probable que los últimos cambios realizados en el sistema de ficheros se pierdan. Para evitar 
perder información se recomienda el uso de HDFS HA. 
 
HDFS HA (High Availability) 
Antes de la versión 2.0 de Hadoop el NameNode suponía un punto único de fallo. Cada clúster 
de Hadoop tenía un único NameNode y si el nodo que lo contenía se volvía inaccesible, el 
clúster entero perdía el acceso al sistema de ficheros hasta que dicho nodo se recuperaba o un 
administrador de sistemas levantaba manualmente el NameNode en otro nodo del clúster a 
partir de una copia de seguridad. 
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HDFS High Availavility permite tener en un mismo clúster dos NameNode ejecutándose al 
mismo tiempo. Uno funcionando en modo activo como un NameNode normal, y el otro 
funcionando en modo pasivo (o standby), cuya única función es mantener una copia del estado 
actual del sistema de ficheros en tiempo real [35]. 
Para mantener esta copia en tiempo real ambos NameNode, el activo y el standby, se 
comunican con un grupo de servicios llamados JournalNode. Cuando el NameNode activo 
realiza una modificación lo comunica a los JournalNode. El NameNode en standby es capaz de 
leer los cambios desde los JournalNode y añadirlos a su fichero de cambios. En caso de que el 
NameNode activo falle, el NameNode en standby se asegura de leer todos los cambios 
pendientes antes de promoverse a sí mismo a modo activo. 
Para que el NameNode standby pueda hacer el cambio a modo activo rápidamente, necesita 
además información actualizada sobre la localización de los bloques del sistema de ficheros en 
el clúster. Para poder conseguir esto los DataNode son configurados con la localización no solo 
del NameNode activo sino también del standby para que puedan enviar a ambos la 
información con la localización de los bloques. 
Para evitar que los dos NameNode puedan estar activos a la vez, lo que provocaría que el 
sistema de ficheros diverja en dos estados diferentes pudiendo causar perdida de datos, los 
JournalNode no permiten que dos NameNode se comuniquen con ellos de forma simultánea 
para escribir los cambios. 
Los servicios JournalNode, a diferencia de muchos de los servicios del ecosistema Hadoop, no 
requieren muchos recursos y por lo tanto en un principio no hay problemas en que se ejecuten 
en nodos que ya tienen varios servicios en ejecución.   
Además, dependiendo de la cantidad de JournalNode que tengamos en ejecución, el clúster 
soportará más o menos fallos en los nodos. Concretamente soportará como mucho (N - 1) / 2 
nodos caídos,  siendo N el número de nodos con el servicio JournalNode activo. Con lo que 
cómo mínimo necesitaremos tres JournalNode activos para soportar un fallo en un nodo, y si 
queremos un margen de error superior deberemos ir aumentando de dos en dos (5, 7, 9, ...), 
siempre un número impar. 
 Figura 22: : Esquema de la comunicación del NameNode activo y standby para escribir/leer los nuevos cambios 
[35]. 
Hay otras formas de sincronizar am
común de un sistema de ficheros compartido 
requiere que el sistema de ficheros 
eliminando el punto único de fallo sino que lo estaríamos moviendo a otro componente 
 
HDFS Federation 
En clústeres muy grandes el NameNode al ser un único nodo por el que pasan todos los 
accesos al sistema de ficheros, puede suponer un
En Hadoop 2.0 se introduce HDFS Federation. HDFS Federation permite la escalabilidad 
horizontal del NameNode [37]
uno encargado de uno o varios es
Los NameNode son independientes y no requieren ningún tipo de sincronización entre ellos. 
Los DataNode se utilizan como dispositivos de almacenamiento común para todos los 
NameNode.  
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bos NameNode, como por ejemplo utilizar un directorio 
NFS (Network File System). Esta solución, pero, 
NFS sea también High Availavility, con lo que no estaríamos 
 cuello de Botella. 
. Federation utiliza diferentes NameNode independientes cada 
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Cada NameNode tiene una Block Pool. Una Block Pool no es más que un conjunto de bloques 
que pertenece a un mismo espacio de nombres del sistema de ficheros. Los DataNode 
almacenan bloques de todas las Block Pool que existen en el sistema independientemente del 
NameNode al que pertenecen. 
El NameNode y su Block Pool se llama NameSpace Volume. Y constituye por si mismo una 
unidad independiente de gestión de una parte del sistema de ficheros HDFS. Puedes eliminar 
un NameSpace Volume sin que esto afecte al resto de espacio de nombres del sistema de 
ficheros que no formaban parte del NameSpace eliminado.  
 
Figura 23: División del espacio de nombres del sistema de ficheros HDFS entre varios NameNode [37]. 
Por ejemplo, un NameNode puede gestionar todos los accesos que se hacen a la ruta "/users", 
mientras que otro puede gestionar los accesos a la ruta "/applications". 
HDFS Federation también proporciona aislamiento entre grupos de usuarios o aplicaciones. Se 
puede dividir a los usuarios o aplicaciones en diferentes espacios de nombres para que los 
accesos a un NameNode por parte de un grupo no afecten al rendimiento del otro grupo. 
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1.2. MAPREDUCE 
MapReduce es una implementación del modelo de programación map-reduce explicado en el 
apartado "Paradigmas" de la segunda parte "Big Data". 
Utiliza una arquitectura maestro - esclavo en la que el maestro (JobTracker) coordina la 
ejecución de los esclavos (TraskTrackers). 
MapReduce aprovecha las ventajas del sistema de ficheros HDFS: dado que en éste los ficheros 
se encuentran divididos en varios bloques repartidos entre todos los nodos del clúster, cuando 
se quiera ejecutar un proceso de análisis sobre un fichero basta con ejecutar procesos map en 
cada uno de los nodos que contengan bloques del fichero de entrada. Además MapReduce se 
encarga de monitorizar y re ejecutar tareas que hayan fallado, aprovechando la replicación de 
bloques de HDFS y pudiendo lanzar un proceso map que haya fallado en otro nodo que 
contenga el mismo bloque que se estaba procesando en el map fallido [38]. 
Cuando un cliente envía un trabajo MapReduce al JobTracker, lo hace indicando o bien un 
fichero de entrada, o bien un directorio (en cuyo caso los ficheros de entrada serán todos los 
ficheros que se encuentren dentro del directorio), o bien un conjunto de ambos. La primera 
tarea del JobTracker es abrir una comunicación con el NameNode para determinar la 
localización de todos los bloques del fichero/ficheros que el cliente le ha indicado [39]. 
Una vez el JobTracker es consciente de la localización de los bloques de los ficheros, busca los 
TaskTrackers que se están ejecutando en los mismos nodos en que se encuentran los bloques, 
o los más cercanos en caso de que los TaskTrackers que tienen los datos se encuentren 
ocupados procesando otras tareas MapReduce. 
El concepto de cercanía cuando hablamos de la localización de un bloque de un fichero 
respecto al TaskTracker que tiene que procesar dicho bloque, sólo tiene tres posibles opciones: 
• El mismo nodo que ejecuta el servicio de TaskTracker contiene el bloque que hay que 
procesar (caso óptimo pues no habrá que desplazar el bloque a otro nodo). 
• El mismo rack donde se encuentra el nodo que contiene el bloque también se 
encuentra el TaskTracker (en este caso habrá que desplazar el bloque de un nodo a 
otro, pero sin salir del rack en el que se encuentran), 
• El nodo donde se ejecuta el TaskTracker está en un rack diferente al del nodo que 
contiene el bloque que hay que procesar (el peor caso, habrá que desplazar el bloque 
de un no a otro saliendo fuera del rack). 
Una vez el JobTracker ha seleccionado los TaskTracker que van a ejecutar la tarea, les indica 
que comiencen la ejecución de las tareas map o reduce y al mismo tiempo las monitoriza. Si un 
TaskTracker no envía señales dentro de un periodo establecido y configurable por el usuario, el 
JobTracker marcará esa tarea como fallida y enviará la misma tarea a otro TaskTracker, 
aprovechando siempre la cercanía de éstos a los bloques que hay que procesar. 
Cuando los JobTracker terminan las tareas asignadas, lo comunican al TaskTracker, el cual les 
asignará más tareas si aún habían pendientes. 
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Las tareas que realizan los TaskTrackers, asignadas por el JobTracker, son o siempre o bien 
maps o bien reduces. 
La tarea de map se ha explicado con detalle en el apartado "Map-Reduce" de la parte "Big 
Data". Su función es leer un bloque determinado del fichero,  y para cada entrada del bloque 
(normalmente cada línea de un texto) general un conjunto de parejas clave/valor. Un trabajo 
MapReduce siempre tiene que tener un proceso map, aunque si por ejemplo lo único que se 
quiere es ordenar una lista de palabras, basta con ejecutar la tarea map identidad, que lo único 
que hace es enviar al reducer los mismos datos que recibe por entrada. El reducer siempre 
realiza por defecto  una fase de ordenación para facilitar la posterior agrupación por claves. 
La implementación que hace Hadoop del modelo map-reduce además añade nuevas funciones 
a las tareas map y reduce. 
 
Figura 24: Esquema de ejecución del modelo de programación MapReduce.  Las tareas map y reduce se ejecutan 
en nodos que tienen activado el servicio TaskTracker [40] 
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Por un lado está la función partitioner, cuyo objetivo es decidir a que reducer se envía cada 
pareja clave/valor. Todas las parejas que tengas la misma clave serán enviadas al mismo 
reducer. El partitioner busca que la carga de trabajo de cada proceso reducer sea equitativa, 
no obstante, puede ocurrir que todas las claves generadas sean iguales, con lo que sólo un 
reducer tendría datos que procesar.  El partitioner por defecto divide las parejas clave/valor 
mediante una función de Hash. Es posible implementar un partitioner personalizado para que 
en lugar de enviar todos las parejas con la misma clave a un mismo reducer, se  agrupen por 
otros propiedades del campo "valor" de las parejas clave/valor [38]. 
A cada partición realizada (tantas como el número de reducers configurado), se le pasa una 
etapa de sort, en la que las parejas clave/valor que han sido enviadas a una misma partición se 
ordenan para facilitar la tarea al combiner y el reducer, los cuales agruparán todas las parejas 
clave/valor que tangan una misma clave para poder ejecutar todo el grupo en una misma 
tanda. La ordenación por defecto es la ordenación alfabética de las claves de las parejas 
clave/valor, pero se puede modificar para ordenar de otras maneras si es necesario.  
La función combiner, que típicamente realiza la misma tarea que el reduce, es un paso previo  
a la tarea de reduce por la cual todas las parejas clave/valor generadas en un mismo proceso 
map, se agrupan para reducir el número de parejas que se van a enviar al reducer y así ahorrar 
ancho de banda. La función de combiner puede no estar presente en la ejecución de un 
trabajo MapReduce, o puede ser una función completamente diferente al reduce. 
Al finalizar el map se inicia una etapa denominada shuffle, en la que cada partición diferente 
creada en el mapper se envía al reducer correspondiente (que con mucha probabilidad se 
encontrará en un nodo del clúster diferente). 
 
Figura 25:  Esquema simple de la ejecución de un proceso MapReduce. En los nodos del clúster se ejecutan 
procesos map que a partir de la entrada generan un conjunto de parejas clave/valor, las cuales se dividen en 
tantos ficheros como el número de reducers configurado. Todas las parejas con una misma clave se encontrarán 
en el mismo fichero, y por lo tanto serán procesadas por el mismo reducer [41]. 
 
La tarea de reduce,  también explicada con detalle en el apartado "Map-Reduce", recolecta 
todas las parejas clave/valor con una misma clave y forma un grupo que se procesará en una 
misma tanda de ejecución. Al finalizar el procesamiento del grupo se escribirá en un fichero en 
HDFS el resultado del procesamiento. Un mismo reduces puede, y es habitual, ejecutar más de 
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un grupo de parejas clave/valor con la misma clave, pero estas ejecuciones son atómicas y las 
parejas de un grupo no se mezclarán con las de otro para una misma tanda de ejecución. 
Justo al principio de la fase de reduce, y a la vez que se lleva a cabo la fase de shuffle,  se 
produce la tarea de merge, o también conocida como fase de  sort (a pesar de que gran parte 
de la ordenación se realizar en el proceso map. En esta fase los distintos ficheros generados 
por todos los mappers y que tienen la misma "clave" se juntan en un único fichero que será la 
entrada al proceso reduce [34]. 
Un proceso MapReduce puede no tener ningún reducer, en cuyo caso la salida del proceso es 
cada uno de los ficheros generados por cada uno de los mappers. Esto puede ser útil si por 
ejemplo la lógica de proceso es muy simple, como en caso de querer únicamente saber si una 
palabra aparece o no en un texto. 
Existe una fase llamada secondary sort que no se suele implementar en un proceso 
MapReduce, pero que en algunos casos es necesaria. Su funcionalidad es poder agrupar las 
parejas clave/valor por un criterio diferente al de mirar simplemente si tienen la misma clave o 
no. Podéis encontrar un caso de uso en el que ha sido necesario implementar esta fase en la 
parte: "Caso de uso. Análisis de ficheros log" de esta memoria. 
 
 
Figura 26: Esquema completo de la ejecución de un proceso MapReduce [34].  
  
A continuación se presenta un ejemplo esquemático de una implementación real de 
MapReduce en la que se busca contar las palabras que aparecen en un texto que se encuentra 
dividido en HDFS en dos bloques. Para el ejemplo se han utilizado dos mappers y dos reducers, 
ejecutándose en paralelo.  





























en un lugar de la 
mancha de 
 cuyo nombre no quiero 
acordarme [...] vivía un 
Map Map 
en/1 un/1 lugar/1 de/1 
la/1 mancha/1 de/1 












































Figura 27: Esquema de las tareas que realiza un mapper mediante un ejemplo con un trozo del 
libro Don Quijote de la Mancha. En la figura se aprecian dos mappers que se ejecutan en paralelo, 
cada uno sobre un trozo diferente del texto de entrada. El objetivo de la tarea MapReduce 
implementada en el ejemplo es un contador de palabras.  
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Una vez termina el mapper sus tareas, se ejecutan los reducers cuya primera fase es la fase de 
shuffle, donde van a buscar en los nodos del clúster que han ejecutado una tarea map los 


















Los procesos MapReduce están optimizados para el procesamiento de grandes ficheros que 
ocupan muchos bloques en HDFS. Si se intenta procesar ficheros con un tamaño mucho menor 
al tamaño de bloque configurado en Hadoop el resultado es una sobrepoblación de procesos 
map y procesos reduce que prácticamente no realizan faena alguna, ralentizando de forma 
notable el sistema y empeorando el rendimiento del algoritmo.  
Además el JobTracker supone un único punto de entrada de error en el sistema, ya que al ser 
el máster que orquestra a los TaskTracker, si se cae o falla se pierde la coordinación entre los 
nodos del clúster. Existe actualmente una solución muy parecida a la High Availability del 
Namenode en HDFS, en la que se tiene un JobTracker secundario en modo standby sin realizar 
ninguna otra función que comprobar si se ha caído el JobTracker principal en cuyo caso lo 

















quiero/1 un/1 un/1 
Merge/Sort 







de/2 la/1 lugar/1 no/1 
nombre/1 vivía/1 
Figura 28: : Esquema de las tareas que realiza un reducer mediante la continuación del ejemplo 
anterior (un contador de palabras).  
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1.3. YARN 
YARN (Yet Another Resource Negotiator) ha sido el gran cambio introducido en la nueva 
versión 2.0 de Hadoop, fruto de un desarrollo que ha durado más de cinco años [42]. 
Antes de la llegada de YARN, el framework Hadoop sólo permitía el procesamiento en batch de 
grandes conjuntos de datos, no siendo indicado para otros modelos de procesamiento 
distribuido como por ejemplo streaming en tiempo real o consultas SQL interactivas. 
YARN ha permitido expandir los horizontes de Hadoop convirtiéndolo de una herramienta con 
una única función (procesamiento batch distribuido), a una herramienta multiuso que 
permitirá implementar diferentes modelos de programación distribuida sobre él [42]. 
YARN es una capa intermedia entre la capa del sistema de ficheros (HDFS) y la capa de 
aplicación (MapReduce, Hive, etc.), que agiliza la implementación de aplicaciones distribuidas 
facilitando la gestión de recursos de todos los nodos que forman el clúster, sin que el 
desarrollador  tenga que preocuparse de cuestiones como cuántos nodos hay en el clúster, 
cuántas cpu's tiene cada uno, cuánta memoria RAM hay disponible, etc. [43]. 
El modelo de ejecución de YARN es mucho más genérico que el de MapReduce, permitiendo 
ejecutar otras aplicaciones que no sigan el paradigma map-reduce. Actualmente empresas 
como Microsoft, Twitter y eBay han adoptado una arquitectura para sus sistemas distribuidos 
basada en YARN [42].  
A pesar de que actualmente en YARN únicamente existe la posibilidad de ejecutar aplicaciones 
MapReduce (modelo de programación que se ha portado en Hadoop 2.0 para que funcione 
sobre la capa de gestión de recursos YARN en lugar de hacerlo directamente sobre HDFS), 
existen varios proyectos de modelos de programación distribuida que se incluirán en breve a 
Hadoop. 
Algunos de estos proyectos son Apache Hama (para el cálculo distribuido de matrices y otras 
estructuras matemáticas), Apache Giraph (para el procesamiento distribuido de grafos 
complejos), Storm (para el análisis distribuido de datos en tiempo real mediante streaming), y 
el modelo de programación distribuido Open MPI [44]. 
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Figura 29: Previsión realizada por Hortonworks del futuro de YARN y la variedad de aplicaciones distribuidas 
diferentes que va a permitir ejecutar. 
 
La arquitectura de YARN se basa en dos nuevos roles: Resource Manager y Node Manager. 
El Resource Manager es el encargado de gestionar las aplicaciones y los recursos del clúster. 
Sólo existe un Resource Manager por clúster y es consciente de todos los recursos disponibles 
en él (como memoria RAM, número de cpu's o capacidad de disco duro).  
Los Node Manager se ejecutan uno por nodo de trabajo en el clúster y facilitan la ejecución de 
las tareas de las aplicaciones distribuidas que se envían al Resource Manager. Cada Node 
Manager es consciente de los recursos que hay disponibles en el nodo donde se ejecuta, de 
forma que cuando el Resource Manager busca recursos disponibles para la ejecución de una 
aplicación, pueda responder si tiene o no tiene los recursos necesarios, o si los tiene ocupados 
con la ejecución de otra aplicación. 
El Node Manager divide los recursos disponibles del nodo donde se ejecuta en porciones 
equitativas denominadas containers, un container es un conjunto reducido de los recursos 
disponibles en un nodo, por ejemplo un container puede ser 2GB de memoria RAM, una CPU y 
100MB de espacio en disco. 
Cuando un cliente envía una nueva aplicación al Resource Manager para su ejecución, la 
aplicación se encola en el planificador. La política del planificador es completamente 
configurable por el usuario, permitiendo prioridades por usuario o grupos de usuarios, 
políticas FIFO (First Input First Output, donde las aplicaciones se ejecutan por orden de 
llegada), etc. 
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Figura 30: Esquema del funcionamiento del gestor de recursos YARN [45]. 
 
Cuando el Resource Manager determina que hay que ejecutar una aplicación según la política 
de planificación, se comunica con los Node Manager de cada nodo del clúster para buscar 
cuáles tienen recursos suficientes para ejecutar un container. Este container especial se 
denomina Application Master y se ejecuta uno por cada aplicación enviada al Resource 
Manager. 
Cada aplicación desarrollada para ejecutarse en la arquitectura YARN, dispone de una 
arquitectura Maestro-Esclavo. Por ello, cuando una aplicación es enviada al Resource 
Manager, esté se comunicará con los Node Manager para ejecutar el container que hará de 
master: el container Application Master.  
El Application Master se encarga de buscar cuantos nodos de ejecución necesita la aplicación y 
a continuación se comunica con los Resource Manager para que éste le indique que Node 
Managers tienen recursos suficientes para ejecutar uno o más containers. Cada uno de estos 
containers harán de esclavos [42]. Cada aplicación distribuida desarrollada en YARN tiene un 
Application Master diferente, que coordinará  y monitoriza el trabajo de los containers 
esclavos. 
Por ejemplo, si pensamos en la arquitectura de MapReduce, en la que hay un maestro 
JobTracker que coordina a todos los nodos de trabajo TaskTrackers, portar MapReduce a la 
arquitectura YARN no ha sido difícil. El JobTracker se ha convertido en el Application Master de 
las aplicaciones MapReduce y los TaskTrackers son ahora simples containers de trabajo. 
Pudiendo haber varios containers ejecutándose en un mismo nodo, si existen recursos 
suficientes.  
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2. HERRAMIENTAS DEL ECOSISTEMA HADOOP 
Hadoop es hoy en día la solución Big Data más utilizada por las empresas para poder realizar 
análisis sobre grandes conjuntos de datos. No es de extrañar por lo tanto que hayan aparecido 
varias herramientas compatibles con el framework Hadoop,  que amplíen sus funcionalidades 
o simplemente agilicen y faciliten la implementación de los procesos ya existentes. 
Algunos ejemplos de herramientas compatibles con Hadoop son bases de datos NoSQL 
desarrolladas para trabajar con el sistema de ficheros HDFS, sistemas de monitorización del 
estado del clúster Hadoop, librerías con algoritmos de minería de datos que funcionan 
mediante el paradigma de programación MapReduce, herramientas que facilitan la población 
de datos del clúster Big Data, etc. 
En este apartado se explican algunas de las herramientas open source compatibles con 
Hadoop más utilizadas. Recordad que el proyecto ha sido realizado por dos estudiantes, con lo 
que la lista de herramientas mostrada a continuación es sólo una selección de un conjunto más 
grande. Podéis completar la lista de herramientas con el apartado "Herramientas del 
ecosistema Hadoop" del proyecto "Big Data" del estudiante Robert Serrat.  
Podéis ver la lista completa de las herramientas trabajadas durante todo el proyecto en este 
mismo documento, en la primera parte: "Gestión del proyecto", apartado cuarto "División del 
trabajo". 
A continuación se explican algunas de las herramientas más utilizadas que forman parte del 
denominado ecosistema Hadoop. 
 
2.1. AMBARI 
Ambari es una herramienta de Apache completamente open source, cuyo objetivo es esconder 
la complejidad de los clústeres Hadoop facilitando las tareas de administración mediante un 




Figura 31: Logo de Ambari [47]. 
 
Versión actual: 1.4.1 
Licencia: Apache 
Tipo:  Administración 
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Actualmente Ambari es la única herramienta open source que implementa un asistente 
automatizado para la instalación de un clúster Hadoop. Una instalación de Hadoop manual sin 
ningún tipo de asistente es un proceso complejo debido a la cantidad de paquetes que forman 
parte de Hadoop, además de los problemas de compatibilidad entre las versiones de unos 
paquetes y otros. 
Ambari facilita el proceso de instalación mediante un asistente que descargará 
automáticamente las versiones estables y compatibles de todos los paquetes que forman 
parte de Hadoop y su ecosistema, y las instalará en todos los nodos del clúster Hadoop [47]. 
Actualmente soporta la instalación de los paquetes de HDFS, MapReduce, Hive, HCatalog, 
HBase, Zookeeper, Oozie, Pig y Sqoop. 
La configuración de los servicios de Hadoop y sus herramientas es una tarea compleja debido 
principalmente a la naturaleza de los sistemas distribuidos: las herramientas trabajan con 
varios nodos, y cada uno de ellos ha de tener la misma configuración o con mucha 
probabilidad los procesos fallarán.  
Ambari permite realizar la configuración de los servicios Hadoop mediante una interfaz web 
centralizada, que se encargará automáticamente de desplegar todos los cambios realizados en 
la configuración a todos los nodos del clúster.  
Mediante la interfaz web de Ambari también es posible monitorizar el estado de los servicios 
Hadoop e interactuar con ellos (iniciar, parar, añadir o eliminar servicios). Como ocurre con los 
cambios de configuración de los servicios, Ambari se encargará de propagar todos los cambios 
realizados en los servicios desde la interfaz web centralizada a todos y cada uno de los nodos 
que forman parte del clúster. 
 
Figura 32: Interfaz web de Ambari para la gestión de los servicios de Hadoop [46]. 
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Finalmente, Ambari permite monitorizar el estado del clúster en tiempo real y de forma visual 
para poder detectar de forma rápida anomalías o fallos en alguno de los nodos, incorporando 
un sistema de alertas que permite por ejemplo avisar por email de forma automática al 
administrador de sistemas cuando se detecte un error en el sistema. 
 
Figura 33: Monitorización del clúster mediante Ambari. La monitorización incorpora un gran conjunto de métricas 
como por ejemplo la cantidad de memoria utilizada por las máquina virtual de Java o el tiempo empleado por el 
Garbage Collector [46]. 
 
2.2. CASCADING 
Cascading es una capa de abstracción de Apache Hadoop que permite ejecutar análisis de 
datos y workflows complejos sobre un clúster Hadoop, sin necesidad de conocer el paradigma 




Figura 34: Logo de Cascading [48].  
 
Versión actual: 2.2.0 
Licencia: Apache 
Tipo:  Procesamiento y análisis 
Cascading es un framework que permite la declaración de algoritmos de procesamiento 
mediante lenguajes como Java, JRuby y Clojure, los cuales serán transformados por la 
herramienta en un conjunto de trabajos MapReduce que se ejecutarán según un orden y 
concurrencia establecidos.  
 Cascading permite por lo tanto explotar al máximo la potencia de análisis de Hadoop sobre 
grandes cantidades de datos, sin la necesidad de tener un conocimiento previo sobre el 
paradigma de procesamiento MapReduce
Figura 
Cascading incluye dos módulos para facilitar la declaración de algoritmos de análisis de
Lingual y Pattern. 
Lingual permite ejecutar consultas SQL sobre conjuntos de datos almacenados en Hadoop, 
transformando las consultas SQL en un conjunto de trabajos MapReduce (de forma muy 
parecida a la herramienta Hive).
Pattern es una librería de 




Flume es un servicio distribuido para la recolección, agregación y desplazamiento de grand




Tipo:  Recolección de datos
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 utilizado en Hadoop. [48]. 
35: Arquitectura de la herramienta Cascading [48]. 
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Flume trabaja con flujos de eventos que se desplazan entre agentes. Un agente de Flume es un 
proceso Java que se compone de un source, un channel y un sink [49]. 
Cuando el source genera o recibe un evento, lo añade en el channel, y el evento se queda en el 
channel a la espera de que el sink lo recoja para enviarlo a otro lugar. Los channel pueden ser 
almacenamiento volátil (como la memoria RAM, en cuyo caso si se apaga el ordenador se 
perderán los datos), o almacenamiento persistente (como una base de datos persistente o un 
fichero almacenado en disco). 
Dos agentes se pueden interconectar para que los eventos que recoge el sink de un agente 
sean enviados al source del otro agente, de este modo se genera un flujo de datos en los que 
los eventos circulan de un agente a otro. 
 
Figura 37: Interconexión de varios agentes Flume para enviar los eventos recolectados a un almacenamiento 
centralizado [49].  En este caso concreto el almacenamiento centralizado es un clúster Hadoop con HDFS. 
El traspaso de eventos de un agente a otro se realiza de forma transaccional, de modo que un 
sink sólo borrará un evento del channel en caso de que el agente al que está enviando los 
eventos le confirme que ya ha añadido en su propio canal el evento enviado (ver Figura 38). 
Existen muchos tipos de source y sink que facilitan la integración de Flume con otros servicios. 
Por ejemplo el sink HDFS escribe en el sistema de ficheros de Hadoop los eventos que va 
recibiendo, en la ruta que se haya configurado. 
Además Flume aporta algunas funcionalidades interesantes como la capacidad de realizar 
balance de carga: tiene una lista de agentes a los que enviar eventos y va repartiendo todos los 
eventos que llegan entre ellos, de forma que todos los agentes tengan una carga de trabajo 
parecida. 
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Figura 38: El traspaso de un evento de un agente a otro se realiza de forma transaccional [50]. 
Los eventos pueden contener cualquier información que sea serializable, como texto, números 
o incluso estructuras de datos más complejas como vectores o hashmaps. 
 
2.4. HBASE 
HBase es una base de datos NoSQL orientada a columnas que funciona sobre el sistema de 





Figura 39: Logo de HBase [51]. 
 
 
Versión actual: 0.96.0 
Licencia: Apache 
Tipo:  Almacenamiento de datos 
HBase permite el acceso a determinados datos almacenados en HDFS en tiempo real. Es una 
base de datos NoSQL orientada a columnas, es decir, los datos se almacenan en columnas en 
lugar de por filas. De este modo se agilizan las consultas en las que intervienen únicamente 
una columna, y las funciones de agregación.  
 Además, a diferencia de las bases de datos relacionales, HBase permite más de un valor por 
columnas, ya que está orientada a familias de columnas:
Nombre Edad 
José  32 
María 43 
Marcos 22 telefono1:933333333, telefono2: 934444444, telefono3: 935555555
HBase tiene una arquitectura maestro
encargado de almacenar los metadatos sobre la localización de los datos, y gestionar el 
balance de carga, se comunica con los nodos esclavos (HRegionServer), encargados de 
almacenar los datos y responder a los clientes con los datos que han solicitado
 
Figura 40: Arquitectura de HBase, funcionando 
 
 





-esclavo, en la que el nodo master (HMaster) , 
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2.5. HCATALOG 
HCatalog es un gestor de datos y tablas que permite a diferentes herramientas acceder a datos 






Figura 41: Logo de HCatalog [53]. 
 
 
Versión actual: 0.5.0 
Licencia: Apache 
Tipo:  Almacenamiento de datos 
HCatalog facilita a herramientas como Hive, Pig o MapReduce el acceso a los datos 
almacenados en Hadoop. HCatalog actúa como una capa de abstracción de los datos, 
permitiendo a las herramientas leer y escribir sobre los datos o tablas sin tener que 
preocuparse del formato en el que se almacenan (fichero comprimido, JSON, texto plano, etc.). 
Además permite a las herramientas acceder a los datos sin necesidad de saber dónde se 
encuentran almacenados, HCatalog se ocupa de todos estos detalles [53]. 
 
2.6. HIVE 
Hive es una herramienta de Data Warehouse que aprovecha el sistema de ficheros HDFS como 





Figura 42: Logo de Hive [54]. 
 
 
Versión actual: 0.12.0 
Licencia: Apache 
Tipo:  Almacenamiento de datos 
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Hive es una herramienta que permite transformar consultas SQL en trabajos MapReduce que 
se ejecutan sobre conjuntos de datos almacenados en HDFS. Estos datos pueden estar 
almacenados en cualquier formato, pues Hive sólo da formato a los datos cuando necesita 
consultarlos. 
Hive está recomendada para largos procesos de batch y ETL, aprovechando toda la potencia 
del paradigma MapReduce (escalabilidad horizontal y tolerancia a errores). 
 
2.7. HUE 
Hue es una aplicación web que permite trabajar con las diferentes herramientas de Hadoop y 





Figura 43: Logo de Hue [55]. 
 
 
Versión actual: 3.5.0 
Licencia: Apache 
Tipo:  Procesamiento y análisis 
Hue agrega los componentes más utilizados de Hadoop y las herramientas que forman parte 
de su ecosistema en una única interfaz web. 
Mediante esta interfaz web se agrupan muchas de las funcionalidades de Hadoop y además se 
facilitan su uso mediante una interfaz gráfica. Algunas de las funciones que soporta 
actualmente Hue son [55]: 
• Explorador de ficheros gráfico para el sistema de ficheros HDFS. 
• Editores de consultas para las herramientas Pig, Impala y Hive. 
• Editor gráfico de workflows Oozie y monitorización de los flujos de trabajo. 
• Buscador de datos para la base de datos HBase. 
La interfaz gráfica es simple y fácil de utilizar. En el menú superior se encuentran todas las 





 Figura 44: Interfaz web de la herramienta Hue, con la aplicación de Oozie para monitorizar el estado de los 
workflows activada [55]. 
 
2.8. MAHOUT 




Tipo:  Procesamiento y aná
Mahout incorpora un conjunto amplio de algoritmos de aprendizaje ya implementados 
mediante el paradigma MapReduce para aprovechar al máximo la mejora de rendimiento por 
la escalabilidad horizontal. 
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Entre los algoritmos más destacados actualmente incluidos en Mahout se encuentran: 
• Algoritmos de clasificación: 
o Random forests. 
o Bayesian. 
o Online passive aggressive. 
• Clustering: 
o K-Means. 
o Mean shift. 
o Top down. 
• Búsqueda de patrones: 
o Parallel frequent pattern growth. 
• Algoritmos de recomendación: 
o Distributed item-based collaborative filtering. 
o Non-distributed recommenders. 
o Collaborative filtering. 
En la implementación del caso de uso "Análisis de la imagen de un producto a través de las 















Versión actual: 4.0.0 
Licencia: Apache 
Tipo:  Procesamiento y análisis 
La herramienta Oozie permite diseñar flujos de trabajo mediante ficheros XML. Entre las 
acciones permitidas actualmente en workflows de Oozie se encuentran trabajos MapReduce, 
acciones en HDFS, programas Java, scripts de bash, consultas de Hive y Pig, Sqoop y envío de 
correos electrónicos. 
 Además Oozie incorpora los coordinadores, que permiten automatizar los workflows para que 
se ejecuten automáticamente según unas condiciones de tiempo (por 
minutos), o bien la disponibilidad de los ficheros de entrada (por ejemplo cada vez que exista 
un fichero llamado "input.txt." en un directorio determinado).
 
2.10. SQOOP 
Sqoop es una herramienta que permite la transferencia de datos entre el




Tipo:  Recolección de datos.
Sqoop es una herramienta diseñada para la transferencia eficiente de datos entre el sistema 
de ficheros HDFS y las bases de datos relacionales estructuradas. La transferencia aprovecha el 
paradigma MapReduce para poder realizar las transferencias de forma paralela.
Las transferencias de datos son en ambas direcciones. Es posible enviar datos no estructurados 
de HDFS a bases de datos relacionales mediante Sqoop indicando que formato se le va a dar a 
los datos almacenados en HDFS para que concuerden con las estructuras de 
destino . 
También es posible volcar todos los datos almacenados en una tabla relacional como un 
fichero almacenado en HDFS, sólo basta con indicarle a Sqoop con que carácter se separará 
cada columna, la tabla origen y el fichero destino
filas de la tabla de la base de datos, poner el carácter configurado de separación,  e insertar la 
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la tabla relacional 
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2.11. WHIRR 









Versión actual: 0.8.2 
Licencia: Apache 
Tipo:  Procesamiento y Análisis. 
Whirr es un conjunto de librerías que facilita la ejecución de procesos en servicios Cloud al 
crear una capa de abstracción entre los proveedores de servicios Cloud (Amazon, Azure, etc.) y 
los clientes. 
Apache Whirr esconde la complejidad de cada API diseñada por cada uno de los proveedores 
de servicios cloud, facilitando una única API neutral que automáticamente se encargará de 
transformar las peticiones del cliente, en el formato específico que acepte cada proveedor. 
De este modo se pueden diseñar aplicaciones genéricas que hagan uso de servicios cloud 
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1. DISTRIBUCIONES HADOOP (SOFTWARE) 
En este apartado se realiza una descripción detallada de las distribuciones de Hadoop más 
extendidas e importantes del mercado actual, enumerando y describiendo las principales 
características de cada una.  
Podéis completar la lista de distribuciones Hadoop, y ver en detalle las distribuciones de 
Pivotal HD y DataStax, en la memoria del proyecto Big Data de Robert Serrat Morros.  
Al final de esta sección se tiene, en formato de tablas para que sea rápidamente visible, una 
comparativa detallada para que el lector pueda hacerse una idea rápida de en qué casos sería 
mejor aplicar una distribución u otra. 
En esta comparación si aparece la lista de distribuciones entera, siendo la comparación un 
trabajo conjunto con Robert Serrat. 
A continuación se detallan algunas de las distribuciones Hadoop más utilizadas actualmente. 
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1.1. CLOUDERA 
Cloudera CDH es una distribución Hadoop completamente open source, que actualmente es la 
distribución más utilizada y extendida. 
Es la primera distribución en ampliar los horizontes de Hadoop, modificando Hadoop para que 
en lugar de ser una herramienta con un único propósito, el procesamiento en batch de 
grandes volúmenes de datos, tenga otras funcionalidades como la capacidad de contestar 
consultas SQL de forma interactiva, o la capacidad de realizar búsqueda interactiva de 
contenido. 
Cloudera ofrece de forma completamente gratuita la distribución completa de Hadoop, que se 
llama CDH (Cloudera Distribution of Hadoop), pero además añade otros servicios de 
subscripción que añaden funcionalidades importantes al clúster Hadoop, así como rápido 
soporte técnico a cualquier hora del día.  
Cloudera también añade la herramienta Cloudera Manager, para facilitar la instalación y 
monitorización de todo el clúster Hadoop. 
 
Cloudera CDH 
Cloudera CDH es el paquete open source que contiene Hadoop y la mayoría de las 
herramientas del ecosistema Hadoop. Todas las herramientas han sido probados para asegurar 
la compatibilidad entre paquetes y la estabilidad de las versiones de las herramientas incluidas 
[60]. 
La versión actual de Cloudera CDH es la CDH4.3, e incluye las siguientes herramientas del 












Sqoop 2 1.4.3 
Whirr 0.8.2 
Zookeeper 3.4.5 
La versión actual de Cloudera CDH permite la instalación de Cloudera Impala y Cloudera 
Search. 
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Cloudera Impala 
Cloudera Imapala es una base de datos relacional MPP (Massively Parallel Porcessing) que 
permite ejecutar consultas SQL interactivas directamente sobre los datos almacenados en 
Hadoop [62]. 
Impala es un motor de consulta SQL completamente escalable que permite hacer consultas 
sobre datos almacenados en HDFS y en la base de datos NoSQL HBase. Facilitando el acceso a 
Hadoop a todas las herramientas de Business Intelligence al permitir realizar consultas SQL 
mediante conectores JDBC/ODBC en tiempo casi real. 
 
Cloudera Search 
Cloudera Search permite la búsqueda de forma escalable sobre contenido almacenado en el 
clúster Hadoop mediante la generación de índices [63].  
Search utiliza como motor de indexación la herramienta de Apache SolR, apoyándose en la 
paralelización del paradigma MapReduce para poder generar los índices de los ficheros 
almacenados en HDFS de forma rápida y eficiente. 
 
Cloudera Navigator 
Cloudera Naviator es un add-on de Cloudera Manager, disponible únicamente bajo 
subscripción, que permite facilitar las gestiones de administración sobre los datos 
almacenados en el clúster Hadoop [64]. 
Cloudera Navigator permite verificar el acceso de los usuarios y grupos de usuario a los 
ficheros y directorios almacenados en HDFS, permitiendo únicamente el acceso a quienes 
tengan credenciales y permisos suficientes. 
Además facilita la auditoría de datos al mantener un registro completo de todos los accesos 
realizados a los datos almacenados en HDFS, Hive y HBase, pudiendo comprobar que usuarios 
han accedido a que datos y cuando se ha realizado dicho acceso.  
 
Cloudera Manager 
Cloudera Manager es una aplicación web que facilita la administración de todo el clúster 
Hadoop, facilitando un asistente de instalación automatizada de Cloudera CDH, y permitiendo 
la administración de todos los servicios instalados en el clúster así como la monitorización a 
tiempo real de dichos servicios. 
También se permite la monitorización del estado de salud del clúster, para que de forma 
rápida y visual se pueda detectar cualquier error en alguno de los nodos del clúster y 
solucionarlo de la forma más rápida posible. 
Soluciones | Distribuciones Hadoop (Software) 85 
 
 




Figura 50: Monitorización del servicio Flume instalado en el clúster, mediante Cloudera Manager. 
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Cloudera Enterprise 
Cloudera Enterprise, disponible únicamente mediante subscripción,  mejora las capacidades de 
la herramienta Cloudera Manager añadiendo nuevas funcionalidades y permitiendo la 
subscripción a otros servicios de Cloudera que enumeramos a continuación.  
Cloudera Enterprise permite mediante Cloudera Manager añadir subscripciones de asistencia 
técnica en cualquier momento del día (24x7), o bien en un horario más reducido (8x5). Estas 
subscripciones están divididas por herramientas, para que se pueda pagar únicamente el 
soporte a aquellas herramientas que se utilizan, descartando contratar un servicio de soporte 
a unas herramientas que no se utilizan. 
Actualmente, las subscripciones de soporte técnico que se pueden realizar mediante Cloudera 
Manager son: 
• RTD (Real-time Delivery): Soporte técnico para la base de datos HBase. 
• RTQ (Real-time Query): Soporte técnico para el motor de consulta SQL Impala. 
• RTS (Real-time Search): Soporte técnico para el motor de búsqueda de contenido Search. 
• BDR (Backup & Disaster Recovery): Activa nuevas funcionalidades a Cloudera Manager 
para la configuración y gestión de políticas de recuperación en caso de fallo grave en el 
clúster Hadoop. Por ejemplo permite controlar la replicación personalizada de algunos 
ficheros concretos de HDFS o bien de los metadatos de Hive. 
• Navigator: Activa la funcionalidad de Cloudera Navigator en el Cloudera Manager, para 
facilitar el control de acceso y auditoría de los datos almacenados en el clúster. 
Además, la subscripción básica a Cloudera Enterprise añade algunas funcionalidades al 
Cloudera Manager como la integración con LDAP, la posibilidad de realizar reportes sobre el 
estado y uso del clúster, o la configuración de rollbacks en caso de pérdida de datos. 
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Figura 51: Productos ofrecidos por Cloudera. Los productos ofrecidos de forma gratuita se han remarcado en azul, 
mientras que los productos facilitados únicamente bajo subscripción se han dejado con fondo gris [66]. 
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1.2. HORTONWORKS DATA PLATFORM 
Hortonworks Data Platform (HDP) es una distribución de Hadoop completamente open source. 
Actualmente existen dos versiones, HDP for Windows (o HDP 1.0) y la HDP 2.0. La 
nomenclatura de las versiones está estrechamente relacionado con Hadoop. Siendo la versión 
2.0 la que incluye el proyecto YARN de Apache [67]. 
 
Figura 52: Logo Hortonworks 
HDP es la única distribución de Hadoop compatible con Windows (en su versión Windows 
Server) además de Linux. Adaptar Hadoop a Windows es un proceso largo y por eso han 
sacado una primera versión 2.0 únicamente compatible con Linux. No obstante Hortonworks 
ha anunciado que en un futuro HDP 2.0 funcionará también en la plataforma Windows Server 
[68]. 
En este apartado nos vamos a centrar en HDP 2.0, la nueva versión aún no compatible con 
Windows, ya que hablaremos de HDP 1.0 en la distribución Hadoop cloud de Microsoft 
(HDInsight). 
Las versiones de las herramientas del ecosistema Hadoop incluidas en Hortonworks Data 















Tabla 9: Versiones de las herramientas del  ecosistema Hadoop incluidas en la distribución HDP 2.0 [28]. 
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Figura 53: Evolución de las versiones de las herramientas del ecosistema Hadoop en la distribución de 
Hortonworks [28]. Se puede ver la comparativa de versiones entre la versión compatible con Windows (HDP 1.x) 
y la nueva versión aún no compatible (HDP 2.0).  
Hortonworks es a día de hoy un paquete que engloba todo el ecosistema open source de 
Hadoop incluido el proyecto Apache Ambari para facilitar y automatizar la instalación de 
Hadoop en el clúster.  
En novedades únicamente aporta conectores ODBC para Windows de la herramienta Hive, y 
un plug-in de Sqoop para mejorar el rendimiento al traspasar datos entre el clúster Hadoop y 
bases de datos Oracle 
También permite montar HDFS como un volumen NFS del sistema operativo. Y realizar 
snapshots sobre el sistema de ficheros HDFS y las tablas de HBase. Además de haber mejorado 
el rendimiento de Hive mediante las dos primeras fases del proyecto Stinger (explicado a 
continuación). 
Al ser Hortonworks 100% open source, también es una de las primeras distribuciones en 
incorporar las nuevas herramientas que van aparecen en el ecosistema Hadoop una vez ya son 
estables. Actualmente hay tres proyectos Apache que en breve incluirá Hortonworks y que son 
bastante interesantes. Estos proyectos son Stinger, Tez y Storm. 
 
Stinger 
El proyecto Stinger  es un proyecto que busca mejorar el rendimiento de Hive para reafirmarlo 
como la mejor opción para consultar datos almacenados en Hadoop mediante SQL. 
De momento el proyecto Stinger consta de tres fases, estando las dos primeras terminadas y 
ya integradas en la distribución de Hortonworks [69]. 
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Figura 54: Fases del proyecto Stinger [69]. 
En las dos primeras fases se ha experimentado una mejora en el tiempo de respuesta de las 
consultas SQL más comunes de entre el 35x y el 45x. Aparte de la adición de nuevos tipos de 
datos (DATE y VARCHAR) y funciones para acercarse cada vez más al SQL estándar.  
La tercera fase del proyecto Stinger, aún no integrada en la distribución de Hortonworks, se 
basará sobretodo en acoplar Hive sobre el proyecto Tez.  
 
Tez 
Con la llegada de YARN a Hadoop, se ha abierto Hadoop a un mundo de muchas posibilidades 
donde hasta el momento solo existía el procesamiento en batch. Uno de los nuevos proyectos 
en aprovechar YARN es el proyecto Tez: 
Tez generaliza el proyecto MapReduce de apache para convertirlo en un framework más 
eficiente en la ejecución de workflows de tareas DAG complejos. MapReduce ha sido la 
columna vertebral de Hadoop para el análisis de datos. Pero su naturaleza batch hace que no 
sea adecuado para consultas interactivas [70].  
El proyecto Tez busca entre otras cosas, que todos las herramientas actuales como Hive y Pig 
que transforman una consulta en un workflow DAG de tareas map y reduce las cuales tienen 
que sincronizarse al finalizar cada nodo del workflow, transformen la consulta en una única 
tarea Tez, y este escoja la mejor estrategia de ejecución. 
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Figura 55: Comparación entre los workflow DAG resultantes al utilizar Pig/Hive directamente sobre MapReduce 
(izquierda), o sobre Tez (derecha) [71]. 
 
Storm 
El proyecto Storm, aún en desarrollo, marcará una de las piezas open source que más se 
esperaba en el ecosistema Hadoop. Una herramienta distribuida (gracias a YARN) para el 
procesamiento  escalable de información en streaming (obtener análisis sobre la información 
entrante en el clúster en tiempo real, a diferencia del procesamiento batch de MapReduce). 
El proyecto Storm fue inicialmente concebido por el equipo de Twitter para poder analizar el 
stream de tweets en tiempo real. En septiembre de 2013 se convertía en un proyecto de 
Apache. Se espera que Storm esté incluido en la distribución Hortonworks a principios del año 
2014 [72].  
Como hemos comentado anteriormente, al ser Hortonworks completamente open source, 
prácticamente no tiene que realizar grandes modificaciones en su distribución cada vez que 
aparecen nuevas herramientas en el ecosistema Hadoop. Pudiéndolas adoptar lo más rápido 
posible una vez son estables. 
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Figura 56: Evolución de la arquitectura de las distribución Hadoop de su versión 1.0 a la 2.0 [70]. 
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1.3. IBM INFOSPHERE BIGINSIGHTS 
IBM InfoSphereBigInsights es la distribución Hadoop de IBM. Se ha mantenido intacto el 
núcleo de Apache Hadoop para poder ser compatible con las nuevas herramientas que van 
apareciendo, pero se han añadido bastantes funcionalidades que lo envuelven y mejoran la 
productividad. 
Existen dos versiones: Basic Edition (gratuita) y Enterprise Edition (comercial). La versión 
Enterprise engloba totalmente a la versión Basic, con lo que todas las herramientas disponibles 
en la versión gratuita están presentes también en la comercial. 
La versión Basic Edition es una distribución gratuita de Apache Hadoop, pero está limitada a un 
máximo de 10 TB.  Contiene todo el ecosistema Hadoop, un instalador que facilita la 
configuración de un clúster, el lenguaje Jaql (que explicamos más adelante) y una aplicación 
web para monitorizar el clúster.  
La versión Enterprise tiene una gran cantidad de herramientas que detallaremos a 
continuación.  El precio de esta versión depende del volumen de datos almacenados. 
Las versiones de las herramientas del ecosistema Hadoop incluidas en BigInsights, en el 
momento en que se escribía este apartado, son: 
 
 
Esta distribución se centra sobre todo en una separación adecuada de los diferentes roles que 
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Figura 57: Concepción de los diferentes roles que interactúan en BigInsights según IBM  [73]. 
 




El BigInsights Installer es el instalador automático del producto IBM InfoSphere BigInsights. Ha 
sido desarrollado para que la distribución sea fácilmente instalable sin esfuerzos, ni necesidad 
de tener conocimientos avanzados en instalación y configuración de software open source. 
De forma gráfica e intuitiva permite instalar un clúster de Hadoop configurado y preparado 
para ejecutar tareas, además de instalar las herramientas que forman parte del ecosistema 
Hadoop (Pig, Flume, Hive, etc.) y las herramientas que IBM incorpora en la distribución y que 
detallaremos más adelante. 
Una vez se ha realizado una primera instalación de BigInsights en uno de los nodos del clúster, 
BigInsights Installer permite crear un fichero XML (response file) en el que ya se encuentra 
almacenado todas las opciones de configuración escogidas durante el proceso de instalación, 
de esta forma, desplegando el fichero al resto de nodos del clúster, se instalará en ellos de 
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BigInsights Web Console 
BigInsights Web Console es una interfaz web que permite administrar y monitorizar tanto el 
estado del clúster como el estado de las aplicaciones de análisis de datos que se han 
desplegado en él, independientemente de si el clúster es local o cloud. Permitiendo acceder a 
cada usuario sólo a aquello que se le ha dado permiso. Por ejemplo, si tienes una cuenta de 
administrador podrás acceder a los paneles de administración (como el panel de estado del 
clúster, o el de estado de las aplicaciones), mientas que si tienes una cuenta de usuario, sólo 
podrás acceder a la interfaz gráfica del sistema de ficheros, al panel de ejecución de 
aplicaciones, o al panel de análisis de datos [6]. 
 
Figura58: IBM BigInsights Web Console [6]. 
BigInsights Web Console permite, por ejemplo, que un analista de negocio pueda ejecutar 
aplicaciones de análisis sobre un conjunto de datos sin necesidad de tener ningún 
conocimiento sobre el paradigma map-reduce, Hadoop o cualquier herramienta del 
ecosistema Hadoop. 
Además, gracias al panel visual del estado de salud del clúster y de las aplicaciones que se han 
desplegado en él, se permite detectar de forma rápida anomalías en el clúster (como fallos de 
hardware), permitiendo solucionar los problemas antes de que  supongan un gasto mayor para 
la empresa. 
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Web Console ha sido diseñado para que sirva de único punto de acceso al clúster Hadoop por 
motivos de seguridad (mediante software firewall).Apache Hadoop tiene por defecto todos los 
puertos de los nodos del clúster abiertos, con lo que es bastante inseguro y tener un único 
punto de acceso protegido permite evitar accesos no deseados. Se permite la autentificación 
de los usuarios al Web Console mediante LDAP. Los usuarios ajenos al clúster deben utilizar 
una interfaz REST segura para poder acceder al clúster. BigInsights permite métodos de 
autentificación alternativos como Linux Pluggable Authentitacion Modules.  
Para más seguridad, IBM ha creado unas extensiones para BigInsights que permiten guardar 
unos ficheros de log donde queda registrado todos los accesos que se han hecho a cada 
conjunto de datos. 
 
Eclipse plug-ins 
BigInsights permite descargar a través del Web Console un conjunto de plug-ins para Eclipse, 
así como los manuales de instalación y uso de estos, que facilitan la producción de programas 
y procesos para el análisis de los datos almacenados. 
Los plug-ins incluyen dos perspectivas de Eclipse:  
• BigInsights: Perspectiva orientada al desarrollo de aplicaciones de procesamiento de 
datos utilizando SQL, Jaql, Hive, HBase, Pig o MapReduce. Permite también el 
desarrollo de workflows Oozie de forma gráfica. 
• BigInsights Text Analytics: Perspectiva que permite el desarrollo de aplicaciones de 
análisis de texto a través de workflows.  
 
Figura 59: Desarrollo de workflows con el plug-in de eclipse [6]. 
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Estas herramientas de desarrollo se pueden conectar al Web Console para dotar a las 
aplicaciones de conocimiento sobre el clúster de manera que se permite a los desarrolladores 
desplegar fácilmente las aplicaciones directamente en el clúster ya sea para realizar tests o 
para ser utilizadas por los analistas de negocio. 
 
Aceleradores 
BigInsights incluye un conjunto de aceleradores (conjuntos de aplicaciones que aceleran el 
desarrollo e implementación de los casos de uso concretos de una empresa). Podemos 
dividirlos en dos grupos: 
• IBM Accelerator for Machine Data Analytics: Son un conjunto de aplicaciones que 
facilitan la transformación de los datos en crudo de los ficheros de log y en general 
datos generados por una máquina, en información útil y decisiones inteligentes. Por 
ejemplo para detectar patrones que precedan a un fallo de un sistema distribuido.  
• IBM Accelerator for Social Data Analytics: Son un conjunto de aplicaciones que facilitan 
la extracción de información de las redes sociales y la construcción de perfiles de 
usuario de la gente que participa en ella para, por ejemplo, realizar análisis de 
sentimiento acerca de una compañía. 
Además, en esta distribución se incluyen muchas otras aplicaciones sueltas que facilitan el 
desarrollo de casos de uso concretos entre las que se incluye un web crawler [75]. 
 
BigSheets 
Para acercar aun más Hadoop a los desarrolladores que no saben mucho de MapReduce, 
BigInsights incorpora las BigSheets. Las BigSheets tienen una interfaz muy parecida a las hojas 
de cálculo, y permiten la creación de procesos MapReduce automáticamente para poder hacer 
análisis sobre los datos almacenados. El uso de las BigSheets tiene tres pasos: 
1. Coleccionar los datos: Puedes coleccionar datos de múltiples y diversas fuentes 
(ficheros locales, HDFS, soporte para Amazon S3…), además de permitir crear tus 
propios plug-ins para coleccionar datos de otras fuentes, como por ejemplo de la 
red social Twitter. 
2. Analizar los datos: Después de haber coleccionado los datos, puedes ver una 
muestra de ellos en la interfaz de hoja de cálculo para ver su estructura y 
manipularlos con todo tipo de herramientas como las que tendrías en una hoja de 
cálculo (combinar columnas de diferentes colecciones, ejecutar fórmulas, filtrar 
datos, guardar macros, etc.).  
3. Explorar y visualizar los datos: Después de ejecutar el análisis puedes visualizar los 
resultados con herramientas de visualización como gráficos, mapas y tablas. En 
este paso también es posible crear tus propios plug-ins de visualización. 
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En el proyecto open source Hadoop existen tres planificadores (schedulers) diferentes, un 
panificador FIFO y otros dos llamados Fair Scheduler y Capacity Scheduler que permiten que se 
le asigne un mínimo de recursos a cada proceso para asegurar que los trabajos pequeños no 
duran más de lo que deberían, provocando que el clúster tenga una carga de trabajo muy 
elevada. 
En BigInsights se incluye un planificador llamado Intelligent Scheduler muy parecido al Fair 
Scheduler que forma parte del proyecto Hadoop, pero que permite al administrador de 
sistemas un mayor control sobre la carga de trabajo del clúster, permitiendo por ejemplo 
asignar más o menos recursos dependiendo de qué usuario haya enviado la tarea al 
planificador [74]. 
En esta distribución se incluyen los planificadores FIFO y Fair que forman parte del proyecto 
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Adaptive MapReduce 
En el framework Hadoop, cuando se procesa un fichero muy grande con el paradigma map-
reduce, el fichero es troceado en varias partes que se envían a los diferentes mappers 
disponibles en el clúster para ser procesados.   
Un proceso map termina cuando éste finaliza el procesamiento de la parte del fichero que 
tenía asignada. En caso de que haya más partes del fichero aún por tratar, un nuevo proceso 
map se iniciará en ese nodo del clúster y comenzará a procesar otra parte. 
Iniciar un proceso map (proceso java) tiene un coste notable. Esto significa que en caso de que 
dividamos un fichero en muchas partes para maximizar el balanceo de carga de los nodos del 
clúster, y minimizar el tiempo de recuperación en caso de que algún proceso map falle, el 
tiempo total de procesamiento se verá notablemente incrementado por los costes adicionales 
al tener que iniciar más procesos map. 
BigInsights incorpora una implementación llamada Adaptive MapReduce en la que existe un 
repositorio central donde se guarda el estado de cada uno de las partes del fichero, y cuando 
un map termina de procesar su parte, en lugar de finalizar el proceso, consulta en el 
repositorio central si puede seguir procesando otras partes. Evitando de esta manera tener 
que volver a iniciar un proceso map. 
El coste que tiene la comunicación del map con el repositorio y el bloquear la nueva parte que 
va a procesar para indicar a los demás mappers que esa parte ya está siendo procesada, es 
notablemente inferior al coste que tiene la inicialización de un nuevo proceso map. 
En la Figura 61 se puede observar el coste de una operación Join con un mismo tamaño de 
entrada para todas las ejecuciones, pero modificando el tamaño de los trozos en los que se 
divide el fichero. Al reducir el tamaño de los trozos se incrementa el tiempo de ejecución 
debido al coste que tiene iniciar un nuevo proceso map. En cambio, con Adaptive MapReduce, 
ejecutándolo con un tamaño de parte de 32 MB que con el MapReduce normal es la ejecución 
que peores resultados muestra en la figura, se obtiene un mejor tiempo que en el mejor caso 
que se muestra sin utilizar Adaptive MapReduce. 
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Figura 61: Benchmark de IBM para una operación Join que utiliza mappers con un alto  coste de iniciación [74]. 
 
Advanced Text Analytics Toolkit 
BigInsights incluye un kit de herramientas (toolkit) para el análisis de texto que contiene varias 
herramientas de desarrollo, un lenguaje intuitivo, extractores de texto (Figura 62) y soporte 
multilingüe, para facilitar la extracción de conocimiento útil a partir de texto no estructurado 
como por ejemplo el contenido de los correos electrónicos que se envían a la oficina de 
atención al cliente de una empresa. 
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BigIndex 
BigIndex es un framework de IBM construido a partir del proyecto open source Luscene que 
permite la indexación y búsqueda de términos en un texto. IBM ha mejorado las características 
de Luscene permitiendo la integración con Hadoop. Esto significa poder hacer búsquedas en 
cientos de terabytes de datos manteniendo un tiempo de respuesta muy bajo, gracias al previo 
cálculo de los índices y aprovechando las ventajas de utilizar un sistema distribuido [74].  
Un claro caso de uso de este framework sería un buscador web. Los buscadores como Google 
permiten dar resultados en un tiempo de respuesta muy pequeño gracias a la previa 




Jaql es un lenguaje donado por IBM a la comunidad open source que fue pensado para hacer 
consultas sobre objetos JSON (JavaScript Object Notation). No obstante, con la integración de 
Jaql en BigInsights, permite consultar más cosas aparte de objetos JSON. 
Con Jaql puedes hacer selects, joins, groups, filters y otras operaciones sobre datos 
almacenados en HDFS. Es un lenguaje declarativo que transforma las consultas en alto nivel en 
tareas MapReduce. 
BigInsights incluye un módulo del lenguaje R para Jaql, permitiendo integrar el proyecto R 
(www.r-project.org) para estadística en tus consultas Jaql. De esta manera puedes beneficiarte 
del paralelismo nativo del paradigma MapReduce en las ejecuciones de R. 
Cuando un fichero de texto en Hadoop se comprime y se divide en bloques del mismo tamaño 
(normalmente 128 MB), ya no es posible hacer trabajos MapReduce sobre él ya que los 
metadatos para descomprimir no están presentes en cada porción, y la solución es procesar 
todas las porciones con un único map. Jaql ha sido configurado para entender la compresión 
de ficheros de textos divididos de manera que es capaz de hacer trabajos MapReduce sobre 
ellos [6]. 
Además, BigInsights dispone de un modulo JDBC que mediante Jaql permite leer y escribir 
datos desde cualquier base de datos relacional que tenga un driver JDBC. 
 
Conectores 
BigInsights incluye muchos conectores a otros productos de IBM que permiten mejorar la 
experiencia de BigInsights: 
• Adaptador de BigInsights para poder almacenar en HDFS todos los datos recibidos 
desde IBM InfoSphere Streams, o bien utilizar el clúster Hadoop como fuente de datos 
para streaming. 
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• Adaptador de BigInsights para poder intercambiar datos almacenados en HDFS con 
IBM InfoSphere DataStage. 
• Conector de BigInsights para poder intercambiar datos, en ambas direcciones,  con una 
appliance Netteza.  
• Adaptador de BigInsights para poder intercambiar datos almacenados en el clúster con 
DB2 (para las versiones de Linux, UNIX y Windows). 
• Conector de BigInsights para poder intercambiar datos, en ambas direcciones,  con una 
appliance PureData. 
Además tiene integración con IBM InfoSphere Guardium para añadir seguridad al clúster y 
cubrir las necesidades ante un proceso de auditoría. 
Para poder hacer consultas SQL desde cualquier otro producto que no sea IBM, BigInsights 
añade una nueva interfaz SQL llamada Big SQL, permitiendo utilizar una sintaxis SQL rica para 
hacer consultas en Hadoop (HDFS y HBase). Dispone de drivers ODBC y JDBC. 
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1.4. MAPR 
MapR es una distribución para Hadoop que pone a disposición de los usuarios tres versiones 
diferentes de su producto. De ésta manera consiguen ofrecer un producto adaptable a las 
necesidades del usuario. 
Las tres versiones de MapR son: MapR M3, MapR M5 y MapR M7 [76]. La versión M5 contiene 
toda la versión M3 más algunas funcionalidades extras. Mientras que la versión M7 engloba 
todas las funcionalidades de la M5 y añade de nuevas. 
La versión M3 es básicamente un paquete con todo el framework Hadoop y el ecosistema, 














Tabla 10: Versiones de las herramientas del  ecosistema Hadoop incluidas en la distribución MapR [78]. 
No obstante, MapR M3 incorpora una gran innovación en la plataforma Big Data: el sistema de 
ficheros MapR-FS y la capa de acceso Direct Access NFS. 
 
MapR-FS 
MapR introduce un nuevo sistema de ficheros distribuido compatible con la API de HDFS [79]. 
De esta forma se permite seguir trabajando con todas las herramientas del ecosistema Hadoop 
y MapReduce a la vez que se solucionan algunos problemas inherentes en Hadoop. 
Este sistema de ficheros es 100% distribuido, a diferencia del HDFS donde hay un NameNode 
que contiene todos los metadatos. Este detalle aporta varias ventajas [80]. 
Entre las más destacables se encuentran el hecho de que ahora se dispone de un sistema de 
ficheros distribuido completamente tolerante a fallos. Como explicamos en la "Parte III: 
Hadoop", actualmente la solución para tener un sistema con alta disponibilidad en HDFS radica 
en tener un NameNode en modo pasivo, a la espera de que se caiga el nodo principal para 
coger el testigo, no obstante no se permiten más de un NameNode pasivo. Con lo que si se 
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caen los dos servidores NameNode el sistema se vuelve inaccesible. En MapR-FS los metadatos 
están distribuidos entre todos los servidores, permitiendo replicarlos las veces que se 
considere oportuno y sea coherente.  
 
Figura 63: Arquitectura HA en un clúster HDFS (izquierda). El NameNode supone un acceso único a los datos. En el 
sistema de ficheros de MapR los metadatos se encuentran distribuidos y replicados entre todos los nodos 
(derecha) [81]. 
Otras ventajas son la eliminación de las figuras de Secondary NameNode y Standby NameNode 
(permitiendo ahorrar recursos informáticos en los nodos). Y permitir en clústers grandes una 
mejora de rendimiento al no suponer el NameNode un cuello de botella para todos los accesos 
a ficheros. 
 
Direct Access NFS 
MapR facilita el acceso a los datos a su sistema de ficheros MapR-FS con Direct Access NFS: 
una capa de abstracción de acceso al sistema de ficheros distribuido que cumple el estándar 
Network FileSystem [82].  
Dado que NFS es un estándar es posible utilizar incluso el mismo navegador de ficheros para 
acceder a los datos del sistema de ficheros local que a los datos del clúster Hadoop, y permite 
que aplicaciones externas al ecosistema Hadoop puedan acceder a los datos del clúster sin 
necesidad de intermediarios [83]. 
 
MapR Heatmap 
MapR proporciona una aplicación web para monitorizar y controlar la actividad y el estado de 
salud de todo el clúster. MapR Heatmap está diseñado para clústers con muchísimos nodos, 
para que de forma rápida y visual puedas detectar un error en alguno de los nodos. 
Dado que el número de nodos del clúster puede ser muy grande, MapR Heatmap también 
facilita la administración pudiendo realizar diferentes tareas y aplicándolas automáticamente a 
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todos los nodos del conjunto que has seleccionado, sin tener que ir uno por uno. La aplicación 
web acepta comunicación mediante CLI y REST API. 
 
Figura 64: MapR Heatmap [84]. 
La versión MapR M5 busca sobretodo añadir alta disponibilidad al clúster y tolerancia a 
pérdida de datos. Para lograr esos dos objetivos dispone de las siguientes funcionalidades [85]. 
 
JobTracker HA 
Cuando el servidor que hospeda el JobTracker se cae, el sistema de forma automática reinicia 
el JobTracker en otro nodo, y los TaskTracker de forma automática reconectan con el nuevo 
JobTracker.  En este punto las tareas siguen ejecutándose desde dónde lo habían dejado sin 
tener que empezar de nuevo [86].  
En la versión más nueva de Apache Hadoop, se incorpora también alta disponibilidad al 
JobTracker mediante la misma arquitectura Activo/Pasivo, en la que si el nodo Activo falla, se 
levanta automáticamente el Pasivo. No obstante, a diferencia del JobTracker HA de MapR, 
cuando  esto ocurre las tareas que estaban ejecutándose tienen que volver a empezar.  
Si pensamos en Hadoop como en la plataforma para realizar análisis sobre grandes cantidades 
de datos, tener que volver a empezar un proceso que puede tardar varias horas en ejecutarse 
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Mirroring y Snapshots del sistema de ficheros 
El mirroring permite mantener de forma automática una o más copias de los datos 
almacenados en el sistema de ficheros MapR-FS. 
A diferencia del factor de replicación que ya conocemos y que permite tener los datos 
replicados dentro de un mismo sistema de ficheros,  el mirroring ocurre entre diferentes 
sistemas de ficheros. 
El objetivo es poder tener dos clústers independientes con los mismos datos almacenados. Si 
bien puede suponer un gasto grande de recursos (sobre todo de almacenamiento), puede ser 
muy interesante para empresas que tengan que poder soportar una gran cantidad de lecturas 
sobre los mismos ficheros (ya que al estar en dos clústers diferentes se pueden repartir la 
carga de peticiones). O bien también en casos que haya que migrar un entorno de desarrollo a 
un entorno ya listo para producción [87].  
Las snapshots son imágenes sólo lectura de un estado concreto en el que se encontraba el 
sistema de ficheros. De esta manera si en algún momento el estado de ficheros entra en un 
estado de incoherencia o bien se han perdido datos importantes, se puede realizar un rollback 
al estado anterior en el que se encontraba en el momento de realizar la snapshot [88]. 
Ambas funcionalidades, mirroring y snapshots, pueden automatizarse para que por ejemplo el 
sistema haga una copia de su estado actual una vez por día. Y de esta forma asegurarse que no 
se perderán datos más allá del intervalo de tiempo configurado. 
Finalmente, la versión MapR M7 está enfocada totalmente a la mejora de la base de datos 
HBase que forma parte del ecosistema Hadoop [89]. 
 
MapR HBase 
Dado que en MapR no existe el concepto HDFS de DataNode, han modificado completamente 
la arquitectura de la base de datos NoSQL HBase para que sea compatible con su nuevo 
sistema de ficheros.  
En este cambio han buscado simplificar la arquitectura de HBase a la vez que eliminan los roles 
RegionMaster y RegionServer. El resultado es una base de datos NoSQL con alta disponibilidad 
y sin que uno de los nodos sea el máster. Lo que supone un sistema sin un cuello de botella y 
sin que el nodo máster sea un punto de error en el que si falla, toda la base de datos se vuelva 
inaccesible.  
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Figura 65: Arquitectura de HBase tal y como se encuentra actualmente en el proyecto Apache (izquierda). 
Comparado con la arquitectura más simplificada de MapR (derecha) donde ya no hay RegionServers que se 
comunican con los DataNode que forman parte del sistema de ficheros distribuido (DFS) [89]. 
Además, la nueva arquitectura permite poder hacer Snapshots y Mirroring directamente sobre 
las tablas de HBase, utilizando el mismo mecanismo que en el sistema de ficheros MapR-FS. Y 
añade una funcionalidad en la que la base de datos HBase no necesita tanta administración 
como la versión original: MapR HBase automatiza muchos procesos de mantenimiento como la 
separación de regiones y varios procesos más con el objetivo de auto afinar el rendimiento sin 
intervención manual. 
 
Figura 66: Ediciones de la distribución Hadoop de MapR con las funcionalidades que incorpora cada una [76]. 
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TABLA COMPARATIVA 
Para facilitar la visualización de los resultados se ha dividido la comparativa en varias tablas, 
cada una con una categoría determinada: Componentes Hadoop, Productividad y Desarrollo,  









Hadoop 2.0.0 1.0.3 0.20.2 2.2.0 2.0.5 
Avro 1.6.3 1.6.3 1.6.3 1.6.3 1.6.3 
Flume 1.3.0 0.9.4 1.2.0 1.4.0 1.3.1 
Hbase 0.94.6 0.94.0 0.92.1 0.96.0 0.94.8 
HCatalog 0.5.0 0.4.0 0.4.0 0.12.0 - 
Hive 0.10.0 0.9.0 0.9.0 0.12.0 0.11.0 
Hue 2.3.0 - - 2.3.0 - 
Mahout 0.7.0 - 0.7.0 0.8.0 0.7.0 
Oozie 3.3.2 3.2.0 3.1.0 4.0.0 3.3.2 
Pig 0.11.0 0.10.1 0.10.0 0.12.0 0.10.1 
Sqoop 1.4.3 1.4.1 1.4.1 1.4.4 1.4.2 
Sqoop 2 1.4.3 - - - - 
Whirr 0.8.2 - 0.7.0 0.7.0 - 
Zookeeper 3.4.5 3.4.3 3.4.3 3.4.5 3.4.5 
Chukwa - 0.5.0 - - - 
Cascading - - 2.0.0 - - 
Ambari - - - 1.4.1 - 
Jaql - 0.5.2 - - - 
Como se puede apreciar en la tabla anterior, las distribuciones que menos han modificado el 
núcleo de Hadoop, como Cloudera CDH y Hortonworks Data Platform, pueden adaptar de 
forma más rápida las nuevas versiones que van apareciendo de las herramientas del 
ecosistema Hadoop. 
Éstas nuevas versiones suelen incorporar mejoras de rendimiento aparte de nuevas 
funcionalidades, como es el caso de Hive 0.12.0 que mediante la nueva tecnología Tez se ha 
aumentado el rendimiento de las consultas SQL. 
Por otro lado las dos compañías open source, Cloudera y Hortonworks son, junto a Greenplum 
Pivotal HD, las únicas que ofrecen una distribución de Hadoop con el nuevo gestor de recursos 
YARN. Un factor importante dado que a raíz de YARN van a aparecer muchas más aplicaciones 
distribuidas que funcionarán sobre el framework Hadoop. 
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Además se comprueba que las dos soluciones open source, Cloudera CDH y Hortonworks Data 
Platform son las soluciones que más herramientas open source incorporan en la distribución. 
 
Productividad y Desarrollo 
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En la categoría de productividad y desarrollo IBM ha sido la distribución que más provecho ha 
sabido sacar, ofreciendo un gran conjunto de herramientas que facilitan el desarrollo de 
aplicaciones de análisis y por lo tanto aumentan la productividad de los analistas y 
desarrolladores. 
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Actualmente sólo Cloudera y Pivotal HD permiten las consultas interactivas en SQL (es decir, 
consultas en tiempo casi real), aunque todas las distribuciones, ya sea mediante Hive o Jaql, 
permiten la declaración de tareas de análisis mediante SQL. Pero estos procesamientos se 
realizan mediante MapReduce (procesamiento batch), con lo que ya no son consultas en 
tiempo casi real, y por lo tanto se pierde la interactividad con el usuario. 
Finalmente cabe destacar que únicamente Cloudera e IBM aportan tecnología de búsqueda de 
contenido textual mediante índices (Search y Big Index), algo que ya lleva años moviendo 
muchas empresas, como por ejemplo Google con su buscador web. 
 
Tolerancia a fallos 













(no utiliza HDFS) NameNode HA NameNode HA 











(sólo si no se 
utiliza YARN) 
JobTracker HA 
(sólo si no se 
utiliza YARN) 
Eliminación 





























Cloudera BDR - - - - 
MapR es actualmente la distribución de Hadoop que mejor tolerancia a errores ha conseguido, 
eliminando los puntos de entrada únicos de errores del sistema de fichero (como supone el 
NameNode en HDFS), y permitiendo realizar mirroring y snapshots sobre el sistema de ficheros 
y HBase. 
En cuanto a la alta disponibilidad del framework MapReduce, las compañías utilizan una 
arquitectura de nodos activo-pasivo en la que si se cae el nodo activo, el pasivo asume su 
responsabilidad. No obstante las compañías que han querido actualizarse rápidamente a 
Hadoop 2.0 con YARN, se han encontrado con que todavía no existe alta disponibilidad sobre 
YARN.  En estos casos, las distribuciones permiten que sea el usuario quien decida si se quiere 
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utilizar MapReduce v2 (que funciona sobre la arquitectura YARN) o si se prefiere utilizar 
MapReduce v1 (que permite activar JobTracker HA), dependiendo siempre de los requisitos de 
alta disponibilidad que haya vigentes en el entorno de producción. 
Finalmente cabe destacar que Cloudera permite, mediante un módulo de subscripción, activar 
una funcionalidad con la que el administrador del clúster puede configurar workflows de 
recuperación en caso de que haya un fallo importante en el sistema. 
 
Rendimiento 
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En la categoría de mejoras de rendimiento cabe destacar sobretodo la posibilidad de realizar 
consultas SQL interactivas de Cloudera y Pivotal HD, y la mejora de rendimiento del paradigma 
MapReduce que hace IBM en BigInisghts, y que consigue amortiguar en gran medida el 
impacto que tiene el tamaño de bloque en HDFS con la duración de la ejecución de los 
procesamientos de análisis. 
Además es importante también destacar la herramienta Data Loader de Pivotal HD que 
permite mover grandes volúmenes de datos en paralelo entre bases de datos ajenas al clúster 
Hadoop y el clúster. Tiene un funcionamiento parecido a la herramienta open source Sqoop 
pero el rendimiento es mucho más alto. 
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En administración podemos comprobar que todas las distribuciones tienen su herramienta de 
gestión y monitorización del estado del clúster,  un asistente automático de instalación, 
control de acceso LDAP y acceso mediante API REST al estado del clúster. 
A partir de aquí cabe destacar el servicio Cloudera Navigator (disponible mediante 
subscripción) para auditoría de datos, y las extensiones de Pivotal HD para la virtualización del 
entorno Hadoop que facilita la implementación de Hadoop como servicio cloud. 
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En este último apartado cabe destacar que Hortonworks es la única distribución que permite la 
instalación de un clúster Hadoop en nodos con el sistema operativo Windows Server.  
Además hemos añadido tres características más que hemos considerado importantes de cara a 
la selección de solución para el piloto Big Data del proyecto. 
En primer lugar presencia en el mercado, ya que cuanta más presencia tenga mayor será la 
comunidad que respalda la solución y por lo tanto más información y soporte habrá disponible 
acerca de los posibles problemas que puedan surgir. 
En segundo lugar está la relación coste / versión gratuita. Todas las distribuciones trabajadas 
tienen en mayor o menor medida componentes gratuitos. Para el caso de uso que íbamos a 
implementar en el proyecto no requeríamos de aplicaciones muy específicas, de hecho, con las 
herramientas open source del ecosistema Hadoop ya teníamos suficiente para realizar la 
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implementación, con lo que no era necesario obtener una versión de pago de ninguna de las 
distribuciones. 
Finalmente el aspecto "trabajado en Everis" abarca el hecho de que uno de los objetivos de 
este proyecto para Everis es generar el máximo nuevo conocimiento posible sobre Big Data y 
las soluciones existentes. De este modo quisimos dar prioridad a alguna solución que 
prácticamente no se hubiera trabajado en la empresa. 
Como hemos podido ver en las tablas de comparación, Cloudera CDH es las solución Big Data 
más uniforme, teniendo una buena nota en casi todas las categorías. Mientras que otras 
soluciones como por ejemplo MapR, se han centrado mucho en un único aspecto (tolerancia a 
errores en el caso de MapR) y flaquean en alguno de los otros puntos (productividad y 
desarrollo). 
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2. HADOOP AS A SERVICE (CLOUD) 
En este apartado se detallan las soluciones que ofrecen Hadoop como un servicio en cloud más 
utilizadas. 
2.1. AMAZON EMR (ELASTIC MAPREDUCE) 
Amazon Elastic MapReduce (EMR) es un servicio web que permite a empresas, investigadores, 
analistas de datos y desarrolladores procesar grandes cantidades de datos de forma rentable 
(pudiendo pagar únicamente el tiempo que se necesite utilizar las infraestructuras) [90]. 
EMR utiliza el framework Hadoop alojado en la infraestructura de escala web de Amazon 
Elastic Compute Cloud (Amazon EC2) y Amazon Simple Storage Service (Amazon S3). 
La solución cloud EMR permite provisionar al instante la capacidad exacta de recursos que se 
necesite para realizar tareas de uso intensivo de datos en aplicaciones como indexación web, 
extracción de datos o aprendizaje, centrándose en el procesamiento o análisis de datos sin 
tener que preocuparse de dedicar tiempo a preparar, administrar o configurar aspectos de 
Hadoop o de las infraestructuras. 
El servicio S3 actúa como origen y destino de los datos procesados por las aplicaciones 
MapReduce. En caso de no utilizarse S3 y guardar los datos en las mismas instancias EC2, estos 
datos se perderán al cerrar las instancias alquiladas. Es posible utilizar otros servicios de 
almacenamiento, tanto servicios adicionales de Amazon (como SimpleDB), como otros ajenos 
a la empresa.  
En cualquiera de los casos se pierde parte de la gracia de Hadoop, en la que no es necesario 
mover los datos para su procesamiento, ya que es la lógica de procesamiento la que se 
desplaza donde se encuentran los datos. En Amazon EMR, antes de procesarse los datos, éstos 
deberán desplazarse hacia las instancias que forman el clúster EMR.  
No obstante, como hemos comentado anteriormente es posible almacenar los datos de forma 
local en las instancias, utilizando HDFS, y aprovechando de esta forma la localidad de los datos, 
pero estos datos se perderán al cerrar las instancias EMR. 
Otra solución es contratar un servicio adicional, los volúmenes Amazon EBS (Elastic Block 
Store). Estos volúmenes se pueden adjuntar en las redes donde trabajan las instancias EC2, y 
exponerse como un dispositivo de almacenamiento dentro de las instancias EC2. Cuando una 
instancia se apague, los datos almacenados en EBS no se perderán. No obstante, el problema 
en el que hay que desplazar los datos hacia las instancias EC2 sigue vigente. 
Existe una gran cantidad de tipos de instancias, desde gamma baja hasta gamma alta, y desde 
instancias compartidas a instancias dedicadas. El precio de utilizar una instancia EMR se añade 
al precio de contratar una instancia EC2. 
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Figura 67: Precios de las instancias EMR dependiendo de la gamma. El precio de contratar una instancia EMR se 
añade al precio de una instancia EC2 [90]. Por ejemplo, el coste de contratar una instancia estándar según 
demanda es el precio de la instancia EC2 (0.065 $/h), más el precio de contratar el servicio EMR (0.015 $/h). En 
total 0.080 $/h. 
Amazon EMR permite contratar instancias con una distribución de Hadoop reconocida, MapR, 
en cualquiera de sus tres versiones: M3, M5 y M7. El precio por utilizar una instancia MapR 
tiene un coste extra. 
 
Figura 68: Precios de las instancias MapR dependiendo de la gamma. El precio de contratar una instancia MapR se 
añade al precio de una instancia EC2. Se puede comprobar que los precios de contratar una instancia M3 
coinciden con los precios de contratar una instancia EMR genérica (ver Figura 67) [91] . 
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Una vez montado el clúster Hadoop en Amazon es posible realizar cualquier acción que se 
haría en un clúster normal, con la única diferencia de que el clúster se encuentra en cloud, 
habiéndose ahorrado todo el coste de compra, instalación, configuración y administración de 
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2.2. MICROSOFT WINDOWS AZURE HDINSIGHT 
Microsoft Windows Azure HDInisght es el otro gran servicio cloud que ofrece la ejecución de 
aplicaciones MapReduce alojadas en Hadoop. 
Utilizando la distribución Hadoop open source de Hortonworks, Microsoft ofrece un servicio 
de análisis de grandes volúmenes de datos mediante el paradigma de programación 
MapReduce hospedado en Hortonworks integrado con las principales herramientas de 
Microsoft para el análisis de datos: Power View, PowerPivot, Power Query, Power Map, .NET, 
Excel, etc. [92]. 
HDInsight en Azure permite de forma ágil crear un nuevo clúster en cuestión de pocos 
minutos, con unas características limitadas y no tantas opciones como existen en Amazon 
EMR. 
Actualmente HDInisght soporta dos sistemas de almacenamiento, HDFS y Windows Azure Blob 
(el servicio de almacenamiento de Windows Azure). Utilizar el sistema de almacenamiento 
Azure Blob permite no perder los datos al cerrar las instancias del clúster Hadoop, pero 
requiere desplazar los datos hacia las instancias cada vez que se requieran los datos para 
realizar un análisis sobre ellos.  
Por otro lado almacenar los datos en HDFS aprovechará la localidad de los datos (los procesos 
MapReduce se ejecutarán en los mismos nodos donde se encuentran los datos), pero se 
perderán los datos al cerrar las instancias del clúster. 
 
Figura 69: Arquitectura del servicio Azure HDInsight utilizando el sistema de almacenamiento Azure Blob (en la 
parte inferior de la imagen), o HDFS (en blanco dentro de los nodos del clúster y identificados con las siglas DFS) 
[93]. 
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Para crear un clúster Hadoop en Azure es necesario como mínimo alquilar tres instancias, ya 
que un clúster HDInight siempre se compone de: 
• Un nodo principal (máster). 
• Un nodo de puerta de enlace seguro. 
• Uno o más nodos de trabajo (slaves). 
 
El nodo principal y los de trabajo se facturan por horas, mientras que el nodo de puerta de 
enlace seguro es gratuito. El nodo principal sólo puede crearse en una instancia extra grande 
A4, y los nodos de trabajo únicamente en instancias grandes (A3). 
 
 
Figura 70: Detalle precios por hora al contratar  instancias HDInisght [94]. 
El conjunto de herramientas de procesamiento y análisis que se pueden utilizar en el clúster 
HDInsight es más limitado que en Amazon EMR, reduciéndose a Hive, Pig, Sqoop y 
MapReduce, además de que para acceder a las herramientas hay que utilizar una API 
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1. CLOUDERA CDH4 
Cloudera CDH4 es una de las distribuciones Hadoop estudiadas en la primera parte del 
proyecto, y la solución Big Data escogida para realizar el estudio técnico. 
Los motivos para justificar esta elección son varios. Todas las distribuciones estudiadas tienen 
características y funcionalidades únicas qué sin duda alguna harían que cualquiera de ellas 
hubiera supuesto un estudio muy interesante, pero adaptándonos a la planificación del 
proyecto, el tiempo para la realización de estas pruebas era limitado y preferíamos centrarnos 
sobre todo en el núcleo de Hadoop, que en la mayoría de los casos se mantiene intacto en 
todas las distribuciones. 
Teniendo esta restricción en cuenta para la elección de la solución Big Data a la que realizar el 
estudio técnico, nos centramos más en otros parámetros y no tuvimos tan en cuenta las 
funcionalidades y características adicionales. 
No obstante,  como explicamos en la primera parte del proyecto, la tendencia actual es 
unificar las bases de datos MPP con el paradigma MapReduce en una misma solución, de 
modo que se disponga de una solución única para el tratamiento de grandes volúmenes de 
datos, que sea capaz de tener la capacidad que proporciona MapReduce para analizar 
información no estructurada en un tiempo razonable, a la vez que se mantiene el alto 
rendimiento en análisis de información estructurada. 
Cloudera CDH4 es una de las primeras distribuciones en realizar el acercamiento de ambos 
paradigmas  con su herramienta gratuita Impala, compatible con Hadoop. La elección de CDH4 
para el estudio técnico permitía hacer pruebas sobre esta nueva herramienta (a finales del mes 
de abril de 2013 salía la primera versión de Impala aprobada para el uso [95]). 
Una de las razones con más peso para la elección de esta distribución es el respaldo que tiene 
por parte de una gran comunidad de usuarios, y la cantidad de documentación de soporte que 
hay disponible y accesible, permitiendo encontrar la solución a un problema rápidamente sin 
tener que contactar a un servicio de soporte técnico. Probablemente Cloudera CDH sea la 
distribución Hadoop no cloud más utilizada en el mundo Big Data. 
Además Cloudera CDH es una distribución totalmente gratuita, fácil de obtener (basta con 
descargar el instalador de su web), e integra la mayoría de las herramientas del ecosistema 
Hadoop; convirtiéndose en una opción muy aconsejable para empezar el entrenamiento con el 
framework Hadoop, y la inicialización en el mundo Big Data. 
En esta parte del proyecto se van a valorar aspectos técnicos de Hadoop en general (como por 
ejemplo la escalabilidad de MapReduce ), y aspectos concretos de la distribución de Cloudera 
(como la facilidad de instalación o la escalabilidad de Impala). 
Para ello, se ha desarrollado un plan de pruebas que permitirá justificar las valoraciones y 
conclusiones obtenidas, además de permitir seguir un orden lógico de ejecución de las 
pruebas, evitando tener que repetir algunas tareas más veces de las necesarias.  
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Podéis consultar el plan de pruebas así como los resultados obtenidos más adelante en este 
mismo capítulo, no obstante, en primer lugar se describe el entorno de trabajo en el que se 
han llevado a cabo las ejecuciones de las pruebas.  
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2. ENTORNO DE TRABAJO 
Durante todo el desarrollo del proyecto el entorno de trabajo ha sido el mismo. Compuesto 
por dos ordenadores portátiles con sistema operativo Windows 7 Enterprise, y un servidor en 
el que se ha instalado la plataforma de virtualización ESXi. La especificación detallada de cada 
componente podéis consultarla en el anexo A1. 
Los dos portátiles se han utilizado para desarrollar e implementar todo los componentes 
software necesarios (como por ejemplo los tests ejecutables), realizar el despliegue al servidor 
de los componentes desarrollados, conectarse remotamente a los nodos del clúster, buscar 
información en internet y documentar el proyecto. 
El servidor, con la plataforma de virtualización ESXi instalada, ha permitido hospedar en él 
cuatro máquinas virtuales con sistema operativo CentOS, que han constituido nuestro clúster 
Big Data.  A diferencia de los equipos portátiles, el servidor no tiene acceso a internet. 
 
Figura 71: Esquema del entorno de trabajo en el que se ha desarrollado el proyecto.  
Las cuatro máquinas virtuales (en adelante "nodos" del clúster) se han creado a partir de una 
misma máquina virtual en la que se había realizado únicamente la instalación del sistema 
operativo CentOS 6.4 (uno de los sistema operativo compatibles con Cloudera CDH4 [96]). 
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Uno de los cuatro nodos se ha convertido en el nodo máster. Este nodo tendrá todos los 
daemon máster de los servicios que proporciona Hadoop y Cloudera CDH4 (como el 
NameNode en el servicio HDFS y el JobTracker en MapReduce ). Los otros tres nodos son 
nodos de trabajo y por lo tanto ejecutarán los daemon esclavos (como el DataNode en HDFS o 
el TaskTracker en MapReduce). 
La razón de esta separación es que los daemon máster consumen por si mismos muchos 
recursos. Por ejemplo, el NameNode mantiene en todo momento en memoria RAM todos los 
metadatos de los ficheros hospedados en HDFS.  
De hecho, desde la fundación Apache, creadores del proyecto Hadoop, recomiendan tener un 
nodo máster que ejecute únicamente el daemon NameNode, y otro nodo máster separado 
que ejecute el JobTracker [97].  En nuestro clúster decidimos que lo mejor era tener un único 
máster y tres nodos de trabajo dado su tamaño reducido (sólo cuatro nodos). 
Para poder conectarnos al servidor ESXi y a los cuatro nodos que hospeda, se ha instalado en 
cada uno de los dos portátiles la aplicación de VMware , Virtual InfrastructureClient, que 
permite administrar mediante una interfaz gráfica el estado de las máquinas virtuales y del 
servidor ESXi, así como acceder remotamente a la consola, o al escritorio, de las máquinas 
virtuales que hospeda. 
Siendo el proyecto para dos estudiantes, debíamos adoptar unas prácticas que nos permitieran 
sincronizar la faena que hacíamos ambos, intentando consumir el menor tiempo posible en 
este proceso. Por esta razón decidimos utilizar Eclipse y GitHub para el desarrollo e 
implementación de los programas, y Dropbox para toda la documentación del proyecto. 
Además estos servicios mantienen una copia de todos los datos en cloud, con lo que permiten 
no tener que preocuparse en gestionar copias de seguridad para evitar perder la faena 
realizada. 
GitHub es un repositorio para proyectos software que utiliza el control de versiones Git, que 
permite que varios desarrolladores trabajen sobre un mismo proyecto de forma ordenada. El 
entorno de desarrollo integrado Eclipse permite instalar un plugin para trabajar con un 
repositorio Git facilitando aún más la implementación y la cooperación entre los 
desarrolladores.  
Además en Eclipse se ha instalado también un plugin de Maven (m2e). Maven es un proyecto 
de la fundación Apache que facilita la gestión de proyectos software. Entre las muchas 
utilidades que aporta, la que más interés tenía en este proyecto es la gestión de dependencias. 
Siendo el ecosistema Hadoop un conjunto enorme de librerías y proyectos, cada uno en un 
sitio web distinto, Maven permite que el desarrollador no deba preocuparse de buscar, 
descargar y configurar todos esos proyectos para poder utilizarlos. Maven lo hace de forma 
automática. 
Dropbox es un servicio que permite almacenar ficheros en cloud. En ambos portátiles se ha 
instalado el cliente de escritorio de Dropbox para que de forma automática todos los ficheros 
que existan dentro de un cierto directorio configurable se sincronicen con el directorio cloud. 
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Permitiendo tener un directorio sincronizado en ambos portátiles con toda la información y 
documentación del proyecto. 
 
Figura 72: Iconos de las aplicaciones y servicios utilizados para facilitar el desarrollo de este proyecto. De 
izquierda a derecha, y de arriba a abajo: GitHub, VMware Virtual Infrastructure, Microsoft Outlook, Microsoft 
Lync, Apache Maven, Dropbox y Eclipse. 
Finalmente, para convocar reuniones y facilitar la comunicación entre todas las personas que 
han participado en este proyecto, se han utilizado dos aplicaciones de Microsoft: Outlook para 
correos electrónicos, y Lync para mensajería instantánea. 
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3. PLAN DE PRUEBAS 
El objetivo de este plan de pruebas es realizar un estudio de diferentes aspectos de Hadoop 
(HDFS y MapReduce/YARN)  en la distribución Cloudera CDH4 y de algunas de las herramientas 
que conforman el ecosistema.  
En este memoria se han trabajado los tests de Administración, Mahout, Bases de datos, Data 
Warehouse, Impala y Oozie. El resto de tests han sido realizados por Robert Serrat Morros,  los 
resultados de los cuales pueden ser consultados en la memoria de su proyecto Big Data. 
Ámbito Tipo Test Descripción 
Administración 
Usabilidad A1 
Evaluar el proceso de instalación de Cloudera CDH4 en un 
nuevo clúster mediante Cloudera Manager. 
Usabilidad A2 
Evaluar el proceso de añadir o quitar un nodo en el clúster 
mediante Cloudera Manager. 
Usabilidad A3 
Evaluar el proceso de añadir o quitar un servicio de un nodo 
del clúster mediante Cloudera Manager. 
Usabilidad A4 
Comprobar que se permite monitorizar el estado de salud 
del clúster mediante Cloudera Manager. 
Usabilidad A5 
Evaluar el proceso de modificar la configuración de un 
servicio mediante Cloudera Manager. 
HDFS 
Funcionalidad HD1 
Se permite añadir un fichero al sistema de ficheros y este se 
replica automáticamente a otros nodos si el factor de 
replicación es superior a 1. 
Rendimiento HD2 





Si un nodo se cae, y el factor de replicación es superior a 1, 




Si un DataNode se retira del clúster, los datos que contenía 
se replicarán automáticamente a otros DataNode para 
cumplir con el factor de replicación. 
Flume 
Funcionalidad F1 
Se permite pasar un fichero de un origen a un destino, 
mediante flume, manteniendo la integridad del fichero. 
Rendimiento F2 
Calcular con que velocidad transmite un fichero de un origen 




Si un agente flume se cae, poder configurar el origen para 
que automáticamente pase a enviar datos a otro agente 




Si un agente flume se cae, poder configurar el origen para 
que automáticamente pase a enviar datos a otro agente 




Comparar el rendimiento de las dos herramientas de 
Cloudera CDH4 que implementan el paradigma map-reduce: 
MapReduce y YARN. 
Rendimiento PMR2 
Evaluar cómo afecta el tamaño de los ficheros de entrada en 
un proceso map-reduce. 
MapReduce (MRv1) 




Si un nodo se cae durante un trabajo MapReduce, el trabajo 
continua y termina correctamente. 
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YARN (MRv2) 
Funcionalidad Y1 Evaluar la gestión de recursos que realiza YARN. 




Si un nodo se cae durante un trabajo YARN, el proceso 
continua y termina correctamente. 
Rendimiento Y4 
Modificar varios parámetros de configuración de YARN para 
intentar afinar y optimizar el rendimiento del proceso map-
reduce. 
Mahout Funcionalidad MH1 
Evaluar el funcionamiento del algoritmo de búsqueda de 
patrones. 
Bases de Datos Rendimiento BD1 
Comparar el rendimiento de las dos herramientas de 
Cloudera CDH4 que permiten hacer consultas SQL sobre los 
datos almacenados en el clúster. 
Data Warehouse 
(Hive) 




Comprobar que si un nodo se cae durante una consulta en 
Hive, el trabajo continua y termina correctamente. 
MPP (Impala) 




Comprobar que si un nodo se cae durante una consulta en 
Impala, el trabajo continua y termina correctamente. 
Oozie 
Usabilidad O1 
Evaluar el proceso de definición de un nuevo workflow 
mediante Oozie. 
Funcionalidad O2 Se permite automatizar un workflow. 
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4. PRUEBAS 
En este apartado se encuentran los resultados de la ejecución de las pruebas  enumeradas en 
el plan de pruebas, así como una explicación más detallada del objetivo de cada test. 
4.1. ADMINISTRACIÓN 
A1 - Instalación de Cloudera CDH4 
Propósito 
Evaluar el proceso de instalación de Cloudera CDH4 en un nuevo clúster mediante 
Cloudera Manager. 
Estado inicial 
Clúster de cuatro nodos con el sistema operativo CentOS 6.4 instalado. Los cuatro nodos 
tienen acceso entre ellos a través de la red interna. Ninguno de ellos tiene acceso a 
Internet. 
Pasos 
1. Instalar Cloudera Manager. 
2. Instalar Cloudera CDH4 mediante el asistente de Cloudera Manager. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente.  
Resultado esperado 
Se espera que el proceso de instalación sea sencillo debido al asistente que ya incorpora 
Cloudera Manager. 
Antes de realizar la instalación de Hadoop en el entorno de desarrollo, se había realizado una 
prueba de concepto en los portátiles de trabajo en la que se instaló Cloudera CDH utilizando 
ambos portátiles como nodos.  
En este caso la instalación de Cloudera CDH mediante el asistente automatizado de la 
herramienta Cloudera Manager sí resultó ser un proceso realmente sencillo debido 
principalmente a que los portátiles disponían de conexión a internet, con lo que todos los 
paquetes que Cloudera Manager necesita para poder instalar CDH eran descargados de forma 
automática con todas sus dependencias.  
La única dificultad radicó en la configuración del firewall, ya que Hadoop y las herramientas 
que forman parte de su ecosistema, al tener una arquitectura distribuida se utilizan muchos 
puertos de comunicación mediante el protocolo TCP, y cada uno de estos puertos tenía que 
configurarse en el firewall para que este no bloqueara la comunicación. 
En la instalación de Cloudera CDH en el entorno de desarrollo surgió una complicación 
añadida:  el clúster no tenía acceso a Internet. Este hecho provocaba que Cloudera Manager 
no pudiera descargarse todos los paquetes necesarios para la instalación de Cloudera CDH, 
impidiendo progresar en el proceso de instalación.  
En el Anexo A2: Instalación del clúster podéis consultar el proceso de instalación que se siguió 
de forma detallada. La solución al problema de la incapacidad de acceder a Internet fue 
descargar manualmente todos los paquetes necesarios para la instalación de CDH, con todas 
las dependencias que tenía cada paquete, y con todos ellos se instaló un repositorio local. 
En el asistente de Cloudera Manager se podía configurar el repositorio al que se conectaba 
para acceder a los paquetes de instalación. Se configuró el repositorio local que se había 
instalado, y el proceso de instalación pudo continuar. 
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El proceso de instalación mediante Cloudera Manager, con o sin Internet, resultó ser sencillo. 
Aunque es un proceso largo con muchas opciones de configuración como las bases de datos a 
las que se conectarán los servicios de Hadoop.  
Uno de los principales problemas de utilizar Hadoop era el proceso de instalación complicado 
que requería la instalación manual de muchos paquetes diferentes para los que, uno a uno, 
había que comprobar que fuesen compatibles y estables con los paquetes que ya se habían 
instalado. Cloudera ha sabido simplificar y automatizar todo este proceso con un simple 
asistente de instalación que automáticamente realiza la instalación en todos los nodos del 
clúster, y al finalizar permite asignar los diferentes servicios que tendrá activados cada nodo 
(por ejemplo el nodo maestro tendrá los servicios NameNode y JobTracker). 
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A2 - Añadir/Quitar nodos al clúster 
Propósito Evaluar el proceso de añadir o quitar un nodo en el clúster mediante Cloudera Manager 
Estado inicial Clúster de cuatro nodos con CDH4 instalado. 
Pasos 
1. Quitar un nodo del clúster mediante Cloudera Manager. 
2. Añadir nuevamente el nodo al clúster mediante Cloudera Manager. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente.  
Resultado esperado 
Se espera que el proceso de añadir o quitar nodos sea un proceso fácil gracias a la 
herramienta Cloudera Manager. 
La posibilidad de añadir o quitar nodos de forma fácil es una característica importante en los 
sistemas distribuidos. En cualquier momento un nodo puede estropearse y puede ser crucial 
poder cambiarlo por otro en un tiempo razonablemente pequeño. 
Otra ventaja de poder añadir nodos de forma fácil es aumentar la escalabilidad horizontal y 
mejorar el rendimiento de las aplicaciones distribuidas que se ejecutan en el clúster. 
Cloudera Manager permite, mediante su aplicación web, gestionar estos procesos de forma 
fácil mediante unos pocos pasos. 
Quitar un nodo es tan sencillo como seleccionar el nodo que se quiere eliminar de clúster y a 
continuación seleccionar la opción de "eliminar nodo del clúster". Cloudera Manager se 
encargará automáticamente de configurar todos los demás nodos para que ya no se 
comuniquen con el nodo eliminado, además que dicho nodo ya no será monitorizado desde 
Cloudera Manager. 
El proceso de eliminar un nodo del clúster no desinstala en dicho nodo todos los paquetes que 
se han instalado para poder ejecutar el framework Hadoop. Dicha desinstalación habría que 
hacerla de forma manual desinstalando uno a uno todos los paquetes o bien formateando el 
nodo. 
Es importante entender que antes de quitar un nodo del clúster hay que desactivar todos los 
servicios asignados a ese nodo. En caso contrario el clúster entero podría dejar de funcionar. 
Por ejemplo si el nodo eliminado tenía asignado el servicio de NameNode, al quitar el nodo sin 
haber primero asignado este servicio a otro de los nodos, el clúster dejará de funcionar al no 
poder utilizar el sistema de ficheros HDFS. 
El proceso de instalación y configuración de nuevos servicios es una prueba aparte que se 
explicará en el siguiente test. Por ahora simplemente hay que tener en cuenta que al 
desinstalar un nodo no puede tener servicios asignados. 
Para instalar un nuevo nodo al clúster y mejorar así el rendimiento de las aplicaciones 
distribuidas (escalabilidad horizontal), es tan fácil como seleccionar la opción "añadir nodo al 
clúster" e indicar o bien la IP o bien el nombre de DNS del nuevo nodo. Cloudera Manager 
procederá a la instalación de CDH en dicho nodo y su configuración, de forma muy parecida al 
proceso de instalación explicado en el test anterior.  
Cloudera Manager ha sabido simplificar y automatizar el proceso de añadir y quitar nodos. 
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A3 - Añadir/Quitar servicios a los nodos del clúster 
Propósito 
Evaluar el proceso de añadir o quitar un servicio de un nodo del clúster mediante 
Cloudera Manager. 
Estado inicial Clúster de cuatro nodos con CDH4 instalado. 
Pasos 
1. Quitar un servicio "esclavo" DataNode de un nodo del clúster mediante Cloudera 
Manager. 
2. Modificar un servicio "maestro" Secondary NameNode de un nodo a otro 
mediante Cloudera Manager. 
3. Añadir un servicio "esclavo" DataNode a un nodo del clúster mediante Cloudera 
Manager. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente.  
Resultado esperado 
Se espera que el proceso de añadir o quitar servicios de un nodo sea un proceso fácil 
gracias a la herramienta Cloudera Manager. 
La posibilidad de añadir, modificar o quitar servicios de forma fácil es una característica 
importante en los sistemas distribuidos. Por ejemplo si el clúster ha crecido de forma notable 
en número de nodos, y el nodo que tiene asignado el servicio maestro de NameNode no 
dispone de suficientes recursos como para poder gestionar de forma eficiente tantos nodos, es 
necesario cambiarlo por un nodo de gamma más alta. 
Este cambio supone tener que reasignar un servicio maestro a otro nodo, impidiendo durante 
el proceso de reasignación que el clúster siga funcionando debido a que sin servicio 
NameNode el sistema de ficheros no funciona correctamente, al ser el nodo NameNode el 
nodo que contiene todos los metadatos sobre la localización de los ficheros almacenados en 
HDFS. 
No obstante no siempre la modificación de servicios será tan crucial como reasignar un servicio 
maestro. En algunos casos, por ejemplo si hemos añadido un nuevo nodo al clúster, querremos 
simplemente asignarle servicios esclavos como el DataNode o el TaskTracker. 
En esta prueba hemos dividido los servicios en maestros y esclavos, ya que el proceso de 
reasignación cambia bastante dependiendo de si es de un tipo u otro. 
Si el servicio es un servicio esclavo, Cloudera Manager permite de forma fácil mediante las 
opciones "quitar servicio" o "añadir servicio" modificar las asignaciones que tiene cada nodo. 
De este modo es bastante sencillo asignar el servicio de TaskTracker a un nuevo nodo que 
acabemos de incorporar en el clúster. Cloudera Manager se encarga de configurar el 
JobTracker para que la próxima vez que se envíe una aplicación MapReduce a la cola de 
ejecución, el JobTracker sea consciente del nuevo nodo de trabajo y le envíe parte del trabajo 
de ejecución. 
Si por ejemplo añadimos el servicio DataNode a un nuevo nodo, el NameNode se encargará 
automáticamente de enviarle bloques  para que la distribución de bloques entre los nodos del 
clúster sea uniforme. 
Hay otro tipo de servicios que no tienen una arquitectura maestro-esclavo, como por ejemplo 
el servidor de oozie para gestionar los workflows de aplicaciones, que resultan igual de fáciles 
de reasignar siguiendo el procedimiento explicado en el párrafo anterior, siempre y cuando se 
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tenga en cuenta que durante el proceso de reasignación (quitar el servicio de un nodo y añadir 
ese mismo servicio a otro nodo), no se podrá acceder ni utilizar dicho servicio. 
Los problemas surgen cuando los servicios a reasignar son servicios maestros o servicios 
cruciales para el correcto funcionamiento del clúster. Los problemas vienen por dos razones.   
La primera es que durante el proceso de reasignación del servicio, dicho servicio no será 
accesible, con lo que si hablamos de un servicio crucial como por ejemplo NameNode, el 
clúster no será funcional durante todo el proceso. 
La segunda es que los servicios maestro suelen mantener un conjunto de metadatos en el 
nodo donde se ejecutan. Por ejemplo el NameNode mantiene todos los metadatos con la 
información de todos los ficheros almacenados en HDFS y la localización de todos los bloques y 
bloques replicados en los que se ha dividido. 
Cloudera Manager no da ningún tipo de soporte para la reasignación de este tipo de servicios, 
ya que en una de las pruebas se ha intentado eliminar el servicio Secondary NameNode de un 
nodo para asignárselo a otro nodo, y el resultado ha sido que dicho servicio ha dejado de 
funcionar. 
En estos casos el proceso de reasignación es más complejo. Manualmente hay que encontrar 
todos los metadatos y datos necesarios para el correcto funcionamiento del servicio, y hay que 
copiar todos estos datos manualmente al nuevo nodo que se le quiere asignar el servicio. Una 
vez se han copiado todos estos datos, ya es posible, mediante Cloudera Manager, quitar el 
servicio y añadírselo al nuevo nodo, con el procedimiento explicado al principio de este 
apartado.  
Cloudera Manager facilita el proceso de asignación de los servicios de Hadoop y las 
herramientas del ecosistema a los nodos del clúster. No obstante determinados servicios que 
tengan un rol crucial para el clúster pueden provocar que el clúster no sea funcional durante el 
proceso de reasignación, o puede requerir un proceso más complejo de copiar los metadatos 
de un nodo a otro, proceso para el que Cloudera Manager no da ningún tipo de soporte. 
  
Cloudera CDH4 | Pruebas 133 
 
A4 - Monitorización del  estado del clúster 
Propósito 
Comprobar que se permite monitorizar el estado de salud del clúster mediante Cloudera 
Manager. 
Estado inicial Clúster de cuatro nodos con CDH4 instalado. 
Pasos 
1. Acceder a la aplicación web de Cloudera Manager. 
2. Comprobar el estado de los servicios del clúster y de los nodos. 
3. Apagar uno de los nodos del clúster. 
4. Comprobar nuevamente el estado del clúster. 
5. Volver a encender el nodo desconectado. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente.  
Resultado esperado 
Se espera que Cloudera Manager permita visualizar el estado de salud del clúster y de los 
nodos, de manera que rápidamente se pueda ver si hay algún problema. 
Cuando se habla de un clúster Hadoop, se puede estar hablando de un clúster formado por 
más de cien nodos. Visualizar en una única pantalla el estado de salud de todos los servicios y 
de los nodos del clúster es muy importante ya que permite detectar de forma rápido cualquier 
error en el clúster, permitiendo solucionarlo de forma rápida. 
El objetivo es facilitar la gestión y administración de un gran número de nodos, que en caso de 
no disponer de un servicio centralizado de monitorización, controlar el estado de cada uno 
sería un proceso largo y complejo. 
Cloudera Manager permite visualizar mediante un sistema de tres colores (verde, amarillo y 
rojo) el estado de salud tanto de los servicios como de los nodos. Un servicio o no que se 
encuentre en verde significará que el servicio no tiene ningún problema. Un servicio o nodo en 
rojo querrá decir que ha experimentado un problema grave que ha impedido que funcione 
correctamente. El amarillo es un aviso o error de baja prioridad, y significa que el servicio o 
nodo está experimentando algunos problemas, pero que sigue siendo funcional (por ejemplo 
Cloudera Manager marca en amarillo los nodos que están experimentando un índice de uso de 
memoria virtual superior al habitual). 
En esta prueba se ha comprobado que el estado de todos los nodos era correcto (estaban en 
verde),  y a continuación se ha apagado uno de los tres nodos de trabajo (que tienen asignados 
los servicios esclavos de TaskTracker y DataNode). 
El resultado ha sido que en aproximadamente un minuto el estado del nodo ha pasado a grave 
(rojo), y las herramientas HDFS y MapReduce (que dependen de los servicios esclavos que 
tenía asignados el nodo desconectado) han pasado a estar en amarillo. La razón es que 
MapReduce y HDFS pueden continuar funcionando correctamente a pesar de haber un nodo 
menos, tendrá un peor rendimiento al tener menos servicios esclavos de trabajo pero las 
tareas se ejecutarán de forma correcta. 
Si se hubiera apagado el nodo que hace de maestro, con los servicios NameNode y JobTracker, 
las herramientas HDFS y MapReduce hubieran aparecido en estado grave (rojo).  Al no ser 
funcionales.  
Al volver a encender el nodo desconectado, en apenas un minuto el estado del nodo y de los 
servicios vuelve a aparecer en verde. 
 Además del sistema de colores, Cloudera Manager mantiene
actualizados en tiempo real con información muy útil acerca del servicio o nodo que se 
monitoriza.  
Figura 73: Monitorización del estado de un nodo mediante Cloudera Manager 
permite ver por ejemplo la carga media de trabajo de los procesadores del nodo, o la cantidad de memoria 
utilizada. 
Figura 74: Monitorización del estado del servicio de la herramienta Flume med
monitorización del servicio Flume permite ver por ejemplo la cantidad de eventos que llegan por segundo.
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La aplicación web de Cloudera Manager facilita en gran medida la detección de problemas o 
fallos en los nodos y servicios instalados en el clúster, gracias a la visualización mediante 
colores del estado del clúster y de gráficos actualizados en tiempo real. 
  
 A5 - Modificación de la configuración de un servicio
Propósito 
Evaluar el proceso de modificar la configuración de un 
Manager. 
Estado inicial 
Clúster de cuatro nodos con CDH4 instalado.
3. 
Pasos 
1. Acceder a la aplicación web de Cloudera Manager.
2. Modificar el factor de replicaci
3. Monitorizar el estado del servicio HDFS.
4. Volver a 
Estado final Clúster Hadoop funcional con cuatro nodos configur
Resultado esperado 
Se espera que Cloudera Manager 
configuración a todos los nodos del clúster.
Cuando se trata de sistemas distribuidos, es muy importante disponer de un sistema 
centralizado con la configuración de todos los servicios instalados en el sistema
automáticamente despliegue todos los cambios de configuración a todos los nodos que 
forman parte del sistema distribuido, ya que en caso contrario, habría que ir nodo a nodo 
cambiando la opción de configuración modificada, cada vez que se hiciera un cambio. Lo 
es completamente inviable en clústeres de más de tres nodos.
Cloudera ofrece en Cloudera Manager un sistema centralizado para las configuraciones de 
todos los servicios de Hadoop y de las herramientas del ecosistema. 
Mediante la aplicación web de Clo
servicio, como se muestra en la 
Figura 75: La configuración del servicio HDFS se puede realizar mediante Cloudera Manager 
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servicio mediante Cloudera 
 Con un factor de replicación de HDFS igual a 
 
ón de HDFS y dejarlo en 
 
dejar el factor de replicación de HDFS al valor inicial 3.
ados correctamente.
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Cada vez que se modifica un aspecto de la configuración, Cloudera Manager avisa de que es 
necesario reiniciar dicho servicio para que los cambios de configuración tengan efecto. No 
obstante antes es necesario realizar un paso previo, seleccionando la opción "Desplegar 
configuración de cliente", en la que la nueva configuración se despliega automáticamente en 
todos los nodos que forman parte del clúster Hadoop, de esta forma, la próxima vez que se 
inicie el servicio en cada uno de los nodos, lo hará con la nueva configuración impuesta. 
En esta prueba se ha realizado un cambio en el factor de replicación de los bloques del sistema 
de ficheros que por defecto es tres.  
Al realizar el cambio mediante Cloudera Manager de dicha propiedad, el sistema pide que se 
reinicie el servicio. No obstante al hacerlo el factor de replicación sigue siendo tres. Es 
necesario seleccionar la opción "Desplegar configuración de cliente" antes de volver a iniciar el 
servicio HDFS. 
Una vez el servicio se inicia con la nueva configuración (factor de replicación 2 en lugar de 3), 
el NameNode empieza automáticamente a eliminar un bloque replicado de cada uno de los 
bloques para mantener el sistema de ficheros acorde a las propiedades configuradas. Tras un 
rato todos los ficheros almacenados en HDFS tienen un factor de replicación 2. 
Cloudera Manager es una gran herramienta para la administración del clúster HDFS, que 
permite gestionar un sistema centralizado de configuración de todos los servicios del clúster 
que automáticamente despliega los cambios de configuración realizados a todos los nodos del 
clúster, ahorrando gran faena a los usuarios que de otro modo tendrían que hacer los cambios 
manualmente nodo a nodo. 
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4.2. MAHOUT 
MH1 - Algoritmo de búsqueda de patrones 
Propósito Evaluar el funcionamiento del algoritmo de búsqueda de patrones. 
Estado inicial 
Clúster de cuatro nodos con CDH4 instalado. Con un factor de replicación de HDFS igual a 
3. Tamaño de bloque 128 MB. Al menos hay un fichero almacenado en HDFS sobre el que 
poder ejecutar el algoritmo de búsqueda de patrones, y espacio suficiente para poder 
almacenar el resultado del algoritmo. 
Pasos 
1. Ejecutar el algoritmo de búsqueda de patrones de Mahout. 
2. Estudiar los resultados de salida. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente. 
Resultado esperado Se espera que Mahout sea capaz de encontrar los patrones más repetidos en un texto. 
Para esta prueba se ha utilizado el siguiente texto almacenado en HDFS como entrada al 





Se ha intentado emular las posibles menciones que se hagan en Twitter sobre la compañía 
Apple, escribiendo un conjunto de seis tweets que hablan de diferentes productos de Apple o 
simplemente opiniones acerca de la compañía. 
Para ejecutar  el algoritmo de Mahout sobre nuestro fichero de menciones de Apple 
("apple.txt"), hemos utilizado el siguiente comando: 
mahout fpg -i apple.txt -o patterns -k 50 -method mapreduce -regex '[\ ]' -s 2 
La opción '-i' indica el fichero de entrada, la opción '-o' indica el directorio de salida donde se 
almacenarán los resultados, '-method' indica el paradigma con el que se ejecutará el algoritmo 
(mapreduce o secuencial), '-regex' indica con que carácter se han separado los términos, que 
en nuestro caso como se trata de un texto, las palabras se han separado por un espacio. La 
opción '-k' indica para cuantas claves se buscarán patrones, es decir, sólo se mostrarán los 
resultados obtenidos de las k claves más repetidas.  
Finalmente, la opción '-s' indica el mínimo de apariciones que debe tener una clave en el texto 
para que se considere importante y por lo tanto aparezca en el resultado de salida, una 
palabra que aparece dos veces o más en una misma línea del texto sólo cuenta como uno, es 
decir, la opción '-s' indica el número de líneas en las que tiene que aparecer como mínimo una 
palabra para que se considere importante (en nuestro caso de ejemplo, el número de tweets 
en los que debe aparecer, ya que tenemos un tweet por línea). 
quiero comprarme un macbook pro porque me gusta apple 
i want to buy a macbook pro because i like apple 
you prefer sony vaio instead macbook pro 
listening music with my apple ipod touch 
apple ipod touch are expensive 
apple expensive 
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La salida es fácil de interpretar,  para cada clave que se ha recuperado, se obtiene una lista con 
las palabras que más suele ir relacionada, y el número de apariciones de dicho patrón en el 
texto. 
Los patrones no mantienen el orden de aparición de las palabras. Por ejemplo, si en una línea 
tenemos "apple expensive", y en otra "apple too expensive",  Mahout devolverá el mismo 
patrón para ambos casos: [apple, expensive].  
Así mismo, aunque una misma palabra aparezca muchas veces en una misma línea, sólo 
contará como una. Por ejemplo, si en una línea tenemos "apple ipod apple macbook", y en 
otra "apple macbook", Mahout devolverá el mismo patrón en ambos casos: [apple, macbook]. 
Si analizamos la salida obtenida, podemos comprobar que para la clave "expensive", 
efectivamente el patrón "apple expensive" aparece dos veces en el fichero de entrada: 
 
 
El algoritmo de búsqueda de patrones de Mahout ha devuelto el resultado esperado, y se 
utilizará en la implementación del caso de uso "Análisis de la imagen de un producto a través 
de las redes sociales".   
Key: apple: Value: ([apple],5), ([apple, macbook, pro],2), ([apple, ipod, touch],2), ([apple, macbook],2),  
       ([apple, ipod],2), ([apple, expensive],2) 
Key: expensive: Value: ([apple, expensive],2) 
Key: ipod: Value: ([apple, ipod, touch],2), ([apple, ipod],2) 
Key: macbook: Value: ([macbook, pro],3), ([macbook],3), ([apple, macbook, pro],2), ([apple, macbook],2) 
Key: pro: Value: ([macbook, pro],3), ([apple, macbook, pro],2) 
Key: touch: Value: ([apple, ipod, touch],2) 
apple ipod touch are expensive 
apple expensive 
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4.3. BASES DE DATOS 
BD1 - Comparación de Impala y Hive 
Propósito 
Comparar el rendimiento de las dos herramientas de Cloudera CDH4 que permiten hacer 
consultas SQL sobre los datos almacenados en el clúster. 
Estado inicial 
Clúster de cuatro nodos con CDH4 instalado. Con un factor de replicación de HDFS igual a 
3. Tamaño de bloque 128 MB y los servicios de Impala y Hive activados y correctamente 
configurados. 
Pasos 
3. Ejecutar los tests DW1 y DW2. 
4. Ejecutar los tests MPP1 y MPP2. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente. 
Resultado esperado 
Se espera que Hive sea adecuado para consultas simples sobre grandes conjuntos de 
datos, mientras que Impala lo sea para consultas complejas sobre pequeños conjuntos 
de datos. 
A pesar de que los resultados de escalabilidad obtenidos en los tests DW1 y MPP1 no han sido 
buenos debido a trabajar con un único servidor físico (que hospeda las cuatro máquinas 
virtuales), si hemos podido determinar las principales diferencias entre Hive e Impala. 
Impala trabaja únicamente en memoria, con lo que si la consulta SQL realizada no tiene 
suficiente espacio en memoria la consulta fallará. El hecho de trabajar en memoria hace que 
sea rápida, sobre todo para consultas consecutivas sobre una misma tabla, ya que aprovecha 
en gran medida la cache del sistema operativo. 
Por otro lado, al estar Impala desarrollada con el objetivo de realizar consultas SQL, no tiene el 
problema que tiene Hive al estar obligado a utilizar el paradigma MapReduce (que no ha 
estado pensado para ejecutar consultas SQL y puede provocar que no sea adecuado para 
consultas SQL complejas). Este hecho provoca que Impala funcione mucho mejor que Hive en 
consultas complejas en las que intervienen varias tablas. 
Impala tiene el inconveniente de no tener ningún tipo de tolerancia a errores. Si alguno de los 
nodos de ejecución se cae o falla en medio de una consulta, la consulta fallará y será el usuario 
quien manualmente tenga que volver a ejecutar la consulta. 
Hive, al utilizar al transformas las consultas SQL en trabajos MapReduce, se aprovecha de la 
tolerancia a errores innata de MapReduce, provocando que si un nodo falla en medio de una 
ejecución, la consulta seguirá ejecutándose sin tener que volver a empezar de cero. 
Esto hace que Hive sea más adecuado que impala para trabajos pesados, como por ejemplo 
largos procesos costosos de ETL, que pueden durar varias horas, y que el hecho de poder 
aprovechar la tolerancia a errores y asegurar que se ejecutará correctamente puede ser crucial 
para algunas empresas. 
Al mismo tiempo, el hecho de estar obligado Hive a utilizar el paradigma MapReduce provoca 
que no sea adecuado para consultas complejas en las que intervienen varias tablas. Pero si que 
será muy eficiente en consultas sencillas (como un SELECT) en la que intervenga una tabla con 
una gran cantidad de filas, ya que dividirá el trabajo de forma equitativa entre todos los nodos 
de trabajo.  
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4.4. DATA WAREHOUSE (HIVE) 
 
DW1 - Escalabilidad de Hive 
Propósito 
Evaluar la escalabilidad de Hive en función del tamaño de los ficheros de entrada y del 
tipo de consulta SQL. 
Estado inicial 
Clúster HadoopCDH4 compuesto de 1 nodo máster y 3 nodos de trabajo, con la 
configuración que mejores resultados de rendimiento ha dado en las pruebas de puesto 
a punto de MapReduce. Los servicios de Hive y MapReduce están activados. 
En el data warehouse hay tres tablas con la misma estructura de columnas y con los 
siguientes tamaños: 1 GB, 5 GB y 25 GB. 
En el sistema de ficheros HDFS hay espacio suficiente para almacenar los ficheros de los 
trabajos MapReduce generados por Hive. 
Pasos 
1. Monitorizar los logs y el estado del sistema. 
2. Escoger una de las 4 consultas siguientes: 
• Un SELECT COUNT(*). 
• Un GROUP BY. 
• Un GROUP BY con los resultados ordenados con la cláusula ORDER BY. 
• Una JOIN. 
3. Ejecutar la consulta SQL en Hive 5 veces para cada una de las 3 tablas. Anotar el 
tiempo que tarda cada una de las 15 ejecuciones. 
4. Repetir el paso 2) con las otras 3 consultas. 
5. Desactivar el servicio MapReduce en uno de los nodos y repetir los pasos 1) a 3). 
6. Desactivar  el servicio MapReduce en otro de los nodos y volver a repetir los 
pasos 1) a 3). 
7. Volver a activar los servicios MapReduce en los nodos donde se ha desactivado. 
Estado final 
Se han añadido en HDFS algunos ficheros generados por los trabajos MapReduce 
ejecutados. 
Resultado esperado 
Se espera que la escalabilidad sea casi lineal debido a que Hive transforma las consultas 
SQL en trabajos MapReduce. 
Para este test se han aprovechado las tablas creadas en el caso de uso "Análisis de la imagen 
de un producto a través de las redes sociales".  Cada tabla contiene los tweets recuperados de 
la red social Twitter que hablan de un cierto producto o empresa. Las tablas tienen la siguiente 
estructura: 
Columna Tipo Descripción 
id double Número identificador del tweet. 
latitude double Coordenada geográfica latitud desde la que se ha enviado el tweet. 
longitude double Coordenada geográfica longitud desde la que se ha enviado el tweet. 
posted timestamp Fecha en la que se ha escrito el tweet. 
source string 
Dispositivo origen desde el que se ha escrito el tweet (Iphone, 
Android, etc.). 
query string 
Consulta que hemos realizado para recuperar este tweet (por 
ejemplo el hastag #Amazon). 
text string Contenido del tweet. 
userid double Número identificador del usuario que ha escrito el tweet. 
username string Nombre de usuario de la cuenta desde la que se ha escrito el tweet. 
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Figura 76: Estructura de la tablas utilizadas para realizar consultas SQL con Hive. 
Las consultas SQL realizadas en este test son las siguientes: 
ID Consulta Descripción 
A 
SELECT COUNT(*) FROM {tabla} 
WHERE source = 'Twitter for iPhone' 
Cuenta todos los tweets almacenados en la tabla que han 
sido enviados desde la aplicación móvil Twitterfor iPhone. 
B 
SELECT query, COUNT(*) FROM {tabla} 
GROUP BY query 
Obtiene las diferentes consultas que se han realizado para 
recuperar tweets de la red social, y por cada consulta 
cuenta cuantos tweets  recuperados con esa consulta hay 
en la tabla. 
C 
SELECT query, COUNT(*) AS contador 
FROM {tabla} GROUP BY query ORDER 
BY contador DESC 
Obtiene el mismo resultado que la consulta anterior pero 
los resultados se encuentran ordenados de forma 
descendiente. 
D 
SELECT COUNT(*) FROM {tabla} a JOIN 
{tabla1024mb} b ON a.id = b.id 
Combina la tabla de entrada con la tabla de 1 GB para el 
parámetro "id". Esta consulta no tiene mucho valor práctico 
más que el de calcular  el rendimiento de la operación JOIN. 
No obstante cuanto mayor sea el valor obtenido con 
COUNT(*) mayor será el número de tweets repetidos 
almacenados en ambas tablas (el tweet ha sido reenviado 
muchas veces por otros usuarios de Twitter). 
Figura 77: Consultas utilizadas para realizar las pruebas de escalabilidad con Hive. 
Para automatizar la ejecución de los tests y calcular los tiempos de ejecución se ha escrito un 
shell script que podéis encontrar en el repositorio GitHub/BecaBigData, dentro de la carpeta 
scripts, con el nombre "query.sh". 
A continuación se presentan los tiempos de ejecución media obtenidos en la ejecución de cada 
consulta y el análisis de los resultados. El clúster Hadoop se ha configurado con factor de 

























en la consulta 
A 
1 GB 4.413.383 
1 52 s 1.00 
74.593 2 45 s 1.16 
3 39 s 1.33 
5 GB 21.810.769 
1 3 m 1.00 
235.775 2 2 m 28 s 1.22 
3 1 m 40 s 1.80 
25 GB 110.334.575 
1 12 m 26 s 1.00 
1.864.825 2 9 m 20 s 1.33 
3 7 m 45 s 1.60 
 
 
































Resultado obtenido en 
la consulta 
B 
1 GB 4.413.383 




2 35 s 1.31 
3 37 s 1.24 
5 GB 21.810.769 




2 2 m 15 s 1.54 
3 1 m 37 s 2.14 
25 GB 110.334.575 




2 13 m 5 s 1.13 





































Resultado obtenido en 
la consulta 
C 
1 GB 4.413.383 




2 54 s 1.20 
3 57 s 1.14 
5 GB 21.810.769 




2 2 m 21 s 1.52 
3 1 m 57 s 1.96 
25 GB 110.334.575 




2 13 m 31 s 1.12 
3 9 m 10 s 1.65 
 
 
































en la consulta 
D 
1 GB 4.413.383 
1 4 m 56 s 1.00 
634.800.315 2 4 m 37 s 1.07 
3 4 m 37 s 1.07 
5 GB 21.810.769 
1 11 m 5 s 1.00 
2.004.070.072 2 7 m 20 s 1.51 
3 5m 19 s 2.08 
25 GB 110.334.575 
1 1 h 3 m 33 s 1.00 
15.870.007.347 2 38 m 56 s 1.63 




Figura 81: Speedup de la consulta D para 1, 2 y 3 nodos 
 
Como se puede ver los resultados de escalabilidad por nodos no son buenos, aunque siempre 
son positivos. Estos datos de escalabilidad seguramente no sean los que se hubieran obtenido 
en un entorno de producción. Es probable que se vean afectados por el hecho de que los 
cuatro nodos del clúster están hospedados en un mismo servidor físico con un único disco 
duro. En las pruebas de de Impala se explica este problema con más detalle ya que en ese caso 
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Se puede apreciar que el hecho de ordenar los resultados con la cláusula ORDER BY empeora 
de forma perceptible el tiempo de ejecución. Esto se debe a que como Hive ejecuta las 
consultas SQL como uno o más trabajos MapReduce, al poner la cláusula ORDER BY, es 
necesario realizar un trabajo MapReduce adicional que junte todas las salidas generadas por 
los diferentes procesos reducer en un único fichero ordenado.  
Las consultas SQL complejas como por ejemplo las JOIN, se transforman en varios trabajos 
MapReduce generando un overheat provocado por tener que iniciar y cerrar varias máquinas 
Java que hospeden los procesos MapReduce. Esto provoca que Hive no sea adecuada para 
consultas complejas (ya que al estar obligado a utilizar el paradigma MapReduce genera 
demasiadas fases map y reduce), ni para tablas con muy pocas filas (ya que levantar las 
máquinas Java para ejecutar procesos map y reduce genera un overheat notable que puede 
provocar que el tiempo de preparar las máquinas Java sea superior al tiempo de 
procesamiento de los datos de la tabla). 
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DW2 - Tolerancia a errores de Hive 
Propósito 
Comprobar que si un nodo se cae durante una consulta en Hive, el trabajo continua y 
termina correctamente. 
Estado inicial 
Clúster de cuatro nodos con CDH4 instalado. Con un factor de replicación de HDFS igual a 
3. Tamaño de bloque 128 MB y el servicio Hive activado y correctamente configurado. 
Pasos 
1. Ejecutar una consulta SQL en Hive. 
2. Apagar uno de los nodos de trabajo durante la ejecución de la consulta. 
3. Volver a encender el nodo. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente. 
Resultado esperado Se espera que Hive sea tolerante a errores debido a que trabaja mediante MapReduce. 
El resultado de ejecución de esta prueba ha sido satisfactorio. Durante la ejecución de la 
consulta se ha apagado uno de los nodos de trabajo, y la consulta ha terminado correctamente 
al volver a encender el nodo. 
El proceso de detección de errores es el siguiente: Cuando el JobTracker detecta que uno de 
los TaskTracker no da señales de vida, se queda esperando un intervalo de tiempo configurable 
y que por defecto son 5 minutos. 
Si el nodo desactivado da señales de vida durante ese intervalo de tiempo, significa que el 
nodo se ha recuperado y continuará con la ejecución de la tarea que había dejado a medias. Si 
el nodo desactivado no da señales de vida pasado el intervalo de tiempo, el JobTracker 
asignará la tarea a uno de los otros nodos de trabajo y continuará la ejecución. 
De este modo, si hay un error en alguno de los nodos durante la ejecución de una consulta 
Hive, el tiempo de ejecución se verá afectado (aumentará debido al tiempo de espera que el 
JobTracker se toma para comprobar si el nodo se recupera), pero la consulta acabará 
terminando de forma correcta.   
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4.5. MPP (IMPALA) 
MPP1 - Escalabilidad de Impala 
Propósito 
Evaluar la escalabilidad de Impala en función del tamaño de los ficheros de entrada y del 
tipo de consulta SQL. 
Estado inicial 
Clúster HadoopCDH4 compuesto de 1 nodo máster y 3 nodos de trabajo, con el servicio 
Impala activado en los tres nodos de trabajo. 
En el data warehouse hay tres tablas con la misma estructura de columnas y con los 
siguientes tamaños: 1 GB, 5 GB y 25 GB. 
Pasos 
1. Monitorizar los logs y el estado del sistema. 
2. Escoger una de las 4 consultas siguientes: 
• Un SELECT COUNT(*). 
• Un GROUP BY. 
• Un GROUP BY con los resultados ordenados con la cláusula ORDER BY. 
• Una JOIN. 
3. Ejecutar la consulta SQL en Impala 5 veces para cada una de las 3 tablas. Anotar 
el tiempo que tarda cada una de las 15 ejecuciones. 
4. Repetir el paso 2) con las otras 3 consultas. 
5. Desactivar el servicio Impala en uno de los nodos y repetir los pasos 1) a 3). 
6. Desactivar  el servicio Impala en otro de los nodos y volver a repetir los pasos 1) 
a 3). 
7. Volver a activar los servicios Impala en los nodos donde se ha desactivado. 
Estado final Estado inicial. 
Resultado esperado 
Se espera que la escalabilidad sea casi lineal debido a que Impala divide la faena entre 
todos los nodos disponibles y trabaja únicamente en memoria RAM, sin añadir ficheros 
temporales en disco. 
Para este test se han aprovechado las mismas tablas y consultas utilizadas en el test "DW1 - 
Escalabilidad de Hive", ver Figura 76 y Figura 77. 
Para automatizar la ejecución de los tests y calcular los tiempos de ejecución se ha escrito un 
shell script que podéis encontrar en el repositorio GitHub/BecaBigData, dentro de la carpeta 
scripts, con el nombre "query.sh". 
Los resultados que se muestran a continuación se han obtenido reiniciando las máquinas antes 
de realizar cada una de las cinco repeticiones. La razón por la que se han reiniciado las 
máquinas es que Impala, al trabajar únicamente en memoria, aprovecha muchísimo la caché, 
provocando speedups de más de20 en dos consultas iguales realizadas de forma consecutiva. 
Al reiniciar las máquinas se conseguía que los tiempos obtenidos sean los tiempos reales sin 
aprovechar la caché. No obstante la caché es un aspecto importante a tener en cuenta a la 
hora de comparar Impala con otras herramientas de almacenamiento, y por ello al final de 
este test se le ha dedicado un apartado para comparar los resultados obtenidos con y sin 
cache. 
Los resultados de escalabilidad obtenidos en esta prueba han sido muy malos. La causa de 
estos resultados parece ser el hecho de utilizar como nodos cuatro máquinas virtuales 
hospedadas en un mismo servidor físico con un único disco duro de almacenamiento.  
 Como Impala trabaja únicamente en memoria, va 
que realiza sobre ellos un procesami
forma rápida y accediendo de forma masiva al disco. A
que se provoca es que este acceso masivo a disco se multiplique por dos (ya que en el entorno 
de trabajo utilizado las cuatro máquinas virtuales se encuentran hospedadas en una única 
máquina virtual con un único disco). Si además activamos tres nodos Impala el acceso masivo a 
disco se multiplicará por tres, provocando que el disco sea un cuello de botella.
En la siguiente figura, obtenida con la herramienta vSphere Client para la administración de 
máquinas virtuales, se puede observar 
cuando se ejecuta una consulta impala con uno, dos o tres nodos.
Figura 82: Latencia de lectura (en rojo) y ratio de lectura (en azul) del disco duro que hospeda las cuatro 
máquinas virtuales que forman los nodos del clúster, al ejecutar una misma consulta SQL con Impala, pero 
modificando el número de nodos de trabajo.
 
3 Nodos 
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l utilizar dos nodos en lugar de uno, lo 
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Esto ha provocado que los resultados de escalabilidad obtenidos no sean reales (como los que 
se hubieran obtenido en un entorno de producción). No obstante los resultados obtenidos han 
ayudado a orientar los casos de uso en los que utilizar Impala en comparación a Hive. 
A continuación se muestran los resultados de escalabilidad obtenidos para diferentes tipos de 
consultas SQL (ver Figura 77) y distintos tamaños de tablas. El clúster Hadoop se ha 











en la consulta 
A 
1 GB 4.413.383 
1 13 s 1.00 
74.593 2 31 s 0.42 
3 28 s 0.46 
5 GB 21.810.769 
1 1m 10 s 1.00 
235.775 2 2 m 27 s 0.48 
3 2 m 12 s 0.53 
25 GB 110.334.575 
1 5 m 25 s 1.00 
1.864.825 2 9 m 46 s 0.55 
3 10 m 6s 0.54 
 
 































Resultado obtenido en 
la consulta 
B 
1 GB 4.413.383 




2 31 s 0.42 
3 27 s 0.48 
5 GB 21.810.769 




2 2 m 23 s 0.47 
3 2 m 7 s 0.53 
25 GB 110.334.575 




2 9 m 52 s 0.49 
3 9 m 36 s 0.50 
 
 
































Resultado obtenido en 
la consulta 
C 
1 GB 4.413.383 




2 31 s 0.42 
3 27 s 0.48 
5 GB 21.810.769 




2 2 m 21 s 0.48 
3 2 m 7 s 0.54 
25 GB 110.334.575 




2 9 m 44 s 0.49 
3 9 m 33 s 0.50 
 
 

































en la consulta 
D 
1 GB 4.413.383 
1 1 m 4 s 1.00 
634.800.315 2 1 m 1.07 
3 42 s 1.52 
5 GB 21.810.769 
1 4 m 12 s 1.00 
2.004.070.072 2 2 m 54 s 1.45 
3 2 m 43 s 1.55 
25 GB 110.334.575 
1 24 m 44 s 1.00 
15.870.007.347 2 15 m 27 s 1.60 
3 11 m 6 s 2.23 
 
Figura 86: Speedup de la consulta D con Impala para 1, 2 y 3 nodos. 
Como se puede ver los resultados de escalabilidad por nodos no son buenos, debido al 
problema explicado al comienzo de este apartado. No obstante si se puede apreciar que 
Impala escala de forma bastante lineal respecto al tamaño de entrada. 
Se puede apreciar también que impala, a diferencia de Hive, es bastante independiente de las 
cláusulas ORDER BY. El hecho de ordenar los datos de salida según un orden determinado no 
aumenta el tiempo de ejecución. 
La consulta D (la JOIN), si ha dado resultados de escalabilidad positivos. La hipótesis es que al 
ser una JOIN un proceso que requiere una lógica de ejecución más costosa, para cada dato de 
entrada el tiempo de ejecución es mayor (tiene que comparar el dato de entrada con todos los 
datos de la otra tabla con la que se hace JOIN), con lo cual el acceso al disco duro en busca de 
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Esta hipótesis explicaría porque la mejor escalabilidad se obtiene con la JOIN de la tabla de 25 
GB con la de 1 GB. Al haber más datos, el tiempo de procesamiento de cada fila de las tablas 
que participan en la JOIN es mayor, reduciendo el ratio de acceso a disco, de modo que al 
hacer menos accesos por segundo, se consigue que el tiempo de latencia de lectura en disco 
no se dispare tanto al aumentar el número de nodos que acceden a él. 
Como se ha comentado al principio de este test, Impala aprovecha de forma notable la caché 
del sistema operativo al trabajar únicamente en memoria, al realizar consultas consecutivas 
sobre una misma tabla. A continuación se muestra esta característica mediante algunos 
resultados obtenidos durante la ejecución del test.  
Por ejemplo, si ejecutamos diez veces de forma consecutiva la consulta A sobre la tabla de 5 
GB, con tres nodos de ejecución,  se aprecia como los tiempos de respuesta son cada vez 
menores hasta estabilizarse en un tiempo muy pequeño (Tabla 11). En cambio, si realizamos la 
misma prueba con un único nodo, la cache no es suficientemente grande como para abarcar 
los 5 GB de datos y no muestra ninguna mejora en ejecuciones consecutivas (Tabla 12). 
Consulta A - Tabla 5 GB - 3 Nodos 
1 2 m 29 s 
2 37 s 
3 25 s 
4 17 s 
5 13 s 
5 2 s 
6 3 s 
7  3 s  
8 2 s 
9  3 s 
10  2 s 
Tabla 11: Tiempos de ejecución de 10 ejecuciones consecutivas de la consulta A, para la tabla de 5GB y 3 nodos. 
 
  
Consulta A - Tabla 5 GB - 1 Nodo 
1 1 m 9 s 
2 1 m 8 s 
3 1 m 7 s 
4 1 m 7 s 
5 1 m 6 s 
5 1 m 7 s  
6 1 m 9 s 
7 1 m 8 s  
8 1 m 6 s 
9 1 m 9 s 
10 1 m 7 s 
Tabla 12: Tiempos de ejecución de 10 ejecuciones consecutivas de la consulta A, para la tabla de 5GB y 1 
nodo. 
Cloudera CDH4 | Pruebas 156 
 
MPP2 - Tolerancia a errores de Impala 
Propósito 
Comprobar que si un nodo se cae durante una consulta en Impala, el trabajo continua y 
termina correctamente. 
Estado inicial 
Clúster de cuatro nodos con CDH4 instalado. Con un factor de replicación de HDFS igual a 
3. Tamaño de bloque 128 MB y el servicio Impala activado y correctamente configurado. 
Pasos 
1. Ejecutar una consulta SQL en Impala. 
2. Apagar uno de los nodos de trabajo durante la ejecución de la consulta. 
3. Volver a encender el nodo. 
Estado final Clúster Hadoop funcional con cuatro nodos configurados correctamente. 
Resultado esperado Se espera que Impala sea tolerante a errores. 
Impala no tiene una arquitectura maestro-esclavo, no obstante, cada vez que se ejecuta una 
consulta SQL con Impala, uno de los nodos con el servicio de Impala activado se encargará de 
orquestar a los demás, dándoles trabajo y esperando los resultados obtenidos para agruparlos 
en el resultado final. 
En esta prueba se ha hecho una consulta costosa sobre la tabla de 25 GB, y en medio de la 
consulta se ha apagado uno de los nodos. 
El resultado ha sido que inmediatamente la consulta falla, independientemente de si el nodo 
apagado es el encargado de orquestar a los otros, o no. Con lo que Impala no es una 
herramienta tolerante a errores.  
En cualquier caso Impala está pensada para consultas SQL interactivas que no tarden mucho 
tiempo en ejecutarse, de modo que realmente la falta de tolerancia a errores no supone un  
problema, ya que si la consulta falla el cliente se da cuenta al instante, y puede ejecutarla de 
nuevo.  
  
Parte VI: CASO DE USO. ANÁLISIS 
DE LA IMAGEN DE UN PRODUCTO 
A TRAVÉS DE LAS REDES SOCIALES 
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1. INTRODUCCIÓN 
El pilar central de este proyecto es el diseño, implementación y despliegue de un caso de uso 
Big Data real. En el apartado "Casos de uso" hemos podido comprobar los usos más extendidos 
que las empresas han dado a éste paradigma. 
Detección de fraude, análisis de ficheros de log, clickstream, recomendaciones en tiendas 
online...  Podemos decir que Big Data es la solución idónea cuando intervienen grandes 
volúmenes de datos, y la información a procesar tiene una estructura variable (o directamente 
prescinde de formato si son datos no estructurados). 
Más adelante hemos explicado como Hadoop se ha convertido en la solución Big Data 
preferida por las empresas, y también la más utilizada. Provocando que cada mes aparezcan 
nuevas herramientas preparadas para trabajar dentro del ecosistema Hadoop. 
Actualmente existen muchísimas herramientas capaces de aprovechar el framework Hadoop. 
Ésta es una de las razones por la que se decidió implementar este caso de uso. Cuando lo    
diseñábamos, uso una de las grandes motivaciones era poder trabajar con muchas de estas 
herramientas, practicar con ellas y ganar conocimiento.  
Las herramientas del ecosistema Hadoop que se han trabajado en este caso de uso son: Flume, 
Hive, Mahout, Impala, HBase, Oozie y Pentaho. 
Yendo un paso más adelante, y pensando en el significado más literal del término Big Data: 
"grandes datos", supimos que tarde o temprano íbamos a encontrarnos en la implementación 
del caso de uso con un problema: Big Data requiere grandes volúmenes de datos, volúmenes 
que nosotros no teníamos. 
Ésta es otra de las razones por la que diseñamos este caso de uso. Twitter, Facebook, 
Linkedin... las redes sociales están repletas de información estructurada, semi estructurada y 
no estructurada  que puede ser recolectada de forma fácil y legal. 
Si bien es verdad, podríamos haber acabado implementando cualquier caso de uso Big Data y 
sencillamente generar los datos de entrada de forma automática con un pequeño programa. 
Pero entonces ya no hubiera supuesto un caso de uso real. 
El objetivo del caso de uso diseñado, que hemos titulado "Análisis de la imagen de un producto 
a través de las redes sociales", es recolectar todos los mensajes que mencionan un producto o 
empresa determinados,  y sobre ellos buscar los patrones que más se repiten en los textos. 
Para ver la verdadera importancia de este caso de uso pensemos en el siguiente ejemplo: 
Imaginemos que recolectamos todos los mensajes de la red social Twitter que contienen la 
palabra "Iphone".  
Si encontramos que los patrones más repetidos son "Ojalá Apple presentara un Iphone más 
grande", "Ojalá existiera el Iphone color azul", o incluso patrones con un sentimiento negativo 
como "Odio que el Iphone no tenga una mejor cámara fotográfica". Probablemente Apple 
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aumentaría las ventas de su próximo Iphone si tuviera en cuenta las opiniones encontradas 
más extendidas y repetidas. 
Implementar este caso de uso no ha resultado fácil debido principalmente a la naturaleza 
ambigua y redundante del lenguaje escrito, además de la gran variedad de culturas y lenguajes 
existentes (se estima que actualmente se hablan entre 3000 y 5000 lenguas diferentes en todo 
el mundo [100]).  
Antes de buscar patrones sobre los mensajes recolectados en las redes sociales ha sido 
necesario aplicar transformaciones, como por ejemplo dejar todos los verbos en infinitivo 
(cambiar los verbos "quiero", "querría", y "quise" por "querer"), o eliminar preposiciones 
neutras que no añaden valor al patrón resultante (como "a", "de" y "desde"). 
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2. ANÁLISIS DE LA IMA
D E LAS REDES SOCIAL
Análisis de la Imagen de un Producto a través de las Redes Sociales es el nombre que hemos 
dado a la implementación de un caso de uso real Big Data, cuyo objetivo es buscar los patrones 
más repetidos en las menciones 
las redes sociales. 
La implementación de esta aplicación distribuida ha sido fruto del trabajo 
estudiantes,  habiendo una división clara de las t
consultar dicha división en este documento, 
cuarto "División del trabajo". 
En este apartado se explican las diferentes partes que componen la aplicaci
entrando en más detalle sólo 
Podéis consultar el detalle de implementación de las otras piezas del caso de uso en la 
memoria del proyecto Big Data
Siguiendo la arquitectura de un sistema de análisis Big Data explicada en la segunda parte de 
esta memoria, el caso de uso se ha dividido en cuatro capas: Recolecci

















Figura 87:  Arquitectura del caso de uso implementado. En un primer diseño sólo se concretó las redes sociales 
que iban a utilizarse como fuentes de datos (Twitter, Facebook y Linkedin), y la herramienta de visualización 
(Pentaho).  
Análisis de la imagen de un producto a través d e las 
redes sociales
GEN DE UN PRODUCTO A
ES 
de un producto o empresas determinados que se 
areas que ha realizado cada uno
primera parte: "Gestión del proyecto", apartado 
aquellas partes implementadas por el autor de este documento. 
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En un primer diseño sólo se especificó
recolección de información 
herramienta de visualización de los resultados una vez encontrados los patrones más repetidos 
(Pentaho). 
En un segundo diseño se enumeraron todas las herramientas disponibles en la distribución de 















Cada una de las herramientas que aparecen en la figura anterior encajaban perfectamente en 
alguna de las partes del caso de uso. No obstante hubo que elegir entre la base de datos 
NoSQL HBase, y el Data Warehouse Hive para utilizarlo como almacenamiento de los Tweets 
recolectados. 
HBase se acabó descartando y en su lugar se escogió Hive ya que la herramienta que se iba a a
utilizar para la recolección de datos, Flume, estaba mejor preparada para dejar
directamente en HDFS, donde fácilmente podían ser insertados en el Data Warehouse.
De haber utilizado HBase en el proyecto
del almacenamiento de tweets en Hadoop. Demora
no íbamos a aprovechar ninguna de l
acceso a tweets concretos de forma eficiente (en nuestro caso sólo queríamos visualizar los 













Figura 88:   Arquitectura del caso de uso implementado. En un segundo diseño se enumeraron todas las      
herramientas disponibles en Cloudera CDH4 que podían sernos de utilidad para la implementación del caso de 
uso. 
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En la siguiente figura se puede observar el diseño final del caso de uso, donde se muestra
cómo interactúan las diferentes herramientas escogidas para alcanzar el objetivo final: 
Visualizar los patrones más repetidos el día 












Los números en cada flecha indica el orden que seguirá el flujo de trabajo:
1. Mediante la herramienta de recolección de da
que se hacen en las redes sociales Twitter, Facebook y Linkedin sobre un producto o 
empresa determinado, y almacenamos toda esta información en 
HDFS. Cuando recuperamos una mención no nos quedamos ú
sino también con otros aspectos importantes como la fecha, las coordenadas desde las 
que se hizo la mención, el dispositivo desde el que se ha 
Iphone...), etc. 
2. Mediante la herramienta de data warehouse Hive
Flume con todas las menciones de las redes sociales y se inserta en una tabla del data 
warehouse que tiene los mismos campos que hemos obtenido con Flume: texto de la 
MapReduce: 
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mención, coordenadas, dispositivo, fecha, etc. Una vez insertado el fichero en el data 
warehouse hacemos una consulta SQL SELECT para quedarnos únicamente con el texto 
de la mención, ya que es el único campo que nos interesa a la hora de buscar los 
patrones más repetidos. Enviamos todas las menciones obtenidas, junto a los 
diccionarios de pre procesado, al primer procesamiento MapReduce. 
3. El MapReduce de pre procesamiento, transforma todo el texto con las menciones de 
las redes sociales según los diccionarios que se han facilitado. El objetivo de estas 
transformaciones es aumentar el valor de los resultados obtenidos en la búsqueda de 
patrones, transformando palabras como por ejemplo las formas verbales de querer 
"querría, quise, quiero..." en el infinitivo. De esta forma únicamente tendremos un 
patrón "querer", en lugar de varios con el mismo significado. Se han implementado 
otro tipo de diccionarios como por ejemplo eliminación de palabras que no aportan 
ningún valor a la búsqueda de patrones, como algunas preposiciones. 
4. Una vez se ha pre procesado el texto, ya está todo listo para iniciar el algoritmo de 
búsqueda de patrones de Mahout. Los resultados obtenidos se almacenarán en una 
tabla Hive con una estructura determinada que permite almacenar los diferentes 
patrones obtenidos. 
5. Los datos almacenados en Hive se pueden consultar mediante la herramienta de 
consulta SQL interactiva Impala, que permite realizar consultas en tiempo real sobre 
los diferentes patrones obtenidos. 
6. Los datos obtenidos se mostrarán visualmente mediante la herramienta de BI 
Pentaho. Está herramienta podría gracias a Impala realizar diferentes consultas en 
tiempo real sobre los patrones obtenidos. 
 
2.1. PRE PROCESAMIENTO DEL TEXTO 
Uno de los pasos más importantes en la búsqueda de patrones es pre procesar la entrada para 
que el resultado obtenido en la búsqueda de patrones esté más refinado, y en consecuencia, 
tenga un mayor valor. 
Para ello se han utilizado un conjunto de diccionarios, cada uno con un objetivo determinado. 
Por ejemplo el diccionario de verbos permite transformar todas las formas verbales de un 
verbo en su infinitivo. Este es un paso importante ya que si queremos obtener los patrones de 
la clave "querer",  implícitamente también queremos los patrones de las claves "quise", 
"quiero", "querría", etc. 
Otro ejemplo es el diccionario de preposiciones. Sabemos que las palabras más repetidas en 
un texto no son las que más interés aportan en el análisis de patrones. Preposiciones como "a" 
o "de" no aportan ningún valor a los resultados obtenidos, y de hecho, son contraproducentes. 
Ya que si configuramos que queremos buscar los patrones de las 'k' palabras más repetidas, 
estas palabras serán siempre preposiciones y similares. Es necesario por lo tanto eliminar del 
texto todas las palabras que aparezcan en este diccionario. 




Durante la implementación del caso de uso surgió además la necesidad de construir otros 
diccionarios adicionales. Por ejemplo detectamos que más del 50% de los tweets recolectados 
eran tweets generados automáticamente por aplicaciones de juegos para móviles y tablets. 
Estos tweets que normalmente indicaban el progreso del usuario en el juego se identificaban 
por ciertos hashtags como #ipadgames o #gamesforandroid. Estos mensajes automáticos 
rompían completamente el análisis de búsqueda de patrones ya que al ser mensajes 
automáticos siempre con la misma estructura, aparecían siempre en los resultados. 
Mensajes automáticos como "He subido al nivel 10 #ipadgames", donde el número 10 podía 
ser cualquier otro número, provocaba que la mayoría de los patrones fueran por ejemplo" 
subir nivel", patrón que no tiene ningún interés en el análisis de patrones. Por ello se 
construyeron otro tipos de diccionarios como el diccionario lista negra, que contiene palabras 
que si en un mensaje recolectado aparece alguna de las palabras de la lista negra (como por 
ejemplo ipadgames), el mensaje entero fuese descartado. 
Otros diccionarios como por ejemplo el de carácteres han permitido eliminar caracteres 
especiales como "&" o "\t" que no aportan ningún valor a la búsqueda de patrones. 
La fase de pre procesamiento de los mensajes se dividió en dos partes. Una implementada por 
el estudiante Robert Serrat Morros, y otra implementada por el autor de esta memoria. 
La parte implementada por Robert incluye la implementación de un conjunto de clases que 
permitan, dado un texto de entrada (en nuestro caso una publicación en alguna de las redes 
sociales trabajadas), pre procese el texto con todos los diccionarios facilitados para dejar el 
texto de forma idónea para que los resultados obtenidos con la búsqueda de patrones sean lo 
más interesante posible. 
La otra parte incluye la implementación de un algoritmo paralelo mediante el paradigma 
MapReduce que, haciendo uso de la clases implementadas por Robert, pueda realizar todo el 
pre procesamiento del texto de forma distribuida. 
Para ello ha sido necesario hacer uso de la cache distribuida de MapReduce. La caché 
distribuida permite enviar uno o varios ficheros a los nodos de trabajo de MapReduce sin tener 
que pasar por HDFS, lo que supondría acceder al NameNode y podría provocar un cuello de 
botella si todos los procesos map y reduce fueran a buscar en HDFS los ficheros cada vez que 
los necesitasen. 
Con la caché distribuida se copia al principio de la ejecución los ficheros seleccionados en cada 
uno de los nodos de trabajo, y dichos ficheros serán accesibles dentro de los procesos map y 
reduce. En nuestro caso concreto la caché distribuida ha sido necesaria para poder pasar los 
diferentes diccionarios de pre procesamiento a los procesos map que transforman el texto 
para dejarlo óptimo para la búsqueda de patrones. 
La implementación paralela del algoritmo de pro cesamiento mediante MapReduce se ha 
realizado mediante un trabajo MapReduce que no tiene procesos reduce, es decir, los 
procesos mapper escriben directamente el resultado de la transformación de cada texto en el 
fichero de salida. 





Quiero comprar un macbook pro porque me gusta Apple 
Apple es muy caro 
Pasando el rato escuchando musica en mi nuevo Ipod 
Prefiero un Sony Vario en lugar del macbook pro 
Cada función map ejecutada recibirá una línea del fichero de entrada, lo que corresponde a 
una publicación recolectada de alguna de las redes sociales trabajadas que menciona un 
producto o empresa determinados. De esta forma el total de publicaciones se dividirá entre 
todos los nodos de trabajo disponible, realizando un procesamiento paralelo que mejorará 
notablemente el rendimiento comparado con la ejecución  secuencial. 












En la Figura 90 se ha simplificado el proceso de MapReduce para que se entienda mejor el 
paralelismo, no obstante en una ejecución real cada función map procesaría más de una línea 
(normalmente todas las líneas que se almacenen en un mismo bloque del sistema de ficheros). 
Al comenzar la ejecución en primer lugar se copian los diccionarios de pre procesamiento en la 
caché distribuida de cada nodo de trabajo. Así como también se copian los JAR que contienen 









Clase Pre Procesamiento, 
incluida en el JAR del 
trabajo MapReduce 
Clase Pre Procesamiento, 
incluida en el JAR del 
trabajo MapReduce 
Nodo de trabajo 1 Nodo de trabajo 2 
 
Map 
Quiero comprar un macbook pro porque me gusta Apple 
 
Map 
Apple es muy caro 
 
Map 
Pasando el rato escuchando musica en mi nuevo 
 
Map 
Prefiero un Sony Vario en lugar del macbook pro 
 
querer comprar macbook pro porque gustar apple 
apple ser caro 
pasar rato escuchar musica nuevo ipod 
preferir sony vario lugar macbook pro 
Publicaciones pre procesadas 
Figura 90: Arquitectura de la implementación del pre procesamiento paralelo de texto mediante diccionarios. 




Una vez se han realizado todos las tareas preliminares, se envía a cada proceso map iniciado 
en cada nodo de trabajo, un conjunto de todas las líneas de texto del fichero de entrada, línea 
a línea. Y por cada línea la función map, utilizando las funciones de pre procesamiento 
incluidas en el JAR de ejecución, así como los diccionarios almacenados en la caché distribuida, 
para transformar la línea de texto de entrada, en una línea óptima para el algoritmo de 
búsqueda de patrones.  
Al no haber proceso reducer en esta implementación de MapReduce, las líneas pre procesadas 
por la función map se escribirán directamente en el fichero de salida. Este fichero de salida 
será la entrada al algoritmo de búsqueda de patrones de Mahout. 
 
2.2. BÚSQUEDA DE PATRONES 
El algoritmo de búsqueda de patrones utilizado no ha sido necesario implementarlo pues está 
incluido en la librería de algoritmos de aprendizaje de Mahout. No obstante si ha sido 
necesario envolver la llamada al algoritmo para que los resultados obtenidos se pudieran 
insertar donde se configurara. 
Inicialmente los resultados se almacenaban en Hive, pero gracias al patrón de diseño factoría 
implementado, se han podido realizar pruebas satisfactorias de almacenamiento en la base de 
datos NoSQL HBase. 
Todo el caso de uso se ha encapsulado mediante el patrón de diseño controlador de caso de 
uso.  La clase controlador se llama "FrequentPatternMining" y tiene cuatro funciones, que hay 
que ejecutar en orden para completar el caso de uso. Las cuatro funciones son: 
• makeConfiguration:  al llamar a esta función, se leerá la configuración de ejecución de 
un fichero de configuración mediante la herramienta implementada en el proyecto 
"ConfigurationReader" del paquete "com.everis.bbd.utilities", que dado un fichero de 
texto dividido en líneas con el formato "key=value", construye un hashmap con todos 
los parámetros de configuración. Con todos los parámetros de configuración leídos se 
generarán todas las estructuras e inicializarán los atributos para que la ejecución del 
algoritmo de búsqueda de patrones sea correcta. Algunos ejemplos de configuración 
son el fichero de entrada, dónde se almacenarán los resultados de salida, etc. 
• startPFPGrowth: esta función ejecuta el algoritmo de búsqueda de patrones de 
Mahout con los parámetros que se han configurado en el paso anterior. 
• processResults: esta función realiza diferentes procesados sobre los resultados 
obtenidos en la ejecución del algoritmo de búsqueda de patrones. Por ejemplo, en el 
fichero de configuración se puede configurar para que sólo se obtengan los patrones 
de un conjunto determinado de claves. 
• writeResults: finalmente al llamar esta función se escribirán los resultados procesados 
en el paso anterior. Los resultados se escribirán en el destino que se haya especificado 
en el fichero de configuración. Mediante el patrón de diseño factoría se ha conseguido 
que se puedan implementar diferentes destinos independientemente del formato en 




el que deban escribirse o los protocolos que se deban seguir. Durante el proyecto se 
implementaron dos posibles destinos donde escribir los resultados obtenidos en la 
búsqueda de patrones: en el data warehouse Hive o en la base de datos NoSQL HBase. 
Esta independencia del formato de salida se ha conseguido gracias a la 
implementación de una clase abstracta llamada "OutputWrapper", que delega las 





Figura 91: Esquema de clases UML de las clases diseñadas para facilitar la ejecución correcta del algoritmo de 
búsqueda de patrones de Mahout. En cada clase sólo se han mostrado los atributos y métodos que tienen 








El acoplamiento entre paquetes ha quedado como se muestra en la siguiente figura. Se ha 
evitado crear dependencias cíclicas para que el sistema diseñado sea más cambiable.  
 
 
Figura 92: Esquema de paquetes UML. Los paquetes "com.everis.bbd" son los que se han implementado durante 
el proyecto. El paquete "org.apache.mahout.fpm" es el paquete de Mahout que contiene el algoritmo de 
búsqueda de patrones. 
 
2.3. AUTOMATIZACIÓN DEL WORKFLOW 
Uno de los objetivos de la implementación del caso de uso "Análisis de la imagen de un 
producto a través de las redes sociales", era la automatización del workflow para que cada día 
a primera hora se obtuvieran los patrones más repetidos en las redes sociales del día anterior. 
Para ello la hemos utilizado la herramienta Oozie, que facilita en gran medida la 
automatización de flujos de trabajo mediante la creación de ficheros XML. 
Concretamente es necesario generar dos ficheros XML: workflow.xml y coordinator.xml. En el 
primer fichero se diseña el flujo de trabajo, indicando todas las acciones que van a ejecutarse y 
el orden en el que lo harán. En el segundo fichero, coordinator.xml, se indica bajo qué 
condiciones debe ejecutarse un workflow (en nuestro caso cada día a la una de la madrugada). 









La primera acción del workflow es una acción Hive, en la que mediante una consulta SELECT 
que se encuentra en el fichero "select.q", nos quedamos únicamente con la columna texto de 
todas las publicaciones realizadas en las redes sociales, ya que al algoritmo de búsqueda de 
patrones sólo queremos enviar el texto, sin incluir las coordenadas, la fecha, el dispositivo y 
otra información que se ha descargado junto a cada publicación, comentario y mención 

















<workflow-app xmlns="uri:oozie:workflow:0.2" name="${appName}"> 
 <start to="obtainText"/> 
    
 <action name="obtainText"> 
        <hive xmlns="uri:oozie:hive-action:0.2"> 
            <job-tracker>${jobTracker}</job-tracker> 
            <name-node>${nameNode}</name-node> 
           <prepare> 
                <delete path="${inputPreprocessing}"/> 
            </prepare> 
       <job-xml>${hiveSite}</job-xml> 
            <configuration> 
               <property> 
                    <name>oozie.hive.defaults</name> 
                    <value>${hiveSite}</value> 
                </property> 
                <property> 
                   <name>mapred.job.queue.name</name> 
                    <value>${queueName}</value> 
                </property> 
     <property> 
                    <name>mapred.map.tasks</name> 
                   <value>${numberOfMaps}</value> 
                </property> 
     <property> 
                    <name>mapred.reduce.tasks</name> 
                    <value>${numberOfReducers}</value> 
               </property>  
            </configuration> 
            <script>select.q</script> 
        </hive> 
        <ok to="preprocessing"/> 
       <error to="fail"/> 
    </action> 
  




La segunda acción del workflow corresponde al pre procesado del texto, y es una acción 
MapReduce, en la que pasamos los diccionarios en la caché distribuida. Como en este 


























 <action name="preprocessing"> 
        <map-reduce> 
            <job-tracker>${jobTracker}</job-tracker> 
            <name-node>${nameNode}</name-node> 
            <prepare> 
               <delete path="${outputPreprocessing}"/> 
            </prepare> 
            <configuration> 
                <property> 
                   <name>mapred.mapper.class</name> 
                  <value>com.everis.bbd.mapreduce.Preprocessing#PreprocessingMapper </value> 
                </property> 
     <property> 
   <name>mapred.mapoutput.key.class</name> 
   <value>org.apache.hadoop.io.Text</value> 
     </property> 
     <property> 
         <name>mapred.mapoutput.value.class</name> 
    <value>org.apache.hadoop.io.NullWritable</value> 
     </property> 
               <property> 
                    <name>mapred.input.dir</name> 
                    <value>${inputPreprocessing}</value> 
                </property> 
                <property> 
                   <name>mapred.output.dir</name> 
                    <value>${outputPreprocessing} </value> 
                </property> 
                <property> 
                    <name>mapred.job.queue.name</name> 
                   <value>${queueName}</value> 
                </property> 
     <property> 
                    <name>mapred.map.tasks</name> 
                    <value>${numberOfMaps}</value> 
               </property> 
     <property> 
                    <name>mapred.reduce.tasks</name> 
                    <value>0</value> 
                </property>    
           </configuration> 
        </map-reduce> 
        <ok to="patternmining"/> 
        <error to="fail"/> 
 </action> 
  




Finalmente ejecutamos la acción Java que envuelve la llamada al algoritmo de búsqueda de 
















Oozie ejecuta todas las acciones de forma distribuida mediante MapReduce, por eso es 
necesario especificar siempre un NameNode y un JobTracker aunque luego internamente en 
cada acción no se ejecute ningún trabajo del paradigma MapReduce. 
Finalmente es necesario automatizar el workflow para que se ejecute cada día a la una de la 
madrugada, una vez ya se han recolectado todas las menciones de las redes sociales del día 







 <action name="patternmining"> 
        <java> 
            <job-tracker>${jobTracker}</job-tracker> 
            <name-node>${nameNode}</name-node> 
            <configuration> 
               <property> 
                    <name>mapred.job.queue.name</name> 
                    <value>${queueName}</value> 
                </property> 
     <property> 
                    <name>mapred.map.tasks</name> 
                    <value>${numberOfMaps}</value> 
                </property> 
     <property> 
                    <name>mapred.reduce.tasks</name> 
                    <value>${numberOfReducers}</value> 
                </property>  
            </configuration> 
            <main-class>com.everis.bbd.mahout.FrequentPatternMining</main-class> 
        </java> 
        <ok to="end"/> 
        <error to="fail"/> 
    </action> 
  
 
    <kill name="fail"> 
  <message>Error message[${wf:errorMessage(wf:lastErrorNode())}]</message> 
    </kill> 
  
    <end name="end"/> 
</workflow-app> 
 





La sintaxis XML del coordinator es bastante sencilla. En la propiedad "frequency" indicamos 
que el workflow se ejecute cada 1440 minutos (24 horas), comenzando un día determinado a 








Al ejecutar con Oozie el coordinator anterior, automáticamente cada día a la una de la 
madrugada se ejecutará nuestro flujo de trabajo, almacenando en Hive o HBase (dependiendo 
de qué configuración haya), los patrones que más han aparecido en las publicaciones de las 




<coordinator-app name="${appName}" frequency="1440" start="2013-09-16T01:00Z"   
                         timezone="Europe/Madrid" xmlns="uri:oozie:coordinator:0.2"> 
 <controls> 
   <timeout>${timeout}</timeout>  
   <concurrency>${concurrency}</concurrency> 
   <execution>${execution}</execution> 
   <throttle>${throttle}</throttle> 
 </controls> 
 <action> 
  <workflow> 
   <app-path>${workflow}</app-path> 
  </workflow> 
 </action> 
</coordinator-app> 
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3. RESULTADOS OBTENIDOS 
Para la realización de pruebas sobre la implementación el caso de uso se ha utilizado siempre 
los tweets que hacían mención a alguna de las siguientes compañías: Google, Apple, Amazon y 
Microsoft. 
Los resultados obtenidos en la búsqueda de patrones no han sido gran cosa, debido 
principalmente a que el pre procesado que hay que hacer al texto antes de enviarlo al 
algoritmo de búsqueda de patrones requiere unos diccionarios muy completos, lo que 
requeriría bastante tiempo.  
Durante todo el proyecto hemos trabajado con unos diccionarios de pre procesamiento 
reducidos. Aún así se han obtenido algunos patrones interesantes, que se muestran en la 




ipad apple ipad display retina acommodate 146 
apple apple osx design amazing 113 
ipad apple ipad tablet sucks prefer windowsurface 88 
apple apple incredible productdesign 56 
iphone ebay amazing new iphone cases 54 
*El número de apariciones hace referencia a la cantidad de veces que se ha repetido el patrón 
durante todo un día. 
Con una mayor dedicación en complementar los diccionarios se hubieran obtenido resultados 
mucho más interesantes. No obstante los diccionarios es algo que hay que ir refinando poco a 
poco, y aún así, utilizando los diccionarios reducidos se ha demostrado que el caso de uso 
implementado es muy interesante. 
 
  
Parte VII: CASO DE USO. ANÁLISIS 
DE FICHEROS LOG 
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1. INTRODUCCIÓN 
En un principio sólo se había planificado la implementación de un caso de uso real Big Data. No 
obstante un día en el que nos encontrábamos desplegando el caso de uso "Análisis de la 
imagen de un producto a través de las redes sociales" en el clúster, apareció uno de los tutores 
del proyecto con un problema en uno de los proyectos en los que se encontraba inmerso. 
Estaban desarrollando una aplicación que, cómo estaba en fase de desarrollo generaba más de 
20 GB diarios de registros de operaciones e información de ejecución en ficheros de log. 
Necesitaban analizar estos ficheros de log para buscar la fuente de algunos problemas pero 
tenía un gran tamaño y tardaban bastante tiempo en analizarlos. 
El tutor nos propuso implementar una aplicación Big Data para el análisis de dichos ficheros de 
forma distribuida, y así poder realizar los análisis de forma más rápida. Nos pareció una buena 
idea y no requería de mucho tiempo, con lo que enseguida nos pusimos con ello. 
El primer paso fue analizar si realmente ese problema requería de una solución Big Data o no. 
Teníamos claro que el análisis iba a ser mucho más rápido en la solución Big Data que en una 
solución secuencial, no obstante había que considerar otros factores como por ejemplo el 
hecho de tener que desplazar cada día 20 GB de ficheros de log al clúster Big Data (con el coste 
añadido de subir los ficheros en HDFS) en lugar de poder realizar los análisis directamente in 
situ, además de que los 20 GB estaban repartidos entre muchos ficheros más pequeños. 
Este problema no había aparecido en el caso de uso "Análisis de la imagen de un producto a 
través de las redes sociales", dado que la inserción de los tweets en HDFS se realizaba o bien 
en tiempo real por streaming (la herramienta Flume insertaba cada tweet en HDFS conforme 
se iban publicando), o bien cada noche se recuperaban todos los tweets del día anterior para 
poder disponer de ellos al día siguiente.  
En cualquiera de los dos casos podíamos ir a buscar la información que necesitábamos (los 
comentarios de las redes sociales), de forma automática. Pero esto no ocurría en este caso. Las 
máquinas que generaban los ficheros de log no permitían el acceso mediante SSH al tener 
información confidencial del cliente, y la única forma de poder disponer de los ficheros de log 
era que previamente nos los facilitaran mediante un sistema de almacenamiento portátil. 
Determinamos que en este caso concreto la solución Big Data  no era la solución correcta para 
este problema, no obstante, y para confirmar las sospechas, nos dispusimos a implementar 
dos soluciones al problema: Una solución secuencial que podía trabajar con los ficheros de log 
in situ en la que se centró Robert Serrat, y una solución Big Data que mediante el algoritmo 
MapReduce podía realizar el análisis de ficheros de forma distribuida, en la que se centró el 
autor de esta memoria. 
En este documento se detalla la solución MapReduce implementada y a continuación se 
realiza una comparación entre ambas soluciones al problema de análisis de ficheros de log. 
Ambas soluciones implementan un algoritmo muy parecido, no obstante para más detalle 
sobre la solución secuencial podéis consultar el proyecto de final de carrera "Big Data" de 
Robert Serrat Morros. 
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2. ANÁLISIS DE FICHEROS LOG 
Los ficheros de log a analizar contenían información muy diversa, desde líneas de información 
útil de ejecución, hasta volcados enteros de la pila de ejecución provocados por excepciones 
Java. 
El procesamiento que teníamos que realizar sobre dichos ficheros era bastante sencillo, en un 
primer paso había que filtrar todas las líneas del fichero de log no deseadas, como por ejemplo 
las excepciones Java, para quedarse únicamente con las líneas que cumplían una estructura 
bien definida. 
Dicha estructura era la siguiente:  
FECHA HORA TIPO (IDENTIFICADOR_DE_SESION @ METODO) START|END 
Donde el ultimo parámetro, START o END marcaba si era el comienzo (START) de la ejecución 
del método o el final (END), varias ejecuciones del mismo método podían solaparse en el 
tiempo siempre y cuando fueran de sesiones diferentes. 
Una vez filtradas todas las líneas no deseadas había que calcular, para cada ejecución de un 
método determinado, lo que había tardado en ejecutarse. Para ello bastaba con restar la fecha 
y hora de la línea END de la ejecución de un método para un identificador de sesión 
determinado, a la fecha y hora de la línea START inmediatamente anterior con el mismo 
método e identificador de sesión. 
En el repositorio GitHub podéis encontrar todo el código de la implementación, no obstante a 
continuación se explicarán los puntos más importantes. 
En primer lugar se implementaron una clase Key y una clase Value propias. MapReduce 
soporta varios tipos de key y value como textos o enteros, pero en este caso era necesario 
poder mantener una estructura para hacer más eficiente la ejecución. 
La razón es que en la función map, donde llegaban las líneas enteras del fichero de log, se 
separaba cada línea según la estructura descrita anteriormente (fecha, hora, tipo, identificador 
de sesión, método y la constante START o END). Si luego hubiéramos enviado toda la línea 
como un texto, el reducer tendría que haber vuelto a separar la línea según la estructura 
definida, repitiendo parte del trabajo realizado en la función map. 
Implementar una clase Key y una clase Value propias no es demasiado complicado, sólo hay 
que implementar una clase que implemente la interfaz WritableComparable, que contiene 
todos los métodos necesarios para poder serializar una clase (escribirla en un fichero para 
después poder volverla a recuperarla sin ningún cambio desde otro proceso), y para poder 
compararla con otra instancia de la misma clase. 
Las clase Key que implementamos la llamamos LogFilterKey, y era una estructura formada por 
tres parámetros: nombre del método, la constante START o END dependiendo de lo que fuese, 
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y un timestamp obtenido a partir de la fusión de la fecha y la hora obtenida al leer la línea del 
fichero de log. 
La clase Value que implementamos la llamamos LogFilterValue, y era una estructura formada 
por todos los demás parámetros no incluidos en la Key: tipo e identificador de sesión. Además 
de volver a repetir los parámetros timestamp y la constante START o END. Esta pequeña 
redundancia es provocada por la naturaleza del algoritmo MapReduce, que hace que no todos 
los problemas puedan encajar perfectamente en el paradigma MapReduce, y se explicará más 
adelante cuando se hable la fase de Secondary Sort. 
El primer paso del algoritmo de procesamiento de ficheros de log era la implementación de la 
función map. Esta función, por la naturaleza del algoritmo MapReduce, recibía una línea 
cualquiera del fichero de log y la transformaba en una pareja clave/valor (concretamente una 
pareja LogFilterKey/LogFilterValue). 
En el map llegaban todas y cada una de las líneas de los ficheros de log, incluidas aquellas que 
no se deseaba procesar como por ejemplo los volcados de las pilas de ejecución en caso de 
excepciones. El objetivo del map era por lo tanto filtrar estas líneas para quedarse únicamente 
con aquellas que tenían la estructurada determinada que recordamos a continuación: 
FECHA HORA TIPO (IDENTIFICADOR_DE_SESION @ METODO) START|END 
Si una línea cumplía con la estructura anterior, se separaban cada uno de los parámetros y 
fecha y hora se juntaban en un único parámetro timestamp para facilitar toda la ejecución del 
algoritmo, ya que era necesario ordenar por tiempo para obtener un resultado correcto.  
Si no se hubiese ordenado por tiempo podría haber ocurrido que el mismo usuario iniciara dos 
veces el mismo método con el mismo identificador de sesión, y al hacer la resta entre el 
timestamp de la línea END con el de la línea START hubiésemos mezclado ejecuciones. Esta 
ordenación se explicará más adelante en la fase de Secondary Sort. 
Una vez separada la línea entre todos los parámetros, se construía una instancia de 
LogFIlterKey  con el nombre del método, el timestamp y la constante START si era el inicio de 
ejecución o END si era el final. También se construía una instancia de la clase LogFilterValue, 
con los valores de los parámetros tipo, identificador de sesión, timestamp y la constante START 
o END según el caso. 
El hecho de implementar nuestra propia Key hizo necesario la implementación de nuestro 
propio Partitioner. Como hemos explicado en el apartado "MapReduce" de la tercera parte: 
"Hadoop", el partitioner es el encargado de decidir a que reducer se envía cada pareja 
clave/valor, y nosotros necesitábamos que todas las parejas en cuya clave LogFilterKey el 
parámetro método fuese el mismo, se enviaran al mismo reducer.  Asegurando de este modo 
que todas las líneas del fichero de log con un mismo parámetro método serían procesadas en 
el mismo reducer. 
   
  













Si en el proceso mapper implementamos el filtrado de líneas, en  el proceso reducer se 
implementó toda la lógica del algoritmo de procesamiento de ficheros de log. La primera parte 
del proceso del reducer era automática, en la fase de shuffle se iban a buscar todas las 
particiones que per tocaban al reducer a cada uno de los procesos mapper ejecutados. Y estos 
ficheros se consolidaban en un único fichero. 
A continuación fue necesario implementar una fase de Secondary Sort. Normalmente en un 
proceso MapReduce la entrada a una función reduce es la agrupación de todos los valores de 
las parejas clave/valor que tienen una misma clave, pero en este caso esto no se cumplía ya 
que en la clave estaba también el timestamp y la constante START o END, y necesitabamos que 
se agruparan únicamente por método. 
La razón por la que el timestamp y la constante START o END también se añadió en la clave, es 
porque antes de enviar los datos a la función reduce, estos se han ordenado por clave. 
Necesitábamos que esta ordenación fuese por timestamp y por constante START o END para 
asegurarnos dos cosas: en primer lugar que nunca íbamos a recibir una línea del fichero de log 
con un timestamp inferior a las líneas que ya habíamos procesado, y en segundo lugar 
Map 
Partitioner 
La función map del proceso mapper lee 
una línea del fichero de log, y si es una de 
las líneas que busca, extrae de ella los 
parámetros necesarios y genera con ellos 
una instancia de LogFilterKey y otra de 
LogFilterValue, que formarán la pareja 





Ficheros de log 
Línea de texto del fichero de log 
Pareja [LogFilterKey, LogFilterValue ] 
Mappers 
La función partitioner recibe la pareja 
clave/valor, y decide a que reducer la 
envía dependiendo del parámetro 
método de la clave (que es una instancia 
de LogFilterKey). Todas las claves con un 
mismo parámetro método se enviarán al 
mismo reducer. 
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asegurarnos también que si recibíamos una línea del fichero de log con la constante END, 
previamente habíamos recibido la línea con la constante START. 
Tomando estas dos precondiciones, la implementación del algoritmo reduce era trivial: Se 
procesaba en orden todas las líneas del fichero de log que tenían el mismo método, si la línea 
pertenecía a un START, se guardaba en un hashmap el timestamp de inicio para el identificador 
de sesión. Si la línea pertenecía a un END se buscaba en el hashmap el tiempo de inicio para 
aquel identificador de sesión y se realizaba la resta de ambos tiempo. Una vez finalizado se 




























 Ficheros temporales 
generados en los 
distintos mapper La función merge consolida todos los 
ficheros temporales generados en los 
distintos mappers que corresponden a 
ese reducer. A la vez que ordena según la 
función de comapración implementada 
en la key (que en nuestro caso es una 
instancia de la clase LogFilterKey). 
La función secondary sort agrupa las 
parejas clave valor con la misma clave 
para que se ejecuten en una misma 
tanda de la función reduce. En nuestro 
caso dicha agrupación es por el 
parámetro método, a la vez que los 
valores se han ordenado en la fase 
anterior por timestamp y en caso de 
empate, los START irán antes que los 
END. 
Asumiendo que los valores están 
ordenados por timestamp y que los 
START siempre vendrán antes que los 
END, el reduce calcula la diferencia entre 
el timestamp END y el del START para 
calcular el tiempo de ejecución de todo 
el método para un identificador de 
sesión determinado. 
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3. COMPARACIÓN ENTRE SOLUCIONES 
Los resultados de salida obtenidos en ambas soluciones implementadas, la secuencial y la 
distribuida (mediante el paradigma MapReduce) eran iguales, con lo que podíamos pensar que 
ambas implementaciones eran correctas. 
A raíz de la comprobación anterior realizamos un conjunto de pruebas para determinar si la 
solución Big Data era en este caso una buena solución al problema de análisis de los ficheros 
de log o no. 
En la siguiente tabla se muestran los tiempos medios de ejecución de ambas soluciones 







Tiempo medio de 
ejecución 
(Secuencial) 




62 MB 1 16 s 33 s 0.48 
29 GB 1435 56 m 23 s 59 m 33s 0.95 
29 GB 30 54 m 8 s 28 m 6 s 1.93 
Como se puede ver en la tabla anterior, en este caso la solución MapReduce no era una 
solución adecuada al problema, ya que para que la solución MapReduce sea mejor que la 
solución secuencial, es necesario consolidar los distintos ficheros de log pequeños, en ficheros 
más grandes, ya que en caso contrario MapReduce no es capaz de aprovechar el tamaño de 
bloque y tiene que iniciar demasiados procesos map y procesos reduce. 
Por otro lado, a pesar de que haciendo el proceso de consolidación hemos obtenido un Speed 
up de casi factor 2 (teniendo 3 nodos), en el tiempo de ejecución no se ha incluido el tiempo 
de tener que añadir todos los ficheros de log en HDFS, ya que en el entorno de desarrollo 
donde se están generando dichos logs, no es posible instalar ninguna herramienta como Flume 
para que los ficheros de log se envíen directamente a HDFS. 
En conclusión, en este caso la solución MapReduce sólo saldría a cuenta si hay que realizar 
diferentes análisis sobre el mismo conjunto de ficheros de log consolidados, pues al tener ya 





Big Data es un término que engloba todas aquellas herramientas, soluciones y paradigmas de 
programación que trabajan con datos que cumplen algunas de las siguientes tres propiedades: 
• Volumen: El tamaño del conjunto de datos con el que se trabaja es muy grande. 
• Velocidad: Los datos fluyen con gran velocidad, generando datos entrantes de forma 
masiva. 
• Variedad: El conjunto de datos con el que se trabaja no tiene un formato 
determinado. Incluye información no estructurada que no encaja en ningún modelo 
relacional. 
Si el conjunto de datos con el que se trabaja cumple alguna de las tres características 
anteriores, nos encontramos ante un conjunto de datos Big Data, y las soluciones para tratar 
con este tipo de conjuntos de datos difieren de las herramientas de análisis tradicionales que 
se han utilizado desde hace años. 
Poder tratar información Big Data ha permitido a las empresas ganar una notable ventaja, 
pudiendo diseñar algoritmos más complejos, que tengan en cuenta nuevos grandes conjuntos 
de datos que hasta el momento era inviable, y que permitan tomar decisiones en menor 
tiempo y más acertadas. 
Por ejemplo, las compañías financieras han conseguido reducir el tiempo de detección de 
fraude, permitiendo ahorrar importantes cantidades de dinero.  Pero Big Data no acaba aquí, 
Big Data ha abierto las puertas a un mundo mucho más amplio: detección de terremotos con 
mayor antelación, análisis de ficheros de log de sistemas distribuidos, análisis de información 
de sensores en streaming, etc. 
Para poder aprovechar la ventaja que supone poder tratar información Big Data, han 
aparecido un gran conjunto de herramientas y soluciones de características muy diversas, 
estrechamente relacionadas con la escalabilidad horizontal y la utilización de sistemas 
distribuidos. 
Algunas de las soluciones que más éxito han tenido son las bases de datos NoSQL. Las bases de 
datos NoSQL buscan romper con las propiedades ACID tradicionales de las bases de datos 
relacionales, con el objetivo de conseguir unas bases de datos que permitan la escritura 
concurrente de un mayor número de usuarios, a la vez que se evitan cuellos de botella al tener 
la información replicada, y otras características importantes como la alta tolerancia a errores y 
una mayor escalabilidad. 
Big Data ha propulsado también la aparición de nuevos modelos de programación distribuida. 
Siendo MapReduce sin duda alguna el modelo de programación que más éxito ha tenido en el 
mundo de Big Data. 
El modelo MapReduce tiene características muy parecidas a los modelos de bases de datos 
relacionales MPP que se habían ido utilizando tradicionalmente para realizar análisis en 
paralelo sobre conjuntos de datos almacenados en el data warehouse.  
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La gran ventaja de MapReduce sobre las bases de datos relacionales MPP es la posibilidad de 
realizar análisis sobre conjuntos de datos no estructurados, pudiendo explotar características 
como el análisis de sentimiento o la búsqueda de patrones. 
No obstante, MapReduce y las bases de datos relacionales MPP no son excluyentes, sino más 
bien complementarias. De hecho actualmente las grandes compañías como IBM o Oracle están 
sacando soluciones Big Data que incluyen ambos paradigmas, para que el usuario pueda 
explotar las mejores características de cada uno. 
La implementación del paradigma MapReduce que ha cobrado más fuerza en los últimos años 
es sin duda alguna el framework Hadoop.  
Hadoop es un framework que facilita la implementación de aplicaciones distribuidas que 
escalen de forma horizontal. Actualmente Hadoop incluye tres proyectos bajo licencia Apache: 
• HDFS: HDFS es un sistema de ficheros distribuido y tolerante a errores. 
• MapReduce: Es una implementación del paradigma MapReduce que aprovecha la 
distribución en bloques de los ficheros almacenados en HDFS para poder explotar al 
máximo la paralelización de los análisis.  
• YARN: YARN es un gestor de recursos, que permite la ejecución de aplicaciones 
distribuidas en consonancia con los recursos disponibles en el sistema distribuido. 
Gran parte del éxito de Hadoop viene por el amplio ecosistema de herramientas que se 
apoyan en Hadoop para aportar nuevas funcionalidades al framework, como por ejemplo la 
posibilidad de realizar consultas SQL sobre datos almacenados en ficheros HDFS, o la 
automatización de flujos de trabajo que ejecutan trabajos MapReduce. 
Hadoop actualmente es una solución con una única función: el procesamiento batch. Hadoop 
es una solución idónea para el procesamiento de grandes conjuntos de datos, pero 
actualmente no sirve para el procesamiento en tiempo real.  
Esto cambiará poco a poco gracias a la llegada de YARN, el gestor de recursos, que permitirá la 
ejecución de otro tipo de aplicaciones distribuidas aparte de MapReduce, como por ejemplo el 
procesamiento en tiempo real en streaming mediante la aplicación Storm. 
Existen actualmente un gran número de soluciones que incluyen el framework Hadoop como 
base de la solución.  Algunas de estas soluciones envuelven completamente el framework 
Hadoop aportando nuevas herramientas para trabajar con él, otras modifican el núcleo de 
Hadoop para mejorar algunos problemas conocidos  del framework.  
Las soluciones que optan por modificar Hadoop luego tardan más en incluir las nuevas 
actualizaciones y herramientas que aparecen, debido a que han perdido cierta compatibilidad. 
Mientras que las soluciones que optan por simplemente envolver el framework Hadoop sin 
alterarlo, tienen más facilidad para incluir las nuevas herramientas que aparecen. 
Una de las soluciones que incluyen Hadoop más completa es Cloudera. Cloudera es 
actualmente la distribución de Hadoop más utilizada y es open source.  Tiene una gran 
comunidad de usuarios que respalda esta solución, con lo que es sencillo encontrar 
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documentación y soporte si surge algún problema, lo que hace de Cloudera una distribución 
de Hadoop idónea para inicializarse en el mundo de Big Data. 
Cloudera además dispone de una aplicación web, Cloudera Manager, que permite facilitar en 
gran medida las tareas de administración de Hadoop y el clúster que lo hospeda. Facilitando 
enormemente el proceso de instalación y configuración de Hadoop. 
Otro tipo de soluciones que han cobrado mucha fuerza gracias a la facilidad con que Hadoop 
puede escalar horizontalmente son las soluciones Cloud. Compañías como Azure o Amazon 
facilitan la creación de un clúster en cloud en pocos minutos, al que fácilmente se pueden 
añadir nuevos nodos mediante unos pocos clicks en la aplicación web, aumentando en gran 
medida el rendimiento de las aplicaciones debido a la escalabilidad horizontal.  
Las soluciones cloud pero, sólo salen a cuenta en caso de que los procesamientos sean muy 
puntuales (por ejemplo una vez al mes), o bien los datos que se quieren analizar ya estén 
almacenados en cloud. 
Las soluciones Big Data requieren grandes infraestructuras. Estas soluciones, normalmente 
basadas en aplicaciones distribuidas, tienen una gran cantidad de servicios ejecutándose de 
fondo que hacen que los nodos del clúster en los que va a instalarse la solución tengan que ser 
de gamma alta, o la solución no tendrá el rendimiento esperado. 
Por otro lado, hemos comprobado en este proyecto que la utilización de máquinas virtuales 
para formar el clúster no es tampoco una buena solución debido al consumo y compartición de 
recursos. No obstante es la mejor opción en un entorno académico o de iniciación al mundo de 
Big Data. 
Además, cabe destacar que las soluciones Big Data no sustituyen a las soluciones tradicionales 
de análisis de datos. Y de hecho en algunos casos es hasta contraproducente utilizar una 
solución Big data para un caso de uso que no la requiera, como hemos comprobado en la 
implementación del caso de uso análisis de ficheros de log. Hay que saber elegir 
correctamente cuando es realmente necesario utilizar una solución Big Data. 
En este proyecto se ha estudiado en profundidad el framework Hadoop y el procesamiento de 
grandes volúmenes de datos en batch. No obstante, como hemos visto a lo largo de todo el 
proyecto, Big Data abarca otras muchas tecnologías que debido al tiempo disponible no ha 
sido posible adentrarse en ellas. 
A partir de aquí, en caso de que este proyecto tuviera una continuidad, los pasos fututos 
tendrían que centrarse en el análisis de otro tipo de soluciones, como por ejemplo el análisis 
de grandes flujos de datos entrantes en streaming en tiempo real con tecnologías como Storm.  
O bien el análisis de grandes volúmenes de datos repartidos en muchos ficheros pequeños (ya 
que hemos visto en este proyecto que Hadoop no es una buena solución en este caso),  
mediante la utilización de bases de datos NoSQL como HBase o Cassandra. Ya que éstas 
realizan el proceso de consolidación de ficheros pequeños en ficheros más grandes de forma 
automática, y facilitan el acceso a la información de forma aleatoria, sin tener que activar 
grandes procesos batch.  
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Finalmente, creo que la decisión de realizar el proyecto en una empresa como Everis ha sido 
muy acertada, ya que me ha permitido adentrarme en el mundo empresarial, pudiendo ver las 
preocupaciones reales de las empresas a la hora de explotar la información disponible para la 
toma de decisiones acertadas para su negocio. 
Everis también ha facilitado las infraestructuras necesarias para el correcto desarrollo del 
proyecto, pudiendo disponer de un clúster de cuatro nodos que no hubiera sido posible 
adquirir por cuenta propia. 
Además esta experiencia me ha permitido adentrarme también en el mundo laboral, dándome 











Batch (Procesamiento Batch): Se conoce como procesamiento batch el procesamiento 
periódico sobre un conjunto de datos determinado que no precisa de supervisión manual para 
su ejecución. Típicamente se utiliza para grandes volúmenes de información pues el proceso 
batch suele tardar entre varios minutos o horas en ejecutarse.  Por ejemplo, es normal tener 
en el data warehouse un proceso batch que cada 24 horas (una vez al día) actualice y analice 
toda la información que se ha generado durante el día anterior para que los resultados estén 
listos para mostrarse al día siguiente. Procesamiento en batch sería el opuesto a 
procesamiento en tiempo real. 
Checksum: Checksum o suma de verificación es una función que dada una secuencia de datos 
de entrada, genera una secuencia corta de salida, fácil de comparar visualmente con otras 
secuencias de salida. Una misma secuencia de entrada siempre generará la misma secuencia 
de salida. Un pequeño cambio en la secuencia de entrada modificará radicalmente la 
secuencia de salida. De esta forma, si calculamos el checksum antes de enviar un fichero a un 
destinatario, el destinatario puede comprobar que el fichero no ha sido modificado por el 
camino  (verificando que el checksum calculado coincide con el que había calculado el emisor). 
Clúster: En computación, un clúster es un conjunto de ordenadores que trabajan de forma 
conjunta, normalmente con la finalidad de mejorar el rendimiento del sistema, de tal forma 
que en muchos aspectos puede verse como un sólo ordenador. 
Daemon: En un ordenador multitarea, un daemon es un proceso no interactivo que se ejecuta 
en segundo plano, sin que el usuario tenga un control directo sobre él. Por ejemplo, un 
servidor web necesita tener en ejecución un daemon cuya función sea escuchar todas las 
peticiones que llegan al puerto 80. De este modo el servidor sabrácuando un usuario quiere 
acceder a su página web y podrá enviarle el documento html. 
DAG (Directed Acyclic Graph): En matemáticas y computación, un Grafo Acíclico Dirigido es un 
grafo dirigido que no tiene ciclos. Esto significa que dado un vértice v, no existe ningún camino 
que empiece y termine en v. 
Data warehouse: Un Data warehouse es una base de datos cuya función es únicamente la de 
poder proporcionar un conjunto de datos global con los que poder realzar reportes o análisis. 
Se puede entender Data warehouse como un repositorio de datos creado a partir de la 
integración de diversas fuentes de datos completamente heterogenias. Por ejemplo, una 
empresa que venda su producto a varios países, puede disponer de un Data warehouse donde 
integrar los datos de venta de cada una de sus tiendas repartidas por el mundo, para poder 
hacer un reporte acurado sobre el estado global de sus ventas. Normalmente cada tienda 
tendrá los datos en un formato distinto, y es por eso que usualmente estos datos deben pasar 
por un proceso de transformación antes de ser integrados en el Data warehouse.  
Distribuido (Sistema distribuido, Procesamiento distribuido): En computación, el término 
distribuido hace referencia al hecho de tener un conjunto de ordenadores físicamente 
separados que se comunican entre ellos con la finalidad de alcanzar un objetivo común. Un 
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sistema distribuido es un clúster. El procesamiento distribuido es cuando dado un conjunto de 
datos inicial, se reparte una parte del conjunto a cada uno de los ordenadores del clúster para 
poder paralelizar el algoritmo y así reducir el tiempo de ejecución. 
Escalabilidad Horizontal: En un clúster, la escalabilidad horizontal consiste en añadir más 
nodos  al sistema para mejorar el rendimiento general. Escalar añadiendo más nodos es en 
sistemas complejos más económico que escalar verticalmente. 
Escalabilidad Vertical: En un clúster, la escalabilidad vertical consiste en añadir mejores 
recursos a los nodos existentes del clúster para mejorar el rendimiento general. Típicamente 
añadiendo más memoria o cambiando el disco duro por uno más rápido. 
ESXi: VMwareESXi es una plataforma de virtualización que al instalarse en un ordenador 
huésped, permite instalar en él varias máquinas virtuales dando a cada una de ellas la 
sensación de ser un ordenador independiente. ESXi permite asignar un número determinado 
de recursos a cada máquina virtual del total de recursos de la máquina huésped.  
ETL (Extract, Transform and Load): ETL (Extracción, Transformación y Carga) es un proceso 
típico en data warehouse en el que los datos se mueven de una base de datos origen a otra 
destino. Dicho proceso consiste en extraer datos de un origen ajeno o interno a la empresa, 
transformar estos datos para darles un formato adecuado que se adapte al nuevo esquema de 
la base de datos destino, y finalmente cargarlos (añadirlos) a la base de datos. 
FIFO scheduler (planificador FIFO): Un planificador FIFO ejecuta las tareas siempre en orden 
de llegada. La primera tarea en añadirse a la cola será la primera que se envíe a ejecutar 
cuando haya recursos disponibles. 
Framework: En el desarrollo de software, un framework es un conjunto de programas y 
bibliotecas de funciones, normalmente abstraídas mediante un lenguaje interpretado y/o una 
interfaz gráfica, que dan una base al desarrollador para facilitar la programación de nuevo 
software.  
Información estructurada: Son los datos que siguen un formato determinado y muy poco 
flexible. Por ejemplo los datos contenidos en las tablas relacionales de una base de datos 
relacional. 
Información no estructurada: Son los datos a los que no se les puede asignar un formato 
determinado debido a su heterogeneidad. Por ejemplo los ficheros de texto o de audio. 
Información semi-estructurada: Son los datos que a pesar de seguir un determinado formato, 
tienen una parte de los datos que puede ser bastante variable. Como por ejemplo los ficheros 
XML, en los que un mismo elemento puede tener muchos subelementos mientras que otro 
puede no tener ninguno. 
LDAP (LightweightDirectory Access Protocol): Protocolo a nivel de aplicación que permite el 
acceso a un servicio de directorio ordenado y distribuido para obtener diversa información 
enun entorno de red siempre y cuando el usuario identificado tenga los permisos adecuados 
para acceder a ella. 
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Máquina virtual: En informática una máquina virtual es un software que simula ser una 
máquina real independiente, pero que requiere ser instalada en una máquina huésped. Una 
máquina virtual puede realizar las mismas funciones que una máquina real, permitiendo 
incluso tener su propio sistema operativo. 
MPP (Massive Parallel Processing):  En computación, el término MPP (procesamiento paralelo 
masivo) hace referencia al uso de un gran número de procesadores, normalmente distribuidos 
entre diferentes ordenadores, para la realización en paralelo de un conjunto de tareas 
computacionales coordenadas. El objetivo de este tipo de computación es el de acortar en 
gran medida los tiempos de ejecución de ciertas tareas, que si tuviera que realizarlas un único 
procesador u ordenador podría tardas muchísimo tiempo o incluso no disponer siquiera de 
suficientes recursos para ejecutarlas. 
NFS (Nework FileSystem):  Network FileSystem es un protocolo estándar para sistemas de 
ficheros distribuidos. Permitiendo a un usuario de un ordenador cliente acceder al sistema de 
ficheros de una forma muy similar al sistema de ficheros local.  
Nodo: En un clúster, un nodo es cada uno de los ordenadores independientes que conforman 
el conjunto de servidores del clúster. 
Open source: Open source hace referencia al software distribuido y desarrollado libremente, 
permitiendo que cualquiera pueda hacer uso de él, y además, acceder y modificar su código 
fuente. 
Petabyte (PB): Un PB equivale a 1015 bytes en base decimal, o bien 250 bytes en base binaria. 
Es la unidad múltiple del byte inmediatamente superior al Terabyte (TB), e inmediatamente 
inferior al Exabyte (EB). 
Plug-in: Un plug-in es un componente software que añade nuevas funcionalidades a una 
aplicación software ya existente. 
Rack: Un rack es un soporte metálico con medidas estandarizadas destinado a alojar equipo 
informático y/o de comunicaciones, como por ejemplo los servidores de un sitio web.  
Real-time (Procesamiento en tiempo real): Se conoce como procesamiento en tiempo real al 
hecho de realizar un procesamiento continuo sobre un conjunto de datos que van llegando 
conforme se van generando.  Un ejemplo de procesamiento en tiempo real son los 
procesamientos que se realizan en una central nuclear sobre la información que llega de los 
sensores. Un fallo en alguno de los componentes puede suponer una catástrofe, con lo que es 
necesario procesar la información de los sensores en tiempo real para detectar rápidamente 
un error y poder actuar en consecuencia. Procesamiento en tiempo real sería el opuesto a 
procesamiento en batch.  
Recurso: En computación, un recurso o recurso de sistema es un componente virtual o físico 
con disponibilidad limitada que interviene en la ejecución de una o varias tareas. Algunos 




Response file: Un fichero response es un fichero XML que contiene las opciones de 
configuración de un proceso de instalación ya definidas de forma que durante el proceso de 
instalación no se requiera que un usuario, de forma manual, seleccione gráficamente las 
distintas opciones de instalación  (como la ruta de instalación, el nombre de la carpeta, etc.). 
Rollback: En sistemas de almacenamiento, un rollback es la operación mediante la cual se 
devuelve el sistema de almacenamiento a un estado actual. Perdiendo toda la información que 
se haya añadido posteriormente, y recuperando todos los datos que se habían eliminado en 
operaciones posteriores. 
Schema-on-read: El término schema-on-read hace referencia a los sistemas de 
almacenamiento de datos que permiten insertar datos sin un formato previamente definido (a 
diferencia de schema-on-write), de manera que la inserción puede ser más rápida. El formato 
de los datos se proporciona sólo cuando hay que consultarlos o analizarlos, y puede ser 
variable (dependiendo de qué pregunta se haga a los datos, se les puede dar un formato u 
otro). 
Schema-on-write: El término schema-on-write hace referencia a los sistemas de 
almacenamiento de datos que requieren que los datos tengan un formato bien definido antes 
de ser insertados (a diferencia de schema-on-read). Este es el comportamiento que tienen por 
ejemplo los sistemas tradicionales de bases de datos relacionales. 
Servicio de directorio: Un servicio de directorio es una aplicación o conjunto de aplicaciones 
que almacena y organiza la información sobre los usuarios y recursos de una red de 
ordenadores, y permite a los administradores gestionar el acceso de usuarios a los recursos 
sobre dicha red. 
Snapshots: Una snapshot es una copia instantánea del estado de un sistema en un momento 
determinado. Típicamente se utilizan snapshots para realizar copias de seguridad 
periódicamente. 
Speedup: En computación paralela, el término speedup hace referencia a cuántas veces es 
más rápido un algoritmo paralelo que su algoritmo secuencial correspondiente.  
SSH (Secure Shell): SSH es un protocolo de red criptográfico que permite la ejecución de 
comandos de forma remota entre dos ordenadores. 
Web crawler: Un web crawler es programa que inspecciona de forma metódica y 
automatizada la web, por ejemplo, para guardar una copia de cada página web para ser 
posteriormente procesadas por un motor de búsqueda (como hacen Google o Bing). 
Workflow: Un workflow consiste en una secuencia de tareas o pasos que se ejecutan según un 
orden y condiciones previamente establecidas. Un workflow permite automatizar la ejecución 
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A1. ESPECIFICACIONES DE HARDWARE Y SOFTWARE 
Equipo portátil 1  
Modelo: Lenovo ThinkPad SL510 
Sistema operativo: Windows 7 Enterprise Service Pack 1 64bits 
Procesador: Intel Core 2 Duo T5870 2.00GHz 
Memoria: 4.00 GB (3.84 GB utilizables) 
 
Equipo portátil 2 
Modelo: Lenovo ThinkPad L510 
Sistema operativo: Windows 7 Enterprise Service Pack 1 64bits 
Procesador: Intel Core 2 Duo P8800 2.00GHz 
Memoria: 4.00 GB (3.84 GB utilizables) 
 
Servidor ESXi 
Modelo: vSphereClient 4.0.0 
Sistema operativo: VMware ESXi 4.0.0 
Procesador: Intel Xeon (8 CPU x 2.266 GHz) 
Memoria: 18 GB 
 
Nodos del clúster (máquinas virtuales hospedadas en el servidor ESXi) 
Sistema operativo: CentOS 6.4 
Procesadores: 2 CPU  x 2.266 GHz 
Memoria: 4.00 GB  
 
Microsoft Office 
Versión: Microsoft Office Professional Plus 2010 
Programas: Word 2010 
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Software Adicional 
VMware: VMware Player 5.0.2 Non-commercial use 
 VMware vCenter Converter Standalone 4.3.0 
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A2. INSTALACIÓN DEL CLÚSTER 
En este anexo se explica cómo se ha realizado la instalación del clúster Cloudera CDH4 de 
nuestro entorno de trabajo.  
Para detalles sobre las versiones de los productos utilizados podéis consultar el anexo "A1. 
Especificaciones de hardware y software". La especificación del entorno de trabajo podéis 
encontrarla en el apartado "Entorno de trabajo" de la quinta parte de la memoria "Estudio 
técnico de una solución big data existente. Cloudera CDH4". 
 
Creación de la primera máquina virtual 
El primer paso es crear una nueva máquina virtual a partir de la cual se clonarán las demás 
máquinas virtuales que conformarán los nodos del clúster. Para ello hemos utilizado la 
herramienta VMware Player instalada en uno de los equipos periféricos (los cuales tienen 
acceso a internet). 
En primer lugar es necesario descargar la imagen del sistema operativo que va a instalarse en 
los nodos del clúster. En nuestro caso se había decidido instalar la distribución de Hadoop de 
Cloudera, con lo que el sistema operativo escogido tenía que ser compatible la distribución. 
En la siguiente web podéis consultar las versiones compatibles con Cloudera CDH4: 
http://www.cloudera.com/content/cloudera-content/cloudera-docs/CDH4/latest/CDH4-
Requirements-and-Supported-Versions/cdhrsv_topic_1.html 
En el momento de escribir este anexo, uno de los sistemas operativos compatibles con CDH4 
es el CentOS 6.4 de 64bits. Que es el sistema operativo que instalaremos en el clúster. 
El sistema operativo CentOS es gratuito y está disponible en la siguiente web: 
http://www.centos.org/ 
La imagen que hay que descargar (CentOS-6.4-x86_64-bin-DVD1.iso) ocupa bastante, por lo 
que se recomienda utilizar un gestor de descargas que impida que la descarga falle. Para 
asegurarse de que la descarga se ha completado con éxito basta con comparar el checksum  
sha-1 o md5 con los que hay disponibles en la misma web donde se descargar la imagen del 
sistema operativo. 
Una vez se ha descargado la imagen del sistema operativo ya se puede proceder a la creación 
de la imagen virtual. Para ello ejecutamos la herramienta VMware Player, y seleccionamos la 






A continuación seleccionamos "Installer disc image file (iso)" y seleccionamos la imagen del 
sistema operativo que hemos descargado en el paso anterior. 
 
En la siguiente ventana hay que escribir el nombre de usuario completo, nombre de usuario y 
contraseña de la cuenta de usuario que se añadirá al sistema operativo una vez instalado. 
Como bien indica VMware, la contraseña de este usuario será también la contraseña de la 
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cuenta root de CentOS (necesaria para poder ejecutar algunos comandos para los que una 
cuenta de usuario normal no tiene suficientes privilegios). 
 
A continuación nos pide que pongamos el nombre de la máquina virtual y el directorio donde 
se guardará. Ninguno de los dos campos es demasiado importante ya que acabaremos 




Finalmente indicamos el tamaño máximo de disco duro que estamos dispuestos a facilitar a la 
máquina virtual y la opción que más nos convenga para almacenar los datos del disco duro 
virtual: Como un fichero único o como varios ficheros.  Como varios ficheros puede ser la única 
opción si estamos en un sistema de ficheros como FAT32, que no puede manejar ficheros de 
un tamaño superior a 4 GB. Como un único fichero puede suponer un mejor rendimiento ya 
que el Sistema Operativo huésped no tiene que mantener tantos punteros a todos los ficheros 
que están en uso por los diferentes programas (este caso pero, solo sería rentable en caso de 
que el espacio de disco duro asignado fuese realmente grande).  
Como en nuestro caso no afecta ninguna de las dos razones críticas descritas en el párrafo 
anterior, se ha decidido hacer en varios ficheros ya que VMware indica que de este modo se 
facilita el desplazamiento de una máquina virtual de un ordenador a otro, que es precisamente 
lo que haremos al clonar la máquina virtual en el servidor ESXi de nuestro entorno de trabajo. 
 
Aparecerá una última pantalla con el resumen de todas las opciones seleccionadas, y en la que 
es posible modificar las especificaciones hardware de la máquina virtual. Editamos la 
configuración hardware según las necesidades, comprobamos que las opciones son correctas y 
seleccionamos "arrancar la máquina virtual al terminar el asistente". Al pulsar "Next/Siguiente" 






Configuración previa de la máquina virtual la instalación de Cloudera CDH4 
Una vez se ha instalado el sistema operativo CentOS podremos acceder a él ejecutando el 
VMware Player e inicializando la máquina virtual creada. Al inicial la máquina virtual se iniciará 
el sistema operativo y nos pedirá que insertemos la contraseña del usuario que hemos creado 
durante el proceso de creación de la máquina virtual. 
 
El primer paso al instalar un sistema operativo es siempre actualizarlo para asegurarnos de que 
no existen vulnerabilidades descubiertas u otros fallos. Para ello, en CentOS hay que abrir el 
terminal y ejecutar el comando "yum update". Para este comando necesitamos tener 
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privilegios de usuario root, con lo que podemos ejecutar "sudo yum update" e insertar la 
contraseña cuando la pida, que en este caso es la misma que la del usuario inicial.  
Si por alguna razón el usuario no tiene privilegios para realizar el comando "sudo", como 
ocurrió en el proceso de instalación del clúster, simplemente hay que añadir el usuario al 
fichero "sudoers".  
Para ello accedemos como usuario root ejecutando el comando "su" e insertando la 
contraseña cuando la pide. A continuación abrimos el fichero "/etc/sudoers" con el editor que 
se prefiera. Si se quiere editar con el editor vi ejecutamos el comando "vi /etc/sudoers". 
En el fichero buscamos la línea "root   ALL = (ALL)    ALL", y justo debajo insertamos la siguiente 
"<username> ALL=(ALL) ALL", donde <username> es el nombre de usuario de la cuenta desde 
la que queremos poder utilizar el comando "sudo". Guardamos el fichero modificado y 
deslogueamos como usuario root ejecutando el comando "exit".  
 
Podemos comprobar que ya tenemos los privilegios ejecutando el comando "sudo yum 
update" y comprobando que ahora el proceso si continua con normalidad hasta que indique 




Una vez terminado el proceso de actualización del sistema operativo pasamos a la instalación 
del jdk de java. Recordemos que Hadoop está programado en Java por lo que es necesario que 
tengamos las librerías instaladas y correctamente configuradas para poder trabajar con la 
distribución de Hadoop Cloudera CDH4. 
En la siguiente web se puede comprobar que versiones de java JDK son compatibles con 
Cloudera CDH4.  
http://www.cloudera.com/content/cloudera-content/cloudera-docs/CDH4/latest/CDH4-
Requirements-and-Supported-Versions/cdhrsv_topic_3.html 
En nuestro caso, que utilizamos la distribución CDH4.3, la versión de java JDK 1.7.0_15 o 
superior debería ser compatible. El JDK se puede descargar de la siguiente web: 
http://www.oracle.com/technetwork/java/javase/downloads/index.html 
Como CentOS es un sistema operativo linux basado en RPM descargamos el instalador "jdk-
7u45-linux-x64.rpm" y lo guardamos en el directorio deseado. 
Para instalar el paquete rpm basta con ejecutar el comando "sudo rpm -ivh jdk-7u45-linux-





Una vez instalado hay que crear/modificar las variables de entorno con las que trabajan los 
programas java: JAVA_HOME y PATH. Si ejecutamos los comandos "export 
JAVA_HOME=/usr/java/default" (donde "/usr/java/default" es el directorio donde se ha 
instalado el java JDK), y "export PATH=$JAVA_HOME/bin:$PATH".  
Las variables de entorno que necesitamos se crean pero sólo en el entorno de esa instancia de 
terminal. Hay que añadir los dos comandos "export" en uno de los scripts que se ejecutan al 
iniciar un terminal. Por ejemplo el script "/etc/bashrc". Abrimos dicho fichero con un editor de 
texto y privilegios de root, añadimos al final del fichero los dos comandos "export", y 
guardamos los cambios realizados. 
 
Para comprobar que la exportación de las variables de entorno se ha realizado con éxito se 
puede abrir un nuevo terminal y comprobar que al ejecutar los comandos "echo 




A continuación sólo queda descargar el instalador del Cloudera Manager para que el proceso 
de instalación de la distribución de Hadoop sea más o menos automático, y preparar el sistema 
operativo para dicha instalación (aunque la instalación no se realizará hasta que no se haya 
preparado todo el clúster). 
Para descargar el instalador del Cloudera Manager podéis ir a la siguiente web: 
http://www.cloudera.com/content/support/en/downloads.html 
El instalador se llama "cloudera-manager-installer.bin". Una vez descargado hay que darle permisos de 
ejecución ejecutando desde terminal el comando "chmod u+x cloudera-manager-installer.bin". 
 
Finalmente el último requisito para poder instalar CDH4 mediante el Cloudera Manager es tener el 
SELinux desactivado.  Para ello abrimos con un editor de texto y privilegios de root el fichero 
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"/etc/selinux/config" y modificamos la línea "SELINUX=enforcing" por "SELINUX=disabled". Guardamos 
los cambios. 
 
Es necesario reiniciar la máquina para que los cambios surjan efecto.  
# /etc/init.d/iptables save 
# /etc/init.d/iptables stop 
Turn off firewall on boot: 
# chkconfig iptables off 
iptables off 
Clonando la máquina virtual para formar el clúster 
En primer lugar hay que tener en cuenta que mientras se clona la máquina en el servidor ESXi 
esta debe encontrarse apagada en todo momento para que la copia se realice sin errores. 
 
Instalando Cloudera CDH4 mediante Cloudera Manager sin acceso a internet en el servidor ESXi 
Una vez se ha instalado el clúster en el servidor ESXi sólo queda instalar la distribución de 
Hadoop, Cloudera CDH4. Para ello primero encendemos cada una de las máquinas virtuales (o 
nodos) que forman el clúster. 
Una vez encendidas el primer paso es comprobar que están en la misma red. Para ello 
podemos entrar en cualquiera de ellas e intentar ejecutar el comando "ping" a cada una de las 
otras comprobando que hay respuesta.  
Si se cumple satisfactoriamente el paso anterior lalala. En primer lugar es necesario modificar 
el fichero "/etc/hosts" de cada uno de los nodos. Para ello abrimos los ficheros con un editor 
de texto y permisos de root y añadimos las siguientes líneas al principio de cada uno: 
7.110.8.20 cdh4-node1.localdomain cdh4-node1 
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7.110.8.21 cdh4-node2.localdomain cdh4-node2 
7.110.8.22 cdh4-node3.localdomain cdh4-node3 
7.110.8.23 cdh4-node4.localdomain cdh4-node4 
 
Donde la ip es la ip de cada uno de los nodos, y puede cambiar de una instalación a otra. 
 
 
Para instalar Cloudera CDH4 en el clúster mediante Cloudera Manager es necesario que los nodos 
tengan acceso a internet, o bien crear un repositorio local con todos los ficheros necesarios para la 
instalación. En el clúster que hemos utilizado en el entorno de trabajo no teníamos internet, con lo que 
hemos tenido que crear el repositorio local. En caso de que hubiéramos tenido acceso habría que haber 
omitido el siguiente paso. 
Para crear el repositorio local nosotros aprovechamos la máquina virtual que teníamos instalada en uno 
de los equipos periféricos (recordamos que los equipos periféricos si tienen acceso a internet). La 
máquina original a partir de las cuales se han clonado al copiarlas en el servidor ESXi. En esta máquina 
hay que crear un repositorio local con todos los ficheros necesarios para la instalación, a la que 
accederán los nodos del clúster. 
wget -A rpm -m -np <link> 
http://archive.cloudera.com/cm4/redhat/6/x86_64/cm/4/RPMS/ -> rpm de cloudera manager 
archive.cloudera.com/cdh4/redhat/6/x86_64/cdh/4/RPMS/ -> rpm de cdh4 
impala 
solr 
Movemos todos los paquetes  en un mismo directorio y ejecutamos el siguiente comando para crear el 
repositorio.  
Ejecutamos yum install createrepo para instalar el paquete createrepo que permite hacer 
repositorios. 
Ejecutamos createrepo . desde el directorio donde se encuentran los paquetes. 
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Instalamos el web server que permitirá pasar a los nodos los paquetes que pidan. 
yum install httpd 
sudo mv Repository/ /var/www/html/ 
sudo chmod -R ugo+rX /var/www/html/Repository/ 
sudo service httpd start (con selinux desactivado o dará permision denied). 
 
 
Finalmente hay que modificar cada uno de los nodos del clúster para añadir a la lista de repositorios el 
repositorio que hemos creado. 









y lo ponemos en /etc/yum.repos.d/myrepo.repo con sudo 
Una vez hecho estos pasos previos ya se puede proceder a la instalación de Cloudera Manager. 
Para ello accedemos al nodo que hará de máster y ejecutamos desde terminal y con privilegios 
de root el instalador de cloudera manager que hemos descargado anteriormente. Para ello 
ejecutamos el comando "sudo ./ cloudera-manager-installer.bin". 
Se iniciará el asistente de instalación de Cloudera Manager. 
 
Aceptamos las lincencias y se iniciará el proceso de instalación. 
 
Una vez finalizada la instalación saldrá un aviso en el que nos informan de que para continuar la 










Insertamos el patrón del nombre de los nodos y clickamos en seach. 
 
Seleccionamos la opción use packages, marcamos las versiones que queremos de cada herramienta  y 
seleccionamos custom repository en todas, donde insertaremos el repositorio que hemos montado: 
http://192.168.136.134/Repository 
Finalmente pulsamos siguiente y se iniciará el proceso de instalación. 
 
 
