Surface roughness is an important quality in manufacturing, as it affects the product's tribological, frictional and assembly characteristics. Turning stainless steel at low cutting speeds may result in a rougher surface due to built up edge formation, where as speed increases the surface roughness improves, due to the low contact time between the chip and the tool to allow bonding to occur.However, this increase in cutting speed produces higher tool wear rates, which increases the machining costs.
Introduction
In order to achieve the nominal values of surface roughness specified by engineering design, the right combination of machining parameters must be chosen by manufacturing. In any cutting process, the geometry, the tolerances and the surface roughness of the machined piece are very important, as they represent the quality of the process.
The surface roughness in a turning process is affected by many factors such as: the geometry of the cutting tool, the depth of cut, the cutting speed, the feed rate, the workpiece's microstructure and the rigidity of the lathe (Gokkaya, H. et al. 2007 ).The surface finish also affects considerably the performance of produced machines, since many aspects of equipment's performance such as desired efficiency, mechanical life, and the resistance against environmental factors are influenced by it. Economic losses arise when the working parameters are not selected properly. For this reason, much effort has been directed in understanding the effects of cutting conditions on the quality of the machined surface and to the creation of adequate models which can be used to find optimal or near-optimal cutting parameters for objectives such as obtaining a desired value of surface roughness, surface integrity, reduction of machining time, tool wear, and many others. However, not much focus has been given to the prediction of surface roughness at low speed turning. Low speed turning may become the best choice in cases where advantages related to a decrease in tool wear and consequently on the decrease of machining costs can be mentioned. This research studies the effects of cutting parameters on the surface roughness when turning AISI316 austenitic stainless steel, a widely used material in Precision Engineering applications, such as petrochemical and brewing industry, piping and connections, medical and surgical instruments, and hydraulic systems.
To help manufacturing engineers in the decision making process for reducing time and cost of cutting process, researchers propose models that try to simulate the conditions during the machining process, establishing the cause and effect relationships between various factors and desired product characteristics.
Furthermore, the technological advances in the field, for instance the ever-growing use of computer controlled machine tools, have brought up new issues to deal with, emphasizing the need for more precise predictive models, hence many authors have worked on prediction models for surface roughness. Among these researchers we can mention Benardos and Vosniakos, 2013. These researchers carried out an extensive literature review on the subject and four major categories were created to classify the selected papers. These are: (i) approaches that are based on machining theory to develop analytical models and/or computer algorithms to represent the machined surface; (ii) approaches that examine the effects of various factors through the execution of experiments and the analysis of the results; (iii) approaches that use designed experiments; and (iv) artificial intelligence (AI) approaches. The present research uses approach (ii) when analysing experimental results and developing the regression model, since it carries out statistical analysis on experimental results, and approach (iv) when Artificial Neural Networks are used to model the surface roughness behaviour and Simulated Annealing is used to select the cutting parameters. In approaches (ii) and (iv), no analytical models based on machining theory are used, since they use empirical performance equations established from extensive testing. According to Benardos and Vosniakos, 2013, models based on theory are generally not accurate so their improvement with the introduction of additional parameters is examined by researchers. This is due to the fact that the phenomena that lead to the formation of surface roughness are very Annealing (SA) imitates the cooling process of metal during annealing to achieve the minimization of a given function values. The algorithm starts with an initial point, x0, which is a set of input data for the fitness function, and a large number corresponding to a high temperature "T". A second point x1is generated close to the first point using a Gaussian distribution with first point as its mean. The difference in the fitness function values at these points is considered analogous to the difference in energy level (∆E). In a minimization process, if the second point has lower function value, it replaces the first point; otherwise, it replaces the first point with a probability exp(−∆E/T) (Deb, 1995) .The algorithm is stopped when a sufficiently small temperature is obtained or no significant improvement in the fitness function value is observed. Chen and Tasi,1996, followed by many researchers applied SA to solve the optimization problem for minimum unit production cost of multi-pass turning process. Baykasoglu and Dereli, 2002, have used SA to optimize cutting conditions in their heuristic model. However, they did not take surface finish into consideration.
Once analysing the literature review, this research will be focused on comparing the performance of the Multiple Linear Regression and the Artificial Neural Network methodologies for the prediction of the surface roughness and the use of the best fitting method as the objective function in an SA algorithm.
This will provide a novel contribution to the manufacturing field by giving the opportunity to find a good procedure to model and obtain the desired surface roughness when turning at low cutting speed.
2 Methodology According to ASM Metals Handbook, the mechanical properties of AISI316 are as follows: 0.4 mm and 0.8 mm were selected for the study. Figure 2 shows the geometry and dimension of the inserts.
. Figure 2 : Schematic drawings of turning insert geometry Table 2 shows the cutting parameters selected for the study. Once the material was machined it was placed in a bench for surface roughness measurements. The surface roughness was measured across the tool feed direction using a Mitutoyo Surftest-SV2000 profilometer, with the cut-off length at 15 mm providing a three sample length in compliance with ASME B46.1 and to avoid noisy
data. An example of the measured surface roughness values can be found in the appendices (Section 8).
Results and discussion
Once the experimental data was gathered, in order to minimise the effect of noisy data, the values that exceeded two standard deviations from the population's average
were not considered to take part of the analysis. In a normal probability distribution, 95% of population is contained within two standard deviations above and below the average. The remaining 5% were discarded from further analysis to avoid noisy data propagation. This is based on the Tchebysheff 's theorem (Kvanli et al, 2006) . was used to evaluate the regression model, resulting in the value of =0.72, which means the regression model is a fairly good approximation to the real behaviour of the system (the closer is to 0, the better the model). The calculations of mean squared errors can be found at section 8.
According to the developed model shown in equation 1, the lowest predicted Ra value is 0.339 µm at V=50 m/min, f=0.15 mm/rev, d=1.0 mm and r=0.8 mm. This is not a good estimate, since the measured Ra value for this set of parameters is 2.2 µm, which is far from the estimated value and is not the lowest measured value found in the experimental dataset. Therefore, it can be concluded that the regression model is good for prediction in general, but it is not suitable for finding optimal parameters. In this case the Levenberg-Marquardt back propagation algorithm (LMA) was used for the training purpose. The LMA interpolates between the Gauss-Newton algorithm (GNA) and the method of gradient descent. The LMA was chosen because it is more robust than the GNA, which means that in many cases it finds a solution even if it starts very far off the final minimum.
Artificial Neural Network
The stopping criterion for training was obtained when generalization stopped improving. This is indicated by an increase in the mean square error of the values selected for the validation process. Figure 4 shows the correlation plot between experimental and predicted data. As observed when analyzing Figure 4 , there is a good fit between the network's outputs and the target (measured) values. The maximum number of iterations was set as infinite, maximum function evaluations was 12000 and no time limit was specified. The function tolerance, the lowest significant improvement before the algorithm stops, was set to 1e-6. The number of stall iterations was set as 2000. In order to apply the SA method to a specific problem, the following parameters must be also specified: the annealing schedule temperature, the re-annealing interval, the temperature update function and the initial temperature (Kirkpatrick, S. et al , 1983). These parameters are given this nomenclature due to their analogy with the metal cooling process. The fast annealing function was used with a re-annealing interval of 100, exponential temperature update and initial temperature of 100. The SA algorithm must have an initial point from which the iterations are calculated. The closer this initial point is to the actual solution of the SA, the faster the convergence of the algorithm and the shortest the calculation time. Therefore, a good initial "guess" must be provided. In this work, the initial point was set as the best point found by the regression model. The upper and lower bounds are based on the upper and lower values of each of the four parameters used in this work: cutting speed, feed rate, depth of cut and tool nose radius. These points can be seen in Table 5 : The fitness function value and the correspondent set of parameters generated by the algorithm are in Table 6 . 
Conclusion
First, it is important to note that the solutions found by the algorithm cannot be called optimal, since this method is a metaheuristic, designed to find good, near optimal solutions, but not to guarantee an optimal fitness function value.
-A Multiple Linear Regression model for predicting Ra was developed. It yielded results with 0.72 precision in terms of Mean Squared Error when compared to the experimental data. This model can be useful for pre-diction where high precision is not needed as the formula is simple and a straight forward result can be obtained.
-An Artificial Neural Network model was created to predict Ra from a given set of parameters.
It was trained, tested and validated using experimental data. After many trials, a network with an accuracy of 98% was found with two hidden layers with five neurons each, which is an excellent result considering that there is variation of 15% on roughness under the same cutting conditions. The network's outputs are a good fit for the experimental results, and when compared in terms of mean squared error it outperforms the multiple linear regression model by a considerable margin.
-The proposed ANN was used as the fitness function in Simulated Annealing. The algorithm produced good and feasible results. 
