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Resumen
En este trabajo se estudian las propiedades de transporte de una molécula de bifenilo acoplada
a dos contactos, donde se aplica una aproximación de enlace fuerte (tigth-binding) para describir
el sistema y el acoplamiento con los electrodos. Los cálculos de las propiedades de transporte de la
molécula son analizados mediante técnicas en funciones de Green dentro de una renormalización
discreta del espacio. Se calcula y analiza la probabilidad de transmisión, la cual es la base para el
análisis de las otras propiedades estudiadas; la corriente, conductancia y potencia termoeléctrica,
son calculadas mediante el formalismo de Landauer, con el objetivo de observar propiedades
semi-conductoras en la molécula. Los resultados obtenidos muestran diferentes propiedades de
transporte para la molécula de bifenilo en función de las intensidades en los acoplamientos con
los electrodos, y las rotaciones en uno de los anillos de la molécula.
Índice general
Resumen.
INTRODUCCIÓN. I
I. MODELO DEL SISTEMA Y LA ECUACIÓN DINÁMICA
1. EL MODELO DEL SISTEMA Y LA ECUACIÓN DINÁMICA. 1
1.1. Representación Discreta del Espacio. . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Aplicación de Enlace Fuerte a una Molécula de Bifenilo. . . . . . . . . . . . . . . 4
1.3. Ecuación de Movimiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
II. SOBRE EL TRANSPORTE CUÁNTICO
2. TRANSPORTE A DIFERENCIAS DE POTENCIAL ELECTROQUÍMICO. 8
2.1. Sistema Con Un Contacto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2. Sistema Con Dos Contactos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1. Flujos de Corriente (Inﬂow/Outﬂow). . . . . . . . . . . . . . . . . . . . . 14
2.2.2. Probabilidad de Transmisión. . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3. Formula de Landauer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3. TRANSPORTE A DIFERENCIAS DE TEMPERATURA. 19
3.1. Coeﬁciente Seebeck ó Potencia Termoelectrica. . . . . . . . . . . . . . . . . . . . 19
3.1.1. Coeﬁciente Seebeck y la Probabilidad de Transmisión. . . . . . . . . . . . 20
III. APLICACIÓN DEL METODO
4. DECIMACIÓN Y EL CÁLCULO DE FUNCIONES DE GREEN. 24
4.1. Procedimiento de Decimación y Ecuaciones de Movimiento. . . . . . . . . . . . . 24
4.1.1. Renormalización de la Molécula de Bifenilo. . . . . . . . . . . . . . . . . . 24
4.1.2. Funciones de Green para el Sistema electrodo-molécula-electrodo. . . . . . 26
Índice general
IV. RESULTADOS Y CONCLUSIONES
5. PROPIEDADES DE TRANSPORTE EN LA MOLÉCULA BIFENILO. 29
5.1. Transmisión en la Molécula de Bifenilo. . . . . . . . . . . . . . . . . . . . . . . . 29
5.2. Corriente en la Molécula de Bifenilo. . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.3. Conductancia en la Molécula de Bifenilo. . . . . . . . . . . . . . . . . . . . . . . . 33
5.4. Coeﬁciente Seebeck en la Molécula de Bifenilo. . . . . . . . . . . . . . . . . . . . 34
6. CONCLUSIONES. 37
Bibliografía. 40
V. APÉNDICES
A. FUNCIONES WANNIER. 42
B. FUNCIONES DE GREEN INDEPENDIENTES DEL TIEMPO. 43
C. DENSIDAD DE ESTADOS. 48
D. TIEMPO DE VIDA EN LOS ESTADOS DEL SISTEMA. 52
E. POTENCIALES ELECTROQUÍMICO Y ELECTROSTÁTICO. 56
F. EXPANSIÓN DE SOMMERFELD. 58
Índice de figuras
1.1.1.Cadena monoatómica lineal con energías por sitio N . . . . . . . . . . . . . . . 4
1.2.1.Representación de una molécula de bifenilo unida a dos electrodos. . . . . . . . . 4
1.3.1.Representación gráﬁca de la ecuación de Dyson. . . . . . . . . . . . . . . . . . . 6
2.1.1.Sistema conectado y no conectado a un único electrodo. . . . . . . . . . . . . . . 9
2.2.1.Sistema conectado a dos electrodos con una diferencia de potenciales electroquí-
micos µR y µL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2.Flujos de corriente de electrodo a electrodo y corriente neta. . . . . . . . . . . . . 14
2.2.3.Diferencia entre los potenciales electroquímicos de los electrodos, comparados con
la energía de equilibrio µ¯. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1.Diferencia de temperatura entre los electrodos, comparadas con la temperatura de
equilibrio global T0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.1.1.Diagrama de una molécula de bifenilo sin contactos. . . . . . . . . . . . . . . . . 25
4.1.2.Molécula de bifenilo decimada. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.1.1.Probabilidad de transmisión a través de molécula de bifenilo con tres tipos de
acoplamiento electrodo-molécula-electrodo. . . . . . . . . . . . . . . . . . . . . . . 30
5.2.1.Energías de inyección del electrón para dos tipos de acoplamiento, débil Γ¯ = 0,1eV
y fuerte Γ¯ = 1eV y Γ¯ = 2eV , considerando diferentes ángulos de giro en uno de
los anillos de la molécula. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.2.2.Energía de inyección del electrón para temperaturas por debajo de la temperatura
ambiente. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.3.1.Conductancia de la molécula de bifenilo para Γ¯ = 1eV . . . . . . . . . . . . . . . 34
5.4.1.Coeﬁciente Seebeck de la molécula de bifenilo, para dos tipos de acoplamiento con
los electrodos. (a) Coeﬁciente Seebeck con T0 = 100K, (b) Coeﬁciente Seebeck
con T0 = 15K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.4.2.Coeﬁciente Sheebeck en función de la temperatura y la energía de inyección del
electrón. (a) Acoplamiento débil Γ¯ = 0,1eV . (b) Acoplamiento fuerte Γ¯ = 2eV . . . 36
INTRODUCCIÓN
El transporte cuántico ha despertado gran interés en las ultimas décadas debido a sus notorias
aplicaciones en nanotecnología, este hecho conlleva a un exhaustivo estudio de sistemas molecu-
lares (polímeros, ADN, compuestos aromáticos, entre otros) [15], para este caso se ha escogido
la molécula de un hidrocarburo aromático conocida como bifenilo, cuya formula molecular es
C12H10, posee un punto de fusión de 342,3K y un punto de ebullición de 528K. En su estado
liquido es usado como ﬂuido dieléctrico y agente para la transferencia de calor, en la actualidad
se busca que este tipo de moléculas y aglomerados de estas reemplacen sean componentes activos
en dispositivos electrónicos. Esta aplicación surge de la idea desarrollada e ilustrada por Aviram
y Ratner en 1974 [6].
Recientemente, con el avance de los métodos de medida como: la microscopia de escaneo
electroquímico, microscopia de escaneo por efecto túnel, microscopia de fuerza atómica, entre
otros, es posible hacer comprobaciones de predicciones teóricas de ﬂujos de corriente a través de
moléculas individuales o aglomerados de moléculas unidas a dos electrodos [710].
En este trabajo se estudian algunas propiedades de transporte de una molécula de bifenilo,
que hace de puente entre dos contactos unidimensionales, para lo cual es usado un modelo de
enlace fuerte que permite establecer el sistema molecular y las interacciones con los contactos.
Este modelo es adecuado como linea base de trabajo para estudiar las propiedades de transporte
electrónico a través de sistemas de puente molecular entre contactos [11,12].
Por la motivación de conocer las propiedades de transporte de la molécula de bifenilo, se
da respuesta teórica a una serie de preguntas planteadas, las cuales, para poderlas solucionar,
conducen al estudio de las teorías del transporte cuántico. Las primeras dos preguntas son:
¾como es la corriente en la molécula de bifenilo unida a dos electrodos planos unidimensionales?
y ¾como es la conductancia?, pensar en estas dos preguntas es pensar en el formalismo de
Landauer [13]. Landauer fue un pionero en la teoría de dispersión en transporte cuántico, para
aclarar el signiﬁcado de la conductancia eléctrica y su conexión con la función de transmisión.
La siguiente pregunta que surge es si al considerar un gradiente de temperatura ¾como puede
responder el transporte de carga en la molécula?, ésta pregunta conduce al estudio del coeﬁciente
Seebeck, del cual se obtiene información sobre el ﬂujo de carga y de energía en un sistema bajo
un gradiente de temperatura.
Los objetivos planteados para este trabajo consisten en establecer el Hamiltoniano de enlace
fuerte para describir el sistema electrodo-molécula-electrodo. Ésta aproximación se ha aplicado en
múltiples ocasiones para estudios en transporte cuántico [1416]. Lo siguiente a determinar, es la
I
probabilidad de transmisión de la molécula de bifenilo mediante el uso del formalismo de funciones
de Green y el calculo de la corriente y conductancia de la molécula con base en la probabilidad
de transmisión mediante el formalismo de Landauer [5,11,1722]. Como objetivo ﬁnal se plantea
determinar la potencia termoeléctrica o coeﬁciente Seebeck de la molécula de bifenilo [2325].
Todo lo anterior con el ﬁn de conocer algunas de las propiedades semi-conductoras de la molécula.
En el primer capítulo se explica en qué consiste el modelo de enlace fuerte para luego describir
el sistema electrodo-molécula-electrodo. Se determina la ecuación de Dyson, donde se interpreta
su signiﬁcado físico, ésta ecuación conlleva a la aplicación de un método que renormaliza el
sistema y entrega una cadena lineal del sistema original, este método conocido como método de
decimación [26,27], es aplicado en el cálculo de la estructura de sistemas puros y desordenados.
En el segundo capítulo se deduce formalmente la ecuación de Landauer, para lo cual se parte de
la descripción de un sistema unido a un electrodo. Con base en lo anterior se realiza la descripción
de un sistema cualquiera unido a dos electrodos; todo el formalismo en el segundo capítulo se
considera bajo una diferencia de potencial electrostático y en equilibrio térmico. En el tercer
capítulo se consideran los efectos producidos por un gradiente de temperatura en donde se hace
uso de la formula de Landauer para determinar el transporte ocasionado por la diferencias de
temperatura de los electrodos, lo cual se explica con el llamado Coeﬁciente Seebeck . En el
cuarto capítulo se explica el método de decimación aplicado para calcular las funciones de Green
que representan el movimiento del electrón en el orbital de conducción de los átomos de carbono
de la molécula bifenilo. Finalmente en el quinto capítulo se presentan y analizan los resultados
analíticos y numéricos de las propiedades de transporte en la molécula de bifenilo.
II
Parte I.
MODELO DEL SISTEMA Y LA
ECUACIÓN DINÁMICA
CAPÍTULO1
EL MODELO DEL SISTEMA Y LA ECUACIO´N DINA´MICA.
Introducción al capítulo. En este capítulo se expone el modelo de enlace fuerte aplicado a
una molécula de bifenilo entre dos electrodos. El modelo de enlace fuerte es uno de los méto-
dos estándar para solucionar problemas en los cuales se presentan potenciales periódicos. Éste
método es conocido en la teoría de movimiento electrónico en la física del estado solido como:
combinación lineal de orbitales atómicos o por sus siglas en ingles LCAO (linear combination of
atomic orbitals), enlace fuerte TB (tight-binding) o simplemente método de Bloch [28]. Además
de lo anterior, con la ecuación de Dyson, se representa el movimiento de la partícula con las
interacciones consideradas.
1.1. Representación Discreta del Espacio.
El método de enlace fuerte se deﬁne como una combinación lineal de orbitales atómicos loca-
lizada en los átomos de un solido, donde los coeﬁcientes representan las amplitudes de la onda
plana exp (ik·R) en las varias posiciones de R de átomos localizados. Con la aproximación de
enlace fuerte se puede representar el espacio de forma discreta, así se tiene un orbital atómico de
la forma φn (r−Rl) localizado en un átomo en el vector posición Rl y con un número cuántico
de banda n, el cual representa el enesimo nivel de energía atómico. Dicha combinación puede ser
representada por:
Bn,k (r) =
1√
N
∑
l
exp (ik ·Rl)φn (r−Rl) (1.1.1)
La suma se extiende sobre las posiciones de los átomos en equivalentes posiciones, en todas
las celdas unidad del material. La expresión (1.1.1) es llamada suma Bloch, porque produce una
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función que satisface la condición de Bloch para el vector de onda k, donde se cumple que:
√
NBn,k (r+R0) =
∑
l
exp (ik ·Rl)φn (r+R0 −Rl)
=
∑
l
exp (ik ·Rl)φn (r− (Rl −R0))
=
∑
l
exp
(
ik · (R′l +R0))φn (r−R′l)
= exp (ik ·R0)
∑
l
exp
(
ik ·R′l
)
φn
(
r−R′l
)
Así resulta:
Bn,k (r+R0) = exp (ik ·R0)Bn,k (r) , (1.1.2)
donde se ha cambiado R→ R′ = R−R0 y R0 es un vector de red.
En los solidos, los estados atómicos (s, p o d) se mezclan uno con otro, debido a la superposición
de los orbitales atómicos en átomos vecinos dentro de la región de valencia, por tanto, la función
de onda de valencia en el sólido, es alguna de las funciones atómicas con las cantidades reales,
determinadas por la solución de la ecuación de Schrödinger.
Se van a expresar las funciones de onda de electrones en el sólido, como una cantidad bn,k de
cada una de las sumas de Bloch, de la forma:
ψk (r) =
∑
n
bn (k)Bn,k (r) , (1.1.3)
donde el coeﬁciente bn son las amplitudes de cada una de los estados de Bloch Bn, en la función
de onda de la partícula que se mueve en el sólido. Las sumas de Bloch llegan a ser las funciones
base, en las cuales se expresan las funciones de onda de los electrones.
Para encontrar las funciones de onda, se necesita que estas sean soluciones de la ecuación de
Schrödinger. Con la notación de Dirak; se deﬁne |n〉 ≡ Bn, y asumiendo que |n〉 son funciones
ortonormales, lo cual cumple que 〈n |β〉 = δnβ , entonces, se puede escribir el Hamiltoniano de
enlace fuerte en el espacio de Hilbert formado por Bn,k como:
Hˆ =
∑
n
(n + eϕn) |n〉 〈n|+
∑
n,β
vn,β |n〉 〈β|+
∑
nβ,λγ
Vnβ,λγ |n〉 |β〉 〈λ| 〈γ|+ · · · (1.1.4)
donde el primer término en el Hamiltoniano describe los estados localizados con energías n
y ϕn, es el potencial electrostático; el segundo término es conocido como el acoplamiento tight-
binding y determina el salto entre primeros vecinos, vn,β representa los elementos matriciales de
la energía entre los vecinos más cercanos; el tercer termino es una interacción entre dos partículas
en conducción, y los siguientes términos aparecen en caso de considerar más interacciones.
El uso de éste Hamltoniano se desarrolló como un método aproximado, en el que las funciones
de onda de átomos aislados son tomadas como una base de funciones Bn,k (r), las cuales pueden
formar una base usando las funciones de Wanier (Ver Apéndice A); no hay que descartar que
también se puede formar una base con cualquier otro grupo de funciones arbitrarias.
El modelo de enlace fuerte es razonable únicamente cuando los estados locales pueden ser
ortogonalizados, sin embargo, el método resulta ser de particular importancia para describir
moléculas pequeñas, cuando los orbitales atómicos forman la base.
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En el sentido matemático, el modelo de enlace fuerte es una versión discreta de la ecuación de
Schrödinger, por lo cual es usado frecuentemente en cálculos numéricos.
Se asume, que no hay interacción entre lo electrones de conducción, lo cual supone que solo
hay una partícula en conducción y se ignoran las interacciones de potencial electrostático en los
estados n. Solo el primer término de (1.1.4) se mantiene junto con el termino de enlace fuerte,
de esta forma el Hamiltoniano se reduce a:
Hˆ =
∑
n
n |n〉 〈n|+
∑
n6=β
vnβ |n〉 〈β| , (1.1.5)
éste es un Hamiltoniano para una única partícula que pasa de un estado n a un estado β. Para
resolver el problema de una sola partícula, es conveniente introducir una nueva representación,
donde los coeﬁcientes bn en la expansión (1.1.3), son las componentes de un vector función de
onda, dado por:
{Ψ} =

b1
b2
b3
...
bN
 (1.1.6)
Estas componentes son obtenidas de la ecuación matricial de Schrödinger:
[H] {Ψ} = E {Ψ} , (1.1.7)
donde los elementos matriciales para el Hamiltoniano de la partícula están dados por:
Hnβ = 〈n| Hˆ |β〉 =
ˆ
ψ∗n (r) Hˆψβ (r) dr (1.1.8)
Éste Hamiltoniano es aplicado en algunos ejemplos muy comunes como: un único punto cuánti-
co, donde la base está formada por los estados propios de éste, y su correspondiente Hamiltoniano
de enlace fuerte es diagonal y está dado por:
[H] =

1 0 0 · · · 0
0 2 0 · · · 0
0 0
. . . . . .
...
...
...
. . . N−1 0
0 0 · · · 0 N
 (1.1.9)
Otro ejemplo se observa en la Figura 1.1.1, en donde una cadena lineal se conforma por sitios
acoplados entre primeros vecinos, el Hamiltoniano de éste sistema tendrá la forma:
[H] =

1 v 0 · · · 0
v 2 v · · · 0
0 v
. . . . . .
...
...
...
. . . N−1 v
0 0 · · · v N
 (1.1.10)
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Figura 1.1.1.: Cadena monoatómica lineal con energías por sitio N
La expresión (1.1.5), puede escribirse en términos de los operadores escalera al aplicar segunda
cuantización, así el Hamiltoniano se escribe como:
Hˆ =
∑
n
ncˆ
†
ncˆn +
∑
n6=β
vnβ cˆ
†
ncˆβ, (1.1.11)
donde los operadores escalera cˆ† y cˆ crean y destruyen un electrón en el sitio n o en el sitio
β. La forma del Hamiltoniano (1.1.11) se utiliza, para el análisis del sistema molecular dado en
éste trabajo.
1.2. Aplicación de Enlace Fuerte a una Molécula de Bifenilo.
El modelo de enlace fuerte juega un papel importante en la descripción de un electrón no
interactuante, que se mueve a través de un sistema molecular tal como el bifenilo (Ver: Figura
1.2.1). Dicha molécula es el sistema de estudio y se describe mediante el Hamiltoniano tight-
bindig dado por:
Hˆ = Hˆmol + Hˆe + Hˆa, (1.2.1)
donde el primer termino corresponde al Hamiltoniano de la molécula de bifenilo; bajo la apro-
ximación a primeros vecinos el Hamiltoniano Hˆmol puede escribirse como:
Hˆmol =
∑
i
cˆ†i cˆi +
∑
i
v
[
cˆ†i+1cˆi + cˆ
†
i cˆi+1
]
+
∑
i
cˆ†j cˆj +
∑
j
v
[
cˆ†j+1cˆj + cˆ
†
j cˆj+1
]
+ t
[
cˆ†4cˆ7 + cˆ
†
7cˆ4
]
. (1.2.2)
Los índices i y j son usados para describir los sitios de los dos anillos que conforman la
molécula a la izquierda y a la derecha respectivamente,  denota la energía del sitio i o j y v
es el acoplamiento entre los sitios moleculares; cˆ†i
(
cˆ†j
)
y cˆi (cˆj) son los operadores creación y
destrucción del electrón en el sitio i y en el sitio j, respectivamente. Los últimos dos términos de
la expresión (1.2.2), describen el acoplamiento entre los dos anillos moleculares.
Figura 1.2.1.: Representación de una molécula de bifenilo unida a dos electrodos.
El potencial t que une los dos anillos de la molécula está determinado por t = v cos2 (ϕ),
éste valor se ha predicho tanto teórica como experimentalmente para un conjunto de moléculas
aromáticas, entre ellas el bifenilo [29, 30].
El segundo y tercer termino Hˆe y Hˆa son los Hamiltonianos que describen los electrodos uni-
dimensionales y el acoplamiento de estos con la molécula respectivamente, y están dados por:
Hˆe = HˆR + HˆL
4
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Hˆe =
∑
nR
nR dˆ
†
nR
dˆnR +
∑
nL
nL dˆ
†
nL
dˆnL (1.2.3)
y
Hˆa = HˆR,mol + HˆL,mol
Hˆa =
∑
nR
ΓRdˆ
†
nR
cˆ1 +
∑
nL
ΓLdˆ
†
nL
cˆN + h.c. (1.2.4)
Los operadores dˆ†nR
(
dˆnR
)
y dˆ†nL
(
dˆnL
)
son los operadores escalera para un electrón en un
estado nR y nL respectivamente, con energía nR y nL ; ΓR y ΓL son las energías de acoplamiento
a cada lado de la molécula con los electrodos. Estas energías tienen una forma matricial y es
conocida como matriz de ensanchamiento (el nombre es debido a que cuando el sistema es
conectado a un electrodo, los niveles de energía en el sistema sufren un ensanchamiento, este
fenómeno se explica más adelante).
1.3. Ecuación de Movimiento.
Para analizar el comportamiento electrónico del sistema molecular teniendo en cuenta el Ha-
miltoniano tight-binding, se debe establecer la ecuación de movimiento. Para este propósito se
utiliza el formalismo de las funciones de Green partiendo de la relación:
G =
1
E −H , (1.3.1)
donde G es la función de Green de la partícula y H el Hamiltoniano del sistema. Las compo-
nentes matriciales de la función de Green son dadas por:
Gij = 〈i|G |j〉 , (1.3.2)
de (1.3.1) se obtiene la expresión:
〈i|G (E −H) |j〉 = δij . (1.3.3)
Al aplicar la relación de completes en la expresión anterior se obtiene:
∑
k
〈i|G |k〉 〈k| (E −H) |j〉 = δij∑
k
Gik (Eδkj −Hkj) = δij . (1.3.4)
Por simplicidad se utiliza el Hamiltoniano (1.1.5) en (1.3.4), así se obtienen los elementos
matriciales de Hkj dados por:
Hkj =
∑
n
nδknδnj +
∑
n,β
vnβδknδβj ,
Hkj = kδkj + vkj . (1.3.5)
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Reemplazando (1.3.5) en (1.3.4) obtenemos:
(E − j)Gij = δij +
∑
k
vkjGik. (1.3.6)
El segundo término de la expresión anterior, muestra la interacción de la partícula a primeros
vecinos, que para el caso del Hamiltoniano (1.1.5), representa es el término de salto del electrón
a uno de los dos posibles sitios i, j, por lo anterior la expresión (1.3.6) puede ser escrita como:
Gij = G0δij +G0
∑
k
vkjGik
Gij = G0δij +G0vjj−1Gij−1 +G0vjj+1Gij+1. (1.3.7)
Se generaliza ésta ecuación introduciendo un término, en el cual se asumen todos los posibles
efectos de las interacciones en la dinámica de el sistema. A ésta cantidad se le llama auto energía
irreducible y es representada como Σ (G), la cual es función de la energía E. Con este termino
la ecuación (1.3.7) se puede escribir de la forma:
G = G0 +G0ΣG (1.3.8)
La ecuación (1.3.8) es conocida como la ecuación de Dyson (ecuación de movimiento), donde
la auto-energía irreducible puede ser escrita para nuestro sistema como Σ = ΣL + ΣR; ΣL es
la auto-energía irreducible debida a todas las interacciones producidas por el electrodo de la
izquierda y las interacciones con el respectivo anillo; ΣR es la auto-energía debida a todas las
interacciones producidas por el electrodo de la derecha y el anillo respectivo:
G = G0 +G (ΣL + ΣR)G0. (1.3.9)
Figura 1.3.1.: Representación gráﬁca de la ecuación de Dyson.
La ecuación de Dyson puede ser representada gráﬁcamente con la ayuda de los diagramas
de Feynman, tal como se ve en la Figura 1.3.1; así, el propagador perturbado G está dado
por un propagador no perturbado, más el propagador perturbado conectado a una auto-energía
irreducible y la auto-energía conectada a un propagador no perturbado G0. De esta forma el
término irreducible hace referencia a un diagrama que no conecta dos o más propagadores no
perturbados, es decir, que una auto-energía irreducible no permite desdoblarse en términos de
propagadores G0 [31, 32].
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Parte II.
SOBRE EL TRANSPORTE CUÁNTICO
CAPÍTULO2
TRANSPORTE A DIFERENCIAS DE POTENCIAL
ELECTROQUI´MICO.
Introducción al capítulo. En este capítulo se representa el sistema nanoscopico mediante la
función de Geen asociada, con la cual se evalúa la función espectral que proporciona informa-
ción de las densidades de estado del sistema. Con base en lo anterior, se calculan los ﬂujos de
carga procedentes de cada uno de los electrodos, deduciendo así la formula de Landauer y la
probabilidad de transmisión en términos de las funciones de Green y las energías de contacto
electrodo-molécula-electrodo.
2.1. Sistema Con Un Contacto.
Con el ﬁn de encontrar una expresión que determine los efectos en un sistema conductor
producidos por un electrodo, tal como se muestra lo muestra la Figura 2.1.1a, se asocia una
función de onda a los electrones en el electrodo dada por {Θe} (donde el subíndice e hace
referencia a el electrodo). Ésta función de onda obedece a la ecuación de Schrödinger para el
contacto aislado y se puede escribir en forma matricial como:
[EIe −He] {Θe} = {0} , (2.1.1)
con [He] es el Hamiltoniano del electrodo y [Ie] es una matriz identidad, del mismo orden que
la matriz del Hamiltoniano del electrodo. La ecuación anterior puede modiﬁcase, de la forma:
[EIe −He + iη] {Θe} = {Se} , (2.1.2)
donde [η] = 0+ [Ie] es una matriz inﬁnitesimal veces la matriz identidad, i [η] {Θe} representa
una extracción de electrones, mientras el termino {Se} corresponde a funciones de onda pertene-
cientes a electrones reinyectados desde una fuente externa al electrodo1; E representa la energía
de inyección de los electrones que se mueven a través del sistema, donde la ecuación Schrödinger
asegura que las funciones {Θe} son esencialmente las funciones propias de [He].
1La extracción y reinyección de electrones, asegura que el potencial electroquímico permanezca constante.
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(a) (b)
Figura 2.1.1.: Sistema conectado y no conectado a un único electrodo.
Cuando el sistema es acoplado a un electrodo (Ver: Figura 2.1.1b), aparecen nuevos términos
en la ecuación de Schrödinger. Las funciones de onda en el electrodo se desbordan para ocupar
los estados desocupados en el sistema y pasan a ser funciones de onda {ψ} pertenecientes al
sistema. Ésta interacción de las funciones {Θe} con el sistema, induce una dispersión de nuevas
funciones, las cuales son llamadas {χ}. El resultado de la interacción es una función de onda
{Θe} + {χ} y está función también debe satisfacer la ecuación de Schrödinger para el sistema
acoplado al electrodo, la cual se puede escribir de la forma:(
EIe −He + iη −H+a
−Ha EIs −Hs
){
Θe + χ
ψ
}
=
{
Se
0
}
, (2.1.3)
donde [Ha] es el Hamiltoniano del acoplamiento y [He] el Hamiltoniano del electrodo.
Se reemplaza (2.1.2) en (2.1.3), con el ﬁn de eliminar {Se}. De ésta forma se obtiene:
[EIe −He + iη] {χ} −
[
H+a
] {ψ} = {0} (2.1.4)
[EIs −Hs] {ψ} − [Ha] {χ} = [Ha] {Θe} . (2.1.5)
De (2.1.4) podemos expresar las funciones de onda dispersadas en términos de las funciones
de onda del sistema tal que:
{χ} = Ge
[
H+a
] {ψ} ,
donde Ge = [EIe −He + iη]−1 es la función de Green del electrodo. Reemplazando {χ} en
(2.1.5), se obtiene:
[EIs −Hs] {ψ} − [Ha]Ge
[
H+a
] {ψ} = [Ha] {Θe}
[EIs −Hs − Σ] {ψ} = {S} , (2.1.6)
donde Σ ≡ HaGeH+a y S ≡ HaΘe. {S} es un termino que representa la excitación del sistema
debido a las funciones de onda del electrodo. Σ es la auto-energía y tiene valores complejos, en
donde su parte real proporciona una corrección al Hamiltoniano, y su parte imaginaria propor-
ciona un ensanchamiento en los niveles de energía (Ver: Apéndice C) y otorga a los estados del
sistema tiempos de vida ﬁnitos (Ver: Apéndice D).
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Función de Green Total.
Se puede escribir una función de green total, que contenga la función de Green del electrodo y
del sistema, junto con las funciones de Green que representan la unión entre sistema y elctrodo,
la cual está dada por:
Gtot =
(
Gs Gse
Ges Ge
)
,
donde la función de Green total Gtot es:
Gtot =
(
Gss Gse
Ges Gee
)
=
(
(E + i0+) Is −Hs −Ha
−H+a (E + i0+) Ie −He
)−1
. (2.1.7)
Haciendo uso de álgebra matricial se puede escribir la matriz identidad como:(
(E + i0+) Is −Hs −Ha
−H+a (E + i0+) Ie −He
)(
Gss Gse
Ges Gee
)
=
(
I 0
0 I
)
,
donde es fácil ver: [(
E + i0+
)
Is −Hs
]
Gss −HaGes = I (2.1.8)
y
− [H+a ]Gss + [(E + i0+) Ie −He]Ges = 0. (2.1.9)
El elemento matricial Gss, de Gtot, pertenece a la función de Green para el sistema en contacto
con el electrodo. De las expresiones (2.1.8) y (2.1.9) se puede obtener Gss, por lo cual:[(
E + i0+
)
Is −Hs −HaGeH+a
]−1
= Gss,
donde HaGeH+a es la auto-energía Σ debida a las interacciones con el electrodo.
Matriz de Ensanchamiento.
Se considera un sistema originalmente con un nivel de energía , que al conectarse a un elec-
trodo aparecen interacciones que son representadas en la auto-energía. De forma general (Ver:
Apéndice C), la auto-energía es una matriz, y en términos de ésta se puede deﬁnir una matriz de
ensanchamiento o energía de acoplamiento con la componente anti-hermitica de la auto-energía,
de la forma:
Γ (E) = i
[
Σ (E)− Σ+ (E)] , (2.1.10)
ésta componente de la auto-energía es responsable por el ensanchamiento del nivel de energía
en el sistema, mientras que la componente hermítica ΣH (E) = 12 [Σ + Σ
+], puede ser vista como
la corrección del Hamiltoniano [Hs].
Se puede escribir el Hamiltoniano del sistema junto con la auto energía de la forma:
Hs + Σ (E) = [Hs + ΣH (E)]− iΓ (E)
2
.
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2.2. Sistema Con Dos Contactos.
Se realiza un acercamiento a una situación mas real en el transporte cuántico, para lo cual
es considerado un sistema conectado a dos electrodos, sin embargo se asume un transporte de
carga coherente2 a través del sistema, además de lo anterior se considera que ambos electrodos se
encuentran en equilibrio local, manteniendo así dos valores diferentes de potencial electroquímico,
pero constantes localmente.
Los electrones en los electrodos ocupan los estados según la función de distribución de Fermi,
dada por:
fR (E) =
1
exp
(
1
kBT0
(E − µR)
)
+ 1
(2.2.1)
fL (E) =
1
exp
(
1
kBT0
(E − µL)
)
+ 1
. (2.2.2)
Al aplicar un voltaje V de la forma µR − µL = −eV , donde e es la carga del electrón y µL(R)
los potenciales electroquímicos de los electrodos. El electrodo de la derecha tiende a hacer que
los electrones ocupen el mismo nivel de estados que fR y el electrodo a la izquierda a que los
electrones ocupen el mismo nivel de estados que fL; para lograr esto un electrodo bombardea el
sistema con electrones mientras que el otro absorbe electrones, éste proceso ocurre porque ambos
electrodos buscan el equilibrio con el sistema. En el proceso una corriente I ﬂuye en el circuito
externo.
Figura 2.2.1.: Sistema conectado a dos electrodos con una diferencia de potenciales electroquí-
micos µR y µL.
Al igual que en la Sección 2.1 se asume inicialmente dos electrodos desacoplados del sistema,
así las ecuaciones de Schrödinger para cada electrodo son:
[EIR −HR + iη] {ΘeR} = {SeR} (2.2.3)
[EIL −HL + iη] {ΘeL} = {SeL} , (2.2.4)
donde HR y HL son los Hamiltonianos de los electrodos a la derecha y a la izquierda del
sistema respectivamente, SeR y SeL son las funciones de onda de los electrones inyectados a los
contactos.
2Considerar un trasporte coherente implica suponer que los electrones en conducción conservan su energía así
exista dispersión de estos en la red.
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Al conectar ambos contactos al sistema (Ver: Figura 2.2.1), la ecuación de Schrödinger puede
escribirse de la forma:EIR −HR + iη −H+aR 0−HaR EIs −Hs −HaL
0 −H+aL EIL −HL + iη

ΘR
ψ
ΘL
 =

SeR
0
SeL
 , (2.2.5)
donde {ΘR} ≡ {ΘeR + χR} y {ΘL} ≡ {ΘeL + χL}, con χR y χL las funciones de onda disper-
sadas al memento de unirse el sistema con los contactos. De (2.2.5) se obtiene:
[EIR −HR + iη] {ΘeR + χR} −
[
H+aR
] {ψ} = {SeR} (2.2.6)
[HaR ] {ΘeR + χR}+ [EIs −Hs] {ψ} − [HaL ] {ΘeL + χL} = {0} (2.2.7)
− [H+aL] {ψ}+ [EIL −HL + iη] {ΘeL + χL} = {SeL} . (2.2.8)
La expresiones (2.2.3) y (2.2.4) son utilizadas para eliminar SeR y SeL de (2.2.6) y (2.2.8),
dejamos las funciones de onda dispersadas χL y χR en términos de las funciones de onda de los
electrones en el sistema ψ, de ésta forma se obtiene:
{χR} = GR
[
H+aR
] {ψ} (2.2.9)
{χL} = GL
[
H+aL
] {ψ} . (2.2.10)
Ahora se reemplaza (2.2.9) y (2.2.10) en (2.2.7) para obtener:[
EIs −Hs −HaRGRH+aR −HaLGLH+aL
] {ψ} = {SR}+ {SL}
[EIs −Hs − ΣR − ΣL] {ψ} = {S} (2.2.11)
La excitación de los electrones en el sistema con dos contactos ocasionada por el acoplamiento
electrodo-sistema-electrodo, se encuentra dada por:
{S} = [HaR ] {ΘeR}+ [HaL ] {ΘeL} , (2.2.12)
con auto-energías dadas por:
ΣR = HaRGRH
+
aR
(2.2.13)
ΣL = HaLGLH
+
aL
(2.2.14)
Haciendo uso de la matriz de ensanchamiento (2.1.10), se obtiene:
ΓR = i
[
ΣR − Σ+R
]
= HaRARH
+
AR
(2.2.15)
ΓL = i
[
ΣL − Σ+L
]
= HaLALH
+
AL
, (2.2.16)
con AR y AL funciones espectrales para los electrodos aislados (Ver: Apéndice B y Apéndice
C para una explicación sobre densidades locales de estados y función espectral). Con el ﬁn de
deﬁnir la matriz densidad para el sistema y los electrodos, se introduce la función de Green:
G ≡ [EIs −Hs − ΣR − ΣL]−1. Así la matriz densidad (C.0.7), se encuentra al calcular el modulo
al cuadrado de la función de onda en el sistema ψψ+ → ψ = GS, el cual está dado por:
{ψ} {ψ}+ = G {S} {S}+G+ (2.2.17)
= G ([HaR ] {ΘeR}+ [HaL ] {ΘeL})
× ({ΘeR}+ [H+aR]+ {ΘeL}+ [H+aL])G+. (2.2.18)
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Se observa que el modulo al cuadrado de las funciones de onda en el sistema, está conformado
por cuatro términos, donde los términos cruzados son cero ya que las funciones {ΘeR} y {ΘeL}
son ortogonales. Por lo anterior se obtiene:
{ψ} {ψ}+ = G [HaR ] {ΘeR} {ΘeR}+
[
H+aR
]
G+
+ G [HaL ] {ΘeL} {ΘeL}+
[
H+aL
]
G+ (2.2.19)
{ψ} {ψ}+ = {ψR} {ψR}+ + {ψL} {ψL}+ , (2.2.20)
por lo cual la matriz densidad se puede ver de la forma:
[ρ] = [ρR] + [ρL] , (2.2.21)
donde [ρR] y [ρL] son las matrices densidad correspondientes a los sectores del sistema que
interactúan con el electrodo de la derecha y de la izquierda del sistema. Por lo anterior la matriz
densidad tiene la forma:
[ρ] =
∑
n
fR (n − µR) {ψn} {ψn}+
∑
n′
fL (n′ − µL) {ψn′} {ψn′} .
Se hace uso de la función de distribución delta para obtener:
[ρ] =
ˆ
dEfR (E − µR)
∑
n
δ (E − n) {ψn} {ψn}+ +
ˆ
dEfL (E − µL)
∑
n′
δ (E − n′) {ψn′} {ψn′}+ ,
al reemplazar el producto de las funciones de onda en (2.2.19), se obtiene:
[ρ] =
ˆ
dEfR (E − µR)
∑
n
δ (E − n)G [HaR ] {ΘeR} {ΘeR}+
[
H+aR
]
G+
+
ˆ
dEfL (E − µL)
∑
n′
δ (E − n′)G [HaL ] {ΘeL} {ΘeL}+
[
H+aL
]
G+ = · · ·
Al multiplicar y dividir la expresión anterior por 2pi, se obtiene la matriz densidad en términos
de la función espectral, por lo cual:
· · · =
ˆ
dE
2pi
{[
GHaRARH
+
aR
G+
]
fR +
[
GHaLALH
+
aL
G+
]
fL
}
,
con (2.2.15) y (2.2.16) la matriz densidad se puede escribir en términos de las matrices de
ensanchamiento ΓR y ΓL de la forma:
[ρ] =
ˆ
dE
2pi
{[
GΓRG
+
]
fR +
[
GΓLG
+
]
fL
}
, (2.2.22)
donde el termino entre corchetes es la versión matricial de la densidad de electrones por unidad
de energía [D] = [GΓRG+] fR+[GΓLG+] fL, en consecuencia, se puede escribir [D] como la suma
de las densidades de electrones por unidad de energía del sistema ocasionadas por los contactos
así:
[D] = [DR] + [DL] ,
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por lo anterior la matriz densidad se puede expresar como:
[ρ] =
ˆ
dE
2pi
[D]. (2.2.23)
El termino GΓRG+ en (2.2.22) es la densidad de estados en el sistema debido a la unión con
el electrodo de la derecha y el termino GΓLG+ es la densidad de estados en el sistema debido a
la unión con el electrodo de la izquierda, estos estados serán ocupados según fR y fL respectiva-
mente. La densidad de electrones por unidad de energía, puede ser representada en términos de
la función espectral haciendo uso de (C.0.12) junto con G ≡ [EIs −Hs − ΣR − ΣL]−1, (2.2.13)
y (2.2.14); de éste modo, AR = GΓRG+ y AL = GΓLG+ y la densidad de electrones queda
determinada por:
[D] = [AR] fR + [AL] fL.
2.2.1. Flujos de Corriente (Inflow/Outflow).
El ﬂujo de corriente se calcula con el sistema conectado a los dos contactos y se determinan
los ﬂujos de corriente ocasionados por los mismos, para luego encontrar una corriente neta en el
sistema. La ecuación (2.2.5) en el dominio temporal está dada por:
i~
d
dt

ΘR
ψ
ΘL
 =
HR − iη H+aR 0HaR Hs HaL
0 H+aL HL − iη

ΘR
ψ
ΘL
 .
Al hacer ψ → ψψ+ = GSS+G+ se obtienen términos cruzados los cuales son cero debido a la
ortogonalidad.
Figura 2.2.2.: Flujos de corriente de electrodo a electrodo y corriente neta.
En la Figura 2.2.2 se observan los ﬂujos de corriente ocasionados por los contactos y una
corriente neta I; esta corriente es producida por la diferencia de los potenciales electroquímicos
de los electrodos y es dibujada en dirección contraria al ﬂujo de electrones, ya que la carga del
electrón es negativa. El electrodo de la derecha tiende a llenar los estados del sistema hasta un
nivel de energía µR con el ﬁn de buscar el equilibrio con el sistema, por esta razón, este electrodo
bombardea de electrones al sistema y al mismo tiempo el electrodo de la izquierda tiende a
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desocupar los estados de energía del sistema hasta el nivel de energía µL. En el proceso se genera
una corriente neta I en un circuito externo.
Con base en la explicación anterior se le da signiﬁcado al termino Tr
[
ΓRD
~
]
en donde los
electrones ubicados inicialmente en estados con una energía µR escapan del contacto y se ubican
en los estados del sistema con un tiempo de vida dado por ΓR~ (Ver: Apéndice D) y determinados
por un factor de ocupaciónD o densidad de electrones por unidad de energía. El ﬂujo Tr
[
ΓRA
~
]
fR,
puede ser interpretado como la fracción de electrones dispersados por la interacción con el sistema,
estos electrones dispersados tienden a retornar al electrodo y ubicarse nuevamente en estados con
nivel de energía µR, donde estos estados presentan una densidad continua o función espectral A
y serán ocupados por medio de una función de distribución fR. Ocurre exactamente lo mismo
con el otro electrodo.
El objetivo es buscar los ﬂujos de corriente para cada electrodo conocidos en la literatura como
(inﬂow y outﬂow) y calcular la corriente neta del sistema.
Flujo de Corriente en el Sistema Debido al Contacto de la Derecha.
La expresión (2.1.3) puede ser escrita de la forma:
E
{
ψ
ΘR
}
=
(
Hs HaR
H+aR HR − iη
){
ψ
ΘR
}
,
donde la versión dependiente del tiempo de la ecuación anterior, está dada por:
i~
d
dt
{
ψ
ΘR
}
=
(
Hs HaR
H+aR HR − iη
){
ψ
ΘR
}
,
de la cual se puede obtener:
i~
d
dt
{ψ} = [Hs] {ψ}+ [HaR ] {ΘR} . (2.2.24)
Para calcular la corriente en el sistema se necesita conocer la variación temporal de la matriz
densidad, representada por:
d
dt
[ρR] =
∑
n
fR (n − µR) d
dt
{ψ} {ψ}+ , (2.2.25)
haciendo uso de (2.2.24), se calcula ddt {ψ} {ψ}+ y se obtiene:
i~
d
dt
{ψ} {ψ}+ = {ψ}+ ([Hs] {ψ}+ [HaR ] {ΘR})−
({ψ}+ [Hs] + {ΘR}+ [H+aR]) {ψ} .
El producto ψ+ψ es un número, por lo cual la traza es irrelevante. De la expresión anterior se
obtiene:
d
dt
{ψ} {ψ}+ = Tr
[
ψ+HaRΘR −Θ+RH+aRψ
]
i~
(2.2.26)
Al remplazar ΘR = ΘeR + χR, se tiene:
d
dt
{ψ} {ψ}+ = Tr
[
ψ+HaRΘeR −Θ+eRH+aRψ
]
i~
− Tr
[
χ+RH
+
aR
ψ − ψ+HaRχR
]
i~
, (2.2.27)
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donde el primer termino es el ﬂujo de entrada de electrones (inﬂow) y el segundo termino es
el de salida de electrones (outﬂow) al electrodo. Al reemplazar la relación ψ = GS en el ﬂujo
de entrada, donde S = SR + SL, con SR(L) = HaR(L)ΘeR(L) y G = [EIs −Hs − ΣR − ΣL]−1 se
obtiene una expresión en términos de la función espectral A y SR. Para el caso del ﬂujo de salida
se usan las relaciones (2.2.9) y (2.2.13), para obtener una expresión en términos de la matriz de
ensanchamiento ΓR y las funciones de onda ψ. Así la expresión (2.2.27) queda expresada como:
d
dt
{ψ} {ψ}+ = Tr
[
SRS
+
RA
]
~
− Tr [ψψ
+ΓR]
~
. (2.2.28)
Se reemplaza la expresión (2.2.28) en (2.2.25), para obtener el ﬂujo neto de carga procedente
del electrodo de la derecha, así:
d
dt
[ρR] = IR =
1
~
ˆ
dE
2pi
fRTr [ΓRA]− 1~
ˆ
dE
2pi
Tr [DΓR] ,
donde D = ARfR, lo cual indica que electrodos se encuentran en equilibrio local y ΓR =
HaRARH
+
aR
, por consiguiente la corriente es:
IR =
1
~
ˆ
dE
2pi
I˜R (E) . (2.2.29)
Se observa que, la suma sobre todos los estados determina una corriente IR, donde I˜R =
fRTr [ΓRA]− Tr [DΓR] .
Flujo de Corriente en el Sistema Debido al Contacto de la Izquierda.
Para determinar estos ﬂujos de corriente, se escribe la ecuación de Scrhödinger para el contacto
de la izquierda conectado al sistema, así:
i~
d
dt
{
ψ
ΘL
}
=
(
Hs HaL
H+aL HL − iη
){
ψ
ΘL
}
,
en consecuencia la matriz densidad está determinada por:
d
dt
[ρL] =
∑
n′
fR (n′ − µL) d
dt
{ψ} {ψ}+ ,
donde la derivada temporal de ψ+ψ, está dada por:
d
dt
{ψ} {ψ}+ = Tr
[
ψ+HaLΘeL −Θ+eLH+aLψ
]
i~
− Tr
[
χ+LH
+
aL
ψ − ψ+HaLχL
]
i~
,
donde el primer termino es el ﬂujo de corriente que entra al contacto y el segundo es el termino
que sale del mismo, por lo cual se obtiene:
IL =
1
~
ˆ
dE
2pi
I˜L. (2.2.30)
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2.2.2. Probabilidad de Transmisión.
En la subsección anterior se han calculado los ﬂujos de corriente en el sistema debido a los
electrodos, los cuales son expresados como la diferencia entre un ﬂujo que entra al electrodo (int-
ﬂow) y un ﬂujo que sale del electrodo (outﬂow). Aquí se calcula una probabilidad de transmisión
y la corriente neta I. Para lograr esto se determina la diferencia entre el ﬂujo procedente del
electrodo de la derecha y el ﬂujo proveniente del electrodo de la izquierda, así:
I = IR − IL = 1~
ˆ
dE
2pi
(fRTr [ΓRA]− Tr [DΓR]− fLTr [ΓLA] + Tr [DΓL]) .
Se asume que los electrodos se encuentran en equilibrio local, entonces D = ARfR +ALfL, en
consecuencia las energías de contacto en ambos electrodos son iguales, por lo tanto Tr [ΓRAL] =
Tr [ΓLAR] y la función espectral es A = AR + AL. Así la corriente neta en el sistema está dada
por:
I =
2e
~
ˆ
dE
2pi
T (E) (fR − fL) (2.2.31)
T (E) = Tr [ΓRGΓLG+] , (2.2.32)
donde T (E) = Tr [ΓRAL] = Tr [ΓRGΓLG+] = Tr [ΓLGΓRG+] = Tr [ΓLAR] y se conoce como
la probabilidad de transmisión, la cual da información de la conducción de electrones en el sistema
conectado a dos electrodos con energías ΓR y ΓL.
2.2.3. Formula de Landauer.
Landauer con el ﬁn de comprender la conductancia eléctrica en el transporte cuántico, fue
pionero en el uso de la teoría de dispersión llegando a la conclusión que conductacia es trans-
misión..
Partiendo de la función (2.2.31), se encunetra la relación entre la conductancia y la función
de transmisión. Al aplicar una pequeña diferencia de potencial V se introducen cambios en la
función de transmisión y en los potenciales electroquímicos de los electrodos, así la expresión
(2.2.31), puede ser escrita a primer orden de aproximación como:
I ≈
2e
h
∞ˆ
−∞
dEδT (E) [fR − fL] + 2e
h
∞ˆ
−∞
dET (E) δ [fR − fL]
En donde le primer termino es cero y el segundo se puede expresar viendo las variaciones
alrededor de los potenciales electroquímicos de cada electrodo mediante una serie de Taylor. Así
las funciones de Fermi se escriben de la forma:
1
exp [β (E − µR)] + 1 ≈ fR (E)
∣∣
µR
+ ∂EfR (E)
∣∣
µR
(E − µR) +O
(
µ2R
)
+ · · ·
1
exp [β (E − µL)] + 1 ≈ fL (E)
∣∣
µL
+ ∂EfL (E)
∣∣
µL
(E − µL) +O
(
µ2L
)
+ · · ·
donde β = 1kBT0 , con kB la contante de Boltzman.
Las funciones de Fermi fR y fL evaluadas en los potenciales electroquímicos son iguales, al
igual que sus derivadas, entonces la corriente neta en el sistema, se escribe como la derivada
de la función de Fermi evaluada en el potencial químico de equilibrio µ¯. Ésta energía varia a lo
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largo de todo el sistema, ya que un electrodo llena estados del sistema mientras que el otro vacía
estados del sistema.
Al asumir que la diferencia entre µR y µL no es tan grande, se está considerando que la
diferencia de µ¯ y µR(L) aún más pequeña (Ver: Figura 2.2.3), así:
µR ≈ µ¯+ ′
µL ≈ µ¯− ′,
al eleiminar′ de ambas expresiones resulta:
µR + µL
2
≈ µ¯.
Figura 2.2.3.: Diferencia entre los potenciales electroquímicos de los electrodos, comparados con
la energía de equilibrio µ¯.
Entonces, la corriente se puede escribir de la forma:
I ≈
2e
h
∞ˆ
−∞
dET (E)
(
− ∂f (E)
∂E
∣∣∣∣
µ¯
)
(µR − µL) ,
donde − ∂f(E)∂E
∣∣∣
µ¯
= FT es conocida en la literatura como función de ensanchamiento térmico,
la cual tiene un pico muy pronunciado alrededor de E = µ¯. En este limite, el área bajo la curva es
aproximadamente uno, obedeciendo el mismo comportamiento que la función delta, por lo cual,
el resultado de la integral es la probabilidad de transmisión evaluada al rededor de la energía de
equilibrio.
Al multiplicar y dividir por la carga la corriente queda en términos de la energía eV = µR−µL.
Con lo anterior, la conductancia es expresada como:
I
V
= G = 2e
2
h
T (E)|µ¯ (2.2.33)
La conductancia es proporcional a la función de transmisión evaluada alrededor de la energía
de equilibrio, donde para el limite de bajas temperaturas, la energía de equilibrio µ¯ es la energía
de equilibrio de Fermi EF [33, 34].
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CAPÍTULO3
TRANSPORTE A DIFERENCIAS DE TEMPERATURA.
Introducción al capítulo. Como continuación al formalismo del Capítulo 2, aquí se consideran
los efectos de un gradiente de temperatura en el sistema nanoscopico. Estas consideraciones
hacen que el interés se enfoque, en el estudio del transporte de carga y energía, producidos por
la diferencia de temperatura en los contactos.
3.1. Coeficiente Seebeck ó Potencia Termoelectrica.
Los electrones responden a un campo total E , en el cual está presente el campo eléctrico E y
un gradiente de potencial químico (Ver: Apéndice E). Además de esto, los electrones también
responden a un gradiente de Temperatura como se muestra en el desarrollo de éste capítulo.
Por lo anterior deﬁnimos una cantidad llamada Coeﬁciente Seebeck, la cual es una constante
de proporcionalidad entre el campo E y un gradiente de temperatura, así se obtiene:
E = Q∇T (3.1.1)
La expresión anterior muestra que si existe un gradiente de temperatura en los electrodos,
se crea una diferencia de potencial entre las dos regiones de alta y baja temperatura, que oca-
ciona una polarización y por tanto una diferencia de voltaje termoeléctrico ∆VT . Este voltaje
termoeléctrico, se encuentra integrando el campo E , de la siguiente forma:
∆VT = −
rRˆ
rL
E · dr = Q
rRˆ
rL
(−∇T ) · dr = −Q∆T, (3.1.2)
donde ∆T = TR − TL. Los efectos del gradiente de temperatura aplicado a los electrodos, se
observan al considerarlos en equilibrio electroquímico con el sistema y al mantener una mínima
diferencia de temperatura entre los electrodos, con TR & TL. Al mantener ésta diferencia de
temperatura, se mantiene un ﬂujo continuo de energía y carga entre los dos electrodos. Si se
remueve el gradiente de temperatura externo, el sistema tiende equilibrio térmico.
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3.1.1. Coeficiente Seebeck y la Probabilidad de Transmisión.
Se tienen en cuenta las temperaturas locales de los electrodos TR, TL y una temperatura global
de equilibrio T0. Así se asume un sistema con dos características a una diferencia de potencial
electroquímico (Ver: Figura 2.2.3) y a una diferencia de temperatura (Ver: Figura 3.1.1). Los
potenciales electroquímicos y las temperaturas locales de cada uno de los electrodos están dados
por:
ElectrodoDerecha :
{
µR ≈ µ¯+ ′
TR ≈ T0 + t′
(3.1.3)
Electrodo Izquierda :
{
µL ≈ µ¯− ′
TL ≈ T0 − t′
(3.1.4)
Al solucionar las ecuaciones anteriores se encuentra la energía ′ = eV2 y la temperatura
t′ = ∆T2 . Al considerar la diferencia de temperatura y la diferencia de potenciales electroquímicos
muy pequeños, se obtiene: TR ≈ TL ≈ T0 y µR ≈ µL ≈ µ¯.
Figura 3.1.1.: Diferencia de temperatura entre los electrodos, comparadas con la temperatura de
equilibrio global T0.
Se considera una función de Fermi para cada electrodo y una función de Fermi para el sistema,
ésta ultima contiene información de la temperatura global T0 y el potencial químico del sistema µ¯.
Al expandir cada función de Fermi en series de Taylor alrededor de los potenciales electroquímicos
y el potencial químico obtenemos:
1
exp
[
1
KBTR
(E − µR)
]
+ 1
≈ fR (E)
∣∣
µR
+ ∂EfR (E)
∣∣
µR
(E − µR) +O
(
µ2R
)
+ · · ·
1
exp
[
1
KBT0
(E − µ¯)
]
+ 1
≈ f (E)
∣∣
µ¯
+ ∂Ef (E)
∣∣
µ¯
(E − µ¯) +O (µ¯2)+ · · ·
1
exp
[
1
KBTL
(E − µL)
]
+ 1
≈ fL (E)
∣∣
µL
+ ∂EfL (E)
∣∣
µL
(E − µL) +O
(
µ2L
)
+ · · ·
Se calcula la diferencia entre fR y f , para obtener:
fR (E)− f (E) ≈ fR (E)
∣∣
µR
− f (E) ∣∣
µ¯
+ ∂EfR (E)
∣∣
µR
(E − µR)− ∂Ef (E)
∣∣
µ¯
(E − µ¯) .
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Los dos primeros términos se anulan ya que ambas funciones evaluadas en µR y µ¯ son iguales
a 12 y de los términos restantes se obtiene:
fR (E) ≈ f (E) + ∂EfR (E)|µ¯
(
E − µR − (E − µ¯) TR
T0
)
≈ f (E) + ∂EfR (E)|µ¯
((
1− TR
T0
)
E +
(
−1 + TR
T0
)
µ¯− eV
2
)
Haciendo uso de la consideración TR ≈ TL y µR ≈ µL, se puede obtener fácilmente:
fR (E) ≈ f (E)− ∂Ef (E)|µ¯
(
eV
2
− (E − µ¯) ∆T
2T0
)
(3.1.5)
Se repite el procedimiento para calcular fL (E) y se obtiene:
fL (E) ≈ f (E) + ∂Ef (E)|µ¯
(
eV
2
− (E − µ¯) ∆T
2T0
)
(3.1.6)
Si reemplazamos las anteriores expresiones en (2.2.31), se consigue una expresión para la
corriente, considerando los efectos de la diferencia de temperatura en los electrodos:
I ≈
2e2V
h
∞ˆ
−∞
dE
(
− ∂f (E)
∂E
∣∣∣∣
µ¯
)
T (E)
− e
pi~
∆T
T0
∞ˆ
−∞
dE
(
− ∂f (E)
∂E
∣∣∣∣
µ¯
)
(E − µ¯) T (E) , (3.1.7)
de la primera integral se obtiene la probabilidad de transmisión evaluada en el potencial
químico µ¯ y la segunda integral es evaluada haciendo uso de la expansión de Sommerfeld (Ver:
Apéndice F). En la expresión (F.0.2), se observa que el término (E − µ¯) T (E) es el resultado de
la integral de una función ϕ (E), la cual evaluada para energías en −∞ es cero y para energías
en ∞ diverge no muy rápido, por lo anterior el segundo termino de la expresión (3.1.7), es de la
forma:
∞ˆ
−∞
dE
(
− ∂f (E)
∂E
∣∣∣∣
µ¯
)
(E − µ¯) T (E) =
 µ¯ˆ
−∞
ϕ (E) dE +
pi2
6
(KBT0)
2 d
dE
ϕ (E)
∣∣∣∣
µ¯
 ,
se puede escribir la corriente como:
I ≈
2e2V
h
T (E)|µ¯ −
e
pi~
pi2K2B
3
T0
∂T (E)
∂E
∣∣∣∣
µ¯
∆T
= G0V T (E)|µ¯ + eLeE∆T, (3.1.8)
donde LeE prueba que un gradiente de temperatura induce tanto una ﬂujo de partículas como
un ﬂujo de energía. Ahora, con el objetivo de buscar el voltaje termoeléctrico, se genera en los
electrodos equilibrio electroquímico, por tanto la corriente neta es cero y sobrevive únicamente
la diferencia de voltaje termoeléctrico ∆VT , producido por la diferencia de temperatura ∆T , así
resulta:
∆VT = −pi
2K2B
3e
T0
1
T (E)
∂T (E)
∂E
∣∣∣∣
µ¯
∆T (3.1.9)
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Al relacionar la expresión anterior con (3.1.2), se obtiene el coeﬁciente Seebeck Q dado por:
Q = −pi
2K2B
3e
T0
1
T (E)
∂T (E)
∂E
∣∣∣∣
µ¯
, (3.1.10)
esta predicción únicamente es valida a bajas temperaturas, donde µ¯ → EF y la función de
transmisión es evaluada en la energía de equilibrio de Fermi EF [31, 35].
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Parte III.
APLICACIÓN DEL METODO
CAPÍTULO4
DECIMACIO´N Y EL CA´LCULO DE FUNCIONES DE GREEN.
Introducción al capítulo. En este capítulo se plantea el método de decimación, basado en
el formalismo de funciones de Green, el cual lleva el conjunto de ecuaciones de movimiento del
electrón en un sistema bidimensional, a un conjunto de ecuaciones de movimiento equivalentes
en un sistema unidimensional. Las nuevas ecuaciones de movimiento son analizadas teniendo en
cuenta las diferentes perturbaciones entre átomos de la molécula, como las ocasionadas por los
electrodos para determinar las correspondientes funciones de Green.
4.1. Procedimiento de Decimación y Ecuaciones de Movimiento.
Una forma de resolver un conjunto de ecuaciones que permite hallar las componentes de la
función de Green (Gii) de un sistema unidimensional, es conocido como método de decimación.
En éste trabajo se aplica el método de decimación a la molécula de bifenilo, para obtener una
redeﬁnición de las energías por sitio de la molécula y los enlaces entre los sitios.
El método de decimación o renormalización del sistema consiste en reescribir las ecuaciones de
movimiento del electrón, que pasa por cada uno de los doce sitios atómicos del sistema, ecuaciones
determinadas por (1.3.9), de esta manera se obtienen, ecuaciones equivalentes a las originales
pero con energías efectivas t˜ y v˜, además de una energía por sitio efectiva de la forma ˜, tal como
se observa en la Figura 4.1.2.
4.1.1. Renormalización de la Molécula de Bifenilo.
El sistema está determinado por los doce átomos de carbono con energía por sitio , tal como
se muestra en la Figura 4.1.1a y puede ser reorganizado como se muestra en la Figura 4.1.1b, ya
que por visualización geométrica (no afecta el cálculo de las funciones de Green).
Cada sitio atómico tiene asociada una función de Green local no perturbada, por tanto, el uso
de (1.3.7) nos permite escribir las ecuaciones de movimiento del electrón en cada sitio con la
interacción respectiva de sus primeros vecinos.
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(a) (b)
Figura 4.1.1.: Diagrama de una molécula de bifenilo sin contactos.
Renombrando los sitios atómicos tal como muestra la Figura 4.1.1b, se determina un primer
conjunto de ecuaciones en donde se tienen en cuenta los sitios con subíndice cero de la siguiente
forma:
Ga00 = G
(0)
a +G
(0)
a vG
b
00 +G
(0)
a vG
c
00 (4.1.1)
Gb00 = G
(0)
b +G
(0)
b vG
a
00 +G
(0)
b vG
b
01 (4.1.2)
Gc00 = G
(0)
c +G
(0)
c vG
a
00 +G
(0)
c vG
c
01. (4.1.3)
Con,
Gb01 = G
(1)
b vG
b
00 +G
(1)
b vG
a
01 (4.1.4)
Gc01 = G
(1)
c vG
c
00 +G
(1)
c vG
a
01 (4.1.5)
Figura 4.1.2.: Molécula de bifenilo decimada.
Las ecuaciones Gb00 y G
c
00, se obtienen al solucionar el sistema de ecuaciones anterior, con lo
cual resulta:
Gb00 =
G
(0)
b +G
(0)
b vG
a
00
1−G(0)b G(1)b v2
+
G
(0)
b G
(1)
b v
2Ga01
1−G(0)b G(1)b v2
(4.1.6)
Gc00 =
G
(0)
c +G
(0)
c vGa00
1−G(0)c G(1)c v2
+
G
(0)
c G
(1)
c v2Ga01
1−G(0)c G(1)c v2
(4.1.7)
se reemplaza (4.1.6) y (4.1.7) en (4.1.1) para obtener:
Ga00 = G˜0 + G˜0v˜G
a
01, (4.1.8)
donde G˜0 y v˜ están dadas por (4.1.9), donde se considera G
(0)
a = G
(0)
b = · · · = G0, ya que las
funciones de Green locales en la molécula de bifenilo son iguales para todos los sitios atómicos.
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Por tanto, la nueva función local efectiva G˜0, con energía ˜ y la nueva energía efectiva de enlace
v˜ (Ver: Figura 4.1.2), están dadas por:
G˜0 =
G0−G30v2+2G20v
1−3G20v2
, v˜ =
2G30v
3
G0−G30v2+2G20v
(4.1.9)
A continuación se construye un segundo conjunto de ecuaciones de una forma similar a la
anterior, a partir las ecuaciones de movimiento con subíndice a. Con este procedimiento se busca
llevar toda la información hacia los sitios con función de Green G(i)a :
Ga11 = G
(1)
a +G
(1)
a vG
b
11 +G
(1)
a vG
c
11 +G
(1)
a tG
a
12 (4.1.10)
Gb11 = G
(1)
b +G
(1)
b vG
a
11 +G
(1)
b vG
b
10 (4.1.11)
Gc11 = G
(1)
c +G
(1)
c vG
a
11 +G
(1)
c vG
c
10. (4.1.12)
Donde,
Gb10 = G
(0)
b vG
b
11 +G
(0)
b vG
a
10 (4.1.13)
Gc10 = G
(0)
c vG
c
11 +G
(0)
c vG
a
10. (4.1.14)
De las expresiones anteriores se obtiene:
Ga11 = G˜0 + G˜0v˜G
a
10 + G˜0t˜G
a
12 (4.1.15)
en donde G˜0 y v˜ están dadas por (4.1.9) y se encuentra una nueva energía de unión entre los
dos anillos de benceno t˜.
t˜ =
t(1−G20v2)
1−G20v2+2G0v
=
v(1−G20v2) cos2(ϕ)
1−G20v2+2G0v
, (4.1.16)
donde, ϕ es el ángulo de torsión entre los dos anillos de benceno.
Para las columnas tres y cuatro de átomos de carbono se realiza el mismo procedimiento, en
el que resulta la misma información, por tanto se obtendrá un sistema unidimensional para el
propagador no perturbado y las energías de enlace (Ver: Figura 4.1.2).
4.1.2. Funciones de Green para el Sistema electrodo-molécula-electrodo.
Realizada la decimación del sistema molecular, es necesario encontrar la función de Green del
electrón que pasa del sitio 1 al sitio N , donde N = 4 con las interacciones producidas por los
electrodos. A partir del nuevo sistema y mediante el uso de la expresión (1.3.8), se obtiene G1N ,
el cual está dado por:
G1N = G
1N
0 +G
11
0
∑
ν
ΓνRG
ν
RN +G
1N
0
∑
ν
ΓνLG
ν
LN , (4.1.17)
donde GνRN y G
ν
LN son los propagadores desde cada uno de los electrodos al sitio N , G
11
0 y
G1N0 son los propagadores no perturbados para el electrón y la suma corre sobre ν interacciones.
Se emplea el mismo procedimiento que se usó en la subsección 4.1.1, así, las funciones de Green
GνRN y G
ν
LN están dadas por:
GνRN = G
ν
0(R)Γ
ν
RG1N (4.1.18)
GνLN = G
ν
0(L)Γ
ν
LGNN (4.1.19)
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Reemplazando (4.1.18) y (4.1.19) en (4.1.17) se obtiene:
G1N = G
1N
0 +G
11
0
∑
ν
ΓνRG
ν
0(R)Γ
ν
RG1N +G
1N
0
∑
ν
ΓνLG
ν
0(L)Γ
ν
LGNN
= G1N0 +G
11
0 ΣRG1N +G
1N
0 ΣLGNN , (4.1.20)
con ΣR =
∑
ν (Γ
ν
R)
2Gν0(R) y ΣL =
∑
ν (Γ
ν
L)
2Gν0(L). De igual forma se encuentra GNN en
términos de las auto-energías.
GNN = G
NN
0 +G
N1
0
∑
ν
ΓνRG
ν
RN +G
NN
0
∑
ν
ΓνLG
ν
LN . (4.1.21)
Al reemplazar (4.1.18) y (4.1.19) en (4.1.21) se obtiene:
GNN = G
NN
0 +G
N1
0 ΣRG1N +G
NN
0 ΣLGNN (4.1.22)
GNN =
GNN0 +G
N1
0 ΣRG1N
1−GNN0 ΣL
. (4.1.23)
Finalmente, al introducir (4.1.23) en (4.1.20) y despejando G1N se obtiene:
G1N =
G1N0
1−GNN0 ΣL −G110 ΣR +G110 GNN0 ΣRΣL −G1N0 GN10 ΣLΣR
,
donde la expresión anterior se puede escribir de la forma:
G1N =
G1N0
(1−GNN0 ΣL)(1−G110 ΣR)−(G1N0 )
2
ΣLΣR
(4.1.24)
Las funciones G1N0 , G
NN
0 y G
11
0 ,
1 se determinan al emplear nuevamente la ecuación de Dyson.
Al calcular G1N0 , G
NN
0 y G
11
0 con N = 4, se obtiene:
G140 = G˜0v˜G
24
0 (4.1.25)
G240 = G˜0t˜G
34
0 + G˜0v˜G
14
0 (4.1.26)
G340 = G˜0v˜G
44
0 + G˜0t˜G
24
0 (4.1.27)
G440 = G˜0 + G˜0v˜G
34
0 (4.1.28)
Se soluciona el sistema de ecuaciones con el ﬁn de encontrar G140 y G
44
0 , y al considerar el caso
en que los dos electrodos son iguales se cumple G110 = G
44
0 , por lo cual:
G440 =
G˜0(1−G˜20 t˜2−G˜20v˜2)
1−2G˜20v˜2−G˜20 t˜2+G˜40v˜4
(4.1.29)
y
G140 =
G˜40v˜
2 t˜
1−2G˜20v˜2−G˜20 t˜2+G˜40v˜4
. (4.1.30)
1G1N0 , G
NN
0 y G
11
0 son funciones de Green no perturbadas por los electrodos, pero presentan perturbaciones a
primeros vecinos.
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RESULTADOS Y CONCLUSIONES
CAPÍTULO5
PROPIEDADES DE TRANSPORTE EN LA MOLE´CULA BIFENILO.
Introducción al capítulo. En éste capítulo se muestran los resultados analíticos y numéricos
obtenidos de la aplicación del método de decimación y el formalismo de Landauer a la molécula
de bifenilo. Analizar la transmisión del electrón a través del sistema molecular resulta primordial
para poder observar comportamientos, como la energía de inyección del electrón y la conductancia
en consideraciones de equilibrio térmico. Aquí también se considera el comportamiento de la
molécula bajo un gradiente de temperatura y se analiza el paso de carga y energía bajo estos
efectos.
5.1. Transmisión en la Molécula de Bifenilo.
La probabilidad de transmisión T (E) a través de la molécula, se calcula por medio de (2.2.32),
donde las función de Green G (E) para el sistema está dada por (4.1.24) con N = 4, de tal forma:
G14 =
G140(
1−G440 ΣL
) (
1−G110 ΣR
)− (G140 )2 ΣLΣR , (5.1.1)
siendo la auto-energía ΣR(L) un valor complejo, en donde su parte real representa una co-
rrección al Hamiltoniano y su parte imaginaria ensancha el nivel de energía y otorga a los es-
tados del sistema tiempos de vida ﬁnitos, así las auto-energías están dadas por: ΣL = −Σ+L y
ΣR = −Σ+R, donde pueden expresarse en términos de la matriz de ensanchamiento (2.1.10), por
lo cual ΣL = −iΓL2 , y ΣR = −iΓR2 ; al asumir que los dos electrodos poseen las mismas caracte-
rísticas se tiene que ΣL = ΣR = Σ¯ = −i Γ¯2 . Debido a lo anterior, la expresión (5.1.1) queda de la
forma:
G14 =
G140(
1 + iG440
Γ¯
2
)2
+
(
G140
)2 Γ¯2
4
. (5.1.2)
La probabilidad de transmisión T (E) en términos de la función de Green G14, está dada por:
T (E) = Tr [ΓLG14ΓRG+14] , (5.1.3)
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donde G+14 es la función de Green avanzada para una molécula de bifenilo acoplada a dos
contactos mediante las energías ΓL y ΓR. Debido a la consideración de electrón no interactuante,
el electrón que pasa a través de los átomos de carbono en la molécula de bifenilo solo ocupará
un estado por cada átomo de carbono, lo que signiﬁca que se considera únicamente un nivel de
conducción en el sistema, así ΓR, ΓL y las funciones de Green son números y no matrices, de tal
manera que:
T (E) = Tr [ΓLG14ΓRG+14] = ΓLG14ΓRG+14. (5.1.4)
Al reemplazar la expresión (5.1.2) en la función de transmisión se obtiene:
T (E) =
(
Γ¯G140
)2∣∣∣∣(1 + iG440 Γ¯2)2 + (G140 )2 Γ¯24 ∣∣∣∣2
. (5.1.5)
Esta función es la probabilidad de transmisión para un único electrón con energía de inyección
E a través de la molécula de bifenilo, donde las funciones de GreenG440 yG
14
0 son los propagadores
para el sitio 4 y del sitio 1 al sitio 4 de la molécula (Ver: Figura 4.1.2) y están dados por (4.1.29)
y (4.1.30).
Figura 5.1.1.: Probabilidad de transmisión a través de molécula de bifenilo con tres tipos de
acoplamiento electrodo-molécula-electrodo.
Se presentan los resultados calculados para la probabilidad de transmisión (5.1.5) en la Figura
5.1.1. De aquí en adelante se ﬁjan las energías por sitio , al igual que las energías en los electrodos
nR y nL presentes en el Hamiltoniano (1.2.1), así que  = nR = nL = 0eV ; la energía de enlace
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t entre cada anillo de la molécula de bifenilo tiene un valor de t = v cos2 (ϕ), siendo v = 1eV la
energía de enlace entre átomos de carbono en la molécula.
En el calculo de la probabilidad de transmisión se considera una molécula plana, es decir con
ϕ = 0, donde las energías de enlace ΓL y ΓR son las mismas, para los dos tipos de acoplamientos:
un acoplamiento débil Γ¯ = 0,1eV y acoplamientos fuertes Γ¯ = 1eV y Γ¯ = 2eV . Se ﬁja la energía
de equilibrio de Fermi EF en cero y se mide la energía en unidades de v.
La Figura 5.1.1 muestra la variación de la transmisión en función de la energía de inyección del
electrón E, en donde las curvas roja y azul son las transmisiones para los acoplamientos fuertes
y la curva verde es la transmisión para un acoplamiento débil.
Los picos de resonancia están asociados con las energías propias de la molécula y al observar el
caso del acoplamiento débil, existe una resonancia para cada uno de los 12 sitios atómicos en la
molécula de bifenilo, éste hecho es debido a que los estados de los electrodos no se han mezclado
con los de la molécula. También se puede ver que los picos de resonancia se encuentran localizados
en forma simétrica, separados por la brecha de energía alrededor de la energía de Fermi EF , y
en los acoplamientos fuertes, algunos de los picos de resonancia desaparecen cambiando así los
valores propios de la molécula, esto ocurre por la hibridación o mezcla ya mencionada, como se
ha reportado en [27].
5.2. Corriente en la Molécula de Bifenilo.
La corriente es calculada para la molécula de bifenilo mediante la expresión (2.2.31), donde se
tienen en cuenta dos clases de unión de la molécula a los electrodos, además de lo anterior se
hace rotar un anillo de la molécula, donde la energía de acoplamiento entre los anillos es de la
forma t = v cos2 (ϕ). La Figura 5.2.1 muestra la relación II0 para las conﬁguraciones Γ¯ = 0,1eV ,
Γ¯ = 1eV y Γ¯ = 2eV de energía de acoplamiento de la molécula con los electrodos, donde I0 = 2eh
y presenta unidades de corriente por unidades de acción.
Como se puede observar, al aumentar el voltaje aplicado, la diferencia entre potenciales elec-
troquímicos se hace más grande, cuando un potencial electroquímico coincide con un valor propio
de la molécula, hay un salto en la energía de inyección del electrón, tal como se observa en las
curvas de las Figuras 5.2.1a, 5.2.1b y 5.2.1c; cuando la molécula se satura, es decir, no puede
almacenar más electrones, la energía de inyección pasa a ser una constante y no habrá saltos
de energía por más que se incremente la diferencia entre potenciales electroquímicos. Esto se
observa en todas las curvas para un voltaje alrededor de los 5V olt. Para este valor se obtiene una
máxima energía de inyección del electrón, en donde energía se encuentra relacionada directamen-
te con la corriente I, así que un máximo en la energía de inyección representa un máximo en la
amplitud de la corriente. También se observa que a diferentes ángulos de giro entre los anillos de
la molécula se obtienen propiedades conductoras o completamente aislantes.
Ahora se considera la molécula plana y se realizan variaciones de temperatura global del sistema
T0 en el acoplamiento en donde se ha observado mayor amplitud en la energía de inyección, el
cual es Γ¯ = 1eV (Ver: Figura 5.2.2).
En la Figura 5.2.2 se encuentran representadas cuatro curvas relacionadas para cuatro tem-
peraturas globales diferentes T0 = 0K, T0 = 50K, T0 = 200K y T0 = 300K; las ampliaciones
observadas en los recuadros en el interior del gráﬁco, muestran que las variaciones de tempera-
tura producen cambios demasiado pequeños en la energía de inyección del electrón, por lo cual
los cambios de temperatura por debajo de la temperatura ambiente no producen un cambio
considerable en las propiedades de transporte.
La corrientes calculadas mediante el formalismo de Landauer no presentan el comportamiento
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ohmico predicho por la electrodinámica clásica, esto se debe a que al utilizar el formalismo de
Landauer se encuentra información a un nivel nanoscópico propio de la mecánica cuántica.
(a) (b)
(c)
Figura 5.2.1.: Energías de inyección del electrón para dos tipos de acoplamiento, débil Γ¯ = 0,1eV
y fuerte Γ¯ = 1eV y Γ¯ = 2eV , considerando diferentes ángulos de giro en uno de
los anillos de la molécula.
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Figura 5.2.2.: Energía de inyección del electrón para temperaturas por debajo de la temperatura
ambiente.
5.3. Conductancia en la Molécula de Bifenilo.
La conductancia dada por (2.2.33) es calculada para un acoplamiento fuerte de Γ¯ = 1eV y con
energías por sitio  = 0. Aquí al igual que en la sección anterior, se hace rotar un anillo de la
molécula de bifenilo ϕ, para cuatro valores diferentes ϕ = 0, ϕ = pi4 , ϕ =
pi
3 y ϕ =
pi
2 , como se ve
en la Figura 5.3.1.
La conductancia es la función de transmisión T (E) veces una constante de normalización, ésta
constante tiene un valor de G0 = 2e2h . Se observa que para ϕ = 0 se obtiene un valor máximo en
la conductancia y a medida que el ángulo aumenta la conductancia disminuye ya que el electrón
tiene menor probabilidad de transmisión para cualquier valor de energía. Esto sucede porque los
orbitales de conducción de los átomos de carbono están ortogonalmente localizados, por lo cual
la existencia de un ángulo ϕ = pi2 en los anillos de la molécula produce una conductancia nula.
Lo más importante de estos resultados es que las características conductoras y aislantes de la
molécula de bifenilo pueden ser controladas por medio de la rotación de los anillos.
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Figura 5.3.1.: Conductancia de la molécula de bifenilo para Γ¯ = 1eV .
5.4. Coeficiente Seebeck en la Molécula de Bifenilo.
Se estudian los efectos de transporte en una molécula de bifenilo sometida a un gradiente de
temperatura, donde estos efectos son analizados por medio del coeﬁciente Seebeck, el cual está
dado por (3.1.10). Se tienen en cuenta dos tipos de unión de la molécula con los electrodos, de
la misma forma como se ha realizado para la probabilidad de transmisión (Ver: Figura 5.1.1).
La energía de equilibrio de Fermi EF se encuentra determinada respecto al alto orbital mo-
lecular ocupado, por sus siglas en ingles (HOMO) y al bajo orbital molecular desocupado, por
sus siglas en ingles (LUMO)1. Estos orbitales atómicos están localizados en EH ∼ 0,5eV y en
EL ∼ −0,5eV , los cuales están representados por picos de resonancia en la función de transmisión
(Ver: Figura 5.1.1).
En la Figura 5.4.1, se observa que la molécula de bifenilo presenta un incremento en las
propiedades termoeléctricas en energías, donde hay un nodo en la función de transmisión, este
fenómeno es explicado en [36] para un conjunto de moléculas diferentes, en donde los nodos
de la función de transmisión indican que el sistema es muy desordenado para estos valores de
energía, lo cual bloquea completamente el transporte de carga, pero la entropía del sistema crece
considerablemente.
El cambio de signo en el coeﬁciente Seebeck depende de si la conductancia es determinada por
1El alto orbital molecular ocupado (HOMO) en los semiconductores orgánicos, es el análogo a la banda de
valencia en los semiconductores inorgánicos y el bajo orbital desocupado (LUMO) es el análogo a la banda de
conducción.
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electrones o huecos [37,38].
(a)
(b)
Figura 5.4.1.: Coeﬁciente Seebeck de la molécula de bifenilo, para dos tipos de acoplamiento con
los electrodos. (a) Coeﬁciente Seebeck con T0 = 100K, (b) Coeﬁciente Seebeck con
T0 = 15K.
Las curvas de la Figura 5.4.1 son los comportamientos del coeﬁciente Seebeck para un aco-
plamiento débil Γ¯ = 0,1eV (linea verde) y dos acoplamientos fuertes Γ¯ = 1eV (linea roja) y
Γ¯ = 2eV (linea azul), donde los valores de energía para cada pico de resonancia no cambian si
se cambia la temperatura de equilibrio global T0. Se puede observar este fenómeno al comparar
la Figura 5.4.1a con la Figura 5.4.1b, y para un rango más amplio de temperaturas puede verse
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la Figura 5.4.2, donde se observa el comportamiento del coeﬁciente Seebeck para un rango de
temperaturas entre 0K y 300K.
La Figura 5.4.2a muestra que alrededor del nivel HOMO, la conductancia está dominada por
huecos y al rededor de la energía E = −2eV , existe un nodo en la probabilidad de transmi-
sión, por tanto hay un bloqueo en la conducción de huecos y ocasiona un máximo de entropía,
como lo explica J.P. Bergﬁeld et al. en [36]. De otra parte, la molécula presenta una potencia
termoeléctrica de aproximadamente −160µVK , a temperaturas cercanas a los 300K. Al rededor
del nivel LUMO, la conductancia está dominada por electrones, pero con una potencia termo-
eléctrica baja, también se observa que en el centro de los niveles HOMO y LUMO, la potencia
termoeléctrica es nula, y ﬁnalmente para una energía de ∼ 2,5eV y a temperaturas cercanas a
los 300K se obtiene un máximo en potencia termoeléctrica, ocasionada en mayor medida por la
conducción de electrones.
La Figura 5.4.2b muestra el coeﬁciente Seebeck para un acoplamiento de Γ¯ = 2eV entre la
molécula y los electrodos, donde debido a la hibridación de los estados de la molécula con los
estados de los contactos, los nodos y máximos en transmisión cambian. Para esta conﬁguración
establecida, la mayor potencia termoeléctrica alcanzada por la molécula de bifenilo, se encuentra
al rededor de 100µVK a una energía de ∼ 2,5eV .
(a) (b)
Figura 5.4.2.: Coeﬁciente Sheebeck en función de la temperatura y la energía de inyección del
electrón. (a) Acoplamiento débil Γ¯ = 0,1eV . (b) Acoplamiento fuerte Γ¯ = 2eV .
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CAPÍTULO6
CONCLUSIONES.
Se realizó una aproximación de enlace fuerte para describir una molécula de bifenilo acoplada a
dos contactos metálicos, donde es aplicado el método de decimación o renormalización discreta del
espacio para determinar las propiedades de transporte de la molécula, el cual se basa en técnicas
de funciones de Green. Se calculó la probabilidad de transmisión, la relación de la energía de
inyección del electrón II0 con el voltaje aplicado y la conductancia, donde para
I
I0
se considera
un acoplamiento débil Γ¯ = 0,1eV y dos clases de acoplamiento fuerte Γ¯ = 1eV y Γ¯ = 2eV junto
con la dependencia con el ángulo de giro ϕ en uno de los anillos de la molécula.
También se estudió la conductancia de la molécula bajo estas rotaciones en los anillos, donde se
observó que las propiedades conductoras o aislantes de una molécula de bifenilo, a diferencias de
potencial electroquímico y en equilibrio térmico, pueden ser modiﬁcadas al hacer rotar los anillos
de la molécula y mediante la manipulación de las energías de contacto con los electrodos efectuar
variaciones en las amplitudes de la corriente; como también se pudo observar que las variaciones
de temperatura global por debajo de la temperatura ambiente no modiﬁcan considerablemente
las propiedades de transporte de la molécula.
Bajo la consideración de un gradiente de temperatura se calculó el coeﬁciente Seebeck en la
molécula plana, para una conﬁguración de acoplamiento débil Γ¯ = 0,1eV y fuerte Γ¯ = 2eV ,
donde se observaron características aislantes y semiconductoras a energías y a temperaturas
especiﬁcas aplicadas en la molécula, por ejemplo, una máxima conducción de electrones a una
energía de 2,5eV y a una temperatura de 300K o una máxima conducción dominada por huecos
alrededor del nivel HOMO a una energía de 0,5eV . Los comportamientos anteriores caracterizan
las propiedades de transporte de la molécula de bifenilo, haciéndola una posible candidata para
su implementación en la electrónica molecular.
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Parte V.
APÉNDICES
APÉNDICEA
FUNCIONES WANNIER.
La función de Wannier asociada con el número cuántico de banda n y con el sitio de red Rl
es deﬁnida como:
φn (r−Rl) = 1√
N
∑
k
exp (−ik ·Rl)Bn,k (r) (A.0.1)
Bn,k (r) = exp (ik · r)un,k (r) , (A.0.2)
donde Bn,k (r) son las funciones propias de Bloch, un,k (r) es conocida como función de Bloch,
la cual puede ser una función periódica cualquiera, cuya periodicidad es la misma que la de la
red donde se mueve el electrón. No se necesita conocer una expresión analítica para analizar un
solido, basta con aplicar la condición de periodicidad un,k (r+Rl) = un,k (r), entonces la funcion
propia de Bloch puede ser escrita como (1.1.2).
Las funciones Wannier, φn (r−Rl) forman un conjunto completo ortonormal; así cualquier
operador, por ejemplo un Hamiltoniano, puede ser expresado en una representación Wannier.
Esta representación puede ayudar a que las energías propias asociadas con un número cuántico
de banda particular n0 estén bien separadas de todas la otras energías propias. En este caso
los elementos matriciales del Hamiltoniano H, entre φn0 (r−Rl) y φn (r−Rm) (con n 6= n0),
pueden ser mucho mas pequeños que |n − n0 |, entonces a una primera aproximación, los ele-
mentos pueden ser omitidos. Se asume que la banda n0 es asociada con un único orbital atómico
φ (r−Rl) por átomo; entonces, el conjunto {φn0 (r−Rl)} no es otro que una versión ortonor-
malizada del conjunto {φ (r−Rl)}. Si el conjunto anterior se asume ortonormal, entonces las
funciones Wannier φn0 (r−Rl) y el orbital atómico φ (r−Rl) coinciden [32].
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Se pueden deﬁnir las funciones de Green como soluciones de ecuaciones diferenciales inhomo-
geneas del tipo:
(z − L (r))G (r, r′, z) = δ (r− r′) . (B.0.1)
La ecuación anterior es sujeta a condiciones de frontera para r o r′ en una superﬁcie S del
dominio Ω de r y r′; se asume que z es una variable compleja con λ ≡ Re {z} y η ≡ Im {z} con
L (r) independiente del tiempo y lineal, este operador diferencial hermitico1 posee un conjunto
de funciones propias {φn (r)}, así:
L (r)φn (r) = λnφn (r) , (B.0.2)
donde φ (r) satisface las mismas condiciones de contorno que G (r, r′, z), el sub-indice n es-
peciﬁca cada función propia con su respectivo valor propio, donde el conjunto de {φn (r)} se
considera ortonormal, de esta forma se obtiene:
ˆ
Ω
φ∗n (r)φm (r) dr = δnm, (B.0.3)
el conjunto de funciones φn también cumple completes, en consecuencia:∑
n
φn (r)φ
∗
n (r) = δ
(
r− r′) , (B.0.4)
el índice n representa un conjunto de valores discretos (para la parte discreta de el espectro de
L) o valores continuos (para la parte continua de el espectro de L). De forma similar, el símbolo∑
n seria interpretado como
∑′
n +
´
dc, en donde
∑′
n indica una suma sobre las funciones propias
pertenecientes a la parte discreta del espectro y
´
dc representa la integral sobre el espectro
continuo.
1Un operador lineal L, actuando sobre funciones arbitrarias complejas, φ (r) y ψ (r), deﬁnidas en Ω y que
satisfacen las condiciones de contorno, es llamado hermitico si
´
Ω
φ∗ (r)Lψ (r) dr =
{´
Ω
ψ∗ (r)Lφ (r) dr
}∗
=´
Ω
Lφ (r)ψ∗ (r).
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Para trabajar con funciones de Green es conveniente introducir la notación de Dirac, por lo
cual se puede escribir:
φn (r) = 〈r |φn〉 , φ∗n (r) = 〈φn | r〉 (B.0.5)
δ
(
r− r′)L (r) ≡ 〈r|L ∣∣r′〉 (B.0.6)
G
(
r, r′, z
) ≡ 〈r|G (z) ∣∣r′〉 (B.0.7)
〈
r
∣∣ r′〉 = δ (r− r′) (B.0.8)
ˆ
dr |r〉 〈r| = 1, (B.0.9)
donde |r〉 es el vector propio del operador posición. Con la notación de Dirac se pueden
reescribir todas las expresiones de la (B.0.1) a la (B.0.4), de la siguiente forma:
(z − L)G (z) = 1 (B.0.10)
L |φn〉 = λn |φn〉 (B.0.11)
〈φn |φm〉 = δnm (B.0.12)∑
n
|φn〉 〈φn| = 1. (B.0.13)
Si todos los valores de z − L son diferentes de cero, es decir si z 6= {λn}, entonces podemos
expresar la función de Green como:
G (z) =
1
z − L =
∑
n
|φn〉 〈φn|
z − λn , (B.0.14)
entonces la función de Green G (z) se puede escribir como:
G (z) =
∑
n
′ |φn〉 〈φn|
z − λn +
ˆ
dc
|φc〉 〈φc|
z − λc (B.0.15)
o, en la representación de r como:
G
(
r, r′, z
)
=
∑
n
′φn (r)φ∗n (r′)
z − λn +
ˆ
dc
φc (r)φ
∗
c (r
′)
z − λc . (B.0.16)
Como L es un operador hermitico, todos sus valores propios {λn} son reales; de está forma si
Im {z} 6= 0, entonces z 6= {λn}, lo cual signiﬁca que G (z) es una función analítica en el plano
complejo excepto en algunos puntos o posiciones del eje real que corresponden a los valores propios
de L. Como se puede ver en (B.0.15) y en (B.0.16) G (z) exhibe un único polo en la posición
de los valores propios discretos de L. Si z = λ, donde λ pertenece al espectro continuo de L,
G (r, r′, λ) no está bien deﬁnida ya que el integrando en las ultimas expresiones tiene un polo.
En el caso usual, en donde estados propios asociados con un espectro continuo son propagados
o extendidos (es decir, no decaen cuando r tiende a inﬁnito), los limites de G (r, r′, λ± iη) con
η −→ 0+ existen pero son diferentes uno del otro. Este tipo de espectros continuos producen una
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brecha en G (z) a lo largo de partes de el eje real. En sistemas desordenados existe la posibilidad
de asociar un espectro continuo con estados propios localizados (es decir, estados que decaen
rápidamente cuando r −→ ∞, así que la función normalizada {φn (r)} se aproxima a un limite
diferente de cero con Ω −→∞). Un espectro continuo con estados propios extendidos, con λ que
corresponde a tal espectro se deﬁnen dos funciones de Green como sigue:
G+
(
r, r′, λ
) ≡ l´ım
η→0+
G
(
r, r′, λ+ iη
)
(B.0.17)
G−
(
r, r′, λ
) ≡ l´ım
η→0+
G
(
r, r′, λ− iη) . (B.0.18)
De (B.0.16) es fácil ver que:
G∗
(
r, r′, z
)
= G
(
r′, r, z∗
)
(B.0.19)
Si z es real, z = λ, y λ 6= {λn}, de acuerdo con (B.0.19), G (r, r′, λ) es hermitica; en parti-
cular, G (r, r′, λ) es real. Por otro lado, se tiene que λ pertenece a un espectro continuo, así en
concordancia con (B.0.19), (B.0.18) y (B.0.17) se obtiene que:
G−
(
r, r′, λ
)
=
[
G+
(
r′, r, λ
)]∗
, (B.0.20)
por tanto:
Re
{
G− (r, r, λ)
}
= Re
{
G+ (r, r, λ)
}
(B.0.21)
y
Im
{
G− (r, r, λ)
}
= −Im{G+ (r, r, λ)} . (B.0.22)
Se usa la identidad l´ım
y→0+
1
x±iy = P
1
x ∓ ipiδ (x), donde P es el valor principal de Couchy. Esta
identidad es conocida con el nombre de identidad de SokhotskiPlemelj, con la cual se calcula el
valor para G+ (λ) y G− (λ) de la siguiente forma:
G+ (λ) = l´ım
η→0+
∑
n
′ |φn〉 〈φn|
z − λn + iη + l´ımη→0+
ˆ
dc
|φc〉 〈φc|
z − λc + iη , (B.0.23)
y al aplicar la identidad de SokhotskiPlemelj se obtiene:
G+ (λ) =
∑
n
′
(
P
1
z − λn − ipiδ (z − λn)
)
|φn〉 〈φn|+
ˆ
dc
(
P
1
z − λc − ipiδ (z − λc)
)
|φc〉 〈φc| (B.0.24)
y para G− (λ) se tiene:
G− (λ) =
∑
n
′
(
P
1
z − λn + ipiδ (z − λn)
)
|φn〉 〈φn|+
ˆ
dc
(
P
1
z − λc + ipiδ (z − λc)
)
|φc〉 〈φc| . (B.0.25)
Por lo cual la discontinuidad, ∆G (λ), puede ser expresada en términos de una función delta:
∆G (λ) ≡ G+ (λ)−G− (λ) = −2piiδ (λ− L) (B.0.26)
o en la representación de r así:
∆G
(
r, r′, z
)
= −2pii
∑
n
δ (λ− λn)φn (r)φ∗n
(
r′
)
(B.0.27)
= −2pii
∑
n
′
δ (λ− λn)φn (r)φ∗n
(
r′
)
−2pii
ˆ
dcδ (λ− λc)φc (r)φ∗c
(
r′
)
.
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Las expresiones (B.0.24) y (B.0.25) se pueden escribir de la forma:
G± (r, r, λ) = P
∑
n
φn (r)φ
∗
n (r)
λ− λn ∓ ipi
∑
n
δ (λ− λn)φn (r)φ∗n (r) , (B.0.28)
y para obtener la traza de G± (r, r, λ) se integra con respecto a r:
ˆ
drG± (r, r, z) =
ˆ
dr 〈r|G± (λ) |r〉 ≡ Tr{G± (λ)}
Así la expresión anterior se puede escribir de la forma:
ˆ
drG± (r, r, z) = P
∑
n
1
λ− λn ∓ ipi
∑
n
δ (λ− λn) , (B.0.29)
donde la cantidad
∑
n δ (λ− λn) es la densidad de estados en λ y N (λ) es el número de
estados, donde N (λ) dλ da el número de estados en el intervalo [λ, λ+ dλ], así la cantidad:
% (r, λ) ≡
∑
n
δ (λ− λn)φn (r)φ∗n (r) =
=
∑
n
′
δ (λ− λn)φn (r)φ∗n (r) +
ˆ
dcδ (λ− λc)φc (r)φ∗c (r) , (B.0.30)
donde % (r, λ), es la densidad por unidad de volumen en el punto r. Al sumar sobre todos los
puntos r la densidad %, se obtiene el número total de estados, así:
N (λ) =
ˆ
% (r, λ) dr. (B.0.31)
Al comparar (B.0.27) y (B.0.30) se puede ver la relación entre la densidad de estados por
unidad de volumen y la discontinuidad de la función de Green ∆G (λ) y con (B.0.28) se observa
la relación con los elementos diagonales de la matriz G± (r, r′, λ), así se deduce:
% (r, λ) = ∓ 1
pi
Im
{
G± (r, r, λ)
}
= − 1
2pii
∆G (r, r, λ) , (B.0.32)
entonces, se obtiene el número de estados de la siguiente forma:
N (λ) = ∓ 1
pi
ˆ
Im
{
G± (r, r, λ)
}
dr = ∓ 1
pi
Im
{
TrG± (λ)
}
(B.0.33)
G (z) puede ser expresada en términos de la discontinuidad ∆G (λ), con la aplicación de la
propiedad
´
dxδ (x− x′) f (x) = f (x′) así:
G
(
r, r′, z
)
=
∑
n
φn (r)φ
∗
n (r
′)
z − λn =
∞ˆ
−∞
dλ
∑
n
δ (λ− λn) φn (r)φ
∗
n (r
′)
z − λ
= − 1
2pii
∞ˆ
−∞
dλ
∆G (r, r′, λ)
z − λ , (B.0.34)
entonces G (r, r′, z), viene dada por:
46
B. FUNCIONES DE GREEN INDEPENDIENTES DEL TIEMPO.
G
(
r, r′, z
)
=
∞ˆ
−∞
dλ′
% (r, λ′)
z − λ′ . (B.0.35)
Se puede ver que la densidad % (r, λ′) en función de λ′ consiste de una suma de funciones δ
(correspondientes al espectro discreto de L) y una función continua (correspondiente al espectro
continuo de L), como se muestra en (B.0.30). La ecuación (B.0.35) muestra que la densidad de
estados por unidad de volumen permite calcular la función de Green G (r, r′, z), para todos los
valores de z = λ+ is [32].
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Un sistema con un conjunto de valores propios dado por n, presenta una densidad de estados
dada por:
% (E) =
∑
n
δ (E − n) . (C.0.1)
La expresión anterior, no muestra una densidad espacial de estados. Para obtener una densidad
local de estados se debe multiplicar la función de distribución delta por la probabilidad de
encontrar un estado en un canal del sistema denotado por d, esto se expresa de la siguiente
manera:
% (d,E) =
∑
n
|Θn (d)|2 δ (E − n) ,
Se supone un sistema con un nivel de energía  desacoplado de un electrodo con un conjunto
de niveles de energía e. Entonces, la densidad total de estados para el electrodo está dada por:
% (E) =
∑
n
δ (E − n) = δ (E − ) +
∑
n
′
δ (E − n) , (C.0.2)
mientras que la densidad de estados en el único canal del sistema, es:
% (d,E) =
∑
n
|Θn (d)|2 δ (E − n) = δ (E − ) . (C.0.3)
Al momento de conectar el sistema al contacto, las densidades de estados de los niveles de
energía del electrodo, empiezan a aparecer en el sistema, donde siempre se mantendrá un nivel
de energía con una máxima densidad de estados. Al observar los niveles de energía en el sistema
se tendrán variaciones en las densidades de estados de estos niveles, estas variaciones reﬂejan la
fracción de funciones de onda residentes en el sistema.
Generalmente, se puede deﬁnir la densidad local de estados % (r, E) como la probabilidad de
encontrar un estado en cada nivel en la posición r, así:
% (r, E) =
∑
n
|θn (r)|2 δ (E − n) , (C.0.4)
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la cual representa los elementos diagonales, divididos por 2pi de un concepto más general
llamado función espectral [A (E)]. En la representación de funciones de onda, la función espectral
se determinada con:
A
(
r, r′, E
)
= 2pi
∑
n
θn (r) δ (E − n) θ∗n
(
r′
)
, (C.0.5)
de forma similar se expresan las densidades de electrones, así:
n (r) =
∑
n
|θn (r)|2 f0 (n − µ) , (C.0.6)
donde f0 (E) ≡ (1 + exp (E/KBT ))−1, es la función de distribución de Fermi1, y n (r) puede
ser vista como el elemento diagonal de la matriz densidad:
ρ
(
r, r′
)
=
∑
n
θn (r) f0 (n − µ) θ∗n
(
r′
)
. (C.0.7)
La expresión anterior es una representación del espacio real de la siguiente relación matricial:
[ρ] = f0 ([H]− µ [I]) . (C.0.8)
Al usar los mismos argumentos anteriores, se determina que la expresión (C.0.5), es la repre-
sentación del espacio real de:
[A (E)] = 2piδ (E [I]− [Hs]) , (C.0.9)
donde se escogen las funciones propias de Hs como las funciones base. Esto implica que [Hs]
es diagonal. Por tanto, [A (E)] también es diagonal, así:
[A (E)] = 2pi

δ (E − 1) 0 0 · · ·
0 δ (E − 2) 0 · · ·
0 0 δ (E − 3) · · ·
...
...
...
. . .
 (C.0.10)
Se puede escribir la función espectral en cualquier representación y sus elementos diagonales
determinan la densidad local de estados veces 2pi. Justamente como los elementos de la diagonal
de la matriz densidad determinan la densidad local de electrones en la representación establecida,
el número total de electrones N está dado por la traza de [ρ], la cual es independiente de la
representación, por lo cual se obtiene:
N = Tr [ρ] =
∑
n
f0 (n − µ) ,
de forma similar, la densidad de estados dada por la traza de la función espectral [A] dividida
por 2pi es independiente de la representación y es escrita en la representación de estados propios
de la siguiente manera:
% (E) =
1
2pi
Tr [A (E)] =
∑
n
δ (E − n) . (C.0.11)
1La función de Fermi tiene dos posibles valores: 1 para estados ocupados y 0 para estados no ocupados, los
valores entre 0 y 1 indican el promedio de ocupación de algún estado que está en algún momento ocupado y
en otro no ocupado.
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Si se calcula el número total de estados en cualquier punto integrando sobre todo el espectro
de energías, el resultado es uno (1). Se considera un sistema desacoplado al electrodo el cual
posee un solo nivel de energía. Este nivel se ensancha dando origen a una serie de niveles en
el momento de conectar el sistema al electrodo, cada uno de estos niveles posee una densidad
de estados determinada, esto indica que las funciones de onda para cada nivel contribuyen de
manera diferente en el sistema. La integral de la densidad local de estados sobre todos los niveles
de energía da como resultado:
∞ˆ
−∞
dE% (r, E) = 1.
La expresión anterior representa básicamente los elementos diagonales de la matriz
´∞
−∞
dE
2pi [A (E)].
Por tanto:
∞ˆ
−∞
dE
2pi
[A (E)] =

1 0 0 · · ·
0 1 0 · · ·
0 0 1 · · ·
...
...
...
. . .
 ,
donde esta cantidad permanecerá de la misa forma en cualquier representación ya que la matriz
identidad no cambia así se cambie la base.
Relación Entre las Funciones de Green y la Función Espectral.
Para evaluar la función espectral es conveniente buscar una función que presente las mismas
propiedades que la función delta, de tal manera que:
2piδ (E − n) = 2η
(E − n)2 + η2
∣∣∣
η→0+
=
2η
E2 − En − En + 2n + η2
∣∣∣
η→0+
,
se suma y se resta iηE e iηn, con el ﬁn de poder expresar el delta en términos de funciones
de Green. De este modo:
2piδ (E − n) = iη
(E − n + iη) (E − n − iη)
∣∣∣
η→0+
= i
(
1
E − n + i0+ −
1
E − n + i0+
)
.
Por lo anterior la función espectral (C.0.9), en su forma matricial se puede escribir como:
2piδ (E [I]− [Hs]) = i
{[(
E + i0+
)
Is −Hs
]−1 − [(E − i0+) Is −Hs]−1} (C.0.12)
A (E) = i
[
G (E)−G+ (E)] , (C.0.13)
donde las funciones de Green retardada y avanzada están dadas por:
G (E) =
[(
E + i0+
)
Is −Hs
]−1 (C.0.14)
y
G+ (E) =
[(
E − i0+) Is −Hs]−1 (C.0.15)
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Relación Entre la Función Espectral y la Matriz Densidad.
Con el uso de las propiedades de la función delta se puede reescribir (C.0.8) de la forma:
[ρ] =
∞ˆ
−∞
dEf0 (E − µ) δ ([EIs −Hs])
=
∞ˆ
−∞
dE
2pi
f0 (E − µ) [A (E)] , (C.0.16)
El termino [A(E)]2pi , es la versión matricial de la densidad de estados % (E), y de manera análoga
la matriz densidad [ρ] es la versión matricial del número total de electrones N . Se puede observar
la relación entre el número total de electrones y la densidad de estados % (E), que está dada por:
N =
∞ˆ
−∞
dEf0 (E − µ) % (E) , (C.0.17)
así, el número de electrones es obtenido por la multiplicación de los estados % (E) dE por la
función de distribución de Fermi y sumando las contribuciones de todas las energías [34].
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La función de Green representa una respuesta a un impulso de la ecuación de Schrödinger y
ayuda a entender la relación entre el ensanchamiento del nivel y el tiempo de vida, los cuales
resultan del acoplamiento del sistema al electrodo. Como punto de partida se escogen las funciones
propias del Hamiltiniano del sistema lo cual indica que este Hamiltoniano y la función de Green
son diagonales:
[G (E)] =

1
E−1+i0+ 0 0 · · ·
0 1
E−2+i0+ 0 · · ·
0 0 1
E−3+i0+ · · ·
...
...
...
. . .
 . (D.0.1)
Se considera la transformada de Fourier de G (E) deﬁnida por
[
G˜r (t)
]
=
∞ˆ
−∞
dE
2pi~
exp
(
iEt
~
)
[G (E)]
=
∞ˆ
−∞
dE
2pi~
exp
(
iEt
~
)
E − + i0+
= − i
~
u (t) exp
(
i (−+ i0+) t
~
)
,
donde u (t) es la función paso deﬁnida de la siguiente manera:
u (t) =
{
0 t < 0
1 t > 0
,
donde el indice índice r hace referencia a la función de Green retardada, y G˜r (t) es cero para
t < 0. Con esto la función de Green retardada es también diagonal y queda representada de la
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forma:
[
G˜r (t)
]
=
−i
~
u (t) exp
(−0+t)

exp
(−i1t
~
)
0 0 · · ·
0 exp
(−i2t
~
)
0 · · ·
0 0 exp
(−i3t
~
) · · ·
...
...
...
. . .
 . (D.0.2)
Los elementos matriciales de G˜rnn (t) satisfacen la la ecuación diferencial:(
i~
∂
∂t
− n
)
G˜rnn (t) = δ (t) .
Se puede entonces, escribir esta ecuación en su forma matricial como:(
i~
∂
∂t
− [Hs]
)[
G˜r (t)
]
= [I] δ (t) . (D.0.3)
Los elementos de la matriz G˜rnm (t) indican que el n-ésimo componente de la función de onda
está dando una excitación en su m-ésimo componente, de esta forma se logra entender natural-
mente el término de la función de Green retardada. Sin embargo, matemáticamente existe otra
solución a la ecuación diferencial (D.0.3), pero debido a que no se puede tener una respuesta sin
antes tener una excitación dicha solución no presenta un signiﬁcado físico, a esta función se le
denomina función de Green avanzada
[
G˜a (t)
]
.[
G˜a (t)
]
=
[
G˜r (−t)
]∗
. (D.0.4)
La función de Green avanzada puede escribirse como (D.0.2) así esta queda:
[
G˜a (t)
]
=
i
~
u (−t) exp (0+t)

exp
(−i1t
~
)
0 0 · · ·
0 exp
(−i2t
~
)
0 · · ·
0 0 exp
(−i3t
~
) · · ·
...
...
...
. . .
 , (D.0.5)
donde la expresión (D.0.5) es la transformada de Fourier de G− (E). Se puede observar la
diferencia en el espacio de energías de la siguiente manera:
Retardada Avanzada
G (E) =
[(
E + i0+
)
Is −Hs
]−1
G+ (E) =
[(
E − i0+) Is −Hs]−1 .
Así la única diferencia entre las dos funciones en el espacio de energías, es el signo del termino
inﬁnitesimal i0+ adherido como un arreglo matemático para quitar la discontinuidad de la función
al hacer la transformada de Fourier y junto a {Θe} darle interpretación como la extracción de
electrones del electrodo (2.1.2). Al hacer la transformada de Fourier y dejar estas dos soluciones
G y G+ en el espacio temporal, se observa que G˜r (t) es cero para t < 0 y G˜a (t) es cero para
t > 0 con una discontinuidad para ambas en t = 0, y mientras que una es interpretada como la
respuesta debida a un impulso de excitación la otra no presenta signiﬁcado físico.
Se puede hacer la transformada de Fourier de la función espectral para obtenerla en el espacio
temporal de la siguiente forma:
A˜rnn (t) = i
[
G˜rnn (t)− G˜ann (t)
]
. (D.0.6)
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Como ambas funciones G˜rnn (t) y G˜
a
nn (t) satisfacen la misma ecuación diferencial inhomogénea
entonces la función espectral satisface la ecuación diferencial homogénea:(
i~
∂
∂t
− [Hs]
)[
A˜ (t)
]
= [0]
Así, la función espectral no presenta discontinuidad en t = 0 como G˜rnn (t) y G˜
a
nn (t).
Interpretación de la Auto Energía.
Ahora ya que se conoce la interpretación de las funciones de Green en el dominio temporal,
entonces se puede escribir, a través de una transformada de Fourier, una expresión general para
un sistema unido a un contacto. Hacer la transformada de Fourier resulta ser facil siempre y
cuando Σ sea independiente de la energía. Se escribe la ecuación de Schrödinger para el sistema
y el electrodo1 de la siguiente forma:(
i~
∂
∂t
− [Hs]− [Σ]
)[
G˜r (t)
]
= [I] δ (t) (D.0.7)
Se supone la auto-energía es independiente de E, y se asume un sistema con un único nivel de
energía , así [H] y [Σ] pasan a ser números, así:(
i~
∂
∂t
− − Σ
)
G˜r (t) = δ (t) .
La solución de la ecuación anterior es:
G˜r (t) = − i
~
u (t) exp
(
− i (+ Σ) t
~
)
, (D.0.8)
dado que Σ es complejo se puede separar en su parte real y su parte imaginaria, para expresar
(D.0.8) de la forma:
G˜r (t) = − i
~
u (t) exp
(
− i
′t
~
)
exp
(−γt
2~
)
(D.0.9)
en donde ′ = + ReΣ y γ = −2ImΣ. La parte real de la auto-energía causa un cambio en el
nivel de energía de  a ′, mientras que la parte imaginaria de este da a los estados propios un
tiempo de vida ﬁnito, esto se puede ver con más claridad si se calcula el modulo al cuadrado de
la expresión (D.0.9). ∣∣∣G˜r (t)∣∣∣2 = 1~2u (t) exp
(−γt
~
)
.
en el argumento de la exponencial se halla la relación existente entre el tiempo de vida de los
estados con la parte imaginaria de la auto-energía 1τ = −γ~ = 2ImΣ~ . También se puede relacionar
el tiempo de vida de los estados con el ensanchamiento de las densidades de estados, para lograr
esto solo es necesario hacer una transformada de Fourier a (D.0.9) con lo cual se obtiene:
G (E) =
1
E − ′ + iγ2
. (D.0.10)
1Las interacciones del sistema con el electrodo se introducen en la auto-energía Σ = HaGeH
+
a , es decir que
cuando se escribe la ecuación de movimiento del sistema-electrodo, se adhiere al Hamiltoniano del sistema Hs
la auto-energía Σ.
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De este modo también es fácil apreciar la relación de la densidad de estados y la función
espectral:
A (E)
2pi
≡ % (E) = i
(
1
E − ′ + iγ2
− 1
E − ′ − iγ2
)
=
γ
(E − ′)2 + (γ2)2 , (D.0.11)
así se observa la relación entre la función densidad y el tiempo de vida γ~ [34].
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POTENCIALES ELECTROQUI´MICO Y ELECTROSTA´TICO.
Para introducir la cantidad µ¯ se considera un sistema en una distribución de equilibrio gran-
canonica, entonces la cantidad µ¯ representa el cambio de energía del sistema, si una partícula
es adherida o extraída de este, mientras se mantiene su volumen y la entropía constantes. De
manera más precisa esta cantidad es deﬁnida a través de la energía libre de Helmholtz de un
sistema con N partículas a temperatura T , FN = U − T S en donde U es la energía interna del
sistema y S es la entropía del mismo1.
En un sistema metálico en equilibrio y a temperatura cero, el potencial químico corresponde
precisamente a la energía de Fermi, es decir la energía µ¯ para este caso puede verse como la
energía del máximo nivel de llenado de los estados de los electrodos.
Se considera un sistema unido a dos electrodos metálicos, donde los potenciales químicos son
µ¯R para el electrodo de la derecha y µ¯L el de la izquierda del sistema; así los electrones en el
sistema responden a un gradiente de potencial químico como si un campo de magnitud |∇µ¯/e|
estuviese presente, en adición a esta diferencia de potenciales químicos los electrones también
responden a un campo eléctrico E. De está forma la suma del campo de potencial químico
−∇µ¯/e y el campo eléctrico E conducen los electrones en el sistema de la forma:
E = E−∇µ¯/e. (E.0.1)
Se integra la cantidad anterior con limites rR y rL, con un resultado medible experimental-
mente:
V ≡ µL − µR
e
= −
rLˆ
rR
E · dr = ϕ (rL)− ϕ (rR) + µ¯L
e
− µ¯R
e
. (E.0.2)
Se introduce el potencial electrostático ϕ deﬁnido como:
ϕ (r) =
∑
i
|e|Zi
|r−Ri| +
ˆ
dr′
en (r′)
|r− r′| (E.0.3)
1La cantidad µ puede también ser deﬁnida como µ =
(
∂F
∂N
)
T ,V ol
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donde |e|Zi y Ri son la carga y la posición del ion i, respectivamente de un material dado. El
siguiente término en la expresión es conocido como potencial de Hartree, el cual es generado por
una distribución de densidad de cargas n (r′). En muchos casos se usa la energía potencial de
Hartree VH ≡ evH (r) como una aproximación a la interacción de Coulomb de muchos cuerpos:
W =
1
2
∑
i 6=j
e2
|ri − rj | ,
entonces, mediante el potencial de Hartree se escribe:
W w
∑
i
evH =
∑
i
VH (ri) . (E.0.4)
Esta es una forma de aproximación de campo medio, donde el movimiento de los electrones es
considerado independiente uno del otro y los efectos de otros electrones es solo para proporcionar
el campo medio vH .
Se denomina a V como la diferencia de potenciales electroquímicos por unidad de carga, de
este modo podemos ver la diferencia entre potencial electroquímico y potencial químico, donde
el potencial electroquímico es la suma del potencial electrostático eϕ (r) y el potencial químico
µ¯, así los potenciales electroquímicos para cada electrodo son los siguientes:
µR = eϕ (rR) + µ¯R (E.0.5)
µL = eϕ (rL) + µ¯L. (E.0.6)
El potencial electroquímico es una cantidad clave en teorías de transporte, tanto el transporte
a diferencias de voltaje como a diferencias de temperatura [31].
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EXPANSIO´N DE SOMMERFELD.
La expansión de Sommerfeld es utiliza para solucionar integrales de la forma:
∞ˆ
−∞
dεϕ (ε) f (ε) ; f (ε) =
1
exp
(
1
KBT0
(ε− µ¯)
)
+ 1
,
donde ϕ (ε) es una función la cual desaparece para ε → −∞ y no diverge tan rápido con
algunas potencias de ε cuando ε → ∞. Se puede integrar por partes, deﬁniendo la siguiente
función:
K (ε) =
εˆ
−∞
ϕ
(
ε′
)
dε′. (F.0.1)
Así que:
∞ˆ
−∞
dεϕ (ε) f (ε) = f (ε)K (ε) ∣∣∞−∞ +
∞ˆ
−∞
dε
(
−∂f (ε)
∂ε
)
K (ε) . (F.0.2)
Al evaluar la función de Fermi en inﬁnito cae a cero rápidamente, mientras ϕ (ε) diverge
lentamente; al evaluarlas en menos inﬁnito la función de Fermi converge a uno y ϕ (ε) se hace
cero, por tanto el primer término de (F.0.2) es cero. Se asume que K (ε) no varia mucho alrededor
de µ¯, por tanto es razonable expandir esta función en series de Taylor alrededor de ε = µ¯. Por
lo cual se obtiene:
K (ε) = K (µ) +
∞∑
n=1
[
(ε− µ¯)n
n!
][
dnK (ε)
dεn
∣∣∣∣
µ¯
]
. (F.0.3)
Introduciendo la expresión anterior en la integral (F.0.2), se observa que únicamente los tér-
minos pares sobreviven debido a que la derivada de la función de Fermi es par así se encuentra:
∞ˆ
−∞
dεϕ (ε) f (ε) =
µ¯ˆ
−∞
ϕ (ε) dε+
∞∑
n=1
∞ˆ
−∞
(ε− µ¯)2n
(2n)!
(
−∂f (ε)
∂ε
)
dε
d2n−1
dε2n−1
ϕ (ε)
∣∣∣∣
µ¯
, (F.0.4)
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se realiza la sustitución x = 1KBT0 (ε− µ¯) con dε = KBT0dx, y se logra obtener:
∞ˆ
−∞
dεϕ (ε) f (ε) =
µ¯ˆ
−∞
ϕ (ε) dε
+
∞∑
n=1
∞ˆ
−∞
(
− d
dx
1
ex + 1
)
x2n
(2n)!
dx (KBT0)
2n
(
d2n−1
dε2n−1
ϕ (ε)
∣∣∣∣
µ¯
)
,
se denomina a la integral del segundo termino an, en consecuencia la expresión anterior se
escribe como:
∞ˆ
−∞
dεϕ (ε) f (ε) =
µ¯ˆ
−∞
ϕ (ε) dε+
∞∑
n=1
an (KBT0)
2n
(
d2n−1
dε2n−1
ϕ (ε)
∣∣∣∣
µ¯
)
. (F.0.5)
Al realizar una expansión geométrica podemos escribir an como:
an = 2
(
1− 1
22n
+
1
32n
− 1
42n
+
1
52n
− · · ·
)
(F.0.6)
La serie anterior es comúnmente encontrada en términos de la función zeta de Riemann, ζ (n),
como:
an =
(
2− 1
22(n−1)
)
ζ (2n) , (F.0.7)
donde:
ζ (n) = 1 +
1
2n
+
1
3n
+
1
4n
+ · · · (F.0.8)
Para los primeros pocos términos de n, ζ (2n) se puede escribir la función zeta de Riemann de
la forma:
ζ (2n) = 22n−1
pi2n
(2n)!
Bn, (F.0.9)
donde los Bn son conocidos como los números de Bernoulli, los cuales presentan los siguientes
valores:
B1 =
1
6
, B2=
1
30
, B3 =
1
42
, B4 =
1
30
, B5 =
5
66
. (F.0.10)
Por lo anterior la integral original se puede escribir como:
∞ˆ
−∞
dεϕ (ε) f (ε) =
µ¯ˆ
−∞
ϕ (ε) dε+
pi2
6
(KBT0)
2 d
dε
ϕ (ε)
∣∣∣∣
µ¯
+ · · · (F.0.11)
La expresión anterior es conocida como expansión de Sommerfeld [39].
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