ABSTRACT. This study looks at some subgroups of the group H(C(X)) of homeomorphisms on the space C(X) of continuous real-valued functions on a topological space X, where C(X) has the compact-open topology. The main result shows that, for certain spaces X, the subgroup of H(C(X)) generated by the algebraic and vertical homeomorphisms on C(X) is dense in H(C(X)) with the pointwise topology. Also, for X equal to the unit interval, a subgroup of H(C(X)) is developed using integration of the members of C(X), and this subgroup is used as an example and to illustrate certain properties that subgroups of H(C(X)) can have.
Introduction
The term C(X) denotes the space of continuous real-valued functions on topological space X, where C(X) has the compact-open topology. The group H(C(X)) of homeomorphisms from C(X) onto itself, with the operation of composition of functions, is a large group with a number of interesting naturally defined subgroups. Although we mention and name a dozen such subgroups of H(C(X)), there are really only three of these subgroups that we work with in some detail.
First we develop and use, for X equal to the unit interval, what we call the integral group Int(C(X)) as an example and as a way to illustrate certain properties that subgroups of H(C(X)) can have.
An example of a homeomorphism group
To get some feeling for what an interesting subgroup of H(C(X)) might look like, we start with a nontrivial example using the unit interval I = [0, 1] for our space X. This example also illustrates certain properties that the subspaces of H(C(X)) used in the next section may or may not have.
Over the interval I, we can apply the integral operator to the functions in C(I), and thereby define a subgroup of H(C(I)) that we call the integral group Int(C(I)). To make this reasonably general, we use a certain kind of kernel κ in the integration. In particular, for κ ∈ C(R), we say that κ is linearly bounded provided that there exist constants a, b ∈ R such that |κ(x)| ≤ a|x| + b for all x ∈ R. Also κ is increasing means that κ(x) ≤ κ(y) for all x, y ∈ R with x ≤ y. Let LBI(R) be the set of functions from C(R) that are linearly bounded and increasing. For example, such κ include: κ(x) = 0, κ(x) = x, κ(x) = x 1/3 , and κ(x) = arctan(x). To show thatκ is a homeomorphism, we first need to establish that it is a bijection. This is equivalent to saying that for each g in C(I), the Volterra integral equation
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Now for each κ ∈ LBI(R), defineκ : C(I)
has a unique solution f in C(I).
Because κ is linearly bounded, the existence of the solution f in equation (1) follows directly from [15: Theorem 3.6] . So it remains to show the uniqueness of f by using the fact that κ is increasing.
Ä ÑÑ 2.1º The solution f in equation (1) is unique.
P r o o f. Suppose, by way of contradiction, that f 1 and f 2 are both solutions for f in equation (1) and that f 1 = f 2 . Let x 0 ∈ (0, 1] with f 1 (x 0 ) = f 2 (x 0 ); say f 1 (x 0 ) < f 2 (x 0 ).
Suppose, again by way of contradiction, that f 1 (x) = f 2 (x) for all x ∈ [0, x 0 ]. Then by the continuity of f 1 and f 2 and by the connectedness of [0, x 0 ], we have f 1 (x) < f 2 (x) for all x ∈ [0, x 0 ]. Since κ is increasing, By the continuity of f 1 and f 2 , we have f 1 (s) = f 2 (s) and s < x 0 . Again by the continuity of f 1 and f 2 and by the connectedness of (s,
Therefore,
, which is again a contradiction. This finishes the argument that for a given g, we have a unique solution f in equation (1) .
It now follows that for each κ ∈ LBI(R),κ is a continuous bijection. The proof thatκ ∈ H(C(I)) is completed by showing thatκ
−1 is continuous.
Ä ÑÑ 2.2º For each κ ∈ LBI(R), the inverse functionκ
P r o o f. Let g ∈ C(I), and let ε > 0. We need to show that if g ∈ C(I) with
So let g be such a member of C(I), and let f =κ −1 (g) and f =κ −1 (g ).
Suppose, by way of contradiction, that
for some x 0 ∈ I. Clearly x 0 > 0. Then we have
To be specific, say f (x 0 ) > f(x 0 ). So there exists an a ∈ I with 0 < a < x 0 and f (x) > f(x) for all x ∈ (a, x 0 ]. Suppose first that
which is a contradiction.
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On the other hand, suppose that
Since κ is increasing, there is some x ∈ [0, a] with f (x) ≤ f (x); let x 1 be the largest such x. Then by the continuity of f and f , f (
, and since κ is increasing,
must be increasing as x increases in (x 1 , x 0 ]. That means
which is a contradiction. This shows that
for all x ∈ I, and henceκ −1 is continuous.
We now have the following fact.
ÈÖÓÔÓ× Ø ÓÒ 2.3º For every κ ∈ LBI(I), the functionκ is a member of
H(C(I)).
Define Int(C(I)) to be the subgroup of H(C(I)) generated by the set ofκ as κ ranges over LBI(R).
We use Int(C(I)) to illustrate certain properties that members of the general homeomorphism group H(C(X)) can have, and that certain subgroups of H(C(X)) have.
For a topological space X, a function φ : C(X) → C(X) is said to be linear provided that for every f, g ∈ C(X) and a, b ∈ R, it is true that
If φ is linear and has an inverse φ −1 , then it is easy to check that φ −1 is linear. Also, it is clear that the composition of linear functions is linear. So the set of all linear members of H(C(X)) is a subgroup of H(C(X)), that we call the linear group Lin(C(X)). This is a large subgroup of H(C(X)), and we say that any other subgroup of H(C(X)) is linear provided that it is a subgroup of Lin(C(X)).
Since the integral is a linear operator, the κ ∈ LBI(R) that give rise to linear κ are those κ that are themselves linear (and increasing); that is, κ(x) = ax + b for a, b ∈ R with a ≥ 0. Let LI(R) be the set of such linear increasing functions on R. Then the set ofκ for κ ∈ LI(R) is a subgroup of Lin(C(I)), and is therefore a linear subgroup of H(C(I)) that we call the linear integral group LInt(C(I)).
For a topological space X, a function φ :
, and φ is monotone whenever it is either increasing or decreasing.
Since each κ in LBI(R) is increasing and since the integral is an increasing operator, eachκ is increasing. However,κ −1 is in general not increasing, as illustrated by the following example.
for all x ∈ I. We see that g 2 − g 1 is a decreasing function on I, and
it follows thatκ −1 is not increasing.
Example 2.4 shows that, for a space X, the set of monotone members of H(C(X)) is in general not a subgroup of H(C(X)) since the inverses may not be monotone. If one wanted a large subgroup of H(C(X)) incorporating the R. A. MCCOY monotone property, one could define the general monotone group GMon(C(X)) by taking that subgroup of H(C(X)) generated by the set of monotone members of H(C(X)). Then Int(C(X)) is a subgroup of GMon(C(X)). Another way of creating a subgroup of H(C(X)) incorporating the monotone property is to define the dual monotone group DMon(C(X)) to be the subset of H(C(X)) consisting of all h such that both h and h −1 are monotone. One can check that DMon(C(X)) is indeed a subgroup of H(C(X)), and is in fact a subgroup of GMon(C(X)). Example 2.4 shows that Int(C(I)) is not a subgroup of DMon(C(I)).
In the next section, we consider a subgroup of H(C(X)) that is larger than DMon(C(X)) called the bimonotone group BMon(C(X)), and we relate these bimonotone homeomorphisms on C(X) to two important classes of homeomorphisms on C(X)-the horizontal and vertical homeomorphisms.
The bimonotone and algebraic groups
For a topological space X, a member h of H(C(X)) is called bimonotone (see [7] or [10] ) provided that for every f,
One can check that the set of bimonotone members of H(C(X)) is a subgroup, and we call this subgroup the bimonotone group BMon(C(X)). It is clear that BMon(C(X)) contains the dual monotone group DMon(C(X)) as a subgroup.
There are two special kinds of bimonotone homeomorphisms on C(X), the horizontal and the vertical. The facts in the next two propositions about these kinds of homeomorphisms can be found in [7] , [10] , or [12] . Keep in mind that all of the homeomorphisms that we are considering are on C(X) with the compactopen topology.
Each µ in the set H(X) of homeomorphisms on X induces a function
ÈÖÓÔÓ× Ø ÓÒ 3.1º For each µ ∈ H(X),μ is a linear increasing homeomorphism on C(X). The set of suchμ is a subgroup of H(C(X)).
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We call a member u of H(C(X)) a horizontal homeomorphism on C(X) provided that u =μ for some µ ∈ H(X). The term "horizontal" is used because only the first coordinate is changed underμ when each function in C(X) is identified with its graph as a subset of X × R. The group of horizontal homeomorphisms on C(X) is called the horizontal group Hor(C(X)). It is evident that Hor(C(X)) is in fact a subgroup of the dual monotone group DMon(C(X)), and thus a subgroup of the bimonotone group BMon(C(X)).
Since there are horizontal homeomorphisms on C(X), there must also be vertical ones. We can define them by first defining a fiber homeomorphism on
for all f ∈ C(X), where theν(f ) on the left side of this equality and the f on the right side of this equality are identified with their graphs as subsets of X × R.
ÈÖÓÔÓ× Ø ÓÒ 3.2º For each ν ∈ F H(X),ν is a bimonotone homeomorphism on C(X), that is monotone if X is connected. The set of suchν is a subgroup of H(C(X)).
We call a member v of H(C(X)) a vertical homeomorphism on C(X) provided that v =ν for some ν ∈ F H(X). The term "vertical" is used because only the second coordinate is changed underν when each function in C(X) is identified with its graph as a subset of X × R. The group of vertical homeomorphisms on C(X) is called the vertical group Ver(C(X)). Then Ver(C(X)) is a subgroup of the bimonotone group BMon(C)X)), and is a subgroup of the dual monotone group DMon(C(X)) if X is connected.
The vertical group Ver(C(X)) is not linear since it contains T ran(C(X)), the translation group on C(X) (a translation adds a given element of C(X) to each member of C(X)), and no non-identity translation maps the constant 0 function to itself, as linear maps must do.
The horizontal and vertical groups Hor(C(X)) and Ver(C(X)) are complementary in the sense that Hor(C(X)) ∩ Ver(C(X)) = {e} (as shown in [11] ) where e is the identity homeomorphism on C(X). But the horizontal and vertical homeomorphisms on C(X) work nicely together, as we indicate below, so we define the horizontal-vertical group H ∨ V(C(X)) as the subgroup of H(C(X)) generated by Hor(C(X)) ∪ Ver(C(X)). The next proposition (found in [11] ) shows how the horizontal and vertical homeomorphisms commute in a general sense.
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ÈÖÓÔÓ× Ø ÓÒ 3.3º For each h in H(C(X)), the following are equivalent. (1) h is in H ∨ V(C(X));
(2) h can be uniquely factored as h = vu for some u ∈ Hor(C(X)) and v ∈ Ver(C(X));
(3) h can be uniquely factored as h = uv for some u ∈ Hor(C(X)) and v ∈ Ver(C(X)).
Now the next theorem follows from the [8:
Factorization Theorem] or [12] , and it says that, for compact X, the only bimonotone homeomorphisms on C(X) are the horizontal or vertical ones and their pairwise compositions.
ÓÖÓÐÐ ÖÝ 3.5º If X is compact and connected, then
DMon(C(X)) = H ∨ V(C(X)).
Of the two groups Hor(C(X)) and Ver(C(X)), perhaps the more useful is Ver(C(X)). One indication of this is that Ver(C(X)) is a normal subgroup of H ∨ V(C(X)) while Hor(C(X))
is not. This is given by the next proposition from [11] .
ÈÖÓÔÓ× Ø ÓÒ 3.6º For each space X, the vertical group Ver(C(X)) is a normal subgroup of H ∨ V(C(X)), and the quotient group H ∨ V(C(X))/Ver(C(X)) is isomorphic to Hor(C(X)).
But the thing that really demonstrates the use of Ver(C(X)) is its role in the main result of the next section, in which it is combined with another useful subgroup of H(C(X)), the algebraic group A(C(X)), to generate a subgroup of H(C(X)) that is dense in H p (C(X)) with the pointwise topology. To define A(C(X)), we first need some notation.
For each n ∈ N, let C n (X) be the product of n copies of C(X), and let X n be the product of n copies of X.
n , let α(p) be the n × n matrix with ith row equal to
for all i = 1, . . . , n, and let |α(p)| be the determinant of α(p). Also for each f ∈ C(X) and i = 1, . . . , n, let α(p, f, i) be the matrix α(p) with its ith row replaced by f (p 1 ), . . . , f(p n ), and let |α(p, f, i)| be its determinant. Finally, let Q(X) be the set of quadruples n, α, β, p such that n ∈ N, α, β ∈ C n (X) and p ∈ X n with |α(p)| = 0 = |β(p)|. Note that this condition implies that the coordinates p 1 , . . . , p n of p are all distinct.
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for all f ∈ C(X). We say thatσ has size n. One can easily check thatσ(α i ) = β i for all i = 1, . . . , n, where α = α 1 , . . . , α n and β = β 1 , . . . , β n .
The proof of the following theorem is given in [11] . 
Theσ in Theorem 3.7 may not be a homeomorphism if a topology finer than the compact-open topology is used on C(X), such as the uniform topology. We call a member a of H(C(X)) an algebraic homeomorphism on C(X) provided that a =σ for some σ ∈ Q(X). Then Theorem 3.7 tells us that the set Alg(C(X)) of algebraic homeomorphisms on C(X) is a linear subgroup of H(C(X)).
In the next section we are concerned with H(C(X)) as a topological space rather than as a group, and we are interested in how certain subgroups of H(C(X)) sit as topological subspaces of H(C(X)). There are several functions space topologies that could be used on H(C(X)). Because of the lack of compactness properties for C(X), we do not want to consider the compactopen topology on H(C(X)). Three more useful topologies on H(C(X)) are the pointwise, the uniform, and the fine; which spaces are denoted by H p (C(X)), H u (C(X)), and H f (C(X)), respectively. For the latter two topologies, C(X) needs to be metrizable, which happens, for example, when X is compact. In that case, H u (C(X)) is a metric space with supremum metric, and H f (C(X)) is a topological group (see [3] , [4] , or [9] ). It is shown in [11] that for compact X, Hor(C(X)) and Ver(C(X)) are closed in H u (C(X)), and hence closed in H f (C(X)). It is left as a question there as to whether Alg(C(X)) is closed in H u (C(X)).
However, the topology of interest for us in the next section is the pointwise topology. The main result is that, for certain spaces X, the subgroup of H(C(X)) generated by Alg(C(X)) ∪ Ver(C(X)), that we call the algebraic-vertical group A ∨ V(C(X)), is dense in H p (C(X)).
A dense group in the full group
The topology on H p (C(X)), the pointwise topology, has subbasic open sets of the form
and W is open in C(X) with the compact-open topology. As it happens, the results in this section are also true for the topology with the above sets having W open in C(X) with the uniform topology. So we are going to use notation from a more general setting.
First let F (C(X)) be the set of all functions from C(X) into itself. Of course, H(C(X)) ⊆ F(C(X)). In order to define the pointwise topology on F (C(X)), we need the range space C(X) to have a topology. We consider the two cases that C(X) = C k (X) with the compact-open topology and C(X) = C u (X) with the uniform topology. Then F p,k (C(X)) denotes F (C(X)) with the pointwise topology where we use C k (X) as range space, and F p,u (C(X)) denotes F (C(X)) with the pointwise topology where we use C u (X) as range space. Now
has finer topology than H p,k (C(X)). Any dense subspace of H p,u (C(X)) must also be dense in H p,k (C(X)). When X is compact, these topologies on F (C(X)) are equal.
The uniform topology on C(X) is generated by the supremum metric ρ defined by ρ(f, g) = min 1, sup{|f (x) − g(x)| : x ∈ X} for all f, g ∈ C(X). For each f ∈ C(X) and ε > 0, define
which is a basic open set in C u (X). Now the subbasic open sets in
where f, g ∈ C(X) and ε > 0. Then a base for F p,u (C(X)) consists of sets of the form
where n ∈ N, F = f 1 , . . . , f n and G = g 1 , . . . , g n are n-tuples from C(X), and ε > 0.
Using this notation, our main goal is to show that, for certain spaces X, the algebraic-vertical group A ∨ V(C(X)) is dense in F p,u (C(X)), and therefore dense in H p (C(X)) since H p (C(X)) is contained in F p,u (C(X)) and has a coarser topology.
First, before we work with Alg(C(X)) and Ver(C(X)) together in the group A∨V(C(X)), let us show that in general neither Alg(C(X)) and nor Ver(C(X))
is, by itself, dense in H p (C(X)).
For the algebraic group Alg(C(X)), recall that it is a subgroup of the linear group Lin(C(X)). As we show next, Lin(C(X)) is closed in H p (C(X)) for compact X.
ÈÖÓÔÓ× Ø ÓÒ 4.1º For a compact space X, the linear group Lin(C(X)) is closed in H p (C(X)). P r o o f. Let h be a member of H(C(X)) that is in the closure of Lin(C(X)) in H p (C(X)). To show that h ∈ Lin(C(X)), let f, g ∈ C(X) and a, b ∈ R. We need to show that h(af + bg) = ah(f ) + bh(g).
Let F = f, g, af + bg and G = h(f ), h(g), h(af + bg) . Since X is compact, H p (C(X)) = H p,u (C(X)); and since h is in the closure of Lin(C(X)) in this topology, for each n ∈ N, there exists an
So for each n ∈ N, h n (f ), h n (g) and h n (af + bg) are in B h(f ), , respectively. Therefore, for all n ∈ N and x ∈ X
Then for each x ∈ X, we have for all n ∈ N,
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Since this is true for all n, for each x we have h(af + bg)(x) = ah(f )(x) + bh(g)(x).
showing that h ∈ Lin(C(X)).
Because of Proposition 4.1, any subgroup of H(C(X)) that is not linear, such as Ver(C(X)), cannot be in the closure of the linear group Alg(C(X)). So Alg(C(X)) is not dense in H p (C(X)). To be specific, Alg(C(I)) is not dense in H p (I). To see that Ver(C(I))
is not dense in H p (C(I)) either, we can use the following fact.
ÈÖÓÔÓ× Ø ÓÒ 4.2º The linear integral group LInt(C(I)) is not contained in the closure of the vertical group Ver(C(I)) in H p (C(I)). P r o o f. Let κ ∈ LI(R be given by κ(x) = x. We show thatκ is not in the closure of Ver(C(I)) in H p (C(I)) by choosing two members of C(I) that are "pairwise joined" and using them to form a basic neighborhood ofκ in H p (C(I)) that misses Ver(C(I)).
Define f, g ∈ C(I) by f (x) = 0 for all x ∈ I and
Then f (x) = g(x) for all x ∈ 1 2 , 1 . Nowκ(f )(x) = 0 for all x ∈ I, and we can calculate thatκ
Now for every fiber homeomorphism ν on I×R, we necessarily haveν(f )(x) = ν(g)(x) for x ∈ 1 2 , 1 since f (x) = g(x) for such x. Therefore, W ∩ Ver(C(I)) = ∅, andκ is not in the closure of Ver(C(I)) in H p (C(I)).
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Although neither Alg(C(X)) nor Ver(C(X)) need be dense in H p (C(X)), we now show that the algebraic and vertical homeomorphisms on C(X) work together in a nice way that can cause the group A ∨ V(C(X)), generated by Alg(C(X)) and Ver(C(X)), to be dense in H p (C(X)).
Since the topology on H p (C(X)), or more generally F p,u (C(X)), uses n-tuples F from C(X), we must be able to work with certain properties that these n-tuples can have and that may or may not be preserved by members of Alg(C(X)) or Ver(C(X)).
One property that an n-tuple F from C(X) can have is to be linearly dependent. Recall that F = F 1 , . . . , f n is linearly dependent provided that there exist constants c 1 , . . . , c n ∈ R, not all 0, such that
where 0 is the constant 0 function. Also F is linearly independent provided that it is not linearly dependent. We abbreviate these terms and merely call F independent or dependent.
Using the same notations as in the definition of algebraic homeomorphisms on C(X), for n-tuple F = f 1 , . . . , f n ∈ C n (X) and n-tuple z = z 1 , . . . , z n ∈ X n , let F (z) be the n × n matrix with ith row equal to
Then |F (z)| is the determinant of F (z).
A standard argument shows that an F ∈ C n (X) is independent if and only if there exists a z ∈ X n such that |F (z)| = 0. We give the proof of this because we need part of the proof as a lemma for use elsewhere.
ÈÖÓÔÓ× Ø ÓÒ 4.3º For n ∈ N, an F ∈ C n (X) is independent if and only if there exists a z ∈ X n such that |F (z)| = 0. Furthermore, if |F (z)| = 0, then the coordinates of z must be distinct.
For some i, c i = 0, so that we can write
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Then for each z ∈ X n , the ith row of F (z) can be written as a linear combination of the other rows. It now follows that |F (z)| = 0 for all z ∈ X n , which shows the sufficiency of this if and only if statement.
The necessity can be shown by induction on n.
such that |F (z)| = 0. Now suppose n ∈ N is such that whenever F ∈ C n (X) is independent there exists a z ∈ X n with |F (z)| = 0. Then the induction step for n + 1 is established by the following lemma and the obvious fact that if f 1 , . . . , f n , f n+1 is independent then f 1 , . . . , f n must also be independent.
. . , z n , z n+1 , then we can write |F (z)| by expanding by the cofactors C 1,n+1 , . . . , C n+1,n+1 on column n + 1. In particular,
where the cofactors C i,n+1 do not depend on z n+1 . But C n+1,n+1 = |F (z )| = 0, so that since F is independent, there must exist some z n+1 ∈ X such that |F (z)| = 0 where z = z 1 , . . . , z n , z n+1 .
In order to work with members of Alg(C(X)), we need to define F and G being jointly independent for F, G ∈ C n (X). In particular, F and G are jointly independent provided that there exists a z ∈ X n such that |F (z)| = 0 = |G(z)|. The key fact that we need is the next lemma.
Ä ÑÑ 4.5º Let X be a Tychonoff space and let n ∈ N. Then for every F = f 1 , . . . , f n ∈ C n (X) and F = f 1 , . . . , f n ∈ C n (X) with F independent and for every ε > 0, there exists a G = g 1 , . . . , g n ∈ C n (X) such that F and G are jointly independent and g i ∈ B(f i , ε) for all i = 1, . . . , n. P r o o f. We prove this by induction on n. For n = 1, let F = f 1 and F = f 1 with F independent, and let ε > 0. If F and F are jointly independnet, then take G = F . If F and F are not jointly independent, then define G as follows. Since F is independent, f 1 (x 1 ) = 0 for some
Then g 1 (x 1 ) = 0, so that if we take G = g 1 , then G and F are jointly independent and g 1 ∈ B(f 1 , ε).
For the induction step, suppose this lemma is true for some n ∈ N.
with F independent, and let ε > 0. Then F = f 1 , . . . , f n is also independent, so there  exists G = g 1 , . . . , g n ∈ C n (X) such that G and F are jointly independent and g i ∈ B(f i , ε) for all i = 1, . . . , n. So there exists a z = z 1 , . . . , z n ∈ X n such that |G (z )| = 0 = |F (z )|.
Define G = g 1 , . . . , g n , f n+1 . If G and F are jointly independent, then take G = G . If G and F are not jointly independent, then define G as follows. By Lemma 4.4, since |F (z )| = 0, there exists a z n+1 ∈ X such that |F (z)| = 0 where z = z , . . . , z n , z n+1 . Evidently |G (z)| = 0. Also since |F (Z)| = 0, from Propositon 4.3 we see that z n+1 = z i for all i = 1, . . . , n. Since X is a Tychonoff space, there exists a g n+1 ∈ C(X) such that
, and ε) .
Let us write |G(z)| by expanding by the cofactors C n+1,1 , . . . , C n+1,n+1 on row n + 1; which do not depend on g n+1 (or f n+1 ).
|G(z)|
So F and G are jointly independent and g i ∈ B(f i , ε) for all i = 1, . . . , n + 1. Therefore, this lemma is true for n + 1, and the induction step is completed.
For each h ∈ H(C(X)) and F
One thing that can be observed immediately is that if h is linear and F ∈ C n (X), then h(F ) is independent if and only if F is independent. So no member of Alg(C(X)) can map a dependent F to an independent image. That means we need a special kind of n-tuple to which we can move an arbitrary n-tuple by a member of Alg(C(X)), and which can then be moved to an independent n-tuple by a member of Ver(C(X)). Such an n-tuple F = f 1 , . . . , f n ∈ C n (X), which we call separated, is defined by the property that there exist distinct points
ÈÖÓÔÓ× Ø ÓÒ 4.6º Let X be a Tychonoff space and let n ∈ N. Then for every
Let z = z 1 , . . . , z n , and recall that F (z) is the n × n matrix with each ith row equal to 
. . , g n , we have
so that G is independent. Now define the fiber homeomorphism ν on X × R by
and let v =ν ∈ Ver(C(X)). We see that v(F ) = G, so that v(F ) is independent, as required.
For the next proposition, we need a lemma involving a space X having certain properties, including having the countable chain condition-that we abbreviate as ccc. A space has ccc provided that every pairwise disjoint family of nonempty open subsets is countable; for example, a separable space has ccc. ÈÖÓÔÓ× Ø ÓÒ 4.8º Let X be a locally connected Tychonoff space having ccc and having no isolated point, and let n ∈ N. Then for every F ∈ C n (X), there exists an a ∈ Alg(C(X)) such that a(F ) is separated. P r o o f. For convenience of notation in this proof, we can consider an F ∈ C n (X) as a subset of C(X) with n members rather than an n-tuple. Then F would be separated if and only if for every f ∈ F there exists an x ∈ X such that g(x) = f (x) for all g ∈ F \ {f }. So let F be a given subset of C(X) with n members.
For each x ∈ X, let F/x be the partition of F consisting of the set of equivalence classes of the equivalence relation ∼ on F defined by f ∼ g provided that f (x) = g(x). For every partition P of F , let X(P) be the interior of
Of course X(P) may be empty for some partitions P of F . Let P 1 , . . . , P k be those partitions of F with X(P i ) = ∅. Because of the continuity of the members of F , the open set
By Lemma 4.7, there exist z i ∈ X(P i ) for i = 1, . . . , k and a continuous function q : X → I such that the q(z 1 ), . . . , q(z k ) are distinct and each q −1 (q(z i )) is nowhere dense in X. For each i = 1, . . . , k, let U i be a neighborhood of z i in X(P i ) so that the q(U 1 ), . . . , q(U k ) have pairwise disjoint closures. Also for each i, let p i = q(z i ).
is the transpose of a Vandermonde matrix (see [6] ), we have
Therefore, σ ∈ Q(X) and we can define a =σ, which is a member of Alg(C(X)).
To show that a(F ) is separated, let f ∈ F . It does not matter which partition P i we use, so we take P 1 , and use z 1 as a special point of X that we work around. Our goal is to find an x ∈ X(P 1 ) so that a(g)(x) = a(f )(x) for all g ∈ F \ {f }. Now for each x ∈ X, we have
By expanding the determinants and rearranging the terms, this can be rewritten as
So for each g ∈ F \ {f } and x ∈ X, Then for each g ∈ F \ {f } such that g(x) = f (x) for x ∈ X(P 1 ), there is an open neighborhood U g of z 1 in U 1 such that a(g)(x) = a(f )(x) for all x ∈ U g . Now consider the harder case of a g ∈ F \ {f } such that g(x) = f (x) for x ∈ X(P 1 ). Let i 1 , . . . , i be those members of {1, . . . , k} such that g(x) = f (x) for x ∈ X(P i m ), m = 1, . . . , ; since g = f , there must be at least one such i m .
GROUPS OF HOMEOMORPHISMS ON C(X)
In this case, for x ∈ U 1 , we have Since q −1 (q(z 1 )) is nowhere dense in X, U 1 contains an open dense subset U g such that P (x) = 0 for all x ∈ U g . Also for each m = 1, . . . , , let
, which is not equal to 0. So we can now write We can then see, for this harder case, that a(g)(x) = a(f )(x) for all x ∈ U g . With the U g now defined for all g ∈ F \ {f }, where each U g is either an open neighborhood of z 1 contained in U 1 or a dense open subset of U 1 , we can choose any x in the nonempty set U g : g ∈ F \ {f } . Then (g)(x) = a(f )(x) for all g ∈ F \ {f }, showing that a(F ) is separated.
Ì ÓÖ Ñ 4.9º Let X be a locally connected Tychonoff space having ccc and having no isolated point, and let n ∈ N. Then for every F = f 1 , . . . , f n ∈ C n (X) and G = g 1 , . . . , g n ∈ C n (X) and for every ε > 0, there exist a 1 , a 2 ∈ Alg(C(X)) and v ∈ Ver(C(X)) such that a 2 va 1 (f i ) ∈ B(g i , ε) for all i = 1, . . . , n. P r o o f. First apply Proposition 4.8 to get an a 1 ∈ Alg(C(X)) so that a 1 (F ) is separated. Then apply Proposition 4.6 to get a v ∈ Ver(C(X)) so that va 1 (F ) is independent. Finally, apply Lemma 4.5 to get a G = g 1 , . . . , g n ∈ C n (X) so that va 1 (F ) and G are jointly independent and g i ∈ B(g i , ε) for all i = 1, . . . , n.
Now for each i = 1, . . . , n, let α i = va 1 (f i ) and β i = g i . Define α = α i , . . . , α n and β = β i , . . . , β n . Because va 1 (F ) and G are jointly independent, there exists a p = p 1 , . . . , p n ∈ X n such that |α(p)| = 0 = |β(p)|.
