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1. INTRODUCTION 
A univariate spline S(x) of degree m with knots {xi), i=O,..., n is a 
function S: R + R which is globally of continuity class Cm- ‘, and on every 
interval between knots (-co, x0), (x0, x’) ,..., (x”- ‘, x”), (x”, co) is a 
polynomial of degree m. 
Spline functions arise as solutions of a variety of important extremal 
problems. These include optimal interpolation in Sobolev spaces and best 
approximation of linear functionals. The latter covers problems of optimal 
numerical differentiation, quadrature formulas with least error, and 
estimation of functions from noisy data, for references and precise 
statements, see e.g., Karlin [ 18, 19, 201, Micchelli [25, 271. Furthermore, 
splines provide a versatile tool suitable for diverse computational tasks. A 
voluminous literature on splines has accumulated over the years, see the 
recent books of de Boor [12] and Schumaker [32]. For a recent survey 
and references on applications of splines in statistics, see Wegman and 
Wright [35]. 
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During the past several years there has been a growing interest in mul- 
tivariate splines. One reason for this recent development is a pivotal idea, 
tracing back to H. B. Curry and I. J. Schoenberg [S] indicating that spline 
functions can be constructed from volumes of slices of polyhedra, see also 
de Boor [ 111. This method has led to computationally useful recurrence 
relations for multivariate splines (Micchelli [26], Dahmen [6]). Further 
interest in multivariate splines has been generated by elegant results in mul- 
tivariate interpolation theory (Kergin [23], Micchelli [28], Cavaretta, et 
al. [31, C41). 
In this paper, we provide a probabilistic setting for some of these results 
which leads to new insights into multivariate splines allowing for 
generalizations of recurrence relations (Sect. 4) and simplifications of limit 
theorems (Sect. 5). Log-concavity and total positivity properties of 
generalized multivariate spline distributions are also examined (Sects. 3 and 
6). First we start with basic definitions and facts on univariate and mul- 
tivariate splines and describe their applications to polynomial inter- 
polation. 
2. BASIC SPLINES AND INTERPOLATION 
Let A”= {v=(Q, ,..., u,): u,>O, j=O ,..., n, c,“=O uj = 1 } be the canonical 
simplex in R”+ ’ and let V = ( VO,..., V,) be a random vector uniformly dis- 
tributed over A”. Let x0,x1 ,..., xn E R” and form the random vector 
z= voxo+ ... + vnxn (2.1) 
in R”. We have for any continuous function f defined on R” 
E{f(Z)}=E{f(VOxO+ ... + V,x",) 
=n! 
s ,nf( u,xO+ ... + u,xn) do,. . . du,. (2.2) 
Observe that when x0 ,...,xn E R” have a convex hull with positive volume 
in R” (that is the points are not restricted to a hyperplane in R”) it is clear 
that the variable Z E R” defined in (2.1) has a probability density with 
respect to Lebesgue measure. We denote this density by M(t 1 x0,..., x”), 
t E R” and call it the multiuariate B-spline with knots {x0,..., x”}. The 
justification for this term is contained in the discussion of (2.3) below. 
Formally, M(t 1 x0,..., x”) is defined by the identity E{f (Z)} = 
f M(t 1 x0,..., x”) f(t) dt h o Id ing for any continuousJ: In the univariate case 
(s = l), the integral (2.2) provides a natural representation of divided dif- 
ferences as we now recall. 
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When all the points xi~ R are distinct the divided difference of a 
univariate function g is defined recursively by setting 
bw - dx”) c&?xO~xll= xI-xo 
and then, in general by 
[ g; x0,..., x”]= cg; xo9--7 x n-2 x”] - [g; x0,..., x-l] in _ Xn ~1 
When g is sufficiently differentiable the definition extends by continuity 
allowing for coincident points xi. It follows easily (for instance inductively) 
that 
c g; x0,..., x”1 = so { PWqrJ (xi-x9} 
and Taylor’s theorem with remainder implies 
[g; x0,..., x”]=; 1; A(t 1 x0,..., x”) g’“‘(t) dt (2.3) 
. m 
where 
l@(t 1 x0,..., x”) = n f 
(xi- ty- ’ 
i=O flj+i (Xi-Xi)’ 
tER. 
This function, introduced by Curry and Schoenberg [S] is called the 
uniuariate Bspline of degree n - 1 with knots {xi}. It is a polynomial of 
degree n - 1 between consecutive knots and its n - 2 derivative is con- 
tinuous in R. B-splines play a central role in univariate spline theory (e.g., 
Curry and Schoenberg [S], de Boor [ 123, Schoenberg [ 311). 
Exploiting the recurrence relation defining divided differences it is also 
easy to secure the classical Hermite-Genocchi formula 
[g;x’,...,x”]= 
s 
g’“‘(uoxo+ ... +u,x”)duo~~~du,. (2.4) 
A” 
By definition we have 
i M(t 1 x0,..., x”) g’“‘(t) dt = E{ g’“‘(Z)) 
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and by (2.2) this equals 
n! 
5 
g’“)(uoxo + . . . + u x”) duo. . . du n “. 
A” 
In view of (2.4) the last integral is identified as 
n! [ g; x0,..., x”] = s fi(t ( x0,..., x”) g’“‘(t) dt 
the last equality due to (2.3). It follows that 
M(t I x0,..., x”) = a( t 1 x0,..., x”). 
Divided differences are useful for polynomial interpolation. Given a 
univariate function g on R, the Newton interpolation formula for the uni- 
que polynomial p(x) of degree n interpolating g at distinct points x0,..., x” 
has the form 
P(X) =dx”) + (x - xO)Cs; xO,x’]+(x-x0)(x-x’)[g;x0,x’,x2] 
+ ... +(~-x~)(~-x’)~~~(~-x-‘)[g;~~ ,..., x”],xeR. (2.5) 
(Although the formula seems to depend on the ordering of x0,..., x”, the 
uniqueness of p(x) implies that it is invariant under permutations of the 
scalars x0,..., x” in (2.5).) When some of the points of interpolation are 
coincident, specifically if {x0 ,,.., x”} = {z” ,..., z”; z1 ,..., z’;...; zm ,..., zm}, where 
ZO,..., zm are distinct and for each I= O,..., m, z’ is repeated k, times then 
p(‘)(z’) = g”‘@‘) /- = 0 , kl- 1, I= 0 ,..., m, and so p(x) interpolates the 
function g and its deri&tives at z’ to order k,. 
Returning to the multivariate case consider again the density 
M(1 1x0,..., x”), t, X’E R’. This function inherits many of the important 
properties of the univariate B-spline. We will postpone our discussion of 
some of these properties until the next section at which time we will also 
describe the interpretation of the multivariate B-spline as the joint dis- 
tribution of serial correlation coefficients (Watson [ 343 ). 
Let us now point out that whenever every s + 1 of the knots {x0,..., x”} 
span a convex hull of positive volume then the corresponding multivariate 
B-spline belongs to continuity class C”-‘- ‘(R”) and is a piecewise 
polynomial of degree bn -3. These facts can be confirmed with the aid of 
the recursion formulas discussed below. 
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We now describe a multivariate extension of the interpolation formula 
(2.5) due to Kergin [23] and Micchelli [28]. For x0,..., X”E R”, we define 
= f IR f(t) M(t 1 x0,..., x”) lit. 
. * 
(2.6) 
As we shall see, this linear operator determined through the multivariate B- 
spline is decisive in the representation of natural multivariate interpolation 
formulas. To this end, for any real-valued function f defined on R” let 
II@V~=C;=~ uifI1), where fi') is the first partial derivative in the ith 
variable, denote the directional derivative off in the direction of u E R”. 
Similarly, let (uv) @V*f denote the quadratic form of second derivatives 
C;=, c;= 1 uiui f $1, where f p) is the mixed derivative with respect to the ith 
and jth arguments of J: In general, we let V"f be the tensor of order k 
whose entries are the kth order partial derivatives f IF,!,,, and define 
It is convenient to introduce the notation [f; x”,...,xk] for the tensor of 
order k whose entries are JCxO,,,.,xk, f it.!,,,. We will refer to this as the kth 
order divided difference tensor off: According to the Hermite-Genocchi 
formula (2.4), when s = 1 this tensor reduces to the ordinary kth order 
divided difference ofJ 
Note that 
(x-xO)@[f;xO,xl]= i f{“(t)M(t) x0, xl) Lit, 
i=l 
(xi-xp,j 
R* 
(x-x0)(x-x1)@[f,x0,x1,x2] 
=A ,i i (XimxP)(Xj-Xj) f,3 f:‘(t) M(t 1 X0, X1, X2) dt 
r=l j=l 
and so on. 
With this notation we now consider for a given function f E Cn( R”) the 
multivariate polynomial q in s variables of total degree n given for x E R” 
by 
q(x) = f (x0) + (x - x0) 0 [f; x0, x’] 
+ (x-x0)(x-x1)@[f;x0,x’,x2]+ ... 
+ (X-xO)(X-xl)~~~(X-xX”-‘)@[f;XO,...,X~]. (2.7) 
The above formula reduces to that of (2.5) in the case s = 1. 
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We briefly discuss the relation between the univariate interpolation 
polynomial (2.5) and the multivariate polynomial q(x) of (2.7) and its 
interpolation properties. 
Given a function g on R (f on R”) and knots x0,..., xn in R (or R”) we 
denote the polynomial p(x) of (2.5) (or q(x) of (2.7)) by 
P(X) = m I x0,..., x”)(x), XER, (2.8) 
or 
q(x) = Jf”(fl x0,..., x”)(x), x E R”. (2.9) 
We have the following result for ridge functions on R” given by 
f(x) = g( ( y, x )), where y E R” is fixed, g is defined on R, and ( y, x ) stands 
for the Euclidean inner product of x and y. Note that f is constant on the 
hyperplanes ( y, x ) = c. 
THEOREM 1. (a) Let fe C”(RS) be a ridge function given bJ 
f(x) = g( (y, x)) for some fixed y E R”. Then 
X(f I x0,..., x”)(x)=H(g I (Y, XO),...~<Y, X">)((Y, x)1 (2.10) 
and J’? is the unique contiuous linear operator on C”(R”) which satisfies 
(2.10). 
(b) rf x0,..., xn E R” are all distinct then %‘(f 1 x0,..., x”)(x’) =f (xi), 
i = 0 ,..., n, for any f E C”(RS), so that the polynomial X(f I x0 ,..., x”) inter- 
polates f at x0,..., x”. 
.(c) Zf {x0 ,..., x”) = {z” ,..., z’;...; zm ,..., z”} with Z/E R” repeated k, 
times, l= 0 ,..., m, then V*X( f 1 x0 ,..., x”)(z’) = Vf (z’) for all r = 0 ,..., k, - 1, 
I = O,..., m. 
Remark. In the terminology of Cavaretta, Micchelli, Sharma [3], X 
lifts H to R”. The existence of 2 was first proved in Kergin [23] while its 
explicit form (2.7) appears in Micchelli [28]. 
Proof: The relation (2.10) follows by direct calculation and uniqueness 
follows from the fact that X is uniquely determined by knowing its 
evaluation for the functions exp( i( y,x ) ). 
Since H( g 1 x0,..., x”) is invariant under permutations of {x’}, so is its 
unique lifting X(f 1 x0,..., x”), and it suffices to verify that 
=mf I x0,..., x”)(x’) =f(x’). This is manifest from (2.7) and (b) follows. 
Differentiation of the identity (2.10) furnishes the proof of (c). 
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3. GENERALIZED MULTIVARIATE SPLINE DENSITIES 
We consider the following extension of multivariate B-splines. If 
v = ( v, )...) V,) has a joint probability density q(v) in R” and xl,..., x” are 
vectors which span R” then Z = V,x’ + * * * + Vnxn has a density denoted 
by N,(t 1 xl,..., x”), t E R”, characterized by the equation 
5 f(t) N,(t I X1,...? RS x”)m=l/(~,UiXi)p(U~,...,U~)dU~“‘dU~ (3.1) 
for all continuousf: 
As an example of this construction observe that if q is a normal density 
with mean u = (Ul)..., u,) and covariance matrix 
N,(t 1 xl,..., 
C = (a,,) then 
x”) is also normal with mean x,1= 1 uixi and covariance matrix 
cii QX’Xj. 
When cp is the uniform distribution over ((u, ,..., o,), Vi 2 0, C ui 6 1 } we 
get the multivariate B-spline, 
Agt 1 xl,..., x”) = M(t 1 0, x1 )...) x”). 
For this reason, we introduce 
A4,(t ( x0,..., x”)=N,(t-x01 x1-x0 ,..*9 xn - x0) (3.2) 
or equivalently with u. = 1 - u, .*. -u,, we have 
s f(t) q# Ix0,..., RI x”) dt = jRnf( f u;xi) (p(uI,..., u,) du, ..*du,. i=O 
In general, we make the following observation about the joint density of 
the random vector Z. 
THEOREM 2. If cp is a log-concave density on R” then M,(t ( x0,..., x”) is 
a log-concaue density on R”. In particular the multiuariate B-splines are log- 
concave. 
Proof: Since any marginal of a log-concave density preserves log-con- 
cavity (Bore11 [l]; see also Rinott [29] and Das Gupta [lo]), the result 
immediately follows. 
Curry and Schoenberg [S] proved log-concavity of univariate B-splines 
appealing to the Brunn-Minkowski inequality which is related to the result 
about marginal densities cited above. For the standard multivariate B- 
splines the result was obtained by Dahmen and Micchelli [7] extending 
the proof of Curry and Schoenberg. 
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An example of interest is the case that q is the uniform distribution on a 
convex set. Since q is log-concave in this case so too is M,. 
Other examples of interest which will be discussed below are the 
Dirichlet density 
D(v) = D(ul,..., u,) = 
T(q)+ ... +a,) a 
n u4’-‘, VEA”, (3.3) 
r(ao)...r(%) j=o 
where cq, > O,..., CI, > 0, and the Gamma density 
G(v) = G(u, ,..., u,) = 
1 
~(a,)...Ua,) 
e-x:=,ul (3.4) 
for v E R”, = {v: ui > 0, i = l,..., n}. Both (3.3) and (3.4) are log-concave den- 
sities when all clj > 1. 
For cI,,= ... = GI,, = 1 the Dirichlet density reduces to the uniform density 
on A” and M,(t ) x0,..., xn), t E R” is the multivariate B-spline 
A4(t 1 x0,..., x”). More generally, using well-known properties of the 
Dirichlet distribution it is easy to see that when {x0,..., x”} = (z’,..., zm}, 
where each z’ is repeated k, times, 1= 0, l,..., m, and D is a Dirichlet density 
with parameters x0,..., a, then M,(t 1 x0,..., x”) is a generalized multivariate 
spline density MD(t 1 z’,..., zm), where B is again a Dirichlet density 
with parameters y. ,..., yrn given by y. = a, + ... + a+ 1 ,..., ym = 
a,-k,+l + ... +a,. In particular, we see that when a, are integers 
M,(t 1 x0,..., x”) corresponds to the multivariate B-spline for the knots 
obtained by repeating each xi, cq times. 
It is interesting to note that the multivariate B-spline density appeared 
earlier in Watson [34] as the point density of serial correlation coefticients. 
After some simplification, Watson considers the random vector 
r = (r1,..., rs), 
rj = 
$iJoo+qi)@ + . . . +A”JO, m 
wo+ ... +w, ’ 
j= l,..., S, 
where q,,..., o, are independent gamma variables of integer order 
pO,..., pm. Since the joint distribution of the random vector V = (I’,,..., V,), 
given by T/, = ~~lcim_~ oj has a Dirichlet density with paramters po,..., pm 
(e.g., Johnson and Kotz [16, p. 2311) we see that r= (r ,,..., r,) 
has M(r I x0,..., x”) as its joint, 
{ ZO )...) ZO )...) zm )...) Zm}, 
density where 
(z’),. = ;Ip, j = 
(x0,..., x”) = 
l,..., s, and each z’ is repeated p, times. 
Furthermore, Watson showed by probabilistic arguments that 
s M(t 1 x0,..., x”) dt R” (l- (t, x))n+l =,po (l- <x, xi))-’ 
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when max, 1 (x, x’)l < 1. This was also shown in Dahmen and Micchelli 
[7] by using the properties of divided differences and the Her- 
mite-Genocchi formula (2.4). Watson’s proof also yields the identity 
I M,(t 1 x0,..., x”)(l- (t, ?+)-=:=%A RS 
= fi (I-(x,x’))y, I(x,x’)/<l, 
i=O 
for D a Dirichlet distribution with parameters Q,..., ~1,. Finally we mention 
that for the case cyo= **. = 01, = 1 Watson gives an explicit expression for 
M,(t ) x0,..., x”) as a sum of ratios of certain determinants. 
Given a distribtion v on R”, let X = (X1,..., X,) be a random vector dis- 
tributed according to v. For any y E R” the Radon transform of v is defined 
to be the probability distribution of the inner product (y, X), that is, 
(Rv),(A)=p,,((y,x)~A). 
The following result is now obvious. 
THEOREM 3. If v is a log-concave measure on R”, then for any y E R” the 
measure (Rv), is also log-concave. 
When the density M,(t 1 x0,..., x”) is log-concave and invariant under 
permutations of the components of t = (t, ,..., t,) then it is also Schur-con- 
cave and a variety of probability inequalities follows (e.g., Marshall and 
Olkin [24], Tong [33], and Karlin and Rinott [22]). Consequently, since 
N, is the density of V, x1 + ... + V,,xn with V = (V, ,..., V,) having the 
density cp we obtain 
THEOREM 4. Zf the set of vectors (xi} satisfies {xi> = {Px’} for any s x s 
permutation matrix P and the variables VI,..., V, are exchangeable, then 
N,(t 1 xj,..., x”) is invariant under permutations of (tl,..., t,). If q is log-con- 
cave then N,(t I xl,..., x”) is Schur-concave. 
4. RECURSION FORMULAS 
The formulas listed below have two important uses. They provide 
numerically efficient means for computing the multivariate B-spline while 
at the same time reveal some of its structural properties, e.g., smoothness 
and piecewise polynomial nature. We shall sometimes use the alternative 
notation D, for the directional derivative in the direction of y. 
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THEOREM 5. (a) For any t E R” and lig R, satisfying CrzO ;li= 1, 
t=C;=OAixi, we havefor n>s 
M(t 1 x0,..., x”) = & ,i /l;M(t I x0 ,...) xI-l,xi+’ )..., x”). (4.1) 
I=0 
(b) For any y=~;=opr~i, C;=opLi=O we have 
D,M(t I x0 )...) x”) = n i pJ4(t ( x0 )...) xi-l, xi+ l)...) x”). (4.2) 
i=O 
Remark. The recursion formula (4.1) was first proved in Micchelli 
[28]. Other proofs appear in Dahmen [6], Micchelli [26], Hakopian 
c151. 
ProoJ Both (a) and (b) follow easily from the identil 
D t _ &l4(t ) x0,,.., x”) 
= (t-xi, VA4(t 1 x0,..., x”)) 
= -nM(t 1 x0 )...) xi- l, xi+ I,...) x”) + (n -s) M(t I 
[Y 
x0,..., xy, (4.3) 
where M(t) is an abbreviated notation for M(t ( x0,..., x”). To get (a) we 
multiply (4.3) by ,I; and sum. Since C:=o &xi = t, the left side vanishes and 
(4.1) follows. A similar argument leads from (4.3) to (b). 
Let (V,, T/, ,..., V,) be uniformly distributed on d”. To establish (4.3) 
note first that the density of Z=(V,x’+ ... + Yi_Ixi-‘+ 
vi++‘+‘+ ... + Vnx”)/( 1 - Vi) conditioned on Vi is given by 
A4(t 1 x0,..., xi- ‘, xi+ ’ . . . x”) which for convenience we denote by M,(t). 
Furthermore, since V has a uniform density on A”, the marginal density 
of Vi is n( 1 - <)“-’ on [0, 11. Therefore by the law of total probability 
5 f(t) M(t I x0,..., x”) dt = Is ’ nf(u(l-~)+~~‘)M~(u)du(l-~)“~‘d~ RS 0 R' 
and making a change of variable in the integral 
Since the foregoing identity holds for a11 f we have 
M(t 1 x0,..., x.)=.~~Mic(~)(l-r)“-‘~‘d5, tERS. (4.4) 
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combined with (4.4) yields 
(t-X’,VM(t 1 X”,...,Xn)=?l ’ 
i( 
t-X’,VMi 
t-5x; 
0 ( 1) 
1-r 
Integration by parts reduces this integral to 
and by (4.4) 
= -nM,(t) + (n -s) M(t 1 x0,..., x”). 
The proof is complete. 
For M, and M,, the generalized densities associated with the Dirichlet 
and Gamma distributions, respectively, the analogs of Theorem 5 and 
relation (4.3) are forthcoming by similar methods. The details will not be 
given here. Instead, a general recursion extending all these possibilities will 
now be given. (In what follows cp is not necessarily required to have 
an integral of value one.) Suppose first that cp has support on A” as 
with the Dirichlet distribution. We define ‘pi(ul ,..., vi- I, ui+, ,..., 0,) = 
cp(u I,“‘, ui--l, O7 ui+l?..., vn), i = l,..., n, and construct N,,(t) = 
N,,(t 1 x1 ,..., xi- ‘, xi+’ ,..., x’), 1 < i 6 n, according to the formula 
x dvl.. .dvipl dvi+l...dv,. 
In the case corresponding to the multivariate B-spline, cp is the uniform 
distribution on d”, i.e., tp(v)=n! for VEX” and so cpi takes the value n! on 
A”-‘. Consequently, (pi is not a probability density since the appropriate 
683,20:1-6 
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constant for A”-’ is (n - l)! Therefore, in the notation used for the mul- 
tivariate B-spline 
N,(t) = nM(t 1 0, XI )...) xi- 1, xi+ i )...) x”). (4.5) 
In general, we suppose cp has support on a convex polytope Cc R”, con- 
strained by the m + 1 faces Ci, i= O,..., m (Ci is contained in an n - l- 
dimensional hyperplane). Furthermore, let ni denote the outer normal to 
Ci, and b’ is any element of Cj. Extending the notation explained above, 
we denote the restriction of cp to Ci by (pi, so that JRSf(t) N,,(t) dt= 
jc,fE UjX’) v(v) dv. 
The following notation is now required: 
(S.IclNv) = (n-s) v+(v) - D”- ,44v), u, v E R”. 
THEOREM 6. Let u = (uI ,..., u,). Then for t = C;= 1 uixi, 
(a) Naurp(t I x1 ,..., x”) = CT=0 (n’, b’- u) NJt). 
(b) rfy=Cl=i uixi then for all t 
D,N,(t ( XI,..., x”) = - f (u, n’> N,,(t) + N,“.(t I XI,..., x”). 
i=O 
Proof: First we prove part (b). We start with 
S,$ Ncp(t I X1,..., X”) Dyf ft) dt = jc (Dyf I( i uiXi) V’(V) h 
i=l 
Using the fact that 
and 
y= f UkXk 
k=l 
the last integral of (4.6) becomes 
jc [Du {f ( i uixi) V(V)}- CDuV(v)lf ( i uixi)] A, (4.7) 
i= I i=l 
where D, operates on the v variables. 
Applying the divergence theorem in the form SC div F dv = iBc (F, n) ds 
to the vector field F = (u,f(C:= 1 oixi) p(v),..., u,f(C;= I uixi) q(v)), (4.7) 
becomes 
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ja, 04 n)f ( i vi) 
i=l 
cp(v) h-J]_ Ckdv)lf ( f u$) dv 
i=l 
= f 64 n’> jc,f ( i wk) 
i=O k=l 
cPlv) &- jc lIDuVtv)lf ( i ,ixi) hi 
i=l 
(4.8) 
since the normals to each face Ci are constant. Furthermore, integrating by 
parts and noting that N vanishes outside the set {t = C;= i vixi: v E C}, 
yields for N,(t) = N,(t 1 xl,..., xn), the equation 
j f(t) ~,N&) cit. (4.9) 
RS 
&?(t) Dyf (t) dt = - j 
RS 
The results of (4.6)-(4.9) together give 
s f(t) ~p,(t I x1,..., x”) dt= - f  (u n’) RS i=. ’ I,r(pkxk) cp(v)dv 
+ jc CP.dv)lf (f UiXi) h. 
i=l 
If we now transform to integration over R" then this equation and the 
definition of N, (see (3.1) or (4.6)) produce the formula of (b). To prove 
(a) we use the identity 
where x = (xi,..., x,) = I;= i vkx k. The divergence theorem, yields the 
equations 
- 
j( 
RS ic,Xi&,Nq(X I X1,...,.'))f(X) 'X 
I 
= 
s N, (x ( x1,..., x") i %-uif(x))~ i= 1 axi 
= ~(_f,~(~if(~~vkxk))+~s-n~f(,i\,v~xk))~~v~~ 
= r,(~,~(vif(~~u*x*)(p(v))~ 
+ 
j( 
(S-PZ)q(V)- i viy)f( 5 vkxk)dv 
= [aclv3 n>f ( t vkx’j dv) dV 
k=l 
k=l 
+f=((,-,),(V)-j~,vi~)f(k~,vkxk)~. 
82 KARLIN, MICCHELLI, AND RINOTT 
Since Ci=(v:v~C, (n’,v-b’)=O} we get 
- i xi2 (x ) xl,..., x”) 
i=l I 
= 2 (n’, b’) N,,(x ) x1 ,..., x”) + N+(x ) x1 ,..., x”), (4.10) 
i=O 
where IL(v) = (s - n) q(v) - D,cp(v). Now we choose t =x = y = z;=, uixi in 
Eq. (4.10) and in part (b) to obtain 
,!o (“, ni) NJx 1 x1 ,..., x”) - ND”v(X , x1 ).,., x”) 
= i (n’, b’) N,,(x I x1 ,..., x”) + N,(X 1 x1 ,..., x”) 
which completes the proof. 
Since the n + 1 normals for A” are ni= -ei, where (ei), = 6, and 
no = (I,..., 1) we have for u=(u ,,..., u,), (u, II’)= -ui, i= I,..., n, and 
(u, no) = XI= 1 uj. Substituting these relations into Theorem 6 and refer- 
ring to (4.5) and the fact that D, cp = 0 for the uniform density we deduce 
Theorem 5 from Theorem 6. The general case follows from (3.2). 
The special case of Theorem 6 corresponding to the uniform distribution 
on C was done in de Boor and Hallig [ 131. Because the marginals of the 
Dirichlet and Gamma densities are also of the same type, Theorem 6 gives 
recurrence relations for these,densities. Or alternatively we can rely on the 
law of total probability as was done in the proof of Theorem 5. 
For example, for the Dirichlet distribution (3.2), let Di correspond to the 
Dirichlet distribution on A”-’ with parameters a, ,..., ~1,~ 1, cli+, ,..., a,, and 
let b, denote the Dirichlet distribution of A” with parameters ao,..., clip,, 
ai- 1, a,+ l,..., 01,. Then 
(t-xi, VM,(t 1 x0,*.., x”)) 
UC1=Ocli) 
=- 
T(cri) r(ck f i ak) 6cucr l) 
MD,(t 
+ f a, -s- 1 M(t 1 x0,..., x” 
i=O > 
/ n \ 
1 x0 )...) xi- I, x” 1 )...) x”) 
where 6, = 1 if a = 0, and zero otherwise. 
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5. LIMIT THEOREMS FOR B-SPLINE DENSITIES 
In this section we discuss limit theorems for generalized Dirichlet den- 
sities M,(t 1 x”) associated with the density 
D(u 
f(ao+ ... +a,) ag-,...u*‘“-, 
o,..., uJ= quo)... qa”) uo n 9 VEA” (5.1) 
and ai 2 1, i = O,..., n. As already mentioned, if V = ( Vo,..., V,) follows the 
Dirichlet distribution (5.1), the components can be realized in the form 
vi= wi 
I 
i wj, i = O,..., n, 
j=O 
where Wj are independent gamma variables with density 
gi(<) = tai- ‘e-‘/f(a,), < > 0, i = 0 ,..., n. 
Therefore it follows that M,(t ( x’,~,..., x”,“), t E R” is the density of the 
random vector in R” defined by 
z(“)= WoxO.“+ ... + WnXn3n 
wo+ . ..+w. ’ (5.2) 
where xi.n E R’, i = O,..., n. We consider now the case that a0 = a1 = ... 
=a,=1 for which M,(t 1 x0 ,..., x”) = M(t 1 x0 ,..., x’), the B-spline 
corresponding to V uniformly distributed on A”. Other cases can be con- 
sidered by similar methods. 
By the strong law of large numbers (l/n)( W, + . + W,) converges to a 
constant, say d. Therefore, if (Z’“’ - b(“))/c(“) converges in distribution then 
its limiting distribution will be the same as the limiting distribution of 
T’“’ = W,xO”+ ‘.. + wMXn3n-b(“) 
nd )/ ’ 
p) 
Consider first the case s = 1. Each Wi is an independent exponential 
variable (with density eec, < > 0) implying that their convolutions, allow- 
ing for scaling and translation adjustments, possess a PF, density 
functions, see Schoenberg [30], Karlin [17, Chap. 71. 
Recall that g(x), x E R is a Polya frequency (PF,) function if 
det(g(x,-yj)), i= l,..., m, j= l,..., m is nonnegative for any m whenever 
x,<xz< ... <x,, y,<y,< .‘. <y,. 
Note that for s = 1 the Laplace transform E{exp( -UT’“‘)} is of the form 
edu n;=, (1 + a,~))‘, for some real constants 6, a,,..., a,. We now refer to a 
result of Schoenberg [30], see Karlin [ 17, p. 3451. 
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THEOREM 7. A necessary and sufficient condition that a density g on R be 
a PF, function is that its Laplace transform be of the form 
$(u) = p--u fi (1 +a,u)-’ eagu 
i=O 
with (5.4) 
cc 
O<y+ C af<co, ~20. 
i=O 
For $ of the form (5.4), l/$ is in the class of Polya-Laguerre functions. 
The next result we cite is due to Curry and Schoenberg [S], see also Karlin 
[ 17, p. 5331. 
THEOREM 8. Let F be the limit in distribution of a sequence of dis- 
tributions associated with univariate B-spline densities. Then the Laplace 
transform of F is of the form (5.4). Conversely every PF, density 
corresponds to a limit in distribution of distributions generated by B-spline 
densities. 
Thus univariate B-spline and their limits span the class of PF, densities. 
Theorem 8 can be obtained for the univariate case s = 1 from an earlier 
result of Schoenberg [30] as follows: 
THEOREM 9. The class of distributions obtained by convolutions of 
exponential variables (possibly translated and multiplied by constants), and 
their limits is exactly the class of distributions with Laplace transform given 
by (5.4). 
Theorem 7 follows from the observation that a Laplace transform of the 
form (5.4) can be approximated by Laplace transforms given by 
e~hu(l-(f)“2~)~~(1+(~)“2~)~fl~~(l+UiU)1eau, (5.5) 
corresponding to linear combinations of i.i.d exponentials plus translations; 
conversely Schoenberg showed that the reciprocals of (5.5), which are 
polynomials with real zeros only, converge to functions in the 
Pblya-Laguerre class implying that all limits of (5.5) are of the form (5.4). 
The multivariate extension of Theorems 8 and 9 is given by the following 
result due to Dahmen and Micchelli [S]: 
THEOREM 10. The class of distributions obtained by convolutions of the 
f orm 
T(“) = W 
0 
x03 + . . . + W n X%n _ b(“) > (5.6) 
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where b'"', x~,“E R”, and Wi are i.i.d. exponential (mean = 1) variables, and 
limits in distribution of variables of the form (5.6) are identical to the class of 
distributions having Laplace transform of the form 
IC/(x)=exp{<& x> - <h x>> fi (1 + (a’, x>lp’ exp{ (a’, x>}, (5.7) 
i=O 
where A is a positive semi-definite s x s matrix, b, a’e R”, and 
CjY, /ai112 < CO. Moreover, the same class is also spanned by multivariate 
B-splines and their limits in distribution. 
Proof. The second part of the theorem involving B-splines follows from 
the first part by virtue of the strong law of large numbers (cf. (5.3)). The 
fact that a distribution with Laplace transform (5.7) can be approximated 
by distributions of variables as in (5.6) follows as in the univariate case; see 
(5.5). It remains to prove that if the variables T’“’ of (5.6) converge in dis- 
tribution then the Laplace transform of the limit is in the class (5.7). From 
the univariate theory (Theorem 7) we conclude that if T(“) converges in dis- 
tribution then the limit of (x, T’“‘) will have a Laplace transform of the 
form (5.4), that is, 
n 
$,.(u)=J\rnm E(exp(-u(x, T’“‘))} = lim e(b(“‘,x)U fi (1 + (xi,“, x) u)-’ 
n-m i=o 
=eY(x)u*--6(x)u fi (1 +ai(x)u)-l e”““‘“, (5.8 1 
i=O 
where C,Zo a:(x) < cc and y(x) 2 0. Since we also have convergence of 
moments in this case, we see from the computation of the first and second 
moments that 
i=o 
and 
ice (+, xj2 + 2y(x) + f af(x) as n+ccl. 
i=O 
(5.9) 
The convergence in (5.8) is uniform in some interval about the origin. By 
Hurwitz’s theorem the zeros of the reciprocal of the limit in (5.8), which are 
- l/a,(x), are obtained as limits (cluster points) of {l/(x’*“, x)}. It follows 
that a,(x) = (a’, x) for some a’ E R”. 
From the first relation in (5.9) we conclude that 6(x) = (y, x) for some 
y E R”, and from the second relation in (5.9) we have 
lim 2 (xi+, x)*- f (a’, x)‘=2y(x), 
n-m i=o i=O 
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from which it follows that y(x) is a quadratic form. The fact that y(x) > 0 
implies that the quadratic form is positive semi-definite and the proof is 
complete. 
COROLLARY 1. A necessary and sufficient condition for 
p,(C) = s, M(t 1 x’,~,..., x”‘“) dt 
to converge in distribution to the Gaussian measure p defined by 
is that 
5 e-(X3’> dp(t) =exp{ (Ax, x) - (y, x)} 
(a) lim,,,(lln)maxo.j.. IIxi7 =O; 
(b) lim,,, (l/n)~J’=ox’.“=y; 
(c) lim,, .= (l/n2)z,“=o (xi”, x)~=~(Ax, x>. 
The corollary can be derived directly from the proof of Theorem 10. 
Note that by the discussion in (5.2t(5.3) the convergence in Corollary 1 is 
equivalent to the convergence of ( IV0 ~‘3~ + . . . + Wnx”~“)/n to a Gaussian 
limit. Conditions (b) and (c) require convergence of the first two moments 
while condition (a) is equivalent to the requirement that the variables in 
the triangular array are infinitesimal (see Gnedenko and Kolmogorov 
[ 141). The corollary follows from classical formulations of the central limit 
theorem. 
One-sided Multivariate Polya Frequency Densities 
In the univariate case, one-sided Polya frequency densities (PF, 
probability densities on (0, co)) and their limits are characterized by the 
Laplace transform 
ll/(u)=eeau fi (1 +a,u)-‘, 
i=O 
(5.10) 
where 6, ai and Cy=oai< co. 
Let C be a convex cone in R” and C* its dual cone defined by 
C*= {PER? (x,y)>Oforallx~C}. 
If XL” E C’, j = 0 ,..., n, n = 1, 2 ,... then for 
Z(“) = ( XO-~ IV, + . ’ . + xn,n W,)/n 
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we know that (y, Z’“‘) has a one-sided Polya frequency density provided 
y E C*. Analogously to Theorem 10 we have 
THEOREM 11. Let C be a cone in R” such that C* linearly spans R”. The 
class of probability distributions satisfying for all x E C*. 
I e-<W>dp(t)=e-<Y.") ,co (I+ (a', x>)-', (5.11) 
where y, a’E C, and C,?SO Ila’ll < 00, is identical to the class of distributions 
associated with the B-spline densities M(t ) x0,*,..., x”.~), x~,“E C, and their 
limits in distribution. 
The class of densities having Laplace transform of the form (5.7) is 
designated as the class of multivariate Polya frequency densities, while the 
class characterized by the Laplace transform of (5.11) is called the class of 
one-sided multivariate Polya frequency densities, with respect to the 
cone C. 
6. TOTAL POSITIVITY PROPERTIES OF B-SPLINE DENSITIES 
A nonnegative function f(x), defined for x in R”, is said to be 
multivariate totally positive of order 2 (MTP,) if 
f(x v Y)f(X A Y)3f(X)f(Y)? (6.1) 
where the sup and inf operations are defined by 
x v Y = (maxb,, Ye),..., max(x,,, Y,,)) 
x A y = (min(x,, Y, I,..., min(x,, Y,)) 
(see Karlin and Rinott 1213 and references therein). For n = 2 the 
condition (6.1) reduces to the familiar notion of total positivity of order 2. 
For the univariate B-spline the following result holds (Karlin [ 17, 
p. 527 1): 
PROPOSITION 1. Given a doubly infinite array of knots . . . < x ~ 2 < x - I < 
x0 < x1 < x2 < . - . the kernel 
K(i, t) = M(t ) XI,..., x;+~) 
is totally positive in i = . . . - 1, 0, l,... and - co < t < co, that is, 
K(i,, tl) *. . K(i,, t,) 
det f 
i : 1 K(i,, t,)...K(i,, t,) 
20 
for all i, < . . . < i, , t , < . . . < t, , m = 1,2 ,... . 
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We conclude with a result for multivariate P6lya frequency densities. 
Consider 
T= W,a’+ ... + W,,a”, (6.2) 
where Wi are i.i.d. exponential variables and ai, R”. Let g(t) = 
g(t I a’,..., a”) denote the density of T. We have 
PROPOSITION 2. If the conical span of {ai} constitutes a lattice in R”, 
then g(t) is MTP,. (A lattice in R” is a set closed under the operations A 
and v , i.e., sup and inf defined above.) 
Proof: Consider the n x n matrix A defined by 
ai 
0 
0 
0 
s+l 
a1 
. . . 
a:+’ ‘.. 
1 . . . 
0 I . . 
. . . 
0 
a: 
0 
0 
1 
and set W = ( W, ,..., W,,). Then the density of U = AW has the form 
f(u) = c n;=, er@’ foru in thelattice L=(u=Aw:w=(w,,...,w,), ~~2.0). 
The function n;= 1 eczuf is trivially MTP,, and since the indicator 
function of a lattice is also MTP, it follows that f (u) is MTP2. The MTP, 
property is preserved for any marginal density and since T is distributed as 
the first s components of U the result follows. 
In the special case that s = 2, any nonnegative vectors { ai} span a lattice 
in R2 and hence the density g(t) is TP,. In general when {ai} are non- 
negative then it is easy to conclude that the components of T defined in 
(6.2) are associated. 
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