A testbed for evaluating if and how process-aware monitoring may increase the security of decentralized SCADA networks in power grids is presented. The testbed builds on the co-simulation framework Mosaik, and co-simulates in an integrated way, the power distribution network on different voltage levels, as well as the control network (Modbus/TCP). The existing simulators were extended to allow topology changes, and a controller (RTU) simulator connected to a SCADA server enabling remote control was implemented. Using the developed testbed, a recently proposed local monitoring approach was investigated. The results show that for so-called interlocks the proposed monitoring approach prevents the execution of 33.3% of the commands, that would result in an unsafe state of the power distribution grid. Furthermore, it is shown that unsafe transformer tap positions can also be avoided. To illustrate the relevance and importance of the proposed testbed, a detailed comparison of related work on process-aware intrusion detection approaches and testbeds combining (parts of) the control network and the power grid is provided.
Introduction
The ongoing integration of more renewable energy resources and new technology, like energy storage systems, into smart grids requires the full integration of ICT into power transmission and distribution systems (Smart Grids in Distribution Networks 2015) . To guarantee a stable power grid, many approaches propose Decentralized Energy Management (DEM), which relies on Supervisory Control and Data Acquisition (SCADA) networks to communicate sensor readings and commands between the individual components and their control server. Due to the increasing number of Distributed Energy Resources (DERs) such as Photo Voltaic (PV) panels, real-time monitoring and control is required also at medium and low voltage levels (Lu et al. 2015) . While DEM is promising, recent events, such as disconnecting the Ukrainian distribution substations (ICS-CERT 2018b) through cyber attacks, have shown that also these control networks need to be improved w.r.t. their security and reliability. Moreover, reports show that breaches in the energy domain account for 20% of the reported cyber security incidents in 2016 , and new hacking tools are being developed with the energy sector in mind (CRASHOVERRIDE 2017) , e.g., abusing vulnerabilities of protocols used in the energy sector.
One way to improve network security is to monitor ongoing traffic and to view it in relation to the current state of the system. Clearly, when doing this for larger networks, scalability becomes a challenge. Hence, this paper evaluates a decentralized monitoring approach using a testbed that builds on the co-simulation framework Mosaik. In this approach, an additional security measure is taken by inspecting and pre-evaluating network traffic before actually executing commands in the field stations controlling the Medium and Low Voltage levels. The Bro Intrusion Detection System (IDS) (Paxson 1999) combined with the state information of the underlying physical process is used to monitor the SCADA network traffic and to determine if the commands sent through the network are legitimate, as proposed in Chromik et al. (2016a, b) . Monitoring the network traffic allows for creating a thorough picture of the power distribution subsystem without interfering with the operation of it. By monitoring locally, the detection of malicious commands is performed directly at remote substations managed by the Distribution System Operators, without involving the central control room. This not only helps to keep the DEM secure, but also avoids a centralized single point-of-failure, thus improving scalability and resilience. The proposed approach is not intended to replace the current security mechanisms, but to complement the existing SCADA specific firewalls and IDSes.
The contribution of this paper is twofold. Firstly, the feasibility of the previously proposed monitoring approach is shown in a testbed, which has been adapted for this purpose. It integrates a newly developed simulator of the control network into the cosimulation framework Mosaik for the power distribution network. Secondly, a thorough comparison of the presented approach with respect to related work regarding testbeds and process-aware monitoring is provided. The comparison shows that no other approach has yet implemented a dynamic, system state-dependent set of rules in monitoring the traffic in the power distribution field stations.
Regarding the first contribution, this paper presents the integration of the simulation of the physical power distribution with a discrete-event simulation of the Remote Terminal Units (RTUs) used for control purposes. Moreover, this paper shows how the previously proposed local monitoring approach can improve the security of the distributed field stations at different voltage levels. For so-called interlocks, i.e., mutually dependent states of system elements, the proposed monitoring prevents the execution of 33.3% of all commands. Without the proposed approach in place, those commands would have resulted in an unsafe state of the power distribution. The remaining two-thirds of the commands yield a safe state of the power distribution, i.e., all the neighborhoods remain connected to the power grid. Hence, the approach allows the RTU to execute them, even though they might come from an untrusted source. In a second scenario, monitoring is used to identify commands to change the tap switch position of a transformer, which lead the system into an unsafe state. This could either lead to an alert or potentially, to discarding the packet with the malicious command.
Related work in the field of process-aware IDS techniques distinguishes between learning-(e.g., (Caselli et al. 2015; Hadžiosmanović et al. 2014) ) and specification-based (e.g., (Lin et al. 2016; Urbina et al. 2016; Koutsandria et al. 2014; Nivethan and Papa 2016b; Bao et al. 2016; Mashima et al. 2016 )) approaches. The latter then either uses static (e.g., (Nivethan and Papa 2016b) ) or dynamic (e.g., (Lin et al. 2016; Urbina et al. 2016) ) rules for detecting and/or preventing malicious commands. The specificationbased approaches are closely related to the approach presented in this paper. However, they can either not be used in the field stations (Lin et al. 2016) , are able to detect but not prevent malicious commands (Urbina et al. 2016; Nivethan and Papa 2016b) , or do not implement a dynamic policy depending on the system state . Simulation testbeds mainly differ in the power equation solvers. PowerWorld is used, e.g., by Davis et al. (2006) ; Gunathilaka et al. (2016) , Matlab/Simulink is used, e.g., by (Sadi et al. 2015; Koutsandria et al. 2014) , and OpenDSS is used, e.g., by (Lévesque et al. 2012; Awad et al. 2016) . Existing testbeds either have limited access (Davis et al. 2006; Sadi et al. 2015; Gunathilaka et al. 2016) or do not include SCADA-specific protocols (Lin et al. 2016; Lévesque et al. 2012; Sadi et al. 2015; Awad et al. 2016) . Section "Comparison of the proposed system to existing approaches" presents an extensive comparison of related approaches and testbeds.
The paper is further organized as follows. Section "SCADA and monitoring" provides background on SCADA systems and monitoring of the physical process. Section "Local monitoring approach" presents the proposed local monitoring approach, and section "Implementation of the testbed" provides details on the created testbed. Then, section "Improving field stations security" shows the traffic monitoring approach and its influence on the security of field stations. Relevant related literature is discussed and compared extensively in section "Comparison of the proposed system to existing approaches". The paper is concluded in section "Conclusions" with a summary and directions for further work.
SCADA and monitoring
First, an overview on SCADA systems is provided together with a discussion of the communication protocols used when controlling power grids. Then, section "SCADA security" highlights the vulnerabilities present in such systems.
Overview and control
Supervisory Control And Data Acquisition (SCADA) systems are crucial for any geographically distributed physical process that needs to be monitored and controlled in a timely manner. A conceptual picture of a SCADA system is shown in Fig. 1 . The most important elements are discussed in the following. Figure 1 illustrates a generic SCADA network. On the left the control room, combining the human machine interface (HMI), the data acquisition server and the energy management system (EMS). Separated by a firewall, these components can access the field stations, which in turn control the physical process by means of an RTU or PLC, which are equipped with sensors and actuators
The control room contains the data acquisition server, which collects the data sent from the field stations over communication channels, processes this information using models of the physical system, and displays the resulting system state on a Human Machine Interface (HMI). An operator is able to view the information on the HMI and, if necessary, can request changes in the system by sending commands via the HMI to the field stations. Although possible, this manual intervention does not happen often, as the SCADA system usually has some form of automated control in place. In power distribution, the so-called Energy Management Systems (EMS) perform crucial monitoring and correction functions, such as State Estimation and Bad Data Detection, as well as the controlling functions, such as Load Balancing, etc. (Liu et al. 2011; Zambon et al. 2015) . The field stations are connected with the control room via communication channels, e.g., via GSM or Ethernet. In the field stations, the information about the process is measured using sensors, and this information is processed by the Programmable Logic Controllers (PLCs) and collected and sent to the central control room by so-called Remote Terminal Units (RTUs). These devices form the connection between the power grid's operators and the power grid's process. Any changes requested in the control room, such as changing the state of actuators, e.g., switches, which they control, have to pass through these devices.
In the past, the monitoring using SCADA systems was mainly used in transmission of the electricity operating at High Voltage. However, due to increased use of DERs such as PV panels, there is an increased need for implementing such control and monitoring also at Low and Medium Voltage (Lu et al. 2015; Ciocia et al. 2017; Bell et al. 2018) .
For the SCADA elements to communicate, the devices need to use a communication protocol. In the past decades, SCADA systems were using proprietary protocols, which made it difficult to integrate with other systems. Next to that, this separation also gave a (false) sense of security, as the protocols were not publicly known. Therefore, these communication protocols were not developed with security measures in mind. Today, protocols are open and standardized in order to enable easier and efficient communication between various equipment vendors and power operators. This standardization eliminates the sense of "security by obscurity" (Nicholson et al. 2012) .
One of the widely-used protocols to connect the remote RTUs with a central supervisory computer is Modbus/TCP (Khan and Mauri 2013) . Although Modbus is a generally accepted industrial process standard, especially popular in the oil and gas sector, it also plays an important role in power distribution (Bush 2014; Kenner et al. 2016) . It is a master/slave type of protocol, where only one of the communicating devices, called master (or "client"), can initiate the communication. The slave (or "server") continuously listens for incoming connections on TCP port 502. Modbus stores either 1 bit values (so-called coils) or 1 byte values (so-called registers). Both coils and registers can be either read-only values (discrete inputs and input registers, respectively) or read/write values (coils or holding registers, respectively). In order to allow for, e.g., floating point variables, some vendors allow for combining registers to hold 32-bit and 64-bit values (Hadžiosmanović et al. 2014) . Security extensions for Modbus/TCP protocol have been proposed, e.g., (Fovino et al. 2009; Shahzad et al. 2015; Éva et al. 2018) , which, however, do require changes on the protocol level of operating devices. This is expected to be difficult as companies are reluctant to such changes and global standardization. Without a uniform standard, the proposed approaches may be incompatible with existing systems. No dedicated Modbus security standards exist, however, one could argue that IEC62351 (IEC Webstore 2018) also encompasses Modbus as it is nowadays usually runs over TCP/IP. The proposed testbed uses Modbus/TCP as it is still often used; we propose a network-monitoring approach of securing this protocol, that does not require changes on the protocol level of operating devices.
Apart from Modbus, several other protocols have been developed with power systems in mind. IEC TC57 has developed widely accepted communication standards for power distribution and transmission (Cleveland 2012) , which include IEC 60870-5 used in Europe and non-US countries for communication between the SCADA control room and RTUs, DNP3, which is used, among others, in North America for communication between the SCADA control room and RTUs, or IEC 61850, used for interactions with field equipment such as protective relays and substation automation.
SCADA security
SCADA systems are not intrinsically secure. Even if deploying security standards, operators cannot protect field stations from malicious commands sent from the control room by, e.g., a disgruntled employee, or by accident. This type of so-called insider attacks constitute the majority of targeted computer attacks reported in SCADA systems (Cardenas et al. 2009; Nicholson et al. 2012) . For example, in 2000 in Maroochy Shire, Australia, a disgruntled ex-employee hacked into a water control system and flooded the nearby terrains with millions of liters of sewage (Mustard 2005) .
SCADA systems are also abused by outsiders. In so-called man-in-the-middle attacks, the attacker is able to relay all the communication exchanged between some two devices. While the messages captured by the attacker can be altered, the communicating devices are convinced they communicate directly (Maynard et al. 2014) . By hijacking session, attackers are able to display a fake picture of the system state to the operator, or even reverse the semantic meaning of operator's actions, while presenting a consistent picture to the operators (Kleinmann et al. 2017) . Stuxnet is a complex malware designed to change values of data sent and received by PLCs. It was most likely introduced to the target environment of Iranian's nuclear facility by an unaware insider or by a third party contractor (ICS-CERT 2010) . By spreading malware within operators' networks, hackers are able to maintain connection within those networks and take control over remotely accessible devices (ICS-CERT 2018b).
Local monitoring approach
This section first motivates the necessity of local monitoring in section "Global monitoring and remote vulnerabilities". Next, a formal description of the monitored system is given in section "Model description". Finally, the proposed local monitoring approach is described in section "Local analysis".
Global monitoring and remote vulnerabilities
As explained in section "SCADA and monitoring", a SCADA system is responsible for collecting data from remote field stations and delivering data to the control room, where the SCADA master server is located. As mentioned, in power transmission and distribution, applications like the EMS analyze data, estimate the state of the power system and display an overview of the entire physical system on the HMI. The EMS provides a global view of the power transmission or distribution system. Based on the EMS, commands related to, e.g., load balancing, or system restoration can be sent to the field stations. Although the EMS is able to detect faulty sensors, it is susceptible to stealthy sensor attacks (Teixeira et al. 2011) .
In order to manage the future smart grid in an effective, scalable and timely manner, communication with and control of the equipment located in field stations is required. This increased connectivity together with the use of third party software and protocols without security extensions poses quite a large risk to the well-operation of field stations (Oman et al. 2000) . Even though the central EMS can correct (some) faulty sensor readings, the system is still at risk if, e.g., the central system is compromised and no extra security checks are performed locally at the field stations. Hence, this paper proposes to additionally secure the communication involving field stations by only using local means.
Model description
This section introduces a formal model that allows to unambiguously describe the topology of a power distribution system. The notation previously used in Chromik et al. (2016a) to describe example topologies has now been formalized to allow general specifications. The resulting specification is independent of any programming language, simulation environment or testbed.
The formalism is used in section "Implementation of the testbed" and section "Improving field stations security" to specify the investigated scenarios and to formalize the traffic monitoring policies. Table 1 summarizes all relevant notation, where a set is represented with calligraphic uppercase letters, an element of a set is represented with a normal uppercase letter with a subscripted index, and a vector is represented in bold.
Formally, (a part of ) the power distribution system is described as a tuple = (P, B, L, S, M, T , R, F), where P = P G ∪ P L is a set of power generators P G and consumers P L , B is a set of buses, L is a set of power lines, S is a set of switches, M is a set of sensors, T is a set of transformers, R is a set of protective relays, and F is a set of fuses.
Even though the formal model is general enough to capture a large part of the power grid, in the following, smaller models that only represent individual substations controlled by a single RTU are used. Depending on the scenario, not all elements included in will be part of the local system, since, for example, not every substation contains a transformer.
System elements
Power lines (or branches) labelled L i for i ∈ {1, ..., |L|} connect power generators (also called sources) and consumers (also called loads) with each other, or with buses and transformers. They are defined as follows: L ⊆ ((P ×B)∪(T ×B)∪(B×B)∪(B×T )∪(B×P)). Buses are labelled B i for i ∈ {1, ..., |B|}. The physical characteristics of a power line impose a maximum current on the power line, i.e., L i .I max . Exceeding this maximum value may damage the power line, e.g., by wearing it off much faster. The maximum current capacity is provided as a vector over all power lines using dot-notation:
The set of other characteristics of power lines and buses can be found in Table 1 .
Each power line can be connected to or disconnected from the bus by a switch. For each switch S i , where i ∈ {1, ..., |S|}, the state of the switch is denoted as S i .st ∈ {0, 1}, Combined set P = P G ∪ P C Set of power generators 
Vector of outgoing lines
Vector of all tap positions T
Power lines Set of power lines
Vector of states of all readings M Switches Set of switches
Vector of states of all the switches S Fuses Set of fuses
State of the fuse
Vector of states of all fuses F
Protective relays (circuit breakers)
Set of protective relays
representing an open (disconnected) and a closed (connected) switch, respectively. The vector S collects the states of all the switches and is of size |S|. The summary of the properties of the switches can be found in Table 1 Table 1. A simpler version of a switch is a fuse, which melts when an overcurrent occurs. It is not possible to turn the fuse back on, it can only be replaced. The fuse is denoted as F i , where i ∈ {1, ..., |F |} and the state of the fuse is either one or zero, i.e., F i .st ∈ {0, 1}. Vector F collects the states of all the fuses and is of size |F |. Again, the properties of the fuses are summarized Table 1 .
Protective relays are mechanical or digital controllers, which control a connected switch. In case the current measured on the line exceeds some pre-defined value I max , the switch will be opened, disconnecting the line with over-current. They are denoted as R i for i ∈ {1, ..., |R|}, and are assigned to a switch, i.e., for relay i, which is positioned at switch j, R i .S = S j . The properties of protective relays are available in Table 1 .
Transformers connect parts of the power system that operate at different voltage levels. A transformer T i for i ∈ {1, ..., |T |} has the following properties: transformation rate T i .r, which defines the voltage ratio (e.g., the ratio 1000:1 transforms voltage from 400 kV to 400 V), and the transformer tap position T i .p. The position of the tap switch of a Medium to Low Voltage transformer has to be chosen such that the secondary voltage, that is delivered to the customers, equals 230 V. The measurements are not taken directly on the windings of the transformer, but on the incoming and outgoing lines, which results in an accurate approximation. All properties of the transformers are listed in Table 1 .
System state
The so-called state in the system refers to all the actual values which can change in the system over time. The system state can be described by five vectors indicating: (i) the states of the switches, (ii) the state of the fuses, (iii) the sensor readings, (iv) the power consumption and production, and (v) the position of the transformer taps.
• Vector S = S 1 .st, S 2 .st, ..., S |S| .st of size |S| denotes the state of all switches in the system.
• Vector F = F 1 .st, F 2 .st, ..., F |F| .st is of size |F | and summarizes the states of all fuses present in the system.
• The readings from one sensor can be written as a pair of the measured current and
, and is of size |M|.
.pv for |P G | sources and |P C | consumers, denotes the loads and sources of power.
• Finally, the set of positions of the transformer tap is denoted as vector
Now, the system state T can be written as a tuple that consists of the above five vectors: T = (S, F, M, P, T) and can be used in the following to determine whether the system state is consistent and safe, to be explained in the section "Local analysis".
Events
The system state can change upon receiving any new information, e.g., information from the sensors with different voltage readings result in an updated state. Different power values of the sources or loads also update the state. Moreover, a command to open or close any of the switches, or changing the tap switch position brings the system to another state. For constant power sources and loads, for now, only two types of events are considered: (i) readings, and (ii) commands. Readings update the state to a new state T = (S , F , M , P , T ), whereas a command will result in a new state T with an updated vector S , collecting the states of the switches, or/and new vector of transformer states T .
Local analysis
The previously presented ideas (Chromik et al. 2016a; propose to extend the existing monitoring systems for power distribution and perform additional monitoring in the field stations. This is achieved by (i) monitoring the traffic exchanged between the field station and the control room, in order to maintain the current state of the physical process at the field station, and (ii) based on the obtained commands from the control room, predict the command outcome for this subsystem.
In order to determine whether the sensor readings comply to the laws of physics, the readings are compared to a set of physical constraints, as listed in Table 2 .
To determine whether the state of the physical system is safe, the readings are checked against the set of safety requirements, as listed in Table 3 . Note that the physical constraints in Table 2 and the safety requirements in Table 3 are examples of possible rules that can be analyzed and they depend on the investigated system.
The monitoring process located at field stations analyses the content of the incoming and outgoing packets. The flow chart in Fig. 2 illustrates the procedure as performed by the local monitoring algorithm. The left part of Fig. 2 illustrates the actions taken when receiving new sensor readings. New readings mean that a new system state To' has been reached, which could be unsafe and/or inconsistent. Therefore, two checks need to be performed: (i) the safety check, which compares To' to the restrictions listed in Table 3 , and (ii) the consistency check, according to the physical constraints listed in Table 2 . If the system state is consistent and safe, the new system state is stored by the monitoring tool. Otherwise an alert is generated, and the state To' is stored as To.
The right part of Fig. 2 shows the actions triggered when a new command is received. Such a new command is first "executed" in the model -based on the previously stored knowledge of the current state Tc. If the predicted new state Tc' is safe, the command can be executed on the actual system, and Tc' can be stored as the current state Tc. Otherwise, if the predicted state is unsafe, an alert is sent to the operator and the command is discarded or at least delayed until explicitly approved by the operator via a secure channel. 
If all switches on a line are open, the values of current and voltage on this line have to be zero
Assuming no losses, the transformer changes the voltage and current value with its predefined ratio r 
Voltage on all lines stays between the boundaries of the reference voltage value ±10%
Current in a power line does not exceed its maximum allowed current
Power produced by the sources equals the power consumed by the loads Interlocks (defined based on topology), e.g.,
Some switches cannot be opened simultaneously for safety reasons
The lower cycle in Fig. 2 compares the current state of the system, as seen by the operator (To), to the previously calculated system state (Tc). If these two states are not the same (within an error margin ), this has to be reported to the operator, since it indicates a potentially dangerous situation. The proposed algorithm cannot provide a meaningful prediction when working with imprecise or even incorrect data. Therefore, the operator will be notified about any such inconsistency until the situation is resolved, e.g., by replacing a faulty sensor.
Implementation of the testbed
Research on critical infrastructures requires either a dedicated physical testbed or a simulation testbed. Since the former is often expensive, not very flexible or hard to access, the goal of this paper was to develop a flexible and accessible simulation testbed. From the available simulation testbeds, described in detail in section "Comparison of the proposed system to existing approaches", the co-simulation framework Mosaik seemed most flexible. Through including several specifically developed simulators, Mosaik was extended with communication network capabilities. This section explains Figure 2 presents the steps the local monitoring algorithm takes to decide whether a command should be executed or whether a sensor reading is consistent. It consists of two main loops: one is triggered by the input event of a command and the other by the input event of a sensor reading. Event checks are triggered upon the occurrence of the respective input, as described in Tables 2 and 3 . Depending on the outcomes of those checks, different paths are taken in the flow chart. If a reading is consistent and safe, the internal state of the model is updated. Otherwise an alert is additionally triggered. For commands, if the precomputed state is unsafe, the command is discarded and an alert is issued. Only if the checks yield that the command can safely be executed, it is issued to the respective actuators the elements of the proposed testbed: the Mosaik framework is discussed in section "Mosaik co-simulation framework", the power system simulator is addressed in section "Power distribution system description in Mosaik", the control network is explained in section "SCADA system", and the overall monitoring approach is discussed in section "Traffic monitor".
Mosaik co-simulation framework
Mosaik is an open source co-simulation framework written in Python (under GNU LGPL) (OFFIS 2017), using a discrete-event simulation library based on SimPy. With the provided API, different existing simulators can be connected, while Mosaik interfaces their data transfer and tracks the execution order. Figure 3 illustrates the general scheme of the proposed testbed, with Mosaik presented as a box marked with Number 1. The black elements above the horizontal dashed line indicate the physical elements of the testbed. They are simulated here, but they refer to the physical parts of the power distribution. The values provided by this part are considered the "ground truth", i.e., if a sensor value on the cyber side will deviate from the one on the physical side, then the one on the physical side is considered true. The most significant parts co-simulated in Mosaik are: a household and a PV panel profile simulator (Number 2), which are available in the Mosaik example scenario 1 ; a power distribution simulator (Number 3), and the RTU simulator (Number 4), enabling communication with the (cyber) Modbus RTU device.
The power distribution simulator solves the power flow equations using the PyPower package (PYPOWER 2018) implementing the Newton-Raphson AC power flow method, Fig. 3 Scheme of the testbed: the simulated part and the network components are shown. Figure 3 outlines the testbed. The simulated physical components are used as "ground truth" and depicted above the dashed line. The network components, including the source of malicious commands, are illustrated below the dashed line. The trusted parts are colored green and the untrusted parts red. The physical and the cyber parts are connected via a single physical connection (denoted A). The correspondence between the sensors and the actuators in the cyber part, to their values output by the power distribution simulator (power flow equations and topology), are indicated by dashed arrows, labeled B and C respectively. Traffic generated by the hacker reaches the Modbus RTU device only via the Bro monitor. The monitor then applies the safety and consistency checks before the command or sensor reading is put forward to the simulated physical part and included in the power distribution simulator which has been adapted to allow for topology changes. The proposed extensions and adjustments are described in detail in the following sections.
Below the horizontal dashed line in Fig. 3 , the cyber elements of the testbed are presented: the control network, which consists mainly of a Modbus/TCP (The Modbus Organization 2012) RTU device (Number 5), the monitoring device (Number 6), and the SCADA server (Number 7).
The integration of the RTU device into the physical system is enabled by making the following connections, as indicated in Fig. 3 by black vertical lines: the controller (RTU) API invokes a thread which creates a simulation of the Modbus RTU device (Connection A). This connection is the actual link between the cyber and physical part of the testbed, therefore in Fig. 3 it is indicated with a solid line. It allows for the following relations: based on the values obtained from the power flow equation solver via the Mosaik interface, the Modbus RTU device determines the sensor measurements and forwards them to the control network (Correspondence B, marked with a dashed line); upon a command received from a SCADA server in the Modbus RTU device, this device applies the changes on the actuators in the testbed by changing the topology in the power distribution simulator (Correspondence C, marked with a dashed line).
With the physical and cyber system co-simulated within the Mosaik framework, it is possible to include all elements necessary to describe the system as explained in section "Model description". The power buses, branches, transformers are described within the PyPower simulator, meters and switches are described within the controller simulator, power sources and loads are taken from the household and PV panel simulators, or represented as the reference bus.
Due to the interaction of several simulators, commands that are issued within the network simulation part of Mosaik first need to be handled by the simulated controller, before they are propagated to the power distribution system. This corresponds to a delay of two steps in the simulation framework, which does not occur in real systems, as commands that have been processed by the controller directly impact the distribution system. Hence, it is important to choose small step sizes for the simulators that directly change the system state and avoid local control loops between simulators. The step-size for all the simulators has been set to 60 s, except for the household and PV panels profile simulators, which have a time step of 15 min. Together with the Mosaik co-simulation real-time factor of 120, this results in a simulation duration of around 720 s (12 min) when simulating 24 h.
Power distribution system description in Mosaik
The power distribution system description is based on the previously discussed Mosaik example scenario which consists of houses, PV panels and a distribution network built from buses, branches and transformers. The simulator for houses and PV panels, cf. Number 2 in Fig. 3 , uses historic consumption profiles, with samples collected every 15 min and stored in the form of CSV files. The power distribution system simulator (cf. Number 3 in Fig. 3 ) solves the power flow equations using the Newton-Raphson power solving method and processes the topology changes. It uses a system description stored in a human-readable JSON file. The description formalism includes buses, i.e., a reference bus, PQ buses, and isolated buses, branches (or: power lines) and transformers, which are a special kind of branch connecting the medium and low voltage buses. An example of a branch description is shown in Table 4 . As can be seen, a power line is defined by its ID (name), the IDs of the buses it connects (from bus and to bus) and its physical properties such as its length, resistance, reactance, capacitance and maximum allowed current. The description of power lines is expanded to include their state: online (all switches on the power line are closed) or offline (at least one of the switches on the branch is opened). The power distribution system simulator was extended to take into account changes in the topology as follows. The initial PyPower simulator is enhanced with topology functions, which identify isolated buses based on information about the state of switches on the branches. This information is obtained from the controller and is then adjusted in the power distribution (topology) model, which in turn is stored in the JSON file. This new model is then forwarded to the power flow equation simulator.
An example of the description of the power grid is explained below. The power system used in the following to validate the monitoring approach is based on the topology of a small Dutch town and is shown in Fig. 4 . Figure 4a shows the power system model in Mosaik, with the bus B 5 marked with a red circle, and the nodes corresponding to the parts of the transformer are marked with a green oval. These nodes are highlighted, as they will be further used for the analyses. Figure 4b shows bus B 5 in more detail, where the rest of the grid is abstracted to a load and a generator.
SCADA system
In the presented scenario, the Modbus/TCP SCADA system consists of one RTU located in the field station and one SCADA server located in the control room, cf. Numbers 5 and 7 in Fig. 3 . The RTU and SCADA server communicate over an untrusted network. Note that the central SCADA server is assumed to be an untrusted component as well, because of the possibility of the presence of insider attacks. The RTU reads the measurements from the sensors on power lines directly connected within the substation (a) (b) Fig. 4 Power distribution system under analysis in Mosaik notation and simplified as one-line diagram. Figure 4 illustrates the topology simulated in Mosaik for the first Scenario. Figure 4a uses the Mosaik notation, where elements are denoted as dots in different colors and where power lines connecting different elements are denoted with lines. Figure 4b emphasizes the part of the simulated scenario, which is analyzed in this paper. RTU 3 controls bus B_5, which is connected via power lines to four other buses. RTU 1 controls a transformer connecting the High and Medium Voltage levels on bus B 5 , and it controls a set of actuators (switches) connecting power lines attached to that bus, cf. Fig. 4b . In the proposed testbed, the Mosaik controller (RTU) simulator creates a Modbus RTU device, which is a Modbus server listening on TCP port 10502 on the host machine. It uses the PyModbus library 2 to implement the Modbus/TCP protocol (The Modbus Organization 2012). SCADA server is a Modbus/TCP client created in a Virtual Machine. The RTU controlling the bus B 5 stores the values of the state of the switches as coils and the rest of the values (voltage, current) as holding registers. Once a command to change the switch state arrives from the SCADA server, this change is saved on the proper coil within the simulated RTU. The Mosaik controller (RTU), upon every simulator step, checks whether the coil value of the RTU device has changed as compared to the stored value. If it has, this triggers the RTU to send the information about the commands to the power distribution simulator. This is the simulator event represented in Fig. 5 as the purple triangle, which further issues the following simulator events.
As an example, consider executing a command in the proposed testbed for bus B 5 , as presented in Fig. 4b . The command is sent from the SCADA server to RTU 3 to open the switch located at power line L 25 . A detailed analysis is shown in Fig. 5 . The upper graph shows simulator events occurring in the controller and the power distribution simulators. The lower graph shows the influence of the command on the current readings at RTU 3 . For clarity, constant values of house consumption and PV panel production are used. The time given on the x-axis refers to the simulation time, which is running with the real-time factor of 120 (i.e., 120 times faster). At the beginning, the current reading of power line L 19 (orange line) equals 0.153 A, the current of power line L 25 (green) equals 0.078 A, the current of power line L 36 (red) equals 0.067 A, and the current of power line L 24 (dark blue) equals 0.007 A. The simulator events (upper) graph shows recurring simulator event of recalculating power flow equations (green crosses X). At a time point just after 12.3 s, the power flow equations are recalculated. Soon after this, the controller simulator receives a command (purple triangle) which has to be passed to power distribution simulator, because the values of the switch state(s) changed. This information is sent to the power Figure 5 depicts the current (in Amperes) for different simulation time points (in seconds). The current on line 36 is depicted in red, the current on line 25 in green, the current on line 24 in blue and the current on line 19 in yellow. Furthermore, the figure illustrates the delay between different events in the simulation testbed, as indicated in the top part of the figure. The power flow equations are recomputed 5 times (indicated by green crosses). Furthermore, when a command arrives at the the RTU (indicated by a red triangle), it triggers a recalculation of the topology (indicated in yellow), which then leads to a new topology in PyPower after a short delay distribution simulator and at the next step of that simulator, the topology is recalculated (yellow triangle) and the power flow equations are recalculated using PyPower again. This last event has direct influence on the readings of the current seen in the graph below. Since power line L 25 is now opened, the current value on that line decreases to zero. To compensate for that, the current on power line L 36 increased to 0.145 A.
Note that the delay between receiving a command to change the tap switch position and its influence on the voltage value is influenced by the inter-dependencies of the various simulators, as previously shown for the currents in the interlock scenario.
Traffic monitor
Among the available open-source network monitoring tools which are used for SCADA protocols, the most popular are Snort (Roesch 1999) and Bro (Paxson 1999; Lin et al. 2016; Udd et al. 2016) . While Snort allows for pattern matching within packets to determine their legitimacy, Bro provides various frameworks, which allow rule-based evaluation of packet content, as explained below.
Bro includes a Modbus/TCP parser, that generates events upon parsing packets of this protocol. The parser, for example, generates a modbus_write_single_coil_request event when parsing a Modbus/TCP packet containing a "write single coil request". By creating a custom event handler, new policies that use the semantic information extracted from the parsed packet(s) can be instantiated in order to determine proper actions and alerts. By including this traffic monitoring, instead of directly storing the new value of a command from the SCADA server in the respective coil, as explained in section "SCADA system", this command is first checked against a corresponding Bro policy. In the proposed testbed, the monitoring device is placed between the Modbus RTU device and the rest of the network; in Fig. 3 , Bro is indicated with Number 6.
To enable process-aware policies in Bro, among others, the requirements and restrictions from Tables 2 and 3 are used in combination with local measurements. First, the system at hand (shown in Fig. 4b ) has to be described using these rules. Then, this description is used to produce relevant Bro policies. This is explained in detail in the section "Improving field stations security".
Monitoring maintains an overview of the system state at all times and compares the observed values to a pre-defined set of rules.
The local monitoring algorithm as explained in section "Local analysis" is implemented for both readings and commands:
(i) Upon a new reading, the Bro policy tests whether the safety requirements hold and whether physical consistency is maintained, as indicated in Tables 2 and 3 . In case no violations are detected, the observed values are stored in the local model of the physical system. If violations are detected, an alert is additionally sent to the operator. (ii) Upon receiving a new command, the Bro policy precomputes the outcome of executing such a command based on the constraints in Table 2 , and performs safety checks according to Table 3 .
Improving field stations security
This section describes how monitoring the safety of the state of the physical system can improve field station security. Section "Threat model and attack scenario" discusses the threat model and attack scenarios. Section "Interlocks" applies monitoring to identify attacks on the system's interlocks, and section "Transformer tap switch" applies them to a transformer tap switch. Then, section "Advantages of monitoring in a simulation testbed" lists the advantages of using the proposed testbed.
Threat model and attack scenario
In the following, an attacker can either perform a man-in-the-middle attack (cf. section "SCADA security") and inject false messages between the Modbus RTU device and the SCADA server, or can directly take control over the SCADA server, as illustrated in Fig. 3 . Both attacks result in a corrupted communication channel to the field station. Hence, both the network and the SCADA server cannot be trusted. Assume that an adversary sends well-formatted packets from the control room to the remote stations and has all necessary privileges to perform the requested commands. This means that other security mechanisms, such as standard Network IDS would not recognize such packets as potentially malicious. In the initial attack scenario an attacker attempts to disconnect power lines controlled by the RTU 3 (cf. Fig. 4b ), one by one. That RTU initially does not perform any of the safety checks as defined in Table 3 , i.e., it directly executes the received command. Then the attack scenario is changed, such that the attacker attempts to change the tap switch controlled by RTU 1 (cf. Fig. 4b ) to an unsafe position.
Interlocks
Interlocks are used to manage mutually dependent elements. This logic is supposed to work locally and independently from the central control room. However, distribution operators were concerned, that for some solutions, checks are not performed locally, but only in the central control room. This means, that it is possible to bypass interlocks by injecting a command via an outside communication channel, which is not analyzed by the central EMS. Consider the interlocks that are required for the system from Fig. 4b , where bus B 5 is a node operating at medium voltage. When disconnecting either the two power lines L 19 and L 24 , or the two power lines L 25 and L 36 , the neighborhood behind bus B 5 is left without electricity. Hence, there are two groups of interlocks, where at least one switch has to be connected (closed).
Implementation of the interlocks
The interlocks are configured in a Bro policy as follows. First, the state of the switches is stored in a global policy table, as shown in Listing 1. This is the vector mentioned in section "Local monitoring approach" and it is part of state T, as indicated in Fig. 2 . These values will be updated each time a read command is parsed by Bro. Secondly, the sets of interlocked switches have to be determined, that is, the sets of switches which should not be disconnected simultaneously. This corresponds to the last safety requirement from Table 3 . This description is added to the Bro policy that will be configured in RTU on bus B 5 , as shown in Listing 2. Thirdly, updating the switch states upon receiving a new read command has to be implemented. Since the switch states are stored on the RTU as Modbus coil values, the event handlers for the read coil request and response events are created, as shown in Listing 3. Line 2 stores the address and number of requested coils in a temporary table temp, identified by a string with the connection identifier and transaction identifier. Line 5 checks whether a connection with the defined connection and transaction identifiers is stored in the temporary table. If such a connection is present, the value of the switch is stored in Line 6, and in Line 7 the element from the temporary table is deleted. delete temp[fmt("%s-%s", c$id, headers$tid)];
Listing 1

Listing 2
8: end if 9: } Finally, the safety requirements checked upon receiving a new command are implemented, according to Listing 4. Upon a write coil request and response, similar handlers as shown in Listing 3 are created. Additionally, the function shown in Listing 4 tests whether the outcome of the command does still satisfy the interlock constraints. Line 4 checks whether the switch that is supposed to be opened is part of any of the interlock sets. If so, the number of closed switches in that set is counted and if this number is at least 2, the switch can be opened. 
Example attack without local monitoring
In the example shown in Fig. 4b , a successful attack is performed by disconnecting a pair of lines: either L 19 and L 24 , or L 25 and L 36 . An example of the effect of such a successful attack on RTU 3 is shown in Fig. 6 . In this attack, the SCADA server sends three commands to open switches on power lines L 25 , L 19 and L 24 , respectively. Similar to Fig. 5 , the upper graph shows events in the co-simulation framework, and the lower graph shows the effect of those events on the current readings in the power lines that are directly connected to bus B 5 . Again, the profiles of power demand in houses and production of PV panels are set as constant for the sake of better visibility, and the time on the x-axis refers to the simulation time. Fig. 6 Illustration of the effects of an attack scenario on RTU 3 without local monitoring. Figure 6 illustrates the effects of an attack on the RTU in the simulation testbed if no local monitoring is applied. The current on the lines is shown in the same colors as in Fig. 5 , however, different events are observed. Three commands to change the topology are issued, which each trigger a recalculation of the topology and a renewed analysis of the (new) power flow equations in PyPower. Once all the commands are executed, the resulting disconnection of certain power lines causes isolation of a part of the neighborhood
In Fig. 6 the current reading of the current in power line L 19 is shown in orange, L 24 in dark blue, L 25 in green and L 36 in red. Initially, the current readings on the lines have a constant value. After the first event, i.e., opening power line L 25 , the current which was carried by line L 25 is then taken by power line L 36 . After opening the switch on power line L 19 , the bus B 28 and the rest of the neighborhood is now only connected via lines L 36 and L 24 . The current on lines L 36 and L 24 is therefore equal (in the Fig. 6 , the dark blue line (for L 24 ) overwrites the red line (for L 36 )). Finally, opening power line L 24 causes isolation of part of the neighborhood and all the power lines around RTU 3 have zero current (orange overwrites green).
Although disconnecting power lines L 25 and L 19 influences the power flow in the distribution system, it does not disrupt the operation of the distribution system, as all the houses can still be connected to a source of power.
Results
In the following, the influence of the proposed local monitoring approach on the security of the field stations for all possible initial settings is investigated. The left part of Table 5 shows all possible initial (safe) values of vector S describing the state of the switches in the subsystem controlled by RTU 3 . In this context, safe means that all houses are still connected to the source of electricity.
The right side of the table, under column "command", shows all possible commands that can be sent to RTU 3 . These commands could be sent from the control room either by the operator or by an attacker. The outcome of each of the 4 commands for each of the nine safe initial states is tested and the output of the detection mechanism is presented. Mark '-' means that the system does not execute a requested command, as the current state of the switches already matches the requested one. Mark 'safe' indicates that the command is safe to perform and allowed. Mark 'alert!' means that the command is not safe to perform, an alert is raised and the command is discarded.
Out of a total of 36 cases, 12 cases are marked with "-", as the execution of the command would not change the state of the system. An operator should still be notified about such an incident, since the command could have been sent by an attacker who is unaware of the current state of the system and performs an attack in a opportunistic or random way. Another 12 cases are marked as safe. This means, that after performing the attack, the resulting vector S indicating the switch states is also one of the 9 listed safe vectors. This possible type of attack (if sent by an attacker) is unnoticed, but also does not harm the system. The remaining 12 cases were marked as attack. Here it is clear that the resulting vector of switch states S is not safe for the system. All these alerts are cases which would otherwise go unnoticed, thus stressing the extra security and safety precautions provided by the local monitoring approach.
Transformer tap switch
The previous scenario was analyzing the situation of an RTU controlling a bus operating at a Medium Voltage level. The following scenario monitors an RTU that controls different voltage levels, namely High and Medium Voltage. This is done via so-called tap switches; by changing their setting, the transformer changes the ratio of the voltage values on its primary and secondary side. This ratio change results in changing the value of the secondary voltage, while the voltage on the primary side remains the same. The transformer marked in Fig. 4a connects the High and Medium Voltage levels and contains a controllable tap switch. The operator can send commands from the control room in order to change the value of the voltage on the secondary side of the transformer. The main safety requirement that is tested when changing the tap switch position is the voltage value on the secondary windings of the transformer. The safety requirement defined in Table 3 defines that the voltage has to be equal to the nominal value ±10%. This is defined for the Low Voltage areas (CENELEC 1988) , however, in the proposed approach it is also possible to perform the same check for Medium Voltage, like proposed in Isozaki et al. (2014) . The implementation of the monitoring tool on RTU 1 that controls the transformer needs to be done similarly like shown in section "Implementation of the interlocks" for interlocks (and is not shown here in detail). In the following, only the outcome of the performed tests are shown.
Attack scenario
A successful attack is performed by changing the tap switch to such a position that the value of the secondary voltage exceeds the maximum bounds. Since the nominal value of the secondary voltage is 10 kV, this means the voltage must stay within 9 kV and 11 kV. The initial ratio of the transformer, i.e., the ratio of the primary to secondary voltage is 11 in the following scenario. The transformer has 3 tap switch positions, resulting in ratios 11 (position 1), 10.5 (position 2) and 10 (position 3), respectively. If the primary voltage equals the nominal value of 110 kV, then setting the transformer's tap switch to position 3 results in violating the bound of the secondary voltage. The attacker opportunistically changes the tap switch position to different values, aiming to disturb the physical process. The lower part of Fig. 7 shows the voltage value on the secondary side of the transformer. It can be seen that at 16s (simulation time; x-asxis), the attacker changed the position from 2 to 1, resulting in a voltage of 10 kV. This is a failed attack attempt, as the resulting voltage is well within bounds. Next, at around 32s another change is made: the tap position is changed back to 2, as the attacker does not know the initial value of the tap switch. Finally, at around 48s, the attacker changes the tap switch to position 3 which results in an undesired voltage value of 11 kV. If the attacker continues to perform changes, the monitoring approach will continue to filter out actions that lead to unsafe states. However, our approach is not able to detect the attacker.
Results
While the previous scenario covered all initially safe configurations, this section focuses on the analysis of the interaction in the testbed between receiving commands and issuing Figure 7 illustrates the effects of an attack on a transformer controlled by RTU 1 . Here, the traffic monitoring is enabled, however the commands are not discarded in order to present the outcome of those commands. The voltage on bus B_5 is shown in red on the y-axis for different simulation times (in seconds). It can be seen that Bro issues alerts (marked in green) when receiving commands to change the tap switch position, such that the secondary voltage would become to high. Once the command has been executed, a Bro warning is issued upon every sensor reading (marked with the blue diamonds) alerts, as presented in Fig. 7 . The upper part of Fig. 7 indicates the time when commands are sent by the attacker and the reaction of the monitoring tool to these commands. The events marked with a green pentagon represent alerts issued by Bro upon receiving the command to change the tap switch to a position that would result in a too high secondary voltage. This is a result of implementing the voltage safety requirement (cf. Table 3 ) upon receiving a new command (cf. the right-side loop of Fig. 2 ). Note that Fig. 2 indicates that the command that may bring the system to an unsafe state should be discarded. Here, only an alert was given in order to analyze the further behavior of the system.
The blue diamonds represent the warnings issued by Bro due to violations of the voltage safety constraint upon receiving a new reading (cf. Fig. 2 , the left-side loop).
Advantages of monitoring in a simulation testbed
Section "Interlocks" and section "Transformer tap switch" presented how the proposed testbed can be used to investigate the effect of the proposed process-based monitoring on the security in field stations. In both cases the testbed has shown that the monitoring tool responds accurately to the processed command, e.g., generates alerts for commands that would bring the system to an unsafe state.
Furthermore, using a simulation testbed, allows to investigate the consequences of executing a malicious command versus discarding it or simply issuing an alert. This would not be possible in real infrastructures and still very difficult in a physical testbed.
Moreover, the proposed co-simulation testbed lends itself to stress tests, e.g., regarding the frequency of reading commands and how this influences the number of alerts and the accuracy of the monitoring tool.
Also the real-time capabilities of the proposed approach can be evaluated for the presented test cases. The first investigated scenario, i.e., monitoring the interlocks, focused on 4 elements in the switch vector describing part of the system state, and on the sensor measurements on the 4 connected power lines. The second scenario investigated the transformer tap switch position vector with a single element and the sensor readings of two power lines on the primary and secondary side of the transformer. In these scenarios, calculating the resulting system state and the policy checking within Bro caused message delays of only 0.002 ms on average.
Clearly, a more thorough investigation of the real-time performance is needed for different sizes of field stations, before bringing this approach to market. However, as the approach is meant to work locally at field stations, the models should not become much larger than for the scenarios analyzed here. Hence, scalability should not be a problem in this distributed approach.
Comparison of the proposed system to existing approaches
In the following, the related work on process-aware monitoring in SCADA (section "Process-aware monitoring") and on testbeds for the control of power distribution (section "Testbeds") is discussed.
Process-aware monitoring
Traditional IDSes, even if they provide support for SCADA, rely on the detection of unusual packets: whitelisting relies on knowledge of the source/destination host and ports (Barbosa and Pras 2010) ; rules can be implemented in network intrusion detection system to check whether packet formatting and packet content match protocol specification (Roesch 1999; Cheung et al. 2007) . However, by analyzing only the properties of the exchanged packets, a system is not able to detect well-formatted legitimate packets which could nevertheless harm the underlying physical system.
Using the state of both the control network and the state of the physical process to improve security has been proposed before under different names: (Lin et al. 2016; Wain et al. 2016 ) discuss semantic-based security analysis, (Bao et al. 2016 ) describes a similar approach as behavior-based detection, and (Urbina et al. 2016; Koutsandria et al. 2015) introduce physics-based attack detection. Hadžiosmanović et al. (2014) characterize the types of the variables in the network traffic based on their behavior over time and model the resulting regularity. This approach assumes that the process variables remain consistent over time. Moreover, this approach does not predict the outcome of an incoming command, it rather detects whether process variables deviate from their normal value. This approach has been shown to be 98% accurate in real-life traffic. Lin et al. (2013; propose an intrusion detection system for SCADA systems controlling the power grid, targeting attacks that send commands that potentially harm the physical system but are hidden in a legitimate format. Although accurate, this approach heavily relies on the assumption that the monitoring system, i.e., a central Master IDS, remote Slave IDSes, and the communication link are not compromised themselves. Urbina et al. (2016) study the detection of stealthy attacks in a system controlling the acidity level of a fluid in a tank. Using real-time measurements from the tank and a physical model of the process being controlled allows detecting malicious behavior if the observations are significantly different from the model-based predictions. The authors present both, a stateful and a stateless approach. Koutsandria et al. (2015) investigate the so-called "physics aware" Hybrid Control Network IDS (HC-NIDS), which checks a set of cyber-physical security policies on the communication traffic obtained from a network tap. This HC-NIDS is tailored to the protection of digital relays and can also be used in automated power distribution systems when adjusting the rules accordingly . Caselli et al. (2015) do not take process information into account, directly. However, they investigate the importance of sequences of commands in the ICS setting. The violation of pre-defined sequences of commands can directly impact the process negatively. Sequences of packets are modeled as a discrete-time Markov chain and compared to a pre-computed reference model, which represents normal traffic behavior. Nivethan and Papa (2016a) propose a SCADA IDS framework that incorporates process semantics, by implementing extra warning notifications in case process variables exceed some threshold values. A system description language and a mapper for turning requirements into actual Bro policies is also provided. This approach is considered static, as it computes policies and thresholds, but only once. This approach is not validated and to some extent duplicates the work of Human Machine Interfaces (HMIs) in SCADA. Moreover, the authors in Nivethan and Papa (2016b) analyze the use of open source firewalls in SCADA/ICS and propose to use iptables}for filtering SCADA traffic. Using string matching they detect, e.g., unauthorized write commands and test this approach on Modbus/TCP traffic. Bao et al. (2016) use rules obtained from physical properties of the system, which are then translated into state machines. Based on measurements from the system, the state machines are updated continuously and when reaching a critical state a warning is issued to the operator. Mashima et al. (2016) propose to implement an active command mediation mechanism in the electrical substations. Their approach builds on the idea to actively inspect and pre-process the command sent to the remote station before executing it on the physical power system devices. The authors provide an example implementation of this mechanism, the so-called command delaying mechanism. In this mechanism, a command could be delayed by a number of proxies so the central system has the opportunity to cancel such a command. Table 6 summarizes and compares the related work discussed above. The table indicates whether the used approach is specification-based or learned from the traffic. It mentions the sector to which the approach has been applied: PG indicates the Power Grid, while ICS indicates a more generic approach and refers to Industrial Control Systems in general. The validation method used in the literature is listed either as TB -physical TestBed, SIMSIMulation or RS -Real System (Real Traffic). An approach is capable of detecting attacks or can also prevent attacks, as indicated in the table. Moreover, the detection rules used in the approach are compared. They are either static -generated only once -or dynamically adapt to the current system state. The combination of a learned approach with static rules means that the approach investigates only one-time learning for the proposed mechanism. Finally, the location, which is the placement of the detection mechanism, is compared. It either uses local information and protects a single station, is distributed and relies on information from multiple controllers, or centrally works with information from the entire network, protecting the whole system. Table 6 shows that most approaches tailored for the power grid are based on specifications of the power grid. Approaches that only detect but cannot prevent attacks mainly duplicate the work of the HMI, as operators are notified about values exceeding pre-defined thresholds. Furthermore, adapting models of the physical process during run-time is not done often to prevent attacks. Summarizing, the proposed approach is close to , however, it operates on a simulation engine and also the proposed system implementation already updates rules dynamically, based on the state of the physical process.
Testbeds
The proposed approach aims to locally monitor and perform detection analysis at field stations, hence, there is no need to simulate the entire control network. However, a simulation engine for the controller, e.g., an RTU or PLC, which receives information from the SCADA network and sends commands and requests to the physical process is required. Hence, the controller is the main interface between the physical process and the control network including the control room. In contrast, current co-simulation environments focus on simulating the entire network using Omnet++ (Awad et al. 2016; Lévesque et al. 2012) , ns2 (Lin et al. 2011) , RINSE (Davis et al. 2006) or OPNET (Sadi et al. 2015) , and evaluate, e.g., denial of service attacks on the control network only. These fully simulated approaches are highly flexible, while more advanced testbeds (Koutsandria et al. 2015; Kang et al. 2015; Gunathilaka et al. 2016; Sadi et al. 2015) , may require a connection to emulate real hardware or the use of proprietary software. Non-virtualized testbeds at Distribution System Operators (DSOs) are less flexible and often difficult to access. All simulation-based approaches require a power simulator, like Power World (Davis et al. 2006; Gunathilaka et al. 2016) , OpenDSS (Awad et al. 2016; Lévesque et al. 2012) , PSFL (Lin et al. 2011 ), or MATPOWER-based Matlab/Simulink (Sadi et al. 2015; Koutsandria et al. 2015) or Mosaik (Schloegl et al. 2015) . The latter easily integrates existing simulators in the smart grid co-simulation framework. Moreover, if needed, new simulators can be attached to the Mosaik co-simulation framework by using the provided API. This is the main reason why Mosaik was chosen in the proposed testbed and integrated with (part of ) the Modbus/TCP based control network and the monitoring tool, as shown previously. Table 7 summarizes the characteristics of the investigated co-simulation environments. For each framework the availability is specified: either it is available under an Open Source license (OS), or tools are openly available, but the source code is not (OS*). The table indicates if a paid license is required for an element used in the co-simulation environment (LIC), or if it is a physical Test Bed (TB) or uses some other Hardware In the Loop (HIL). Next, the integration of the simulator is discussed: If a programming language (such as Python, Java or C++) is specified in the table, the approach has a dedicated interface written in that language which enables the integration of simulators. Two of the approaches use other communication protocols, such as HTTP requests (Lévesque et al. 2012) or VPN connections (Davis et al. 2006) . One approach uses a physical testbed, which requires physical connections between hardware components (Kang et al. 2015) . The table shows which simulator is used for the SCADA network and for the power grid system. The extensibility of the co-simulation testbed is specified, and all available communication protocols are listed.
While older approaches mostly do not investigate particular SCADA protocols, newer approaches are tailored towards Modbus and or substation automation protocols. The testbed described in this paper is not only flexible, but also easily extensible to include new simulators, e.g., for controllers using other protocols used in power distribution, and only uses open-source software and libraries.
Conclusions
Detecting potentially malicious commands in systems controlling power distribution is mostly performed in a central control room. However, due to the modernization and automation of field stations and the use of standardized protocols, also remote field stations may be the target of (insider) attacks and require improved security. Research in this direction requires a testbed that is capable of simulating both the physical power distribution system and the control network. This paper presents a co-simulation testbed that can be used to implement and evaluate local monitoring approaches for SCADA systems as proposed before, e.g., (Chromik et al. 2016a; Koutsandria et al. 2014; Urbina et al. 2016; Chromik et al. 2017; Meliopoulos et al. 2017) . The presented testbed environment is based on the co-simulation framework Mosaik and simulates both the power distribution system and a control network implementing the communication protocol Modbus/TCP. Moreover, a monitoring system based on process-aware policies implemented using the Bro monitoring tool is presented. For better reference, the paper also provides an extensive overview on the related work on approaches for process-aware intrusion detection systems and on testbed environments for power grids.
The paper describes the simulators developed and used in the proposed testbed and presents the influence of cyber commands on the power distribution system. With the simulated Modbus/TCP controller, it is possible to remotely change the topology of the simulated power distribution system. This allows for, e.g., simulating attacks on power distribution and testing the working on the monitoring tool for various initial states of the power system. This paper also presents an approach to implement policies depending on the system state, using the Bro network intrusion detection system. Knowing the system physical constraints and safety requirements, such as the interlocks, the proposed detection mechanism is configured and updated in order to reject commands that can bring the physical system to an unsafe state. Even though the rules are static, the outcome of a command at a particular moment in time depends on the current state of the physical system. For various examples, it is presented how such local monitoring helps to improve the security of the power distribution field stations, when malicious commands are sent from the control room (insider attacks). This has been illustrated for two different settings, one in the medium voltage area (interlocks) and one between medium and high voltage (tap switch).
Future work will compare the performance and accuracy of this local monitoring approach with a centralized approach (Lin et al. 2016) . Furthermore, the amount of local information necessary to perform accurate monitoring will be investigated and the proposed approach will be further evaluated using the IEEE benchmark suite (Distribution Test Feeders 2018 
