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The inverse problem of ’eigenstates-to-Hamiltonian’ is considered for an open chain of N quan-
tum spins in the context of Many-Body-Localization. We first construct the simplest basis of the
Hilbert space made of 2N orthonormal Matrix-Product-States (MPS), that will thus automatically
satisfy the entanglement area-law. We then analyze the corresponding N Local Integrals of Mo-
tions (LIOMs) that can be considered as the local building blocks of these 2N MPS, in order to
construct the parent Hamiltonians that have these 2N MPS as eigenstates. Finally we study the
Matrix-Product-Operator form of the Diagonal Ensemble Density Matrix that allows to compute
long-time-averaged observables of the unitary dynamics. Explicit results are given for the memory of
local observables and for the entanglement properties in operator-space, via the generalized notion
of Schmidt decomposition for density matrices describing mixed states.
I. INTRODUCTION
Many-Body-Localization for quantum interacting disordered systems is a fascinating phase of matter with very
unusual properties with respect to the standard thermalization scenario of statistical physics (see the reviews [1–
8] and references therein). In particular, excited eigenstates display an entanglement area-law [9–13] instead of the
entanglement volume-law of thermalized eigenstates. As a consequence, they can be efficiently approximated by Matrix
Product States or DMRG-X algorithms [14–20] that generalize to excited states the Density-Matrix-RG algorithm
concerning ground-states [21–23]. Another proposal is to construct them via the RSRG-X procedure [24–36] that
generalizes to excited states the Strong Disorder Real-Space RG approach [37] introduced initially by Ma-Dasgupta-
Hu [38] and Daniel Fisher [39] to construct the ground states of random quantum spin chains. Another surprising
property is that the Many-Body-Localized phase can be characterized by an extensive number of Local Integrals
of Motions (LIOMs) [40–57]. The emergence of these LIOMs can be for instance understood within the RSRG-t
procedure [58–62] that generalizes to the unitary dynamics the Strong Disorder Real-Space RG approach already
mentioned above. These LIOMs can be interpreted as the building blocks of the whole set of eigenstates.
The main activity in the field of Many-Body-Localization has been focused on the ’direct problem’, where one
analyzes the properties of a given disordered interacting Hamiltonian H in order to determine if a Many-Body-
Localized phase exists in a certain region of parameters, usually numerically or via approximate analytical methods,
although some mathematically rigorous results also exist [44, 63]. In the present paper, we will instead consider
the ’inverse problem’ : we will first build an orthonormal basis of the Hilbert space made of Matrix-Product-States,
that will thus automatically satisfy the entanglement area-law; we will then construct the parent Hamiltonians that
have these Matrix-Product-States as eigenstates. This ’inverse problem’ perspective is well-known in the field of
Tensor Networks (see the reviews [64–74] and references therein) in particular to construct local parent Hamiltonians
that have a given Matrix-Product-State as groundstate [64], and has also produced the ’eigenstate-to-Hamiltonian’
method [75, 76] with recent applications concerning Many-Body-Localized excited states [77, 78] and the engineering
of topological models with desired properties [79].
The paper focuses on an open chain of N quantum spins and is organized as follows. In section II, we introduce
the simplest Matrix-Product-States-basis for the Hilbert space of size 2N , where the 2N orthonormal MPS have the
same entanglement entropy across each bond and have the same multifractal properties. In section III, we analyze the
corresponding Matrix-Product-Operator-basis for the Operator-space of size 4N and we describe the N pseudo-spins
that are the building blocks of the 2N MPS. In section IV, we construct the parent Hamiltonians that have these
2N MPS as eigenstates. In section V, we study the properties of the Diagonal Ensemble Density Matrix that allows
to compute long-time-averaged observables of the unitary dynamics, with explicit results for the memory of local
observables and for the entanglement properties in Operator-space. Our conclusions are summarized in section VI.
The Appendix A contains the interpretation of the Local Integrals of Motion (LIOMs) in terms of Majorana fermions.
II. AN HILBERT SPACE BASIS MADE OF ORTHONORMAL MATRIX-PRODUCT-STATES
The notion of entanglement between the different regions of many-body quantum systems has completely changed
the perspective on many condensed-matter problems (see the reviews [80–85] and references therein). In particular
for one-dimensional quantum spin chains, the Matrix-Products-States (MPS) are well adapted to describe non-critical
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2states displaying area-law entanglement [64–74]. While this area-law is usually only valid for ground-states [86], we
have recalled in the Introduction that the area-law also applies to excited states in Many-Body-Localized phases
[14–20]. In this section, our goal is thus to construct the simplest MPS basis for the Hilbert space and to analyze its
basic properties.
A. Simplest Matrix-Product-States-basis for an open chain of N quantum spins
For an open chain of N quantum spins j = 1, 2.., N , we write the following 2N Matrix-Product-States of bond
dimension D = 2
|ψ1,...,N−1,P 〉 =
∑
α1=±
...
∑
αN−1=±
[
N−1∏
k=1
λ
[k]αk
k
]
|σz1 = α1〉
[
N−1∏
k=2
|σzk = αk−1αk〉
]
|σzN = αN−1P 〉 (1)
that are labelled by the eigenvalue P = ±1
P z |ψ1,...,N−1,P 〉 = P |ψ1,...,N−1,P 〉 (2)
of the Parity operator
P z ≡
N∏
j=1
σzj (3)
and by (N − 1) binary variables 1 = ±, ..., N−1 = ± associated to the (N − 1) bonds. The variable k determines
the two possible Schmidt values λ
[k]α=±
k across the bond (k, k+ 1) that appear in the MPS of Eq. 1 (Eq. 1 is written
in the Vidal canonical form [87] where all the Schmidt values appear explicitly, as explained in more details below
around Eq. 7)
λ
[]α
k ≡ cos
(
θk
2
)
[δ,+δα,+ − δ,−δα,−] + sin
(
θk
2
)
[δ,−δα,+ + δ,+δα,−]
= cos
(
θk
2
)
δ,α + sin
(
θk
2
)
δ,−α (4)
Using the property ∑
α=±
λ
[]α
k λ
[′]α
k = δ,′ (5)
one can check the orthonormalization of the 2N MPS of Eq. 1
〈ψ′1,...,′N−1,P ′ |ψ1,...,N−1,P 〉 =
∑
α1=±
α′1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=1
λ
[k]αk
k λ
[′k]α
′
k
k
]
δα′1,α1
[
N−1∏
k=2
δα′k−1α′k,αk−1αk
]
δα′N−1P ′,αN−1P
= δP ′,P
N−1∏
k=1
[ ∑
αk=±
λ
[k]αk
k λ
[′k]αk
k
]
= δP ′,P
N−1∏
k=1
δ′k,k (6)
Since the (N − 1) angles θk for k = 1, .., N − 1 appearing in Eq. 4 are the only free parameters of this simple MPS
basis, it is important to explain now their physical meaning in terms of the entanglement properties across bonds and
in terms of the multifractality of individual MPS.
B. Entanglement properties of individual MPS across the bond (n, n+ 1)
The MPS of Eq. 1 are written in the Vidal canonical form [87], where the entanglement properties for any bi-
partitioning of the chain into two parts [1, .., n] and [n+ 1, .., N ] are directly accessible. The Schmidt decomposition
of the ket of Eq. 1 with respect to the bond [n, n+ 1] reads
|ψ1,...,N−1,P 〉 =
∑
αn=±
|Φ[1,..,n]αn1,...,n−1〉λ[n]αnn |Φ[n+1,..,N ]αnn+1..,N−1,P 〉 (7)
3where
|Φ[1,..,n]αn1,...,n−1〉 =
∑
α1=±
...
∑
αn−1=±
[
n−1∏
k=1
λ
[k]αk
k
]
|σz1 = α1〉
[
n∏
k=2
|σzk = αk−1αk〉
]
|Φ[n+1,..,N ]αnn+1..,N−1,P 〉 =
∑
αn+1=±
...
∑
αN−1=±
[
N−1∏
k=n+1
λ
[k]αk
k
][
N−1∏
k=n+1
|σzk = αk−1αk〉
]
|σzN = αN−1P 〉 (8)
are the corresponding orthonormalized Schmidt eigenvectors of the Left part [1, .., n] and of the Right part [n+1, ..., N ]
〈Φ[1,..,n]α′n1,...,n−1 |Φ[1,..,n]αn1,...,n−1〉 = δα′n,αn
〈Φ[n+1,..,N ]α′nn+1..,N−1,P |Φ
[n+1,..,N ]αn
n+1..,N−1,P 〉 = δα′n,αn (9)
The Schmidt decomposition of Eq. 7 for the MPS across the bond [k, k+ 1] translates into the following decompo-
sition for the corresponding projector
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | =
∑
αn=±
α′n=±
(
|Φ[1,..,n]αn1,...,n−1〉 〈Φ
[1,..,n]α′n
1,...,n−1 |
)
λ[n]αnn λ
[n]α
′
n
n
(
|Φ[n+1,..,N ]αnn+1..,N−1,P 〉 〈Φ
[n+1,..,N ]α′n
n+1..,N−1,P |
)
(10)
The orthonormalization of Eqs 9 yields that the trace over the Right part [n + 1, .., N ] and the trace over the Left
part [1, .., n] are diagonal
Tr{n+1,...,N}
(|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |) = ∑
αn=±
p[n]αnn
(
|Φ[1,..,n]αn1,...,n−1〉 〈Φ[1,..,n]αn1,...,n−1 |
)
Tr{1,...,n}
(|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |) = ∑
αn=±
p[n]αnn
(
|Φ[n+1,..,N ]αnn+1..,N−1,P 〉 〈Φ
[n+1,..,N ]αn
n+1..,N−1,P |
)
(11)
with the two common weights labelled by αn = ±1 (Eq 4)
p[n]αnn =
(
λ[n]αnn
)2
= cos2
(
θn
2
)
δn,αn + sin
2
(
θn
2
)
δn,−αn =
1 + nαn cos(θn)
2
(12)
So the corresponding entanglement entropy between the Left part [1, .., n] and the Right part [n+ 1, .., N ] is the same
for all the 2N MPS of the basis and only depends on the angle θn associated to the bond (n, n+ 1)
SEnt([1,..n],[n+1...,N ]) ≡ −
∑
αn=±
p[n]αnn ln(p
[n]αn
n )
= −1 + cos(θn)
2
ln
(
1 + cos(θn)
2
)
− 1− cos(θn)
2
ln
(
1− cos(θn)
2
)
(13)
C. Entanglement properties of single spins in individual MPS
For the special case n = 1, the Left Schmidt eigenvector of Eq. 8 reduces to
|Φ[1]α1〉 = |σz1 = α1〉 (14)
and Eq. 11 corresponds to the reduced density matrix for the spin n = 1 alone in the MPS-projector
Tr{2,...,N}
(|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |) = ∑
α1=±
p
[1]α1
1 (|σz1 = α1〉 〈σz1 = α1|)
=
∑
α1=±
(
1 + 1α1 cos(θ1)
2
)(
1 + α1σ
z
1
2
)
=
1 + 1 cos(θ1)σ
z
1
2
(15)
with the corresponding entanglement entropy of Eq. 13 that depends only on the angle θ1
SEnt([1],[2,...,N ]) = −
1 + cos(θ1)
2
ln
(
1 + cos(θ1)
2
)
− 1− cos(θ1)
2
ln
(
1− cos(θ1)
2
)
(16)
4Similarly for the special case n = N − 1, the Right Schmidt eigenvector of Eq. 8 reduces to
|Φ[N ]αN−1P 〉 = |σzN = αN−1P 〉 (17)
and Eq. 11 corresponds to the reduced density matrix for the spin n = N alone in the MPS-projector
Tr{1,...,N−1}
(|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |) = ∑
αN−1=±
p
[N−1]αN−1
N−1 (|σzN = αN−1P 〉 〈σzN = αN−1P |)
=
∑
αN−1=±
(
1 + N−1αN−1 cos(θN−1)
2
)(
1 + αN−1PσzN
2
)
=
1 + N−1P cos(θN−1)σzN
2
(18)
with the corresponding entanglement entropy of Eq. 13 that depends only on the angle θN−1
SEnt([1,..N−1],[N ]) = −
1 + cos(θN−1)
2
ln
(
1 + cos(θN−1)
2
)
− 1− cos(θN−1)
2
ln
(
1− cos(θN−1)
2
)
(19)
For a site n in the bulk (2 ≤ n ≤ n − 1), the simultaneous Schmidt decomposition with respect to the Left part
[1, ..., n− 1] and to the Right part [n+ 1, ..., N ] reads for the MPS
|ψ1,...,N−1,P 〉 =
∑
αn−1=±
∑
αn=±
|Φ[1,..,n−1]αn−11,...,n−2 〉λ
[n−1]αn−1
n−1 |σzn = αn−1αn〉λ[n]αnn |Φ[n+1,..,N ]αnn+1..,N−1,P 〉 (20)
and for the corresponding MPS-projector
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | =
∑
αn−1=±
α′n−1=±
∑
αn=±
α′n=±
(
|Φ[1,..,n−1]αn−11,...,n−2 〉 〈Φ
[1,..,n−1]α′n−1
1,...,n−2 |
)
λ
[n−1]αn−1
n−1 λ
[n−1]α′n−1
n−1
(|σzn = αn−1αn〉 〈σzn = α′n−1α′n|)λ[n]αnn λ[n]α′nn (|Φ[n+1,..,N ]αnn+1..,N−1,P 〉 〈Φ[n+1,..,N ]α′nn+1..,N−1,P |)(21)
The orthonormalization of the Schmidt eigenvectors (Eq. 9) yields that the trace over all the spins except n only
involves the weights of Eq. 12 corresponding to the two neighboring bonds
Tr{1,..n−1,n+1,.,N}
(|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |) = ∑
αn−1=±
∑
αn=±
p
[n−1]αn−1
n−1 (|σzn = αn−1αn〉 〈σzn = αn−1αn|) p[n]αnn
=
∑
αn−1=±
∑
αn=±
(
1 + n−1αn−1 cos(θn−1)
2
)(
1 + αn−1αnσzn
2
)(
1 + nαn cos(θn)
2
)
=
1 + n−1n cos(θn−1) cos(θn)σzn
2
(22)
So the corresponding entanglement entropy between the site [n] and its environment [1, .., n − 1, n + 1, .., N ] is the
same for all the 2N MPS of the basis and only depends on the angles (θn−1, θn) of the two neighboring bonds
SEnt([n],[1,..,n−1,n+1...,N ]) = −
1 + cos(θn−1) cos(θn)
2
ln
(
1 + cos(θn−1) cos(θn)
2
)
−1− cos(θn−1) cos(θn)
2
ln
(
1− cos(θn−1) cos(θn)
2
)
(23)
D. Multifractal properties of individual MPS with respect to the initial spin basis
Even without disorder, the groundstate wavefunction of manybody quantum systems has been found to be gener-
ically multifractal, with many studies concerning the Shannon-Re´nyi entropies in quantum spin models [88–104],
while multifractal properties have been also studied recently for excited states in the field of Many-Body-Localization
[11, 105–107]. In our present framework, the expansion of the MPS of Eq 1 in the Pauli basis σzk = ±1
|ψ1,...,N−1,P 〉 =
∑
S1=±1
∑
S2=±1
...
∑
SN=±1
ψS1,...,SN1,...,N−1,P |σz1 = S1〉 |σz2 = S2〉 ... |σzN = SN 〉 (24)
5involves the 2N coefficients ψS1=±1,...,SN=±11,...,N−1,P given by
ψS1,...,SN1,...,N−1,P = 〈S1, ..., SN |ψ1,...,N−1,P 〉 =
∑
α1=±
...
∑
αN−1=±
[
N−1∏
k=1
λ
[k]αk
k
]
δS1,α1
[
N−1∏
k=2
δSk,αk−1αk
]
δSN ,αN−1P
= δP,
∏N
j=1 Sj
N−1∏
k=1
λ
[k]
∏k
n=1 Sn
k (25)
The statistics of the corresponding 2N weights |ψS1=±1,...,SN=±11,...,N−1,P |2 normalized to unity can be analyzed via the Inverse
Participation Ratios where q is a continuous parameter
Y
(q)
1,...,N−1,P ≡
∑
S1=±1
∑
S2=±1
...
∑
SN=±1
|ψS1,...,SN1,...,N−1,P |2q =
∑
α1=±1
∑
α2=±1
...
∑
αN−1=±1
N−1∏
k=1
[
λ
[k]αk
k
]2q
=
N−1∏
k=1
([
λ
[k]+
k
]2q
+
[
λ
[k]−
k
]2q)
=
N−1∏
k=1
(
cos2q
(
θk
2
)
+ sin2q
(
θk
2
))
(26)
that are actually independent of the precise MPS |ψ1,...,N−1,P 〉. So the 2N MPS of the basis have all the same Re´nyi
entropy
Sq(N) ≡
lnY
(q)
1,...,N−1,P
1− q =
1
1− q
N−1∑
k=1
ln
(
cos2q
(
θk
2
)
+ sin2q
(
θk
2
))
(27)
and the same generalized fractal dimensions 0 ≤ Dq ≤ 1 that describe the leading extensive behaviors
Sq(N) ∝
N→+∞
Dq(N ln 2) (28)
III. CORRESPONDING MATRIX-PRODUCT-OPERATOR BASIS FOR OPERATORS
A. From the MPS basis to the MPO basis
The MPS basis of Eq. 1 for the Hilbert space of size 2N can be used to construct the following basis for the
operator-space of size 4N
|ψ1,...,N−1,P 〉 〈ψ′1,...,′N−1,P ′ | =
∑
α1=±
α′1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=1
λ
[k]αk
k λ
[′k]α
′
k
k
]
O
α1,α
′
1
1
[
N−1∏
k=2
O
αk−1αk,α′k−1α
′
k
k
]
O
αN−1P,α′N−1P
′
N (29)
where the elementary operators that appear in these 4N Matrix-Product-Operators read in terms of the Pauli matrices
σx,y,zk
OS,S
′
k ≡ |σzk = S〉 〈σzk = S′| = δS,S′
(
1 + Sσzk
2
)
+ δS,−S′
(
σxk + iSσ
y
k
2
)
(30)
B. Explicit form of the parity pseudo-spin operators P x,y,z
Using the following property satisfied by the bond variables of Eq. 4∑
k=±
λ
[k]αk
k λ
[k]α
′
k
k = δαk,α′k (31)
6one can check that the sum over the 2N−1 projectors associated to the fixed parity value P∑
1=±
...
∑
N−1=±
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |
=
∑
α1=±
α′1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=1
(∑
k=±
λ
[k]αk
k λ
[k]α
′
k
k
)]
O
α1,α
′
1
1
[
N−1∏
k=2
O
αk−1αk,α′k−1α
′
k
k
]
O
αN−1P,α′N−1P
N
=
∑
α1=±
...
∑
αN−1=±
Oα1,α11
[
N−1∏
k=2
O
αk−1αk,αk−1αk
k
]
O
αN−1P,αN−1P
N
=
∑
α1=±
...
∑
αN−1=±
(
1 + α1σ
z
1
2
)[N−1∏
k=2
(
1 + αk−1αkσzk
2
)](
1 + αN−1PσzN
2
)
=
1
2
[
1 + P
N∏
k=1
σzk
]
≡ 1
2
[1 + PP z] (32)
gives the projector on the eigenvalue P of the parity operator P z as it should. When one sums over the two parity
values P = ±1, one obtains the decomposition of the identity
1 =
∑
1=±
...
∑
N−1=±
∑
P=±1
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | (33)
while the sum weighted by the parity value P gives the decomposition of the parity operator of Eq. 3
P z =
∑
1=±
...
∑
N−1=±
∑
P=±1
P |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | (34)
For given values of the (N − 1) bond variables (1, .., N−1), the two MPS of Eq. 1 associated to the two possible
parity eigenvalues P = ±1 are simply related by the flip operator σxN of the last spin N
σxN |ψ1,...,N−1,P 〉 = |ψ1,...,N−1,−P 〉 (35)
so the flip operator P x of the parity reduces to this boundary flip operator σxN
P x ≡
∑
1=±
...
∑
N−1=±
∑
P=±1
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,−P | = σxN (36)
The third operator P y of the pseudospin associated to the parity can be then obtained via
P y = −iP zP x =
N−1∏
j=1
σzj
σyN (37)
C. Definition of the pseudo-spins operators x,y,zk in the MPS basis and in the MPO basis
The pseudo-spins operators (zn, 
x
n) associated to the labels n = ±1 of the MPS of Eq. 1 can be defined by their
actions in the MPS basis : the operator zn reads the value n of each MPS
zn |ψ1,...,N−1,P 〉 ≡ n |ψ1,...,N−1,P 〉 (38)
while the operator xn flips the value n of each MPS
xn |ψ1,..,n,..,N−1,P 〉 ≡ |ψ1,.,−n,..,N−1,P 〉 (39)
As a consequence, zn and 
x
n anticommute, the third pseudo-spin operator can be defined via
yn = −iznxn (40)
7and the pseudo-spin operators associated to different sites n 6= m commute.
Their actions in the full Hilbert space can be then obtained from their expansions in the MPO basis of Eq. 29
zn ≡
∑
P=±1
∑
1=±
...
∑
N−1=±
n |ψ1,....,N−1,P 〉 〈ψ1,...,N−1,P |
xn ≡
∑
P=±1
∑
1=±
...
∑
N−1=±
|ψ1,..,n,..,N−1,P 〉 〈ψ1,.,−n,..,N−1,P | (41)
D. Explicit form of the pseudo-spin operators x,y,zn in terms of the initial spin operators σ
x,y,z
k
Since the operators z,xn act only locally on the bond variable n in the MPO basis of Eq. 29, one can rewrite Eqs
41 as
zn =
∑
αn=±
∑
α′n=±
L
αn,α
′
n
[1,..,n] Z
αn,α
′
n
n,n+1 R
αn,α
′
n
[n+1,..,N ]
xn =
∑
αn=±
∑
α′n=±
L
αn,α
′
n
[1,..,n] X
αn,α
′
n
n,n+1 R
αn,α
′
n
[n+1,..,N ] (42)
where the central terms take into account the specific actions on the binary variable n = ±1 of the bond (n, n+ 1)
Z
αn,α
′
n
n ≡
∑
n=±
nλ
[n]αn
n λ
[n]α
′
n
n = δαn,α′nαn cos(θn) + δαn,−α′n sin(θn)
X
αn,α
′
n
n ≡ λ[+]αnn λ[−]α
′
n
n + λ
[−]αn
n λ
[+]α′n
n = δαn,α′nαn sin(θn)− δαn,−α′n cos(θn) (43)
while the Left term resums the MPO on the Left part [1, .., n]
L
αn,α
′
n
[1,..,n] ≡
∑
αn−1=±
 ∑
α1=±
...
∑
αn−2=±
Oα1,α11
[
n−1∏
k=2
O
αk−1αk,αk−1αk
k
]Oαn−1αn,αn−1α′nn
=
∑
αn−1=±
 ∑
α1=±
...
∑
αn−2=±
(
1 + α1σ
z
1
2
)[n−1∏
k=2
(
1 + αk−1αkσzk
2
)]Oαn−1αn,αn−1α′nn
=
1
4
∑
αn−1=±
[
1 + αn−1
n−1∏
k=1
σzk
] [
δαn,α′n (1 + αn−1αnσ
z
n) + δαn,−α′n (σ
x
n + iαn−1αnσ
y
n)
]
=
1
2
[
δαn,α′n
(
1 + αn
n∏
k=1
σzk
)
+ δαn,−α′n
(
σxn + iαn
(
n−1∏
k=1
σzk
)
σyn
)]
(44)
and the Right term resums the MPO on the Right part [n+ 1, N ]
R
αn,α
′
n
[n+1,..,N ] ≡
∑
αn+1=±
O
αnαn+1,α
′
nαn+1
n+1
 ∑
αn+2=±
...
∑
αN−1=±
[
N−1∏
k=n+2
O
αk−1αk,αk−1αk
k
] ∑
P=±1
O
αN−1P,αN−1P
N

=
∑
αn+1=±
O
αnαn+1,α
′
nαn+1
n+1
 ∑
αn+2=±
...
∑
αN−1=±
[
N−1∏
k=n+2
(
1 + αk−1αkσzk
2
)] ∑
P=±1
(
1 + αN−1PσzN
2
)
=
1
2
∑
αn+1=±
[
δαn,α′n
(
1 + αnαn+1σ
z
n+1
)
+ δαn,−α′n
(
σxn+1 + iαnαn+1σ
y
n+1
)]
= δαn,α′n + δαn,−α′nσ
x
n+1 (45)
8Putting everything together in Eqs 42, one obtains the final results for the pseudo-spin operator zn
zn =
1
2
∑
αn=±
∑
α′n=±
[
δαn,α′n
(
1 + αn
n∏
k=1
σzk
)
+ δαn,−α′n
(
σxn + iαn
(
n−1∏
k=1
σzk
)
σyn
)]
[
δαn,α′nαn cos(θn) + δαn,−α′n sin(θn)
] (
δαn,α′n + δαn,−α′nσ
x
n+1
)
=
1
2
∑
αn=±
[
cos(θn)
(
αn +
n∏
k=1
σzk
)
+ sin(θn)
(
σxn + iαn
(
n−1∏
k=1
σzk
)
σyn
)
σxn+1
]
= cos(θn)
(
n∏
k=1
σzk
)
+ sin(θn)σ
x
nσ
x
n+1 (46)
and for the pseudo-spin operator xn
xn =
1
2
∑
αn=±
∑
α′n=±
[
δαn,α′n
(
1 + αn
n∏
k=1
σzk
)
+ δαn,−α′n
(
σxn + iαn
(
n−1∏
k=1
σzk
)
σyn
)]
[
δαn,α′nαn sin(θn)− δαn,−α′n cos(θn)
] (
δαn,α′n + δαn,−α′nσ
x
n+1
)
=
1
2
∑
αn=±
[
sin(θn)
(
αn +
n∏
k=1
σzk
)
− cos(θn)
(
σxn + iαn
(
n−1∏
k=1
σzk
)
σyn
)
σxn+1
]
= sin(θn)
(
n∏
k=1
σzk
)
− cos(θn)σxnσxn+1 (47)
while the third pseudo-spin operator yn is then obtained using Eq. 40
yn = −iznxn = −i
[
cos(θn)
(
n∏
k=1
σzk
)
+ sin(θn)σ
x
nσ
x
n+1
][
sin(θn)
(
n∏
k=1
σzk
)
− cos(θn)σxnσxn+1
]
= −
(
n−1∏
k=1
σzk
)
σynσ
x
n+1 (48)
The interpretation of these pseudo-spins in terms of Majorana fermions can be found in Appendix A.
E. Initial spin operators σx,y,zk in terms of the pseudo-spin operators 
x,y,z
n
Since the two pseudo-spin operators zn (Eq. 46) and 
x
n (Eq. 47) are the linear combinations of the two same
operators (
∏n
k=1 σ
z
k) and σ
x
nσ
x
n+1 of the initial Pauli basis, one can directly invert them to obtain these operators in
terms of the pseudo-spins. The first linear combination of Eqs 46 and 47 gives for 1 ≤ n ≤ N − 1
n∏
k=1
σzk = cos(θn)
z
n + sin(θn)
x
n (49)
The bulk operator σzn for 2 ≤ n ≤ N − 1 is thus given by the following product involving only the two neighboring
bonds
σzn =
[
cos(θn−1)zn−1 + sin(θn−1)
x
n−1
]
[cos(θn)
z
n + sin(θn)
x
n] (50)
while the boundary case n = 1 involves a single term and the boundary case n = N involves the parity operator
σz1 = cos(θ1)
z
1 + sin(θ1)
x
1
σzN =
[
N−1∏
k=1
σzk
]
P z =
[
cos(θN−1)zN−1 + sin(θN−1)
x
N−1
]
P z (51)
9The second linear combination of Eqs 46 and 47 directly gives for 1 ≤ n ≤ N − 1
σxnσ
x
n+1 = sin(θn)
z
n − cos(θn)xn (52)
The product of this equation for n = k, .., N − 1 then gives
σxkσ
x
N =
N−1∏
n=k
σxnσ
x
n+1 =
N−1∏
n=k
[sin(θn)
z
n − cos(θn)xn] (53)
Since σxN corresponds to the parity flip operator P
x (Eq. 36), one obtains that σxk involves a string of factors up to
the right boundary N
σxk =
(
N−1∏
n=k
[sin(θn)
z
n − cos(θn)xn]
)
P x (54)
Finally, the third spin operator can be obtained from Eqs 50 and 54
σyn = −iσznσxn = −
[
cos(θn−1)zn−1 + sin(θn−1)
x
n−1
]
yn
(
N−1∏
k=n+1
[sin(θk)
z
k − cos(θk)xk]
)
P x (55)
while the boundary cases n = 1 and n = N read using Eq 51
σy1 = −iσz1σx1 = −y1
(
N−1∏
n=2
[sin(θn)
z
n − cos(θn)xn]
)
P x
σyN = −iσzNσxN =
[
cos(θN−1)zN−1 + sin(θN−1)
x
N−1
]
P y (56)
From these single operators, one can translate any operator written in the Pauli basis of the initial spins (σa=0,x,y,zk=1,..,N )
into its form in the Pauli basis of the pseudo-spins (a=0,x,y,zk=1,..,N−1) and of the parity operators P
0,x,y,z. For instance, the
simplest operators involving two neighboring spins in the bulk read
σznσ
z
n+1 =
[
cos(θn−1)zn−1 + sin(θn−1)
x
n−1
] [
cos(θn+1)
z
n+1 + sin(θn+1)
x
n+1
]
σynσ
y
n+1 =
[
cos(θn−1)zn−1 + sin(θn−1)
x
n−1
]
[sin(θn)
z
n − cos(θn)xn]
[
cos(θn+1)
z
n+1 + sin(θn+1)
x
n+1
]
(57)
while σxnσ
x
n+1 has been already given in Eq. 52.
IV. CONSTRUCTION OF PARENT HAMILTONIANS THAT HAVE THESE MPS AS EIGENSTATES
A. Parametrization of the 2N energy levels
To simplify the notations in this section, it is convenient to relabel the parity operators P a=x,y,z as
aN ≡ P a (58)
so that the 2N MPS kets of Eq. 1 are now parametrized by the N binary variable k = ±1 for k = 1, .., N . We wish
to construct the parent Hamiltonians that have these 2N MPS kets as eigenvectors
H =
∑
1=±
...
∑
N=±
E1,...,N |ψ1,...,N−1,N 〉 〈ψ1,...,N−1,N | (59)
where the 2N energies can be parametrized in terms of 2N couplings J
(p)
n1,n2,..,np with p = 0, 1, .., N and 1 ≤ n1 < n2 <
... < np ≤ N
E1,...,N =
N∑
p=0
∑
1≤n1<n2<...<np≤N
J (p)n1,n2,..,npn1n2 ...np
= J (0) +
N∑
n=1
J (1)n n +
∑
1≤n1<n2≤N
J (2)n1,n2n1n2 + ...+ J
(N)
N∏
k=1
k (60)
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The coupling J (0) corresponds to the average energy over the 2N levels and can be chosen to vanish
J (0) =
∑
1=±
...
∑
N=±
E1,...,N = 0 (61)
Since the variance of the energy over the spectrum should be extensive in N , the following rescaled variance should
remain finite in the thermodynamic limit N → +∞
v2N ≡
1
N
∑
1=±
...
∑
N=±
E21,...,N =
1
N
N∑
p=0
∑
1≤n1<n2<...<np≤N
[
J (p)n1,n2,..,np
]2
=
1
N
N∑
n=1
[
J (1)n
]2
+
1
N
∑
1≤n1<n2≤N
[
J (2)n1,n2
]2
+
1
N
∑
1≤n1<n2<n3≤N
[
J (3)n1,n2,n3
]2
+ ...+
1
N
[
J (N)
]2
(62)
so the couplings J
(p)
n1,n2,..,np should be chosen to decay sufficiently rapidly as a function of the distance along the chain.
B. Parent Hamiltonians in terms of the Local Integrals of Motion zn (LIOMs)
Since (1, ..., N ) are the eigenvalues of the commuting operators (
z
1, ..., 
z
N ) studied in the previous section, Eq. 60
can be directly translated at the operator level for the Hamiltonian of Eq. 59 as
H =
N∑
p=1
∑
1≤n1<n2<...<np≤N
J (p)n1,n2,..,np
z
n1
z
n2 ...
z
np
=
N∑
n=1
J (1)n 
z
n +
∑
1≤n1<n2≤N
J (2)n1,n2
z
n1
z
n2 + ...+ J
(N)
1,2,..,N
N∏
k=1
zk (63)
where the pseudo-spin operators zn are called the Local Integrals of Motion (LIOMs) in the field of Many-Body-
Localization. The first contribution
H(1) ≡
N∑
n=1
J (1)n 
z
n =
N∑
n=1
J (1)n
[
cos(θn)
(
n∏
k=1
σzk
)
+ sin(θn)σ
x
nσ
x
n+1
]
(64)
is non-interacting for the LIOMS zn (free-fermions) and the corresponding couplings J
(1)
n can be chosen to be random
of order O(1). The other terms 2 ≤ p ≤ N correspond to the most general interactions between the LIOMS zn,
where the couplings have to satisfy the extensivity constraint of Eq. 62. However, if one wishes to construct local
Hamiltonians, one can choose to keep only the interactions between the nearest-neighbor LIOMS zn and 
z
n+1 (already
translated in terms of the initial spin operators in Eq. 57)
H(2)nn ≡
N−1∑
n=1
J
(2)
n,n+1
z
n
z
n+1 =
N−1∑
n=1
J
(2)
n,n+1[
cos(θn) cos(θn+1)σ
z
n+1 + sin(θn) sin(θn+1)σ
x
nσ
x
n+2 +
(
n−1∏
k=1
σzk
)
[cos(θn) sin(θn+1)σ
z
nσ
x
n+1σ
x
n+2 − sin(θn) cos(θn+1)σynσyn+1]
]
or to keep also the interactions between the next-nearest-neighbor LIOMS zn and 
z
n+2
H(2)nnn ≡
N−2∑
n=1
J
(2)
n,n+2
z
n
z
n+2 (65)
and the interactions between three consecutive LIOMS
H(3)nn ≡
N−2∑
n=1
J
(3)
n,n+1,n+2
z
n
z
n+1
z
n+2 (66)
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C. Choice to produce an exact pairing between the two parity sectors P = ±1
While Eq 63 is the general form of the parent Hamiltonians in terms of the LIOMs zn=1,..,N−1 and 
z
N = P
z, one
can also choose to produce an exact pairing in the spectrum between the two parity sectors P = ±1 by suppressing
all terms containing P z in Eq. 63
HPairing =
N−1∑
p=1
∑
1≤n1<n2<...<np≤N−1
J (p)n1,n2,..,np
z
n1
z
n2 ...
z
np (67)
The corresponding 2N−1 energy-levels parametrized by the binary variables 1 = ±1, ..., N−1 = ±1 are then all doubly
degenerate, since the two MPS |ψ1,...,N−1,P=±1〉 that are related by the operator σxN = P x (Eqs 35 and 36) have the
same energy. The operator σxN = P
x then commutes with the Hamiltonian and anticommute with the parity P z : it
is thus an exact odd normalized zero-mode. This notion of odd normalized zero-modes has attracted a lot of interest
recently under the name of Majorana Zero Modes (MZM) in the context of the classification of topological phases
[79, 108–111]. They have been considered both in random systems in relation with Many-Body-Localization models
[56] or in non-random models like the integrable XYZ chain [112] where they were called ’Strong Zero Mode’, with
various consequences for the long coherence time of edge spins [113, 114], for the phenomenon of prethermalization
[115], and for their fate in the presence of dissipation [116], while generalization to ladders can be found in [117]. In
the Majorana formulation, these exact odd zero modes appear whenever the Hamiltonian involves an odd number
(2N − 1) of Majorana operators [118–124] instead of the even number (2N) of Majorana operators that are needed
to describe a chain of N spins (See the reminder in Appendix A).
V. DIAGONAL ENSEMBLE DESCRIBING THE LONG-TIME-AVERAGED OBSERVABLES
A. Reminder on the Diagonal Ensemble as a function of the initial density matrix ρ(t = 0)
The unitary dynamics for the density matrix ρ(t) starting from some initial density matrix ρ(t = 0) reads
ρ(t) = e−iHtρ(0)eiHt (68)
In the presence of continuous disorder, the spectrum is non-degenerate, and the time-average over a large time-window
[0, t] gives the so-called Diagonal Ensemble Density Matrix involving the projectors on the 2N eigenstates
ρDE ≡ lim
t→+∞
1
t
∫ t
0
dτρ(τ) =
∑
1=±
...
∑
N−1=±
∑
P=±
pDE1,...,N−1,P |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | (69)
where the weights of the eigenstates have to be computed as a function of the initial condition ρ(0)
pDE1,...,N−1,P ≡ 〈ψ1,...,N−1,P |ρ(0)|ψ1,...,N−1,P 〉 = Tr
(
ρ(0) |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |
)
(70)
B. Analysis of the local magnetizations in the Diagonal Ensemble
In order to analyze the local magnetization on site n in the Diagonal Ensemble
mDEn ≡ Tr
(
σznρ
DE
)
=
∑
1=±
...
∑
N−1=±
∑
P=±
pDE1,...,N−1,PTr
(
σzn |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |
)
(71)
it is simpler to work in the basis of pseudo-spin operators, where the projectors read
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | =
(
1 + PP z
2
)N−1∏
k=1
(
1 + k
z
k
2
)
(72)
while σzn has already been computed in Eq. 50 for 1 < n < N
σzn =
[
cos(θn−1)zn−1 + sin(θn−1)
x
n−1
]
[cos(θn)
z
n + sin(θn)
x
n] (73)
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so that one obtains the very simple result
Tr
(
σzn |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |
)
= n−1n cos(θn−1) cos(θn) (74)
Then the magnetization of Eq. 71 becomes using the weights of Eq. 70 and the projectors of Eq. 72
mDEn = cos(θn−1) cos(θn)
∑
1=±
...
∑
N−1=±
∑
P=±
n−1npDE1,...,N−1,P
= cos(θn−1) cos(θn)Tr
ρ(0)
∑
1=±
...
∑
N−1=±
∑
P=±
n−1n |ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P |

= cos(θn−1) cos(θn)Tr
(
ρ(0)zn−1
z
n
)
(75)
The translation of the pseudo-spin operators zk (Eq. 46) in terms of the initial spin operators σ
x,y,z
m yields
zn−1
z
n = cos(θn−1) cos(θn)σ
z
n + sin(θn−1) sin(θn)σ
x
n−1σ
x
n+1
+ cos(θn−1) sin(θn)
(
n−1∏
k=1
σzk
)
σxnσ
x
n+1 − sin(θn−1) cos(θn)
(
n−2∏
k=1
σzk
)
σyn−1σ
y
n (76)
that determines which operators in the initial density matrix ρ(0) are involved in the magnetization mDEn of Eq. 71.
To be more concrete, let us consider two simple examples for the initial condition at t = 0 :
(i) if the initial condition is fully magnetized along the direction z with magnetization Sn on site n
|ψ(0)〉 = |σz1 = S1〉 |σz2 = S2〉 ... |σzN = SN 〉 (77)
the initial density matrix
ρ(0) =
N∏
k=1
(
1 + Skσ
z
k
2
)
(78)
yields that the magnetization of the Diagonal Ensemble of Eq. 75
mDEn = cos
2(θn−1) cos2(θn)Sn (79)
keeps the memory of the initial magnetization Sn even if it is reduced in amplitude by the angles (θn−1, θn) of the
two neighboring bonds.
(ii) if the initial condition is instead fully magnetized along the direction x with magnetization ζn on site n
|ψ(0)〉 = |σx1 = ζ1〉 |σx2 = ζ2〉 ... |σxN = ζN 〉 (80)
the initial density matrix
ρ(0) =
N∏
k=1
(
1 + ζkσ
x
k
2
)
(81)
yields that the magnetization of the Diagonal Ensemble of Eq. 75
mDEn = cos(θn−1) cos(θn) sin(θn−1) sin(θn)ζn−1ζn+1 (82)
is non-vanishing and keeps the memory of the σx-magnetizations on the two neighboring sites ζn±1.
More generally, one can compute along the same lines the values of local operators in the Diagonal Ensemble as a
function of the initial condition ρ(t = 0).
C. Operator-Space-Entanglement of the Diagonal Ensemble for the initial condition |ψ(0)〉 = |S1, ..., SN 〉
When the initial condition is given by Eq. 77, the weights of the eigenstates in the Diagonal Ensemble of Eq .70
have already been evaluated in Eq. 25
pDE1,...,N−1,P = | 〈S1, ..., SN |ψ1,...,N−1,P 〉 |2 = δP,∏Nj=1 Sj
N−1∏
k=1
(
λ
[k]
∏k
n=1 Sn
k
)2
(83)
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The statistics of these 2N weights pDE1=±1,...,N−1=±1,P=± normalized to unity can be analyzed via the Inverse Partic-
ipation Ratios as a function of the continuous parameter q
Y(q)S1,..,SN ≡
∑
1=±
...
∑
N−1=±
∑
P=±
(
pDE1,...,N−1,P
)q
=
N−1∏
k=1
[∑
k=±
(
λ
[k]
∏k
n=1 Sn
k
)2q]
=
N−1∏
k=1
(
cos2q
(
θk
2
)
+ sin2q
(
θk
2
))
(84)
They are thus independent on the precise values Sn = ±1 of the spins in initial state |ψ(0)〉 = |S1, ..., SN 〉 and coincide
with the values of Eq. 26. In particular, the value for q = 2 represents the purity PDE of the Diagonal Ensemble
density matrix ρDE
PDE ≡ Tr[1,..,N ]
[
(ρDE)2
]
=
∑
1=±
...
∑
N−1=±
∑
P=±
(
pDE1,...,N−1,P
)2
= Y(q=2)S1,..,SN =
N−1∏
k=1
[
cos4
(
θk
2
)
+ sin4
(
θk
2
)]
=
N−1∏
k=1
(
1 + cos2 θk
2
)
(85)
The product form of the weights in Eq. 83 and the MPO forms of the MPS-projectors (Eq. 29)
|ψ1,...,N−1,P 〉 〈ψ1,...,N−1,P | =
∑
α1=±
α′1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=1
λ
[k]αk
k λ
[k]α
′
k
k
]
O
α1,α
′
1
1
[
N−1∏
k=2
O
αk−1αk,α′k−1α
′
k
k
]
O
αN−1P,α′N−1P
N (86)
yields the following MPO form for the Diagonal Ensemble density matrix of Eq. 69
ρDE =
∑
α1=±
α′1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=1
G
αk,α
′
k
k
]
O
α1,α
′
1
1
[
N−1∏
k=2
O
αk−1αk,α′k−1α
′
k
k
]
O
αN−1
∏N
j=1 Sj ,α
′
N−1
∏N
j=1 Sj
N (87)
with the bond variables
G
αk,α
′
k
k ≡
∑
k=±
(
λ
[k]
∏k
n=1 Sn
k
)2
λ
[k]αk
k λ
[k]α
′
k
k
= δαk,α′k
1 + αk(
∏k
n=1 Sn) cos
2 θk
2
+ δαk,−α′k
(
∏k
n=1 Sn) cos θk sin θk
2
(88)
In particular, the decomposition across the bond (n, n+ 1)
ρDE =
∑
αn=±
α′n=±
Lαn,α′n[1,..,n] G
αn,α
′
n
n Rαn,α
′
n
[n+1,..,N ] (89)
involves the Left operator that resums the MPO for the Left part [1, .., n]
Lαn,α′n[1,..,n] =
∑
α1=±
α′1=±
...
∑
αn−1=±
α′n−1=±
[
n−1∏
k=1
G
αk,α
′
k
k
]
O
α1,α
′
1
1
[
n∏
k=2
O
αk−1αk,α′k−1α
′
k
k
]
(90)
and the Right operator that resums the MPO for the Right part [n+ 1, .., N ]
Rαn,α′n[n+1,..,N ] =
∑
αn+1=±
α′n+1=±
...
∑
αN−1=±
α′N−1=±
[
N−1∏
k=n+1
G
αk,α
′
k
k
][
N−1∏
k=n+1
O
αk−1αk,α′k−1α
′
k
k
]
O
αN−1
∏N
j=1 Sj ,α
′
N−1
∏N
j=1 Sj
N (91)
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With respect to the Hilbert-Schmidt inner-product for operators on the Left part [1, .., n] and for operators on the
Right part [n+ 1, .., N ], these operators satisfy the orthogonality properties(
Lαn,α′n[1,..,n]|L
βn,β
′
n
[1,..,n]
)
HS[1,..,n]
≡ Tr[1,..,n]
[(
Lαn,α′n[1,..,n]
)†
Lβn,β′n[1,..,n]
]
= δαn,βnδα′n,β′n
∣∣∣∣∣∣Lαn,α′n[1,..,n]∣∣∣∣∣∣2
HS[1,..,n]
(92)(
Rαn,α′n[n+1,..,N ]|R
βn,β
′
n
[n+1,..,N ]
)
HS[n+1,..,N ]
≡ Tr[n+1,..,N ]
[(
Rαn,α′n[n+1,..,N ]
)†
Rβn,β′n[n+1,..,N ]
]
= δαn,βnδα′n,β′n
∣∣∣∣∣∣Rαn,α′n[n+1,..,N ]∣∣∣∣∣∣2
HS[n+1,..,N ]
while their Hilbert-Schmidt squared norms can be computed using the explicit expression of the bond variables (Eq.
88)
∣∣∣∣∣∣Lαn,α′n[1,..,n]∣∣∣∣∣∣2
HS[1,..,n]
≡ Tr[1,..,n]
[(
Lαn,α′n[1,..,n]
)†
Lαn,α′n[1,..,n]
]
=
n−1∏
k=1
 ∑
αk=±
α′k=±
(
G
αk,α
′
k
k
)2
=
n−1∏
k=1
[
1 + cos2 θk
2
]
≡ P(1,..,n−1)
∣∣∣∣∣∣Rαn,α′n[n+1,..,N ]∣∣∣∣∣∣2
HS[n+1,..,N ]
≡ Tr[n+1,..,N ]
[(
Rαn,α′n[n+1,..,N ]
)†
Rαn,α′n[n+1,..,N ]
]
=
N−1∏
k=n+1
 ∑
αk=±
α′k=±
(
G
αk,α
′
k
k
)2
=
N−1∏
k=n+1
[
1 + cos2 θk
2
]
≡ P(n+1,..,N−1) (93)
These norms do not depend on the indices (αn = ±1, α′n = ±1) and correspond to the contribution P(1,..,n−1) from
the Left part [1, .., n] and to the contribution P(n+1,..,N−1) from the Right part [n+ 1, .., N ] in the total purity PDE
of Eq. 85 for the Diagonal Ensemble that can be rewritten as
PDE =
N−1∏
k=1
(
1 + cos2 θk
2
)
= P(1,..,n−1)
(
1 + cos2 θn
2
)
P(n+1,..,N−1) (94)
The notion of Operator-Space-Entanglement for density matrices describing mixed states [125–130] can be applied
to the Diagonal Ensemble density matrix ρDE of Eq. 89 by considering the operator
(
ρDE
)†
ρDE =
∑
αn=±
α′n=±
∑
βn=±
β′n=±
(
Lαn,α′n[1,..,n]
)†
Lβn,β′n[1,..,n] G
αn,α
′
n
n G
βn,β
′
n
n
(
Rαn,α′n[n+1,..,N ]
)†
Rβn,β′n[n+1,..,N ] (95)
Its trace over the full chain [1, .., N ] corresponds to the Hilbert-Schmidt norm over the full chain [1, .., N ] and to the
purity of Eq. 85 since the density matrix is hermitian
(
ρDE
)†
= ρDE
||ρDE ||2HS[1,..,n] ≡ Tr[1,..,n]
[(
ρDE
)†
ρDE
]
= Tr[1,..,n]
[(
ρDE
)2]
= PDE (96)
When one evaluates only the partial trace over the Left Part (n + 1, .., N) or only the partial trace over the Right
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Part (n+ 1, .., N), one obtains using Eqs 92 and 93 that they are diagonal in their respective operator spaces
Tr[1,..,n]
[(
ρDE
)†
ρDE
]
=
∑
αn=±
α′n=±
∑
βn=±
β′n=±
Tr[1,..,n]
[(
Lαn,α′n[1,..,n]
)†
Lβn,β′n[1,..,n]
]
G
αn,α
′
n
n G
βn,β
′
n
n
(
Rαn,α′n[n+1,..,N ]
)†
Rβn,β′n[n+1,..,N ]
= P(1,..,n−1)
∑
αn=±
α′n=±
(
G
αn,α
′
n
n
)2 (
Rαn,α′n[n+1,..,N ]
)†
Rαn,α′n[n+1,..,N ]
Tr[n+1,..,N ]
[(
ρDE
)†
ρDE
]
=
∑
αn=±
α′n=±
∑
βn=±
β′n=±
(
Lαn,α′n[1,..,n]
)†
Lβn,β′n[1,..,n] G
αn,α
′
n
n G
βn,β
′
n
n Tr[n+1,..,N ]
[(
Rαn,α′n[n+1,..,N ]
)†
Rβn,β′n[n+1,..,N ]
]
= P(n+1,..,N−1)
∑
αn=±
α′n=±
(
G
αn,α
′
n
n
)2 (
Lαn,α′n[1,..,n]
)†
Lαn,α′n[1,..,n] (97)
where, besides the partial purity factors P(1,..,n−1) and P(n+1,..,N−1) already discussed in Eq. 93, the four common
eigenvalues for αn = ± and α′n = ± are given by the squares of the bond variable of Eq. 88(
G
αn,α
′
n
n
)2
= δαn,α′n
1 + cos4 θn + 2αn(
∏n
k=1 Sk) cos
2 θn
4
+ δαn,−α′n
cos2 θn sin
2 θn
4
(98)
whose sum reproduces the missing factor related to the bond (n, n+ 1) in the total purity of Eq. 94
∑
αn=±
α′n=±
(
G
αn,α
′
n
n
)2
=
1 + cos2 θn
2
(99)
So the MPO form of Eq. 87 for the Diagonal Ensemble ρDE is the analog at the level of operators of the Vidal canonical
form for MPS, where all the entanglement properties for any bipartition in two parts [1, .., n] and [n + 1, .., N ] are
directly accessible.
VI. CONCLUSION
In this paper, we have considered the inverse problem of ’eigenstates-to-Hamiltonian’ in the context of Many-
Body-Localization for an open chain of N quantum spins. We have first constructed the simplest orthonormal basis
of the Hilbert space made of 2N Matrix-Product-States (MPS) of bond dimension D = 2, that have all the same
entanglement entropy across each bond and have all the same multifractal dimensions. We have then analyzed the
corresponding pseudo-spin operators that can be considered as the local building blocks of these 2N MPS, in order
to construct the parent Hamiltonians that have these 2N MPS as eigenstates. Finally we have studied the Matrix-
Product-Operator form of the Diagonal Ensemble density matrix ρDE that allows to compute long-time-averaged
observables of the unitary dynamics. We have given explicit results for the memory of the local magnetizations as a
function of the initial density matrix ρ(t = 0). Finally, we have studied the entanglement properties of the Diagonal
Ensemble density matrix ρDE in operator-space, via the generalized notion of Schmidt decomposition for density
matrices describing mixed states.
Our conclusion is that the explicit construction of Many-Body-Localized models via this ’eigenstates-to-Hamiltonian’
inverse procedure provides a more concrete picture of the Local Integrals of Motion, of the memory effects in local
observables, and of the entanglement structure in the Diagonal Ensemble. In the future, it would be interesting to
build similarly other explicit models both in dimension d = 1 and in higher dimension d > 1.
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Appendix A: Interpretation of the Local Integrals of Motion (LIOMs) in terms of Majorana fermions
1. Reminder on the translation of the initial spin operators σx,y,zk in terms of Majorana operators γj
The (2N) Majorana operators
γ2j−1 ≡ aj ≡
(
j−1∏
k=1
σzk
)
σxj
γ2j ≡ bj ≡
(
j−1∏
k=1
σzk
)
σyj (A1)
are hermitian
γ†j = γj (A2)
square to the Identity
γ2j = 1 (A3)
and anti-commute with each other
{γj , γl} ≡ γjγl + γlγj = 0 for j 6= l (A4)
Depending on the circumstances, one may prefer the unifying writing in terms of the (2N) Majorana fermions
γj=1,..,2N (as in the anticommuting relations of Eq. A4), or one may prefer to use the notation with two flavors
aj=1,..,N and bj=1,..,N in order stress their different behaviors with respect to the Time-Reversal-Symmetry T
TiT−1 = −i
TajT
−1 = aj
TbjT
−1 = −bj (A5)
Reciprocally, the operator σzj corresponds to the pairing of two Majorana operators on the same site j
σzj = −iγ2j−1γ2j = −iajbj (A6)
while the operators σx,yj correspond to the strings of operators
σxj =
(
j−1∏
k=1
(−iγ2k−1γ2k)
)
γ2j−1 =
(
j−1∏
k=1
(−iakbk)
)
aj
σyj =
(
j−1∏
k=1
(−iγ2k−1γ2k)
)
γ2j =
(
j−1∏
k=1
(−iakbk)
)
bj (A7)
The two-spin operators xx and yy corresponds to the pairing of two Majorana operators belonging to two neighboring
sites j and j + 1
σxj σ
x
j+1 = −iγ2jγ2j+1 = −ibjaj+1
σyj σ
y
j+1 = iγ2j−1γ2j+2 = iajbj+1 (A8)
while the two-spin operator zz corresponds to the interaction between the four Majorana operators of two consecutive
sites j and j + 1
σzjσ
z
j+1 = −γ2j−1γ2jγ2j+1γ2j+2 = −ajbjaj+1bj+1 (A9)
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2. Interpretation of the LIOMs zn in terms of pseudo-Majorana operators
For 1 ≤ n ≤ N − 1, the pseudo-spin operator zn of Eq 46 can be translated in terms of the Majorana operators
introduced above
zn = cos(θn)
(
n−1∏
k=1
(−iγ2k−1γ2k)
)
(−iγ2n−1γ2n)− i sin(θn)γ2nγ2n+1
= −i
[
cos(θn)
(
n−1∏
k=1
(−iakbk)
)
an − sin(θn)an+1
]
bn ≡ −ia˜nbn (A10)
and can be thus interpreted as the pairing between the Majorana operator bn with the new pseudo-Majorana operator
a˜n ≡ cos(θn)
(
n−1∏
k=1
(−iakbk)
)
an − sin(θn)an+1 (A11)
i.e more explicitly for n = 1, 2, 3.., N − 1
a˜1 = cos(θ1)a1 − sin(θ1)a2
a˜2 = cos(θ2)(−ia1b1)a2 − sin(θ2)a3
a˜3 = cos(θ3)(−a1b1a2b2)a3 − sin(θ3)a4
... ...
a˜N−1 = cos(θN−1)
(
N−2∏
k=1
(−iakbk)
)
aN−1 − sin(θN−1)aN (A12)
Similarly, the parity operator of Eq. 3
P z =
N∏
k=1
(−iakbk) ≡ −ia˜NbN (A13)
can be interpreted as the pairing between the Majorana operator bN and the new pseudo-Majorana operator
a˜N =
(
N−1∏
k=1
(−iakbk)
)
aN = σ
x
N (A14)
In conclusion, the Local Integrals of Motion (LIOMs), i.e. the pseudo-spins operators zk=1,..,N−1 and the Parity
P z, can be interpreted in terms of the pairing between the N initial Majorana fermions bn=1,..,N with the new
pseudo-Majorana fermions a˜n defined above.
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