Abstract. We consider a regular indefinite Krein-Feller differential expression of Stieltjes type −DmDx. This can be regarded as an indefinite generalization of a vibrating Stieltjes string wearing only concentrated (now positive or negative) "masses" which accumulate at a finite right endpoint. From the general theory of indefinite Krein-Feller operators we conclude a number of spectral properties. In particular, we obtain a spectral function σ which is non-increasing on (−∞, 0) and non-decreasing on (0, ∞) and which allows the existence of all moments λ n dσ for n ∈ N. The main result of the present paper is an inverse statement: Starting from a function τ with properties like σ, the (unique) "masses" of an indefinite Krein-Feller operator of Stieltjes type are reconstructed such that τ belongs to the same so-called spectral class like the associated spectral function. All elements of this class are identified as the spectral functions of similar operators with a generally "heavy" right endpoint (and one additional function).
Introduction
A basic inverse spectral result of M.G. Krein states that each Stieltjes function is the principal Titchmarsh-Weyl coefficient of a vibrating string which is determined by a non-decreasing mass distribution function m on some interval [0, b) and certain self-adjoint boundary conditions. The behavior of the string is then determined by the so-called Krein-Feller differential expression −D m D x f where the derivative D m has to be understood in the Radon-Nikodym sense. By the result mentioned above there is a one-to-one correspondence between all such strings and all Stieltjes functions, see e.g. [7, Theorem 11.2] . According to [7, Theorem 11.1] , this correspondence can also be expressed in terms of the string and its (nondecreasing) spectral function.
A particular case is a string with only concentrated masses accumulating at the right endpoint. It is convenient to call it Stieltjes string (cf. [7] ) since its study goes back to the famous work [13] of T.J. Stieltjes, involving moment problems and continued fractions. A condensed presentation of M.G. Krein's inverse result can be found in the book [3] by H. Dym and H.P. McKean, starting with a string with only finitely many point masses and then going over to the general case via a Stieltjes string. In this approach, up to the Stieltjes case the reconstruction of the string from its spectral function is a constructive procedure with explicit formulas for the point masses.
Since the 1970s a number of attempts were made in order to allow also "negative masses", or to be more precise, to allow an indefinite setting. At first finitely many "negative masses" or, in other words, negative squares of the associated inner product were considered, see, e.g. [8, 12] . The main result of [12] states that a generalized Stieltjes function Q from the class N + κ is the principal Titchmarsh-Weyl coefficient of a generalized string with κ negative "masses", singularities or dipoles.
Recently, J. Eckhardt and A. Kostenko presented in [4] the solution of the inverse spectral problem for a generalized indefinite string without any restrictions on the numbers of negative squares. There a non-linear eigenvalue problem is considered, including an additional term with the square of the eigenvalue forming a generalization of the dipoles from [8, 12] . In particular, it is shown in [4] that the generalized indefinite string is uniquely associated to a two-dimensional canonical system as considered by L. de Branges [2] , and then the inverse spectral result of L. de Branges [2, 14] is used in order to show that each Herglotz-Nevanlinna function is the Titchmarsh-Weyl coefficient of such a generalized indefinite string. What is still missing is the indefinite Stieltjes case (with infinitely many "negative masses") allowing explicit reconstruction formulas for the point masses. This setting is studied in the present paper. To this end, an indefinite Krein-Feller differential expression −D m D x f is considered where m is a signed measure. Such expressions generalize the concept of strings indicated above (where m is a nonnegative measure) to an indefinite situation and were studied in detail e.g. in [9, 10, 5] . As mentioned before, we restrict ourselves to Krein-Feller expressions of Stieltjes type which means that m has only concentrated (positive or negative) "masses" m n at "mass points" x n , accumulating at a finite right endpoint b ∈ (0, ∞).
Results from [5] are used in order to establish a number of spectral properties for the J-self-adjoint operator A which is associated with the expression −D m D x f in the Krein space L 2 m , imposing certain boundary conditions. In particular, a spectral function σ is constructed which is (in contrast to the definite setting) non-increasing on (−∞, 0) and non-decreasing on (0, ∞). Additionally, we obtain a nondecreasing so-called A − -spectral function σ − which is connected with σ by σ(t) = t 0 s dσ − (s). A particular feature of the Stieltjes case (in the definite as well as in the indefinite setting) is the existence of all moments s k := ∞ −∞ t k dσ − (k ∈ N∪{0}). Then, in analogy to [3, Chapter 5] certain orthogonal polynomials are constructed in the Hilbert space L 2 σ− and also in the Krein space L 2 σ allowing reconstruction formulas for m n and x n in terms of the inner products of these polynomials.
In order to treat the inverse statement we start with functions τ − and τ (t) := t 0 s dτ − (s) and impose some conditions which were previously observed as properties of σ − and σ including the existence of all moments
) and the existence of certain orthogonal polynomials. These conditions again allow the formulas mentioned before and lead to "masses" m n and "mass points" x n inducing an indefinite KreinFeller operator of Stieltjes type as above. Furthermore, by the conditions on τ − and τ the space of all polynomials is dense in L 2 τ− . This means that τ − is an N-extremal solution of the Hamburger moment problem generated by the sequence (t k ). Each other N-extremal solution τ − induces a function τ (t) := t 0 s d τ − (s) with similar properties like τ . In particular, τ generates the same "point masses" and hence also the same Krein-Feller operator of Stieltjes type. All the functions τ form an equivalence class [τ ] . As the main result of this paper it turns out that the spectral function σ associated with the constructed Krein-Feller operator indeed also belongs to the class [τ ] . This leads to a one-to-one correspondence between all classes [τ ] constructed as above and all indefinite Krein-Feller operators A of Stieltjes type. Furthermore, this result allows us to call this class the spectral class of A.
By a more detailed study of the moment problem all N-extremal solutions can be characterized by means of all self-adjoint extensions of a certain symmetric operator in a Hilbert space. As a consequence, the spectral class appears as the collection of the spectral functions associated with all indefinite Krein-Feller operators induced by m n , x n and a generally "heavy mass" at b and in addition the spectral function of an exceptional operator.
Finally, note some restrictions of the present approach. First, we use different boundary conditions as in the classical setting. This was done in order to apply the results from [5] which originally were not designed for inverse questions. For the same reason dipoles are avoided here by allowing only non-neutral polynomials. Furthermore, an explicit condition on τ is still missing which guarantees that τ does not belong to a "heavy" right endpoint, i.e. τ = σ. This seems to involve the critical point ∞ of the Krein-Feller operators and will be studied in a forthcoming paper.
Here, in analogy to [3, Section 5.8] instead of determinants or continued fractions we use recurrence equations involving two simple kinds of functions as the key tool for the reconstruction formulas.
Some known results from the spectral theory of indefinite Krein-Feller operators
In this section some results from [5] are recalled where indefinite Krein-Feller operators are studied in detail. We restrict ourselves to the case of a regular differential expression and Neumann boundary condition at the right endpoint.
Regular Krein-Feller operators
Let 0 < b < ∞ and let m be a real left-continuous function of bounded variation on R which is constant on (−∞, 0) and also on (b, ∞). Then, m induces a signed Lebesgue-Stieltjes measure which is again denoted by m. Denote its total variation by ||m|| and let the space L 2 m of all (equivalence classes of) ||m||-measurable complex functions f on R with |f | 2 d||m|| < ∞ be equipped with the inner products
is a Krein space and its topology is induced by the Hilbert space inner product (·, ·) m . The associated fundamental symmetry is given by Jf = ( 
In particular, f is linear on (−∞, 0) and on (b, ∞). Now, with α ∈ (0, π/2) consider the space 
Then we obtain the space triplet
where each inclusion is continuous and dense. On the other hand, by the Riesz representation theorem
defines a Hilbert space isomorphism from (K + , {·, ·} + ) to (K − , {·, ·} − ). This is an extension of A since by (2.4) we have 
Then σ + and σ − are non-decreasing "infinite step functions" with jumps at the eigenvalues of A. Moreover, σ is non-increasing on (−∞, 0) and nondecreasing on (0, ∞). Put
Then, again we have a space triplet with continuous and dense inclusions 
has unique solutions ϕ(·, λ) and ψ(·, λ) with
Therefore, F − can be extended by continuity to K − . Then, F − and the restriction F + := F − | K+ are isometric Hilbert space isomorphisms from
e. a isometric mapping between dense subspaces. In fact, the weak isomorphism F is at least defined on For the terminology of "critical points" we refer to H. Langer's theory of definitizable operators in Krein spaces; cf. [11] . Additionally, consider the Weyl coefficient
Krein-Feller operators of Stieltjes type
Now, a particular class of Krein-Feller operators is introduced which we call of Stieltjes type (a terminology which was not used in [5] ). To this end, fix α ∈ (0, π/2) and consider a sequence (x n ) n∈N∪{0} with
Moreover, let (m n ) n∈N∪{0} be a real sequence with
and put
Then, m is left-continuous and of bounded variation and ||m|| induces the
note that in this case the associated fundamental symmetry J is given by (Jf )(x n ) = sgn (m n )f (x n ) (n ∈ N ∪ {0}). A function f in the domain of definition of the Krein-Feller operator A from Subsection 2.1 (i.e. f ∈ D(A)) is continuous and piecewise linear on R and differentiable everywhere except for the points x n for n ∈ N ∪ {0}. In particular, f is differentiable at b since m({b}) = 0 and by (2.3) we have f (b) = 0. Here, condition (2.2) is not really a restriction on D(A) but a rule how to extend the function on the left of 0: linear such that f (− tan α) = 0. Now, the operator A is given by
for n ∈ N. Consequently, the eigenvalue problem Af = λf is a difference equation system. Note that in this situation all elements f from D(A), H 
A collection of characteristic spectral properties
Let A be a Krein-Feller operator of Stieltjes type according to Subsection 2.5 and let A ± and σ and σ ± be given as above. Now, some spectral properties of A are collected which will later allow the reconstruction of the operator.
Characteristic properties induced by δ n
Recall some known properties (see [5] ) of the functions δ 0 (= 1/m 0 χ {x0} ) from (2.5) and
(where χ {xn} denotes the characteristic function of the point set {x n }). Then, δ n has the piecewise linear representation in
||m||-a.e.
and hence, δ n ∈ D(A) (⊂ D(A − )). Here, we formally put x −1 := − tan α. Note that Aδ n is again an element of L 2 m which is different from 0 at only finitely many mass points. Therefore, δ n ∈ D(A 2 ) and by the same argument δ n ∈ D(A k ) for all k ∈ N. By [5, Proposition 4.9, Proposition 4.10] we have
for all k ∈ N ∪ {0} where the equalities hold true σ − -a.e.; see also Subsection 2.4. Furthermore, from [5, Section 4.5] it follows for all δ n (∈ K + )
(n ∈ N ∪ {0}) where by the definition in (2.13) the equalities in (3.3) hold true on the whole complex plane. Using (2.12) this implies additionally
In particular, the function F(δ 0 ) = 1 is constant (which was already used in (3.2)). The functions δ n (n ≥ 0) form an orthogonal system in the Krein space
m can immediately be written as f = ∞ n=0 f (x n )m n δ n converging with respect to (·, ·) m . Using the weak Krein space isomorphism F we can conclude that also F(δ n ) (n ≥ 0) form an orthogonal system in the Krein space
However, we cannot conclude a basis property since in general
3.2. Characteristic properties induced by γ n Now, consider the functions
(which were not studied in [5] ). Here, we allow n ∈ N ∪ {0, −1}, again with
since by γ n (− tan α) = 0 and γ n (b + 0) = 0 the boundary conditions are satisfied. Note that ||m||-a.e. γ n can be written as γ n (x) = x −∞ δ n dm for n ≥ 0.
Lemma 3.1. For n ≥ −1 and λ ∈ C we have
and in particular, F(γ −1 )(t) = 1/t cot α σ-a.e. on R.
Proof. For n ≥ 0 the first statement follows from
However, the same holds true for n = −1 since then
by the boundary conditions for ϕ(x, λ). Now, the first statement implies the second since by [5, Proposition 4.9] F transforms A into the multiplication by the independent variable in L 2 σ− (and the sets of measure zero coincide for σ ± and σ). For γ −1 note again ϕ (x −1 + 0, t) = ϕ (0 − 0, t) and (2.10).
Introducing a new notation for n ≥ −1 and λ ∈ C, we obtain
where the second equality only holds for σ-a.a. λ ∈ R by Lemma 3.1. Then, in particular we have
for λ ∈ C by (2.10), (2.12). As mentioned in Subsection 2.4,
is isometric with respect to {·, ·} + and (·, ·) σ+ and also with respect to [·, ·] m and [·, ·] σ . This result implies the following properties.
(where γ k (x n ) = 0 for all n ≤ k and γ k (x n ) = 1 for all n ≥ k +1 by definition of γ).
Proof. The calculations are clear. For k = −1 observe that 1/(x 0 − x −1 ) = cot α.
Note that some of the relations (3.3) -(3.11) play a similar role as [3, Section 5.7, (1) -(6)] in the definite situation (where all m n > 0).
(ii) Aγ n (n ≥ −1) form an orthogonal basis of (K − , {·, ·} − ),
Proof. (i) For k = n the functions γ k and γ n have no interval in common where the derivatives do not vanish. Therefore, they are orthogonal in (K + , {·, ·} + ). Now, let f ∈ K + (= H 1 m ) and put α k := f (x k + 0)(x k+1 − x k ) for k ≥ 0 and α −1 := f (x 0 ). Then, for n ∈ N and 0 ≤ j ≤ n we have
Consequently, the piecewise linear functions f and f n :=
This is the basis property in (K + , {·, ·} + ).
(ii), (iii) By definition, the operator A − is an isometric isomorphism from (K + , {·, ·} + ) to (K − , {·, ·} − ) and by [5, Theorem 4.12 
Recurrence relations
Now, it is observed that δ n and γ n as well as F(δ n ) and F(γ n ) are connected by recurrence equations.
Lemma 3.4. For n ≥ 0 we have
12)
Proof. For the first equation check the functions at x n and for the second at x n and x n+1 . Obviously, the functions vanish at all other mass points.
Lemma 3.5. (i) For n ≥ 0 and λ ∈ C we have
14)
(ii) The function F(δ n ) is a polynomial of exact degree n (n ≥ 0).
(iii) The function F(γ n ) is a polynomial of exact degree n + 1 (n ≥ −1).
Proof. Equation (3.15) follows from (3.13) and Lemma 3.1 by the linearity of F. Equation (3.14) follows from (3.3) by a direct calculation since ϕ(·, λ)
is a solution of (2.9):
This is (i) and it implies (ii) and (iii) by induction. Indeed, we have F(δ 0 ) = 1 and F(γ −1 ) = cot α by (3.3), (3.9) and therefore, F(γ 0 )(λ) = cot α − m 0 λ by (3.14) and F(δ 1 )(λ) = (x 1 − x 0 )(cot α − m 0 λ) + 1 by (3.15). Clearly, if F(δ n ) and F(γ n−1 ) are polynomials of degree n then F(γ n ) has degree n + 1 by (3.14), and F(δ n+1 ) has degree n + 1 by (3.15).
3.4.
A moment problem associated with the A − -spectral function By (3.2) we have
Consequently, for σ − the power moments of all orders exist satisfying
With these moments which can also be expressed as σ be given as in (2.7). Then, for all polynomials P, Q we have (P, Q) σ± = (P, Q) σ± and [P, Q] σ = [P, Q] σ since these values are linear combinations of the moments s k (k ∈ N ∪ {0}). Therefore the following properties, obtained in Subsections 3.1 and 3.2 for σ ± and σ, remain true for σ ± and σ: Recall that δ n is defined for n ≥ 0 and γ n is defined for n ≥ −1.
(i) The polynomials F(γ n ) form an orthogonal basis of (L (ii) The polynomials F(δ n ) form an orthogonal system of (L
(Here, in fact, (iv) is a property which does not involve σ − .) Obviously, the above properties are independent of the choice of σ − (but depend on the moments in (3.19) ). Below we shall see that these properties characterize the Krein-Feller operator A completely. Therefore, the following definition is justified. 
for all λ ∈ C \ R. First we fix α ∈ (0, π/2) and introduce a class of non-monotone functions which we will call "candidate of a spectral function". To this end, consider a left-continuous nondecreasing real function τ − on R such that the power moments of all orders
exist. Put
Then, τ + is non-decreasing and τ is non-increasing on (−∞, 0) and nondecreasing on (0, ∞). With 
τ+ ) and for polynomials P, Q ∈ P[C] and P (t) := tP (t) the relations
Now assume that there are polynomials Γ n of exact degree n + 1 (n ∈ N ∪ {−1, 0}) forming an orthogonal basis of (L
Additionally, assume that there are polynomials ∆ n of exact degree n (n ∈ N ∪ {0}) forming an orthogonal system in the Krein space (L
and
In (4.6) and below, an "empty" sum is considered as 0. As announced before, we call each function τ obtained from a function τ − as above by (4.2) and which allows the existence of polynomials as described above satisfying (4.3)-(4.7) a candidate for a spectral function. Now, for the given candidate τ and n ∈ N ∪ {0} put
Then the conditions (2.14), (2.15) from Subsection 2.5 are satisfied and (x n ) and (m n ) together with α ∈ (0, π/2) induce an indefinite Krein-Feller operator A of Stieltjes type according to Subsection 2.5. Let again σ denote its spectral function according to Subsection 2.3. Before we state the "backwards statement" note that µ := τ − is an N-extremal solution of the Hamburger moment problem
(4.9)
Let τ − be another left-continuous nondecreasing N-extremal solution of (4.9) and put τ (t) = A proof of this theorem will be given in the following subsection. Additionally, note that a characterization of the spectral function σ in the class [τ ] is given by Proposition 3.7.
Proof of the backwards statement
First, in analogy to [3, Lemma 5.8 .1] we show that ∆ n and Γ n satisfy the same recurrence equations as already observed in Lemma 3.5.
Lemma 4.2. For n ≥ 0 and λ ∈ C we have
Proof. In addition to Γ n we introduce the functions
for n ≥ −1 and λ ∈ C \ {0}. First check (4.10): By (4.4) we have Γ n−1 (0) − Γ n (0) = 0. Therefore, Γ n−1 − Γ n is a polynomial of degree n and hence, Γ n−1 − Γ n = c 0 ∆ 0 + ... + c n ∆ n with some c 0 , ..., c n ∈ C. Furthermore, for all k ≤ n − 1 we have
since the polynomials ∆ n form an orthogonal system in (L 
by (4.7). This implies Γ n−1 − Γ n = m n ∆ n and hence, (4.10). Now, check (4.11): For n ∈ N ∪ {0} consider the polynomial p n (λ) : by  (4.7) . Hence, the polynomial p n is orthogonal to Γ −1 , ...,
Consequently, p n = c Γ n with some c ∈ C. Calculating c, we observe that by (4.6) and (4.4)
This implies c = 1 and hence, p n = Γ n which is (4.11). Now, starting with the Krein-Feller operator of Stieltjes type induced by (4.8) and α ∈ (0, π/2), let σ − , σ, σ + be given by (2.6). Furthermore, let the solutions ϕ, ψ and the Fourier transformations F + , F, F − be given according to Subsection 2.4 and δ n , γ n , F(γ n ) according to (3.1), (3.7), (3.8).
Lemma 4.3. We have
Proof. By Lemma 3.5 and Lemma 4.2, F(δ n ), F(γ n ) and ∆ n , Γ n satisfy the same recurrence equations. Since additionally, F(δ 0 ) = 1 = ∆ 0 and F(γ −1 ) = cot α = Γ −1 the functions F(δ n ) and ∆ n as well as F(γ n ) and Γ n coincide.
We know that the set P[C] of all polynomials is included in L 
Proof. By Proposition 3.3 and by the assumptions on τ − the polynomials Γ n (= F(γ n )) form an orthogonal system with respect to (·, ·) τ− as well as to (·, ·) σ− . Then the statement follows from (
From Lemma 4.4 we conclude that the power moments of all orders for σ − and for τ − coincide, or, in other words, σ − and τ − are N-extremal solutions of the same moment problem, i.e (3.19) is equivalent to (4. 
The uniqueness statement
Now, for some α ∈ (0, π/2) and a given candidate of a spectral function τ according to Subsection 4.1 it is shown that the operator A induced by the sequences (m n ) and (x n ) from (4.8) is the only Krein-Feller operator of Stieltjes type such that [τ ] coincides with its spectral class. Adapting again the techniques from the definite case (cf. [3, Section 5.9]), we obtain this result in the following formulation.
Theorem 4.5. Let α ∈ (0, π/2) and let τ be a candidate of a spectral function associated with τ − and τ + according to Subsection 4.1. Furthermore, let (x n ) and (m n ) be two arbitrary sequences satisfying (2.14), (2.15) such that for the associated Krein-Feller operator A of Stieltjes type the spectral class [σ] coincides with [τ ] . Then, (x n ) and (m n ) are determined by (4.8).
Proof. Let σ − , σ, σ + be induced by A according to (2.6) . Then, [σ] = [τ ] implies the coincidence of the moments associated with σ − and τ − . Indeed, for k ≥ 1 we obtain Moreover, let the solutions ϕ, ψ and the Fourier transformations F + , F, F − be induced by A according to Subsection 2.4 and δ n , γ n , F(γ n ) according to (3.1), (3.7), (3.8) . In order to show (4.8), we first consider n = 0: By Subsection 3.1 and (4.6) we have F(δ 0 ) = 1 = ∆ 0 and hence, (3.4) . According to (3.9) and (4.4) we find F(γ −1 ) = cot α = Γ −1 and hence, by Lemma 3.5 and Lemma 4.2
This implies with x 0 = 0
by (3.10). Now, assume that for some n ∈ N ∪ {0} we already know that
Then, we can apply the second equation in Lemma 3.5 and Lemma 4.2 with the same value of x n+1 − x n . It follows that F(δ n+1 ) = ∆ n+1 and hence, (3.4) . Then, we can also apply the first equation in Lemma 3.5 and Lemma 4.2 for n+1 with the same value of m n+1 and we obtain, as above, F(γ n+1 ) = Γ n+1 . This implis x n+2 −x n+1 = 1/( Γ n+1 , Γ n+1 ) τ− by (3.10) . This completes the proof.
A combination of Theorem 4.1 and Theorem 4.5 gives our main result. 
Characterizations of all N-extremal solutions of the moment problem
Let again, α ∈ (0, π/2) and (x n ), (m n ) satisfy (2.14), (2.15) We use the same notations as in the Sections 2 and 3, in particular, for the self-adjoint operator A − in the Hilbert space (K − , {·, ·} − ) according to Subsection 2.2 and for the elements δ n ∈ D(A) (n ≥ 0) from (2.5), (3.1) and γ n ∈ D(A) (n ≥ −1) from (3.7). In this section all N-extremal solutions of the moment problem (3.19) (or, equivalently (4.9)) and hence, the elements of the spectral class of A are characterized in detail.
A characterization by self-adjoint extensions of a symmetric operator
In view of the inverse results from Section 4 it first remains to clarify whether the moment problem (3.19) is determinate or not. Recall that a moment problem is called determinate if it has only a single solution in the sense that two functions solving the moment problem are considered to be the same solution if the difference of them is a constant function. A moment problem which is not determinate is called indeterminate; cf [1, Chapter 2] . Here, the question of determinism is also the question whether the spectral class [σ] includes only a single function. In order to see that the answer is "no" consider the elements
where the real numbers η k are given by
Then, by Proposition 3.3 and Lemma 3.4 the elements g k (k ≥ −1) form an orthonormal basis of (K − , {·, ·} − ) satisfying 
Consequently, 
with b −2 := 0. Here "minimal" means that any other closed symmetric operator with this property is an extension of S − . By the construction we have
and hence, A − is a self-adjoint extension of S − . According to [1] every Jmatrix induces a (so-called positive) sequence of moments such that the associated Hamburger moment problem has a solution. In our case, by [1, Section 1.3 in Chapter 4] the moments induced by J − are given by
for k ≥ 0 using the moments s k from (3.17). Therefore, up to the factor cot α the moment problem (3.19) coincides with the moment problem induced by J − and hence, this also holds true for the solutions. This observation allows us to apply the results from (iii) A nondecreasing left-continuous function σ − is an N-extremal solution of (3.19) if and only if
where E − is the left-continuous resolution of the identity associated with a self-adjoint extension of
Proof. In order to show (iv), for k ≥ −1 one finds that Note that one of the self-adjoint extensions of S − is A − . Then, the Nextremal solution of (3.19) associated with A − according to (iii) is indeed σ − (t) = {E − (t)δ 0 , δ 0 } − .
Remark 5.2. We know that span {A k − δ 0 | k ≥ 0} (= span {δ k | k ≥ 0}) is dense in (K − , {·, ·} − ). Therefore, the self-adjoint operator A − has simple spectrum with generating element δ 0 and hence, by the theorem of Stone [1, Theorem 4.2.3], A − is generated by a J -matrix of "type D" in the terminology of [1] . This means, that A − is also associated with some determinate moment problem. However, this moment problem and the corresponding orthonormal basis of (K − , {·, ·} − ) must be different to (3.19 ) and the basis g k (k ≥ −1). Here, we do not study this determinate moment problem any further. for β ∈ R \ {0}. Therefore, we have A − (β) = A β− for all β ∈ R ∪ {∞}. This implies (iii) and then, in particular, also (ii).
The main results of this section are based on a combination of the Propositions 5.1 and 5.3 and the observation that {E β− (t)δ 0 , δ 0 } − = σ β− (t).
Theorem 5.4. Let α ∈ (0, π/2) and (x n ), (m n ) satisfy (2.14), (2.15). Furthermore, let the functions σ β− for β ∈ R be given as above and put
where E ∞− denotes the left-continuous resolution of the identity associated with A ∞− . Then all nondecreasing left-continuous N-extremal solutions of (3.19) are given by σ β− with β ∈ R ∪ {∞}.
Corollary 5.5. The spectral class of A is given by
[σ] = {σ β | β ∈ R ∪ {∞}} where σ ∞ is given by σ ∞ (t) := t 0 s dσ ∞− (s) (t ∈ R). Now, the inverse statement of Theorem 4.1 can be reformulated in the following way.
