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PREFACE
The National Aeronautics and Space Administration (NASA) and the
Department of Defense (DOD) are actively involved in the development of
a validated technology data base in the area of controls-structures
interaction (CSI) for large flexible spacecraft. The generation of
this technology is essential to the efficient and confident development
of future spacecraft to meet stringent goals in performance and cost.
Both NASA and DOD have programs in CSI, structural dynamics, and con-
trols. The activities of these programs provide a systematic approach
to address technology voids through development and validation of
analytical tools, extensive ground testing of representative struc-
tures, and future in-space experiments for verification of analysis and
ground test methods.
In order to promote timely dissemination of technical information
acquired in these programs, the NASA Langley Research Center and the
Wright Research Development Center alternately sponsor an annual con-
ference to report to industry, academia, and government agencies on the
current status of controls-structures interaction technology. This
publication is a compilation of the papers presented at the third
NASA/DOD CSI Technology Conference.
The use of trade names or manufacturers in this publication does
not constitute an official endorsement of such products or manufac-
turers, either expressed or implied, by the National Aeronautics and
Space Administration.
Jerry R. Newsom
Technical Program Chairman
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N90-21063
A SPACEBORNE OPTICAL INTERFEROMETER:
THE JPL CSI MISSION FOCUS
R. A. Laskin
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California
3 rd Annual NASA/DoD CSI Conference
San Diego, California
January 29 - February 2, 1989
The research described in this paper was performed by the Jet Propulsion
Laboratory, California Institute of Technology, under contract with the
National Aeronautics and Space Administration.
INTRODUCTION
The JPL Control Structure Interaction (CSI) program is part of the larger
NASA-wide CSI Program and as such is a focused technology effort in
intellectual partnership with the Langley Research Center and the
Marshall Space Flight Center. NASA's CSI Program is managed from the
Office of Aeronautics and Space Technology (OAST) by the Materials and
Structures Division. OAST is specifically focusing CSI technology to
enable or enhance classes of missions which are supported by NASA's
Office of Space Science and Applications (OSSA). OAST and OSSA are
coordinating to assure direct applicability of the CSI effort to future
missions.
Within this larger context, the JPL CSI program will emphasize technology
for systems that demand micron or sub-micron level control, so-called
Micro-Precision Controlled Structures (u-PCS). The development of such
technology will make it practical to fly missions with large optical or
large precision antenna systems. In keeping with the focused nature of
the desired technology, the JPL approach is to identify a focus mission,
develop the focus mission CSI system design to a preliminary level, and
then use this design to drive out requirements for CSI technology
development in the design and analysis, ground test bed, and flight
experiment areas.
e JPL CSI PROGRAM
• PART OF THE NASA-WIDE CSI PROGRAM
• PARTNERSHIP WITH NASA LANGLEY RESEARCH CENTER AND
NASA MARSHALL SPACE FLIGHT CENTER
• EMPHASIS ON MICRO-PRECISION CONTROLLED STRUCTURES (P--PCS)
- ENABLING FOR CLASS OF LARGE OPTICAL SYSTEMS
- ENHANCING FOR LARGE PRECISION ANTENNA SYSTEMS
• STRATEGY
• IDENTIFY A JPL CSI FOCUS MISSION
e USE THE FOCUS MISSION TO ESTABLISH TECHNOLOGY DEVELOPMENT
REQUIREMENTS
- REQUIREMENTS FOR GROUND TEST BED
- REQUIREMENTS FOR DESIGN/ANALYSIS TOOLS
REQUIREMENTS FOR THE CSI DESIGN ENVIRONMENT
REQUIREMENTS FOR FLIGHT EXPERIMENTS
CSI FOCUS MISSION IDENTIFICATION
In the intial phase of choosing a focus mission a number of potential
future missions were under consideration. These included:
i. Precision Optical Interferometers such as
COSMIC - Coherent Optical System of Modular Imaging Collectors
OSI - Optical Space Interferometer
POINTS - Precision Optical Interferometry in Space
2. Large Segmented Reflectors such as
LDR - Large Deployable Reflector
AST - Advanced Space Telescope
3. Multiple Payload Platforms such as evolutionary versions of
EOS - Earth Observing System
SSF - Space Station Freedom
4. Large Telescopes with Monolithic Primaries such as
ATF - Astrometric Telescope Facility
CIT - Circumstellar Imaging Telescope
5. Large Space Antennas such as MSS (Mobile Satellite System)
6. Flexible Space Manipulators for use on space platforms
Some of these and others are discussed in the References.
The criteria for selection of the focus mission are listed on the chart
below. Particular care had to be exercised to ensure that the last two
criteria could be satisfied simultaneously.
• MISSIONS CONSIDERED
• PRECISION OPTICAL INTERFEROMETERS (COSMIC, OSI, POINTS)
• SEGMENTED REFLECTORS (LDR, ADVANCED SPACE TELESCOPE)
=MULTIPAYLOAD PLATFORMS (EOS, SSF, EVOLUTIONARY EOS & SS)
=LARGE TELESCOPES WITH MONOLITHIC PRIMARIES (ATF, ClT)
• LARGE SPACE ANTENNAS (MSS)
=FLEXIBLE SPACE MANIPULATORS
• CRITERIA FOR SELECTION
=IMPORTANCE OF MISSION TO NASA
eMISSION'S NEED FOR CSI TECHNOLOGY
=ABILITY TO DRIVE DEVELOPMENT OF GENERAL PURPOSE CSI TECHNOLOGY
• CONSISTENT WITH JPL EMPHASIS ON _-PCS
•SELECTION
• FOCUS MISSION INTERFEROMETER (FMI)
MISSION CHARACTERISTICS MATRIX
The rationale for choosing a spaceborne optical interferometer as the
focus mission can be gleaned from the table below. All of the missions
listed were judged to be of significant importance to NASA's future plans
for space science and exploration. Likewise all the missions were seen
as benefiting from CSI technology development, although the benefits are
least compelling for multiple payload platform payloads such as large
telescopes with monolithic primaries.
The key to choosing the focus mission interferometer (FMI) lies in the
column of the table labeled "Positional Accuracy". Optical
interferometers, with positional control tolerances on the order of one
nanometer over baselines of i0 to 30 meters and up, are most clearly
consistent with JPL's emphasis on u-PCS. In addition the FMI
configuration that has been evolved has numerous articulating and
translating controlled elements. In this respect it is similar to a
multiple payload platform (MPP) which was judged to be the second most
fertile JPL CSI focus mission. Hence the FMI would seem to be a good
means of promoting generic CSI technology development.
FLIGHT
EXPERIMENT
1NTERFERO-
METERS
SEGMENTED
REFLECTORS
MULTI-
PAYLOAD
PLATFORMS
MPP
PAYLOADS
LARGE
ANTENNAS
LARGE
MANIPULATOR
ARMS
SiZE OPERATING
: WAVELENGTH
10 tO
30 m
baseline
20 m
across
9 to
150 m
8 to 21.3
m length
1.5 to 2.5
m dla
5 to
200 m
dla
10 to
50 m
01 to
1.5 microns
(UV to IR)
30 microns
(LDR)
0.5 micron
(AST)
Not Applicable
0.4 to
0.9 micron
(Visible)
8.3
to 200 mm
(K,X,C, and
S Bands)
Not Applicable
POSITIONAL
ACCURACY
1 0 "9 meter
5 x 10 -7 meter
1 0 "8 meter
-10"3 meter
2 x 10 .6 meter
to
3 x 10 "4 meter
-10"4 meter
1 0 "3 meter
ANGULAR
ACCURACY
Optics: 10
milliarcsec
Siderostats:
0.1 arcsec
<.05 arcsec
(LDR)
<.001 arcsec
(AST)
3 to 5 arcsec
.01 to .50
arcsec
for several
hours
14 to
430 arcsec
Not Applicable
DISTURBANCE
ENVIRONMENT
LEO: Drag,
Thermal Stresses,
Gravity Gradient,
Internal
LEO
LEO
LEO
GEO
LEO
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THE FOCUS MISSION INTERFEROMETER (FMI)
Shown below is an artist's conception of the FMI in its 750 km orbit
around the earth. An optical interferometer is an instrument that
utilizes a number of distinct telescopes, each of modest aperture, whose
outputs are combined in such away as to produce an effective aperture
equivalent to the largest baseline distance between telescopes. In the
case of the FMI, six telescopes are used in an extremely sparse linear
array. The telescope outputs are combined in pair-like fashion such that
the FMI operates as three distinct two telescope interferometers.
An optical interferometer can be used for high resolution imaging as well
as extremely precise astrometry (astrometry is the mapping of stellar
positions in the sky). When used for imaging, the FMI's effective
baseline of 24 meters would give it roughly i0 times the resolving power
of the Hubble Space Telescope. This translates into a resolution of 5
milliarcseconds.
The basic layout of the FMI was inspired by the work of Mike Shao of the
Harvard Smithsonian Astrophysical Observatory. Dr. Shao currently has in
operation, on Mount Wilson in Southern California, a ground based version
of the FMI.
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FMI CONFIGURATION
The line rendering below shows the essential features of the FMI. The
six 0.5 meter aperture collecting telescopes are arrayed along the FMI's
two 13 meter "arms". In front of each telescope is an appropriately
sized flat mirror called a siderostat whose function it is to steer
stellar photons into the telescope. Each siderostat is articulated in
two axes, + 20 degrees about the axis of the telescope and + 5 degrees
about an axis parallel to the arms. Hence the siderostats can expose the
FMI to a 40 by 20 degree field of view without any attitude motion of the
overall system. When a pair of siderostats on one of the three
interferometers rotates about the axes of its respective collecting
telescopes and "looks off to the side", it is effectively reducing the
baseline of that interferometer. In this way all baselines intermediate
in length between those of the inner and outer interferometers can be
synthesized. Combining this effect with rotation of the system around
the target line-of-sight allows a filled aperture of diameter equal to
the largest baseline to be synthesized. This is in fact the mode in
which the FMI would be operated for stellar imaging.
Other FMI features of note are the Ii meter "tower" that houses the
combining telescope and the similarly sized laser metrology boom. A very
precise laser metrology system is necessary to measure the individual
interferometer baselines as well as the internal optical pathlengths
through the system.
11 rn TOWER
1.5 m COMBINING-
TELESCOPE
ELECTRONICS BAY-
SOLAR CELLS ON TOWER
AND ARMS NOT SHOWN
13 rn ARM
(26 rn BASELINE)
0.5 m COLLECTING ...._
TELESCOPE (6 PLACES) ....
SIDEROSTAT j
(6 PLACES)
LASER METROLOGY
EQUIPMENT
6
OPERATIONAL SCENARIO - ASTROMETRY MODE
The mode in which the FMI would be operated for stellar imaging was very
briefly described on the preceding page. The operational mode for
stellar astrometryis at once more straightforward than forimaging and at
the same time places tighter CSI requirements on the FMI. Hence it is
described in greater detail here.
The general procedure discussed below is one of acquiring guide stars
with the two inner interferometers and then mapping target stars relative
to the guide stars within the 20 by 40 degree target field using the
outer, highest resolution, interferometer. By proceeding from target
field to target field, with the appropriate angular overlap, the entire
sky can be mapped. In fact the entire procedure must be accomplished
twice: once as described and then again with the baselines rotated by 90
degrees around the tower axis. This is due to the fact that, as is
explained in the ensuing pages, the FMI, with its linear interferometric
array, is fundamentally a one axis machine capable of measuring angles
about only a single axis when in a given orientation.
One of the things, besides the extreme precision, that makes the
astrometry mode so challenging for CSI is the timeline on which it is to
be accomplished. Target star acquisitions are expected to occur at
roughly 40 second intervals and over siderostat slew angles of up to 40
degrees, thus driving structural settling time requirements.
1. SLEW SYSTEM TO 10 ° x 40 ° TARGET FIELD
2. ACQUIRE FIRST GUIDE STAR WITH INTERFEROMETERS A, B, & C
3. TRUE UP METROLOGY SYSTEM
4. ACQUIRE SECOND GUIDE STAR WITH INTERFEROMETER B
5. ACQUIRE FIRST TARGET STAR WITH INTERFEROMETER A
6. ACQUIRE SECOND TARGET STAR WITH INTERFEROMETER A
7. REPEAT FOR N TARGETS WITHIN 20 ° x 40 ° TARGET FIELD
8. SLEW SYSTEM TO NEXT TARGET FIELD
9. REPEAT FOR M TARGET FIELDS
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FMI - FUNDAMENTAL ACCURACY REQUIREMENT FOR ASTROMETRY
The figure below, along with the one on the next page, illustrates the
way in which an optical interferometer can measure angles between stars
for astrometry. For the sake of simplicity, only two interferometers are
shown. Each of them is first commanded to lock on to a guide star. For
an interferometer, "locking on" means more than angular acquisition of a
star by both siderostats. In addition the two wavefronts, one from each
collecting telescope, must be combined on the interferometric focal plane
where fringes are produced. The object is to track the "zero fringe"
which results when the optical pathlengths from the star to the focal
plane coming through each side of the interferometer are equal.
Once guide star acquisition has been accomplished, the siderostats of the
"science" interferometer (in this case the outer interferometer) are
slewed to acquire a target star. If the target star is an angle beta
from the guide star, and if the baselines are precisely perpendicular to
the guide star line-of-sight, then a differential path length of
L = Baseline * sin(beta)
will exist across the science interferometer. The instrument is able to
measure the length, L, and in this way the angle, beta, can be derived.
The manner in which L is measured is described on the next page. Note
that if L is measured to an accuracy of, dL = 1 nm, then the angle beta
can be solved to an accuracy of, alpha = dL/Baseline = I0 microarcsecs.
TARGET STAF
LO:
STAR
WAVE FRONT
/ /
GUIDE STAR LOS
10m
+ AL
< 45 °
(_= 0.05 nrad (10_tarc sec)
L< 14m
AL _ lnm
10m
INTERFEROMETRIC PATHLENGTH COMPENSATION
What remains is to describe the manner in which the differential
pathlength, L, is measured. This is fairly straightforward. Internal to
each interferometer is an optical element, variously known as a "trolley"
or a "trombone" or a "delay line", which translates along a track and is
capable of changing the optical pathlength along one leg of the
interferometer. The position of this delay line is monitored, to
nanometer accuracy, by the internal metrology system. Thus when the
science interferometer is slewed to the target star and locked onto the
target star's zero fringe, the internal metrology system is all the while
measuring the distance that the trolley had to move in order to effect
zero fringe acquisition. This distance is precisely the differential
pathlength, L.
Note that in order to solve the equation (previous page) for beta, it is
necessary to know not only L but also the baseline. This is what
necessitates the external metrology system mounted on the metrology boom.
TARGET STAR
LOS
GUIDE STAR LOS
IARIABLE DELAY
LINE
lOm
L+AL
j3 _< 45 °
oc= 0.05 nrad (10 _arc sec)
L_< 14rn
AL _< l nm
10m
SIMPLIFIED FMI OPTICAL SCHEMATIC
A schematic representation of one leg of one of the FMI's inter-
ferometers is pictured below. Photons will encounter at least ten
optical surfaces before reaching the focal planes, which will put a
premium on optical coating technology, particularly if ultraviolet
science is a requirement.
Preliminary control requirements on the positioning and articulation of
the optical elements are listed. The 6 milliarcsec fast steering mirror
spec looks relatively innocuous next to the sub-nanometer requirement on
trolley position. Note that the trolley consists of three levels of
control: a "boxcar" on a track driven by a timing belt for gross
positioning, a voice coil actuated flexure stage for intermediate
accuracy, and a piezoelectrically driven vernier mirror for fine control.
Although one nanometer positional measurement capability would be
necessary to support i0 uarcsec astrometry, it is likely that tolerances
on positioning control could be relaxed to the sub i0 nm level.
FAST STEERING MIRROR
• TIP/TILT
• ~0.006 sec PdlNTING
FOCAL PLANES
eANGLE TRACKING
• FRINGE TRACKING
COLLECTING TELESCOPE I
eO.5 m APERTURE
e~10:1 BEAM COMPRESSION
2 _3 _SlDEROSTAT
4' t_t _ J---''"'_ /_-'_S • T I--_/T, LT
1 __ _ •~0"4Sf_C POINTING
,_COLLECTING TELESCOPEI __'ZIZI/I//IlIIIIIIIIZZ/ZI//III/IIIill
l _-_:) -_-') •0.5 METER APERTURE
5_ .--_"_ I THREE TIER TROLLEY
,o F
I:1 10
COMBINING TELESCOPE
10
ON-ORBIT DISTURBANCE SOURCES
Although the FMI will be exposed to the LEO orbital environment, it is
expected that the most stressing disturbances to the control system will
be generated on board the vehicle itself. In fact nonlinearities and
parasitic forces/torques in control system prime movers will likely
dominate. Thus far preliminary investigation has shown that reaction
wheel imbalance forces, from Hubble Space Telescope class wheels, result
in 1 to 2 micron open loop pathlength error response. This response is
rather broadband, out to the 50 _- I00 Hz region, and hence the higher
harmonics can be expected to be beyond the trolley control loops ability
to compensate. Some means of structural disturbance suppression would
seem to be indicated.
The environmental disturbances all occur at low frequency and so the
expectation would normally be that they are easily compensated by the
optical positioning/articulation control loops. However, very little is
known about the sub-micron regime with which we are dealing. It is quite
possible that phenomena such as thermal "snapping" in a joint dominated
structure such as the FMI could present the CSI system with a low, but
significant, level of background structural vibrations.
• ORBITAL ENVIRONMENT
• GRAVITY GRADIENT
• THERMAL GRADIENTS
• AERO - DRAG
• ON-BOARD ENVIRONMENT
• REACTION WHEELS/CMG's
• SIDEROSTATS
- MOTOR COGGING, RIPPLE, AND IMBALANCE
- BEARING NOISE
- SLEW REACTION TORQUES
• TROMBONES
- NONLINEARITIES
- SLEW REACTION FORCES
- MOTOR AND BEARING NOISE
• TAPE RECORDERS
- START/STOP TRANSIENTS
- MECHANISM NOISE
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CSI STRUCTURAL CONTROL HARDWARE SYSTEM BUILDING BLOCKS
To achieve the levels of optical surface control required by the FMI will
require great resourcefulness in the CSI system. We expect to reach deep
into the CSI bag of tricks for design solutions. Some of the hardware
"tricks" that we are considering are delineated below.
At this point we have yet to make the system and component trades
necessary to arrive at a strawman CSI system design. We are confident,
however, that the design that emerges will be comprised of a combination
of high bandwidth controlled optical elements and active/passive
structural control and isolation. Such a design exhibits the essential
features of the CSI problem. Hence, at this early stage at least, we are
satisfied that we have a focus mission capable of driving generic CSI
technology development.
PASSIVE DAMPING OPTIONS STRUCTUAL CONTROL ACTUATOR OPTIONS
• VISCOELASTIC
C
• VISCOUS //_ ",.
J ,
VIBRAT,ON,SOLAT,ONOPT,O_/
• MAGNETIC / _
• P,EZOELECTR,C// \
•
• • \
STRUCTURAL CONTROL _ k_
REQUIREMENTS
3p.m, 1 Hz
30 nm, 10 Hz
0.3 nm, 100 Hz AND ABOVE
(REPRESENTS -12 p.-G LEVEL)
• PIEZO/INCH WORM
ACTUATORS
o VOICE COIL/SCREW JACK
ACTUATORS
¢_) TORQUE WHEEL ACTUATORS
_]...,.PROOF MASS ACTUATORS
FEEDBACK SENSOR OPTIONS
_-G ACCELEROMETERS
• LOAD CELL FORCE SENSORS
• STRAIN GAUGE FORCE/DISPL SENSORS
• LIN DISPL VOLT TRANSDCRS
• CAPACITIVE DISPL SENSORS
• LASER METROLOGY DISPL SENSORS
• EDDY CURRENT RATE SENSORS
• ANGLE RATE/ACCELERATION SENSORS
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FMI - MAJOR ISSUES
There are several major issues that face the development of the FMI
design in the months ahead. The high level CSI system trades first need
to be accomplished. These trades will involve determination of the
proper mix of vibration compensation, vibration suppression, and
vibration isolation for the problem at hand. Sirlin discusses the
considerations involved in making these high level trades for multiple
payload platform systems in another paper presented at this conference
(see Reference).
The metrology system certainly represents a critical area with bearing on
the feasibility of the FMI. Since there is virtually no hope of
implementing an absolute metrology system with sub-nanometer capability,
the realizability of a relative system will be addressed. Such a system
will demand an initial calibration of the interferometer baselines, based
on stellar observations, before operation can commence. It is important
to point out that our interest in metrology lies mainly in establishing
the feasibility of using this technology on the FMI. Once this has been
established we will focus our attention on CSI related issues like the
use of a metrology system in a closed loop setting.
Component level trades and the issue of actuator/sensor placement will be
addressed following completion of the system level trades. Plans call
for the FMI to be at a preliminary design stage in the May/June 1989
timeframe.
• SYSTEM TRADES
• VIBRATION COMPENSATION
- HIGH BANDWIDTH OPTICAL ELEMENT CONTROL
- ACTUATOR/SENSOR NONCOLLOCATION
• VIBRATION SUPPRESSION & DISTORTION CORRECTION
- ACTIVE STRUCTURAL CONTROL
- PASSIVE DAMPING
• VIBRATION ISOLATION
- ACTIVE ISOLATORS
- PASSIVE ISOLATORS
• METROLOGY SYSTEM
- SUBNANOMETER RELATIVE POSITION MEASUREMENT
- SYSTEM ARCHITECTURE IN A CLOSED-LOOP SETTING
• COMPONENT LEVEL TRADES
- ACTUATOR & SENSOR TYPES
- DAMPER TYPES
- ISOLATOR TYPES
• ACTUATOR/SENSOR PLACEMENT
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SUMMARY AND CONCLUSIONS
The JPL CSI team is concentrating its efforts on designing the
control/structure system for a large spaceborne interferometer. The
Focus Mission Interferometer will be carried to a preliminary design
level in order to drive CSI technology development requirements in the
principal analysis, software, and hardware disciplines and to shape the
process of developing the new CSI design methodology within which the
disciplines fit.
In addition it is intended that the FMI will serve an on-going purpose as
a benchmark u-PCS problem so that the benefits accruing from the new CSI
methods and tools can be demonstrated and quantified.
• JPL's CSI TEAM IS DESIGNING THE CONTROL/STRUCTURE SYSTEM
FOR A LARGE OPTICAL iNTERFEROMETER (THE FMI)
• INITIAL FMI REQUIREMENTS CHALLENGE CSI TECHNOLOGY TO PROVIDE
3 TO 4 ORDERS OF MAGNITUDE RESPONSE REDUCTION
• THE FMI DESIGN WILL BE CARRIED TO A PRELIMINARY DESIGN LEVEL
IN ORDER TO
• DRIVE REQUIREMENTS ON THE GROUND TEST BED
• DRIVE REQUIREMENTS ON DESIGN/ANALYSIS TOOLS
• DRIVE REQUIREMENTS ON FLIGHT EXPERIMENTS
• SHAPE THE PROCESS OF DEVELOPING THE NEW CSi DESIGN
METHODOLOGY
• THE FMI DESIGN WILL SERVE AS A BENCHMARK _-PCS PROBLEM TO
DEMONSTRATE CSI METHODS AND TOOLS
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INTRODUCTION
The Zenith Star experiment (Figure i) is designed to demonstrate
and evaluate the performance of a laser in space to answer
critical issues relevant to SDI. This experiment is fully
compliant with the restrictive interpretation of the 1972 Anti-
ballistic Missile (ABM) Treaty. As such it does not directly
perform all of the functions of a defensive system nor to the
level required by an operational system. Its results however, do
provide a measure of the potential of the operational systems by
applying the appropriate scaling from the benchmarks achieved by
it in space.
Figure 1: Zenith Star Experiment
18
The experiment (Figure 2) consists of a series of high power
evaluations of beam control and a series of low power evaluations
of the tracking and pointing functions of the system.
The high power experiments evaluate the beam control by direct
measurement of the far field beam performance with a high power
target board. Both space propagation and upper atmospheric
effects are measured.
The low power experiments evaluate the tracking and pointing
function performance while tracking a booster throughout its boost
phase flight. The Agile Control Performance is evaluatd by
performing structured characterization and large and small angle
repointing of the system against a star field, small test objects
(carried on board), and multiple boosters to exercise the system
under multiple conditions.
High Power
Characterization
Fair Field and
Settling
Performance
Atmospheric
Effects
Capture,
Tracking and Pointing
_J
J Dedk:ated
Test Objects of ; \ Test Objecls
Oppodunily
AGILE PLATFORM PERFORMANCE
Repeinting
at High Rales .ill
// / / _-. z_Kt
I / I / . -- S,,u_,al
_1 [/ _. _ __ Characterization
Rapid _ - _"
RepoUn, ng _ Altack
" _ _ Management
"/ d " _ Dual
/ } Boosters
/ //,
/ / j
/ /
/ /
/ /
/ /
/ /
/ /
/ /
Phenomenology Gathering ---
Figure 2: Zenith Star Objectives
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ZENITH STAR SPACECRAFT
The basic hardward for the Zenith Star experiment is shown in
Figure 3. It consists of a chemical laser of the class of the
alpha program, a beam expander that utilizes the segmented LAMP
mirror for the primary optical element, an actuator for pointing
the beam expander, and an isolator for attenuating the laser noise
from the beam expander. The latter two are combined into one
subsystem called the actuator/isolator. The laser energy is
directed through the aft body to the beam expander by a series
of transfer optics and steering mirrors (beam control transfer
assembly) on the aft body. A capture track system (consisting of
a suite of sensors) is utilized to point the beam expander and
optical train for tracking a series of test objects. The
remainder of the equipment is a set of standard spacecraft
subsystems that allow it to be in orbit as a free flyer that is
commanded by ground operations personnel.
The system is delivered into orbit by two Titan IV launch vehicles.
The forward spacecraft is launched first and checked out completely.
Then the aft spacecraft consisting of the Alpha laser and
spacecraft support subsystems is launched into the same orbit as
the first, orbit phased, and remotely operated from the ground
for rendezvous and docking.
VEHICLE [AVl
FORWARD VB..IICLE [FV)
ISOLATOR
[A/tl
ISOLATED
_ICATION
SYSTEM (PCS] ANTENNA
SlEPARATION
PLANE
SOLAR
ARRAY
DEVICE
FV SOLAR ARRAY
MI_ MO_AJE$ {7)
CAPTURE/TRACK _IBSYSTEM lC/T$)
BEAM EXPANDER SUB3YSTEM (BESl
Figure 3: Zenith Star Space Vehicles
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CONTROL SYSTEM ARCHITECTURE
The control architecture for the space based laser is derived from
a series of stringent tracking and pointing requirements depicted
in Figure 4 and the resulting interactive implications lead to a
complex hierarchical control architecture. Tight accuracy and
jitter requirements combined with the need for rapid repointing of
the line-of-sight from one object to another necessitates
isolation and suppression of disturbances to the large beam
expander. The Zenith Star control system is designed to duplicate
this architecture so that the experiment results can be directly
related to the SBL performance.
The precision and jitter are analogous to hitting a basketball on
the Empire State Building in New York from Pike's Peak in
Colorado. It must accomplish this while tracking objects at
angular rates more than an order of magnitude higher than the
capability of the Hubble Space Telescope. To accomplish this, the
line-of-sight must be isolated from disturbances by as much as i00
million to one and yet be able to repoint from one object to
another in less than one second so that the system effectiveness
can be high.
Pikes
Hubble Space Telescope Can
Precision Point at 1/10 Degrees per
Second, as Fast as a Minute Hand
4-9
SDI Must Precision Point at 5
Degrees per Second, as Fast
as a Second Hand
- Two Orders of Magnitude Faster
than the State-of-the-Art HST
Precision Pointing
Is Critical To
System Effectiveness
-o Basketball
_.:_ Empire State
j Building
Retarget Time Is Critical to System Cost 80
60,i DesiredNumber of 40 Technology
Engagements 20i
Retargeting in Less
Than One Second
i i i i
12345
Average Retarget Time
SDI Payloads Must
Be Isolated from
the Noisy
Spacecraft
Spacecraft Bus , Payload Must Be
Is Noisy World Held Quiet
i
,,,_
Isolation 10,000:1
Structural Suppression 100:1
Precision Steering 100:1
Total Isolation 100,000,000:1
Figure 4: Space Based Laser Control Requirements
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While the structure is made as stiff as possible, there is
sufficient deformation (Figure 5) of the beam expander structure
and optical geometry resulting in line-of-sight disturbances to
require isolation of aft body noise from the beam expander. There
are other self-induced beam expander disturbances such as fluid
flow and rapid repointing that require structural disturbance
suppression on the beam expander itself.
Either technique can be readily handled without two body
interaction, but when combined an actuator/isolator is required
between the bodies. This actuator/isolator must provide six
degrees of freedom operation which introduces other control
issues, such as translation and beam walk control, that further
complicate the controls problem.
1
!
!
• LOS
Desired _ ,/_ Errors
Line-of-Sight
! I Distorted
_ Line-of-Sight
Torque
!
Errors
Retarget Time
Figure 5 Beam Expander Optical Distortions
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In order to ease the burden of pointing the line-of-sight of
the system, a precision pointing set of controllers is introduced
to provide beam expander off-axis pointing and stabilization so
that the structure control can be relaxed within a small field of
view and as shown in Figure 6. So long as the line-of-sight
disturbance is within the range of the precision pointing
controller authority the beam expander controller requirements are
eased. In other words, the settling time is satisfied when the
beam expander line-of-sight is within this band.
Laser
Line
of
Sight
• Steering Tracker -'A
A_gnnsmreat 7 M,rrors _:_, \/
-- ........... 2;-""
Aft Body J 1
Actuator/Isolator - | --
.3Inertial Reference
Increased Fine
Pointing Field of
Regard Allows
Earlier/Longer
Lase Periods
_3_
- --f.
Pointing
Tolerance
Target
Position
Figure 6 Precision Pointing Control System
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VEHICLE CONTROL
The formulation of the control architecture for the beam expander
can be described as follows in the next series of figures in
Figure 7.
An easy method of isolation (Figure 7a) of the aft body
disturbances from the beam expander is to provide a gap between
the forward and aft bodies, control the beam expander to point
to the test object from on-board sensor data by external torques
(such as control moment gyros), and control the aft body to follow
this motion by external forces and torques to maintain the desired
gap within some tolerance. This is ideal isolation since there is
no actuation between the bodies to force alignment of the two
bodies, hence there is no transfer of disturbances from one body
to the other.
Since each body tends to rotate about its own center of mass there
will be large translational displacements (Figure 7b) at the
optical interface between the beam expander and aft body. Also
since the beam expander disturbances are to be minimized the aft
body must be translated as well as rotated by external forces and
torques to maintain the proper separation. This is not practical
for a highly agile control system because of the large heavy aft
body and the fact that the gap must be small, on the order of
centimeters. Consequently an actuator between these bodies is
required.
This actuator introduces a coupling path from the aft body to the
beam expander which then requires an isolator between the bodies
(Figure 7c). This actuation and isolation must be combined into
one subsystem because of this interaction. This subsystem is
called the actuator/isolator and it must minimize this coupling
while producing the desired pointing forces and torques. This
function is nontrivial even for the baseline magnetic isolator
because of nonlinear magnetic forces and eddy currents which
must be cancelled.
Self-induced disturbances on the beam expander arising from fluid
flow and rapid pointing must be dissipated through damping in the
structure, transferred to noncritical structural motion (non-
critical modes), or transferred off the beam expander to the aft
body (Figure 7d). The incorporation of the actuator/isolator
allows this energy to be transferred to the aft body which can
then remain isolated. Hence the beam expander line of sight can
be stabilized while still tracking objects.
The pointing of the beam expander causes severe disturbances. In
order to move the line-of-sight from one object to another (rapid
repointing) it is desirable to make maximum use of the available
torque from the actuator/isolator. In fact, the optimal
repointing for a rigid body is a bang-bang command. This,
however, causes severe disturbances to the line-of-sight.
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Figure 7a
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Figure 7 Vehicle Control Architecture Evolution
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The severity is dependent on the relationship of the angle to be
repointed (frequency of the bang-bang torques) and the structural
frequencies. Figure 8 shows the effects of a single structural
frequency of 4 Hz and 8 Hz separately as a function of repointing
angle. The time to hand over is the time that the line-of-sight
error takes to settle to within the field of reguard of the beam
expander where the fine off-axis steering takes over. The rigid
body response is included since it represents the lower bound of
maneuver time for the system.
6 _-
4Hz
-r
_Hz
1 i I
0 2 4 6 8 10 12 14
Repointing Angle
I I
16 18
Figure 8 Effects of Structural Frequencies on Repointing Time To Precision Track
Handover
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When all structural modes are considered the picture is not quite
so easily displayed because the relative effects on the line-
of-sight are intermixed. An envelope of these effects is
indicated in Figure 9 where the lower bound is limited by the
rigid body response and the upper bound depends on advanced
structural controllability.
The regions of interest for structural control are the torque-
limited and rate-limited regions. The algorithm-limited region is
the area of responsiveness of the precision off-axis control sys-
tem for scene interpretation and control.
Repoinling
Time
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1.
0.1
L. Torque . j
I_ Limited "I //
I
[ I// Rigid Body
- Algorithm I -..J// Limit
£imited fi -._'.,"_ I/ Rate
] Setlling Time
RegionI i
ill I El 1,1 I
.1 1 lO 100
Repointing Angle
Figure 9 Repointing Characteristics
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Figure I0 shows the improvement in repointing time that can be
made by a simple modulation. The technique is based on the
relationship of the repointing angle and the knowledge of the struc-
tural frequencies of the beam expander. By properly commanding or
modulating the torque commands, disturbances can be minimized as
shown in the figure for one technique called modulated bang-bang
control.
This technique concentrates on modal avoidance and cancellation
and its effectiveness. There are other techniques that have been
investigated by several members of the community that should also
be evaluated in space. These include both other modal avoidance,
modal suppression, and modal displacement.
E
P
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Figure I0 Multiple Mode Controller Characteristics
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SUMMARY
The space based laser control tasks are indeed challenging because
of the variety of requirements that demand different types of
controllers, all competing simultaneously. The architecture
derived for the SBL resulted in a hierachical control formulation
that demands advanced control techniques. Each portion of the
architecture has interaction with the others which demands careful
orchestration of the control commands to fulfill the control
requirements.
The Zenith Star duplicates the SBL functions and provides
performance levels close enough to the SBL performance to provide
valid scaling for evaluation of the SBL expectations.
One dominant crucial control function is the beam expander
controller. It must place and stabilize the beam expander line-
of-sight within a few hundred microradians of the object tracked
in a very short time. The accuracies involved require careful
control of the structural deformations even with structural
resonances on the order of 20 Hz.
There is no precedence for this type of structure control since
this is the first opportunity to control a structure of this
nature in space. Experiments such as structural identification
and modal surveys are also planned for in the experiment
objectives. Utilization of other techniques for controlling the
structure, such as distributed actuator structural control, are not
currently available on Zenith Star but may be available in the
future depending in the interest within the community and the risk
to the other Zenith Star objectives.
In either case there is ample opportunity for industry
participation during the Zenith Star mission operations. This
can be accomplished by submitting ideas for structural control
techniques to SDIO for consideration. If approved, these
experiment ideas will be integrated into the experiment objectives
and the implementation incorporated into the mission planning.
Space Based Laser Control Complex & Challenging
• Stressing Pointing & Tracking
• Repointing inShort Time Requires New Control Thinking
• Control Large Optical Structures Requires Interactive Control Strategies
Zeni.th Star Challenaes Rival the SBL Control Difficulties
• Pointing & Tracking is Severe
• Repointing & Structural Control is Scaleable to SBL
• Results from Beam Expander Control is First Attempt in Space
Zenith Star Offers Opportunity
• Demonstrate & Validate Wide Variety of Structural Control Issues
• Industry Wide Participation in Large Structure Experiments In Space
Figure 11 Summary 29
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Future large space systems (LSS), both civilian and military, will have
performance objectives which require stringent pointing accuracies,
relatively fast retargeting times, short settling times, accurate
dynamic shape requirements, or combinations thereof. Many of these
structures will be large but lightweight and will exhibit a dense,
low-frequency modal spectrum with significant content within the
control bandwidth.
Although it is possible in principle to achieve structural vibration
control with purely active means, experience with complex structures
has shown that the realities of plant model inaccuracies and real
sensor and actuator dynamics frequently combine to produce
disappointing results.
It has been shown (References 1-2) that a combination of passive and
active control will result in a simpler system which can be expected to
be more reliable and less expensive than a corresponding system
utilizing active control exclusively.
The goals of the PACOSS (Passive and Active COntrol of Space
Structures) program consist of a thorough investigation of the relative
roles of passive and active vibration control, and the development of
validated means of vibration control. (Fig. I.)
trod tioIn .............uc ....
• Future Large Space Structures (LSS) Will Require
Structural Vibration Control To Achieve Performance
Goals
• VibrationDamping May Be Achieved by Passiveor
Active Means, or Both
• Major Goals of PACOSS Program
- Demonstrate Roles of Passive and Active Control
for Future LSS
- Develop Means of Passive Vibration Control
- ExperimentallyVerify Damping Predictionsand
Control Algorithms
Figure 1
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The outline of this presentation is shown in Figure 2.
Outline
=====================_.:.:::::::_._:÷: ..,...,.,.. :,:+: :-:::: ...,_. _.._. ",:_;::::::::.:-"
O
O
Program Approach
Representative System Article
Dynamic Test Article
Test Status and Results
Conclusions
Figure 2
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PACOSS, being a generic program, has as one objective to provide
passive damping technology to as broad a spectrum of military and
civilian large space systems as possible. Fundamental to this
objective is the selection of analytic and test articles of broad
applicability. These articles are then designed by analysis, and
hardware components are fabricated and tested to validate design and
analysis practices.
Once the hardware components are validated, substructures are designed
and analyzed. These substructures are then tested to validate the
higher level design and analysis practices.
Finally, the entire system is synthesized, and analytical predictions
of dynamic characteristics are again validated by test. System
synthesis includes active control measures as well as passive damping
treatments.
The resulting technology will have broad applicability to real future
space systems. Programs will be able to apply the technology with a
high degree of confidence due to the careful, systematic approach
applied to test hardware of a complexity similar to actual flight
items. (Fig. 3.)
Program Approach
Broad Applications
Analysis Validated by Test
Component-Substructure-System
Open- and Closed-Loop Testing
Figure 3
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Figure 4 is an artist's concept of the PACOSS Representative System
Article (RSA). PACOSS is a generic program, and the RSA was designed
to provide an analytic test bed for system design studies that would
be relevant to as many future large space systems as possible.
Altogether, the RSA is traceable to 19 future systems (Reference 3).
This broad applicability was accomplished by designing a system
comprised of components or substructures found on one or more future
LSS. As can be seen in Figure 4, the RSA consists of seven
substructures. The ring truss, 20 meters in diameter, serves as a
structural "hardback" for the system. The tripod structure is part of
a Cassegrain optical system and supports a secondary mirror. The box
truss represents the backup structure for an optical surface. The dish
antenna is for communication with the ground. The linear truss
supports sensitive equipment. The two solar arrays are sized for 25
kilowatts of power.
Passive damping treatments are designed for each selected substructure.
It is possible to provide passive damping treatments to all components,
but it was decided not to damp the ring truss to simulate systems where
some components would be unavailable for damping treatments.
The level of passive damping to be applied was based on a performance
simulation of the system with various levels of passive damping
(References 2,4), a technique to be followed in the design of real
systems.
PACOSS RSA
Figure 4
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The DTA was designed to be dynamically similar to the RSA and is
serving as a hardware validation tool for the analytic methods and
design practices used to provide passive damping to realistic
structures. The requirements shown in Figure 5 have been selected to
assure traceability to the RSA within the realities of the test
environment and budgetary constraints. It is noted that the DTA is
space-qualifiable, although there are currently no plans to fly it.
Because the DTA is a validation device, it is important that no
inadvertent sources of damping are present. This function was the
major reason the PACOSS program chose to avoid exotic or complicated
suspension techniques for the DTA. A consequence of this decision was
that it was necessary to stiffen the DTA to permit it to survive the
one-g test environment without extensive distributed support. This
stiffening resulted in a frequency increase of approximately two Hz.
The frequency shift does not compromise program objectives, however.
Dynamic Test Article (DTA)
Requirements
• Validation of Damping Treatment
and Analysis Techniques
• Dynamically Similar to RSA
• Deliverable to Orbit As Single
Shuttle Payload
• Negligible Unpredicted Damping
• Suitable for 1-g Test
Design
Easily and Inexpensively Fabricated
Figure 5
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All components of the DTA have been fabricated and tested.
shows the sizes of the DTA structural components.
Figure 6
Summary of Fin_! TA Dimen_ion_
" 1) Box Truss
" 2) Ring Truss
" 3) Tripod
'4)
"5)
"6,7)
Equipment Platform
Antenna
Solar Arrays
2.89x2.59xO.324
Diameter: 2.9
Diameter at Base: 2.59
Height: 2.59
Length: 1.295
Diameter: 0.648
Length: 2.59
180.5
59.7
29.9
7.04
4.52
12.0
* Fabricated and Tested
Figure 6
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The first component modal survey was of the ring truss (References
2,5). This substructure is the central element of the system, and it
is critical that this portion of the system be modelled accurately.
Figure 7 shows the ring truss suspended in its test configuration. The
truss is suspended by three lightweight cables approximately 25 feet
long. Each cable was suspended from a zero spring-rate mechanism
(ZSRM). This arrangement results in three virtually zero rigid-body
modes and three pendulum modes of approximately 0.25 Hz for the
suspension, thereby providing good separation from the flexible modes
of the system.
The modelling of the interfaces between the ring truss and the
remaining substructures is critical. To exercise these interfaces,
thereby permitting evaluation of the accuracy of the model, the ring
truss was mass-loaded at all interface points during this test.
DTA Ring Truss in Test Configuration
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Figure 8 shows one of the three identical ZSRMs. The large vertical
spring supports the static load due to the weight of the DTA. The
position of this spring is adjusted so that the two side members, which
pivot about their ends, are horizontal. The large nuts on the side
members are turned to place the springs on the side members into states
of equal compression.
The vertical spring and side members are connected to a common pivot
point. A pair of guide rods connect this point to the DTA suspension
cable. Downward displacement of the pivot results in an incremental
spring force in the vertical spring, accompanied by rotations of the
side members. The incremental downward forces due to the rotations of
the compressed side members tend to cancel the incremental upward force
in the large spring. Proper selection of the ZSRM parameters produces
perfect cancellation for small displacements, resulting in a suspension
with zero stiffness for the displacements normally encountered during a
modal survey.
Zero Spring-Rate Mechanism
r _ ......
Figure 8
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The results of the test and comparison with the analytic model are
shown in Figure 9. Note the extremely low damping in the higher modes.
The damping values shown in this figure were obtained from tuned-decay
tests, a very accurate method for those cases where damping is low and
the modes can be separated. Note that the 12.5 and 12.7 Hz modes we're
too close in frequency to be separated well, and the 13.2 Hz mode could
not be tuned. Damping values for these modes are available from the
single-point random tests and have been presented elsewhere (Reference
2).
The comparatively high damping values (relative to the other modes but
low in the absolute sense) for modes one and two were due to excessive
wear in the mild steel ZSRM guide rods which occurred during testing.
This situation was corrected by the use of case hardened rods during
final testing.
Ring Truss Modal Survey-Resu!ts
f n_ Hz ....
Measured, PoStl Test Mebsured
,ii ............... !
3.25
6.33
8.78
9.28
12.5
12.7
13.1
13.2
15.1
3.29
6.47
9.40
9.91
14.9
12.2
12.5
14.1
15.6
0.3
0.7
0.14
0.17
0.2 - 0.3
0.2 - 0.3
0.16
Not Measured
0.15
Figure 9
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The tripod is shown in the test configuration in Figure i0 (References
2,5). The dark color of the legs is due to the graphite-epoxy
constraining layer. Rotational shear dampers are located at each of
the three interfaces between the tripod legs and the sixty pound
secondary mirror. The bottoms of the tripod legs are fixed to the
floor. The model assumed an effectively rigid floor, and experimental
data confirmed the assumption.
DTA Tripod in Test Configuration
Figure lO
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The details of the constrained-layer damping treatment on the tripod
legs are shown in Figure 11 (Reference 4). The tubing used was
aluminum. A layer of viscoelastic material is bonded to the tube and
to the graphite/epoxy constraining layer. Care is used to avoid
bonding adjacent constraining layers together, as this would
drastically reduce the damping level.
Detail Design of Damping Treatment
for DTA Tripod
. I_ .... . ............................................. _. _-_-_- _ __ --
• Tripod Model Predicted 5% Modal Damping Using Constrained
Layer Treatment
Graphite/Epoxy
ining Layer
i- Viscoelastic
Material
! Main
Structure
Tubing
Figure ii
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The details of the rotational shear damper are shown in Figure 12
(Reference 4). The damper housing is connected to the tripod legs and
the damper shaft is connected to the secondary mirror. The
viscoelastic material is bonded to both the shaft and housing so that
relative rotation between the housing and shaft induces shear strain
into the VEM (viscoelastic material).
Detail Design of Damping Treatment
for DTA Tripod (cont)
• Determine Dimensions of Viscoelastic Cylinder for
Chosen Material (Acrylic Core Foam)
• Design Method of Supporting Weight and Dynamic Loads
in Other DOFs*
/- Damper Housing
/'_o / /-High-PrecisionAngular
/ _ Contact Ball Bearings
mper Shaft
*Degree of freedom (DOF)
Figure 12
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The comparison between predicted and measured frequency and damping is
shown in Figure 13 (Reference 5). The predicted values were derived
considering the frequency dependence of the VEM properties as well as
the geometric stiffness effects induced by the weight of the heavy
secondary mirror acting on the tripod legs. Note that these two
effects tend to offset each other, and both must be considered if
predictions are to be accurate.
VEH properties under current manufacturing standards frequently vary by
50 percent from batch to batch, so these results are exceptionally
good.
3.91
3.97
4.78
9.55
9.66
11.7
12.7
13.3
3.84
3.84
4.63
9.89
9.89
11.7
13.8
13.8
Predicted
15.9
15.7
6.7
9.2
8.6
9.2
11.4
11.1
17.9
17.9
7.1
8.7
8.7
8.4
12.3
12.0
Figure 13
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The box truss is shown in the test configuration in Figure 14. The
large yellow structure is known as the "T-beam", and is part of the
test facility. The box truss is clamped to the T-beam, and both the
box truss and T-beam were instrumented for the test (Reference 5).
DTA Box Truss in Test Configuration
Figure 14
ORIGIN,_L PAGE'
BLACK AND WHITE PHOTOGRAPj,,j
45
Figure 15 is a close-up of one corner of the box truss. The two large
gray assemblies are steel thruster mass simulators weighing
approximately 25 pounds each. The small grey blocks are segmented
mirror mass simulators. The brass cylinders are extensional shear
dampers.
The design goal was to achieve at least five percent modal damping in
the first two fixed interface modes. This required damping treatment
of 31 members out of more than 500. It should be noted that the truss
members are highly stressed due to the large amount of non-structural
mass in the one-g environment, and optimum placement of the
viscoelastic dampers is not possible. To achieve the same level of
damping in a zero-g environment would require only 23 damping members
of much smaller size placed in more optimum positions.
Box Truss Mass Simulators
Figure 15
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Details of the extensional shear dampers are shown in Figure 16
(Reference 4). The damper rods enter the box truss joint blocks. The
rods are wrapped with self-adhesive VEM as shown, and the clamshells
bonded to the VEM. The solid sleeve is then bonded to the clamshells.
Relative extensional motion of the damper rods induces shear strain
into the VEM. A parallel elastic path to control creep is provided by
the helix spring. Approximately 85 percent of the strain energy in the
damper in the first box truss mode is in the VEM. Thus, the efficiency
of this design is 85 percent.
Extensional Shear Damper Design
Solid Sleeve
/-Metal
/Clamshell
/_ / /-Viscoelastic
Material
Figure 16
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Figure 17 shows the analytical values for the fixed interface modal
frequencies and damping ratios. The damping design goal of at least
five percent modal damping in the first two fixed interface modes was
met with an additional benefit in the other modes due to "damping
spillover," wherein the dampers, being active in the higher modes,
provide some damping to those modes.
DTA Box Trus_ FixQd !ntCrf_¢e
Frequencies _nd D_mDin9 (An_!ytic)
1
2
4.02
8.75
!iiiiiii!ii_ii!!!!_!_!!_!_i_!_!_!_ii_i_iiiiii_iiiiii_iiiiiii_ii_iiiii_i_i_i_i_i_ii_iii_i
3
4
5
6
16.3
17.1
17.7
18.9
Figure 17
8.6
5.7
3.6
1.7
1.1
5.3
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To construct a test fixture which would behave rigidly for the large
box truss was beyond program resources. A T-beam, part of the test
facility, was used for the test fixture.
The modal test results for the box truss/T-beam setup are shown in
Figure 18 (Reference 5). The T-beam participated in all the modes more
than anticipated, with the third system mode being principally a T-beam
torsion mode. Model tuning involved only a refinement of the T-beam
portion of the model. Thus, the clamped modal damping ratios shown in
the Figure 17 were achieved for the box truss with fixed interfaces.
SurveyBox russ Mode! ................_
Po_t • st An_! i_
Third Test Mode Was I-Beam Torsion Mode
Only Analytic Modification Was Adjustment of I-Beam
Torsional Stiffness
4.38
10.3
13.6
15.9
18.0
19.2
4.09
9.39
13.0
15.6
18.3
18.4
6.6
3.6
0.6
' 0.5
' 0.5
< 0.5
6.9
3.8
0.5
0.3
1.6
0.3
Figure 18
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The equipment platform in the cantilevered test configuration is shown
in Figure 19. The brass cylinders are extensional shear dampers
similar to those in the box truss, with the exception that those in the
upper and lower planes are shorter in length and, being under only
light static loads, do not require springs. The large steel tip mass
simulates on-board equipment.
There are two aspects of this design that require further discussion,
the first being the placement of the dampers. It is obvious that a
more efficient application of the dampers would be to damp those bays
at and near the root of the truss. Unfortunately, in the one-g
environment, the members in those bays are highly loaded. The
resulting shear stresses in the VEM would exceed design limits if
dampers were placed in those bays.
The next aspect is the relatively large size of the dampers. A large
shear area is necessary to reduce the VEM shear stresses to an
acceptable level in the one-g environment. This results in long
dampers. However, merely increasing the length would result in overly
stiff dampers. Increasing the diameter reduces the stiffness to the
proper level.
From this discussion, it is obvious that a zero-g design would have
fewer, smaller dampers more optimally placed near the root of the truss
to achieve the same level of damping.
DTA Equipment Platform in Test Configuration
'!
1
Q
I
t
g
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Figure 19
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Results of the equipment platform are shown in Figure 20. The analytic
values are derived from a model which accounts for the relatively large
static deflection of the structure under the one-g loading. Failure to
account for this deflection results in very poor cross-orthogonality
checks between the analytic and experimental mode shapes.
As can be seen, predictions of the modal frequencies are quite good,
but damping predictions are not as accurate as have been obtained for
the tripod and box truss.
Mode 1 is principally a lateral bending mode, but with some torsional
coupling due to the gravity-induced droop. Mode two is a bending mode
in the vertical plane. Mode three is principally torsion.
In the first mode, the majority of the damping is provided by the top
and bottom plane dampers. In the second mode, the side plane dampers
provide virtually all the damping. The torsion mode derives its
damping from all dampers. The side plane dampers are thus suspect, and
it is possible that their shorter length results in significant "end-
effects" of the VEM.
DTA Equipment P! tform R suits
1
2
3
3.78
3.79
13.3
3.64
3.81
12.9
3.70
0.53
3.01
8.3
5.2
27.1
Figure 20
10.0
4.6
25.2
20.5
11.5
7.01
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The DTA antenna is shown in the test configuration in Figure 21. This
test setup is somewhat unique in that non-contacting proximity probes
were used in place of accelerometers due to the extremely fragile
nature of the dish.
The DTA antenna dish actually buckles due to gravity loads. The dish
was modelled in its buckled shape, and analytic modes shapes and
damping ratios were calculated. As would be expected, results were not
as good as for the other structures.
A similar dish without damping treatment was fabricated and tested.
That test verified that air damping was not significant.
DTA Antenna in Test Configuration
Figure 2]
52
I_RI_INA[ PAG'_
BLACK AND WHITE PHOTOGRAP_
One of the two DTA solar arrays is shown in Figure 22. The array
blanket is simulated by an aluminum gridwork to reduce air damping.
The solar array mast has damping treatments similar to the tripod legs.
Viscoelastic tuned mass dampers (TMDs) are placed on the fourth and
seventh blanket ribs to damp the out-of-plane blanket modes.
Viscoelastic shear straps were also placed at the spreader bar/blanket
interfaces.
The curve in the mast illustrates the effect of the gravity field.
When the deformation is accounted for, results were generally good,
although the TMDs were extremely flexible and behaved nonlinearly,
making prediction of blanket mode damping difficult. We note that the
TMDs did provide effective blanket damping, however.
DTA Solar Array
Figure 22
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The PACOSS program also investigated active control of structural
modes. Figure 23 shows the prototype proof-mass actuator in a bench
test configuration. The power supply and the control circuits are in
the background.
The actuator base is mounted, through three force gauges, to a shaker.
This setup was used to validate the analytic actuator model.
Prototype Proof-Mass Actuator in Bench Test Configuration
iii/
Figure 23
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Figure 24 shows details of the actuator construction. A linear motor
is fastened rigidly to the thin shaft, which passes through linear
bearings at the top and middle of the thirteen inch frame. The
bearings were matched to the shaft by the manufacturer, resulting in a
very low sliding friction. This design is somewhat unique compared to
similar actuators in that there is no relative motion between the motor
and the shaft, thereby eliminating eddy-current damping.
The 4.3-1b. motor is suspended on springs as a gravity offload. The
springs are sized so the open-loop frequency is approximately 1.5 Hz.
The larger cylinder, parallel to the motor and shaft, is an LVT which
measures relative velocity between the actuator frame and the motor.
The thin LVT core shaft passes through a Teflon sleeve. The LVT is
used to provide damping to the actuator, and the gain on this portion
of the circuit is adjustable to permit selection of the desired damping
level.
An accelerometer is mounted on the top of the frame. The output from
this accelerometer is integrated by a bi-quad filter (which has zero
gain at DC) to provide inertial velocity to the modal controller. The
actuator will act effectively as a dashpot connected between the DTA
and ground.
Six of these actuators were manufactured. The weight of each actuator
is approximately six pounds. These actuators, when combined with the
passive damping augmentation, were designed to provide at least five
percent modal damping to the targeted DTA modes.
Actu_or
Figure 24
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Figure 25 shows the relative to inertial velocity FRF (frequency
response function), where the relative velocity is the output of the
LVT and the inertial velocity is the integrated output of the
accelerometer. The lower pair of curves is for the open-loop case and
the upper pair is for the control loop closed case. The smoother
curves are the predicted FRFs, and the more jagged curves are the
experimental FRFs. The agreement is obviously excellent.
Figure 25 also presents the base force to inertial velocity FRFs.
Again, the upper curves are closed loop and the lower open loop. It
should be noted that the accelerometer and LVT are accurate down to DC,
whereas the force gauges are not. Thus, the predicted and measured
values differ at low frequency. Any problems with either the LVT or
accelerometer would have been apparent in the relative to inertial
velocity FRF.
The resonance at approximately 8.5 Hz, most obvious in the closed-loop
measured response in the second plot, is in the experimental setup.
Actuator Transfer Functions
• Relative to Inertial Velocity FRF • Base Force to Inertial Velocity FRF
Log Mag, Log Mag,
(in/sec)/(in/sec) (Ib)/(in/sec)
102 _ _ _ 101 -,4'---
1 _ _- Closed Loop I -_ _ Closed Loop
,o, lOO
lo'2
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Frequency, Hz Frequency, Hz
Figure 25
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The DTA solar array blanket modes are below one Hz. Thus, they could
be destabilized by the 1.5 Hz actuators. However, analysis showed that
the blanket mode motion is almost totally in a horizontal plane and
thus should not be observable to the actuator accelerometers, which
have their sensitive axes vertical in the installed configuration. To
provide additional confidence in the analysis, a simple undamped
cruciform structure was fabricated and damped actively.
The cruciform beam experiment is shown in Figure 26. The larger beam
vibrates vertically in its first mode at a frequency approximating the
DTA mode targeted for active augmentation. The smaller beam vibrates
horizontally in its first mode at approximately the DTA solar array
blanket mode frequency.
This simple test was performed successfully. Approximately 30 percent
active modal viscous damping was given to the 32 lb. beam by the
actuator, and predicted performance matched measured results nearly
perfectly.
Cruciform Beam Experiment
Figure 26
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The DTA was assembled for a program review following the Second
NASA/DoD CSI Conference. This activity provided a final fit check of
all components. The assembled DTA is shown in Figure 27.
Assembled DTA
Figure 27
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The DTA was assembled, the modal control system was installed, and open-
and closed-loop testing were performed. Figure 28 shows the test
article in a specially constructed test chamber, which provided a
quiet, temperature-controlled environment. The suspension techniques
were identical to those used for the ring truss modal survey, although
the suspension cables were somewhat shorter.
Several test methods were investigated. Multi-point burst random modal
test techniques were chosen as most appropriate for this structure. As
many as four simultaneous drive points were used, with a total of five
different setups. In addition, sine sweep tests were run to provide
data for comparison with those obtained during burst random testing.
DTA in Test Chamber
Figure 28
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Approximately 200 channels of data were obtained for each drive point.
Figure 29 shows a comparison between one measured and two analytic FRFs
from the open'loop tests. The sharp curve shows the response of the
tip of a solar array to a vertical excitation at the solar array mast
tip, assuming the 0.2 percent modal damping found during the ring truss
modal survey to be characteristic of an untreated structure of this
type. The second curve shows the Corresponding FRF with the predicted
levels Of passive modal damping from the coupled model. The third
curve shows the measured FRF. There are some obvious differences, but
the agreement is generally very good. We note that the general trend
is to underpredict the passive damping level.
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Figure 30 displays the results of open loop tests compared with
analytic results. Corrections have been made for VEM frequency effects
and the effects of geometric stiffness and the deformed shape of the
structure due to the one-g loading.
The high modal density of heavily damped modes (40 modes below I0 Hz)
and experimental noise due to the low frequencies and low excitation
levels resulted in a challenging parameter identification problem.
Modal analysis requires curve fits of the experimental data, and the
damping levels identified by apparently equally good attempts would
frequently vary by 20 percent, i.e., if the mean value of damping for a
given mode was found to be I0 percent, apparently equally good curve
fits would produce results between 8 percent and 12 percent.
Most of these results fall within the 20 percent band of parameter
identification uncertainty.
DTA Open-Loop Global Modes
15
20
21
22
26
27
35
37
42
45
1
2
3
4
5
6
7
8
9
10
2.61
3.25
3.53
3.72
4.83
5.04
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8.92
9.26
2.61
3.29
3.50
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4.60
4.81
6.12
7.52
9.04
9.28
3.6
5.0
8.8
5.2
4.5
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10.3
7.0
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2.8
4.4
8.2
4.7
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10.0
6.0
6.8
7.0
" Accuracy Approximately ___20%
Figure 30
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Figure 31 shows the open-loop FRF previously shown in Figure 29 and the
corresponding measured FRF for the closed-loop system. The global mode
at approximately 2.5 Hz was targeted for active damping augmentation.
The effect of the active damping is noticeable at the targeted
resonance, but has relatively small effect at other frequencies.
Solar Array Drive Point FRF
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Figure 32 shows the analytic and measured results for the modes which
received significant damping from the active augmentation. The
agreement between predicted and measured values is excellent. We note,
however, that the same 20 percent band as in the open-loop case must be
applied to the experimental damping levels.
DTA Closed Loop Globe!
Open
Loop
Closed
Loop
÷
1 2.61
6 5.04
7 6.48
10 9.26
1 2.55
6 5.00
7 6.40
10 9.30
Other Modes Not Appreciably
Accuracy Approximately --- 20%
Figure
2.61
4.81
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9.28
2.54
4.68
5.98
9.30
Affected
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3.6
11.4
12.7
8.6
7.5j
15.0
17.0
13.0
i
by Active
2.8
10.4
10.0
7.0
8.4
15.8
18.2
12.0
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Several important conclusions can be drawn from work performed on the
PACOSS program. Most importantly, the best technique for control of
large, flexible space structures is a combination of passive and active
control. Passive augmentation is critical because the inherent damping
in untreated precision structures is very small and unpredictable. It
is possible, however, to design significant, predictable levels of
passive damping into large space structures. Finally, the effects of
active augmentation of a passively damped structure are predictable,
due in large part to the benign nature of the passively damped
structure. (Fig. 33.)
Conclusions
Best LSS Control Strategy a Combination
of Passive and Active
• It Is Possible To Design a Predictable
Amount of Passive Damping Into
a Structure
DTA Open and Closed-Loop Properties
Predictable
Figure 33
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Overview
There are many future science instruments with high performance pointing (sub microradian)
requirements. To build a separate spacecraft for each payload is prohibitively expensive, especially
as not all instruments need to be in space for a long duration. Putting multiple payloads on a
single basebody that supplies power, communications, and orbit maintenance is cheaper, easier
to service, and allows for the spacecraft bus to be reused as new instruments become available to
replace old instruments.
Once several payloads are mounted together, the articulation of one may disturb another.
The situation is even more extreme when the basebody serves multiple purposes, such as Space
Station which has construction, satellite servicing, and man motion adding to the disturbance
environment. The challenge then is to maintain high performance at low cost in a multiple
payload environment.
The Goal:
o Supply many future science instruments with high performance pointing (sub mi-
croradian).
Options:
o Independent spacecraft for each payload - expensive.
o Multiple payloads on a single basebody - cheaper, easier to service, basebody
reusable for several short duration payloads.
The Problem:
o One payload can disturb another.
o Other activities create large disturbances - construction, satellite servicing, and
man motion.
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Typical Disturbance Environment
Large, multi-function space platforms, especially manned systems, will have a variety of noise
sources that can disturb pointing systems. The platform attitude control system (ACS) of such
systems will be of low frequency, able to control only a few of the disturbances such as gravity
gradient libration and the low frequency liquid slosh and gas venting. The reaction control system
(RCS) can itself excite many of the platform structural modes. The RCS and various activities of
the crew (such as push offs, landing, and treadmill walking) are likely to be the dominant noise
sources, but vibrations from a variety of machines (pumps, the CMG's, and the washing machine)
will also contribute heavily.
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Design Approaches
There are three main approaches to the multi-payload pointing problem: vibration suppres-
sion, vibration compensation, and vibration isolation. Vibration suppression consists of global
reduction of spacecraft disturbances over the whole spacecraft. Examples of global suppression
include the use of the spacecraft attitude control system to eliminate vibrations caused by pre-
dictable machine vibrations, or the addition of passive damper elements at strategic locations to
reduce vibrations at structure resonances.
Vibration compensation consists of active compensation for local vibrations. An example
of this is control of a payload gimbal system based on knowledge of the expected spacecraft
dynamics, the disturbance sources, and global vibration knowledge. In this case the payload may
point accurately even though the basebody vibrates at large amplitudes.
The idea of vibration isolation is not to control all spacecraft vibrations, but allow vibration
only in certain places by isolating the noisy parts from the payloads that require precise pointing.
The isolation can be done for each disturbance source individually, or for each payload, or "noisy"
or "quiet" bus structures for compatible payloads can be built with isolation interfaces.
Three Main Approaches: Vibration Suppression, Vibration Compensation or Vibration
Isolation:
o Vibration Suppression:
- Global Suppression of Spacecraft Disturbances
o Vibration Compensation:
- Active Compensation for Local Vibrations
o Vibration Isolation:
Allow vibration only in certain places
o These approaches are not mutually exclusive.
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Vibration Suppression
The possible sources of disturbances can of course be constrained in both amplitude and
frequency so as not to disturb the basebody or other payloads.
The vibrations of a structure can be reduced by adding passive damping elements at strate-
gic locations with large participation in the motion. Passive techniques include constrained layer
damping, elastomeric or viscous damping at the joints. Active structural elements such as piezo-
electric actuators may be used to improve damping performance.
Active disturbance suppression must utilize a wide variety of actuators to reduce vibra-
tions induced by both internal and external torques and forces. A wide variety of centralized
active control methods are available to handle this multi-input multi-output problem, ranging
from LQG/LTR, and Lo_, Hoo synthesis to methods specifically addressing disturbances such
as disturbance accommodating control. A flight system will require substantial computational
capability to implement a design of this type. All of these centralized techniques depend on
detailed knowledge of the system dynamics. Since this is likely to change for large structures as
they evolve, some kind of on board adaptation system such as system identification or adaptive
control is necessary.
o Global Reduction of Spacecraft Disturbances
o Control by Requirements:
- Constrain possible disturbance sources
- Allocate allowable payload motion to certain spectral bands
o Passive:
- Constrained layer damping
- Elastomeric damping at joints
- Viscous Damping
o Active:
- Reaction wheels, thrusters, or CMG's
- Proof mass actuators
- Active structural elements
- Centralized control design
- Multi-input multi-output
71
Vibration Compensation
Vibration compensation may be applied to existing hardware, such as hard mounted gim-
bal systems. Accurate knowledgeof the basebody as well as the payload dynamics is required
however, since the actuator torques between the two. Due to the rich disturbance spectrum,
high performance compensation systemswill usea more hardware basedapproach, consistingof
a hierarchy of actuation and control bandwidths. An exampleisagimbal system with a bandwidth
in the neighborhood of 1 Hz, with a high bandwidth (100 Hz) fast steering mirror for line of sight
stabilization. This kind of system is of courseUniqueto a particular payload, though somedesign
elementsmay be reusable.
A wide variety of centralized active control methods are available, as for vibration sup-
pression. Substantial computational capability may be required, especially if a more modular,
non-hierarchical approach is used.
o Active Compensation for Local Spacecraft Disturbances
Hard mounted gimbal system
Fast steering mirrors
Many control options: _
o Centralized control design
o LQG/LTR
o L_, H_
o Disturbance accommodating control
o Need detailed system model
o System Identification
o Adaptive control
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Vibration Isolation
Vibration isolation is essentially a hardware based approach. An active or passive interface
is built that is soft in the frequency range of the expected disturbances. This can be used either
to keep a disturbance source isolated by itself, or to isolate a payload (or a group of commonly
mounted payloads) from the general basebody motion caused by a variety of disturbances.
The isolation can be along single or multiple degrees of freedom, rotational or translational.
For gimbaled pointing, translational isolation is key, since if there are even small offsets of the
mass center from the gimbal axis, then basebody translations may couple into substantial torques
on the payload.
Passive isolators have a long history. One of the more promising common active isolators
is active suspension for cars. Some examples of isolators for space based pointing are discussed
below.
o Allow vibration only in certain places
Options:
Active or passive isolator
Local (isolate each payload separately) or bus systems (isolate a group together)
- Isolation along single or multiple degrees of freedom, rotational or translational
Examples:
Automobile suspension, Honeywell Space Telescope reaction wheel mount, Honeywell
magnetic suspension (VIPS), MMC Gimbalflex, Ames KITE tether, JPL Reactuator
on a soft mount, JPL SIRPNT concepts, various gravity gradiometer designs.
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Design Approaches - Tradeoffs
Vibration suppression must be considered in three parts. Disturbance requirements of some
kind must be levied on all payloads. When the variety of payloads is large however, impos-
ing constraints so that all payloads are undisturbed may impose severe constraints on science
performance, and hence be unworkable. The passive techniques are simple to apply, but do re-
quire extensive hardware and have limited performance. The active techniques are very complex
for both hardware and software. Substantial improvements in both design and implementation
technology are required to make such an approach feasible.
Vibration compensation can consist of either comple x hardware or software. The hierarchical
hardware approach has been demonstrated in practice. Obtaining high performanceina modular,
non-hierarchical way may require advanced hardware designs and new control technologies beyond
the state of the art.
The vibration isolation approach, using hardware to decouple the payload from the noise
source, requires much less knowledge of the basebody dynamics. While new hardware is required,
it is easily adapted for a variety of payloads. Active methods promise high performance.
O Vibration Suppression:
Control by Requirements:
Passive:
Active:
- Limits payload performance
- New hardware, simple implementation
- Performance may be limited
- Most complex, high performance hardware and software
- May require extensive, accurate knowledge of the whole system
o Vibration Compensation:
- May require complex software
- Requires accurate knowledge of the whole system
- No new hardware, but must have high performance
Vibration Isolation:
- Does not require extensive knowledge of the whole system
- Modular, easily adapted to different situations
- New hardware, but less strict performance requirements
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PassiveIsolation
Examining the transfer function from basebody motion to payload motion, at low frequency,
the mount should support the payload for the required loads, sothe transfer function should start
at 1. At high frequency, ideally transmissionshould be 0. In between, at some frequency the
transfer function should roll off. There remains the problem of resonance. Given a directly
coupled damping mechanism, reducing the resonance(by increasing the damping c) increases
the high frequency response. This can be overcome by clever mount design, for example if the
damping mechanism is elastically coupled, the resonance may be damped while maintaining
second order rolloff behavior. In this case as c is increased, the resonance decreases to a minimum,
and then increases at a higher frequency. The rolloff maintains a second order character.
TRADEOFF BETWEEN LOW FREQUENCY STIFFNESS, DAMPING, HIGH FREQUENCY ISOLATION
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Active Isolation
Active isolators allow much more design flexibility than passive systems. In first of the
examples shown, the control adds damping only over a limited bandwidth:
o_
u = - c - xb).
As a is increased, past the natural frequency, the transfer function approaches the passive
directly coupled damping case. The control can also cancel the stiffness over high frequencies:
k (xp- xb).
u= (8+a
In this case, as a is increased the disturbance rejection is performed at higher and higher fre-
quencies.
The examples demonstrate some ways in which the frequency response can be tailored to
the problem at hand. The spring/damping characteristics can even take on complex nonlinear
behavior, for example the stiffness could be set to zero within a deadband, maintaining close
to perfect isolation for a limited time. If certain disturbances are predictable, then disturbance
compensation techniques can be incorporated into the isolator control to improve performance.
• MORE DESIGN VARIABILITY THAN PASSIVE SYSTEMS
• FASTER THAN SECOND ORDER HIGH FREQUENCY ROLLOFF
• NONLINEAR SPRING/DAMPING CHARACTERISTICS
• CAN INCLUDE COMPENSATION FOR PREDICTABLE DISTURBANCES
• CAN ADJUST ISOLATION PROPERTIES FOR DIFFERENT CONDITIONS
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Example Isolator Performance
Passive Soft Mount with Reactuator
One vibration isolation system under study at JPL is a passive soft mount with a reactuator
on top. The soft mount consists of 6 struts similar to those used by Honeywell for isolation of
the Space Telescope reaction wheels, a passive hydraulic system. The reactuator, for each axis,
consists of a powered gimbal system (with axis through the payload center of mass), with an
additional motor driving a reaction wheel on the payload. There are thus two motors, one gimbal
system, and one reaction wheel per axis. The gimbal motor is driven so as to cancel external
torques such as bearing friction and cable windup. The reaction wheel is used for high bandwidth
control of payload pointing. The control can be high bandwidth even if the basebody is not
known, since the torque acts between the payload and the wheel, and only affects the basebody
through the remaining bearing friction and cable torques not eliminated by the outer gimbal
motor control.
• SPACE STATION BASED POINTING SYSTEM
• PASSIVE SOFT MOUNT - FLUID FOR DAMPING, 6 STRUTS FOR 6 DOF, EFFECTIVE
ISOLATION FREQUENCY 0.02 Hz
• CENTER OF MASS MOUNTED GIMBAL
• TWO MOTORS PER AXIS:
• LOW FREQUENCY CONTROL REACTS
AGAINST SOFT MOUNT
3 AXIS
GIMBAL
SYSTEM
• HIGH FREQUENCY CONTROL REACTS
AGAINST REACTION WHEEL
)LATOR
SPACE
STATION
TRUSS
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Example Isolator Performance
Passive Soft Mount with Reactuator
Shown is the Solar Terrestrial Observatory and Solar Instrument Group (STO/SIG) payload
on the block 1 Space Station. A hardmount direct drive system is compared to the reactuator
on a soft mount. Both systems use gimbals with axes through the payload mass center. The
comparison shows the substantial improvement obtained using isolation, even using the same
controller.
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Example Isolator Performance
Soft Mounted Inertially Reacting Pointing System (SIRPNT)
An advanced pointing system concept in development at JPL is SIRPNT. The mount is made
of multilayered piezoelectric polymer PVF2, which is very compliant, but the shape can be
controlled (with low authority). A gimbal system is not needed as the polymer can undergo large
deformations. While the mount performs vibration isolation and stationkeeping, the primary
pointing control consists of reaction wheels (or small CMG's) on the payload itself.
• SPACE STATION BASED POINTING SYSTEM
• ACTIVE 6 DOF SOFT MOUNT - MULTILAYER PIEZOELECTRIC POLYMER (PVDF)
CAPABLE OF LARGE DEFORMATION, EFFECTIVE ISOLATION FREQUENCY 0.002 Hz
• NO GIMBAL SYSTEM
• LOW FREQUENCY SOFT MOUNT CONTROL
TO DAMP RESONANCES, STATIONKEEPING
• HIGH FREQUENCY REACTION WHEEL
OR CMG CONTROL
_AYLOAD
ACTIVE
PIEZOELECTRIC
SOFTMOUNT
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Example Isolator Performance
Soft Mounted Inertially Reacting Pointing System (SIRPNT)
Shown is a comparison of a hard mounted, mass center mounted gimbal system with a
SIRPNT (with a 2.0 m mass center offset from the attach point). The basebody is the block 1
Space Station, with a treadmill disturbance. The payload is the High Resolution Solar Obser-
vatory (HRSO). Pointing stability is a measure of image "smear," the amount the image will be
smeared given the instrument exposure time. The stability s(t) over time T is defined in terms
of the pointing error e by:
s(t) -- max I_(t + r) - _(t) I.
r<T
The controller for the hardmount had a 0.5 Hz bandwidth, while the SIRPNT controller used a
2 Hz bandwidth.
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Plans for MPP Work at JPL
Work on Multiple Payload Platforms at JPL will concentrate on vibration isolation methods,
building upon previous JPL work in the area of passive and active isolation. We will start
with existing simulations, and integrate the isolation and pointing systems from the simulations
onto a standard basebody. The basebody used will be the Langley Mission to Earth model, to
complement the analytical and experimental work at LaRC. Other, new concepts for isolation
systems will be considered for integration into this model. An expanded effort would examine
in detail differences between vibration compensation, vibration suppression, and isolation for the
MPP problem, but this is beyond the scope of the current effort.
o Concentrate on vibration isolation methods, including previous JPL efforts at pas-
sive and active isolation.
o Generate analytical testbed for examining various isolation and compensation de-
signs.
o Complement the analytical and experimental work at LaRC.
o An expanded effort would examine in detail differences between vibration compen-
sation, vibration suppression, and isolation for the MPP problem.
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MAJOR EARTH OBSERVATION PARAMETERS MEASURED
FROM GEOSYNCHRONOUS SATELLITES
The most significant parameters that are expected to be measured from
geosynchronous orbit as a function of spectral region from the ultraviolet through
the microwave (e 5GHz) are shown below. The spectral regions that are the primary
contributors are shown with a "P" and the other regions that contribute in a
secondary role are shown with an "S". In every case more than one spectral region
is involved with the measurement of each parameter. The most effective measurement
system will often combine the data from more than one instrument. Since many of the
parameters are used to investigate a scientific event the simultaneous data from
numerous instruments is required. Also, these data can be combined with low
orbiting measurements to further improve accuracy, resolution, etc. Thus, there
will be a requirement to co-locate the measurements from low earth and geosynch-
ronous orbits which will place a high demand on the earth location accuracy from
each orbit, usually at the level of the highest spatial resolution used in the
analysis.
PARAMETERS
SURFACE TEMPERATURE
TEMPERATURE AND MOISTURE PROFILES
WINDS
i CLOUD MOTIONS
• MOISTURE MOTIONS
• FROM MASS FIELD
CLOUD PROPERTIES
• HEIGHT
• PHASE (ICE VS. WATER)
• TYPE
• AMOUNT
PRECIPITATION
LIGHTNING
WATER AND AIR POLLUTION
OZONE
ICE/SNOW
SOIL MOISTURE
OCEAN COLOR
EARTH RESOURCES
P PRIMARY S - SECONDARY
UV VISIBLE
SPECTRAL REGION
REFLECTED EMITTED MICROWAVE
IR IR (_>5 GHz)
S P P
S P P
P P S
P
S P P
P
P P
P P S
P
P P
P
P
P P
P P P
P P
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SEVERE LOCAL STORM OBSERVATIONAL GUIDELINES
The table below is a set of observational guidelines for severe local
storms that have reached the mature convective phase (i.e. actually PrOducing
severe weather conditions like hail, tornadoes, and/or strong surface winds). The
guidelines represent what parameters are required and their spatial, temporal, and
vertical resolution and accuracy. The guidelines represent what is required to
monitor the thunderstorms that are in progress and the surrounding atmosphere within
which more storms could be produced. Nearly all of the guidelines have a range of
values. Most of the improvements to understanding and prediction of severe local
storm events are expected to come as observations move from the low resolution end
to the high resolution end of each range. Although observations outside the low
resolution limits can still be of benefit, the greatest increase in improvement
should come from the observations within the range. Likewise, to improve observa-
tional performance beyond the upper limit is not expected to result in much
improvement in the basic understanding or the forecasting of these events.
The earth coverage, even at the highest temporal resolution, shouldbe at least
I000xi000 km. Therefore, the combination of resolution, coverage and accuracy will
place high demands on the instruments and the rest of satellite system (e.g. naviga-
tion, communications).
In general, these guidelines represent the most demanding set that is connected
with studying atmospheric processes. When these guidelines are satisfied, then just
about all of the guidelines associated with mesoscale and regional scale atmospheric
circulations are satisfied including data sets that could be used in atmospheric
models. Many guidelines would also be satisfied concerning the diurnal measurement
of parameters connected with global change (e.g. clouds). For global change, large
areas (e.g. full disk) would be monitored at lower temporal resolution {e.g. 5-60
minutes).
Resolutlon
Parameter Spatial Vertieal Temporal Absolute Accuracy
(kin) (kin) (rain)
Temperature:
0 Surface 5-15 10-30 +1-2R a
o Proflle, General 10-50 1-5 b 30-120 ;1-2K a
o Profile, Thunderstorm 5-25 1-5 b 1-10 !1-2K a
and Immediate Vicinity
Moisture:
o Profile, General 10-50 1-5 b 30-120 !5-15RH
o Profile, Thunderstorm 5-25 I-5 b 1-10 15-15%RH
and Immediate Vicinity
o Lower Tropospherle 3-15 5-30 !IO-25%RH a
Moisture Gradient
(e.g., dry line)
Surface Pressure:
o General 10-50 30-120 O.5-I.O mb a
o Thunderstorm and 5-25 1-10 0.5-I.0 mb a
Immediate Vicinity
Winds:
o Boundary Layer 5-20 0.2-I 5-30 ±1-3m/see
o Above Boundary Layer I0-50 1-5 15-60 !1-3m/sec
Prec_pltatlon:
o Rate 3-50 3-30 ±20-50%
o Type I-I0 I-I0 Rain/Hail
o Yes/No 5-50 6-60
Cloud Top Height 0.5-I0 0.25 0.5-15 1250-500m
aRelative accuracy is one-half these values
bNeed 0.2 km vertical resolution for inversions
OR|GINAL PAGE IS
OF POOR QUALITY
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FUTURE GEOSYNCHRONOUS SATELLITES - MAJOR INSTRUMENT REQUIREMENTS
The table on the following page describes the major earth-viewing
geosynchronous satellite remote sensing requirements that result from the parameter
requirements like what is shown on the previous page. This is the best that we can
envision based on the current state'of the art. There are still areas where further
progress is needed which will be specified later. There are numerous instances in
the following table where the remote sensing requirements are different than the
parameter requirements. A good example is what is needed to track clouds to infer
the winds as contrasted to the actual spatial and temporal resolution of the wind
fields. The instrument temporal and spatial resolution requirements are much
greater than the wind field resolutions since the instr_ental resoiutions are
dependent on accurately locating and following the progress of small cloud elements
to determine the winds.
There are many places in the table where a wide range of resolutions is
indicated. This is because a number of uses are expected and the range reflects the
resolutions associated with those uses. The principal requirements that are
expected to drive instrument and spacecraft system design in the table are as
follows:
I) The microwave spatial resolution for precipitation, temperature, and moisture
profiles. Even if high frequency microwave window channels (e.g. 150 GHz) were used
for precipitation, an antenna size of about 70 m would be needed to achieve I km
resolution. The use of lower frequencies would require proportionally larger
antennas.
2) The combination of spectral and spatial resolution, radiometric resolution and
sensitivity, and coverage requirements associated with infrared temperature and
moisture profiling.
3) The combination of spatial resolution (particularly infrared), image frequency,
and radiometric sensitivity associated with the measurement of surface temperature,
cloud properties, and precipitation using visible and infrared imagery.
4) The combination of spatial resolution and sensitivity requirements associated
with ocean color and vegetation measurements.
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Parameter
Primary
Instrument
Type
Future Geosynchronous Satellites
Major Instrument Requirements
Resolution
Spatial Temporal
(km) (min) Spectral
Nadir
Earth Coverage
(km)
Typical
Sensitivity
Values
Temperature
Surface
Profiles
o Visible and IR 51 $I0 _50 nm
o Imaging (I000xi000 km)
s60 (full disk)
o IR Profillng _5 (IR) 1-10 (IR) 0.2-40 cm -I (IR)
o Microwave (MW) 5-25 (MW) 1-30 (MW) - up to
profillng I000xi000 km
200-500 MHz (MW)
1000x10001
1000xi000 t
sO. IK NEAT
at 300K
(IR channels)
_0.1K NEAT -normal
scene temperature
for a channel (IR)
_0.25K NEAT -normal
scene temperature for
a channel (M%V)
Moisture Profiles o IR Profiling s5 (IR)
o MW Profiling 5-25 (MW)
I-I0 (IR) 1-40 cm-I (IR)
1-30 (MW) - I GHz (MW)
up to I000xi000
km
I000xi000 ] Same as temperature
profiles
Ozone o UV spectro- 10-50 10-60 2 nm (UV)
meter
o IR Imaging or 0.35-5 cm -I (IR)
Profiling
I000x10001 I% within 100-600
Dobson units (UV)
0.1K NEAT at 200K
{IR)
Winds o Visible, IR and 0.2-2 1-10 e20 nm (IR)
MW imaging
o IR and MW Temp. 5-25 10-180 Same as temp.
profiling profiling
1000x1000 ] IK NEAT at 200K (IR)
Same as temp. profiles
Precipitation Visible, IR and 0.5-5 (vis & I-5 (vis & IR) _20 nm (vis & IR)
MW imaging IR) 1-10 (MW) 3-30 (HW) 0+5-I GHz (MW)
Cloud Properties Vlslble and IR 0.2-I 0.25-30 1-50 nm
500x5001 0.SK NEAT at 200K
(IR)
IK NEAT at 200K (MW)
500x5001 0.5 K NEAT at 200K
(e.g. amount,
type, and
height)
Imaging
Lightning Visible and Near I-I0 I milllsecond I nm
(IR)
1000x I0_01 4.5 ujoules m "2 ster
IR Imagery
Sulfur Dioxide
(volcanic
eruption)
UV spectrometer 10-50 10-60 I nm 1000x10001 _3 milliatm.
cm of SO 2
Ocean Color Vlslble and IR O.1-0.5 30-60
Imaging
10-20 nm
lOOxlO0 up O. 03ster__ m-zto I000xi000 _-_
Vegetation Visible and IR 0.03-0.5 30-60
Imaging
10-20 nm 50x50 up to O. 03 MW m -z
500x500 U -_ ster -_
IMinlmum coverage needed--up to full disk required for maximum coverage
O_GiNAt PAGE Ig
OF POOR QUALITY
87
RAPID CONVECTIVE CELL GROWTH
The following series of aircraft photographs of the tops of a violent thunderstorm
illustrates the need for extremely frequent imaging to accurately depict what is
occur_ing_during an extreme event. It is crucial that we design our satellite
instruments to capture extreme events because they are the ones that have the
greatest impact. Hail and tornadoes were produced during the lifetime of this
convective complex. _
These rapidiy_growing and dissipating domes penetrated into the lower strato-
sphere in extreme southern Texas on May 12, 1972 From about 90 km away and with
the aircraft near the level of the anvil, a dome near the center of each photograph
grew rapidly between 2330 and 2331GMT and had begun to collapse at 2332. At
2331:30 the height of the 7.7 km wide dome was 2.3 km above the cirrostratus
anvil. Between 2330 and 2330:30 the vertical growth rate was 27 m sec -I and slowed
to 18 m sec-" over the next 30-sec interval. New cells can be seen beginning to
grow on both sides of the principal dome near the end of the sequence.
These extreme growth rates and the cell dimensions can provide guidelines for
the development of future geosynchronous satellite instrumentation. From the
analysis of this case and other similar events, we have concluded that g I km
visible and infrared imaging resolution is required at 15 second intervals to
properly monitor the tops of violent convection.
PHOTOGRAPHED FROM A LEAR JET AT 45,000 FT.
MAY 12, 1972
2330 GMT
2330:30 GMT
2331GMT
2331:30 GMT
2332 GMT
2332;30 GMT
ORIGINAL PAGE IS
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FUTURE GEOSYNCHRONOUS SATELLITE REQUIRF_NTS
A. Space System Requirements
I. Absolute Earth Location (3a)
Within I pixel of the highest resolution measurement made on the spacecraft.
2. Imaging Within Image Stability and Image-to-lmage Registration (3_)
Within 30% of the highest resolution measurement made on the spacecraft.
3. Instrument-to-lnstrument Alignment Knowledge (3a)
Within I pixel of the highest resolution used in the analyses of measurements
from the combined instruments.
4. Absolute Pointing Accuracy - Within 5% of the smallest size areacovered from any
sensor on the spacecraft.
B. General Instrument Requirements
I. Imaging -
a. Channel-to-channel registration (3a) - Within 30% of the highest resolution
pixel in the instrument. This could be a system requirement if there are very high
frequency sources of spacecraft jitter.
b. Knowledge of diffraction effects out to the 99% encircled energy level.
c. System MTF at least to the GOES I-M imager level.
2. IR Profiling
Channel-to-channel registration (3a) - Within 10%
Knowledge of diffraction effects out to 99.5% the encircled energy level.
High spatial resolution cloud knowledge out to the 99% encircled energy
a,
b.
c.
level.
3. Microwave Profiling
a. Same as items I and 2 for IR profiling
b. Beam efficiency within Aries disk - 297%.
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Examples of Major Technological Challenges for the Next 25 Years
System
o Earth Location Accuracy
o Image Stability
o Motion Compensation for Diverse Sensors on Same Spacecraft
Implementing Complex MeasurementScenarios
o Rapid and Accurate Parameter Determination and Widespread Information
Dissemination
o Longer Lifetimes (includes servicing)
Visible and Infrared Imaging and Infrared Profiling
o Detector Technology - Stability, Sensitivity, Arrays, Spectral
Knowledge, etc.
o Calibration - Large Mirrors
o Coolers (radiative, refrigerators, cryogen)
o Pushing Spectral Resolution Limits (filters, interferometers,
spectrometers, Fabry-Perot)
o Scanning Mechanisms - Stability
o Minimize Diffraction Effects
o Channel-to-Channel Registration
Microwave Imaging and Profiling
o Develop and Maintain Antenna Surface Tolerances (!1/20k)
o Earth Coverage of e1OOOx1000 km (up to full disk) Within Temporal Limits
Using Large Antennas
o Unfurling Large Antennas and Maintaining Surface Tolerances (e.g. 50 m
Antenna Measuring at 220 GHz)
o Minimize Antenna Movement Effects on the Performance of Other Sensors
o Synthetic Aperture Microwave
Major Areas for Further_e25 years) Development in Geosynchronous
Orbit
Active Sensing (e.g. lidar, radar)
o Pressure (surface and profiles)
o Temperature and moisture profile vertical resolution and accuracy
o Precipitation
o Very Large Microwave Antennas (_100m) for Low Frequency Measurements
(S40 GHz)
o Surface Energy Augmentation from Space
9O
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MULTIBODYDYNAMICSDISCIPLINE
The multibody dynamics discipline involves the large relative
motions of connected flexible bodies. Thus, the configuration of
the multibody system is time-varying, generally resulting in time-
varying inertial properties and sometimes in time-varying
stiffness properties. Hinge connections between the bodies are
necessary to enable the changing relative orientations. Because
there are multiple bodies, it is quite likely there will also be
multiple control systems with multiple objectives. Multibody
dynamics finds application in various fields. Many applications
impose constraints on the multibody system and the handling of
these is a critical aspect of the discipline.
o DEFINITION: Interconnected Flexible Body Dynamics With
Time Varying Relative Orientations
- Time Varying Stiffness and Mass
- Hinge Connections of Various Types
- Multiple Control Systems
o APPLICATIONS:
- Mechanisms
- Unfolding Deployment/Retraction
- Articulation
o CONSTRAINTS
- Motion Limiters, Mechanical Regulators
- Connect/Disconnect
- Lock/Unlock
- Robotic Hand-Off
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THE ROLE OF MULTIBODY DYNAMICS SIMULATION ANALYSIS IN CSI DESIGN
Four roles are here identified for multibody dynamics
simulation. Use of this simulation early in the design process can
be most effective as it can reveal design shortcomings before
commitment to a design concept. Multibody simulation can be used
to address performance degradation, constraint violation and
stability. Invariably the simulation models are more refined then
the design models and can thus be used to judge the suitability of
the design models. The simulation models usually incorporate
modes left out of the design models, thus addressing "spillover",
uncertainties in structure, controller, sensors and actuators, and
nonlinearities which are often neglected in design.
O IDENTIFIES TECHNICAL ISSUES EARLY IN DESIGN PROCESS
LESS EXPENSIVE THAN EXPERIMENTATION
CAPABLE OF PARAMETER STUDIES WITH REFINED MODELS
o ESTABLISHES CONTROLLER PERFORMANCE DEGRADATION
MODAL TRUNCATION, UNCERTAINTIES AND NONLINEARITIES
o ESTABLISHES VIOLATION OF CSI DESIGN CONSTRAINTS
STRUCTURAL MEMBER BUCKLING
ACTUATOR OUTPUT EXCEEDANCE
o EXAMINES STABILITY OF DESIGNED SYSTEM
ACTUATOR AND SENSOR PLACEMENT
LINEAR DESIGN ASSUMPTIONS
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LATDYN CAPABILITIES
The LATDYN (Large Angle Transient DYNamics) code is a
simulation tool for controlled multibody dynamics. The code is
finite element based with the present version having a limited
element library consisting of mass, spring, damper and beam
elements. The user models each body with finite elements, rather
than with truncated modes or other function sets which have to be
generated outside the multibody program.
Control laws are input through a FORTRAN-based command
language which gives the user internal access to the code from an
external position. Further details on the program architecture are
given in the chart on LATDYN architecture.
Practicalities of control implementation can also be modeled
such as actuators, friction and time delay in digital control.
Two and three dimensional versions are available and results from
these are presented herein. Additional information on the code is
available in references 1 - 3.
i,6:
Antennadeployment _ _ On-orbitconstruction
Space Station robotics
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LATDYN CAPABILITIES
o SIMULATION ANALYSIS TOOL FOR LARGE MOTIONS AND DEFORMATIONS
OF CONTROLLED MULTIBODY STRUCTURES FOR,
ASSEMBLY DYNAMICS, ARTICULATING COMPONENTS, ROBOTIC
OPERATIONS
o FINITE ELEMENT BASED STRUCTURAL MODELING
RIGID OR FLEXIBLE COMPONENTS
ARBITRARY GEOMETRY
o EXTENSIVE CONTROLS MODELING
FORTRAN BASED COMMAND LANGUAGE PERMITS SIMPLIFIED USER
INPUT OF CONTROL ALGORITHMS
o ACTUATOR AND MOTOR MODELING
FRICTION AND TIME DELAY
o 2-D VERSION DEVELOPED IN 1986
o 3-D WORKING VERSION OPERATIONAL
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LATDYN ARCHITECTURE
For the structural part of the modeling, user commands
resembling that of a typical general purpose finite element
program are employed. However, for controls, the commands take on
a somewhat different character. The user writes the control law
equations in FORTRAN within a command statement using a defined
protocol to access utilities residing in the LATDYN pre-processor.
(Since most users are well acquainted with FORTRAN this is a
natural language to use.) The pre-processor generates complete
FORTRAN code which is then placed in empty subroutine shells.
This resembles the user-written subroutines employed by other
programs, but has the distinct advantage of relieving the user of
the burden of understanding the complex operations of the code.
The user need not be concerned with what subroutines are created,
nor how data are transferred within the code. This and many other
functions are performed automatically. Finally the generated code
is compiled and linked to the LATDYN computational core.
Furthermore, the user can create his own variables and can
readily specify logic conditions under which commands are to be
activated or deactivated. This is an important aspect for control
actuators which are only activated once prescribed conditions are
exceeded or can become saturated as in the case of momentum
exchange devices.
FORTRAN
\ / _Compiler_0_
SUBROUTINE //
I LATDYNPreprocessor
_ATDYN COMMAND LANGUAGE 1
USERS
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GENERIC JOINT BODY WITH VARIOUS TYPES OF HINGE CONNECTIONS
The class of structures to be treated by this program is
joint dominated. That is, the mass of the interconnecting joints
between the bodies represents a significant portion of the total
mass and the orientation of the joint's hinge lines plays an
important role in determining structural behavior. It is thus
reasonable to construct the finite element program with the joints
as a part of the element connectivity. This avoids numerical
problems which can arise due to what might be called "the tail
waging the dog" phenomenon. Furthermore, since large angular
rotations are not vectors, connectivity relationships could be
time varying and quite complex. The use of hinge bodies
circumvents these connectivity complications.
A generic hinge body with several members connected to it
through various types of joints is depicted in the figure.
Accommodations for hinge connections to various members connected
to the hinge body are built into the formulation.
A Cartesian coordinate system is used to measure three
translations of a designated point on a hinge body and a
transformation matrix provides the orientation of three orthogonal
axes embedded into the hinge body. Members are assumed to be hinge-
connected to a hinge body. The connecting hinge line is embedded
into the hinge body and is related to the hinge body axes through
a fixed transformation matrix F. The rotation O about the hinge
line is time varying.
Revolute connection
Joint body coordina:s _ "_,i_1111_=_ AxI'- Joint/ t' body
e
Universal }_.£_ __..._
Ball ""
c_
!
/
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DEFORMED FINITE-ELEMENT AND ELEMENT COORDINATE SYSTEMS
Each structural member is divided into finite elements. A
typical deformed element is shown in the figure. The orientation
of the element at its ends is monitored by means of a two-element
coordinate system, one at each end. These coordinates move with
the element. The x-axis of the element system is tangent to the
element at its end and the other two orthogonal axes are parallel
to the principle axes of the element cross section. The
orientation along the length is found from an assumed polynomial
shape function as in any finite-element analysis.
A convected coordinate system is used to define a reference
for measuring element flexural deformations. This separates rigid
body and deformable motion. As shown in the figure, the convected
x-axis connects the end points of element. Its other two
orthogonal axes roll with the element.
Convected axis End 2
Element coordinates move
with cross section
End 1
Deformations are measured from convected axes
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COMPARISON OF RESULTS FOR FLEXIBLE BEAM SPIN-UP ON A PLANE
A flexible rotating beam, with a one hertz fundamental
frequency is accelerated to a constant angular velocity in six
seconds. The results of the LATDYN program are compared with those
from a commercial code known as DADS. (See reference 4 for
further details on this code.) Results are in excellent agreement
with only a slight deviation during the transient region. The
LATDYN model uses two finite elements, but one would have
sufficed. The DADS result can be found in reference 5.
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MINI-MAST DEPLOYMENT
The Mini-Mast is a 20 meter long, triangular cross-section,
three longeron truss. The truss members are of graphite-epoxy and
the joints, which contain the hinges between the members, are
titanium. Reference 6 provides further details on the truss
properties. The Mini-Mast derives its name from the longer 60
meter mast formerly planned as an on-orbit experiment deployed
from the Space Shuttle's cargo bay. The Mini-Mast was designed
and fabricated by the ASTRO Corporation.
The upper portion of the chart shows a single bay of the
truss. Deployment proceeds by rotating the upper triangle I00
degrees counterclockwise about the vertical axis till the
longerons are in a vertical orientation. Though not shown in the
figure, a diagonal exists on each face of a truss-bay. The
diagonal has a folding hinge at its mid-length and locks-up
following deployment.
The hinge angles are designed so that when fully packaged, as
it would be in the cargo bay, the members are stress free. Also,
when fully deployed, the members are stress free. However, during
deployment or retraction, the members deform considerably. This is
seen in the bottom portion of the chart both in the bending and
twisting moments of the longeron.
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LATDYNSimulation of Controlled Robotic Slewing
Operation on Space Station
The LATDYN code is used to simulate Space Station
response to a i0 degree slew of an RMS-like arm carrying a 32,000
pound payload. The slew operation is performed very slowly,
taking 80 seconds. (At this rate a complete 360 degree operation
takes about the half an orbit of the station.)
A torque motor at the arm's root drives the operation and,
using angular rate feedback, suppresses the arm's vibration. As
shown in the figure, the simulation provides the torque history
which can then be used to improve the design of the torque motor,
gimbal, or truss members. Also provided is the resulting module
micro-gravity environment which shows that even though the arm
controller suppresses arm vibration, as seen in the torque
history, the modules continue to ring for a long time. Clearly
more is required if the module micro-gravity environment ±s to be
further reduced.
OF-2
10° Slew of 32000 Ib
In 80 Seconds
• Perform 10° slew using RMS-like arm
• Torque motor control law performs slew and
suppresses payload vibration
• Generate torque history for future loads analysis
• Examine micro-g environment
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SPACE CRANE CONTROLLED MANIPULATION
In these three figures, results are presented for the
simulation of a space crane manipulation. Such a space crane may
be used for on-orbit construction.
A torque motor rotates the crane 45 degrees about the
vertical axis. An angular rate feedback loop is used to help
suppress crane vibrations. The crane is modeled using a continuum
beam representation of the crane's truss-like components. Three-
beam component beams are thus used in the model.
The simulation is used here to identify the maximum rate at
which the manipulation can be performed. The criterion used is the
structural integrity of the crane. Buckling of truss members
occurs at about 50,000 Newton-meters of bending moment on a built-
up truss cross section. Results indica[e that rotating 45 degrees
in 5 seconds (a little faster than a clock's second hand) is about
maximum speed. Of course, safety factors must be applied to this,
thereby further restricting manipulation speed.
Y
z
CONTROLLED BOOM SWING
HG#_
d
Y / GD#2
HG#I ___ X
_GD#I
Z
• A GRID IS DEFINED
,4 A HINGE IS DEFINED
HG_3
GD#4
LATDYN REPRESENTATION
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ANGULAR MOTION OF SPACE CRANE DURING 45 DEG. CONTROLLED SWING
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Potential CSI Test Article
A potential CSI article is depicted in the first of the next
three charts. Though not shown to scale, the truss contains ten
inch cubic bays. In £he LATDYN slmulation, the larger antenna,
labeled B, is rotated 30 degrees about the vertical y axis (yaw
rotation) and the response at the truss center of gravity is
studied under two conditions; without an attitude control system
and with an attitude control system.
In the absence of an attitude control system, the yawing of
the antenna produces a yaw of the spacecraft due to conservation
of angular momentum and a roll of the spacecraft due to the offset
of the antennas from the truss'beam neutral axis. In addition,
gyroscopic effects result in a smaller pitching motion of the
craft. Angular feedback control on the motor which drives the
antenna yaw helps to suppress some of the ensuing vibrations. Its
design being based on rigid body assumptions, it does a poor job
of this.
In the presence of an attitude control system, the overall
attitude of the spacecraft is kept along its nominal path, but
vibrations of the flexible craft are significant. Additional
actuators are necessary to reduce these vibrations.
Antenna A Y
X / t_l
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SPACECRAFT RESPONSE AT TRUSS C.G. DUE TO 30 DEG. LARGE
ANTENNA YAW - WITH ATTITUDE CONTROL
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Requirements for Multibody Benchmark Experiments
The next two charts address the need for multibody
experiments which can be used to determine their accuracy and
reliability. Such experiments should be relatively inexpensive and
easy to assemble and to change out components. Most importantly
their motions when rigid components are used must be significantly
different from their motions when flexible components are used.
One such experiment is shown It consists of three nearly
rigid members and one pendular member which can be either rigid or
flexible. Response of the pendular member tip is shown both for a
flexible and a rigid member. The responses are desirably
different, even having a somewhat different fundamental frequency.
The dimensions of the members and the tip mass have been
chosen so as to make the device stable, but these can be changed
to come as close as desired to instability. This represents an
important test for simulation codes, since they may predict
stability when the system is unstable or stable when it is not.
o INEXPENSIVE
O EASY TO ASSEMBLE AND CHANGE COMPONENTS
o FLEXIBLE MOTION SIGNIFICANTLY DIFFERENT FROM
RIGID BODY MOTION
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FLEXIBLE PENDULUM MULTIBODY EXPERIMENT
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CONCLUDING REMARKS
OMULTIBODY RIGID/FLEXIBLE COUPLED EXPERIMENTS ARE REQUIRED
FOR SIMULATION VALIDATION
o THOUGH COST-EFFECTIVE RELATIVE TO EXPERIMENTS, SIMULATION
OF SPACE VEHICLE OPERATON REQUIRES EXPENSIVE COMPUTER RUNS
o LATDYN VERSION AND DOCUMENTATION SOON TO BE RELEASED AND
WORKSHOP TO BE HELD
208
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OBJECTIVE
This paper examines large displacement assumed-mode modeling techniques in the
context of multibody elastodynamics. The range of both general and element-specific ap-
proaches are studied with the aid of examples involving beams, plates, and shells. For
systems undergoing primarily structural bending and twisting, with little or no membrane
distortion, it is found that fully-linear, element-specific, modal formulations provide the
most accurate time history solutions at the least expense. When membrane effects become
dominant in structural problems due to loading and boundary conditions, one must nat-
urally resort to a formulation involving a nonlinear stress-strain relationship in addition
to nonlinear terms associated with large overall system motion. Such nonlinear models
have been investigated here using assumed modes and found to lead to modal convergence
difficulties when standard free:free structural modes are employed. A constrained mode
formulation aimed at addressing the convergence problem is proposed here.
112
OVERVIEW
The general design trend for mechanical systems including machines and mechanisms,
spacecraft and satellites, robotic manipulators, and large space structures is toward ever
lighter, more flexible systems with increasingly faster dynamic response and minimal power
requirements. A consequence of the extreme flexibility of structural elements comprising
these systems is that elastic deformation of components often occurs during standard
operational motions. The deformations interacting with the control law performance can
lead to drastic effects on overall motion. These new designs have motivated increased
research, such as that summarized here, aimed at producing accurate models of such
systems for purposes of simulation, structural verification, dynamic stability determination,
and control law design. The role of simulation, in particular, has increased dramatically
in importance in recent years due mainly to two factors: (1)for many new aerospace
multibody system designs, Earth-based experimental testing in a non-zero gravitational
field cannot provide accurate answers concerning the behavior of the system in its actual
space environment, and (2)the increased competitiveness of worldwide consumer industries
necessitates fewer mechanical prototypes and more reliance on computational prototyping
procedures. A basic requirement of models intended for general-purpose simulation of these
newer designs is that they must be able to account properly for both large overall rotational
and translational motions and concurrent small strain elastic deformations of flexible body
components as well as accurately include the important coupling effects existing between
these two types of dynamic behavior. In particular, full consideration should be given to
the variations in flexible body stiffness caused by inertia forces arising from rapid overall
motion. In other words, when a component of a multibody system undergoes rotational
maneuvers or moderate-to-fast translational accelerations, the resistance of the component
to deformation may change considerably; this fact should be incorporated in the system
model used for simulation.
I
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SPACECRAFT APPLICATIONS
Although multibody dynamic analysis spans many application areas, including auto-
motive and off-highway vehicles, rail cars, agricultural and construction equipment, con-
sumer products, biomechanical systems, and robotic manipulators, perhaps the most rigor-
ouste_ing ground for general:mult]body dynamic analysis techn_ues occurs in spacecraft
applications due to the total freedom of translational and rotational motion, the large
amplitude inertia forces, the high flexibility 0flight-weight aerospace =structures, and the
complex behavior of the active control systems.
In order to focus our study of multibody elastodynamic techniques on key issues of
concern for the majority of space transportat;0n vehicles, space stations, Earth satellites,
and complex interplanetary probes, we will limit our investigations to four typical cat-
egories of _verall system motion, namely: (1)stationkeeping, (2)constant spin rotational
motions, (3)slewing or repositional maneuvers, and (4)spin-up or spin-down motions.
a Pmlx_KlSpiceStaionDesk.
c SCOLECo_l'_'.,*io.withF'l_te
_ SelNNING _DY
-_, FLUIDS
b Flexib_Dual_ Smolko
d WISP wth Flexit_ Dipole Antenna
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OUTLINE
The following discussion begins with a summary of two necessary, but not sufficient,
requirements for multibody elastodynamic programs to accurately simulate uncontrolled
and actively-controlled systems containing deformable structural elements undergoing large
overall rotation and translation as well as small deformation.
This is followed by a brief review of possible modeling techniques and pitfalls to
be avoided. Element-specific approaches involving physical discretization, Galerkin finite
element discretization, and modal discretization techniques are examined. Advantages and
disadvantages of each approach are discussed.
Then, new element-specific linear and nonlinear modal formulations for beams, plates,
and shells are introduced and compared to other techniques. Finally, simulation results
indicating the effectiveness and accuracy of various methods are presented.
I. Requirements For General Flexible Multibody Formalisms
• Element-Specificity
• Proper Coupling of Deformation/Overall Motion
II. Possible Modeling Approaches
• General Modal Continuum Modeling
• Element-Specific Discrete and Continuous Modeling
III. Linear and Nonlinear Element-Specific Formulations
• Consistently Linearized Beam, Plate, and Shell
• Second-Order Beam and Plate Models
IV. Simulation Results
• Membrane/Bending Problems
• Convergence
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REQUIREMENTS
In order to accurately predict motion of joint-connected systems of rigid and de-
formable bodies undergoing both large overall motion and small deformation, a dynamic
formalism must satisfy a number of important criteria. Two of these criteria which will
be explicitly discussed here are: (1)the ability of the formalism to model specific element
types differently and completely, and (2)to include motion-induced stiffness variations.
I. Treat Structural Element Types Distinctly
• Different Models for:
- Beams,
- Plates,
- Shells,
- Solids, etc
II. Model Motion-Induced Stiffness Variations
• Axial Inertial Force Contributions
• Rotational Inertial Force Contributions
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MODELING APPROACHES
There are numerous ways to characterize the deformability of elastic bodies in a
multibody system. The techniques range from pure physical discretization methods to
mathematical discretization procedures involving local (Galerkin finite element) or global
(Rayleigh-Ritz assumed mode) shape functions.
Solution Approaches for Large Disl:lacernent Elastodynamics
Physical System
I
I
Discretized System Model
I
Orclinary Differential Equations
I
I I
Discrete Masses Discrete Masses
:=nO Stiffne=ses and Stiffnesse$
Soeci|ied SvrnOolioally Si:ecffied Numerically
! I
C=osecI-Form
AnalyticaJ
Solution
1
Numerical Solution
ot Ordinary Oiferential
Equalions
I
Continuous System Model
I
Partial Differential Equations
1 i
Finite Element Assume_l Mocle
Formulation Formulation
I I
Solution Techniques for Large Displacement Elastodynamics
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MODELING APPROACHES (CONT'D)
These methods can be further sub-divided according to the manner in which com-
ponent bodies are treated directly within the multibody formalism in question. Some
formalisms model each component body, regardless of its actual composition, as a gen-
eraI three-dimensional continuum whose flexibility is characterized entirely by component
modes obtained from a separate finite element analysis wherein the component was mod-
eled in detail using structural elements. However, in order to provide proper model fidelity,
it will be shown that the components also must be modeled using structural elements di-
rectly within the multibody formalism, even if modes are obtained from a separate detailed
structural finite element model.
General Modal Linear Continuum Modeling
Finite Element ]Component Model
_Model _N_
BEAMS, PLATES, SHELLS,
1 AXISYMMETRIC SOLIDS, [
, 3-DSOLIDS, PLANE STRESS, ]
_E STRA_
Flexible Multibody]System Model
@
v- (,'%'--k
/Eigensolution_/Modal Integral _ Simulation_
k(Linear) ] -_ProcessorL J " _(Nonlinear)_, ]
Ai, _k,i Si] = f P¢li¢ljdx *Solution*
0
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ELEMENT SPECIFICITY PROBLEMS
SLOW REPOSITIONAL MANEUVER OF CHANNEL BEAM
In order to examine differences between formalisms that are element-specific and those
that employ general linear continuum modeling, we will use the two methods to predict
response of a sample system. Shown below is a flexible channel section beam which is to
be repositioned slowly through an angle _ of 180 °. The time history of the angle _, shown
in the sketch, is given below.
_t u3
Flexible
Repositional Maneuver Angle
!
0,0 15.0
Time (sec)
I
30.0
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ELEMENT SPECIFICITY PROBLEMS
SLOW REPOSITIONAL MANEUVER OF CHANNEL BEAM - RESULTS
The following page shows the predicted values of the displacement of the tip of the
channel section beam relative to a point which is fixed on the rigid hub and originally
coincident With the beam tip. The results show that the general linear continuum mod-
eling approach and the linear beam-specific approach predict similar in-plane transverse
displacements but very dissimilar twist and out-of-plane displacements. The beam-specific
approach has been verified by independent use of nonlinear finite element techniques as
well as physical discretization. The linear continuum modelling approach is in error due
to its inability to provide proper coupling between overall motion and small deformation,
even during extremely slow maneuvers. Proper account is not taken of the coupled bending
and twisting inherent in a beam of this type.
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MOTION-INDUCED STIFFNESS PROBLEMS
As discussed in many recent publications, it is also extremely important that flexible
multibody formalisms be capable of accurately capturing motion-induced stiffness varia-
tions. Conventional linear modal continuum models embedded in multibody formalisms
cannot do so in general. Shown below is a beam attached to the inside of a rotating rim.
Classical theory and element-specific modal approaches predict the beam will buckle; how-
ever, the non-element specific approach erroneously predicts stable oscillatory deformation.
Constant
0,9
Speed Spin -- Buckling
Conventional Vs. Enhanced Modal Theory
Analysis
0.8
E 0.7
v
_ o.6
E
o 0,5
o
__ Izz
;5 0.4
£k
_- 0.3
> 0.2
Im
C
_- 0,1
0
-0,1
BEAM-SPECIFIC FORMULATION
Modal Formulation
- Agrees with Kammer, Schlack - 1984.
- Agrees with Peters, Hodges - 1980.Out-of-Plane Buckling Eqs. same as
White, Kvaternik, Kaza - 1979
L/_. = 0.5
/ Ryan - 1985.
.O___
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LINEAR AND NONLINEAR ELEMENT-SPECIFIC MODAL MODELS
In order to overcome the previously-noted limitations in general continuum-based
approaches, two element-specific modal approaches are proposed. Due to the use of modes,
these methods provide a high level of efficiency and they provide accurate results over a
certain subset of problems.
eConsistently-Linearized Multibody Structural Theories
- Structural Constraints Modeled Explicitly
- Equations Linearized in In-Plane Stretch Variables
• Second-Order Nonlinear Multibody Structural Theories
- Von Karman Strain Meaures Employed
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Element Specific
Consistently-Linearized Multibody Structural Theories
• Beam
s 1 fO x _9u2 2 -0u3 2]-Aul+ _ [(_--_a ) +(_--_a ) da
• Plate
1 f0 y 0u 3,r A_ u2 + -2 ( -_ )2dr #
A 1 fO x ,Ou 3,=
Miil+ GO + (K I + K L + Kg)q -F
Advantages:
- Excellent Convergence
- Captures Motion-Induced Bending Stiffness
Variation
- Ease of Modal Reduction/Controls
- Easily-Implemented- Linear in Deformation
Disadvantages:
- Don't Capture Motion-Induced Membrane
Stiffness
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Element-Specific
Second-Order Structural Multibody Theories
Beam
lf0g { (02u2_ 2ub = _ E Izz\ Ox2)
I fo_ { (aUl'_ l (au2,_ 2us={ EA [\Oxl+2kOx]
Thin Rectangular Plates:
(02u3 "_2 }dx+ Iyy\--_-2]
J
1(o_3_212}ex
02u3"_2
Oy 2 ]
(a2,,3_(o2,,3_(o2,,3'_2]}dxdy
--2(1 -- u) [k Ox 2 ] k Oy 2 ] - kOxOy/ J
l fob foa {(OUl_ 2 (Oul_(Ou3_2 (0u2_2
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Advantages:
- Captures Important Motion-Induced Bend-
ing AND Membrane Stiffness Variations for
Small Strain
Disadvantages:
- Poor Convergence With Standard Modes
- Order Reduction Results in Very Inaccurate
Models
- Very Costly to Incorporate
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SIMULATION RESULTS
The next two pages depict simulation results predicting the deformational behavior
of different structural elements and configurations undergoing prescribed overall motions.
Each of these maneuvers involves two phases, including a spin-up transient phase and a
steady-state constant spin phase. The first set of results pertains to beams and plates
mounted in a cantilever fashion to a rotating hub structure. The second set of results
corresponds to structures which are simply-supported to rotating rigid components. Three
curves are shown in the plots. The curves labelled C.G.L. denote the solution obtained
using conventional general linear modeling and not taking explicit account of element type
or structural element constraints. The curves labelled E.S.L. represent results obtained
by utilizing the consistently-linearized beam and plate models with explicit structural
constraints. Lastly, the curves marked E.S.N. indicate the response predicted by the
second-order Von Karman theories.
For all cases, the C.G.L. modeling method is unable to provide intuitively reasonable
results, and always predicts softer elastic response than when th e- structure is stationary.
For the cantilever structures, it has been independently proven that the E.S.L. method
provides the correct solution with very few standard modal functions. Although one might
expect a higher-order model to automatically provide better model fidelity than the linear
model, the second-order nonlinear Von Karman model cannot produce the correct solution
with a small number of standard modal functions. This conclusion is supported by the
curve labelled E.S.N. in the first figure. Using the same number of modal functions as in
the E.S.L. method, the E.S.N. method produced the result shown, indicating slow conver-
gence to the true solution. The poor convergence is due to the inability of the standard
modes to capture foreshortening effects when structural constraints are not imbedded in
the formulation. To correct the problem, one may use interaction modes involving com-
binations of standard axial and transverse modes to model the true nonlinear transverse
response.
When one studies simply-supported structures, very different results are noticed, as
shown in the second set of figures. In these structures, membrane effects are dominant, and
foreshortening is of secondary importance. The E.S.N. method provides correct solutions,
as verified independently, with very few standard modal functions. There is no need to em-
ploy interaction modes in this case, since the bending effects are of secondary importance.
The E.S.L. method which efficiently produces the correct solution for cantilever-type struc-
tures cannot do so for simply-supported structures undergoing large overall motion due to
the inherently nonlinear nature of the problem.
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CONCLUSIONS
• Multibody Elastodynamic Formalism Requirements:
- Ability to Model Element-Specific Behavior
- Model Motion-Induced Stiffness Variations
• Alternative Approaches:
- Explicitly Account for Geometric Constraints
- Use a Nonlinear Strain Measure
• Consistently-Linearized Models:
- Work Well For Most Problems
- Cannot Capture Motion-Induced Membrane
Stiffness Variations
• Second Order Structural Theories:
- Account for Membrane-Dominant Motion-
Induced Stiffness Variations
- Converge Slowly With Standard Mode Func-
tions
• Nonlinear Constraint Functions:
- Serve Well as Modal Functions in Order to
Improve Convergence in Second Order Struc-
tural Theories.
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ABSTRACT
Large spacecraft such as Space Station Freedom employ large trusses in
their construction. The structural dynamics of such trusses often exhibit
nonlinear behavior and little damping which can impact significantly the
performance of control systems. The Mini-MAST truss was constructed to
research such structural dynamics and control systems. The Mini-MAST
truss is an object of study for the Guest Investigator Program as part of
NASA's Controls-Structures Interaction Program. The Mini-MAST truss is
deployable and about 65 feet long. Although the bending characteristics of
the Mini-MAST truss are essentially linear, the angular deflection under
torsional loading has exhibited significant hysteresis and nonlinear stiffness.
It is the purpose of this study to develop nonlinear and distributed
parameter models of the truss and to compare the model dynamics with
actual measurements. Distributed parameter models have the advantage of
requiring fewer model parameters. A tangent function is used to describe
the nonlinear stiffness in torsion, partly because of the convenience of its
easily expressed inverse. Hysteretic slip elements are introduced and
extended to a continuum to account for the observed hysteresis in torsion.
The contribution of slipping to the structural damping is analyzed and found
to be strongly dependent on the applied loads. Because of the many factors
which affect the damping and stiffness in a truss, it is risky to assume
linearity.
INTRODUCTION
Future missions in space require spacecraft which are considerably
larger and more flexible than current spacecraft. Large spacecraft such as
Space Station Freedom employ large, complex trusses in their construction.
The structural dynamics of such trusses often exhibit nonlinear behavior
and low structural damping which can impact significantly the performance
of control systems. For examPle, in reference 1, Lallman studies the effect
of damping on the performance of the attitude control system of the Space
Station Freedom. The Mini-MAST truss was constructed to research the
interaction of such structural dynamics and control systems and is an object
of study for the Guest Investigator Program as part of NASA's Controls-
Structures Interaction Program.
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The Mini-MAST truss was designed to be deployable to a length of
66.14 feet when fully extended. The bending characteristics of the Mini-
MAST truss are essentially linear. The angular deflection under torsional
loading, however, has exhibited significant hysteresis and nonlinear stiffness
during laboratory tests.
The complexity of such structures creates a burden to optimal design
and to systems identification for upgrading dynamic model parameters by
analyzing experimental test data. The large number of model parameters
which results if each structural mode is assumed to be independent can be
greatly reduced if distributed parameter models are used.
It is the purpose of this study to develop distributed parameter
models of the Mini-MAST truss and to compare the model dynamics with
the actual dynamic characteristics. A second purpose is to model the
nonlinear stiffness and damping properties of this joint-dominated truss.
is hoped that the study results will be useful in designing control systems
for large spacecraft (such as Space Station Freedom)which employ similar
trusses.
It
DISCUSSION
Because the Mini-MAST truss is representative of structures that will
be used for large spacecraft such as the Space Station Freedom, the study of
its structural dynamics is valuable in assuring the dependability and high
performance of spacecraft control systems. Figure l a. pictures the Mini-
MAST truss being deployed. The reduction in volume is striking when
compared to the deployed truss shown in figure lb. Reference 2 describes
in detail the design of the Mini-MAST. Because of the complexity of the
truss it is important to study simplifying models of its dynamics. Figure 2
shows how many modes are required to depict accurately the static
deflection of a cantilevered beam. The problem is compounded if the modal
parameters are considered to be independent. Because of the resulting
complexity there is considerable advantage in using distributed parameter
models. Due to the greatly reduced numbers of parameters required for
such models as shown in figure 3, the ability to employ systems
identification (Reference 3) and optimal design techniques is greatly
facilitated. Because of these advantages it is valuable to determine the
accuracy with which distributed parameter models can represent the Mini-
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MAST truss. For example, can such simple models predict accurately the
peaks of the frequency response shown in figure 4? If distributed
parameter models represent accurately the dynamics of the Mini-MAST
truss, then the model equations can be used to upgrade the model
parameters using systems identification. Also the models will be useful in
integrated control-structures design because their form provides easy access
to global varibles such as the modulus of elasticity.
The Mini-MAST truss, being deployable, requires a large number of
joints. The compliance and possible slippage of the joints may affect the
overall stiffness of the truss when viewed as an equivalent beam. The
action of the joints may also affect the damping of the truss as well. It is
important to know accurately the damping of a spacecraft in order to assure
reliable and high performance control. It is also important to understand
and to model any nonlinear behavior caused by the numerous joints.
Distributed Parameter Bending Model
The Mini-MAST truss is modeled as a cantilevered beam with an
added tip mass as depicted in the schematic in figure 5. The partial
differential equations (Euler beam equation) and boundary condition
equations (Cantilevered and tip mass) are solved thereby determining the
modal characteristics. First, the calculated Static deformation resulting from
a constant 15 pound for applied to the tip is compared to actual test results
in figure 6. The value of the stiffness parameter, El, for an equivalent Euler
beam derived from this test is 27.6 x 106 pound feet squared. The
comparison suggests that the model deformation matches the actual
deformation within the measurement error. The resulting modal
frequencies in bending are then compared with experimental results and
those for a finite element model* in figure 7. The frequencies
for the first few bending modes of the distributed parameter model
accurately match the actual bending frequencies of the truss. At higher
mode numbers, however, the actual modal frequencies are lower than the
theoretical values for the Euler beam model. Belvin** showed that the
shear deformation of a similar truss cannot be ignored as is done in
*Bailey, James, Finite-Element Model of the Mini-MAST Truss, personal communication,
NASA Langley.
**Belvin, W. Keith, Simplified Analysis of NASA's COFS 1 MAST-Beam, personal
communication, NASA Langley.
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the Euler beam model. Belvin used the techniques of reference 6 in his
study. The Timoshenko beam, in contrast, accounts for the shear
deformation and more accurately models the frequencies in bending as
shown in figure 7.
Figure 7 also shows the accuracy with which the frequencies of a finite
element model match the actual frequencies of the truss. The finite element
model is reasonably accurate even at high mode numbers. The parameter,
EI, used in the finite element model equals 29.8 x 106 pound feet squared.
In figure 8 the bending mode shapes generated by the same finite element
model exhibit shapes similar to Euler beams with one exception. Examina-
tion of the third mode reveals that the shear deformation is significant
enough to give a change in slope almost at the bottom of the truss. The
general contour of the mode shapes in figure 8 compare well with those of
the Timoshenko beam (not shown) but the irregularities which show
significant local deformation will be missing from the distributed parameter
models. It is possible that overlookong such local deformations could cause
control system instability.
The effect on the first bending mode frequency of changing the mass
at the tip of the equivalent beam is shown in figure 9. The frequency
response measurements of figure 4 had a tip mass which weighs 70.125
pounds (mass ratio = .31). The Mini-MAST truss excluding its tip mass
weighs 229 pounds. The Euler beam model depicts accurately the change in
frequency when the tip mass is removed. The assembly for the active
control of the Mini-MAST is expected to weigh in excess of 300 pounds. The
frequencies for higher mode numbers will not change as much as that for
the first mode because as mode number increases the motion of the tip mass
diminishes, thereby approaching a pinned end condition.
Distributed Parameter Torsion Model
Similar to the bending case, the truss is modeled in torsion as a
uniform shaft which is fixed at one end and has a tip body attached to the
other end. Based on the angular deformation due to an applied moment the
torsional parameter Glpolar equals 2.16 x 106 pound feet squared per
radian. The partial differential equations and end conditions are solved and
in figure 10 the model's torsional frequencies are comPared with
experimental results and the finite element model of Bailey's personal
communication. The close comparison indicates that the modal frequencies
for both the distributed parameter model and the finite element model
compare closely with the actual frequencies.
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Nonlinear Torsional Stiffness
Because the Mini-MAST truss exhibits significant nonlinear stiffness
and hysteretic behavior in torsion, it is necessary to model these
characteristics. The nonlinear stiffness model will be discussed first. The
hysteretic model will be treated in the next section.
Although the form of the nonlinear stiffness is approximately cubic,
a tangent function is used because (1) its form gives the nearly linear plus
cubic relationship that is needed, and (2) the tangent has a conveniently
express inverse. Figure 11 depicts the tangent model of the nonlinear
stiffness in torsion and introduces the parameters, K, and, B, which govern
the linear and the cubic contribution, respectively. The parameter, K, then is
the usual torsional stiffness.
In figure 12 it is evident that the tangent relationship compares well
with the experimental results. The data shown are believed to not involve
any slipping as it represents the relaxation from a load having been applied.
As the load is increased slipping does take place and will next be considered.
Torsional Slip Model
The torsional hysteretic model is comprised of an infinite number of
slip elements. An individual slip element is assumed to slip instantaneously
upon reaching a particular moment threshold. A reverse slip is assumed to
take place at a moment of equal level but opposite sign as depicted in figure
13. A slip distribution function is introduced which describes the
probability density function of the values of moment threshold. The second
order exponential form of the function, shown in figure 14, was chosen to fit
the experimental data. Effort is under way to link this distribution function
to the vertical loading of the joints. The total deflection amplitude consists
of (1) the deflection due to compliance without slipping plus and (2) the
deflection due to an accumulation of slips due to the applied moment. The
expected value of the accumulation of slips is given by the integral of the
slip distribution function between the last moment reversal or zero and the
current applied moment. The deflection equation is depicted in figure 15.
The total hysteretic model which contains both the nonlinear stiffness
and the hysteretic slipping is compared with actual test results in figure 16.
The close comparison of the model results and the actual hysteretic behavior
gives validity to the model for torsional deflection due to applied moment.
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The hysteretic behavior is expected to be dependent on the vertical loading.
When the 300 pound plus active control assembly is attached to the top of
the Mini-MAST the total angular deflections are not expected to change
significantly, but an increase in the moment threshold is expected. Because
of the effect of gravity it is difficult to determine the hysteretic behavior in
an unloaded condition as in space.
Structural Damping
The damping for the first bending mode is affected by the mass of the
tip body as shown in figure 17. The damping ratio which was measured for
the truss without tip mass was about 3.3%. This value was about three time
the value expected based on the assumption that the dimensional damping
of the truss would not change. The damping ratio would be expected to
double from the value of about .45% for the 70 pound tip mass. This
discrepancy is probably due to slipping being affected by vertical loading, as
is the case for torsion.
In torsion it is possible to link slipping to damping by accounting for
the loss of energy due to slipping. Figure 18 shows that the expected
contribution to damping from slipping for oscillations about the unloaded
condition reflect the shape of the slip distribution function. The damping
contribution for oscillations in torsion about a loaded condition may be as
low as zero because of the complete lack of slipping.
The statically determinant truss to be used on the Space Station
Freedom can be expected to involve internal loading. As a result the
damping of the truss for small amplitudes is not expected to involve slipping
and will consequently exhibit very low damping.
Laboratory tests have revealed a damping ratio for bending modes for the
cantilevered truss to be about .0045. The damping ratio will decrease when
large bodies are added to the truss. In the absence of air, the damping can
be expected to be even smaller, perhaps approaching .002.
Past practices of using a constant damping ratio of .005 for Space Station
studies does not represent the worst case. Lower values of damping should
be used which reflect mass loading and internal loading effects.
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CONCLUDING REMARKS
The MinizMAST trusshas been tested and analyzed for the purpose of
Understanding the dynamic characteristics' nonlinear stiffness and
hysteretic damping of large spacecraft.
It was necessary to use a Timoshenko beam model for bending to
account for the shear deformation of the Mini-MAST truss. The modal
frequencies of the Euler beam model were higher than the actual values.
A tangent function model of the nonlinear torsional stiffness was
developed and its parameters estimated to match experimental results.
A hysteretic slip model for torsion was developed using the experimental
test data. The slip distribution function used has a second order,
exponential form. The hysteretic behavior is expected to be affected by
changes in the vertical loading due to gravity.
The damping contribution in torsion of the hysteretic behavior was
deduced by analyzing the torsional slip model. The damping due to slipping
was determined to be quite dependent on loading conditions. A steady load,
for example, might eliminate slipping and consequently any damping
contribution due to slipping.
Future studies of control system performance should use lower values of
structural damping than the .005 used in the past, and should consider the
nonlinear effects.
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Figure la.
/
The Mini-MAST Truss Being Deployed.
Figure lb. The Mini-MAST Truss Fully Deployed.
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INTRODUCTION
This paper describes an unconventional framework for the design of
decentralized controllers for large flexible structures. In contrast
to conventional control system design practice which begins with a
model of the open loop plant, the controlled plant is assembled from
cont_lledcomponenS in which the modeling phase and the control design
phase are integrated at the component level.
The developed framework is called ControUedComponent_n_esis (CCS)
to reflect that it is motivated by the well developed Component_ode
_,the_ (CMS) methods which have been demonstrated to be effective
for solving large complex structural analysis problems for almost
three decades.
The design philosophy behind CCS is also closely related to that
of the Sub_s_mDecompos_mnA_r_ch in decentralized control.
CONTROLLED COMPONENT SYNTHESIS
CCS is a framework for an integrated, component oriented, finite-
element modeling and structural control design. Similar to CMS
methods, CCS is developed on the premise that a large complex
controlled structure is to be built from contro_dcomponen_: The finite
element modeling and control design are carried out for the
individual components; the model of the large complex structure is
assembled from the controlled components only for the purpose of
performance evaluation.
The cCS method developed herein adopts the following modeling and
control design considerations at the component level: Instead of
using either the boundary loading, or the constraint modes approach
as in CMS, we introduce a new approach called ho_tedBoun_Loading for
the development of component models. For the design of controllers
for the component, an _m_kmg_o, trolconcept is developed to
minimize the motion of the nodes that are adjacent to the
boundary, thereby suppressing the transmission of mechanical
disturbance from component to component in the coupled structure.
The major ideas behind CCS are:
Component modeling using Isolated Boundary loading
Connections to Overlapping Decomposition
Intelocking Control Concept
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COMPONENT MODELING
A two component structure, as shown below, will be used to
outline the modeling and design procedure of the CCS method. Each of
the structure component is composed of three finite elements.
Identified in the figure by Roman numerals are the finite elements,
and by solid circles are the element node points.
In the CCS method, the nodal coordinates of a component are
partitioned into three groups: The internal coordinates are
subdivided into a group of internal boundary coordinates _bs and a
group of internal coordinates _s. The boundary coordinates x_ remain
in a single group. The boundary coordinates are coordinates of the
boundary element, such as element III of component i, which are on
the boundary. The remaining coordinates of the boundary element are
designated the internal boundary coordinates. The remaining
coordinates of the component are the internal coordinates.
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ISOLATED BOUNDARY LOADING
The component mass and stiffness matrices are obtained from the
finite-element modeling of an expanded component, i.e., the original
boundary of the component is extended one finite element into the
adjacent component. The nodes of the expanded component consist of
the original nodes of the component, and the internal boundary
coordinates of the adjacent component. The mass and stiffness
matrices are obtained from the mass and stiffness matrices of the
expanded component by deleting the rows and columns corresponding to
the nodes in the expanded portion.
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CONNECTION TO OVERLAPPING DECOMPOSITION
The component models developed using isolated boundary loading
have direct connection with the Subsystem Decomposition Approach.
These models are identical to the decoupled subsystem models if an
overlapping decomposition is applied to the finite-element model of
the coupled structure. This is a key connection which allows the use
of tools developed by Siljak I and his co-workers for evaluating the
performance of the controlled coupled structure, after the controlled
component designs have been completed.
The mass and stiffness matrix connectivity is illustrated in the
following diagram showing how the component models can be
"contracted" to form the coupled structure finite-element model.
b 1 and b2 blocks are identical
due to boundary loading
b2 and b3 blocks are identical
due to boundary loading
_CONTRACTION
I
II
Overlapping Decomposition Connection
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INTERLOCKING CONTROL CONCEPT
The new insights gained from the developed component modeling ap-
proach in turn motivate a new component level control design concept
which we call InterLocking Control (ILC) in which collocated actu-
ator and sensors are placed at the internal boundary degrees of free-
dom, and the control law is designed, using the developed component
model for CCS, to minimize the internal boundary coordinate motion.
Such minimization would localize the dynamic interactions of the
coupled structure in the components. The component control action is
designed to lock up its own internal boundary to realize a boundary
condition which better approximates the one assumed in the component
modeling of its adjacent components.
A convenient control design technique for this concept is the lin-
ear quadratic optimal regulator approach in which the internal bound-
ary coordinates are considered as regulated outputs of the component
to be weighted together with the component control inputs in the
quadratic performance index. The resulting component control law min-
imizes this index.
The ZLC concept translates into a two step component control de-
sign process summarized below:
i. For the sth component, use the component model
M_,i_ Mbb,ir L x_ 0 I'_i b K_b,i L zb,
ys = Zib$
for control system design, where u' and y' denotes respectively the
control force exerted by the actuators, and the sensor outputs, at
the internal boundary coordinates.
2. Derive the component control law by minimizing the performance
index,
oo
0
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APPLICATION TO TRUSS STRUCTURE CONTROL
The developed CCS method is applied to the design of structural
control laws for a planar truss structure for a preliminary
assessment of its feasibility toward solving more complex structural
control design problems. This truss structure which is depicted below
has six bays, and the nodal coordinates are defined as the vertical
and horizontal displacements at the joints.
! !
2 , 6 , 10
Disturbance _& . : , : __
I !forces 1 5 9
il _ i _ ! _ i3
3 7 11I !
Xbl Xbl Xb2 Xb3 Xb3
1 1 2 2 3
u ,y u ,Y u3, y
Planar truss for CCS evaluation
External forces applied at the nodes are decomposed into
orthogonal components. The assumptions made are that the truss
members are subjected to axial forces alone, and not bending moments;
and the members are uniform rods of identical lengths L, mass per
unit length m, cross-section area per unit length A and modulus of
elasticity E.
The six bay truss can be viewed as a structure that consists of
three identical components, namely the left component, the center
component, and the right component, which are composed of the left-
most, the middle, and the right-most two bays respectively. The
six bay/three component truss structure is chosen to capture the
essential characteristics of a truss consists of an arbitrary number
of identical components, i.e., a truss structure with an arbitarily
large number of two bay components is composed of the three same
types of components identified in the six bay truss, with the center
component duplicated as necessary. Thus, conclusions from the six
bay/three component design apply equally well to the design of
structural controls for a multiple bay truss.
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TRUSS STRUCTURE CONTROL - CCS MODELING
For CCS, the component models are developed using the expanded
component introduced in Isolated Boundary Loading. The mass and
stiffness matrices of the expanded component are derived using a
finite-element method with the Ritz-Rayleigh approximation. The truss
member mass and stiffness matrices used in the assembly process are:
_ EA mLI
The component model is further scaled to remove the effects of the
material properties: a new time variable
r = Lt
is introduced, and the nodal forces are scaled by L(EA)-I
The three expanded components from which the component models are
derived are shown below. The internal boundary degrees of freedom at
which collocated force actuators and displacement sensors are placed
are marked by A.
Right-most Component
Left-most Component
Center Component
• Nodes to be truncated/Degrees of Freedom to be constrained
The three expanded component
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TRUSS STRUCTURE CONTROL - INTERLOCKING CONTROL DESIGN
The component level control design using the Interlocking Control
concept is carried out with a 4 × 4 identical control weighting
matrix R=.001 I for all three components. The control designs for the
left-most and right-most components are identical due to symmetry.
Therefore, we only need to carry out a center component design and an
end component control design.
The controlled components' poles, as well as the poles of the
controlled truss structure, are plotted in the figure below. Since the
left-most and right-most components are identical, we plot only the
poles of one of them which are denoted by End Component Poles in
these figures. All the poles of the controlled structure have
negative real parts, indicating that the closed-loop system is
asymptotically stable.
That the pole locations of the controlled components are close to
that of the controlled coupled structure indicates that the component
models developed for CCS are effective for this structural control
design.
+ Failed Coupled Structure Poles
A End Component Poles
x Center Component Poles
Coupled Structure Open Loop Poles
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the controlled structure, open loop poles of the coupled structure are inserted for reference
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TRUSS STRUCTURE CONTROL - SIMULATION RESULTS
For transient response studies, the response of the controlled
structure to three disturbance force pulses of 0.5 seconds is exam-
ined, simultaneously applied to the left-most nodes of the truss, as
shown in the three expanded component figure. The coupled structure
is assumed to be in static equilibrium initially in the simulation,
of which samples of the sensor output time responses are shown in
the top two figures below. Two of the twelve sensor channels, one
horizontal (Channel 1 in the three expanded component figure) and
one vertical nodal displacements (Channel i0), are selected. The
magnitudes of the displacement response drop by an order of magni-
tude per component for nodes that are farther away from the distur-
bances. The delay effect of the force pulses on the displacements
shown in the Channel i0 displacement figure below is typical for the
right-most component.
The developed CCS method inherits the capability to withstand
system failures from decen£ralized control developed using the
Subsystem Decomposition Approach. The controlled structure, in
which the center component controller failed, is simulated for the
same disturbances and initial conditions as before. The two bottom
figures below show an order-of-magnitude performance degradations
for one of the displacements (Channel 5) at the center component.
However, despite the center component controller failure, the
neighboring components stabilize the vibrations in the center
component with interlocking controls.
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1. Introduction
The successful control of dynamic systems such as space stations, launch vehicles, etc.
requires a controller design methodology that acknowledges and addresses the disruptive effects
caused by external and internal disturbances that inevitably act on such systems. These
disturbances, technically defined as "uncontrollable inputs," typically vary with time in an
uncertain manner and usually cannot be directly measured in real -time.
Traditionally, control designers have employed two basic techniques for coping with
uncertain disturbances. If the disturbance essentially behaves as an unknown constant, the
well-known technique of integral-control is quite effective. In those cases where the disturbance
behaves like random, erratic noise (radio static, sensor noise, etc.) the technique known as
stochastic (statistical) control is often used.
However, in many realistic cases of practical interest today, the significant disturbances are
not as simple as "unknown constants" and not as erratic and capricious as "random noise".
Moreover several such disturbances, with perhaps dissimilar characteristics, may enter the system
at different locations, thus creating a situation of multi-input disturbances. The accurate
positioning control of a space station in the face of uncertain crew motions, equipment movements,
.gravity gradient torques, structural deflections, etc. is an example of the kind of problem we have
m mind.
In this paper we will first describe a relatively new non-statistical technique for modeling,
and (on-line) identification, of those complex uncertain disturbances that are not as erratic and
capricious as random noise. This technique applies to multi-input cases and to many of the
practical disturbances associated with the control of space stations, launch vehicles, etc. Then, we
describe a collection of new "smart controller" design techniques that allow controlled dynamic
systems, with possible multi-input controls, to accommodate (cope with) such disturbances with
extraordinary effectiveness. These new "smart controllers" are designed by non-statistical
techniques and typically turn out to be unconventional forms of dynamic linear controllers
(compensators) with constant coefficients. The simplicity and reliability of linear, constant
coefficient controllers is well-known in the aerospace field.
Tlais paper is written in a tutorial style. Derivations and other technical details of the
material outlined here are contained in (refs. 1-34) listed at the end of the paper. To help the
reader quickly access specific details of interest, an unusually large number of topical citations
to those references are given throughout the text.
2. A Critique of Stochastic Control
The uncertain, time-varying nature of typical disturbances encountered by dynamic systems
has led many control designers to conclude that such disturbances are best modeled as random
processes and should be characterized by the statistics of their long--term average behavior such as:
mean-value, variance, power spectral density, higher-order moments, etc. Using this approach,
realistic disturbances are often treated as classical random "noise" (white or colored noise with
known statistical properties) and designers then employ the mathematical theories of stochastic
control to design controllers that yield good long--term "average" performance in the face of such
imagined "noisy disturbances". If the actual disturbances really do behave like radio static,
wide-band sensor noise, etc., such a controller is usually effective.
The potential trouble with this stochastic approach to disturbance modeling and control is
twofold. First, the actual disturbances encountered by the system might not behave like erratic
random noise. Second, knowledge of the long-term statistical averages of disturbance behavior, as
expressed by mean, variance, etc., may have little, if any, relevance to the problem of making
real-time control decisions for fast-acting, high-performance dynamic systems. Thus, a stochastic
controller that is "optimal" in the long-term average sense might yield unsatisfactory performance
in the face of realistic disturbances and dynamic systems with time-stressed performance
requirements, eg. tight set-point or servo-tracking requirements with specified short
settling-times. This latterpoint is rathersubtleandwarrantsfurther elaboration.
In orderto obtainmeaningfulnumericalvaluesfor the statisticalmean,variance,etc.,of an
uncertaindisturbancew it is necessaryto observeand analyzethe disturbancetime-behavior w(t)
< t < T as shown in Figure 1. Otherwise, the computedover a sufficiently long window of time to s
"mean" w (for instance) will vary unpredictably with the length of the observation window and
perhaps with the particular sample function w(t) being considered, thereby contradicting the
concept of statistical mean. On the other hand, the performance time-window to < t < Tp, during
which a controller must grapple with the disturbance and accomplish the specified control task,
might be significantly shorter than the minimal window t o < t < T s needed to evaluate the
disturbance's statistics. In the latter event, knowledge of the disturbance's long-term average
mean, variance, etc. would offer little, if any, help in making real-time control decisions; see
Figure 1. To make matters even worse, some of the most elementary forms of practical
disturbances w(t) (eg. random constant disturbances) do not satisfy the ergodic hypothesis; ie. the
hypothesis that ensemble-averages equal time-averages for "almost all" sample functions. This
hypothesis forms the foundation upon which most stochastic control principals are based.
3. Essential Disturbance Information for Real-Time Control Decisions
According to the preceding arguments, information about long--term statistical averages of
disturbance behavior is of little help in making real-time control decisions over short performance
windows. Thus, it is natural to ask: what disturbance information is essential for making "good"
control decisions in such cases? The answer is best stated in terms of two subcases.
3.1 The Idealistic Case
It can be shown that in the idealistic case, where the unknown disturbance w(t) is
nevertheless a theoretically "completely determined function" over the performance window
< t < Tp, the optimum real-time control decision at each t o < t < Tp requires completeto - -
knowledge of the future disturbance behavior (function) w(tf) over the remaining performance
window t < tf _< Tp. This kind of information is not available in most practical applications.
However, the result has certain theoretical importance. A special case of the result was established
by Kalman (ref. 14) for linear--quadratic optimal control problems and was extended to a general
class of plants and performance criteria in (ref. 5).
i
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Statistical Me_uremezd-s 1_o_v >1
Fig. 1 - Comparison of Time Windows for Statistical Measurements
and Controller Performance.
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3.2 The Practical Case
In most practical cases the unknown disturbance w(t) is not a theoretically "completely
< t < T but rather is "determined" only over sequential subsets (cells)determined function" over to_ _ P
ti _< t _< ti+ 1 which partition the performance interval to _< t _< Tp as shown in Figure 2. At the
boundaries ti, ti+ 1 of each cell abrupt indeterminable (a priori) random-like jumps occur in the
value of w(t) and/or one or more of its time derivatives. Since these indeterminable jumps occur
at the cell boundaries ti,ti+l, the unknown function w(t) is said to be theoretically
"determined" within the interior t i < t < ti+ 1 of each cell. In such cases the conditionally optimpm
real-time control decision for each cell-interior time ti < treal < ti+ 1 requires complete knowledge
of future w(tf) behavior over the remaining cell length treal < tf < ti+l; see Figure 2. Here, the
term "conditionally optimum" reflects the fact that behavior of the disturbance function w(t) is
mathematically indeterminable (a priori) beyond the current (real-time) cell t i < t < ti+ 1, and
therefore in making real-time control decisions within a cell it is desirable but theoretically
impossible to account rationally for future disturbance behavior beyond that current cell. This
fundamental theoretical handicap to the optimal control decision process is inescapable and cannot
be mitigated by any rational procedure. On the other hand, if within a current cell one is willing to
gamble on the likely behavior of the indeterminable function w(t) over future cells, it is possible
that "luck of the draw" or a "fortuitous guess" can sometimes result in a control decision, for a
particular moment of time, that turns out (in retrospect) tO be '_better" than the rational,
conditionally optimum decision described above. This gambling in function spaces is exciting
entertainment but is not recommended as a means for improving conditionally optimum control
decisions for space stations, launch vehicles, etc.
It would appear that "conditionally optimum" control decisions are themselves physically
unrealizable, in general, since they require knowledge of "local" future behavior w(tf),
treal _<tf < ti+ 1 within each cell, as shown in Figure 2. In the remaining sections of this paper we
will describe a new approach to disturbance modeling and estimation that makes it possible to
(easily) implement "conditionally optimum" control decisions in practical applications.
.,, ,., F-MzureCells,
TP
5, t :
%,
- I
  roiler PerformaM¢eW .dow
Fig. 2 -Practical Disturbance; w(t) Behavior "Determined" over
Sequential Time-Cells, ti<t<ti+ 1.
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3.3 The Limiting Case of Random Nois_
In the limiting case where the cell-lengths e i = ti+ 1 - ti all approach zero, the disturbance
function w(t) becomes indeterminable for all t o _< t _< Tp and thus w(t) reduces to a classical
"random noise" process. In that event it becomes theoretically impossible to account for the local,
real-time behavior of the disturbance w(t) in making real-time control decisions. Consequently
for such cases the only determinable information about w(t) is that embodied in the long-term
average statistics (mean, variance, etc.) of w(t), as measured a priori. The conventional theory of
stochastic control uses those long-term statistical averages of w(t) to arrive at (long-term)
optimum control decisions for such limiting cases.
4. The Idea of Waveform Structure and State Models fo_._xrUncertain Disturbances
In the remainder of this paper, we will focus attention on the "practical case" of
disturbances as described in Section 3.2. In that case we will say the unknown disturbance w(t)
has (linear) waveform structure if, over each cell, the function w(t), ti < t < ti+ 1, can be
mathematically modeled by an expression of the form
w(t) = Clfl(t) + c2f2(t) +... + CMfM(t), t i < t < ti+ 1 (1)
where the weighting coefficients {Cl,C2,...,c M} are unknown "constants" that may jump in value
at the cell boundaries, and the functions {fl(t),f2(t),--. ,fM(t)} are completely known a priori. The
representation (1) is a generalized spline-function model, hereafter called "waveform model," and
the fk(t) are referred to as the basis functions for that spline model.
In practice, one selects the fk(t) in (1) to closely match the natural waveform modes
(waveform patterns) actually observed in representative samples of w(t). For example, if w(t) is
observed to be periodic in nature, one would choose the fk(t) to be the natural harmonic
components (sin03kt, cosc0kt), k = 1,2,.. -, of w(t), just as in a Fourier series. In other cases, the
natural choices for the fk(t) might be one or more elements from the set { 1,t,t2, ... ,tNeCXt,te °ct,
eC_tsinc0t, etc. }. In some cases the natural basis functions for w(t) are not clearly defined by the
available data. For such cases it is usually effective to use a "polynomial spline" waveform--model
of the form
w(t) = c 1 + c2t + c3 t2 +...+ CMtM-1, M = 1,2,..-. (2)
Practical experience with (2) has shown that M--values in the range 1 < M < 4 are adequate for
most disturbances encountered in applications. In the case of multi-variable disturbances a
separate descriptor (1), (2) is used for each independent wi(t).
The idea of modeling unknown disturbances w(t) by spline-type waveform-models (1),(2)
was developed in a series of papers published in the period 1968-71, (refs. 1,2,3,4,5). That idea
now forms the foundation for a new branch of control theory called Disturbance-Accommodating
Control (DAC), (refs. 6,7,8,9,10), which we will discuss in the next section. It should be
emphasized that in DAC theory the values of the arbitrary weighting coefficients c i in (1),(2) are
assumed piecewise--constant, with "once-in-a-while" jumps, but otherwise completely unknown.
No statistical properties or probabilistic structures are assumed about the time behavior of the c i.
Thus, for instance, the traditional statistical properties of uncertainty such as mean, covariance and
power-spectral density of w(t) are assumed completely unknown in (1),(2) and, in fact, are of no
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.concern in DAC theory. This means that assumptions about the disturbance's ergodic behavior,
stationary statistics, etc. are not required in DAC designs using the disturbance models (1),(2).
When an uncertain disturbance has waveform structure, the use of waveform models (1),(2)
and DAC design techniques allows the controller to make more effective real-time control
decisions than are possible using long-term mean, covariance, etc. statistical properties of w(t).
4.1 State Models of Disturbances with Waveform $1rUcture
The waveform model (1) is the key idea behind our approach to disturbance modeling.
However, the "information" reflected in the model (1) must be encoded into an alternative format
before it can be used effectively in identification and control design recipes. That alternative
format is called a "disturbance state-model" in DAC theory and consists of a differential equation
for which (1), with the c i viewed as constants, is the general solution. In other words, one must
solve the following inverse-problem in differential equations: Given the general solution (1), with
arbitrary constants c i, find the (a) differential equation. There are many interesting ramifications to
this latter problem (ref. 6; pg. 402,417). However, in practical applications of DAC theory, the
basis functions fi(t) are almost always such that this step leads to a linear differential equation.
Consequently, one obtains a state-model of (1) in the form (a.e. means "almost everywhere");
dPw 13 dP-lw 132(0+ _ +. • .+ + 131(0 w= 0, a.e. (3)dt p _p(t) dtP_l
where the coefficients [31(t),-..,13p(t) in (3) are completely determined by the (known) basis
functions fl(t),...,fM(t) in (1). That is, the 13i(t) are no_Atfunctions of the (unknown) weighting
coefficients c i in (1). In the case of a multi-variable (vector) disturbance w(t) = (Wl(t),-- .,Wp(t)),
a differential equation similar to (3) would be obtained for each independent disturbance
component wi(t). In the latter case, the differential equation for wi(t) may contain coupling--terms
involving the other wj(t) etc.
The final step in constructing a state-model for (1) is to write the differential equation(s)
(3) in the form of a set of simultaneous first-order differential equations, (ref. 6, p. 405,406). The
end result, in the general case of a vector disturbance w= (Wl,. • .,Wp), has the form:
w = H(t)z , z = (Zl,... ,Zp) (4-a)
z = D(t)z + (_(t) (4-b)
where H(t), D(t) are completely known matrices and z(t) is a p-vector called the "state" of the
disturbance w. The elements z i of z embody the disturbance components Wl,. • .,Wp and certain of
their higher-derivatives. The term (_(t)= (Ol(t),- • .,Op(t)) is a symbolic representation of a vector
sequence of impulses with completely unknown "once-in-a-while" arrival times and completely
unknown random-like intensities. Thus, the basis-functions fi(t) in (1) appear in (4) as the
principle mode solutions of the homogeneous disturbance state equation _ = D(t)z in (4-b). As
shown in (refs. 11,6,8,12,17) the disturbance state-model (4) can be generalized to include terms
involving the plant state x, the plant control u and conventional noise inputs.
The completely unknown impulses of o(t) in (4) represent the source of the uncertain,
once-in-a-while jumps in the values of the piecewise-constant weighting coefficients c i in (1).
In DAC theory it is assumed that adjacent impulses in _(t) are separated by a finite time-spacing
(cell-length in Figure 2) not less than It, where l.t is the controller's closed-loop settling-time; i.e.
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(r(t) consists of a sparsely populated sequence of unknown impulses. If the impulses of o(t) arrive
"too fast", the c i in (1) will jump in value too often and the DAC controller will then be unable to
respond properly. In that case we say the disturbance w(t) looses its waveform structure and
becomes "noise"; see Section 3.3. In particular, if the impulses arrive arbitrarily close (and are
totally uncorrelated) the _(t) sequence then behaves like a vector "while-noise" process
(Bode-Shannon realization) and our disturbance state-model (4) then appears similar to the
white-noise coloring filters traditionally used in stochastic control. However, note the subtle
differences. Namely, in DAC theory the matrices H(t), D(t) in (4) are determined by the
disturbance's natural waveform pattems rather than by long-term statistical means, variances, etc.
Moreover, the homogeneous part of the DAC disturbance model (4) is not required to satisfy
stability conditions. In fact, even though w(t) itself is usually bounded and well-behaved, it is
common in DAC applications to find that many of the natural principle mode solutions fi(t) of the
disturbance equation z = D(t)z are unstable, (i.e. grow with time in an unbounded fashion). For
example, a uniformly bounded, well-behaved disturbance w(t) can have the natural
waveform-model w(t) = clet + c2te -10t + c3 t2, where the "constants" c i jump in a strategically
correlated manner determined by the physical process that produces w(t). Such behavior of (4) is
not permitted of the coloring filters in conventional stochastic control theories. This constitutes a
unique and practically important feature of our disturbance modeling technique (1),(3),(4).
5. Real-Time Identification of the State z(t) of a Waveform--Structured Disturbance
As we stated in the Introduction, disturbances w(t) associated with dynamic system control
problems usually cannot be directly measured in real-time. It should be mentioned in passing,
however, that some noteworthy exceptions to this truism are found in the field of chemical process
control. In any event, control engineers have traditionally argued that if the uncertain disturbances
w(t) could somehow be directly measured in real-time the system performance could be easily
managed by feeding-forward the disturbance measurements to strategic points in the system. This
concept seems plausible, but turns--out to be flawed when examined from the scientific viewpoint.
Namely, if the uncertain disturbance w(t) has at least some waveform structure (as virtually all
realistic disturbances do) then it is not just the real--time value of w(t), but rather the real--time
value of the state z(t) of w(t), that is important to the real---time control decision process. This
important fact is established in (ref. 5) and can be summarized as the following principle.
The Principle of Optimal Disturbance Accommodation
Suppose a controlled dynamical system is acted upon by uncertain disturbances w(t) that are
known to have waveform structure in the sense of (1). Then, for a broad class of performance
criteria the corresponding optimal real-time choice for the control u°(.), at time t, can be
expressed in terms of the current plant state x(t) and the current disturbance state z(t); i.e. u°(t) has
the generic "control law" format
u°(t) = _(x(t), z(t), t) . (5)
Remarks
This principle implies that at each t the current disturbance state z(t) embodies enough
information about w(t) to allow a rational scientific choice for the real--time control u(t) --- even
though the actual future behavior of w(t) is uncertain (in fact, indeterminable!) beyond the
"current" cell in Figure 2.. This result enables the control designer to derive a DAC deterministic
control policy (5) for accommodating the presence of uncertain disturbances. Because that control
policy is based on the real-time dynamic behavior of z(t) in (4), [not the forecasted long-term
mean, variance, etc. of w(t)] it can achieve the conditionally optimum control decisions described
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in Section 3.2. In particular the DAC controller automatically adapts control actions to the actual
real-time waveform patterns of the disturbance function w(t) as those patterns evolve with time
over each cell. In control problems involving set-point or servo "commands," the generic
controller (5) will also be a function of the current "state" c(t) of the command signal; see eq. (29)
in the next section and also (refs. 4,22).
If, in fact, the disturbance w(t) can be directly measured, this principle shows that one
should not "feedforward" only w(t) but rather should feedforward the "state" z(t) of w(t), as
obtained from a real-time z(t) estimator described in the next section; see also (ref. 6, p. 431 and
434).
5.1 The Use of Composite Observers to Generate Real-Time Estimates x(t). zft)
Generally speaking, it is not possible to directly measure x(t) and/or z(t) in practical
applications. Therefore, the practical implementation of DAC control laws of the form (5) is
accomplished by using a special form of on-line, real-time observer (or Kalman filter) to generate
real-time estimates of both the plant state x(t) and disturbance state z(t). That observer, called a
composite-state observer, processes the control input measurements u(t) and plant output
measurements y(t) to simultaneously generate reliable estimates x(t), z(t) of the current plant and
disturbance states. Those estimates are then used in place of x, z, in (5). The theory and explicit
design recipes for DAC composite observers is covered in refs. (6,11,12) for the continuous-time
(analog) control case and in (refs. 7,8,13) for the discrete--time (digital) control case; see also (refs.
4,10). These DAC composite observers are typically linear in structure and enjoy all the features
one usually associates with conventional state observers and Kalman filters; a DAC composite
observer based on Kalman filter ideas is used when some disturbances are truly "noisy" in nature,
see (refs. 12,13).
5.2 Example of a Full-Order Composite State Observer for Linear Dynamical Systems
In this section, we will illustrate the DAC technique for real-time identification of the
disturbance state z(t) for a waveform-structured disturbance w(t). In particular, we will consider
the class of linear dynamical systems (plants)
:_ = A(t)x + B(t)u + F(t)w ;
y = C(t)x
x = n-vector plant state (6-a)
u = r-vector control
w = p-vector disturbance (6-b)
y = m-vector plant output
where each element of the vector uncertain disturbance w = (Wl,W2,..-Wp) is assumed to be
independent and have waveform structure in the sense of (1). It is further assumed that the set of
natural basis functions {fi(t)} in (1) is such that the associated disturbance state-model has the
linear form (4). In that case the composite, time-varying dynamic model of the plant and
disturbance states is found by consolidating (4), (6) to obtain
[+]= [ O I FH ] [zX--_] + [+]u+ i+ ] (7--a)
y=[CIO] [zX--_] (7-b)
All matrices shown in (7) are allowed to vary with time in a known manner; see (ref. 10) for the
case of uncertain matrices.
Setting x = [+] we can write-(7) in the compact form
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m:_ = A,(t)x + t](t)u + 8
y = C(t)x
where the meanings of (A,B,C,G) are evident from (7).
sometimes called the system "metastate".
(8-a)
(8-b)
w
The DAC composite state x in (8) is
The composite system (7) is clearly uncontrollable, since 2 does not depend on either x or
u. However, this conclusion is not necessarily true for the generalizations of (4) considered in (ref.
5; ref. 6, p. 416; ref. 11, p. 826; ref. 17, eq. (14)). On the other hand, it is common to find that the
composite system (7) is completely observable. That is, the pair (A,C) in (7), (8) satisfies the
Kalman criterion for complete observability (ref. 14). In the time-invariant case (A,C) = constant,
this implies that, in principle, one can always generate reliable, real-time estimates x(t), z(t),
between arrivals of the "sparse" impulses of _(t), using a conventional full-order state observer for
(7), (8). If (_,,(_) are not constant this latter feat is still possible (between _(t) impulses) provided
the pair (_,,C') satisfies a stronger observability condition known as "uniform complete
observability," on every positive sub-interval of time between impulses of o(t); see (refs. 14; 4, p.
223). Thus, assuming the appropriate observability condition is satisfied one can generate the
real-time estimates x(t), z(t) by employing a conventional full-order observer for (7), (8). That
observer, called a "composite-state" or "metastate" observer in DAC theory, is given by (ref. 5, p.
222)
][+]+[<u rKo,O D -- t_J (y-C£) (9)
Z
where (K01,K02) are observer gain matrices to be designed. The dynamics of the estimation error
E= [+]- [+] associated with (7), (8), (9)is easily shown to be (between impulses of o(t))
= [A(t) + I(o(t)C(t)]e " Ko = f K01 ] (10)
' [ K02 J
and thus ff,o(t) should be designed to make e(t) _ o rapidly, between impulses of _(t). Effective
recipes for designing such I?,o(t ) are described in (refs. 4,5,6), provided one corrects a recurring
sign error therein, as explained in (ref. 15).
In summary, under the assumptions stated the linear dynamical data-processing algorithm
(observer) (9) will process the real-time measurements of {u(t),y(t)} to generate reliable, real-time
estimates x(t), z(t) of the plant and disturbance states (between impulses of o(t). Those state
estimates can then be used in an appropriate DAC "control law" (5) to achieve optimal
accommodation of real-time uncertain disturbances w(t). A diagram of the disturbed plant (6), (4)
with generic DAC controller (5), (9) installed is shown in Fig. 3. Note that the DAC controller
contains an "internal copy" of the external disturbance process (4). This feature is characteristic of
all DAC controllers and was first discussed in a 1970 paper (ref. 2; Fig. 2 and pp. 225, 226); see
also (ref. 5; Fig. 2 and p. 229), (ref. 22; Fig. 5). As pointed out in (ref. 5, p. 222), the estimator (9)
is valid for arbitrary_ control inputs u(t). Thus, (9) accurately estimates x(t), z(t) even if u(t) - 0,
and even if (5) is an arbitrary form of nonlinear control law.
A discrete-time (difference--equation) version of (9) is described in (refs. 7,8,13) for use in
digital computer implementations. Also, a reduced--order version of (9) is described in (refs.
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4,6,11). The modification of (9) to account for state-dependent disturbances and/or the direct
measurement of some of the disturbance components w i is presented in (ref. 6; p. 431 and 434);
see also (ref. 8) for the discrete-time counterparts.
5.3 Real-Time Identification of "Plant Parameter Perturbation" Disturbances _ th__.ge
DAC Method; A New Approach to Adaptive Con_ol
The waveform-model idea (1), (4) can also be applied to the problem of identifying (and
compensating for) internal disturbances in the form of uncertain perturbations in plant parameters.
In practice these uncertain parameter perturbations can result from: parameter modeling errors,
effects of neglected non-linear terms, reduced--order models, and actual real-time changes in plant
parameters caused by operating environment and aging effects. For instance, in the case of a linear
dynamical system (6) it may happen that one or more of the coefficients aij of the matrix A(t) are
subject to uncertain perturbations 5aij away from their known nominal values aiN. Thus, A(t) in
(6) can be written as
A(t) = AN(t ) + [_A(t)] ; A N = known nominal value. (11)
In this case, (6-a) can be written
= AN(t)x + B(t)u + [_SA(t)]x + F(t)w (12)
.I)ISTURB_I:E MODEl.. o"" -
Fig. 3 - General Block-Diagram of Plant and Disturbance (6),(4) with
DAC Controller (5),(9) Installed.
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It is now clear from (12) that the perturbation term
Wa(t) = [SA(t)]x(t) (13)
acts on the plant as an uncertain "disturbance" just like the conventional disturbance term w(t).
Moreover, the nature of the practical time-variations in Wa(t) in (i3) suggests that Wa(t ) should
possess "waveform-structure" in the sense of (1).
Thus, it is plausible that the same DAC techniques (1),(4),(5),(9) used for w(t) can also be
used to: (i) identify the "state" Za(t ) of Wa(t) in real--time, and, (ii) design a control law (5) to
optimally compensate for Wa(t ) in real-time. This concept differs radically from conventional
approaches to identification and compensation of parameter perturbations. In particular, all
conventional approaches first estimate the n 2 elements of [_SA], using elaborate nonlinear
estimation schemes, and then ¢0mpose the estimate Wa(t) of (13) by setting
_^
Wa(t) = [SA]x. (14)
Our unorthodox approach recognizes that the real "disturbance" in (12) is not [fiA] but rather the
n-vector (n elements) w a = [SA]x. Thus, instead of generating the conventional "product of
estimates" (14) we generate the "estimate of the product"
Wa(t ) =_x (15)
using a DAC state-model for w a and a special composite observer to generate Za(t ). The virtue of
(15) is that estimation of the product (15) is much easier and quicker than generating the product of
estimates (14). In particular, (15) can be generated by an all-linear, constant coefficient estimation
algorithm (observer).
In (ref. 6; pp. 413-415) the DAC approach (11)-(13), (15) to plant parameter
"disturbances" was advocated using a polynomial-spline waveform model (2) for each element Wai
of the uncertain "disturbance" Wa(t ). The model (2) leads to a state-model (3) of the Mth-order
integrator type
dMw .
al - 0 a.e. (16)
dt M
which results in a particularly simple model (4) and disturbance state observer (9); see (ref. 6; eq.
^
(32)). The effectiveness of (16) in identifying Wa(t ) is quite good --- provided Wa(t) changes
slowly. This limitation has now been largely removed by the recent discovery of a more efficient
"natural" set of basis functions {fi(t)} for Wa(t ) in (13). In particular it has been shown in
(refs. 10,16,17,18,19,20) that if x in (12) denotes the "error-state" (refs. 4, art. VI; 6, p. 450; 10, p.
31; 19, p. 2453), and [SA] = constant, then during "ideal-model" response x(t)_0 each independent
element Wai of the n-vector Wa(t ) in (13) is closely modeled by a "natural" state-model (3) having
the special form [compare with (16)]
dnw . dn-lw . , dw . ,
al +_* al al +_1 Wai=0'dt n n dtn-1 + "" "+_2 dt
where {13_, 132,. • .,13n} are constant, known coefficients defined by
det[kI-AM] = kn + -ng*kn-1 +"" +132k + [31 =0
a.e. (17)
(18)
173
and A M is the (presumed given, constant) matrix that specifies the desired (ideal-model)
error-state response x(t)--_0 via the expression
:_ideal = AMXideal ' x = "error--state". (19)
In other words,the "natural" eigenvalues of (17) correspond to the desired closed-loop poles
specified for the plant "error-dynamics" (19). This discovery allows the DAC approach (11)-(13),
(15) to be successfully applied to cases in which Wa(t) in (13) changes rapidly. Moreover, even
though [SA] itself has been assumed = constant in the theoretical development of (17), it turns-out
that significant time-variations in [_SA(t)] can be accommodated provided that a polynomial-spline
model (2) with M = 2,3 is added to the natural state-model (17), see (refs. 19, p. 2458 and Fig. 7;
10, Fig. 5).
6. A New Famil2_ of "Smart" Controllers for Real-Time Accommodation of Disturbances
The fundamental advantage of our waveform-modeling technique (1),(3),(4), compared to
conventional long-term averaged statistical models of uncertain disturbances, is that the
waveform-model allows one to estimate the actual real-time dynamic behavior (state) of each
individual disturbance function w(t) as it evolves in real-time. In other words, to use a term from
stochastic control, our waveform-modefing technique allows ihe DAC controller to recognize and
deal-with the unique behavior of each individual disturbance "sample-function" (ref. 4, footnote
8). The conventional stochastic controller has no means of recognizing this actual real-time
disturbance behavior and must instead rely on the disturbance's long-term statistical ensemble
averag_ as measured by some earlier experiment. Since at any given moment the current
disturbance behavior can differ greatly from the long-term statistical averages measured earlier, it
follows that real-time controller decisions based on current disturbance behavior will tend to be
smarter and more effective than those based on long-term statistical averages. This advantage can
be rather significant in those cases where the controller's performance window to _< t < Tp is
relatively short compared to the window to < t < T s used to measure statistical averages of the
disturbance. This consideration prompted the original idea for DAC theory (ref. I, p. 417) and my
own experience suggests that, in practice, those cases occur more frequently than (most) control
designers and theoreticians realize.
The systematic design of "smart" (DAC) controllers in Figure 3 that can take advantage of
real-time disturbance "state" information z(t) is a rather lengthy topic that is covered, in detail, in
(refs. 4,5,6,7,8,10,12,13,21_.Here,we will only be able to outline the main ideas and final results.
For this purpose, it is convenient to sub-divide the discussion into three parts, corresponding to the
three fundamental strategies for "accommodating" disturbances.
6.1 Modes of Disturbance-Accommodation; _ Options _ to DA.__._CC
One of the most attractive features of DAC theory is the unique flexibility it offers the
control designer in selecting strategies for coping with multi-variable uncertain disturbances. In
fact, prior to the introduction of DAC theory control designers used essentially only one strategy (=
cancellation) in regard to accommodating disturbances. In DAC theory there are basically three
strategies one can choose from, each having several possible variations. Those basic strategies of
accommodation can best be illustrated in terms of the well-known multi-variable linear plant
model (6) which is repeated here for convenience
x = A(t)x + B(t)u + F(t)w(t) ;
y = C(t)x
u = (Ul,...,Ur) (20-a)
w = (Wl,...,Wp)
y = (yl,. • .,ym) (20-b)
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For simplicity, we will assume A, B, F, C are all constant; see (ref. 6) for a treatment of the
time-varying case and further generalizations of (20).
The Disturbance Cancellation __M_gdeof Accommodation
The strategy of disturbance-cancellation, sometimes c_illed disturbance-absorption or rejection,
consists of designing the control u(t) to completely cancel-out the effects of the disturbance w(t)
on the plant behavior. This strategy is prompted by the common attitude that disturbances cause
only unwanted disruptions or perturbations in the plant behavior. In terms of the specific plant
(20), and disturbance model (4) the disturbance-cancellation design procedure goes like this. First,
one agrees to split (allocate) the total control action u(t) into two parts
u = Up + u d (21)
where u d is responsible for the disturbance-cancellation task and Up is responsible for
accomplishing the primary control task such as stabilization, set-point regulation, servo-tracking,
etc. Substituting (21) into (20) yields
:_=Ax+Bup+BU d+Fw(t); y=Cx (22)
In terms of (22) and (4), the task of u d is to achieve and maintain the condition of complete
cancellation:
BUd(t ) = -Fw(t) = -FHz(t), zeE p, to < t < T. (23)
The n.a.s.c, for satisfaction of (23), by some ud, is
rank[B IFH ] = rank [B] (24)
which is called the "complete cancellation" condition of DAC theory. Condition (24) implies
FH = BF for some (possibly non-unique) matrix F, in which case the control u d in (23) can be
ideally chosen as
Ud(t ) = -Fz(t) (25)
where for implementation purposes one would use an observer-produced estimate z(t) in place of
z(t) in (25). Substitution of (25) into (22) yields
= Ax + Bu (26)
P
so that one can now proceed to design Up by conventional methods. It is remarked that the
technique of splitting (allocating) the total control effort u into task--oriented parts, as illustrated in
(21), is a simple but notably effective design idea that appears to be unique to DAC theory, as far
as modern state-variable control theories are concerned.
Suppose the designer is concerned about cancelling only that subset of disturbance effects
that appear in the plant output y(t) in (20). This is called "output disturbance--cancellation" and is
achieved as follows. Let Up = Kx + Up and u d = Az, where K, A are to be designed and Up denotes
terms of u which do not involve x (such as set-points, etc.). Then, the n.a.s.c, for complete
P
cancellation of disturbances in the output y(t) is:
I -BI $B I""" =0;
t3 = BA + FH
A=A+ BK
(27)
Thus, one first designs K to satisfy the primary control task and then chooses ^ to satisfy the output
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cancellation condition (27). Several such iterations on the design of K, A may be required since the
solution A of (27) depends on K, while the effect of residual disturbances on the primary control
task (and therefore on the choice of K) may depend on A. Further details are given in (refs.
6,22,23). The condition (27) implies that A should be chosen so that the "controllable subspace" of
(A,t3) becomes totally unobservable. In DAC theory the latter subspace is called the "disturbable
subspace" [24].
In addition to the "observer-based" disturbance cancellation theory just outlined, there are
two other DAC theories for designing disturbance cancellation controllers. Those two alternative
theories, known as the "Optimal Control Method" and the_"Aigebraic/Stabilization Method", are
based on different concepts and employ different mathematical procedures. The details are
outlined in (ref. 9) where the original references are also given.
The Disturbance-Minimization Mode of Accommodation
Suppose the complete cancellation condition rank [BIFH] = rank [B] fails to be satisfied. Then,
there does not exist a control Ud(t) that can satisfy (23). In that event, the designer can invoke the
alternative strategy of disturbance-minimization control (DMC) in which the objective is to choose
Ud(t) so as to "minimize" the disturbance effects in (22) in some specified sense. There are
literally hundreds of variations on this problem, depending on which disturbance effect(s) one
chooses to minimize in (22). For example, one natural approximation to (23) is to choose u d to
o = B t
minimize [[Bu d + FHz[]. The minimum-norm control that solves this latter problem is u d
FHz where (.)% denotes the Moore-Penrose generalized inverse. Alternatively, one can choose u d
to cancel the effects of certain selected components of w = (Wl,- • .,Wp) or can choose u d to cancel
the total disturbance effect(s) as they appear on certain selected components of x = (Xl,...,Xn).
The latter is called disturbance cancellation for "critical" state-variables, and represents a
generalization of the "output cancellation" idea (27) where y = Cx plays the role of a vector of
critical variables. Finally, there is the innovative technique called "indirect disturbance
cancellation" which can be explored as an option under the disturbance-minimization mode. In
that option the control u d itself doesn't directly counteract the disturbance but rather u d maneuvers
certain noncritical state-variables xi(t ) into such a position that the xi(t) themselves perform the
disturbance cancellation; see [6; pp. 465-468]. Further details of the disturbance-minimization
mode may be found in (refs. 4,6,8).
The Disturbance-Utilization Mode of Accommodation
The most intriguing mode of disturbance-accommodation in DAC theory is called
disturbance-utilization control (DUC) and is based on the recognition that disturbance effects
might not be altogether detrimental to the primary control task(s). In other words, it is conceivable
that if the disturbances are pushing in the right direction, at just the right time,they might usefully
"assist" the control u in achieving the primary control task(s). If that were the case, it would be
foolish and wasteful to apply a control strategy of cancelling or minimizing those "useful"
disturbance effects. What one should do in that case is manipulate the control u(t) so as to exploit
and take maximal advantage of all useful energy and other beneficial effects in the disturbances.
Needless-to-say this latter feat requires extraordinary finesse in making real-time control
decisions.
The systematic design of optimum disturbance-utilizing controllers is relatively
straightforward using DAC theory. First, one constructs a state-model (4) of the disturbance
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w = (Wl,. • -,Wp). Then, a performance index (functional) J must be chosen with the property that
minimization of J with respect to u simultaneously achieves two things: 1) it achieves the primary
control task(s), and 2) it makes maximum utilization of the disturbances w(t) to assist in achieving
the primary control task(s). One possible candidate for J, which also happens to be
computationally attractive, is the familiar error-quadratic performance index
T
J = £T(Tp)S e(Tp) + ft P[eT(t)Q(t)E(t) +uT(t)R(t)u(t)]dt (28)
O
where E(t) = x (t) - x(t), [or e(t) = y (t) - y(t)], -denotes desired value, and where (typically)
S,Q,R are symmetric, positive-definite weighting matrices chosen by the designer. It is remarked
that a rationale and theory for admitting a range of indefinite and negative-definite Q in (28) has
recently appeared in (refs. 25,26). The control penalty term uTRu in (28) automatically encourages
u(t) to "let w(t) do the driving" whenever that policy is cost-effective. If the disturbance ca...._n
provide useful assistance to the control u(t) we say the disturbance has positive "utility". On the
other hand if w(t) is only a hindrance to achieving the primary control task(s) we then say the
disturbance has ne_._ative utility. It is possible to derive a "utility function" _' = _ (x,z,t,.) which
actually measures the sign and degree of optimum disturbance utility, (refs. 8,27). During the
< t < Tp, the disturbance utility function ?z' may change sign back andperformance-interval, to _ _
forth, which is further evidence of the cunningness required in real-time control decisions in order
to actually utilize disturbances to maximum advantage.
The DAC method of deriving the optimal disturbance-utilizing control u°(t) consists of
,
appending (4) to (20), together with a dynamic model of the "commanded" (desired) behavior x (t)
or y (t) of the form [compare with (4)]
Y =Yc=GC ; G,E=known (29-a)
= Ec + _(t) , (29-b)
where g-(t) = a sparse sequence of unknown impulses and c is the "state" of the command input
x (t) or y (t). The idea of using a state model of the type (29) to represent uncertain set-points
and servo-commands was proposed in (ref. 4, eqs. 40,41); see also (refs. 6,22). Next, one
introduces the composite state vector x = (xlc]z) so that ¢(t) in (28) can be expressed as ¢ =
[-C [G ]0Ix. Then, (28) can be minimized subject to the composite dynamics of x = A_ + t]u by
applying standard methods of Linear-Quadratic Optimal Control Theory (ref. 28). The details of
this procedure are given in (refs. 4,5,6,8,27). The final form of the optimal disturbance-utilizing
control u ° is
u° = -R-1BT[K 1(t)x + K2(t)c + K3(t)z] (30)
where the gain matrices Ki(t) are independent of x, c, z, and are determined by off-line solution of
an auxiliary system of unilaterally-coupled matrix differential equations with known boundary
conditions at t = Tp; see (ref. 4; pg. 641; 6; pg. 470).
It is important to note that in designing the disturbance utilizing control u ° in (30) we do
not split (allocate) the total control u into parts as was done in (21) for the cancellation and
minimization modes of accommodation. Moreover, the disturbance-utilizing control policy (30)
continues to yield optimum control decisions even if the 4isturbance_ w(t) have no useful effect
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(i.e. have n.Q.n!y_lnegative utility_). In the latter case, the control (30) automatically minimizes the
inevitable performance losses (= increase in J) due to "non-useful" disturbances. Thus, the control
law (30) is a universally attractive substitute for the traditional Linear--Quadratic Optimal Control
Law
ULQ = - R-1BTK(t)x, (31)
as presented in control textbooks and currently widely used in industry. Such a substitution is e_sy
to implement (graceful upgrading) because the gain matrix K(t) in (3I) Coincides _ with the
matrix Kl(t ) in (30); see (Refs. 4,6). Moreover, the more general "disturbance-utilizing control
law" (30) automatically reduces to the traditional Linear-Quadratic control law (31) whenever_the
disturbance w(t) disappears, [i.e., whenever z(t) becomes zero, assuming c = 0 also]. Note that the
term K2c in (30) represents DAC " feedforward" control of the command state c in (29). The
,
importance of feeding-forward the command state c(t), rather than just the servo-eommand y (t),
is underscored throughout DAC theory; see (ref. 22, Figs. 3,4,5) and also (refs. 4,6,29).
The use of a disturbance-utilizing control law can result in significant savings in the
consumption of u(t) control energy, without jeopardizing the performance quality of the primary
control task. In fact, performance quality may also be significantly improved (refs. 30,31). This
capability represents an exciting new domain of control design options and is unique with DAC
theory.
Multi-Mo4e Accommodation of Disturbances
The three primary modes of accommodation just outlined can be blended in various ways to
obtain a multi-mode disturbance controller which, for instance, performs disturbance-utilization
during the initial phase of the control period and performs disturbance cancellation during the final
(terminal) phase of control. This further widens the range of controller design options that DAC
provides for coping with disturbances.
7. Summary_
The disturbance modeling, identification and accommodation techniques outlined in this
paper, collectively known as DAC theory, have attractive performance and design features which
make them viable candidates for consideration in stabilization, set-point regulation, servo-tracking
and model-reference adaptive control design problems in which uncertain external and internal
disturbances play an important role. As such, DAC theory represents an effective alternative to
existing stochastic control and adaptive control theories for dynamical systems with uncertain
parameters and persistently acting, uncertain external disturbances.
Of course, in real-life control engineering problems, the day-to-day disturbances that act
on a controlled system always deviate, to some extent, from the idealistic disturbance model
originally used in the controller design. Thus any approach to controller design for disturbances
will, of necessity, be less-than--optimal with respect to the actual disturbances. Therefore, in view
of this inherent uncertainty in developing disturbance models, it is our opinion that designers
should not choose a priori between DAC, stochastic, or other design methods, but rather in each
application they should design an assortment of candidate controllers using all reasonable design
methods. Then, by exercising each of the candidate controllers against the same family of
representative real-life disturbances and parameter perturbations (or simulations thereof) one can
decide which candidate controller is "best" for that particular application. In this respect, DAC
theory simply provides an additional candidate in the competition for "best".
8.
The DAC waveform modeling technique (1)--(4), and disturbance control law design
methodologies in Section 6, originated in a small NASA-funded study during the period 1966---67
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(refs. 32,33) and has evolved over the past 21 years into an effective general theory for the
control of systems with complex, uncertain multivariable disturbances. Some representative
applications of that theory, and many additional references, are described in (ref. 9); see also
(refs. 21,34). The DAC theory outlined here is now beginning to appear as a standard topic in
control engineering texts and university courses. In a mw cases, the nomenclature and lineage
presented therein differs from that presented here and reflected in the original literature.
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Abstract
The first steps in developing a methodology for spacecraft control-structure interaction
(CSI) optimization are identification and classification of anticipated missions, and the develop-
ment of tractable mathematical models in each mission class. A mathematical model of a generic
large flexible space platform (LFSP) with multiple, independently pointed rigid payloads (repre-
sentative of "Class II" CSI missions) is considered. The objective here is not to develop a general
purpose numerical simulation, but rather to develop an analytically tractable mathematical model
of such composite systems. The equations of motion for a single payload case are derived, and
are linearized about zero steady-state. The resulting model is then extended to include multiple
rigid payloads, yielding the desired analytical form. The mathematical models developed clearly
show the internal inertial/elastic couplings, and are therefore suitable for analytical and numerical
studies. A simple decentralized control law is proposed for fine pointing the payloads and LFSP
attitude control, and simulation results are presented for an example problem. The decentralized
controller is shown to be adequate for the example problem chosen, but does not, in general,
guarantee stability. A centralized dissipative controller is then proposed, requiring a symmetric
form of the composite system equations. Such a controller guarantees robust closed-loop stability
despite unmodeled elastic dynamics and parameter uncertainties.
Outline
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• CSI Mission Classification
• Mathematical Model of LFSP/Single Payload
• Extension to Multi-Payload Systems
• Decentralized Control Law
• Simulation Results for Space Station/Articulated Payloads
Centralized Dissipative Controller
- guarantees closed-loop stability
- requires symmetric form of eqns. of motion
Concluding Remarks
CSI Mission Classification
Anticipated missions involving control-structure interaction (CSI) can be broadly divided
into four classes. Class I missions are those which require fine-pointing of the overall spacecraft
as well as vibration suppression. There are no articulated substructures, and because of small
elastic and rigid-body motion, the modeling and control problem is essentially linear. There may,
however, be actuator and sensor nonlinearities. Examples of this mission class include large space
antenna concepts such as the hoop-column and wrap-rib antennas. The controller nmst satisfy
the performance specifications, which include fine-pointing (rigid plus flexible rotational motion),
reflector surface distortion, and defocus errors caused by feed and base elastic motion. The control
system must be capable of performing in the presence of significant elastic motion.
• Class I : Single-Body Flexible Spacecraft (Linear)
- fine-pointing and vibration suppression
- surface shape distortion and defocus errors
hoop-column antenna concept wrap-rib antenna concept
183
CSI Mission Classification (cont.)
Class II missions represent an extension of Class I missions with articulated payloads
mounted on the flexible spacecraft. This important class of missions includes many types of
low-earth and geosynchronous platforms. The composite system consists of a large flexible space
platform (LFSP) to which a number of rigid or elastic appendages are mounted. The objectives of
the controller are precision attitude control of the spacecraft, fine-polnting of each of its payloads,
and vibration suppression. The problem is still linear, but the elastic and rigid-body motions
between bodies are coupled.
• Class II : Flexible Spacecraft with Articulated Appendages (Linear)
- includes rigid and el_tic appendages (payloads)
- fine-pointing of all rigid and elastic components
- vibration suppression to improve payload performance
Earth Observation System (EOS) geosynchronous platform
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CSI Mission Classification (cont.)
Class III and IV missions are essentially the nonlinear counterparts to the Class I and II
missions previously discussed. Class III missions will require large angle manuevers of the entire
structure (without articulated appendages) while simultaneously minimizing the effects of elastic
motion induced by nonlinear internal couplings and external disturbances. Although this problem
has been studied numerically for specific flexible spacecraft, generic models do not exist.
Class IV missions have the inherent difficulty of the nonlinear Class III problems, but in-
clude the additional complexity of the articulated appendages of their linear Class II counterparts.
Such missions may require large-angle maneuvering of the flexible structure while simultaneously
and independently pointing various payloads to their own respective targets in the presence of
elastic motion. There is rigid/elastic coupling between all of the various components. Further-
more, payloads may be repositioned, or the spacecraft reconflgured by commanded motions of
the various appendages. Examples of this mission class include LFSPs with articulated payloads
and robotic arms allowing translational degrees of freedom.
The purpose of this paper is to develop a generic mathematical model and control laws
for an LFSP with multiple articulated payloads representative of Class II missions suited to CSI
optimization.
• Class III : Single-Body Flexible Spacecraft (Nonlinear)
- Precision large angle maneuvers for retargeting or tracking
- Vibration suppression during maneuvers
• Class IV : Fle:dble Spacecraft with Articulated Appendages (Nonlinear)
- Large angle rotational motion of spacecraft and appendages
- Robotic manipulators allowing spacecraft reconfiguration
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Mathematical Model for LFSP/Single Payload
In developing the equations of motion, the single payload composite system will first
be described in terms of its various coordinate systems, position vectors, etc. The equations of
motion for each component comprising the composite system, including LFSP rigid and elastic
motion as well as payload rigid-body motion, will then be presented. By removing the constraint
force between the LFSP and payload, these equations will then be coupled, and presented in
matrix form. This generic model will then be extended to the multi-payload case.
A large flexible central body with a single attached articulated rigid payload is consid-
ered first. The mass/inertia properties of both bodies are assumed known. The modal solution
(frequencies and displacement vectors) for n modes of the flexible body (LFSP) is also assumed
known. This modal solution is usually obtained using finite element codes such as NASTRAN or
EAL, wherein the effects of the payloads are taken into account by representing them as point
masses and inertias on the LFSP model: The present analysis requires the values of LFSP mode
shapes and mode slopes at the points of application of forces and torques, respectively. Both are
required at the payload attachment point. The attitude control system for the LFSP is assumed
to utilize reaction control system (RCS) thrusters, and control moment tyro (CMG) torques. The
payload pointing mechanism is idealized as a three-axis point torque acting at the attachment
gimbal. The objective is to control the payload line-of-sight and LFSP attitude in the presence
of elastic motion.
Overall Configuration
• LFSP with single rigid payload
• Control objectives:
- attitude control of LFSP
- fine-pointlng of payload
• Data required for model
- payload and LFSP masses and inertias
- modal frequencies
- mode shapes for forces (e.g.: RCS thrusters)
- mode slopes for moments (e.g.: CMG moments)
Line-of-Sight
Tp Z_ (LOS)
Large Fle×ible Spa_:e __M;M_M __Fp
Platform (LFSP) _
Facs FFtcs
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Coordinate Systems
The LFSP has two coordinate systems associated with it. One, designated the 6-system,
is fixed to the nominal center of mass (CM), and in conjunction with the nominally zero Euler
angles (¢o, 0o, ¢o), describes the rigid-body orientation. The other coordinate system, designated
the (_-system, is fixed to the payload attach point ("point P") on the LFSP, thus rotating and
translating with the rigid and elastic LFSP motion at that point. This system is nominally parallel
to the 6-system axes. The orientation of the elastic axis system(8-system) with respect to the
6-system axes is described by Euler angles (_be, 0e, ¢¢) (i.e., the rotational elastic displacements),
which are nominally zero. The origin of the LFSP 6-system is located in the reference inertial
coordinate system (denoted the fi-system), by the position vector Rno = Xfil + Yfi2 + Zfi3. The
payload attachment point P for the undeformed spacecraft is located from the LFSP CM, the
6-system origin, by position vector aop = xp61 .-1-ypo 2 --I-ZpO 3.
The rigid payload is described by a body-fixed 0-system originating from the attachment
point, but fixed to the payload. The 6- and 0-system origins are coincident. Orientation with
respect to the elastic axes is described by Euler angles (¢p, 0p, Cp). These are the payload pointing
mechanism "gimbal angles". The desired nominal orientation is defined by user-specified gimbal
angles. Thus the angular orientation of the payload may be determined from the orientation of
the 0-system with respect to the _-system; the 6-system with respect to the 6-system (due to
elastic deformation); and the orientation in inertial space of the 6-system. Expressing a vector
in terms of components in the various coordinate systems requires transformations using a 1-2-3
Euler sequence of rotations. The angular velocity vectors (body rates) of the various coordinate
frames are COo,We, and wp for the LFSP rigid frame, LFSP elastic frame, and the payload frame,
respectively. The body rates must be transformed into Euler rates prior to linearization.
• inertial reference: fi-system
• LFSP (rigid) body axes: 6-system
• elastic system at payload attach pt.: _-systcm
• payload axes at attach pt.: 15-system
• payload axes at CM: 15"-system 63
r_p
o
fl I
N
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Nonlinear Model
The nonlinear equations of motion for the composite system are developed next. The
bodies are each assumed to have constant mass and mass distribution, and to possess only rota-
tional freedom with respect to each other. All terms in the equations represent inertial quantities
which are to be expressed in the 6-system, nominally parallel to the inertial frame. It should
, d ,, denotes differentiation with respect to the inertial frame, and so angularbe noted that _
velocity cross-products appear, whereas an overdot "'" indicates a local time derivative inside a
particular frame. Appropriate coordinate transformations in terms of Euler angles, using a 1-2-3
sequence, are required.
First consider the LFSP equations of motion. Beginning with the translational equation
of motion, writing Newton's law gives equation (1). Here mo is the LFSP mass, Fp is the internal
constraint (reaction) force exerted on the LFSP by the payload, and there are nF external forces
Foi acting on the body (e.g., RCS thrusters).
Next the nonlinear rotational equation of motion of the LFSP is given by equation (2).
Io is the LFSP inertia matrix about {he CM, Tp is the pointing system reaction torque, and
there are nM moments Moi acting on the LFSP (e.g., CMG moments). The position vector
Rop = xv61 + yp62 + zv68 locates the payload attachment point, and the position vector rol =
xo_61 + yoi62 + zoi68 locates the ita external force Foi acting on the LFSP. Here the "prime"
r indicates the (3 x 3) matrix cross-product form.notation with Rtop and roi
LFSP Eqns. of Motion
• LFSP translation:
• LFSP rotation:
tlb _
mo/ .o = -r, + E
i--I
Io&o + _;o × Iowo = -Rop x Fp -
r_/tf r_ F
Tp + X Mol + E roi x Fol
i----1 i----I
(1)
(2)
wo ! /( /
Mol / _ /
fi3 O _- 6=
Fo!
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Nonlinear Model (cont.)
The LFSP elastic motion is assumed to be decoupled from the LFSP rigid-body motion
(vMid for small motion), so that inertial/elastic coupling terms arise from payload interactions
with the platform at the attachment point. Thus the elastic motion of the LFSP may be de-
scribed by equation (3), the modal equation of motion. The (n × 1) vector q contains the modal
coordinates, where n is the number of modes used to describe the elastic motion. The modal
coordinates and their corresponding time derivatives will comprise 2n components of the system
state vector. The matrix D is a diagonal matrix with terms 2_iwi, where _i and wi are the damp-
ing ratio and frequency, respectively, for elastic mode i. Matrix A is a diagonal matrix of w2.
The ¢I,'s consist of mode slopes at the point where a moment is applied, or mode shapes at force
application points. The modal matrices • are dimensioned (n × 3). The right-hand side of the
expression represents modal forces and moments.
LFSP Elastic Motion
_i + D_I + Aq = -¢I, uFp
nM nF
- ¢I'0Tp + _ _I'0olMoi + _ CI'uoiFos
i=1 i=1
(3)
_0olMoi
0
_oTp
_uFp
_uolFoi
189
Nonlinear Model (cont.)
Next consider the payload equations. The payload CM location, point P*, for the de-
formed spacecraft with respect to the inertial reference is given by vector Rnp* in (4) below. The
acceleration of the payload CM is sought. Consider time der_vatives of the position vector Rnp-
with respect to the inertial frame, that is, take " d ,, of the right-hand side of Rnp* This gives
the velocity of the payload CM, l_np*. Taking another time derivative, again including terms
due to the relative rotatlons between coordinate systems, yields the inertial acceleration of the
payload CM, Rnp*. The only external force acting on the payload is the constraint force at the
attachment point. Writing Newton's law gives the nonlinear translational equation of motion,
equation (5).
Lastly, the nonlinear payload rotational equation of motion (about the payload CM) is
given by equation (6). Ip is the payload centroidal inertia matrix for the _*-system, and Mp is
the total moment about the payload CM. Taking appropriate time derivatives and characterizing
the moment Mp acting on the payload results in equation (7).
Nonlinear Payload Equations of Motion
• Payload CM translation:
T
Rnp- = Rno + Rop + (_u q + rp.
rnp_.,. = F,
(4)
(5)
• Payload rotation:
d LOS/
Ip _(Wo + We + wp) = Mp (6)
to o
= Tp - rp. × Fp too , top
fia 62
fi,
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Linearized Model
Consider now transformation of all the inertial quantities to &system components, lin-
earization of the nonlinear equations, and the introduction of perturbations (to nominal values).
Note that the &system is nominally parallel to the inertial frame. Upon linearization, system
variables may be thought of as being comprised of a nominal value plus a perturbation quantity,
for example some variable y = yo +Sy. The prefix "5" will be used to denote departure values from
the equilibrium (nominal) state. The nominal attitude of the LFSP is ao = (_o, 0o, _o) T = 0, the
nominal angular elastic deformation at the payload attach point is ae = (¢_, 0r, _b_)T = ooTSq =
0, and the nominal gimbal angles are ap -- (¢p, 0p, _bp) T = (4p, 0p, _bp) T. Furthermore, the m0dM
coordinates used to describe the elastic motion are nominally zero, as are the forces and moments
acting on the system.
The angular velocities of the various coordinate systems may be expressed in general as
w = Wo + 5w. However, the nominal angular rates are zero, and 5w = 5_, with a = (_ , 0 , _)T
the Euler angle vector. The elastic deformation angular rate may be written in terms of the mode
slopes and modal coordinates as follows: 5_e = oTs_I •
• "Variable" = "Nominal" + "Perturbation", y = yo + 5y
Nominal Values:
- LFSP attitude, ao = (¢o,0o, _o) T
- modal coordinates, q = 0
- gimbal angles, ap = (_p, 0p, _p)T
=0
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Linearized Model (cont.)
The linearized perturbation equations of motion are given below. The prime notation
denotes the matrix cross-product form. Cep is the transformation from the G-system to the 15-
--T
system for the nominal gimbal angles _p : (¢p, 0p, _p)T. Also, Ipo = CeplpCep is the payload
centroidal inertia matrix Ip (expressed in the 15*-system) transformed into the &system. Ipo
premultiplies the payload inertial angular acceleration.
• LFSP translation:
• LFSP rotation:
_F
= + E  Fo, (S)
i=l
n M nF
Io_¢o = -R_op_F. - 5Tp + E 5Moi + E r'iSFo,
i=1 i----1
• LFSP elastic motion:
_1 + DS_I + A5q = -4_._Fp
_IA! rlF
- _2o5T. + E <_0oiSMol + E O.oiSFol
i=1 i=1
• Payload CM translation:
I -T r T -T I T
7"Op{(_fino -- [Rop + (Cepr p-) 15_io + [_u - (Ceprp') _0 ]fiCl
-T • '-T (_'"
- (Cepr p ) C.p ap} = 5Fp
• Payload rotation"
ipo(/_o + oW:_l + CWp:_ip) = ST. - ((_Wprp.)':Fp
(9)
(10)
(11)
(12)
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Linearized Model (cont.)
The final equations of motion can be coupled by substituting for the constraint force
8Fp given by equation (11) into the remaining equations (8, 9, 10, and 12), thus eliminating the
expression for payload translation. The LFSP translational, rotational, and elastic equations,
and the payload rotational equation may be expressed in the form of equation (13). Here A is a
(4 x 4) block matrix of overall dimension (n + 9) square. Matrices B and C are essentially null
except for n diagonal terms corresponding to the elastic motion. The vector 8r] is (n + 9) x 1,
and is given by equation (14).
The expression for matrix A is given by (15). Various terms comprising matrix A are
given by equation (16). The expressions for matrices B and C are given by equation (17). The
matrices D and A were given previously. The mathematical structure of this generic model
includes the internal couplings between payload rigid-body motion and LFSP rigid and elastic
motion.
, Model form:
A,_q + B&) + C&] = E,%_
• Vector of system variables:
(13)
c_t] = _(X, }_ Z; _o, 0o, }1'o; ql,..., qn; Cp, Op, ,/,p)T (14)
• Matrices A, B, and C:
a
where:
(7"o + mp)Iaxa
mpR_p
mp_ _
Io - mvWop fU
-r0p_uft'
Ipo -- mprrR I
_' = (eWprp.) '
m/I,
mpR_p¢_
In×n + m/I'u_
Ipo_ T + mp_'}
-! - W
-rnpr Cep
t -?- T
-rnpRopr Cep
-t -T
--rnp_ur Cep
(Ipo - mp_'_')CWp
rt'= (R'p + = )
(15)
(1G)
g
"06x6
Dnxn
03x3
C Anxn
03x3
(17)
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Linearized Model (cont.)
Now consider the right-hand side of equation (13). The vector of control inputs is given
by (18). Matrix E is made up of nF block-columns corresponding to forces 5Fol, nM block-
columns for moments 5Mol, and a single block-column multiplying the payload torque. The
overall dimensions of matrix E are (n + 9) x (3nF + 3rim + 3), and E as a partitioned matrix is
given by equation (19). Each of the three partitioned matrices comprising E are given in (20). It
is clear that EI corresponds to external force inputs to the LFSP, E2 to external moment inputs,
and finally E3 corresponds to the payload gimbal torque.
• Vector of control inputs:
(_U T T
= (Ero 1.... ;SMT1 W .swW)W,6Fo,r ,..., _MonM ,
• Partitioned form of matrix E:
(18)
E = [ Ez{,+o)x{8,F) , E2(n+9)x(3nM) , E3{n+9)x3 ] (19)
E 1 =
I3x3 ... I3x3
t /
roz ... ton r
_uol ... Ouonr
Oax3 ... Oaxa
,E2=
03x3 ... 03x3
I3x3 • • • I3x8
40ol "'" _0onM
-08x8 ... 03xs
, E3=
03X3 •
-13x3
-'I_o
• I3x3 -
(20)
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Decentralized Control Law
The matrix equation (13) may be put into state variable form by allowing xl = 5r], as
given in (14), and x2 = (57). Thus one obtains the expressions in (21), which may in turn be
written as equation (22). The matrices A and 13 are given by equation (23), with each sub-block
of/k and B dimensioned (9 + n) square.
The approach considered herein is a decentralized control strategy using simple propor-
tional plus rate feedback with collocated actuators and sensors for both payload pointing and
LFSP attitude hold. Only applied moments are considered, with LFSP attitude control effected
by moment input _Mo, and payload pointing accomplished by an applied gimbal torque _Tp.
The sensed LFSP attitude and attitude rate at the CMG location are given by (24). The LFSP
attitude is the sum of the central body rigid angles, and the elastic rotations at the CMG location.
The sensed attitude and attitude rate of the payload are given by (25). The payload attitude is
the sum of the central body rigid angles, the elastic rotation angles at the payload attach point,
and the gimbal angles.
• State-space Form
:K1 = X2
:k2 = A-I[Eu- Bx2 - Cxl]
_= _x + l_u
X
0A-1E
(21)
(22)
(23)
• Sensor Outputs
- LFSP attitude and attitude rate:
(24)
Payload attitude and attitude rate:
-T_6ap, = _ao + CT_q + Ce p ap
(25)
-T *
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Decentralized Control Law (cont.)
The decentralized control laws for LFSP attitude control and payload pointing are given
by equations (26) and (27), respectively. Consider the LFSP attitude control system. If the
gain matrices Kao and Kao are chosen as in (28), the resulting dosed-loop system (assuming no
coupling) would have a damping ratio of Po, and a bandwidth of t_o rad/sec. Similar expressions
for the payload gimbal controller may be written by replacing A22 with A44 as ill equation (29),
giving a closed-loop system with damping ratio pp and bandwidth _p.
• Control Law
- LFSP attitude:
5Mo = -[Kao6ao, + K_o6£O,]
Payload Gimbal Torquer:
5Tp = -[KapSaps + K_pS_tps]
LFSP Gain Matrices:
Kao
Kao
• 0
= -A22dlag(_o)
= -A22diag(2PoQo)
(26)
(27)
(2s)
Payload Gain Matrices:
• 2
Ka_ = -A44dlag(f_)
Kap = -A44diag(2pv f_p)
(29)
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Extension to Multi-Payload Case
The equations of motion for multi-payload configurations may be written in the form of
equation (30). The vector 6r/is dimensioned (6 + n + 3np) x 1, and is given by (31). The vector
of force and moment inputs 6u is dimensioned (3nF + 3riM + 3np) X 1, and is written as in (32),
where 6Foi, 6Moi, and 6Ti are external LFSP forces and moments, and payload gimbal torques,
respectively. The coefficient matrices appearing in equation (30) are given in Appendix A.
• matrix form of eqns."
A6_ + B6O + C6q = E6u (30)
• vector of systcm variables:
(_7 "--(_( X, Y_ Z; (/)o, 0o, _/Jo; qi, ... , (In; (_1, 01, _21; ... ; _np, On e, l/)np )T (31)
vector of control inputs:
_U _( T T . T= Fol_ ... , Font, Mol_ ... T .T T . T T )TMonM _ _ • • _ np (32)
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Simulation Results for an Example Problem
In order to demonstrate the modeling and control methods developed, the dual-keel space
station ISS04 reference configuration with individually pointed payloads was considered. Mass,
inertia, and other parameters for the station are summarized in the table below. Many different
simulation scenarios were considered in exercising the space station model, however only a two
payload study comparing the effects of end-mounting versus CM-mounting will be presented
herein. Attitude control moment input to the station was provided by a three-axis CMG near
the station CM, while three-axis gimbal torquers acted at each of the two payload attachment
points. In this study, the "worst-case" station rigid-body initial conditions were chosen based on
the most severe anticipated maneuver, re-boosting to higher orbit. Initial modal coordinates were
obtained from the steady-state elastic deformation resulting from the firing of RCS thrusters. The
decentralized controller must drive the station rigid-body angles and payload pointing errors to
zero in the presence of elastic motion.
ISS04 Configuration
Y
_z x Payload 2* 3002
RCS _ RCS
192 _ 392
• Payload 1
3005
c.m. location: (ft) X =-9.1667
Y = -5.4167
Z -- -21.333
mass: (slug) m. = 17757.76
inertias w.r.t. CM:
(slug-ft 2 )
Izt = 2.15670 x lO s
Izu = 2.15450 x 107
I,, = 3.27812 x 105
I** = 1.20342 x l0 s
I,, = 1.06323 x 106
I,, = 1.19695 x lO s
RCS nodes: . 192, 193, 392, 392
CMG node: 4000
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Simulation Results (cont.)
The 12 vibrational modes that were actually used in the simulation studies, and their
corresponding modal frequencies, are tabulated below. These 12 modes were chosen because
they represent major truss-structure bending and torsional deformations, as opposed to mere
appendage modes. The elastic modes were assumed to have a damping ratio of 0.005. Payload
data are also summarized below. Given are the payload attachment points, and the masses and
inertias. The first rigid payload was mounted on the lower keel, and the second payload on the
upper keel. For the control systems, the desired closed-loop damping ratios were assumed to be
0.707, and the desired bandwidths were 10.0 rad/sec and 0.1 rad/sec for the two payloads and
the space station, respectively.
Model Data
mode _ frequency
(rad/sec)
7
8
9
20
21
22
36
37
38
39
40
41
1.37236
1.39753
1.50451
2.01425
2.24925
2.68481
4.09370
4.74973
4.87077
5.86502
6.51971
7.28311
Modes Included in Composite System Model
Payload Data
15504 gimbal node
position vectors
from CM (ft)
payload mass
(slug)
payload inertias
(slug-ft 2)
II£
I,,
1,,
]wz
I,,
payload 1 payload 2
3005
z = 8.3333
y = 5.4167
z = 236.223
I00.0
3002
z = 9.1667
y = -60.202
z = -142.708
I00.0
1250.0
0.0
0.0
1250.0
0.0
1500.0
1250.0
0.0
0.0
1250.0
0.0
1500.0
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Simulation Results (cont.)
The steady-state (limit cycle) station rigid-body pitch and pitch rate encountered in a
reboost maneuver simulation study were 0.02187 rad (1.25 deg) and 0.0008727 rad/sec (0.05
deg/sec), respectively. The present simulation used these values as initial angular displacements
and velocities about each of the station axes. The initial modal coordinates were calculated by
assuming the space station had reached steady-state conditions after the the firing of the four
RCS thrusters in the x-direction at 75 lbi each. This assumed maneuver serves only to provide a
reasonable initial deformed state. There are no thruster inputs after the start of the simulation.
The payload gimbal Euler angles and the remaining states are initially zero. The desired gimbal
angles for both payloads are al,2 = 0.1(1, 1, 1) rad. It was desired to return the station to its
nominal orientation, i.e. the Euler angles (¢o, 0o, %bo) = 0, while driving the payload pointing
error to zero, in the presence of nonzero initial conditions and any induced elastic deformation.
Two cases were compared as a result of studying the equations of motion: an end-mounted case
with nonzero distance between the gimbals and the CM, rp. = (0, 0, 6) w ft, and a CM-mounted
case where rp. = (0, O, O) w.
• Initial Conditions
- each axis: angle = 1.25 (leg, angular rate = 0.05 deg/sec
- initial elastic deformation due to thruster firing (steady-state)
- initial gimbal angles are all zero
• desired gimbal angles: apl = ap2 -- 0.1 (1, I, 1) rad Oo
• station stabilization, simultaneous payload pointing _'_
• two cases:
- end-mounted payload
- CM-mounted payload
2OO
Simulation Results (cont.)
The results given below are for Payload 2 on the upper keel, about the pitch axis (the
x and z motions are analogous, as are the results for the payload on the lower keel). The figure
shows the "base" motion, that is, the sum of the space station rigid-body orientation angles
and the elastic rotation at the payload attachment point, for an end-mounted payload. This
motion must be compensated for by the payload gimbal torquer so that the payload remains on
target. The large rigid-body motion about the y-axis masks the much smaller elastic motion.
The absolute payload pointing error for the end-mounted case is also shown below. The absolute
pointing error is the sum of the base motion and the payload gimbal angles, and should be driven
to zero by the payload controller.
The inset figure compares the absolute pointing error for the CM- and end-mounted cases.
Note that the absolute error for the end-mounted case is significantly more oscillatory than the
CM-mounted case. The end-mounted case has a maximum overshoot of -136.49 arcsec. This
response remains oscillatory with a magnitude on the order of 10 arcsec. The CM-mounted case
yields the desired error response (i.e., perfect second-order system response) about the y-axis
(and x and z axes as well) because the payload rotational motion is completely uncoupled from
the LFSP motion. Here the overshoot is -194.22 arcsec, with the absolute error dropping below
0.001 arcsec in 2.32 see.
• Results for Payload 2, angles about pitch axis (i.e.: "_0")
arcscc)
4800
3800
2800
1800
800
0
-200
Absolute Pointing Error"
800_--
__ _ _ End-Mount
! \ ......
- 0\
_ 0 5 I0
_ _-Base Rotation (End-Mount)
i _/" (= LFSP Rigid + Elastic)
_te Po'mting Error "7 "_
:_ /
-- ( = Base + Oimbal)/
0 5 10 15 20 25 30 35 40
time (sec)
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Alternate Dissipative Controller
The decentralized controller described previously was found to give satisfactory perfor-
mance for the space station example. However, coupling between rigid and elastic motion was
not severe, as the masses and inertias of the payloads were small compared to the station values,
and the station represents a nearly rigid spacecraft. Decentralized control does not guarantee
stability for the general case of a highly flexible LFSP with large inertial payload/LFSP coupling,
as control system interactions can be destabilizing. An alternate method is to utilize a dissi-
pative controller which requires that the matrix "A" in the second order vector equation (33)
be symmetric. Development of the symmetric form of the equations of motion may be found in
Appendix B. By redefining the system variables "Sq" as in (35), it can be shown that the resulting
"A" matrix is always positive definite. Using the sensor outputs as in (36) and the control law as
in (37), it can be proven that the system is asymptotically stable (in the sense that all rotational
and elastic motion tends to zero as time goes to infinity). The stability is guaranteed regardless
of errors in the system parameters or ignored (unmodeled) elastic motion. Research is presently
in progress on this type of controller.
• Symmetric Form of Equations
A6_ + BS_ + C6r/= ESu
where: AT=A>0
BT-B>0
-- E-
cT:c_0
03X3
I3x3
_POo(nx3)
-- 30_x3-
03 x3
0[(6+.) x 3,,p]
]'(3np X3np)
5q= (SRno ,w 5a T, 5qW 5aTo, ..., 5aT o) T
y= ETq=
station attitude (rigid + flexible), at CMG location ]
transformed gimbal angles, payload 1 J
transformed gimbal angles, payload np
• Control Law
_u=-Gp_y-Cr6_'; G_=Cp>0, G_=G T>0
• Closed-loop system asymptotically stable, i.e.:
(5ao, 5q, 5aao, Sago,..., 5anpo) "_ 0 as t ---*
• Research presently in proffress
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(33)
(34)
(35)
(36)
(37)
(3S)
Concluding Remarks
The problem of dynamic modeling and control of composite systems consisting of a central
flexible space platform and articulated rigid payloads was considered. Generic linearized equations
of motion were derived for a single rigid payload mounted on such a platform using a three-degree-
of-freedom gimballing mechanism. This generic large flexible space platform (LFSP) model was
then extended to the case of multiple independently pointed payloads. A simple decentralized
control law was proposed for platform attitude control and payload pointing. Simulation results
were obtained for an example problem with a single payload, and also with two payloads, attached
to the space station. The results demonstrate the effects of dynamic couplings in the composite
system, and also indicate that the control law used provides satisfactory payload pointing and
platform stabilization for the example problem.
An alternate centralized dissipative control law, which uses a symmetric form of the equa-
tions of motion, was also proposed. This control law guarantees stability regardless of modeling
erros and unmodeled modes.Fhrther research is in progress on that topic. The model obtained
herein is mathematically tractable, and yet has an accurate structure that includes all internal
dynamic couplings. This model offers a suitable tool for analytical and numerical investigation
of the dynamics and control of an important class of missions arising in the Control-Structure
Interaction (CSI) program.
• Developed nonlinear math models for LFSP/articulated payload system
• Extended to multi-payload systems
• Obtained linearized equations
• Simulation results for an example problem
- indicates satisfactory performance for decentralized control law
• Proposed a centralized dissipative control law
- provides robust stability
- development in progress
• Further investigation:
- extension to flexible articulated appendages
- automated "FEM-type" model assembly
- incorporation in CSI optimization problem
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Appendix A: Equations for Multi-Payload Case
The equations for an LFSP supporting multiple payloads will be derived from the
linearized equations (8) through (12). Here a large flexible space platform described in part
by n known elastic modes, is acted on by ng external forces and rtM moments exclusive of
the torques required to point the np payloads.
The translational expression is:
nF np
i=1 i=1
(A1)
The expression for the rigid-body rotation of the LFSP becomes:
nM nF np np
I°6_i° : E 6Moi + E rl°i6F°i- E R;i6Pi- E 6TI
i=1 i=1 i=1 i=1
(A2)
' indicates the (3 x 3) matrix cross-product formAgain the "prime" notation with R_oi and rol
of tile vectors Rol = Xi51 + yi_)2 + zi63 and roi = Xoi6Z + yoi62 + Zoi6a. The linearized
equation for the elastic motion of the platform is:
tiM n F np np
6_i + D6_I + A6q = E _0oiSMol + E _.oi6Foi- E ¢ui6Fi- E _oi6Ti
i=1 i=1 i=1 i=1
(A3)
Next are the rigid payload equations. There will be a translational and a rotational
equation for each of the nv payloads. The CM of the i th payload ("point i*") from the inertial
reference for the deformed spacecraft is given by:
T
R.i* = R.o + Rol + _uiq 4- ri* (A4)
Differentiating this equation twice results in the inertial acceleration of the i th payload CM
in the form of equation (7). Noting that the only external force acting on the payload is the
constraint force, and linearizing gives:
I -T I .. T -T I
Tni{(_fino -- [Roi + (Ceiri-) ](_ao -t-[(I)ul -- (Ceiri*) (I)T](_Cl
-T I -T ..
-- ) CeiSai } ---= 6Fi(Ceiri *
(AS)
(_ei iS the nominal transformation between the elastic and some i th payload axes. The payload
rotational equation of motion becomes:
-T .. -T
Iio(6_i o _ _i_fi + Cei6ai ) = 5Ti - (Celri*)'SFi (A6)
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-T {thHere Iio = Cei Ii eel is the payload inertia matrix transformed into the &system. This
inertia matrix multiplies the absolute inertial angular acceleration of the i th payload.
Using summations over the np payloads, equation (A5) can be used to remove _ 5Fi
terms from the LFSP equations (AI, A2, and A3). Furthermore, 6Fi may be removed from
the i th payload rotational equation (A6), yielding np additional equations. This system of
equations may then be assembled in the following matrix form:
AS_ + BS_ + CSr] = ESu (.47)
The vector 577 is dimensioned (6 + n + 3np) x 1, and is given by:
_r] = (5( X, 1/'_ Z; _)o, 0o, _bo; ql, ••., qn; ¢1, 01, _21; .•. ; _)n v, Onp, _)np )r (AS)
The vector of force and moment inputs 5u is dimensioned (3nF + 3rim + 3up) X 1, and is
written as follows:
(Su = _5( Fol T, ... , FonrT; Mol T, ... , MonMT; T1 T, ... , Tnp T )T (A9)
where 5Foi, (SMoi, and 5Ti are external LFSP forces and moments, and payload gimbal
torques, respectively•
The coefficient matrices A, B, and C, dimensioned (6 + n + 3np) square, and E,
dimensioned (6 + n + 3np) x (3nF + 3riM + 3np), are given below. Matrix A is essentially a
"mass/inertia" matrix given by:
A
Al[(6+n) x(6+n)]
Aa[anp x (6+,_)1
A2[(6+n) xanp]
A4(3np X3np)
(A10)
The blocks comprising matrix A are:
A 1 =
( °" )too+ _ mi I3×a
i=l
np
E rniR;i
i----1
np
E mi i
i=l
- E m,Rl
i=1
np
Io _ ' - '
- miRoiR i
i=1
np
i=1
np
Emi@i
i=1
np
y]. ' -miRoi _i
i=1
np
Inxn + _ rni_i(_i
i=1
(Alla)
A 2 =
-I T
I ?./._lrl Ce 1
t -t T
ml RolrlCel
-t Tk-rnl _lrlCel
__mnv_tnp T• •• Cen p
mnvaronprrnp T• , . -- Cenp
p' C T
• • • --gr/np -*=np np enp
(Allb)
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A3 = " " " (Allc)
where:
A 4 =
-t -I T
(I1 - rnlrlrl)Cel ...
• • •
03x3 • • •
03x3
-I -I T
(Inp - m..rn rn_)Cenp
(Alld)
--t T )t - t t -t Trl = (Celri" Ri = (Roi + ri) ¢i = (O_Ti- riO01) (A12)
Matrices B and C are for the most part null except for diagonal blocks multiplying
the n modal coordinates• B and C are then modal damping and modal stiffness matrices
written as:
B = diag[0(6x6), D(nxn), 0(3n. x3nD] (A13)
C = diag[O(6x6), A(.x.), 0(3npx3..)]
where:
D = [diag(2_iwi)](.x.)
A = [diag(w_)](.xn)
(A14)
The coefficient matrix E is written as:
E El[(6+n) x3ny]
O(3npX3nF)
E2[(6+n)×3nM]
O(3np×3nM)
E3[(6+n) x3np]
I(3np x3np)
(A15)
where the first row of blocks in E are given by:
E 1 =
I3x3 ... I3x3
t ;
rol • , • ron F
_uol " • " _uonF
, E2 =
03x3
I3x3
_0oI
• . • 0ax3
• •• I3x3
• " " _OOnM
, Es=
03x3
--I3x3
-_ot
• • • 0ax3
••• --I3x3
• . . --IfI_0n p
(A16)
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Appendix B: Symmetric-Form Equations for Single and Multi-Payload Cases
A symmetric form of the composite system equations of motion will now be derived
from the linearized asymmetric form. The linearized LFSP translation, rotation, and elastic
equations of motion, as well as the payload rotational equations follow:
nF
(mo + rnp)Ia×a6fino - mpFt'Sao + mp£_5_t - mpr-'-WC_p6ap'" = E 6Fol
i=1
(B1)
, "" [I ° t -, .. t - *" ! -'-T "'"mpRopSano --k - rnpRopR ]6ao + mpRop_6q - mpRopr Cep6ap
n F nM
= E {°'6V°i + E 6Mo,- 6Tp
i=1 i=1
(B2)
-- mp_u r Cep_a p?Ttp_I)u6fino mpC_uff{.'6"_to q-[Inxn -]- mpC_u_I_]¢_t - -,-T ..
nF n_l
= E _uoi6Foi q- E (I)°°i6M°i -- _06Tp
i----1 i=1
(B3)
where:
YYtprt_fino -_-[Ipo - mp_'R'l_fio + [Ipo¢_ + mp_'_]_t
+ (Ipo - rnp_"_')ewp6_ip = 6Tp
(B4)
_' = ((]eTprp*) ' R' = (Wop + e') • = (B5)
A symmetric form of the equations of motion may now be obtained by removing 6Tp
from equations (B2) and (B3) using (B4), yielding:
mpl_'Sfino + (Io + Ipo - mpR'fU)_ilo + (Ipo/I_ + mpR'})6_t
nF nM
rnpR r )Cep6a p --- E roi6F°i q- E 6Mol__+,(Ipo-- -,-, -T ""
i=1 i=1
(B6)
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mv'i TSR, o + ( 0Ipo
-- rr/p(I)Tt_t)_ao -_- (In×n + 'I)elpoq )T + mpg_Tg_)5_
nF nM
+ (cI'olpo - mp_,T_'OTpS/ip = E _I'uoiSFol + E ¢0oiSMol
i=1 i=1
(B7)
A matrix form of equations (B1, B6, B7, and B4) may be assembled as follows:
AS/] + B57) + CSr/= ESu (B8)
Here A is a (4 x 4) block matrix of overall dimension (n + 9) square. Matrices B and C are
essentially null except for n diagonal terms corresponding to the elastic motion. The vector
5r] of system parameters is (n + 9) x 1, and is given by:
_r] 5(RTo; T. qT T T= ao, ;apo) (B9)
The transformed payload angles 6apo _-- (_Tp5ap must appear in the vector of system param-
eters for symmetric equations to result. The vector of control inputs is:
5u=(SFT1,...,SFTnr;SMTol,...,SMonMT ;STT)T (B10)
The equations for an LFSP supporting multiple payloads will be given as obtained
from the linearized equations (B1, B6, B7, and B4). Here a large flexible space platform
described in part by n known elastic modes, is acted on by nF external forces and nM moments
exclusive of the torques required to point the np payloads.
The equations of motion for multi-payload configurations may be written in the fol-
lowing form:
AS_ + BS_ + CSq = ESu (Bll)
The vector 57/is dimensioned (6 + n + 3nv) x 1, and is given by:
T aT,.. T )T5r] = 5(RTo; a o ;qT; . , anpo (B12)
The vector of force and moment inputs 5u is dimensioned (3nF + 3riM + 3np) X 1, and is
written as follows:
5u = 5( Fol, ... , FonF; Mol, -.. , MO,M; T1, ... , T,,p ) (B13)
where 5Fol, 5Moi, and 5Ti are external LFSP forces and moments, and payload gimbal
torques, respectively.
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The coefficient matrices A, B, and C, dimensioned (6 + n + 3np) square, and E,
dimensioned (6 + n + 3np) x (3nF + 3nu + 3np), are given below• Matrix A is essentially a
"mass/inertia" matrix given by:
h I Al[(6+n) x(6+n)]
Aa[3.p x (6+ n)]
A2[(6+n) x3np]
A4(3np x3np)
(B14)
The blocks comprising matrix A are:
h I =
mo
I'_1) N_ np np
+ Emi Iaxa -EmiR_ Emi_i
i=1 / i=1 i=1
_p np lqp
-,-, mipL._i _E miftl Io - E (Iio- miRiRi) E (Iio + i ]
i=1 i=1 /=1
np np Y_p
-T -!
E mi}T - E ('I'0ilio- mi_i Ri) I.xn + E cI'mlio'I'0 T
/----1 i----1 /----1
np
+ _ mi_ir_i
i=1
(B15a)
h 2 =
-ml_
Ilo - 1-,
-- 7R1 l_lr 1
- T-t
_01Izo --m1_z rl
•. • --mnprrnp
-- ! --I
• .- Inpo-- mnvRnprnp
- W -I
• .. _0npInpo -- mnp _nprnp
(B15b)
A 3 =
rnl_
Lm.pr'p _l -- !Inpo -- rnnp rnp Rnp
Ilo_e T + _ ,i,_
T mnp_/np @npInpo(_Onp "4-
(B15c)
where:
h 4 =
-, T ,
r| = (Ceiri *)
Ilo -1-1
-- rr_lrlr I
03x3
fti = +
03x3
Inp o -- mnp_lnp_tnp
T= ri_oi )
(B15d)
(/316)
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Matrices B and C are for the most part null except for diagonal blocks multiplying
the n modal coordinates. B and C are then modal damping and modal stiffness matrices
written as:
B = diag[0(6x6), D(nxn), 0(3,,px3%)]
C = diag[0(6x6), A(nxn), 0(3n, x3np)]
where:
D = [diag(2(iwi)](,,×,)
A = [diag(w_)](nxn)
The coefficient matrix E is written as:
(B17)
(B18)
E
El[(6+n) x3nF]
O(3npX3nF)
E2[(6+n) X3nM]
O(3np X3nM)
O[(6+n) x3np]
I(3np ×3rip)
(B19)
where Ex and E2 are given by:
E 1
I3x3
I
rol
_I_ uol
• .. 13×3, ]
•.. ton F
• . . _I_uonF
E2
-03x 3
Iaxs
_0ol
- • • 0axa
• • • I3x3
• • • _OonM
(B2o)
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SOLAR POWER PROVIDED BY EIGHT PV ARRAYS
The electrical power for Space Station Freedom is generated by eight large photo-
voltaic (PV) arrays. Lockheed Missiles and Space Company's proposal defines an array
which is 113.7 feet long and 33.8 feet wide, and weighs about 1,200 Ibs. The eight
solar arrays represent a significant portion of the structural weight and inertia of
the Space Station outboard of the central modules. A detailed finite element model
of the array was generated using 2,000 degrees of freedom (DOF). The array's stiff-
ness is partially created by stretching the photovoltaic cell substrate using a
differential stiffness method. The verification of the method to analyze the differ-
ential stiffness effect will be presented at the AIAA SDM conference in April. The
predicted array first bending and first torsion mode frequencies are both at approxi-
mately 0.08 Hz. Each solar array has 39 modes of vibration under I Hz and 273 modes
of vibration under 20 Hz.
• Differential Stiffness in Blanket
!
!
w
l
• 2000 DOF
• First modes ~ 0.08 Hz
• 39 Modes below I Hz
• 273 Modes below 20 Hz
\
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OVERALL SPACE STATION MODEL IS VERY LARGE
A Craig-Bampton dynamic component model of the photovoltaic array was formed as de-
scribed in the previous slide, duplicated eight times and coupled to the overall
Space Station model. The Space Station model used was the Microgravity Study, OF-2,
assembly complete configuration. A finite element model of the beta joint was also
created and included in the synthesized station model. Both the alpha joint and the
beta joint were freed to rotate when system modes were generated, resulting in six-
teen rigid body modes. There are a total of 366 normal modes under I Hz. Without
any further model reduction at the component level, we would expect to find between
3,000 and 4,000 modes below 20 Hz. A modal ordering algorithm, described later, was
used to select 99 modes of the 366 below 1Hz for the controls analysis.
Reaction
Control
Jets
Direction of Flight
CMG's
Alpha Joints
Starboard
Beta Joints
. OF-2 Complete Configuration
Port I" 16 Rigid body DOF I
Beta Joints I" 366 Modes below I Hz I
I" 99 Modes selected for analysis I
• 3000-4000 Modes below 20 Hz
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FOUR CONTROL SYSTEMS SIMULATED
Four control systems were simulated for this initial study. The first is three
axis Proportional-plus-Derivative (PD) attitude control. Variations from commanded
attitude are sensed at an avionics platform co-located with the Control-Moment-Gyros
(CMG's) which apply a restoring torque to the Station. Control gains are chosen to
result in control frequencies of 0.01Hz and damping ratios of 0.707 about each axis.
The second control system is a simplified model of the Reaction Control System (RCS)
during reboost. In this model the RCS accelerates the station in the direction of
flight (x) and controls attitude in pitch (Sv) only. The pitch axis PD controller is
deactivated during reboost, though roll and _aw controllers reamin active. The jet
firing logic is based on a deadband of 1.0 ° and a hysteresis of 0.05 ° , where the
error signal is the sum of the pitch rotation and rotational velocity. The final two
control systems control the two alpha joints and the eight beta joints. These are
PD controllers with control frequencies of 0.04 Hz and damping ratios of 0.707. The
rotation of both the alpha and beta joints is commanded by a sun-sensor mounted or
the avionics platform, resulting in a co-located inner loop, but a non co-located
outer loop.
RCS Reboost / Jet Forces
Control (1) |
PD Attitude
Control (2)
((o=0.01, _ = .707)
PD Alpha Joint
Control (2)
(m=0.04, _ = .707)
PD Beta Joint
Control (8)
(m=0.04, _ = .707)
Joint
Attitude
Euler
Angles
Space
Station
Dynamics
Joint
Angles
Joint
Angles
Sun
Sensor
Alpha and Beta Joint Commands
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CONVENTIONAL APPROACH: MANUAL TRANSFER OF DATA
The conventional approach for control/structure interaction studies is undertaken
by two separate departments. A finite element model is typically developed by a
structures department and solved for some number of normal modes. Some subsets of
these modes are then transferred (often manually) to a controls department where
they are used to develop a structural dynamic model which is coupled to control
systems for analysis. If structural loads are required, input forces are usually
extracted from the coupled analysis and returned to the structures department which
runs through a load cycle. Even if we side step the issue of developing truly
coupled software to perform both the structural and control system analyses, a
number of issues remain in the transfer of data between structural dynamic and con-
trol system analysis software. The emphasis of our development efforts at the NASA
Lewis Research Center have been to retain current software tools in each of the two
disciplines (MSC/NASTRAN for structural dynamics and BCS/EASY5 for control system
analysis), while carefully examining the issue of data transfer.
Structures Department
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AUTOMATED APPROACH UNIFIES PROBLEM
The outcome of this development has been a software program called CO-ST-IN
(COntrol-STructure-INteraction). The structural model is still developed and solved
in MSC/NASTRAN, while control system analyses are performed in BCSZEASY5. CO-ST-IN
simply acts to transfer data between the two programs, provided an efficient platform
for coupled analyses. The emphasis in developing CO-ST-IN has been on the type of
data to be transferred and how best to do this transfer. Some of the issues which
we have considered are listed below:
- Modal selection as a method of model reduction.
- Most efficient methods for recovering accurate internal loads and stresses.
- Alternate modal representations resulting in more accurate closed-loop models
using fewer modes.
Each of these is discussed in greater detail in following slides.
Structures Department Controls Department
i: NASTRAN MATR'xxI-DEAS I EASY5
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MODAL ORDERING REDUCES MODEL SIZE
One of the largest discrepancies between typical structural dynamic and control
system models is model size. The Phase I Space Station model presented here, for
instance, has 366 modes below Hz. While this model can be handled effectively using
structural dynamic software such as MSC/NASTRAN, it is too large for effective con-
trol system analysis using currently available software. While many methods of model
reduction can be found in the literature, most methods based on state-space represen-
tations (such as internal balancing, component cost analysis and optimal Hankel-norm
approximations) reduce to modal selection under the assumptions of light damping and
sufficiently separated frequencies. This suggests that modal selection provides an
especially powerful method of model reduction for lightly damped flexible structures.
CO-ST-IN implements three algorithms in order to select modes. The first is approxi-
mate balanced singular value based on Moore's internal balancing, the second is the
modal cost based on Skelton's component cost analysis and the final algorithm meas-
ures each mode's contribution to the static deflection of the structure. In order to
implement meaningful modal selection algorithms we have found it essential to be able
to group modes with equal or nearly equal frequencies and also to scale inputs and
outputs so as to reflect their relative importance.
• Three algorithms used:
(1) Approximate Balanced Singular Values
(2) Modal Cost
(3) Contribution to Static Deflection
• Modes grouped by frequency
• Inputs and outputs scaled to reflect relative importance
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CONVENTIONAL INTERNAL LOADS AND STRESSES CALCULATION
The conventional method for recovering internal loads and stresses is to extract
structural input loads from the coupled control system simulation and apply these to
the structural dynamic model. This approach offers a number of advantages when com-
pared to methods which depend on the number of modes represented in the coupled
simulation. The first is that structural dynamic software such as MSC/NASTRAN can
effectively handle very large amounts of data, and structural engineers have the
tools and expertise to reduce this data. A more fundamental advantage is that the
number of modes used in the coupled simulation must only be large enough to calcu-
late accurate input loads, but this is typically much smaller than the number of
modes required to calculate accurate internal loads and stresses. This approach
then allows the analyst to choose the model size which is most appropriate for each
analysis, thereby greatly reducing the number of modes required in the control analy-
sis. CO-ST-IN facilitates the implementation of this conventional approach by
searching EASY5 output data for structural inputs and writing these as dynamic input
data for NASTRAN.
F
Transient _ Structural _t Transient /
_ t Inp_____LAnalysls Analyses J
• Any NASTRAN solution can be used
• Relatively small models can be used in _
original transient while much larger models / Element \
can be used in NASTRAN to ensure ( I:n-r_--'l_i-mrl_ /
accurate forces and stresses \" Histories" /
• Applicable to detailed stress analysis _,_------- /
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INTERNAL FORCES AND STRESSES CALCULATED IN CONTROL SIMULATION
While the conventional approach described in the previous slide can be very power-
ful, it can also be somewhat cumbersome in situations where a quick turnaround of
results is desired. This is because it is necessary to transfer loads back to the
structural dynamic model after each dynamic simulation. Turnaround time for the
analyses can be greatly reduced by extracting "data recovery matrices" from the
structural dynamic routine and using these to calculate internal loads and stresses
directly during the coupled simulations. Data recovery matrices are used by the
structural dynamic routine to calculate internal loads and stresses given information
on the modal displacements and additionally the input loads if a mode acceleration
method is used. CO-ST-IN allows the user to extract these matrices from MSC/NASTRAN
and transfer them to EASY5. Either the mode displacement or the mode acceleration
methods can be used. The mode acceleration method adds a static correction (direct
feedthrough) term to modal data, resulting in improved accuracy with a given number
of modes. The mode acceleration method is particularly recommended in this case
since the number of modes in the coupled analysis is typically limited.
r NASTRAN _ _ [ EASY5 or
Normal iodesl._n_tZ_'___v_=r v _ MATRIXx
and Static /- Transient
Analyses J "--c'""'""_ / I Analysis
• Forces available without returning to
NASTRAN
• Mode acceleration and mode displacement
options
• Applicable to preliminary studies
219
FIXED INTERFACE REPRESENTATIONS CAN BE MORE ACCURATE
While the use of normal modes as a structural representation offers a number of
advantages, these modes are calculated with all controlled DOF (i.e., DOF at which
control actuators apply forces and moments) left free. This implies, in some cases,
that a large number of modal DOF may be required in order to calculate an accurate
closed-loop model. One method for circumventing this problem is to use a Craig-
Bampton representation, based on the calculation of modes with controlled DOF held
fixed. The actual effect of the controller lies somewhere between these two ex-
tremes, but we have found that even with relatively soft controllers, the Craig-
Bampton representation results in more accurate closed-loop models. We have de-
veloped a simple procedure for calculating and extracting Craig-Bampton models using
MSC/NASTRAN's superelement capability. Since we only transfer modal data, many of
the advantages of the normal modes representation are retained.
Normal Modes
Effect of
Controller
Fixed Interface Modes
• Fixed Interface Modes result in more accurate closed-loop poles and
closed-loop frequency response when sensors and actuators are
collocated.
• The improvement is large for "stiff" controllers, but still exists for "soft"
controllers
• Fixed Interface Modes Result in Off-Diagonal Mass Terms
• Fixed Interface Representations are simple to calculate in
MSC/NASTRAN and only normal mode data need to be transfered
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REBOOST JETS USED FOR PITCH CONTROL
We examined the response of the Space Station during a reboost maneuver where the
Station is accelerated in the direction of flight (x-axis). In this case roll and
yaw attitude are controlled by CMG's, while pitch is controlled by the four reboost
jets, each firing with a force of 25 Ibs. Because the module cluster lies below the
boom, the Station center of mass is approximately 140" below the center of boom, so
with all four jets firing the top of the station pitches forward. The pitch angle
plus a rate gain times the pitch rate is fed back to the Reaction Control System
(RCS). Once this error signal exceeds the deadband plus hysteresis the upper jets
turn off and the Station rotates back until the error drops below the deadband at
which time the upper jets switch back on and the procedure is repeated. Since the
moment arm with all four jets firing is much larger than with only the lower jets
firing, the station will initially exhibit a large overshoot as the lower jets turn
it back around. This overshoot can be reduced by increasing the rate gain which
adds an effective lead compensation to the control system.
X _._
180"
Upper Jet Locations
25 Ibs (ON/OFF)
Geometric Center of Truss
Station Center of Gravity
_- 25 Ibs (ON)
Lower Jet Locations
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STATION PITCH RESPONSE TO REBOOST
(Rate Gain = 1.0, Hysteresis = 0.05 ° )
With a rate gain of 1.0, a deadband of 1 ° and hysteresis of 0.05 ° , the pitch re-
sponse exhibits an initial transient with an 500% overshoot and it does not settle
into a steady state limit cycle within the 500 second simulation. This is a
relatively benign excitation from a structural point of view and the effect of
flexible modes on the pitch response is very small.
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ALPHA JOINT TORQUE RESPONSE TO REBOOST
(Rate Gain = 1.0, Hysteresis = 0.05 ° )
One way to examine the model for potential control/structure interaction is to
compare the response of control systems with and without the presence of flexible
modes. In this case we examine the response of the alpha joint controllers which
are acting to maintain the relative rotation at the alpha joints. The response
with and without flexible modes is very similar, though the effect of flexible
motion is clearly visible. Even with this relatively benign excitation, the
structural dynamic response of the station outboard of the alpha joints will vary
depending on whether it is excited by the forces calculated with flexible modes
or those calculated with rigid body modes only.
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BETA JOINT TORQUE RESPONSE TO REBOOST
(Rate Gain = 1.0, Hysteresis = 0.05 ° )
While the alpha joints are strongly excited by the rigid body pitching of the
Space Station, the beta joints are not. The response of the beta joint controllers
to RCS jet firing is essentially zero with rigid body modes only, but increases to
peak of near 4 in-lbs with the addition of flexible modes. While this is still a
small response it does illustrate the effect of flexible modes.
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STATION PITCH RESPONSE TO REBOOST
(Rate Gain = 10.0, Hysteresis = 0.01 ° )
Now consider a variation in the control parameters to improve rigid body response.
Increasing the rate gain reduces overshoot, while decreasing the hysteresis reduces
the effect of limit cycling. As expected the response does improve. The overshoot
is reduced to 200% and the pitch angle attains a constant steady state value after
the initial 200 second transient. The response with flexible modes is offset
slightly, though it is still very similar. The cost paid for the improved perform-
ance is that the upper RCS jets are now switching on and off at a much higher rate,
possibly reducing efficiency and increasing the potential for excitation of struc-
tural modes.
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ALPHA JOINT TORQUE RESPONSE TO REBOOST
(Rate Gain = 10.0, Hysteresis = 0.01 ° )
Once again examine the torque response of the alpha joint controllers in order to
identify any potential for control/structure interaction. In this case the rigid
body response of the alpha joints undergoes two initial transients and then settles
close to a steady state value. The flexible response follows a similar pattern, but
the peak moments generated during the initial transient are significantly higher and
the amplitude of the steady state response is close to an order of magnitude higher
than with rigid body modes only. It is clear that with this choice of control
parameters, there is a significant control/structure interaction. It is also clear
that variation of control parameters and possibly filtering of the alpha joint
control signals can reduce this effect, though careful analysis of the results will
be necessary.
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BETA JOINT TORQUE RESPONSE TO REBOOST
(Rate Gain = 10.0, Hysteresis = 0.01 ° )
With the increase in rate gain and decrease in hysteresis, the response of the
beta joint controllers with a rigid body model is still near zero, but with a flexi-
ble modes peak torques of more than I0 in-lbs are observed. The response of the
beta joint controllers, in this case is almost entirely due to the coupling effect
of the flexible modes of vibration.
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SUMMARY
The NASA Lewis Research Center is concerned with the potential of interaction
between space station controllers and the solar PV array structures. The models
required to handle this problem are very large, and we have developed automated
methods for the transfer of data between structural dynamic and control system
analysis software. These methods emphasize the need to achieve accurate coupled
analysis results while using as small a model as possible. Specific tools which
help the analyst in this regard include modal order techniques, the use of mode
acceleration to calculate internal loads and stresses and the transfer of Craig-
Bampton components to reduce problems associated with modal sufficiency. These
techniques were applied to a space station model with 366 modes below I Hz.
Attitude control, and alpha and beta joint control were simulated. The inclusion
of alpha and beta joint controllers is important when examining overall space
station dynamics. An initial choice of control parameters does indicate a potential
for control/structure interaction during reboost. As expected this is exacerbated
by increasing the rate gain and decreasing the hysteresis of the Reaction Control
System (RCS) in order to improve rigid body performance.
• CSI analysis of Space Station involves large
models
• PV arrays are very flexible and can have a
significant effect on station dynamics
• Selected Data Transfer Facilitates Analysis
• Alpha/Beta joint controllers are important
• Potential for CS! exists depending on control
parameters
228
N90- 21 07 5
OPTIMIZATION OF THE STRUCTURAL AND CONTROL
SYSTEM FOR LSS WITH REDUCED-ORDER MODEL
N. S. Khot
Air Force Wright Aeronautical Laboratories (AFWAL/FDSR)
Wright-Patterson Air Force Base, Ohio
Third NASA/DOD Controls-Structures Interaction (CSl) Technology Conference
San Diego Princess
San Diego, California
January 30 - February 2, 1989
229
INTRODUCTION
The objective of this study is the simultaneous design of the structural and control system
for space stuctures. The minimum weight of the structure is the objective function, and the con-
straints are placed on the closed-loop distribution of the frequencies and the damping parameters.
The controls approach used is linear quadratic regulator with constant feedback. In the present
investigation a reduced-order control system is used. The effect of uncontrolled modes is taken
into consideration by the model error sensitivity suppression (MESS) technique which modifies
the weighting parameters for the control forces. For illustration, an ACOSS-FOUR structure
is designed for a different number of controlled modes with specified values for the closed-loop
damping parameters and frequencies. The dynamic response of the optimum designs for an initial
disturbance is compared.
OBJECTIVES
• MINIMUM WEIGHT DESIGN
• SIMULTANEOUS STRUCTURAL AND CONTROL DISCIPLINES
• CLOSED=L00P DAMPING AND EIGENVALUE
• REDUCED ORDER CONTROL MODEL
REQUIREMENTS
• EFFECT 0F NUMBER OF MODES CONTROLLED 0N THE
DESIGN
• DYNAMIC RESPONSE OF OPTIMUM DESIGNS
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OPTIMIZATION PROBLEM
Minimize W, the weight of the structure, such that the constraints on the closed-loop frequen-
cies, _5i, and the closed-loop damping, _i, are satisfied. This optimization problem was solved
by using the NEWSUMT-A program which is based on the extended interior penalty function
method with Newton's method of unconstrained minimization.
Structure/Control Optimization Problem
Minimize weight
Such that
Where
W -- _ piAili (1)
gj(_i) <--0 (2)
gj(¢i) --0 (3)
gj(Ai) > 0 (4)
gj(Ai) = A i - Ai(min)
(5)
(6)
(7)
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MODEL ERROR SENSITIVITY SUPPRESSION
The control problem is defined in Eqs. 1 and 2, where {x}c and {x}_ are the controlled and
suppressed states. The model error sensitivity suppression technique involves setting a singular
perturbation on the _ system which implies that the derivatives _ be set identically to zero. This
condition when applied to the suppressed states yields Eq. 3. This algebraic equation now can
be solved for the suppressed states as given in Eq. 4. Using Eqs. 1 and 4 a new performance
index can be written as given in Eq 5.
REDUCED ORDER MODEL
PI= 
SubJect to
({x}T[Q]c{x}c -4- {x}T[Q]s{x}s 4- {f}T[R]{f})d_ (l)
[ _,c 0 xc8]=[ Ac
Singular perturbation of suppressed system
0 -- [Als{x}s -F [Bls{f}
Solve for
{x}s -'- -[A]-_l[B]s{f}
Substitute for {x}s in PI
(2)
(3)
(4)
PI -- {x} T [Q]c{x}c Jr- {f}T [R 4- [B]T[A]-_T[Q]s[A]_I[B]s] {f}) dt
(5)
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PROBLEM DESCRIPTION
The finite element model of the ACOSS-FOUR is shown in this figure. The edges of the
tetrahedron are 10 units long. The structure has twelve degrees of freedom and four nonstructural
masses of 2 units each are attached at nodes 1 through 4. The dimensions of the structure and
the elastic properties are defined in unspecified consistent units. The collocated actuators and
sensors are located in six bipods. The objective of the control system is to control the line of
sight (LOS) error which is the displacement of node 1 in the X - Y plane due to some initial
disturbance.
ACOSS FOUR (ELEMENT NUMBERS)
|
l,
7
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CONSTRAINTS
The nominal design was used as the initial design for optimization. The cross-sectional areas
of this design are given in the second table. The weight of the structure for this design was 43.69
units. The imaginary parts of the closed-loop eivenvalues and the damping parameters associated
with the lowest two frequencies are given below on the left side. The constraints imposed on the
optimum design are given below on the right side. In the optimum design the specified damping
parameters are twice those of the nominal design. The weighting matrix [Q] for the state variables
is a function of the square of the structural frequencies. The weighting matrix [R] is the identity
matrix.
NOMINAL DESIGN
weight -- 43.69
Q1 -- 1.341
(D2 -- 1.666
_l -- 0.061169
_2 -- 0.07822
CONSTRAINTS ON
OPTIMUM DESIGN
Qi __ 1.341
(_2 __ 1.6
_i -- 0.122
_2 -- 0.156
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NUMERICAL RESULTS
This table gives the closed-loop damping parameter associated with different modes. The
numbers under the first column are for the initial nonoptimum design. The second column
contains the damping parameters for an optimal design where all the twelve modes were controlled.
Subsequent columns contain damping parameters for different optimum designs with the number
of controlled modes given in the first row. It is seen that the damping parameters associated
with the first two modes for all optimum designs are the same. These were the constraints on the
optimum design.
CLOSED-LOOP DAMPING PARAMETERS
# modes 12t 125 I05 85 55 35
0.062
0.078
0.097
0.106
0 112
0 117
0 105
0 099
0 048
0 041
0 029
0 009
0 122
0 156
0 164
0 123
0 056
0 077
0 079
0 047
0 040
0 046
0 028
0 037
0.122 0.122
0.156 0.156
0.148 0.165
0.146 0.123
0.127 0.054
0.082 0.077
0.083 0.082
0.073 0.049
0.038
0.036
0.126
0.143
0.143
0.159
0.144
0.124
0.122
0.156
0.164
t Non-Optimum
$ Optimum
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NUMERICAL RESULTS (CONT)
This table gives the cross-sectional areas of the members and the weights of all the designs.
The initial weight or the weight of the nominal design was 43.69 units while the optimum design
weights varied between 32.89 to 36.92. Even though there is not too much variation in the weights
of the optimum designs, the relative values of the cross-sectional areas of the members are not
the same.
AREA OF MEMBERS
ELE 121" 12, lO:J: 8:J: 5:J: 3it
1 1000 607 614 588 654 572
2 1000 652 804 652 214 637
3 100 155 206 184 667 175
4 100 680 770 688 337 669
5 1000 192 175 168 780 174
6 1000 748 852 748 392 727
7 100 45 118 44 929 46
8 100 517 625 524 129 511
9 100 41 42 42 45 43
10 100 448 41 406 49 407
11 100 168 57 155 52 128
12 100 46 67 45 58 46
wt 43.69 33.94 36.92
Initial Design
::1:Number of Controlled Modes
33.74 34.06 32.89
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NUMERICAL RESULTS (CONT)
This table gives the square of the structural frequencies for all designs. The band of frequencies
for an optimum design with twelve modes controlled is minimum. The frequencies associated with
the first and second modes are nearly equal for all the designs. This is due to the constraints
imposed on the closed-loop frequencies.
STRUCTURAL FREQUENCIES
modes 12t 12_t 105 8_t 5_; 3_t
1.80
2.77
8.35
8.74
11 55
17 68
21 73
22 61
72 92
85 57
105.8
166.5
1.80 1.79 1.79 1.98 1.7g
2.56 2.56 2.56 2.56 2.56
7.63 5.15 6.34 5.68 6.40
9.31 6.59 8.42 6.56 8.21
13.19 12.10 10.64 11.83 10.40
26.41 18.67 24.84 20.63 22.78
27.78 21.64 26.35 29.51 25.33
34.33 31.84 51.68 33.86 50.62
40.32 69.89 66.42 47.05 64.25
44.70 81.73 93.66 72.19 92.60
46.32 124.9 109.1 110.8 105.9
50.10 133.7 116.6 185.9 113.4
t Non-Optimum
$ Optimum
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TRANSIENT RESPONSE
These two figures show the dynamic response of the designs with ten modes and three modes
controlled. The transient response was simulated for a period of 25 seconds at a time interval t
= 0.05 secs. The magnitude of the LOS is given by the square root of the sum of the squares of
the X and Y components of the displacements at node 1. The dash line is for the case where
unmodeled modes are also included in the calculation of the transient response. For the design
with ten modes controlled the two curves coincide. In the case of 3 modes controlled a small
difference in the response is observed.
OPTIMUM DESIGN
10 MODES CONTROLLED
0.5
0tuG,NatPaoe rs
oF Poor 0UAUTY
0.4
0.5 -¸
02-
0,1
0.0
0.5-
1
-- I
2 4 6 8 t0 _2 14 16 18 20 22 24
TIME (s)
OPTIMUM DESIGN
3 MODES CONTROLLED
0,4-
0..3
0.2-
0.1
0.0
4 6 B 10 12 14 16 t8 20 22 24
TIME(s)
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CONCLUSIONS
This presentation included the results of an investigation to design a minimum weight struc-
ture by taking into consideration a reduced order control system. The reduced order approach
was based on the model error sensitivity suppression technique. It was found that the weights of
the structures with a different number of modes controlled were not substantially different. The
work done by the actuators was found to be reduced with a less number of contolled modes. The
transient response of the different designs was not the same. There was not much difference in
the LOS when unmodelled modes were included in calculating the response.
• Simultaneous structural and
damping and eigenvalue
control with
requirements
closed-loop
• NEWSUMT m An optimizer for solving the problem
• Control design based on reduced order model
The transient response for designs with
number of modes controlled was not
different
the same
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Abstract
To facilitate the development of Control-Structure Interaction (CSI) design methodology,
this paper presents a computational architecture for interdisciplinary design of active
structures. The emphasis of the computational procedure is to exploit existing sparse
matrix structural analysis techniques, in-core data transfer with control synthesis programs,
and versatility in the optimization methodology to avoid unnecessary structural or control
calculations. The architecture is designed such that all required structure, control and
optimization analyses are performed within one program. Hence, the optimization strategy
is not unduly constrained by "cold" starts of existing structural analysis and control
synthesis packages.
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Design of Closed-Loop Spacecraft Dynamics
Conventional attitude and station keeping control system design, which maintain bandwidth
separation between rigid-body controllers and flexible-body dynamics, cannot meet the
performance goals of future science missions. Thus, both the rigid and flexible-body
closed-loop dynamics of the spacecraft must be concurrently designed. The interdisciplinary
design of controller and structure dynamics can be studied most easily through computer
simulation. To this end, a computational software testbed has been designed and
implemented to test new ideas and algorithms for future spacecraft design.
The software testbed consists of three in-core modules: a structural modeling and analysis
module, a control synthesis processor, and a versatile optimization package. Key features of
the software include in-core data transfer between the control, structure, and optimization
modules and a sparse matrix utility. Both features facilitate new implementations of
solution algorithms and control strategies.
The software testbed has been applied as a research tool to study CSI partitioned
analysis procedures 1, suboptimal second order observers 2, and a number of truss design
problems. The discussion herein emphasizes use of the software architecture to reduce
the computational burden of CSI analysis, synthesis, and/or simulation. By reducing
burdensome data transfer among separate analysis packages and by increasing the
computational efficiency, more freedom is allowed to explore closed-loop spacecraft
dynamics design methodology. A description of the architecture and its implementation
in a prototype code are discussed. Examples of active truss designs are also presented.
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COMPUTATIONAL ARCHITECTURE FOR INTEGRATED CONTROLS
AND STRUCTURES DESIGN
OBJECTIVE:
Develop a computational architecture for the study
of CSI that reduces data handling and thus promotes
more study of design methodology.
APPROACH"
Assemble public domain software into a single program
for in-core data transfer between structures, controls
and optimization analysis software.
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Benefits of Interdisciplinary Design
Several tangible benefits usually result from an integrated design approach for controlled
structures. These include minimizing structural mass, decreasing the amount of controller
energy, and increasing system robustness2 -7 These benefits are usually the first and
sometimes the only benefits considered from the integrated design approach. There exist,
however, intangible benefits that must not be overlooked. The interaction of engineers
and scientists from controls and structures disciplines produces new insight into active
structure design. Specifically, the implications that changes in one discipline have on
another discipline are better understood. This leads to physical insight into CSI and
permits the portion of the design relegated to the computer to be minimized.
Developing physical insight into the interrelationship of the structure and control system
will enable substantial improvements in spacecraft design. Most importantly, increased
physical insight will aid the systems level decision process which ultimately determines the
viability of a mission from both cost and technical considerations. Physical insight into
interdisciplinary CSI design has motivated the present computational approach.
O TANGIBLE
• Minimization of mass
• Reduced controller energy
• Enhanced robustness
O INTANGIBLE
• Physical insight into CSI
• Better informed decisions
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Optimization - A Tool for Studying Design Methodology
Significant advances in the use of optimization as a design tool for interdisciplinary
problems were presented at a recent Symposium on Multidisciplinary Analysis and
Optimization. 8 Methods for determining objective function and constraint sensitivities
for both control and structure design variables are becoming more analytic in nature.
Data base systems for managing shared structure and control data are being used to link
analysis software. #,1° Unfortunately, formulating the correct objectives and constraints for
interdisciplinary problems still remains a subject of research.
Optimization can be used as a tool for studying the effects of different objectives and
constraints. From experience the designer gains insight into appropriate formulations of
the problem. Sensitivity calculations, which are an integral part of optimization analysis,
yield physical insight. Hence, optimization can be a tool for studying design methodology.
It is in this context that optimization will play a key role in CSI technology development.
Discipline Design
tools + methodology =
Interdisciplinary
design
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Conventional Architecture for Coupled-Field Problems
To date, most designs which consider both the controller and structure as design variables
have been performed using an ad hoc collection of discipline specific software modules.
Such software tools were originally developed for the solution of single-field problems (e.g.
control law synthesis, finite element structural modeling). The use of these tools has
required specialized interfaces to be developed which must transfer data from one module
to the next as shown below.
Integration of such single-field analysis codes by means of a common data base manager
yields an executive-type program. It provides for immediate usage of existing software.
However, the executive program is usually hardwired to a few design methods thereby
losing versatility. Moreover, the high cost associated with 'cold' starts of structural analysis
or control synthesis packages discourages asking "What if?" The use of loosely coupled
single-field programs also masks the physics associated with CSI. Hence, the need for a
new architecture for the coupled-field optimization problem is indicated.
_ Structural _
analysis ..........................
D
A
. _ Control] T
[Executive L ,..._ synthesise_ ....... t_.A
U -
variables - _ "-
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Proposed Architecture for Coupled-Field Problems
To alleviate some of the computational problems associated with integrated design of
structures and controllers, an in-core architecture is proposed as shown below. The
objectives of the procedure are to exploit sparse matrix structural analysis procedures,
in-core data transfer with control synthesis algorithms, and to maintain versatility in the
optimization methodology. The architecture is designed so that all required structure,
control and optimization analyses are performed within one executable program.
Although the available memory (virtual memory) of new computers has grown dramatically
in recent years, some very large problems must still be solved out-0f-core. Data-base type
design codes will continue to be needed to handle very large problems for the foreseeable
future. The proposed architecture is targeted for research studies of design methodology
for small to moderate size problems (1000 structural degrees of freedom). The benefits of
this approach are described next.
t Executive I
variables
Structural Control
analysis synthesis 1
II Jl
Objectives l'
& -.:
constraints
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Benefits of the Proposed Integrated Design Architecture
Several advantages exist in using the proposed architecture versus the conventional data
i
base approach. First, the computational speed can be improved using in-core data transfer
(i.e. common blocks instead of data bases). Coupling the Input/Output time savings with
algorithms that exploit matrix sparsity and the second order form of structures equations
enables moderate size problems to be solved routinely. Second, the new architecture
requires engineers and scientists from both controls and structures disciplines to work
more closely. Since they both use the same software tool, a conducive software environment
exists for exploring interdisciplinary problems. Finally, the in-core architecture permits
much more flexibility in asking 'What if?' questions.
If optimization will be used as the tool for studying the physics of CSI, it becomes
imperative to provide as much freedom as possible to study difl'erent design methodologies.
In particular, there should be a great deal of freedom in selecting objective functions and
constraints. By connecting the essential software in one executable program, the proposed
architecture reduces the computational burden which permits the researcher more time to
study methodology and problem formulation.
• Increased speed
• Sparse matrix procedures
• Fewer repeat calculations
• Encourages interdisciplinary design
• Freedom to ask, "What if?"
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Prototype Code - Controlled Structure Simulation Software (CS 3)
A prototype code calledCS 3has been developed using public domain software to implement
the proposed architecture. The key feature sought in choosing the software is the
availabilityof source code which could be modified to permit in-coredata transfer among
the different programs. There exist many other possible choices for the optimizer,
structural analysis and control synthesis than the ones presented herein.
The executive program is simply one that tests input data to determine whether analysis
or optimization is to be performed. If optimization is to be performed, the program flow
is governed by the optimizer.
The optimization path uses the Automated Design Synthesis (ADS) 11 system of subroutines
written by Dr. Gary Vanderplatts. A number of solution strategies may be chosen within
the ADS system. Currently objective and constraint sensitivities are performed by finite
differences; however, analytic and semi-analytic sensitivity modules will be added to CS 3.
Structural finite element modeling, real-symmetric eigenvalue analysis, and transient
response calculations are performed with a code called Linear Analysis of Sparse Structures
(LASS). LASS has been written and/or collected by the NASA Langley Research Center
and the University of Colorado.
Control synthesis is performed using the Optimal Regulator Algorithms for the Control of
Linear Systems (ORACLS) 12 library of linear algebra subroutines. ORACLS is a system
for Linear-Quadratic-Gaussian control law design developed by Dr. E. S. Armstrong.
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PROTOTYPE CODE- CS 3
CONTROLLED STRUCTURE SIMULATION SOFTWARE
• Optimization
• Structures-
• Executive - User supplied
- ADS (Vanderplatts)
LASS (NASA LaRC,
University of Colorado)
• Controls- ORACLS (NASA LaRC)
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Truss-Beam Design Example
The truss-beam shown below has been used to demonstrate the use of CS 3. The
three-longeron, single-laced truss was modeled by finite elements with one beam element
from joint-to-joint. The model had 165 nodes and 990 degrees of freedom. More detailed
information is presented in reference 13. Three design variables were chosen: the outside
diameters of the batten, diagonal and longeron. All members were tubular with the inside
• diameter equal to 75 percent of the outer diameter.
The objective was to minimize a quadratic cost function by tailoring the structure. Seven
modes were used in the control law design. Weighting matrices in the cost function which
influence the control law were implicit functions of the design variables. Constraints
consisted of forcing the total mass of the structure not to exceed the nominal design
mass, and a restriction on local beam vibration frequencies.
Truss-beam
Time, (s)
Longeron s -_
//
/YJ
\1
/Y
- Diagonals
L
Quadratic cost
function
t12,j = -_- (xTQx + uTRu)
t o
d't
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CS 3 Flowchart For Truss-Beam Design
The flowchart below shows the steps used to tailor the truss-beam to minimize the
quadratic cost function. All data were transferred in-core (virtual memory) on a SUN
3 workstat|on. Problem dependent objective and constraint evaluation subroutines enable
virtually unlimited freedom in formulating the problem. Data transfer among subroutines
through common blocks permlts intermediate results computed in one calculation to be
used in another computation, even when the second computation occurs in a different
subroutine. This greatly enhances the computational speed of the design process.
l Executive
ADS
no
yes
Constrai----nt _==_
mass < mo I - I
1 -I Design
J -I variables
Structural
model
s
Mas_ !
"t ControlControl synthesis
.. law
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Truss-Beam Optimized Design
The table below lists the nominal and optimized tube diameters. The optimal design
was obtained in 18 iterations with each iteration taking about 10 minutes. Note that
considerable time savings are possible if analytic derivatives rather than finite differences
were used to comput e sensitivities. The figure below :shows the actuator work for the
nominal and optimized beam subjected to the same performance requirement of reducing
the tip vibration amplitude below 0.025 in. within 10 seconds. The optimized beam
requires 56 percent less actuator work.
Outside tube diameter, in. Nominal Tailored
Longeron 0.789 1.717
Diagonal 1.707 1.284
Batten 0.918 0.640
14
12
10
8
Work, (Ib-in.)
6
4
2
0
Truss beam actuator work
Nominal
--- Tailored
_._.__ ...........................
r t
/
i I
, ! ! I
5 10 15 20
Time, (s)
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Physical Insight Into Truss-Beam Design
The results of the truss-beam optimization have been noted to involve maximizing a
quantity related to the stiffness of the structurelt The truss-beam optimization used
the following weighting matrices:
Q= M
where, K is the stiffness matrix, M is the mass matrix and D is the actuator location
matrix.
To minimize this quadratic measure of the energy, subject to a constraint on total mass,
it is found that the optimal solution is one that maximizes a measure of the structural
stiffness. Thus, the question arises, what is the proper way to pose the integrated structure
and control design problem to give a balanced solution between structures and controls?
That is, a solution is desired which does not imply making the structure as stiff as possible
within a mass budget. This remains an open question for research, and will be addressed
through the next example problem.
Minimize "-
1
_- (xTQx + uTRu)
Implies
Maximize _tP,- Stiffness
What objective requires balanced levels
of stiffness and control?
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Earth Pointing Satellite Design Problem
The Earth Pointing Satellite (EPS), shown below, is a derivative of the proposed
platforms for study of Earth Observation Sciences (EOS). 14 This class of structure is
receiving considerable attention for future missions involving remote sensing of the Earth's
environment and resources. The CSi Analytical Design Methods team at the NASA
Langley Research Center is planning studies of the EPS to test various methodologies
for integrated controls and structures design.
To address the problem formulation mentioned on the previous page, an objective function
has been examined which includes structural mass, controller mass and a pointing
performance measure. It is believed that this objective, with proper weighting of the
objective parts, will yield a great deal of insight into the controls and structures trade-off.
The next chart shows the ease with which CS 3 can be modified to handle this problem
formulation.
CG \
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CS 3 Flowchart for the EPS Design Problem
Evaluating the objective function for the EPS design problem requires structural and
control analyses plus calculation of a stochastic measure of the rms pointing error. Because
CS 3 can share data easily, the computation of the objective is quite straightforward. The
structural mass is obtained from the finite element model. Actuator mass is a function of
the control gains, hence, the control law synthesis must be performed first. Subsequently,
the rms pointing error, which uses numerous intermediate calculations performed in the
control law synthesis, is carried out. Thus, CS 3 can be readily changed to study different
formulations of the integrated design. Conventional design approaches, which use data
base systems, would require either new information to be written to the data base or 'cold'
starts of program modules when the problem formulation drastically changes.
Executive
ADsI
yeSs ,'I
_ C°nstraint .,91==j__Omb+J!a+RMS_
Design
variables
Structural
model
Control
synthesis
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'I
I
I
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I
I
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Future Modifications to CS s
A number of enhancements are envisioned to CS 3. These include plotting capabilities,
new elements in the finite element library, additional control synthesis techniques and
better user interfaces. In addition, new algorithms for vectorization and perhaps
parallelization will be included. The code will remain a tool for studying CSI and designing
linear time-invariant controlled structures. The main purpose of the architecture is to
alleviate the computational burden from the researcher to enhance the study of design
methodology.
There are other classes of problems which involve time-variant and/or nonlinear systems.
At the present time, CS s cannot address these problems. However, the architecture
proposed herein should be exploited for these classes of problems when possible.
It is recognized that this architecture does not lend itself well to big problems on small
computers. Hence, there needs to be continued development of data-base type design
codes. Hopefully, future data-base type software will more closely couple the control and
structure disciplines and thereby promote as much interdisciplinary research as possible.
Pre & post processing
• User interfaces
• Graphics
Additional capabilities
• More structural elements
• More control synthesis methods
Faster algorithms
• Vectorization
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Concluding Remarks
A computational architecture has been implemented for preliminary controlled structure
design which greatly enhances the researchers freedom in formulating integrated design
problems. By incorporating codes from separate disciplines within a single executable
program, optimization of the control-structure coupled-field problem can be solved as
easily as a single-field optimization problem. A prototype code called CS 3 has been
described which demonstrates the flexibility of the architecture. Example problems show
the architecture to be amenable to design methodology studies.
It is the authors' hope that by eliminating some of the computational burden associated
with CSI, the proposed architecture will permit increased research into the underlying
physics of CSI.
• The proposed in-core architecture greatly reduces
user data management.
By incorporating structures, controls and optimization
into one program, interdisciplinary design is encouraged.
A prototype code called CS 3 which uses the in-core
architecture, has been successfully applied to CSI
design problems.
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Introduction:
Control problems of large aerospace structures are intrinsically interdisciplinary and
require strategies which address the complete interaction between flexible struc-
tures, electromechanical actuators and sensors, and feedback control algorithms. In
this paper we would like to survey our current research and future directions which
will require an interdisciplinary team effort in dynamics, control and optimization
of such structures.
It is generally agreed that the dynamics of space structures require large-scale dis-
crete modeling, resulting in thousands of discrete unknowns. Proven control strate-
gies, on the other hand, employ a low-order controller that is based on a reduced-
order model of structures. Integration of such low-order controllers and large-scale
dynamics models often leads to serious deterioration of the closed-loop stability
margin and even instability. To alleviate this stability deterioration while low-order
controllers remain effective, we have investigated the following approach:
(a) Retain low-order controllers based on reduced-order models of structures as
the basic control strategy;
(b) Introduce a compensator that will directly account for the deterioration of
stability margin due to controller-structure integration;
(c) Assess overall performance of the integrated control-structure system by devel-
oping measures of suboptimality in the the combination of (a) and (b).
The
(1)
(2)
(3)
benefits of this approach include:
Simplicity in the design of basic controllers, thus facilitating the optimization
of structure-control interactions;
Increased understanding of the roles of the compensator so as to modify the
structure as well as the basic controller, if necessary, for improved performance;
Adaptability to localize controllers by viewing the compensator as a systems
integration filter.
We have demonstrated the above approach in the active control design of a simu-
lation of a three-dimensional truss beam structure. Future research will focus on
the use of these ideas for local control of partially assembled structures. In par-
ticular, it is natural to simulate large structures by partitioning them into simpler
substructures, integrating the substructure dynamics on parallel processors. We
plan to develop local controllers along the same lines using substructure-controller
optimization and alleviating the deterioration of stability margin due to controller-
structure interaction by introducing an appropriate compensator.
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Current Research
(D Distributed Parameter System Theory
for Model Reduction
and Low-Order Controller Design
(D CSI Compensation By
Residual Mode Filters
(D Numerically Well-Conditioned Methods
for Structure/Controller Redesign
to Reduce Detrimental CSI
Tracking _
Inputs
Actuators
I Disturbances ]
LSS
ROM-BASED
CONTROLLER
[Performance]
DisturbanceSuppression
"- Sensors
CSI
Compensation
[Stability]
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Large Space Structure (Finite Element) Model:
LSS:
Sensor
Outputs:
Mo_ + Do(t + Koq = Bou
y = Coq + Eo(t
Mo, Do, Ko symmetric matrices
(change variables and take Mo = I)
State Space Form:
A=[ °
-Ko
_,=Ax+Buy-Cx
i]
-Do
C= [Co Eo]
B [o]
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First - Order State Estimators
(A, C) observable if and only if A - KC has arbitrary poles
=A_,+Bu+K(y-9)=Ck,
Take_= [ g]_^ &
Then
= q + K,(y- Y)
_1+ Doq + goO = Bou + g2(y - Y)
9 = Cog + Eo_
NOTE: If Kt = O, then _ = _ and
{ "_+ Do_ + gog = Bou + g2(y- Y)9 = Cog + Eo_
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"Natural" Second - Order State Estimators
q + Doq + Ko_ = Bou + K3(y- _)
= Co_ + Eo_
Example:
_+q=uy=q No velocity measurement
:First - Order State Estimator:
c:,1.0,
_ = _+K,(y- _)
A
4+_=u+ g2(y- _)
9=4
(A, C) observable; so above converges arbitrarily fast by choice of gains KI and K2
Second- Order "Natural" State Estimator:
q+ i = u + K3(y- _)
_=4
Does not converge for any choice of gain/(3
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K. Belvin: "If any velocity measurement is available anywhere, then a second-order
natural state estimator can be built to converge."
Result: (Balas- Quan)
Assume (a) No damping (Do = 0)
o T 0(b) Ke - go + (Cp) QpC,, positive definite for some Qp
(c) (ge, C °) observable
where yp = C°pq , YP ] "Y, =C°q, and y= ,
Then there is always a convergent "natural" second-order state estimator:
+ go{ - Bou + gp(yp - 9p) + K,,(y_, - 9.)
yp-C°q and 9.=C°_
0 T 0 T
where K_, - (Cp) Qp and K. - (C.) Q. with Q_, Q. any positive definite
matrices.
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Example: (Balas - Quan)
ql + 2qt - q2 = 0q2 - q.t + q2 = 0
Y_ = q2 velocity of second mass
NOTE:
Ko= [_21 11] andCv°:[0 1]
First Order Observer:
No damping (Do = O)
(K0, C °) observable if and only if (A, C) observable
therefore, arbitrarily fast convergence.
Second- Order "Natural" Observer:
K_ = Ko positive definite and (Ko, C °) observable
(_ + 2_ - _ = od_- _ + _ = Qo(y. - 4_) ; Qvpositive.
This converges, but the maximum rate is e -°'4t
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Question: Can every first-order state estimator for a LSS be rewritten as a
second-order state estimator ?
Answer: Yes, but not a "natural" one (Balas - Quan).
Non - Natural Second - Order State Estimators:
{ _ + Do_ + Ko¢ = Bo_z + Ks(y- _) +'7o
_/ = Cot + Eo_
where _ and _ are linear functions of available signals and the corrector term ffc is
also.
f _ + q = uExample: [ y=q
No "Natural" Convergent
Second - Order State Estimator
Non - Natural Second - Order State Estimator:
_ +f=fi + KI(y-_)+"/_
whereffc=K2(v-_'); T)+ev=y; u + e_ = u; _ = _; q = -f + _ + _,; e > O.
This converges arbitrarily fast.
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Conclusion:
LSS: { ;_ + Do(7 + Koq = Bouy = Coq + Eocl
Controller: u - Glq + 2q
u ,-_ o
¢0
m
o
p_
j
L
Natural 2n-_ Order
State Estimator
f
\
o
I::l m
o
I
II, u
Y
Advantages:
® Controller Based on Second - Order Computer Architecture
® Model Reduction Based on Physical Co:ordinate Finite Element
Structure Model
® Controller Designed for Performance in Physical Co-ordinates; Com-
pensation for CSI induced instabilities added-on, e.g. Residual Mode
Filters.
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MOTIVATIONS: The optimization of a structure and its control system has
traditionally proceeded along two separate but sequential paths. First, the
structure is optimized by selecting a set of member sizes a* which minimize a
structural criterion Js(_), subject to constraints hs(_), Eq (1). Then having
specified the optimal structure, one may use the control theory to determine an
optimal set of control variables u* that optimize a control criterion Jc subject
to constraints hc(_), Eq. (2). This two-step optimization procedure is the
so-called separate optimization and is equivalent to finding the linear sum of two
separate minima, Eq. (3). The question arises then as to whether it is possible to
achieve a superior combined optimum (_* _**), over (a*, u_) had one combined the
two problems before, Eq. (4), rather than after, Eq. (3), the minimization.
Intuitively, the answer to this question is affirmative, Eq. (5), since the
minimum of the sum is less than the sum of the minima.
• SEPARATE OPTIMIZATION
Js(a') = m_n Js (a) (1) Jc (9"' u*) = min Jc (_" u)U
hs (a)>o ,a*E a hc (u)_>o ,u*e u
/-
J(a*, u') - Js(a*) + Jc (a*, u*) = mi_ Js + minuJc (3)
. /
(2)
• SIMULTANEOUS OPTIMIZATION
J(a**, u**) = min [J s(a) + J c (a, 9.)]
~ a,u ~
(4)
Jla** u**) < J (_*, _*) (5)
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DEFINITIONS: A common starting point for most approaches begins with the
second order dynamical equation, Eq. (6), in ns degrees of freedom (d.o.f.). The
M, D, K matrices are the mass, damping, and stiffness. Gl : the disturbance
influence matrix, _2 " control influence matrix, _ = structure design variables, u
= control variables, w = disturbance vector, and v = physical d.o.f.
Let _- (_, o)T . state variables, then the equation of state is given by
(7), with output consisting of controlled states _ and measured states _, both
related to _ by Eq. (8). Where _A' _l' _2' _I andS2 are defined by Eq. (9).
M(a) _'+D(a)_ + K(a)v = G Iw + G 2 u
I
x:(vT
(6)
= A(a) x+ B 1 (a) w + B 2 (a) u (7)
CONTROLLED STATES
MEASURED STATES
z=C1x
y =Q2x
(8)
o I ; B1 : -1 G1 -M-1G 2A: _M_I K _M_I D ~ -M
61 = (Cl1,C12) ; C2=(C21,C22) (9)
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FORMULATION: Herein, we focus on LQ-based formulation as a natural one to
generalize to the simultaneous control-structure optimization. Two types of
controllers are considered; state feedback and output feedback. For both of these,
the control criterion Jc is taken as a quadratic function of the structural
response and control energy, Eq. (lO). For the structural criterion, we assume ohe
that depends only on the structural variables&. As will become clear later, this
simplifies the derivations considerably. An example of such structural criteria is
the mass of the structure, M(a).
The simultaneous optimization problem consists of finding the structure and
control variables (&**, _**) that minimize the combined criterion (ll), subject to
any behavioral constraints (12), and/or side constraints (13) providing upper and/or
lower bounds on the design variables (4, _)" Since the terms in (ll) do not have
the same units, the scalar _ and matrices Q and R can be chosen on computational
and physical grounds.
• STATE FEEDBACK
• OUTPUT FEEDBACK
• INDIVIDUAL CRITERIA:
CONTROL: Jc(a, u)=.i_(xTQx+ uTRu)dt
O
STRUCTURE: Js (_ = M(a.)
(10)
• COMBINED CRITERION: FIND (@**, u.,**), a** e _, u_.**• g.
J(a,u) = rain [oM+ j°°(xTQx+ uTRu)dt]
a, u o
(11)
SUBJECT TO: hj (9.,_ > o (12)
a< a.<& u<_ui<U,
-- I
(13)
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STATE FEEDBACK: With the assumption that the structural objective M is
dependent upon _ only, Eq. (ll) simplifies to (14) and then to (15). This allows
the familiar analytical solution for the optimal control u** in (18) and its
companion equations (16) and (17). The necessary conditions for the minimum of (15)
subject to the constraint (17) and the constraints imposed by (12) can be derived by
first forming an auxiliary Lagrangian function, then setting its partial derivatives
at the local minimum to zero. This yields conditions (19), (20) and (21), from
which the optimal a** can be computed iteratively. For a given _, Eqs. (21) and
(22A) are solved for P and P,a" With these, Eq. (19) is solved for an updated a,
and (20) is evaluated to check the constraints.
• J(a,u)= r_n[cCv1(a)+ rn_nf(xTQx+ uTRu )dt]
= m_n[oM(a)+Tr(PQo)]
T
Qo =B_IB_I IF DIST W IS UNIT IMPULSE
=Xo xT IF DIST IS INITIAL COND xjo) = x o
(14)
(15)
(16)
P SATISFIES ATp + PA +Q-P(B 2 R-1 BT)P = o (17)
u** = - R-1BTpx (18)
• CONDITIONS OF OPTIMALITY
/k
J'a ~ . a. . hj'a i=oM, a +Tr(PQ o, +P,a.Qo)+T,,e =o (19)i i i i j J
.h. =o (20)
J J
ATp+pA +Q_PB2 R-1 TB 2 P=o
T
Ac P,a.+P, a.Ac +[A, aTp + PA, a.- P(B2 R -IBT2),a P + Q a.]=0
I I I I I I
A c=A-B 2R -1BTP
(21)
(22)A
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OUTPUT FEEDBACK: To avoid the state reconstruction necessary to implement the
full state feedback control design, the static output feedback approach requires
only the output of the measured states y. Nith a controller of the form of Eq.
(22B), in which the gain F is assumed to stabilize the structure, the combined
criterion in (ll) reduces to (23). Equation (23) is similar to its counterpart, Eq.
(15) for the state feedback, except now the output feedback gain _ may be considered
as an optimization variable in addition to a. Furthermore P(a,F) = pT(a,F)>O
satisfies the Lyapunov Eq. (24).
Here again, the necessary conditions for the minimum of Eq. (23), subject to
the constraints of Eqs. (24) and (12), can be found by forming the auxiliary
Lagrangian function and setting its partial derivatives at the local minimum to
zero. This leads to Eqs. (25) to (29), which must be solved iteratively. For a
given (_, _), Eqs. (27), (28) and (29), respectively, allow the solution of _, the
Lagrangian matrix multiplier _ and the scaler Lagranglans _j_O for each behavioral
constraint hj. With these, Eqs. (25) and (26) yield an improved (a, F), and so on.
• ASSUMES u = FZ (F STABILIZES STRUCTURE) (22)B
• FIND MIN. OF J(a, u.) = min [o_ M + Tr(PQo) ] (23)
a,F
WHERE P(a, F) SATISFIES ATp + PAc+ Qc = 0
A c = A + B2 F C 2
Qc = Q + cTFTRFC2
(24)
CONDITIONS OF OPTIMALITY
(x M, ai+ Tr[PQ o, ai + 2LPA c, ai+ LQc, ai] + :_,_ jhj, ai
Tr[2LPA c, F + LQc, F ] + _'£ jhj, F -- 0
ATp + pAc+ ao = 0
= 0 (25)
(26)
(27)
EAT+AcE+eo--o (28)
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£jhj =0 (29)
EXAMPLE I: STATE FEEDBACK (Ref. I)
The cantilever beam shown is modeled by three finite elements with
cross-sectional areas a: (al, a2, a3 )T, and has six d.o.f. An initial
deformation vector at the six d.o.f, x(O) : xo is specified, and a control force u
is applied at the free tip. The areas a and control u are to be determined so as to
minimize Eq. (ll) while maintaining a fundamental open-loop frequency _>O.lO
rad/sec. Rather than a first order minimization, it was found necessary for faster
convergence to use a second order scheme based on modified Newton-Raphson
iterations. For this purpose, the design variables a and multiplier £ are
obtained iteratively from the recursive relations in Eq. (30).
15m
/
/ a 1
/.
r+l
15m
a 2
Vl )v 2
15m
a3
x o = (0.011,0.00135, 0.037, 0.002, 0.0688, 0.00216) T
0) _>0.10 rad/sec. (i,e. h = 0)2 -(0.10) 2 _>o)
E =9.56 1010N/m 2 , p = 1660 Kg/m 3
DAMPING = 0.5% CRITICAL
-S [ h'l ]1J,aa +_.,£j ,aa hj,_.]
h. o r
J' + ,T-,,£jh j ,a 1
a j ~ (30)
hj r
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ALGORITHM: The algorithm begins with a feasible initial design and a step
length s with which a line search in the direction of negative gradient is
performed. This is continued until the minimum Is reached, or until the constraint
is violated. If the latter occurs, constrained minlmization is employed with an
initial estimate of the multiplier £ from
= _[HTH]-IHTj,a
where H = [hl,_ .... hn, a]
With this Eq. (30) is used. The constraint is checked continually. If the
design moves away from the constraint, unconstrained minimization is reverted to.
Thus the minimization process alternates between iterations which involve
unconstrained minimization and iterations which involve constrained minimization as
outlined below.
ALTER DESIGN J
%"
I _°_'_ I
REDUCE S I
I `T°"_°_s'_"I
I STO___
J INIT DESIGN
"1
CONSTRAINED v
I I
.I GRAD, STEP S I
-I
--_ LINE SEARCH !
_ REOUC_sI--
I _'_°°_ I
_N
UNCONSTRAINED
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EXAMPLE 1 - RESULTS: The numerical results of this example are displayed in
the table below, in which the same initial design is optimized using two approaches;
the traditional separate optimization and the simultaneous optimization. The
numerical values for the weighting factors are _ = O.Ol, Q - R = identity.
The results of this example confirm that the simultaneous optimization of
(_ Js + Jc)min produces a combined design which is 50% superior over that
produced by the separate optimization of [(_ Js)min + (Jc)min ].
EXAMPLE 1: COMPARISON OF SEPARATE AND SIMULTANEOUS OPTIMIZATION
SEPARATE SIMULTANEOUS
INITIAL DESIGN OPTIMIZATION OPTIMIZATION
AREAS
co
MASS (OJs)
CONTROL
INDEX (Jc)
(_J + Jc)
al a2 a3
0.001 0.001 0.001
0.11853
(1.0)
(1.o)
(1.o)
a 1 a2 a3
0.318-4 0.211-5 0.133-5
0.10042
(0.012)
(0.932)
(0.053)
a1
0.849-4
0.14799
(0.029)
(0.222)
(0.037)
a2 a3
0.625-6 0.149-6
( ) = NORMALIZED TO INITIAL VALUE
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EXAMPLE 2: OUTPUT FEEDBACK (Ref. 2)
In this example, an active disturbance force is applied to the free end of the
beam in the figure below. At the other end the beam is pinned and a control torque
is applied there. The measurements consist of angular deformation and angular
velocity at the free end. The design variables for minimization are the
cross-sectional areas a = (al, a2, a3)T and the gains _= (FI, ... F4)T. No
behavioral constraints are imposed. Other parameters of the problem are listed
below. Since there are no constraints, the minimization algorithm is essentially
similar to the unconstrained gradient search portion of the algorithm described
previously.
lm #,_ lm v 111--
u a 1 a2 a3
E = 800 N/m 2 p = 100 Kg/m 3
R= 10, Q=cTc 1 , (_ = 1000
DAMPING = 0.5% CRITICAL
_W
Y3 _) Y4
r,
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EXAMPLE 2 - RESULTS: The numerical results in the table below compare _ andS,
and the resultant mass and combined index J for the initial design and optimized
design. A factor of three reduction in 0 is realized as a consequence of
simultaneous optimization over _ and _. In the accompanying plots, the transfer
functions of the initial and optimum design from disturbance to the controlled
output show three orders of magnitude reduction in response.
SIMULTANEOUS OPTIMIZATION
AREAS
GAINS
MASS
rain
INITIAL DESIGN SIMULTANEOUS OPTIMIZATION
al
0.1
F1
-1.0
30.0
3.06x 10 4
a2 a3
0.1 0.1
F2 F3 F4
-1.0 0.0 0.0
al
0.02308
F1
-0.0306
7.4
9.20x 10 3
a2 a3
0.01654 0.03572
F2 F3 F4
-1.2872 -1.2387 +0.t136
FREQUENCY RESPONSE
106
105i-
104i
103!
2 1o2!
OII
<
100
10 -1
10-2-, _ J,I _ _ _,d _ _ J_l, _
10-3
10-3 10-2 10-1 100 101 102
FREQUENCY (rad/sec)
(a)
FREQUENCY RESPONSE
103_.--_L..L_ ' ' ''' .... I .... ' ' '"1
/
2 loo- A " -
'
=_lO-2_ f
\
10-3 -
10-4 , , ,,I , , ,,I , _ ,_1 , , ,,I _ J J_
10 -3 10 -2 10"1 100 101 1 2
FREQUENCY (rad/sec)
(b)
FRE(_UENCY RESPONSE OF (a) INITIAL DESIGN AND (B) OPTIMUM DESIGN
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CONCLUDING REMARKS: To show the feasibility of simultaneous optimization as
design procedure, we have used low-order problems in conjunction with simple
control formulations. The numerical results indicate that simultaneous optimization
is not only feasible - but also advantageous. Such advantages come at the expense
of introducing complexities beyond those encountered in structure optimization
alone, or control optimization alone. Examples include: larger design parameter
space, optimization may combine continuous and combinatoric variables, and the
combined objective function may be nonconvex.
Future extensions to include large order problems, more complex objective
functions and constraints, and more sophisticated control formulations will require
further research to ensure that the additional complexities do not outweigh the
advantages of simultaneous optimization. Some areas requiring more efficient tools
than currently available include: multiobjective criteria and nonconvex
optimization. We also need to develop efficient techniques to deal with
optimization over combinatoric and continuous variables, and with truncation issues
for structure and control parameters of both the model space as well as the design
space.
SIMPLE FORMULATIONS USED WITH LOW-ORDER PROBLEMS
RESULTS SHOW SIMULTANEOUS OPTIMIZATION FEASIBLE AND ADVANTAGEOUS
ADDITIONAL COMPLEXITIES:
• FURTHER EXTENSIONS:
- LARGER PARAMETER SPACE
- POSSIBLE NONCONVEXlTY OF OBJECTIVE FN.
- MIXTURE OF CONTINUOUS AND COMBINATORIC
VARIABLES
- LARGER PROBLEMS
- OTHER OBJECTIVE FNs, CONSTRAINTS, MORE
SOPHISTICATED CONTROL FORMULATIONS
- MORE EFFICIENT TOOLS TO DEAL WITH ABOVE
COMPLEXITIES
- UNIFIED TRUNCATION METHODOLOGY FOR
CONTROL & STRUCTURE PARAMETERS OF
MODEL SPACE & DESIGN SPACE
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MOTIVATION
Wewish to identify large space structures (LSS) ground test
experiments and facilities, both past and current, for comparison with the
planned Langley Research Center's (LaRC) Control/Structumes (CSI) Program's
experiments and facility. This will give a better perspective of the ground
testing work to be performed at LaRC.
TO IDENTIFY LSS GROUND TEST EXPERIMENTS
AND FACILITIES, BOTH PAST AND PRESENT,
TO PUT THE CSI TEST PLANS INTO PERSPECTIVE
286
INTRODUCTORY COMMENTS
NASA's future space missions will involve advanced space systems, such
as the Hubble Space Telescope and the Mission to Earth platform. These
systems will be comprised of large, flexible structures of complex, multi-body
designs. They will also have increased on-orbit performance capabilities,
such as large angle (non-linear) slewing, in order to accomplish their
missions.
It is envisioned that new interdisciplinary (CSI) design methods will
be required to tackle the challenges stated above. These new design and ...............
analysis methods will inevitably result in new concepts that must be
validated via thorough ground testing. Ground experimentation will be _
required for (I) concept development - the testing of new configurations and
concepts for space structures, optimized in terms of both controls and
structures and (2) analysis verification - verifying new control algorithms
oF structural identification techniques in the laboratory. Both of these
must be checked out in the most realistic scenarios as feasible. This will
include advanced suspension systems and in testing in special controlled
environments.
NASA FUTURE SPACE MISSIONS WILL INVOLVE:
LARGE, FLEXIBLE STRUCTURES
COMPLEX, MULTI-BODY DESIGNS
LARGE ANGLE (NON-LINEAR) MANEUVERS
- NEW INTERDISCIPLINARY DESIGN METHODS
WILL BE REQUIRED TO MEET THESE CHALLENGES
- GROUND TESTING WILL BE REQUIRED FOR"
CONCEPT DEVELOPMENT
ANALYSIS VERIFICATION
REALISTIC SIMULATION
287
MISSION TO EARTH PLATFORM
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OUTLINE
This survey will cover large space structure ground testing in
the following order: (I) the pre 1982 experiments, the last survey was
conducted in 1982 and this paper will take up from that point, (2) post 1982
experiments and facilities, those recently concluded or are still ongoing, and
(3) the planned future experimental facilities, concentrating on Langley's
CSI ground test program. In the descriptions of each experimental set-up,
pertinent components of the test article and/or test procedures that address
flexible spacecraft issuses (e.g., vibration suppression, slewing and
pointing control) will be emphasized.
The paper only reports on U.S. experimental programs (with the sole
exception of one test bed from Canada). Also, even with the increased work
in flexible robots, the topic of robotics is not included in this survey.
It is felt that it should be treated as a separate issue.
- PRE 1982 EXPERIMENTS
- POST 1982 EXPERIMENTS & FACILITIES
- FUTURE EXPERIMENTAL FACILITIES
- SUMMARY
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PRE 1982 EXPERIMENTS
The following chart, taken directly from an Air Force Rocket Propulsion
Laboratory (AFAL) report [I], shows the ground experiments pertaining to
large space structures studies undertaken up to 1982. They were relatively
simple test articles, being beams or plates, as compared to present
structures. None were specifically tailored to control-structure
interaction studies.
One interesting note: the general types of actuators (torquers,proof
masses, piezoelectrics .... ) and sensors (rate gyros, laser_,
accelerometers .... ) used then were pretty much the same as today's. There
is certainly an opportunity to develop and test new types of these devices
in the CSI program.
Company Type Description
Draper Beam Fixed-free
1/4"X 1" X60" Numinum
Beam Fixed-free
40" Magnesium
' I-Beam Fixed-free
25' X 18" (4001bs)
Aluminum
VedJcalBeam Fixed-free
6' Aluminum
leadtipmassesLockheed
Circu|arplate Suspended,2 meter
diameter,Aluminum
POC' Suspended,4.5meterboom
3 meterreflector,Aluminum
Toysat Suspendedrigidbody
1.6m cantileverbeams
Aluminum
Convair Plate Fixed-free
68" X 103'Aluminum
4" X 5116"weldedbeams
JPL Beam Pinned-free
150"X 6" X 1/32"
stainlessteel
LaRC Beam Suspended
12' X6" X3116"
Aluminum
TRW Plate Clamped
1.73m X 1.22m X 1.66mm
Aluminum
Sensor
Piezoelectric
Accelerometers
opticalra_ sensor
Opticalratesensor
Accelerometers,
quad-detector
photodiedes
Multi-channel
micro-phaseoptics
Accelerometers,
rategyros,laser
_celerometem,
LVDTvelocitypickoffs
Rategyros
Eddycurrent
positionsensor
NoncontactJngdeflec-
tionsensor,loadsensor
Ratesensors,
acoelerometers
Actuator
Electrodynamic
Shaker
Proof-mass
SinglegimbalCMG
Pivotedwoof-mass
Pivotedproof-mass
CMG,proofmass
Elecfrosesisactuators
Torquewheels
8rushlessd.c.
torquemotor
Electrodynamic
shaker
Bendingmoment
actuator
Demonstration
ObservatiorVcontrolspillover
modernmodalcontrol
Lowauthoritycon_l
Lowauthorityconlrol
LowauthorityconVol
Systemidentification
Low aulhorityconlrol
Low/Highauthori_control
Systemidenlificatxm
Classical& modemconlrol
ofvibralJon& siew
Openlooptorqueprofile
highauthorityconllol
Modemerrorsensilivity
suppression
Modernmodalconlrol
Vibrationsuppressionand
dampingaugmentation
Lockheed's Proof of Concept (POC) experiment, for ACOSS support, is the
most sophisticated test article on this chart. It was tested from 1981 to
1983.
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POST 1982 EXPERIMENTS
The following charts show the flexible structures experiments of the
present day. The catagories are broken into four parts: (i) experiment
name, the responsible organization and a contact name, (2) the general
description, (3) actuator and sensor types used, and (4) the main goal(s) of
the experiment. This list is certainly not all inclusive but does provide a
good sample of experiments recently concluded or ongoing. This list
was compiled through direct contacts with researchers in the large space
structures community and by literature search [2-17].
There are several experiments in this chart that are of particular
interest, in terms of CSI. The Harris Plate Experiment is especially
interesting since one of its test objectives is the study of actuator and
sensor placement. This important issue is one of the basic concerns in the
CSI Program {not only the placement of hardware, but possibly the
development of new types).
The Spacecraft Control Laboratory Experiment (SCOLE) is a good test
article for rlgid-body slewing and vibration suppression testing. The fault
detection tests performed on SCOLE are very important, since real spacecraft
hardware failures are inevitable. This issue will be studied carefully in
the CSI Program.
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AIR FORCE PLANAR TRUSS EXPERIMENT
The following experiment was built to study the interactions between a
structure's flexible modes and the dynamics of the structure's proof mass
actuator used for vibration suppression. This important work will look into
these interactions and how they may be taken advantage of When designing
control systems. The test article is a 20 bay, 23.3 ft. long planar truss
resting horizontally on bail bearings. A pair of air thrusters for low
frequency vibration suppression and the proof mass actuator for high
frequency vibrations serve as actuators. An accelerometer is used as a
sensor.
Attachments will be added to this planar truss to build up an article
that better mimics more elaboratespace structures after the above study is
completed] This interactions work will continue on the more complex
dimensional test structure. Futhermore, various types of proof mass
actuators, their locations and their mountings on the structure will be
examined.
The work is currently sponsored by the Air Force and is being conducted
at the Air Force Academy. The principal investigators are Steven Lamberson,
William Hallauer, John Duke and David Wagie.
- EXAMINES ACTUATOR & STRUCTURE
INTERACTION
- INCLUDES INTERACTION EFFECTS IN CONTROL
SYSTEM DESIGN
- PROVIDES BACKGROUND FOR MORE COMPLEX
TEST ARTICLES
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AIR FORCEPLANARTRUSSEXPERIMENT
i
Truss Tip Instrumentation
Photograph of Planar Truss
ORIGINAE PAGE
• i
BLACK AND WHITE PHOTOGRAPH 297
MULTI-BODY MANEUVERING EXPERIMENT
A test article for studying rapid translational and rotational motion
control 6fa-f]ex_bl@ paneI_has 5een-bUi_ _a{_NA_A _Langie-y_ _ This structure
consists of the following parts: I m flexible panel pro_ecting out from a
cart which can travel along a straight, horizontal 3 m beam. The flexible
panel is also oriented horizontally, but is at a right angle with respect to
the beam. A direct drive motor on one end of the beam moves the cart along
the beam, while a gearmotor on the cart provides moments at the end of the
flexible panel. Strain gauges attached to the flexible panel and a
potentiometer on the cart give sensor measurements:
This is an on-going experiment that addresses rapid maneuvering of
payloads. -_r6_e_, _its small size_ec-IJde_=_£_From becoming a full test
article for the CSI Program, I_ _s hoped _hat th_s p_%iculs_-- article can
be used to perform initial control tests before placing the same control
algorithms on the full size CSI test model.
RAPID TRANSLATIONAL & ROTATIONAL MOTION
CONTROL OF A FLEXIBLE PANEL
ADDRESSES
PROBLEMS
RAPID PAYLOAD MANEUVERING
- TOO SMALL FOR FULL SIZE CSI TEST ARTICLE,
CAN BE USED FOR PRELIMINARY CONTROL
ALGORITHM VERIFICATION
• k .
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PHOTOGRAPHOFLANGLEY'SMULTI-BODYMANEUVERINGEXPERIMENT
J
ORI-GINAE PAGE
BLACK AND WHITE PHOiOGRA[-'i-;
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HARRISMULTI-HEXPROTOTYPEEXPERIMENT
Harris Corporation has built the Multi-Hex Prototype Experiment (MHPE)
to act as a test bed for control/structure interaction studies. The test
article represents a generic large, deployable segme_nted antenna or mirror.
It is made up of sgven.graphiteepoxy panels, resulting in a total diameter
of I0 feet. This test article will address several issues: vibration
suppression_pointing control and the important surface shape control.
Harris developed linear proof mass _ac£ua_ors, called Linear Precision
Actuators (LPACTS), and piezoelectric aCtuators will be used, as well as an
Opt icai _measu_m_t_ system _forsens ing/__ t%i_ _ _ _Y_!_ ....
=
Currently, system identiflcation__ _ _ work_ _is_being performed on the MHPE.
It is planned to use an optical quality surface, wavefront_sensors,
additional piezoelectrics and a pointing system to complete the MHPE
test article set-up. The test bed can also serve as a platform for the
development and testing of new actuators and sensors.
-TE_ -B-ED FOR GENERIC LARGE SEGMENTED MIRROR
OR ANTENNA STUDIES
- VARIOUS CONTROL FUNCTIONS WILL BE TESTED:
VIBRATION SUPPRESSION
POINTING CONTROL
SURFACE SHAPE CONTROL
- CAN BE USED AS PLATFORM FOR NEW ACTUATOR
AND/OR SENSOR DEVELOPMENT
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PHOTOGRAPHOFTHEHARRISMULTI-HEXPROTOTYPEEXPERIMENT
ORIGINAL PAGE
BLACK AND WHITE PtlOTOGRA, p__
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POST 1982 FACILITIES
The attached chart shows current large structure research facilities.
The fac_=lityL in this survey, includes the test article on which the experiment
is being performed, the computer systems and other necessary equipment to
support the test work.
The catagories for the facilities chart are as follows: (1) the
facility name, (2) general description, both of the experiment and the
laboratory, (3) the computer and data acquisition systems used, (4) the
actuator and sensor hardware on the test article(s), and (S) the test
objectlve(s) of the facility.
The Large Space Structure - Ground Test Facility (LSS-GTF) , the
Advanced Space Structure Technology Research Experiment (ASTREX) facility,
the JPL Testbed Facility and Langley's Large Component Test Laboratory
(LCTL) are all dedicated to CSI experimentation. The AFAL ASTREX facility
supports DoD CSI tests while the facilities at MSFC and JPL support NASA's
CSI programs. The LCTL currently houses a Space Station truss article for
structural dynamics testing. In a short time, a CSI dedicated test
structure will also be placed in this laboratory.
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JPL TEST BED FACILITY
The JPL Test bed facility was built primarily for testing active control
structures, though system identification work can also be done. Currently,
this facility supports the CSI program.
There are three test articles in this facility, they are:
Modified Astromast - This structure is a 5 foot, 3 longeron,
fiberglass segment of the Astromast. Its base is designed such
that the supporting system is statically determinate. The
structural elements can be easily replaced, either by active
structural members or sensors. Also, the top has a steel plate
on which masses can be added or removed as desired.
Precision Truss - This test article is a 6 foot, 6 bay, 4
longeron truss wlth special joints which allow for the changing
of structural elements and masses. Thus, the dynamic properties
of the test truss can be varied for study. The lowest frequency
is approximately 8 Hz and lowest damping ratio value is .04%.
Free - Free Truss - This test structure is like the precision
truss in that the structural members and masses are changeable.
The 13 ft. free - free truss consists of 13 bays and 3 longerons
and can be either cantilevered or suspended (free-free) at the
center of the truss.
There are various excitors (2 - 150 ibs) and accelerometers available,
as well as a laser interferometer system and piezoelectric actuators (50 Ib)
as active structural components.
The most important aspect of these test articles is the fact that their
structural members are changeable, lending themselves to control
systems/structures effects studies.
ACTIVE STRUCTURAL MEMBERS TESTING,
IN SUPPORT OF CSI PROGRAM
- THREE TEST ARTICLES IN USE:
MODIFIED ASTROMAST
PRECISION TRUSS
FREE-FREE TRUSS
- STRUCTURAL MEMBERS ARE CHANGEABLE
ON THE THREE TEST ARTICLES
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NEEDFORNEWFACILITIES
The pre 1982 experimemts were mostly simple structures, being either
beamsor plates. The testing performed on those were vibration suppression
and/or small angle slewing. The post 1982 experiments, though using larger,
more complex structures, still are chiefly vibration suppression and small
angle slewing tests.
With newer, more advanced facilities, we can address the space
structure design challenges brought out earlier In the paper. Larger
facilities are required because the test articles will be larger (by using
larger structures, up to full size, the problems wlth dynamic scaling can be
reduced). Also, room must be available to perform large angle slewing
motion tests, both for any pointing substructures and of the structure
itself.
These facilities must have the state of the art in computer and data
acquisition systems, and other support equipment to properly test the new
control/structure optimized configurations and their advanced systems. More
sophistication in control algorithms and system identification techniques
will need better computing power to be fully exploited for CSI.
- PRE-1982 EXPERIMENTS:
MAINLY SIMPLE TEST ARTICLES
VIBRATION SUPPRESSION/SMALL ANGLE SLEWING
POST 1982 EXPERIMENTS:
MORE COMPLEX, LARGER STRUCTURES
STILL CHIEFLY VIBRATION SUPPRESSION
SMALL ANGLE SLEW TESTING
&
- MORE ADVANCED TESTING IN LARGER, BETTER
EQUIPPED FACILITIES IS NEEDED
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FUTURE EXPERIMENTAL FACILITIES
Several facilities are being expanded to improve their capabilities for
LSS ground testing. The MSFC's LSS-GTF, AFAL's ASTREX and JPL's Test bed
facilities each have their respective plans for adding new equipment in
support of CSI.
As NASA's lead in CSI, Langley will also expand their CSI LCTL
facility. We are currently in the process of purchasing advanced computer
and data acquisition systems, instrumentation and support hardware and
expanding and modifying the LCTL area for the CSI evolutionary test model.
We will continue to share this laboratory with the Space Station people.
AnOther LaRC facility, the Large Spacecraft Laboratory (LSL), has been
proposed. If constructed, it will house full scale spacecraft models for
testing in a controlled environment. The building will be 3i0 feet in
diameter and 150 feet tall at its apex. However, unlike the LCTL, which
will be fully operational in the very near future, the LSL is still in the
proposal stage at this point.
SEVERAL FACILITIES HAVE EXPANSION
THEIR GROUND TEST PROGRAMS-
PLANS FOR
LSS- GTF
ASTREX
JPL
LaRC LARGE COMPONENT TEST LAB
LaRC LARGE SPACECRAFT LAB
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INITIAL CSI GROUNDTESTPLAN
The ground test team is responsible for all experimental test work to
be conducted under Langley's CSI Program. The team's initial plans are as
follows:
C1) Support of the Mini-Mast Guest Investigators Program. The
Mini-Mast test article is situated in our laboratory area and we
will be providing the computer and data acquisition systems,
hardware and technical Support to the visitifig investigators to
allow them to perform their respective experiments. In addition,
the ground test team will also be conducting their own tests on the
Mihi-Mast.
(2) Work on the CSI Evolutionary Test Model. This model is called
'evolutionary' because it is being built specifically for CSI
experimental testing. In its initial phase, it will be a
simplified version of a Mission to Earth spacecraft. It will
consist of a 55 ft truss and will be comprised of I0 inch bays, with a
12-16 ft offset antenna frame at one end. The test work on this
structure will be performed in two steps:
(a) Modal Testing - System identification, including static and
dynamic testing of the structure and its subcomponents.
(b) Control Testing - Initial plans call for vibration
suppression, suspension system studies (a permanent suspension
system has not been decided upon) andsmall angle slewing
testing, in that order. We will then proceed to a more
complex verison of this test article and perform antenna
pointing and large angle slewing control studies.
- SUPPORT MINI-MAST GI PROGRAM
BEGIN WORK ON CSI TEST MODEL, TO BE PERFORMED
IN TWO PARTS:
MODAL TESTING- SYSTEM ID
CONTROL TESTING- VIBRATION SUPPRESSION
SUSPENSION STUDIES
SMALL ANGLE SLEWING
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GENERIC GEO SPACECRAFT
INITIAL TEST MODEL
TRUSS LENGTH 55 FT
ANTENNA DIAMETER 12-16 FT
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SUMMARY
A brief survey of large space structure control related experiments and
facilities has been presented. This survey covered experiments performed
before and up to 1982, and those of the present period (1982 -...).
Finally, the future planned experiments and facilities in support of the CSI
Program were reported.
It has been stated that new, improved ground test facilities are needed
to verify the new CSI design techniques that will allow future space
structures to perform planned NASA missions.
PRE & POST 1982 EXPERIMENTS AND FACILITIES
SURVEY INDICATES THAT:
TESTING MAINLY ON VIBRATION SUPPRESSION &
SMALL ANGLE SLEWING
IMPROVED GROUND
FACILITIES NEEDED
SPACE SYSTEMS
TEST EXPERIMENTS &
TO SUPPORT FUTURE NASA
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Introduction
New suspension techniques will be necessary for ground testing the flexible spacecraft anticipated in
NASA's future space activity. The most complex spacecraft involve nonlinear maneuvering (i.e. large angle
slewing) with articulating substructures such as remote manipulating systems. The NASA CSI Ground Test
Method team has begun researching and developing methodology to suspend the future class of spacecraft.
This overview describes the work completed thus far.
As indicated in the outline below the research objective and technical approach will be presented first.
Second, will be a suspension device overview followed by an assessment of existing hardware. Two different
mechanical zero-spring-rate mechanisms will be compared for optimal performance. Next, will be a descrip-
tion of how existing hardware can be evolved to meet more general suspension requirements. A comparison
of suspending articulating structures overhead vs underneath will follow. After a few experimental results
from the zero-spring-rate mechanism/air suspension cart will be concluding remarks and future work.
Outline
Objective
Technical Approach
Suspension Device Overview
Assessment of Existing Hardware
Zero-Spring-Rate Mechanism Optimization
Suspension Device Evolution
Suspending Articulating Systems
Overhead vs
Zero-Spring-Rate
Cart
Underneath
Mechanism/Air Suspension
Experimental Results
Concluding Remarks/Future Work
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Research Objective
The ultimate goal of advanced suspension system research is to simulate flight boundary conditions
for ground testing flexible space structures. To achieve such a goal a suspension system must counteract
gravity loads while allowing a structure to have unconstrained motion. The research objective is to develop
and demonstrate suspension systems for CSI ground testing. The suspension problem concerns developing
suspension systems for vibratory motion superimposed on large rigid body motion. These large rigid body
motions could be large angle slewing or articulating substructures such as a remote manipulating system.
Vibratory motion is inherent in the flexible spacecraft under consideration.
A suspension system must be considered as an integral part of the structure itself. However, it should
be designed such that the dynamics of the system are dominated by the structure and not the suspension
(i.e very soft suspension.) It is therefore desirable to minimize the effective mass, stiffness, damping and
friction contributions from the suspension to the overall system.
Develop and demonstrate suspension systems
for CSI ground testing
Vibratory
Rigid body
Articulating
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Technical Approach
The technical approach in this research is to evolve from simple devices into combinations of devices
which will be suitable for general suspension requirements. Leading candidates for suspension devices are
zero-spring-rate mechanisms (ZSRMs.) Various ZSRMs have been studied (1-4; for stiffness reduction or
vibration isolation.- Their use, however, is restricted to vibratory motion. The CSI suspension problem
concerns itself with vibratory as well as nonlinear types of motion. Air bearings are possible candidates for
use with ZSRMs.
Spherical and translational air bearings offer almost fricti0n-free surfaces. These devices could be
incorporated into structures with large translational and rotational motions. However, their mass coupling
with that of the structure becomes a concern. Although it is desirable to use passive systems, active system
use becomes inescapable for structures which have both vibratory and large rigid body motion. Development
of active suspension should, when possible, be built upon passive devices. Mass coupling, friction, and
increased stiffness due to nonlinearity require active systems to reduce or eliminate their effects.
•v Gold, R.R.; Reed, W.H.: "Preliminary Evaluation of Suspension Systems for 60-Meter Mast Plight
System," prepared for the NASA Langley Research Center, Report No. C2602-008, February 1987.
Simple Complex
Passive Active
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Suspension Device Overview
Two leading suspension devices screened by NASA Langley's Dynamic Scale Modeling Technology re-
search were a mechanical ZSRM and a pneumatic ZSRM. There are several implementations of the mechanical
ZSRMs. All consist of a main spring which supports the weight of a test article and members in compression
which behave as negative springs. The device can support a wide load range by changing the main spring or
main spring prestretch. Compressive side members provide force components which act in a sense opposite
to the main spring force. The load in the side members, f(6), is dependent upon deflection from some initial
position. These devices differ from one another by how the vertical component of the compressive forces
varies with deflection. Force-deflection curves for two types of devices are illustrated below. On one curve
the force varies with the tangent of deflection. Because the tangent curve is increasing as compared with the
increasing/decreasing nature of the sine curve the tangent type device is less nonlinear than the sine type.
The pneumatic ZSRM has a passive pneumatic main spring which is a piston/ cylinder arrangement.
The load carrying capacity can be varied by changing the pressure in tile cylinder. This device is inherently
linear as illustrated in the force-deflection curve below. A DC servomotor provides a negative spring rate
via active control based on the vertical position of the piston. The effective spring rate of the active motor
is also linear. Combining the passive pneumatic spring rate and that of the DC servomotor produces a zero
spring rate. The active system is remotely tuned to vary load capacity and spring rate.
f / Ftana f(_)tan
'1 I"i"" Fsinaf(_) sin_
• Wide load range
• Several implementations
• Ftan less nonlinear than Fsin
p_.ka
•_z.//_< r x
kN
N-_ Activek negative
sprung
[3
I t: .eou,ator
& supplyT
• Remotely tuned
• Stiffness
• Load
• Wide load range
• Noncontacting
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Assessment of Existing Hardware
Three suspension devices were considered for application to CSI ground testing. A sine type ZSRM was
developed at NASA Langley. This device has an:effective stiffness which varies with the sine of deflection.
The pneumatic Zero-g and the Mechanical lever ZSRM were developed under the Dynamic Scale Modeling
Technology (DSMT) research at NASA Langley. DSMT requirements for the two devices were that the
suspension frequency be 0.10-0.25 Hz, each device carry 50-500 lbs (290 lbs nominal), frictional force remain
less than 0.1 lbf and the devices be remotely controlled for load balancing and tuning.
The table below assesses the three devices for criteria necessary for structures undergoing vibratory _:
as well rigid body motion. All three devices were within the DSMT frequency range. However, because
low stiffness structures are considered for some anticipated NASA missions the stiffness of the devices was
compared. Because of air piston leaks the pneumatic device was not suitable for vacuum chamber usage.
Cart suspension will be necessary of large rigid-body motion. All devices were suitable for cart suspension,
however, the mechanical lever ZSRM is more compact. The mechanical lever ZSRM is assessed to be more
suitable for all suspension configurations and environments.
Criterion
Linearity
Remote tuning
Payload (lbs)
Stiffness (Ibs/in.)
Damping %
Breakaway friction, Ibf
Vacuum chamber usage
Suitability for cart
suspension
Pneumatic
zero-G
-!-
-!-
24 - 284
0 - 5.000
2.3
0.002
÷
Mechanical
lever ZSRM
(tangent type)
÷
Planned
120 - 330
0.47
3.30
0.01
+
+
Sine
type
©
Unplanned
2 - 20
0.2700
2.7000
0.0003
+
÷
Mechanical lever ZSRM _ all suspension configurations
and environments
+ = desirable
O = limited
- = undesirable
D. Keinholz
J. Gooding
CSA
Engineering
Marc Cronet, LMSC
Ed Crawley, MIT
David Keinholz, CSA
V. Cooley
NASA/
Langley
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Sine-type Zero-Spring-Rate Mechanism
The figure below illustrates a sine-type ZSRM. The compressive force, f(6), is provided by two beams
in bending. Sandwiched spring steel compressive side members reduce the friction of the device. A tension
spring supports the suspended weight.
ORIGINAL PAGE
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Zero-Spring-Rate Mechanism Optimization
Two mechanical ZSRMs were considered in an optimization study which had objectives of minimizing
friction and coupled mass. One ZSRM had a force proportional to the sine of the vertical deflection of its
side members. Similarly, the other had force proportional to the tangent of deflection. In both desiglis
members are loaded in compression, so a buckling constraint was applied to the optimization analysis. The
results of the anMysis show that for small deflections the tangent type device has less friction than the sine
type. Only for large deflections (_ 3.0 in) does the sine type device design become slightly advantageous.
The two devices have substantial differences in the mass coupling characteristics. The sine type device would
require a thousand times more mass than the tangent type to satisfy the same linearity constraint. Because
the sine type device is inherently more nonlinear it requires much larger dimensions to have the linearity
characteristic.
.5
2.0 __Friction sin 1.5
Friction tan 1.0 -
I I I I
1 2 3 4
Vertical deflection, in.
104 -
Masssin 10 3
"<_ Massta n
5
/
10 2 t J I ]
0 1 2 3 4
Vertical deflection, in.
• Minimum effective mass
• Constraints on: iinearity
bending stress f.s.
buckling f.s.
• Assumed solid rectangular x-sections
• Flexible suspension modes not examined
I
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Evolution of Suspension Devices
Existing zero-spring-rate-mechanisms are one degree of freedom devices which support the weight of a
test article with a low vertical stiffness. If possible, more complex suspension systems should evolve from
simpler ones. A device combining some type of cart and a ZSRM would seem to be the next appropriate
stage in suspension device evolution. The type of cart under consideration is an air bearing. Air bearings
provide a translational load carrying capability with very low friction. A ZSRM/air bearing combination
allows a structure to have unconstrained horizontal degrees of freedom necessary for large horizontal rigid
body motion and vertical vibratory motion. Because this device is attached to the supported structure its
mass couples horizontally with the structure. A device such as this is suitable for structures undergoing
slewing (i.e pointing control). However, because of the horizontal mass coupling this is not suitable for
lightweight articulating structures.
The next progression for suspension systems is to augment the ZSRM/air bearing with active control.
To eliminate the mass coupling problem the proximity suspension device illustrated below could be used. The
proximity device consists of the ZSRM/air bearing combination mentioned above, an air table atop this
device, and a concave hemispherical air bearing atop the air table. A convex hemisphere, constructed
of lightweight material, will be attached to the test article. The hemispherical air bearing is added to
unconstrain the roll and pitch degrees of freedom. The air table that the hemispherical bearing rests on will
make it possible to use open-loop active control. When structures and/or the appendages move in ground
testing the trajectory of their rigid body motion is known a priori. However, the subsequent vibratory motion
is not known. Active control (i.e. DC motor and pulleys) will be provided so that the suspension device
synchronously follows the same trajectory of the rigid-body motion attachment point. The air table allows
the structure to have horizontal vibratory motion in proximity to the rigid-body motion attachment point.
The active system and air table decouple all the horizontal mass except for that of the hemispherical air
bearing. This device i.s suitable for all suspension requirements of large horizontal rigid body motion and or
articulation and vertical vibratory motion. Z
O01________ y •
__k/v3 _-O 2
Hemispherical/__
Air air pad---r I _ I j>---Air
X, Y, 03 unconstrained Proximity suspension:
Z softened Active system
Pointing, vib, sup follows trajectory
no articulation of suspended structure
11, 12, 13, M X, My uncoupled
X, Y, 01, 02,03 unconstrained
Z softened
Pointing, vib, sup with
articulation
General nonlinear
motion with robotics
Z softened
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Suspending Articulating Systems:
Underneath versus Overhead
Much of ibis paper has focused on suspension devices; however, it is also necessary to consider suspension
configurations for articulating systems. The basic consideration is whether Structures will be supported
overhead or underneath. The charts below illustrate the advantages and disadvantages of each. Overhead
supension is usually done with cables. These are broadly used, their overall vertical stiffness can be reduced
with ZSRMs and they offer simplicity for ground testing of structures undergoing only vibratory motion.
Cable suspension produces pendular and axial stiffness. The necessary controls and hardware will be complex
for rapid slewing or articulation.
Suspending articulating structures underneath can be done with tile air bearing/ZSRM concepts men-
tioned earlier. With underneath suspension overhead height is not a factor (i.e. to reduce pendular and
axial stiffness.) The air bearing/ZSl_M combination is a passive means for suspending articulating struc-
tures; however, the mass of the suspension hardware couples horizontally with the structure. The proximity
suspension device mentioned earlier could eliminate the horizontal mass coupling.
Overhead Underneath
• Soft systems/
vibratory motion
--_ cable/ZSRM
• Simple
Advantages Advantages
• Broad use = Overhead height not a factor
(i.e. vacuum chamber)
• All DOF's unconstrained
with proximity suspension
• Vibratory and large rigid body
motion (i.e. slewing, telescope)
• Simple open-loop control for
proximity suspension
• Safety
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SUSPENDING ARTICULATING SYSTEMS
Underneath versus overhead
Overhead
Disadvantages
• Constrained DOF's due to pen-
dular and cable axial stiffness
• Control complexity for rapid
slewing/articulation
• String modes
• 82 ft overhead height for pend
freq < 0.1 HZ
• Added weight to test configuration
• Tensioned cables may behave
as tuned mass dampers
Underneath
Disadvantages
• Mass coupling in vertical
direction (all other elimin-
ated by active control)
• Inverted pendulum stability
Bottom suspension more suitable for structures with large
rigid body motion and/or articulating motion
327
Zero-Spring-Rate Mechanism/Air Suspension Cart
The figure below illustrates a zero-spring-rate mechanism atop an air bearing. This device is for suspend-
ing structures undergoing large horizontal rigid body motion concurrently with vertical vibratory motion. A
compressive spring supports the weight of the lumped mass.
ORIGINAL PAGE
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Frequency Variation with Applied Load
The experimental and analytical frequency variation with applied load of the ZSRM used as part of
the ZSRM/Air Suspension Cart has been characterized in the figure below. The applied load is normalized
with the compressive load (critical load) which would result in a spring rate of zero for linear deflections.
Effective frequency is normalized with the frequency of a system containing only the main spring and the
lumped mass. As load increases the frequency decreases, which is the essence of the zero- spring-rate device.
The minimum frequency occurs at the critical load. However, the frequency is nonzero because tile system
is nonlinear. For linear systems the effective frequency is independent of initial conditions. The effective
frequency of a nonlinear system is dependent upon initial deflection and velocity. The minimum experimental
frequency was due to friction in the device.
1.2
1.0
0.8
Effective
fre.q/ 0.6
spnng-
mass freq 0.4
0.2
- Analytical
[] Experimental
__ [] []
I I I I I I I
0 0.2 0.4 0.6 0,8 1,0 1.2 1.4
Applied device load/critical load
329
Damping Variation with Applied Load
The experimental damping variation with applied load of the ZSRM used as part of the ZSRM/Air Su_-
pension Cart has been characterized in the figure below. The applied load is normalized with the compressive
load (critical load) which would result in a spring rate of zero for linear deflections. Damping is normalized
with the damping of a system containing only the main spring and the lumped mass. As load increases the
damping increases. The friction in the device is proportional to the horizontal component of the applied
load but is not constant when the device is in operation. During the cycle of motion the frictional force is
l_ighest when the side members are in the horizontal position and lowest when the deflection is peaked. As
illustrated in the previous figure the use of the device can be limited by friction.
B
6
5
Damping/ 4
spnng-
mass 3damping
2
1
0
_ °/
© ©
I 1 1 I
0.2 0.4 0.6 0.8 1.0
Applied load/critical load
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Supported Load Variation with Line Pressures
The load carrying capability of the air bearing used as part of the ZSRM/Air Suspension Cart has been
characterized in the figure below. The air bearing has an area of 64.0 sq. in. Because the air bearing is
capable of supporting a load of approximately 250.0 lbs. with less than 50 psi of supplied pressure it is
feasible for suspending heavy structures in most ground test facilities. For most structures it is envisioned
that at least two ZSRM/Air Suspension Carts will be used.
3
Supported
load/area 2
(PSI)
1
©
0
0 0
I ]
0 10 20 30 40 50
Pressure (PSI)
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Concluding Remarks:
Future Work
The problem of suspending flexible structures undergoing large rigid body motion as well as vibratory
motion will require new suspension techiques and hardware. It has been shown that existing suspension
hardware can be evolved to solve some of the future suspension demands. Passive systems should, if possible,
be augmented with active control to eliminate their shortcomings (i.e. mass coupling and increase stiffness
due to nonlinearity.) Proximity suspension can be used for structures undergoing large horizontal rigid
body motion and/or articulation with vertical and horizontal vibratory motion. By combining air bearings,
spherical air bearings and zero-spring-rate mechanisms a structure can be supported while its degrees of
freedom remain unconstrained. Much work needs to be done in testing and validation of these concepts.
Future work will consist of a zero-spring-rate mechanism/air suspension cart slewing experiment. A
flexible beam will be hinged at one end. On the other end will be an attached zero-spring-rate mechanism/
air suspension cart. This passive device serves as a prelude to a proximity suspension device. The beam
will be slewed through large angles. During the slewingmotion the structure will be excited so that it will have
large rigid body motion as well as vibratory motion. The experiment will validate the use of air bearings
and zero-spring-rate mechanisms for flexible structures undergoing large rotations.
Proximity suspension: promising method for
structures with vibratory as well as large rigid
body and/or articulating motion
Active/ZSRM/air suspension supports test arti-
cle while leaving all DOFs unconstrained
Passive _ Active
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GRAVITY OFFLOAD OVERVIEW
The Gravity Offload Facility (GOF) is a Martin Marietta Capital funded
laboratory facility intended for testing of heavy, compact payloads which require
up to 6 degrees of freedom (DOF) motion. The primary use is to suspend a payload
such as a sensor package or SBL* optical mirror above a delicate isolation or
pointing mount which is the object of the test. The payload with its mass and
inertia is allowed to move freely under the influence of the mount under test but
must not burden it with its weight in the 1 g field.
Design and build of the facility occurred mainly over the calendar year 1987
at the MMAG Inertial Guidance Laboratory in Waterton (Denver), Colorado. The
project was highly developmental in nature, due to the heavy weight, frictionless
operation and 6 degree of freedom requirements. Several unique components were
custom designed and fabricated by outside vendors, but the main design and
development was accomplished in-house.
*space-based laser (SBL)
Gravity Offload Facility
A Preemptive Facility
for Dynamic Ground Test
of Space Hardware
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FACILITY CAPABILITY
The overhead air bearing assembly is designed for suspension of up to
I0,000 LB. It allows frictionless 4 degree of freedom operation by using air
bearings in the load path and guide rails. Two more degrees of angular freedom
are accomplished at the payload CG by using either a two axis flexure mount for
small angle applications or a spherical air bearing for large angles.
The payload is free to travel bounded by a cylinder 18 inches in diameter
and 18 inches tall. Depending on which CG gimbal mount is used, angular travel
can be up to 60 degrees in pitch and roll and is free to rotate about the vertical
axis. Great care has been taken to minimize jitter or noise contamination of
the payload from the suspension.
The motion base can provide 6 degree of freedom motion input for a 3000 LB
dynamic (or a 10,000 LB static) load over a travel of 24 inches in all directions
with a bandwidth up to a few Hz Beyond this, individual electro-dynamic shakers
can be attached to provide vibration inputs up to 2000 Hz at about the 100 LB
force level. The system was intended to simulate the vibration and motion
environment of the shuttle bay or an SBL aft body.
Suspended Load 6 DOF, Ultra Quiet
• Up to 10,000 Ib
• 18 Inch Travel in X Y & Vertical
• Angular Travel Dependent on CG Gimbal
Flexure: +7 °, +15 ° about Vertical
Spherical AB: +30 ° Lateral, Free about Vertical
Motion Base 6 DOF
• Load 10,000 Ib Static, 3,000 Ib Dynamic
• Travel 24 Inch All Directions
• DC to 2000 Hz (Limited) Any Axis
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TRUSS AND BASE CASTING
The truss which supports the base casting is sized to minimize angular
tipping of the horizontal bearing face as the carriage moves from side to side.
The vertical bounce natural frequency goal was to be above 50 hz. The truss is
supported on load bearing walls (as opposed to a ceiling mount) to minimize
vibration transmission. The casting mount is a 3 point suspension.
A large 7000 LB Meehanite one piece ribbed casting was chosen for backing
the horizontal air bearing face. A weldment was considered unsuitable since
it would probabiy not hold tight tolerances after grinding. A granite slab
was found unsuitable due to the weight. A great deal of trouble was encountered
trying to obtain a high quality air bearing surface due to the large size involved,
and the requirements of better than a I0 microinch surface finish and a planarity
of better than 50 microinches.
Truss to Load
Bearing Walls
Note Hole thru
Center to Lab
Below
Precision Air
Bearing
Base Casting
7000# Meehanile
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CARRIAGE ASSEMBLY
The carriage provides the X Y lateral freedom thrust bearing for the
overhead suspension. It rides on six self aligning air bearing feet which
travel over the base casting Precision surface. It was sized for the I0,000 LB
maximum load, and carries the X Y linear motors, slides and sensors. The
vertical lift cylinder also rides in the center and provides the vertical degree
of freedom. An air bearing gimbal is used to allow angular freedom of the piston
rod about the vertical axis. The load path connects directly from_e payload
up the pipe to the piston. The vertical motors and sensors are connected to
the vertical pipe through the gimbal bearing but they ride on their own air slides.
Vertical Air Bearing
Slides & D.C.
Motors
_rtical Air Cylinder
Carriage Air Pad
Precision Ground
Surface
Base Casting
XY Carriage
XY Horizontal Carriage
Motors, Slides &
Brakes
To Loaci _.
Below
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CARRIAGE WELDMENT
The X Y carriage is shown here before assembly. It is constructed from
a weldment on which precision points were machined as a final step. One of
the six linear motors is shown which provides control of the 3 translational
degrees of freedom. These unique motors provide a direct drive frictionless
control force without cogging or ripple, Two motors per axis are mounted each
on their own air slides with a linear position sensor. Each motor may exert
up to 150 LB which yields 300 LB per axis.
Vertical Air
XY Carriage
Air Bearing
Motor Mount (Y)
Cylinder
t
Linear Motor
Magnets 8. Slider
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VERTICAL IFT AXIS CONTROL
The vertical degree of freedom proved to be the most difficult to design.
The large air cylinder is used to support the overall payload weight but provides
only low frequency support. Twoparallel linear motors are used to provide
control and damping. A large diameter proportional valve is used to control
the cylinder air pressure. Pressure, temperature, load and position are all
fed back to control the cylinder. The valve position has its own control loop
with sensor and actuator.
During the design phase extensive use was madeof a time domain simulation
of the valve, cylinder and gas dynamics. Non-linear compensation was designed
to compensatefor the wide range of loads and cylinder volumes using this tool.
The blend of linear motor versus valve control influence was also defined using
this simulation.
• Air Cylinder Provides Heavy Lift, Low
Bandwidth Control
• Parallel Linear Motor Provides
Damping & Higher Frequency Response
Large Piston Bearing
Lifting Seal
Cylinder
Valve Drive_
Control
Processor
- i Temp.
__'_ Press. I
Pressure _ 9 [_
_L_l_lproportional
Exl_aust EEl Valve
Motor Drive
3 Phase
Linear
Motors
(2 Ea)
Load Cell
To Load
Air
Bearing
Seat
i
-- Linear
Displacement
_-- Transducer
N
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LIFTING CYLINDER
The vertical lifting cylinder is shown here prior to assembly. To maintain
frictionless operation, the cylinder rod seal and piston had to be designed using
air bearings. Team Corp. of El Monte, Ca took on the job of developing and
building this cylinder. The combination of large bore and deep stroke presented
a great deal of trouble in fabrication due to the extremely tight tolerances
needed for the air bearing surfaces over the full travel. The tradeoff was
between frictionless operation and minimal air consumption. The air gap had
to be held to less than 400 microinches over the travel and range of pressures
!
 ertical Air cylinderi ., ountedin
_.__.:.._.i............: ...............................................................:::::=::==: ±::_: z _- : ..............................i:::: _':_ _-_
Lifting
Cylinder
Carriage
Rod
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PAYLOADFOLLOWERANDPAYLOADGIMBAL
To minimize the effects of the carriage mass, the X, Y and 0Z axes use
a servo to follow the payload motion. Lasers with converging optics are
mountedbeneath the carriage. Their light spots impinge on sensors mounted
just above the payload. Any error is sensed and the linear motors re-align
the X Y carriage and the vertical rotation.
The payload angular degree of freedom in pitch and roll is accomplished
using a two axis gimbal located at the payload center of gravity. For small
angle applications flex pivots are used. For larger angles a spherical air
bearing may be used.
Dynamic decoupling of the payload from the overhead suspension is
accomplished using a four wire flexure located above the payload gimbal point.
This decouples the X Y and OZaxes.
• Carriage Follows Payload Closely:
- Vertically Following Load Cell
- Horizontally & Rotationally Following
Optical Sensors
• Gimbal Pivots about Payload CM
• Small Motion Vibration Isolation Provided by
InLine Wire Flexure
Laser
I
1 Moving with
j Carriage
Beam Expander
k Load Cell
_i_L==:=;,._ / Decoupling
__Wire Flexure
Follower _w_ /_---_- _ r _,_-_--.._ ,L_ Payload
Sens°rs __'__.a_ Mass &
__4 Inertia
2Axis ,,,_\\J ,_,_/A _,,,
Gimbal.__----____;7 '_ _I__CM or
%111 I lYi Payload
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MOTIONBASELAYOUT
A realistic vibration disturbance environment which simulates that
experienced in the s_uttle bay or that found on the aft body of an SBLis
the goal. Low frequency, large, 6 degree of freedom motion is generated using
the hydraulic hexapod. High frequency, small motion inputs are obtained byjudicious connection of electro dynamic shakers.
The hydraulic hexapod chosen is a unit routinely used for aircraft
simulator crew training. Whenonly large motion is required the experiment
platform is clamped to the motion base. Whenonly small-motion high frequency
is required, the experiment based is isolated on air mounts and fixed at some
orientation, then the electro dynamic shakers are attached For combined motion,
the shakers mayride on the motion base and shake the experiment while the
hexapod goes through its maneuvers.
Disturbance Input
Expenment
Large Motion .... Platform Payload
Low-Frequency Range M?unting _
uses / \c
6 DOF = __ l_. _
Hydraulic : ; /I "/i-It{"
Motion [ g, ,El, j .-7, --.--., Z_c,J "_
Base L [l II
-- Hydraulic Cylinders _ _,_,_ ._,m,, JF"_J_',_ _ I
(6 ea) I._f_._ r "_'JL .L'--_ _ _hfi' I
Universal Joints --
r
Position Transducer '
Small Motion/
High-Frequency Range
Uses
Electro Dynamic
Shakers
Air Mounts
[ 1111
,,.t. 1
=''i= •
-- Servo Valve
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MOTION BASE
The 6 degree of freedom hydraulic motion base is built by Flight Safety
International of Tulsa, Ok. Six skewed hydraulic cylinders are arranged in a
hexapod connected by special U joints. The cylinders have hydrostatic bearings
and seals to minimize friction. The valves are precision proportional Moog
valves similar to those used on launch vehicles. Very fine control and minimal
jitter is achieved. The motion base slew rate is 23 inches per second in any
direction and the small signal bandwidth is in the range of 5 Hz.
6 Degree Of Freedom Motion Base* Hydraulics _:
Motion
Platform
Hydraulic
Cylinders
(6 ea)
* Motion Base from Flight Safety International Corp,, Tulsa, OK
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CONTROL PROCESSOR
The control processor is required to simultaneously perform real time
closed loop control of the 6 suspension axes, collect data from the experiment
sensors, and must also be modular to allow for fUture expanslon and the
modifications usually required by each newexperiment. An architecture was
chosen which is ideally suited tO this task. Since a great deal of the
operation has to do with distribution of data, one whole processor and
special interface hardware were designed for this task Experiment data
collection was assigned to a second processor and the human interface to
a third. This leaves up to 5 more processors available for process control.
The bus structure was designed to eliminate data transfer bottle necks.
Memory has been allocated such that each processor has its own local memory
for program code plus some local dynamic use. Also, a global memory is
available for common usage between processors. As far as the Control
function is concerned, input and output is automatic at the basic RTI rate
of i0 KSPS, thus data transfer to the hardware does not slow the computation
algorithm. Each processor with its co-processor can perform approximately
400K FLOP.
Custom Distributed Processor for Closed-Loop
Control and Laboratory Test
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HARDWARE& EXPERIMENTDATALINK
The combination of multiple channel, high data rate, high resolution,
and low noise requirements drove the design to fiber optic data links
between the hardware and the processor. Hardware A/D and D/A interfaces are
close to the experiment• Cross talk and noise usually associated with long
lines are eliminated and mechanical vibration transmission due to heavy
cable drops is minimized due to the fiber's small size.
Three prototype builds were required for the electronics which interfaces
the computers to the fiber optics. Layout proved to be extremely critical
due to the high frequencies involved.
IFTDer Optic Data Link between  xpenmem ana
• Minimize Mechanical Noise Transmission
• Eliminate Cross Talk & Noise between
Motor Drives & Sensor Channels
• Multiplex Many Channels
\
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FACILITYUSES
The GOFfacility was originally designed to support testing of the
SpaceActive Vibration Isolation (SAVI), hardware and also provide a
hardware development capability leading to the Zenith Star Laboratory test.
Other interesting uses for the test facility are: close rendezvous and
dock between two bodies, manipulator studies and fine pointing experiments.
The commoncharacteristic of the applications seemsto be that one body is
dynamically orientable in 6 DOF, and the other is free to move in a quiet
environment, again in 6 DOF.
1. Space Active and Passive Vibration Isolators
2. Gimbai Mounts
3. Fine Pointing Experiments
4. Rendezvous and Dock
5. Retargeting Experiments
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LARGE SEGMENTED REFLECTOR SYST_
The use of a segmented primary mirror is one of the major design concepts for
the new generation of large ground and space-based telescopes. The W. H. Keck
Ten-Meter Telescope (T_), whose structural model is shown on Fig. 1, or NASA's
planned Large Deployable Reflector (LDR) are typical examples of this approach.
In a segmented reflector the mechanical rigidity and geometric accuracy are
supplied solely by the support structure. Imperfections in the manufacturing
process, deformations due to gravity loads, thermal gradients, slewing and
tracking dynamics, and structural vibrations make it imperative that the
positions of the segments be actively controlled. For example, the TMT segment
alignment system requires 162 sensors, 108 actuators, and a special control
system to align its 36 segments.
An important characteristic of such systems is that the supporting truss is very
light (even for ground-based telescopes like the TMT), thus very flexible, with
usually low natural damping. As a result, interactions between the segment
alignment control system and the structural dynamics are expected to occur.
®
Z
(_) MAIN TELESCOPE SUPPORT YOKE
(_) NASMYTH PLATFORM
(_) PRIMARY MIRROR CELL
(_) METERINC STRUCTURE
(_ SECMENTED PRIMARY MIRROR
Figure 1
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MOTIVATIONFOR THE DEVELOPMENT OF AN INTEGRATED EXPERIMENT
The interaction between the control system actuators and sensors with the
dynamics of the support structure seriously limits the performance of the
system. A recent analytical study done by Lockheed [refsl_ 2 and 3] of the THT
that modelled the full structure, actuator and sensor set, and control system
operation showed that control system stability was seriously affected by
dynamic coupling between the segments through the support structure. Tests
performed on a single segment and support cell conducted at the Lawrence
Berkeley Laborato_/ failed to predict this phenomenon because they did not
account for the effects of collective motion and coupling in the full system.
While analysis can be very effective in predicting major behavior, there are
numerous practical problems that must be solved and tested with real hardware.
Moreover, the design and implementation of a multi-actuator, multi-sensor control
system for large flexible segmented reflectors (LFSR) has never been
experimentally validated. There was thus a need to develop a test bed that
could support strong interdisciplinary studies to develop and validate the
emerging LFSR technology.
ASCIE O_
A unique ground experiment called the Advanced Structures/Controls Integrated
Experiment (ASCIE) has been conceived and developed as a means of performing
meaningful laboratory experiments for the design, implementation, and validation
of control strategies for large flexible systems with distributed optical
elements, and in particular for large segmented telescopes. The ASCIE test bed
has been designed to support a number of interdisciplinary studies that address
major technical challenges of LFSRs. One of the immediate objectives of this
project concerns the study of structures/controls interaction in LFSRs. However
the scope of ASCIEis of a more general nature. Topics such as structural control
(e.g. active damping, vibration suppression, disturbance alleviation) or
pointing and slewing techniques for LFSRs will also be addressed using the ASCIE
system.
The near-term goal for the ASCIE is to demonstrate in the laboratory a fully
operating TMT-like segment alignment control system with a level of performance
comparable to that required for a real telescope. This study will provide a
means to investigate the CSI phenomenon in a real structure and compare it to
analytical predictions. Longer term goals include substantial improvements in
bandwidth and disturbance rejection through the use of advanced control
techniques.
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ASC"_. FF._TUNES
The ASCIE structure shown in Fig. 2 consists of a 2-meter, 7-segment,
actively controlled primary mirror supported by a light, flexible truss
stmJcture. The optical system emulates that of an f/1.25 Cassegrain telescope
and utilizes an actively controlled secondary mirror. The six peripheral
segments are controlled in three degrees of freedom using specially developed
precision actuators. Segment alignment is obtained through the use of edge
sensors whose signals are processed by the control system which then generates
the commands for the actuators. One of the unique features of the ASCIE is its
optical scoring and calibration system which eliminates the requirement that the
segments have real optical surfaces. Small optical flats combined with a
special faceted secondary mirror reflect laser beams onto an array of linear
position- sensing photodetectors.
The active control of the secondary mirror is necessary to provide correct
initial alignment of the primary segments. It will also be used to improve
image stability and to simulate a chopping secondary, a feature found in all
infrared astronomical telescopes [Refs 4 and 5]. Controlling the secondary
mirror to stabilize the image at the focal plane is another example of
a non-collocated system where CSI pays an important role [Ref 6].
f SEGMENTED PRIMARY
MIRRORS
SIMULATED
SECONDARY
.. j" MEASUREMENT
.:::'..::' SYSTEM FOR
/',_L."CALIBRATION
_÷" AND SCORING
/
/
/ 6 ACTIVELY
CONTROLLED
SEGMENTS
EDGE SENSORS
FOR ACTIVE
ALIGNMENT
LIGHTWEIGHT TRUSS
Figure 2
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_C_ S_UCTUREDYNAMI_ P_P_TIES
The ASCIE structure was designed to replicate the complex dynamic behavior that
characterizes large segmented systems. Typical of such systems is the modal
grouping due to the high degree of symmetry of the structure. For a perfectly
rigid support structure, the segments and their supporting mechanism (e.g.
subcell and actuators) have almost identical dynamic properties and thus can be
viewed as N identical oscillators at the same frequency. For ASCIE 18 modes of
vibration related to the segments will occur at more or less the same frequency.
However, because the support structure is in reality quite flexible, coupling
between the grouped oscillators produces two results. First, the resonant
frequencies tend to spread slightly by moving away from each other [Ref 7]. The
second, and more significant effect in terms of CSI, is the creation of global,
or collective modes in which the segments as a whole behave as a continuous
sheet rather than as individual pieces. These modes effectively couple one part
of the mirror to another, creating adverse interactions that did not exist when
considering individual segment dynamics. Fig. 3 shows a comparison between the
modal frequency histograms of ASCIE and of the Keck telescope. A great
similarity can be observed. This behavior is quite different from that of a
beam-like structure as also shown on the figure. In addition the ASCIE
structure was tuned to have its significant modes around 12-15 Hz to be relevant
to larger systems.
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COMPARISON WITH KECK TELESCOPE
Table I below shows a comparison between the principal parameters of ASCIE and
the Keck telescope. Although of considerable difference in weight and size, the
modal frequencies and the overall performance are very similar. With 18
actuators and 24 sensors, the control system is complex enough to be a valid
test bed for the type of problems found in larger systems.
PRIMARY MIRROR DIAMETER
_ER OF SEGMENTS
SEGMENT DIAMETER
ASCIE KECK
2m iOta
7 36
0.6 m 1.9 m
NL_BER OF ACTUATORS
NUMBER OF EDGE SENSORS
18 108
24 168
TOTAL MASS
FIRST MODE FREQUENCY
FIRST CRITICAL MODE FREQUENCY
75 Kg 200,800 Kg
7.2 Hz 5 HZ
12 Hz 18 Hz
EXPECTING PHASING ERROR
EXPECTED TILT ERROR
30 nm 30 nm
O.1 arcsec 0.03 arcsec
Table I
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ASCIE CONTROL SYSTEM PRINCIPLE
The segment alignment control system is similar to that of the Keck telescope.
It utilizes a self-referenced system of edge sensors providing a set of error
signals that are processed through a special algorithm to obtain the piston and
tilt errors for each individual segment. Corrections based upon these errors
are applied, through proper electronic compensation, to the actuators
controlling position and tilt of each segment (Fig. 4). In such a centralized
control system where the actuators are driven by signals from all the sensors,
structural dynamics can couple back the actuators to all the sensors through
global modes of vibration, thus resulting in potential instability.
MIRROR
EDGE
SENSOR
ACTUATORS
ACTUATOR
POSITION COMMANDS
CONTROL LAW
6 PISTON ERRORS
6 0y ERRORS
6 @x ERRORS
24 SENSOR
REFERENCE VALUES
i ERROR
MEASUREMENT
ALG ITHM
24 EDGE SENSOR
INPUTS
Figure 4
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_C_EDGESEN_RSYST_
The edge sensors used for ASCIE are small inductive position sensors as shown in
Fig. 5a. This type was preferred to the capacitive sensors used for the Keck
telescope because of their commercial availability, price and performance
characteristics. Also they are very rugged and easy to use. The sensors are
mounted on tabs attached to the segments, thus directly measuring the relative
edge displacement. Each segment is surrounded by six sensors (2 per edge) as
shown in Fig 5b. The offset from the true edge is-a very important factor for
the full observability of the system and it must be optimized in order to obtain
the best sensitivity and noise performance. The redundancy (24 sensors to
measure 18 degrees of freedom) also helps to reduce noise, is important for
reliability, and will permit fault detection and accommodation studies. Since
these measurements are relative, a reference must be chosen to relate them to
the absolute axis of the telescope. In ASCIE, the central segment is taken as
the reference.
e
(_ INDUCTIVEPOSITION
SENSOR
3
®
Figure 5a Figure 5b
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ASCIE OPTICAL CALIBRATION AND SCORING SYSTE_ PRINCIPLE
Fig. 6 shows the principle of an optical system that directly measures the tilt
errors associated with each segment. It emulates a more complex wavefront sensor
based on holographic patches, for example. The laser beam coming from the
central tube reference is split into six equal beams by a special faceted
secondary mirror. Each of the beams reflects on a small flat mounted on the
corresponding segment reflects back on the same facet of the secondary mirror
and finally focuses on a two-axis photodetector. The photodetector provides two
electrical signals directly proportional to the position of the laser spo_ in
two orthogonal directions. This optical system has a sensitivity of @.I
arcsecond and is used to initially align the segments. After this operation the
control system remembers the set points of all the edge sensors and maintains
them in the presence of disturbances. The optical system is not a part of the
control loop but can be used as an independent scoring system to evaluate the
performance of the segment alignment control system.
0
ACTIVE SEGMENT
TEST FLAT MIRROR
LINEAR PHOTO-
DETECTOR
HeNe
LASER
_ LINEAR PHOTODETECTOR
FACETED
SECONDARY MIRROR
Figure 6
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ASCIE DATA ACQUISITION AND CONTROL SYSTEM
The ASCIE system is shown schematically in Fig. 7. The central part is an
electronic interface and control console. It contains the analog electronics
that contr61_ the actuators and conditions the signals from the sensors. It
sends the conditioned edge sensor signals to the Array Processor (A/P) where
the segment alignment control laws are implemented. This interface electronics
can be operated directly or through a Personal Computer (PC). The PC has also a
two-way communication system with the host processor (HARRIS-8_). The host
processor is used to perform control design, analysis, and data processing, and
to contr0i_e A/P (downloadingcontrol gains, acquiring data from the sensors,
the command channels and the internal states of the A/P, andlstartingand stopping
the A/P). in addition to controlling the operations (automated procedures are
implemented to power up or shut down the system, to establish various control
modes, etc.), the PC is used to display all the important variables involved in
the segment alignment control, i.e., edge sensor signals, commands to the
actuators, and actual tilt and piston errors for each segment. This display
gives the operator a complete view of the system operation and performance.
HARRIS EXPERIMENT
ANALYSES 800 CONTROL
GAIN CONTROL DATA
ACQUISITION
ACTUATOR
COMMANDS
INTERFACE
ELECTRONICS
OPERATIONS & ICALIBRATION
COMMANDS
POSITION
SENSORS
EDGE
SENSORS
Figure 7
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ASCIE H_a_W_wa_
Fig. 8 is a view of the actual ASCIE hardware showing the active secondary
mirror on the left, the focal plane sensor mounted in the center of the primary
mirror, the small flat mirrors attached to the six peripheral segments near the
central segment, and the truss structure supporting the segment actuators. These
actuators were specially design in the Lockheed Palo Alto Research Laboratory
and have a range of +/- i mmwith an rms noise of 30 nm. They contain a position
servo-loop and are capable of running at a bandwidth greater than 100 Hz. The
segments are directly attached to the actuators by special flexures that
passively constrain lateral and rotational motions but allow the actuators to
position them in the remaining three degrees of freedom (piston and tilts). In
its present configuration the structure is cantilevered from the back of the
central tube, but can be mounted either horizontally (as in the photograph), or
vertically.
Figure 8
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ASCIE PRELIMINARY TEST RESULTS
The objective of the experiments conducted at the Lockheed Palo Alto Research
Laboratorl is to predict and demonstrate the CSI phenomenon, and develop and
test new control approaches to circumvent this problem. One of the main
objectives of this research is to obtain results traceable to actual systems.
Thus it was essential to design ASCIE for a level of performance comparable to
that of optical systems. Preliminary tests were conducted by closing the loop
on one segment, while the five others were passively restrained by their own
actuator/flexure system.
The loop was closed successfully at a 5 Hz bandwidth. Preliminary analyses had
indicated that with the simple integral control scheme used in this case, the
CSI effect will limit the bandwidth to about ii Hz. The traces shown in Fig. 9
are the actual displacements of the three control actuators while the loop is
closed on the edge sensors. This 5-second run shows 300 nm (about 1/3 of a
micron) motion due principally to thermal distortion in the support structure
(the experiment was conducted in a typical laboratory environment). The
actuator motions were commanded by the control system so as to maintain the
correct alignment of the controlled segment with respect to its neighbors at all
times. The corresponding piston and tilt errors are shown in the next plot
(Fig. 10).
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ASCIESINGLE SEGMENT ALIGNMENT TEST (PISTON AND TILT ERRORS)
The segment aligment errors during closed-loop operations are shown in Fig. 10a
for piston, and in Fig. IQb for the two tilt axes ("Petal" denotes a folding
motion of the segments toward the optical axis). The residual error is due
essentially to seismic and sensor noise. By contrast with the previous plot,
the traces are here perfectly centered, i.e., the thermal drift has been
completely eliminated. The level of performance that has been achieved (about
30- nm rms in piston and less than 0.05 arcsecond in tilt} is comparable to that
of the Keck telescope requirements and thus represents a major step in
validating the technology for large flexible segmented optical systems.
CONCLUSIONS
This paper has presented a description of the ASCIE experimental setup, a
generic test bed for several essential technologies. In particular its
multi-input, multi-output, non-coliocated control system and its complex
structural dynamics, characteristic of large segmented systems make it an ideal
test bed for CSI experiments. The high accuracy of its measurement system will
make it possible to investigate the dynamics of mlcrovibrations and its
implication for the CSI phenomenon.
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Preface
Wepresent here someof our recent work on structural identification and large-
angle maneuverswith vibration suppression. Our recent work has sought to balance
structural and controls analysis activities by involving the analysts directly in the
validation and experimental aspects of the research. Wehave successfully imple-
mented somenew sensing, actuation, system identification, and control concepts. An
overview of these results is given herein.
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Wedistinguish between modal and model identification. In modal identification,
we seek to extract the natural frequencies, damping factors, and modeshapes from
(typically) a free decay response to impulsive initial conditions. In model identi-
fication, we seek the estimates of a particular set of physical parameters contained
in our best available model of the structure, so that our computed (free or forced)
response of the system is in best agreementwith the measuredresponse.
In our approach to model identification (see next page for roadmapfigure), we
utilize modal identification as a preprocessor. That is, we consider the
{_'s, ¢'s, and _'s} determined from free vibration measurementsas additional
measurementsto our model identification process wherein we seek to fit the
measured input/output behavior by the frequency response from our model of the
system° See reference 1 for details.
0
OUTLINE
TAMU Flexible Grid Experiments
Structural Identification
Test Article, Sensors, and Actuators
Stereo-Triangulation Deflection Measurements
Measured Response Results
Creamer/Junkins Method for System Identification
Modeled, Measured, and Identified Frequencies & Mode Shapes
• Large Angle Maneuver Experiment
Configuration Description and Dynamical Model
Torque-Shaped, Near-Minimum-Time Maneuvers
Liapunov-Stable Feedback Control
Experimental Results
• Concluding Remarks
365
A Novel Approach to Structural Identification
I
_T_UCTU_ALMOD_.IDE_TIF,CAT'ON!It_
Estimation of the best-fitting linear structural
model via Creamer/Junkins subsmacturing
Estimation of the frequency response function
via Creamer's algorithm
FMODAL IDENTIFICATIONDetermination of natural frequencies & modeshapes via Juang/Pappa Eigenstructure Reali-
zation Algorithm (ERA)
INERTIAL TARGET TRAJECTORIES
Compute inertial time lfistory of each target's
coordinates via stereo ray intersection
best fitting linear system:
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/This is a sketch of a 5 ft by 5 ft aluminum grid we've been using for a struc-
tural identification and vibration control experimental test article. The grid is
cantilevered in the vertical plane. We cut this grid from a single sheet of alumi-
num, so it is jointless. However, a lap joint grid of identical geometry has been
developed and is the subject of a similar experimental program by Alok Das et al. at
AFAL.
Note that we have 20 optical targets on the grid. Presently these targets are
actively illuminated by fiber optic light guides, but we have also successfully used
passive targets made from reflective tape ("scotchlite" made by 3M). These optical
targets are visible in two video cameras (200 or 60 frames per second); stereo tri-
angulation of centroided image coordinates leads to measured inertial trajectories
for each target. We also have six strain gauges mounted on the back of the grid at
the stations shown, and we utilize three piezo-electric accelerometers that can be
mounted at any three of the grid locations.
Excitation is provided by three grid-mounted reaction wheels (driven by Clifton
Precision motors) with their torque axis in the plane of the grid in the directions
shown (±20 oz-in, over the bandwidth from 0 to 40 Hz). We also utilize an impulse
hammer to impart calibrated initial impulse excitation at any station.
The TAMU Flexible Grid Structure: Sensor and Actuator Locations
[] strain gauge location
fiber optic light source
N reaction wheel actuator
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Wesummarize the geometric equations governing triangulation of video camera
imagery. With reference to the left figure, the image coordinates (x,y), measuredin
the positive focal plane of a single lens camera, are related (ref. 2) to the object
space coordinates (X,Y,Z) of the imagedpoint, the camera's principal point
(Xc,Yc,Zc) , orientation angles (_,@,_), principal point offset (Xo,Yo), and focal
length (f), by the colinearity equations
x_. ,rc,(xx,)+c,,(vr,)+c,,(zz,)]==,,,,,_,.vv
..... r' ° o o]
.... ,. .IC,,C.C,,l=lo,os+,'+"+/l o , o 7_l
y-lo- s[c,,(X X+)$c,,(y y,)+c.(Z__)j=...v.,.._... .....Z_;_,O,_'.xo,],o,f)Lc,,C. c,,J L0 -._¥ cosvJU_.O 0 eosO-JU 0 O
(I)
We adopt a double subscript notation for eqs. (I) to denote the image coordi-
nates of the i th point measured in the jth camera's image space as
x_ = F(X,, r,, Z,; X,,, r,,, Z+_;,j, O_,Vj; x,,_,yoj, f_)
yo=G(X_,r+,Z_; X,j,r,j,Z_j; %,O_,vj; x,,_,yoj,.fD' j-.-l,2; i=1,2 ....
(2)
In the event that the camera position, orientation, and calibration constants
are considered known, measurement of image coordinates of object space points at
unknown locations, eqs. (2) provide four equations for the three unknown cQordinates
of each point. Equations (2) can be inverted by least squares to determine the ob-
ject space coordinates. Dynamic triangulation must be preceded by a static calibra-
tion to determine the camera calibration constants, and for the case of fixed cameras,
the position coordinates of the cameras. The calibration should use at least three
fixed targets that will subsequently be visible in the dynamic experiments. These
three points serve to define the object space coordinate system. The points are
numbered in some arbitrary fashion. We use Point I as an arbitrary origin:
(XI,YI,Z I) = (0,0,0). Point 2 is used to define the X axis: (X2,Y2,Z 2) = (X2,0,0).
Point 3 is used to define the X,Y plane: (×3,Y3,Z3) = (X3,Y3,0). Thus the first
three points have a total of three unknowns (X2,X3,Y3), and each additional point
introduces three unknowns (Xi,Yi,Z i) for a total of 3N - 6 unknown object space
coordinates. Notice that each object space point has four associated measurements
(two measured coordinates in each of the two image planes). Thus, in the most gen-
eral case, we have the 3N - 6 unknown object space coordinates plus the 18 unknowns
associated with the cameras (Xci,Yci,Zci; %,0i,_i; Xoi.Yoi.fi; for i = 1.2). We
conclude that we have a total of 4N eqns. and 3N + 12 unknowns; if N > 12 conjugate
images are measured, we have enough equations to determine all of the 3N object space
coordinates and the 18 camera position, orientation, and calibration parameters.
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Also of significance, whenusing Charged Coupled Device (CCD)focal plane arrays (as
in the present application), the effective focal length is different for the x and y
axes (actually, there is a ratio of the x and y dimensions of the array as a conse-
quence of the rectangular pixels, which can be absorbed into effective focal lengths
to be determined during calibration) thereby increasing the number of unknowns by one
for each camera and one additional object space point is required. We have found
this calibration process to be very well behaved and can be routinely accomplished in
15 minutes of real time.
The calibration process is strengthened, of course, by making redundant measure-
ments and using other a priori measurements of object space points and/or camera
calibration parameters. The precision of the results is dependent most heavily upon
the accuracy with which the image coordinates are measured and, of course, the geo-
metric strength of the triangulation process. Upon completing a satisfactory static
calibration, the subsequent dynamic triangulation process need consider only four of
eqs. (2) at a time to sequentially accomplish the least-squares solution for the
object space coordinates (Xi,Yi,Z i) of the points imaged on the flexible structure.
The major hardware elements are sketched below and described briefly in
the table.
Stereo Triangulation Geometry
image spaces
POSITIVE IMAGE OF
IOBJECT Y
Is'ay.
Flexible Structure
Major Hardware Elements
t..._ marker
MAJOR HARDWARE ITEMS
ITEM DESCRIPTION
Flexible Sm*czure
rn_rkers(twgels)
Video Canmras(2)
Video RecorderS2)
Video Processor
Comlmter
monolithic 3003 HI4 aluminum grid (5'x5') cantilevel'ed
in tho vertical plane (clamped-free boundary conditions)
3M Scotchlite Reflective Sheeting #3290, also actively
illuminated targetsusing • single optical source and twenl
50 micro,a fiber optic light guides,
NAC model V-14B, 200./60 HZ. 2_" MOS imaging CCE
array with 320x244 pixels
NAC model VTR V-32. 200HZ, configured for VHS
case_es
Motion Analysis model VP-310 for threshold-based
edge d_ection, hardware editing mid flitting, digitizing
image boundaries, and data transfer
SUN 2/120 with 42 megabyte haxd disk and UNIX
operating system
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Here we show two typical measuredstrain histories at two stations in response
to impulsive excitation via the impulse hammer. The time span of these records is
2.5 seconds; the sample rate was 700 Hz. An initial impulse was applied at the lower
left corner of the grid. Notice from the fast Fourier transform (FFT) of strain
gauge #4 that the response is dominated by the first two modes, but significant exci-
tation was imparted to most of the modesbelow 40 Hz. On the other hand, strain
gauge #I has a large contribution by modes 3 and 4. This is not surprising, because
it is intuitively clear that the first torsion mode (mode 2, with nominally zero
strain in the center member) even though excited has near zero strain at station #1,
but the second cantilever mode (mode 3) and the first "bow" mode (mode 4) are heavily
excited by an impulse at the lower left corner, and these modes have significant
strain at station #I. Based upon these and similar experiments, we conclude that the
strain gauges provide excellent sensitivity to all modes below 50 Hz, for impulsive
excitation, and simultaneously using strain measurements at the six stations shown
provide excellent observability for all modes below 40 Hz.
As evident in the next figure, however, we have encountered some signal-to-
noise difficulties when using the strain gauges to measure response to the
reaction wheel excitation°
Response of the Grid to hnpulsive Excitation
Strain Gauge # 4 Response:
Time response history:
FFT of lneasured strain history:
o.'1
_,_ k .J fl. _ . Itl . "_,/
"x///////////////////////////////,_.
2 •
!
1 3
.i.::i:: :::ill:':::: ::!::,:: .:
Strain Gauge # 1 Response:
Time response history:
I_VI'of measured strainhislory:
• 11,4 .....
l.t/i ,,.°
[calibrated initial ilupulsc applied at lower left corncr of the grid]
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Below we show two typical measured strain histories at two stations in response
to harmonic excitation by reaction wheel #I. A 2-Hz harmonic torque is applied to
the structure at the center of the bottom member, about a nominally vertical axis.
The torque was applied for approximately 2 minutes to allow a steady state to be
achieved before we acquired the above 2.5 seconds of data.
Our experiments indicated that the Clifton Precision motors deliver very clean
harmonic excitation, so the high-frequency variations evident in the strain-gauge
response are virtually all due to noise. Strain gauge #4 gives data with a satisfac-
tory signal-to-noise ratio. It is evident however that the much smaller strain
levels and their closer proximity to the electrical disturbance of the actuator re-
sulted in much noisier data from strain gauge #I. In both cases, the physically
dominant steady-state response at 2.0 Hz obviously dominates the strain measurements.
However, it is obvious that the "noise modes" are almost negligible in strain gauge
#4, whereas they are very significant in strain gauge #I output. Note the cluster at
60 Hz in the FFT of strain gauge #1's response. This is a near-certain indication
that electrical noise from the motor is generating a significant part of the problem.
We anticipate that better grounding of the motor will reduce this noise source, but
there is the difficulty that locally small strains (which are associated with certain
motions) are the fundamental cause of the poor signal-to-noise ratio when using
strain gauges as distributed vibration sensors.
These data indicate that the strain gauge is potentially useful in the present
application, but other sensing approaches should be explored to eliminate signal-to-
noise difficulties. As is evident from the impulsive response in the figure below,
the optical sensing methods yield very clean deflection measurements of the low-
frequency vibration (<20 Hz), and are therefore very well suited to the present ap-
plication. We also show below a typical accelerometer record and its FFT. We have
found the accelerometer data accurate between 2 Hz and 100 Hz, but very poor below
I Hz. Our present optical system and triangulation deflection measurements are not
compatible with real time. Thus the optical system as we have it presently con-
figured and implemented is suitable for system identification but not feedback
control measurements.
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Response of tile Grid to Harlnonic Excitation
:tr:fiu (;,'unge # 4 Response: Slrain Gauge # 1 Respmise:
, "l'hlle r(l.SBOllgP li_tnrv:
' _'li 1i I __
..... llarmonic Excilation Torque by Reaciioq Wheel # I .,
Time hislory of excilalion lor(tue '" FIT of excilalion Iorquc
i:, o0.
i
I *
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Comparison of Video-Derived Position
Measurements with Accelerometer Measurements
Video Data
J9-1
1.5]
0 Time (sec) I0
X
FFT of Video Data
J9-1
.................................
i
Frequency (Hz)
Accelerometer Data
I. b ] J9-1
4-t
FFT of Accelerometer Data
Test J9-1
0 Time (sec) I0 ' ' Frequency (Hz) •
The graphs shown above provide some insight into the advantages and disadvantages of the camera
system versus an accelerometer. The video data is very useful at the low frequency large amplitude end of
the spectrum. The accelerometer response is most reliable at the high frequency end of the spectrum.
This data was taken on the AFAL structural identification test article which is similar to the TAMU
structure. The video data was taken with a TAMU RCA TC2811 60 Hz video camera. An AFAL En-
devco mode1 7751-500 accelerometer was also used.
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Our structural identification approach is based upon the following observations:
• The input/output behavior is uniquely captured by the system transfer function
(or frequency response function) matrix, whereas an infinity of structural
models has the same transfer function.
• The most important necessary condition of a good model (for control purposes)
that we accurately model the actual system's frequency response over the fre-
quency range of interest.
is
• Of all the modeis (realizations) we might use, the most comfortable approach is
to modify in some "intelligent" way the model that grew out of our modeling
effort (e.g., a finite-element model of the structure).
It is desirable that both free response and forced response behavior be
accurately captured by the identified model.
Basic System Realization Concepts
Linear Autonomous System
i" = Ax + Bu
y = Cx
Time Rcsponse
x (t) : eA'x (to)t + J',,,ez('-_Bu ('¢)d'c
y (t) : C eA'x (to)t + J'[°Cen('")Bu (z)d'c
Laplace Transform
x(s) : (sI- A )-' Bu(s)
y(s) = Cx(s) = C(sI - A )" Bu(s)
y(s) = G(s) u(s)
Transfer Function
G(s) = C(sI- A )-' B
Freq. Response Function
G(im) = C(jml - A )-' B
Notes
The triple (A,B,C) is not unique.
But G(s) is unique.
(At, Bj, C_ ) and (A2, Be, 672) arc said to be
equivalent if any of the fl)llowing slatemenls
are lttle:
• The Iransfer functions are equal:
G/(s) = Ge (s), for all s
• The weighting patterns are lhe same:
C1 eA" BI = C2eA" B;
k
• CIA_B1 = C2A2B,.., for all k.
Any (A,B,C) which produces the correct
transfer function G(s) = C(sl- A ).i 13 is
said to be a "realization" of the syslcm.
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Consider the case that a force or momentis applied at a point, but the response
at manymeasurementstations is available. For this case, B and therefore G(j_) are
vectors. Suppose that the frequency response function (vector) is measured over a
frequency range {_min < m < _max } at the frequencies {_, _2, ..., _m}. Use the
notation:
"- measured FRF, I G(tot, p) lG (p ) = • - computed FRFusing model vector p
LG@'m,t')J
(3)
and
l'_ = {l'r)l l=) 2 ... }r= measured free vibration tq's, _'-/(p) = {l"/l i'-/2 ...}r= computed a's usingp.
(4)
We seek the optimal estimate of the model parameter vector p which minimizes
J = ½o_f AGr(p'c°)W_(c°)AG(p't°)dc° + ½AflrwnAn,
AG (p,(o)----G(co)- G(co ,p), An- _ - f2(p)
(5)
For FRF measurements available at discrete frequencies, the integral can be re-
placed by a discrete summation; we seek to minimize a weighted sum square of the
residuals between all measured and modeled FRF's and _'s:
AG = (6_)-_co.,p)j6('_)"c(_'P)= FRF residuals, A_"_ _-- -:::::}= freerib.frequencyresiduals
(6)
and we are led to the least-squares differential correction algorithm:
aG} = Aap + ...An Ap = At AG where A- an , and Pnew
• An
= Pold + Ap
(7)
Potential trouble. This approach works great, but only if:
and (ii) Pstart is "close" to p.
(i) the model is "good"
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Creamer's Three Step ldentificalioli Process
Slop 1: htcntify a subset of the measured fl-cqucncios and mode shapes which correhlto
well wiih the cori-csponding modeled ficquoncies and mode shapes, do a Icasl square
corrcclion correction of lhe stiffness paramelerizalion lo iml)rove correlalion if
necessary.
Step 2: Find the nornializaiion of the cigcnvectors (mode shapes) which resulls in the
best least square fit for lhe FRF, i. e., find {a O, al, a 2 .... a,,_+l} to minimize
J 0oo)- 0o,))
(J);ui,, 1
where
(/0
t4,q,,,o<,<,,(/co) = o)2 + E; -_(b"'_-bq,.
r=l __0)2O) r
O)ula i -
or z (FIm (i cok) - Ilp,,,,,,,,,<,,(i o)k ))2
(lJllll' n
(/r -[" (/,'#l t-1
Slep 3: LVsiiniale values for the linear mass and stiffness paramelerizalion Io salisfy Iho
orlhonormaliiy condilions in a least square sense; lhis loads to lhe following pair of
lirlcar cqualions for I.ir, and i¢, in M = M o -t- Z i {ii/bl i , K = K o + Z i KiK i •
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Here we show the first five free vibration mode shapes. In the table, we list
the a priori finite-element model prediction of the first five natural frequencies,
the values recovered from using the Eigenstructure Realization Algorithm to reduce an
impulse response of the grid as measured by the stereo triangulation process. As is
evident, the agreement is generally good with the most significant prediction errors
in the higher modes as might be expected. Applying substructure scale factors to the
members contribution to the mass and stiffness matrices resulted in an identified
structure with near-identical measured and modeled natural frequencies and mode
shapes. The measured modes differed most significantly in that the first mode was
observed to have a slight degree of torsion whereas the modeled first mode was a pure
cantilever mode. The discrepancy was traced to a slight bend near the upper right of
the structure, apparently this occurred when the structure was being mounted.
Using only the optical data, we have demonstrated that the free response and
input/output behavior of this structure can be accurately identified using the stereo
triangulation system and the methodology we have developed. The presently imple-
mented system works well only for frequencies below approximately 15 Hz. The dif-
ficulty at higher frequencies is not a consequence of the camera frame speed
(200 frames/sec), but rather because the limited spatial resolution of our cameras
cannot "see" the small amplitude vibrations associated with the higher modes.
Modeled, Measured and Identified Modes of the Grid
Mode No. Modeled Value Measured Vahie Identified Value
1 .90 ltz .92 Hz .91 Hz
2 2.34 2.32 2.32
3 4.85 4.93 4.93
4 6.(i5 6.38 6.38
5 7.7g 7.27 7.26
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The appendage/hubstructure wasdesigned, fabricated, and assembled so as to
produce a structure that is symmetric with respect to physical and geometric param-
eters and that is also subject to a minimal dynamic asymmetry. Phasing problems that
exist between appendages are apparent only after free vibrations are allowed to con-
tinue for several minutes. This permits free and forced vibration data to be re-
corded for a structure that exhibits an initial dynamic symmetry.
TAMU Maneuver and Vibration Suppression Experiment
signal conditioner / I\_
= .......... _:
STRAIN GAGES / bIOTOR CURRENT MONITOR
|'eledvne Gurley 8_08
:3600(! counts / rev 'hard wired to
i
1
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The below maneuveris from a student (Robert Byers') recent M. S. thesis
(ref. 3). Byers implemented a variable-structure feedback control law that roughly
approximates a smoothedbang-bang near-minimum-time maneuver, but also exhibits good
vibration suppression characteristics as is evident. The variable-structure approach
is one of several robust control concepts we have studied in recent months, and we
are engagedin an experimental effort to parallel and support our analytical
activities.
As an alternative approach, we showbelow an output feedback control law that is
based upon a PDEdescription of the system dynamics, and we prove global stability
using Lyapunov's second method. This method is found to be very robust and, since it
does not require a state estimator and since no spatial discretization approximations
are introduced, it does not suffer from spillover; we feel this is a very attractive
approach. Wehave shown that a near-minimum-time torque-shaped open-loop maneuver
can be introduced and the Liapunov based method leads to a tracking-type feedback
control that is theoretically globally stable and is, in fact, very robust with
respect to modeling and implementation errors. It is this latter idea upon which we
have based our early experiments; we will therefore go over the key ideas underlying
this approach.
r 1 & •1 ex,Is A&M Maneuverable Space Structure l xl)eriment
J 5 ° ResL (:,o-R.esf, ]VIanellv(:r
T1 = .35 sec, o' = .93,/3 - .97, _t_= F = 0
:_'] -- ]tilL SPACECI[A}'I
! " - - TAI_CET
0 ....
-5 I "--1 1
0 t 2 .3 4 5 6 7 0
(a)
_0"" H [
10 _
10 -° i
_ 10 4
lO _-I--i I I 'l I I I I
0 I 2 3 4 5
_E (svc)
(b)
5 7 8
0.10
0.00
_ -0.10
.tJ
'u
--0,20 -FFT'Iq"[-[] I TI_--IT-IqTI_'J-F[-I_FFI'_I_ -T|T'_[|
-oJo o.oo o.lo 0.20 o._o
THETA (RAD) 8
(c)
(a) control profile, (b) flexible mode energy,
(c) state space trajectory
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The figure below showsan overview of the formulation leading to the coupled
differential equations of vibratory and rotational motion. Notice that we are taking
a distributed parameter approach. The hub rotational dynamics are dictated by the
instantaneous control torque u(t) and the root shear and bending moment. The root
shear and bending momentmust in turn equal the instantaneous time rate of change of
the beams' angular momentum. Finally, summingforces and momentson a typical mass
element in the beamlead to the generalized Euler beamPDE. HOTrefers to higher
order terms to account for rotational stiffening, shear deformation, etc.
Wewill now outline how to derive a globally stable output feedback law without
introducing spatial approximations and the associated issues of truncation and
spillover.
TAMU Hub/Appendage Equations of Motion
For Euler-Bemoulli beam:
M ax M+dM
( sill ) M = EI32y_X 2S+dS 3 M - 23 y
s= -a2- = E -0-j
Boundar_ conditions.Equations of motion."
d 2 0
Ihub d t 2 - u + 4(M o - S o Io )
1 o32y d20 ,ldx + ml(l 9 + O2yl,)+HO 7
-(M o- Solo) = Spx( a--_-,d--+x dt2, --_,
Io
"02Y q- X d20 -34Y =0 +HOTP -a7 77) + Ela- /4
aY- 0
at x = lo : Y = -a7-
atx=l"
(moment) 32y = 0
a-:de
_3 y m .. dO 32y
(shear) 3x 3 = _(l-d-?-+ a-Tit)
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The control law:
+g26+g3(loSo. Mo)], >_0 (8)
for stability is very attractive because it is linear and controls the distributed
system without requirinq distributed sensing. This law has been experimentally
demonstrated by Fujii (ref. 4) and in our work at Texas A&M (ref. 5).
It is of significance that this law maintains its globally stabilizing character
even when the above Euler/Bernoulli formulation is generalized to include the non-
linear effects of rotational stiffening and Coriolis effects (kinematic/inertial non-
linearities) aerodynamic damping/drag as well as a more general accounting for the
linear effects of modifications of the formulation to include shear deformation and
rotary inertia finite inertia of the tip mass, In short, closed-loop stability using
this law is very forgiving of modeling assumptions!
In Search of a Judicious Liapunov Function & a Stabilizing Control Law ...
Motivated by the total system energy
l 2 3y _2
2E=2(T+V)=Ih#¢d°az" dr" + 4 p(_-[[l3y + X -_-[,dO_2rtv_..+ ;EI(_Y2 )2dx +m(l_t +-bT lj ]
Io 1o OX
and the recent work of Fujii, we "investigate the wisdom" of the candidate Liapunov fct.:
l 2
•2 l by + _--_fEI(O2Y)2 Oy2U = alAmO + a2(O- 0o) 2 + 4a3 [.[9(-_ +x6)2dx dx +m(lO+ -37b)2] _9_
lo lo 02(.
It is obvious by inspection that choosing ai>0 guarantees that U>0, and that U=0 is the desired
state. Differentiation, substitution of the Eqs of motion & some calculus lead to
0 dU =(_[alu+a2(0_0o) +4(a3_al)(loSo_Mo) ] c_o,
=-2F
Since we require that 0<0 to guarantee stability, we choose the control torque u as
1 [a2(O_Oo ) +a4f)+4(a3_al)(/oSo_ Mo)]
u = - a-T
or, we see that the following linear, discrete feedback law globaIIy stabilizes this system:
u = - [ g, (0- Oo) + gz 6 + g3 (Io So- Mo)], gi > 0 for stability (8)
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The below figure shows a torque-shaped, near-minimum-time control for the
flexible hub derived using the methods of Roger Thompsonet al. (ref. 6). This
maneuverserved as a nominal open-loop control. Weused a generalization of the
Liapunov control approach to develop a tracking like a globally stable feedback
control law to null errors in the even£ Of non-nominal initfal conditions, model er_
rors, and control implementation errors. The open-loop maneuveris designed in such
a fashion that the maneuvertime is about 20-percent longer than a strict bang-bang
maneuverof a rigid structure having the sameundeformed inertia. Howeverthe
residual energy of vibration (without feedback) of the flexible structure is theo-
retically reduced by about 5 orders of magnitude by using the torque-shaped maneuver
in lieu of a bang-bang profile. Thus the open-loop control is designed to incur
smail vibrations during and upon completion of the maneuver, and the feedback control
is designed to suppress residual vibrations which arise from whatever physical
origin.
A Torque-Shaped Near-Minimum Time Maneuver of the TAMU Fexible Structure
(Test Run No. 3 of 01/25/89)
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The below figure shows the experimentally achieved hub rotation angle as a
function of time for a 40° near-minimum time maneuver. The first half of the maneu- _
ver was almost identical to the corresponding simulation (slight lag developed due to
a lag in the compensator circuit of our power supply). However a large transient
occurred at precisely the instant (maneuver mid-point) the commanded current reversed
to initiate the breaking phase of the maneuver. This is because our low-budget power
supply was unable to accurately generate the commanded current in the face of the ...................._=
variable load presented by the motor near torque reversal. During the last half of
the maneuver, the power supply compensation circuits and control commands combined to
arrest rotation and vibration with a moderate overshoot.
While the problems with our power supply are evident, we feel pleased with this _
first implementation of our approach and anticipate substantially improved results in
future experiments.
A Large Angle Maneuver of tile TAMU Flexible Structure
(Test Run No. 3 of 01/25/89)
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Concluding Remarks
Novel Vibration Sensing and System Identification
Methods have been Developed and Demonstrated
Large Angle, Near-Minimum-Time, Feedback Control
for Flexible Body Maneuvers have been Developed and
Successfully Demonstrated
Both of the Above are in a Preliminary State of
Development, but Our Results to Date are Significant
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TECHNOLOGY OBJECTIVES
This paper describes the results of closed-loop experiments that use piezoelectric active-
members to control the flexible motion of a precision truss structure. These experiments are
directed toward the development of high-performance structural systems as part of the
Control/Structure Interaction program at JPL. The focus of CSI activity at JPL is to develop the
technology necessary to accurately control both the shape and vibration levels in the precision
structures from which proposed large space-based observatories will be built. Structural error
budgets for these types of structures will likely be in the sub-micron regime; optical tolerances
will be even tighter. In order to achieve system level stability and local positioning at this
level, it is generally expected that some form of active control will be required.
• STATIC STRUCTURAL PERFORMANCE
- Order-of-magnitude improvement in geometric shape control over passive
structures (Micron Level)
- Active compensation for thermal gradient distortion
• DYNAMIC STRUCTURAL PERFORMANCE
- Order-of-magnitude improvement in dynamic stability over passive structures
• ON-ORBIT ADAPTABILITY
- Ease requirements on ground tests
- Enable a versatile structural system that can adapt its characteristics to meet
changing mission requirements
• SYSTEM IDENTIFICATION
- Enable a means of on-orbit system identification and modal testing
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JPL CSI FOCUS MISSION: 1NTERFEROMETER
One application of precision controlled structures, which has become the focus mission for the
JPL CSI program, is an orbiting interferometer telescope 1. The interferometer works by
precisely positioning small aperture telescopes separated by large baselines, thereby
synthesizing a larger effective aperture and enabling greater imaging resolution. In order to
function, the path lengths traversed by starlight striking the various component telescopes
must be held constant to a small fraction of the wavelength of light being observed. For an
ultraviolet interferometer, this corresponds to path length stability on the order of a few
nanometers over distances of tens of meters of relatively lightweight and possibly flexible
spacecraft structure.
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ACTIVE STRUCTURES APPROACH
One approach to controlling the elastic deflections of truss structures is to use active-members--
structural elements with actuators and sensors built into them. A control system can be designed
around these active-members to provide "intelligent structure" performance beyond that
achievable for conventional structures of comparable weight. Piezoelectric actuators are _
employed in the JPL active-member design. Previous experiments {nactive-member Control
include the use of voice-coil _ actuators in one and two bay trusses at TRW and Caliechi2' 3
PID controllers have also been implemented on a similar structure in Japan. 4 Early work on the
use of piezoelectrics for structural control concentrated on the use of fiat piezoelectric crystals to
control the vibrations of uniform beams.5,6,7, 8 More recent work at MIT has concentrated on the
use of piezoelectrics embedded in structural truss members and passively shunted to introduce
damping. 9 Concurrent active-member research at JPL in support of the Precision Segmented
Reflector program is reported elsewhere. 10
*proportional integral differential
PIEZOELECTRIC ACTIVE-MI_MBERS
ADVANTAGES
Stiff Structural Members
Low Current
Operate Statically
High Bandwidth
Large Force
Non-inertial Reacting
Nanometer Precision
CHALLENGES
Close Pole/Zero Pairs
High Voltage
Hysteresis
Nonlinearity
Small throw
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DIAGRAM OF PRECISION TRUSS TEST BED
The subject of this research is the control of a truss structure called the Precision Truss. The
Precision Truss has been designed to exhibit many of the salient features of structures that will
form key components of next generation spacecraft. Specifically, the truss is stiff and statically
indeterminate, the fundamental vibrational mode occurs below 10 Hz, the lower modes are
closely spaced and coupled, and the structure possesses low inherent damping. Repeatable
disturbances are injected into the truss by a small shaker mounted to a plate at the center bay of
the truss.
GRID 41
DISTURBANCE
X
Y
LOAD CELL
ACTIVE MEMBER
STRUT 11
ACTIVE MEMBER
//
42
CELL
MEMBER
STRUT 22
LOAD
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FREQUENCIES AND DAMPING COEFFICIENTS OF THE OPEN-LOOP STRUCTURE
The table lists the increase in passive damping of the structure with active-members compared
to the structure without the active-members. The increase is due to the large level of hysteresis
in the actuators. Shown are the first three modes--modes one and two are cantilever bending in
two directions, the third mode is torsion. Higher modes appear at about 34 Hz. These data are
from a modal survey of the Precision Truss using external exciation and active-member
excitation 11.
Mode
1
2
3
No
Active-Members
f (Hz)
8.11
10.4
11.5
(%)
0.036
0.051
0.031
With
Active-Members
f(Hz) _ (%)
8.28
10.78
11.45
0.436
O. 997
0.i01
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DISTURBANCE SOURCE
The center bay of the truss contains a rigid plate. Mounted to this plate is a 2.25 lbf
electromagnetic shaker which is used to inject a repeatable disturbance into the structure. The
shaker is oriented at an angle and offset from the center of symmetry so that it can excite not
only bending modes in the y and z directions but also torsion along the vertical (x) axis. A 2 lb
concentrated mass added to the armature of the shaker provides sufficient inertia for force to be
applied to the truss at low frequency without requiring excessive armature motion.
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EXPERIMENTAL TEST SETUP FOR CLOSED-LOOP CONTROL
The photograph depicts the experimental setup used for closed-loop control tests. Apart from
the active-members, which function as both sensors and actuators for the closed-loop control,
the most significant hardware component is the Systolic Systems PC1000 digital array
processor. The?-Cl-OOO-gFg[fiz6s anal_g:s[g/ia_-aff2fYOO-H_/implements discfete_state Space
control algorithms utilizing up to 32 states and 16 input signals, and commands up to 16 control
outputs through a zero order hold. Variable amplifiers and an output smoothing filter are also
used in the closed loop.
The ultimate objective of the phase 1 control experiments is to stabilize the motion of outrigger
41 subject to a narrowband disturbance at the midbay plate, while utilizing active-members in
the lower three bays of the truss. The locations of the three active-members have been
optimized for this control objective. The first controllers we have implemented are simple low
order SISO designs; more sophisticated control designs utilizing all three act!ye-members are
planned for the coming year. An attempt will be made to later extend the level of control to t_e
bM ronregime. ..........SU C _ = _:_
*single-input, Single-output
7
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ACTUATOR PLACEMENT SELECTION
Three active-members were available for placement in the Precision Truss structure. The lower
bays are an intuitive place to locate the active-members because most of the strain energy for
the lower modes occurs near the cantilevered end. A methodology for selecting the optimal
locations considers a stationary colored noise disturbance (20 Hz bandwidth) entering at the
midbay plate. Performance was defined as 71 Iy I 12 + I Iu I [2, where y is measured at outrigger
41, u is control effort, and 7 is a scaling parameter. For any set of locations, this leads to a well
posed _f2 -optimization problem 12. In order to reduce the number of possible locations to a more
tractable set, a preliminary selection was performed by first solving the H2-optimization
problem assuming that an active-member could be placed in all possible locations
simultaneously. From the solution to this optimization, the total energy in each control input
was computed and ranked. The heuristic argument is that the active-member locations which
perform the most work are superior locations for control. A subset of locations with the highest
control input energy was selected for subsequent combinatorial optimization. The result of this
process for the Precision Truss suggested that the optimal locations were two longerons in the
first and second bays and one diagonal in the first bay.
Ccmtrel Effot-t for Actuators f_
] )}
Z
I0Z 2 i }2
l "]i
Number Scheme for Longevons and
D_m_* _ Lower T_ee Bay*
_on o_ Cm_fidste Locations
Actuator # Element # ll_,lh
3
8
10
2
12
2O
2l
15
9
18
24
13
5
4
7
8
11
23
16
17
22
1
14
19
11
21
22
101
12
13
103
82
2
23
83
42
I11
81
31
91
32
113
112
3
93
I
92
33
1092815
8.47903
8.47496
7.22583
6.23132
6.22398
5.84743
5.70099
5.05582
4.[5259
4.13487
3.79535
3.35653
3.27266
3.23416
3.07798
2.84030
2.62724
248088
231858
225864
2.17953
213915
177798
Ran.k_b_ of _tuat_" _n Psir_
Element #
I01, Ll, 21
I01, 11, 22
101, II, L2
10l, 11, 13
1Ol, 21, 22
101, 21, L2
lOl, 21, 13
101, 22, 12
I01, 22, 13
lOl, 12, 13
II, 21, 22
tl, 21, t3
11, 21, [2
11, 22, 13
II, 22, 12
II, 12, 13
21, 22, 13
2t, 22, 12
22, 12, 13
.21,U,.J_:L
Cost
6.87284e+01
6.87336e+01
7.15809e+01
7.15896e+01
7.56169e+01
792828e+01
7.92953e+01
7 92965e+0 !
7.93090e+01
8.66331e+01
8.26441e+01
8.41313e+01
8 41299e+01
8.41427e+01
8.41414e+01
8.68547e+01
1,02464e+02
1 02.4_8e +02
106296e+02
i'_6314e+02
ll.lh
5.08403e+01
5.08466e+01
5.39124e+01
5.39231e+01
5.46423e+01
5.84258e+01
5.84392e+01
5.84367e+01
5.84501e+01
6.34581e+01
4A4797e+01
4.68191e+01
4.68096e+01
4.68172e+01
468077e+01
4.89402e+0I
5.2309_e+Ot
5.2243&"+ 0 r
5.598_4e+01
ll_Ib
4 62478e-03
4 62487e-03
4 70879e-03
4,70890e-03
5 22699e-03
535928e-03
5 35967e-03
536012e-03
5.36051e-03
5.89776e-03
6.96534¢-03
6.99002¢-03
6.99050e-03
6.99153e-03
6.99201e-03
7.17537e-03
8.8I057e-03
8.81723e-03
9.035p_s_-0s
9;0"40_16-03
11"112
9.09668e-05
9.09573e-05
823416e-05
8.73263e-05
956584e-05
9.17280e-05
9AT136e-05
9.17252e-05
9.17108e-05
929395e-05
1.56596e-04
1.49298e-04
1.49339e-04
1.49337e-04
1.49377e-04
1.46615e-04
1.68432e-04
1.68772e-04
1.61402e-04
1.61589e-04
IIvll2
Ilvo_,-II_
1.42634e--02
1.42637e-02
1.45226e-02
1.45229e-02
1.61207e-02
165287e-02
1.65300e-02
1.65313e-02
1.65325e-02
1.81895e-02
2.14821e-02
2.15582e-02
2 15596e-02
2.15628e-02
2.15643e-02
2.21298e-02
2,71730e-02
2,71935e-92
2.78678e-02
278815e-02 395
PIEZOELECTRIC ACTIVE MEMBERS
Two types of piezoelectric active-members are used in the truss. The first type is a low voltage
piezoelectric actuator ordinarily used for fine positioning of optics. This device has a throw of
106 microns at 150 volts. The device has a relatively low stiffness of 23,300 lb/in which leads to
a clamped force of 97 lb. The second type of active-member is a constant length strut (CLS) built
to JPL specifications by Kaman Instrumentation Inc. This device makes use of a high voltage
piezoelectric wafer stack in series with a stainless steel tube extension. The piezoelectric stack
expands and contracts with applied voltage producing a relative motion between the two ends
of the strut. A quartz reference rod (selected for low coefficient of thermal expansion) is
attached rigidly to the moving end (armature) and extends down the length of the strut along
the centerline. A differential eddy-current proximity sensor is built into the opposite end of the
strut. This sensor measures the motion of a target disc attached to the reference rod, thereby
measuring the change in the length of the Strut. This sensor has a resolution of i nanometer.
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HYSTERESIS OF ACTIVE MEMBERS
Each active-member was tested in a calibration fixture. The Kaman CLS struts were found to
exhibit approximately 20% hysteresis, due to the piezoelectric material used in the actuators.
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OPEN-LOOP STRUCTURE--MEASURED DATA
The active-member in the longeron of the first bay (strut 11) was selected as the sole actuator
for the initial single-input-single-output control tests. For feedback measurements, it was
convenient to use signals from the strut internal displacement sensors. Input-output transfer
functions from strut 11 to the two internal displacements were measured using a stepped-sine
test and are shown in the figure. Close pole-zero spacing is very pronounced for the collocated
transfer function, due to a large feedthrough term corresponding to the residual flexibility of
the structure at that actuator location. The feedthrough term was not present for the
noncollocated displacement or for either load cell in series with the active-members.
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ACTIVE-MEMBER PHENOMENOLOGY
The observed close pole-zero spacing warranted further investigation into the behavior of the
active-members. A model was developed for active-members in structures that makes use of
externally applied forces at physical degrees of freedom. Were the active-member perfectly
linear, it could be modelled as a structural element of length r and stiffness k which, if
unconstrained, changes length by an amount d which is proportional to the electric field applied
across the piezoelectric. As far as the dynamics of mass M are concerned, the variable length
strut is equivalent to a moving boundary on a passive strut of stiffness k. The corresponding
differential equation can be rearranged to produce the familiar equation of motion. Thus, the
effect of the active-member on the dynamics of mass M can be modelled as an externally
applied force kd applied to the interface point between the active-member and mass M.
PHENOMENOLOGY
_ PZT
Gx
k k
d = d33 Efr ._ (lOOpm)
_F
4==> = kd
1_f_ = k(d - x) _ 1_I_ + kx = kd
kd.l_ = clamped force ,-_ (lO01b)
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MODEL OF ACTIVE MEMBER IN STRUCTURE
An interesting phenomenon of close pole/zero pairs occurs when collocated displacement sensors
are used in conjunction with active-members. Consider the simplified two degree of freedom
model of the Precision Truss shown in the figure. A single active-member is represented as
spring k, and the force F models the effect of the active-member on the structure. The
collocated transfer function from d to x is computed. The parameter [_ represents the ratio of the
input point-sti_ nefness toP neaciive-member-sti_ness, anfl_n general is less than Unity. We see
that as _0 the poles and zeros quickly approach each other. Furthermore, as s_,,o the
transfer function x/d does not approach zero, but rather approaches a constant value 1/(1+9).
This represents a sizable feedthrough term.
kd= F,w=k/rn, e = 1/6
s4+ _2(_,+ _ + "r+ "_)_ + (,_+/3)'Y_ _
d [s 4 -q- 82(0_ q-/3 + "(+ "/'(y)_d 2 --}- (0_ -at. fl),./,£_4] (1 + fl) - (s 2 + 7ew2)w2/32
s ---, 0
$-----+00
x 1
w
d 1 + ,_+_
x 1
a _+fl
= A_ + Bd
de = C_ + Dd
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POLE-ZERO SPACING OF MODEL
Solving for the system eigenvalues, the pole-zero spacing is found to be a function of the
stiffness ratio _. The smallerthe [_(corresponding to a large actuator stiffness relative to the
structure),, the Closer is the pole-zero spacing. Pole-zero spacing is small even for [3= 1.
a = (_ + _ + ? + _),6 = (_ +/3)
for_<< !
zeros:
[
82 1 4/1 2= -- -aw 2 i w 2
2 v_a - b_
poles:
EXAMPLE
k=c_=¢_=6=7=1
M = O.Ol,w = 10
poles = :t:j 7.07, :hj 17.32
zeros = +j 7.68, +j 18.50
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COLLOCATED TRANSFER FUNCTION OF MODEL
Collocated transfer functions of the active-member/structural model are shown for two values
of the stiffness ratio [3. The near pole-zero cancellation is readily seen. This phenomenon is not
restricted to active-member applications but will occur any time a collocated measurement is
made at a location where the structure is compliant with respect to the applied force.
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COMPARISON OF NASTRAN DIRECT AND MODAL SOLUTIONS
Care must be taken when obtaining the collocated transfer functions of the Precision Truss and
other models via finite element models. The figure shows the collocated transfer function for
strut 11 produced by NASTRAN. The solid curve is the result of a direct solution utilizing the
system mass and stiffness matrices. The dashed curve is the same transfer function obtained by
modal solution retaining the first 30 structural modes. There is substantial error in the modal
solution both in the feed through term and in the transmission zero locations. Modal truncation,
even as high as 30 modes, results in nearly complete loss of the residual flexibility between
sensor and actuator.
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CLOSED-LOOP CONTROL--POSITIVE POSITION FEEDBACK
Four single-input-single-output controllers were designed for implementation using the digital
array processor. Because the sampling rate of 2000 Hz was high relative to the control
bandwidth, controllers were first designed in the continuous domain and were later discretized
by a zero order hold approximation. Active-member I1 in the Ionger6n of the first bay was
chosen as the sole actuator for this study. The collocated and noncollocated displacement
sensors in the longerons were selected as feedback measurements; accelerometer measurements at
the outrigger provide a reference point for controller performance. Controllers were designed
using Bode and root locus analysis.
The figure depicts a measured stepped-sine transfer function between the shaker disturbance
and an accelerometer on the outrigger station 41 for both the open and closed loop cases. The
positive position feedback design 13 trades stiffness for damping and reduces the first mode
amplitude by 35 dB. The third (torsional) mode displays some attenuation but is otherwise
barely observable or controllable from longeron 11.
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CLOSED-LOOP CONTROL--OUTPUT AND VELOCITY FEEDBACK
Output and velocity feedback designs were also implemented using the noncollocated internal
displacement sensor from strut 22. Positive output feedback had the effect of softening the
structure. Velocity feedback was implemented digitially by a second-order compensator with a
30 Hz rolloff. Spillover instability in the high modes limited the performance of each of these
designs.
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CLOSED-LOOP CONTROL--LQG/LTR
A sixth-order LQG/LTR*controiier was implemented for the collocated internal displacement
at strut 11. The figure shows the closed-loop transfer function at the design point, and
demonstrates that while significant attenuation is achieved at this point, system damping is
essentially unchanged. The resonances in the LQG/LTR closedqoop frequency response are due
to the inaccuracies in a preliminary disturbance model used in the control design.
*linear quadratic Gaussian/loop transfer recovery
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CLOSED-LOOP RESPONSE--NARROWBAND EXCITATION
A second set of performance measurements was obtained by injecting a 5 to 15 Hz narrowband
random excitation, using the shaker on the midbay plate, and observing the open and closed-
loop steady-state response. The time histories are plotted in the figure for the response of the
strut 22 internal sensor, the SISO design point. The beating pattern in the open-loop time
histories is the result of the close coupling between the second (bending) and third (torsional)
modes. The dramatic difference between LQG/LTR controller performance at strut 22 and the
design point 11 further illuminates the localized nature of this controller.
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FREE DECAY OF FIRST MODE
The third measurement of performance involves turning on the controllers midway through the
free decay of the first (bending) mode. Positive Position Feedback*provides the best
performance by increasing the damping from the open loop value of 0.436% to an estimated 8%.
The PPF design was the most stable of the four designs implemented; the three others tended to
drive some higher mode unstable at high loop gain. At high gain the PPF design leads to a
static instability which results in saturation of the actuator. This type of instability is
relatively benign compared to the potentially destructive effects of a dynamic instability.
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CONCLUSIONS
The objectives of this study were to close a digital control loop around a piezoelectric active-
member in a representative truss structure and achieve improved performance over the open
loop structure. These objectives have been achieved. A method for optimal actuator placement
was implemented that makes use of a heuristic preselection process that greatly reduces the
combinatorial possibilities of candidate actuator locations. The single-input-single-output
control designs implemented were relatively simple and no attempt was made to extract optimal
performance from these systems. Nevertheless, the response of the first two bending modes of
the structure was attenuated by more than 35 dB and damping was increased by a factor of 20 to
eight percent.
We have observed and explained analytically that high feedthrough terms are likely to exist
in collocated measurements of active members, terms which correspond to the quasi-static
"residual flexibility" of higher modes. The feedthrough terms result in close pole-zero pairs
which complicate the control design.
Future research will explore the use of more sophisticated multivariable control methodologies
for improved performance.
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ABSTRACT
As the size and performance requirements of future NASA and DoD
spacecrafts and payloads tend to increase, the associated control sys-
tems that must effect these requirements tend to interact with the
vehicle's structural dynamics. Some of the Control Structure Inter-
action (CSI) issues are being addressed in a flight experiment which
is entitled CASES(Controls, Astrophysics and Structures Experiment in
Space). As one of the first CSI flight experiments, the main emphasis
for CASES is to provide a test bed for validating CSI developments and,
simultaneously, to pave the way for subsequent CSI experiments and
science missions by establishing precedents for flight qualifying Large
Space Structures (LSS)-class spacecraft. In addition, CASES provides
an opportunity to obtain data bases for in-space controls and struc-
tures experiments and, at the same time, to gather hard X-ray data
from pertinent galactic sources.
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INTRODUCTION
The CASES will investigate critical control technology applicable
to stabilizing and pointing large flexible structures in space. To
fully understand and control LSS, the ability to identify and charac-
terize system parameters in space must be demonstrated. To perform
system identification the experiment on-orbit modal tests must be
conducted to determine natural frequencies and mode shapes. System
parameters will then be used to modify control gains used in closed-
loop tests. These tests will verify both CSI controller design meth-
odologies and parameters predictive techniques. Such verification is
impossible on the ground because of gravity, seismic, and atmospheric
effects.
The control of a 32-m extendable boom, as used in the Solar Array
Flight Experiment (SAFE) program, will be performed using small cold
gas thrusters for pointing and Angular Momentum Exchange Devices
(AMEDs) for active damping to suppress vibrations. Since the boom is
rigidly attached to the orbiter, the orbiter/boom system can be pointed
to a predetermined target for periods of at least 30 minutes. In
addition,tracking and slewing of the orbiter at small angular rates by
the tip-mounted thrusters will be demonstrated.
The CASES will provide accommodations for an Astrophysics/Solar
Physics Hard X-ray Imaging experiment. This experiment will address
important issues in high-energy astronomy (in particular, the identi-
fication of the energy source seem at the galactic center and determi-
nation of the energy release mechanics in solar flares). The high-
energy imaging is made possible by aperture plates mounted on the tip
of the boom. They provide both coded aperture and Fourier-transform
imaging on position sensitive, proportional counter arrays placed in
the cargo bay (at the base of the boom). High spatial resolution is
made possible by the large separation between masks and detectors
afforded by the boom.
At this time it is envisioned that funding for the CASES defini-
tion phase study will be available in FY 1989 with actual work starting
in the beginning of CY 1989. Development (phase C/D) program start is
planned in FY 1990 with the CASES flight occurring in late CY 1993.
The CASES program is sponsored jointly by the office of Space
Science and Applications and the Office of Aeronautics and Space Tech-
nology. Marshall Space Flight Center (MSFC) will manage the overall
program. Langley Research Center will support MSFC in experiment def-
inition and conduct the Guest Investigators Program. Johnson Space
Center will assess the operational aspects of the program relative to
the orbiter systems.
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CSI Experiment Objectives
The CASES will provide an on-orbit test bed for demonstrating the
flight readiness of several key aspects of CSI technology. Since the
proposed CSI control concepts represent a significant departure from
conventional control methods, the emphasis will be on the ability to
accurately predict, based upon analytical models and ground test
methods, the on-orbit open- and closed-loop performance of a beam-like
LSS, and then to successfully verify the implementation of these CSI
methods in orbit. The success of this mission will enable future
missions, which may require CSI technology but which are too large for
full-scale ground tests, to be safely operated in-orbit with control
systems derived from analytic models alone.
o Determination of the degree to which theory and ground tests can
predict open- and closed-loop performance of large, flexible de-
ployable structures in space.
o Evaluation of system identification and state estimation algo-
rithms in the space environment.
o Analysis of deployment dynamics and structural damping in space.
o Ground and flight demonstration of Multiple Input/Multiple Out-
put (MIMO) control laws, and robustness of such control laws to
model uncertainties and perturbations.
o Demonstration of pointing and tracking control of a LSS using
linear Bidirectional Thrusters _ (BLT's) acting over a long
flexible moment arm.
o Evaluation of the operational use of unobtrusive sensor technol-
ogy for measuring low-frequency, low-amplitude motions of LSS.
o Demonstration of real-time MIMO control law reconfiguration and
fine tuning in orbit.
o Achievement of well-defined (sub-arcminute) pointing and
stability requirements in support of the X-ray imaging
experiments that necessitate the use of CSI technology.
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CSI EXPERIMENT OBJECTIVES
SYSTEM IDENTIFICATION TECHNIQUES
o ON-ORBIT APPLICATIONS
- OPEN LOOP
- CLOSED LOOP
o SENSITIVITY AND PERTURBATION METHODS
o UNOBTRUSIVE MEASUREMENTTECHNIQUES
STRUCTURES
0
0
0
o DEPLOYMENT DYNAMICS
o INVESTIGATION OF STATIC DEFORMATIONS
CONTROLS
o POINTING OF FLEXIBLE BODIES
o VIBRATION SUPPRESSION
MECHANISM DEMONSTRATIONS
CHARACTERIZATION
VALIDATION OF ANALYTICAL AND GROUND TEST METHODS
TRACKING AND SLEWING OF FLEXIBLE BODIES
SENSOR/EFFECTOR APPLICATIONS
REAL-TIME CONTROL CHANGES AND UPDATES
SENSITIVITY AND ROBUSTNESS CHECKS
DEVELOPMENT OF MISSION OPERATIONS FOR INTERACTIVE CONTROL EXPERIMENTS
PERFORMANCEGOALS COMPATIBLE WITH SCIENCE OBJECTIVES (SUB-ARCMINUTE)
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SCIENTIFIC OBJECTIVES
Hard X-ray emission is the signature of energetic processes which,
through the release of large amounts of energy, accelerate charged par-
ticles to high energies. Although these processes appear to be quite
common throughout the universe, an exact physical description of the
acceleration mechanism still eludes us. On the local scale the Sun is
the source of such events. Here we believe that magnetic fields emerg-
ing from the solar surface are forced into unstable configurations by
the motion of the solar atmosphere. Reconnection of the magnetic lines
of force to form a new configuration, with a lower potential energy,
results in a rapid release of energy, much of which goes into the
acceleration of charged particles. This energy release is observed as
a solar flare. Magnetic activity in stars is quite commonplace and in
many instances gives rise to considerably more energetic events than we
observe on our Sun.
Within our galaxy we believe that hard X-rays are emitted by mate-
rial which is accelerated to high velocities as it falls into the grav-
itational potential of extremely dense, compact objects such as neutron
stars, or through nuclear processes that occur explosively within these
objects. On an even larger scale are the unknown processes that drive
the energy release mechanisms in quasars and the nuclei of galaxies.
It is speculated that this energy may be released by the infall of
material into supermassive black holes or from frequent collisions
within a dense cluster of neutron stars or stellar black holes at the
galactic center.
Our understanding of the processes involved in the acceleration
and propagation of the high-energy particles can be advanced, in both
the solar and extra-solar environments, by tying down the location of
the emission so that the hard X-ray signature can be related to the
conditions existing before and during the release of energy and by
allowing the phenomena to be observed with different instruments capa-
ble of specialized diagnostic observations over a wider spectral range.
At the present time one of the roadblocks to improved understanding has
been the wide disparity between the angular resolution of the hard
X-ray observations and those in other wavebands. The CASES will be a
major step in eliminating these disparities. The large separation be-
tween the ends of the boom makes possible angular resolutions of one to
two arcsec, an improvement of between one and two orders of magnitude
over past observations. This is achieved without having to exceed the
current performance of detectors or aspect systems.
Two specific studies have been selected as the strawman objectives
for the CASES. The selection was based both on their inherent scien-
tific interest and for their compatibility with the proposed instrument
performance.
417
CONTROL
SCIENCE OBJECTIVES FOR
ASTROPHYSICS STRUCTURES
IN SPACE (CASES)
EXPERIMENT
SOLAR OBSERVATIONS
DETERMINE THE HIGH TEMPORAL AND SPATIAL CHARACTERISTICS OF
HARD X-RAY EMISSIONS FROM SOLAR FLARES AND MICRO FLARES.
USING THESE DATA INVESTIGATE THE NATURE OF ENERGY RELEASE,
TRANSFORMATION, AND SOURCES IN THE SUN'S ATMOSPHERE.
GALACTIC OBSERVATIONS
DETERMINE THE EMISSION CHARACTERISTICS AND CELESTIAL POSITION
OF HARD X-RAY EMISSIONS AT THE GALACTIC CENTER.
USING THESE DATA CORRELATE THE X-RAY EMISSION WITH INFRARED AND
RADIO SOURCES AND DIFFERENTIATE BETWEEN EMISSION MODELS OF
BLACK HOLES AND RECENT STAR BURST FORMATION AT THE GALACTIC
CENTER.
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CASES MISSION AND EXPERIMENT REQUIREMENTS
The mission and experiment requirements for this experiment
are summarized below. The mission requirements are an altitude of
200-300 nmi, inclination of 28.5 ° , and mission duration of 6 days.
The experiment requirements for the Astrophysics and Guest
Investigators include minimum operation time from 8 hours to 3 days.
M!_%,S_ Nm_ Q uLn EME_M__I_$.
O 200-300 Nautical Miles
O 28.5 ° Inclination
O 6 Days of Orbit Operation
1 Day for Experiment Alignment
2 Days of Operation for the Hard
X-Ray Imaging Experiment
3 Days for Guest Investigators to
run their experiments
EXPERIMENT REQUIREMENTS
HARD X-RAY IMAGING EXPERIMENT
O Needs a translation table that can
move the mask +6 inches in the
X-Y orbiter plane.
Also ± 1 ° in pitch and yaw.
O The mask cannot tilt more than >,25 °
O Need 8 hours minimum but 48 hours of
operation preferred.
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CASES EXPERIMENT CONFIGURATION
The configuration for the CASES experiment is shown below. All
the major components of the experiment are labeled. The proposed CASES
configuration uses as much of the Spacelab equipment as possible to re-
duce costs. As can be seen, CASES uses two Spacelab Pallets and an
Igloo in which reside three API01SL flight computers. The undefined
acronyms in the figure are as follows:
FMDM - Flexible Multiplexer DeMultiplexer
HDRR - High Data Rate Recorder
EPDB - Electrical Power Distribution Box
RAU - Remote Acquisition Unit
S/S - Subsystem
EU - Electronic Unit
TU - Telemetry Unit
CASE6 EXPERIMENT ON SPACELAB PALLETS
HOSE
[POB
ExP RAU
S/S RAU
BI-LZNEARCOLe
GAS THRUSTERS (2)
LASER RETRO ._.
REFLECTOR
RAT[ GYRO AND
ACCELEROi4ETER
H[D-BOON AMEDS
STOWED
HID-BOON AHEDS
CABLE REEL
BOON CAN] STI
OCCULIER PLAN[
ASSEMBLY
, EXP RAU AND S/S RAU
(ON COLDPLATE SUPPORI STRUCTURE)
SCANNING RADAR (ELECTRONICS
ON COLDPLATE SUPPORT STRUCTURE)
)NAL
COUNTER
RETRO
SENSOR OAE
CABLE REEL
HDRR(TU)
GRAPPLE FIXTURE
HDRR(EU)
SIS RAU
PROPELLANT
TANK
SUN SENSOR
FMDM
EXP RAU
STAR TRACKERS (2)
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CASES
MODALANALYSIS
The model analysis follows.
* The first mode (lowest cyclic frequency) has a cyclic frequency
of 0.0345 Hz (28.98 sec/cycle). This is the lowest natural frequency
of the system and results in the largest tip displacements.
* The third mode is the first torsional mode of the structure and
has a cyclic frequency of 0.1306 Hz. This is the lowest torsional mode
and results in large angular displacements (twist) of the tip mass.
* Modes 1 and 2 are bending modes in the xz and yz plane,
respectively, and result in large tip displacements. Mode 1 also
develops rotation about the z axis because of the tip C.G. offset.
* Mode 3 is the first torsional mode (about the z axis).
is also present during this mode because of the C.G. offset.
Bending
* Modes 4 and 5 represent the second set of bending modes in the
xz and yz planes, respectively. At these modes the tip mass displace-
ment is relatively small and acts as a node.
* Modes 6 and 7 are more complex bending modes, also in the xz
and yz planes. The displacement of a point just ahead of the mid-boom
assembly is very small, as is the displacement of the tip. Both the
tip and the point ahead of the mid-boom assembly act as nodes.
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MODAL ANALYSIS
MODE #
1
2
3
4
5
6
7
EIGENVALUE
0,04707
0,04768
O,67314
10,1710
10,3799
89.0345
96.3628
CYCLIC FREQUENCY
0.03453
0,03475
0.13058
0.50758
0.51277
1.50176
1.56234
(Hz) MODES 1 & 2
pure bending
/
MODES 4 & 5
bending
MODE 3
torsion
L_
MODES 6 & 7
bending)
(
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POINTING REQUIREMENTS
The hard X-ray images are built up by photo n counting rather than
by integration. Consequently, provided it is possible to develop, post
facto, an accurate aspect solution, the requirements on the pointing
system are not particularly severe. They are expressed in terms of the
pointing error that is defined as a vector equal to the difference be-
tween unit vectors along the internal and pointing axes. The internal
axis is a line joining corresponding points on the upper and lower
grids and the pointing axis is the line from a reference point on the
lower grid directed toward the target. The requirements that we have
established are:
o Accuracy: The pointing error shall not exceed 2.0 arc min.
This is set by field-of-view considerations.
o
O
Stability: The jitter in the pointing error shall be less than
4 arc sec per sec. This requirement is derived from the fre-
quency with which the star tracker can be sampled.
Roll: Drift in roll shall be maintained within 2 ° in any one-
hour period, and the system shall be capable of acquiring new
roll positions with a frequency of once per orbit and an
accuracy in the initial position of 1 ° .
The performance of the control system has been modelled using sev-
eral different control algorithms. Results for accuracy and stability,
typical of worst-case conditions, are reproduced in the chart. The
models include the effect of crew motion and gravity gradient and aero-
dynamic torques. The results are based on ground test and inflight
data and provide a high level of confidence in our ability to control
the boom with a precision that is adequate for the scientific
observations.
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ATTITUDE CONTROLEQUIPMENTLIST
This figure consists of an equipment list for the GN&C subsystem
that will meet the experiment requirements. The power and weight for
each component are shown. The orbiter GN&Csystem is also used during
this experiment. The components are broken down into the components on
the base, components on the boom and components on the tip of the boom.
The Bidirectional Linear Thrusters (BLTs) are used for fine pointing
and als0 Slewing and vibra£ion suppression. The Angular Momentum Ex-
change Devices (AMEDs) are used for vibration suppression and distrib-
uted control of the boom. The star trackers and fine Sun sensor are
used for pointing direction knowledge, and the rate gyros give devia-
tions from this desired pointing over time. The laser scanning radar
is used for system identification.
EQUIPMENT NUMBER POWER (W) WEIGHT (LBS)
BASE
STAR TRACKERS 2 20 88
FINE SUN SENSOR 1 25 22
RATE GYROS 2 20 42
ACCELEROMETERS 3
RFT 1 55 50
LASER SCANNING RADAR 1 150 200
BOOM
AMEDS 3
PLUS ELECTRONICS 15 25
RATE GYROS 2
TIP
AMEDS 3
PLUS ELECTRONICS 15 25
RATE GYROS 2
BLT 2 5 6
ROLL TORQUE MOTOR 1 5 10.5
PARAMETER MODIFICATION SYSTEM 1 I0 40
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CONCLUSIONS
There are no technical or safety issues resulting from preliminary
studies that are without resolution. The preferred configuration for
this experiment is a two Spacelab Pallet train with Igloo. The Space-
lab API01SL computers will be used and housed in the Igloo. There are
ample volume, power, weight, and crew time for payload sharing to help
utilize extra pallet space. This figure is a summary of the configur-
ation and the subsystems represented in this experiment.
The general control of the Space Shuttle using the CASES experi-
ment will need to be validated through vigorous ground simulations.
These simulations will be performed in the CSI ground facility that
will be located at MSFC and will be called the CASES Advanced
Development Facility.
WEIGHT;
STRUCTURE;
THERMAL;
13600 LBS
Boom Length 105 ft.
Total F'ower 3236 W
Standard Spacelab
Thermal Protection
System (inc. cold-
plates)
Overall rate of 2 MBS
On-board Storage
Periodic Downlink
Stability should be
within 3 s_'c/sec
Pointing within 1 rain
500 Ibs High Pressure
Gaseous Nitrogen (GN 2)
1.5 Ib Bi-linear Thrusters
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ABSTRACT
The Low Power Atmospheric Compensation Experiment (LACE) is scheduled
for launch in late 1989 into a 556 km altitude circular orbit of 430 inclination. The
LACE flight dynamics experiment, described in this report, is an experiment
secondary to the primary LACE mission. The purpose of the experiment is to provide
on-orbit systems identification of the LACE spacecraft. The structure of the LACE
spacecraft is of special interest to the CSI community. It incorporates 3
deployable/retractable booms of maximum length 45.72 m (150 ft) mounted on a
rectangular parallelepiped bus of mass 1,200 kg. The zenith directed gravity gradient
boom is mounted on the top of the bus; the retroreflector boom is mounted forward
and deployed along the velocity vector; the balance boom is mounted and pointed aft.
Attitude stabilization is accomplished by means of gravity gradient torques and by a
momentum wheel. The LACE flight dynamics experiment is designed to measure
modal frequencies, damping ratios, and oscillation amplitudes of the LACE
spacecraft, as well as the vibration intensity generated by boom deployments and
retractions. It is anticipated that this experiment will provide an opportunity for
improvements in the accuracy of computer simulations of flexible structures and
multibody dynamics.
DESIGN OF LACE FLIGHT DYNAMICS EXPERIMENT
The Low Power Atmospheric Compensation Experiment (LACE) is scheduled for
launch in late 1989 into a 556 km altitude circular orbit of 43 o inclination, as illustrated in
figure 1. The LACE flight dynamics experiment, described in this report, is an experiment
secondary to the primary LACE mission. The purpose of the experiment is to provide on-orbit
systems identification of the LACE spacecraft. The structural configuration of the LACE
spacecraft is indicated in figure 1. Three deployable/retractable booms of maximum length
45.72 m (150 ft) are mounted on a rectangular parallelpiped bus of mass 1,200 kg. The
zenith directed gravity gradient boom has a tip mass of 90.7 kg and includes a magnetic
damper; the retroreflector boom and balance boom each have a tip mass of 15.9 kg. Attitude
stabilization is accomplished by the gravity gradient torques and by a momentum wheel.
The flight dynamics experiment hardware consists of 2 germanium corner cubes: one
proposed to be on the bus and the other on the balance boom. The FIREPOND laser radar
at the MIT Lincoln Laboratory will illuminate the cubes to measure the relative motion of the
boom with respect to the bus. Absolute bus rotation rates will be measured by means of the
on-board UltraViolet Plume Instrument (UVPI). Measurements will be made of vibration
frequencies, damping ratios, and oscillation amplitudes.
/
f
/
GRAVITY GRADIENT BOOM RETRO,.REFLECTOR
& MAGNETIC DAMPER BOOM
BALANCE BOOM
LEADING RETRO-REFLECTOR
! _ _ _ _"--_ _ _ _ _ VELOCITy
GERMANIUM
CORNER _-
REFLECTOR 10.6 _, 800 WA'i%S REFERENCE LACE ORBIT
- 556km MAXIMUM ALTITUDE
- CIRCULAR
. INCLINATION 43 °
DYNAMI'CS ExPERiMENT ___=
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ISSUES ADDRESSED BY THE DYNAMICS EXPERIMENT
Structural modelling, environmental interactions, and boom deployment dynamics are
areas where the LACE flight dynamics experiment can provide useful data. At the present
time estimates of the vibration frequencies are based on static ground tests of the boom
structure. The flexural rigidity value obtained thereby ranges from 1.26 * 10 4 N_m 2 (4.4 * 106
lb-in 2 ) to 1.6 * 10 4 N_m 2 (5.5 '106 Ib-in2), giving an uncertainty in the vibration frequencies
of about 20%. Further uncertainties in the vibration frequencies, as well as in the gravity
gradient libration frequencies, are generated by twisting from differential day/night heating.
The amount of vibration damping is not well known. For example, in the SAFE experiment of
1984 _ a flexible, deployable "wing" of polymer film was attached to a boom similar
to the LACE booms. Damping rates were observed to be nonlinear (reference 1) with
most of the damping induced by the attached wing. In the case of LACE, with no boom
attachments, the experiment will measure the damping intrinsic to the boom structures.
Furthermore, the flight dynamics experiment will provide a mechanism for evaluating
the influence of magnetic torques, gravity-gradient torques, and atmospheric drag on the
LACE structure. Also, vibrations generated by boom deployments and retractions such as
were observed in the SAFE experiment will be measurable by means of this experiment.
(Fig. 2.)
*Lockheed Missiles & Space Company, "Solar Array Flight Experiment: Final Report, "
LMSC-F087173, National Aeronautics and Space AdrnTn[stration, Marshall
Space Flight Center, Alabama, April 1986.
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ISSUES ADDRESSED BY THE DYNAMICS EXPERIMENT
Accuracy of mathematical models and computer simulations
• Structural Models
Damping rates of vibration oscillations:
Oscillation frequencies:
Thermoelastic changes:
estimates .2 % to .5%
uncertainties of 20%
day/night changes in frequency
twisting from differential heating
Environmental interactions: atmospheric drag
gravity gradient torques
magnetic damping
Oscillations generated by boom deployments/retractions
Figure 2
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EXPERIMENTAL HARDWARE
With this experiment, two germanium corner cubes are proposed to be mounted on the
spacecraft: one on the bottom of the spacecraft bus, the other at the tip of the balance boom.
The corner cubes will serve as targets for the FIREPOND 10.6 micron laser radar at the MIT
Lincoln Laboratory. It is anticipated that this experimental setup will provide resolutions of 2
mm/sec relative motion between the bus and the boom tip, and thereby readily resolve the
lowest mode of 0.019 Hz. A typical relative motion is expected to be 18 mm/sec, based upon
a NASTRAN simulation with an assumed 60 cm amplitude of vibration at the tip of the retro-
boom. The FIREPOND laser radar has a 4 millisecond square wave pulse at a frequency of
62.5 Hz and pulse energy of 3.2 joules. It has tracked reflections from similar corner cubes on
the LAGEOS spacecraft at ranges of 6000 km to resolve satellite spin motion (reference 2).
The Ultra-Violet Plume Instrument (UVPi), primarily installed for other experiments, will
be used to measure the absolute bus rotation rate. It has the capability of resolving angular
velocities of 5 * 10 -5 radians/sec (3 * 10-3 deg/sec). A typical angular rate is 0.2 deg/sec,
based upon the NASTRAN simulation. The resolution capability is therefore almost 2 orders
of magnitude better than what is needed. (Fig. 3.)
Two corner reflectors: one on bus and one at tip of balance boom
Targets for FIREPOND 10 microns laser radar (far infrared)
Germanium composition gives high acceptance angle
Will measure relative motion between boom tip and bus
FIREPOND has 2 mm/sec velocity resolution capability
Lowest vibration mode of spacecraft: 18mm/sec
(assume 2 ft vibration amplitude at retro boom tip)
Factor of 10 better than needed for resolution
Ultra-violet Plume Instrument (UVPI): bus
-5
Resolution capability of 5 '10 radians/sec
Lowest vibration mode : 0.2 deg/sec
Factor of 60 better than needed for resolution
rotation rate
-3
(3 "10 deg/sec)
Figure 3
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LACE DEPLOYABLE/RETRACTABLE BOOM STRUCTURE
The LACE spacecraft incorporates three deployable/retractable booms, of maximum
length 45.72 m (150 ft) and diameter 0.254 m (10 in). Figure 4 shows the basic design. The
Iongerons are of fiberglass composition, are continuous, and are coiled when stowed in the
canister. The diagonals and battens are attached to the Iongerons via the corner fitting
assemblies. Basic characteristics of the booms, from static ground tests, are as follows:
weight of motor, cannister and gears:
weight of booms:
bending stiffness, El:
torsional stiffness, GJ:
bending strength:
torsional strength:
stiffness of Iongerons:
boom deployment/retraction rates
(depend upon bus voltage)
deployment/retraction
16.8 kg (37.1 Ib)
13.3 kg (29.5 Ib)
1.26"104 tol.58 "104N-m 2
(4.4 to 5.5 * 106 Ib-in 2 )
631 N-m 2 (2.2 * 105 Ib-in 2 )
47.45 N-m (420 in-lb)
13.6 N-m (120 in-lb)
2.3 * 104 N/m 2 (8 * 106 Ib,/in2)
6 to 9 cm/sec
7.6 cm/turn
433
BASIC DESIGN
10-inch-Diameter
Single-laced Diagonal
Canister-nut Deployer
(Mast diagonals not shown for clarity)
Elevating _ r--
nut region
)_- I-i# Plate Assembly
Deolovable Mast Components
Batten
_ Diagonals (6 per bay)
Roller on pivot fitting
Lon eron (3)
Deployer ComDonents
Deployment guides
Deployer elevating nut
Deployment gear
Mast
storage
region
Turntable
region
\
Cylindrical canister
e ring
Base plate
Mechanical stops
Figure 4
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COORDINATE SYSTEM OF LACE ANALYSIS
Figure 5 shows the spacecraft oriented coordinate system used for the structural
analysis and environmental modelling of the LACE experiment. The yaw or "z" axis is
directed toward the zenith, with the pitch or "x" axis directed toward the negative orbit
normal, and the roll or "y" axis is perpendicular to the other two to form a right-handed
coordinate system. With LACE in a circular orbit, the roll axis is along the velocity vector.
Z
°l
/
ORBITAL
ANGULAR
RATE
_O[L__
x
SPACECRAFT
VELOCITY
E# RTH
Figure 5
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NASTRAN FINITE-ELEMENT ANALYSIS OF LACE SYSTEM
A NASTRAN finite-element analysis has been performed on the LACE system in its
nominal operational configuration. This configuration has the gravity gradient boom at
45.72m (150 ft), the retro-boom at 45.72 m (150 ft), and the balance boom at 22.86 m (75 ft).
The lowest four modes are shown in figures 6 and 7 with the frequencies and mode shapes
from two different perspectives. The spacecraft coordinate system is as shown in figure 5.
The first 7 modes are as follows:
mode # frequency in Hz mode type
1 .0194 transverse
2 .0473 "
3 .0536 "
4 .1104 "
5 .1808 "
6 .2019 "
7 .2304 torsion
MODE 1, f = .01935 Hz, z = 51.67 SEC
T6-
Y
MODE 2, f = ,04729 Hz, '_ = 21.14 SEC
I
f
,%-
Y
Z
IO X
Y /
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Figure 6
FINITE-ELEMENT MODELLING" LACE BUS MASS PROPERTIES
The finite-element modes were computed using the following weights, inertias
and products of inertia about the LACE bus mass center; the boom masts and tip
masses are not included. (Fig. 7.)
Weight
Ixx
lyy
Izz
Ixy
]xz
lyz
1177.68 kg
1448.67 kg-m 2
1426.43 " (1052.10 " )
1026.16 " ( 756.86 " )
3.61 " ( 2.66 " )
19.985 " ( 14.740 " )
14.86 " ( 10.959 " )
(2596.33 Ib)
(1068.48 slug-ft 2)
MODE 3, f = .05362 Hz, "{ = 18.65 SEC
Y
Z
Y
O
Ix
MODE 4, f = .I 104 Hz, "_ = 9.054 SEC
Y
Z
Figure 7
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FLEXIBLE SYSTEM DYNAMICS IN THE SPACE ENVIRONMENT
The flexibility of the LACE spacecraft complicates the dynamical interaction of the
system with the space environment even though the system modal frequencies, with the
lowest mode of .019 Hz, are widely separated from the gravity gradient pitch libration
frequency of 2.3 * 10-4 Hz. One complication, for example, is that elastic deformations from
environmental stresses can generate 2nd order changes in the system inertial properties
and thereby modify the biases in roll, pitch and yaw that apply to rigid-body spacecraft.
Another complication is mode coupling generated by thermoelastic deformations. The
environmental stresses include components that are time dependent functions of orbital
motion and spacecraft orientation, as well as components that are more steady-state such as
atmospheric drag.
The estimation of the magnitude of these effects is part of the LACE flight dynamics
experiment. The study is proceeding by means of the DISCOS and TREETOPS simulation
programs (reference 3**), using system vibration modal data obtained from a NASTRAN
finite-element program. A 3 -D model of the boom structure has been developed with
NASTRAN, to estimate the thermoelastic distortions generated by solar heating.: (Fig. 8.)
**TREETOPS is a simulation program written by R.P. Singh and R. J. Vandervoort of
Dynacs Engineering Co., Inc., Clearwater, Florida, under contract to Marshall Space
Flight Center, Huntsville, Alabama.
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Systems Dynamics in the Space Environment
Structural deformations, vibrations, biases
-4
2.3 "10 HzGravity-gradient torques: LACE pitch freq ~
Atmospheric drag- changes with orbital decay
Magnetic torques on damper at end of gravity-gradient boom
Thermoelastic deformations from differential solar heating
Mode coupling, effects on gravity gradient libration dynamics
NASTRAN modelling
DISCOS and TREETOPS simulations
Need to estimate magnitude of effects
Figure 8
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EXPERIMENT DESIGN OVERVIEW
The experiment includes the modelling of the LACE system with NASTRAN and the
multi-body simulation programs DISCOS and TREETOPS, together with environmental
models of the atmospheric drag (reference 4), magnetic damping, and solar heating. An
analysis of the on-orbit measurements requires a good estimate of system outputs through
numerical simulation. Feedback between the measurements and predicted values enables
upgrades of structural parameter estimations and environmental assumptions to improve the
computer modeliing. (Fig. 9.)
boom dynamics models --- NASTRAN
multibody systems dynamics -- DISCOS, TREETOPS
environmental models -- atm model, solar, magnetic
boom deployment/retraction dynamics
I LACE spacecraft modelling
IOn-orbit experiment and measurements
Time and frequency domain analysisPredicted performance from models
l Differences between models and measurements I
L Upgrade system models
Figure 9
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SCHEDULE FOR LACE FLIGHT DYNAMICS EXPERIMENT
Figure 10 shows the schedule for the experiment. Hardware procurement and
integration on the LACE spacecraft is proceeding simultaneously with the LACE systems
simulation. An analysis of expected sensor information requires inputs from simulation
results. The projected launch of the LACE spacecraft is Fall, 1989. It is expected that
valuable information will become available early in the LACE mission to allow an initial
study of the dynamical behavior of the spacecraft. During the later phases of the 3 year
projected lifetime, it is anticipated that the scheduling of boom deployments and retractions,
together with a lower orbit and increased atmospheric drag, will allow for a thorough and
complete analysis.
1 Oct _988 1 Apr 1989 1 Oct 1989 1 Apr 1990 30 Sept 1990
Description I 1 I I I
NASTRAN
A ............ &Structural Modelling
Thermoelastic
"On-orbit" simulations
hardware integration A
LACE ILC
UVPI raster analysis
FIREPOND analysis
Correlation with simulations
Validation/verification of computer models
FINAL REPORT
FORTRAN, NASTRAN
A .................. &
DISCOS, TREETOPS
t_...................... z_
A ............................... A
..............................
&....................... t_
z_..................... A
&
Figure ].0
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OVERVIEW
The Structural Dynamics Branch of the Air Force Flight Dynamics
Laboratory in cooperation with the Reduced Gravity Office of the NASA
Lyndon B. Johnson Space Center (JSC) plans to perform zero-gravity
dynamic tests of a ]2-meter truss structure. This presentation
describes the program and presents all results obtained to date.
I. HISTORICAL BACKGROUND
II. PROGRAM OBJECTIVES
III. THE JSC FACILITY
IV. TEST SPECIFICS
V. CONCLUSIONS
446
BACKGROUND
The Flight Dynamics Laboratory's inhouse Large Space Structures
Technology Program (LSSTP) is currently investigating methods for ground
test and analysis of large space structures to predict on-orbit dynamic
behavior. Two 12-meter truss structures were fabricated for analysis and
modal characterization studies. These trusses are being tested in a
cantilevered (see figure below) and a simulated free-free condition.
Questions to be answered include how much damping a suspension device
puts into the structure and the effect this has on the truss mode
shapes and modal frequencies.
ORIG!NA[ PAGE
BLACK AND WHITE PHOTOGRA_I.-j
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OBJECTIVES
A reduced gravity flight test will be performed to determine the
12-meter truss zero-g dynamic behavior for validation of space
structure ground test and analysis methods. A primary aim of the test
is to determine the effects ground suspension systems have on these
structures. A secondary objective is to evaluate the reduced gravity
aircraft facility for the testing of other large space structures.
• DETERMINE EFFECTS OF SUSPENSION SYSTEMS ON
LARGE SPACE STRUCTURE DYNAMICS
• EVALUATE REDUCED GRAVITY INSTRUMENTATION
AND TEST ENVIRONMENT ON THE NASA AIRCRAFT
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REDUCED GRAVITY FACILITY
The Reduced Gravity Office (RGO) of the Lyndon B. Johnson Space Center
currently operates a modified KC-135A turbojet transport £see figure
below) to provide a reduced gravity environment for research projects.
The aircraft offers a sixty by six by ten foot test section, ample room
for the truss and support equipment. Also available are IIOV power, an
attachment grid for securing test equipment, and audiovisual and test
engineer support.
ORIGINAl PA(3E
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ZERO-g FLIGHT PROFILE
Zero-gravity (in reality, micro-gravity) will be achieved through
parabolic flight profiles flown by the modified KC-135A. The RGO
aircraft will provide up to forty 25 second intervals of zero gravity
per flight by flying repetitive parabolic arcs as illustrated below.
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2-METER TRUSS
Preceding the tests of the 12-meter structure will be a series of ground
tests and two flights with a two-meter truss. Because of the aircraft's
mass distribution, it will be impossible to collocate its center of
gravity with that of the truss. This will cause the truss to translate
about the test section. The truss, shown below, will be released at
different locations and its motion will be recorded with accelerometers
and videotape. This first test will also measure the aircraft's
deviations from the planned flight path. During the period of zero-g,
the aircraft will be rotating at a constant rate of three degrees per
second. If the truss is released during this period, its rotation will
track that of the test section. Deviations from the nominal rotation
rate will be important for the 12-meter truss and will be evaluated
during the precursor flights.
ORIGINAL PA(_E
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CENTER OF GRAVITY MOTION
The figure below shows the trajectory the center of gravity will take
when released at different distances from the aircraft cg. In each
case, the cg initially moves upward and eventually moves toward the rear
of the aircraft. Total elapsed time is twenty-five seconds.
Characterization of this motion is important so that the truss may be
positioned to produce the least amount of travel and the longest test
time. The advantage of placing the truss center of gravity close to the
aircraft's center of gravity is clear.
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MOTIONANALYSISSYSTEM
A set of light emitting diodes or pieces of retro-reflective tape will
be fastened to the 2-meter truss and their translations recorded on
videotape. The Motion Analysis System to be used operates on the motion
of the centroids of the light sources (or reflectors) to calculate
displacement, velocity, and acceleration. The figure below is from a
bench test of a light emitting diode attached to an oscillating
cantilevered beam. The Motion Analysis System will Guantify the 2-meter
truss rigid-body motion to verify the analytical predictions and to
measureflight path deviations.
<,
TIME
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DATA ACQUISITION
The ]2-meter truss will be instrumented with 72 Structcel
accelerometers. The accelerometers will be attached on every other bay,
two positioned orthogonally at each corner. This arrangement is used to
parallel the ground test setup to ease the comparison of results. The
accelerometer signals will be amplifiee, filtered, multiplexed, and
recorded on FM tape. A schematic of the test setup is shown below.
During the test, data lines will be monitored real time on anFFT*
analyzer and may be replayed during flight to verify that the syste_i is
operating properly.
*fast Fourier transform (FFT).
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TRUSS EXCITATION
To provide excitation to the truss for modal parameter identification,
impact devices have been fabricated from twenty pound-force solenoids.
The devices may be oriented to produce both truss bending and torsion.
An impact device and impulse function are shown below.
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DIFFICULTIES AND SOLUTIONS
The difficulties particular to the reduced gravity test facility are
listed in the figure below. The offset of the truss and aircraft
centers of gravity causes the truss to drift, This effect can be
minimized by proper initial location of the truss cg. The short (25
second maximum) test time adversely effects the low frequency
resolution, especially important for lightly-damped structures. The
effect can be minimized through analysis technique. The release of the
structure without disturbance may also be difficult. Adding to the
problem is the inherent aircraft noise and vibration. Analysis of
release techniques will be investigated and the vibration environment
will be measured. The aircraft vibration is likely to be well out of
the bandwidth of the structure and may be eliminated with filtering and
isolation. Finally, the roller-coaster environment may provide
discomfort to the test crew. Backup crew and test experience appear to
be the best solutions.
TEST DIFFICULTIES
• TEST ARTICLE MOTION
• SHORT TEST TIME
• TEST ARTICLE
• DISCOMFORT
RELEASE
• AMBIENT AIRCRAFT NOISE/VIBRATION
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SUMMARY
The Lyndon B. Johnson Space Center Reduced Gravity aircraft provides a
low-cost, innovative means of validating large space structure ground
test and analysis techniques. While the facility has its inherent
difficulties, their effects may be eliminated or minimized through data
analysis and test technique and equipment, training, and prudent
selection of test article position.
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OBJECTIVES
The Department of Astronautics at the United States Air Force Academyis currently
planning to fly an experiment in a NASAGet-Away-Special (GAS)canister. The
experiment has been namedthe Flex Beamexperiment and is being conducted
jointly between the Department of Astronautics and Department of Engineering
Mechanics. The experiment will allow the Departments to achieve several goals,
both scientific and academic.
The primary technical objective of the Flex Beamexperiment is to measure the
damping of a thin beamin the vacuumand "zero G" environment of space. By
measuring the damping in space, we hope to determine the amountof damping the
beamnormally ekperiences due to the gravitational forces present on Earth. This
will allow us to validate models which predict the dynamics of thin beamsin the
space environment.
The experiment will also allow the Academyto develop and improve its ability to
perform experiments within the confines of a NASAGAScanister. Several
experiments, of limited technical difficulty, have been flown by the Academy.
More complex experiments are currently planned and we hope to learn techniques
with each SpaceShuttle flight. Finally, we try to maintain somelevel of student
involvement in our projects. This helps to motivate the cadets to strive for more
challenging goals than pure coursework can offer.
Measure damping of thin beam in vacuum
• Validate models
• Develop GAS experiment capabilities
• Student involvement
460
GASCANISTERIMPLEMENTATION
Weplan to physically implement the flex beamexperiment in the GAScanister by
using two thin stainless steel beams. Onewill be used as a control test
condition to verify integrity of the data acquisition system. This beamwill be
put in a cantilever configuration, as the beam's natural frequency should not
change in the absence of gravity. The second beam, which is the one of interest,
will be put in a pinned-free configuration.
Wewill be measuring the motion of the beamswith strain gauges placed along the
beamsat the points of maximumexpected moment. Strain gauges will also be placed
on the shim stock used to create the pinned end so the pendulummodeof the
pinned-free beamcan be measured.
The beamswill be placed within the vacuumof space while the experiment
electronics, data recorder, and batteries will be placed within a sealed container
and maintained at approximately I atmosphere.
• 2 thin stainless steel beams - 2" x 24" x 0.025"
• Strain gauges at points of expected maximum moment
• Beams in vacuum of space
• Controller, recorder, batteries in sealed containers (1 atm)
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BEAMNATURALFREQUENCIES
This chart shows the expected results of our experiment. Weare planning to fly
two stainless steel beams, one in a cantilever orientation and one as a pinned-
free orientation. Wewill not be using a physical pin because of friction, but
instead are using thin pieces of shim stock material bonded to the stainless steel
beam. The frequency of the cantilever beamshould not changebased on the absence
of gravity. Wedo, however, expect the frequencies of the pinned-free beamto
change as shown on the figure.
Support Condition
Cantilever
Mod_ Freq at 1 G Frea in Space
1 Bend 5.226 Hz 5.226 Hz
2 Bend 32.75 Hz 32.75 Hz
Pinned Free Pendulum 0.903 Hz 0.1 Hz
1 Bend 22°92 Hz 22.92 Hz
2 Bend 74.26 Hz 74.26 Hz
Note: An actual pin is not used due to friction. A thin shim is used instead.
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BEAMSTRUCTURES
The cantilever and pinned-free beamstructures are shownin this chart. Also
shown are the strain gauge locations envisioned using the placement method
discussed earlier. Strain gauge locations are designated as A, B, or C and will
be referred to later in this presentation.
rL__ I r
C
Cantilever Pinned-Free
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ACTUATORS
The purpose of the actuators is to begin the vibration of the beams. Due to space
and hardware limitations, we are planning on a maximumdeflection of I inch.
Regardless of the maximumdeflection, we are interested in accurately knowing the
deflection and being able to consistently repeat the deflection.
Another prime criteria for the actuators, as with all of our hardware, is low
power consumption. Part of the problem with our first flight of this experiment
was the lack of power once the experiment began operation. Cold soak of the
batteries has been determined as the cause of failure with the dampers in the
first flight.
Begin vibration of beams
• Known deflection - maximum of 1"
• Repeatable
Low power consumption
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ACTUATORPOSSIBILITIES
Three types of actuators are currently under consideration. The first type we
have experimented with is an electromagnet, which was used to pull the beamsto
start the vibration. This method adequately pulls the beamsbut we have so far
experienced major problems with residual magnetism. This residual significantly
affects the motion of the thin beams.
A mechanical striker was used on the first flight of our experiment, but we are
not sure that we can implement one which will provide a known, repeatable
deflection within the space and budget constraints we have. Another problem with
a striker, assuming it operates in an "impulse" input fashion, is synchronization.
The pinned-free beam must be deflected at the free end and part way up the beam
simultaneously if we wish to achieve a symmetrical input (which we do). Again,
our concern is the ability to develop high precision strikers in our budget.
The final option we will investigate is a push-pull rod concept. This would act
much as a linear solenoid but must provide the ability to quickly retract the rods
to let the vibration begin. This method also has synchronization concerns as well
as the potential problem of limited maximum beam displacement.
• Electromagnets
u Meet objectives
Residual magnetism problems
• Mechanical striker
m
Simple to implement
Synchronization difficulty
• "Push-pull" rods
i
m
Space qualified solenoids - cost
Maximum displacement limited
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DAMPERS
The dampersare used to hold the free end of each beam fixed during all non-
experiment times. In addition, they will be used to stop any remaining vibration
in the beams between experiment samples.
Like the actuators, low power consumption is a requirement for the dampers. We
are searching for on/off dampers which will move when power is applied and hold
their position once power is removed. Thus far, the linear solenoids we have
tested will not hold their position unless power is continuously applied. This
was the cause of failure in our last flight and we are not willing to accept this
problem again.
In our search for dampers, we may once again arrive at a "home grown" solution by
designing our own mechanisms rather than purchasing something off the shelf. Our
other concerns to date have been the cost of vacuum rated solenoids and the
limited linear displacement available on the solenoids we have found.
• Hold free end of beam during non-experiment times
• Stop vibrations between experiment samples
• Space qualified solenoids
- Cost
- Maximum displacement of 1"
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SEQUENCEOFOPERATIONS
For those not familiar with GASoperations, a brief statement mayhelp. OnceNASA
has closed the relays, everything else in the experiment must be self contained.
This meansthat the sequenceof operations must be programmedto begin once the
main power relay is closed.
For our experiment, we will repeat the test 20 times. Wehave a 45 minute time
limit for data recording because of the data recorder we are using. Therefore, we
want to allow about 2 minutes of vibration data for each sample, with a total of
20 samples. The remaining 5 minutes will allow 15 seconds for the dampers to
close, stop the vibrations, and use the actuators to start the vibrations again.
At the end of this sequencethe dampers will remain closed, the recorder will shut
down, and NASAwill open the main power relay to the canister.
NASA relay closed - activate experiment
Start Recorder
Open dampers to release free ends of beams
Activate vibration actuators
• Wait 1 minute
Close dampers to stop remaining vibration
Repeat vibration tests for 40 minutes
Stop Recorder
NASA relay opened (experiment shutdown)
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DATAREDUCTION
This chart shows the strain gauge locations planned. By designing the strain
gauge circuit in a simplified wheatstone bridge arrangement, we are able to
achieve compensation for thermal, axial, and torsional distortions which might
otherwise appear in the data. Each strain gauge location planned will actually
consist of this bridge arrangement. Wewill record time histories of the strain
at each gauge location by meansof an analog data recorder. The expected
resolution of the data is I microstraln.
Strain Gauge Locations
.J..
Simplified Wheatstone Bridge
Time histories wiil be obtained at each strain location
Expected Resolution: 1
Compensation Achieved
Thermal
Axial
Torsion
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RESOLUTION
This chart indicates the peak moment,peak strain, and percent of resolution
available for strain location. The information is broken out by beamtype, strain
location, and vibration mode.
Cantilever Beam
Mode
1 Bend
2 Bend
Location Peak Moment Peak Strain*
A 5.713 in-lb 76.2
A 1,07 in-lb 14.3
Pinned-Free Beam
Mode Location
Pendulum
1 Bend
1 Bend
Peak Moment Peak Strain*
B 0.013 in-lb 207.9
B 0.051 in-lb 817
C 18.54 in-lb 247.5
* Values are in mlcrostrains
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VACUUMOPERATIONS
The requirements we face for operating part of our GAScanister experiment in a
vacuumare indicated here. Most of these at@ expected kinds of requirements, but
all of them are new for our department beCAuseof the limited experience we have
with hardware in space. Muchof our time is being spent searching our suppliers
for the equipment. Another block of time is being spent and will be spent
learning just what these requirements translate to in terms ofactual hardware.
These difficulties are the price we pay to becomeexperienced in space operations
and we expect this Flex Beamexperiment to teach us a lot about GAScanister
experiment design as well.
Space Qualified Parts
m
i
Electrical Connectors
Solenoids and Acuators
Maintain Pressure for Electronics
m
m
m
Sequencer / Controllel;
Analog Tape Recorder
Power Supply
Difficulties
- Source for solenoids and actuators
- Material selection: gaskets, glue
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PRE-FLIGHT ESTING
All good scientific experiments involve large amounts of testing, some with actual
hardware, some with simulation. We plan to perform extensive hardware testing
prior to turning our experiment over to NASA for flight. We want to insure our
hardware is reliable, our expected results are reasonable, and our reason for
space flight is valid.
The tests are aimed at determining the amount of atmospheric damping present at
various atmospheric pressures. To accomplish this, we will test the system at a
constant temperature with various atmospheric pressures. Testing will also be
done to determine any temperature dependent damping the stainless steel beams may
possess. Testing at cold temperatures will also provide important reliability
information about our experiment hardware.
TQst Description
Ground Test - 1 Atmosphere
Objective
System Checkout - Benchmark
Ground Test -
Reduced pressures to near
vacuum (constant Temp)
Reduced temperatures to
-35 C (constant pressure)
Pendulum mode -
Damping vs Air Pressure
Damping vs Temperature
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SCHEDULEMILESTONES
The schedule for this experiment is shownbelow. If the actuator and damper
mechanismsare determined by March 1989, hardware assembly should be complete
by May or June 1989. This is only possible if we locate readily available off
the shelf equipment. Hermetic electrical connectors currently look like the
problem area in terms of cost and availability.
The schedule allows for testing throughout the summerwith data reduction
following. Oncewe are convinced of the validity of our test data and rationale
for flight, we will inform NASAthat we are ready for launch. From that time on,
it becomesa waiting game.
June 1989
September 1989
October 1989
?????
??? + 2 months
??? + 3 months
Hardware Assembly Complete
Pre-Flight Testing Complete
Test Analysis Complete
Shuttle Flight
Flight Data Analysis Complete
Report Complete and Available
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FOLLOW-ONRESEARCH
The Departments of Engineering Mechanics and Astronautics are currently working
together on a slx-foot hanging bea_ experiment. Some of the experiment goals deal
with validating predicted modes of vibration and examining the effects of actuator
placement on the beam's dynamics. These will both be accomplished using simple
open loop configurations.
The goals also include closing the loop on the actuators and validating the closed
loop performance of the vibrating beam with the pendulum mode involved (since the
beam is under the gravitational attraction of Earth). The experimenters would
then like to project what closed loop performance might be achieved when the
pendulum mode is not present, as in space.
Finally, we hope to eventually develop a GAS canister implementation of this
experiment with actuators operating in closed loop to try and verify the earlier
projections.
Six - foot Hangin_l Beam Experiment
• Open Loop
m
m
Validate Predicted Modes (including Pendulum)
Examine Effects of Actuator Placement onDynamics
• Closed Loop
Validate Closed Loop Performance with Pendulum
Mode
Project Closed Loop Performance without Pendulum
Mode
Develop GAS canister Implementation of experiment
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Flexible Spacecraft Control Dynamics
Simulator Development
For the last 10 years, JPL has been actively engaged in the development of new technologies for the
identification and control of large flexible space structural systems. The objectives have been
developing both new concepts, theories, and hardware, as well as to extend state-of-the-art
methodologies to a breadboard level of maturity for in flight applications. To accomplish this,
technology validation through experimental demonstration on a real physical structure becomes
necessary.
Recognizing this need, JPL, under the joint sponsorship of the Air Force Astronautics Laboratory
(AFAL) and NASA Office of Aeronautics and Space Technology (NASA/OAST), has developed a large
ground structure test bed called: Flexible Spacecraft Control Dynamics Simulator.
The experiment structure, which is best described as resembling a large space antenna, was designed
to possess generic LSS properties, particularly multiple, densely packed, lightly damped vibration
modes. Multiple sensors and actuators are distributed throughout the structure, and a microcomputer
workstation and a data acquisition system, together with an advanced programming environment
(implemented in Ada), facilitate control experiments on the Simulator system.
• OBJECTIVE
• DEMONSTRATE AND EVALUATE NEW, EVOLVING AND CRITICAL
CONTROL METHODOLOGIES ON A REALISTIC LARGE FLEXIBLE
STRUCTURE WITH PRACTICAL HARDWARE AND COMPUTATIONAL
RESTRICTIONS
• EXPERIMENT STRUCTURE
• RESEMBLES A LARGE ANTENNA
• 40 MODES BELOW 5 Hz
• 30 SENSORS AND 14 ACTUATORS
• MICROCOMPUTER WORKSTATION CONTROL AND
COMPUTERIZED DATA ACQUISITION SYSTEM
• ADVANCED PROGRAMMING ENVIRONMENT
• TARGET METHODOLOGIES FOR EVALUATION
• ADAPTIVE AND RECONFIGURABLE CONTROL
• ROBUST AND DISTRIBUTED CONTROL
• SYSTEM PARAMETER IDENTIFICATION
• SHAPE DETERMINATION AND CONTROL
• ADVANCED OPTICAL SENSING TECHNOLOGY
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Experiment Structure
Figure 1 shows a schematic overview of the experiment structure. The main components of the
structure consist of 12 ribs, the central hub, the flexible boom, and the feed mass. The overall
diameter of the structure is 18.5 feet. Each of the steel ribs is supported at two locations by zero-
stiffness "levitators" in order to prevent excessive sag due to gravity. A levitator consists of a
counterweight hanging over a low friction pulley. This suspension design provides a nearly constant
supporting force throughout a large range of motion. The ribs are each rigidly attached to the central
hub which consists of three concentric rings constructed from tubular steel. The inner ring is rigidly
mounted to the backup structure via a bipod arrangement. The center ring is attached to the inner ring
via two flexure bearings, and it rotates about an axis which lies in the horizontal plane. The outer
ring, which contains the rib mounting pads, is attached to the center ring via two more flexures.
The three rings together comprise a gimbal mounting arrangement. A flexible boom hangs downward,
and a 10 pound weight hangs from its lowest point, simulating the feed and flexible feed boom of a
large flexible antenna.
LEV!TATOR-/ BACKUPSTRUCTURE" ...... sENsoR
II 2 OOFGIMBAL[6ID, ,,rv_*Jl
............
FLEXIBLE RIBROOTSENSOR(4 TOTAL)
RIB(12) "4---12 FT. FLEXIBLEBOOM
(3 FT. SHORTBOOM)
_ FEEDWEIGHT(10 LB)
Figure 1.
.- r
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The Flexible Spacecraft Control Dynamics Simulator
Figure 2 shows a photograph of the experiment structure and supporting hardware. The 12 ribs and
the gimbal-hub are painted white for visibility. The fib-to-fifib coupling is provided by the two rings
of pretensioned steel wires which can be identified by the tapes attached to them. Above the
experiment structure is a backup structure which provides precision mounting for the levitators and for
the hub gimbal bearings, and hence, for the entire experiment structure. The supporting structure is
constructed of truss members and tension cables, and its lowest vibration frequency is 15 Hz; this high
stiffness is sufficient to prevent interaction with the experiment structure.
The cables extending upward from the top of the backup structure allow the entire structure to be
raised to the 20-foot level to allow for sharing of the laboratory with other programs.
Figure 2.
ORI(31NAE PAGE
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Transducer Locations
Sensing instrumentation includes 24 levitator sensors, 4 rib-root sensors, and 2 hub-angle sensors,
whose locations are shown in Figure 3. The levitator sensors consist of optical incremental encoders
which are integrated with the levitator pulleys and measure pulley rotation. The rib root sensors
employ LVDT's (linear variable differential transformer) to measure rib displacement at locations near
their attachments to the hub, relative to brackets attached rigidly to the hub. The hub angle sensors
are RVDT's (rotory variable differential transformer) which are mounted coaxial with the hub gimbal
bearings and thus measure hub rotation about its two gimbal axes.
Actuation includes 12 rib-root actuators and 2 hub torquers. The rib-root actuators consist of linear
voice-coil devices which react between the ribs and the rib-root sensor brackets. They are mounted
close to the rib-root sensors to provide essentially collocated sensing and actuatuation. The hub
torquers are non-contacting linear motors which react between the hub and the backup structure,
thereby applying torques to the hub. These actuators use a flat air-core armature coil which passes
between the poles of a larger permanent magnet.
#7
#6#8 L07
MASTER/ IMASTER/
TRUSS) #9 \ TRUSS/
L010 .04
LO1 .03
#12 #2
RIB # 1
.ASTERI
TRUSS )
SYMBOLS:
• SENSOR
0 ACTUATOR
0 SENSOR+ ACTUATOR
RA - RIBROOTACTUATOR
RS - RIB ROOTSENSOR
HA - HUB ACTUATOR
HS - HUB SENSOR
LI -INNER LEVITATOR SENSOR
LO - OUTERLEVITATORSENSOR
Figure 3.
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Normal Modes
The following tables show the vibration modes of the experiment structure with higher modes (above
10 Hz) truncated from the lists. The modes are cffvided int6 two groups: the boom-dlsh modes and
the dish modes. The former are the anti-symmetric modes about the central hub, and the later are the
symmetrical ones. The distinguishing property of the antisymmetric imodes is that these modes include
rotation of the gimballed hub, whereas the hub remains stationary for all the symmetric modes. Table
I shows the boom-dish modes when the short boom, 3 feet in length, is used, whereas Table II shows
those corresponding to the longb_m which is i2 feetlong.: As_designeal :the'modes are densely
packed with the lowest modal frequencies of 0.91 Hz and 0.112 Hz depending on what boom is
attached to the system. There are 39 modes below 5 Hz in the system with the short boom, and 41
with the long boom arrangement. Dish modes are shown in Tab_- Hi.
I. BOOM-DISH MODES
(SHORT BOOM CONFIG)
FREQUENCY (HZ) ,PIVOT AXIS
II. BOOM-DISH MODES
(LONG BOOM CONFIG)
FREQUENCY(HZ) PIVOT AXIS
0.091 4-10 0,112 4-10
0.091 1-7 0.113 1-7
0.616 4-10 0.332 4-10
0.628 1-7 0.332 1-7
1.685 4-10 0.758 4-10
1.687 1-7 0.774 1-7
2.577 4-10 2.264 4-10
2.682 1-7 2,354 1-7
4.858 4-10 4.724 4-10
4.897 1-7 4.726 1-7
9.822 4-10 4.926 4-10
9.892 1-7 4.967 1-7
FREQUENCY(HZ)
III. DISH MODES (40)
WAVE NUMBER FREQUENCY(HZ) WAVE NUMBER
0.210 - 0 4.656 0
0.253 2 4658 2
0.253 2 4.658 2
0.298 3 4.660 3
0,298 3 4,660 3
0.322 4 4.661 4
0.322 4 4.661 4
0.344 5 4.662 5
0,344 5 4.662 5
0.351 6 4.663 6
1.517 0 9.474 0
1.533 2 9.474 2
1.533 2 9.474 2
1.550 3 9,474 3
1,550 3 9.474 3
1.566 4 9.474 4
1.566 4 9.474 4
1.578 5 9.475 5
1.578 5 9.475 5
1.583 6 9,475 6
Tables 1- 3.
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Model Characteristics
Figure 4 shows the plots of the first 12 lowest frequency mode shapes for this system with the short
boom which is most commonly used in the experiments. The first (0.09 Hz) and the eighth (0.616
Hz) modes are boom-dish modes and the remainder are dish modes. Due to the symmetry of the
structure, many of the modes come in degenerate pairs in that they have virtually identical frequencies
and their mode shapes differ only by a phase angle. For higher frequency dish modes, these mode
shapes become very close to linear combinations of contilevered rib modes, reflecting the reduced role
that its coupling wires play in forming the mode shapes for higher frequency.
0.09 Hz* 0.210 Hz 0.253 Hz* 0.298 Hz*
0.322 Hz* 0.344 Hz* 0.351 Hz 0.616 Hz*
1.517 Hz
* DEGENERATE MODE
1.533 Hz* 1.550 Hz* 1.566 Hz*
Figure 4.
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Adaptive Transient/Deflection Regulation Experiment
(C. Ih, A. Ahmed, D. Bayard, S. Wang)
The objective of adaptive control technology research at JPL is to develop a subsystem adaptive control
capability for future space mission applications. The overall approach involves a multilevel adaptation
methodology in which a learning and decision making system is employed for high-level controller
tuning and a servo level controller is used for adaptation to local properties such as drifting parameters,
model uncertainties, and environmental disturbances. The purpose of these experiments is to validate
the adaptive control technology on a physical flexible structure system and to demonstrate the
controller's effectiveness and performance subject to large model parameter uncertainties, unmodeled
dynamics, measurement noise, and dynamic disturbances.
The results of two phases of experiments are discussed here. The Phase I experiments employed two
hub sensors and two hub actuators. The Phase II experiments used 6 sensors and 6 actuators
consisting of 2 hub sensor and actuator pairs and 4 rib-root sensor and actuator pairs. (Fig. 5. )
OBJECTIVE
TO VALIDATE ADAPTIVE CONTROL TECHNOLOGY FOR UNCERTAINTY MANAGEMENT OF
FLEXIBLE SPACE STRUCTURAL SYSTEMS
TO DEMONSTRATE THE EFFECTIVENESS OF ADAPTIVE CONTROL TECHNIQUES FOR
TRANSIENT/DEFLECTION REGULATION ON A PHYSICAL PLANT _.,_
EXPERIMENT DESIGN _J[_ t_f_-- LEVITATOP/
• SENSORS: • 2-AXIS HUB ANGLE SENSORS FOR CONTROL _ SEI SO_
• 24 LEVITATION DISPLACEMENT SENSORS
FOR MONITORING _.-_z_._----_:-'-- _, SHAPES
/ ii TARGETSACTUATORS:
• 2-AXIS HUB TORQUERS HUB II
• PLANT: • INFINITE DIMENSIONAL AND LIGHT DAMPING TOROUER/ 11
• REF. MODEL: • 2 MODES, HIGH DAMPING, AND LARGE SENSOR Jl
PARAMETER UNCERTAINTIES (50-100%)
• TRANSIENT REGULATION EXPERIMENT:
• REFERENCE MODEL AT QUIESCENT STATE /
J
• STRUCTURE EXCITATION USING HUB TORQUERS
• ADAPTIVE CONTROLLER TO FORCE PLANT TO TRACK
MODEL FOR VIBRATION SUPRESSION
• DEFLECTION REGULATION EXPERIMENT:
• MANUALLY DEFLECT STRUCTURE
• MODEL INITIALIZED TO APPROXIMATE STRUCTURE DEFLECTION
• CONTROLLER TO FORCE PLANT OUTPUT TO TRACK MODEL OUTPUT
• SAMPLING RATE: • 20 Hz
Figure 5.
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Adaptive Control System
Figure 6 highlights the model reference adaptive control system concept implemented for the
experiments. The systemconsistsof a referencemodel, the plant, and the adaptivecontroller. The
model is selectedbasedon the knowledgeof the plant andthe desiredperformanceof the system,and
in general,is a low order and high dampingsystem. The model is driven by u_ and its output is
y,_. The output error ey is formulatedby comparingthe model output with the noisecorruptedplant
output. The error signal is split into two paths: one fed to the branch filter and the other to the
controller directly. Inside the controller, these signals along with the model inputs and states are pre-
and post- multiplied by weighting matrices and then they are fed through SPR (strictly positive real)
adaptive "filters" where the leakage terms are introduced for gain "retardation." Two sets of adaptive
gains are generated: the integral gain K[ and the proportional gain Kp. The control signal up is
generated by multiplying the gains by the filtered long vector _.
f
u. I
I
1
ADAPlrlVE CONTROLLER
Le_ 'v T
÷)
• INNER-LOOP CONTROLLER TO STABILIZE RIGID BODY DYNAMICS
* INPUT GAIN WEIGHTING (L, L) TO SPATIALLY DISTRIBUTE CONTROL EFFORT
FOR REALIZING MULTI-OBJECTIVE DESIGN TRADES
• BRANCH FILTER/SPR ADAPTATION (FB, H1 (S), H2 (S)) TO COMPENSATE FOR
DESTABILIZING EFFECT OF MEASUREMENT NOISE
Figure 6.
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Adaptive Control Experiment I --
Transient/Deflection Regulation with Hub Sensing/Actuation
The left two plots show the results of the transient regulation experiment. The experiment structure
was excited for 2 seconds. The free response shows at least two hub modes were excited: the 0.091
Hz and the 0.616 Hz. The results show a 4.5 to 1 improvement was achieved by the adaptive
controller even with 50% - 100% uncertainty of the system parameters was assumed for the controller
design. The other two plots show the results of the deflection regulation experiment. The data show
that the plant followed the model very well with the transient damped out quickly. A 5.8 to 1 settling
time reduction was observed. The controller is robust with high stability margin. (Fig. 7.)
TRANSIENT RESPONSE
SETTLING TIME
I 27sec I
ADAPTIVE REGULATOR RESPONSE
I'
• HUB INSTRUMENTATION ONLY
• ESTIMATED HUB RATE SUBSTITUTED FOR
RATE MEASUREMENT
• PLANT OUTPUT FOLLOWED SET POINT
REFERENCE MODEL OUTPUT
• ACHIEVED HIGH RATE OF CONVERGENCE
WITH LARGE KNOWLEDGE UNCERTAINTIES
IN DESIGN
ADAPTIVE REGULATOR RESPONSE
Iql "_J "_- ,,, .... ]o " J--"-'_o
SETTLING TIME
I 35 sec !
I 6 sec I
• PLANT OUTPUT TRACKED HIGHLY DAMPED
REFERENCE MODEL OUTPUT AND
CONVERGED RAPIDLY
• ACHIEVED' 580% IMPROVEMENT OVER
OPEN-LOOP SETTLING TIME
Figure 7.
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Adaptive Control Experiment II --
Transient Regulation with Hub and Rib Sensing/Actuation
This experiment demonstrated the adaptive controller's performance for 6 inputs and 6 outputs (2 hub
sensor/actuator pairs and 4 rib-root sensor/actuator pairs), again with high model uncertainties and
truncation of unmodelled dynamics. The controller controls both boom-dish modes and dish modes.
Because the sensor output is position and not rate, rates were estimated using a 24-state Kalman filter;,
this along with the computing hardware limitations has severely impacted on the performance of the
controller. Even with these constraints, high performance has been achieved by the adaptive controller.
(Fig. 8.)
TRANSIENTRESPONSE SETTLING TIME
J I .
5 _IB I_OO1 (1_57) POSITION Inl_|
I TM_ I"¢)
ADAPTIVE REGULATOR RESPONSE
1_ HUB GI_AL AXIS (HSIO) P0'3XT_DN (fq_AD)
I RIB ROOf (RS_.) POSITION (=mlt}
I RIB ROOT (RST) POSITIGe4 (mini
SETTLING TIME
. r;r 
• 6 INPUTS (2 HUB TORQUERS AND 4 RIB-ROOT ACTUATORS) AND 6 OUTPUTS
(2 HUB ANGLE SENSORS AND 4 RIB-ROOT DISPLACEMENT SENSORS)
• ESTIMATED HUB AND RIB-ROOT RATES
• ACHIEVED HIGH PERFORMANCE WITH LARGE KNOWLEDGE
UNCERTAINTIES IN DESIGN
Figure 8.
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Vibration Damping and Robust Control
of Flexible Space Structure
Using It-Synthesis Techniques
(G. Balas, C. Chu, J. Doyle)
This research employs It-based control design methods for the analysis and synthesis of controllers for
lightly damped flexible structures. The Flexible Spacecraft Control Dynamics Simulator provides a test
bed for validation of this methodology and for exploration of critical robust control design issues.
The results discussed here (Experiment I) deal primarily with the design of a high performance
vibration attenuation controller for the simulator using only the hub actuators and sensors and
employing a design model with the first two global flexible modes. For robust control design, the
effects of higher frequency modes of the structure were accounted for by the inclusion of high
frequency unmodeled dynamics attenuation.
The It-framework allows for the incorporation of structured and unstructured uncertainties of the plant
model into the controller design. The focus of the research efforts is on robust control for flexible
structures with both unstructured and structured uncertainties due to unmodeled dynamics, actuator and
sensor dynamics and uncertainties in damping, frequencies and mode shapes. In the future experiment
(II), the abundance of actuators and sensors on the experiment structure will make it possible to
address one of the most challenging problems in larger flexible structures, non-collocated control.
(Fig. 9.)
ObJectives
Experimental validation of/_-synthesis techniques for robust control
of large flexible space structures on a ground experiment.
Conduct technology experiments to quantify performance:
• Experiment I: Employ Hub sensors/actuators to control
Boom-Dish modes.
Experiment II: Employ Hub& Rib sensors/actuators to control
Boom-Dish & Dish modes (Non-collocation
of control and measurement devices).
Design includes structured and unstructured uncertainties to cover
unmodeled dynamics, sensor and actuator dynamics, and uncertainties
in damping, frequencies, and mode shapes.
Figure 9.
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Robust Control Design Methodology
The general framework to be used in this study is illustrated in the diagram "GENERAL
FRAMEWORK" of Figure 10. Any linear interconnection of inputs, outputs, commands, perturbations,
and controller can be rearranged to match this diagram. For the purpose of analysis, the controller
may be thought of as just another system component and the diagram reduces to that in the diagram
"ANALYSIS." The analysis problem involves determining whether the error e remains in a desired
set of values for given norm-bounded sets of input t_ and perturbation A. The interconnection structure
G can be partitioned so that the input-output map from _ to e can be expressed as the linear fractional
transformation Fu(G,A).
Similarly, for the purpose of synthesis, the A can be normalized properly so that the normalizing factor
can be absorbed into P. This reduces the synthesis problem as that in the diagram "SYNTHESIS."
Here, the synthesis problem involves finding a stabilizing controller K such that the performance
requirements are satisfied under uncertainties. The interconnection structure P can be partitioned so
that the input-output map from _' to e' can also be expressed as the linear fractional transformation
Ft(P,K). (Fig. 10.)
Robust Performance
The closed-loop system satisfies the desired performance
requirements in the presence of uncertainties.
General Framework
v e
= [022 + 021A(z - c11 )-1012] FI(P,K) ---- [Pll 4-P12 K(I - P22K)- 1P21]
Analysis Synthesis
Figure 10.
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Structured Singular Value Analysis
H. Optimization and I.t-Synthesis
The It-synthesis methodology emerges as a practical approach in designing control systems with robust
performance. This technique essentially integrates two powerful theories for synthesis and analysis into
a systematic design technique that involves using the H. optimization method for synthesis and the
structured singular value (It) for analysis. This technique is to find a stabilizing Controller K and
scaling matrix D such that the quantity
II DF,(P,K)D"I I.
is minimized. One approach to solve this problem is to alternately minimize the above expression
for either K or D while holding the other constant. For fixed D, it becomes an H optimal control
problem and can be solved using the well-known state-space method. On the other hand, for fixed
K, the problem can be minimized at each frequency as a convex optimization in In(D). The numerical
results obtained for D can be fitted with an invertible, stable, minimum-phase, real-rational transfer
function. This process is carded out iteratively until a satisfactory controller is constructed, (Fig.11.)
A frequency domain method for analyzing the robustness properties of the
feedback system.
#(M) =
min
/k
{_(,x)ld_t(1 + MA) = 0 }
Ha Optimization
Find a stabilizing controller K such that
IIFI( P, K)Iloo
is minimized.
# - Synthesis
A synthesis technique to design closed-loop control system with robust
performance. The technique is developed by combining Hco optimization
method for controller synthesis with nominal performance and the structured
singular value (/z) method for robust stability.
rain min IIDPI(P, K)D-11too
79 K
Iterate on 79 and K to obtain the solution.
Figure 11.
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Controller Design
The block diagram shows the problem formulation used to design controller K. It is required to scale
all the output errors to 1, so that when I.t is less than 1, robust performance is achieved for the
plant and uncertainty description defined by the interconnection structure P.
The PLANT is a 2-input/2-output model consisting of 2 decoupled two-mode SISO subsystems. An
uncertainty weighting "W_," associated with the unmodeled dynamics is included between the actuators
and sensors as an additive uncertainty with weighting function of 3.5(s + 1)/(s + 50). Output
uncertainty associated with the sensors is formulated as muhiplicative uncertainty on the sensor outputs
which is treated as a constant 16% uncertainty across the entire frequency spectrum to account for
possible coefficient errors associated with the plant model.
In the controller design for K, the actuator magnitude was limited to 1.11 Nm. The actual limitation
on the actuator force is +2Nm. The discrepancy is due to the model having too high of a damping
value for the second mode. This leads to a difference of approximately a factor of 2 between
theoretical and experimental actuator force levels. Sensor noises, on the order of +1 mrad, are also
included in the problem formulation.
The performance specification of the closed-loop transfer function between input disturbance and output
sensors is defined. The performance weight consists of a constant weighting of 2.2. This requires the
peak value of the magnitude in the closed-loop transfer function between the disturbance and sensors
be reduced by 2.2. A straight H_ control design will not be able to take advantage of the knowledge
of this structure, whereas controllers formulated using It-synthesis can, via D sealings. (Fig. 12. )
Problem Formulation
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Controller Design : K 9
Actuator magnitude weighting:
Performance weighting:
additive uncertainty:
sensor multiplicative uncertainty:
Figure 12.
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Summary of Experiment Results
The unreduced controller has 16 states. Since the 2 axes are decoupled, the controller can be
implemented with two independent channels where each channel is an 8th order system. To ease the
computational burden, each of the 8th order systems was reduced to a 5th order system using balanced
minimal realization methods. Theoretical analysis shows that the reduced order controller should have
little effect on performance and robustness as compared with the full order controller.
Figure 13 shows the open-loop and closed-loop responses. The structure was fast excited with 8 pulses
of 0.8 second each. The force amplitude of each pulse was + 1 Nm. The settling time was the time :
required for the response to drop to smaller than 2 milliradians. The closed-loop system is robust and
stable. Its settling-time is 4 times shorter than that of the open-loop response.
Comparsion of Open and Closed- Loop Responses
Open-Loop Closed-Loop
5o HSI (H.h fiim|,al Axis Position mrad}
so
50 Hgl (Hub Gimbal Axis Position - mrad)
54 (ee;onds} 54
.'in HSI0 (ll.h f;,imhAI Axis Po.i6on mrad)
' _41in_e (.pcond_)
5a
2 |IAIfl (Huh Gimbal Axis Torque N-m}
time Is_rond_l
2 ItA1 {Huh Gimhn] Axis Torque N-m)
iIililili
HSI0 (Hub Gimhl Axk Position mrad)
tim_ {se¢ond_)
2 HAl0 (Hub Gimbal Axis Torque - N-m)
0 tlm_ {ae_onds)
-2
2 [[HAI (Hub Gimbal Axis TorquP - N-m)
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Figure 13.
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Conclusions -- It-Synthesis Experiment
Using the It-framework, we were able to synthesize control designs which performed well on the
experimental system. This control design achieves high vibration attenuation at the natural frequencies
of the experiment structure. The performance of the experiment is limited by the actuator torque
available. Increased actuator torque would certainly increase the performance capability of the stucture.
Future experiment work is planned. This work will include increasing the number of actuators and
sensors used, and addressing the issues of non-collocated sensors and actuators. Additional sensors and
actuators will allow more modes of the system to be damped and will potentially increase vibration
attenuation across the frequency spectrum of the structure. Robustness issues will also be addressed.
The control designs will be tested to determine their robustness to various types of uncertainties
associated with the plant, actuators, and sensors. (Fig. 14.)
A robust control design using #-synthesis was
achieved which exhibited good performance
on the experimental facility.
• Performance is severely compromised by the
force limits in hub actuators.
#-synthesis provides an
technique for vibration
robust control.
attractive design
attenuation and
Future work includes using additional
and actuators on the ribs to control a
range of structural modes.
Figure 14.
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System Identification Experiment
(Y. Yam, D. Bayard, F. Hadaegh, E. Mettler)
The analysis, design, and on-orbit tuning of robust controllers requires more information about the plant
than simply a nominal estimate of the plant transfer function. Information is also required to
characterize the uncertainty in the nominal estimate. A frequency domain identification methodology
for large space structure has been developed by JPL which makes use of a simple but useful
characterization of the model uncertainty based on the output error. This is a characterization of the
"additive uncertainty" in the plant model, which has found considerable use in many robust control
analysis and sysnthesis techniques. Experimental demonstration of the methodology via the experiment
structure test bed is focused to support the objectives including: 1) to experimentally verify the
performance of the system ID methodology; 2) to estimate system quantities useful for robust control
analysis-anti,design, 3) to demonstrate the automated Operations Of system identlfication in on'orbit
scenarios; and 4) to obtain via actual dynamics a verified model of the testbed structure which will
be available for analysis and controller design. (Fig. 15.)
• OBJECTIVES
• EXPERIMENTAL VERIFICATION OF THE SYSTEM ID METHODOLOGY
• ESTIMATION OF SYSTEM QUANTITIES FOR ROBUST CONTROL
ANALYSIS AND REDESIGN
• DEMONSTRATION OF ON-ORBIT AUTOMATED SYSTEM ID SCENARIOS
• DETERMINATION VIA ACTUAL DYNAMICS OF A "VERIFIED" MODEL
FOR ANALYSIS/CONTROLLER DESIGN
• PHASE I EXPERIMENT CHARACTERISTICS
• SIMO OPERATIONS
• WlDEBAND, NARROWBAND, SINE-DWELL EXPERIMENTS
• INSTRUMENTATION: HUB TORQUERS, HUB ANGULAR SENSORS,
LEVITATOR SENSORS
• BOOM-DISH MODAL EXCITATION: FREQUENCY < 10 Hz
Figure 15.
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Frequency Domain System ID Methodology
Figure 16 (shown below) summarizes the Phase I experimental verification of the identification
methodology. The experiments utilized single inPut and multiple (usually 5) outputs. Several
investigations utilizing wideband, narrowband, and sine-dwell excitations were performed. Areas of
investigation included reduced order model identification, residual mode excitation and analysis, system
nonlinearity, and noise anomaly. Experiments were conducted about the 1-7 and 4-10 hub axes of the
test bed structure using the corresponding hub torquers for actuation. The set of sensors utilized included
the hub angular sensors and some levitator sensors for characterization of the system dynamics. The
sampling frequency was 20 Hz, hence only modes with frequency under 10 Hz, were under investigation.
Note that the dish modes, with their symmetric mode shapes about the hub, are not controllable and
observable from the hub. Thus, the phase I identification experiments investigate only the boom-dish
modes via actuation at the hub. Since these modes constitute a small subset of all system modes and have
larger frequency separation, they provide a good first test of the performance of the ID methodology. As
experience and confidence in experimentation and algorithm performance grows, the dish modes will be
tackled in phase II identification experiments.
• ON-LINE DIGITAL FILTER/OPTIMAL INPUT DESIGN
• MODAL ORDER DETERMINATION USING PRODUCT MOMENT MATRIX (PMM)
• PLANT TRANSFER FUNCTION ESTIMATED BY CROSS-CORRELATION h=Puy/Puu
• PARAMETRIC MODEL CURVE FIT BASED ON h AND PMM MODAL ORDER
TEST RESULTS
• OUTPUT ERROR/ADDITIVE UNCERTAINTY DETERMINATION FOR ROBUSTNESS
ANALYSIS
Stochastic Input u
PLANT
otllput } :>'
OUTPUT [
ERROR <
i ANALYSIS
identified parametric model"_
computed output
error e=y-_
additive uncertainty _=h-_=Pue/Puu
PMM TEST
SPECTRAL
ESTIMATION
-1
transfer function spectral
estimate h=Puy]Puu _
TRANSFER
FUNCTION
CURVE FIT
modal
order
t-
AUTOMATED FREQUENCY DOMAIN SYSTEM IDENTIFICATION METHODOLOGY
Figure 16.
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Experiment Results -- The 4-10 Axis
Results of a wideband excitation experiment are shown in figures 17A to H. The experiment was
performed on the 4-10 hub axis of the experiment structure utilizing the hub torquer and sensor for
instrumentation. The sampling frequency was 20 Hz. The experiment run time was 1638.4 sec.
Figure A shows the white noise excitation u uniformly distributed between the range + 1.5 Nm. The
output response y is shown in figure B. Figure C shows the PMM test determinant values as a
function of the assumed model order. This test yielded a model order of 3 for the system. Figure
D presents the transfer function spectral estimate h. Transfer function curve fitting on h was performed
assuming a model order of 3, giving rise to the identified parametric model of Figure E. Both gain
and phase vaIues Of h are utilized in the Curve fitting. The identified frequencies and damping
coefficients are 0.1 t4 Hz, 0,637 Hz, and 2.57 Hz, and 0.4, 0.0364, and 0.00604, respectively. Figure
F shows the computed output y of the identified parametric model subjected to the same excitation.
Figure G shows the output error e, which has a maximum of 2.6 mrad as compared to 10 mrad for
i,% ....
y. Finally, the additive uncertainty spectral estimate A is shown in Figure H. It indicates the
identification of the modal dynamics to within 10% to 30%. There are two modes, apparent in figure
D, that were not fitted. Figure H shows that the error resulting from omitting those modes is even
smaller than the fitting error of the identified modes. The curve fitting algorithm has properly
determined their omission and produced a reduced-order plant model which minimizes the additive
uncertainty.
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Comparative Analysis and Summary
The 'table on the right tabulates the modal frequency values of the 1st, 2nd, and 4th modes for the
two axes as determined from finite element modelling method and experiment results. The two sets
of results agree exceptionally well for the 4th mode and reasonably well for the others. In general,
the experimental results confirm that the 4-10 axis have slightly smaller frequency values than the 1-
7 axis which was predicted analytically by the f'mite element model.
The high damping coefficients for mode 1 estimated by the experiment were caused by a hardware
problem in the experiment facility at the time this experiment was performed which caused high
damping levels. This problem was later corrected. High damping also reduces the accuaracy of the
predicted modal frequencies. This may help to explain the relatively larger modal frequency. This
may also explain the relatively larger frequency separation of this mode between the values predicted
by the finite element model and determined from this experiment. (Fig. 18.)
(A) THE 1-7 AXIS (B) THE 4-10 AXIS
FEMMODE
# FREQ DAMPING
(Hz) COEF.
1 0.091 --
2 0.628 --
4 2.682 --
EXPERIMENT
FREQ DAMPING
(Hz) COEF.
0.126 0.32
0.666 0.0564
2.68 0.00746
FEMMODE
# FREQ DAMPING
(Hz) COEF.
1 0.091 --
2 0.616 --
4 2.577 --
EXPERIMENT
FREQ DAMPING
(Hz) COEF,
0.114 0.4
0.637 0.0364
2.57 0.00604
SUMMARY
• CURVE FITTING
PLANT MODEL
ALGORITHM PRODUCED A GOOD REDUCED-ORDER
• IDENTIFIED MODEL AND ADDITIVE UNCERTAINTY PROVIDE CRUCIAL
INFORMATION FOR ROBUST CONTROL DESIGN
• AUTOMATED SYSTEM IDENTIFICATION METHODOLOGY VERIFIED
Figure 18.
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Summary and Conclusions
This paper has described the test bed developed at JPL for experimental evaluation of new technologies
for the control of large flexible space structures. The experiment consists of a flexible spacecraft
dynamic simulator, sensors, actuators, a microcomputer, and an advanced programming environment.
The test bed has been operational for over a year, and thus far nine experiments have been completed
or are currently in progress. Several of these experiments were reported at the i987 CSI Confemncel
and several recent ones are documented in this paper, including high-order adaptive control, non-
parametric system identification, and mu-synthesis robust control. An aggressive program of
experiments is planned for the forseeable future. (Fig. 19.)
• PROGRAM OBJECTIVE
• DEMONSTRATE AND VALIDATE CRITICAL CONTROL METHODOLOGIES
ON A PHYSICAL STRUCTURE
• EXPERIMENTS COMPLETED TO DATE OR IN PROGRESS
• U_,ilRED MODELING AND CONTROL DESIGN
• MODEL REFERENCE ADAPTIVE CONTROL (TWO INPUT/TWO OUTPUT)
• STATIC SHAPE DETERMINATION
• SHAPE DETERMINATION VIA COMPUTER VISION
• SENSOR VALIDATION (SHAPES)
• FREQUENCY DOMAIN SYSTEM IDENTIFICATION
• HIGH-ORDER ADAPTIVE CONTROL (SIX INPUT/SIX OUTPUT)
• MU-SYNTHESIS ROBUST CONTROL (I - DONE, II - PLANNED)
• MODAL SURVEY (IN PROGRESS)
SEVERAL GI EXPERIMENTS PLANNED FOR FY'89 AND FY'90
Figure 19.
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i1. INTRODUCTION;
Smart is def'med by The American Heritage Dictionary as, "Of, relating to, or being a device that imitates
human intelligence."[l] The concept of smart structures meets this definition.
Several planned United States Air Force CUSAF') and National Aeronautics and Space Administration
(NASA) space systems such as Space Based Radar (SBR), Space Based Laser (SBL), and Space Station, pose
serious vibration and control issues. See figure 1. Their low system mass combined with their large size,
extreme precision pointing/shape control and rapid retargeting requirements will result in an unprecedented
degreeof interaction between the system controller and the modes of vibration of the structure. The re-
sulting structural vibrations _d/or those caused by foreign objects impacting the space structure could
seriously degrade system performance, making it virtually impossible for passive structural systems to per-
form their missions. There resides a need for creating an active vibration control system which will
sense these natural and spurious vibrations, evaluate them and then dampen them out. This active vibra-
tion control system must be impervious to the space environment and electromagnetic interference,have
very low weight, and in essence become part of the structure itself. The concept of smart structures also
meets these criteria. Smart structures is defined as the embedment of sensors, actuators, and possibly
microprocessors in the material which forms the structure, particularlyadvaneed composites.These sensors,
actuators, and microprocessors will work interactively to sense, evaluate, and dampen those vibrations which
pose a threat to large flexible space systems (LSS). The sensors will also be capable of sensing any
degradation to the structure. (Fig. 1.)
CORPORATE FED ARRAY / PHASED ARRAY
TYPICAL SPACECRAFT CONFIGURATION
SOLAR ARRAY
ANTENNA_
S/C EQUIPMENT
SECTION
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Figure 1
In conjunction with this problem, the Air Force Astronautics Laboratory (AFAL) and NASA
Langley Research Center (NASA LaRC) have initiated a program to design, fabricate, and experimentally
test composite struts and panels with embedded sensors, actuators, and microprocessors that can be used for
dynamic sensing and controlling vibrations and motions in space structures. The sensors will also be able
to monitor the health of space structures. This program is divided into four tasks. Task one is acquiring
equipment necessary for embedding sensors and actuators into composite material. Baseline structures of
aluminum and composite materials will be fabricated (coupons, flat panels, struts) to demonstrate concept
feasibility. The baseline structures will be tested for stiffness, strength, and vibration for comparison with
data from the structures that have embedded components. Task two will include the processing science
studies required to process the composite components. Task three will include the fabrication of the selected
composite struts with embedded components. Both sub-scale and full-scale struts will be fabricated. Task
four will include non-destructive evaluation, mechanical testing, and vibration damping testing of the Task
three components with the embedded control system for overall concept performance, endurance, reliability
and response.[2] See figure 2.
SMART SPACE STRUCTURES
PROJECT (IN-HOUSE)
Task one encompasses acquiring equipment necessary for embedding
sensors and actuators into composite materials. Baseline structures of
aluminum and composite material will be fabricated.
II. Task two will run parallel to Task I and will encompass studies of
fabrication and processing technologies.
Ill. Task three will encompass the fabrication of subscale and fullscale
composite structures with embedded sensors and actuators.
IV. Task four will encompass experimentation on the fabricated components.
Such experiments will include non-destructive evaluation, mechanical
testing, and vibration testing within a ground dynamic test facility.
Figure 2
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The AFAL has been working in the area of dynamics and control of LSS for the past five years.
They have had numerous programs, both contractual and in-house, to develop sensors and actuators for
controlling LSS. Presently the AFAL is developing a large scale laboratory, called Advanced Space
Structures Technology Research Experiments (ASTREX'), which will have the capacity of performing large
angle rapid retargeting maneuvers and vibration analysis on LSS. Also they have been fabricating advanced
composite materials for the last four years. However, most of the composite components that were
fabricated were rocket components such as: nozzles, payload shrouds, exit cones, and nose cones. For the
last two yearsthough, the_,_L has been fabricatingComposite space components such as trusses, tubes,
beams and flat panels. Research on fiber optic sensors at NASA LaRC dates back to 1979. Recently an
6ptical phase locked loop (OPLL) system has been developed that uses fiber optics for sensing. See figure
3. Static and dynamic strain measurements have been demonstrated using_is device.J3]
Optical Phase Locked Loop Fiber Optic Sensor
Laser
Oscillator
Counter
Fil
Filter Mixer
Detector
Figure 3
Environmental
PhaseModulation
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2. FABRICATION OF EXPERIMENTAL STRUTS
The first goal of the program is to demonstrate the feasibility of smart structures. A simple composite
tube structure with a circular cross section was fabricated with a fiber-optic sensor embedded into it. The
tube was chosen because it is a key structural element in most space truss systems. Optical fibers were
chosen as the sensing element because of the demonstrated capability of the OPLL developed at NASA
LaRC. To date, a total of three tubes fabricated at the AFAL have been tested at NASA LaRC. The results
of two of these tubes are presented in this paper. All three tubes were fabricated in a similar manner, by
filament winding on an En-Tec computer filament winding machine. The In:st two tubes were wound as
one single tube on the same steel mandrel and then cut into two. The composite material used was graphite
epoxy prepreg roving from Fiberite composed of medium strength G-40 graphite fibers from Union Carbide
and 5245 epoxy resin. The single tube prior to cutting was approximately five and one half feet in length,
with an inside diameter of one and one half inches. The single tube consisted of one layer of 90 degree
fiber; two layers of +/- 45 degree fiber; and one layer of 90 degree fiber, with the fiber optics embedded
under the final 90 degree layer. A schematic diagram of the tube lay-up is shown in figure 4. The fiber
optics, made by the Newport Corporation, are F-MSD multimode fiber. The core has a diameter of 49/_m
with a combined core and cladding diameter of 125/_m. They are coated with an acrylic jacket. The fiber
optics were layed in longitudinally up to the center of the tube with both ends of the fiber coming out of
the same end of the tube to prevent spurious vibrations of the fiber optics during the testing of the
composite tube.
90 ply
90 ply
q--
fiber
ply
. 9O ply
Figure 4
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They were located every 90 degrees throughout the tube with a total of four sets of fiber optics embedded in
the tube. After winding, the single tube was then bagged using standard bagging techniques. Special care
was given in bagging the optical fibers since they are very delicate and fragile and due to the long leads
coming out of the end of the tube. Prior to autoclaving, the optical fibers were coated with a high
temperature silicone (RTV) coating. This coating prevents the flexible acrylic jacket from melting during
the curing process which would then leave only the very brittle bare core and cladding and also acts as a
stress relief where the optical fibers come out of the end of the composite tubes. The single tube was then
placed in a Baron-Blaekslee autoclave and cured at 350 degrees F and 85 psia for four hours. Upon cooling,
the tube was removed from He mandrel and cut in tWO, giving Special care to the optical fibers. Both tubes
were then packaged and delivered to NASA LaRC for strain and vibration testing. The third filament-wound
tube was fabricated very similar to the first two tubes. ThE only differences were in the material, size, and
the angI_ ot':_composite plies. The co-mp0sitema_erial used was graphite/epoxy prepreg roving from
Fiberite composed of medium strength IM-6 graphite fibers from Hercules and 934 epoxy resin. The f'trst
tubes had a fundamental frequency of approximately 33 hertz when cantelivered. The third tube was
designed to have a significantly lower fundamental frequency. A tube with a length of 68 inches and a ply
orientation of 90-(+/-)60-90-90 has a fundamental frequency of 10 hertz. The fiber optics were embedded in
between the 60 and the second 90 degree layer. In this tube only two sets of fiber optics were embedded at
180 degrees to one another. Also, the fiber optics did not come out of the end of the tube as in the first two
tubes. The fiber optics came out of the circumference of the tube at a distance of four inches from the end
of the tube. This change allowed clamping of the tube at the end without crimping the optical fibers. See
figure 5.
/
optical fibers
composite tube
Figure 5
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3. STRAIN AND VIBRATION MEASUREMENTS
The vibration and strain experiments were conducted at NASA Langley Research Center using a
modulated diode laser and an optical phase locked loop (OPLL) system which is described in reference [3].
The optical fibers exiting the tube were fusion spliced to the fibers of the optical system. One end of the
graphite/epoxy tube was clamped over a round piece of metal, which was inserted into the tube. For the
first two tubes, this caused a problem with crimping of the optical fibers as they exited from the tube. For
the first few readings, the data taken acted in a reverse fashion than as predicted. For the third tube, this
problem was solved by having the fiber optics exit from the circumference of the tube, not from the end.
The whole assembly was then clamped to an optical table to hold'the end of the tube firmly in a
cantilevered position.Four resistance strain gauges were attached longitudimally to the tube for comparison
with the fiber optic sensors. The tube was statically stressed by hanging weights on a weight pan and
attaching it to the free end.Data were taken while the weights were loaded and unloaded. When this force is
applied to the tube, a strain is induced in the composite which in turn induces a strain into the optical fiber
that produces a change in the modulation frequency of the OPLL. The optical fibers can measure both
tension and compressive strain. This stain is governed by the equation change in frequency divided by the
frequency is equal to the negative of the change in length divided by the length t-f':-" -_J. Strain on the
surface of the tube was monitored with the strain gauges. The results of these experiments are shown in
figures 6 and 7, which graphically indicate the correlation between the strain gauge measurements and the
changes in modulation frequency. The data indicate very good correlation between the strain gauge readings
and the fiber optic strain measurements. These runs were repeated with excellent reproducibility.
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Strain measurements were also made while the tube was vibrating. The end of the tube was impacted and
the vibration response was analyzed. Figure 8 compares the results obtained by simultaneously monitoring
a strain gauge and the fiber optic signal for the third tube. The time domain and frequency domain data
agree very well, showing a fundamental vibration frequency of 10.4 Hz, which is very close to the design
vibration frequency of 10 Hz. As you can see from the data, the fiber optics can detect the vibration
response significantly better than the strain gauges.
Dynamic Strain Measurements in G/E Tube
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4. SUMMARY
Graphite/epoxy tubes were fabricated with embedded optical:fibers to evaluate the feasibility of monitoring
strains with a fiber optic technique. Resistance strain gauges were attached to the tubes to measure strain at
fotir f-ocationSaiong the tube for comparison With the fiber optic sensorsl Both static and dynamic- strain
measurements were made with excellent agreement between _e eml_eddedfiber Optic strain sensor and the
strain gauges. Strain measurements of 10 -7 can be detected with the OPLL system using optical fiber.
Because of their light weight, compatibility with composites, immunity to electromagnetic interference,
and based on the static and dynamic results obtained, fiber optic sensors embedded in composites may be
useful as the sensing component of smart structures.
[1] The American Herik_ge Dictionary, Houghton Mifflin Co, Boston, MA 1982.
[2] Capt Ted Doederlein, Lt Dougias DeHart, Mr. Joe Sciabica, Smart Space Structures Project Directive,
Air Force Astronautics Laboratory, Jan 1988.
[3] R. S. Rogowski, J. S. Heyman, M. S. Holben, Jr. and P. Sullivan, "A method for monitoring strain
in large structures: Optical and radio frequency devices", Rev. Prog. Quant. NDE, vol 7a, p559 (Plenum
Press, 1988).
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Future DOD, NASA, and SDI space systems will be larger than any spacecraft flown
before. The economics of placing these large space systems CLSS) into orbit dictates that they be
as low in mass as possible. The combination of very large size and relatively low mass produces
systems which possess little structural rigidity. This flexibility causes severe technical problems
when combined with the precise shape and pointing requirements associated with many future LSS
missions. Development of new control technologies which can solve these problems and enable
future LSS missions is under way, but a test bedis needed for demonstration and evaluation of the
emerging control hardware (sensors and actuators) and methodologies. In particular, the need
exists for a facility which enables both large angle slewing and subsequent pointing/shape control
of a variety of flegible bodies. The Air Force Astronautics Laboratory (AFAL) has conceived the
Advanced Space Structures Technology Research Experiments (ASTREX) facility to fill this need.
Large Space System Dynamics & Control ...
The Problem:
Unprecedented Size and Low Structural Mass Density
Very Precise Pointing and Shape Control Requirements
Significant Onboard and Mission Induced Disturbances
Unprecedented Degree of Control-Structure Interaction
High Modal Density Complicates Control
No Prior Experience in Modeling/Control of Such Systems
Large Physical Size Makes Ground Testing Difficult
Solution:
* Combination of Passive and Active Vibration Damping
* Ground Facility to Test and Validate Emerging Space Structures Technology
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The range of technologies being developed in response to the LSS dynamics and control
problem is broad. Included in this class of innovative technologies are many which must be
demonstrated in ground test facilities. This class includes new actuators for slewing, vibration
isolation, vibration suppression and shape control; structural sensors, including those embedded in
composite structural elements during fabrication; structural solutions such as damping treatments,
innovative materials, and advanced configurations; methodology advancements including new
control and identification algorithms; and finally advances in ground test methods themselves,
including scaling methodologies, micro-gravity simulation methods, etc.
NEW TECHNOLOGIES MUST BE DEMONSTRATED
IN GROUND TEST FACILITIES
• Control Algorithms
• Slew Actuators
• Vibration Suppression Actuators
• Shape Control Actuators
• Structural Sensors
• Vibration Isolators
• Damping Treatments
• Structural Materials
• Structural Configurations
• Analytical Models
, Identification Algorithms
• Scaling Methodology
• Micro-gravity Simulation Methods
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Given these testing needs, essential features of a new LSS ground test facility emerge. To
ensure that test articles be fabricable with materials of reasonable cost, and to maximize the
possibility of using materials which could actually fly, the facility should be large enough to
accommodate test articles on the order of 1/3 to 1/2 scale.To ensure that experiments in the facility
can address the breadth of LSS dynamics and control issues, the facility should not be "hard
wired" to any specific test article or mission. This will allow for growth potential as well.
Particular test articles should also be designed to incorporate modularity, so that they can readily
accommodate substitution of innovative substructural elements (advanced materials, advanced
structural designs, embedded sensors and actuators, etc). Finally, the facility should be accessible
to as many users as possible. This serves two purposes. It provides a general test bed for the
majority of LSS researchers who otherwise have no access to a realistic large-scale experimental
facility, and also provides a means for comparatively evaluating the wide variety of hardware and
methodologic solutions to the LSS dynamics and control problem.
DESIRABLE FEATURES FOR A NEW
LSS GROUND TEST FACILITY
• Size Large Enough to Accommodate 1/3 to 1/2 Scale Test Articles
• Do Not "Hard Wire" it to Any Specific Test Article or Mission
• Design Facility With Growth Potential
• Design For Test Article Modularity
• Make Facility Accessible to as Many Users as Possible
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ASTREX has been designed to incorporate all of the essential LSS ground test facility
needs identified. The components which comprise this design include the following
1. A temperature-controlled, 40'x40'x40' facility with an overhead crane;
2. A spherical air bearing for frictionless, 3-axis rotational test article motion;
3. A real time control and data acquisition computer;
4. A dynamically scaled model of a Space Based Laser (SBL) 3-mirror beam expander as
the initial experimental article;
5. A complement of sensors and actuators for system identification, pointing and shape
control, and active vibration suppression.
ASTREX Hardware- Summary ...
Facility 40 ft X 40 ft X 40 ft Laboratory
Overhead Crane
Temperature Control
Air Bearing : Spherical (3-Axis) Air Bearing, 19 inch Ball
Cable Follower, Two Gimbal - 3 Axis Mechanical Arrangement
Rigid Body Attitude Sensing - I arc sec Accuracy
Computer : Real Time Control and Data Acquisition Computer
32 Inputs, 32 Outputs, 1000 Hz Sampling Rate
10 - 15 MFLOP Multi Processor / Array Processor System
Structure : 3 Mirror Beam Expander
1/3 - 1/2 Dynamically Scaled Structure
Modular, Graphite Epoxy Construction
Sensors/
Actuators
Throttleable Cold Gas Thrusters
Proof Mass Actuators, Reaction Wheels
Provision for Control Moment Gyros (CMGs)
Accelerometers
Embedded Sensors and Actuators
Optical Line of Sight Sensor
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The facility will be housed in a large enclosure which is located inside an even larger
hangar bay. The enclosure is air-tight to enable still-air conditions during experiments, and
insulated so that temperatures will remain constant during experiments. The enclosure allows an
unobstructed volume of 40'x40'x40', and includes an overhead crane capable of lifting up to
10,000 lbs. The seismic stability of the hangar floor has been tested, and the ASTREX site was
found to be seismically quieter than many currently operational vibration test facilities.
ORIGINAL P_GE _
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Experimental articles will be supported by a 19-inch spherical air bearing being developed
by Boeing Aerospace. The air bearing is capable of supporting loads weighing up to14,500 lbs.
The air bearing system includes a sophisticated doubIe gimbal, 3-axis cable follower which ensures
that the multitude of supply lines to the experimental article will not induce measurable torque
disturbances during slewing. The system will also provide rigid body attitude measurements of 1
arc second accuracy.
ASTREX Hardware - Pedestal
. _ Test article4
I_ M_--_.-- Cable follower and electronics
tLyDT's and amplifiers
-_ • Line drivers for encoders
Air bear" ] /---- PedestalW(
Pneumatic components ""x / [_ ....
\ /,_ [o\ /-------- electromcs, power supplies
nd computer
" . •
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ASTREX will include a powerful real-time control and data acquisition computer (CDAC).
The CDAC system will include the following components: a main computational unit for real time
control processing; a remote unit, consisting primarily of A/D (analog to digital) and D/A (digital to
analog) converters, to be located on the structure; and a workstation, which will run the control
design and analysis software and provide the user interface for the CDAC system. The main
CDAC unit will use multiple parallel processors to be capable of sustained calculation rates of 11
MFLOP (million floating point operations per second) under both linear and non-linear
computational loads. The CDAC system will accommodate up to 32 input and 32 output
channels, and will operate at sampling rates selectable by the user. The control design and
analysis software running on the workstation will be highly integrated with the CDAC hardware,
and will provide an extremely facile user interface, enabling time-efficient use of the CDAC by
many different researchers and making high-speed computational performance possible without
microcoding.
ASTREX Control/Data Acq.
Laser Printer
Workstation
Computer (CDAC)
Ethernet
AFAL Vax 8650
Ethernet
Test
Article
Main CDAC Unit
On-board
CDAC unit High Speed Link
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Initial success of the ASTREX facility depends largely upon design of an appropriate first
experimental article. The experimental article must exhibit mission relevance, research relevance,
technology relevance, and modularity. Mission relevance means that the structure should be
closely representative of one or more Air Force or SDI future space missions. Research relevance
means that the structure should exhibit many of the research challenges associated with the broad
class of large space structures (for example, control/structures interaction, closely-spaced
vibrational frequencies, etc.). Technology relevance means that the structure should be
constructed with materials and hardware designs which are representative of those actually likely to
be used on future missions (for example, graphite/epoxy construction, open truss construction,
etc.) Finally, modularity means that the structure should be designed and constructed so that
substructural elements can be removed and replaced with alternative components, such as "smart
structural" elements. The attributes of modularity, mission relevance, research relevance and
technology relevance have all been woven into the design of the initial ASTREX test article.
ASTREX Facility
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The ASTREX 3-mirror beam expander experimental article includes the following design
details. The primary support structure is a tetrahedras space truss design, with graphite/epoxy
(Gr/Ep) composite tubes and aluminum joints. The tripod metering truss is also of Gr/Ep
construction with aluminum joints. A structural steel mass with aluminum struts will represent the
inertial properties of the tertiary mirror. Steel masses will be used as well to represent all other
non-structural masses, such as the primary mirror elements, optics control hardware, etc.
INITIAL ASTREX EXPERIMENTAL ARTICLE"
3-MIRROR SBL BEAM EXPANDER
• Primary Support - tetrahedral space truss
• Truss struts - Gr/Ep composite tubes, aluminum joints
• Tripod metering truss - Gr/Ep composite tube, aluminum joints
• Tertiary mirror simulator - steel, with aluminum struts
• Non-structural masses - steel
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Modularity is a key feature of the ASTREX experimental article; this is incorporated in the
following ways. First, two different secondary support trusses have been designed for the
structure: a tubular tripod and a planar truss quadrapod. Either can be mounted onto the primary
support structure. Also, the planar truss elements are removable, and can be exchanged with
alternative elements (such as passively or actively damped elements, or struts constructed of
innovative materials.) The primary support structural members are also removable/replaceable.
Sensors and actuators will all be relocatable, with a multitude of mounting provisions located
throughout the structure.
ORIGINAL PAGE IS
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An initial complement of sensors and actuators for system identification and shape/pointing/
vibration control will be selected from among the following:
1) Throttleable Cold Gas Thrusters
2) Proof Mass Actuators
3) Reaction Wheels
4) Control Moment Gyros (CMGs)
5) Accelerometers
6) Embedded Sensors and Actuators
7) Optical Line of Sight Sensor
The sensors and actuators used in ASTREX will of course continue to change and evolve
over time, and will not be restricted to those indicated on the above list.
s - ::7 :zw
SENSORS AND ACTUATORS FOR ASTREX
±
• Throttleable Cold Gas Thrusters
• Proof Mass Actuators
• Reaction Wheels
• Control Moment Gyros (CMGs)
• Accelerometers
• Embedded Sensors and Actuators
• Optical Line of Sight Sensor
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All key elements of the ASTREX facility are currently in procurement, except for the
environmentally controlled enclosure, of which construction is now complete. The Air Bearing
System will be delivered under a contract currently in progress, with final installation and check-
out scheduled for 31 May 89. The Control and Data Acquisition Computer (CDAC) will also be
delivered under a contract currently in progress, with final installation and check-out scheduled for
31 June 89. The beam expander structure was designed by Boeing Aerospace; component
procurement and experimental article fabrication is being managed "in-house" by AFAL personnel,
with final assembly scheduled for fall of '89.
IKey ASTREX Tasks I
SYSTEM
=INAL DESIGN
.3LE
I I I I I I
Apr Jul Oct Apr Jut Oct
CY 88 CY 89
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ASTREX will be the site of a variety of LSS experiments over the next several years.
Currently, AFAL plans call for initial research to focus on system identification, which will
generate progressively more refined models of the experimental article structure. Depending upon
the initial slew actuators which are selected, initial control experiments may focus on thrust profile
shaping for optimal slewing maneuvers. In conjunction with slewing, experiments will be a
demonstration of multiple approaches to vibration suppression and shape control. _ In s_mmer
'91, ASTREX will provide the test bed for demonstration of the embedded sensor and actuator
(ESA) members, or "smart structures," being developed under a contract at AFAL. Prior to
these demonstrations, AFAL plans to demonstrate the smart structures which are developed under
its own in-house development effort.
FACILITY
OPERATIONAL
A
EXPERIMENTAL
ARTICLE
A
<1_ OPTIMAL SENSOR/ACTUATOR
PLACEMENT/SELECTION
<_SENSOR/ACTUATOR DEMONSTRATIONS
EX: THFiO'rTLEABLE THRUSTERS
JAN
CONTROL/DATA
ACQUISITION COMPUTER
A
AIR BEARING
SYSTEM
A
I I I
MAR MAY JUL
FY89
_VIBRATION SUPRESSION/SHAPE CONTROL
_1_ SLEWING EXPERIMENTS/
OPTIMAL TORQUE SHAPING
_ SYSTEM IDENTIFICATION
TASKS
I I I I I
SEP NOV JAN MAR MAY
I FY90
EMBEDDED
,_ SENSOR/ACTUATOR
DEMO'S
BEGIN
[_ SYSTEM I D
I I I l I' I I •
JUL SEP NOV JAN MAR MAY JUL SEP
I FY91 ]
_ VIBRATION I SLEWING, THROTTLE-SUPRESSION ABLE THRUSTERS I_l SENSORS/ACTUATORS
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Several contractural vehicles will be available to researchers proposing to conduct research
in the ASTREX facility. AFAL plans to collaborate with NASA on a joint guest investigator (GI)
program for research in Controls/Structures Interaction (CSI) technologies. The CSI GI program
will serve as a means to encourage and facilitate several concurrent 1-2 year research tasks in
ASTREX (as well as in other NASA facilities). The initial emphasis of the research in ASTREX
will be on experimental demonstration, comparison, and evaluation of existing state of the art
control methodologies and hardware, as opposed to contract developing new theory. In addition
to participation as a task under the CSI GI program, other potential users of ASTREX would
include researchers with existing or future AFAL contracts (such as ESA) which called for
experimental demonstration in a test bed. Likewise, researchers with contracts funded by other
DOD agencies and NASA might use ASTREX for experimental demonstration. Finally, SBIR
contracts might involve experiments in ASTREX. The key point to emphasize is the intended
flexibility and open nature of the facility, which AFAL hopes will attract participation of many of
the leading researchers in LSS control from Industry, Universities, and Government.
CONTRACTURAL VEHICLES
FOR CONDUCTING RESEARCH IN ASTREX
_st Investigator Program.'__
System ID Control Structures Sensors Actuators
_ng & Future__
R &D Contf.__
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A workshop was held on 16 February 89 at AFAL to inform researchers from Industry,
Universities, and Government about the initial operational capability of ASTREX. The major
objectives of the workshop were to fully inform participants about the following:
1) Th_ final design and cofifiguration for the facility's air bearing system (now in
procurement); (This information will be especially useful for reseai'chers with an interest
in fabricating their own space structure test articles for experimentation in ASTREX in the
future).
2) The completed final designs for the facHity_i%st two test _trticles (space structure models);
(This information will be relevant to all researchers interested in conducting research in
ASTREX using one or both of the facility's initial test articles). -- .....
3) The operational capabilities of the facility's experiment control computer (in procurement);
(Important information for researchers planning to develop and implement system
identification and/or real-time control algorithms on the ASTREX computer).
4) AFAL's goals and projected research schedule for ASTREX.
ASTREX WORKSHOP (16 FEB 89) AT AFAL
PROVIDED DETAILS CONCERNING:
• FINAL DESIGN & CONFIGURATION OF AIR BEARING SYSTEM
• FINAL DESIGN & CONFIGURATION OF INITIAL TEST ARTICLES
• OPERATIONAL CAPABILITIES OF CONTROL/DATA ACQ. COMPUTER
• GOALS, PROJECTED RESEARCH FOR ASTREX
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Introduction
The Structures Division of the Air Force Wright Aeronautical Laboratories
Flight Dynamics Laboratory is conducting an inhouse exploratory development
program in the dynamics and control of large space structures (LSS). The
effort, entitled "Large Space Structures Technology Program," was initiated
in 1985 to investigate several technical areas important to the development of
future LSS. These areas include ground suspension and test methods, passive
and active vibration control approaches, and sensors and actuators for
vibration control. The program Is being performed in the Structural Dynamics
Branch. Support for active control development is provided by the Ohio State
University, under contract.
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Program Plan
The overall objective of the Large Space Structures Technology Program is
to establish a capability in the Structures Division for dynamic analysis and
testing of large, flexible space structures with passive and active vibration
control. The program approach is to conduct a series of experiments
addressing the areas of ground testing, passive and active vibration control,
and sensors and actuators. The figure depicts the schedule for these
experiments. The first experiment, the Advanced Beam Experiment, evaluated
the performance of active vibration control approaches on a bending-torsion
cantilever beam equipped with two pairs of linear momentum exchange actuators.
The 12 Meter Trusses provide a test bed for several experiments in modal
testing and active control of large, low frequency truss structures with
significant passive damping. The Active Member Truss Experiment will address
the effectiveness of active members in providing low frequency vibration
control in truss structures. In mid-1990, the PACOSS Dynamic Test Article
(DTA) will be set up as a test facility for the evaluation of system
identification and active control approaches for structures with significant
passive damping. The DTA was developed on the Passive and Active Control of
Space Structures (PACOSS) contract. The final experiment in the program is
the Optimized LSS Truss which will be a modular truss test bed for evaluating
optimized structures with passive and active control.
INHOUSE EXPERIMENT SCHEDULE
ADVANCED BEAM 1EXPERIMENT
MODAL
TESTS
/
12 METER TRUSSES |
JZERO-G FLIGHT CONTROLTEST TESTS
1992
ACTIVE MEMBER TRUSS
PACOSS DYNAMIC TEST ARTICLE
OPTIMIZED LSS
TRUSS
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Advanced Beam Experiment
The Advanced Beam is a bending-torsion beam active vibration control
experiment. The objective is to experimentally evaluate the performance of
linear momentum exchange actuators and popular control approaches on a simple
structure with multiple, low frequency modes. The experiment incorporates a
vertically oriented slender aluminum beam, cantilevered at the top from a
stiff frame. Control forces are provided by two pairs Of actua_6rs mounted on
an aluminum disk at the beam free end. The aluminum disk serves to reduce the
fundamental torsion mode frequency while providing an actuatorm6unting
surface. A pfezoelectric accelerometer is collocated with each actuator as a
sensor. The actuators are modified versions of the VCOSS II design now in use
at the NASA Marshall Space Flight Center's facility.
/ /
.75"X1.5"x72" BEAM I
END PLATE WITH 4
ACTUATORS AND
COLLOCATEDACCEL'S
( OBJECTIVE
DEMONSTRATE AC:I-IVE VIBRATION CONTROL
ON A SIMPLE STRUCTURE WITH:
- NONGROUNDED SENSORS AND ACTUATORS
- MULTIPLE, LOW FREQUENCY MODES
_ APPROACH 1
TEST A SLENDER CANTILEVER BEAM WITH
END MASS
CONTROL BENDING AND TORSION MODES
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Advanced Beam Experiment Hardware
The Advanced Beam hardware is shown in the figure. The support frame for
the beam is mounted to a seismic table located in the vibration test facility
at the Flight Dynamics Laboratory. The two pairs of linear momentum exchange
actuators can be seen mounted on the disk at the free end of the beam. Each
pair of actuators can be commanded in phase to control one bending plane while
either pair can be commanded out of phase to control torsion. The beam has
fundamental bending frequencies of approximately 1.3 Hz and 1.6 Hz in the two
bending planes and a fundamental torsion frequency of about 13 Hz.
!
0RIGINAE PAGE
BLACK AND WHITE PHOTOGRAPH
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Ohio State University Work on the Advanced Beam Experiment
The Ohio State University provided considerable effort in support of the
Advanced Beam Experiment. The effort included both analytical and
experimental development of hardware and control system design and testing.
They developed and verified an analytical model of the ac[uator as well as
analog compensator circuitry to provide acceptable actuator dynamic response.
They also developed a mathmatical model of the total system and corrected it
with open loop test results. Several control approaches were developed for
the beam, as listed in the figure. Controller performance was evaluated
analytically and three controllers were tested; HAC/LAC, Maximum Entropy
Optimal Projection (MEOP), and decentralized LOG with frequency shaping.
• DEVELOPED ANALYTICAL AND EXPERIMENTAL ACTUATOR MODELS
• DESIGNED ACTUATOR COMPENSATOR
- : " _:_ : _ : _:
• DEVELOPED BEAM ANALYTICAL MODEL
• DESIGNED AND PERFORMED SIMULATION OF SEVERAL CONTROLLERS
- HAC/LAC - VARIABLE STRUCTURE CONTROL
' LQG/LTR -PARAMETER ROBUST LQG
- MEOP - DECENTRALIZED LQG
• TESTED THREE CONTROLLERS ON THE BEAM
- HAC/LAC
- MEOP
- DECENTRALIZED LQG / FREQUENCY SHAPING
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Advanced Beam Experiment Conclusions
Active control performance testing on the Advanced Beam Experiment was
completed in April 1988. Several conclusions can be drawn from the completed
work. A well characterized dynamic system was achieved. Initial analytical
models agreed well with open-loop test and were improved based on the test
data. Compensation circuitry designed to "tame" actuator dynamics worked
reasonably well in practice, although a better actuator design might have
eliminated the need for compensation altogether. Active modal damping in
excess of 10% was achieved in the fundamental bending modes of the beam.
Although higher damping might be expected, 10% is reasonable given the limited
actuator output available. The actuators were the single biggest limiting
factor in active control performance. The momentum exchange design is
inherently limited in low frequency force output. The actuators were rated at
over 4 pounds force output, but could only develop rated output above
approximately I0 Hz. The actuators were capable of only 0.I pounds force at
the lowest beam frequency of 1.3 Hz. In addition, the actuators were
relatively massive compared to the beam alone. This significant mass tended
to limit modal displacement at the beam free end, and therefore control
authority in other than the fundamental bending modes was severely limited.
Finally, actuator dynamics increased open-loop damping in the fundamental
bending modes. This is not necessarily bad, but it tended to mask the
increase in modal damping achieveable though active control.
, A WELL CHARACTERIZED SYSTEM WAS ACHIEVED
• ACTUATOR COMPENSATION WORKED REASONABLY WELL
• ACTIVE MODAL DAMPING OF OVER 10% WAS ACHIEVED
,ACTUATORS LIMITED ACTIVE CONTROL PERFORMANCE
- LIMITED LOW FREQUENCY FORCE OUTPUT
- POOR AUTHORITY IN HIGHER MODES
- ACTUATORS INCREASED OPEN-LOOP DAMPING
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12 Meter Truss Modal Tests
The 12 Meter Truss Experiment is investigating ground test methods and
active control approaches for large, low frequency structures. The trusses
are 12 meter long truss beams; one with relatively high modal damping, the
other with light damping. A series of modal tests is being conducted on the
trusses to evaluate modal parameter test and suspension methods for lightly
and heavily damped truss structures. Both trusses have beefi_ested-in-a_
vertical orlentatlon, cantilevered to the floor, Modes in the 0 to 50 Rz
frequency range are being identified and compared vlth finite element model
predictions. The undamped truss will then be tested in a horizontai ............
orientation, suspended on soft springs, to simulate the zer_ gravity Spfice
environment. Data from both test configurations are being used to Impr0ve the
model of the undamped truss for subsequent active control analysis and
testing. After completion of ground testing, the undamped truss will be
tested in the NASA Johnson Space Center's zero-gravity test aircraft to obtain
true zero-g modal parameters.
DAMPED UNDAMPED
X
d
f
EXPE-R|MENTALLY DETERMINE THE MODAL
PARAMETERS OF LIGHTLY AND HEAVILY
DAMPED TRUSS STRUCTURES
USE MULTIPLE BOUNDARY CONDITION
TEST RESULTS TO IMPROVE ANALYTICAL
MODELS
TEST TWO, 12 M LONG TRUSS BEAMS, ONE
UNDAMPED AND ONE WITH VISCOELASTIC
DAMPERS
TEST THE TRUSSES IN VERTICAL CANTILEVER
AND HORIZONTAL FREE-FREE CONDITIONS
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12 Meter Truss Vertical Cantilever Test Configuration
The undamped 12 meter truss Is shown in the figure In the vertical
cantilever test configuration. The truss can be seen near the center of the
figure with access scaffolding mounted close to it on three sides. The
undamped truss consists of a welded aluminum tube frame with bolt-in diagonal
members of Lexan plastic. Lexan has a relatively low loss factor which
results in modal damping values of less than .5Z of critical damping for the
lower order modes of the truss. Low damping coupled with fundamental bending
frequencies of approximately 2 Hz provides a structure with dynamic
characteristics representative of future large space structures. The damped
truss has a welded aluminum frame identical to the undamped truss, but has
aluminum diagonal members with viscoelastic dampers instead of the Lexan
tubing. The diagonal members are arranged in the truss to maximize their
modal strain energy content In the lower order modes and therefore maximize
damping.
ORIGINAl: PAGI_
BLACK AND WHITE PHOTOGRAPt-.i
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Undamped12 Meter Truss Modal Test Results
Modal testing of the undamped 12 meter truss in the vertical cantilever
configuration has been completed. Heasured frequencies and modal damping
values for the lowest 6 modes are listed in the figure along with predicted
frequencies from a finite element model. The bending modes occur in pairs
wlth nearly coincident frequencies, as predicted by the model_ However, the
model overestimates the fundamental bending frequencies by more thah 1OZ. in
contrast, the model underestimates the first torsion frequency by IIZ. These
discrepancies are partially due to the boundary conditions at the truss base
which are modelled as clamped but actually provide some flexibility.
Additional error is likely due to the lack of detail in the modelling of the
truss joints. Results from the upcoming horizontal, free-free test of the
truss will help separate these boundary condition effects from other model
parameters. Measured modal damping values are in the range of .IZ to .5Z of
critical damping, as desired.
MODE TEST
IST X B_DING 2.26
1ST Y BENDING 2.25
FREQUENCY (HZ) DAMPING (%J
=
PRE_DICT_"D: ERR bR (%)
2.48 ....... -I_§-._ .19
• 2.50 +_.9 _ .18
1ST TORSION 7.10
2ND X BENDING 10.72
2ND Y BENDING 10.72
6.34 -10.8 .33
10.90 +1.7 .18
..... =
11.00 +2.6 .21
i=
=.
2ND TORSION 21.27 19.04 -10.5 .27
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Damped 12 Meter Truss Modal Test Results
Modal testing of the damped 12 meter truss in the vertical cantilever
configuration isnearly completed. Measured frequencies and modal damping
values for the lowest five truss modes are tabulated in the figure. Predicted
frequencies and damping values are included in the figure for comparison. The
Modal Strain Energy method was used to predict modal damping from finite
element models incorporating 2 Hz and I0 Hz viscoelastic properties. The
analysis is thus valid for modes which occur close in frequency to the VEH
frequency used. The agreement between predicted and measured frequency for
the bending modes is reasonably good. The predictions for all modes except
Ist X bending are from a preliminary model based on 72 deg. F viscoelastic
properties while the Ist X data are from an improved model which incorporated
data for the exact test temperature. The damping estimate for the ist X
bending mode is in error by a factor of two while the the higher modes show
even larger errors. These errors in predicted damping are most likely due to
the unmodelled flexibility at the truss base. The Ist torsion mode, which is
predicted to have almost 50Z damping, has not yet been identified.
FREQUENCY (HZ) DAMPING (%)
MODE TES'[ PREDICTED VEM TEST pREDICTED
1ST X BENDING 1.87 1.88 * 2 4.3 8.6 *
1ST Y BENDING 1.91 2.03 2 4.1 16.4
1ST TORSION ** 4.35 2 ** 42.7
1ST TORSION ** 6.40 10 ** 47.0
2ND X BENDING 10.6 10.18 10 6.6 25.8
2ND Y BENDING 11.2 10.29 10
* CORRECTED MODEL RESULTS
** MODES NOT YET IDENTIFIED DUE TO HIGH DAMPING
7.4 27.2
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Undamped 12 Meter Truss - Horizontal Free-Free Test
A modal test of the undamped 12 meter truss will be performed in a
horizontal configuration suspended from zero spring rate mechanisms (ZSRM's)
to simulate the zero gravity conditions in space. The test configuration is
illustrated in the figure. The truss will be suspended on flexible cables
from two ZSRM's as shown. The ZSRM's act as very soft springs which uncouple
the truss vibration response from suspension dynamics in the vertical
direction. The ZSRM design being used was developed at NASA and has been
adapted from a device currently in use atMartlnMarietta C0rporation. The
suspension cables provide nearly free motion in the horizontal plane. Modal
data measured from this test will be used in combination with the zero-g
flight test data to evaluate the performance of the ZSRM's and to improve the
undamped truss finite element model.
ZERO SPRING RATE
UNDAMPED 12 METER TRUSS
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12 Meter Truss Active Vibration Control
Active vibration control testing will be performed on the undamped 12
meter truss following completion of all modal tests. The objective of this
testing is to evaluate the performance of several leading control approaches
on a large, low frequency truss beam with significant passive damping. The
undamped truss will be fitted with sensors and actuators and mounted in the
vertical cantilever configuration. Damped diagonal members from the damped
truss will be selectively substituted for the Lexan diagonals in the undamped
truss to provide a structure with adjustable passive damping. Several leading
control approaches will be applied to the truss and their performance with
different levels of passive damping will be measured. Control design and
implementation will be provided by the Ohio State University. A photodiode
optical sensor will be used to monitor truss tip displacement as a measure of
controller performance. Active control approaches will be implemented on a
new real-time control computer system at the Flight Dynamics Laboratory.
SENSORAND
ACTUATOR
STATIONS X
Ill
X
7
X
°k_LIGHT SOURCE
PHOTODIODE
,,_ARRAY SENSOR
,=
ASSESS CONTROLLER PERFORMANCE ON A
LARGE TRUSS BEAM
MEASURE THE EFFECT OF PASSIVE
DAMPING ON CONTROLLER PERFORMANCE
EVALUATE NEW CONTROL COMPUTER
ARCHITECTURE
MOUNT SENSORS AND ACTUATORS ON THE
UNDAMPED TRUSS
TAILOR MODAL DAMPING BY ADDING
DAMPER MEMBERS
TEST CONTROLLERS AT SEVERAL LEVELS
OF PASSIVE DAMPING
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12 Meter Truss Sensor and Actuator Locations
Eight collocated pairs of sensors and actuators will be fitted to the
undamped 12 meter truss to provide active vibration control forces. Linear
momentum exchange type actuators will be used. Structural velocity signals
will be obtained by integrating the output of linear accelerometers collocated
with each actuator. The locations of the eight senSor/actuator pairs is shown
in the figure. Two pairs of actuators will be positioned at the truss tip,
with one pair parallel to each bending plane. Each pair can be commanded
in-phase to control bending response while either pair can be commanded
out-of-phase to provide a moment to control torsion response. Single pairs of
actuators oriented parallel to the bending planes will be positioned at the
truss 3/4 and mid-station locations. These actuators will provide bending
mode control only.
3/4 STATION
MID STATION /_
1/4 STATION /
I ACTUATOR WITH
COLLOCATED SENSOR
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12 Meter Truss Actuator
Linear momentum exchange actuators will be used to provide control forces
on the 12 meter truss. The actuator design is shown in the figure. This
design is a modified version of the actuator developed at Martin Marietta
Denver Aerospace on the Passive and Active Control of Space Structures
(PACOSS) program. The actuator is a linear DC motor with the permanent magnet
field mounted on low friction shafts and the armature fixed to a support
housing. The PAC0SS design has been modified to provide dual support shafts
for the moving mass instead of the original single shaft. This eliminates the
hole though the proof mass required for the single shaft and restores the 40_
loss in output due to the hole in the permanent magnet. Proof mass centering
is provide by mechanical springs. A linear velocity transducer (LVT) is used
to measure relative velocity between the proof mass and the structure. The
relative velocity is fed back through the actuator with an adjustable gain to
provide damping in the actuator resonance. The actuator is capable of 1 pound
force output in the frequency range of 2 Hz to I00 Hz.
DR [(_INA I/ PAGE
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Real-Time Control Computer
A new digital computer system will be used to implement the active
control approaches on the 12 meter truss and other future experiments at the
Flight Dynamics Laboratory. The new system is based on the architecture that
will be used to conduct Space Shuttle based control experiments. This
architecture is based on the fact that the computer which--executes the
real-time control will not be directly accessible to the experimenter. It
will be accessed only through data links and intermediate computers from a
remote console on the ground. This is in Contrast tO the-typiC1 iaboratory
where a high speed development computer is fitted with data acquisition
interfaces and real-time support modifications to its operating-system. Such
laboratory systems do not provide the nedessary environmentto-devei_p :
experience for future flight experiments. T_le new system consists of two
basic components; a development system and a real-time controller. The
development system is a graphics workstation which is used for software design
and simulation, system supervision and data analysis. The real-time
controller is a fast, "black box" computer which executes the control and
captures response data. The controller can be accessed only through a data
interface from the development system. The controller has the same CPU as the
development system so that software compiled on the development system will
execute directly. A block diagram of the new system with some of the details
of the real-time controller is shown in the figure.
DEVELOPMENT
SYSTEM
____ __ :: i-
SUN 3/50
GRAPHICS
WORKSTATION
REAL-TIME
CONTROLLER
ETHERNET MOTOROLA
25MHz 68030
4 MB RAM
INTERFACE
1 \ ....
VME BUS INTERFACE J
/
A/D
12 CHANNEL
16-BIT PREC.
A RRAY
PROCESSOR
32 MFLOP
\
2 EACH
MATH
PROCESSOR
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Active Control Design for the 12 Meter Truss Experiment
Several active vibration control approaches are being pursued for the 12
Meter Truss Experiment. This work is being performed by Umit Ozguner and
Steven Yurkovich of the Ohio State University under contract. The control
approaches can be categorized as either centralized or decentralized types.
In the centralized catagory, the design approaches being studied are Loop
Transfer Recovery (LTR), Maximum Entropy / Optimal Projection and static
output feedback. The decentralized approaches are Overlapping Decomposition,
Total System Synthesis and Component Modal Synthesis. Also of interest in the
future is the Auto-tuning Hierarchy control design. The figure portrays the
several control design approaches being investigated. The control approaches
shown in shaded blocks in the figure have been studied extensively in
simulation runs on a preliminary finite element model of the control
configured truss. The designs are implemented on a 28th order model made up of
the 8 actuator modes and the lowest 4 bending and 2 torsion modes of the
truss.
Model ,1
Controller I Design
Decentralized
Control
Total System
Synthesis
Auto-tuning
Hierarchy
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12 Meter Truss Active Controller Performance Predictions
Closed loop simulations have been performed on several of the active
control approaches beinE pursued for the 12 Meter Truss Experiment. The
approaches include the centralized techniques of LQG,* LTR, HEOP and static
output feedback and the decentralized technlques Of OverlappinE Decomposition
and Component Modal Synthesis. Closed loop dampinE estimates based on these
control approaches are tabulated in the fiEure for the lowest 6 modes of the
truss. The estimated open loop modal dampinE values are listed for
comparison. The results for LOG, LTR and static output feedback are listed as
a sinEle column in the table since the results of these three apporaches were
nearly identical. Several observations can be made from the data. First, and
most importantly, every control approach resulted in a siEnificant increase in
modal dampinE over open loop for every mode except 2nd torsion. Generally
speakinE, all the controllers did a better job of addinE dampinE in the 2
first bendinE modes than in the hiEher modes and the decentralized approaches
were better at addinE dampinE to all six modes of interest than the
centralized approaches were. These simulations will be compared to test data
when the experimental hardware becomes operational in April or May 1989.
*Linear Quadratic Caussian (LQG).
1ST X BENDING
1ST Y BENDING
1ST TORSION
2ND X BENDING
2ND Y BENDING
2ND TORSION
OPEN-LOOP
.8O
.95
.15
.16
.18
.11
LQG, LTR,
OUTPUT
FEEDBACK
9.36
9.35
MEOP
4.49
4.64
0.96
1.45
1.43
0.95
1.38
1.37
0.17 0.17
_VERLAPPING
DECOMP
8.02
7.91
6.46
3.19
3.10
1.01
COMPONENT
SYNTHESIS
7.24
7.15
6.54
2.97
2.93
1.02
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Summary
In summary, the Flight Dynamics Laboratory is committed to an inhouse,
experimental investigation of several technical areas critical to the dynamic
performance of future Air Force large space structures. The Advanced Beam
Experiment has been sucessfully completed and provided much experience in the
implementation of active control approaches on real hardware. A series of
experiments is under way in evaluating ground test methods on the 12 meter
trusses with significant passive damping. Ground simulated zero-g response
data from the undamped truss will be compared directly with true zero-g flight
test data. The performance of several leading active control approaches will
be measured and compared on one of the trusses in the presence of significant
passive damping. In the future, the PACOSS Dynamic Test Article will be set
up as a test bed for the evaluation of system identification and control
techniques on a complex, representative structure with high modal density and
significant passive damping.
. ADVANCED BEAM PROVIDED VALUABLE EXPERIENCE
- LINEAR ACTUATOR DYNAMICS
- CONTROLLER PERFORMANCE IN HARDWARE
• 12 METER TRUSS MODAL TESTING IN PROGRESS
- DATA FROM MULTIPLE BOUNDARY CONDITIONS
- HIGH DAMPING IN TORSION MODES OF DAMPED TRUSS
- ZERO-G FLIGHT TEST DATA TO COMPARE WITH GROUND TEST
• 12 METER TRUSS ACTIVE CONTROL EXPERIMENT IN PREPARATION
- 8 ACTUATOR/SENSOR PAIRS
- TEST SEVERAL ACTIVE CONTROL APPROACHES
- EVALUATE CONTROLLER PERFORMANCE IN THE PRESENCE OF
PASSIVE DAMPING
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