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ON THE GLOBAL WELL-POSEDNESS OF FOCUSING ENERGY-CRITICAL
INHOMOGENEOUS NLS
YONGGEUN CHO, SEOKCHANG HONG, AND KIYEON LEE
Abstract. We consider the focusing energy-critical inhomogeneous nonlinear Schro¨dinger equation:
iut +∆u+ g|u|
p−1u = 0, u(0) = ϕ ∈ H˙1,
where 0 ≤ gi ≤ |x|bg ≤ gs, 0 < b <
4
3
, and p = 5 − 2b. On the road map of Kenig-Merle [22] we show the
global well-posedness and scattering of radial solutions under energy condition
Eg(ϕ) < Eg(Qb), and g
1
p0
s ‖ϕ‖
2
H˙1
< ‖Qb‖
2
H˙1
,
whereQb is the solution of ∆Qb+|x|
−bQ
p
b = 0, together with scaling condition |x||∇g(x)| . |x|
−b, variational
condition g
2
p−1
s (
p+1
2
− gi) ≤
p−1
2
, and rigidity condition −bg(x) ≤ x · ∇g(x). We also provide sharp finite
time blowup results for non-radial and radial solutions. For this we utilize the localized virial identity.
1. Introduction
In this paper, we consider the following Cauchy problem for an inhomogeneous nonlinear Schro¨dinger
equation in 3 dimensions: {
iut +∆u+ g|u|
p−1u = 0 in R1+3,
u(0) = ϕ ∈ H˙1(R3),
(1.1)
where g ∈ C1(R3\{0}) is the coefficient representing interaction among particles and p = 5−2b for 0 < b < 2.
Here H˙1 denotes the homogenous Sobolev space defined by
H˙1 = {f ∈ L6x : ‖f‖H˙1 := ‖∇f‖L2x < +∞}.
The equation (1.1) with p = 3 can be a model of dilute BEC when the two-body interactions of the
condensate are considered. For this see [1, 30]. Also it has been considered to study the laser guiding in an
axially nonuniform plasma channel. See [17, 29, 30].
The energy Eg of the solution to (1.1) can be defined by
Eg(u(t)) :=
1
2
‖∇u(t)‖2L2x −
1
p+ 1
∫
g|u(t)|p+1dx.(1.2)
If the solution is sufficiently smooth, then its energy is expected to be conserved, that is, Eg(u(t)) = Eg(ϕ)
for all t in the existence time interval. This will be treated again briefly in Remark 2.6 below.
As the scaling invariance case g = |x|−b, a scaling invariance structure can be set up in H˙1 under a
condition on g. To be more precise, we assume that
0 ≤ gi ≤ |x|
bg(x) ≤ gs and |x||∇g(x)| . |x|
−b for any x 6= 0,(1.3)
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where gi = inf |x|
bg(x) and gs = sup |x|
bg(x). Then the H˙1-scaled function uλ for λ > 0 defined by
uλ(t, x) = λ
1
2 u(λ2t, λx) is also the solution to the equation (1.1) with the coefficient gλ(x) := λ
bg(λx)
satisfying (1.3). Thus we may say that (1.1) is essentially energy-critical.
We say that (1.1) is locally well-posed if there exists a maximal existence time interval I∗ such that
there exists a unique solution u ∈ C(I∗; H˙1) and u depends continuously on the initial data. The local
well-posedness(LWP) can be usually shown by a contraction argument based on the Strichartz estimate [5].
The problem (1.1) is also said to be globally well-posed if I∗ = R and the global solution u is said to scatter
in H˙1 if there exists linear solutions u± such that u → u± in H˙
1 as t → ±∞. In this paper the solution is
said to blow up if
∫
I∗
∫
R3
|u(t, x)|10 dxdt = +∞ since the L10t,x norm controls our whole contraction argument.
We also use the terminology of finite time blowup when I∗ is bounded.
Many authors have studied the global behavior for the 3D inhomogeneous NLS for 0 < b < 2 and
1 < p < 5 − 2b. For instance we refer the readers to [15, 13, 3] and references therein. Since p < 5 − 2b,
the problem has an energy-subcritical nature. They utilized Holmer-Roudenko’s [19], localized virial, and
Dodoson-Murphy’s [14] arguments, respectively, in the mass-energy intercritical view. Up to now there has
not been known about the GWP and scattering for energy-critical equations. In this paper we treat these
problems under radial symmetry.
Inspired by the result [10] in which the case b = 0 is considered, we build up a global theory in H˙1 for
b > 0 through the concentration-compactness argument of Kenig-Merle [22]. Our strategy is threefold: (1)
Variational estimates by adopting the ground state Qb (2) Existence and compactness of minimal energy
blowup solutions(MEBS) (3) Rigidity to remove MEBS based on the localized virial argument. Here the
ground state Qb means a positive radial solution to the elliptic problem
∆Qb + |x|
−bQpb = 0.(1.4)
Let p0 =
p−1
2 (= 2 − b). Then Qb is given by the function Qb(x) =
(
1 + |x|
p0
p0+1
)− 1
p0
and is unique up to
scaling. For this see Remark 2.1 of [31].
For the variational estimates we confine the lower and upper bounds of |x|bg as follows:
g0 := g
1
p0
s (p0 + 1− gi) ≤ p0.(1.5)
For the rigidity part we need the radial symmetry and additional rigidity condition for g such that
−bg(x) ≤ x · ∇g(x) for all x 6= 0.(1.6)
These conditions together with (1.8) below give us a sharpness between GWP and blowup. The rigidity
condition (1.6) is equivalent to (sbg(s))′ ≥ 0 and gets rid of the error term occurring when we deal with
the lower bound for the second derivative of localized virial quantity zr(t) =
∫
br(x)|u(t)|
2 dx with a smooth
function br for r > 0.
In place of (1.4) one may consider a ground state, the positive radial solution to critical stationary problem
of (1.1):
∆Q+ gQp = 0.(1.7)
However, when g satisfies (1.3) and (1.6), we can show that (1.7) has no positive radial solution in R3. For
this see Proposition 8.1, Remark 8.2, and Remark 8.3 in Appendix. By this reason we take into account the
variational estimates based on the ground state Qb together with (1.5). However it does not mean that (1.5)
is optimal. We hope (1.5) to be extended to the case g0 > p0.
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We may take g satisfying (1.3), (1.5), and (1.6) as follows:
g(s) =
1
sb
a(s+ d)
s+ c
for a > 0, 0 ≤ d ≤ c, c > 0, a
1
p0
(
p0 + 1−
ad
c
)
≤ p0 (e.g. a = 1, d = 0, c = 1),
g(s) =
h(s)
sb
, h(s) =

a (0 ≤ a < p0 + 1), 0 ≤ s < 1,
smooth and increasing, 1 < s < 2,(
p0
p0+1−a
)p0
, s ≥ 2.
Now we are ready to state our main result.
Theorem 1.1. Let 0 < b < 43 . Let g be a radial function satisfying (1.3), (1.5), and (1.6). Suppose that
ϕ ∈ H˙1rad := {f ∈ H˙
1 : f is radial },
Eg(ϕ) < Eg(Qb), and g
1
p0
s ‖ϕ‖
2
H˙1
< ‖Qb‖
2
H˙1
.(1.8)
Then (1.1) is globally well-posed in H˙1rad and the solution u scatters in H˙
1
rad.
The upper bound 43 of b is required to control, by L
10
t,x norm, the nonlinear terms appearing in LWP, which
cannot be circumvented in our argument for the present. The condition (1.8) implies the energy trapping
and coercivity of energy, that is, Eg(u) ∼ ‖u‖
2
H˙1
∼ ‖ϕ‖2
H˙1
. It plays a crucial role in the rigidity part. In
order to show the existence and nonexistence of MEBS we develop a profile decomposition for radial data
and compactness of MEBS flow under (1.8) and (1.6).
On the other hand to obtain a sharp blowup result we need to control the error term for the upper bound
of the second derivative of localized virial quantity. To do so we assume that
x · ∇g(x) ≤ (p+ 1)(kg − ρ)g(x) for all x 6= 0,(1.9)
where kg =
p0−g0
p0+1−g0
and for some ρ ≥ 0. Then we get the following.
Theorem 1.2. Let 0 < b < 43 . Let g be a nonnegative and bounded function satisfying (1.3), (1.5), and
(1.9).
(1) Suppose that ϕ ∈ H˙1, |x|ϕ ∈ L2,
Eg(ϕ) < Eg(Qb), and g
1
p0
s ‖ϕ‖
2
H˙1
≥ ‖Qb‖
2
H˙1
.(1.10)
Then the solution u to (1.1) blows up in finite time.
(2) Suppose that g is radial, ρ > 0, and ϕ ∈ H˙1rad satisfies (1.10). Then the radial solution u to (1.1)
blows up in finite time.
Note that the radial symmetry is not necessary for (1). The condition (1.10) leads us to the inequality∫
(|∇u|2−(1−η)g|u|p+1) dx < −C for some 0 ≤ η < 1 and C > 0 and hence to the finite time blowup through
the localized virial identity (6.5) below. This argument also appears in some literatures (see [21, 2, 13]). In
(2) the moment condition |x|ϕ ∈ L2x has been replaced with the radial symmetry and L
2
x condition. This is
due to the space-decay estimate of Strauss [28]. The condition ρ > 0 in (2) is required to handle error terms
appearing in localized virial argument.
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Notations.
• Mixed-normed spaces: For a Banach space X and an interval I, u ∈ LqIX iff u(t) ∈ X for a.e. t ∈ I and
‖u‖Lq
I
X := ‖‖u(t)‖X‖Lq
I
<∞. Especially, we denote LqIL
r
x = L
q
t (I;L
r
x(R
3)), LqI,x = L
q
IL
q
x, L
q
tL
r
x = L
q
R
Lrx,
S(I) = L10I L
10
x , W1(I) = L
10
I L
30
13
x , and W2(I) = L
10(b+1)
3b+1
I L
30(b+1)
9b+13
x .
• As usual different positive constants depending only on b, gi, gs are denoted by the same letter C, if not
specified. A . B and A & B means that A ≤ CB and A ≥ C−1B, respectively for some C > 0. A ∼ B
means that A . B and A & B.
2. Locat theory
We first introduce some preliminaries which will be useful in local and global theories. By Duhamel’s
principle the equation (1.1) is rewritten as the integral equation:
u = eit∆ϕ+ i
∫ t
0
ei(t−t
′)∆g|u(t′)|p−1u(t′)dt′.(2.1)
Here we define the linear propagator eit∆ given by the solution to the linear problem i∂tv = −∆v with initial
data v(0) = f . It is formally given by
eit∆f = F−1
(
e−it|ξ|
2
F(f)
)
= (2π)−3
∫
R3
ei(x·ξ−t|ξ|
2)f̂(ξ)dξ,
where f̂ = F(f) denotes the Fourier transform of f and F−1(h) the inverse Fourier transform of h such that
F(f)(ξ) =
∫
R3
e−ix·ξf(x) dx, F−1(h)(x) = (2π)−3
∫
R3
eix·ξh(ξ) dξ.
Lemma 2.1 ([20]). Let (q, r) and (q˜, r˜) be pairs such that 2 ≤ q, r, q˜, r˜ ≤ ∞ and satisfy the equation
2
q
+ 3
r
= 32 . Then we have
‖eit∆ϕ‖LqtLrx . ‖ϕ‖L2x ,∥∥∥∥∫ t
0
ei(t−t
′)∆F dt′
∥∥∥∥
L
q
tL
r
x
. ‖F‖
L
q˜′
t L
r˜′
x
.
We call such pair admissible one. The pairs (10, 3013 ) and (
10(b+1)
3b+1 ,
30(b+1)
9b+13 ) are admissible.
Lemma 2.2 ([4]). Let f ∈ W˙ 1,p(R3) = {f ∈ L
np
n−p : ‖f‖W˙p := ‖∇f‖Lpx <∞}. Then for 1 < p < n we have
‖|x|−1f‖Lpx . ‖f‖W˙ 1,p .
2.1. Local well-posedness. We have only to show the following LWP for (2.1).
Propsition 2.3. Let ϕ ∈ H˙1, 0 ∈ I an interval, and 0 < b < 43 . Assume that ‖ϕ‖H˙1 ≤ A. Then there exists
δ = δ(A) satisfied following: If ‖eit∆ϕ‖S(I) < δ, then there exists a unique solution u of (1.1) in I ×R
3 with
u ∈ C(I; H˙1(R3)),
‖u‖S(I) ≤ 2δ, and ‖∇u‖Wi(I) <∞ (i = 1, 2).
In particular, if ϕk → ϕ in H˙
1, then the corresponding solutions uk → u in C(I; H˙
1) as k →∞.
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Proof of Proposition 2.3. We use the contraction mapping principle. To this end we fix r, s > 0, to be chosen
later. Let us define a complete metric space (Br,s, d) and a mapping Φ as following:
Br,s = {v ∈ C(I; H˙
1) : ‖v‖L∞
I
H˙1 ≤ 2A, ‖v‖S(I) ≤ r, ‖∇v‖Wi(I) ≤ s (i = 1, 2)},
d(u, v) = ‖v − v′‖L∞
I
H˙1 + ‖v − v
′‖S(I) +
∑
i=1,2
‖∇(v − v′)‖Wi(I),
Φ(v) = eit∆ϕ+ i
∫ t
0
ei(t−t
′)∆f(v)dt′, f(v) = g|v|p−1v, p = 5− 2b.
By the scaling condition (1.3), Lemma 2.1, and Lemma 2.2 we obtain for each i = 1, 2 that
‖∇Φ(v)‖Wi(I) ≤ C‖∇ϕ‖L2x + C‖∇f(v)‖L2
I
L
6
5
x
≤ C
(
A+ ‖v‖p−1−b
S(I) ‖|x|
−1v‖b+1
W2(I)
+ ‖v‖p−1−b
S(I) ‖|x|
−1v‖bW2(I)‖∇v‖W2(I)
)
(2.2)
≤ C(A+ rp−1−bsb+1).
Here we used the Ho¨lder pairs such that
5
6
=
p− 1− b
10
+
9b+ 13
30
,
1
2
=
p− 1− b
10
+
3b+ 1
10
.
This choice is plausible because p− 1− b = 4− 3b > 0.
Choosing s = 2AC and Crp−1−bsb ≤ min(12 ,
1
2C ), we have ‖∇Φ(v)‖Wi(I) ≤ s for i = 1, 2. Now if δ =
r
2
and Cr3−3bsb+1 ≤ 12 , Combining Sobolev embedding W˙
1, 3013 →֒ L10 and the same argument as above, we
deduce that
‖Φ(v)‖S(I) ≤ ‖e
it∆ϕ‖S(I) + C‖∇f(v)‖
L2
I
L
6
5
x
≤ δ + Crp−1−bsb+1 ≤ r = 2δ.
‖Φ(v)‖L∞
I
H˙1 ≤ A+ Cr
p−1−bsb+1 ≤ 2A
Hence Φ is self-mapping on Br,s.
Next we show Φ is a contraction map.
d(Φ(v),Φ(v′)) . ‖|x|−b−1(|v|p−1v − |v′|p−1v′)‖
L2
I
L
6
5
x
+ ‖|x|−b∇(|v|p−1v − |v′|p−1v′)‖
L2
I
L
6
5
x
≤ ‖(|v|p−1 + |v′|p−1)|x|−b−1|v − v′|‖
L2
I
L
6
5
x
+ ‖|x|−b|v|p−1|∇v −∇v′|‖
L2
I
L
6
5
x
+ ‖|x|−b|∇v′|(|v|p−2 + |v′|p−2)|v − v′|‖
L2
I
L
6
5
x
=: N1 +N2 +N3.
Similarly to (2.2) N1 and N2 estimate
N1 . (‖v‖
p−1
S(I) + ‖v
′‖p−1
S(I))‖|x|
−1(v − v′)‖b+1
W2(I)
,
N2 . ‖v‖
p−1−b
S(I) ‖|x|
−1v‖bW2(I)‖∇(v − v
′)‖W2(I).
N3 is handled differently by the value of b. If 1 ≤ b <
4
3 , then
N3 . ‖∇v
′‖W2(I)(‖v‖S(I) + ‖v
′‖S(I))
p−1−b(‖|x|−1v‖W2(I) + ‖|x|
−1v′‖W2(I))
b−1‖|x|−1(v − v′)‖W2(I).
If 0 < b < 1, then
N3 . ‖∇v
′‖W2(I)(‖v‖S(I) + ‖v
′‖S(I))
p−2‖v − v′‖1−b
S(I)‖|x|
−1(v − v′)‖bW2(I).
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The above estimates yields that
d(Φ(v),Φ(v′)) ≤ C(rp−1−bsb + rp−2s)d(v, v′).
Therefore Φ is a contraction map provided C(rp−1−bsb + rp−2s) < 1.
The continuous dependency on initial data follows immediately from the above contraction argument.
This completes the proof of Proposition 2.3. 
Remark 2.4 (blowup criterion). Proposition 2.3 implies the existence of maximal existence time interval
I∗. Moreover, one can immediately deduce the blowup criterion: if ‖u‖S(I∗) < +∞, then I
∗ = R, and if I∗
is bounded, then ‖u‖S(I∗) = +∞. We also conclude that if ‖ϕ‖H˙1 is sufficiently small, then I
∗ = R.
Remark 2.5 (H˙1 scattering). Suppose that I∗ = R and ‖u‖S(I∗) < +∞. Let us set
ϕ± := ϕ+ i
∫ ±∞
0
e−it
′∆[g|u|p−1u] dt′.
Then the solution u scatters to eit∆ϕ± in H˙
1 by standard duality argument.
Remark 2.6 (mass-energy conservation). Let us define the mass by ‖u(t)‖2
L2x
for the solution u to (1.1).
If we assume that ϕ ∈ H1, we can readily show the LWP in H1 by the similar way to Proposition 2.3 and
also show that u,∇u ∈ Lq[0,T ]L
r
x for any admissible pair (q, r) and for any [0, T ] ⊂ I
∗ by using Duhamel’s
formula (2.1). At this point we can apply Ozawa’s argument in [27] directly to show the mass conservation
and energy conservation without further regularizing argument. In addition, even though ϕ ∈ H˙1, the energy
conservation follows from the standard density argument (H1 →֒ H˙1) and continuous dependency on the
initial data.
2.2. Long-time perturbation.
Propsition 2.7. Let g be a radial function satisfying (1.3) with 0 < b < 43 . Let I ⊂ R be a time interval
containing 0 and u˜ be a radial function defined on I × R3. Assume that u˜ satisfies following:
‖u˜‖L∞t H˙1
≤ A and ‖u˜‖S(I) ≤M
for some constants M,A > 0 and
i∂tu˜+∆u˜+ f(u˜) = e for (t, x) ∈ I × R
3,
where f(u˜) = g|u˜|p−1u˜ and that
‖ϕ− u˜(0)‖H˙1 ≤ A
′, ‖∇e‖
L2
I
L
6
5
x
≤ ε, and ‖∇eit∆[ϕ− u˜(0)]‖Wi(I) ≤ ε (i = 1, 2).
Then there exists ε0 = ε0(M,A,A
′) and a unique solution u ∈ C(I; H˙1rad) with u(0) = ϕ in I ×R, such that
for 0 < ε < ε0 with
‖u‖S(I) ≤ C(M,A,A
′) and ‖u(t)− u˜(t)‖H˙1 ≤ A
′ + C(M,A,A′)ε for all t ∈ I.
Proof. We may assume, without loss of generality, that I = [0, a) for some 0 < a ≤ +∞. Ho¨lder’s and
Hardy-Sobolev’s inequalities (Lemma 2.2) yield
‖∇(g|u|p−1u)‖
L2
I
L
6
5
x
. ‖u‖p−1−b
S(I) ‖∇u‖
b+1
W2(I)
.
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Indeed, by the integral equation (2.1) for u˜ and Proposition 2.3, we obtain
‖∇u˜‖Wi(Ik) ≤ CA+ ρ‖∇u˜‖
b+1
Wi(Ik)
for {Ik} satisfying
⋃
Ik = I and C‖u˜‖
4−3b
S(Ik)
≤ ρ. Hence, by continuous argument ‖∇u˜‖Wi(Ik) < 2CA for
sufficiently small ρ and hence one can readily obtain
‖∇u˜‖Wi(I) ≤ M˜
for some M˜ depending on M,A.
Let us define u = u˜+ w, so that the equation for w is written as{
iwt +∆w = f(u˜+ w) − f(u˜) + e,
w(0) = ϕ− u˜(0).
Then for arbitrary η > 0, there exists Ij = [aj , aj+1) such that
⋃J
j=1 Ij = I and ‖∇u˜‖Wi(Ij) ≤ η (i = 1, 2).
On Ij w satisfies
w(t) = ei(t−aj)∆w(aj) + i
∫ t
aj
ei(t−t
′)∆(f(u˜+ w)− f(u˜))dt′ − i
∫ t
aj
ei(t−t
′)∆e(t′)dt′.
By Sobolev embedding and Lemma 2.2, we get
2∑
i=1
‖∇w‖Wi(Ij) ≤
(
2∑
i=1
‖∇ei(t−aj)∆w(aj)‖Wi(Ij) + 2Cε
)
+ Cηb+1
2∑
i=1
‖∇w‖Wi(Ij)
+ C
(
2∑
i=1
‖∇w‖Wi(Ij)
)p
.
Thus, if Cη2 ≤ 13 , we have
2∑
i=1
‖∇w‖Wi(Ij) ≤
3
2
γj + C
(
2∑
i=1
‖∇w‖Wi(Ij)
)p
,
where γj =
∑2
i=1 ‖∇e
i(t−aj)∆w(aj)‖Wi(Ij) + 2Cε.
From the standard continuity argument, we can find C0 > 0 satisfying that
2∑
i=1
‖∇w‖Wi(Ij) ≤ 3γj and C
(
2∑
i=1
‖∇w‖W (Ij)
)p
≤ 3γj ,
provided γj ≤ C0. Repeating the above argument for the equation
ei(t−aj+1)∆w(aj+1) = e
i(t−aj)∆w(aj) + i
∫ aj+1
aj
ei(t−t
′)∆(f(u˜+ w)− f(u˜))dt′
−i
∫ aj+1
aj
ei(t−t
′)∆e(t′)dt′,
we get
2∑
i=1
‖ei(t−aj+1)∆w(aj+1)‖Wi(Ij+1) ≤
2∑
i=1
‖∇ei(t−aj)∆w(aj)‖Wi(Ij+1) + Cε
+ Cη2
2∑
i=1
‖∇w‖Wi(Ij+1) + C
(
2∑
i=1
‖∇w‖Wi(Ij+1)
)p
.
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Taking a sufficiently small η to satisfy γj+1 ≤ 10γj provided γj ≤ C0. This always happens if C10
Jε0 < C0.
With this ε0 we have that for any 0 < ε < ε0
‖w‖S(I) + ‖∇w‖W1(I) + ‖∇w‖W2(I) ≤ 3C
J∑
j=1
γj ≤
C
3
(10J+1 − 1)ε.
Hence by setting C(M,A,A′) = C(10J+1 − 1)ε0/3 we obtain
‖u‖S(I) ≤ ‖w‖S(I) + ‖u˜‖S(I) ≤ C(M,A,A
′).
Using the Strichartz estimate and Hardy-Sobolev inequality once more, we reach that
‖w‖L∞
I
H˙1 ≤ A
′ + Cε+ C
J∑
j=1
‖∇(f(u˜+ w) − f(u˜))‖
L2
I
L
6
5
x
≤ A′ + C(M,A,A′)ε.

3. Variational estimates
We now provide some variational inequalities showing a sharpness between GWP and blowup. Let
C∗ be the best constant satisfying ‖|x|
− b
p+1u‖
L
p+1
x
≤ C∗‖u‖H˙1. The existence of minimizer u∗ such that
‖|x|−
b
p+1u‖
L
p+1
x
= C∗‖u∗‖H˙1 is well-known. For instance this see Theorem 4.3 of [25]. By the standard vari-
ational argument one can show that u∗ can be characterized by u∗ = e
iθλ
1
2Qb(λ(x)) for some θ ∈ [−π, π],
λ > 0, and x0 ∈ R
3. From the elliptic equation (1.4) it follows that
∫
|∇Qb|
2 =
∫
|x|−b|Qb|
p+1. Hence,∫
|∇Qb|
2 = 1
C
p+1
∗
.
Lemma 3.1 (Energy trapping). Let u be a solution of (1.1) with ϕ such that
g
1
p0
s ‖ϕ‖
2
H˙1
< ‖Qb‖
2
H˙1
and Eg(ϕ) ≤ (1 − δ0)Eg(Qb)
for some δ0 > 0. Then there exits δ¯ = δ¯(δ0) such that
(i) g
1
p0
s ‖u(t)‖
2
H˙1
≤ (1− δ¯)‖Qb‖
2
H˙1
,
(ii)
∫
|∇u(t)|2 − g|u(t)|p+1dx ≥ δ¯
∫
|∇u(t)|dx,
(iii) (Coercivity) Eg(u(t)) ∼ ‖u(t)‖
2
H˙1
∼ ‖ϕ‖2
H˙1
,
for all t ∈ I∗, where I∗ is the maximal existence time interval.
The above lemma follows from the continuity argument, energy conservation, and the following lemma
on the initial energy trapping.
Lemma 3.2. Let Eg(ϕ) ≤ (1−δ0)Eg(Qb), g
1
p0
s ‖ϕ‖2
H˙1
< ‖Qb‖
2
H˙1
for some δ0 > 0. Then there exists δ¯ = δ¯(δ0)
such that
(i) g
1
p0
s ‖ϕ‖
2
H˙1
≤ (1 − δ¯)‖Qb‖
2
H˙1
,
(ii)
∫
|∇ϕ|2 − g|ϕ|p+1dx ≥ δ¯‖ϕ‖2
H˙1
,
(iii) Eg(ϕ) ≥ 0.
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Proof of Lemma 3.2. Let f(y) = 12y −
Cp+1
∗
p+1 y
p+1
2 , y¯ = g
1
p0
s ‖ϕ‖2
H˙1
, and y0 = ‖Qb‖
2
H˙1
. Then we estimate the
following:
f(y¯) =
g
1
p0
s
2
‖ϕ‖2
H˙1
−
(g
1
p0
s )
p+1
2 Cp+1∗
p+ 1
‖ϕ‖p+1
H˙1
≤
g
1
p0
s
2
‖ϕ‖2
H˙1
−
(g
1
p0
s )
p+1
2
p+ 1
‖|x|−
b
p+1ϕ‖p+1
L
p+1
x
≤ g
1
p0
s Eg(ϕ) ≤ g
1
p0
s (2− gi)(1 − δ0)f(y0) ≤ (1− δ0)f(y0).
Since 0 ≤ y¯ < y0 and f is strictly increasing on [0, y0], for some δ¯ > 0 we get
0 ≤ f(y¯), y¯ ≤ (1 − δ¯)y0.
In particular, ∫
|∇ϕ|2 − g|ϕ|p+1 ≥
∫
|∇ϕ|2 − gsC
p+1
∗
(∫
|∇ϕ|2
) p+1
2
≥ δ¯‖ϕ‖2
H˙1
.
This completes the proof of Lemma 3.2. 
4. Profile decomposition
In this section we introduce a profile decomposition for radial data.
Lemma 4.1. Assume that {v0,n} ⊂ H˙
1
rad, ‖v0,n‖H˙1 ≤ A, and ‖e
it∆v0,n‖LqtLrx ≥ δ > 0, where δ is as
in Proposition 2.3. Then up to a subsequence (still called {v0,n}) for any J ≥ 1 there exists a sequence
{V0,j}1≤j≤J in H˙
1
rad and a family of parameters (λj,n, tj,n) ∈ R
+ × R with
λj,n
λj′,n
+
λj′,n
λj,n
+
|tj,n − tj′,n|
λ2j,n
n→∞
−−−−→ 0 j 6= j′
such that
(i) ‖V0,1‖H˙1 ≥ α0(A) > 0,
(ii) v0,n =
∑J
j=1 λ
− 12
j,n V
l
j
(
−
tj,n
λ2
j,n
, x
λj,n
)
+ wJn , V
l
j (t, x) = [e
it∆V0,j ](x),
(iii) lim inf
n→∞
∥∥∇eit∆wJn∥∥LqtLrx → 0 for any admissible pair (q, r) with 2 < q <∞,
(iv) ‖v0,n‖
2
H˙1
=
∑J
j=1 ‖V0,n‖
2
H˙1
+ ‖wJn‖
2
H˙1
+ o(1) as n→∞,
(v) Eg(v0,n) =
∑J
j=1 Eg
(
λ
− 12
j,n V
l
j (−
tj,n
λ2
j,n
, ·
λj,n
)
)
+ Eg(w
j
n) + o(1) as n→∞.
Remark 4.2. The space-frequency translation has been removed by radial symmetry in the above lemma.
This fact enables us to get a stronger convergence of remainder terms wJn in L
q
tW˙
1,r than expected in LqtL
3r
3−r .
Together with long-time perturbation (Proposition 2.7), we will utilize this strong convergence for the proof
of the existence and compactness of minimal energy blowup solution. For the non-radial case one has only
to replace the convergence in the space LqtL
3r
3−r .
Proof. One can show (i), (ii), (iii), and (iv) by exactly the same way as in [23, 8, 7]. We omit the details.
Here we only consider the energy decoupling (v). Due to the kinetic energy decoupling (iv) it suffices to
show
lim
n→∞
∫ g|v0,n|p+1 dx− ∑
1≤j≤J
∫
g|Gj,n|
p+1 dx−
∫
g|wJn |
p+1 dx
 = 0,
where
Gj,n(x) = λ
− 12
j,n V
l
j
(
−
tj,n
λ2j,n
,
x
λj,n
)
.
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For this we consider∫
g(x)|v0,n|
p+1dx−
∫
g(x)|v0,n −G1,n|
p+1 dx−
∫
g(x)|G1,n|
p+1dx
n→∞
−−−−→ 0.(4.1)
Then by repeating the same argument w.r.t. j we conclude the proof.
In order to show (4.1) we utilize the following inequality: (p.358 of [25])∣∣∣|z1|q − |z1 − z2|q − |z2|q∣∣∣ ≤ q2q−1(|z1 − z2|q−1|z2|+ |z1 − z2||z2|q−1) for 1 ≤ q <∞.(4.2)
Let sn = −
t1,n
λ21,n
. Suppose that lim
n→∞
|sn| =∞. Then by the time-decay estimate such that ‖e
itn∆f‖Lpx → 0
as |tn| → ∞ for any p > 2 and f ∈ C
∞
0 , we have from (4.2) that∫
g(x)|v0,n|
p+1dx−
∫
g(x)|v0,n −G1,n|
p+1 dx−
∫
g(x)|G1,n|
p+1dx
.
∫
|x|−b(|v0,n −G1,n|
p|G1,n|+ |v0,n −G1,n||G1,n|
p)dx
. ‖|x|−1(v0,n −G1,n)‖
b
L2x
‖v0,n −G1,n‖
p−b
L6x
‖G1,n‖L6x + ‖|x|
−1G1,n‖
b
L2x
‖v0,n −G1,n‖L6x‖G1,n‖
p−b
L6x
→ 0 as n→∞.
Up to a subsequence we now assume that lim
n→∞
sn = t¯. And let S1,n(v0,n) = λ
1
2
j,nv0,n(λj,n·). Then we have
that
S1,n(v0,n)→ e
it¯∆V0,1 weakly in H˙
1 as n→∞,
S1,n(G1,n)→ e
it¯∆V0,1 strongly in L
6
x as n→∞.(4.3)
By scaling the left hand side of (4.1) is written as∫
g(x)|v0,n|
p+1dx−
∫
g(x)|v0,n −G1,n|
p+1 dx−
∫
g(x)|G1,n|
p+1dx
=
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)|
p+1dx−
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)− S1,n(G1,n)|
p+1dx
−
∫
(λj,n)
bg(λj,nx)|S1,n(G1,n)|
p+1dx
=: An +Bn + Cn,
where
An =
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)|
p+1dx−
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)− e
it¯∆V0,1|
p+1dx
−
∫
(λj,n)
bg(λj,nx)|e
it¯∆V0,1|
p+1 dx,
Bn =
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)− e
it¯∆V0,1|
p+1 dx −
∫
(λj,n)
bg(λj,nx)|S1,n(v0,n)− S1,n(G1,n)|
p+1 dx,
Cn =
∫
(λj,n)
bg(λj,nx)|e
it¯∆V0,1| dx−
∫
(λj,n)
bg(λj,nx)|S1,n(G1,n)| dx.
Using the density by C∞0 , and the compactness of multiplication operator by β ∈ C
∞
0 from H˙
1 to L3, one
can readily show that for any ε > 0 there exist β ∈ C∞0 close to e
it¯∆V0,1 in H˙
1 and N = N(ε) such that if
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n ≥ N , then (S1,n(v0,n)− e
it¯∆V0,1)β close to 0 in L
3
x and thus
|An| ≤
∫
(λj,n)
b|g(λj,nx)|
∣∣∣S1,n(v0,n)|p+1 − |S1,n(v0,n)− eit¯∆V0,1|p+1 − |eit¯∆V0,1|p+1∣∣∣ dx
.
∫
|x|−b
∣∣∣|S1,n(v0,n)|p+1 − |S1,n(v0,n)− eit¯∆V0,1|p+1 − |eit¯∆V0,1|p+1∣∣∣ dx
.
∫
|x|−b
(
|S1,n(v0,n)− e
it¯∆V0,1|
p|eit¯∆V0,1|+ |S1,n(v0,n)− e
it¯∆V0,1||e
it¯∆V0,1|
p
)
dx
. ‖S1,n(v0,n)− e
it¯∆V0,1‖
b
H˙1
‖S1,n(v0,n)− e
it¯∆V0,1‖
p−b
L6x
‖eit¯∆V0,1 − β‖L6x
+ ‖(S1,n(v0,n)− e
it¯∆V0,1)β‖L3x‖|x|
−1(S1,n(v0,n)− e
it¯∆V0,1)‖
b
L2x
‖S1,n(v0,n)− e
it¯∆V0,1‖
p−1−b
L6x
+ ‖S1,n(v0,n)− e
it¯∆V0,1‖L6x‖|x|
−1(eit¯∆V0,1 − β)‖
b
L2x
‖eit¯∆V0,1 − β‖
p−b
L6x
+ ‖(S1,n(v0,n)− e
it¯∆V0,1)β‖L3x‖|x|
−1β‖bL2x‖β‖
p−1−b
L6x
< ε.
We used (4.2) for the third inequality.
On the other hand, we have by direct calculation that
|Bn| ≤
∫
(λj,n)
b|g(λj,nx)|
∣∣∣|S1,n(v0,n)− S1,n(G1,n)|p+1 − |S1,n(v0,n)− eit¯∆V0,1|p+1∣∣∣ dx
.
∫
|x|−b
(
|S1,n(v0,n)|
p + |S1,n(G1,n)|
p + |eit¯∆V0,1|
p
)
|S1,n(G1,n)− e
it¯∆V0,1| dx,
|Cn| ≤
∫
(λj,n)
b|g(λj,nx)|
∣∣∣|S1,n(G1,n)|p+1 − |eit¯∆V0,1|p+1∣∣∣ dx
.
∫
|x|−b
(
|S1,n(G1,n)|
p + |eit¯∆V0,1|
p
)
|S1,n(G1,n)− e
it¯∆V0,1| dx.
Thus the strong convergence (4.3) concludes that
lim
n→∞
(Bn + Cn) = 0.
This completes the proof of Lemma 4.1. 
5. Minimal energy blowup solution (MEBS)
The aim of this section is to show the existence and compactness of MEBS. Our proof is quite similar to
that of [22] except for the inhomogeneous coefficient g. However, for the convenience of readers, we provide
a sketch of proof.
5.1. Existence of MEBS. For each 0 < e < Eg(Qb) let
A(e) :=
{
ϕ ∈ H˙1rad : Eg(ϕ) < e, g
1
p0
s ‖ϕ‖
2
H˙1
< ‖Qb‖
2
H˙1
}
and then
β(e) := sup
{
‖v‖S(I∗) : v(0) ∈ A(e), v solution to (1.1)
}
.
Define Eg,c = sup{e : β(e) < +∞}. In view of the blowup criterion and small data scattering (Remarks 2.4
and 2.5) we deduce that 0 < Eg,c ≤ Eg(Qb). In this subsection we assume that Eg,c < Eg(Qb), which will
lead us to a contradiction.
By the definition of Eg,c we deduce that
(1) If 0 ≤ e < Eg,c, g
1
p0
s ‖ϕ‖2
H˙1
< ‖Qb‖
2
H˙1
, and Eg(ϕ) < e, then ‖u‖S(I∗) < +∞.
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(2) If Eg,c ≤ e < Eg(Qb), g
1
p0
s ‖ϕ‖2
H˙1
< ‖Qb‖
2
H˙1
, and Eg,c ≤ Eg(ϕ) < e < Eg(Qb), then ‖u‖S(I∗) = +∞.
At this point, we may expect that Eg(Qb) is critical value between GWP and blowup.
Propsition 5.1. Let ϕc ∈ H˙
1
rad satisfy that Eg(ϕc) = Eg,c(< Eg(Qb)) and g
1
p0
s ‖ϕc‖
2
H˙1
< ‖Qb‖
2
H˙1
. If uc is
the corresponding solution to (1.1), then ‖uc‖S(I∗) = +∞.
The solution uc is called the minimal energy blowup solution (MEBS). For the proof we need to introduce
nonlinear profile.
Definition 5.2 (Nonlinear profile). Let v0 ∈ H˙
1
rad, v = e
it∆v0, and {tn} a sequence with tn → t¯ ∈
[−∞,+∞]. We say that u(t, x) is a non-linear profile associated with (v0, {tn}) if there exist a maximal
interval I∗ with t¯ ∈ I∗ such that u is solution of (1.1) on I∗ and lim
n→∞
‖u(·, tn)− v(·, tn)‖H˙1 = 0.
Remark 5.3. The nonlinear profile always exists. In fact, if t¯ ∈ (−∞,+∞), we have only to solve (1.1)
with initial data v(x, t¯). And if t¯ = ±∞, by solving the integral equation
u(t) = eit∆v0 + i
∫ ±∞
t
ei(t−t
′)∆[g|u|p−1u]dt′
we get the nonlinear profile.
Remark 5.4. If u1 and u2 are nonlinear profiles associated with (v0, {tn}), then u1 = u2 by LWP. Hence
the uniqueness of nonlinear profile is guaranteed.
The following lemma is useful for the proof of Propositions 5.1 and 5.6. While proving this lemma, we
demonstrate the usage of profile decomposition and long-time perturbation.
Lemma 5.5. Let {z0,n} ∈ H˙
1
rad, g
1
p0
s ‖z0,n‖
2
H˙1
< ‖Qb‖
2
H˙1
, Eg(z0,n)→ Eg,c(< Eg(Qb)), and ‖e
it∆z0,n‖S(I) ≥
δ > 0. Let {V0,j} be the linear profiles. Assume that one of
(a) lim inf
n→∞
Eg(V
l
1 (−
t1,n
λ21,n
)) < Eg,c,
(b) lim inf
n→∞
Eg(V
l
1 (−
t1,n
λ21,n
)) = Eg,c and for sn = −
t1,n
λ21,n
, after passing to a subsequence so that sn → s¯ ∈
[−∞,∞] and Eg(V
l
1 (sn))→ Eg,c, and if U1 is the nonlinear profile associated with (V0,1, {sn}), then
I = R and ‖U1‖S(I) <∞.
Then, if {zn} is solution of (1.1) with {z0,n}, ‖zn‖S(I) <∞, for n large.
Proof. At first we show part (b). Assume that
lim inf
n→∞
Eg(V
l
1 (−
t1,n
λ21,n
)) = Eg,c.
From the energy coercivity, (iii) of Lemma 3.1, and the profile decomposition it follows that V0,j = 0 (j ≥ 2)
and ‖wJn‖H˙1 → 0. Now let us set
v0,n(x) = λ
1
2
1,nz0,n(λ1,nx), w˜
J
n(x) = λ
1
2
1,nw
J
n(λ1,nx).
Then we have
v0,n = V
l
1 (sn) + w˜
J
n , ‖w˜
J
n‖H˙1 → 0,
with g
1
p0
s ‖v0,n‖
2
H˙1
< ‖Qb‖
2
H˙1
and Eg(v0,n)→ Eg,c < Eg(Qb).
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Then by definition of linear and nonlinear profile we get
‖V l1 (sn)− U1(sn)‖H˙1 → 0,
v0,n = U1(sn) + w¯
j
n, ‖w¯
j
n‖H˙1 → 0,
‖∇eit∆[V l1 (sn)− U1(sn)]‖Wi(I) → 0.
Since ‖w¯jn‖H˙1 → 0, we have Eg(U1) = Eg,c < Eg(Qb) and also from (i) of Lemma 3.1 that
sup
t∈I
g
1
p0
s ‖U1(t)‖
2
H˙1
< ‖Qb‖
2
H˙1
.
Therefore the case (b) follows from the long-time perturbation, Proposition 2.7.
We next assume that
lim inf
n→∞
Eg(V
l
1 (−
t1,n
λ21,n
)) = Eg,c.
We will show that
lim inf
n→∞
Eg(V
l
j (−
t1,n
λ21,n
)) < Eg,c (j = 2, · · · , J).
By profile decomposition, Lemma 4.1 we have
‖z0,n‖
2
H˙1
=
J∑
j=1
‖V0,j‖
2
H˙1
+ ‖wJn‖
2
H˙1
+ o(1) as n→∞,
Eg(z0,n)→ Eg,c < Eg(Qb).
For n large, there exists δ0 > 0 such that Eg(z0,n) ≤ (1− δ0)Eg(Qb) and thus (i) of Lemma 3.1 gives us that
g
1
p0
s ‖z0,n‖
2
H˙1
≤ (1 − δ¯)‖Qb‖
2
H˙1
. Then we obtain that Eg(V
l
j (sn)) ≥ 0 and Eg(w
J
n) ≥ 0 for all n large, and
also that Eg(V
l
1 (sn)) ≥ Cα0 > 0 for some α0 > 0. Thus,
Eg(z0,n) ≥ Cα0 +
J∑
j=2
Eg(V
l
j (sn)) + o(1).
Since Eg(z0,n)→ Eg,c,
lim inf
n→∞
Eg(V
l
j (sn)) < Eg,c for j ≥ 2.
Let Uj be the nonlinear profile associated with (V0,j , {sn}). Our next claim is that ‖Uj‖S(R) < +∞ for
all j = 1, 2, · · · , J . By Definition 5.2 we have
Eg(V
l
j (sn)) < Eg,c Eg(Uj) < Eg,c,
and
g
1
p0
s ‖V
l
j (sn)‖
2
H˙1
≤ g
1
p0
s ‖z0,n‖
2
H˙1
+ o(1) ≤ (1− δ¯)‖Qb‖
2
H˙1
+ o(1)
for n large. Hence (i) of Lemma 3.1 shows g
1
p0
s ‖Uj(t)‖
2
H˙1
< ‖Qb‖
2
H˙1
for all t ∈ Ij . But the criticality of Eg,c
means I∗j = R. Hence, ‖Uj‖S(R) <∞. In fact, for fixed J and large n we have
J∑
j=1
g
1
p0
s ‖V0,j‖
2
H˙1
≤ g
1
p0
s ‖z0,n‖
2
H˙1
+ o(1) ≤ 2‖Qb‖
2
H˙1
.
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Then there exists j0 such that for j ≥ j0, ‖V0,j‖H˙1 ≤ δ˜ with δ˜ > 0 so small that ‖e
it∆V0,j‖S(R) ≤ δ. This
shows that
‖Uj‖S(R) ≤ 2δ,
‖Uj‖L∞t H˙1
+ ‖∇Uj‖W1(R) + ‖∇Uj‖W2(R) ≤ C‖V0,j‖H˙1 .
Therefore we get ‖Uj‖S(R) ≤ C‖V0,j‖H˙1 for j ≥ j0.
Next we define, for ε0 > 0 to be chosen later,
Hn,ε0 =
J(ε0)∑
j=1
(λj,n)
− 12Uj
(
t− tj,n
λ2j,n
,
x
λj,n
)
.
Then from the density of Uj by C
∞
0 (R
1+3) functions and the orthogonality of (λj,n, tj,n) one can readily
obtain that there exists constant M > 0 such that ‖Hn,ε0‖S(R) ≤M uniformly in ε0 for n ≥ n(ε0).
Let us now define
Rn,ε0 = g|Hn,ε0 |
p−1Hn,ε0 −
J∑
j=1
g|U˜j,n|
p−1U˜j,n,
where
U˜j,n(t, x) = λ
− 12
j,nUj
(
t− tj,n
λ2j,n
,
x
λj,n
)
.
Using the Lemmas 2.1, 2.2 and definition of Rn,ε0 , ‖∇Rn,ε0‖
L2tL
6
5
x
→ 0 as n→ ∞. Since ‖Uj‖S(R) <∞, we
deduce that ‖∇Uj‖Wi(R) < ∞. To apply Proposition 2.7 let us set u˜ = Hn,ε0 , e = Rn,ε0 and choose J(ε0)
large that for n large ‖∇eit∆w
J(ε0)
n ‖Wi(R) ≤
ε0
2 (i = 1, 2). Then, for n large,
z0,n = Hn,ε0(0) + w˜
J(ε0)
n ,
where ‖∇eit∆w˜
J(ε0)
n ‖Wi(R) ≤ ε0. We can show that ‖∇Hn,ε0‖L∞t H˙1
≤ A uniformly in ε0 by the same way
as of Hn,ε0 . Then for n large, ‖w˜
J(ε0)
n ‖H˙1 ≤ 2‖Qb‖H˙1 =: A
′. Choose ε < ε0 = ε0(M,A,A
′). Then the
long-time perturbation, Proposition 2.7 leads us to the case (a). 
Now we prove the Proposition 5.1.
Proof of Proposition 5.1. Let u0,n ∈ H˙
1
rad be such that
g
1
p0
s ‖u0,n‖
2
H˙1
< ‖Qb‖
2
H˙1
, Eg(u0,n)→ Eg,c, ‖e
it∆u0,n‖S(I∗n) ≥ δ, and ‖un‖S(I∗n) = +∞,
where I∗n are maximal intervals. Since Eg,c < Eg(Qb), we deduce that Eg(u0,n) ≤ (1 − δ0)Eg(Qb) for large
n. Using the Lemma 3.1, we can find a δ¯ such that
g
1
p0
s ‖un(t)‖
2
H˙1
≤ (1− δ¯)‖Qb‖
2
H˙1
for all t ∈ I∗n.
We fix J ≥ 1 and apply the profile decomposition to {u0,n}. Then we get
‖u0,n‖
2
H˙1
=
J∑
j=1
‖V0,j‖
2
H˙1
+ ‖wJn‖
2
H˙1
+ o(1),(5.1)
Eg(u0,n) =
J∑
j=1
Eg(V
l
j (sn)) + Eg(w
J
n) + o(1),(5.2)
where sn = −
t1,n
λ21,n
.
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For n large, g
1
p0
s ‖wJn‖
2
H˙1
≤ (1− δ¯2 )‖Qb‖
2
H˙1
and g
1
p0
s ‖V0,j‖
2
H˙1
≤ (1− δ¯2 )‖Qb‖
2
H˙1
. These imply that Eg(w
J
n) ≥
0, Eg(V
l
j (sn)) ≥ 0 if n is large. Thus we get Eg(V
l
1 (sn)) ≤ Eg(u0,n) + o(1) and then
lim inf
n→∞
Eg(V
l
1 (sn)) ≤ Ec.
We assume that lim inf
n→∞
Eg(V
l
1 (sn)) < Ec. Then this contradicts (a) of Lemma 5.5. Therefore,
lim inf
n→∞
Eg(V
l
1 (sn)) = Ec.
Let U1 be the non-linear profile associated with (V0,1, {sn}). By (5.2) and the facts that
Eg(u0,n)→ Eg,c and Eg(V
l
1 (sn))→ Eg,c,
we see that Eg(w
J
n)→ 0, Eg(V
l
j (sn))→ 0 for j ≥ 2.
But the energy coercivity ((iii) of Lemma 3.1) shows that
J∑
j=2
‖V lj (sn)‖
2
H˙1
+ ‖wjn‖
2
H˙1
n→∞
−−−−→ 0.
Since ‖V lj (sn)‖H˙1 = ‖V0,j‖H˙1 , V0,j = 0(j > 2), and ‖w
J
n‖
2
H˙1
→ 0, so that
u0,n = λ
− 12
1,nV
l
1
(
sn,
x
λ1,n
)
+ wJn .
Rescaling as v0,n(x) = λ
1
2
1,nu0,n (λ1,nx), we have v0,n = V
l
0 (sn) + w˜
J
n with ‖w˜
J
n‖H˙1 → 0. By definition of
nonlinear profile, we get
Eg(U1(sn)) = Eg(V
l
1 (sn)) + o(1) = Eg,c + o(1),
g
1
p0
s ‖U1(sn)‖
2
H˙1
= g
1
p0
s ‖V
l
1 (sn)‖
2
H˙1
+ o(1) = g
1
p0
s ‖V0,1‖
2
H˙1
+ o(1)
= g
1
p0
s ‖u0,n‖
2
H˙1
+ o(1) < ‖Qb‖
2
H˙1
as n→∞.
For a fixed s¯ ∈ I∗1 , which I
∗
1 is maximal interval of U1, the energy conservation yields
Eg(U1(s¯)) = Eg(U1(sn))→ Eg,c
and hence
Eg(U1(s¯)) = Eg,c.
From the energy trapping it follows that g
1
p0
s ‖U1(s¯)‖
2
H˙1
< ‖Qb‖
2
H˙1
. If ‖U1‖S(I∗1 ) < ∞, it is a contradiction
to (b) of Lemma 5.5 . Therefore we deduce
‖U1‖S(I∗1 ) =∞.
By setting U1 = uc we conclude the proof of Proposition 5.1. 
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5.2. Compactness of the MEBS flows.
Propsition 5.6. For any uc as in Proposition 5.1, with ‖uc‖S(I∗) = +∞, there exist λ(t) ∈ R
+, t ∈
I∗+(I
∗
+ := I
∗ ∩ [0,∞)) such that
M =
{
v(x, t) := λ(t)−
1
2uc
(
t,
x
λ(t)
)
: t ∈ I∗+
}
has compact closure in H˙1rad.
Proof. If M does not have a compact closure in H˙1rad, then there exists η0 > 0 and {tn} with tn > 0 such
that for all λ0 ∈ R
+, ∥∥∥∥(λ0)− 12 u(tn, xλ0
)
− u(tn′ , x)
∥∥∥∥
H˙1
≥ η0 (n 6= n
′),
where u = uc. Passing through a subsequence (still called {tn}), {tn} is assumed to have a limit t¯ ∈ I∗+ =
[0, T+]. Then t¯ = T+ by the continuity of flow. We now may assume that ‖e
it∆u(tn)‖S(0,∞) ≥ δ, where δ is
as in Proposition 2.3. Since
Eg(u(t)) = Eg(ϕ) = Eg,c < Eg(Qb),
g
1
p0
s ‖ϕ‖
2
H˙1
< ‖Qb‖
2
H˙1
,
we get
g
1
p0
s ‖u(t)‖
2
H˙1
≤ (1− δ¯)‖Qb‖
2
H˙1
for t ∈ I∗+.
Now we apply the profile decomposition to v0,n = u(tn). In view of the proof of Proposition 5.1, we
conclude that
lim inf
n→∞
Eg(V
l
1 (sn)) ≤ Eg,c,
where sn = −
t1,n
λ21,n
. Since ‖eit∆v0,n‖S(0,∞) ≥ δ, if lim inf
n→∞
Eg(V
l
1 (sn)) < Eg,c, then ‖vn‖S(0,∞) < ∞. This
contradicts the fact that u is MEBS. Thus
lim inf
n→∞
Eg(V
l
1 (sn)) = Eg,c,
which implies that V0,j = 0 for j ≥ 2 and ‖w
J
n‖H˙1 → 0. Therefore we deduce that
u(tn) = (λ1,n)
− 12 V l1
(
sn,
x
λ1,n
)
+ wJn .(5.3)
If {sn} is unbounded, then from the profile decomposition (5.3) one can show that there exists subse-
quences (still called {sn}, {tn}) such that ‖e
it∆u(tn)‖S(0,∞) ≤ δ or ‖e
it∆u(tn)‖S(−∞,0) < δ for large n. From
the LWP it follows that ‖u‖S(tn,+∞) ≤ 2δ or ‖u‖S(−∞,tn) ≤ 2δ, respectively. This contradicts the fact that
u is MEBS. Therefore {sn} should be bounded.
By passing to a subsequence we may assume that sn → t0 ∈ R. Since ‖w
J
n‖H˙1 → 0, for arbitrary λ0 > 0∥∥∥∥(λ0)− 12 (λ1,n)− 12 V l1 (sn, xλ1,nλ0
)
− (λ1,n′)
− 12V l1
(
sn′ ,
x
λ1,n′
)∥∥∥∥
H˙1
≥
η0
2
if n 6= n′.
By the change of variables x 7→ λ1,n′y we get∥∥∥∥∥
(
λ1,n′
λ0λ1,n
)− 12
V l1
(
sn,
λ1,n′y
λ1,nλ0
)
− V l1 (sn′ , y)
∥∥∥∥∥
H˙1
≥
η0
2
if n 6= n′.
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Since sn → t0, by choosing λ0 =
λ1,n′
λ1,n
, we reach another contradiction. This completes the proof of
Proposition 5.6. 
6. Rigidity theorem
In this section, we will remove the MEBS uc by rigidity theorem under the condition Eg,c < Eg(Qb).
Propsition 6.1 (Rigidity). Suppose that g is nonnegative, bounded radial function satisfying the conditions
(1.3), (1.5), and (1.6). Let ϕ ∈ H˙1rad satisfy that Eg(ϕ) < Eg(Qb) and g
1
p0
s ‖ϕ‖2
H˙1
< ‖Qb‖
2
H˙1
. Let u be
the corresponding solution to (1.1) with ϕ and let I∗ = (−T−, T+) be the maximal existence time interval.
Assume there exists λ(t) > 0 such that
M :=
{
v(t, x) = (λ(t))−
1
2 u
(
t,
x
λ(t)
)
: t ∈ [0, T+)
}
has compact closure in H˙1rad. Then T+ = +∞ and ϕ = 0.
Remark 6.2. If there exists a sequence {ti} ⊂ [0, T+) such that λ(ti) → 0 as i → ∞, then from the
compactness ofM it follows that there exists a subsequence {tij} such that u(tij , ·) = λ(tij )
1
2 v(tij , λ(tij )·)→ 0
as j → ∞. This implies that T+ = +∞ and ϕ = 0. Therefore, we may assume that λ(t) ≥ A0 for some
constant A0 > 0.
Remark 6.3. Assume that λ(t) ≥ A0. Then the scaling invariance and compactness of U bring us to the
fact that for any ε > 0 there exists r = r(ε) such that∫
|x|>r
(
|∇u|2 + |u|p+1 +
|u|2
|x|2
)
dx =
∫
|y|>rλ(t)
(
|∇v|2 + |v|p+1 +
|v|2
|x|2
)
dx
≤
∫
|y|≥A0r
(· · · ) ≤ ε
for all t ∈ I∗.
The proof is divided into two cases: T+ < +∞ and T+ = +∞.
6.1. Case: T+ < ∞. Suppose that T+ < +∞ and there exists a sequence {ti} such that ti → T+ and
λ(ti)→ λ0 > 0 as i→∞. Then by the compactness of U , LWP, and long-time perturbation one can deduce
that ‖u‖S(T−+δ,T+−δ) < +∞ for some δ > 0. This is a contradiction to the maximality of T+ and hence
implies that if T+ < +∞, then λ(t)→ +∞ as t→ T
+. For details see p.667 of [22].
Now let a(x) ∈ C∞0 (R
3) and ar(x) be as follows:
a(x) :=
{
1 (|x| ≤ 1)
0 (|x| ≥ 10)
, ar(x) := a(
x
r
).
And we define that
yr(t) =
∫
ar|u(t)|
2dx
for t ∈ [0, T+). Then the density by H
2 data yields
y′r(t) = 2Im
(∫
u¯∇u∇ardx−
∫
arg|u|
p+1dx
)
.
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Since g is bounded, by Hardy-Sobolev inequality and energy trapping (Lemma 3.1) we have
|y′r(t)| ≤ C
∣∣∣∣∫ u¯ 1|x|∇u∇ardx
∣∣∣∣ + C ∣∣∣∣∫ ar|u|p+1dx∣∣∣∣ ≤ C‖∇u‖L2x ∥∥∥∥ u|x|
∥∥∥∥
L2x
+ C‖u‖p+1
L
p+1
x
≤ C(‖Qb‖
2
H˙1
+ ‖Qb‖
p+1
H˙1
).
(6.1)
Next we will show that
lim
t→T+
∫
|x|≤r
|u(t, x)|2dx = 0 for all r > 0.(6.2)
Since u(t, x) = (λ(t))
1
2 v(t, λ(t)x), we get∫
|x|<r
|u|2dx =
∫
|y|<rλ(t)
(λ(t))−2|v(t, y)|2dy
= (λ(t))−2
∫
|y|<εrλ(t)
|v(t, y)|2dy + (λ(t))−2
∫
εrλ(t)<|y|<rλ(t)
|v(t, y)|2dy
=: A+B,
where ε will be determined later. Fixing r, by Ho¨lder’s inequality, we obtain
A ≤ Cε2r2‖v(t)‖2
L
p+1
x
≤ Cε2r2‖Qb‖
2
H˙1
<
ε
2
for any ε < 12 (Cr
2‖Qb‖
2
H˙1
)−1. On the other hand, since λ(t)→ +∞ as t→ T+, B is estimated as
B ≤ r2‖v(t)‖2Lp+1(|y|≥εrλ(t)) <
ε
2
(t close to T+)
by Remark 6.3. Therefore we get (6.2).
Since |y′r(t)| ≤ C from (6.1), we have yr(0) ≤ yr(t) + Ct for all t ∈ [0, T+) and thus
yr(0) ≤ lim
t→T+
yr(t) + CT+ = CT+.
Taking the limit r →∞, we get that ϕ ∈ L2. For any ε > 0, choose α small enough that∫ T+
T+−α
|y′r|dx ≤ Cα <
ε
2
.
Then the conservation of mass (Remark 2.6) and (6.2) yield
‖ϕ‖2L2x = ‖u(T+ − α)‖
2
L2x
≤ ‖u(T+ − α)‖
2
L2x(|x|<r)
+
ε
2
≤ yr(T+ − α) +
ε
2
≤ lim
t→T+
∫ T+−α
t
y′r(s)ds+
ε
2
< ε
for a large r. Since ε is arbitrary, we have that ϕ = 0, which contradicts T+ <∞.
6.2. Case: T+ = ∞. Choose δ > 0 such that Eg(ϕ) ≤ (1 − δ)Eg(Qb). Then from Lemma 3.1 (energy
trapping) and compactness we deduce that there exists r0 > 0 such that for r > r0 and t ∈ [0,∞),∫
|x|<r
(|∇u|2 − g|u|p+1) dx ≥ Cδ‖ϕ‖
2
H˙1
> 0.(6.3)
Let b(x) ∈ C∞0 (R
3) and br(x) be as follows:
b(x) :=
{
|x|2 (|x| ≤ 1)
0 (|x| ≥ 10)
, br(x) := r
2b(
x
r
).
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Set zr(t) =
∫
br|u(t)|
2dx. Then from the density by H2 data and continuous dependency of solutions it
follows that
d
dt
zr = 2Im
∫
∇br · ∇uu¯ dx(6.4)
and
d2
dt2
zr = 2Im
∫
[−∆brutu¯− (∇br · ∇u¯) ut + (∇br · ∇u) u¯t] dx
= 4Re
∫
(∇2br · ∇u¯)∇udx−
2p− 2
p+ 1
∫
(∆br)g|u|
p+1dx
+
4
p+ 1
∫
(∇br · ∇g) |u|
p+1dx−
∫
(∆2br)|u|
2dx.
(6.5)
(6.5) has been obtained without regard to the radial symmetry.
By (6.4) we deduce that
|z′r(t)| ≤ Cr
2
∫
|∇u|2dx ≤ Cδ0r
2‖Qb‖
2
H˙1
.
Since x · ∇g ≥ −bg, by Remark 6.3, (6.5) can be estimated as follows:
z′′r (t) ≥
∫
|x|≤r
(
8|∇u|2 −
12p− 12
p+ 1
g|u|p+1
)
+
8
p+ 1
∫
|x|≤r
(x · ∇g)|u|4dx
− C
 ∫
r≤|x|≤10r
|∇u|2 + g|u|p+1 +
|u|2
|x|2
dx

≥ 8
 ∫
|x|≤r
|∇u|2 − g|u|p+1
− C
 ∫
r≤|x|≤10r
|∇u|2 + g|u|p+1 +
|u|2
|x|2
dx

≥ Cδ0‖ϕ‖
2
H˙1
(6.6)
for r sufficiently large. Therefore, by integrating (6.6) over [0, t], we get
|z′r(t)− z
′
r(0)| ≤ 2Cδ0r
2‖Qb‖
2
H˙1
, z′r(t)− z
′
r(0) ≥
(
C˜δ0‖ϕ‖
2
H˙1
)
t,
which are not compatible for arbitrarily large t. This completes the proof of Proposition 6.1 and hence
Theorem 1.1 holds.
7. Blow-up: Proof of Theorem 1.2
In this section, we show the finite time blowup via localized virial identity (6.5). To this end, we introduce
a variational estimate which is fundamental part of the proof for Theorem 1.2.
Lemma 7.1. Let Eg(ϕ) < (1 − δ0)Eg(Qb) and g
1
p0
s ‖ϕ‖2
H˙1
≥ ‖Qb‖
2
H˙1
for some δ0 > 0. Then there exists
δ¯ = δ¯(δ0) such that
(i) g
1
p0
s ‖ϕ‖
2
H˙1
≥ (1 + δ¯)‖Qb‖
2
H˙1
,(7.1)
(ii)
∫
(|∇ϕ|2 − (1− η)g|ϕ|p+1) dx ≤ −
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
,(7.2)
for 0 ≤ η ≤ kg, where kg =
p0−g0
p0+1−g0
, g0 = g
1
p0
s (p0 + 1− gi), and p0 =
p−1
2 .
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Proof. Let us invoke from the proof of Lemma 3.2 that
f(y¯) ≤ (1− δ0)f(y0).
where f(y) = 12y −
Cp+1
∗
p+1 y
p+1
2 , y¯ = g
1
p0
s ‖ϕ‖2
H˙1
, and y0 = ‖Qb‖
2
H˙1
. Since y0 ≤ y¯ and f is strictly decreasing
on [y0,+∞), we find out that y¯ ≥ (1 + δ¯)y0 for δ¯ as in Lemma 3.2. Hence we reach the following:∫
|∇ϕ|2 − (1− η)g|ϕ|p+1dx = (p+ 1)(1− η)Eg(ϕ) − (p0 − (p0 + 1)η)
∫
|∇ϕ|2
≤ (p+ 1)(1 − η)Eg(Qb)−
p0 − (p0 + 1)η
g
1
p0
s
‖Qb‖
2
H˙1
−
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
≤
g0 − p0 − η(g0 − p0 − 1)
g
1
p0
s
‖Qb‖
2
H˙1
−
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
≤ −
((p0 + 1− g0))(kg − η)
g
1
p0
s
‖Qb‖
2
H˙1
−
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
≤ −
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
.
Therefore we get the desired result. 
The following holds immediately from the Lemma 7.1 together with the energy conservation and continuity
argument.
Corollary 7.2. Let u be a solution of (1.1) with ϕ such that
Eg(ϕ) ≤ (1− δ0)Eg(Qb) and g
1
p0
s ‖ϕ‖
2
H˙1
≥ ‖Qb‖
2
H˙1
for some δ0 > 0. Then there exits δ¯ = δ¯(δ0) such that
(i) g
1
p0
s ‖u(t)‖
2
H˙1
≥ (1 + δ¯)‖Qb‖
2
H˙1
,
(ii)
∫
|∇u(t)|2 − (1− η)g|u(t)|p+1dx ≤ −
(p0 − (p0 + 1)η)δ¯
g
1
p0
s
‖Qb‖
2
H˙1
for all t ∈ I∗ and 0 ≤ η ≤ kg, where I
∗ is the maximal existence time interval and kg is the same as in
Lemma 7.1.
Proof of Theorem 1.2. We first show the part (1). Let us invoke the localized virial identities (6.4) and (6.5).
By integrating and taking limit r→∞ on both sides of (6.4) and (6.5), Fatou’s lemma yields∫
|x|2|u(t)|2 dx ≤ 8
∫ t
0
∫ s
0
∫ (
|∇u(t′)|2 − (1− kg)g|u(t
′)|p+1
)
dxdt′ds
+ 2tIm
∫
(∇ϕ · x)ϕdx +
∫
|x|2|ϕ|2 dx.
Then from Corollary 7.2 it follows that∫
|x|2|u(t)|2 dx ≤ −Cg δ¯t
2 + 2tIm
∫
(∇ϕ · x)ϕdx +
∫
|x|2|ϕ|2 dx
for some constant Cg. The last inequality gives us that the maximal interval is bounded.
For the part (2), we need another br. Let us introduce the function β ∈ C
4([0,∞)) such that β(s) = s for
0 ≤ s ≤ 1, smooth for 1 < s < 10, and 0 for s ≥ 10 and further that 0 ≤ β ≤ 1 and β′(s) ≤ 1 for all s ≥ 0.
For the construction of such function see Appendix B of [2].
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Now let βr(s) = rβ(
s
r
) and br(|x|) =
∫ |x|
0 βr(s) ds. Then, by (6.5) and radial symmetry of u, we get
d2
dt2
zr = 4
∫
β′r(|x|)|∇u|
2 dx−
2p− 2
p+ 1
∫
∇ ·
(
x
|x|
βr(|x|)
)
g|u|p+1 dx
+
4
p+ 1
∫
βr(|x|)
|x|
(x · ∇g)|u|p+1 dx−
∫
∆∇ ·
(
x
|x|
βr(|x|)
)
|u|2 dx.
(7.3)
Since β′r(s) ≤ 1 and x · ∇g ≤ (p+ 1)(kg − ρ)g, we then have
d2
dt2
zr(t) ≤ 4
∫ (
|∇u(t)|2 − (1− kg + ρ)g|u(t)|
p+1
)
dx
+ 4
∫ [
1−
p− 1
2(p+ 1)
∇ ·
(
x
|x|
βr(|x|)
)]
g|u|p+1 −
∫
∆∇ ·
(
x
|x|
βr(|x|)
)
|u|2dx
≤ 4
∫ (
|∇u(t)|2 − (1− kg + ρ)g|u(t)|
p+1
)
dx+ C
 ∫
|x|≥r
g|u|p+1 +
|u|2
|x|2
dx

≤ 4
∫ (
|∇u(t)|2 − (1− kg + ρ)g|u(t)|
p+1
)
dx+ Cgs‖|x|
− 2b3p−7 u‖
3p−7
2
L∞x (|x|≥r)
‖u‖
15−3p
4
L6x
‖u‖
3+p
4
L2x
+ Cr−2‖u‖2L2x.
To control the second term we use the decay estimate of radial function f [28, 11]:
‖|x|
1
2 f‖L∞x ≤ C0‖f‖
1
2
L2x
‖∇f‖
1
2
L2x
.
The mass conservation (Remark 2.6) gives us that
d2
dt2
zr(t) ≤ 4(1 + ε(r))
∫ (
|∇u(t)|2 −
(1 − kg + ρ)
1 + ε(r)
g|u(t)|p+1
)
dx+ Cr−2‖ϕ‖2L2x ,
where ε(r) = 14CC
3p−7
2
0 C
15−3p
4
1 gs‖ϕ‖
p−1
L2x
r−
p+3
6p−14 where C1 is Sobolev embedding constant H˙
1 →֒ L6x. Hence
if we choose r large enough, then since ρ > 0, by Corollary 7.2 we deduce that
d2
dt2
zr(t) ≤ −
Cg δ¯
2
.
By the same argument as of (1) we obtain the desired result.

8. Appendix
In this section we prove the nonexistence of positive radial solution to (1.7) by the same argument of [12].
Let us consider the second order ODE:{
Qrr +
2
r
Qr + g(r)Q
p = 0, in (0,∞),
Qr(0) = 0, Q(0) = Q0 > 0,
(8.1)
where p = 5− 2b and 0 < b < 2.
Propsition 8.1. Let g satisfy the conditions (1.3) with 0 < b < 1. Set H(r) =
∫ r
0
s3−b(sbg)′ ds. Suppose
that H(r) ≥ 0 for all r ≥ 0 and there exists R > 0 such that H(r) ≥ H(R) > 0 for all r ≥ R. Then every
global solution Q to (8.1) must have a finite zero in (0,∞).
Remark 8.2. The condition b < 1 is used to give a meaning to Qr(0). If g ∈ C
1(R3), then Proposition 8.1
holds for 1 ≤ b < 2.
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Remark 8.3. If g satisfies the conditions (1.3) and (1.6) ((rbg)′ ≥ 0), then the corresponding H satisfies
the assumption of the proposition. Therefore (1.7) has no positive radial solutions in R3.
Proof. We prove by contradiction. Suppose that there exists Q0 > 0 such that the solution Q remains
positive in (0,∞). Then from the equation (8.1) it follows that
Qr(r) = −
∫ r
0
(s
r
)2
g(s)Q(s)p ds ≤ 0.
Thus Q is monotonically decreasing.
Now set
V (r) =
1
p+ 1
∫ r
0
s3−b(sbg)′Qp+1 ds
Let R0 be the last zero of H in (0,∞). Then R0 < R. By the Second Mean Value Theorem we have that
for r ≥ R
V (r) =
1
p+ 1
(∫ R0
0
+
∫ R
R0
+
∫ r
R
)
s3−b(sbg)′Qp+1 ds
=
1
p+ 1
(Qp+10 H(r0) +Q
p+1(R0)(H(r1)−H(R0)) +Q
p+1(R)(H(r2)−H(R)))
≥
1
p+ 1
Qp+1(R0)H(r1) =: δ,
where r0 ∈ [0, R0], r1 ∈ (R0, R], and r2 ∈ [R, r]. Here r1 should be strictly greater than R0 because
Qp+1(R0)
∫ r1
R0
s3−b(sbg)′Qp+1 ds =
∫ R
R0
s3−b(sbg)′Qp+1 ds
= H(R)Q(R)−H(R0)Q(R0)− (p+ 1)
∫ R
R0
H(s)Qp(s)Q′ ds ≥ H(R)Q(R) > 0.
Since R0 and R are fixed, δ > 0 for all r ≥ R.
To describe V in detail let us introduce Pohozaev identity:
Lemma 8.4 (see Lemma 3.7 of [12]). Let Ω be a bounded smooth domain in R3. Let Q be classical solution
to (1.7). Then we have∫
Ω
(
b
p+ 1
gQp+1 +
1
p+ 1
(x · ∇g)Qp+1
)
dx
=
∫
∂Ω
(
(x · ∇Q)
∂Q
∂ν
− (x · ν)
|∇Q|2
2
+
1
p+ 1
(x · ν)gQp+1 +
1
2
Q
∂Q
∂ν
)
dS,
where dS is the volume element of ∂Ω and ν is the unit outer normal vector on ∂Ω.
If Ω is the ball with radius r centered at the origin, then the Pohozaev identity shows that
V (r) =
1
p+ 1
∫ r
0
s3g′Qp+1 ds+
b
p+ 1
∫ r
0
s2gQp+1 ds
=
1
|S2|
∫
Ω
(
b
p+ 1
gQp+1 +
1
p+ 1
(x · ∇g)Qp+1
)
dx
= 3r3Q2r(r) + r
3g(r)Qp+1(r) + 2r2Q(r)Qr(r) ≥ δ > 0
(8.2)
for all r ≥ R.
Since g satisfies (1.3), by Theorem 3.35 of [26] we can deduce that
W (r) := r
1
2Q(r)
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is bounded for r ≥ R. We can also show that W has no local minimum in (R,∞). In fact, if W has a local
minimum at ρ > R, then
W ′(ρ) =
1
2
ρ−
1
2Q(ρ) + ρ
1
2Q′(ρ) = 0
and
W ′′(ρ) = −
1
4
ρ−
3
2Q(ρ) + ρ−
1
2Q′(ρ) + ρ
1
2Q′′(ρ) ≥ 0.
Combining these with (8.1), we have
ρ3g(ρ)Qp+1(ρ) ≤
1
4
ρQ2(ρ).(8.3)
On the other hand, from (8.2) it follows that
ρ3g(ρ)Qp+1(ρ) ≥ −3ρ3(Q′(ρ))2 − 2ρ2Q(ρ)Q′(ρ) + δ =
1
4
ρQ2(ρ) + δ.
This contradicts (8.3).
Now we may assume that W (r)→ A as r →∞ for some constant A ≥ 0 because W is bounded, positive,
and has no local minimum. From this we deduce that lim infr→∞ |W1(r)| = 0, where W1(r) = rW
′(r).
Lemma 5.25 of [26] gives us that there exists a sequence rj →∞ such that
W1(rj)→ 0 and rjW
′
1(rj)→ 0 as j →∞.
Since
W1(rj) =
1
2
W (rj) + r
3
2
j Q
′(rj)→ 0,
rjW
′
1(rj) =W1(rj) + r
2
jW
′′(rj)→ 0,
we get
r2jW
′′(rj)→ 0, r
3
2
j Q
′(rj)→ −
1
2
A, and r
5
2
j Q
′′(rj)→
3
4
A.
From (8.1) it follows that
r3j g(rj)Q
p+1(rj)→
1
4
A2.
Invoking (8.2), we have
0 < δ ≤ 3r3jQ
′2(rj) + r
3
j g(rj)Q
p+1(rj) + 2r
2
jQ(rj)Q
′(rj)→ 0,
which reach a contradiction. This completes the proof of Proposition 8.1.
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