A statistical model linking the probability of detecting photons in a photon counting experiment to the average number of input photons is used to analytically derive an error distribution of the estimates of the average number of photons in coherent input pulses. The estimates distribution determines the required number of experimental count runs required for an acceptable measurement error, for any value of the average number of input photons. An expression for the minimum detectable power by photon counting is obtained, fully capturing the effect of the photon counting statistics thereby completing an earlier analysis.
INTRODUCTION
By definition, on-off single photon avalanche photodiodes (SPAD) would seem to lack any photon number resolving ability. As a matter of fact even on-off SPADs can be used to fully reconstruct the input photon statistics if sufficient data about the probability of getting (or not getting) a detector click event in the presence of a signal and of detector dark noise, is experimentally collected [1] .
The reconstruction process consists of measuring a given input optical signal by counting the number of detector click events. Experimental data generally consists of a collection of frequencies {f c }, given by f c = n c /N where each n c is the number of click events out of a total number N of counts, obtained in some given circumstances.
A theoretical expression linking the aforementioned click event probability to the input photon distribution { n } is taken as a statistical model for the n which are subsequently solved by a maximum likelihood estimation method [3] .
Here, instead of reconstructing the full distribution we are simply concerned with deriving an error distribution of the estimates of the average number of input photons obtained by photon counting, assuming that the input photon distribution { n } is Poisson. An estimate is obtained by counting the number of click events registered with a SPAD, in the presence of repetitive coherent optical input pulses, and assuming a given detector dark count probability p n . The estimates distribution is derived in Section 2. It is shown that the average number of photons in the input distribution { n } corresponds to the estimate value for which the distribution has maximum probability. An expression for the minimum detectable power is derived in Section 2.1 which completes a well known earlier result [2] by including the statistical effect of the photon counting process. Section 3 presents illustrative results of the estimates distribution and the minimum detectable power.
ESTIMATES DISTRIBUTION
The probability p c of getting a detector click due to the signal or dark noise events can be given by
is the probability of not getting a click in the signal presence, and, hence, p c can also be given by 1 1 ∑ 1 (2) which is taken as a model linking the click event probability p c to the input distribution { n }. For our purpose it suffices to consider a simpler model relating p c to the average number of photons μ of the input distribution { n }, which, assuming it is Poisson, can be simply given by 1 1 (3) where η is the detection efficiency. An estimate of the average number of input photons can be obtained from the expression μ log
by substituting in ̂ by the experimentally measured frequency n c /N obtained by counting the number of click events n c out of N total counts, due to both signal and dark noise events. It is assumed that the dark noise probability p n is a well determined value. The estimates μ given by equation (4) can be considered a function of a random variable ̂ ⁄ where the experimental number of counts n c is binomially distributed
where p c is the count probability given by equation (3) . Using the the Moivre-Laplace theorem, it can be shown that the estimates distribution μ for large N can be given by
where the parameter is given by
The distribution in equation (6) is not Gaussian because equation (4) is a nonlinear function of the experimental random frequency n c /N. However, the approximation 1 ̂ μ to the exponent of the exponential in equation (6) holds for sufficiently large N, and the estimates distribution can be approximately given by
where the estimates average is μ μ . Moreover, for small signal μ the variance can be also approximately given by μ
Both equation (6) and equation (8) depend on the average number of photons μ in the input photon distribution { n }. Moreover, the most likely estimate value is ̂ for both distributions, which is the value corresponding to their maximum probability. Hence, μ μ is a maximum likelihood estimate and its value can be obtained from equation (4) by substituting in the value of ̂ which maximizes the binomial probability given by equation (5) for the experimentally measured frequency n c /N. Moreover, for the approximate Gaussian distribution, equation (8), the estimates average also coincides with the average number of photons of the input photon distribution { n }.
Minimum Detectable Power
The signal to noise ratio associated to the photon counting measuring process can be defined by (10) and can be calculated from the variance in equation (9), for small μ , or, generically, by numerically calculating the variance of the distribution in equation (6). By substituting the variance in equation (9) in equation (10) with SNR=1, it can be shown that the minimum detectable power can be given by
which differs from the well known expression (11) in [2] , only by the factors 1 -π n *Δτ, where π n is the dark noise rate, Δτ is the gate width, and p n = π n *Δτ. This factor arises in the distributions variance in both equation (7) and equation (9), and merely reflects the simple fact that photon counting eventually becomes impossible when p n = π n *Δτ → 1, because all detection events are necessarily due to noise. Accordingly, both the variance and the minimum detectable power become infinite when p n = 1. The derivation of the minimum detectable power in [2] invokes a digital signal averaging result for obtaining the averaged signal to noise ratio over N repeated optical pulse power measurements, and thus fails to capture this statistical effect of the photon counting process. Notwithstanding, both expressions agree for the most part as expected. As shown in Section 3, a numerical discrepancy between equation (11) and the expression for the minimum detectable power in [2] only becomes noticeable for values of the dark noise probability p n larger than 0.2. Admittedly, these are undesirable conditions to operate under.
RESULTS AND DISCUSSION
Figure 1(a) and Fig. 1(b) plot the un-normalised estimates distribution, equation (6), for an average number of input photons equal to 8 and 80, respectively, and for a total number of counts of N = 10 4 and N = 10 5 . In Fig. 1(a) the distribution shape is approximately Gaussian because the average number of input photons is relatively small and p c , equation (3), is positive yet much less than one. However, as shown in Fig. 1(b) , the distribution clearly departs from a Gaussian shape for a relatively large number of photon detections, η*µ equal to 8 in this case, and p c → 1. The blue circles plot corresponding to N=10 4 tends asymptotically to a positive value indicating a relatively large measurement error. However, the distribution value for μ → ∞ tends to zero as N tends to infinity as indicated by equation (6). Hence, by increasing the number of counts to N = 10 5 (red crosses) the distribution becomes more symmetrical and its variance decreases, indicating that the photon counting measurement error can always be reduced to an acceptable level by increasing N, regardless of how large the average number of input photons is. (11) with the minimum detectable power obtained from expression (12) in [2] . Both expressions coincide regarding the effects of both shot and dark noise. However, equation (11) captures an effect of the photon counting statistics that is not captured in [2] . Such effect arises from the factor 1-p n in equation (7) or in equation (9), which implies that the detectable power is infinite when p n → 1. This can be simply understood by realizing that photon (signal) counting is impossible when the noise probability approaches one, regardless of the total number of counts N. [2] , and the broken curves plot results obtained with equation (11) . Plots within circle A correspond to a noise probability of p n =0.08. Plots within circle B correspond to a noise probability of p n =0.7.
The minimum detectable power is plotted in Fig. 2(a) as a function of the noise probability in the interval [0, 1] . It is seen that there is a 2 dB difference between the minimum detectable power according to expression (12) in [2] and this work, for a noise probability of approximately 0.6. Figure 2 (b) plots the minimum detectable power versus the total number of counts N, according to equation (11), and expression (12) in [2] , for two different values of the noise probability. For a noise probability p n of approximately 0.08 the solid and broken curves A almost coincide. However, for a noise probability p n of approximately 0.7 the solid and broken curves B plots differ by about 3 dB, showing that expression (12) in [2] can underestimate the minimum detectable power when the noise probability p n is exceptionally large (for p n > 0.2).
CONCLUSIONS
An error distribution of the photon counting estimates of the average number of photons in coherent optical pulses is analytically derived. The estimates distribution is generically valid for any value of the average number of input photons. As the input pulse power increases and the detection probability approaches unity, the estimates distribution becomes un-symmetrical and the corresponding variance rapidly increases indicating that the measurement error tends to infinity. However, an acceptable level of error can always be restored by increasing the number N of experimental count runs. An expression for the minimum detectable power is also derived from the (Gaussian approximation to the) estimates distribution variance, capturing a statistical effect of the counts distribution that had not been included in an earlier expression for the minimum detectable power [2] . The minimum detectable power expression presented here simply indicates that it becomes infinite (i.e., photon counting eventually becomes impossible) when the dark noise probability approaches unity.
