Abstract. Given a smooth projective variety X with a smooth nef divisor D and a positive integer r, we construct an I-function, an explicit slice of Givental's Lagrangian cone, for Gromov-Witten theory of the root stack X D,r . As an application, we also obtain an I-function for relative Gromov-Witten theory following the relation between relative and orbifold Gromov-Witten invariants.
1. Introduction 1.1. Overview. Mirror symmetry has been an important way of computing Gromov-Witten invariants. A mirror theorem is usually stated as a formula relating certain generating function (the J-function) of genus-zero GromovWitten invariants of a variety and the period integral (or the I-function) of its mirror. Mirror theorem for quintic threefolds was first proven by A. Givental [23] and Lian-Liu-Yau [33] . Since then, genus-zero mirror theorems have been proven for many types of varieties: toric complete intersections [24] , [25] , [27] , partial flag varieties [7] , toric fibrations [9] , etc.
On the other hand, Gromov-Witten theory of Deligne-Mumford stacks was introduced in [11] , [4] , [5] . Since Deligne-Mumford stacks are natural ingredients in mirror symmetry, there have been a lot of works on their mirror theorems as well. These include, for example, [28] , [15] , [12] , [30] , and so on. Our motivation is to study Gromov-Witten theory of Deligne-Mumford stacks. The geometric structure of a smooth Deligne-Mumford stack X in relation with the coarse moduli space X, which we assume to be a scheme, can be factored into three stages. Let X → X be the structure map of an orbifold X to its coarse moduli X. Following the discussion of [37] , it can be factored into X → X rig → X can → X.
The first map is given by rigidification [3] that allows one to "remove" the generic stablilizer of X . Under the map X → X rig , X is a gerbe over X rig . Following [22] , under some mild hypothesis, the second map X rig → X can is a composition of the root construction of [5] and [10] . In the third map, X can is the canonical stack associated to X in the sense of [19, Section 4.1] . The stacky locus of X can is of codimension at least 2.
To study Gromov-Witten theory of a Deligne-Mumford stack, one may break it down according to this decomposition. Gromov-Witten theory of gerbes has been studied by X. Tang and the second author in [34] , [35] . As to the second map, it is shown in [22] that the root construction is essentially the only way to introduce stack structures in codimension 1. Gromov-Witten invariants of root stacks are partially studied by the second and the third author in [38] . We would like to obtain more precise results in this paper.
1.2.
Orbifold Gromov-Witten theory of root stacks. In this paper, we study genus-zero mirror symmetry for root stacks over smooth projective varieties.
More precisely, let X be a smooth projective variety and D be a smooth nef divisor. In this paper, we construct root stacks as hypersurfaces in toric stack bundles. Combining with orbifold quantum Lefschetz theorem ( [36] or [14] plus a similar argument of [31] ), the I-function 1 of root stacks can be constructed as a hypergeometric modification of the I-function of the toric stack bundle, which is further written (according to [30] ) in terms of the J-function of X. We have the following theorem. 1 Following the custom in mirror theorems, the term "I-function" refers to an explicitly constructed slice of Givental's Lagrangian cone.
In the formula, D r ⊂ X D,r is the divisor corresponding to the substack isomorphic to an r-th root gerbe of D. In computations, one could simply replace D r by D r.
Using the S-extended I-function for toric stack bundles in [30] , we also state the mirror theorem for root stacks in terms of S-extended I-function. Theorem 1.2 (=Theorem 3.11). The S-extended I-function
(D r + az)
We refer the readers to Section 3 for the precise definitions of notations. Note that if X is a toric variety, and D is not an invariant divisor, we can still write down the I-function of the corresponding root stack in terms of combinatorial data of X. Hence, our mirror formula provides a way to compute Gromov-Witten invariants of some non-toric stacks.
From a pure Gromov-Witten theory point of view, I-functions need to be accompanied with other reconstruction theorems in order to (sometimes partially) recover genus-zero Gromov-Witten theory. In Section 3.3, a more general result describing the full genus-zero theory is obtained by further studying the localization on the hypersurface construction. Theorem 1.3 (=Theorem 3.6). We have
Here on the right hand side, X r is the gerbe of r-th roots of O(D) over X, and
is given by pulling back O(D) to the universal curve and pushforward to the moduli space. O(D r) is the universal sheaf on the root gerbe, and similarly O(D r) 0,n,d is the pull-back and push-forward. O(D) and O(D r) have fiberwise C * action of weights 1 and 1 r, respectively. λ is the corresponding equivariant parameter.
In short, this theorem says that genus-zero Gromov-Witten theory of a root stack is nothing but the non-equivariant limit of a (doubly) twisted theory on a root gerbe. This can be used to provide a second proof of previous mirror theorem of root stacks.
1.3.
Relation to relative Gromov-Witten theory. Gromov-Witten theory of root stacks is important also because it is naturally related to relative Gromov-Witten theory. Abramovich-Caman-Wise [2] proved that genuszero Gromov-Witten invariants of root stacks are equal to the corresponding relative Gromov-Witten invariants if the roots are taken to be sufficiently large. The relation between higher genus invariants has recently been carried out by the second and the third authors in [39] and [40] . However, the correspondence between relative and orbifold invariants in [2] and [40] only contains orbifold invariants whose orbifold markings are of small ages. That is, the ages are of the form i r, for r sufficiently large. In [18] , the correspondence between genus-zero relative and orbifold invariants has been generalized to include orbifold invariants with large ages. The extra orbifold invariants correspond to relative invariants with negative contact orders as defined in [18] . Givental's formalism for genus-zero relative Gromov-Witten theory has also been worked out in [18] .
Although mirror symmetry for absolute Gromov-Witten theory has been intensively studied over the past two decades, mirror symmetry for relative Gromov-Witten theory has been missing in the literature for a long time. To the best of the authors' knowledge, mirror symmetry with relative GromovWitten invariants was first studied in M. van Garrel's thesis [20] for genuszero relative Gromov-Witten theory of toric del Pezzo surfaces with maximal tangency along smooth effective anticanonical divisors.
The relation between relative and orbifold invariants allows one to formulate relative mirror symmetry as a limit of mirror symmetry for root stacks. In Section 4, we obtain a Givental style mirror theorem for relative GromovWitten invariants. That is, the I-function for relative Gromov-Witten invariants lies in Givental's Lagrangian cone for relative invariants, as defined in [18] . In particular, the result in [2] and [40] is already sufficient if one only considers the restricted J-function, defined in Section 4, where each invariant only contains one relative marking. We obtain the I-function for relative Gromov-Witten invariants of (X, D) with maximal tangency condition along the divisor D by passing the I-function for root stacks to the limit. Therefore, we first obtain the relation between the restricted J-function of (X, D) and the non-extended I-function of (X, D) without using Givental's formalism for relative invariants. 
The non-extended I-function of (X, D) coincides with the I-function for the local Gromov-Witten theory of O X (−D). Hence, Theorem 1.4 is compatible with the relation between relative invariants of (X, D) and local Gromov-Witten invariants of O X (−D) in [21] when the divisor is smooth and there is one relative marked point.
To state a mirror formula for relative invariants with more than one relative marked points, as well as relative invariants with negative contact orders, we consider S-extended I-function I S (X,D) (Q, x, t, z) for relative invariants.
We refer the readers to Section 4.3 for the definition of I
The following theorem follows. 
Preliminary

2.1.
Orbifold Gromov-Witten theory. In this section, we briefly recall the definition of genus-zero orbifold Gromov-Witten invariants and Givental's formalism. General theory of orbifold Gromov-Witten invariants can be found in [1] , [4] , [5] , [11] and, [36] .
Let X be a smooth proper Deligne-Mumford stack with projective coarse moduli space X. The Chen-Ruan orbifold cohomology H * CR (X ) of X is the cohomology of the inertia stack IX with gradings shifted by ages. We consider the moduli stack M 0,n (X , d) of n-pointed genus-zero degree d stable maps to X with sections to gerbes at the markings (see [5, Section 4.5] , [36, Section 2.4] ). Given cohomological classes γ i ∈ H * CR (X ) and nonnegative integers a i , for 1 ≤ i ≤ n, the genus-zero orbifold Gromov-Witten invariants of X are defined as follows
where, • for i = 1, 2, . . . , n,
where Q is the Novikov variable and
. . The Givental's formalism about the genus-zero orbifold Gromov-Witten invariants in terms of a Lagrangian cone in Givental's symplectic vector space was developed in [36] . The Givental's symplectic vector space is
where NE(X ) is the Mori cone of X . The symplectic form on H is defined as Ω(f, g) ∶= Res z=0 (f (−z), g(z)) CR dz, where (−, −) CR is the orbifold Poincaré pairing of the Chen-Ruan cohomology H * CR (X ) of X . We consider the polarization
where
CR (X ) are additive bases dual to each other under orbifold Poincaré pairing and,
One can decompose the J-function according to the degree of curves
Givental-style mirror theorems can be formulated in terms of the Lagrangian cone L X . For example, the mirror theorem in [9] (resp. [30] ) for toric fibrations (resp. toric stack bundles) states that the I-function, certain hypergeometric modification of the J-function of the base, lies in Givental's Lagrangian cone for the target. For toric complete intersection stack Y cut out by a generic section of a convex vector bundle E with suitable assumptions (see [16, Section 5] ), the I-function lies in Givental's Lagrangian cone for Y.
Root construction.
Given a smooth Deligne-Mumford stack X , an effective smooth divisor D ⊂ X , and a positive integer r, the r-th root stack of (X , D) is denoted by X D,r . The Deligne-Mumford stack X D,r can be defined as the stack whose objects over a scheme f ∶ S → X consist of triples
There is a natural morphism f ∶ X D,r → X , which is an isomorphism over X ∖ D.
When X is a scheme X, the inertia stack of the root stack X D,r can be decomposed into a disjoint union of r components
where there are r − 1 twisted components of µ r -gerbes D r over D. Roughly speaking, we see it as a way to add stacky structure to X along D.
A mirror theorem for root stacks
Let X be a smooth projective variety and D ⊂ X be a smooth nef divisor. We want to construct the root stack X D,r as a hypersurface in a weighted projective bundle, then apply known mirror theorems to obtain the I-function. By [13, Section E] and [32] , the blow-up of X along a smooth center can be constructed as a complete intersection in a projective bundle Y over X. Motivated by their construction, we describe root stacks in a similar way. 
Geometrically, Y is the compactification of the total space of L. The zero section is
. X ∞ is the exact divisor we add in at infinity to compactify L. There is an invertible sheaf O Y (1) corresponding to the section X ∞ (as a divisor class).
The section f determines a sectioñ
by the canonical identifications 
The above construction can be viewed as a special case of the geometric construction of blow-up when the blow-up center is the divisor D. The blown-up variety is simply X.
To provide some intuition, a geometric explanation could go as follows. Note that the normal bundle of X ∞ is L * . Moreover, the total space of L * actually embeds into Y as a Zariski neighborhood of X ∞ . Recall that σ is a
Under the embedding of L * into Y , the image σ(X) becomes a section of Y over X. One can check σ(X) is the zero locus off , and the image of σ(X) intersect X ∞ along D simply because σ vanishes at D.
To construct the root stack X D,r , we consider the projection p ∶ Y X∞,r → Y from the stack of r-th roots of Y along the infinity section X ∞ . The sectioñ f pulls back to a section p * (f ) of p * (O Y (1) ). The zero locus p * (f ) −1 (0) is the inverse image off −1 (0) via p. This inverse image is isomorphic to X D,r .
3.2. Construction of the I-function. In this section, the Novikov variable q n corresponds to n times of fiber classes of Y over X, and Q d corresponds to the image of d under the embedding NE(X ∞ ) ⊂ NE(Y ). We also represent a curve class β ∈ NE(Y ) by (d, n) under this decomposition.
Recall that h = c 1 (O Y (1)). The proof of the following lemma is standard.
We can now construct the I-function of X D,r in terms of the J-function of X as follows. Y X∞,r is a toric stack bundle over X with the fibers isomorphic to weighted projective lines P 1 1,r . Therefore, by the mirror theorem for toric stack bundles [30] , [41] , we can write the I-function of Y X∞,r as the hypergeometric modification of the J-function of X:
Recall that i is the embedding X D,r ↪ Y X∞,r . In view of Lemma 3.1, we may apply orbifold quantum Lefschetz [36] , [14] . Denote the resulting I-function for the root stack as the following.
Here "∼" on the top of I X D,r is to signify that it is not completely intrinsic to X D,r due to the extra Novikov variable q.
We have the relation
Recall that D r is the substack of X D,r isomorphic to an r-th root gerbe of D. As divisor classes, D r = D r. The I-functionĨ X D,r can be written as
It is worth noting that n starts from
because of numerator has a zero factor when a = 0.
The above I-function contains an extra Novikov variable q coming from the ambient P 1 1,r -bundle. To get an intrinsic expression of X D,r , we need to restrict Novikov variables to NE(X D,r ) ⊂ NE(Y X∞,r ). To elaborate the situation, we start with the following standard computation.
Thus, by Lemma 3.2, a natural idea is to set n = D ⋅ d in (4). We replace Q d q D⋅d by Q ′d . This yields the following expression. 
Theorem 3.3. Given a smooth projective variety X and a smooth nef divisor D, the I-function of the r-th root stack X D,r of (X, D) can be constructed as a hypergeometric modification of the J-function of X as the following:
The I-function
Remark 3.4. There are two reasons that we need to assume X is a smooth projective variety instead of a smooth proper Deligne-Mumford stack. First, the mirror theorem for toric stack bundles in [30] requires the base to be a smooth variety. Second, quantum Lefschetz principle can fail for orbifold hypersurfaces if the line bundle is not pullback from the coarse moduli space [17] . Provided a mirror theorem for toric stack bundles with stacky base, the above construction of I-function can be extended to the case when X is a smooth Deligne-Mumford stack whose stacky structure is away from the divisor D.
3.3.
A refinement of the hypersurface construction. In fact, the hypersurface construction in Section 3.1 can be exploited further. Let us put a C * -action on fibers of Y X∞,r so that on the normal bundle of X ∞ , the weight is 1. More precisely, under the presentation Y = P(L ⊕ O), we need the C * to act on L with weight −1 and to act trivially on O. It induces an action on Y X∞,r . The C * -action naturally lifts to a C * -action on the line bundle 2 We need to require the cohomology classes at orbifold marking to be in i * H * (X) instead of H * (D), because we apply quantum Lefschetz.
. Let λ be the equivariant parameter. As mentioned in the previous section, orbifold quantum Lefschetz already implies a result stronger than the mirror theorem. The proposition above already allows one to compute invariants of X D,r only using invariants of X. But we will do more in this section. Let us compute the right-hand side by localization. In the localization computation of invariants of Y X∞,r , the fixed loci can be labelled by decorated bipartite graphs. In particular, we have the graph Γ 0 consists of a single vertex supported on p −1 (X ∞ ) without edges. This graph contributes We claim that any other graph Γ containing an edge always contributes 0. The reason comes from the effect of the twisting e C * ((p * O Y (1)) 0,n,d ) on an edge. Schematically, the localization contribution of Γ can be written as follows.
where M Γ is the fixed locus in the moduli space, V (Γ), E(Γ) are sets of vertices and edges, respectively. Writing a localization residue as vertex and edge contributions is standard, and a detailed expression in this situation can be written out by an easy modification of the computation in [30] . But we do not need the full expression in our analysis.
Suppose an edge e ∈ E(Γ) has multiplicity k. The corresponding edge contribution includes a factor coming from the twisting e C * ((p * O Y (1)) 0,n,i * d ). More precisely, it has the form (7) Cont e = ev * e
where the factor
comes from the twisting, and Cont ′ e refers to other factors (e.g., contribution of T Y X∞,r ) whose expressions do not concern us. Note that when i = k, Cont e = 0. We could almost conclude our claim. One could be a little more careful by checking the gluing of nodes at the X ∞ side in order to make sure that this 0 factor is not cancelled in the normalization sequence. It is straightforward and the conclusion is that Cont e = 0 whenever there is at least one edge.
As a result, we have the following statement. Theorem 3.6. We have
In particular, this result covers Theorem 3.3 as a special case, resulting in a second proof of Theorem 3.3. First, recall that IX r = ⊔ r−1 i=0 X. Let ι i ∶ X → IX r be the isomorphism of X with the component of age i r. By [6] , the small J-function of X and the one of X r has a simple relation.
We can then construct I-function for the required twisted theory by attaching hypergeometric factors ( [36, 14] ). By a slight abuse of notation, we use Novikov variable Q d for curve classes d ∈ NE(X D,r ). Proposition 3.8.
where superscript tw means the (double-) twisted theory by O(D) (using the characteristic class e C * (⋅)) and O(D r) (using 1 e C * (⋅)).
Combining all the above and taking nonequivariant limit, we obtain the following equation.
In view of D being a nef divisor, this becomes exactly the same equation as the one in Theorem 3.3.
Remark 3.9. Comparing Theorem 3.6 with Theroem 3.5, an advantage is that it can be made more explicit via Grothendieck-Riemann-Roch computation. In fact, the Hurwitz-Hodge classes e(O(D r) 0,n,d ) can be further related to double ramification cycles with target varieties. Further study is in progress.
Remark 3.10. We would like to make a note about the choice of C * -weights on the bundles O(D) and O(D r). In Theorem 3.5, the C * -action on p * O Y (1) is in fact arbitrary since it is nef and we only care about the non-equivariant limit. However, there is only one choice that allows us to further achieve Theorem 3.6. And the choice is the equivariant
Otherwise, (7) would look different and we would have more complicated graph sums. In the end, this forces the C * -weight on O(D) to be 1.
3.4.
The S-extended I-function. One can also consider the S-extended I-function for toric stack bundles to construct the S-extended I-function for root stacks. Then Theorem 3.3 can also be stated in terms of the S-extended I-function for root stacks without change. As mentioned in [26] , [15] , [30] , the non-extended I-function only determines the restriction of the J-function to the small parameter space
Taking the Sextended I-function allows one to determine the J-function along twisted sectors.
Recall that Y X∞,r is a toric stack bundle over X and the fiber is the weighted projective line P 1 1,r . As a toric Deligne-Mumford stack, the weighted projective line P 1 1,r can be constructed using stacky fans defined in [8] . The fan sequence is
Following [29] , one can also consider the S-extended stacky fan. In general, we choose S to be a subset of the so-called box elements of the toric stack bundle. For P 1 1,r , it simply means we assume
The S-extended fan sequence is
By [30] , the S-extended I-function is
, where x = {x 1 , . . . , x m } is the set of variables corresponding to the extended data S, and D r = D r as divisor classes.
The following mirror theorem again follows from the mirror theorem for toric stack bundles [30] and orbifold quantum Lefschetz [36] , [14] . Theorem 3.11 allows one to compute orbifold Gromov-Witten invariants of root stacks when there are orbifold marked points with ages a i r, for 1 ≤ i ≤ m.
Examples.
Example 3.12 (Toric pairs). We consider a toric pair (X, D), where X is a toric variety and D is a toric divisor. The root stack X D,r is a toric Deligne-Mumford stack, where r is a positive integer. The I-function for X is
where D 1 , . . . , D n are toric divisors of X; {p 1 , . . . , p l } is a basis of H 2 (X, Q). We can also write down the I-function for X D,r :
where D i are toric divisors of X D,r .
Therefore,
where π ∶ X D,r → X, and D r = D r as divisor classes. This matches with the mirror formula in Theorem 3.3. Note that for toric pairs, D is not required to be nef. Example 3.13. Let C be a generic smooth cubic curve in P 2 . The I-function for the root stack P 2 C,r is
where H ∈ H 2 (P 2 ) is the hyperplane class.
Example 3.14. Let S be a generic smooth cubic surface in P 3 . The Ifunction for the root stack P 3 S,r is
A mirror theorem for relative pairs
Genus-zero invariants of root stacks and genus-zero relative invariants are closely related. Following the formalism of [18] , we rephrase our result as a mirror theorem of relative theory in this section.
Note that in [18] , relative invariants with negative contact orders are defined, and it is proven to coincide with invariants of root stacks with some "large"-age markings. In general, Theorem 3.5 should involve such invariants. In Section 4.2, we consider a non-extended I-function, and these invariants are not involved in this case. Hence, we state a mirror theorem for relative invariants without Givental formalism for relative invariants developed in [18] . In Section 4.3, we state the mirror theorem using Givental formalism for relative invariants and S-extended I-function to determine relative invariants with more than one relative markings, as well as invariants with negative markings.
4.1. Genus-zero formalism of relative theory. In this subsection, we briefly recall some notations in [18] .
Each H i naturally embeds into H. For an element γ ∈ H i , we denote its image in H by [γ] i . Define a pairing on H by the following.
The pairing on the rest of the classes is generated by linearity.
If we pick fixed basis for H 0 and each H i≠0 , we have a basis for the whole H. H is used as our ring of insertions, and the indices in H i signifies the contact order of the corresponding marking. For details, see [18, Section 5.1] .
In [18] , relative invariants with insertions coming from H are denoted by the following:
where (i 1 , . . . , i n ) are contact orders andψ a 1 γ 1 , . . . ,ψ an γ n are insertions (see [18, Definition 5.3] ). Unfortunately, this notation is in conflict with the notation for I-functions in this paper. In this paper, we switch the above notation to the following:
.
According to [18, Section 5.4] , the whole Lagrangian cone formalism can be built over H, and therefore, I-functions make sense as points on the Lagrangian cone. For i ∈ Z, let {T i,α } be a basis for H andT α −i be the dual basis. For l ≥ 0, we write t l = ∑ i,α t l;i,αTi,α , where t l;i,α are formal variables.
Also write
The relative genus-zero descendant Gromov-Witten potential is defined as
Givental's Lagrangian cone L is then defined as the graph of the differential dF . More precisely, a (formal) point in Lagrangian cone can be explicitly written as
[18, Theorem 6.2] can be rewritten as Theorem 4.1. Let d ∈ NE(X) and (i 1 , . . . , i n ) be a sequence of integers such that
where ρ − is the number of i k , for 1 ≤ k ≤ n, such that i k < 0.
4.2.
The non-extended I-function for relative invariants. Assuming the anti-canonical divisor of X D,r is nef for r ≫ 1, we consider the following J-function of X D,r with restricted parameters.
relative Gromov-Witten invariants of (X, D) is
The non-extended I-function I (X,D) (Q, t, z) equals the J-function J (X,D) ([t ′ ] 0 , z) for the relative Gromov-Witten invariants of (X, D) with restricted parameter after change of variables.
The non-extended I-function for relative invariants coincides with the Ifunction for local invariants of O X (−D). It is compatible with the equality in [21] between relative Gromov-Witten invariants of (X, D) with one relative marking and the local Gromov-Witten invariants of O X (−D).
Example 4.4. Consider Gromov-Witten invariants of P 2 relative to a generic cubic curve C with maximal tangency along C at a point. The I-function is the limit of the I-function in Example 3.13:
The I-function I (P 2 ,C) (Q, z) is equal to the J-function J (P 2 ,C) ([t ′ ] 0 , z) via change of variables. Hence relative invariants of (P 2 , C) with one marking can be computed. It coincides with the I-function for the canonical bundle K P 2 of P 2 via the relation between relative invariants and local invariants [21] . Moreover, we recover the relative Gromov-Witten invariants of (P 2 , C) with one relative marking computed in [20] .
Example 4.5. Similarly, we can consider Gromov-Witten invariants of P 3 relative to a generic cubic surface S with maximal tangency along S at a point. The I-function can be obtained by taking the limit of the I-function in Example 3.14:
Relative invariants with one marking can be directly computed. 
and
The S-extended I-function for relative invariants correspond to J-function for relative invariants with possibly one negative relative marking. These relative invariants with one negative relative marking exactly correspond to the terms of I − . On the other hand, the terms of I + correspond to relative invariants without negative relative marking. Therefore, we have a mirror formula for relative invariants beyond the case of maximal tangency. We can also allow some a i to be large, then the S-extended I-function allows us to compute relative invariants with more than one negative relative markings.
