The purpose of this paper is to consider a modified hybrid steepest-descent method by using a viscosity approximation method with a weakly contractive mapping for finding the common element of the set of a common fixed point for an infinite family of nonexpansive mappings and the set of solutions of a system of an equilibrium problem. The sequence is generated from an arbitrary initial point which converges in norm to the unique solution of the variational inequality under some suitable conditions in a real Hilbert space. The results presented in this paper generalize and improve the results of Moudafi 2000 , Marino and Xu 2006 , Tian 2010 , Saeidi 2010 , and some others. Finally, we give an application to minimization problems and a numerical example which support our main theorem in the last part.
Introduction
The convex feasibility problem CFP is the problem for finding points in the intersection of a finite family of closed convex subsets C i , i 1, 2, . . . , N in the framework of Hilbert spaces, that is, to find a point x such that x ∈ N i 1 C i .
1.1
In 2006, Marino and Xu 29 introduced the following iterative scheme:
x n 1 α n γf x n I − α n A Tx n , ∀n ≥ 0.
1.7
It was proved that if the sequence {α n } of parameters satisfies appropriate conditions, then the sequence {x n } generated by 1.7 converges strongly to the unique solution of the variational inequality A − γf x * , x − x * ≥ 0, ∀x ∈ F T , 1.8 which is the optimality condition for the minimization problem
where h is a potential function for γf i.e., h x γf x , for x ∈ H . Assume A is strongly positive bounded linear operator. It can be referred that there is a constant γ > 0 which satisfies the following property:
Ax, x ≥ γ x 2 , ∀x ∈ H. On the other hand, Yamada 31 introduced the following hybrid iterative scheme for finding the variational inequality:
x n 1 Tx n − μλ n B Tx n , ∀n ≥ 0, 1.11 where B is k-Lipschitzian and η-strongly monotone operator with k > 0, η > 0, 0 < μ < 2η/k 2 , then he proved that if {λ n } satisfies some appropriate conditions, then {x n } generated by 1.11 converges strongly to the unique solution of variational inequality
Bx
* , x − x * ≥ 0, x ∈ F T .
1.12
In 2010, Tian 32 combined 1.7 and 1.11 and considered the following general iterative method:
x n 1 α n γf x n I − μα n B Tx n , ∀n ≥ 0.
1.13
If the sequence {α n } of parameters satisfies appropriate conditions, then the sequence {x n } generated by 1.13 converges strongly to the unique solution x * ∈ C of the variational inequality γf − μB x * , x − x * ≤ 0, ∀x ∈ F T . 1.14 Later, Saeidi 33 introduced the following modified hybrid steepest-descent iterative algorithm for finding a common element of the set of solutions of a system of equilibrium problems for a family F {F j : C × C → R, j 1, 2, . . . , M} and the set of common fixed points for a family of infinitely nonexpansive mappings S {S i : C → C}, with respect to W-mappings see 2.14 . The proposed scheme was defined by
where B is a relaxed γ, r -cocoercive, k-Lipschitzian mapping such that r > γk 2 . Then, under weaker hypotheses on coefficients, he proved the strong convergence of the proposed iterative algorithm to the unique solution of the variational inequality. Zhang et al. 34 introduced a modified iterative algorithm by using a viscosity approximation method with a weakly contractive mapping with respect to W-mappings see 2.14 . They defined
where Φ is a π-weakly contractive self-mapping on C, and {α n } is a sequence in 0, 1 . They proved that under certain appropriate conditions imposed on {α n }, the proposed iterative Abstract and Applied Analysis 5 algorithm converges strongly to the common element of the set of common fixed points of an infinite family of nonexpansive mappings and the set of a finite family of equilibrium problems. In this paper, motivated and inspired by the previously mentioned above results, we consider a modified hybrid steepest-descent method by using a viscosity approximation method with a weakly contractive mapping for finding the common element of the set of common fixed points for an infinite family of nonexpansive mappings with weakly contractive mappings and the set of solutions of a system of equilibrium problems. The sequence generated from an arbitrary initial point x 0 ∈ H which will converge in norm to the unique solution of the variational inequality under some suitable conditions in a real Hilbert space. Furthermore, we give an application to minimization problems and a numerical example which support our main theorem in the last part.
Preliminaries
Let H be a real Hilbert space and C be a nonempty closed convex subset of H. We denote weak convergence and strong convergence by notations and → , respectively. Recall that when the metric nearest point projection P C from H onto C assigns to each x ∈ H, the unique point in P C x ∈ C satisfies the property
The following characterizes the projection P C . An important problem is how to find a solution of VI C, B . It is known that
where λ > 0 is an arbitrarily fixed constant, and P C is the projection of H onto C. We recall some lemmas which will be needed in the rest of this paper.
It is well known that P C is a firmly nonexpansive mapping of H onto C and satisfies
Moreover, P C x is characterized by the following properties: P C x ∈ C and for all x ∈ H, y ∈ C, 
for some π : 0, ∞ → 0, ∞ which is a continuous and strictly increasing function such that π is positive on 0, ∞ and π 0 0. If π t ≡ 1 − k t, then Φ is said to be contractive mapping with the contractive coefficient k. If π t 0, then Φ is said to be nonexpansive. If π t 0 and y Φy, then Φ with a fixed point y is said to be qusi-nonexpansive.
Definition 2.3.
A mapping B : C → H is said to be an η-strongly monotone if there exists a constant η > 0 with the following property:
Definition 2.4. A mapping B : C → H is said to be relaxed γ, r -cocoercive if there exist two constants γ > 0 and r > 0 which satisfies the following property:
Lemma 2.5 see 28 . Assume that {a n } is a sequence of nonnegative real numbers such that a n 1 ≤ 1 − l n a n σ n , n ≥ 0, 2.9
where {l n } is a sequence in 0, 1 , and {σ n } is a sequence in R such that
Then lim n → ∞ a n 0. 
Then {x n } is weakly convergent to a point in C. 
Lemma 2.8 see 38 . Each Hilbert space H satisfies Opial's condition, that is, for any sequence
For solving the equilibrium problem, let us give the following assumptions for a bifunction F of C × C into R which were imposed in 9, 40 :
A2 F is monotone, that is, F x, y F y, x ≤ 0 for all x, y ∈ C;
A4 for each x ∈ C, y → F x, y is convex and lower semicontinuous.
Lemma 2.10 see 9, 40 . Let C be a nonempty closed convex subset of H, and let F be a bifunction of C × C into R satisfying (A1)-(A4). If r > 0 and x ∈ H, then there exists z ∈ C such that
Lemma 2.11 see 9 . Let C be a nonempty closed convex subset of H, and let F be a bifunction of
For r > 0 and x ∈ H, define a mapping J F r : H → C as follows:
for all x ∈ H. Then, the following conclusions hold that . .} are real numbers such that 0 < γ n ≤ b < 1, for all n ≥ 1. Then, for every x ∈ H and k ∈ N, the limit lim n → ∞ U n,k x exists.
Using Lemma 2.12, one can define the mapping W from H into itself as follows: 
Main Results
In this section, we will introduce an iterative scheme by using a modified hybrid steepestdescent method for finding the common element of the set of common fixed points for an Abstract and Applied Analysis 9 infinite family of nonexpansive mappings with weakly contractive mappings and the set of solutions of a system of equilibrium problems in a real Hilbert space. 
x n 1 α n γΦ x n I − α n μB w n , ∀n ∈ N,
3.1
where {α n } is a sequence in 0, 1 and satisfies the following conditions:
Then, the sequence {x n } converges strongly to x * P Θ I − μB γΦ x * which is the unique solution of the variational inequality
which is the optimality condition for the minimization problem
where h is a potential function for γΦ (i.e., h x γΦ x , for x ∈ H).
Proof. We will divide the proof of Theorem 3.1 into several steps.
Step 1. We will show that {x n } is bounded. Let p ∈ Θ. By taking 
From Lemmas 2.11 and 2.12, it follows that
3.5
By mathematical induction, it becomes
and we obtain that {x n } is bounded. So are {W n M n x n } and {Φ x n }.
Step 2. We claim that
for every k ∈ {1, 2, 3, . . . , M}. From Step 2 of the proof in 54, Theorem 3.1 , we have for k ∈ {1, 2, 3, . . . , M},
Note that for every k ∈ {1, 2, 3, . . . , M}, we obtain
So, we have
x n .
3.10
Now, apply 3.8 to 3.10 , we conclude 3.7 .
Step 3. We may assume that B n I − α n μB . Let {w n } be a bounded sequence in C. Then, we show that lim n → ∞ B n 1 w n −B n w n 0. Indeed, since {w n } is bounded and B is a Lipschitzian mapping, now, from condition C2 , we have B n 1 w n − B n w n I − α n 1 μB w n − I − α n μB w n α n 1 μBw n − α n μBw n
3.11
where M 1 is an approximate constant such that M 1 ≥ max{sup n≥1 Bw n }. Hence B n 1 w n − B n w n → 0 as n → ∞.
3.13
where M 3 is an approximate constant such that
3.14 Substituting 3.14 into 3.12 , it yields that
where M is an approximate constant such that M ≥ max{M 2 , M 3 }. By condition C3 , we obtain that W n 1 w n − W n w n → 0 as n → ∞.
Step 5. We will show that
We observe that x n 1 − x n α n γΦ x n I − α n μB w n − α n−1 γΦ x n−1 − I − α n−1 μB w n−1
where M 4 is an approximate constant such that
3.18
By
Step 2 and Step 4, we have immediately concluded from 3.17 that
3.19
By Lemma 2.5, we have lim n → ∞ x n 1 − x n 0.
Step 6. We will show that 
and, hence,
3.22
By 3.22 , we compute
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So, we obtain
Using condition C1 and 3.16 , we obtain
Step 7. Next, we show that
Since
3.27
by condition C1 and 3.16 , we get x n − W n M n x n → 0 as n → ∞.
Step 8. We show that z ∈ Θ. The weak w-limit set of {x n }, w w x n is a subset of Θ. Let z ∈ w w x n , and let {x n m } be a subsequence of {x n } which converges weakly to z. By Step 6, without loss of generality, we may assume that
We need to show that z ∈ Θ. At first, note that by A2 and given y ∈ C and k ∈ {1, 2, . . . , M − 1}, we have
Thus, 
for all y ∈ H and k ∈ {1, 2, . . . , M − 1}. Replacing y with y t ty 1 − t z with t ∈ 0, 1 and using A1 and A4 , we obtain
Hence, F k 1 ty 1 − t z, y ≥ 0, for all t ∈ 0, 1 and y ∈ H. Letting t → 0 and using A3 , we conclude F k 1 z, y ≥ 0, for all y ∈ H and k ∈ {1, 2, . . . , M}. Therefore,
Next, we show that z ∈ 
3.36
This is a contradiction. Therefore, z must belong to F W
Step 9. We show that lim sup n → ∞ μB − γΦ x * , x * − x n ≤ 0, where x Let 0 < μ < 2η/k 2 and 0 < γ < μ η − μk 2 /2 τ. Let the mapping W n be defined by 2.14 and {r j,n } M j 1 be a sequence in 0, ∞ . If {x n } is the sequence generated by x 1 ∈ C and
x n 1 α n Φ x n I − α n μB w n , ∀n ∈ N,
3.41
where {α n } is a sequence in 0, 1 which satisfies the following conditions (C1)-(C4), then the sequence {x n } converges strongly to x * P Θ I − μB Φ x * which is the unique solution of the variational inequality
Proof. Taking γ ≡ 1, in Theorem 3.1, it is easy to obtain the desired conclusion. 
x n 1 α n γf x n I − α n μB w n , ∀n ∈ N,
3.44
where {α n } is a sequence in 0, 1 which satisfies the following conditions (C1)-(C4), then the sequence {x n } converges strongly to x * P Θ I − μB γf x * , which is the unique solution of the variational inequality
where h is a potential function for γf (i.e., h x γf x , for x ∈ H).
Proof. Taking Φ ≡ f in Theorem 3.1, it is easy to obtain the desired conclusion. Proof. Taking W n ≡ 0 in Theorem 3.1, it is easy to obtain the desired conclusion. Let the mapping W n be defined by 2.14 . If {x n } is the sequence generated by x 1 ∈ C and w n W n x n , x n 1 α n γΦ x n I − α n μB w n , ∀n ∈ N,
3.50
where {α n } is a sequence in 0, 1 which satisfies the following conditions (C1)-(C3), then the sequence {x n } converges strongly to x where K is a constant number.
Numerical Result
In this step, we give the numerical results see Table 1 that support our main theorem as shown by the plotting graph using MATLAB 7.11.0. We choose the initial values as x 0.15 in Figure 1 . From the example, we can see that {x n } converges to 0.
