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Abstract
A categorical framework for nding concurrent realizations of reactive systems is
presented
Firstly a functorial construction is described that leads from the category of
concrete asynchronous systems to the category of labelled safe Petri nets
Then the general problem is discussed In general the optimal solutions ie the
most concurrent realizations of a reactive system need not exist Nevertheless an
iterative process of building a maximally concurrent realization of a reactive system
is proposed based on the notion zigzag morphism
 Introduction
This paper accepts this as a starting point that a reactive system is faithfully
represented as a transition system and that any two such strongly bisimilar
representations are indistinguishable
We address the problem of nding maximally concurrent realizations of
reactive systems within a categorical framework Until now all categorically
motivated realization procedures were based on the idea of looking for an ad
junction between a category of abstract behaviours and a category of Petri
nets see 	
 As a result the Petri nets constructed by the adjunc
tions tended to be huge literally saturated with places in order to guarantee
universality of the construction
In practical applications this price paid for the universality seemed too
high Thus in order to work with smaller nets a number of ramications of
the regional construction 	
 were proposed which attempted to construct
nets of desired kind and with smallminimal number of places see 


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To our knowledge none of these construction has been shown to have some
categorical underpinning
We believe that having a categorical explanation of such a construction
is important In the area of Petri nets all the notions of a morphism used
nowadays capture the idea of simulation of the activity of the source net in
the target net Thus if one shows that a construction is functorial then in
some sense it is a proof that the construction is good ie uniform generic etc
This also comes with a promise that other categorical constructions may work
nicely with the given one Otherwise one can suspect that the construction
might be ad hoc
This paper attempts to push further away the boundary between the
good and the potentially ad hoc It also suggest simple categorical ex
planation of the iterative procedure to solve the problem in the ad hoc case
Several novel ideas are put forward in this paper
First the concurrent realization of a given behaviour is sought in the cat
egory of labelled Petri nets Originally see 
 for an indepth discussion the
problem of synthesis 	
 was to nd a Petri net the eventstransitions of which
would be the actions of the synthesized transition system It turns out that
simple classes of nets viz safe nets with labelling can cope with modeling
behaviours which are not tractable by means of the most general classes of
unlabelled nets investigated so far cf 	

Second the notion of synthesis is generalized to cover labelled safe nets as
realizations of asynchronous systems
Third we show that thus generalized synthesis problem can be solved
uniformly for a large class of concurrent behaviours represented by concrete
asynchronous systems see 

Next our synthesis procedure is parametric One of the parameters being
a synthesis procedure for sequential systems Then the solution can be shown
to be functorial if the procedure of realization of these sequential systems is
functorial Indeed a functor that associates a labelled state machine with
each sequential system is demonstrated Therefore our procedure associates
with a concrete asynchronous system net of a simple form of a product of state
machines It remains to be seen if by pluging in a dierent functor one can
obtain one of the constructions known from the literature
Finally we suggest how the general problem of nding a realization of a
reactive behaviour can be approached on the level of asynchronous systems
in a systematic way For that purpose we argue zigzag morphisms can be
used
The paper concentrates more on the methodology than on technical results
Only those necessary to accomplish the presentation are presented here and
we rely on more technical papers 

Elementary category theoretical notions are used throughout cf 


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The paper is organized as follows
Section  provides a description of a novel and simple way to achieve a
uniform ie functorial construction of labelled safe Petri nets that realize
specications given in the form of concrete asynchronous system
Section  provides an example of a nonconcrete asynchronous system that
derives from the wellknown EmersonClarke scheduler see 
 Also the idea
of stepwise renement of an asynchronous by means of zigzag morphisms is
explained
 Realization of concrete asynchronous systems
In this section the crucial denitions of asynchronous systems and labelled
safe Petri nets are recalled together with some recent renements and results
 Preliminaries
Asynchronous systems were introduced in the 	s by Shields and one of the
authors see 
 The idea was to generalize the notion of labelled transition
system so that potential concurrency gets reected in the model
A transition system S is a quadruple S  hS s T i where S is a set of
states with s  S an initial state of S  is a set of actions also called the
alphabet of S and T  S   S is a transition relation
We let p q etc to range over states while    and so on range over
actions Notation p


q is used to indicate a  step in S ie hp  qi  T 
while p


and p




are used to indicate that either p


q for some q or for
none respectively Notation like 
S
 etc may be used to refer to a component
of S
Transition system S is deterministic whenever its transition relation is a
graph of a partial function ie whenever p


q and p


r implies q  r
Given a transition system S one inductively denes the setR
S
of reachable
states of S by letting s  R
S
 and q  R
S
whenever p  R
S
and p


q in S
Then S is reachable whenever R
S
 S
S
 ie all states of S are reachable
Only nite transition systems are considered
Transition systems form a category when equipped with a suitable notion
of morphism In this paper a number of such notions is investigated but the
basic one is the following Given transition systems S and S

their morphism
f is a pair f  hf
S
 f

i where f
S
 S  S

is a function which preserves the
initial states ie f
S
s  s

 while f

   

is a partial function Together
the components of f preserve transition relation in the following sense
p


q and f

 is dened implies f
S
p
f



f
S
q
p


q and f

 is undened implies f
S
p  f
S
q
Composition of morphisms is dened componentwise Identity morphism are

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pairs of identity functions
Classes of deterministic andor reachable transition systems dene im
portant subcategories There is also an evident functor that given a transition
system S returns its reachable subsystem reachS  hR
S
 s
S

S
 T i where
T is a restriction of T
S
to the new set of states
An asynchronous system A is a pair A  hS ki where S is a deterministic
transition system and k  
S
 
S
is an irreexive and symmetric binary
relation of independence dened on the alphabet of S The transition system
underlying the asynchronous system should satisfy the following swap property
with respect to the independence relation

swap p


q


r and  k  implies there exists q

such that p


q



r
The swap property formalizes the idea that concurrent execution of actions
can be represented by independency of the actions As a result Mazurkiewicz
traces qualify as computations of asynchronous systems cf 

Asynchronous systems form a category Given asynchronous systems A
and A

their morphism f  A  A

is a morphism of the underlying transition
systems such that f

preserves independency in the following sense
f

 dened and f

dened and  k  imply f

  k

f


Clearly any restriction of the independency relation of an asynchronous
system preserves the validity of the swap condition Intuitively the larger the
independency the more concurrent is the system Consequently asynchron
ous systems with empty independency relation may well be called sequential
systems
There is a forgetful functor that maps an asynchronous system to its un
derlying transition system But a transition system is easily extended func
torially to an asynchronous system with empty independency ie with a
sequential system Formally the category of sequential systems is isomorphic
to the category of transition systems
 Concrete asynchronous systems
Recently see 
 Morin has provided a characterization of those asynchronous
systems which up to reachable parts are isomorphic to mixed products of
sequential systems
Below several of Morins results are recalled but in the framework of cat
egories other than those studied in 
 We prefer to use the more traditional
notion of morphism cf 
 since it is easier to work with when it comes to
relate Petri nets to asynchronous systems Consequently the class of morph
isms introduced in the denition that follows is a subclass of the morphisms
recalled in Sect 
Denition  A morphism f  S  S

is called rigid whenever   

and
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f

   

is a partial identity induced by this inclusion ie f

   i
  

 and undened otherwise
A morphism of asynchronous systems is rigid i it is a rigid morphism of
the underlying transition systems
One can easily verify that asynchronous systemsA andA

are rigid isomorphic
notation A  A

 i both share the same alphabet and independency and if
there exist a bijection between their states which preserves and reects the
transition relation
Morin has shown that the category of asynchronous systems with rigid
morphisms admits products For historical reasons the construction is referred
to as a mixed product
Let A
iI
 with A
i
 hS
i
 s
i

i
 T
i
 k
i
i be a family of asynchronous sys
tems
The mixed product of A
iI
 denoted
Q
iI
A
i
 is an asynchronous system
dened as h
Q
iI
S
i
 s
i

iI

S
iI

i
 T ki where

p
i

iI


q
i

iI
i   
i
 p
i


q
i
or   
i
 p
i
 q
i


 k  i  k
i
 whenever f g  
i

Thus a step in the product comes about by a synchronous execution of
steps in all components with  in their alphabets
The reader should note that when the components of a product are sequen
tial the independence in the product is rather special Namely two actions
are independent in the product i they do not occur in the same component
The following is now immediate cf 

Lemma  The class of rigid morphisms includes identities and is closed
under composition In the subcategory of asynchronous systems with rigid
morphisms
Q
iI
A
i
is a categorical product with evident projections 
Now we call an asynchronous system A concrete if there exists a family of
sequential asynchronous systems A
i

iI
such that reachA  reach

Q
iI
A
i


As an example consider two transition systems qua sequential asynchronous
systems one with transitions p


q and p


q

and the other one with trans
itions r


r



r

 Then their mixed product contains unreachable states
both this product and its reachable part are considered concrete see Fig 
Let A  hS s T ki be an asynchronous system For every    a
binary relation on S also denoted by  is dened inductively by

p


q and    implies p  q and

p


q and r


s and p  r implies q  s
Now let Q  f   j  	 k  
g ie Q is the family of cliques of
dependent actions Given   Q the collapse of A notation 

A is
dened as a sequential system 

A  hS s


 T

 
i where T

is the
least relation such that p


q implies p




q


 Above and in the sequel
p


stands for the class of all states equivalent to p

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It turns out that the reachable part of any mixed product of sequential
systems is isomorphic to the reachable part of the mixed product of its
collapses cf  Lemma 

Lemma  reach
Q
iI
A
i
  reach

Q
iI


i

Q
iI
A
i



What is more there is a criterion for deciding when a reachable asynchron
ous system is concrete cf Theorem  of 

Theorem  A reachable asynchronous system A is concrete i there exists
a family M  Q such that following are satised

statestate M separation if p  q then p


 q


for some   M 

stateaction M separation if p




then p






for some   M    

Moreover given M  Q such that A satises both M separation axioms it
follows that reachA  reach

Q
M


A

 If M

 Q is another family
of cliques such that K  M  K

 M

 K  K

 then A satises also
M

separability axioms Hence one may restrict attention to M that consist
of all maximal elements of Q only
	 Comparison with elementary transition systems
The theory of concrete asynchronous systems subsumes in the sense discussed
below the theory of elementary transition systems developed by Ehrenfeucht
and Rozenberg and their followers eg cf 	
 We believe that the res
ults presented below should extend from elementary transition systems to
semielementary transition systems of 
 and to those asynchronous sys
tems which are obtained as case graphs of safe nets see 	
 But as we shall
see there are simple examples of concrete asynchronous systems which fall
beyond these clases
A region R in a transition system S  hS s T i is a set of states R  S
such that given a transition p


q the value of 
R
p
R
q does not depend
on p and q but is a function of  only Above 
R
stands for the characteristic
function of R We write R

 if p


q implies 
R
p  
R
q   and 

R if
p


q implies 
R
p  
R
q   There is no notation for the third case
p


q implies 
R
p 
R
q  
Deterministic and reachable transition system S is elementary if the fol
lowing conditions are satised

no loops p


q implies p  q

no parallel arrows p


q and p


q imply    

no junk every action can be enabled in some state p



and additionally separability conditions of Ehrenfeucht and Rozenberg

statestate separation p  q implies p  R and q  R for some region R

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
stateaction separation p




implies p  R and R

 for some region R
Given a transition system hS s T i dene relation k   as follows
 k  i p


and p


and q


q



for some p q q


Lemma  Let S be an elementary transition system Then hS ki with k
dened by 
 is an asynchronous system 
In fact only a minor modication of a proof of the above is required to show
that also semielementary transition systems coincide with a subclass of asyn
chronous systems
The following provides some insight into the relationship between regions
in an elementary transition system and collapses of the asynchronous system
it induces
Lemma  Let R be a region in an elementary transition system S Dene
a set of actions   f  
S
j 

R  R

g Then  is a clique of dependent
actions Moreover p  q implies p  R  q  R
Proof Let  k  and let    Then in the transition system there ex
ist fragments like  Whichever of 

R or R

 is true precisely one of the
sources of  arrows belongs to R Hence neither 

R nor R

 holds con
sequently   
Now let p  q and let  denote the characteristic function of R The
proof of p  q goes by induction on the derivation of p  q The base
case is p


q for some    By denition of  neither 

R nor R

 holds
hence the claim For the other case let r


p and s


q be two arrows
with r  s We have p r  q s and r  s by inductive
hypotheses Hence p  q as required 
Now the following is immediate
Proposition 	 The asynchronous system induced by an elementary trans
ition system is concrete
Proof It remains to verify Morins separation axioms
Suppose p  q Then there exists a region which separates p and q A
clique  induced by this region as in lemma  also separates the states
Now let p




 Take a region R with p  R and R

 Then the clique
 induced by R contains  and separates p and  Indeed consider q with
q  p Then by lemma  q  R Hence p






 
The converse to Prop  is not true For instance each sequential system
A ie each asynchronous system with k
A
 
 does satisfy Morins conditions
This is because the entire alphabet of A is a clique of dependent actions and
it generates the trivial equivalence Hence for instance a sequential system
that performs an action  twice in a row and then stops is concrete Clearly
it is not elementary In fact it is neither semielementary nor does it satisfy
the separation axiom  in 	


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Thus the realization procedure described in this paper extends functorial
realizability to cases not covered before In fact it will become apparent in
the next section it covers cases which cannot be realized by any unlabelled
general Petri net
 Labelled safe Petri nets and their products
Morins result the already recalled theorem  paves the way to a rather
simple approach to the problem of synthesis of concurrent behaviours bymeans
of Petri nets Some additional notions and results required to present the idea
have recently been developed by the authors cf 

Let 	 denote the set of natural numbers Given a nite set X a multiset
on X is a functionM  X  	 In this paper only multisets over nite sets are
considered The set of all multisets on X is denoted 
X Relation M

 M 
sumMM

and dierenceMM

of multisets are dened argumentwise the
latter is dened only under proviso M

M  Any subset A of X is identied
with a multiset A  
X by taking the characteristic function of A Elements
of X are identied with the characteristic functions of the singleton subsets
of X Finally the usual settheoretic operations can be extended to multisets
by taking the argumentwise minimumand maximum for 	 and  respectively
A multirelation   B
r
 B

is a multiset on B B

 By abuse of notation
a multirelation  is identied with a total function   
B  
B

dened
by Mb

 
bB
hb b

i Mb As functions multirelations are additive ie
satisfy M M

  M  M

   
A nite augmented Petri net is a structure N  hBEF

MMi where
B and E are nite disjoint sets of places and events respectively M  
B
is a distinguished family of markings of N while

M 

M  M is the initial
marking Finally F  
B E  E B is a ow multirelation Notation b

e
for F hb ei and e

b for F he bi is often used Also

e and

A is used to denote
the multisets of preconditions of e e  E and A A  
E respectively Given
the above a ring relation on 
B 
E 
B is dened as usual M AiM

i

A M and M

M 

AA

 We write M Ai and say A is enabled inM 
if

A  M  The family M of distinguished markings is assumed to be closed
under the ring relation ieM M and M eiM

impliesM

M
The mild generalization of the notion of Petri net introduced above by
adding the distinguished family of markings appears useful when it comes to
relate mixed products of nets to mixed products of their case graphs Altern
atively one would have to work within the framework of reachable Petri nets
and reachable asynchronoustransition systems
A Petri net is safe if M M and M Ai imply that M and A are sets
A labelled Petri net is a structure hBEF

MM i where hBEF

MMi
is a Petri net  is a set of actions and   E   is a labelling function
In the sequel only nite and usually also safe and labelled Petri nets are
considered with their usual graphical presentation
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In 
 a new we thought notion of a morphism on Petri nets was intro
duced In fact already in  the same notion was studied by Vogler see 

Voglers idea was to extend the notion of a process of safe nets to arbitrary
PTnets He noticed that the notion introduced by Winskel is too restrictive
for this purpose Our goal was to nd a functorial realization of a sequential
system as a labelled net see Proposition  Again this cannot be done
with Winskel morphisms see 
 for a discussion
Denition 
 Let N  hBEF

MMi and N

 hB

 E

 F



M

M

i be
two Petri nets A general morphism f  N  N

between these nets consists
of a partial function   E  E

and a multirelation   
B  
B

which
together fulll the following conditions



M 

M



M M implies M M




e  

e

e

  

e

e  e


Petri nets with general morphisms form a category cf  Prop 
 The above
forms a basis for dening the Petri net counterpart of the notion of rigid
morphisms of transition systems
A rigid morphism of two labelled Petri nets N  hBEF

MM i and
N

 hB

 E

 F



M

M



 

i with 

  is a general morphism h i of
the underlying Petri nets which preserves the labelling in the following sense
e is dened i e  

and in this case 

e  e One can verify that
labelled safe Petri nets with rigid morphisms also form a category
Given a labelled Petri net N  hBEF

MM i its case graph de
noted CgN  is a transition system hM

M T i where T is the least relation
on M M that satises M eiM

impliesM
e

M


Proposition  The case graph construction is a functor from the category
of labelled Petri nets to the category of transition systems It cuts down to a
functor between the subcategories of safe nets andor rigid morphisms 
Another functor is obtained by mapping a labelled Petri net N to its
reachable part denoted reachN  obtained by replacing M
N
by the set of
markings reachable from

M
N
 By denition the case graph functor commutes
with the reachability functors Formally CgreachN   reachCgN 
The category of labelled safe Petri nets with rigid morphisms admits
nite products we also call them mixed The following result renes the
construction of the general mixed products of unlabelled nets cf  Thm 

Theorem  Let hhB
i
 E
i
 F
i


M
i
M
i

i
 
i
ii
iI
be a nite family of labelled
Petri nets Their mixed product hBEFMM i is given by

B 
U
iI
B
i
 the disjoint union of places

 
S
iI

i


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
E is a subset of
Q
iI
E
i
 fg consisting of those e which fulll
     i  I e
i
   
i
e
i
   e
i
     
i

Here  is a dummy event occurring in none of E
i


b

e  b

e
i
and e

b  e

i
b whenever b  B
i
 Here by denition b

   


b


M  
iI

M
i

  E   is determined uniquely due to the denition of  and E

M  f
iI
M
i
j i  IM
i
M
i
g
The place part of ith projection is the relation inverse to inclusion B
i
 B
Its event part is a partial function which maps he
i
i
iI
to e
i
when e
i
  and
otherwise undened 
What is more case graph functor preserves mixed products
Proposition  The case graph of the mixed product of labelled Petri nets
is 
rigid isomorphic to the mixed product of their case graphs 
The above proposition was spelled out in  Prop 
 for unlabelled nets only
Modications to labelled nets are straightforward
 Towards a functorial realization of concrete asynchronous systems by
means of labelled safe Petri nets
Labelled nets safe or otherwise can represent very complex behaviors Thus
in general there is no sense to link concurrent execution of events with their
labels Our idea is to use labelled nets as realization of concurrent behaviour
presented as an asynchronous system Thus the following notion is central
Denition  Labelled net N  hBEF

MM i is a realization of
an asynchronous system A  hS ki if the following hold
i CgN   S up to rigid isomorphism of transition systems
ii M  M and M e

e

i imply e

k e


iii e

k e

implies 

e

 e


 	 

e

 e


  

The rst condition above states the usually accepted requirement that the
sequential case graph of a good candidate for realization of A should be iso
morphic with the transition system underlyingA The next condition ii
says that the concurency present in the realization is always justied in the
specication Finally condition iii ensures that all events labelled as
potentially concurrent in the specication are structurally concurrent in the
realization
Now we are ready to show that taking realizations commuteswith products
The reader should note that distiguished markings the extra ingredient of
nets comes out naturally in the proof Without it we would have to compute
mixed products in the category of reachable asynchronous systems

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Theorem  Let hA
i
i
iI
be a nite family of asynchronous systems and
let hN
i
i
iI
be a family of their realizations Then the mixed product of nets
Q
iI
N
i
 realizes the mixed product of asynchronous systems
Q
iI
A
i

Proof Let
Q
iI
N
i
 hBEF

MM i be a mixed product of labelled
nets hN
i
i
iI
where N
i
 hB
i
 E
i
 F
i


M
i
M
i

i
 
i
i for i  I Moreover let
A
i
 hS
i
 k
i
i
Q
iI
A
i
 h
Q
iI
S
i
 ki
We have already established see Prop  that Cg
Q
iI
N
i
 is rigid iso
morphic to the product of CgN
i
 hence also to
Q
iI
S
i

Let M  M M ee

i where e  e
i

iI
 e

 e

i

iI
 e  e

and let
e e

 
i
 Then M 	 B
i
 M
i
and M 	B
i
e
i
e

i
i hence e  
i
e
i
k
i

i
e

i

e


Finally let b  

e  e

 	 

e

 e

 There is only one i  I such that
b  B
i
 for this i both e
i
  and e

i
  and b  

e
i
 e

i
 	 

e

i
 e

i

 Then

i
e
i

i

i
e

i
 hence e  e

 
Now consider a reachable concrete asynchronous systems A Let M be the
family of all maximal cliques of the dependency relation of A A realization of
A by means of a labelled safe Petri net is obtained by applying the following
parametric procedure
Factorize A into the family 

A
M
of sequential systems
Then A  reach

Q
M


A


Realize each 

A as a net N

   M 
Compute
Q
M
N

 and return reach
Q
M
N


The rst step has been done by Morin cf 

The last step produces a realization of the mixed product of sequential
systems by Theorem  So since the reachable part of a realization is a
realization of the reachable part we end up with a realization of A
Thus all that is left is to explain how to realize a sequential system Let
us just note in passing that if the realization of sequential systems is given as a
functor from the category of sequential systems to the category of labelled safe
Petri nets then the procedure described above yields a realization functor from
the category of concrete asynchronous systems to the category of labelled safe
Petri nets with rigid morphisms Thus thanks to Morins characterization
the general realization problem has been reduced to the problem of realization
of simple sequential behaviours
In principle many constructions of a realization of sequential system by
means of a labelled Petri net can be envisaged
One can for instance disambiguate dierent occurrences of the same ac
tion by means of a labeling Suppose that together with the labeling an
elementary transition system is obtained in this way Then apply the func
torial construction based on regions cf 
 and carry the labeling over to
thus synthesized elementary net The result would be a labelled safe Petri

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net saturated with places and with reachable markings as the distinguished
family
Anyway the universal properties of categorical products give us the fol
lowing result
Theorem  Any realization functor from the category of sequential sys
tems to labelled safe Petri nets both with rigid morphisms extends to all
reachable concrete asynchronous systems with rigid morphisms 
Here thanks to general morphisms of 
 a simpler realization functor
from sequential systems to labelled safe Petri nets is put forward In practical
applications see 
 it is better to work with Patri nets which are as small as
possible Thus many synthesis techniques have been proposed which aim at
minimizing the number of places in the synthesized net cf 
 None of
these techniques though have been shown to be functorial even for sequential
systems Our proposal is based on simple kind of sequential nets known as
state machines
A state machine is a Petri netN  hBEF

MMi such thatM f

e j e  E g
and fe

j e  E g all consist of singleton multisets Clearly all state machines
are safe
Let A  hS s T ki be a sequential system ie k  
 Put SmA 
hS T F sM i where

p


q  p p


q

 q p


q   Take as
M the family of all singleton multisets
If f  A  A

is a rigid morphism of sequential systems then   f
S


S  
S

and   T  T

dened by p


q  f
S
p


f
S
q for   


 form a rigid morphism of state machines constructed from these sequential
systems Smf  h i  SmA SmA


The functoriality of the construction hinges on the use of rigid generalized
morphisms cf 
 In fact generalized morphisms were introduced to achieve
this functoriality
Proposition  Sm is a realization functor from sequential systems to the
category of state machines and rigid morphisms CgSmhS 
i  S 
Fig  demonstrates an example of two simple transition systems their
mixed product and their realization by means of labelled safe Petri nets
Actually the example is so simple that the labelling is not really required
But it is su cient to show that realizations may have duplicated places
 Realization of reactive systems
So far it has been shown how to realize concrete asynchronous systems by
means of labelled safe Petri nets Here the general problem of realization of
reactive systems is addressed
Thus we assume that a reactive system is given in the form of a transition
system S  hS s T i

Bednarczyk















C
C
CW


Fig  Two
simple trans
ition systems









H
H
Hj

H
H
Hj

H
H
Hj














Fig  The product of
these transition systems




















	

A
A
AU






R




Fig  Two state ma
chines and their product
realizing the transition
systems
Now the task is to nd as concurrent a realization as possible We consider
the problem of nding a maximally concurrent realization of a reactive system
as a kind of code optimization problem
Luckily there is a way to turn S into maximally concurrent asynchronous
system A  hS ki as follows
 k  i p


q


r implies  s p


s


r
and p


s


r implies  q p


q


r

Sadly the above construction is not functorial and A obtained in this way is
not concrete in general The problem is best demonstrated by mandala an
example wellknown from practice
	 Mandala
In distributed environments the wellknown mutual exclusion problem occurs
very often In the simplest case the mutual exclusion problem takes the form
of mandala
Suppose there are agents interested in using a resource It is important for
each agent that the resource is not corrupted while it uses it To guarantee
this an agent is prepared to request a permission to use the resource before
it starts to use the resource So from the perspective of the resource owner
the behaviour of an individual agent could be dened as a CCSlike process
A  ruA where r and u stand for request and use actions respectively
The owner has therefore to come up with a scheduler to make the resource
available to the agents The natural requirements would be that the scheduler
should accept the requests at any time but it should grant the permission on
the rstcomerstserved basis The transition system presenting a scheduler
to cope with two users is described on Fig  or equivalently in the form of
mandala see Fig 

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Fig  A simple agent scheduler S
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Fig 	 Scheduler S

in a
mandala form
It is assumed that each agent i for i    reports its request as action
r
i
and its usage as action u
i

A quick inspection of transition system S

reveals that it does not fulll
EhrenfeuchtRozenberg separation axioms First of all states s and t reached
from the initial state after performing r

r

and r

r

are dierent and state
state separation fails Moreover the transitions enabled in these two states
are also dierent and the stateevent separation fails as well
Hence there is no way to realize the system using the regional construction
of EhrenfeuchtRozenberg In fact there is no net with S

as its case graph
The proof is simple whenever M e

iM

e

iM

and M e

iM

e

iM

hold in a
Petri net then M

 M

follows Hence the assumption that there exists an
unlabelled Petri net N

 with CgN

  S

leads to a contradiction
The maximally concurrent asynchronous system built on S

is not concrete
either To see that Morins separation axioms do not hold assume that say
r

k u

 Then s and u

are not separable Firstly s


u


 Now consider
any   fr

 u

 u

 r

g with u

  where  is a clique of the dependency
relation Then r

  by assumption It follows from the denition of the
collaps relation induced by  that s  t Of course t
u


 Whence s


u



justifying the claim
A symmetric argument shows that also the other diamond in S

cannot be
lled with concurency ie we cannot assume r

k u


	 Renement into concrete asynchronous systems by means of zigzag morph
isms
More complicated variants of the mutual exclusion problem can be obtained
from mandala by renement For example the version studied by Emerson
and Clarke cf  Fig 
 is obtained by rening use  enter  leave see
Fig 
Again the reader would have to perform a homeomorphic transformation
on the above scheduler to verify that it is the same as the one studied by
Emerson and Clarke
The problem with mandala persists even now though That is the same
argument as before shows that the maximally concurrent asynchronous trans
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Fig 
 The EmersonClarke scheduler S

ition system on S

is not concrete
On the other hand each sequential system is concrete So given a trans
ition system S there are maximal concrete asynchronous system with S as its
underlying transition system It has been shown in Sect  that for each con
crete asynchronous system a labelled safe Petri net can be found that realizes
the system So one could try to move from a given nonconcrete asynchronous
to a concrete one by reducing concurrency andor splitting actions
It turns out that simple categorical notion can be used to develop a system
atic method to nd such a concrete system The idea is to iterete a sequence of
renement steps by analogy to what was proposed in 
 and implemented in

 so that with each step the new tranformed specication is more concrete
It must be the case though that each intermediate spacication is bisimilar
to the original reactive system In this way at each stage the specication will
have the same sequential behaviour as the original reactive system
The idea is to use zigzag morphisms between asynchronous systems
Given transition systems S and T  a morphisms f  S  T is a zigzag
whenever f

is total and fp


r in T implies the existence of  and q in S
such that f

    f
S
q  r and p


q in S
Thus as dened above zigzag morphisms generalize Parks idea of bisim
ulation between transition systems Formally the image of S in T via f is
bisimilar to T  In that sense a move from T to S preserves up to f the
sequential bahaviour
Denition  A zigzag morphism between asynchronous systems is their
morphism such that it is a zigzag of the underlying transition systems
Asynchronous system A implements A

via f  and f is an implementation
of A

 whenever f  A  A

is a zigzag morphism
Zigzag morphisms are closed udner composition and all identity morphisms
are zigzags
If A  hS ki then the pair of identities forms a zigzag from hS 
i to A
Thus the sequential system hS 
i is an implementation of A
Let f

 A

 A and f

 A

 A be two implementations Then f

is
better than f

 notation f

 f

 or closer to the original A when there exists
f  A

A

such that f

 f  f

 It is easy to see that any such f is a zigzag

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too
It seems natural to assume that the states are shared by the implementing
and the implemented asynchronous systems Thus there are basically two
orthogonal ways in which an asynchronous system A

can implement A via
f  A

 A

split f glues some actions of A

into a single action of A independency in
A is reected in A



concurency reduction f does not glue any actions but the independency
relation in A

is smaller then the one in A
Then the less splitting of actions the smaller loss of independency the better
ie more concurrent an implementation
Clearly the implementation by means of the induced sequential system is
of the second type All other implementations can be seen as compositions of
a split implementation followed by a concurrency reducing implementation
		 Implementations of the EmersonClarke scheduler
With mandala not much can be done unfortunately That is the only imple
mentation of mandala is the sequential one
In case of EmersonClarke scheduler see Fig  the situation is better
By taking the maximal independency relation r
i
k e
j
and r
i
k 
j
for i j 
f g i  j the scheduler becomes a nonconcrete asynchronous system
By implementations involving split of some actions one can obtain a con
crete asynchronous system that fullls separation axioms of DrosteSchortt
In fact there are several maximal and hence incomparable ways to achieve
this goal For instance one can choose one of the upper diamonds say r

 e



and one of the lower ones say r

 


 and then introduce two actions for each
of r

 e

 r

and 

 Of course the independence relation has to be adjus
ted accordingly The corresponding implementation morphism is an identity
on states glues actions that got split and is an inclusion on independence
relation
Alternatively one can restrict attention to implementations of the second
type only Thus the idea is to make the independence relation small enough
to ensure that the scheduler fullls separation axioms of Morin There is only
one way to achieve this goal with as much independency as possible Namely
one can leave as independent actions r
i
k 
j
 for i  j The implementation
morphism is an identity of underlying transition systems and an inclusion of
the independence relations
The asynchronous system build in this way fullls Morins axioms Its
factorization into sequential systems is depicted on Fig  Each factor is
labelled with a set of actions that are not in its alphabet The last of the four
sequential systems is the notorious mandala

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Fig  The scheduler with silent moves
 Conclusions and further work
It seems that the framework proposed here has a potential to subsume those
synthesis procedures which targeted subclasses of safe nets cf 	

More importantly though would be to relate our procedures to those un
derlying tools used in practice So we plan to take a closer look at similarities
and dierences between the procedure described here and the work of Cort
adella et al
Also it remains as an interesting challenge if one can push further away
the boundry of unirm realizations
One possibility would be to target nonsafe labelled nets and use more
liberal abstract models of concurrent behaviours like in 

But there is also another option Our notion of implementation has been
based on strict morphisms ie morphisms with total action relabelling part
In this way the implementation corresponds to the notion of strong bisimula
tion
We have grounds to believe that by allowing partial relabelings and thereby
silent actions in the implementing systems one can achieve more concurrent
behaviour In case of the EmersonClarke scheduler one can achieve the real
ization of maximally concurrent behaviour easily see Fig 	 Research in this
direction has been recently initiated by Vogler cf 


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