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Abstract-In recent years there has been a growing interest in the field of dynamic walking and bio-inspired robots. However, while walking and running on a flat surface have been studied extensively, walking dynamically over terrains with varying slope remains a challenge. Previously we developed an open loop controller based on a Central Pattern Generator (CPG). The controller applied predefined torque patterns to a compass-gait biped (CB), and achieved stable gaits over a limited range of slopes. In this work, this range is greatly extended by applying a once per cycle feedback to the CPG controller. The terrain's slope is measured and used to modify both the CPG frequency and the torque amplitude once per step. A multi-objective optimization algorithm was used to tune the controller parameters for a simulated CB model. The resulting controller successfully traverses terrains with slopes ranging from +7
• to -8
• , comparable to most slopes found in human constructed environments. Gait stability was verified by computing the linearized Poincaré Map both numerically and analytically.
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I. INTRODUCTION
L EGGED locomotion is of major interest both for developing versatile robots that can maneuver in general terrain and for gaining insight into human locomotion, in order to develop systems that restore mobility to the disabled. Legged locomotion can be controlled either quasi-statically or dynamically. Quasi-static control maintains stability at each point during the step [1] , whereas dynamic control only maintains orbital stability [2] . Dynamic gaits can take advantage of the system's natural dynamics, and are usually faster and more energy efficient than conservative quasi-static gaits. However, the development of dynamically stable walking robots, which can adapt their gait on-line to varying slopes, is still a challenge.
Many of today's successful biped robots are controlled based on the Zero Moment Point (ZMP) method [3] , [4] , which has been shown to be effective for controlling locomotion of flat-footed bipeds on controlled environments. The ZMP specifies the point with respect to which ground reaction forces do not produce any moment in the horizontal plane. Although ZMP methods can generate dynamically stable gaits, most of their applications are still inherently statically stable since the center of mass does not leave the support polygon of the robot. ZMP methods require a precise model of the robot and the environment in order to calculate the system's inverse kinematics, accurate sensors to track the robot's motion, and strong, accurate actuators to precisely follow the precomputed trajectories. Furthermore, this method does not exploit the natural dynamics of the robot, and thus energy efficiency is low, the resulting walking gaits are usually slow and do not look natural or human-like.
As biped robots move out of the laboratory and into the real world, energy efficiency will become increasingly important. In order for autonomous biped robots to be able to cover large distances they must carry their own power source and use it as efficiently as possible. A common metric for assessing the energy efficiency of locomotion is the dimensionless specific mechanical cost of transport (COT ), used to compare between different control methods and robots of different sizes. The most efficient walking gaits are those exhibited by Passive Dynamic Walkers (PDW) [5] , [6] , [7] . These mechanisms can walk downhill without any actuation, expending only potential energy. Motivated by the energy efficiency of PDWs, different passivity-mimicking dynamic walkers [2] , [8] , [9] , [10] , [11] have been developed, which include actuation to facilitate walking also on flat terrain and even uphill. Dynamic bipedal robots have COT s ranging from 0.05 to 0.1 [8] , [9] , comparable to that of humans (COT = 0.05) and passive dynamic walkers (COT = 0.02 − 0.04). In contrast, robots using precise joint-angle control such as Honda's Asimo require much more energy for locomotion, with COT = 1.6 [8] .
In order to mimic the energy efficiency of PDWs, we propose to develop bio-inspired controllers that exploit the robot's natural dynamics. Stable, dynamical gaits that are robust to disturbances can be generated by central pattern generators (CPGs) [12] , as shown in studies of animal locomotion [13] . CPGs are modeled as networks of coupled oscillators, each activating a different muscle, joint or limb, to generate locomotion patterns [14] . The coupling weights between the oscillators dictate the relative steady-state phase differences between the oscillators, which translate into delays in the activation of the different limbs and thus determine the resulting gait. Different locomotion patterns arise from different coupling weights between the neurons. This ability makes CPGs very versatile, allowing the same CPG to generate different gaits by changing the coupling weights. While CPGs can generate coordinated muscular activity autonomously, i.e. without any sensory feedback, the latter can be used to alter the generated pattern in behaviorally appropriate ways.
Several biomimetic robots have been developed that use CPGs to generate locomotion including hexapods [15] , quadrupeds [16] , [17] and bipeds [10] , [11] , [18] , [19] . A common strategy is to interpret the output of each oscillator in the CPG as the reference trajectory for the respective joint. However, tracking joint trajectories does not allow the robot to exploit its natural dynamics. Instead we suggest a "natural dynamics" approach in which joint trajectories are determined by the natural response of the robot rather than forced to follow a predefined reference. Actuation is provided by predefined torque patterns triggered by the CPG, utilizing minimal periodic actuation throughout the gait and otherwise allowing for free dynamic motion of the robot. In our previous work we developed a CPG based controller that exploits the natural dynamics of a CB, shown in Figure 1 , by activating torque pulses rather than generating the reference joint trajectories. The bio-inspired controller generates stable walking gaits over a small range of slopes without any feedback, as detailed in [20] .
In spite of the growing interest in bio-inspired controllers, most of the published works deal only with dynamic walking over flat terrain and only a few investigate the effects of varying slopes on gait stability. Researchers have taken different approaches to tackle adaptation to sloped terrain, most of them remaining within the range of ±5
• even when using more complex biped models [19] , [21] . CPG based controllers for humanoid robots, that utilize continuous feedback to track predefined joint-trajectories, have been shown to achieve stable walking on ±7
• [22] and ±10
• [23] by modifying the torso's orientation based on the terrain's slope. In [10] a minimalistic control method was designed and applied to a CB robot. A sinusoidal hip torque was used to generate a walking gait and its frequency was modified based on the terrain's slope, allowing the robot to walk on slopes of +3.75
• and −2.6
• . In [24] a PD controller was used for hip actuation together with a push-off impulse, allowing a CB model to walk on stochastically rough terrain. Goswami et al. [2] designed a passivity mimicking controller that continuously tracked a desired energy level for the system on a specific slope, with an additional term to track an average progression speed. This controller allowed the CB robot to walk on slopes of up to +12
• . While continuous feedback can improve the performance of the open loop controller, it may require excessive resources and may even hamper performance if the feedback is too noisy or delayed [25] . Furthermore, using continuous feedback to enforce predefined joint trajectories may reduce energy efficiency without providing a sufficient increase in robustness. Hence we focus on strategies that involve minimal feedback, and in particular, once per cycle feedback where a terrain's slope measurement is fed to the controller when the swing leg impacts the ground. We investigate how minimal feedbackobtained once per step, can be integrated with CPG-based open loop control to enhance the robustness to slope variations. A once per cycle feedback is natural for rhythmic movements that generate cyclic events associated with impacts at the transitions between different continuous phases, as previously demonstrated for rhythmic yo-yo operation [26] .
The main purpose of this paper is to demonstrate how the robustness to slope variations of our open loop CPG controller [20] can be enhanced by applying a minimal once per cycle feedback that is used to modify the controller's parameters. The terrain's slope is used to (I) modify how the CPG's output is converted into control signals, and (II) modify also the dynamics (and hence the frequency) of the CPG itself. We demonstrate that the proposed controller improves the robustness of the open loop CPG controller over sevenfold, allowing the robot to walk on slopes ranging from +7
• to −8
• , comparable to most slopes in human constructed environments. The CB model used is described in Section II, and the proposed open loop controller is detailed in Section III. The minimal feedback integration is described in Section IV. Analytic and numeric stability analysis methods are presented in Section V. The multi-objective optimization (MOO) algorithm used to tune the controller parameters is described in Section VI. The results of our numerical simulations are presented in Section VII and the conclusions are summarized in Section VIII.
II. COMPASS BIPED MODEL
One of the major determinants in bipedal walking is the compass gait [27] . Thus, the CB model is commonly used to investigate walking [6] , [28] . Other models, and most notably the spring-loaded inverted pendulum (SLIP) [29] , are commonly used to model running, although an extended version of SLIP has been shown to accommodate both walking and running [30] . Several different approaches to modeling the dynamics of a planar CB can be found in the literature [5] , [31] , [32] . One of the simplest models is a 2 degrees of freedom (DOF) model comprised of two legs joined at the hip as shown in Figure 1 . The legs are rigid, with mass m, moment of inertia I and length L, each. Both legs are attached to a hip mass m h and can rotate around it.
The compass gait can be divided into two phases: (I) a continuous, single-support phase where only one leg is in contact with the ground and (II) a discrete, double-support phase that occurs when the swing leg impacts the ground and becomes the new stance leg.
A. Continuous Phase
During the single-support phase the stance leg is assumed to be attached to the ground through a rotation joint. This assumption is verified in the numeric simulation by checking that the ground reaction force (GRF) is always positive and there is no slippage. Under this assumption, the robot's dynamics are modeled by the 2-DOF equation:
where θ 1 and θ 2 are the stance and swing leg's orientation with respect to the vertical, respectively, as shown in Figure 1 . The matrices M(q), N(q,q), G(q) and E are detailed in Appendix A. The generalized torques vector u includes the ankle torque T ankle , and hip torque, T hip .
B. Discrete Transition Phase
The transition of support between the legs occurs when the swing leg impacts the ground. The impact is assumed to be plastic, i.e., the swing leg does not bounce back and there is no slippage. We denote by () + and () − the state right after or right before impact, respectively, and define the half inter-leg angle upon impact as:
When walking on a terrain with slope γ, impact occurs when the following geometric constraint is satisfied:
Impact is assumed to occur instantaneously, thus the legs' angles remain the same right before and after impact. Note that the swing leg becomes the new stance leg and vice versa, i.e. θ . The transition equations for the angular velocities can be obtained by applying the conservation of angular momentum law about the new stance foot for the whole system, and about the hip for the new swing leg [5] , and written in matrix form:
as detailed in Appendix A, Eq. A.7-A.10.
III. GAIT CONTROL

A. Central Pattern Generator configuration
The proposed controller generates walking gaits by applying torque pulses at the ankle and hip, rather than enforcing prescribed joint trajectories. The timing and amplitude of the torque pulses are decoupled: timing is determined by a central pattern generator (CPG) while the amplitudes are either predefined (open loop control) or adjusted based on the terrain's slope (closed loop control). For simplicity, we use square pulses, though they can easily be replaced with other waveforms. Each joint can be actuated by several pulses, making this control method highly scalable.
In general, each pulse's timing can be dictated by a single oscillator, with a resulting gait arising from the connections between all the oscillators [20] . However, in our paradigm the relative phases between the different torque-pulses remain the same, and thus the CPG can be modeled as a single phase oscillator [14] :
Each pulse is activated when the CPG's phase, ϕ CP G , crosses the pulse's initial phase ϕ i , and deactivated after a duration ∆ϕ i , i.e. when ϕ CP G crosses ϕ i + ∆ϕ i . Each pulse is also characterized by an amplitude T i , which is determined independent of the CPG, as detailed in IV. Thus, the ankle and hip torques generated by the controller are:
where H is the Heaviside step function, N a is the number of ankle pulses, N h is the number of hip pulses and N p = N a + N h is the total number of pulses. Figure 2 depicts an example of the ankle and hip torques that can be generated with N a = 1 and N h = 2.
The decoupling between the timing of torque activation, which is determined by the CPG's phase, and the waveform of the applied torques facilitates an intuitive choice of parameters and also simplifies the implementation of the Multi-Objective Optimization described in Section VI.
B. Practical Considerations
A common problem for CBs with rigid legs is that the swing leg "scrapes" the ground in mid-swing. In order to overcome Fig. 3 . The ZMP represents the point where the contact force with the ground does not produce any horizontal moment. As long as this point is within the foot boundaries, the foot is in static equilibrium.
this issue, we designed the controller to slightly retract the swing leg soon after toe off and to extend it back once it has cleared the ground.
In theory, the proposed controller can apply any given ankle pulse since the CB model is fully actuated. However, a real robot would require large feet to apply a large ankle torque. To ensure that our optimized controller is realizable we define a foot size with two parameters: ankle to toe (A2T) and ankle to heel (A2H) distance. The A2T and A2H parameters determine the maximum positive and negative values of the ZMP, respectively, as shown in Figure 3 . The ZMP equation (9) is derived from the equilibrium equations for the foot and motion equations for the whole body (7):
where GRF y is obtained from the constraint that keeps the ankle position static. This equation holds only for walking on flat terrain but can be easily extended to include the terrain's slope, γ:
Thus, a ZMP constraint is added to the simulation such that:
This constraint ensures that the foot remains static on the ground, i.e. the ankle position remains unchanged throughout the stance phase. Furthermore, we assume that the foot impacts the ground flatly, i.e. the heel, toe and ankle hit the ground in synchrony.
IV. GAIT ADAPTATION VIA MINIMAL FEEDBACK
The CPG-based open loop controller described in the previous section generates stable walking gaits over a small range of slopes as detailed in [20] . The disadvantage of feed-forward controllers is that they are sensitive to disturbances, e.g. slope variations. Conversely, relying on feedback alone is prone to measurement noise and delays [25] . Here we integrate minimal, once per step feedback into the CPG based controller to improve robustness to slope variations while avoiding the aforementioned pitfalls of continuous feedback. Humans use a combination of information from proprioceptive, visual and vestibular systems to adapt their posture on inclined surfaces [33] . On a flat-footed robot, the terrain's slope, γ, can be measured throughout the step by placing inertial measurement units (IMUs) on each foot. Alternatively, a single IMU placed on the hip or torso in combination with joint position information, measured by encoders, can be used to obtain the terrain's slope. These measurements can be averaged throughout the step and fed once per cycle to the controller, as shown in Figure 4 , reducing the sensitivity of the proposed minimal feedback to noisy sensors and delays.
The slope feedback, measured in radians, is integrated in two ways: (I) to modify the amplitudes of the applied torque pulses T i , helping to introduce the correct amount of energy into the gait, and (II) to modify the controller's period f osc , helping to keep the model and controller synchronized. The minimal feedback laws are linear and given by:
where f osc0 and T i,0 are the nominal values of the CPG's frequency and the i'th torque pulse, respectively. Distinct linear feedback gains were used for uphill slopes (k
Note that since the duration of the torque pulses is determined by the phase of the oscillator, changing the period of the oscillator also changes the duration of these pulses.
V. STABILITY ANALYSIS
A. Poincaré Map
To describe the dynamics of both the robot and the CPG, we define a fifth-dimensional state-space: In order to assess the stability of the limit-cycles obtained through numerical simulations we generate the Poincaré Map [34] . The Poincaré Map is the return map of an orbit in statespace from one intersection with Σ P to the next, where Σ P is a section transversal to the flow, referred to as the Poincaré section (Cf. Figure 5 ). We define Σ P as the system's state right after the swing leg impacts the ground. The resulting Poincare map is denoted as:
where x + k is the state vector right after impact on the k'th step. A fixed point of P satisfies:
If a small perturbation (denoted by δ 0 ) is applied to the fixed point, the resulting perturbation (denoted by δ 1 ) at the next impact with Σ P will be:
where P x * is the linearized Poincaré map, also known as the Jacobian Matrix of the Poincaré Map, evaluated at x * . If all the eigenvalues of P x * , also known as the system's characteristic multipliers, are inside the unit circle in the complex plane, i.e. all the eigenvalues have a magnitude smaller than 1, then x * and its corresponding periodic solution are orbitally stable [34] . Note that we expect one of the eigenvalues to be zero since its corresponding eigenvector is directed locally along the limit cycle and an orbit perturbed in that direction will remain on the limit cycle.
Since the fixed point for each slope was obtained numerically by integrating the system's differential equations, it should define a stable fixed point of the Poincaré Map. This statement is verified by using the numerical and analytical methods described below to derive the linearized Poincaré map, and assessing the resulting eigenvalues.
B. Numerical computation of the Linearized Poincaré Map
To numerically compute the system's stability, the system is perturbed along each of its coordinates, i.e. δ (k) 0 = εe k , where e k is a unit vector in the k'th coordinate (k = 1, . . . , 5). The system is then numerically integrated over n steps, depending on the periodicity of the gait, to obtain δ (k) 1 . The resulting linearized Poincaré map is:
C. Analytical computation of the Linearized Poincaré Map
The CB model together with the proposed controller result in a hybrid dynamical system with piece-wise smooth flow. Each activation or deactivation of a torque pulse introduces a non-smooth change in the flow due to the discontinuous change in the vector field. The linearized evolution of a perturbation through such a torque-discontinutiy is described by the matrix S T,j , as detailed in Appendix B (B.3).
Ground impacts introduce a discontinuity in the system state, as described by the algebraic impact equation (4) . The linearized evolution of a perturbation through such grounddiscontinutiy until reaching the Poincaré section is described by the Matrix S − G as detailed in Appendix B (B.6). By concatenating the linearized evolution of a perturbation through each smooth flow phase, each torque-discontinuity, and finally through the ground-discontinuity, the linearized Poincare map can be shown to be given by (Appendix B, [35] , [36] ):
where T p is the period of the limit cycle, T 1 is the time it takes the limit cycle to reach the first torque discontinuity after ground discontinuity, T j (j = 2, · · · , 2N p ) is the time it takes the limit cycle to reach the j-th torque discontinuity from the (j-1) torque discontinuity, and Φ x (x, T ) is the Jacobian of the flow of duration T from point x. Here we approximate Φ x (x, T ) with a piece-wise linearization of the system dynamics, detailed in Appendix B.
VI. MULTI-OBJECTIVE OPTIMIZATION
For a CPG that coordinates the activation of N p pulses, the suggested control method requires a total of 1 + 3 · N p parameters in open loop. The CPG frequency is represented by a single parameter, while each torque pulse requires three parameters: amplitude, starting phase and duration, as specified in Eq. 6. The minimal feedback extension requires an additional 2 · (1 + N p ) parameters that define the gains for modifying the CPG's frequency and the amplitude of each pulse (one uphill and one downhill gain, as specified in Eq. 11). The controller presented in Section VII, for example, utilizes a single ankle pulse (N a = 1) and two hip pulses (N h = 2) and thus requires a total of 18 parameters. Handtuning these parameters is a tedious process that results in sub-optimal performance. In contrast, the parameters can be optimized numerically in order to maximize/minimize certain objective functions.
A number of objective functions that are relevant for locomotion are described in VI-B. These objective functions can be combined into a single objective function by assigning Fig. 6 . Genome example composed of Ng = 18 genes: CPG frequency, one ankle pulse, two hip pulses (defined by amplitude, offset and duration, each) and uphill/downhill gains. a specific relative weight to each one. However, since those weights are not known a priori, and may depend on a given task, we instead apply a Multi-Objective Genetic Algorithm (MOGA) to evolve a variety of controllers.
Genetic Algorithms (GA) are stochastic directed-search algorithms motivated by ideas from natural selection and evolution [37] , [38] . Following this strategy, possible solutions, i.e., the set of controller parameters in our case, are encoded by genomes (as further detailed below and depicted in Figure 6 ). An initial population of genomes is selected randomly and constitute the first generation. The objective functions, which in the context of GA are referred to as fitness functions, are evaluated to assess the fitness of each genome. The fittest genomes are selected and used to produce the next generation of genomes using mutation and reproduction operations. This process is repeated over the desired number of generations to evolve solutions with increasingly better performance. The specific methods for encoding, evaluation, selection, mutation and reproduction of CB controllers are detailed in subsections A-D below.
A. Genome encoding
The necessary controller parameters are encoded in a string of parameter values, where each parameter value is referred to as a gene and the whole string as a genome. The length and contents of a genome can be easily modified to encode the parameters of different controllers, e.g. with different number of ankle and hip pulses. The results shown in Section VII are for genomes that encode a single ankle pulse and two hip pulses (N a = 1, N h = 2), with a total of N g = 18 genes, as shown in Figure 6 . Each gene is bounded by min./max. values which define the search space of the algorithm, as detailed in Table II .
B. Genome fitness
The fitness of an individual genome is evaluated by running numerical simulations of the CB with the controller parameters that it encodes. The continuous equations (1) are numerically integrated to simulate the robot's smooth dynamics, given the torque pulses specified in (6), until the swing leg hits the ground. Upon impact, the transition equations (4) are evaluated to obtain the initial conditions for the next step-cycle and the minimal feedback law (11) updates the torques' amplitude and CPG frequency. The numerical simulation runs until: (a) the robot falls, (b) the ZMP exceeds the feet dimensions, (c) the initial conditions at the beginning of each step converge to steady-state or (d) the allotted time runs out.
Four fitness functions are evaluated using the simulations results, to assess the velocity, energy efficiency, linear convergence rate and robustness to slope variations. Starting with simulations on flat terrain, the velocity, energy efficiency and linear convergence rate of the controller are evaluated using equations (19) , (21) and (22), respectively.
Velocity fitness: The velocity fitness represents the distance traveled over the allotted time. In early generations, if the controller fails after a step or two, its score will be low. Once the controllers evolve to generate stable gaits, the velocity fitness function equals the average velocity of the gait. Note that if the simulation converges earlier, the convergence time is used instead of the allotted time. Energy efficiency fitness: The energy efficiency fitness is based on the cost of transport (COT) [8] , given by:
The absolute control effort is defined as the sum of positive work done by the actuators (the integral of |(T )θ| summed over all the actuated joints). The fitness function is defined as a decreasing function of the COT:
where the factor of 5 was introduced to increase sensitivity. Convergence fitness: If the CB gait converges to a limit cycle within the allotted time, its linear rate of convergence is evaluated by numerically computing the eigenvalues of the linearized Poincaré map. The linear convergence rate fitness function represents the minimal distance of the eigenvalues to the unit circle:
Slope fitness: The slope fitness is evaluated only for genomes that generate a stable gait on flat terrain. The slope fitness facilitates the optimization of the gains k +/− f and k +/− Ti that are used in (11) to adapt the controller parameters to the slope.
Separate simulations are conducted to evaluate the robustness to uphill and downhill slopes. Each simulation begins on flat terrain and the slope is smoothly increased by ∆Slope (either uphill or downhill) whenever the model converges to a limit cycle on the current slope. The simulation continues until the CB model fails to converge to a limit cycle on the new slope, within the allotted time per slope. We record how long the controller was able to walk on the last slope, referred to as Trial time. The Up/Downhill auxiliary fitness is defined as the maximum steepness on which the CB converged to a limit cycle, i.e. N S · ∆Slope where N S is the number of slopes where the state converged, plus a fraction of ∆Slope that depends on the ratio between Trial time and the allotted time:
where * hill can be Uphill or Downhill . Finally, these auxiliary results are combined into a single F Slope fitness function defined as:
Combining the uphill and downhill auxiliary fitness results ensures that the optimized genomes will be stable on a balanced range of slopes.
C. Selection of the fittest
Once all the genomes in a population have been evaluated, the top genomes are selected for further optimization. Selecting the best genome using a weighted sum of all the fitness functions requires prior selection of the relative weights of the different fitness functions. Instead, we perform multiobjective optimization using Pareto Front Optimization (PFO) [39] . Each genome is represented as a point in an N Fdimensional space, where N F = 4 is the number of fitness functions evaluated. The population point-cloud is divided into layers, known as Pareto fronts. These layers are organized according to Pareto dominance, where a particular genome g 1 is said to Pareto dominate g 2 if it scored higher in at least one fitness function, and scored equally or higher in all other fitness functions, specifically:
for at least one j ∈ {1, ..., N F } (25) The outer-most Pareto front is composed of non-dominated genomes, and inner Pareto-fronts are organized recursively from the remaining genomes. PFO selects the desired number of N top genomes from the outer most Pareto-fronts.
One caveat of PFO is that it can over-specialize genomes, resulting in controllers with high performance in a single fitness yet inferior in every other aspect. To overcome this issue, a thresholding step was taken prior to dividing the population into Pareto fronts. A minimum threshold for each fitness function was selected such that only p%= 50% of the total population was considered for the next generation, before dividing it into Pareto fronts. This step ensured that the best genomes performed well in several categories.
After running the optimization, the Pareto front can be visualized to evaluate the resulting trade-offs between different fitness functions, as depicted in Figure 9 in Section VII. Furthermore, the final generation includes a wide range of genomes with different abilities, e.g. energy efficient genomes that walk slowly and faster genomes that are less efficient. A genome with specific traits can be selected from the final generation by selecting lower bounds for each fitness function.
D. Creating the next generation
The top population is composed of the N top best genomes from the previous generation, selected from the highest Pareto fronts. The top population moves on to the next generation to be preserved, together with a mutated copy of themselves. Finally, the top population genomes are paired randomly using a weighted random selection, where the highest weight is given to the genomes taken from the outer-most Pareto front, i.e. those that are non-dominated. Each pair produces two offspring by crossover and mutation until the new population is filled. A small number of new random genomes are also introduced as a countermeasure to local-minima convergence.
Mutation: Genomes undergo a mutation step by mutating each individual gene g [i] (i = 1..N g ) with a 50% probability. If a gene is mutated, its new value g is a small deviation from its original value g, defined by the equation:
where k is the mutation strength factor, ρ is a random variable selection and gene max , gene min are the gene's bounds. For our MOGA we gradually reduced k from 3% to 1% and ρ was normally distributed with µ = 0 and σ = 1/6. Crossover: Pairs of genomes are randomly selected from the top population and used as parents to create two distinct offspring genomes using the crossover operator. An n-point crossover is performed by randomly selecting n points along the genome, and generating two new offspring genomes composed of n+1 genetic sections taken from parent A and parent B, alternately. Here we used 2-point crossover as depicted in Figure 7 . The mutation operator is then applied to the new offspring.
VII. RESULTS
The MOGA described in VI was used to optimize the parameters of the CPG-based controller described in III, to generate stable gaits for the CB model described in II and having the parameters given in Table I . Each controller was composed of a single ankle torque pulse (N a = 1) and two hip torque pulses (N h = 2), encoded in a genome as shown in Figure 6 , with the bounds specified in Table II . The controllers were evaluated by the fitness functions described in Section VI-B: F Vel , F Energy , F Conv and F Slope . Each simulation was limited to 40 seconds and the slope was changed at ∆Slope = 1
• increments. The algorithm was run for 50 generations using a population of 2500 individuals. After evaluating each generation, 15% of the population were selected as top genomes (N top = 375). 
The algorithm found stable solutions within the first two generations and kept evolving them to improve velocity, energy efficiency and linear convergence rate over the following generations. The fitness value related to robustness to slope variations improved more gradually, as seen in Figure 8 .
A. Genetics of the evolved controllers
The final generation included a large variety of genomes with distinct abilities. The trade-offs between different fitness results across this generation are shown in Figure 9 . The N top = 375 genomes of the final generation were roughly divided into clusters based on their performance in a single fitness function. We identified four clusters composed of The lower bounds for clusters I and IV represent the percentile above which a genome is included in the cluster, i.e. 51% and 71% respectively. These clusters had no overlap, except for a single genome that was both very fast and converged quickly (had small eigenvalues), but failed to climb more than 1
• . An inverse correlation between walking speed and energy efficiency is evident from the velocity fitness distribution in Figure 10 , which demonstrates that efficient walkers (red cluster) move very slowly, while fast walkers (blue cluster) are the least efficient. Most interestingly, there is a very large difference in the slope fitness; and highly specialized controllers that generate fast or efficient walk, or whose linear rate of convergence is high, cannot adapt well to slope variations.
The genetics of each genome cluster was further studied by looking at the distribution of each gene.
CPG parameters: Figure 11 shows the distribution of genes that affect the frequency of the controller's oscillator, and thus the gait's period. The nominal value for the oscillator's frequency, f osc , i.e. the value on flat terrain, was centered around 1.38 Hz, slightly less than twice the natural frequency of a leg (given that the leg's mass is centered at the middle of the leg and given the leg's length, specified in Table I , the leg's natural frequency f n = 1 2π g L/2 = 0.7 Hz). This demonstrates that the optimization algorithm converged to controllers that are synchronized with the natural frequency of the system, since the oscillator fires twice per cycle of each leg (once for each leg step). Faster genomes preferred higher oscillator frequencies. In contrast, a lower frequency resulted in faster linear convergence rate.
Focusing on good climbers, the distributions for uphill (k around -0.91 and -0.36, respectively. According to Eq. 11, negative gains cause an increase in the gait's period for upward slopes (γ ≥ 0, lower f osc ), and a decrease for downward slopes (γ < 0, higher f osc ), in accordance to studies of the gait period of humans [33] . Other clusters are characterized by wider distributions and larger standard deviations (3 to 4 times).
Torque parameters: Figure 12 shows the distribution of genes that affect the strength and timing of torque actuation. Efficient genomes utilized short torque pulses (∆ϕ i 1) of small amplitude (T 1 ≈ −0.11 ± 0.29 Nm, T 2 ≈ 3.4 ± 1.2 Nm and T 3 ≈ 0.02 ± 0.03 Nm). Genomes in this cluster relied heavily on "natural dynamics", activating the short hip pulse T 2 early in the gait and letting the leg swing freely afterwards.
Fast genomes utilized stronger pulses for both joints: T 1 ≈ −12 ± 1.9 Nm, T 2 ≈ 50 ± 31 Nm and T 3 ≈ −8.3 ± 9.6 Nm. The first and third pulses, T 1 and T 3 , started early in the gait and lasted for 44 ± 11% and 6 ± 11% of the step period, respectively. The other hip pulse appeared later in the gait (0.59 ± 0.12) and was used for slowing down the swing leg before impact. Interestingly, this strategy evolved by the GA is similar to the swing-leg retraction mechanism, which has been shown to improve the stability of spring-mass running [40] . Fast convergence genomes, i.e. those with small eigenvalues, utilized a small ankle torque (T 1 ≈ −1.9 ± 2.1 Nm) starting early in the step and lasting ≈ 55 ± 24% of the step, in combination with two strong hip pulses (T 2 ≈ 22 ± 10 Nm and T 3 ≈ −14 ± 5.7 Nm) at the beginning and at the end of the step, respectively.
Finally, good climbers had the genes with the smallest coefficient of variation for each gene (on average), which is representative of the clustering of the genes around the optimal value. Good climbers utilized an ankle pulse of small amplitude (T 1 ≈ −2.1 ± 0.9 Nm) that spanned most of the step period, starting at ≈ 16 ± 3% and lasting ≈ 80 ± 2% of the step period. The hip actuation consisted of a strong pulse (T 2 ≈ 29 ± 11 Nm) of short duration at the beginning of the step, followed by a weaker correction pulse (T 3 ≈ −3.6 ± 4.2 Nm) towards the middle of the step. Note that the stronger hip pulse ended shortly before the hip torque begun, allowing the controller to apply a larger ankle pulse without crossing the ZMP limit. This is due to the effect of the hip actuation on the GRF. The best climber was selected for further study as detailed in the next subsection.
B. Performance of the selected genome
The genome with highest slope fitness (56.61, with 7.03 and 8.05 up/downhill fitness), hereinafter referred to as "the best climber", was selected for further analysis. The controller encoded by the selected genome generated stable gaits for the CB model, with an average speed of 0.535 m/s. Its energy efficiency score was 0.82, which translates to a COT of 0.045, while its convergence score was 0.195, i.e. its largest eigenvalue was 0.805 in magnitude on flat terrain (Cf. Figure 16 ). The best climber generated stable gaits over a range of +1.2
Most importantly, when enhanced by the once per cycle feedback, it generated stable gaits over a range of +7
• /−8
• , a 750% increase in robustness to slopes. The parameter values encoded by the selected genome are shown in Table III .
The effect of the terrain's slope on the gaits generated by the best climber is demonstrated in Figure 13 . Each gait is characterized by the fixed point of the Poincaré map associated with the state just before the impact with the ground. The difference between the joint angles at impact (upper panel) defines the inter-leg angle and hence the step size. The best climber maintains a regular step size for downhill slopes. On uphill slopes, however, the ZMP constraint restricts the maximum torque that can be applied at the ankle, thereby reducing the step size and the angular velocities at which the legs impact the ground. The average step length and walking speed, for the best climber, over the range of slopes are 0.36 m and 1.8 km/h (0.5 m/s), respectively, while the maximum speed attained by the controller was 2.2 km/h. The best climber attained stable symmetrical gaits on each slope, as shown in Figure 14 for selected slopes. It is noted that other genomes converged to gaits of period 2 (alternating short and long steps) over some slope range.
The minimum coefficient of friction (COF) required to comply with the no-slippage condition was below 0.3 for slopes between −4.4
• and +7
• , and reached a maximum of 0.55 on the −8
• slope. Figure 15 shows the evolution of the ZMP and the center of mass (COM) projection on the foot throughout a full step, for different slopes. While the ZMP remains within the foot, the COM reaches outside the foot, indicating that the resulting gait is dynamic rather than quasistatic. When there is no ankle actuation, the ZMP is located at the ankle, i.e. ZMP= 0. On the steepest downhill slope (−8
• ) the ZMP almost crosses the toe line, and on the steepest uphill slope (+7
• ), it almost crosses the heel line. Note that the solution optimized by the algorithm does not apply an ankle torque while it applies the strong hip pulse (Cf. Figure 2 ). This is due to the fact that while the strong hip pulse is active, GRF y is reduced and thus the ZMP increases.
Robustness to slopes: Modifying the amplitude of the applied pulses based on the terrain's slope allowed the best climber to adapt the amount of energy that it inserts to the system on each slope. As the robot walked down steeper slopes the ankle torque was reduced, since less torque was needed to push the whole robot forward. For downhill slopes larger than 0.8
• , the ankle torque became positive and was used to reduce the robot's speed of descent. On the other hand, as the robot walked upwards on steeper slopes the ankle torque was increased. The first hip pulse, which propels the swing leg forward at the beginning of the swing cycle, became less dominant on steep downward slopes (T 2 = 13.16 Nm while T 3 = −46.64 Nm on a −8
• slope). On steep upward slopes, it became more dominant (T 2 = 47.49 Nm while T 3 = 6.12 Nm on a +7
• slope), propelling the swing leg higher up the slope.
Applying the once per cycle slope feedback to f osc , effectively entrained the controller's and CB's dynamics, maintaining the synchronization between them. The best climber reduced the CPG's frequency for uphill slopes (longer period) and increased it for downhill slopes (shorter period). This exemplifies the behavior of good climbers in general, which as discussed in Section VII-A is in accordance with the literature for human gait period on sloped terrain [33] . The best climber was also able to maintain a stable gait on a sinusoidal surface with an amplitude of 8 cm and a wavelength of 5 m (max. inclination = 5.8
• ). Energy efficiency: The energy efficiency of the selected controller was evaluated for the whole range of slopes by quantifying the specific mechanical cost of transport (COT). The best climber's COT over flat terrain was 0.045, while the average COT over the range of slopes was 0.1 ± 0.047. Since the COT was obtained from a simulated model and not Fig. 13 . Sensitivity of the gaits generated by the best climber to the terrain's slope. Each gait is characterized by the fixed point of the Poincaré map associated with the state just before the impact with the ground. The difference between the joint angles at impact (upper panel) defines the inter-leg angle and hence the step size. The best climber maintains a regular step size for downhill slopes but not for uphill slopes (see text). from a physical robot, we estimate that the real COT would be about twice the one calculated (assuming 50% efficiency of the actuators), placing our control method in the same category as other dynamic walkers, as expected.
Genomes belonging to the efficient group had a COT below 0.001, with a mean COT of just 0.0003. In comparison, fast walking genomes had a mean COT of 0.066 (over 200 times less efficient), while fast converging and good climbing genomes had an average COT of 0.028 and 0.031, respectively.
Stability: The absolute value of the system's eigenvalues is shown in Figure 16 for different slopes. As expected from the linearized Poincaré map of a stable limit cycle, one eigenvalue is zero, and the magnitude of all the eigenvalues is less than one [34] . The analytical derivation of the Poincaré map was based on 20 msec long piece-wise linearizations of the flow in each of the regions of smooth dynamics as detailed in Appendix B (B.8). The eigenvalues computed numerically agree well with those computed from the analytic derivation of the linearized Poinaré map (18) .
VIII. CONCLUSIONS
We have presented here a bio-inspired controller that generates stable walking gaits on a large range of slopes using minimal feedback. The underlying feed-forward controller produces rhythmic signals that drive the actuators of the CB robot. Slope measurements are fed once per cycle to the controller and used to modify the applied torques to adapt the control effort to the terrain's slope. In order to entrain the CPG and the robot's dynamics on different slopes, the CPG's frequency is modified using the same minimal feedback information.
Applying torque pulses, instead of enforcing joint trajectories, enables the controller to exploit the natural dynamics of the system and achieve good energy efficiency. This quality is emphasized by the genetic composition of the evolved controllers: (I) the value for the gene that encodes the CPG frequency converged to twice the natural frequency of the swing leg and (II) the dominant hip pulse is activated for a short duration at the beginning of the step and the leg swings mostly freely thereafter.
Another novel aspect presented here is the minimal feedback used to increase the system's robustness to slope variations seven-fold. A once per cycle feedback is natural for rhythmic movements that generate cyclic events associated with impacts at the transitions between different continuous phases. In [41] a once per step feedback was used to track the time-to-foot (TTF), i.e. the time remaining before the eye-foot axis reaches a target, and modify the gait accordingly to ensure that the eyefoot axis intersects with the target at footfall. Utilizing a once per cycle feedback strategy can alleviate the required sensory accuracy without affecting performance, e.g. signal noise can be averaged out throughout a step to feed a clean value to the CPG at heel strike.
In extreme cases, just the timing of the impact might provide enough information for the system to converge to a stable limit cycle, as in the yo-yo control developed in [26] . For the CB presented here, initial simulations demonstrated that, at steady-state, there is a correlation between the CPG's phase upon impact and the current terrain's slope. Due to transient effects, however, changes in the phase cannot be used as a direct substitute for changes in the slope.
A variety of controllers with distinct capabilities was evolved by a multi-objective genetic algorithm, evaluating populations of 2500 genomes over 50 generations. The controllers can be roughly divided into four groups: fast walkers, efficient walkers, quickly converging walkers and good climbers. This division results from the trade-offs between the different fitness functions.
Numerical simulations demonstrate that the best climbing genome is able to walk on uphill slopes as large as +7
• and downhill slopes as large as -8
• . The gait's period is shorter for downhill slopes and increases for uphill slopes, in accordance to studies of the gait period of humans. This, albeit large range of slopes, is limited by the selected foot size (via the ZMP constraint) and larger ranges could be maneuvered with larger feet. Further work will analyze the walking stability when there is slippage (COF< 0.55) [42] .
The orbital stability of the walking gaits was demonstrated by computing the eigenvalues of the linearized Poincaré map both numerically and analytically. The latter was based on a linear analytic approximation of the Poincare map that involves the Saltation matrix to quantify the evolution of the perturbation throughout the ground and torque discontinuities. Both methods result in similar eigenvalues, and confirm that the evolved controllers are stable.
The performance of the presented control method is indicative of its great potential. However, since the CB model has rigid legs, it limits the ability of the controller to deal with larger slopes and recover from large disturbances. Our control method can be applied on a compliant model, e.g. the bipedal spring-mass model [30] , to generate both walking and running gaits, and to analyze the transitions between them. We expect a more complex model to be able to walk on an even larger range of slopes using different strategies: toeoff effort, knee extension, torso orientation [33] , [23] , [22] . At present, we are applying a scaled version of the control method to a more complex biped model, including feet, knees and a torso. Specifically, we will apply the MOGA presented here to a bipedal model simulated in the V-REP simulation environment.
Lastly, we are in the process of building a prototype robot to test the controller in the real world. The main obstacle to realizing a passivity-mimicking robot is the lack of appropriate actuation. Our current approach involves the use of Series Elastic Actuation, previously used in other dynamic bipeds [43] .
APPENDIX A CB MODEL MATRICES A. Continuous Dynamic Equations Matrices
The robot's dynamics are modeled by 2-DOF equations obtained using the Lagrangian Mechanics method. The equations can be expressed in matrix form:
where θ 1 is the stance leg's orientation with respect to the vertical and θ 2 is the swing leg's orientation with respect to the vertical, as shown in Figure 1 . The matrices for a CB robot with hip mass m h , legs of length L and mass m, centered at a · L from the hip and moment of inertia I L , are given by
where s 12 = sin(θ 1 − θ 2 ), c 12 = cos(θ 1 − θ 2 ) and d 1 , d 2 are damping coefficients for the stance and swing leg, respectively. Expressed in terms of the state-vector x, defined in (12), the smooth flow is given by:
Transition Equations Matrices
The transition equations that describe the foot impact are obtained through conservation of angular momentum before and after impact (4). The impact matrix Ξ(α) defines the relation between the angular velocities prior to and after impact:q
where:
APPENDIX B THEORETICAL LINEARIZED POINCARÉ MAP A. Saltation matrix
The Saltation Matrix (SM) describes the linearized evolution of a perturbation through a transverse crossing of a discontinuity [35] . The SM integrates the combined effect of three phases: (i) the smooth flow from the initial perturbed state until reaching the discontinuity surface, (ii) the impact with the discontinuity surface, and (iii) the reverse flow after the discontinuity, with duration equal to (i) to ensure that the discontinuity crossing is instantaneous. Specifically, consider an impact with a discontinuity surface Σ defined by H(x) = 0, and let x − be the state just before impact, and x + = D(x − ) the point just after impact, where D(x) is the impact law. Denoting by F − = F 1 (x − ) and F + = F 2 (x + ) the flow just before and just after impact, the Saltation Matrix, S, is given by: − . When the Poincaré section is defined as the state immediately after crossing the discontinuity surface, we need to compute the evolution from the initial perturbed state until the Poincaré section (i), including the discontinuous transition (ii), without reversing the flow (iii), so the final state remains on the Poincaré section. Hence, we define the Reduced Saltation Matrix (RSM), S − , which accounts only for the first two phases. This is equivalent to having F + = 0, thus:
(See [44] for a similar derivation in the case when the Poincare map is defined just before impact, for a single discontinuity)
B. Torque discontinuity
The activation or deactivation of a torque pulse causes a non-smooth change in the flow. The N T = N a + N h pulses result in 2N T discontinuity surfaces, denoted by Σ T,j (j = 1..2N T ). Let the j-th change be associated with the activation or deactivation of the i-th pulse, based on the order in which they occur, then Σ T,j is defined by H T,j (x) = ϕ−ϕ i or H T,j (x) = ϕ − (ϕ i + ∆ϕ i ), respectively. In either case, the gradient is: H T,x = [ 0 0 0 0 1 ]. Since the state remains continuous, the impact law is D T,x = I. Inserting these derivatives in (B.1), and denoting by F − j and F + j the system flow just before and just after the j-th torque discontinuity, the resulting SM is:
C. Ground impact discontinuity
The ground impact discontinuity occurs when the swing leg hits the ground. The discontinuity surface Σ G is defined by the relationship between the leg angles and the slope at the time of impact (3). Hence, H G (x) = θ 1 + θ 2 − 2γ, and its gradient is: H G,x = [ 1 1 0 0 0 ].
Expressed in terms of the state-vector x, defined in (12), the ground impact law specified in (4) is given by:
(B.4) whereĨ describes the switch between the two legs (stance leg becomes swing and vice versa), and the lower-right matrix Ξ(x), describes the discontinuous change in angular velocities.
Since Ξ 2×2 depends on x (via its dependence on α, see (A.7-A.10)), the gradient of the ground impact law is given by: 
D. Linearized Poincaré map of piecewise smooth systems
When the Poincaré section is defined within a region of smooth flow, the linearized Poincaré map is given by a serial concatenation of the linearized flow through each region of smooth flow, and the SM for each discontinuity between successive regions of smooth flow [35] . However, here we define the Poincaré section as the state immediately after impact with the ground, i.e. on the boundary of a smooth flow region. Hence the evolution of a perturbation through the ground impact discontinuity needs to be evaluated only until immediately after impact, independent of the flow duration prior to impact, as described by the RSM (B.2). In this case, the linearized Poincaré map, which describes a full step, is given by:
where T p is the period of the limit cycle, T 1 is the time it takes the limit cycle to reach the first torque discontinuity after the ground impact discontinuity, T j (j = 2, · · · , 2N p ) is the time it takes the limit cycle to reach the j-th torque discontinuity from the (j-1) torque discontinuity, and Φ x (x, T ) is the Jacobian of the flow of duration T from point x.
In order to mitigate the errors arising from a simple linearization of the system flow, we approximate the Jacobian of the flow in each smooth region using piece-wise linearization. 
