. We show that the bandwidth required for multiuser receivers with decision feedback can be significantly less than that required for linear receivers or for sum-capacity maximization when the MSIR-DF receiver is used.
R R R is users' K 2 K correlation matrix with unity-valued diagonal elements. X is a length-K column vector whose entries are the real-valued symbols transmitted by the users; it is zero-mean and has covariance P P P = diag(p 1 ; . . . ; p K ), where p k is the received power (energy per symbol) of the kth user. N is a zero-mean Gaussian vector with covari- bandwidth [7] . For example, orthogonal signaling schemes such as time-and frequency-division multiple access (TDMA and FDMA) have R R R equal to the identity matrix so that rank(R R R) = K and, if the signaling interval is T , the required bandwidth is K=(2T ).
The remainder of this correspondence is organized in the following manner. Section II briefly reviews the bandwidth-efficient multiple access (BEMA) approach to signal design and presents a (generally unachievable) bound on its performance. Section III compares BEMA and its bound to two other approaches to CWMA signal design that are found in the literature.
II. BANDWIDTH-EFFICIENT MULTIPLE ACCESS (BEMA)
In this section, we briefly summarize BEMA, an approach to signal design for multiuser decision-feedback receivers that was obtained by the authors in [7] , and derive a bound on its performance.
A. The BEMA Signal Design
The decision-feedback receiver successively decodes the users, and when decoding the kth user, the re-encoded symbol decisions of the previously decoded users 1 through k 01 are fed back in an attempt to expurgate their contribution to the multiple-access interference seen by user k. For a given order in which the users are decoded, and under an assumption of perfect feedback, the successive decoder is chosen such the users' signal-to-interference ratios (SIRs) are each maximized; we refer to this as the maximum-SIR decision-feedback (MSIR-DF) receiver. The SIR values can be expressed analytically by first defining the weighted correlation matrix H H H = P P P 1=2 R R RP P P 1=2 and employing the notation H H H (k) and H (k) to denote, respectively, the principal submatrix of H H H formed by the indexes k through K and the first column of H H H (k) after striking out its first element. Given that the users are decoded in order of their indexes (and we can always permute the users' indexes so that this is the case), the achievable SIR of the kth user, k , is given by [7] 
where I I I is the identity matrix.
Consider now that the users' powers are fixed and that each user is assigned a quality of service (QoS) constraint k , an SIR that must be met. Each k is no larger than the maximum achievable SIR of a user with power p k in a single-user channel, so we can express it as 
where k is the smallest nonzero eigenvalue of H H H (k+1) and V k is its corresponding eigenvector. This design depends on the perfect-feedback assumption. In a coded system, erroneous feedback can be re- duced to an acceptable level with good single-user codes, thereby validating this assumption, at least in principle, and allowing for any ordering of the users to be implemented [8] . In such cases, it has been found that processing the users in decreasing order of (1 0 k ) consistently does well at conserving bandwidth relative to some other orderings. The idea here is to order the users in accordance with how much power they have to spare, those with more power to spare being decoded before those with little or no power to spare. 1 Under a symmetric SIR constraint (i.e., k sym for all k), this ordering rule is equivalent to decoding the users in descending order of p k . Henceforth, the CWMA system that specifically uses the MSIR-DF receiver and the signals derived from the correlation matrix using the recursive algorithm described above will be referred to as the BEMA system. The corresponding signal design will be referred to as the BEMA design.
B. A Bound on BEMA Performance
Note that, in a worst case scenario, the BEMA signal design may require a minimum rank of M = K (e.g., when k = 1 for all k).
In such cases, it is not possible for BEMA to improve upon the bandwidth required by TDMA or FDMA. In a best case scenario, however, the CWMA system would require a correlation matrix of unit rank, in which case it suffices to have unit processing gain with every user assigned the same signature waveform. In general, BEMA will have a performance that falls somewhere between these two extremes. And while the BEMA design described in Section II-A is not generally optimal, we are able to give a bound on optimal performance, and hence on the performance of BEMA.
In [7] , we derived a bound on BEMA using an information-theoretic argument, and here we shall derive a simple-to-compute bound that does not explicitly depend on an information-theoretic framework. Perhaps somewhat unexpectedly, we shall also find that both this bound and the one derived with information theory are in fact equivalent. We can thus gauge the performance of BEMA by comparing it to this bound which, though generally unachievable, turns out to be rather tight in many scenarios.
We begin by defining the matrix A A A = ( . Clearly, by properties of the matrix trace operator, we have that
We also know that the determinant of A A A is equal to the product of the users' SIRs (as achieved by a perfect-feedback MSIR-DF receiver)
after being offset by unity; that is, jA A
. Thus, by properties of the determinant operator, we have that
Now invoke the inequality relating the arithmetic and geometric means to see that
must be satisfied. Clearly, then, the smallest M such that (4) 
where jJ j represents the number of elements in the set J . To show (5) 
Now consider the information-theoretic lower bound we derived in [7] . The key observation is that, if one is allowed to change the users' signaling interval, call it T 0 , then the bandwidth required to meet a given rate tuple (nats per second) for the users is minimized by giving all users the same signature waveform. The bound can be described in two steps. First, let T max = max T 0 : f J (T 0 ) c J for all J f1; . . . ; Kg (9) where we have employed the functions defined in (7) and (8) . When the signaling interval satisfies T 0 T max , the capacity region of a conventional (i.e., scalar-valued) Gaussian multiple-access channel (GMAC) with user powers fpig K i=1 will contain the rate tuple f 1
Conversely, if T 0 > T max , then the desired rate tuple necessarily falls outside the conventional GMAC capacity region. Thus, we have that 1=(2Tmax) is a lower bound on the required bandwidth and thatM lb = dT=T max e is a lower bound on the processing gain required for BEMA. We can simplify this result by noting two attributes. It is now relatively easy to show that the bounds on the required rank in (6) and (10) are actually equivalent. We describe briefly why this is the case. Noting that f J (T =M) is increasing in M , the first bound finds the smallest M for each subset J such that fJ (T =M) cJ . Of these 2 K 01 values, the largest is chosen as M lb . Graphically, this corresponds to starting with rank M = K and reducing it until any further reduction causes at least one of the curves fJ (T =M) ( It must be emphasized that this lower bound is generally unachievable in the BEMA framework. To meet it in general requires, as the information-theoretic argument suggests, a variable signaling rate 1=T 0 that depends on the received powers and either joint maximum-likelihood decoding at the receiver or rate-splitting multiple access [10] . But these strategies are extremely difficult, if not impossible, to implement in practice.
III. COMPARISON OF BEMA TO SIGNAL DESIGNS FOR LINEAR RECEIVERS AND CAPACITY MAXIMIZATION
In this section, we briefly summarize two other approaches to signal design that are found in the literature, and then compare them to BEMA.
The work of Viswanath, Anantharam, and Tse (VAT) in [4] combines signal design and power control for a multiuser linear receiver to minimize the processing gain while guaranteeing the users meet prespecified SIR constraints. Thus, the VAT approach to signal design differs from BEMA in that it allows for power control and it uses a linear receiver instead of a decision-feedback receiver. Meanwhile, Viswanath and Anantharam (VA) in [6] consider the CWMA model with the received powers of the users fixed, and then for any fixed processing gain they obtain signature sequences that maximize the sum capacity of the channel, thus generalizing a problem solved earlier in [5] for the special case when the received powers are all equal. In contrast to BEMA, the VA design focuses on a single design criterion (i.e., sum capacity) instead of a set of QoS criteria.
A. Optimal Joint Signal Design and Power Control for Linear Receivers
Given the users' SIR constraints f i g K i=1 and processing gain M , which is no greater than K, let the effective bandwidth of the kth user : (12) Note that if the users' powers are allowed to be arbitrarily large, the two conditions reduce to only the condition in i). We shall refer to this case as VAT with unconstrained powers (VAT-U).
It is straightforward to compare BEMA to VAT and VAT-U. Consider first BEMA. Given fp i g K i=1 and f i g K i=1 , we determine the required processing gain MBEMA for the BEMA signal design. To compare the result to VAT and VAT-U, we use the same SIR thresholds as in BEMA and for VAT we bound the total received power by K i=1 p i . Subject to these constraints, the minimum required processing gains MVAT and M VAT-U are determined as in (12). Thus, in the examples that follow, BEMA has the advantage of employing a nonlinear receiver structure, while VAT has the advantage of power control and VAT-U has the advantages of power control and unlimited power.
Example 1:
We consider 15 users with several power disparities (see [11] for a justification of these distributions). In all cases, the weakest user has unit power and the signal-to-noise ratio (SNR) of the system is defined to be SNR = 10 log 10 (1=N 0 ) decibels. A symmetric SIR constraint sym = (N 0 =2) 01 is imposed for all users. Fig. 1 plots the required processing gains for BEMA, VAT, and VAT-U as a function of SNR. Additionally, the figure also includes an upper bound (FDMA) and the lower bound derived in Section II.
It is clear from the figure that BEMA uniformly and significantly outperforms the VAT and VAT-U designs, its performance gains being especially evident as the disparity in the users' powers is increased. The only situation where VAT performs better than BEMA is in the case of unconstrained power (i.e., VAT-U) in Fig. 1(c) when the SNR is very low and there is little disparity in the users' powers. By comparing BEMA to the lower bound, we also note that often BEMA is near to, or even achieves, the lower bound.
It can easily be shown that for large enough SNR, both VAT-U and BEMA are forced to require the same processing gain as FDMA (i.e., M = K). For VAT-U, this occurs whenever the symmetric SIR is greater than K 0 1. Thus, for the example at hand, the processing gain of VAT-U is 15 whenever the SNR is greater than 8.451 dB. In contrast, we find experimentally that the processing gain of BEMA does not reach 15 in Fig. 1(a) until the SNR reaches 120.3 dB. Moreover, at this SNR, the lower bound on the processing gain is 14 which is itself close to that required by FDMA. Similarly, in Fig. 1(c) , the processing gain of BEMA reaches 15 at an SNR of 41.2 dB, at which point the corresponding lower bound on the processing gain is again 14:
Example 2: Consider now five users whose SIR constraints are asymmetric. For BEMA, the users' powers are fixed and the constraints are established by randomly choosing the required SIR of the kth user, k , from the interval [0; p k =(N 0 =2)] according to a uniform distribution. Given these constraints, the required processing gain of both BEMA and VAT/VAT-U are evaluated. In Fig. 2 , we plot a histogram of the processing gain of BEMA versus the processing gain of VAT/VAT-U over one thousand samples of the SIR constraints for users whose powers exhibit linear disparity; several values of SNR are considered. As was the case in the previous example, BEMA once again dramatically outperforms the VAT and the VAT-U designs.
Nowhere do VAT and VAT-U perform better than BEMA, while BEMA is strictly better than VAT/VAT-U anywhere from 69% to 88% of the time. Also observe that the VAT and VAT-U signal designs often degenerate into FDMA, thereby requiring maximum processing gain. For instance, this happens 81.4% of the time for VAT and 74.9% of the time for VAT-U when the SNR is 6 dB. In stark contrast, BEMA's performance degenerates to orthogonal signals only 8.7% of the time under the same conditions.
We conclude from the above two examples that for many scenarios the structure of linear multiuser receivers is too restrictive to allow any significant improvements over the simple FDMA system, in spite of using optimum signal and power allocations. Nonlinear receivers with successive decoding, however, are able to extract much of the gain in spectral efficiency that is theoretically possible with a variable signaling rate and multiuser coding.
B. Optimal Signal Design for Sum-Capacity Maximization
Given the users' powers fp i g K i=1 and processing gain M , which is less than or equal to K, a user k is called oversized if 
2 Here the units are bits per symbol (i.e., per chips) and is in units of energy per symbol. In [6] , the capacity is in bits per chip and represents the energy per chip. The corresponding correlation matrix and signal set are described in detail in [6] . We now make a comparison of this signal design to BEMA. Suppose we are given a set of SIR constraints and that the BEMA design yields a correlation matrix with processing gain M BEMA . For the VA signal design we start with a processing gain of M = 1 and find the set of signature sequences that maximizes the sum capacity. To place this in the BEMA framework, we assume that the MSIR-DF receiver is used for this sum-capacity signal design. This allows the users to achieve the sum capacity with single-user coding [9] . However, we require that all of the QoS constraints be met. Therefore, if the MSIR-DF receiver can meet the users' SIR constraints for some ordering of the users,
we let M VA = 1, otherwise, we repeat the process for M = 2. The minimum processing gain such that the MSIR-DF receiver can meet the SIR objectives is denoted by M VA . Note that while both the BEMA and VA designs use the same type of receiver, the VA design has the extra freedom relative to BEMA of choosing the best permutation from all K! orders in which users can be decoded. 3 Example 3: Consider a five-user channel where the received powers are fixed. To establish a set of asymmetric SIR constraints, we randomly choose the QoS of the kth user to be the rate r k (nats per symbol) from the interval [0; 1 2 log(1 + p k =(N0=2)] according to a uniform distribution. 4 From r k it is easy to obtain the corresponding QoS constraint expressed as an SIR value k . Given these constraints, the required processing gains of both BEMA and the VA design are evaluated. Fig. 3 contains a histogram of the processing gain of BEMA versus the processing gain of VA over 1000 samples of the QoS constraints. Several different distributions of received powers are considered, and the weakest user's SNR is either 3 or 6 dB. Note that the VA design rarely performs better than BEMA (less than 2% of the time in any one of the six histograms in Fig. 3) , whereas BEMA strictly outperforms the VA design anywhere from 37% to 78% of the time depending on the situation. Note also that as the disparity in the users' powers and/or the SNR increases, the VA design tends to resort to orthogonal signals with maximum bandwidth (as much as 46% of the time in Fig.  3(f) ), whereas BEMA degenerates into FDMA no more than 0.3% of the time.
One must, of course, not lose sight of the fact that the VA design is optimal in the sense that it maximizes sum capacity. So if BEMA is evaluated in terms of sum capacity, it would be suboptimal. The above examples, though, do illustrate the point that the sum capacity is too coarse a design metric to be used in the BEMA framework, where the problem is one of bandwidth conservation under QoS constraints with a decision-feedback receiver.
IV. CONCLUSION
Bandwidth-efficient multiple access (BEMA) is a strategy for uplink communication that combines multiuser decision-feedback filtering and successive decoding with signal design under quality-of-service (QoS) constraints. Within this QoS-based framework, we have shown that the BEMA signal design method requires much less bandwidth than the recently proposed optimum signal-designs methods for linear receivers with power control and sum-capacity maximization (when used with a decision-feedback receiver). The constraint that the receiver be linear in the former approach is often too restrictive to allow any significant improvements over the simple FDMA system in spite of using optimum signal and power allocations, and the single-quantity maximization of the latter may be too coarse a design metric when used in the BEMA context.
