1. Single-and multiunit activity was recorded from fovea1 striate neurons in six hemispheres of three rhesus monkeys trained to maintain fixation of a small luminous spot superimposed on patterned backgrounds.
2. Ongoing multiunit activity was monitored throughout all penetrat;bns, and a region of sustained high-frequency discharge was consistently encountered. Histological reconstructions revealed that this region was coextensive with layer IVc.
3. In a sample of 369 neurons, 283 were activated by square-wave gratings. Of those activated, 85% were sensitive to the orientation of gratings, and of those sensitive to orientation, 25% were sensitive to direction of movement.
4. The responses to moving gratings of 177 neurons were analyzed from interspike intervals collected by computer during the presentation of gratings of different spatial frequencies.
From these responses, most cells could be identified as "modulated" or "fusional ." The discharge patterns of modulated cells reflected the temporal frequency of luminance change at all effective spatial frequencies.
Fusional cell responses, in contrast, showed little or no temporal modulation at any but the lowest spatial frequencies tested. All neurons showed some degree of spatial-frequency selectivity to moving gratings. Ilt;lU WI &lIllLdllUll UCllIlCU WI111
Upl l mdl 5wrlUll or to correlate functional properties revealed by other means with a system of classification based on receptive-field organization. We believe that another approach is more appropriate ! 369 POGGIO, DOTY, AND TALBOT for the study of the neural correlates of vision in animals with normal oculomotor behavior. In these experiments each neuron is tested by presenting one or more sets of standard stimuli. This enables us to construct synthetic population responses from which we hope to gain insight into the cortical processing of visual information and to obtain a picture of the central representation of visual stimuli. The present investigation was specifically directed to an analysis of the responses of neurons in fovea1 striate cortex to periodic stimuli (square-wave gratings) presented in the portion of the visual field surrounding a small target that monkeys had been trained to fixate. We sought to define for each neuron its sensitivity to the orientation and to the spatial and temporal characteristics of the stimuli. Selective sensitivity for some or all of these parameters has been demonstrated for striate neurons of cat ( 3, 4, 11, 14, 19, 23, 24, 31, 41) and monkeys (15, 32, *
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Line drawing shows many of the physical 36-38, 42) and inferred from psychophysical experiments in man (2, 20, 21, 28, 40) , but responses of single cortical neurons to spatially and temporally periodic stimuli have not previously been studied in waking primates trained to emit specific oculomotor behavior. Gratings were chosen as stimuli because we wished to study the effects of changes in orientation, spatial and temporal frequency, and contrast under conditions of constant mean luminance. Spatially extended patterns, 4' in diameter, were used in order to ensure stimulation of the neurons' receptive fields during the miniature eye movements of fixation, to permit the effective use of patterns of low spatial frequency, and to include those areas lying outside the limits of receptive fields as traditionally defined that have been demonstrated to influence the responses of striate neurons (7, 13, 24, 30, 37) .
details of the apparatus used for training and recording; insert shows the basic optical pathways. The monkey is seated in a removable primate chair, his arms are loosely restrained at elbows, his head is rigidly restrained by a steel peg attached to the skull and inserted into a mechanical positioner (above and to the right of the head). The monkey manipulates the response key with its left hand and receives rewards through a tube (not shown) that is placed within reach of its lips. The monkey sees the CRT screen (S) directly through a beam splitter (BS) and sees the image of the fixation spot (F) after it has been reflected into the beam splitter by an overhead mirror. The microelectrode preamplifier is visible behind and to the right of the monkey's head. The cylindrical object in front and to the left of the head is part of the oculometer. The closed-circuit television camera (CCTV in insert) allowed us to observe the superimposed visual scene that the monkey was watching. During recording, multiunit receptive fields and other landmarks were marked directly onto the face of the television monitor.
METHODS
Rhesus monkeys were trained to work for their daily fluid ration in the apparatus shown in Fig. 1 . The task, modified from Wurtz (42) required that the monkey attend to a small red luminous spot, signal attention by depressing a response key, detect a slight dimming of the spot, and signal the detection by releasing the key. Each correct detection response was rewarded with a fraction of a milliliter of water or juice; incorrect responses were indicated by auditory signals and time delays. The small size of the spot, the slightness and suddenness of the dimming, and the unpredictability of the time interval between depression of the key and dimming of the spot forced the monkeys to maintain fairly steady fixation of the spot in order to obtain rewards.
-.F Training and preparation of monkeys
When seated in the primate chair of the training apparatus, the monkeys saw the superimposed images of the face of a cathode-ray tube (CRT) and a diffusely illuminated rear-projection screen on which the fixation spot appeared (Fig.  1, inset) . The spot was formed by focusing the beam from a helium-neon laser (A = 663 nm) onto the surface of the screen. During early stages of training the CRT was dark and the target spot large, and the animals were taught to use the key correctly and to hold it down for as long as several seconds. Then, gradually over a period of days, the spot was reduced to its final size (0.05' of visual angle) and patterns of increasing contrast were present on the CRT. Dur-ing the final stages of training, monkeys were expected to work well regardless of what patterns were presented and to tolerate frequent and irregular interruptions so that they would not be disturbed by any patterns or interruptions that might occur during recording sessions.
To permit cortical recording and cornea1 reflex oculometry the monkeys' heads were rigidly restrained. Under aseptic conditions and deep Nembutal anesthesia, a steel peg was fastened to the top of each animal's skull by means of resinous dental cement binding the peg to screws threaded into the bone. During all subsequent training and recording sessions, this peg was locked in a tridimensional positioner attached to the top plate of the removable primate chair that is part of the experimental apparatus. This positioner made possible accurate alignment of each monkay's eyes with the optical paths of the visual stimulator and the oculometer.
Retraining was required before a monkey would work well with its head restrained. When in the course of this retraining the animal reached a high behavioral criterion (85% of dimmings correctly detected) and when oculometry indicated that fixation was maintained throughout most behavioral trials then, in a second aseptic surgical procedure, the monkey was prepared for cortical recording.
A trephine hole, 13 mm in diameter, was made over the fovea1 striate cortex of the left hemisphere, care being taken not to damage the dura mater. A cylindrical stainless steel chamber was centered over the hole and attached rigidly to the skull with dental cement. The top of the chamber was sealed with a plastic lid and the animal returned to its cage. Daily doses of 250 mg of sodium ampicillin were administered for 1 wk following surgery. Cortical recording was begun on the second postoperative day. Recordings were made from both hemispheres in each animal; the chamber over the right hemisphere was mounted in a third aseptic procedure after the last day's recording from the left.
Experimental procedure
Prior to each recording session the monkey was transferred from his home cage to the primate chair of the experimental apparatus. The chamber was then opened, accumulated exudate removed by aspiration, and the surface of the dura mater washed clean with sterile normal saline. The chamber was then filled with mineral oil and its top sealed with the metal base plate of the electromagnetically driven micropositioner (26) that carried the microelectrode. Electrodes were glass coated, etched platinum-iridium alloy selected for maximal axial linearity and an impedance of 2.0-3.0 MSZ measured at 1,000 Hz.
After amplification and filtering, signals from the electrodes were fed to cathode-ray oscilloscopes for visual monitoring and to an amplitude discriminator for impulse detection.
The micropositioner reading at contact with the cortex was necessary for subsequent anatomical reconstruction of each penetration. After observing the impedance drop that occurred as the electrode tip reached the oil-saline interface, we alternated between monitoring impedance and watching for those signs in the slow-wave and high-frequency activity that are indications that the electrode tip is within the cortex. Micropositioner depth was recorded at that point.
As soon as possible after the electrode entered the cortex we defined the multiunit response field (see RESULTS) and drew its outline on the screen of the closed-circuit television monitor ( Fig. 1) . On isolation of a neuron, we made a brief attempt to define its receptive field and then executed one or more runs of computercontrolled visual stimulation and data collection. Each run tested one or more characteristics of the neuron being studied; it consisted of a large number of behavioral trials, during each of which a particular stimulus pattern was presented. Patterns were selected from a predefined set by reference to a table of random permutations. During each run the monkey was exposed to continuous white noise from a nearby loudspeaker. The noise served both as a mask against distracting sounds from the laboratory and as a signal that it was time for the monkey to work.
Luboratory computer system, experimental control, and duta collection Experiments were conducted with the aid of a PDPl l/20 minicomputer to which we have added laboratory interfaces of our own design. The interfaces provide binary signal lines to and from the laboratory, a multiplexed 12-bit analog-todigital converter, several digital-to-analog converters, and a variety of programmable timers including one that is part of a general purpose interevent timing subsystem. When the present experiments were completed, the computer system included 16 Kwords of memory, dual DEC tapes, and a removable cartridge disk drive.
All real-time programs and many datareduction programs were written in assembly language; some analysis programs were written in Fortran. No analyses were performed during experiments; collected data were stored digitally on tape or disk and analyzed later. Common features of the real-time programs used for these experiments are the following: I) automatic stimulus control based on parameters retrieved from text files that had been prepared be-To obtain a reward the monkey must release the forehand; 2) independent random selection for key during a 300-ms interval that begins 150 ms each trial of the visual stimulus and the behav-after the spot dims. If the key is released too ioral foreperiod (interval between key press and soon, the trial is designated early and the montarget dimming); 3) collection for each trial of key must wait for the end of a high-pitched tone records containing behavioral, eye-position, and that lasts several hundred milliseconds. If the interspike time-interval data. Eye-position sam-key is not released soon enough, the trial is ples were collected at rates of 62.5 or 125 per designated late, pattern and fixation spot are resecond; the resolution of the interspike timing moved, and the masking noise is modulated in was 100 ps.
amplitude until the monkey releases the key. The sequence of events in a single trial was the same for all experiments. That sequence is illustrated in Fig. 2 . Interspike-interval collection begins 1 s before the target spot is illuminated. During this time the monkey sees a uniformly illuminated field. After the appearance of the fixation spot, the monkey must respond within 800 ms by pressing the key or the trial will be aborted. Eye-position data collection begins when the key is pressed. Within the next 20 ms, the uniform CRT illumination is replaced by the selected stimulus pattern. Pattern, background, and target spot persist until the trial is terminated by the release of the response key or by the expiration of the maximum response time.
Generation of visual stimuli
Two types of visual stimuli were used in these experiments: luminous slits of selected size and orientation that were projected onto the rear screen and moved about under joy-stick control to define response fields, and patterns of bright and dark bars that were presented on the CRT to evaluate the response characteristics of single neurons. The former were used for qualitative purposes only and will not be described further; the latter must be described in some detail.
Patterns were generated by intensity modulation of a high-density X-Y raster (2, 2. Semidiagrammatic representation of the course of events during a single, successful trial. Circles at the top of the figure represent the 4" aperture through which the monkey sees the CRT screen, angles represent limits of the 15" x 15" background screen. In the behavioral intertrial interval (leftmost and rightmost circles) the CRT is uniformly illuminated. After a l-s pretrial collection of neural impulses, the fixation spot is turned on. When the monkey responds by pressing down the key, eye-position collection begins and the uniform CRT illumination is replaced by a pattern of bars brighter than and darker than the uniform level. The fixation spot is superimposed on this pattern. When the fixation spot dims, the monkey responds by releasing the key. He is immediately rewarded; the fixation spot is extinguished; and the pattern on the CRT is replaced with a uniform field. The large swings in the eye-position trace that just precede key release are blink artifacts. frame, 100 frames/s). A free-running 100-k Hz triangular-wave generator provided the highfrequency sweep of the raster. Lines were drawn during both phases of the triangular wave; blanking occurred only at the end of each frame. The peaks of the triangular waveform were counted by a binary counter whose outputs were connected to a digital-to-analog converter. The output of the D/A converter, a synchronized staircase sawtooth, determined the position of each line of the raster. Raster orientation was controlled by a four-quadrant analog rotator. Bar stimuli were generated by a digital controller that was supplied with pattern-defining data by the laboratory computer. Stationary patterns required a single transmission of data at the beginning of stimulation; moving patterns required a transmission at the beginning of each frame. CRT intensity was controlled by a D/A converter within the pattern controller.
Intensity changes were synchronized with the peaks of the IOO-kHz triangle wave from the raster generator.
Patterns used in the present experiments were visual gratings made up of alternating bright and dark bars. The CRT screen was placed 114 cm from the monkey's eyes and masked by a circular aperture subtending 4'. The monkey viewed the CRT and the rear projection screen (also at 114 cm) through a beam splitter. The effective mean luminance of the superimposed CRT and rear screen was kept close to 35 cd/m2 throughout each computer run; the intensities of bright and dark bars were chosen to ensure that no change in mean luminance occurred when the display was switched from uniform background illumination to a grating containing an integral number of bright/dark cycles. If such a grating failed to fill the screen, the edges of the screen were flooded uniformly at the background level.
Luminance profiles were estimated photometrically for gratings of all spatial frequencies commonly employed (0. 5, 1, 2, 4, 6, 8, 10, 12, 16, 21 , and 26 cycles/deg).
The contrast of each grating was calculated using a form of the ratio CL ma s -L,i,,)/( L,,,,,+ L,i,) that took into account the characteristics of the beam splitter and the luminance of the rear screen. The contrast of gratings below 16 cycles/deg was close to 0.4; that of higher frequency gratings was, in most cases, somewhat lower. Only in the last animal studied did we compensate for the loss of contrast at high spatial frequency, which occurs near the limit of resolution of the CRT (HewlettPackard, model 1330A, P31 phosphor). The luminance profiles of low-frequency gratings were also affected by CRT characteristics.
Because the spot diameter of the oscilloscope (approximately 0.4 mm) exceeded the interline spacing of the raster by an order of magnitude, the profile of each bar was somewhat trapezoi- The voltage outputs of the oculometer are nearly linear analogs of eye position over the range of interest (25" arc in both dimensions) provided that the eye has been properly aligned with the oculometer's optics. Calibration was performed on each recording day by collecting eye-position data during a special run in which the fixation spot was systematically moved to known positions on the rear screen.
Anatomic-al reconstrudnn of microelectrod~~ penetrations On the day after the last recording session, the monkey was deeply anesthetized with Nembutal and a pair of reference pins inserted into the brain at selected coordinates in each recording chamber. The vertical direction of the pins paralleled microelectrode penetrations. The brain surface was then exposed and photographs taken of the regions of cortex explored, with the film plane of the camera perpendicular to the reference pins. A surface map of the points of entry of microelectrode penetrations was made for each hemisphere by projecting a template of micropositioner coordinates in proper scale and orientation onto enlarged (10x) photographs.
The brain was removed from the skull, fixed in 10% buffered formalin for several days, and then blocked along the plane defined by the reference pins. The blocks were embedded in celloidin and serial sections cut at 20 pm. Every section was mounted and stained with thionine 1%. From measurements of the distance between reference pins on the surface photographs and in the histological sections and of the position within the cortex of the small electrolytic lesions made during microelectrode penetrations, a shrinkage factor was calculated for each block of brain. Factors ranged from 27 to 39%.
Nearly all penetrations made in the second (right) hemisphere explored and some late penetrations in the first hemisphere could be located by identifying the electrolytic lesions. These penetrations were reconstructed on enlarged photographs (X 120) of the relevant sections and an estimate made of the cytoarchitectural layer of the cortex containing each neuron studied. These we call histologically identified penetrations.
In our experience, electrolytic lesions made more than 3 wk before the death of an animal are difficult to recognize in histological sections. Consequently, the reconstruction of the majority of penetrations in left hemispheres was indirect. First, the sections presumed to contain each penetration were identified from measurements made on the surface map. Then, the position of the penetration was calculated and marked on drawings of the sections. Finally, estimates of location within the thickness of the cortex were made for the neurons studied on the basis of microdrive readings obtained at the time of recording. Penetrations reconstructed in this way have been called depth-reconstructed penetrations.
The correspondence in histologically identified penetrations of the zone of high spontaneous multiunit activity and layer IVc (see provided an additional means for assigning neurons to cortical laminae in depth reconstructed penetrations. During each penetration, micropositioner readings were recorded as we entered and left the zone of spontaneous activity. Neurons within that zone can safely be assigned to layer IVc; those outside it to deeper or more superficial layers. Furthermore, careful study of 15 penetrations that entered the brain normal to unconvoluted cortex revealed that the depths of layers IVb and IVc maintain a remarkably constant relation to the overall thickness of the cortex. The top layer IVb is 43% (SD = 3%) of the way from surface to white matter; the top of IVc is 57% (S D = 2%) of the way. Using these facts we feel secure in assigning certain neurons located by depth reconstruction to layer IVb.
Until the final stages of preparation of this paper, summary data for neurons in histologically identified penetrations were kept separate from those for neurons in depth-reconstructed penetrations. Tests of the distribution of cells in the two populations with respect to various properties (depth within the cortex, responsiveness to visual stimuli, orientation sensitivity, etc J indicate no statistically significant differences. We have, therefore, pooled results from the two populations of neurons. For each set of neurons, physiological characteristics were summarized for four laminar subdivisions: the superficial layers II to IVa (no neurons were isolated in layer I), layer IVb, layer IVc, and the deep layers V and VI.
RESULTS
Our results are based on observations made in the course of 62 microelectrode penetrations in fovea1 striate cortex of three rhesus monkeys (six hemispheres). On average, 11 recording sessions were made on successive days for each hemisphere. Each session lasted about 6 h, during which there was one successful microelectrode penetration.
Observations on multiunit activity
We routinely made qualitative observation of multiunit activity at intervals of 50-100 pm during the descent of the microelectrode into the cortex. We used visually evoked multiunit responses as the basis for an operational definition of the receptive fields of the neurons that we isolated (the multiunit field) and we demonstrated certain characteristic differences of ongoing cortical activity among cytoarchitectonic layers of area 17.
When we first observed responses to visual stimuli in a penetration, we attempted to outline the region of the visual field from which the responses could be evoked. We did this by listening to the multiunit noise while we projected a luminous slit, variable in size and orientation, onto the rear screen. During the periods in which the behavioral task elicited fixation, we moved the slit about under manual control. If was usually easy to define the boundaries of the region from which activity could be evoked in the small cluster of neurons near the electrode tip. We have called this region the multiunit response field (MUF). MUFs defined at different depths were nearly the same-especially, as expected, if the penetration was normal to the cortical surface. For most penetrations the superimposition was so exact that a single MUF has been used for all depths. Figure 3 illustrates MUFs for all successful penetrations in the six hemispheres we recorded from. All but 1 of the 72 MUFs defined in area 17 were confined to the monkeyrs contralateral hemifield of view. MUFs close to the point of fixation often extended to, but did not cross, the vertical midline. The rectangular shape of the MUFs shown in Fig. 3 Attempts to define receptive fields for single neurons, using the same methods that were successful for MUFs, nearly always failed. The responses of fovea1 units to small slit stimuli were so inconsistent that we could seldom locate a receptive field with accuracy and were almost never able to outline the dimensions of the field. Nonetheless, to the extent that we were able to estimate the regions of activation for single neurons, they were, almost without exception, within the limits of the MUF.
Fovea1 MUFs (within lo of fixation point; yt = 57) were remarkably uniform in size (width = 0.20", SD = 0.04"; height = 0.22", SD = 0.05'). Most maps of fovea1 MUFs were square; others were slightly elongated horizontally or vertically (the ratio width/height ranged from 0.57 to 1.67). The size of receptive fields of fovea1 striate neurons has been estimated in paralyzed monkeys to be of the order of 0. 13-0.3" (15, 32) . Stability of fixation in well-trained monkeys is within 0. lo when estimated by the standard deviation of horizontal and vertical eye position (present experiments and Skavensky et al. (39)). It must be, then, that during a single fixation, the receptive field of a particular neuron moves about in an area of visual field some 0.3"-0.4" in diameter. We have called this area the "dynamic response field" of the neuron. Because the mean direction of gaze varies from fixation to fixation even when the target spot is small (Fig. 9) , the total extent of the visual field through which the receptive field of a neuron wanders during a series of trials is considerably greater than this. Why, then, is the typical MUF so small? We believe that consistent multiunit responses are evoked only from the region of maximal overlap of the receptive fields of neurons in the vicinity of the electrode tip. As such they provide satisfactory indicators of the position of the dynamic response fields of these neurons.
As the microelectrode traverses the superficial layers of the striate cortex in the waking monkey, the multiunit record is characteristically sparse and spontaneously active neurons are seldom encountered. Appropriate visual stimuli, however, are usually effective in evoking brisk responses from neurons that have been lying silently near the electrode tip. This evoked activity makes possible a reliable definition of the MU F early in the penetration.
Approximately 800-l ,000 pm below the cortical surface, the multiunit activity begins to change. As the electrode advances, more and more units that discharge spontaneously at high frequencies appear in the record. The spikes are usually of small amplitude; many are also of short duration.
Visual stimuli often have little effect on this sustained ongoing activity, but changes in the animal's behavioral state may affect it markedly: the activity may reduce when the animal stops working or performs erratically, but it explodes as soon as the monkey is alerted and again becomes attentive to its task. This region of high spontaneous activity extends for a few hundred micrometers.
Below it, the multiunit record again becomes quiet, often quite suddenly. There are, however, more spontaneously discharging neurons here than in superficial layers, and visual driving is more consistent than anywhere else in the striate cortex. Finally, as the electrode enters the underlying white matter, all multiunit activity subsides and the record becomes flat. Only occasionally is it interrupted by the characteristic initially positive spikes of single fibers.
General observations on singleunit activity
These observations indicate that in striate cortex the ongoing activity is different in different laminae:
most evident is a zone of highfrequency multiunit activity consistently found sandwiched between more superficial and deeper zones of lesser spontaneous activity each having its own characteristics.
Histological reconstruction of penetrations shows that the active zone coincides with layer I Vc (Fig. 4) . In some penetrations, additional patches of sustained activity were observed in layer IVa and, occasionally, in layer VI. It appears that ongoing discharges can be used during microelectrode penetrations to identify cortical zones that are sites of termination of thalamocortical afferents, layer IVc in particular (I, 10, 16 The impulse activity of these cells was not modified during presentation of stationary or moving gratings of various spatial frequencies.
Some of these cells were also tested with other stimuli (limited slits, full-field flashes) and no responses were tained. On the basis of ongoing activity, that the sustained discharge pattern reflects ' 'neuropil activity" comprising both action potentials of cortical cells and impulses traveling in the terminations of afferent connections. 4. Reconstructions of 18 microelectrode penetrations from three monkeys, illustrating the finding of increased spontaneous multiunit activity in certain cortical layers, consistently in layer IVc and less commonly in layers I Va and VI. Filled circles mark reconstructed depth of neurons studied; shaded areas mark regions of sustained neuronal firing. Open circles at the bottom of the histologically identified penetrations (left) mark the site of electrolytic lesions. Stars at the top of penetrations mark points at which electrical signs of cortical contact were obtained. 115  18  2  95  13  82  66  12  4   70  57  127  369  17  14  14  63  5  2  14  23  48  41  99  283  1  15  14  43  47  26  85  240  29  16  56  167  15  10  21  58  3  0  8  15 types of unresponsive cells have been identified: neurons of one type (n = 28) exhibited sustained high-frequency firing (range 20-100 impulses/s); those of the other type (n = 35) had minimal and irregular activity (less than 2 impulses/s). Most unresponsive neurons with high ongoing activity (64%) were found in and below layer WC, whereas most low-activity cells (71%) were encountered in superficial layers (II-I Vb).
UNCLASSIFIED CELLS (6%). The activity of these cells was affected by the conditions of our experiments but was not obviously increased during the presentation of any square-wave grating. Some cells were inhibited during the presentation of gratings in a particular spatialfrequency range. Other cells, typically found in layers V-VI, fired strongly in bursts during the eye movements that occurred between trials and were silent or weakly active during fixation, regardless of the stimulus pattern presented. These cells lie outside the scope of the present study and will not be considered further.
~ELL~DRIvENBYGRA-~ING~ (77%). Allneurons of this group responded with excitation to gratings of appropriate orientation and spatial frequency and displayed one of several specific types of sensitivity to the spatial and temporal characteristics of the stimulus pattern. Excitatory responses were typically nonadapting. The ongoing activity of some cells was reduced during the presentation of gratings of lower or higher spatial frequency than those that evoked excitation.
For the grating-sensitive cells that were evaluated by computer studies, ongoing activity in the absence of patterned stimuli was estimated in two situations. First, activity occurring during the last second of the intertrial interval was averaged for all trials in each run. Second, activity occurring during fixation was averaged for all control trials in each run (trials for which uniform illumination of the CRT was maintained throughout fixation). No consistent differences were seen between rates of impulse frequency estimated in the two different situations. The rate of spontaneous firing for cells of all response types was lowest in the superficial layers of the cortex (II-IVa) and highest in layer IVc. No correlation between response type and rate of ongoing activity can be seen in our data.
Orientation and direction selectivity.
The majority (85%) of the 283 fovea1 neurons that responded with excitation to square-wave gratings were sensitive to the orientation of the bars in the visual field. All orientations were represented and no statistically significant differences were found between the frequency of occurrence of neurons sensitive to vertical, horizontal, or oblique gratings. The orientation angle at which maximal responses were obtained was invariant over time (often for 1 h or more of observation) and the same for moving and stationary gratings. Quantitative estimates of orientation sensitivity were made for 98 cells. Tuning curves for orientation were constructed from measurements of the responses evoked by gratings of optimal spatial frequency (see below) presented pseudorandomly at various orientations (5-W increments). Similar curves were obtained whether orientation sensitivity was tested with moving or stationary gratings. The sharpness of the tuning curves, estimated by the half-width at half-height (3, 12) , was on the average 25.0" (SD = 12.6"). Neurons that were insensitive to orientation were proportionally most common in layer IVc (37% of all I Vc cells) and least common in IVb.
Direction sensitivity to moving gratings was tested in 225 of the orientation-sensitive cells. About three-quarters of them gave similar responses to gratings moving in the two directions perpendicular to the best orientation. The remaining neurons responded only to one direction of movement (n = 29) or with an obviously stronger discharge to one of the two directions (n = 29). Directionally sensitive neurons were less frequent in superficial layers of the cortex than in middle and deeper layers.
Responses to moving gratings
The responses of 177 neurons were studied during 233 computer runs in which gratings of various spatial frequencies were moved across the screen of the CRT. The full grating was flashed on the screen during the first frame that followed the monkey's key press, then moved by a fixed increment after each frame. The rate of the apparently continuous movement was typically lo/s and, in most runs, was the same for all spatial frequencies. As a result, the temporal frequency of the grating (cycles/second) varied with spatial frequency. Gratings of different spatial frequencies were presented in pseudorandom order. Grating orientation was set at the preferred angle for the cell under study; movements in both directions perpendicular to orientation were routinely tested. Eye-movement records gave no indication that the oculomotor behavior of the monkey during fixation was influenced by the moving patterns.
Most cortical neurons responded to moving square-wave gratings in one of two strikingly different ways that we have called modulation and fusion (Fig. 5 ). Some cells (34%) responded to each cycle of low-frequency gratings with one (or two) short bursts of firing. At all spatial frequencies to which these cells were sensitive, the temporal periodicity of the moving grating was reflected in a rhythmic modulation of the response. Other cells (49%), by contrast, responded to low-frequency gratings with longer bursts of firing and to higher spatial frequencies with sustained, though sometimes irregular, discharge in which there was no detectable trace of the temporal periodicity of the stimulus. The discharge patterns of the remaining cells in our sample (17%) were modified by moving square-wave gratings, often only by gratings in a specific spatial-frequency range, but the responses were too irregular and variable for us to be willing to put these cells into either of the two primary categories. We have called them simply activated cells. In what follows we shall describe the differential properties that we have observed for modulated and fusional neurons ( Table 2) .
MODULATED NEURONS (60/177). Cells were included in this group only if their responses to moving gratings, at all spatial frequencies that were effective, showed modulation related to the temporal periodicity of the stimulus. Most cells responded to gratings of low spatial frequency (0.5-l .O cycles/deg). Characteristically, these responses were brief high-frequency bursts of impulses occurring as one or both contrast transitions (dark/bright, bright/dark) crossed the neuron's receptive field, but longer bursts of lower impulse frequency were also observed. Cells sensitive to a single transition were twice as common as cells sensitive to both.
As the spatial frequency of the grating increased, nearly all modulated cells became single-transition neurons, and continued to respond with one burst per cycle at all effective spatial frequencies. The number of impulses in each burst usually decreased with increasing spatial frequency until at some frequency, occasional cycles failed to evoke a burst. At still higher frequencies the cell did not respond. The transition from modulated firing to no response was usually abrupt (Fig. 6 ). The highest spatial frequency that evoked regular periodic responses with few or no missed cycles was taken as the upper limit of modulation of the cell. Tested with our standard edge velocity of lo/s this limit was between 4 and 8 cycles/deg for 75% of the neurons. The responses of some modulated cells to low spatial frequencies were minimal and inconsistent; other cells did not respond at all to low frequencies. Yet to higher spatial frequencies, these cells responded with typical modulation, indistinguishable from that of cells sensitive to low spatial frequencies. The upper limit of modulation was generally higher for cells that did not respond to low spatial frequencies than for those that did (8 cycles/deg or higher for 79% of the former and for only 45% of the latter).
Both nonoriented and oriented neurons were found among those having modulated responses. Among modulated and oriented cells, 43% were directionally sensitive. This proportion was even greater among cells that displayed especially sharply modulated responses.
Only a single edge velocity was used in our standard studies of responses to moving gratings. For these studies, temporal modulation of luminance within a cell's receptive field was directly related to spatial frequency. To test the possibility that apparent spatial-frequency selectivity was, in fact, temporal frequency specificity, experiments like that shown in Fig. 7 were performed. Here identical spatial frequencies were tested at two different edge velocities (1 and 2"/s). The temporal frequency of a grating moving at 2"/s corresponded to that of a grating with twice the spatial frequency moving at lo/s. If the selective response were a function of temporal frequency rather than spatial frequency, then there would be great similarity in the responses to a particular temporal frequency in the two halves of Fig. 7 . There is not. Furthermore, one would expect the upper limit of modulation (expressed as spatial frequency) to be lower for gratings moved at 2"/s than for those moved at lo/s. It is not. We conclude that the selective responsiveness to gratings of modulated neurons is related to spatial frequency, not to temporal frequency.
Edge velocity has an obvious influence on the responses to moving gratings. To a first approximation it appears that the number of impulses per burst is set by the spatial frequency of the grating and the impulse frequency within each burst is set by edge velocity.
FUSIONAL NEURONS
(87/177). Cells were placed in this category when no trace of the stimulus periodicity could be found in responses to higher spatial frequencies. The characteristic responses of these neurons differed in several respects from those of the modulated neurons. At low spatial frequencies most of these cells responded to the moving edges. Typically the responses were longer in duration than those of modulated cells and always occurred at both contrast transitions ( Fig. 8A) 6 . Responses of a modulated neuron to gratings of several spatial frequencies moving at a constant velocity of 1 deg/s. In this and other similar figures, step changes in the response base lines indicate the occurrence of behaviorally significant events. For the typical trial these are four in number; target spot on (up), key depression (down), target spot dimming (up), and key release (down). Trials have been aligned at key depression (arrow). The CRT was uniformly illuminated until key depression, then filled with the moving grating until key release. As a control, the set of responses labeled 0 cycles/deg was recorded during trials throughout which uniform illumination of the CRT was maintained. The neuron illustrated in this figure responded to 0.5 cycles/deg gratings with two short bursts per cycle. At intermediate spatial frequencies, only one burst per cycle can be clearly distinguished. Rhythmic modulation of the response occurs at all spatial frequencies up to 8 cycles/deg. It disappears at higher spatial frequencies where the responses of the neuron, if present at all, are barely distinguishable from control activity. discharge consisted of regular high-frequency firing, for others it was irregular, but in no case did the response show evident periodicity related to the temporal frequency of the stimulus.
About one-fifth of the fusional neurons we encountered were essentially unresponsive to low spatial frequencies, but displayed a typical fused response at some higher frequency (Fig.  8B ). Both for these cells and for those that responded to low frequencies, the fused response was evoked by gratings of several spatial frequencies. Usually the mean impulse frequency first rose with spatial frequency to a maximum and then gradually decreased until at some frequency the cell was no longer responsive. Expectation density analyses (27, 35) typically showed nearly complete randomness of impulse occurrence in the responses of fusional neurons to gratings of intermediate and high spatial frequencies.
Every fusional neuron studied, whether responsive to the moving edges of low-frequency gratings or not, appeared to be selective in its responses to gratings of different spatial frequencies. Additional experiments were performed on a number of cells in an attempt to separate the effects of spatial frequency, edge velocity, and temporal frequency (transitions/ second) of the stimuli. In some cases, an edge velocity different from the standard lo/s was used; in others, edge velocity was made inversely proportional to spatial frequency so that the number of transitions per second was held constant. In no case, however, did we use edge 7. Selected responses from computer runs in which the same neuron was tested with gratings moving at two different velocities. The square wave beneath each pair of responses represents the time course of luminance changes at or near the center of cell's receptive field. Comparison of the two sets of responses leads to the inference that the neuron is selectively responsive to different spatial frequencies not to different temporal frequencies of luminance modulation (see text). Each response trace begins at the instant that the grating was first presented (arrows). velocities higher than 6.25"/s. Comparison of data from all experiments performed on each neuron confirmed that spatial frequency was the primary determinant of the response. Cells that responded with bursts to the contrast edges at low spatial frequencies did so regardless of edge velocity (temporal frequency). Bursts were shorter at higher edge velocities, but edgesynchronized firing occurred at all velocities tested. The spatial frequency at which edgesynchronized firing converted to fused firing was also independent of edge velocity. Finally, the range of spatial frequencies to which the neurons responded was unaffected by the change of experimental conditions.
Further confirmation of the importance of spatial frequency was obtained in our study of stationary gratings (see below). Most fusional neurons were sensitive to such stimuli and displayed an evident spatial frequency selectivity to them that was closely similar to the selectivity for moving gratings.
Responses to stationary gratings edge velocity and temporal frequency of luminance modulation, we have chosen to use responses to stationary gratings as the basis for quantitative analysis of spatial-frequency selectivity in the striate cortex.
Stationary gratings of various spatial frequencies were presented in pseudorandom order and, for orientation-sensitive cells, at the orientation that evoked the strongest responses. The results described below were obtained from 109 fovea1 neurons that were also studied with moving gratings and have been classified as modulated (n = 42) or fusional (n = 67) on the basis of those studies.
The positional relationship between the dynamic response field and the contrast borders of square-wave gratings is a critical factor controlling the response of most neurons to gratings of low frequencies. For this reason, before beginning studies of spatial-frequency sensitivity, the relative position ot the MUF was estimated with respect to the grating and, when necessary, adjusted by moving the fixation spot until the MUF was split by a contrast border. Figure 9 illustrates the relationship between the dynamic We have used stationary gratings in order to response field of a particular neuron and gratings obtain a general characterization of the responses of several spatial frequencies. of cortical neurons to background patterns durStationary square-wave gratings proved to be ing the miniature movements of fixation. Fur-a powerful stimulus for the majority of cortical thermore, because in our studies of moving grat-neurons that we studied. In particular, nearly all ings the effects of the spatial frequencies of the fusional cells (91%) responded, often with strong gratings were confounded with the effects of regular discharges, to stationary patterns. Mod- Responses of two fusional neurons to gratings of several spatial frequencies moving bidirectionally at 1 deg./s. Behavioral events for each trial are marked by base-line changes (see Fig. 6 ). Arrows mark the time of key depression. Responses labeled 0 cycles/deg are controls recorded during uniform illumination of the CRT. Two groups of three trials are shown for each neuron at each spatial frequency tested. Each group represents responses to gratings moving in a particular direction (shown by the pointers for 0.5 cycles/deg). Neither cell is strongly sensitive to the direction of grating movement. Traces on the left show a pattern of two bursts per cycle to low spatial frequencies, fusion at higher spatial frequencies, and gradual attenuation of the response above 8 cycles/deg. Traces on the right indicate that the neuron was insensitive to low spatial frequencies but responded with intense fused discharges to gratings in a narrow band of higher spatial frequencies. ulated cells, on the other hand, were, in general, neurons the responses to stationary patterns much less responsive to stationary than to movwere somewhat irregular, and for none of them ing gratings, and a large minority of them (43%) was the discharge frequency to the most effecresponded inconsistently or not at all to stationtive spatial frequency higher than 35-40 ary stimuli.
impulses/s. Figure 10 illustrates the responses to stationThe data that we have presented indicate that ary gratings of several spatial frequencies of the neurons in monkey fovea1 striate cortex respond two fusional neurons whose responses to movdifferentially to the spatial frequency of both ing gratings were shown in Fig. 8 . It is evident moving and stationary gratings. For the reasons that these two cells were responsive to stationdiscussed above, we have used responses to staary patterns and that the range of spatial fretionary gratings as the basis for a quantitative quencies to which they responded was about the estimate of this spatial-frequency sensitivity. same for stationary as for moving gratings. For
For each neuron we measured the magnitude of many fusional neurons, including those illusthe responses to each spatial frequency, taking trated, the discharges evoked by stationary and as reference the level of the ongoing activity that moving patterns of effective spatial frequencies occurred during presentation of uniform fields at were similar, both being sustained and of relathe same mean luminance as the gratings. Estitively high frequency. Indeed, the average immates of impulse frequency (mean and variabilpulse frequency of more than half the fusional ity) were calculated for the set of trials made at neurons to the best stationary grating exceeded each spatial frequency. These were scaled for 40 impulses/s. comparative purposes to percent of the maxiThose modulated neurons that responded to mum value observed in the run and plotted stationary gratings (57%) often did so over a against spatial frequency to produce a spatial narrower range of spatial frequencies than to frequency sensitivity curve. moving gratings. Furthermore, for many of these Complete curves could be prepared for 77 
Upper
half: scattergram representing the mean directions of gaze during fixations that occurred during the successful behavioral trials of a single computer run. The cross inset at the right gives an estimate of positional variability within each fixation (sample rate: 125 samples per second). The estimate was derived by creating synthetic populations of horizontal and vertical positions that included normalized points from all fixations shown, Points were normalized by subtracting from each value the arithmetic mean for the period of fixation in which it occurred. The inequality of vertical and horizontal variability both in the scattergram and in the inset may be an artifact related to slightly less rigid stabilization of the head vertically than horizontally. We assume that the center of the scattergram represents the direction of gaze required to position the image of the target spot, which subtended about O.OS', optimally on the fovea. By extension, the scattergram shown here may be taken to represent the area of visual field covered by the response field of a neuron in a series of fixations. Lower half: diagram of the spatial extent of bars making up gratings of low spatial frequency. For gratings below 4 cycles/deg, the probability that a contrast border will fall within the dynamic response field of a particular fixation depends strongly on the position of the grating with respect to the center of the MUF. For gratings above 4 cycles/deg, the number of contrast borders falling within the dynamic response field is essentially independent of grating position.
neurons (55 fusional and 22 modulated). These curves were divided into two classes called band pass and low pass on the basis of shape. Examples are shown in Fig. 11 , lower and upper graphs, respectively.
Cells with band-pass sensitivity were in the majority (49/77). They responded best to one spatial frequency (or sometimes nearly equally well to two adjacent frequencies) and progressively less well to higher and lower frequencies. The entire range of effective spatial frequencies was relatively narrow. Most band-pass cells (40/49) were maximally sensitive to spatial frequencies between 4 and 10 cyclesldeg, with a surprisingly uniform distribution of best frequencies within this range. One cell responded best to gratings of 2 cycles/deg; the remaining 8 cells gave maximal responses to gratings in the range 12-21 cyclesldeg . Schiller et al. (38) have proposed that the sharpness of spatial frequency tuning of a neuron be expressed as an index of selectivity derived from normalized spatial-frequency sensitivity curves like those of Fig. 11 . High and low crossover frequencies are estimated at the points where the curve crosses a horizontal line at 71% of maximum response. The index is obtained by multiplying the ratio of low to high crossover frequencies by 100. Sharply tuned cells have higher indexes than broadly tuned ones. Based on this index, the distribution of spatial-frequency selectivity of our band-pass neurons to square-wave gratings is similar to the distributions of selectivity for sine-wave gratings found by Schiller et al. (38) . We have computed the selectivity index for 48 band-pass cells. It was higher than 50 (the value representing a l-octave range) for 67% of these cells and at or Responses of two fusional neurons to stationary gratings of several spatial frequencies. Behavioral events are signaled by base-line changes (see Fig. 6 ). Trials for each cell have been aligned at key depression (arrows). Control activity collected during uniform CRT illumination is labeled 0 cycles/deg. The pattern of spatial-frequency selectivity for the two cells is very similar to the pattern revealed by the moving-grating study of the same two cells shown in Fig. 8. above 40 (1.5 octaves) for 90% of them. We ity curve that were 70% or more of maximum. found no obvious correlation between a cell's When an index of selectivity could be calculated best spatial frequency and its index of selectiv-(though its significance was clearly different than ity.
for band-pass neurons) it was typically below 30, Among the 28 low-pass neurons, some re-indicating a span of nearly 2 octaves between sponded best to the lowest frequencies tested, high and low intersections of the selectivity whereas others, although responding well to low curve with the 71% level. frequencies, responded best to some higher freAll of the spatial frequency-sensitivity curves quency. All cells of the first group appear to presented so far have been derived from studies have been preferentially sensitive to luminance patterns that split' their response fields into dark in which the positional relationship between gratings and MUFs ensured that a contrast borand bright halves. For a few of these cells, only der cut the center of the MUF (Fig. 12 , lower gratings of 0.5 cycles/deg elicited a maximal re-inset). In order to assess the importance of consponse; for others, gratings of 1, 2, and some-trast borders as determinants of response, a sectimes 4 cycles/deg elicited responses that were ond spatial-frequency series was carried out for nearly as strong. As the spatial frequency of a number of neurons. For this second series, the stimuli increased, the responses of these cells gratings were shifted with respect to the MUF rapidly decreased until 68 cycles/deg, the stim-so that a bright bar was centered on the MUF at uli were ineffective. all spatial frequencies (Fig. 12, upper inset) . At For the second group of cells the strongest low spatial frequencies, the bright bar entirely responses were evoked by gratings of intermedi-covered the MUF. As spatial frequency inate spatial frequency (usually 6 cycles/deg or creased, contrast borders entered the MUF lower). Above this, spatial-frequency responses from the sides. declined rapidly., following a course similar to At spatial frequencies of 4 cycles/deg and that of band-pass frequency cells. Strong re-higher, the number of contrast borders included sponses were evoked by all lower spatial fre-within the dynamic response field of a neuron is quencies. We restricted the application of the essentially independent of the position of the term low pass to neurons whose responses to grating. It is not surprising, therefore, that reoptimally positioned low-frequency gratings sponses of band-pass neurons (most of which are were at least 50% of maximum; many had. re-insensitive to lower spatial frequencies) were not sponses in the low-frequency tail of the sensitiv-modified significantly when the gratings were shifted. Neither were the responses of most low-pass neurons to high-frequency gratingsoccasional exceptions probably resulting from response variability or the grossness of our method of estimating response magnitude.
At lower spatial frequencies shifting of the grating either eliminates or renders probabilistic (at 2 cycles/deg) the presence of contrast borders within a neuron's dynamic response field, and the responses of low-pass neurons reflect the change in the stimulus. Shifted gratings of 0.5 12. Spatial-frequency selectivity curves showing the relationship between response behavior to stationary gratings and the position of contrast borders of the grating with respect to the MUF. Points marked with the same symbol in the two halves of the figure are derived from responses of the same neuron. The method used for generating the curves is the same as for Fig. 11 . During the computer runs represented in the top half of the figure, the relative positions of MUF and grating were such that at the lowest spatial frequencies, the entire MUF was covered by a single bright bar of the grating. During runs represented in the lower half of the figure, the MUF was split by a contrast border at all spatial frequencies. Comparison of the two sets of curves reveals that although strong responses were evokedat low spatial frequencies when a contrast border was included in the MUF, inhibitory or negligible responses were evoked at the same spatial frequencies when no border fell within the MUF. and 1 cycleldeg evoked little or no excitatory response from any low-pass neurons and often evoked slight reduction of the firing rate compared to that occurring in the presence of a uniform field. Responses evoked by gratings of 2 POGGIO, DOTY, AND TALBOT cycles/deg were invariably weaker than responses to gratings positioned so that a contrast border was continuously present within the dynamic response field.
Distribution within striate cortex of neurons having different functional properties
Previous studies in anesthetized and paralyzed monkeys have demonstrated the existence of vertical columns of cells sharing a common orientation specificity ( 15, 17) . Such columns were recognizable in our waking preparations. On the other hand, cells within an orientation column did not display common dynamic response properties (modulation, fusion) or similar spatial-frequency selectivity (band pass, low pass). Cells with different characteristics were typically intermixed in the same penetration and, occasionally, found close together within the same cytoarchitectonic layer. This is not to say, however, that these neuronal properties were uncorrelated with location in depth within the cortex.
Fusional and modulated cells were differentially distributed among cytoarchitectonic layers (Fig. 13) . Neurons in superficial layers more frequently gave fused responses to moving gratings; neurons in deep layers more frequently gave modulated responses. The ratio between the number of fusional cells and the number of modulated cells diminished progressively from 3.6 in layers II-IVa, to 2.3 in IVb, 1.4 in IVc, and 0.56 in V-VI. The probability that chance alone accounts for the difference in ratio between superficial and deep layers is less than 0.001 (chi-square analysis). The distribution of "activated" cells was similar to that of fusional cells; these cells were common superficially and sparse in deeper layers. No such clear-cut laminar distribution could be demonstrated for cells with different spatial frequency sensitivity. When ratios of band-pass to low-pass neurons in superficial and deep layers were compared, no significant difference was observed. The distribution of "best" spatial frequencies for band-pass cells was essentially the same in all layers; most cells responded maximally to spatial frequencies between 4 and 10 cycles/deg. Our sample of modulated cells sufficiently sensitive to stationary gratings to permit identification as band pass or low pass was too small for us to evaluate its cytoarchitectonic distribution. Only within our sample of fusional neurons was there any tendency for a differential laminar distribution related to spatial-frequency sensitivity: most fusional cells in superficial layers (25/36) had band-pass sensitivity; most in deep layers (9/13) had low-pass sensitivity.
DISCUSSION

Physiological Jindings
Our experiments indicate that the orientation of square-wave gratings influences the responses of the great majority (85%) of fovea1 striate neurons. A similar proportion has been obtained in a series of experiments in which long (7") single bars were used as stimuli (34). Neurons that are insensitive to stimulus orientation are, however, found in all cytoarchitectonic layers; they are relatively most numerous, though still a minority, in layer IVc. Henry et al. (12, 13) in the cat and Schiller et al. (37) in the monkey have provided evidence that the degree of orientation selectivity of cortical neurons depends on the length of the stimulating border. The response to optimal orientation is stronger and the shape of the orientational tuning curve is narrower when stimuli extend considerably beyond the limits of a neuron's receptive field. With shorter stimuli, smaller responses are evoked and the tuning curve broadens. These considerations make it possible to reconcile our present findings with the large number of fovea1 nonoriented neurons seen in a previous study (32) . In that earlier study, small stimuli, often adjusted in size to match the extent of the neurons' receptive fields, were used, and it is likely that responses of some oriented cells to stimuli of different orientations were sufficiently similar to make them indistinguishable with the qualitative methods employed. Indeed the difference in the number of oriented cells recognized in our two sets of experiments provides indirect confirmation of the importance of stimulus length for orientation specificity.
In the present experiments, the optimal stimulus orientation for a particular cell was found to be constant over time and the same for gratings of all spatial frequencies. In what follows, when we discuss single neurons, we will speak only of responses to stimuli of optimal orientation, and when we discuss populations of neurons, we will refer to the subset that responds to stimuli of a particular orientation. When square-wave gratings of low spatial frequency drift slowly across the central field of view of the fixating monkey, fovea1 striate neurons discharge whenever a luminance edge moves over their response fields. The positions of contrast borders are continuously signaled by the topographically orderly activation of sets of neurons and the direction and rate of movement by the sequential activation of different sets. Most neurons respond to both the bright/dark and the dark/bright edges, but some respond to only one contrast pattern. Similarly, most neurons respond to movements of edges in both directions perpendicular to orientation, but some are direction selective. As the spatial frequency of the moving pattern increases, the responses of some neurons continue to be edge synchronized (modulation), whereas those of other cells become desynchronized and often regularized at a high frequency (fusion).
An important finding from these experiments is that all cortical neurons that are in any way responsive to square-wave gratings show some measure of spatial-frequency selectivity.
Spatialfrequency selectivity characterizes responses to both stationary and moving gratings.
It is difficult, when studying the responses to moving patterns, to separate the effects of spatial frequency, edge velocity, and temporal modulation of luminance. Nonetheless, control experiments indicate that, for both fusional and modulated neurons, the differential responsiveness to moving gratings is best correlated with spatial frequency.
The range of spatial frequencies to which a neuron responds, the lowest spatial frequency at which a fusional neuron loses edgesynchronized responses, and the highest spatial frequency to which a modulated neuron responds rhythmically are all unaffected when edge velocity (and, therefore, temporal frequency) is changed. This is not to say that edge velocity and temporal frequency are without effect. Obviously, the rate at which bursts occur in responses to moving low-frequency gratings is set by the temporal frequency of the stimulus: so is the burst rate in the rhythmic discharges of modulated neurons to gratings of higher spatial frequency. Furthermore, the period of the temporal modulations sets an upper limit on burst duration, and there is some evidence that the impulse frequency within the bursts of modulated cells is roughly proportional to edge velocity. But all of our evidence suggests that at relatively low rates of movement, it is spatial frequency, and spatial frequency alone, that determines whether a neuron will respond at all.
Other investigators (11, 23, 38) have used a variety of techniques to obtain estimates of the sharpness of spatial-frequency tuning from responses to moving square-wave or sine-wave gratings. We have chosen instead to restrict our quantitative evaluation of spatial-frequency sensitivity to data obtained during the presentation of stationary gratings. Our main reason for doing this was that we wanted to compare the spatialfrequency selectivity of fusional and modulated cells and the responses of cells of the two types are so unlike that it is difficult or impossible to find a measure appropriate for both. Even for fusional neurons alone, it is difficult to say whether the edge-synchronized burst responses to moving gratings of low spatial frequency are stronger or weaker than the more-or-less continuous responses to gratings of higher spatial frequency. Evaluating spatial-frequency sensitivity from the responses to stationary gratings removes most of these problems.
Our basic findings were that nearly all fusional neurons and more than half of all modulated neurons responded to stationary gratings and that both populations of responding neurons could be subdivided on the basis of spatial-frequency sensitivity. A first division, into band-pass and low-pass, was based on the presence of absence of a response cutoff at low spatial frequencies. Then band-pass neurons were further characterized by the spatial frequency that evoked the strongest response from each (the best spatial frequency) and low-pass neurons by the spatial frequency at which high-frequency response falloff began. Most band-pass cells had best spatial frequencies in the range of 4-10 cycles/deg; the distribution within that range was essentially rectangular.
Response falloff began as low as 1 cycle/deg for some low-pass neurons and below 8 cycles/deg for nearly all of them.
The miniature eye movements that occur during fixation in the waking animal ensure continual movement of the images of stationary patterns over the retina. If features of the pattern to which a cortical cell is sensitive fall within the dynamic response field of that neuron, than the neuron will respond. At very low spatial frequencies the width of a single bar of the grating is large enough for position alone to determine whether a cell's receptive field (in the strict sense) ever includes a contrast border.
Bar width in gratings of 2 cycles/deg is slightly smaller than our estimate of the diameter of the dynamic response field (0.3"-0.4")) but larger than the diameter of the receptive field of most fovea1 neurons. Changes in the relative position of bars and M UF affect the fraction of the time that a contrast border is included within the receptive field. At spatial frequencies of 4 cycles/deg and higher, bar width is smaller than the typical diameter of fovea1 receptive fields. One or more contrast borders should, therefore, fall within the receptive field of a neuron at all times, regardless of the positional relationship between MUF and gratings. The response of low-pass neurons to stationary gratings shifted in position with respect to the MUF indicates that, in fact, these cells are responding to edges falling within their receptive fields. Band-pass neurons, on the other hand, appear to require a pattern of edges (a grating) before they will respond.
If our sample of neurons is taken as representative of the population from which it comes, then one can derive a general picture of the responses of fovea1 striate neurons, during fixation, to stationary gratings of different spatial frequencies. Low-frequency gratings will activate only lowpass neurons, and not all of them: responses of a particular low-pass neuron will depend on whether a contrast border falls on its receptive field. High-frequency gratings will activate only band-pass neurons whose spatial-frequency sensitivity includes the frequency of the stimulus. Only gratings of intermediate frequency, at or close to 4 cycles/deg, will activate significant numbers of neurons of both types. Human and monkey thresholds for perception of gratings are lowest for gratings in this intermediate frequency range (5, 8) .
Psychophysical correlates
Psychophysical studies in a number of laboratories have led to the conclusion that there exist in the human visual system (and presumably in the visual systems of other primates as well) two separate sets of spatial-frequency-selective channels called by Kulikowski and Tolhurst (20) "form-analysers" and "movement-analysers." Tolhurst (40) has shown that form analyzers are movement independent. Movement-analyzing channels are selective for both spatial and temporal frequencies of moving sine-wave gratings, but appear not to be selective for the velocity of movement as such: after adaptation to a moving grating of a particular spatial and temporal frequency (and hence of a particular velocity), the peaks of threshold-elevation curves to moving gratings of different spatial frequency occur at the same temporal frequency, not at the same velocity. Because of the striking differences in the movement sensitivity of modulated and fusional cells, it is tempting to make an association between modulated cells and movement-analyzing channels and between fusional cells and formanalyzing channels. Because we have used square-wave gratings and because we have made no attempt to estimate contrast thresholds (41) any association that we suggest must be regarded as most tentative, but a few observations may be warranted.
It seems reasonable that modulated cells are part of the movement-analyzing channels. They are much more responsive to moving stimuli than to stationary ones, and their responses to moving stimuli encode temporal frequency (as burst rate) for all gratings to which they respond. It seems highly unlikely, however, that the modulated neurons of area 17 constitute by themselves the temporal-frequency-specific channels described by Tolhurst (40) . They possess the necessary selectivity for spatial frequency but not for temporal frequency. If sets of modulated neurons with similar spatial-frequency specificity were to provide inputs to sets of temporal-frequency analyzers, then the full range of characteristics of movement-dependent channels could be obtained.
Fusional neurons, on the other hand, are almost certainly not part of the movementanalyzing system. Even with square-wave gratings, their responses to moving and stationary stimuli are hardly, if at all, distinguishable for many spatial frequencies. Except at the lowest spatial frequencies, the temporal frequency of stimulation cannot be derived from fusional cell responses. Instead, fusional neurons, particularly those of the band-pass type, may be associated with movement-independent formanalyzers. Tolhurst's (40) demonstration that adaptation to moving gratings elevates threshold to stationary gratings and vice versa suggests that the same neuronal population is responsible for pattern recognition whether gratings move or not. The relative insensitivity of fusional neurons to movement makes them suitable elements of such a population.
Functional organization of striate cortex
Sets of neurons similar to those we have described as modulated and fusional in the visual cortex of the waking behaving macaque have been recognized by others at all levels of the retinostriate pathway in anesthetized and paralyzed preparations.
Several investigators have attempted to find relations between the classification of neurons on the basis of response to moving patterns and classifications obtained using other criteria. A correspondence between the response to moving gratings (modulated/unmodulated) and the response to standing contrasts (sustainedtransient; X/Y) has been observed for retinal ganglion cells and lateral geniculate cells (6, 9) . This correspondence has not, however, been found to hold for neurons in area 17 of the cat (19) and has not been tested in the monkey's visual cortex. On the other hand, in a number of studies of the striate cortex, both in cats (23, 29) and monkeys (38)) a strong correlation was discovered between cell type identified by receptive-field characteristics and response to moving gratings: simple cells had temporally modulated responses, complex cells had maintained responses with little or no modulation above low spatial frequencies.
We were unable to assess receptive-field characteristics in the behaving monkey, but some comments are nevertheless appropriate. The ratio of fusional to modulated cells found for the 125 orientation-sensitive neurons in our sample is remarkably similar to that found by Schiller et al. (38) between CX (complex) and S (simple) in a population of 587 parafoveal neurons (1.31 versus 1.38). Also, a large proportion of modulated cells in our sample were direction sensitive and directionality is a characteristic of S cells (34). It should be noted, however, that modulation and fusion are properties not correlated with orientation sensitivity; we have found both oriented and nonoriented neurons of both response types in all cortical layers. Schiller et al. (38) have argued in favor of a hierarchical relation between S and CX cells on the basis of spatial-frequency sensitivity, S cells being assumed to converge upon CX cells. To the extent that modulated cells correspond to S cells and fusional cells to CX cells, the results we have obtained do not support their argument. The most compelling point comes from the comparison of responses to moving and stationary gratings for the two populations. Modulated (S?) cells are highly responsive to moving gratings but, in general, much less responsive or insensitive to stationary gratings; whereas fusional (CX?) cells are, in many cases, about equally responsive to moving and stationary gratings near the best spatial frequency.
A major difference between our observations and those of Schiller et al. (36) concerns the laminar distribution within the striate cortex of cells having different dynamic response patterns, They found CX cells to be more numerous than S cells in all layers except IVc, whereas we found that modulated cells were much more numerous in deep layers (V-VI), fusional cells in superficial layers (II-IVb). This distribution was similar for both oriented and nonoriented cells.
Recent anatomical studies of monkey striate cortex have revealed a differential laminar distribution of afferent connections according to their origin and of efferent cells according to the destination of their projections (16, 22, 25) . In particular, neurons in the superficial layers (IIIVb) send their axons to other cortical areas of the same hemisphere, whereas neurons in deep layers (V-VI) project almost exclusively to subcortical structures. In this respect our finding that the majority of neurons in deep layers have properties appropriate for movement analyzers suggests that the pathways connecting deep striate cortex to structures associated with oculomotor behavior (superior colliculus, pulvinar) and to the lateral geniculate nucleus carry information about the motion of retinal images. Neurons in superficial layers, on the other hand, which appear to function primarily as form analyzers, send signals to cortical regions outside area 17, where it is likely that further processing occurs leading eventually to the perception of spatial structure. In the following paper (34) similar laminar differences are described for binocular depth sensitivity among striate neurons.
It may be that the local circuit processing within a vertical aggregate of cortical cells, possibly within a hypercolumn as defined by Hubel and Wiesel (18) , determines different sets of properties for neurons whose efferent projections are destined for structures having different functions.
