Systems containing uncertainty are traditionally analyzed with probabilistic methods. However, for non-linear, nonGaussian systems solutions can sometimes be very difficult to obtain. The focus of this research is to determine if in such cases fuzzy dynamic systems models may provide an alternative approach that more easily leads us to a good solution. In this article, we provide our first work in this area where we present a fuzzy estimator whose system model is a fuzzy dynamic system. We show that for the linear, Gaussian case the fuzzy estimator produces the same result as the Kalman filter.
I Introduction
In control system and estimator design, the establishment of a system model is quite fundamental. Many traditional approaches assume that models are available in the form of ordinary differential equations or discrete-time difference equations. In the cases where there exists uncertainty the models are generally assumed to be in the form of stochastic differential equations or discrete-time difference equations. In many cases it is very difficult to obtain stochastic models, especially if the process is highly complex. Even when models are available it is sometimes difficult to propagate the uncertainty through the system dynamics according to the axioms of probability theory, especially for non-linear systems. Therefore, in this article, we plan to examine the use of an alternative yet practical framework of fuzzy dynamics system models for dealing with systems exhibiting uncertain behavior. It is hoped that the use of these fuzzy dynamic models will provide a foundation on which to build solutions to challenging engineering problems that would otherwise be difficult to solve using probabilistic methods.
This article proposes an "optimal" state estimator, based on fuzzy set theory, that is capable of dealing with systems with random disturbances and "uncertainty." We will refer to this as a fuzzy dynamic model based state estimator (or "fuzzy estimator'' for short) as we will use a fuzzy dynamic system model of the process in the estimator. As one would imagine, this * J. Layne gratefully acknowledges the support of the U.S. Air tPlease address all correspondences to K. Passino (email: Force Palace Knight Program.
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I1 Basic Framework
The basic framework of the fuzzy dynamic model based state estimator is shown in Figure 1 . The process whose states are to be estimated includes the system and the output measuring device, each with corresponding disturbances. As shown in Figure 1 , the system's dynamics are expressed by a discrete-time stochastic equation of the form where x k E R" is the system state, U k E EL' is the system input, W k E IRp is a white noise input disturbance, %k E IRE is the process output, and V k E R' is a white noise output disturbance. In general f E R"
and g E RE are nonlinear functions. It is not necessary that measurements are available at every time step kT.
In many applications the measurements may become unavailable for periods of time or they may occur at a varying rate over time.
The fuzzy estimator consists of three basic components, namely a fuzzy dynamic system model, the fuzzy measurement model, and the measurement update block. A detailed description of each of these components is presented next.
Fuzzy Dynamic System Model
The fuzzy dynamic system model is designed so that it accurately characterizes the system behavior and its uncertainty. As illustrated in Figure 1 , it measures the 31 3 estimator should be similar to that of the Kalman filter [l] when a linear system with Gaussian disturbances is considered. To illustrate these similarities, we show here that the fuzzy estimator is, in a sense to be made clear later, equivalent to the Kalman filter under these conditions. While such a result may not be surprising to persons familiar with conventional estimation theory, it is of significant value to the fuzzy systems community as it draws connections to conventional ideas and helps provide insights into the behavior of general fuzzy dynamic systems.
Finally, note that although fuzzy set theory has been used in other ways in state estimators [2, 31, no attention has been paid to the application of fuzzy dynamic system models in estimators. system input and predicts the true system output and uncertainty in the form of a fuzzy relational state variable. Notice that unlike what has been presented in the current literature, the fuzzy dynamic system modeled here is propagating the full fuzzy relation describing the state and not a fuzzy set for each independent state variable. The reason for doing this is due to the fact that the fuzzy relation describing the state vector has a membership function that can be considered analogous to a joint probability density function. By propagating the full fuzzy relation we capture and maintain information similar to the cross correlation. Those who have worked extensively with the Kalman filter will appreciate the benefits of having good cross correlation information. Ignoring it is like having all the off-diagonal elements of the Kalman filter covariance matrix forced to zero. Next we explain how to produce the fuzzy dynamic system model in Figure 1 from the stochastic system model above.
Using the non-fuzzy stochastic model in Equation (1) or a reduced order approximation of this model, the fuzzy dynamic system model in Figure 1 can be generated using fuzzy composition or by use of the fuzzy extension principle. The details of how this is done is described later in this section. However first we will review some basic fuzzy system theory concept to establish notation. We begin by defining the triangular norm and co-norm. 
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Using definitions of triangular norm the operations of union, intersection, and complement of ordinary sets can be extended to fuzzy sets. Consider the fuzzy sets U' and U 2 defined on the universe of discourse U with membership functions ~U I ( U ) and p~a ( u ) , respectively. The most widely accepted definitions of fuzzy set operations are as follows. The @ and @ symbols are used to denote any triangular norm or co-norm, respectively. Now consider fuzzy set operation over more than one universe of discourse such as the Cartesian product. If U1, U2, ..., U, are fuzzy sets defined as subsets of the universes of discourse U1,U2, ..., U,, respectively, the Cartesian product is a fuzzy set, denoted U1 x U2 x ... The Cartesian product of two or more fuzzy sets is called a fuzzy relation. Next, we can define fuzzy composition and the fuzzy extension principle. These operations will be used later in this article to determine functions of fuzzy sets. The fact that a triangular norm is used in the definition of the fuzzy composition and extension principle is important. The triangular inequality ensures that we are no more certain about the "outputs" (y) than we are about the inputs (U). Hence the basic mechanism behind the mapping of fuzzy sets makes some intuitive sense. Now that we have preliminary knowledge of fuzzy systems, we now consider the construction fuzzy dynamics systems.
Construction of Fuzzy Dynamic model Via Fuzzy Composition: To use fuzzy composition it is convenient to generate a list of fuzzy rules that characterizes the behavior of the stochastic dynamic behavior in Equation (1). A rule base is generated so that it contains enough rules to ensure completeness (i.e. there exist enough rules that at least one is activated for all realizations of the vectors z), U), and w)). Suppose the ith rule is defined so that it is activated in the region of.space around the set of values 2) = e' E Rn, U) = U ' E R ' , and Wk = w' E Etp. Here we define the following fuzzy relations: Using the fuzzy relations defined in Equations (14)-(18), one can generate a fuzzy knowledge base such that the ith rule is given by
where X ( k ) and X ( k + 1) are fuzzy relations characterizing the current and the next state, respectively, W ( k ) is a fuzzy relation characterizing the process disturbance input, and U ( k ) is a fuzzy relation characterizing the process input.
This rule can be denoted mathematically by a fuzzy relation of the form R' = Xi x U' x W' x Xi Assuming there exist many such rules, the overafi fuzzy relation describing the entire rule base is denoted by the union of these rules R = ui R'. Thus the fuzzy dynamic system model can be expressed by the following
The choice of the fuzzy relation W(E) is based on a fuzzy characterization of the process disturbance at time kT. One possible choice for the membership function of W ( k ) is simply a normalized version of the joint probability density function of a . In many cases, the characteristics of the process disturbance input will not change in time so often the fuzzy relation W ( k ) will be constant.
Construction of Fuzzy Dynamic model Via the Fuzzy Extension Principle:
Another way to construct a fuzzy dynamic model is by transforming the stochastic model in Equations (1) and (2) to a fuzzy model via the fuzzy extension principle. First consider Equation (1). For time LT define X(E) to be the fuzzy relation describing the state, U ( k ) is the fuzzy relation for the process input, and W ( k ) is the fuzzy relation for the process input disturbance. Hence the fuzzy relation for the process state at time (k + l)T can be found via the fuzzy extension principle
Measurement Update Block
In the framework of the proposed fuzzy estimator, measurement updates are performed using conditional fuzzy sets. As will be shown, this method of performing measurement updates places certain constraints on the design of the fuzzy measurement model. Consequently, it is difficult to explain the design of the fuzzy measurement model without first describing the operation of the measurement update block.
The measurement update block performs the function of improving the fuzzy relational state estimate X ( k ) using information provided by system measurements. Here we derive the fuzzy measurement update equations in a "fuzzy Bayesian" manner by generating a new fuzzy relation for the state conditioned on system measurements.
Since the state equation in Equation (1) is Markov, the algorithm will be recursive. If the process is Markovian, measurement updates need only be based on the current measurement since by definition previous measurements will not provide additional information. Hence, the fuzzy measurement model described next should be designed so that it computes an estimate of
( k ) x Z ( k ) .
F'uzzy Measurement Model
The fuzzy measurement model is designed so that it properly characterizes the measuring device and its white noise distujbances Vk. It receives the state relation estimate X ( k ) from the fuzzy dynamic system model to generate a prediction of the fuzzy relation x ( k ) x Z ( k ) . Similar to the fuzzy dynamic system model, the measurement model is designed using the fuzzy extension principle or fuzzy composition. For example if , u j q k I ( z k ) and p~( k ) ( v k ) are the membership functions for fuzzy sets X ( k ) and V(E), respectively. Their Cartesian product can be formed to obtain p f f ( k ) x V ( k ) ( t k , V k ) . Using the fuzzy extension principle we get
Defuzzification and Optimality
So far, we have described a method for generating a fuzzy estimate of the system state using a fuzzy model of the process and measurement feedback based on conditional fuzzy sets. However, in many applications the fuzzy relation estimate r?(k) must be defuzzified to a specific vector Z(k) to be of practical use. Hence, the optimality of the %(E) depends greatly on the chosen defuzzification method.
In the next sections of this article, we show that when the system is linear, the disturbances are Gaussian, and the fuzzy estimator is designed as specified above the membership function for 2 ( k ) is a "normalized version" of the joint probability density function that would be obtained using a Kalman filter. Although it is yet to be proven, there is no reason to doubt that the fuzzy estimator might produce a ((good" estimate of the normalized joint probability density function (membership function) for some nonlinear systems with non-Gaussian disturbances that are characterized with fuzzy sets. When it is possible to show that the fuzzy estimator produces a good estimate of the normalized joint probability function, one can talk about optimality using probabilistic arguments similar to those used for the Kalman filter. Often analysis of this type will provide insight to the best possible scheme for defuzzification.
In the Kalman filter, the conditional mean is chosen as the optimal estimate because it is the mean, mode, and median of the joint Gaussian probability density function. When the membership ffunction of the state relation estimate x ( k ) is considered similar to a joint probability density function, computation of the mean is akin to performing a center of area defuzzification (or center of volume, etc. for higher dimension relations). Likewise, computation of the mode is akin to performing a mean of maximum defuzzification. Hence, in general, the defuzzification algorithm will be either the center of area or mean of maximum. Maybeck [l] describes a number of optimality criterion used for specifying techniques for extracting the optimal solution from a probability density function. These might actually assist in the choice of defuzzification strategies.
I11 Linear Gaussian Case
In this section we consider linear systems with Gaussian shaped membership functions. We will show that the fuzzy estimator described above will produce a result that is analogous to Kalman filter in the sense that the "center" and "spread" of the membership functions propagate the same as the mean and covariance of the Kalman filter (the proof is omitted due to space constraints).
Model
Here the model is a linear stochastic model of the form
where x k , x k + 1 E mn are the current and next state, respectively, w ) E mp is a white noise process disturbance, %k E IR," is the current measurement, V k E IR,' is a white noise output measurement disturbance, and A E Rnxn, H E are constant matrices. Notice that to simplify the math below we set the process input uk E Rr to zero. Also, to obtain the result presented in this section, A is assumed to be invertible which implies that AT is invertible.
Let the uncertainty in X k , W k , and V k be modeled by Gaussian shaped membership functions of the form where z k denotes the "center" for the state, P k E Etnxn, Q E Etpxp, R E R"' denote the "spread" in the state, input disturbance, and output disturbance, respectively.
Propagation of the State
The problem of propagating the state dynamics is similar to the result found in Section 3.4 for the scalar case. If we use the product for the triangular norm in the Cartesian product, we get Hence if we use the max operator for the triangular co-norm in the fuzzy extension principle the problem of finding p x ( k + l ) ( Z k + 1 ) becomes one of maximizing Equation (32) subject to Equation (27). Upon performing this operation we obtain the following theorem. . Although these equations are the same as the Kalman filter equations, they were obtained in a very different manner, namely from axioms of fuzzy sets and not probability theory.
Measurement Updates
Since the given stochastic process is known to be Markovian, measurement updates are performed using the following equation whose membership function is given by If we use the product as the triangular norm in a Cartesian product we get Hence if we use the max operator for the triangular conorm in the fuzzy extension principle the problem of finding P x ( k ) x Z ( k ) ( Z k , L k ) becomes one of maximizing Equation (38) subject to Equation (28). Then we normalize to obtain p X + ( k ) ( Z t ) . Upon performing these operations we get the following theorem. Theorem 3.2 Given a linear system as in Equation (28) assume that the fuzzy extension principle (with product as the triangular norm and max as the co-norm) is used to generate 2 ( k + 1). Let 2 ( k ) and V ( k ) have membership functions given in the Equations (29) and (31), respectively, the membership function for 2 + ( k ) can be shown to be the following Gaussian shaped function.
Note that Equations (41) and (42) are the same as that which are obtained for the mean and variance in the discrete time Kalman filter during measurement updates [l] . Although these equations are the same Kalman filter equations they were obtained in a very different manner, namely from axioms of fuzzy sets and not probability theory.
IV Concluding Remarks
In this article we have presented a state estimator that was developed using fuzzy dynamic system models. We have shown that for linear systems and Gaussian shaped membership functions the fuzzy state estimator produces the exact same result as the Kalman filter. Hence, it might be possible to find other classes of systems whose solution is difficult to obtain with probabilistic methods but easily obtained using the fuzzy estimator approach. This leads us to propose one important future research topics for investigation. That is to investigate if one can extend the fuzzy estimation theory presented in this section so that even in some non-Gaussian, non-linear cases convergence properties can still be guaranteed.
