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Abstract
We propose a procedure generalizing the Wei and Stram univariate disaggregation
process for the disaggregation of stationary bivariate time series. We discuss the au-
tocovariance and cross-covariance functions needed to produce the disaggregate series.
We show how to derive the order of the bivariate disaggregate model. We illustrate the
procedure with an example and present the results of a simulation study. Ó 2000
Elsevier Science Inc. All rights reserved.
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1. Introduction
Much of current data is only available in aggregate form. For example, we
seldom see daily or weekly production figures, but only monthly or quarterly
values. There has been considerable research done on the disaggregation of
univariate time series. We will utilize that research and expand to stationary
bivariate series. Therefore, we can exploit the covariance structure of the series
in the procedure of disaggregation.
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We first introduce some notations. For the basic disaggregate bivariate
vector series, let:
xi 
xi;1
..
.
xi;nm
0BBBB@
1CCCCA for i  1; 2;
x 
x1
x2
 !
;
xT 
x1;t
x2;t
 !
for t  1; . . . ; nm;
where nm is the number of disaggregate observations.
For the aggregate bivariate series, we let:
Yi 
Yi;1
..
.
Yi;n
0BB@
1CCA for i  1; 2;
Y  Y1
Y2
 
;
YT 
Y1;T
Y2;T
 
for T  1; . . . ; n;
where n is the number of aggregate observations.
Thus,
Y  K0x;
where
K0 
C0 0
nnm
0
nnm
C0
0@ 1A;
a matrix of order 2n 2nm,
C0 
c0 0    0
0 c0 ..
.
..
. . .
.
0
0    0 c0
0BBB@
1CCCA;
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a matrix of order n nm, and c0  1; 1; . . . ; 1 is a 1 m row vector of ones,
and m is the order of aggregation, i.e.,
YT  1 B     Bmÿ1xmT for T  1; . . . ; n:
Let the covariance matrix function of x be
Vx  Vx11 Vx12Vx21 Vx22
 
:
It can be easily seen that Vx is a matrix of order 2nm  2nm,
Vxij  fcxijsÿ tg is an nm nm matrix, for s; t  1; . . . ; nm, and i; j  1; 2,
and the cxijsÿ t  Exi;t ÿ lixj;s ÿ lj are the autocovariance functions
when i  j, and the cross-covariance functions when i 6 j.
Similarly, for the aggregate vector series Y, we have the following 2n 2n
covariance matrix:
VY  VY 11 VY 12VY 21 VY 22
 
;
where VY ij  fcY ijsÿ tg is an n n matrix, for s; t  1; . . . ; n, and i; j  1; 2.
The cY ijsÿ t  EYi;t ÿ liYj;s ÿ lj are the autocovariance functions when
i  j, and the cross-covariance functions when i 6 j.
Following [3] we obtain the generalized least squares solution of the sta-
tionary bivariate disaggregation procedure:
x^  V^x K0
ÿ 0
Vÿ1Y Y: 1:1
Y, Vÿ1Y , and K
0 in (1.1) are known from the aggregate series and model. The
crucial step is the estimation of Vx, V^x, which is derived from an estimated
disaggregate model from the known aggregate model.
Assume that the aggregate vector YT follows an ARMA(p; r) model
apBYT  brBCT 1:2
with r6 p  1, where apB  Iÿ a1Bÿ    ÿ apBp
ÿ 
, and brB 
Iÿ b1Bÿ    ÿ brBr are real-valued matrix polynomials in B of order p and
r, respectively, with their determinental roots lying outside the unit circle. Also
assume that there are no common root matrices for the two matrix polyno-
mials and the CT is a white noise vector process with mean zero and variance
RC. Furthermore, we assume that there is no hidden periodicity of order m, i.e.,
if the AR matrix polynomial of the disaggregate model contains two distinct
root matrices Ri and Rj, the R
m
i and R
m
j are also distinct.
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Let apB 
Qp
j1 Iÿ RjB
ÿ 
. Following [3], we can extend their results and
obtain the following ARMA(p; q) disaggregate model
UpBxt  HqBat; 1:3
where UpB 
Qp
j1Iÿ R1=mj B, HqB  IÿH1Bÿ    ÿHqBq, and the at
is the zero mean white noise process with variance Ra. Once the disaggregate
model (1.3) is specified, V^x can be computed, and disaggregation can be per-
formed using (1.1).
It should be noted that the model (1.3) is not unique. In [3], they assume that
the disaggregate model be an ARMA(p; p  1) model where p is the AR order
of the known aggregate model. In this paper, we introduce a simple analogous
disaggregate model as an aid to perform data disaggregation.
2. Analogous disaggregate models
Using the result in [2, Section 16.1.2], one can show that under no hidden
periodicity if the disaggregate series follows an ARMA(p; q) process, then the
model for the mth order aggregates follows an ARMA(p; r) process with
r6 p

 1 qÿ p ÿ 1
m

; 2:1
where Z  denotes the integer portion of Z. Since for most practical purposes
the MA order of an ARMA model is no greater than p  1, the choice
q  p  1 by Wei and Stram [3] may be more than necessary.
Since the underlying disaggregate model is not known, one approach is
simply to choose q to be r if the choice also leads to a solution. In this case, the
order of the aggregate and disaggregate models are the same, and we will call
this choice as the analogous disaggregate model.
It can be easily seen that the choice q  p  1 of Wei and Stram [3] is
always greater than or equal to r of our analogous disaggregate model. We
now prove that our choices of q do lead to unique solution of autocovariances
of xt and hence can also be used for disaggregation in (1.1).
Theorem 2.1. Given the non-constant stochastic bivariate aggregate process:
apBYT  brBCT ;
where
apB  Iÿ a1Bÿ    ÿ apBp 
Yp
i1
Iÿ RiB;
brB  Iÿ b1Bÿ    ÿ brBr
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and CT is a white noise series with mean zero and variance RC. Assume that there
is no hidden periodicity, and that apB has real root matrices. Let the disag-
gregate model be the following ARMA(p; q) with q  r, i.e.,
UpBxt  HrBat; 2:2
where
UpB 
Yp
i1
Iÿ R1=mi   IÿU1Bÿ    ÿUpBp;
HrB  IÿH1Bÿ    ÿHrBr
and at is a white noise vector with mean zero and variance Ra. Then the disag-
gregate covariance matrix Vx can be uniquely estimated by the aggregate co-
variance function, VY . The Hi and Ra are related to the given Ui and the derived
disaggregate covariances.
Proof. Let
Cxk  cx11k cx12kcx21k cx22k
 
be the autocovariance matrix function of xt. We see that the covariance matrix
Vx is found once the autocovariance matrix function Cxk is determined.
Model (2.5) implies that
Cxk 
Xp
i1
Cxk ÿ iU0; 2:3
for k > N , where N  maxfp ÿ 1; rg. Thus, to find Vx, we need to derive only
Cxk for k  0; 1; . . . ;N . In the following, we show that these Cxk’s can be
uniquely determined from the autocovariance matrix function of YT
CY k  cY 11k cY 12kcY 21k cY 22k
 
for k  0; 1; . . . ;N :
Following [3], we have the following relationship between the autocovari-
ance matrices CY k and Cxk:
KY 4N  1 AKx4l; 2:4
where l  mN  2mÿ 1,
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KY 4N  1 
cY 110
..
.
cY 11N
cY 120
..
.
cY 12N
cY 210
..
.
cY 21N
cY 220
..
.
cY 22N
0BBBBBBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCCCCCA
; 2:5
Kx4l 
cx11ÿmÿ 1
..
.
cx110
..
.
cx11mN  mÿ 1
cx12ÿmÿ 1
..
.
cx120
..
.
cx12mN  mÿ 1
cx21ÿmÿ 1
..
.
cx210
..
.
cx21mN  mÿ 1
cx22ÿmÿ 1
..
.
cx220
..
.
cx22mN  mÿ 1
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
; 2:6
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A 
A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A
0BBBBB@
1CCCCCA;
A 
a0 00
mN
00
m
a0 00
mNÿ1
. .
.
00
mN
a0
0BBBBBBB@
1CCCCCCCA
is an N  1  2mÿ 1  mN  1 matrix, a0 is a 1 2mÿ 1  1 row
vector of ci with ci the coecient of Bi in the polynomial 1 B     Bmÿ12.
The 00
k
are 1 k vectors. The A matrix is of the order 4N  1  4l, where
l  mN  2mÿ 1. The 0 and the A matrices are of the order N  1  l.
Next, consider
cY ij0
..
.
cY ijN
0BB@
1CCA  A
cxijÿmÿ 1
..
.
cxij0
..
.
cxijmN  mÿ 1
0BBBBBBBB@
1CCCCCCCCA
: 2:7
In the case of i  j, since cxiik  cxiiÿk, we can eliminate the cxiik for
k < 0 by adding the appropriate columns of A together such that
cY ii0
..
.
cY iiN
0BB@
1CCA  A0m
cxii0
..
.
cxiimN  mÿ 1
0BB@
1CCA;
where A0m is an N  1  m mN matrix. The A0m matrix is obtained by
deleting the first mÿ 1 columns of A and adding those coecients to the
corresponding columns.
When i 6 j, we have cxijk 6 cxijÿk, but cxijÿk  cxjik. So the
coecients of cxijÿk can be regrouped with that of cxjik. Hence,
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cY 120
cY 121
..
.
cY 12N
0BBBBB@
1CCCCCA  0N1s F E 0N1s
 
K0x4s; where s  m mN ;
K0x4s 
cx110
..
.
cx11mN  mÿ 1
cx120
..
.
cx12mN  mÿ 1
cx210
..
.
cx21mN  mÿ 1
cx220
..
.
cx22mN  mÿ 1
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
;
F 
b0 00
mN
0 a0 00
mNÿ1
..
.
0    0 a0
0BBBBBBB@
1CCCCCCCA;
is an N  1  s matrix with b0  b0; b1; . . . ; bmÿ1 , being a 1 m vectors of
coecients for cx120; cx121; . . . ; and cx12mÿ 1 on the right-hand side
expression of (2.4) and the remaining elements being the same as those cor-
responding elements in A0m;
E  c
0
0
Ns
 !
;
is an N  1  s matrix with c0  0; c1; c2; . . . ; cmÿ1; 0; . . . ; 0 , being a 1 s
vector and ck being the coecient of cx21k on the right-hand side expression
of (2.4).
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Similarly,
cY 210
cY 211
..
.
cY 21N
0BBB@
1CCCA  0N1s E F 0N1s K0x4s:
Thus, let
A0m 
A0m 0N13s
0
N1s
F E 0
N1s
0
N1s
E F 0
N1s
0
N13s
A0m
0BBBBBB@
1CCCCCCA:
We obtain the reduced version of (2.4) as
KY 4N  1 A0mK0x4s: 2:8
Note that for N  maxfp ÿ 1; rg, Model (2.2) implies that
Cxk 
Xp
i1
Cxk ÿ iU0i for k > N ;
and we can write all Cxk for k > N as a linear combination of Cx0;Cx1; . . .,
and CxN.
That is,
K0x4s  GK0x4N  1;
KY 4N  1 A0mGK0x4N  1; 2:9
where
G  G

11 0
0 G22
 
;
the 0 and the Gii matrices are of the order 2mN  1  2N  1, and the G
matrix is of the order 4mN  1  4N  1. Specifically,
Gii 
Gi1 Ji2
Ji1 Gi2
 
;
where
Gij 
I
N1
0
lN1ÿp
H
lp
 ;
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Jij 
0
N1
0
lN1ÿp
H
lp
 ;
where l  mÿ 1N  1, and i; j  1; 2. The Gij matrix is a matrix of coe-
cients which relate cxijl for 06 l6N to itself, and the H matrix consists of
the relationship of cxijl to cxij0; . . . ; cxijN for l > N . The Jij matrix is a
matrix of coecients which consists of a zero matrix and the H matrix, which
contains the relationship of cxijl to cxih0; . . . ; cxihN for l > N , and for
h  1; 2, but h 6 j. Both the Gij and Jij matrices have the order
mN  1  N  1. In the bivariate case, we found that G11  G21, G12  G22,
J11  J21, and J12  J22.
Let B A0mG. We claim that the Bÿ1 exists. Thus,
KY 4N  1  BK0x4N  1;
K0x4N  1  Bÿ1KY 4N  1:
2:10
Suppose B is singular. Then there is a non-zero vector K0x4N  1 which will
be transformed to the zero vector. But this implies that Yi is a constant process,
and it is a contradiction. Thus, Bÿ1 exists, and the disaggregate autocovari-
ances can be uniquely determined from the aggregate autocovariances. 
3. An illustration of the bivariate method
To illustrate our proposed extension and study its comparison with existing
methods in the next section, we simulate 372 observations from a bivariate
process in this section. We obtain the third order aggregates for the first 360
observations. Assume that these 120 aggregate observations are known, but the
disaggregates are unknown. We use them to construct the aggregate model,
and to illustrate the proposed method to perform data disaggregation. Finally,
we use the estimated disaggregates to forecast 12 future values as well as to
estimate the parameters of the disaggregate model.
(1) The model used for simulation. We simulate a bivariate AR(1) series:
IÿUBxt  at; where t  1; . . . ; 360;
U 
0:8 0:3
0:1 0:6
 !
;
Ra 
1:0 f
f 1:0
 !
;
f  ÿ 0:7:
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(2) The aggregate series and its model. We aggregate the simulated series with
m  3, and find the most suitable model for the aggregate series to be an
ARMA(1,1) model:
Iÿ aBYT  Iÿ bBCT ; 3:1
where
a  0:5182 0:5386
0:2416 0:3348
 
;
b  ÿ0:0752 ÿ0:0366ÿ0:0654 0:8472
 
;
RC 
2:8167 ÿ1:1534
ÿ1:1534 2:1815
 
:
Now, N  maxfp ÿ 1; rg  1, and from (2.4), we need to find KY 8. For
this aggregate model, we have, from [2, p. 346], that
CY 0 ÿ C0Y 1a0  RC ÿ aÿ bRCb0; k  0;
CY 1 ÿ CY 0a0  ÿRCb0; k  1;
CY k ÿ CY k ÿ 1a0  0; k P 2:
From the first two equations, we obtain
CY 0 ÿ aCY 0a0  RC  aÿ bRCaÿ b0 ÿ aRCa0:
Thus,
CY 0 
5:3046 0:1108
0:1108 2:8288
 
;
CY 8 
2:9782 1:6009
1:5742 0:7136
 
;
KY 8 
5:3046
2:9782
0:1108
1:6009
0:1108
1:5742
2:8288
0:7136
0BBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCA
:
(3) Find an analogous disaggregate model. Let the disaggregate model be
ARMA(1,1)
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IÿUBxT  IÿHBaT : 3:2
(a) Find U. Note that the eigenvalues of a are 0:7987; 0:05429, and the
corresponding eigenvector matrix is
U  0:8869 0:7577
0:4619 ÿ0:6526
 
:
The third roots of the eigenvalues are 0:9278; 0:3786. Let
U  a1=3
 UD1=3Uÿ1; 3:3
where D is the diagonal matrix of eigenvalues. Eq. (3.3) is true when k1=3i exists
for all ki, for i  1; 2, where ki are the eigenvalues. So we have
U  0:7209 0:3973
0:1782 0:5856
 
:
(b) Find cxij from cY ij. i.e., find K
0
x8 from KY 8. Note from (2.4)–(2.7), we
have:
A  1 2 3 2 1 0 0 0
0 0 0 1 2 3 2 1
 
;
A03 
3 4 2 0 0 0
0 1 2 3 2 1
 
;
F  3 2 1 0 0 0
0 1 2 3 2 1
 
;
E  0 2 1 0 0 0
0 0 0 0 0 0
 
;
A03 
A03 0
218
0
26
F E 0
26
0
26
E F 0
26
0
218
A03
0BBBBBBB@
1CCCCCCCA:
Next we have
G  G

11 0
0 G22
 
;
where the 0 and the Gii matrices are of the order 12 4, and,
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G11 
G11 J12
J11 G12
 !
;
G11 
1:000 0:000
0:000 1:000
0:000 0:721
0:000 0:590
0:000 0:518
0:000 0:470
0BBBBBBBBBB@
1CCCCCCCCCCA
; J12 
0:000 0:000
0:000 0:000
0:000 0:397
0:000 0:519
0:000 0:539
0:000 0:521
0BBBBBBBBBB@
1CCCCCCCCCCA
;
J11 
0:000 0:000
0:000 0:000
0:000 0:178
0:000 0:233
0:000 0:242
0:000 0:234
0BBBBBBBBBB@
1CCCCCCCCCCA
; G12 
1:000 0:000
0:000 1:000
0:000 0:586
0:000 0:414
0:000 0:335
0:000 0:292
0BBBBBBBBBB@
1CCCCCCCCCCA
:
Similarly, we have:
G22 
G21 J22
J21 G22
 
;
G21  G11; J21  J11; J22  J12; G22  G12:
Hence,
B A0mG
A03G

3:00 5:44 0:00 0:79 0:00 0:00 0:00 0:00
0:00 5:71 0:00 3:95 0:00 0:00 0:00 0:00
0:00 0:17 3:00 2:58 0:00 2:72 0:00 0:39
0:00 1:77 0:00 4:37 0:00 0:00 0:00 0:00
0:00 0:17 0:00 2:58 3:00 2:72 0:00 0:39
0:00 0:00 0:00 0:00 0:00 5:71 0:00 3:95
0:00 0:00 0:00 0:00 0:00 0:35 3:00 5:17
0:00 0:00 0:00 0:00 0:00 1:77 0:00 4:37
0BBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCA
:
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So, by (2.10), we obtain our estimated autocovariances for the disaggregate
series
K0x8 
cx110
cx111
cx120
cx121
cx210
cx211
cx220
cx221
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
 Bÿ1
5:3046
2:9782
0:1108
1:6009
0:1108
1:5742
2:8288
0:7136
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA

1:0363
0:3720
ÿ0:3848
0:2152
ÿ0:3848
0:2257
0:7925
0:0717
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
:
Hence,
Cx0 
1:0363 ÿ0:3848
ÿ0:3848 0:7925
 
;
Cx1 
0:3720 0:2152
0:2257 0:0717
 
:
(c) Find H and Ra.Following [2, pp. 346, 347], we obtain H by solving
H2A1 HA2  A01  0; 3:4
where
A1  Cx1 ÿ Cx0U0;
A2  Cx0 ÿ C0x1U0 ÿUCx1 UCx0U0:
For our example, we find
A1 
ÿ0:2221 0:2559
0:1883 ÿ0:3238
 
;
A2 
0:7637 ÿ0:6392
ÿ0:6392 0:8562
 
:
The final H is found to be
H  0:2879 ÿ0:0415ÿ0:0131 0:4471
 
:
Next, we find Ra using the equation from Wei [2, p. 347], that
Ra  Cx0 ÿ C0x1U0 ÿ UÿHCx1 ÿ Cx0U0
 0:6920 ÿ0:5521ÿ0:5521 0:7081
 
: 3:5
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Thus, the disaggregate model becomes:
IÿUBxT  IÿHBaT ; 3:6
U  0:7209 0:3973
0:1782 0:5856
 
;
H  0:2879 ÿ0:0415ÿ0:0131 0:4471
 
;
Ra 
0:6920 ÿ0:5521
ÿ0:5521 0:7081
 
:
(4) Performing data disaggregation. (a) Find V^x. This follows from the de-
rived Cx0, Cx1, and Eq. (2.3) for other values of Cxk with k > 1. (b)
Compute the disaggregate series:
x^  V^x K0
ÿ 0
Vÿ1Y Y:
Let
VY 11 VY 12
VY 21 VY 22
 ÿ1
 A B
E F
 
;
where
A  VY 11

ÿ VY 12Vÿ1Y 22VY 21
ÿ1
;
F  VY 22

ÿ VY 21Vÿ1Y 11VY 12
ÿ1
;
B  ÿ Vÿ1Y 11VY 12F;
E  ÿ Vÿ1Y 22VY 21A:
We have:
x^1  V^x11C00A V^x12C00EY1
 V^x11C00B V^x12C00FY2;
x^2  V^x21C00A V^x22C00EY1
 V^x21C00B V^x22C00FY2:
(5) Compute MSE. After obtaining the 360 values of disaggregates, we use
them to estimate the parameters of the disaggregate model and forecast 12
future values. We calculate the disaggregation MSE, and forecasting MSE.
For each given f value, we repeat the process 1000 times. We take averages
of the values, and present the results in the next section.
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4. Comparisons to univariate methods
We ran our simulation on two univariate methods, for comparison pur-
poses. We disaggregate each series separately, without regard to any cross-
covariance structure.
In the first method, we obtain the disaggregate xi;t by simply dividing the
corresponding Yi;t by m. This is equivalent to assuming that xt is a white noise
series, in the Wei and Stram method. Hence, Vxii  r2xiiImn,
Vÿ1Y ii  1=mr2xiiIn, and the disaggregation equation will be
x^WN;i  1m C
00Yi; for i  1; 2:
We also used the Wei and Stram method on each series. That method is seen to
be
x^WS;i  V^xiiC00Vÿ1Y iiYi; for i  1; 2:
The results of the entire study are summarized in the following tables.
Table 1
Disaggregation mean square error: AR(1) model for x1
a
f WN WS BM
ÿ0.90 0.52 (0.00) 0.65 (0.04) 0.50 (0.01)
ÿ0.80 0.52 (0.00) 0.61 (0.11) 0.48 (0.00)
ÿ0.70 0.52 (0.00) 0.46 (0.00) 0.47 (0.00)
ÿ0.60 0.51 (0.00) 0.45 (0.00) 0.46 (0.00)
ÿ0.50 0.51 (0.00) 0.44 (0.00) 0.45 (0.00)
ÿ0.40 0.52 (0.00) 0.43 (0.00) 0.45 (0.00)
ÿ0.30 0.51 (0.00) 0.42 (0.00) 0.44 (0.00)
ÿ0.20 0.51 (0.00) 0.41 (0.00) 0.45 (0.00)
ÿ0.10 0.51 (0.00) 0.40 (0.00) 0.47 (0.01)
0.00 0.51 (0.00) 0.39 (0.00) 0.48 (0.02)
0.10 0.51 (0.00) 0.38 (0.00) 0.49 (0.02)
0.20 0.51 (0.00) 0.37 (0.00) 0.49 (0.02)
0.30 0.51 (0.00) 0.36 (0.00) 0.55 (0.04)
0.40 0.51 (0.00) 0.36 (0.00) 0.53 (0.04)
0.50 0.51 (0.00) 0.35 (0.00) 0.59 (0.05)
0.60 0.51 (0.00) 0.34 (0.00) 0.62 (0.08)
0.70 0.51 (0.00) 0.33 (0.00) 0.75 (0.10)
0.80 0.50 (0.00) 0.32 (0.00) 1.07 (0.14)
0.90 0.51 (0.00) 0.31 (0.00) 1.25 (0.20)
a Numbers in parentheses are standard errors. WN: White Noise Method, WS: Wei and Stram
Method, BM: Bivariate Method.
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5. Conclusion of the bivariate study
We have surprising results for our bivariate study. First, let us examine the
result for x1. In Table 1, the white noise method, in terms of disaggregation
MSE, is stable, shifting slightly from 0.52 to 0.51 over the entire process. The
Wei and Stram method begins slightly higher than the white noise method, but
falls o rapidly. The Bivariate method begins well, but gradually increases as
the f value increases. For disaggregation MSE, unless the covariance is known
to be quite negative, the Wei and Stram method would be the appropriate
choice.
For the forecasting MSE, in Table 2, we again have an interesting tale. The
white noise method results grow rapidly and are quite high. The Wei and Stram
method grows at a much slower rate than the first method, and is fairly low
throughout the study. The Bivariate method performs well, outpacing the Wei
and Stram method in nearly all of the cases. Of the methods, the Bivariate
method is the best for forecasting.
Finally, we turn to the parameter estimates of Table 3. The original
parameter is /1  0:8. This is the most conclusive section of the study. The
Wei and Stram method begins tends to underestimate the /1 in every case.
Table 2
Forecast mean square error: AR(1) model for x1
a
f WN WS BM
ÿ0.90 1.72 (0.03) 1.66 (0.03) 1.70 (0.04)
ÿ0.80 2.13 (0.05) 1.99 (0.05) 2.00 (0.04)
ÿ0.70 2.62 (0.06) 2.37 (0.06) 2.03 (0.05)
ÿ0.60 3.05 (0.08) 2.66 (0.07) 2.49 (0.06)
ÿ0.50 3.38 (0.09) 2.98 (0.08) 2.59 (0.07)
ÿ0.40 3.72 (0.10) 3.16 (0.08) 2.91 (0.08)
ÿ0.30 4.17 (0.12) 3.48 (0.09) 3.31 (0.10)
ÿ0.20 4.78 (0.15) 3.93 (0.13) 3.56 (0.11)
ÿ0.10 4.81 (0.14) 3.96 (0.12) 3.84 (0.12)
0.00 5.41 (0.17) 4.34 (0.13) 4.02 (0.12)
0.10 5.63 (0.18) 4.47 (0.14) 4.49 (0.15)
0.20 6.44 (0.20) 5.04 (0.15) 4.75 (0.16)
0.30 6.93 (0.23) 5.40 (0.18) 4.76 (0.16)
0.40 7.14 (0.23) 5.60 (0.18) 5.10 (0.16)
0.50 7.39 (0.25) 5.76 (0.19) 5.26 (0.18)
0.60 8.21 (0.28) 6.45 (0.21) 5.39 (0.19)
0.70 8.95 (0.31) 6.77 (0.23) 5.67 (0.18)
0.80 8.46 (0.29) 6.49 (0.22) 5.78 (0.19)
0.90 8.99 (0.32) 6.96 (0.24) 6.52 (0.21)
a Numbers in parenthesis are standard errors.
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While the standard errors are low, the estimates themselves are so far re-
moved from the actual values as to cause some concern. The Bivariate
method shows its strength here. The parameter estimates range from 0.77 to
0.78, which indicates a slight understatement, but still is very good.
The standard error of the estimates is extremely low, which indicates sta-
bility. The Bivariate method should be used for accuracy in parameter es-
timation.
For the x2 series, the results change somewhat. In terms of Table 4, the white
noise shifts a little more, from 0.52 to 0.46. The Wei and Stram method does
not perform well when f is negative. The Bivariate method again begins well,
but shifts upward as the f value increases.
In forecasting, our results continue to mirror those of the first series. For
Table 5, the white noise method grows at a faster rate. The Wei and Stram
method shows a more modest increase, while again the Bivariate method ap-
pears very strong. Of the three, the Bivariate method is appropriate in terms of
forecasting.
Finally, for parameter estimation in x2, we have an original value of
/2  0:6. In Table 6, we see that the Wei and Stram method starts low, re-
sulting in a large bias when the two series are strongly negatively correlated.
The Bivariate method, on the other hand, avoids a large bias in most cases.
Table 3
Parameter estimation: AR(1) model for x1
a
f WS BM
ÿ0.90 0.49 (0.01) 0.78 (0.00)
ÿ0.80 0.58 (0.01) 0.78 (0.00)
ÿ0.70 0.62 (0.00) 0.78 (0.00)
ÿ0.60 0.65 (0.00) 0.78 (0.00)
ÿ0.50 0.66 (0.00) 0.78 (0.00)
ÿ0.40 0.68 (0.00) 0.78 (0.00)
ÿ0.30 0.69 (0.00) 0.78 (0.00)
ÿ0.20 0.70 (0.00) 0.78 (0.00)
ÿ0.10 0.71 (0.00) 0.78 (0.00)
0.00 0.71 (0.00) 0.78 (0.00)
0.10 0.71 (0.00) 0.78 (0.00)
0.20 0.72 (0.00) 0.78 (0.00)
0.30 0.72 (0.00) 0.78 (0.00)
0.40 0.72 (0.00) 0.78 (0.00)
0.50 0.73 (0.00) 0.77 (0.00)
0.60 0.73 (0.00) 0.78 (0.00)
0.70 0.74 (0.00) 0.77 (0.00)
0.80 0.73 (0.00) 0.77 (0.00)
0.90 0.74 (0.00) 0.77 (0.00)
a Numbers in parentheses are standard errors.
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Table 4
Disaggregation mean square error: AR(1) model for x2
a
f WN WS BM
ÿ0.90 0.52 (0.00) 1.20 (0.06) 0.54 (0.01)
ÿ0.80 0.51 (0.00) 1.11 (0.07) 0.53 (0.01)
ÿ0.70 0.51 (0.00) 0.95 (0.06) 0.55 (0.01)
ÿ0.60 0.51 (0.00) 0.78 (0.05) 0.55 (0.01)
ÿ0.50 0.50 (0.00) 0.69 (0.05) 0.55 (0.02)
ÿ0.40 0.50 (0.00) 0.73 (0.12) 0.57 (0.02)
ÿ0.30 0.50 (0.00) 0.59 (0.04) 0.56 (0.02)
ÿ0.20 0.49 (0.00) 0.63 (0.05) 0.56 (0.02)
ÿ0.10 0.49 (0.00) 0.48 (0.01) 0.59 (0.02)
0.00 0.49 (0.00) 0.53 (0.03) 0.59 (0.03)
0.10 0.48 (0.00) 0.53 (0.04) 0.61 (0.03)
0.20 0.48 (0.00) 0.45 (0.01) 0.60 (0.03)
0.30 0.48 (0.00) 0.43 (0.00) 0.63 (0.04)
0.40 0.48 (0.00) 0.42 (0.00) 0.61 (0.04)
0.50 0.47 (0.00) 0.48 (0.04) 0.64 (0.04)
0.60 0.47 (0.00) 0.43 (0.01) 0.64 (0.05)
0.70 0.47 (0.00) 0.41 (0.00) 0.71 (0.07)
0.80 0.47 (0.00) 0.41 (0.00) 0.89 (0.09)
0.90 0.46 (0.00) 0.41 (0.01) 0.96 (0.12)
a Numbers in parentheses are standard errors. WN: White noise method, WS: Wei and stram
method, BM: Bivariate method.
Table 5
Forecast mean square error: AR(1) model for x2
a
f WN WS BM
ÿ0.90 1.38 (0.02) 1.37 (0.03) 1.47 (0.03)
ÿ0.80 1.47 (0.03) 1.45 (0.03) 1.43 (0.03)
ÿ0.70 1.51 (0.03) 1.48 (0.03) 1.51 (0.03)
ÿ0.60 1.54 (0.03) 1.51 (0.03) 1.56 (0.03)
ÿ0.50 1.63 (0.03) 1.57 (0.03) 1.58 (0.03)
ÿ0.40 1.71 (0.03) 1.65 (0.03) 1.60 (0.03)
ÿ0.30 1.71 (0.03) 1.63 (0.03) 1.69 (0.03)
ÿ0.20 1.84 (0.04) 1.75 (0.04) 1.72 (0.04)
ÿ0.10 1.87 (0.04) 1.76 (0.04) 1.74 (0.04)
0.00 1.98 (0.04) 1.81 (0.04) 1.79 (0.04)
0.10 1.95 (0.04) 1.81 (0.04) 1.88 (0.05)
0.20 2.09 (0.05) 1.94 (0.04) 1.85 (0.04)
0.30 2.11 (0.05) 1.92 (0.04) 1.85 (0.04)
0.40 2.20 (0.05) 2.02 (0.05) 1.95 (0.05)
0.50 2.33 (0.06) 2.14 (0.05) 1.93 (0.05)
0.60 2.38 (0.06) 2.15 (0.05) 2.00 (0.05)
0.70 2.52(0.07) 2.24 (0.06) 2.02 (0.05)
0.80 2.42 (0.06) 2.17 (0.05) 2.01 (0.05)
0.90 2.49(0.28) 2.22(0.06) 2.13 (0.05)
a Numbers in parentheses are standard errors.
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Based on this study, we would recommend using the Bivariate method in
terms of the related series approach. The method produces, in general, better
results for parameter estimation and forecasting.
6. Data example
We also tried our method on real data. We took the monthly dierenced
values of the US Consumer Price Index (All items), and the dierenced series of
the log of Total Personal Consumption Expenditures [1, pp. A-8 and A-42]. We
used data from 1963 to 1986 as our actuals, and ‘‘forecast’’ the 1987 values. We
used the quarterly aggregates of the series and based our estimation from those
quarterly series. The disaggregate model from the original data was found to be
ARMA(1,1) with the following parameters:
U^  0:748 0:035
0:017 0:730
 
;
H^  0:736 0:015
0:020 0:499
 
;
R^a 
0:3805 0:0033
0:0001
 
:
Table 6
Parameter estimation: AR(1) model for x2
a
f WS BM
ÿ0.90 0.23 (0.01) 0.69 (0.01)
ÿ0.80 0.31 (0.01) 0.70 (0.01)
ÿ0.70 0.37 (0.01) 0.68 (0.01)
ÿ0.60 0.43 (0.01) 0.69 (0.01)
ÿ0.50 0.47 (0.01) 0.69 (0.01)
ÿ0.40 0.50 (0.01) 0.69 (0.01)
ÿ0.30 0.52 (0.01) 0.70 (0.01)
ÿ0.20 0.55 (0.01) 0.70 (0.01)
ÿ0.10 0.56 (0.01) 0.69 (0.01)
0.00 0.57 (0.01) 0.70 (0.01)
0.10 0.58 (0.01) 0.70 (0.01)
0.20 0.59 (0.01) 0.70 (0.01)
0.30 0.61 (0.01) 0.70 (0.01)
0.40 0.61 (0.01) 0.71 (0.01)
0.50 0.62 (0.01) 0.71 (0.01)
0.60 0.64 (0.01) 0.72 (0.01)
0.70 0.64 (0.00) 0.72 (0.01)
0.80 0.64 (0.00) 0.70 (0.01)
0.90 0.65 (0.00) 0.72 (0.01)
a Numbers in parentheses are standard errors.
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The derived disaggregate model is an ARMA(1,1) with parameters:
U^BM 
0:818 0:051
0:026 0:792
 !
;
H^BM 
0:467 0:100
0:034 0:455
 !
;
R^BM 
0:0792 ÿ0:0016
0:0002
 !
:
We found the /^1  0:818 for the Bivariate method, while the Wei and Stram
produced an estimate of 0:942. The value from the original dierenced CPI
series was 0:748. The Bivariate method had /^2  0:792, while the Wei and
Stram result was 0:97. In this case, the value based on the original transformed
Personal Consumption series was 0:730. While both methods overestimate the
parameter, the Bivariate method was considerably closer to the ‘‘true’’ value.
In terms of disaggregation MSE, the results from the Bivariate method were
compatible with both the white noise and the Wei and Stram for the first series.
All of the methods had a disaggregation MSE of 0.014.
For forecasting, the Bivariate method was slightly weaker in the first series.
The Bivariate value was 0.05, while the other two methods were at 0.04.
However, for the Personal Consumption series, the Bivariate method had
nearly non-existent errors for both disaggregation and forecasting MSE; 3eÿ 5
and 5eÿ 4, respectively. In this instance, the Bivariate method outperformed
the other methods.
The real data supports our previous findings in that the Bivariate method
can be used to improve parameter estimation and forecasting in disaggrega-
tion.
7. Conclusion
We have seen that the bivariate method is theoretically feasible. In terms of
the estimation of missing disaggregates, because of the added variation of the
related series, the bivariate method may not perform as well as the univariate
method of Wei and Stram. However, in terms of the forecasts of future dis-
aggregates and the parameter estimation of the underlying disaggregate model,
the incorporation of the related information in the bivariate method does help
improve the accuracy. These observations are supported by a very extended
simulation as well as an empirical study.
The simulation was written in S Plus and FORTRAN. We also developed a
genetic algorithm to find the parameter estimates for the bivariate models.
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