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In this paper, we consider the formal linearization of the governing equations of
forced elongation in the isothermal regime. We give an asymptotic characterization
of the spectrum of the associated strongly continuous semigroup. To this end, we
develop rigorous asymptotic techniques to determine the asymptotic behavior of
the eigenvalues by solving a characteristic integral equation in a generalized sector
of the complex plane. The spectral mapping theorem, relating the spectrum of the
semigroup to the spectrum of its generator, proves essential. Numerical evidence
will be given to demonstrate the accuracy of our asymptotic predictions. ' 2000
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1. INTRODUCTION
Let us consider the elongational flow of a viscous fluid in the axial di-
rection of increasing z, described by the fluid velocity v = vt; z and the
cross-sectional area of the fluid lament a = at; z. Both quantities depend
on time t and distance z from the reference point z = 0. The elongation is
enforced by a pulling force such that the fluid velocity satises
vt; l = vlt; t ≥ 0; (1.1)
at a xed point z = l > 0 and
vt; 0 = vrt; t ≥ 0; (1.2)
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at the reference point z = 0. To ensure the uniaxial extension of the fluid
lament and sufcient supply of fluid, it is assumed that vlt > vrt > 0
for all time. The flow is governed for t ≥ 0, 0 ≤ z ≤ l; by conservation of
mass
∂
∂t
at; z + ∂
∂z
at; z vt; z = 0 (1.3)
and conservation of linear momentum
∂
∂z

at; z ∂
∂z
vt; z

= 0: (1.4)
The latter one is valid for dominant viscous forces. The equations are com-
plemented by the additional boundary condition
at; 0 = art; t ≥ 0; (1.5)
for some cross-sectional prole art > 0, t ≥ 0, at the reference point
z = 0. In addition, initial conditions at time t = 0 have to be prescribed.
Equations (1.3)(1.4) can be derived from the axisymmetric Navier
Stokes equations through lubrication scaling, assuming the fluid lament
is thin (cf. [16]). The flow situation described above is encountered in the
commercially important process of isothermal ber spinning (cf. [10, 13,
14, 17]): a molten polymer is extruded from a capillary (at z = 0), stretched
vertically downward (z ≥ 0), and instantaneously chilled to its solidication
point by a cooling device (at z = l). The extension of the liquid lament
is caused by a high-speed spool that pulls the solidied ber down. Before
solidication occurs, the heat loss is considered negligible since the heat
transfer to the environment is usually small compared to the instantaneous
heat loss at the cooling device.
In this paper, we shall discuss the formal linearization of Eqs. (1.1)(1.5)
at the steady-state solution. In particular, we shall study the C0-semigroup
generated by the linearized system and derive an asymptotic characteri-
zation of the spectrum of the semigroup generator. To this end, we will
have to determine the asymptotic solutions of a nontrivial integral equa-
tion. The spectral determinacy of the semigroup through the spectrum of
its generator will prove a major tool to obtain the spectral characteriza-
tion. In general, spectral determinacy need not be true if the flow is partly
or entirely governed by a hyperbolic equation as in the situation discussed
here (cf. [15]). Only few positive results have been obtained to cover such
a case (cf. [6, 8, 11, 15]). Most of them are restricted to a one-dimensional
flow domain. As noted in [15], the one-dimensional case plays a special role
since the eigenvalues of the semigroup generator keep roughly equal dis-
tance from each other, while in higher-dimensional cases, eigenvalues are
more closely spaced and can become degenerate. The explicit spectral char-
acterization given in this paper is an important example for the spectrum of
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a generator in a one-dimensional flow. It provides the rare opportunity to
shed light on the spectral properties of a semigroup and its generator in the
context of hyperbolic partial differential equations. In addition, the asymp-
totic characterization is achieved by rigorous means and does not utilize
techniques of semiclassical analysis.
The related equations of non-isothermal ber spinning (melt-spinning)
have been discussed in a series of papers (cf. [46]). These equations differ
from Eqs. (1.3)(1.4) by an added third equation (heat balance) and a
complicated boundary condition. The results derived there cover the well-
posedness of the full nonlinear system in the viscous and viscoelastic regime
as well as the spectral determinacy of the linearized flow. The numerical
resolution of the spectrum of the semigroup generator shows similarities
to the isothermal flow treated here (cf. [6]). In both cases, we observe the
same phenomenon numerically: the eigenvalues of the generator are lined
up along certain curves. In the current paper, this phenomenon will be
addressed for the isothermal problem with analytical means. An asymptotic
characterization of the spectrum similar to the one we shall give here has
not yet been given for the non-isothermal case.
2. THE LINEARIZED EQUATIONS
Let us assume that the quantities vr , vl, and ar are independent of time
t. To nondimensionalize, we introduce the dimensionless quantities
t∗ def= t vr
l
; z∗ def= z
l
; (2.1)
a∗ def= a
ar
; v∗ def= v
vr
; (2.2)
and the dimensionless groups
D
def= vl
vr
; ν
def= ln D: (2.3)
D is usually referred to as the draw ratio of the flow. Our assumptions
ensure that
D > 1; ν > 0: (2.4)
We express Eqs. (1.1)(1.5) through these quantities. When dropping the
asterisk, we recover the equations
∂
∂t
at; z + ∂
∂z
at; z vt; z = 0; (2.5)
∂
∂z

at; z ∂
∂z
vt; z

= 0; (2.6)
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at; 0 = 1; (2.7)
vt; 0 = 1; (2.8)
vt; 1 = D: (2.9)
The steady-state solution to this system is found as
a¯z = e−νz; (2.10)
v¯z = eνz: (2.11)
Next we determine the innitesimal perturbations b = bt; z and w =
wt; z of a¯ and v¯, resp., such that a=def a¯ + b, v=def v¯ + w satisfy the
nonlinear system (2.5)(2.9) at leading order. This formulation yields the
linear system
btt; z + eνz bzt; z − ν e−νz wt; z
+e−νz wzt; z + ν eνz bt; z = 0; (2.12)
e−νz wzt; z + ν eνz bt; zz = 0; (2.13)
bt; 0 = wt; 0 = wt; 1 = 0: (2.14)
Let us dene the quantity
γt def= e−νz wzt; z + ν eνz bt; z: (2.15)
It follows from Eq. (2.13) that
0 =
Z 1
0
wzt; zdz =
eν − 1
ν
γt −
Z 1
0
ν e2νz bt; zdz; (2.16)
hence
γt = ν
2
eν − 1
Z 1
0
e2νz bt; zdz: (2.17)
In an analogous fashion, we nd
wt; z = ν
eν − 1 e
νz − 1
Z 1
0
e2νx bt; xdx−
Z z
0
ν e2νx bt; xdx: (2.18)
Therefore, Eqs. (2.12)(2.13) can be written as the single integrodifferential
equation
btt; z + eνz bzt; z + ν2 e−νz
Z z
0
e2νx bt; xdx
+ ν
2
eν − 1 e
−νz
Z 1
0
e2νx bt; xdx = 0: (2.19)
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Even though the boundary-initial value problem is one-dimensional, we
shall reformulate it as an abstract Cauchy problem in Hilbert space. The
real reasons for this abstract approach will become clearer in the following
section.
Let us introduce the function spaces
H
def= L20; 1; (2.20)
D
def= u ∈ H10; 1  u0 = 0: (2.21)
The space H is endowed with its usual inner product ·; ·. We also dene
the abstract operators A and AR with domain DA = DAR = D by their
actions on elements u of D through
A u z def= −eνz uzz − ν2 e−νz
Z z
0
e2νx uxdx (2.22)
− ν
2
eν − 1 e
−νz
Z 1
0
e2νx uxdx;
AR u z def= − eνz uzz: (2.23)
Observe that the two operators differ only by the integral terms; i.e., they
differ only by a compact operator K on H , dened by
K u z def= − ν2 e−νz
Z z
0
e2νx uxdx
− ν
2
eν − 1 e
−νz
Z 1
0
e2νx uxdx: (2.24)
Theorem 2.1. The operator A is the innitesimal generator of a strongly
continuous quasi-contraction semigroup T t of bounded linear operators
on H such that
(a) the semigroup operators T t are compact for t > 1
ν
e−ν,
(b) the spectral mapping theorem holds, i.e.,
σ T t = 0 ∪ exp σ A t for t > 0: (2.25)
Proof. We shall rst prove Theorem 2.1 for the operator AR rather than
the full operator A. We remark that D is dense in H and that the spectrum
of AR is empty. Also, since for u ∈ D
Re u;AR u = −Re
Z 1
0
eνz uzuzzdz ≤
1
2
ν eν u; u; (2.26)
398 thomas hagen
AR is quasi-dissipative. By the LumerPhillips theorem, AR generates there-
fore a quasi-contraction semigroup S t on H (cf. [12]). Next we remark
that solutions of the boundary-initial value problem
wtt; z = −eνz wzt; z; (2.27)
wt; 0 = 0; (2.28)
w0; z = w0z; (2.29)
with w0 ∈ H satisfy
wt; · ≡ 0 for t > 1
ν
e−ν: (2.30)
This result is readily seen by integration along the characteristics of
Eq. (2.27), given by
tz; z =

const.− 1
ν
e−νz; z

: (2.31)
Hence the semigroup operators S t are trivially compact if t > 1
ν
e−ν. It is
well known that this result immediately implies part (b) of the theorem for
the operator AR (cf. [3]). Note that we interpret here exp Z as Z. Hence
the theorem is proven for the operator AR. To obtain the result for the op-
erator A, it sufces to note that a bounded perturbation of a generator of a
quasi-contraction semigroup also generates a quasi-contraction semigroup.
We shall refer to the semigroup generated by A by T t. For each u ∈ H ,
we nd
T tu = S tu+
Z t
0
S t − sK T suds: (2.32)
K is here the operator dened in Eq. (2.24). Since K is compact, the semi-
group operator T t is compact whenever S t is compact. Hence the va-
lidity of the spectral mapping theorem, statement (b), follows again (cf. [3]).
Remark 2.2. Theorem 2.1 guarantees that the semigroup generated by
A is uniformly continuous for t > 1
ν
e−ν; i.e., the semigroup is eventually
norm continuous (cf. [12]). A similar result was given in the non-isothermal
case in [6]. This regularity result will be the decisive ingredient in the asymp-
totic description of the spectrum of A given in the following sections.
Corollary 2.3. The spectrum of the operator A consists of isolated eigen-
values each of which has nite multiplicity. Hence every nonzero point in the
spectrum of the semigroup operator T t for some t > 0 is an isolated eigen-
value.
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Proof. Since A generates a semigroup, the resolvent of A, λ I − A−1,
exists for some λ ∈ . We note that D is compactly embedded in H . There-
fore, we can conclude that the spectrum of A consists only of isolated
eigenvalues with corresponding eigenspaces of nite dimension (cf. [9]).
The remainder of the claim follows from Eq. (2.25) and the eventual norm
continuity of the semigroup (cf. [3]).
3. EIGENVALUE ASYMPTOTICS
In this section, we shall prove that there are innitely many eigenvalues
corresponding to the system (2.5)(2.9) and that they lie on a certain curve.
This observation is quite remarkable since, in general, isolated eigenvalues
can occur everywhere in the complex plane as long as they do not accumu-
late at a nite point. Moreover, we should point out that our results are
rigorous and do not rely on methods of semiclassical analysis.
The eigenvalue problem we shall consider consists in determining all
values λ ∈  such that the system
λbz + eνz bzz − ν e−νz wz + e−νz wzz + ν eνz bz = 0; (3.1)
e−νz wzz + ν eνz bzz = 0; (3.2)
b0 = w0 = w1 = 0; (3.3)
has a nontrivial solution b;w. In analogy to Eq. (2.17), let us dene the
quantity
γ
def= e−νz wzz + ν eνz bz: (3.4)
Lemma 3.1. Suppose γ = 0. Then, for λ ∈ , the unique solution of
Eqs. (3.1)(3.3) is b ≡ 0 ≡ w.
Proof. If γ = 0, it follows from Eqs. (3.1)(3.3) that
wz0 = 0 = bz0: (3.5)
Hence differentiation of Eq. (3.1) and substitution of wz through Eq. (3.2)
yields a linear, homogeneous, second-order ordinary differential equation
in b with the initial conditions
b0 = bz0 = 0: (3.6)
Hence the claim is proven.
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Since the case γ = 0 does not correspond to eigenvalues, we can assume
γ 6= 0 and divide the quantities b and w by the number γ. Let us call these
new variables b and w as well. In this fashion, we are left with the reduced
eigenvalue problem in λ
λbz + eνz bzz − ν e−νz wz + 1 = 0; (3.7)
e−νz wzz + ν eνz bz = 1; (3.8)
b0 = w0 = w1 = 0: (3.9)
As we differentiate Eq. (3.7) with respect to z and eliminate w with the
help of Eq. (3.8), we recover the second-order differential equation
eνz bzzz + λ e−νz eνz bzz = 0; (3.10)
subject to the initial conditions
b0 = 0; bz0 = −1: (3.11)
Equation (3.10) has the solution
bz = − exp

−λ
ν
− νz
 Z z
0
exp

λ
ν
e−νx

dx: (3.12)
The eigenvalues of the system (3.7)(3.9) are then completely determined
through the only condition not used to derive Eq. (3.12), i.e.,
w1 = 0: (3.13)
Since Z 1
0
wzzdz = 0; (3.14)
Eq. (3.8) yields the constraint on λ
eν − 1 = −ν2 exp

−λ
ν
 Z 1
0
eνz
Z z
0
exp

λ
ν
e−νx

dxdz
= exp

−λ
ν
 Z −e−ν/ν
−1/ν

eν
x
+ 1
ν x2

e−λx dx: (3.15)
It seems unlikely that explicit solutions to Eq. (3.15) can be found. There-
fore, we shall instead nd asymptotic solutions for λ that are valid if λ is
large. To this end, let us introduce the following general notion of a sector
in the complex plane.
Denition 3.2. Let f x 0;∞ 7→ 0;∞ be a continuous, increasing,
unbounded function. Then the f -sector Sf is dened by
Sf
def= λ ∈   Re λ ≤ −f Im λ : (3.16)
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Lemma 3.3. Given an f -sector Sf and a number α ∈ , let the real func-
tion h belong to W ∞;2 −∞; α such that hα = 0 and h′α 6= 0. ThenZ α
−∞
hx e−λx dx ∼ − 1
λ2
h′α e−λα as λ → ∞; λ ∈ Sf : (3.17)
Proof. As λ → ∞, λ ∈ Sf , we have
Re λ→−∞: (3.18)
Thus we may assume that
Re λ ≤ −1: (3.19)
Then our assumptions guarantee that the integralsZ α
−∞
hx e−λx dx;
Z α
−∞
h′x e−λx dx;
Z α
−∞
h′′x e−λx dx;
exist. Integration by parts yieldsZ α
−∞
hx e−λx dx = − 1
λ2
h′α e−λα + 1
λ2
Z α
−∞
h′′x e−λx dx: (3.20)
By Lebesgue dominated convergence,Z α
−∞
h′′x eλα−λx dx→ 0 as λ → ∞; λ ∈ Sf : (3.21)
Hence the claim follows.
Lemma 3.4. For every f -sector Sf , the solutions λ of Eq. (3.15) in Sf
satisfy at leading order
λ2 = ν
2 e3ν
1− eν exp

λ
ν
e−ν − 1

as λ → ∞; λ ∈ Sf : (3.22)
Proof. Since solutions of Eq. (3.15) are eigenvalues of the differential
operator A, there exists an f -sector Sf such that all but nitely many of
the λ are contained in Sf . This result is an immediate consequence of A
generating an eventually norm continuous semigroup (cf. [12]). Moreover,
since the eigenvalues are isolated, we know that
Re λ ≤ −1 for all but nitely many λ: (3.23)
Hence assuming Re λ ≤ −1, we can cast Eq. (3.15) in the form
eν − 1+
Z −1/ν
−∞

eν
x
+ 1
ν x2

e−λx+1/ν dx
= e−λ/ν
Z −e−ν/ν
−∞

eν
x
+ 1
ν x2

e−λx dx: (3.24)
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As λ → ∞, λ ∈ Sf , the integral term on the left-hand side of Eq. (3.24)
approaches 0. This result is readily seen with the help of the Lebesgue
dominated convergence theorem. Hence the constant term on the left must
be balanced by the leading order term on the right as λ → ∞, λ ∈ Sf . By
Lemma 3.3, we nd that, as λ → ∞, λ ∈ Sf ,Z −e−ν/ν
−∞

eν
x
+ 1
ν x2

e−λx dx ∼ − 1
λ2
exp

λ
ν
e−ν

ν2 e3ν: (3.25)
Therefore the claim follows.
Remark 3.5. According to Corollary 2.3, Eq. (3.15) has at most a count-
ably innite number of solutions.
Lemma 3.4 is crucial for the further developments. Effectively, we have
reduced the integral equation (3.15) to a simpler transcendental equation.
We have established that Eqs. (3.15) and (3.22) are asymptotically equiva-
lent. Hence if we can determine asymptotically all solutions of Eq. (3.22),
we will have found the asymptotic location of all but nitely many eigen-
values of the operator A.
Theorem 3.6. The eigenvalues of the differential operator A with domain
D ⊂ H are given at leading order by
ν eν
1− eν ln

1
eν eν − 1 2pi k
2

± i ν e
ν
1− eν 2pi k ;
k ∈ ; k→∞: (3.26)
Proof. According to Lemma 3.4, we have to solve the asymptotic equa-
tion
λ2 = ν
2 e3ν
1− eν exp

λ
ν
e−ν − 1

(3.27)
as λ → ∞. All but nitely many solutions of Eq. (3.27) have to lie in an
f -sector Sf . Thus we may restrict our search to the case λ → ∞, λ ∈ Sf ;
for some f -sector Sf . Let us split λ in its real and imaginary part by writing
λ = κ+ i µ; κ;µ ∈ : (3.28)
Taking the modulus on either side of Eq. (3.27), we nd
κ2 + µ2 = ν
2 e3ν
eν − 1 exp
κ
ν
e−ν − 1

: (3.29)
This equation is valid at leading order as κ2 +µ2 →∞. Hence we conclude
κ→ −∞ in agreement with λ ∈ Sf for some suitable f . Next we observe
that the dominant balance in Eq. (3.29) is given by
µ2 = ν
2 e3ν
eν − 1 exp
κ
ν
e−ν − 1

; (3.30)
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thus
κ = ν e
ν
1− eν ln

eν − 1
ν2 e3ν
µ2

(3.31)
at leading order. Also, taking the real part of Eq. (3.27), we obtain at
leading order as λ → ∞;
− µ2 = ν
2 e3ν
1− eν exp
κ
ν
e−ν − 1

cos
µ
ν
e−ν − 1

: (3.32)
As we replace κ in Eq. (3.32) by the asymptotic equation (3.31), we recover
µ2 = µ2 cos
µ
ν
e−ν − 1

: (3.33)
Since µ = 0 can occur only for nitely many eigenvalues, the asymptotic
solutions of Eq. (3.22) are given at leading order in λ by
µ = ± ν e
ν
1− eν 2pi k; k ∈ ; k→∞; (3.34)
κ = ν e
ν
1− eν ln

1
eν eν − 1 2pi k
2

; k ∈ ; k→∞: (3.35)
Hence the claim stated in Eq. (3.26) is established.
Remark 3.7. (a) The approximate eigenvalues given in Eq. (3.26) sat-
isfy an equation of the form
Reλ = const.− c ln Im λ ; (3.36)
with
c = 2 ν e
ν
eν − 1 : (3.37)
Using this observation, we can easily conrm, beginning with the funda-
mental equation (3.15), that the eigenvalues solve Eq. (3.22) at leading
order.
(b) Even though we have not specied the f -sector Sf a priori, it
sufces to know that a suitable sector exists.
(c) Looking back at the results of this section, we point out the im-
portance of the semigroup regularity of the previous section for the asymp-
totic approach taken here. While one might have wondered then whether
the analysis by means of semigroup theory is too powerful a tool to dis-
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cuss the rather simple evolution equation under consideration, it seems to
us that the rigorous asymptotic results of this section justify such an ansatz.
4. NUMERICAL RESULTS
In this nal section, we shall validate our asymptotic ndings against
some numerical results. To this end, we employ the well-known Cheby-
shev collocation technique to solve the eigenvalue problem stated in Eqs.
(3.1)(3.3) numerically (cf. [2]). In this method, the dynamic variables are
projected onto a nite-dimensional space spanned by the Chebyshev poly-
nomials Cn, where
Cnx = cos n arc cosx ; 0 ≤ n ≤ N; (4.1)
and evaluated at an equal number of collocation points. We have always
used N ≤ 200 in our calculations. Chebyshev collocation is known for its
excellent convergence properties and high accuracy. It is, of course, also
possible to nd the eigenvalues from the integral equation (3.15) directly.
However, we regard it as more natural to compute the spectrum from the
original eigenvalue equations, Eqs. (3.1)(3.3).
To avoid spurious eigenvalues of large positive real part, we make use of
our result asserting that the associated semigroup is quasi-contractive and
spectrally determined (Theorem 2.1). Estimating the perturbation term K,
we obtain the bound
Re λ <
1
2
ν eν

1+ 2ν e
2ν
eν − 1

; (4.2)
valid for every eigenvalue λ of A.
Figure 1 illustrates our asymptotic predictions in comparison to the com-
puted eigenvalues for ν = 1 (D = e). Figure 2 displays the same ndings
for ν = 3 (D = e3 ≈ 20). For sections of the complex plane larger than
those depicted, our numerical code produces spurious values.
The situation shown in Fig. 2 is of interest in the linear stability analysis of
the flow since it indicates the crossing of two eigenvalues into the right half-
plane. The corresponding instability, often referred to as draw resonance,
has been investigated intensively. It is well known from previous numerical
studies that the onset of draw resonance occurs for a draw ratio of roughly
20 (cf. [1, 10]). Although our asymptotic results cannot predict the location
of small eigenvalues, they are in excellent agreement with the numerical
results for eigenvalues of large modulus.
Analogous numerical result for the non-isothermal equations initiated
our interest in the asymptotic distribution of the eigenvalues associated
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FIG. 1. Numerical (◦) and asymptotic () values superimposed for ν = 1
FIG. 2. Numerical (◦) and asymptotic () values superimposed for ν = 3
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with the isothermal case (cf. [5]). In the non-isothermal flow, the eigenval-
ues also appear to be lined up along certain curves. While we have now
given an explanation for this phenomenon in the isothermal case, the more
challenging non-isothermal case has yet to be resolved. It is certain that
asymptotic techniques more delicate than those applied in this paper are
required for a satisfactory treatment. We hope to resolve some of the open
problems in a forthcoming paper (cf. [7]).
At this time, we do not know whether the logarithmic character of the
f -sector containing the eigenvalue curves is typical for a semigroup of the
kind discussed here. One explanation could be that the semigroup is actu-
ally differentiable for some positive time. However, this question remains
open for the time being and is left for future studies.
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