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INTRODUCTION 
Let t denote a complex symmetric matrix of degree g > 1 with positive- 
definite imaginary part, i.e., a point of the Siegel upper-half space G,, z a 
(column) vector in Cg and m a vector with m’, resp. m” in Z8 as its first, 
resp. second, entry vectors; then the series 
em(7, z> = ,Fzg e(f ‘(p) + +m’) t(p + irn’) + ‘(p + +t’)(z + $I”)), 
in which e(t) = exp(27c(-1)“’ t), represents a holomorphic function on the 
product 6, x Cg and as a function of z it is called the theta function of 
characteristic m and modulus r. It follows from the definition that 
8 m+*n(7, z) = (-lp""" Om(7, z), B,(t, -z) = (-1)‘“‘“” e,(7, z), (1) 
for every n with n’, n” in ZR as its entry vectors. 
Therefore up to sign there are 2 2g theta functions and the function 8,(7, z) 
is even or odd according as the characteristic m is even or odd in the sense 
that the integer ‘m’m” is even or odd. 
There are 2g-‘(2g + 1) even theta functions and 2K-‘(2R - 11) odd theta 
functions. 
Let m, aa. m, denote g odd characteristics and zi the ith coefficient of z for 
1 <i<g; put 
M= (m, .e- mg) 
and define the Jacobian determinant 
* This work has been presented with slight modifications as a Ph. D. thesis. 
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Then D(M) is hoiomorptic function on 6,. 
On the other hand O,,,(7) = &(7,0) for any even characteristic m defines a 
holomorphic function 19, on B, different from the constant 0 and is called a 
Thetanullwert or a theta constant. 
We shall now explain a problem raised by Weil; he asked whether D(M) 
is always a polynomial with integral rational coefficients in the 
Thetanullwerte or at least whether it can be so expressed as a rational 
function with rational coefficients. 
In two recent papers Igusa has shown that D(M) is always a rational 
function of Thetanullwerte with rational coefficients { 1) but, if we exclude 
the trivial case where D(M) is the constant 0, the only case where D(M) can 
become a polynomial in the Thetanullwerte is the case where the charac- 
teristics m, ..a m, are essentially independent and axygetic {2). 
Our main result is that D(M) is not identically zero if and only if the mi 
are distinct modulo 2. 
1. THE ACTION OF THE SIMPLECTIC GROUP 
1. For any associative ring R with 1 we shall denote by Sp(2g, R) the 
group of symplectic matrices of degree 2g with coefficients in R, its element 
can be written as 
in which a, b, c, d are square matrices of degree g with coefficients in R 
satisfying a’d - b’c = I,, a’b = b’a and c’d = d’c or equivalently 
‘ad- ‘cb= 1 ‘ac ‘= ‘ca and ‘bd = ‘db. 
We have dtioted by 1, the identity matrix of degree g. 
For any square matrix s with (i,j)th coefficient sU we shall denoted by s, 
the (column) vector with sil as the ith coefficient. 
We recall that the formula 
defines an action od Sp(2g, F2) (i.e., Sp(2g, Z) mod 2) on the set (F,)2g, 
obviously satisfying 
2k+l 2k+l 
u * z1 m, E gi u * m, mod 2, for every integer ka 0. 
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Let m, m,, m2 ,..., m, be (column) vectors in Zzg, we put 
e(m) = (-l)‘“‘““, 
e(ml, m2, m3) = e(m,) e(m2) e(mJ e(m, + m2 + m3>. 
We say that a sequence m,,..., m, is essentially independent if for any 
choice of 1 < i, < . . . < i,, < r, where k > 1, we have 
mi, + *a- + milk f 0 mod 2. 
The point is that e(m), e(m, , m2, m3) and the property of being essentially 
independent are Sp(2g, Z)-invariant and they characterize the Sp(2g, Z)- 
orbits in the Cartesian product of (F,)2g in the following sense: 
LEMMA 1. Let m ,,..., m, mod 2 and n, ,..., n, mod 2 denote two sequences 
in (F2)2g, both with r terms; then they are conjugate under the action of 
Wk, F,), i.e., there exists an element o of Sp(2g, F,) satisfying 
o . m, = n, mod 2 for 1 < i < r tf and onlv tf essentially independent subse- 
quences correspond to each other, and further, 
e(m,) = e(n,) and e(mi, mj3 mk> = e(ni, nj3 n,), 
forall l<i<rand l<i<j<k<r. 
A proof of this lemma can be found in (3}. 
2. We shall denote by r,(l, 2) the subgroup of Sp(2g, Z) with the 
property (a’b), E (c’d),, E 0 mod 2. 
Let ml T--9 mZk+ I denote column vectors in (F,)‘“; we say that 
ml ,..., mzk+, verify the condition S if 
2k+ I 
K‘ m, f mod 2. 
(Y, 
We observe that the condition S is r&l, 2)-invariant. 
Then, if we denote with r,(l, 2) the image of I’,(l, 2) in Sp(2g, F,), the 
condition S will be m-invariant. 
Let m, ,..., m, denote column vectors in (F2)2g and put 
N= = ( m, ,..., m& 
then for any u in Sp(2g, F2) we put 
u . N = (a . m, ,..., u . m,). 
With this notation we shall prove the following lemma. 
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LEMMA 2. Let N = (mi,..., mQ) be a 2g by q matrix with coe#icients ‘in 
F, and rank N = p. 
Then there exists a u in Sp(2g, Fr) such that 
(2) 
where Iv, is in (FJq, the v, (i = l,...,p) are linearly independent and if N 
satisfies the condition S (i.e., for any choice of 1 Q i, < i,,... < izk+, < q, 
k = O,..., [q - l/2] 
Z&+1 
C m,fO); 
j=l 
then o . N does, too. 
ProojI We will apply cr in r,( 1,2) so the condition S will be preserved. 
We choose o of the following forms: 
0) c=b= l,+a mod 2, 
where s+j+ 1 =g. 
(ii) a=d= ) b=c=O, 
0 1 0 0 0 
where k,, k,, k,>O and k,i-k2+k3+2=g. 
We can easily check that both u belong to r,( 1,2). 
We denote with v~,,..., vrP a basis ofp linearly independent vectors. 
Now if among the indices {i, ,..., ip} there is a g-upla {jr ,...,j,} such that 
j, = k or g + k, then using CT of the form (i) we can assume that (l,..., g) is 
contained in {i ,,..., $}, and then applying o of the form (ii) we prove the 
lemma. 
So we can assume that there exists an index k such that both k and g + k 
are not contained in {i, ,..., ip}. 
We can have two subcases. 
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Case 1. There is not any index a Q g such that both a and g + a are 
contained in {ii ,..., iP}. 
Case 2. There exists at least an index a < g such that both a and g + a 
are contained in {ii ,..., i,}. 
The first case implies that p < g, then applying u of the form (i) we can lift 
all the vi, (s = l,..., p) to N’, and applying (T of the form (ii) we have the 
proof. 
The ,second case is more complicated, in fact if we apply u of the form (i) 
at least one vector U, or v,+, remains in N”. 
However, applying o of the form (ii) we can assume that 
Ii , ,..., ip} = { l,..., k, g + l,..., g + j}. 
Moreover if we use 
o=ip, -;q 
we have that the condition S is still satisfied and we change v, with vRfa 
(a = l,..., g). 
Thus we can assume k > j. So now we are in this situation: 
N= 
independent vectors. 
Now we consider the vector vk + , . 
It is a linear combination of v, ,..., ok, vg+ 1 ,..., vg + j. 
If one of the v~+~ (a = l,..., j) is in the sum for vk+ , then v, ,..., vk+ , are 
linearly independent. 
Then after a suitable permutation of ug+, ,..., v, +j, obtained applying u of 
the form (ii) we get that the “new” o, ,..., vk+ , , vg + 1 ,..., v,+~_, are linearly 
independent. 
Applying CJ of the form 
bzc= 
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we can easily verify that the condition S is satisfied and, if one of the t), 
(a = I,...,j) is in the sum for uk+i then using a suitable o of the form (ii), the 
“new” v 1 ,-**, ok+ 19 trg+ 1 Y--9 vr+,- , are linearly independent. 
So we have to study the case in which uk+ I is a linear combination of 
vj+, ,.“9 ok* 
If we apply o of the form (i) we can permute uk+r with u~+~+, , so we can 
also assume that vg+ k+, is a linear combination of vi+ 1 ,..., uk. 
Thus we are in the following situation: 
r 
01 ’ 
: . 
VJ 
vi+1 
: * 1 (*I Ok 
Vk+l 
N= i V 
vg 
k+, , v~+~+, are a linear combination of (*). 
V E+ 1 
: 
v,+.i 
: 
Og+k+ I 
Fina11yweapp1yoofthisform:d=a=1,,b=0,c=A,~,+,,wherewith 
A, we denote the g by g symmetric matrix with aij = uji = 1, and uks = 0 for 
(k 4) f (Lo. 
(T satisfies the condition S and 
‘1 + ‘g+k+l 
02 
vk+l:vg+, 
‘k+2 
0, 
V 1+1 
vg +j 
028 
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Now the first k + 1 row vectors are linearly independent. 
Then applying a suitable u of the form (ii) we get “new” U, ,..., uk+ , , 
V R+, ,..., vg+ j-, are linearly independent. 
Thus iterating this process we get v 1 ,..., u, linearly independent. 
We observe that the group of permutation of q letter II, acts on N in the 
following way: 
N4 = (m, ,..., m,)’ = (mot I, y...T mot,,) for all /I in J7,. (3) 
We are ready to prove the following fundamental theorem. 
THEOREM 1. Let N = (m, ,..., m,) be a 2g by q matrix with coefJcients in 
(F,) and rank N = p. 
Let r be min{ p, g}. Then there exist u, , uz in Sp(2g, F,) and /? in II, such 
that 
(u, . ((u, - N)4))’ = (4) 
Moreover I$ N satisfies the condition S then u . N does, too. 
Proof: In view of Lemma 2 we can assume that the first p rows are 
linearly independent. 
Then the first p columns can be assume linearly independent (it is enough 
to apply a opportune /3 in D,). 
It is trivial to verify that any permutation does not affect the condition S, 
hence we are in this situation 
det mod 2. 
Then there exists a matrix A of GL(g, F2) such that 
with r <g. 
Thus uz of the form a = ‘A -I, d = A, b = c = 0 satisfies the required 
properties. 
Now we want to give a criterion for which the condition S is satisfied. 
Let a, b denote column vectors in (FZ)g and put 
axb= 
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With this notation we shall prove the following lemma. 
LEMMA 3. Let N= (m, ,..., m,) be a 2g by q matrix with coeflcients in 
F, and q<g. 
Then there exists a o in Sp(2g, F,) such that o - N veriJies the condition S. 
Proof: We can assume q = g because if the lemma is true for q = g then 
will be true also for q < g. 
We suppose that 
2k+1 
c mtSrO mod 2 
$=I 
for some choice of 1 &i, < i, < .a- C i2k+, <g. 
We have exactly 28-’ sums of the form 
2k+l 
c $9 
k = l,..., [g - l/2]. 
/=l 
Thus there exists a vector v in (F2)g, v & 0, mod 2 such that v is not 
congruent. to a sum of a odd number of nt; . 
We choose ~7 of the following form: 
a=d= l,, b = 0, w, = v, c,, = 0 if i#j. 
We consider 
2k+ 1 
C o.mij 
j=l 
for every 1 <i, <i, -a- < i2k+, < g and we suppose that some of these sums 
are congruent 0 modulo 2, thus we get: 
2k+l 2k+l 2k+l 
)J (o.m,,)‘z C m;,+v+ vx C rnt ~0 mod 2, 
j=l I=1 j=l 
2k+l 2k+l 
Putting together the two congruences we get 
This is a contradiction with our assumption of v. 
96 
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Zkfl 
for every choice of 1 < i, < i, < . . . ( izk+, < g, k = l,..., [g - l/2]. 
If N = (m, ,..., m,) is a 2g by q matrix with coefficients in F, and q < g, we 
define the essential rank of N as the rank of u . N where u . N satisfies the 
condition S. 
We can verify that the essential rank of N does not depend by the choice 
of c because the condition 
2k 
v mij=O mod 2 
JT, 
is Sp(2g, F,)-invariant. 
As a consequence we shall prove the following fact: 
COROLLARY 1. Let N = (m, ,..., m,) be a 2g by q matrix with coefjcients 
in F,, q < g and the essential rank of N equal to r. 
Then if we act on N with the group Sp(2g, F2) and the group of the 
permutations IIg we get a new matrix L such that: 
(i) L satisfies the condition S, 
(ii) L’ = 1, F 
( 1 0 0’ 
Proof. It is a direct consequence of Theorem 1 and Lemma 3. 
2. JACOBIAN OF THE THETA FUNCTIONS 
We recall that Sp(2g, R) acts on G, as 
o.s=(ar+b)(ct+d)-’ 
and if we put 
(5) 
@m(o) = (1/8)(‘m”b dm’ - 2’m”bcm” + ‘m”‘acm” - 2’(a’b)0 (dm’ - cm”) 
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then we have the following transformation formula 
e,.,(u * 5, yc5 + d)-’ z) 
= K(U) det(cr + d)“* e(#,(u)) e(f ‘z(cr + d)-’ cz) 0,,,(7, z) 
for every u in Sp(2g, Z) and m in Zzg. 
The constant K(U) on the right-hand side is independent of m, r, z; it is a 
eighth root of unity whose sign depends on the choice of the square root 
det(cr + d)“*. 
Therefore if m is even, we !ave 
6,.,(u . z) = K(U) det(cr + d)“* e@,(u)) B,(r) 
and if m is odd, we have 
(grad, 0,.,)(0 .‘r, 0) = K(U) det(ct + d)“* e(#,(u))(cz + d)(grad, 0,)(r, 0). 
We have denoted with grad, the taking of the gradient with respect to the 
coefficients z i ,..., zg of z. 
Consequently if m, ,..., mg are odd, then we get 
D(u - M)(u - z) = K(u)~ det(ct + d)(1’2)g+ ’ e ($, O,,(a)) DWfW. 
We shall discuss power series expansions of the Nullwerte 0, and D(M)(t) 
with respect to the parameters introduced on p. 245 of Igusa’s paper (A 
desingularization problem in the theory of Siegel modular functions, Math. 
Ann. 168 (1967), 228-260). 
We shall denote the (i,j)th coefftcient of t in 6, by ri, and define ri,g+ i as 
-(ril + .. . + rig) for 1 < i < g; then conversely r is determined by rlj for 
l<i<j<g+l. 
We put rij(7) = e(-( l/8) rl,) for 1 < i <j <g + 1, i.e., 
&j(r) = e(-(l/8) rtj), I<i<j<g, 
(6) 
= e((1/8)(r1, + --- + qg)), l<i<s, j=g+ 1. 
Then the {g(g + 1) holomorphic functions <,2, <i3,..., {,,+, on 6, are 
analytically independent, hence algebraically independent over C. 
We shall expand the Nullwerte by using the following identity: For any x 
in Cg we have 
‘XX = C (-7,j)(Xi - Xj)’ 
l<i<i<a+l 
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in which xi is the ith coefficient of x for 1 < i < g and x8+, = 0; the 
verification is straightforward. 
We take m with m’, m” as its entry vectors and denote the ith coefficient 
of m’, m” by m;, m/, respectively, for 1 < i < g. 
If m is even, then by the above identity we get 
0, = e(4 fm’m”) C (-l)bm” 
pcza 
,,i~Gg=, 5:fPi~2P~tml~m~)*, 
it is understood that pg + 1 = m;+ 1 = 0. 
On then other hand if m is odd, then we have 
7~-‘(iW,/~z,) lzzo = e(b(‘m’m” + 1)) C (-l)lpm” (2p, + m;) 
PSm 
We shall add the following remark: We say that a characteristic m is 
normalized if its coefficients are 0, 1; in that case if we put qij = e(-frij) = rgi 
then we can write 
~-‘wrJ~z,) L-cl 
k e(a(‘m’m” + 1) ,,iy<,+, c-“;‘= 
(7) 
a x (-1)‘““” (2~~ +m;) n ?~j~i-Pj)(Pi-Pjtml-m;). 
psza I<i<j<g+l 
The point is that the exponents (pi -pj)(pi -pj + ml - m,f) are 
nonnegative and they become all 0 if and only if p = 0, -m’. 
Therefore we have: 
~-~(~e,/~z,) Ir=O = c,(r)(2m; + something of degree >l in the vii). (8) 
The factor c,(r) on the right-hand side is 
e($(‘m’mN + 1)) ,JJ,+ L 5i,?1-mi’*; 
it is independent from the choice ofp and k and it is invertible as function of 
t. 
With the same notation we can write 
ww(~) = cm, . . . ~~~(2~ det(M’) + something of degree 21 in the vii). (9) 
4. We shall next give an application of Corollary 1 to the Nullwerte of 
jacobians of odd theta functions D(M)(r). 
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From now we denote with m, m,, m, a-1 column vectors in Zzg or (F2)28, 
and with rnj , m;‘, mjl, rn; the jth coordinate of the vectors m’, m”, rn; , rn;. 
We shall start by recalling some basic facts about D(it@r). 
LEMMA 4. Let M = (m, ,..., m,), resp. li? be a 2g by g matrix with mI odd 
characteristics, resp. tiii, the normalization of m, (i.e., )ii, = m, mod 2, Hi, in 
(FJzg)- 
Moreover let u, resp. a be an element of Sp(2g, Z), resp. IZ,, then we have 
the following equivalences: 
(i) D(M) E 0 if and only if II@) = 0, 
(ii) D(uM) G 0 if and only ifD(M) E 0, 
(iii) D(M”) s 0 if and only ifD(M) 3 0 
(iv) if there are two columns m, and m, such that m, E m, mod 2 for 
s # t then D(M) = 0. 
Proof Part (i) is immediate since each column of D(M) differs by a non 
zero constant from a column of D(fi). 
Part (ii) follows from the transformation formula. 
Parts (iii) and (iv) are trivial. 
In this way we reduce to analyze the case in which M is a normalized 
matrix of odd characteristics such that two columns are not equal and we 
have seen that the action of Sp(2g, Z) and If, doesn’t affect the property 
D(M)(7) f 0. 
Thus we can assume that M satisfies the properties of Corollary 1, i.e., 
M’ = 1, F 
( ) 0 0; 
the condition S is satisfied and all the rows resp. columns of the matrix M 
are a linear combination of the first r rows, resp. columns. 
We denote with w(rn;) the number of the nonzero coeffkients in m;. 
Then the condition S implies that v(m;) = 2k, + 1, k, ) 0, for 1 Q t <g. 
Moreover the assumption m, # m, if t # s implies w(m;) ) 3 for t > r, in 
fact suppose t&m;) < 3 then w(m;) = 1 so there exists a vector ml with s < r 
such that rn: = rn; , but all the row vectors are linear combination of the first 
r row vectors then m, = m,, this is a contradiction with our assumption. 
COROLLARY 2. Let M = (m,,.., m,) be a 2g by g matrix with mi:odd 
characteristics, mt & m, mod 2 if t # s and ess rank # = g, where ti is the 
normalization of M, then D(M)(r) is not i&ntical& zero. 
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ProoJ: We can assume M’of the form (5), so M’ = l,, then using (9),we 
have that the leading form of D(M)(t) is the monomial of degree 0 in the vii 
equal to 2E det(M’) that is not zero. 
When the essential rank of M is less than g then the situation is more 
complicate because det(M’) = 0. 
We shall rise a lemma to settle the problem. 
LEMMA 5. Let Q(x) be the polynomial 
S (Xi - Xj)’ + s (xi-xi)*+ s (Xi - xj)(Xi - Xj + l), 
l<i<j<k k<i<j<gt 1 i<k<i<s+I 
where x8+, = 0 and assume that xi, # 0 for a fixed j, > k. 
If x assumes only integral values then Q(x) > g - k and Q(x) = g - k 
exactly at x0 = ‘(-l,..., -l), -x0 - m’, x’” = ‘(0 ,..., 0, 1, 0 ,..., 0), where the 
joth ,coordinate is 1, -x’” - m’. 
Here we have denoted with m’ the vector in (F# that has’1 in the first k 
coordinates and 0 in the others. 
Proof. We write 
B(x) = =K- 
k<i<jSg+ 1 
(xi - xj)29 
C(x)= -K- 
l<i<k%<g+l 
(Xi - Xj)(Xi - Xj + 1). 
Since xj,# 0 then B(x)>g- k and B(x) =g- k if and only if 
X k+I = -I* =x,=-l,+l;xj,=-l,+l andxj=Oforj#joandk<j<g. 
B(x)=g-k impliesA(x)=O thenx,=x,=...=x,. 
We assume xk+, = ..a = xg = 1, thus 
C(x)= (g-k) - ’ (Xiel)Xi+,$l (xi+ l)xiP 
i=l 
then xi = ... = xk = 0. 
This is -x0 - m’. 
If we assume xk+ i = . . . = x, = -1 in the same way as above we get 
x, = . . . =x,=-l. 
This is x0. 
IfxjO=l,xj=Oforj#joandj>k. 
Then C(X)~(X~-X~,)(X~-X~,+~)+X~(X~+~)=(X,-~)X~+X,(X~+~), 
sox,=x2=“‘=xk=o. 
This is xio. 
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In the same way when x,, = -1, x, = 0 for j #j, and j > k, we get 
--xlo--rd. 
If we apply the lemma to formula (8) we get 
II-~(&~,/~z,~) = c,(r)(polynomial of degree g - I in the r,rlj 
+ higher degree) 
when m’ =0 . . 
This zomes from the fact that Q(x) is the degree of the series in the vii in 
(8) for M’ equal to the vector in (Fz)g that has 1 in the first k coordinates 
and 0 in the others and the assumption xi, # 0 is justified from the fact that 
there is a factor (2pi, + m,!,) in (8). 
So Q(x) > g - k, moreover it is easy to check that this property depends 
only by r&n’) and does not depend by the position of the nonzero elements 
in m’. 
We are ready to prove the final theorem. 
THEOREM 2. Let A4 = (m,,..., m,) be a 2g by g matrix with m, odd 
characteristics, m, $ m, mod 2 if t # s and the essential rank of the 
normalization of M is less than g, then D(M)(r) is not identically zero. 
Proof:. We can write, according to (5), 
1, F M’= o o ( > 
and we know that v(m;) = 2k, + 1, k, > 0 for t > r. 
We can also assume that v(m;) < v(mi) if t < s. 
We wish to study the polynomial in the tf,, in D(M)(z) of degree 
x=(g-r)g- $ (2k,+ 1). 
f=r+l 
We associate to the matrix M’ a g by g matrix MX such that 
where A’, B#, C”, D# are resp. r by r, r by (g - r), (g - r) by r, (g - r) by 
(g - r) matrices. 
The m$ element of J@ is the degree of the leading form of (aOm,/aZi) IrYO. 
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Thus we have 
g-1 g - %+ I- l,..., g - 2k, - 1 
g-1 g-2k;+,-1 )...) g - 2k, - 1 
where the elements of B” are always greater or equal to zero. 
We want to compute the degree of the leading form of D(M)(r). 
This is equal to 
Y= mitt Ya, where 
cell, 
Y6, = {m&,, + m& + ... + m,#,,,,}. 
If a = 1 (identity), we have Y, =x. 
We want to show that x = Y. 
We observe the last (g - r) terms of the sum for !P= ; it is easy to check 
that if a(r + k) = s for some k > 0 and s < r then Yh > x. 
So a has to belong to Z7, x IT,- I. 
Thus Yh minimalizes if and only if a(i) = i for 1 < i < r, so the unique 
way for which we can get a polynomial of degree x in the vij is taking the 
monomial of degree 0 in the first r columns and rows and the polynomials of 
degree (g - 2k, - 1) in the f th column for t > r. 
Then the leading form of D(M)(r) is not identically zero if and only if 
det(B) is not identically zero, where B is a (g - I) by (g - I) matrix and the 
element bi, is the leading form of x-‘(c%,,/~z~) IrZO with r < i, t <g. 
Now if we apply Lemma 5 we get 
bi, = (-l)‘x% (-4) IJ vs,g+1 + WP;’ n f7i.s4Vi,g+ I * 
s/m,J= 0 s/m;,,=0 
14s4g I<s<g,szi 
Now since the v~,~+, are invertible functions we can divide the (i - r)th 
row of the matrix B by the factor 4qi,,+, for r < i < g. 
Thus the leading form of D(M)(r) is not identically zero if and only if 
det(D) is not identically zero, where the generic element di, of D is given by 
with i, t > r and the signs of the two monomials can also be opposed. 
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We choose r=x+iy such that r is in G,, x=0 and 
y= y’ ‘z 
( 1 z y”’ 
where y’ is a r by r matrix, y” is a (g - r) matrix with the following 
properties: 
0) z~,~ = 0 if and only if rr& = 0; otherwise z~,~ < 0 for 1 < s < r and 
t > r. 
(ii) y’, y” are diagonal matrices with yi, % Iz~,~ 1 > 0 so that y is a 
definite positive matrix, 
is less than a very small quantity E > 0 for s = l,..., g, vs., = e(-fr,,,) is also 
less than E if mi,t = 1. 
Thus we have 
4r= f n tls.g+1 * n tlr,s; 
s/m:,,=0 s/m;,,= 0 
1<s<s*s+r 1<s<g,s2t 
so the absolute value of the first factor is less than E and the second factor is 
l l. 
Now we study the element d,, when i > t. 
4= f fl tls,g+l * n ri.s; 
s/m:,,=0 s/m;.,=0 
I<s<g,s#i I<S(g*S+i 
so the absolute value of the first factor is less than E and the same is true for 
the second factor, since if i > t then w(m;) > &rz;), but ml # m,f so there 
exists a index so such that m&, = 1 and rnj,,* = 0 then q,,SO < E. 
Finally we have that the matrix D at the special points r that verify (i) and 
(ii) has the form 
D= 
where the absolute value of d,, is less than E and the absolute value of d,, is 
finite so det(D) is not identically zero and this proves the theorem. 
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