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INFINITE-DIMENSIONAL SUPERMANIFOLDS
OVER ARBITRARY BASE FIELDS
ALEXANDER ALLDRIDGE AND MARTIN LAUBINGER
Abstract. In his recent investigation of a super Teichmu¨ller space,
Sachse [Sa07], based on work of Molotkov [Mol84], has proposed a theory
of Banach supermanifolds using the ‘functor of points’ approach of Bern-
stein and Schwarz. We prove that the the category of Berezin–Kostant–
Leites supermanifolds is equivalent to the category of finite-dimensional
Molotkov–Sachse supermanifolds. Simultaneously, using the differen-
tial calculus of Bertram–Glo¨ckner–Neeb [BGN04], we extend Molotkov–
Sachse’s approach to supermanifolds modeled on Hausdorff topological
super-vector spaces over an arbitrary non-discrete Hausdorff topological
base field of characteristic zero. We also extend to locally kω base fields
the ‘DeWitt’ supermanifolds considered by Tuynman in his monograph
[Tuy04], and prove that this leads to a category which is isomorphic
to the full subcategory of Molokov–Sachse supermanifolds modeled on
locally kω spaces.
1. Introduction
Supermanifolds were first introduced in the 1970s in an effort to find
a conceptual framework in which commuting and anticommuting variables
could be treated on an equal footing. The physical motivation stems from
quantum field theory in its functional integral formulation, which describes
fermionic particles by anticommuting fields. Since their introduction, there
have been several approaches to the rigorous mathematical definition of
supermanifolds (and their morphisms). The most commonly used (in terms
of ringed spaces) is due to Berezin and Leites [Ber87, Lei80]. Kostant [Kos77]
proposed an approach via Hopf algebras which is equivalent if the base field
is R. The definition of supermanifolds which is probably closest to the
physicist’s usage of the concept was given by DeWitt [DeW84], and in his
monograph [Tuy04], Tuynman provides a rigorous account of this theory
from first principles.
In the physical applications, not only finite-dimensional, but also infinite-
dimensional supermanifolds arise naturally, e.g. as direct limits. Other
natural occurrences of infinite-dimensional supermanifolds would be, e.g.,
mapping spaces (for instance, gauge supergroups) and supergroups of su-
perdiffeomorphisms.
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Unfortunately, in infinite dimensions, the abundance of definitions advo-
cated by different authors is at least as large as in finite dimensions, and
there seems to be even less agreement as to which of these is to be favoured.
For example, Schmitt has proposed a definition which generalises the ringed
space approach [Sch88], in order to define infinite-dimensional real and com-
plex analytic supermanifolds. This has the benefit of using a well-established
conceptual framework; however, it is not possible to define, in full general-
ity, an internal Hom—i.e. there is, for supermanifoldsM and N , in general
no supermanifold of morphisms M→ N in Schmitt’s approach. Kostant’s
approach has also been extended to infinite dimensions by Jasko´lski [Jas99];
it is limited to the case of the base field R.
Both obstacles (limitation to the real field and non-existence of an internal
Hom) were overcome by Molotkov [Mol84]. His idea is to define Banach
supermanifolds via their functor of higher points. This approach goes back,
in the finite-dimensional setting, to Bernstein [Lei80, Man88, DM99]. It is an
idea due to Schwarz [Schw84] to use this as the definition of supermanifolds.
Although in finite dimensions, supermanifolds are not usually defined by
this method, the ‘point functor’ is nonetheless an indispensable tool, e.g., to
introduce and study the general linear supergroup, and the generalisations
of the other classical groups, to the super framework [Man88, Sch84].
Many of the details of Molotkov’s approach were worked out by Sachse
in his Ph.D. thesis [Sa07]. He uses this framework to good effect in the
study of a super Teichmu¨ller space. In joint work with Wockel [SaW09],
he has used it to define the superdiffeomorphism supergroup of a compact
supermanifold. This appears to be evidence in favour of Molotkov–Sachse’s
approach.
Given its level of abstraction, it appears appropriate to explain the idea
behind the functor of points approach followed by Molotkov–Sachse.
In its simplest form, a set X can be understood as a collection of points.
A point is just a map ∗ → X where ∗ is some singleton set, fixed once and
for ever. If now f : X → Y is a map of sets, then the equation y = f(x) is
the same as the commutative diagram
∗
yyrr
rr
rr
rr
rr
%%L
LL
LL
LL
LL
L
X
f
// Y
Thus, the map f can be understood as the collection of all such diagrams.
Let us now switch to supermanifolds, defined as usual as graded ringed
spaces which are locally isomorphic to (Rp, C∞Rp ⊗
∧
(Rq)∗). Assume that Z
is a supermanifold whose underlying space is ∗. Then Z = (∗, λ) where λ
is some (finitely generated) Grassmann algebra; if Y = (Y0,OY ), then any
morphism h : Z → Y is determined by a pair (h(∗), h∗ : OY,h(∗) → λ) where
h(∗) ∈ Y0 and h
∗ : OY (Y0) → λ is an even algebra morphism on the global
sections module of OY . There may be a variety of such morphisms, so h is
not characterised solely by its value h(∗).
So, in place of ∗, we consider all of these the ringed spaces Z as above,
i.e. the spaces ∗λ = (∗, λ) where λ is any finitely generated Grassmann
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algebra. (These are exactly the higher points we referred to earlier.) A
morphism f : X → Y is uniquely determined by the commutative diagrams
∗λ
xxrrr
rr
rr
rr
r
&&L
LL
LL
LL
LL
L
X
fλ
// Y
More precisely, the collections (∗λ → X)λ and (∗λ → Y )λ are functors
defined on the category of Grassmann algebras, which take values in the
category of sets. Moreover, the family (fλ) determining f is comprised
of maps Mor(∗λ,X) → Mor(∗λ, Y ), and defines a ‘functor morphism’ or
‘natural transformation’, since it behaves naturally under morphisms in the
category of Grassmann algebras.
Clearly, not every natural transformation comes from a morphism. To
understand when it does, assume that X = Rm|n and Y = Rp|q. We observe
that the set X(λ) of morphisms ∗λ → X is exactly (R
n|m ⊗ λ)0, the even
part of the tensor product Rm|n⊗λ. (Here, Rm|n denotes the graded vector
space Rm ⊕ Rn.) In particular, it has the structure of a finite-dimensional
vector space over R, and of a module over the commutative R-algebra λ0.
Then (fλ) is defined by a (unique) morphism f if and only if every map
(1.1) fλ : (R
m|n ⊗ λ)0 → (R
p|q ⊗ λ)0
is smooth, and its first derivative dfλ(x) at any x is λ0-linear. Molotkov–
Sachse’s idea (due to Schwarz in the finite-dimensional case) is now to use
this as the definition of morphisms of superdomains, replacing Rm|n, Rp|q by
any pair of graded Banach spaces. At this point, it is necessary to consider
the above functor as taking values in the category of topological spaces (and
not only of sets). Supermanifolds and their morphisms are then built up
by using an appropriate generalisation of the concept of ‘local charts’ in the
categorical framework. (Technically, one uses Grothendieck topologies.)
While it seems to be general enough for serious applications, the equivalence
of this approach with others, even in finite dimensions, seems not to have
been completely worked out, at least in published form. (For the base field
R = R and finite dimensions, it has been shown by Voronov [Vor84] that
the categories of local models (i.e. superdomains) in the Berezin–Kostant–
Leites and Bernstein–Schwarz sense are equivalent, but beyond this, there
does not appear to be any published reference.)
Moreover, the limitation to Banach spaces as model spaces seems artifi-
cial. In fact, there is even no a priori reason why other base fields (of zero
characteristic) should be excluded from the mathematical study of super-
manifolds. E.g., we mention the field of formal Laurent series, as well as the
p-adic and adelic fields. Even in the finite-dimensional case, such a setting
seems not to have been considered before.
Bertram–Glo¨ckner–Neeb [BGN04] have proposed a natural and robust Ck
calculus which is valid under very general assumptions on the base field—
and, with some restrictions, even for base rings. This approach generalises
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the usual differential calculi for ultrametric fields, and for the real and com-
plex fields; it does away with assumptions such as completeness and local
convexity of model spaces in the real and complex cases.
Besides the implications this has for the generality and scope of a theory
based on these ideas, it allows without ado for a differential calculus over
Grassmann algebras. This leads to a rigorous formulation of the intuitive
idea that a morphism of superdomains is a map which is differentiable over
a Grassmann algebra, and therefore conceptually simplifies some aspects of
the Molotkov–Sachse calculus.
To explain our generalisation of Molotkov–Sachse’s idea, let us recall the
Ck calculus of Bertram–Glo¨ckner–Neeb. Consider a function f : U → Rn
defined on an open subset U ⊂ Rm. Then f is C1 (over R) if and only if
there exists a continuous map f [1] such that
(1.2) f(x+ tv)− f(x) = t · f [1](x, v, t)
where f [1] is defined on an appropriate open subset U [1] ⊂ U × Rm × R.
The key realisation of Bertram–Glo¨ckner–Neeb is that this approach,
which insists on separating the variables of all directional derivatives, gives a
useful definition of C1 maps (and, by induction, of Ck maps for k ∈ N∪{∞})
if one replaces R by a suitable topological ring R, and Rm, Rn by Hausdorff
topological R-modules.1 As a matter of terminology, we say a map f satis-
fying a condition analogous to (1.2) is C1 over R.
If R is such a ring, and λ = R[θ1, . . . , θn] is any finitely generated Grass-
mann algebra over R, then the even part λ0 also satisfies the conditions
necessary for Bertram–Glo¨ckner–Neeb’s definition of Ck to be applicable
over the ring λ0 (for a suitable topology on λ). Hence, it seems natural to
use the λ0-module structure on (E ⊗ λ)0, and to define a natural transfor-
mation given by a collection (fλ), fλ : (E ⊗ λ)0 → (F ⊗ λ)0 to be C
k
MS if
each fλ is C
k over λ0.
More precisely, fix a base ring R. If E, F are graded Hausdorff topological
R-modules, let E be the functor with values in topological spaces given by
E(λ) = (E ⊗ λ)0 (with a suitable topology). If U is a functor such that
U(λ) ⊂ E(λ) is open for all λ, and f : U ⇒ F is a natural transformation,
we say that f is C1MS if there exists a natural transformation f
[1] : U [1] ⇒ F
(where U [1] ⊂ E × E ×R is suitably defined), such that
fλ(x+ tv)− fλ(x) = t · f
[1]
λ (x, v, t) for all λ ∈ Λ , (x, v, t) ∈ U
[1](λ) .
(This can also be phrased in terms of categorified linear algebra, see De-
finition 2.11.) Although this is not obvious, it turns out that C∞ natural
transformations can then indeed be equivalently characterised by Molotkov–
Sachse’s smoothness condition (1.1) (cf. Theorem 2.19). The key observation
here is that C∞MS morphisms admit an exact Taylor expansion, i.e., they are
‘Grassmann analytic’ in the sense of Berezin [Ber87].
Using this approach, we define a category SDomMS of Molotkov–Sachse
superdomains which serve as the local models for a category SManMS of
1Here, ‘suitable’ means that R is Hausdorff and has a dense group of units; for all
but the most basic questions of differential calculus, one also has to assume that R be
commutative.
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(possibly infinite-dimensional) Molotkov–Sachse supermanifolds over any
non-discrete Hausdorff topological field R of characteristic zero. We also
define a category SManBKL of (finite-dimensional) Berezin–Kostant–Leites
supermanifolds over R, and a category of (possibly infinite-dimensional)
DeWitt–Tuynman supermanifolds over R.
Whereas Molotkov–Sachse supermanifolds can be defined without restric-
tions on the topology of the model spaces (apart from being Hausdorff),
DeWitt–Tuynman supermanifolds do not extend far beyond finite dimen-
sions: We show that the definition can be made for model spaces which
are locally kω; essentially, this reduces to the case of direct limits of finite-
dimensional spaces. The reason for the restriction to locally kω spaces is
that countable inductive limits of topological groups will almost never be
topological groups, unless they are locally kω (for more details, see the main
text).
This limitation seems to indicate that while DeWitt’s approach is in-
tuitive, it is inherently restricted to rather particular classes of infinite-
dimensional supermanifolds (which, nonetheless, are of interest in applica-
tions). Our main results (Theorems 2.19, 3.36, 4.13) are as follows.
Theorem. If R = R or C, the full subcategory of SManMS formed by the
Hausdorff Molotkov–Sachse supermanifolds locally modeled on graded Ba-
nach spaces is the category of supermanifolds as defined by Molotkov–Sachse.
Theorem. The category SManBKL is equivalent to the full subcategory of
SManMS formed by the finite-dimensional Molotkov–Sachse supermanifolds.
Theorem. If R is locally kω (for instance, locally compact), then the cate-
gory SMandWT is isomorphic to the full subcategory of SManMS formed by
the supermanifolds modeled on locally kω spaces.
The corresponding statements in the first theorem for Berezin–Kostant–
Leites and (finite-dimensional) DeWitt–Tuynman supermanifolds (in case
R ∈ {R,C} and R = R, respectively), i.e. that they generalise the definitions
extant in the literature, are also correct; the proof is easy once the first
theorem has been established.
The proof of the second theorem accounts for about half of the vol-
ume of our paper, so it is perhaps appropriate to comment briefly upon
the underlying idea. The proof consists of two steps: The first is to de-
fine an equivalence Φ : SDomfdMS → SDomBKL of the category of finite-
dimensional Molotkov–Sachse superdomains and the category of Berezin–
Kostant–Leites supermanifolds. This is done by ‘standard procedures’. E.g.,
the proof of faithfulness amounts to the generalisation of the identification
Mor(∗λ,R
m|n) ∼= (Rm|n ⊗ λ)0 to arbitrary base fields (Proposition 3.9).
The second step is to globalise this correspondence by ‘duality’. In-
deed, one may consider the categories Sh(C1) and Sh(C2) of sheaves on
C1 = SDom
fd
MS and C2 = SDomBKL, respectively. These are certain subcate-
gories of the functor categories SetsC
op
j , defined by specifying Grothendieck
topologies on the categories Cj . There is a ‘transpose’ Φ
∗ : SetsC
op
2 → SetsC
op
1
given by composition with the functor Φ, and this is again an equivalence
of categories. In fact, it restricts to an equivalence Sh(C2) → Sh(C1). Now,
6 A. ALLDRIDGE AND M. LAUBINGER
SManfdMS can be embedded into Sh(C1) (by the Yoneda embedding), and
similarly for SManBKL. Finally, one identifies the essential images of these
embeddings and sees that Φ∗ restricts to an equivalence between them.
Let us sketch the contents of the paper. In Section 2, we define the func-
torial framework for Molotkov–Sachse superdomains over an arbitrary base
field and discuss the notion of smoothness for natural transformations. The
results of this section are basic for all that follows; in particular, we show in
Theorem 2.19 that our definition of smoothness is the same as Molotkov–
Sachse’s.
In Section 3.1, we define Berezin–Kostant–Leites superdomains over an
arbitrary base field, and prove the equivalence of this category with the cate-
gory of finite-dimensional Molotkov–Sachse superdomains in Theorem 3.15.
The constructions in this section are parallel to those in the case of the base
field R. In Sections 3.2 and 3.3, we globalise the equivalence. Our approach
is to embed both categories of supermanifolds into appropriate categories of
sheaves on superdomains, for some correctly defined Grothendieck topolo-
gies. By duality, we get an equivalence of the categories of sheaves, and this
restricts to an equivalence of the categories of supermanifolds.
One obtains along the way a criterion (Proposition 3.27) for sheaves on
superdomains to be representable as supermanifolds, which might be of in-
dependent interest. (Another instance of a representability criterion, of a
slightly different flavour, is to be found in [FLV07].) Let us remark that using
these ideas it should be possible to rigorously define the correct notions of
smooth superstacks and in particular, superorbifolds, and their morphisms.
This might be useful in the study of supermoduli problems.
Finally, in Section 4, we show that DeWitt–Tuynman’s definition of super-
manifolds can be simplified, and at the same time extended to arbitrary base
fields R and infinite dimensions. Using our results on Molotkov–Sachse’s def-
inition of supermanifold morphisms from Section 2, this again gives rise to
a category of supermanifolds which is isomorphic to the full subcategory of
SManMS of supermanifolds modeled on locally kω spaces (Theorem 4.13).
Acknowledgements. We wish to thank the anonymous referee for the dili-
gent reading of the paper, and precise comments on its overall readability.
Should it have been improved, then this is entirely to his or her credit. The
first named author wishes to thank Helge Glo¨ckner for helpful remarks and
references which substantially enhanced an earlier version of the manuscript.
2. Smooth functor morphisms
We introduce the category of functors from Grassmann algebras to topo-
logical spaces. Using a categorified version of the Bertram–Glo¨ckner–Neeb
differential calculus, we define smoothness for natural transformations.
2.1. The Grassmann category. We begin by introducing suitable topolo-
gies on Grassmann algebras and their modules.
2.1. In all what follows, let R be a (unital) commutative Hausdorff topologi-
cal ring whose group of units R× is dense. We will be mainly interested in the
case that R = K is a non-discrete topological field, but to neatly construct
tangent objects, one may want to consider such rings as R = K[ε]/(ε2).
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We consider the supercommutative R-superalgebras λn = R[θ1, . . . , θn]
and λ∞ = R[θi|i ∈ N] freely generated by odd indeterminates θi. On the
finite-rank Grassmann algebras λn =
∏
|I|6nRθI , we consider the product
topology. (Here, for I = (i1 < . . . < ik), we set θI = θi1 · · · θik .) On λ
∞, we
consider the direct limit topology with respect to the canonical embeddings
λn → λ∞. This topology is Hausdorff. If R is metrisable, then λ∞ is a
topological ring if and only if R is locally compact [Yam98, Theorems 2-4].
More generally, it is a topological ring if R is locally kω [GGH10, Proposition
4.7] (for instance, if R is locally compact).
Here, we recall that a Hausdorff topological spaceX is kω ifX = lim−→n∈N
Kn
as a topological space, for some compact subsets Kn ⊂ Kn+1 ⊂ X. More-
over, a Hausdorff space X is locally kω if every point has an open neighbour-
hood which is a kω space. Compare [GGH10, § 4] for an excellent discussion
of kω and locally kω spaces. Note that a locally kω space which is metrisable
is automatically locally compact [GGH10, Proposition 4.8].
Let Λ∞ be the category whose objects are the algebras λn, λ∞, and whose
morphisms are the even unital R-algebra morphisms λn → λm. Then λ0 = R
is the null object, and the unique morphisms λ → R and R → λ will be
denoted by ε and η, respectively. We let λ+ = ker ε for any λ ∈ Λ∞. The
full subcategory whose objects are λn (n <∞) will be denoted by Λ.
Of course, η : R → λ is continuous for all λ ∈ Λ∞, and ε : λ → R is
continuous for λ ∈ Λ. It is also continuous for λ = λ∞, as ε = lim−→n ε|λ
n .
The following simple observation will be fundamental to our study of
differential calculus over Grassmann algebras.
Lemma 2.2. Let λ = λn where n ∈ N ∪∞. Then λ× is dense in λ.
Proof. If r ∈ R, then r − ηε(r) is nilpotent. Hence, λ× = ε−1(R×). Let
x ∈ λ \λ× and r = ε(x). There exists a net (rα) in R
× converging to r, and
x = x− η(r)+ limα η(rα). Since ε(x− η(r)+ η(rα)) = rα ∈ R
×, x ∈ λ×. 
2.3. A graded topological R-module is a direct sum E = E0⊕E1 of two topo-
logical R-modules. The category whose objects are the Hausdorff graded
topological R-modules, and whose morphisms are the even continuous R-
linear maps, will be denoted by TopSModR. We futher denote by Top the
category of topological spaces and continuous maps, and by TopΛ (TopΛ
∞
)
the category of functors Λ → Top (Λ∞ → Top) and their natural transfor-
mations. If A is a (not necessarily unital) R-superalgebra, we write
E(A) = (E ⊗A)0 = E0 ⊗A0 ⊕ E1 ⊗A1 .
Let E be a graded topological R-module. If N is a non-negative integer,
then E ⊗ λN =
∏
|I|6N EθI . We endow EθI with the topology turning the
canonical bijection EθI → E into a homeomorphism, and take the product
topology on E ⊗ λN . We let E ⊗ λ∞ = lim
−→N
E ⊗ λN in Top. This turns
E(λ) = (E⊗λ)0 and E⊗λ into Hausdorff topological spaces, for any λ ∈ Λ
∞.
(If x, y ∈ E ⊗ λN , x 6= y, and U, V ⊂ E ⊗ λN are open and disjoint, x ∈ U ,
y ∈ V , then U∞ = U +
∑
|I|>N EθI , V
∞ = V +
∑
|I|>N EθI are open in
E ⊗ λ∞, and U∞ ∩ V∞ = ∅.) We call this topology the standard topology.
The standard topology is a λ0-module topology on E(λ) and a λ-module
topology on E ⊗ λ if λ ∈ Λ; for λ = λ∞, it is a λ0-module (resp. λ-module)
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topology if R and E are locally kω spaces. This follows readily from [GGH10,
Proposition 4.7 or Corollary 5.7]. If R is locally kω (e.g., locally compact),
then E is locally kω if it is the direct limit, as a topological space, of a
sequence of finitely generated R-submodules.
Any morphism φ : λ→ λ′ in Λ∞ gives rise to a continuous R-linear map
E(φ) = (idE ⊗φ)|E(λ) : E(λ) → E(λ
′). (Although for λ = λ∞, E(λ) is not
in general a topological R-module, it is an R-module and topological space.)
One checks that this defines functors E in TopΛ and TopΛ
∞
.
2.2. The DeWitt topology. We introduce a new topology on graded topo-
logical modules over Grassmann algebras. Its main purpose will be to single
out certain subsets (namely, the DeWitt open subsets) which will be our
generalisation of superdomains.
2.4. Consider the projection E(ε) : E(λ) → E0 (resp. id⊗ ε : E ⊗ λ → E)
whose kernel is E(λ)+ = (E ⊗ λ+)0 (resp. E ⊗ λ
+). We define the DeWitt
topology on E(λ) (resp. E ⊗ λ) to be the coarsest topology for which E(ε)
(resp. id⊗ ε) is continuous. We will indicate its application by the subscript
dW . The following lemma is easy to check by hand.
Lemma 2.5. Let E ∈ TopSModR and λ ∈ Λ
∞. Then U ⊂ E(λ)dW
(resp. U ⊂ E ⊗ λ) is open if and only if U = E(η)(V ) + E(λ)+ (resp. U =
V ⊗1+E⊗λ+) for some open V ⊂ E0 (resp. V ⊂ E). The DeWitt topology
on E(λ) (resp. E ⊗ λ) is a λ0-module (resp. λ-module) topology.
Proof. The open subsets of E(λ)dW are exactly E(ε)
−1(V ), V ⊂ E0 open.
It is clear that E(ε)−1(V ) = E(η)(V ) + kerE(ε) = E(η)(V ) +E(λ)+.
This collection of subsets is invariant under translations, seeing that
E(λ) = E(η)(E0)⊕E(λ)
+ as an R-module. Let U = E(η)(V )+E(λ)+ be a
DeWitt-open 0-neighbourhood. Then V ⊂ E0 is an open 0-neighbourhood
and there exists an open 0-neighbourhood V ′ ⊂ E0 such that V
′ + V ′ ⊂ V .
For U ′ = E(η)(V ′) + E(λ)+, it follows that U ′ + U ′ ⊂ U , so E(λ)dW is a
topological monoid.
Next, we check that the multiplication map λ0 × E(λ)dW → E(λ)dW is
continuous. Let U = E(η)(V ) + E(λ)+ be DeWitt-open. There exist open
subsets W ′ ⊂ R and V ′ ⊂ E0 such that W
′V ′ ⊂ V . Let W = ε−1(W ′) and
U ′ = E(η)(V ′) + E(λ)+. For any r ∈ W , we may write r = r0 + r
′ where
r0 ∈W
′ and r′ ∈ λ+0 . Then
rU ′ = E(η)(r0V
′) + r′E(η)(V ′) + rE(λ)+ ⊂ E(η)(V ) + E(λ)+ = U ,
and this proves the assertion. 
Corollary 2.6. Let E ∈ TopSModR. Then (E⊗λ
∞)dW = lim−→n(E⊗λ
n)dW
and E(λ∞)dW = lim−→n
E(λn)dW in Top.
Definition 2.7. Given F ∈ TopΛ (F ∈ TopΛ
∞
) and an open subset U ⊂
F (R), define the functor FU ∈ Top
Λ∞ by
FU (λ) = F (ε)
−1(U) , FU (α : λ→ λ
′) = F (α)|FU (λ) .
We call FU a restriction of F . For F = E, one obtains
EU (λ) = E(ε)
−1(U) = U × (E ⊗ λ+)0 , EU (α : λ→ λ
′) = E(α)|EU (λ) .
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Given F,F ′ ∈ TopΛ (F,F ′ ∈ TopΛ
∞
), then F ′ is called a subfunctor
of F if F ′(λ) ⊂ F (λ) for all λ ∈ Λ and these inclusions define a natural
transformation F ′ ⇒ F . Moreover, a subfunctor F ′ ⊂ F is called open if for
all λ ∈ Λ, F ′(λ) is open in F (λ). △
The DeWitt topology characterises open subfunctors, as follows.
Proposition 2.8. Let E ∈ TopSModR, λ ∈ Λ
∞, U ⊂ E(λ) be a subset.
There exists an open subfunctor U ⊂ E such that U(λ) = U if and only if
U is DeWitt-open. Such a functor is unique, and given by U = EUR where
UR = E(ε)(U) = U(R).
Proof. Let U be an open subfunctor of E. By [Sa07, Proposition 3.5.8], one
has U = EV where V = U(R). In particular,
U(λ) = E(ε)−1(V ) = E(η)(V ) + E(λ)+ .
The assertion follows from Lemma 2.5. 
2.3. C∞ morphisms in TopΛ. In this section, we introduce and study a no-
tion of smoothness in TopΛ which is a generalisation of one due to Molotkov–
Sachse. We will also give a consistent definition of Ck morphisms for k finite.
Recall the following general and robust notion of continuous differentia-
bility due to Bertram–Glo¨ckner–Neeb.
Definition 2.9. [BGN04] Let E,F be Hausdorff topological R-modules,
∅ 6= U ⊂ E be open, and f : U → F be continuous. Define E[1] = E×E×R
and U [1] =
{
(x, v, t) ∈ E[1]
∣∣ x, x+ vt ∈ U
}
. Then f is C1 if there exists a
continuous map f [1] : U [1] → F such that
(2.1) f(x+ vt)− f(x) = t · f [1](x, v, t) for all (x, v, t) ∈ U [1] .
Inductively, define f to be Ck+1 (k > 1) if f [1] is Ck. Then f is called smooth
or C∞ if it is Ck for any k.
Whenever we want to stress the dependence on the base ring, we will say
that f is Ck (or smooth, for k =∞) over R. △
Remark 2.10. The map f [1] is unique, and df(x)v = ∂vf(x) = f
[1](x, v, 0)
is R-linear in v. The higher derivatives dkf(x)(v1, . . . , vk) = ∂v1 · · · ∂vkf(x)
(defined for f of class Ck) are R-multilinear and symmetric. For all of these
statements, cf. [BGN04].
The above definition lends itself to a transposition into the framework of
categorical linear algebra.
We warn the reader that we will frequently pass from the category TopΛ
to the category TopΛ
∞
. In fact, any morphism f : U ⇒ F in TopΛ (where
E,F ∈ TopSModR and U ⊂ E is an open subfunctor) has a unique extension
to a morphism in TopΛ
∞
. However, TopΛ
∞
is less well behaved, in particular,
we recall from above that E(λ∞) is not a topological λ∞0 -module unless E
and R are locally kω. For this reason, constructions based on categorical
linear algebra will be performed in TopΛ.
We obtain the following natural notion of continuous differentiability for
natural transformations.
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Definition 2.11. Let E ∈ TopSModR. The polynomial map
E[1] = E × E ×R→ E : (x, v, t) 7→ x+ vt
defines a natural transformation α1 : E[1] ⇒ E in TopΛ by
α1λ : E
[1](λ)→ E(λ) : (x, v, t) 7→ x+ vt .
Here, E[1](λ) = (E[1] ⊗ λ)0 = (E ⊗ λ)0 × (E ⊗ λ)0 × λ0.
Next, let U ⊂ E be an open subfunctor, so that U = EU for some unique
open U ⊂ E0. We define U
[1] = E
[1]
U [1]
. Then α1 = (α1λ) : U
[1] ⇒ U . There
exist natural transformations p1, p2 : U
[1] ⇒ E and p3 : U
[1] ⇒ R induced
by the projections of the product E[1] = E × E ×R.
Let f : U ⇒ F be a natural transformation. We say that f is C1MS if there
exists a natural transformation f [1] : U [1] ⇒ F such that
f ◦ α1 − f ◦ p1 = p3 · f
[1] .
We define the notion CkMS (1 6 k 6 ∞) inductively, just as above. A C
∞
MS
morphism is also called smooth. By definition, any natural transformation
f : U ⇒ F in TopΛ is C0MS.
Let k ∈ N ∪ {∞} and 1 6 ℓ 6 k, ℓ ∈ N. For a CkMS morphism f : U ⇒ F ,
we define dℓf : U×Eℓ → F by (dℓf)λ = d
ℓfλ. Since d
ℓf is given by a suitable
restriction of f [ℓ] : U [ℓ] → F , it is a Ck−ℓMS morphism (where ∞− ℓ := ∞).
The morphism dℓf is called the ℓth derivative of f . △
Remark 2.12. The natural transformation f [1] is unique whenever it exists;
indeed, it is clear that if f : U ⇒ F is C1MS, then each fλ is C
1 over λ0,
and one necessarily has that the λ-components of any f [1] are just the maps
f
[1]
λ occuring in the definition of ‘C
1 over λ0’ for the maps fλ (where one
manifestly has uniqueness).
The above notions make sense if f : U ⇒ F is considered as a morphism
in the category TopΛ
∞
, if we assume that R, E and F are locally kω. To
this effect, we remark that finite products and countable inductive limits of
locally kω spaces commute [GGH10, Proposition 4.7].
We shall in the following not explicitly use the derivatives of f introduced
above, although some results could be stated with reference to them. We
wish to emphasise, however, that to our opinion the relatively simple defi-
nition of the derivatives of a morphism is a particularily attractive feature
of our version of the Molotkov–Sachse calculus.
Proposition 2.13. Let E,F ∈ TopSModR, U ⊂ E an open subfunctor, and
f : U ⇒ F a natural transformation. Then f is CkMS if and only if for all
λ ∈ Λ, fλ is C
k over λ0. If R, E and F are locally kω, then equivalently,
f∞ = fλ∞ is C
k over λ∞0 .
Proof. The only point one needs to check is that if fλ is C
1 for all λ, then
(f
[1]
λ ) is a natural transformation. This follows from Lemma 2.15 below. 
2.14. Before we formulate the lemma, we need some terminology.
The object set of Λ∞ is ordered by inclusion. For λ ∈ Λ∞, let Λλ denote
the full subcategory of Λ∞ whose objects are those µ ∈ Λ∞ for which µ ⊂ λ.
If λ ∈ Λ, then, of course, Λλ ⊂ Λ.
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Let E,F ∈ TopSVecR, λ ∈ Λ and U ⊂ E(λ)dW be open. Let U be the
associated functor in TopΛ, and let Uλ, F λ be the restrictions of U , E to
Λλ, considered as functors Λλ → Sets. We say that a map f : U → F (λ) is
natural if it extends to a natural transformation (fµ) : Uλ → F λ.
Let µ ⊂ λ. Denote by ηµ : µ → λ the inclusion; since we have fixed the
generators θi, there exists a canonical epi εµ : λ → µ whose kernel is the
ideal of λ generated by the θi which do not belong to µ. E.g., εR = ε.
Lemma 2.15. Let U ⊂ E(λ) be DeWitt-open, and let f : U → F (λ) be
C1 over λ0 and natural. Then for all µ ⊂ λ, fµ is C
1 over µ0, and f
[1] is
natural.
Proof. We note that E(ηµ) is simply the inclusion E(µ) ⊂ E(λ), so we will
occasionally suppress it from the notation. It is clear by Lemma 2.5 that
U [1] ⊂ E(λ)[1] (taken over λ0) is DeWitt-open. Let U
[1] be the functor
associated to U [1] by Proposition 2.8.
Let µ ⊂ λ. By naturality,
fµ(x+ vt)− fµ(x) = f
[1](x, v, t) · t for all (x, v, t) ∈ U [1](µ) .
In particular, f [1](U
[1]
µ ) ⊂ F (µ), and we define f
[1]
µ = F (εµ) ◦ f
[1] ◦ E(ηµ).
Then fµ and f
[1]
µ are continuous and satisfy (2.1), so that fµ is C
1.
Let µ, ν ⊂ λ and ϕ : µ→ ν be a morphism. Write ϕ¯ = id⊗ϕ. We have
f [1]ν
(
ϕ¯(x), ϕ¯(v), ϕ(t)
)
· ϕ(t) = fν(ϕ¯)(x+ vt)− fν(ϕ¯(x))
= ϕ¯
(
fµ(x+ vt)− fµ(x)
)
= ϕ¯
(
f [1]µ (x, v, t) · t
)
= ϕ¯
(
f [1]µ (x, v, t)
)
· ϕ(t)
Since U [1](ϕ) = ϕ¯× ϕ¯× ϕ, this shows that
f [1]ν ◦ U
[1](ϕ) = F (ϕ) ◦ f [1]µ on U
[1](µ) ∩ (E(µ)×E(µ)× µ×0 ) .
Since µ×0 is dense, both sides of the equation are continuous, and the target
spaces are Hausdorff, the equality holds everywhere, and f [1] is natural. 
There is a strong version of the Taylor expansion for CkMS natural trans-
formations. There is no remainder term if the order k is high enough. More-
over, in the following proposition and corollary, we do not have to assume
that the integers 1, . . . , k are invertible in R.
Proposition 2.16. Let E,F ∈ TopSModR, U ⊂ E an open subfunctor, and
f : U ⇒ F . Let fλ be C
1 over R for every λ ∈ Λ. For any λ ∈ Λ, x ∈ U(λ),
and y ∈ E(λθp) for some p such that θp ∈ λ, then
fλ(x+ y) = fλ(x) + dfλ(x)y .
If R, E and F are locally kω, then it is sufficient to assume that f∞ = fλ∞
is C1 over R, and the conclusion holds for all λ ∈ Λ∞.
Proof. By naturality, fλ(x) ∈ F (R[θa|a ∈ A]) whenever A ⊂ N is a finite set
such that x ∈ U(R[θa|a ∈ A]) and λ = λ
N for some N > maxA.
We first show that the θi occuring in x and y, respectively, can be made
independent of each other. In order to do so, we increase the number of
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variables and represent the θi occuring in y as images of θi not occuring in
x. Technically, the procedure goes as follows.
For some N , λ = λN , and x ∈ U(λN ). We may write y =
∑M
j=1 yjθIjθp
where yj ∈ E and Ij = (ij1 < · · · < ijmj). Let m =
∑M
j=1mj . We define the
even unital algebra morphism α : λN+m+1 → λN which introduces our ‘new
variables’ as follows: Let α(θi) = θi for all i 6 N , α(θN+m+1) = θp, and
α
(
θN+
∑k
j=1mj+ℓ
)
= θik+1,ℓ for all 1 6 ℓ 6 mk+1 , 0 6 k < M .
Set z = y1θN+1,...,N+m1,N+m+1+ y2θN+m1+1,...,N+m1+m2,N+m+1+ · · · . Then
E(α)(z) = y and U(α)(x) = x. Hence, we may first consider z in place of y,
and we will prove the main point of our assertion at this level.
By naturality, applied to θN+m+1 7→ 0, θℓ 7→ θℓ (ℓ 6= N +m+ 1),
g(x, z) = fλN+m+1(x+ z)− fλN+m+1(x) ∈ F (λ
N+mθN+m+1) .
Next, we scale θN+m+1 with an element of the base ring: Let c ∈ R and
define β : λN+m+1 → λN+m+1 by β(θN+m+1) = cθN+m+1 and β(θi) = θi
whenever i 6= N +m+ 1. Then, by naturality,
cg(x, z) = F (β)g(x, z) = fλN+m+1(x+ cz)− fλN+m+1(x) = g(x, cz) ,
and it follows that
cf
[1]
λN+m+1
(x, z, c) = g(x, cz) = cg(x, z) = cf
[1]
λN+m+1
(x, z, 1) .
Since R× ⊂ R is dense, f
[1]
λN+m+1
(x, z, c) = f
[1]
λN+m+1
(x, z, 1).
In the last step, we apply α to return to our original setting with y (instead
of z). By naturality,
f
[1]
λN
(x, y, c) = F (α)f
[1]
λN+m+1
(x, z, c) = F (α)f
[1]
λN+m+1
(x, z, 1) = f
[1]
λN
(x, y, 1) .
In particular, f
[1]
λN
(x, y, 1) = f
[1]
λN
(x, y, 0) = dfλN (x)y. This implies
fλN (x+ y)− fλN (x) = f
[1]
λN
(x, y, 1) = dfλN (x)y ,
which is the assertion.
In the case that R, E and F are locally kω, the final assertion follows by
taking direct limits, in view of [GGH10, Corollary 5.7]. 
Corollary 2.17. Let f : U ⇒ F be given. If fλ is C
k over R for all λ ∈ Λ,
where k ∈ N, then for all λ ∈ Λ, x ∈ U(λ) and yj ∈ E(λθpj), θpj ∈ λ,
j = 1, . . . , k, we have
fλ
(
x+
∑k
j=1 yj
)
= fλ(x) +
k∑
j=1
∑
|I|=j
djfλ(x)(yi1 , . . . , yij )
where the second sum runs over all I = (1 6 i1 < . . . < ij 6 k). If R and E
are locally kω, then it is sufficient to assume that f∞ = fλ∞ is C
k, and the
conclusion holds for λ ∈ Λ∞.
Proof. This follows from Proposition 2.16 by induction on k, since
fλ
(
x+
∑k
j=1 yj
)
= fλ(x) +
k∑
j=1
∑
|I|=j
df jλ(x)(yi1 , . . . , yij)
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implies, upon taking derivatives,
dfλ
(
x+
∑k
j=1 yj
)
(yk+1) = dfλ(x)yk+1+
k∑
j=1
∑
|I|=j
df j+1λ (x)(yi1 , . . . , yij , yk+1) .
Adding the equations gives the desired formula for k + 1. 
A striking corollary of this exact Taylor expansion, in conjunction with
the usual Taylor expansion, is that smoothness over R implies smoothness
over λ0 (λ ∈ Λ) if the first derivative is already linear for the larger ring.
For this, we need to assume that R is a Q-algebra.
Proposition 2.18. Assume that R is a Q-algebra. Let E,F ∈ TopSModR,
U ⊂ E be an open subfunctor, and f : U ⇒ F . If, for all λ ∈ Λ, fλ is
C∞ over R and the derivative dfλ(x) : E(λ) → F (λ) is λ0-linear for all
x ∈ U(λ), then for all λ ∈ Λ, fλ is C
∞ over λ0. If R, E and F are locally
kω, then it is sufficient to assume that f∞ = fλ∞ is C
∞ with λ∞0 -linear first
derivatives at all points of U(λ∞), and the conclusion holds for all λ ∈ Λ∞.
Proof. First, we observe that all higher derivatives dkfλ(x)(v1, . . . , vk) are
λ0-multilinear in v1, . . . , vk. Indeed, we certainly have λ0-linearity in v1 by
assumption, and the higher derivatives are symmetric [BGN04, Lemma 4.8].
We also record the following observation: If t1, . . . , tN+1 ∈ λ
N
0 are nilpo-
tent, then t1 · · · tN+1 = 0 (since {1, . . . , N} can be covered by at most N
disjoint non-void subsets).
Fix λ ∈ Λ. We write U∞ = U(λ
∞), E∞ = E(λ
∞), and F∞ = F (λ
∞).
We claim now that there exist, for each positive integer N , continuous maps
gN : U
[1]
N = U
[1](λ) ∩ (U∞ × E∞ × λ
N
0 )→ F (λ) such that
(2.2) fλ(x+ vt)− fλ(x) = gN (x, v, t) · t for all (x, v, t) ∈ U
[1]
N .
Let (x, v, t) ∈ U
[1]
N where t = t0+ t
+, t0 ∈ R
× and t+ is nilpotent. By the
usual Taylor expansion over R [BGN04, Theorem 5.4], there exists a map
RN : U
[1]
0 → F (λ) which is smooth over R, such that
fλ(x+ vt)− fλ(x) =
N+1∑
k=1
tk0
k!
dkfλ(x)(vt
−1
0 t, . . . , vt
−1
0 t)
+ tN+10 RN (x, vt
−1
0 t, t0)
=
N+1∑
k=1
tk
k!
dkfλ(x)(v, . . . , v) + t
N+1
0 RN (x, vt
−1
0 t, t0) .
(Note that RN is the (N + 1)st Taylor remainder; and in the last equation,
we have used the λ0-multilinearity of the higher derivatives.)
Because the remainder can be expressed via fλ and certain of its deriva-
tives, the derivatives of RN (x, v, t) in the second argument are also λ0-
multilinear.
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We may write t+ =
∑N−1
j=1 tj where tj ∈ R[θk|k > j]θj ; by Corollary 2.17,
tN+10 RN (x, vt
−1
0 t, t0) = t
N+1
0 RN (x, v, t0)
+
N−1∑
k=1
tN+1−k0
∑
|I|=k
tId
kRN (x, ·, t0)(v)(v, . . . , v)
where the latter sum extends over all multi-indices I = (i1 < · · · < ik). We
have t−1 = t−10
∑N
j=0(−1)
jt−j0 (t
+)j , and for I = (i1 < · · · < ik),
t−1tN+1−k0 tI =
N−k∑
j=0
(−1)jtN−k−j0 (t
+)jtI
since (t+)jtI = 0 for j + k > N .
Therefore, we may define gN+1(x, v, t) = t
−1(fλ(x+vt)−fλ(x)) for inver-
tible t, and this has a continuous extension to all of U
[1]
N . By (2.2), gN+1
extends gN . By induction, fλ is C
1 over λ0.
By its definition, it is clear that gN is C
∞ over R, and that the partial
derivatives of gN (x, v, t) in x and v are λ
N
0 -linear. Moreover, by the usual
differentiation rules [BGN04, 3.1, 3.3, 3.5], we have
d
drgN (x, v, t+ rs)|r=0 = t
−1dfλ(x+ vt)(vs)− st
−2(fλ(x+ vt)− fλ(x))
for invertible t, and this is λN0 -linear in s by the assumption on fλ. It
follows that dgN (x, v, t) is λ
N
0 -linear, so that f
[1] is C∞ over R with λ0-
linear derivative. The assertion now follows by a trivial induction. Finally,
if R, E and F are locally kω, then the above argument can be performed for
λ = λ∞, and by taking direct limits. 
We summarise our above considerations in the following theorem.
Theorem 2.19. Let R be a Q-algebra, E,F ∈ TopSModR, and U ⊂ E be
an open subfunctor. Let maps fn : U(λ
n) → F (λn) be given, for all n ∈ N.
The following are equivalent:
(i). There exists a C∞MS morphism f : U ⇒ F in Top
Λ, fλn = fn.
(ii). The system (fn) defines a natural transformation from U to F , and
each of fn is C
∞ over R with λn0 -linear derivatives at all points.
If R, E and F are locally kω, then these statements are also equivalent to
either of the following two:
(i’). There exists a C∞MS morphism f : U ⇒ F in Top
Λ∞, fλn = fn.
(ii’). There exists a natural map f∞ : U(λ
∞)→ F (λ∞) extending the fn
such that f∞ is C
∞ over R with λ∞0 -linear derivative at all points.
Proof. Conditions (i) and (ii) are equivalent by Proposition 2.18 and Pro-
position 2.13. Assume that R, E and F are locally kω. It is not hard to see,
from the definitions and the fact that E(λ∞) is a topological λ∞0 -module,
that one has (i) ⇔ (i’) and (ii) ⇔ (ii’). The conclusion follows. 
Remark 2.20. If R = R or R = C, E,F are R-Banach spaces, and U ⊂ E is
open, then a map f : U → F is Ck (k ∈ N∪∞) in the usual sense if and only if
it is Ck in the sense of Definition 2.9 [BGN04, Remark 7.3, Proposition 7.4].
Hence, Theorem 2.19 shows that smoothness for natural transformations
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in the sense of Definition 2.11 is equivalent to Sachse’s definition of super-
smoothness [Sa07, Definition 3.5.10].
Let us point out the following slight defect of Sachse’s definition: Given
a morphism f : U → F which is super-smooth in the sense of Sachse, it is
not clear from the definition that a super-smooth derivative df : U ×E → F
can be defined. However, this follows from Theorem 2.19: df can be defined
as a restriction of f [1], compare Definition 2.11.
We conclude the section with a more familiar formulation of the Taylor
expansion, which will repeatedly be useful in the sequel.
Proposition 2.21. Let R be a Q-algebra, E,F ∈ TopSModR, U ⊂ E an
open subfunctor and f : U ⇒ F a smooth morphism. Fix elements λ ∈ Λ,
x ∈ U(R), n0 ∈ E0 ⊗ λ
+
0 and n1 ∈ E0 ⊗ λ1. Then
fλ(x+ n0 + n1) =
∞∑
m,k=0
1
m! · k!
· dm+kfλ(x)(n0, . . . , n0, n1, . . . , n1) ,
where we evaluate dm+kfλ(x) at m copies of n0 and at k copies of n1.
Proof. The point to note is that if b is a symmetric Q-k-linear map, then
∑
16i16···6ik6n
b(xi1 , . . . , xik) =
1
k!
· b
(∑n
j=1 xj, . . . ,
∑n
j=1 xj
)
.
Moreover, in our application, the ascending multi-indices which are not
strictly ascending do not contribute. Then the formula follows immediately
from Corollary 2.17. 
Remark 2.22. The formula in Proposition 2.21 is used without proof in
[Sa08, Theorem 4.11] and [Mol84, (3.3.1)].
3. Equivalence of categories of supermanifolds
From hereon, we assume that R is a unital commutative Hausdorff topo-
logical Q-algebra with a dense group of units.
3.1. Equivalence of categories of superdomains.
Definition 3.1. We define the category SDomMS = SDomMS(R) of super-
domains (over R) in the sense of Molotkov–Sachse, as follows: The objects
are pairs (U , E) where E ∈ TopSModR and U ⊂ E ∈ Top
Λ is an open
subfunctor; a morphism f : (U , E) → (V, F ) is a natural transformation
f : U ⇒ V which is smooth (i.e. C∞MS) when considered as a natural trans-
formation f : U ⇒ F . The full subcategory SDomfdMS of finite-dimensional
superdomains consists of those pairs (U , E) where E is finite-dimensional.
We shall usually suppress the mention of E in our notation. Indeed,
since U(λ2) = U(R) + E0θ1θ2 ⊕ E1θ1 ⊕ E1θ2, E is uniquely determined by
U as a topological space. In particular, we write C∞MS(U ,V) for the set of
morphisms (U , E)→ (V, F ).
If R is a field, then the category SDomBKL = SDomBKL(R) of superdo-
mains (over R) in the sense of Berezin–Kostant–Leites is given as follows:
Objects are pairs (U,F) where U is an open subset of some finite-dimensional
16 A. ALLDRIDGE AND M. LAUBINGER
R-vector space E0, and F is a sheaf of supercommutative superalgebras iso-
morphic to C∞U ⊗
∧
E∗1 where E1 is another finite-dimensional R-vector space
(the sheaf property follows from [BGN04, Lemma 4.9]); morphisms are pairs
(f, f∗) : (U,F) → (V,G) where f : U → V is continuous and f∗ : G → f∗F
is an even morphism of sheaves of unital superalgebras. △
Remark 3.2. If h ∈ Fx where x ∈ U and Fx is the stalk at x, then h is
invertible if and only if h 6∈ mF ,x where the latter denotes the maximal ideal.
It follows that any morphism in SDomBKL is local, i.e. f
∗(mF ,x) ⊂ mG,f(x).
In the course of the present section we shall show that the categories
SDomfdMS and SDomBKL are equivalent, by explicitly defining (in Defini-
tion 3.12) a functor Φ : SDomfdMS → SDomBKL, and proving that it is an
equivalence. To this end, a crucial step will be an alternative description of
the morphisms in the Molotkov–Sachse category, which we presently derive.
3.3. Let U ,V ∈ SDomMS and W ⊂ U = U(R) be open. We set
OU ,V(W ) =
{
(ϕk)k>0
∣∣ ϕ0 :W → V , ϕk : W → Altk(E1, Fk) smooth
}
.
Here, U ⊂ E, V ⊂ F are open subfunctors, V = V(R), Altk(E1, Fk) denotes
the set of alternating multilinear maps Ek1 → Fk (Fk = F0 or Fk = F1
according to the parity of k), and ϕk : W → Alt
k(E1, Fk) is called smooth
if so is the map W ×Ek1 → Fk : (x, v1, . . . , vk) 7→ ϕk(x)(v1, . . . , vk).
Let R ∈ TopΛ
∞
be defined by R(λ) = λ and R(α) = α for any arrow
α in Λ∞. Then R is naturally equivalent to R1|1, and we may define as a
particular case OU (W ) = OU ,R(W ). Restriction maps on OU ,V are defined
in the obvious way, and this gives rise to a presheaf on U . If R is a field (of
characteristic zero), then by [BGN04, Lemma 4.9], OU ,V is a sheaf.
On OU (W ), we may define an algebra structure pointwise. I.e., Sk,ℓ
denoting (k, ℓ) shuffles,
(ϕ · ψ)m(x, v1, . . . , vm) =
m∑
k=0
∑
σ∈Sk,m−k
ε(σ) · ϕk(x)(vσ(1), . . . , vσ(k))
· ψm−k(x)(vσ(k+1), . . . , vσ(m)) .
If we define a Z2-grading via
ϕ ∈ OU (W )i ⇔ ϕk = 0 (∀k such that k + i ≡ 1 (2)) ,
then OU (W ) is a supercommutative superalgebra. Let C
∞
U be the sub-
presheaf of OU which consists of all ϕ = (ϕk) such that ϕk = 0 for k > 0. It
is a commutative subalgebra.
Furthermore, for any open W ⊂ U , we let
φ = φU (W ) : C
∞
MS(UW ,V)→ OU ,V(W )
be defined by the equation φ(f) = ϕ,
fλ∞
(
x+
∑N
j=1 yjθj
)
=
N∑
k=0
∑
|I|=k
ϕk(x)(yi1 , . . . , yik)θI
for all N ∈ N, x ∈ U , yj ∈ E1, where as usual, the inner sum extends over
all I = (1 6 i1 < · · · < ik 6 N).
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Proposition 3.4. Let U ,V ∈ SDomMS. For any open W ⊂ U , the map
φ = φU (W ) : C
∞
MS(UW ,V)→ OU ,V(W )
is a bijection.
Proof. For ϕ ∈ OU (W ), define fϕ : UW (λ
∞)→ V(λ∞) by
(3.1) fϕ
(
x+ n0 + n1
)
=
∞∑
m,k=0
1
m! · k!
· dmϕk(x)(n0, . . . , n0, n1, . . . , n1)
for all x ∈W , n0 ∈ E0 × λ
∞+
0 , n1 ∈ E1 ⊗ λ
∞
1 . Here, it is understood that
dmϕk(x)(v1θI1 , . . . , vk+mθIk+m) = d
mϕk(x)(v1, . . . , vk+m)θI1 · · · θIk+m
for all v1, . . . , vk ∈ E0, vk+1, . . . , vk+m ∈ E1, where |Ij | ≡ 0 (2) for j 6 k
and |Ij | ≡ 1 (2) for j > k. (This makes d
mϕk(x)(n0, . . . , n0, n1, . . . , n1)
symmetric both in the n0 and in the n1 variables.)
We claim that fϕ defines a smooth morphism UW ⇒ V. By its definition,
it is straightforward to see that fϕ defines, by restriction onto UW (λ), where
λ ∈ Λ, a natural transformation UW ⇒ V, if these are considered as set-
valued functors Λ→ Sets. By Theorem 2.19, the remaining issue is to check
whether fϕ|UW (λ) is smooth over R with a λ0-linear derivative at any point.
It is clear that fϕ|UW (λ) is smooth, since so are all the ϕk.
We compute the derivative. Let x ∈ W , v ∈ E0, xi, vi ∈ Ei ⊗ λ
+
i . Set
y = x+ x0 + x1, u = v + v0 + v1. Then
dfϕ(y)(u) =
∞∑
m,k=0
1
m! · k!
·
[
dm+1ϕk(x)(v, x0, . . . , x0, x1, . . . , x1)
+m · dmϕk(x)(v0, x0, . . . , x0, x1, . . . , x1)
+ k · dmϕk(x)(x0, . . . , x0, v1, x1, . . . , x1)
]
.
Here, it is understood that the last two summands are zero for m = 0 and
k = 0, respectively.
This expression is certainly λ0-linear. E.g., for any a ∈ λ
+
0 , we have
av ∈ E0 ⊗ λ
+
0 , and
a ·
1
m! · k!
· dm+1ϕk(x)(v, x0, . . . , x0, x1, . . . , x1)
=
m+ 1
(m+ 1)! · k!
· dm+1ϕk(x)(av, x0, . . . , x0, x1, . . . , x1) ,
where the right hand side occurs in the expression for dfϕ(y)(au). Thus, fϕ
defines a smooth morphism UW ⇒R.
By construction, it is immediate that ϕ = φ(fϕ). Conversely, using (3.1),
Theorem 2.19 and Proposition 2.21, it follows that if ϕ = φ(f) for some
morphism f ∈ C∞MS(UW ,V), then f = fϕ. Hence, φ is an isomorphism. 
Remark 3.5. Equation (3.1) defines exactly the well-known ‘Grassmann-
analytic continuation’ due to Berezin [Ber87].
Corollary 3.6. The map φ : C∞MS(UW ,R)→ OU (W ) is an isomorphism of
unital R-algebras. Here, the product on C∞MS(UW ,R) is defined by
(f · g)λ(x) = fλ(x)gλ(x) for all f, g ∈ C
∞
MS(UW ,R) , λ ∈ Λ , x ∈ U(λ) .
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Proof. We need only check that it is an algebra morphism. Let ϕ = φ(f),
ψ = φ(g), and z = x+
∑N
j=1 yjθj. We abbreviate
fk(z) =
∑
|I|=k
ϕk(x)(yi1 , . . . , yik)θI
where the sum ranges over all I = (1 6 i1 < · · · < ik 6 N). Then
(f · g)λN (z) =
2N∑
m=0
∑
k+ℓ=m
fk(z)gℓ(z)
=
2N∑
m=0
∑
|I|=m
∑
k+ℓ=m
∑
σ∈Sk,ℓ
ε(σ) · ϕk(x)(yiσ(1) , . . . , yiσ(k))
· ψℓ(x)(yiσ(k+1) , . . . , yiσ(m))θI
=
N∑
m=0
∑
|I|=m
(ϕ · ψ)m(x)(yi1 , . . . , yim)θI
since θI = 0 for m > N . This proves the claim. 
Using the above description of the morphisms in the Molotkov–Sachse
category, one can derive a formula for the composition of two morphisms.
Proposition 3.7. Let U ,V,W ∈ SDomMS, f ∈ C
∞
MS(U ,V), g ∈ C
∞
MS(V,W).
Define ϕ = φ(f), ψ = φ(g) and ̺ = φ(g ◦ f). Then for all n ∈ N, and all
v = (v1, . . . , vn) ∈ E
n
1 ,
(3.2) ̺n(x)(v) =
∑
m,k,(α,β)∈In
m,k
,
σ∈S|α|,τ∈S|β|
ε(τ)
m!k!α!β!
dmψk(ϕ0(x))
(
(ϕα × ϕβ)(x)(v
σ,τ )
)
where
Inm,k =
{
(α, β) ∈ (2N)m × (2N + 1)k
∣∣ ∀j : αj > 0 , |α|+ |β| = n
}
,
ϕα = ϕα1 × · · · × ϕαn ,
vσ,τ = (vσ(1), . . . , vσ(|α|), v|α|+τ(1), . . . , v|α|+τ(|β|)) .
Proof. As we know, ̺ is determined by the equation
gλ(fλ(x+ y)) =
∞∑
k=0
1
k!
̺k(x)(y, . . . , y)
where λ = λn, x ∈ U = U(R), and y =
∑n
j=1 yjθj ∈ E1 ⊗ (λ
n)1. Let
ni =
∑
06=k∈2N+i
1
k!ϕk(x)(y, . . . , y). Then
gλ(fλ(x+ y)) =
∞∑
m,k=0
1
m!k!
dmψk(ϕ0(x))(n0, . . . , n0, n1, . . . , n1) .
From this, it is not hard to deduce the formula. 
Remark 3.8. The formula (3.2) in Proposition 3.7 is stated without proof in
[Mol84, Proposition 3.3.3].
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So far, we have derived an alternative description of the morphisms in
the Molotkov–Sachse category. This will enable us to identify morphisms
of finite-dimensional Molotkov–Sachse superdomains and of Berezin–Leites
superdomains. The following proposition defines the sought-for equivalence
Φ : SDomfdMS → SDomBKL on the level of objects; moreover, it indicates
that Φ is an adjoint of the point functor explained in the introduction.
Proposition 3.9. Assume that R is a field. Let λ ∈ Λ and define the
superdomain ∗λ = (∗, λ) ∈ SDomBKL whose underlying domain is a point
and whose structure sheaf is the constant sheaf λ.
For any U ∈ SDomfdMS, let Φ(U) = (U,OU ) where U = U(R). The map
ε : U(λ)→ HomBKL(∗λ,Φ(U))
where for x = xR + x
+, we let
εx = (εxR , ε
∗
x) , εxR(∗) = xR , ε
∗
xφ(f) = fλ(x) ,
is a bijection.
In the proof, we need two lemmata. Both do not generalise to infinite
dimensions. This is the main reason why the ringed space approach to
(super-) manifolds is not well-behaved in this case.
Lemma 3.10. Let E0 be a finite-dimensional R-vector space, U ⊂ E0 be
open and x ∈ U . Let C∞U,x be the stalk of C
∞
U at x. Then the maximal ideal
mx = {f ∈ C
∞
U ,x|f(x) = 0} is generated by µ− µ(x) where µ ∈ E
∗
0 .
Proof. Certainly, µ − µ(x) ∈ mx for µ ∈ E
∗
0 . Conversely, let f ∈ mx. This
germ is represented by a smooth function defined on an open neighbourhood
W ⊂ U of x. Let e1, . . . , en be a basis of E0. For y ∈W , we have
f(y) = f
(
x+
∑n
j=1(yj − xj)ej
)
= (y1 − x1) · f
[1]
(
x+
∑n
j=2(yj − xj)ej , e1, y1 − x1
)
+ f
(
x+
∑n
j=2(yj − xj)ej
)
.
Let hk(y) = f
[1]
(
x+
∑n
j=k+1(yj − xj)ej , ek, yk − xk
)
. By induction,
f(y) =
n∑
j=1
(yj − xj)hj(y) + f(x) =
n∑
j=1
(yj − xj)hj(x) .
This proves the assertion. 
Lemma 3.11. Let E0 be a finite-dimensional R-vector space, U ⊂ E0 be
open, x0 ∈ U , and λ ∈ Λ. With any algebra morphism a : C
∞
U,x0
→ λ, there
is associated a unique x ∈ x0+E0⊗λ
+; if a is even, then x ∈ x0+E0⊗λ
+
0 .
The correspondence is given by
x =
∑
I xIθI , a(µ) =
∑
I µ(xI)θI for all µ ∈ E
∗
0 .
Moreover, a is uniquely determined by x.
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Proof. Let a : C∞U,x0 → λ be an algebra morphism. Observe that we have
λ = R[θ1, . . . , θN ] for some N . We decompose a(f) =
∑
I aI(f)θI where
aI(f) ∈ R. Then for m = |I|
(3.3) aI(fg) =
m∑
k=0
∑
σ∈Sk,m−k
ε(σ)aiσ(1)···iσ(k)(f)aiσ(k+1)···iσ(m)(g) .
In particular, a0 is an algebra morphism, and a1(1) = 2a1(1) = 0. Induc-
tively, let |I| > 0 and assume that aJ(1) = 0 for all |I| > |J | > 0. Then
aI(1) = a0(1)aI(1) + aI(1)a0(1) = 2aI(1) = 0 .
Hence, aI (|I| > 0) is determined by its values on mx0 . The germ f ∈ C
∞
U,x0
is
invertible if and only if f(x0) 6= 0. Thus, a0(f)− f(x0) = a0(f − f(x0)) = 0.
Since mx0 is generated as an ideal by µ− µ(x0), µ ∈ E
∗
0 , and we have
a1((µ− µ(x0))h) = a0(µ− µ(x0))a1(h) + a1(µ− µ(x))a0(h) = a1(µ)h(x0) ,
it follows that a1 is determined by its values on E
∗
0 . An easy induction using
(3.3) shows that aI , |I| > 0, is determined by its values on E
∗
0 . But since
E∗∗0 = E0, there are unique xI ∈ E0 such that aI(µ) = µ(xI) for all µ ∈ E
∗
0 .
Thus, a is uniquely determined by x =
∑
I xIθI ∈ x0 + E0 ⊗ λ
+. 
Proof of Proposition 3.9. The map is certainly well-defined. Let (α,α∗) be
a morphism ∗λ → Φ(U). Then we have a point x0 = α(∗) ∈ U .
The value α∗(ϕ) (for ϕ ∈ OU (W ), x0 ∈ W ⊂ U) depends only on the
germ of ϕ at x0 since for any openW
′ ⊂W , x0 ∈W
′, the following diagram
commutes,
OU (W )
α∗W
//
̺W
W ′

λ
OU (W
′)
α∗
W ′
88ppppppppppppp
(because α∗ : OU → α∗λ is a sheaf morphism).
Now, OU ,x0 = C
∞
U,x0
⊗
∧
E∗1 . By Lemma 3.11, there is a unique element
x+0 ∈ E0 ⊗ λ
+
0 such that α
∗ϕ = fλ(x0 + x
+
0 ) for all ϕ = φ(f) ∈ C
∞
U ,x0
. On
the other hand, the set of even algebra morphisms
∧
E∗1 → λ equals
Hom(E∗1 , λ)0 = (E1 ⊗ λ)0 = E1 ⊗ λ1 .
Thus, there is a unique element x+1 =
∑
|I|≡1 (2) xIθI ∈ E1 ⊗ λ1 such that
for all ϕ = φ(f) ∈
∧
E∗1 , α
∗ϕ = fλ(x
+
1 ).
If ϕ = φ(f) ∈ C∞U,x and ψ = φ(g) ∈
∧
E∗1 , then fλ(x0 + x
+
0 + x
+
1 ) =
fλ(x0 + x
+
0 ) and gλ(x0 + x
+
0 + x
+
1 ) = gλ(x
+
1 ), as follows from (3.1). Thus,
α∗(ϕψ) = α∗ϕ · α∗ψ = fλ(x0 + x
+
0 )gλ(x
+
1 ) = (f · g)λ(x0 + x
+
0 + x
+
1 ) .
Since ϕψ = φ(fg), it follows that α∗ = ε∗x where x = x0 + x
+
0 + x
+
1 . Since x
was by construction unique, it follows that ε is a bijection. 
Finally, we are in a position to define the functor Φ, and to prove that it
is an equivalence of categories.
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Definition 3.12. Assume that R is a field. Define a functor Φ from
SDomfdMS to SDomBKL as follows: On objects, we let Φ(U) = (U,OU ). Any
f ∈ C∞MS(U ,V) is mapped to the morphism Φ(f) = (fR, f
∗) : Φ(U)→ Φ(V)
given by
f∗φ(h) = φ
(
h ◦ f |U
f−1(W )
)
for all h ∈ C∞MS(VW ,R) ,
where W runs through the open subsets of V = V(R). △
Theorem 3.13. Assume that R is a non-discrete Hausdorff topological field
of characteristic zero. Then Φ : SDomfdMS → SDomBKL is an equivalence of
categories.
In the proof, we need to extend Hadamard’s lemma (cf. [Lei80, Sch84]) in
the usual way.
Lemma 3.14. Let E ⊃ U ∈ SDomfdMS, U = U(R), and x ∈ U . Let mO,x
denote the maximal ideal of OU ,x.
(i). As an ideal, mO,x is generated by µ− µ(x), ν for µ ∈ E
∗
0 , ν ∈ E
∗
1 .
(ii). Let W ⊂ U be an open neighbourhood of x. For any f ∈ OU (W )
and any n, there exists a polynomial p of degree 6 n in µ−µ(x), ν
(with coefficients in R), where µ ∈ E∗0 , ν ∈ E
∗
1 , such that one has
(f − p)x ∈ m
n+1
O,x where fx denotes the germ at x.
(iii). Let W ⊂ U be open and f ∈ OU (W ). If q = dimE1 and fy ∈ m
q+1
O,x
for all y ∈W , then f = 0.
Proof. Statement (i) follows easily from Lemma 3.10, and (ii), (iii) can then
be deduced by standard procedures [Sch84, Lemma 2.14 and proof]. 
Proof of Theorem 3.13. It is clear that Φ is an essentially surjective functor.
If f : U ⇒ V is a morphism in SDomfdMS, then f is determined uniquely by
the maps
Hom(∗λ,Φ(U))→ Hom(∗λ,Φ(V)) : ψ 7→ Φ(f) ◦ ψ ,
for λ ∈ Λ, by Proposition 3.9. This proves that Φ is faithful.
It remains to show that Φ is full. To that end, let (ψ,ψ∗) : Φ(U)→ Φ(V)
be a morphism in SDomBKL. We let U = U(R) and V = V(R), and
define ϕ0 = ψ : U → V . As in the proof of Lemma 3.11, it follows that
h ◦ ϕ0 = (ψ
∗h)0 for all h ∈ C
∞
V ⊂ OV . In particular, µ ◦ ϕ0 : U → R is a
smooth function for all µ ∈ F ∗0 . Since any map g : U → F0 is continuous if
and only if µ◦g is continuous for all µ ∈ F ∗0 (F0 carries the product topology
with respect to any chosen linear isomorphim with Rn, n = dimF0), it
follows easily that ϕ0 is smooth.
Next, a simple induction shows that for all even n > 0 there are unique
smooth maps ϕn : U → Alt
n(E1, F0) such that for all µ ∈ F
∗
0 , x ∈ U ,
v = (v1, . . . , vn) ∈ E
n
1 ,
µ(ϕn(x)(v)) = [ψ
∗µ(x)]n(v) − µ(ϕ0(x))−
∑
26m6n/2,
α∈Inm,0,σ∈Sn
1
m!α!
µ(ϕα(x)(v
σ)) .
Here, we identify C∞(U,
∧
E∗1)
∼= C∞(U)⊗
∧
E∗1 = OU (U), and [·]n denotes
the homogeneous component of degree n. Moreover, we use the notation
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from Proposition 3.7. We observe that on the right hand side, ϕα has only
components ϕαj where αj < n.
For all odd n, there are unique smooth maps ϕn : U → Alt
n(E1, F1) such
that for all µ ∈ F ∗1 , x ∈ U , v ∈ E
n
1 ,
µ(ϕn(x)(v)) = [ψ
∗µ(x)]n(v) .
Thus, we have a family ϕ = (ϕn) ∈ OU ,V(U), and by Proposition 3.4,
there exists a unique f ∈ C∞MS(U ,V) such that φ(f) = ϕ. For µ ∈ F
∗, let
gµ ∈ C
∞
MS(V,R) be determined by φ(gµ) = (µ0, µ1) where µ0 = µ|F0 and µ1
is the constant map U → Hom(F1,ΠR) : x 7→ Πµ|F1 . Then φ(gµ◦ϕ) = ψ
∗(µ)
by Proposition 3.7. By applying parts (ii) and (iii) of Lemma 3.14, we find
that (ψ,ψ∗) = Φ(f). 
Along the way, we have also proved the following theorem.
Theorem 3.15. Let R be an arbitrary unital commutative Hausdorff topo-
logical Q-algebra with dense group of units. Then SDomMS is equivalent to
the following category: objects are pairs (U,E) where E ∈ TopSModR and
U ⊂ E0 is open; morphisms (U,E)→ (V, F ) are the elements of OEU ,FV (U),
i.e. families (ϕn) where ϕn : U → Alt
n(E1, Fn) are smooth over R (Fn = F0
or Fn = F1, according to the parity of n); composition is given by (3.2), and
this determines the identity morphisms uniquely.
Remark 3.16. This is already stated in [Mol84] (for R = R). Molotkov calls
the morphisms in the category defined in Theorem 3.15 ‘skeletons’.
3.2. Supermanifolds as sheaves. In what follows, we assume that R is a
non-discrete Hausdorff topological field of characteristic zero.
We have seen the equivalence of different concepts of (finite-dimensional)
superdomains. We will presently define corresponding categories of super-
manifolds. Our main task will then be to show that these categories are,
again, equivalent. Since we have already seen this on the level of their local
models, the proof is a matter of gluing local pieces.
More precisely, we will embed supermanifolds (in their different incarna-
tions) into sheaves on the corresponding categories of superdomains. The
equivalence of the categories of superdomains induces an equivalence of the
categories of sheaves, and this restricts to an equivalence of the categories
of supermanifolds. To effect this procedure, we shall need a little bit of
terminology concerning sites. We refer the reader to [Vis05], [Gir71].
3.2.1. Molotkov–Sachse supermanifolds as sheaves.
Definition 3.17. We define a Grothendieck topology on TopΛ as follows.
A natural transformation F ′ ⇒ F is an open embedding if F ′(λ)→ F(λ) is
an open embedding of topological spaces for all λ. Equivalently, it factors
as natural equivalence of F ′ through an open subfunctor of F . Now, we
call a family (fα : Fα ⇒ F) of open embeddings a covering if it is jointly
surjective, i.e.
⋃
α fαλ(Fα(λ)) = F(λ) for all λ.
A morphism f : U ⇒ V is called an open embedding of superdomains if
it factors as an isomorphism in SDomMS of U with an open subfunctor of
V. We call a family (fα : Uα ⇒ V) of open embeddings of superdomains a
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covering in SDomMS if it is a covering in Top
Λ. We call both topologies the
DeWitt topology. △
Remark 3.18. In passing, note the following subtle point: A bijective smooth
map with invertible differential may not have a smooth inverse if the base
field R is not R or C.
3.19. In proving that the above definition actually gives Grothendieck to-
pologies on TopΛ and SDomMS , there is only one fact that is slightly
non-trivial. Indeed, let (fα : Fα ⇒ F) be a covering and g : G ⇒ F
be any morphism. For any open subfunctor H ⊂ F , let g−1H be the
open subfunctor of G given by (g−1H)(λ) = g−1λ H(λ) for any λ ∈ Λ, and
(g−1H)(α) = G(α)|(g−1H)(λ) for any morphism α : λ → λ
′. The latter is
well-defined by the naturality of g.
Factor fα into isomorphisms f
′
α : Fα ⇒ F
′
α and inclusions of open sub-
functors F ′α ⊂ F . Define Hα = g
−1F ′α and let pα1 = f
′−1
α ◦ g|Hα , and
pα2 be the inclusion Hα → G. Then Hα, with the projections pαj, satis-
fies the universal property of the fibred product Fα ×F G, and the family
(pα2 : Hα ⇒ G) is a covering of G.
We shall always choose our fibred products in the above fashion whenever
fα is an open embedding (in general, we will not be able to do so).
Now we are ready to define supermanifolds modeled on Molotkov–Sachse
superdomains. We will closely follow the original definitions of Molotkov–
Sachse [Mol84, Sa07]. In general, we will neglect the Hausdorff axiom, but
this is easily remedied, as we shall presently see.
Definition 3.20. Let M ∈ TopΛ. A covering A = (ϕα : Uα ⇒ M) such
that the fibred products Uαβ = Uα×MUβ exist in SDomMS is called a super-
manifold atlas. Since the object Uαβ lies in SDomMS , the latter requirement
means that the projections Uαβ ⇒ Uα and Uαβ ⇒ Uβ are morphisms in
SDomMS . (More precisely, for our choice of fibred products, the first of
these projections is required to be a morphism in SDomMS .) Given an-
other supermanifold atlas B, A and B are called equivalent if A ∪ B is a
supermanifold atlas.
A pair (M, [A]) where [A] is an equivalence class of atlases onM, is called
a supermanifold (in the sense of Molotkov–Sachse). We usually suppress [A]
from the notation; moreover, if we say that we wish to consider an atlas of
a given supermanifold, then we will always mean an atlas which belongs to
the given equivalence class. A morphism of supermanifolds is a morphism
f :M⇒N in TopΛ such that for some given atlases A = (ϕα : Uα ⇒M),
B = (ψβ : Vβ ⇒ N ), the pullback Uα ×N Vβ of f ◦ ϕα and ψβ lies with
its projections in SDomMS . By our above considerations, this means that
ψ−1β ◦ f ◦ ϕα : (f ◦ ϕα)
−1ψβ(Vβ)→ Vβ is smooth. △
Remark 3.21. This definition of morphisms is independent of the choice of
(equivalent) atlases, since smoothness of natural transformations of super-
domains is a local property [BGN04, Lemma 4.9]. (This fact relies on the
assumption that R is a field.)
Definition 3.22. We call anyM∈ TopΛ Hausdorff whenever the diagonal
morphism δ :M⇒M×M is closed in the sense that all its constituents δλ
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are. We denote the category of Molotkov–Sachse supermanifolds and their
morphisms by SManMS = SManMS(R); the full subcategory of Hausdorff
supermanifolds is denoted by SManHdMS = SMan
Hd
MS(R). Clearly, SDomMS
is a full subcategory of SManHdMS . △
The following proposition shows that one can glue (morphisms of) super-
domains to (morphisms of) supermanifolds.
Proposition 3.23. Let (Uα) ⊂ SDomMS, Uαβ ⊂ Uα be open subfunctors,
and ϕβα : Uαβ ⇒ Uβα be isomorphisms in SDomMS such that we have
ϕαα = id on Uαα = Uα and ϕγα = ϕγβ ◦ ϕβα on Uαβ ∩ Uαγ. Then there
exists a functor M with a supermanifold atlas ϕα : Uα ⇒ M such that
ϕβ ◦ ϕβα = ϕα on Uαβ . Moreover, M is unique with this property, up to
unique isomorphism, and M is Hausdorff if and only if M(R) is Hausdorff.
Proof. For each λ, define M(λ) =
∐
α Uα(λ)/ ∼ where the relation ∼ on∐
α,β Uαβ(λ) is the union of the graphs of the isomorphisms ϕαβ,λ. By defi-
nition of the topology, there are open embeddings ϕα,λ : Uα(λ) → M(λ)
which satisfy ϕβ,λ ◦ ϕβα,λ = ϕα,λ on Uαβ(λ) (the openness follows from the
fact that the saturation of Uα(λ) is the open subset
∐
β Uαβ(λ) of
∐
β Uβ(λ)).
Using the naturality of ϕβα, one readily shows that λ 7→ M(λ) defines a
functor M∈ TopΛ with a supermanifold atlas as specified. (On morphisms
φ : λ → λ′, M(φ) is defined by M(φ) ◦ ϕα,λ = ϕα,λ′ ◦ Uα(φ).) Since M is
the solution of a universal problem, it is unique up to unique isomorphism.
Finally, if M is Hausdorff, then M(R) is Hausdorff. Conversely, assume
that M(R) is Hausdorff. We will use the characterisation of Hausdorff
equivalence relations from [Bou89, § 8.3]. Let λ ∈ Λ and x, y ∈
∐
α Uα(λ) be
inequivalent points. Let xR, yR ∈
∐
α Uα(R) be their respective images under
(
∐
α Uα)(ε). If xR, yR are inequivalent, then there exist by the assumption
on M(R) disjoint saturated open neighbourbourhoods UR, VR ⊂
∐
α Uα(R)
of xR and yR, respectively. (Here, saturated means saturated with respect to
∼.) By Proposition 2.8, there exist unique superdomains U ,V with U(R) =
UR and V(R) = VR. It is easy to check that U(λ), V(λ) are disjoint saturated
open neighbourhoods of x and y, respectively. Thus,M(λ) is Hausdorff, and
since λ was arbitrary, M is Hausdorff. 
Proposition 3.24. The Yoneda embedding
Y = YMS : SManMS → Sh(SDomMS) :M 7→M(−) = Hom(−,M)
is fully faithful.
Proof. By Proposition 3.23, we can glue superdomains to obtain superman-
ifolds, and similarly, it follows easily that we can also glue morphisms of
superdomains to obtain morphisms of supermanifolds. This shows that
for any supermanifold M, Y (M) is indeed a sheaf on SDomMS with the
DeWitt topology. Moreover, by the same line of thought, the presheaf
N 7→ Hom(N ,M) on SManMS is entirely determined by its restriction
Y (M) to SDomMS . Thus, the assertion follows from the usual Yoneda
lemma. 
By the two previous propositions, we have embedded SManMS as a full
subcategory of Sh(SDomMS). To characterise the essential image of this
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embedding, we introduce some terminology which is common in the theory
of stacks [Met03]. Since we will use these concepts in a restricted setting,
we will not give the most general definitions.
Definition 3.25. Let C be a site and Presh(C) = SetsC
op
. With any C ∈ C,
we associate the Yoneda functor hC = Hom(−, C) ∈ Presh(C). Similarly,
with any morphism f : C → C ′ in C, we associate the natural transformation
hf = Hom(−, f) : hC ⇒ hC′ . Recall that for F ∈ Presh(C), there is a natural
bijection of sets Hom(hC , F ) ∼= F (C), by the token of which we will identify
any d ∈ F (C) with the associated natural transformation.
Let f : F ⇒ G be a morphism in the category Sh(C) of sheaves on C.
We call f a covering morphism if for any C ∈ C and any d ∈ G(C), there
exist a covering (fα : Cα → C) in C and elements dα ∈ F (Cα) such that
f ◦dα = d◦hfα as natural transformations hCα ⇒ G for all α—equivalently,
we may require that G(fα)(d) = fCα(dα) for all α.
Let C = SDomMS with the DeWitt topology, and f : F ⇒ G be a
morphism where F,G ∈ Sh(SDomMS). The morphism f is representable if
for any U ∈ SDomMS and any g ∈ G(U), there are Uα ∈ SDomMS and a
natural equivalence Y
(∐
α Uα
)
∼= Y (U) ×G F . (Here, recall that the fibred
product F ×H G in Sh(C) is given by the fibred product in sets.) The sheaf
F is locally representable if there are Uα ∈ SDomMS and a representable
covering Y
(∐
α Uα
)
⇒ F .
We call a representable morphism f an e´tale if for all U ∈ SDomMS and
any representable morphism Y (U)⇒ G, the projection F ×G Y (U)⇒ Y (U)
is (the image under Y of) an e´tale morphism of supermanifolds. Here, a mor-
phism g :M⇒N in SManMS is called an e´tale morphism of supermanifolds
if there exists an atlas (ϕα : Uα ⇒M) such that for some (equivalently, any)
atlas (ψβ : Vβ ⇒ N ) and any α, β, the projection p2 : Uα ×N Vβ ⇒ Vβ is
an open embedding. Thus, there exists an open subfunctor Uαβ ⊂ Uα such
that p1 : Uα ×N Vβ ⇒ Uαβ is an isomorphism in SDomMS . If, furthermore,
Vβα ⊂ Vβ denotes the open subfunctor which, as a superdomain, is isomor-
phic to Uα×N Vβ via the morphism induced by p2, then the local expression
gβα : Uαβ ⇒ Vβα of g, determined by ψβ ◦ gβα = g ◦ ϕα on Uαβ, is an
isomorphism in SDomMS. △
Remark 3.26. Some comments on the above terminology are perhaps in
order for the unaccustomed reader. The term covering morphism should be
understood as a generalisation of the corresponding notion from topology
(i.e. of covering maps); another analogous notion is that of a surjective
submersion.
In general, ‘local’ properties of morphisms of sheaves (such as ‘e´tale’) can
be defined only for such morphisms which are given as ‘glued morphisms
of superdomains’. The notion ‘representable’ encodes the concept of a mor-
phism being in this sense ‘glued from local pieces’. Representable morphisms
then are e´tale when so are their local representatives.
The reader should observe that the notion of e´tale defined for morphisms
of supermanifolds is appropriate in this context (and in this context only).
It could also be referred to by the somewhat cumbersome parlance ‘local
diffeomorphism’.
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Proposition 3.27. A sheaf F ∈ Sh(SDomMS) belongs to the essential im-
age of Y = YMS if and only if it is locally representable by a representable
e´tale covering morphism p :
∐
α Y (Uα)⇒ F where Uα ∈ SDomMS.
Proof. For the sake of simplicity, we will write Y (U) = U whenever no
confusion is possible. Let M be a supermanifold and (ϕα : Uα ⇒M) be an
atlas, and define p = ∐αϕα :
∐
α Uα ⇒M. Since
∐
α Uα is a supermanifold
with an atlas given by the inclusions iα : Uα ⇒
∐
β Uβ, we may think of p
as a morphism in SManMS by Proposition 3.24. We need to see that p is a
representable e´tale covering.
First, we show that it is a covering in Sh(SDomMS). To that end, let
d : U ⇒ M be a morphism of supermanifolds where U ∈ SDomMS. Since
id : U ⇒ U is an atlas of U , this implies that the fibre product Uα ×M U
exists with its projections in SDomMS . Since ϕα is an open embedding in
TopΛ, it follows that the projections (fα : Uα×MU ⇒ U) form a covering in
SDomMS . Let pα : Uα×MU ⇒ Uα be the first projections; then dα = iα ◦pα
satisfies p ◦ dα = ϕα ◦ pα = d ◦ fα, as required. Hence, p is a covering
morphism.
Next, we show that p is representable. This follows in much the same way:
for any morphism g : U ⇒ M of supermanifolds where U ∈ SDomMS, the
pullback Uα×MU is a superdomain. Hence, p is representable. Moreover, the
projections (Uα ×M U ⇒ U) form a covering of superdomains, so that their
disjoint union
∐
α Uα ×M U ⇒ U is an e´tale morphism of supermanifolds,
and p is a representable e´tale covering morphism.
Conversely, assume that p :
∐
α Uα ⇒ F is a representable e´tale covering
where Uα ∈ SDomMS. Define ϕα : Uα ⇒ F by ϕα = p ◦ iα. Let N =
∐
α Uα.
By assumption, the pullback N ×F N of p with itself exists in SManMS , and
the projection g : N ×F N ⇒ N is e´tale.
Hence, there exist an atlas (ψj : Vj ⇒ N ×F N ) and open subfunctors
Vαj ⊂ Vγ and U
j
α ⊂ Uα such that the local expression g
j
α : Vαγ ⇒ U
j
α of g,
determined by g ◦ ψj = ϕα ◦ g
j
α on Vαj , is an isomorphism in SDomMS , and
Uα =
⋃
j U
j
α. For α, β, j, let U
j
αβ ⊂ U
j
α be an open subfunctor such that
the restriction gjα : Vαj ∩ V
β
j ⇒ U
j
αβ is an isomorphism in SDomMS. Let
ϕjβα : U
j
αβ ⇒ U
j
βα be defined by ϕ
j
βα ◦ g
j
α = g
j
β . If j
′ is another index in the
same index set as j, then on U jαβ ∩ U
j′
αβ, we have
ϕβ ◦ ϕ
j
βα = ϕβ ◦ g
j
β ◦ (g
j
α)
−1 = g ◦ ψj ◦ (g
j
α)
−1 = ϕα = ϕβ ◦ ϕ
j′
βα .
Hence, ϕjβα = ϕ
j′
βα on U
j
αβ ∩ U
j′
αβ. Let Uαβ =
⋃
j U
j
αβ; this defines an open
subfunctor of Uα. As a special case of Proposition 3.23, there exists a unique
isomorphism ϕβα : Uαβ ⇒ Uβα in SDomMS such that ϕβα = ϕ
j
βα on U
j
αβ.
Clearly, Uα = Uαα, ϕαα = id, ϕγβ ◦ ϕβα = ϕγα on Uαβ ∩ Uαγ . By Proposi-
tion 3.23, there existsM∈ SManMS and an atlas (ϕ˜α : Uα ⇒M) such that
ϕ˜α ◦ ϕαβ = ϕ˜β on Uβα.
We wish to define a morphism ϕ : M ⇒ F in Sh(SDomMS) such that
ϕα = ϕ ◦ ϕ˜α. Let V ∈ SDomMS. We have to define ϕV :M(V)→ F (V). To
that end, let φ ∈ M(V). Set Vα = Uα ×M V, let φα : Vα ⇒ Uα be the first
projection, and ψα : Vα ⇒ V the second projection. Then ϕ˜α ◦ φα = φ ◦ψα.
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Set φ˜α = ϕα ◦ φα : Vα ⇒ F . Then φ˜α may be considered as an element
of F (Vα). Moreover, since (ϕ˜α : Uα ⇒M) is a covering in SManMS , (ψα :
Vα ⇒ V) is a covering in SDomMS. By construction, Uαβ is the fibre product
Uα ×M Uβ in SManMS with first projection the inclusion iαβ : Uαβ ⊂ Uα,
and second projection iβα ◦ ϕβα : Uαβ ⇒ Uβ.
Consider the fibre product Vα ×M Vβ with its projections pα, pβ with
codomains Vα and Vβ, respectively. We have
ϕ˜α ◦ φα ◦ pα = φ ◦ ψα ◦ pα = φ ◦ ψβ ◦ pβ = ϕ˜β ◦ φβ ◦ pβ .
By the universal property of the fibred product, there exists a unique mor-
phism φαβ : Vα ×V Vβ → Uαβ such that
φα ◦ pα = iαβ ◦ φαβ and φβ ◦ pβ = iβα ◦ ϕβα ◦ φαβ .
Then
φ˜β ◦ pβ = ϕβ ◦ φβ ◦ pβ = ϕβ ◦ ϕβα ◦ φαβ = ϕα ◦ φαβ = φ˜α ◦ pα .
Since F is a sheaf, there exists a unique φ˜ ∈ F (V) such that φ˜ ◦ψα = φ˜α for
all α. We set ϕV(φ) = φ˜. Summarising the definition, φ and φ˜ are related by
φ˜◦ψα = ϕα ◦φα and ϕ˜α ◦φα = φ◦ψα. One readily checks that this defines a
natural transformation ϕ :M⇒ F in Sh(SDomMS) and that ϕ ◦ ϕ˜α = ϕα.
The claim is proved as soon as it has been shown that ϕ is an isomorphism.
To that end, it suffices to prove that the natural inclusion of fibred prod-
ucts
∐
α Uα ×M
∐
α Uα →
∐
α Uα ×F
∐
α Uα is an isomorphism. But this
follows from the fact that ϕ is an isomorphism on the open subfunctor of
M onto which ϕ˜α defines an isomorphism. 
3.2.2. Berezin–Kostant–Leites supermanifolds as sheaves. We will now ap-
ply the same procedure that we have applied to Molotkov–Sachse super-
manifolds in the context of Berezin–Kostant–Leites supermanifolds over R.
I.e., we define Berezin–Kostant–Leites supermanifolds, embed them into the
category of sheaves on Berezin–Kostant–Leites superdomains, and charac-
terise the essential image of this embedding. Most of the arguments will be
completely parallel to the case of Molotkov–Sachse supermanifolds, so that
we will only indicate the differences.
Definition 3.28. Let SRSpR denote the category whose objects (called
graded R-ringed spaces) are pairs (X,F) where X is a topological space,
and F is a sheaf of unital R-superalgebras over X; and whose morphisms
(X,F) → (Y,G) are pairs (ϕ,ϕ∗) where ϕ : X → Y is continuous and
ϕ∗ : G → ϕ∗F is a morphism of sheaves of unital R-superalgebras. Clearly,
SDomBKL is a full subcategory.
A morphism (ϕ,ϕ∗) : (X,F) → (Y,G) is called an open embedding if ϕ
is an open embedding and ϕ∗ induces an isomorphism G|ϕ(X) → ϕ∗F . A
family of open embeddings in SRSpR is a covering if the underlying family
of maps of topological spaces is jointly surjective. Clearly, this defines a
Grothendieck topology on SDomBKL and SRSpR which we call the standard
topology.
An object (X,F) ∈ SRSpR is a supermanifold in the sense of Berezin–
Kostant–Leites if it has a covering by objects of SDomBKL. We define
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SManBKL to be the full subcategory of SRSpR whose objects are super-
manifolds.
We call an object X = (X,F) ∈ SRSpR Hausdorff if X is Hausdorff;
equivalently, the diagonal morphism X → X×X is closed (on the level of the
underlying topological spaces). We let SManHdBKL be the full subcategory of
SManBKL whose objects are Hausdorff. If R = R or R = C, then SMan
Hd
BKL
is the category of Berezin–Kostant–Leites supermanifolds as it is usually
defined in the literature (if, with a view towards infinite dimensions, one
ignores the axiom of second countability). △
Proposition 3.29. The Yoneda embedding
Y = YBKL : SManBKL → Sh(SDomBKL) : X 7→ X (−) = Hom(−,X )
is fully faithful.
Proof. This follows from the Yoneda lemma and the fact that ringed spaces
and their morphisms can be glued [Gro60, Chapitre 0, (4.1.7)]. 
We define the concepts of representable and e´tale morphisms in the cat-
egory Sh(SDomBKL) in much the same way as for Sh(SDomMS).
Definition 3.30. Consider SDomBKL with the standard topology, and let
f : F ⇒ G be a morphism where F,G ∈ Sh(SDomBKL). The morphism f is
representable if for any U ∈ SDomBKL and any g ∈ G(U), there are superdo-
mains Uα ∈ SDomBKL and a natural equivalence Y
(∐
α Uα
)
∼= Y (U)×G F .
The sheaf F is locally representable if there are Uα ∈ SDomBKL and a rep-
resentable covering Y
(
Uα
)
⇒ F .
We call f an e´tale morphism if for all U ∈ SDomBKL and any repre-
sentable morphism Y (U) ⇒ G, the projection F ×G Y (U) ⇒ Y (U) is (the
image under Y of) an e´tale morphism of supermanifolds. Here, a morphism
g : M → N in SManBKL is called an e´tale morphism of supermanifolds if
there exists a covering (ϕα : Uα →M) of M by objects of SDomBKL such
that (g ◦ ϕα : Uα → N ) is a covering. △
Remark 3.31. Again, the above notion of e´tale is modeled on local homeo-
morphisms, which is entirely appropriate in this context. It should not be
confused with the more subtle notion of e´tale from algebraic geometry.
Proposition 3.32. A sheaf F ∈ Sh(SDomBKL) belongs to the essential
image of Y = YBKL if and only if it is locally representable by a representable
e´tale covering morphism p :
∐
α Y (Uα)⇒ F where Uα ∈ SDomBKL.
Proof. The proof is exactly the same as for the setting of Molotokov–Sachse
supermanifolds (Proposition 3.27). In fact, the subtle points in that case,
concerning different Grothendieck topologies, are trivial here: SDomBKL,
SManBKL are full subcategories of SRSpR, and a covering in SRSpR whose
domains and codomains lie in SManBKL (resp. SDomBKL) is a covering in
that site. 
3.3. Equivalence of SManBKL and SMan
fd
MS.
Definition 3.33. A supermanifold (M, [A]) ∈ SManMS is called finite-
dimensional if there exists a supermanifold atlas (ϕα : Uα ⇒M) ∈ [A] such
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that Uα ∈ SDom
fd
MS for all α. The category SMan
fd
MS (resp. SMan
fd,Hd
MS )
is defined to be the full subcategory of SManMS (resp. SMan
Hd
MS) whose
objects are finite-dimensional supermanifolds. △
Remark 3.34. In passing, note the following amusing fact. In the definition
of finite-dimensional Molotkov–Sachse supermanifolds, we have not imposed
a bound on the dimension of their local models. Indeed, there is no reason
to do so. For instance, if one defines (finite-dimensional) smooth manifolds
properly (and not only manifolds of pure dimension), there may be an in-
finite number of connected components, and also an unbounded family of
local dimensions. Thus,
∐
n∈N R
n is an ordinary smooth manifold (its global
dimension is ∞, but all local dimensions are finite).
3.35. By Propositions 3.24 and 3.27 one clearly has by restriction a Yoneda
embedding Y = Y fdMS : SMan
fd
MS → Sh(SDom
fd
MS) whose essential image
consists of those F ∈ Sh(SDomfdMS) which are locally representable by a
representable e´tale covering p :
∐
α Uα ⇒ F where Uα ∈ SDom
fd
MS for all α.
Theorem 3.36. Let R be a non-discrete Hausdorff topological field of char-
acteristic zero, and recall the equivalence Φ : SDomfdMS → SDomBKL from
Theorem 3.13. Define
Φ∗ : Sh(SDomBKL)→ Sh(SDom
fd
MS) : F 7→ F ◦Φ .
Then Φ∗ is an equivalence of categories which restricts to equivalences
SManBKL → SMan
fd
MS and SMan
Hd
BKL → SMan
fd,Hd
MS .
Proof. To see that Φ∗ is well-defined, we need to check that for any family of
morphisms (fα : Uα ⇒ V) in SDom
fd
MS, (Φ(fα) : Φ(Uα)→ Φ(V)) is a covering
in SDomBKL if and only if (fα) is a covering in SDom
fd
MS . First we note that
in both categories of superdomains, an open embedding was by definition the
composition of an isomorphism with an embedding of subdomains. These
are clearly mapped to each other by the equivalence Φ. If (fα) is jointly
surjective, then so is (fα,R), which is the family of maps underlying the
family of morphisms (Φ(fα)).
Conversely, let (Φ(fα)) be a covering so that (fα) consists of open embed-
dings and we need to check that (fα,λ) is jointly surjective for any λ ∈ Λ. Let
x ∈ V(λ), with xR = V(ε)(x). Then xR ∈ Φ(fα)(Uα(R)) for some α, so that
by Proposition 3.9, x defines a morphism ∗λ → Φ(V)|Φ(fα)(Uα(R))
∼= Φ(Uα).
In other words, there is a morphism y : ∗λ → Φ(Uα) such that Φ(fα)◦y = x.
The corresponding point y ∈ Uα(λ) satisfies fα,λ(y) = x. Thus, Φ
∗ is well-
defined, and it is easy to see that it is a functor.
The notion of covering in a Grothendieck topology is by definition stable
under isomorphism. Therefore, any quasi-inverse Ψ of Φ defines in the same
way a quasi-inverse Ψ∗ of Φ∗, and Φ∗ is an equivalence.
By these considerations, it is also clear that covering, representable and
e´tale morphisms in one category of sheaves are mapped to the same variety
of morphisms in the other category by Φ∗ and Ψ∗, so that we obtain an
equivalence SManBKL → SMan
fd
MS . The equivalence of the categories of
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Hausdorff supermanifolds follows from Proposition 3.23, since up to isomor-
phism, any Molotkov–Sachse supermanifold is given as the gluing of local
data as in that proposition. 
4. DeWitt–Tuynman supermanifolds
4.1. Tuynman-smooth maps. Let R be a unital commutative Hausdorff
topological Q-algebra with a dense group of units which we assume to be
locally kω (so that R is locally compact if it is metrisable [GGH10, Propo-
sition 4.8]). We denote by TopSModlkoR the full subcategory of TopSModR
formed by the graded topological R-modules which are locally kω-spaces.
The following slightly strange definition is the correct formulation of
Tuynman’s C1 concept [Tuy97, Tuy04] over R.
Definition 4.1. Let E,F ∈ TopSModlkoR , E∞ = E(λ
∞) and E∞ = E⊗λ∞.
A subset U ⊂ E∞ is called nilsaturated if x + n ∈ U for all x ∈ U , and
all n ∈ NU = 〈U〉R ∩ (E ⊗ λ
∞+) where 〈U〉R denotes the R-linear span. If
U is nilsaturated, then U = UR + NU for some unique UR ⊂ E. A map
f : U → F∞ is called grounded if f(UR) ⊂ F ; it is called even if U ⊂ E∞
and f(U) ⊂ F∞.
If U ⊂ E∞ is nilsaturated, then
U [1] =
{
(x, v, t) ∈ U × E∞ × λ∞
∣∣ x+ vt ∈ U
}
is nilsaturated in E∞[1] = E∞×E∞×λ∞. Let U ⊂ E∞ be nilsaturated and
f : U → F∞ be grounded and DeWitt-continuous. (Recall the definition
of the DeWitt topology from 2.4.) Then f is called Tuynman-C1 whenever
there exists a grounded and DeWitt-continuous map f [1] : U [1] → F∞ such
that
f(x+ vt)− f(x) = f [1](x, v, t) · t for all (x, v, t) ∈ U [1] .
By induction, one defines Tuynman-Ck and Tuynman-smooth maps. △
Proposition 4.2. Let U ⊂ E∞ be DeWitt-open and f : U → F
∞ be even
and Tuynman-C2. Then fR = f |UR : UR → F is C
1 and there exists a
DeWitt-continuous extension f (1) : U × E∞ → F∞ of dfR such that for all
x ∈ U , f (1)(x) = f (1)(x, ·) is even and λ∞-linear and
f(x+ a)− f(x) = f (1)(x)(a) for all x ∈ U , a ∈ E(λ∞θp) .
Proof. We compute for a = bθp ∈ E(λ
∞θp)
f(x+ a)− f(x) = f [1](x, b, θp) · θp
= f [1](x, b, 0) · θp + f
[2](x, b, 0, 0, 0, 1, θp) · θ
2
p = f
(1)(x)(b · θp)
where we set f (1)(x)(v) = f [1](x, v, 0). By the equation, f [1](x, v, 0) is
uniquely determined, and it is hence easy to check that f (1) is DeWitt-
continuous, and even and λ∞-linear in its second argument. Since f , f [1]
are assumed to be DeWitt-continuous, it follows that fR, f
[1]
R are continuous,
and one sees that f is C1, and that f (1) extends dfR. 
This suggests a simpler definition of Tuynman-smoothness.
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Definition 4.3. Let E,F ∈ TopSModlkoR and U ⊂ E∞ a DeWitt-open
subset. By Lemma 2.5, U = UR + E
+
∞ for some uniquely determined open
subset UR ⊂ E0; here, E
+
∞ = (E ⊗ λ
∞+)0.
We will call any grounded and even map f = f (0) : U → F∞ λ
∞-smooth
if f is DeWitt-continuous, fR = f |UR : UR → F0 is C
∞ over R, and there
exist for all k > 1 DeWitt-continuous maps f (k) : U × (E⊗λ∞)k → F ⊗λ∞
subject to the following conditions:
(i). For k > 1 and x ∈ U , f (k)(x) is even, λ∞-multilinear, super-
symmetric, and f (k)(x)(Ek) ⊂ F . That f (k)(x) is supersymmetric
means
f (k)(x)(. . . , u, v, . . . ) = (−1)|u||v|f (k)(x)(. . . , v, u, . . . )
for all homogeneous u, v of parity |u| and |v|, respectively.
(ii). For any k > 1, f (k) extends dkfR.
(iii). For any k > 0, p > 1, x ∈ U , a ∈ E(λ∞θp), v1, . . . , vk ∈ E∞, we
have
(4.1) f (k+1)(x)(a, v1, . . . , vk) =
(
f (k)(x+ a)− f (k)(x)
)
(v1, . . . , vk) .
It is clear that for k > 1, f (k) is uniquely determined by its restriction to
U × Ek ⊂ U∞ × E
k
∞. In particular, (4.1) holds for all vj ∈ E ⊗ λ
∞. △
Lemma 4.4. Let f = f (0) : U∞ → F∞ be λ
∞-smooth. Then for all k > 0,
f (k) : U × Ek∞ → F∞ is continuous for the standard topology.
Proof. By Proposition 2.8, there exists a unique open subfunctor U ⊂ E
such that U(λ∞) = U . Moreover, U × Ek∞ = lim−→N U(λ
N ) × Ek∞ in Top
[GGH10, Proposition 4.7]. Thus, it suffices to prove the assertion for the
restriction of f (k) to U(λN )× Ek∞ for any N .
Fix N . Any x ∈ U(λN ) can be uniquely decomposed as x =
∑N
j=0 xj
where x0 ∈ UR, xj ∈ U(θjR[θj+1, . . . , θN ]). By (4.1),
f (k)(x) = f (k)(x− xN ) + f
(k+1)(x− xN )(xN , ·) .
Thus, by induction, for all k > 0, f (k) is continuous when restricted to
U(λN )×Ek∞, if for all k > 0, f
(k) is continuous when restricted to UR×E
k
∞.
Let us prove this last assertion. As above, UR×E
k
∞ = lim−→M
UR×E(λ
M )k
in Top, so it suffices to prove it for the restriction of f (k) to UR × E(λ
M )k
for any M . For v1, . . . , vk ∈ E(λ
M ), write vi =
∑
I viIθI where viI ∈ E|I|,
the symbol |I| denoting the parity of I. Then, for all x ∈ UR,
f (k)(x)(v1, . . . , vk) =
∑
I1,...,Ik
f (k)(x)(v1I1 , . . . , vkIk)θI1 · · · θIk .
Since this sum has a fixed finite length, f (k) is continuous when restricted
to UR ×E(λ
M )k if it is continuous when restricted to UR ×E
k. But this is
true by the definition of the DeWitt topology. 
Proposition 4.5. Let f : U → F∞ be λ
∞-smooth. Then for all x ∈ U ,
y ∈ E+∞, we have
(4.2) f(x+ y) =
∞∑
k=0
1
k!
· f (k)(x)(y, . . . , y) .
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Proof. Write y =
∑N
j=1 yj where yj ∈ E(λ
∞θj) (such a decomposition may
not be unique, but we don’t care). One proves the formula
f(x+ y) =
∞∑
k=0
∑
|I|=k
f (k)(x)(yi1 , . . . , yik)
for arbitrary x ∈ U , by induction on N . Then the assertion follows as in
the proof of Proposition 2.21. 
Theorem 4.6. Let R be a locally kω topological Q-algebra with dense group
of units. Let E,F ∈ TopSModlkoR and U ⊂ E an open subfunctor. Let
U = U(λ∞) and f : U → F∞ = F (λ
∞) be a map. The following are
equivalent:
(i). The map f is λ∞-smooth.
(ii). The restrictions fλ = f |U(λ), λ ∈ Λ, define a smooth natural trans-
formation (fλ) : U ⇒ F .
(iii). The map f is Tuynman-smooth.
Proof. (i) ⇒ (ii). Let f be λ∞-smooth. By (4.2), and the λ∞-linearity and
evenness of the f (k), fλ(U(λ)) ⊂ F (λ) and it is easy to check that this defines
a natural transformation of set-valued functors. By Lemma 4.4, the fλ are
continuous. Since continuous multilinear maps are smooth (over R), and
all of the dkfR are smooth, (4.2) also proves that all of the fλ are smooth
over R. (On U(λ), λ ∈ Λ fixed, the sum in (4.2) has bounded length.)
Since dfλ(x) = f
(1)(x, ·) on their common domain of definition, fλ has λ
∞
0 -
linear first derivatives at every point, and from Theorem 2.19, we find that
(fλ) : U ⇒ F is a smooth natural transformation.
(ii) ⇒ (iii). This follows from Proposition 2.21.
(iii) ⇒ (i). This follows by induction from Proposition 4.2. 
Proposition 4.7. Let R = R and E,F ∈ TopSModR be finite-dimensional.
Further, let U ⊂ E∞ = E(λ
∞) be DeWitt open, and f : U → F∞ be even,
grounded and DeWitt-continuous. If f is λ∞-smooth, then there exists a
grounded DeWitt-continuous map φ : U × U × E∞ → F∞ = F ⊗ λ∞ such
that φ(x, y) = φ(x, y, ·) is λ∞-linear and even, and
f(x)− f(y) = φ(x, y)(x − y) for all x, y ∈ U .
Conversely, if such a φ exists, then f is Tuynman-C1.
Proof. Let f be λ∞-smooth. For any λ ∈ Λ∞, fλ = f |U(λ) : U(λ)→ F (λ
∞)
is C1 over R, by Theorem 4.6. By [Tuy04, Proposition 1.8, Remark 1.12],
there exist for any λ ∈ Λ continuous maps φλ : U(λ)×U(λ)×E(λ)→ F (λ)
such that
fλ(x)− fλ(y) = φλ(x, y)(x− y) for all x, y ∈ U(λ)
and φλ is R-linear in its third argument. Using the naturality of (fλ) and the
λ0-linearity of the derivatives, it is not hard to show that one may choose
φλ(x, y) such that an even and λ-linear extension to E⊗λ exists. Now, one
takes φ = lim
−→λ
φλ.
As for the converse, one may define f [1](x, v, t) = φ(x+ vt, x)(v). 
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Remark 4.8. By Proposition 4.7, our definition of Tuynman-smoothness is
equivalent to Tuynman’s definition of smoothness [Tuy04, Definitions 1.16]
if R = R and the domain of definition is given by a finite-dimensional super-
vector space. (Tuynman actually also considers maps which are not even,
but this is clearly not a restriction, since one may take F ⊕ΠF as the target
space.)
Thus, our definition is an extension to arbitrary base rings R (subject to
our assumptions) of Tuynman’s concept. A severe restriction which has to be
imposed is that the model spaces E are locally kω. In case R is a non-discrete
locally compact field of characteristic zero, this reduces essentially to the
case where E is the topological direct limit of finite-dimensional subspaces.
This indicates that the intuitive point of view offered by DeWitt–Tuynman’s
approach is not available in more general infinite-dimensional settings (such
as the Banach space setting considered by Molotkov–Sachse).
4.2. De Witt–Tuynman vs. Molotkov–Sachse supermanifolds. Let
R be a non-discrete locally kω topological field of characteristic zero.
Definition 4.9. The category SDomdWT = SDomdWT (R) of DeWitt–Tuyn-
man superdomains has as objects pairs (U,E) where E ∈ TopSModlkoR and
U ⊂ E(λ∞) is DeWitt open; its morphisms f : (U,E) → (V, F ) are the
grounded, even and λ∞- (or, equivalently, Tuynman-) smooth mappings
f : U → F (λ∞) such that f(U) ⊂ V .
Let SDomlkoMS denote the full subcategory of SDomMS of superdomains
whose model spaces E are locally kω. △
Theorem 4.10. The categories SDomdWT and SDom
lko
MS are isomorphic.
Proof. This follows immediately from Theorem 4.6. 
Definition 4.11. Let M be a topological space. Consider a jointly surjec-
tive collection A = (ϕα : Uα → M) of open embeddings (for the DeWitt
topology) of superdomains Uα = Uα(λ
∞) where Uα ⊂ Eα (for graded R-
modules Eα ∈ TopSMod
lko
R ) are open subfunctors. If for all α, β,
ϕβα = ϕ
−1
β ◦ ϕα : (Uαβ , Eα)→ (Uβα, Eβ)
is an isomorphism in SDomdWT where Uαβ = ϕ
−1
α (ϕβ(Uβ)), then we call A
a DeWitt–Tuynman atlas.
If B is another atlas, then A and B are called equivalent if their union is
again a DeWitt–Tuynman atlas. A pair (M, [A]) where M is a topological
space and [A] is an equivalence class of DeWitt–Tuynman atlases is called
a DeWitt–Tuynman supermanifold. We will usually not expressly mention
the chosen equivalence class of atlases.
Let f : M → N be a map where M and N are DeWitt–Tuynman su-
permanifolds. Then f is a morphism of DeWitt–Tuynman supermanifolds
if it is continuous, and for some (any) atlases (ϕα) of M and (ψβ) of N (in
the chosen equivalence classes), the map ψ−1β ◦ f ◦ ϕα is (on its domain of
definition) a morphism in SDomdWT .
The topology induced by an atlas (i.e. the finest topology such that all
local charts ϕα are continuous for the standard topology on Uα) will be
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called the standard topology on a DeWitt–Tuynman supermanifold. It de-
pends only on the equivalence class of the atlas, by Lemma 4.4. A DeWitt–
Tuynman supermanifold will be called Hausdorff if it is Hausdorff in the
standard topology.
We denote the category of DeWitt–Tuynman supermanifolds and their
morphisms by SMandWT = SMandWT (R); the full subcategory of Hausdorff
supermanifolds is denoted SManHddWT . Let SMan
lko
MS and SMan
lko,Hd
MS denote
the full subcategories of SManMS and SMan
Hd
MS , respectively, comprised
of those supermanifolds which are locally modeled over superdomains in
SDomlkoMS . △
Remark 4.12. To consider the DeWitt topology in the definition of super-
manifolds is a little bit beside the point. It serves only to single out the
correct model spaces. Indeed, by Lemma 4.4, all of the transition functions
Uαβ → Uβα are automatically homeomorphisms in the standard topology.
Tuynman [Tuy04, Definitions 4.1] calls DeWitt–Tuynman supermanifolds
without the Hausdorff axiom proto-A-manifolds (where A = λ∞).
Theorem 4.13. Let R be a non-discrete Hausdorff topological field of char-
acteristic zero. The categories SMandWT and SMan
lko
MS are isomorphic. The
isomorphism can be chosen to induce an isomorphism of SDomHddWT and
SDomlko,HdMS .
Proof. Let Φ : SManlkoMS → SMandWT be defined on objects by Φ(M, [A]) =
(lim
−→N
M(λN ), [A]), where A = (lim
−→N
ϕα,λN ) if A = (ϕα), and on morphisms
by Φ(f) = lim−→N fλN . It is fairly straightforward to check that Φ is well-
defined and functorial.
Let (M, [A]) ∈ SMandWT . Let (ϕα) ∈ [A] be an atlas, and define for
all λ ∈ Λ subspaces M(λ) =
⋃
α ϕα(Uα(λ)) of M where Uα ∈ SDom
lko
MS
is uniquely determined by the requirement that Uα(λ
∞) = Uα = domϕα.
Then M(λ) is independent of the choice of atlas.
Moreover, M(λ) ≈
∐
α Uα(λ)/ ∼ as topological spaces, where Uαβ is
determined by Uα,β(λ
∞) = ϕ−1α (ϕβ(Uβ)) and where ∼ is the equivalence
relation on
∐
α,β Uαβ(λ) defined by the transition functions. Hence, there
exist for any given even algebra morphism ̺ : λ → λ′ continuous maps
M(̺) :M(λ) →M(λ′) determined by M(̺) ◦ ϕα|Uα(λ) = ϕα|Uα(λ′) ◦ Uα(̺)
for all α. Thus, we have defined a functor M ∈ TopΛ. If we moreover
define φα,λ = ϕα|Uα(λ), then, by definition of M, φα = (φα,λ)λ is a natural
transformation Uα ⇒M.
Furthermore, A = (φα : Uα ⇒M) is a covering in Top
Λ. Since all of the
maps ϕβα : Uαβ → Uβα are isomorphisms in SDomdWT , the fibred products
Uα×M Uβ exist in SDom
lko
MS , and it follows that (φα) is an atlas. Moreover,
equivalent (DeWitt–Tuynman-) atlases of M lead by this construction to
equivalent (Molotkov–Sachse-) atlases of M. If, moreover, ϕ : M → N is a
morphism of DeWitt–Tuynman supermanifolds, we obtain a natural trans-
formation φ = (φλ) :M⇒N by setting φλ = ϕ|M(λ). By Theorem 4.10, or
directly by Theorem 4.6, this is well-defined. Now, let Ψ(M, [A]) = (M, [A])
and Ψ(ϕ) = φ. This is easily seen to be a functor, and moreover, it is inverse
to Φ.
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To show that SManHddWT and SMan
lko.Hd
MS are isomorphic, one needs to see
that (M, [A]) is Hausdorff if and only if M(R) is. This follows in much the
same way as in the proof of Proposition 3.23. 
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