Abstract-Haptic Jamming, the approach of simultaneously controlling mechanical properties and surface deformation of a tactile display via particle jamming and pneumatics, shows promise as a tangible, shape-changing human-computer interface. Previous research introduced device design and described the force-displacement interactions for individual jamming cells. The work in this article analyzes the shape output capabilities of a multi-cell array. A spring-mass deformable body simulation combines models of the three actuation inputs of a Haptic Jamming surface: node pinning, chamber pressurization, and cell jamming. Surface measurements of a 12-cell prototype from a depth camera fit the mass and stiffness parameters to the device during pressurization tests and validate the accuracy of the model for various actuation sequences. The simulator is used to develop an algorithm that generates a sequence of actuation inputs for a Haptic Jamming array of any size in order to match a desired surface output shape. Data extracted from topographical maps and three-dimensional solid object models are used to evaluate the shape-matching algorithm and assess the utility of increasing array size and resolution. Results show that a discrete Laplace operator applied to the input is a suitable predictor of the correlation coefficient between the desired shape and the device output.
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INTRODUCTION
G RAPHICAL user interfaces (GUIs) provide an accessible channel for humans to interact with computers, serving as an essential driver in the large-scale adoption of the personal computer. However, even with the development of touch screens and multi-touch interfaces, GUIs lack many of the touch-based features accessed during interaction with real, physical objects. To restore the touch-based elements that are lost at the screen interface between humans and computers, GUIs can be supplemented with haptic interfaces. Commercial haptic interfaces range from well-timed vibrations of a screen to three-dimensional force feedback through a tabletop kinesthetic robot, but even these options miss some of the richness and information content afforded by tangible user interfaces [1] and real objects.
Creating a dynamic tangible interface capable of physically rendering the broad range of objects or scenes that a GUI can visually render remains a challenge, with several implementations proposed by researchers. One such implementation, Haptic Jamming [2] , uses a combination of particle jamming and pneumatics to create a tactile display with simultaneously controllable stiffness and deformable geometry. One inherent advantage of the Haptic Jamming methodology for displaying programmable surfaces over pin arrays or rigid mechanisms more commonly used for dynamic shape output displays is that its flexible, continuous surface can create a more natural feel for organic objects or medical simulation, rather than sharp, pixelated features.
However, the use of a non-rigid structure as a basis for the dynamic surface creates challenges for modeling and control of its configuration. While previous research [2] , [3] characterized the shape of ballooning single cells and the mechanical properties of the force-displacement interactions that human users experience, the exact sequence of cell jamming, node pinning, and chamber pressurization that results in a desired surface configuration is unknown. Section 2 describes existing methods for deformable body modeling, other shape changing interfaces, and a more detailed background on Haptic Jamming. Section 3 develops a framework to simulate the flexible body dynamics of a Haptic Jamming surface and all of its possible input actuations. Section 4 fits mass and stiffness parameters from the model to a 12-cell prototype by recording surface heights during separate sequences of chamber pressurization with the cells unjammed and jammed, and uses a depth camera to validate that the model holds for various actuation sequences. Based on the insights gained from this dynamic modeling, Section 5 proposes an algorithm to control the shape output by arrays of arbitrary dimensions. In conjunction with the simulator from Section 3, this shape control algorithm can validate the capabilities of a Haptic Jamming surface to match desired shape configurations, ranging from topographical maps to computer-aided design (CAD) models of three-dimensional objects like the one shown in Fig. 1 . A correlation coefficient evaluates how well the output matches the desired input shape, and the results in Section 5 elucidate the characteristics that make a desired surface configuration achievable.
BACKGROUND
This work builds on previous research across a number of fields, including haptics, human-computer interaction, graphics, and surgical simulation. The following sections outline existing devices and methods for shape control, background information on Haptic Jamming, and modeling deformable bodies.
Shape-Changing Interfaces and Control
A tactile display that can change shape both under the control of the computer and the user, conceptualized as "Digital Clay" [4] , represents an ideal for an advanced form of 3D computer input and output user interface. Display implementations include arrays of shape memory alloys [5] and pneumatics [6] , [7] . Pin arrays [8] , and more recently their combination with depth sensors and projectors, have allowed greater dynamic physical affordances for surface interactions [9] . For the majority of these displays, the large number of actuators means that shape control primarily involves down-sampling the desired shape to the resolution of the display and positioning each element accordingly. The SmartMesh multi-loop mechanism [10] is based on extendable links arranged in a double-layer square grid, and the Formable Object [11] uses a parallel rigid-body structure with kinematics optimized to render basic shapes like cylinders and spheres. For a "Digital Clay" display consisting of hydraulic actuators arranged along the rows and columns of an array [12] , the resolution of the interface can more feasibly be increased because the number of actuators scales linearly rather than polynomially as the size of the array grows [13] .
Haptic Jamming
A Haptic Jamming surface, shown in Fig. 2a as first developed in [2] , consists of a hollow silicone membrane molded into a flat array of thin cells. The cells are filled with granular material such that applying a vacuum to any individual cell can rapidly switch it from a soft, flexible state to rigid, "jammed" state. The silicone surface also creates a seal over a pressure-regulated air chamber beneath it such that increasing the pressure will balloon soft, "unjammed," cells or groups of cells outward, while the rigid cells remain locked in their current configuration. The device includes mechanisms to pin the nodes, i.e., locations on the surface where corners of multiple cells connect, at any given height. This can prevent rigid cells from rotating about one another, as illustrated in Fig. 2b , and provides an extra dimension of shape output capability. Various sequences of cell jamming, node pinning, and chamber pressurization create shapes of various size and complexity with controllable mechanical properties across the surface. Genecov et al. [14] investigated the human perception of individual Haptic Jamming cells with a psychophysical study. More recently, Li et al. examined the force-displacement characteristics of a human perception of a granular jamming chamber in series with a pneumatic chamber for multi-finger palpation [15] . A 12-cell prototype with the ability to pin nodes at any given height [3] demonstrated the feasibility of creating more complex surface geometries with larger arrays.
Deformable Body Modeling
A review article [16] by Meier et al. presents a comparison of the most prominent deformable modeling methods. Heuristic modeling approaches often involve linking points or volumes with springs or deformable splines and updating the model based on the interactions between them. Continuum mechanical modeling approaches resolve the differential equations governing the full body, most commonly through the finite element method (FEM). Although FEM techniques typically require significant computational time, they have shown promise for the control of flexible bodies in soft robotics [17] . Meier et al. [16] found that the spring-mass model and the boundary element method (BEM) represented the most promising approaches in terms of computation, topology, and biomechanical realism.
Heuristic spring-mass models suffer from non-constancy of the volume of an object, which can reduce realism in objects that normally maintain a constant volume. Such models also have the potential for instability of the integration schemes they implement as the number of springs and point masses in a model grows. A Haptic Jamming surface, however, does not maintain a constant volume in reality, and its relatively thin structure limits the number of point masses necessary to create an accurate model, suggesting the spring-mass model as a favorable approach. While FEM and BEM methods typically produce the most accurate results for solids with consistent material properties [18] , they require modeling the material as a continuous mass, which is not the case for a Haptic Jamming surface filled with discrete particles that falls outside the realm of traditional hyperelastic materials [19] . Furthermore, this work focuses on the shape control of a Haptic Jamming surface and the study of how increased size and resolution affects output performance, so although an FEM approach could ultimately produce a more accurate simulation, a springmass approach provides the desired utility without requiring parallelization onto a GPU for iterative algorithm testing or model adjustments.
DEFORMABLE MODELING OF HAPTIC JAMMING
Control of the shape of a Haptic Jamming display requires a model of the behavior of the surface and its response to all possible actuation inputs. Previous shape models were limited to a single cell ballooning from pressurization without any cell jamming or node pinning [2] . To understand the shape-output characteristics of a multi-cell array requires a significantly more complicated model to include the effects of interactions between neighboring cells of varying rigidity, pinning the nodes between cells, and different combinations of orders of operations.
Spring-Mass Model of an Array
We model the surface as a deformable body using a springmass model, similar to those described in [16] , such that it consists of an array of point masses connected by springdampers. We implemented the dynamic model in C++ using the CHAI3d libraries [20] as a wrapper for OpenGL to allow visualization of the surface and to permit force interactions via commercial kinesthetic haptic interfaces. A screen shot of a sample 3Â4 array is shown in Fig. 3 . The fixed boundaries of the array are marked by red points, interiors of cells are marked by blue points, pinnable nodes are marked by yellow points, and borders between cells are marked by green points. Cells in a jammed state have a slightly darker shade, similar to how cells in the real array become darker as the air is vacuumed out of them, packing the granules together more densely. We chose a grid mesh over the standard triangle and T-2 meshes for easy scaling of the array size. This allows us to include any number of rows and columns of cells and any number of point masses per cell edge. Additionally, the grid mesh facilitates ensuring that all boundary points are equally connected to neighboring cells, which is particularly important for the nodes at the corners of cells which can be pinned at any height. Furthermore, a grid mesh enables the methods that we developed to model chamber pressurization and particle jamming of individual cells described in Sections 3.2 and 3.3, respectively. Based on the 3Â4 square-cell array developed in [3] , we set up our simulation framework to use square cells; their size and quantity can easily be adjusted by changing constants in the simulation.
For a spring connecting point A to point B, the spring force acting on point B is . For the corresponding damper with linear damping coefficient b, the damping force acting on point B is
whereṽ B=A is the velocity of point B relative to point A, and its dot product withr B=A gives the component of that relative velocity that is along the axis of the spring-damper. Iterating through all of the spring-dampers in the system and adding gravity to each point allows the acceleration of each point to be calculated as the sum of the forces acting on it divided by its mass.
To avoid the complexity of calculating and reevaluating intermediate states, an explicit Euler integration scheme updates the velocities and positions of the non-fixed points based on the calculated acceleration values. Fixed points are held in place by simply not updating their positions after the integration in each time step. The points on the edge of the array are always fixed, and the pinnable nodes at the corners of cells can be toggled between fixed and not fixed to pin a node at its current height.
Air Chamber Pressurization
To simulate the effects of pressurizing the air chamber beneath the surface, we apply an outward force to each point mass proportional to the gauge pressure at that time step. Because there is no implicit function defining the surface, we estimate the normal vector at each point using the locations of the points surrounding it. One example of modeling pressurization in thin membranes [21] uses the weighted average of the normal to each plane around a vertex in a triangular mesh; for a grid mesh this method would add several additional computations for each point.
To work around this, we define the surface normal at a point asn
wherer R=L is the vector to the point to the right of point i from the point to its left, andr A=B is the vector to the point above it in the mesh from the point below it. Fig. 4 illustrates this concept for estimating the surface normal. Taking the cross product ofr R=L andr A=B in this order ensures that the resulting vector will be pointing outward from the surface, regardless of whether those points create a local profile that is convex or concave. The resulting force from the chamber pressure on each point
proportional to the gauge pressure, P gauge , and the average surface area per point, A spp can then be added into the summation of forces before calculating the acceleration in each time step of the integrator.
Simulation of Particle Jamming with Torsional Springs
Unlike node pinning and chamber pressurization, the forces associated with jamming of individual cells do not have an existing modeling framework that fits a spring-mass simulation. When no vacuum is applied to a cell, the granular material inside can flow freely, so the flexible membrane surrounding it primarily dictates the forces associated with any deformations. Given the elasticity of the silicone used in a Haptic Jamming device, the spring-mass model described above characterizes an unjammed cell fairly well. Previous research [3] developed spring-damper models to describe the force-displacement characteristics of particle jamming cells in compression, showing how the stiffness and damping parameters increase at higher levels of applied vacuum. This result would at first suggest one could model jamming in a springmass model by simply increasing the stiffness and damping parameters in each spring-damper within a jammed cell. However, the rheological models developed in [3] describe point compressions and do not define overall shape deformations at various levels of jamming, which involves some level of compliance as the surface can take on and hold new forms. Beyond the issue of "stiff integrators" reported in [16] , the method of increasing the spring stiffness fails to describe the behavior of a particle jamming system for more fundamental reasons. The application of a vacuum to a particle jamming cell causes the cell to become rigid in its current configuration, whatever that configuration may be. An increase in the stiffness of all of the springs in one cell of the surface simulation would increase the forces trying to hold that cell flat, which could accurately simulate a cell that was jammed while it was flat but would not model a cell jammed in any other configuration.
To simulate the rigidity of a jammed cell without creating an underlying three-dimensional volumetric structure of point masses requires a torsional stiffness that maintains the angles between points. To define a torsional spring at a point mass along one axis of the mesh involves that point, p i , as well as the points immediately preceding and following it, which we denote p A and p B . Given these three points, we can define the vectors from p i to p A and p B asr A=i and r B=i , respectively. We can then calculate the angle u between these two vectors
as the arccosine of their dot product divided by their magnitudes. By this definition, the possible values of u between the vectors in 3D space are limited to range from 0 to p. This and the following vector operations are illustrated in Fig. 5 . Each torsional spring has an associated equilibrium angle, u eq , that we initialize to p for all of the torsional springs in our flat mesh grid. When disturbed from its equilibrium angle, the torsional spring will apply forces to the points to push them back toward equilibrium angle such that the magnitude, t, of the resulting torque is proportional to this deviation from equilibrium and the torsional stiffness, k t of the spring t ¼ Àk t ðu À u eq Þ:
An intermediary unit vector (5)- (9).
normal to the plane created by the three points is necessary to calculate the forces on each point. The resulting forces on points A and B are calculated by rearranging the fundamentalt t ¼r ÂF relationship, wheret t ¼ tt t, so that the equations
guarantee that the force vectors,F A t andF B t will lie in the plane created by the three points and normal to each point's respective position vectors from point i. Finally, to ensure that the torsional spring applies only a net torque to the simulation with no net force, a resultant forcẽ
equal and opposite to the sum of the forces applied to points A and B must be applied to point i. Like the pressure forces in Equation (4, these forces are all added into the summation before integrating the accelerations in each time step. Points on the interior of cells, shown in blue in Fig. 3 , have two torsional springs each, one along each axis of the mesh. We group the torsional springs by cell to facilitate jamming of individual cells in the simulation. The framework for modeling these torsional springs also provides a method to account for the compliant nature of granular material-filled cells, where cells become less compliant as the vacuum level increases. We model this cell compliance, c c as the rate at which the equilibrium angles of its torsional springs change in each time step t
such that they move progressively towards their current angles in each time step. Thus, the stiffness and compliance coefficients in a torsional spring act as a spring and damper in series with adjustable parameters, or a Maxwell model, as developed in [3] to describe a jammed cell in compression. The linear springs from the silicone stiffness act as a spring in parallel to the Maxwell model, resulting in the Zener model developed to describe an unsupported cell. When a cell is in its unjammed state, all of its torsional springs have their stiffness, k t , set to zero and their compliance, c c , set to one. To jam a cell, the torsional stiffness is increased and the compliance decreased to form a more rigid body in its current configuration. The accompanying video shows the simulation with various combinations of actuation inputs, along with clips of the real device for comparison.
EXPERIMENTAL VALIDATION
To validate that our deformable body modeling methods accurately simulate a real Haptic Jamming surface, we built a 3Â4-cell array. The design and construction are similar to the device developed in [3] but with slightly larger 38 mm cell widths to allow more accurate surface capture by a Kinect v2 (Microsoft Corporation) depth camera mounted 600 mm above the surface. At this range, the Kinect depth sensor has a resolution of 1 mm and an accuracy of 2-4 mm [22] , and we interpolate the last ten frames before each measurement in an attempt to minimize the sensor noise. We use this published accuracy as the benchmark for the performance of our model.
Parameter Fitting
In order to validate the model with the 12-cell array, we first fit its parameters. Since the primary goal of this work is to model and control the static shape output of the surface, we focus here on methods to fit the mass, normal spring stiffness, and torsional spring stiffness parameters to the device. We used two tests, an unjammed and a jammed incremental pressurization, to fit these three parameters. The first test (the unjammed pressurization test) involves starting the surface in its unjammed and unpinned state and incrementally increasing the air pressure beneath the surface from 0 kPa to 2.41 kPa while recording the surface state with the Kinect at each increment. We conducted five separate trials of this test as shown in Fig. 6 . In this unjammed pressurization test, the heights start negative with low chamber pressure because the weight of the surface causes it to sag below its unstretched flat configuration. Once the force from the air pressure matches the force from gravity, the surface flattens. We use the average zero-crossing pressure (0.301 kPa) multiplied by the flat area of the surface in square meters (0.0174 m 2 for our 12-cell array) divided by gravity to calculate the effective mass parameter for the simulation (0.55 kg). With the mass parameter known, we simulate the unjammed pressurization test with a variety of normal spring stiffnesses. Plotting the center heights of the surfaces from these simulations at each incremental pressure shows a curve with a similar shape to the experimental data that either flattens out as the normal spring stiffness increases or steepens as the stiffness decreases. We use a modified version of the bisection method, described in Algorithm 1, to find the value of the normal springs' stiffness that best fits the data according to the coefficient of determination (r 2 ) value. Because increasing the spring stiffness monotonically flattens the curve, this method does not suffer from dependencies on the initial guess or finding local rather than After setting the value of the normal spring stiffness parameter, we conduct the second test (the jammed pressurization test) to find the value of the torsional spring stiffness parameter. In this test we first pressurize the chamber beneath the unjammed surface until it levels out and then jam all of its cells in that flat state. From this state, we then remove the underlying pressure before recording the jammed surface heights with chamber pressures incrementing from 0 to 3.45 kPa. As with the unjammed inflation test, we use Algorithm 1 to adjust the value for the torsional spring stiffness parameter in the simulation until we find the best fit to the experimental data. For our device, we found that a t of 504 N/radian, which with four point masses per 38 mm cell edge equates to a torsional stiffness of 4.79 Nm/rad, fits the data with an r 2 value of 0.90.
Output Comparison
We now use the device to verify that the model holds for inputs and conditions beyond simply incrementing pressure with all nodes unpinned and all cells either unjammed or jammed. For this test, we developed a set of actuation sequences that subject the device to a variety of types of deformation. Between each of the actuation sequences we capture the surface state with the depth camera to compare it against the surface that the simulator outputs for the same actuation sequence. As shown in Fig. 7 , we start the device with no cells jammed, no nodes pinned, and no pressure in the air chamber. In the first actuation sequence, we pressurize the chamber to the leveling pressure (0.301 kPa) before jamming four of the six cells on the right side of the array and pinning the four nodes in the middle and right side. In the second sequence, we increment the pressure to 0.414 kPa before jamming the cell and pinning the node in the bottom left corner. Finally, from this state we increment the pressure to 1.73 kPa and record the last surface snapshot to compare with the simulator output for this same set of actuation sequences. For the four states shown in Fig. 7 , the mean absolute difference between the simulated surface and the measured surface of the physical device are 2.05, 3.39, 3.42, and 2.36 mm respectively, which all fall within the range of the published accuracy of the depth sensor [22] .
SHAPE CONTROL
Controlling the shape of a Haptic Jamming surface presents an interesting problem because its system dynamics are nonlinear and largely configuration dependent. We define the starting state as an array with no cells jammed, no nodes pinned, and a chamber pressure equal to ambient pressure. The only forces acting on the point masses at this starting state are gravity, reaction forces at the edges of the array, and the internal linear spring-dampers connecting all point masses to their respective neighbors, resulting in a soft mesh that sags a little bit under its own weight (Fig. 8a) . For the purpose of achieving a desired surface shape we can focus on the position of each point mass.
Actuation Sequence Planning
For any given surface there are three types of possible actuations: toggling the rigidity of a cell by jamming or unjamming it, toggling the fixed state of a pinnable node, or adjusting the chamber pressure beneath the surface to any value between ambient and the maximum pressure of the supply. Because the results of these actuations are largely configuration dependent, applying the same set of actuations in a different order can result in vastly different output shapes. For example, jamming all of the cells before increasing the chamber pressure will result in a rigid surface with approximately the same shape as the starting configuration, whereas increasing the pressure before jamming will result in a rigid surface that is ballooned outward, as illustrated with a set of three actions in Figs. 8b, 8c, 8d. As a result, the number of possible surface configurations grows exponentially with the number of actuations applied, which limits the effectiveness of typical dynamic programming methods to explore and search the possible configurations with an optimized substructure. Thus, rather than performing a comprehensive search of the possible configurations of a surface, we match a desired surface shape using two key features demonstrated by the dynamics of a Haptic Jamming surface as modeled in Section 3. First, the height of an unpinned node can only increase with increasing chamber pressure, regardless of the jammed state of neighboring cells and pin states of any other nodes. Second, the curvature of an unjammed cell can only increase with increasing chamber pressure, regardless of the current states of neighboring cells or nodes. The magnitude with which the height of an unpinned node or the curvature of an unjammed cell increases due to an increase in chamber pressure still depends largely on the state of neighboring cells and nodes, but these heights and curvatures will not decrease so long as no states of neighboring cells or nodes are toggled simultaneously with the chamber pressure increase. For example, unpinning all nodes bordering a cell and increasing the chamber pressure simultaneously might decrease the curvature of that cell, as shown in the transition from Figs. 8b, 8c, 8d, 8e, 8f, but that cell in the resulting configuration will have greater curvature than it would have had if the nodes had been unpinned without increasing the chamber pressure, as shown in the transition from Figs. 8b, 8c, 8d, 8e. Therefore, the net effect of the chamber pressure increase was an increase in the curvature of the cell. Given these features of the dynamics of a Haptic Jamming surface, we developed Algorithm 2 to control the shape of the surface to match a desired goal configuration.
Algorithm 2 begins with a starting configuration of an unpressurized chamber with all cells unjammed and all nodes unpinned, and then incrementally increase the chamber pressure and run the simulator until it reaches static equilibrium. If any node in the simulator's array configuration passes the height of the corresponding point in the desired goal configuration, then that node is pinned at that height, and if any cell's curvature in the simulator's array configuration exceeds the curvature of the corresponding cell in the goal configuration, then that cell is jammed. The algorithm finishes when the maximum chamber pressure is exceeded or if all nodes and cells are pinned and jammed, respectively. Fig. 9a shows an example input goal configuration for a 6Â8 cell array with 4 point masses per cell edge, developed from a topographical map of Australia (as explained further in Section 5.2). Fig. 9b shows the resulting output from Algorithm 2 and the accompanying video shows the algorithm running on the simulator. Fig. 8 . From the starting configuration (a), the same three actions of pinning all of the nodes, jamming all but one cell, and increasing the chamber pressure applied in different orders results in different shape outputs (b), (c), and (d). The only way an increase in chamber pressure can result in a decrease in curvature of an unjammed cell is if this action is combined with another action, such as the unpinning of neighboring nodes, but the net effect of the pressure increase is still an increase in curvature. This is demonstrated in the transitions from configuration (b) to configurations (e) and (f). Fig. 9 . The simulator uses Algorithm 2 to try to recreate topographic map data in a 6Â8 cell grid. The algorithm requires a method to check if the array simulation has reached static equilibrium, as well as a method to estimate the curvature of each cell. We define static equilibrium as any state where the sums of the magnitudes of the velocities and accelerations of all the points are both within a tolerance of zero, a condition that we can easily check each time the Euler integrator updates the states in the dynamic simulation. To estimate the curvature of a cell, we can use the u angles already calculated for each torsional spring in that cell, where each point mass within the cell has two torsional springs, oriented along the horizontal and vertical axes. We define the local single-axis curvature, k i , for each torsional spring at point i as
using the same vector notations defined in Figs. 4 and 5. This equation requires two lines to define the sign of the curvature due to the fact that u is limited to values between 0 and p, regardless of the orientation of the torsional spring in 3D space. If the vectors pointing from the center of the torsional spring to each of its endpoints are, on average, against the direction of the normal vector pointing out from the surface at that point, as given by the sum of the dot products, then the torsional spring is bending inwards and the cell is ballooning outwards, which we define as a positive curvature. Conversely, if the cell is concave at that point, we define the curvature as negative. We estimate k c , the curvature of cell c, as the average value of k i for all torsional springs in the cell. This averaging method for estimating the curvature of the cell does lose some information about the overall shape. The method ignores any eccentricity in the cell shape, so a cell that is ballooned smoothly across its surface could have the same value of k c as a cell that is bent sharply on one side and flat on the other. Furthermore, saddle points where the curvature is positive along one axis and negative along another would have curvatures calculated close to zero. However, the averaging method for estimating curvature suffices for the way it is used in this algorithm.
Topographic Map Displays
One possible application of a Haptic Jamming surface display is a refreshable tactile topographic map. Visual two-dimensional topographic maps typically use constant elevation lines or coded colors overlaid onto regions to show elevation changes from features like mountains and valleys. A tactile display that physically changes its geometry to match the slopes within a region could provide an additional, intuitive information channel, or even an alternative method to convey maps and topography to the visually impaired. Many threedimensional globes use textured surfaces to present topographic information in exactly this manner, but a refreshable display like Haptic Jamming could essentially zoom in on any region of interest to create its surface features on a larger scale before reconfiguring for a different region of interest.
The dynamic simulator developed in Section 3 provides an efficient means to test the potential effectiveness of a Haptic Jamming interface to display topographical maps, evaluate the capability of Algorithm 2 to recreate desired shapes, and quantify the relation between the number of cells in an array and the resulting detail of the shapes it can create. Creating a goal configuration from a topographical map for input into the algorithm requires a desired height for each point mass in the simulator, so we selected maps with pixel values easily converted to heights. In the original 2D images of Fig. 10 we invert the hue channel to construct 3D data so that pixels with low hue values (red-orange) correspond to high peaks and high hue values (blue-purple) correspond to low valleys or oceans. We then down-sample the resulting gray-scale image so that each pixel maps to one corresponding point mass in the simulator. For example, a simulation of a 3 Â 4 cell array with 4 point masses per cell edge would use a 13 Â 17 pixel image because of the extra row and column of point masses necessary to complete the array boundary. The desired point heights are scaled by their gray-scale intensity in the image and the length dimensions of the simulated array before they are used as the goal configuration of the incremental pressurization algorithm.
We ran the simulator using topographical maps of Australia and the San Francisco Bay Area as the desired goal configuration for sixteen different array sizes listed in Table 1 . The surface heights of the desired inputs and corresponding simulator outputs for three sample array sizes are shown for the Australia map in Fig. 10 . Qualitatively, these images provide a number of insights about the effectiveness of Haptic Jamming surfaces for conveying topographical map data. As one would intuitively expect, the surface fails to display sharp peaks, as there is no way for it to create a convex feature smaller than the size of a cell. The surface can create sharp valleys, but these sharp valleys can only occur at the nodes or along the surface boundary. Similarly, the surface cannot create any tall features along its outer boundaries, regardless of their profile.
To quantitatively evaluate these results we used the twodimensional version of Pearson's r correlation coefficient. Such normalized cross correlations are commonly used for template matching in images [23] . This correlation coefficient is calculated as
where A ij and B ij are the intensities of each pixel in the two images and A and B are the mean intensities of each image. In this case, the pixel intensities correspond to heights of points on the surface. Correlation coefficients range from À1 to 1, where r ¼ 1 indicates an exact match, r ¼ À1 indicates an exact inversion, and r ¼ 0 indicates no correlation. Because the Haptic Jamming interface is a continuous surface with non-constant curvatures, there is more dimensionality to the shape output than the m rows Â n columns of cells, or even than the m Â n Â p points per cell edge used in the simulation. To account for this continuity, we scale the images created by the output point heights back up to the size of the original image using bicubic interpolation before calculating their correlation coefficients with that original image.
The calculated correlation coefficients for both of the topographical maps and all of the array sizes listed in Table 1 are plotted in Fig. 11 . The surfaces created to match Australia's topographical map result in much higher correlation coefficients than those for the San Francisco Bay Area. This occurs in large part because Australia is an island, whereas the features for the SF Bay Area run off the edge of the image, an effect that the Haptic Jamming surface cannot capably display. One interesting result shown by Fig. 11 is that, while correlation coefficients tend to increase with the array size as one would intuitively expect, they do not increase monotonically. More cells do not always lead to higher correlation coefficients because, as the array size changes, the locations of the pinnable nodes relative to the key image features can shift around. If the nodes in one array size align particularly well with the topographical valleys, it is likely that they will not align quite as well in the array at the next size up, and the correlation coefficient will go down as a result. Furthermore, Fig. 11 illustrates that the payoff in increased correlation for increasing the number of cells tends to level off rather quickly, which might be due to the fact that the number of cells grows quadratically as the number of rows and columns increase linearly. Fig. 10 . A 2D topographical image of Australia is converted to 3D data, which is then down-sampled at various lower resolutions to create desired input shapes (left column) for the dynamic simulator. The heights of the points from the corresponding simulator outputs after running Algorithm 2 are displayed in the right column. Fig. 11 . Correlation coefficients between 3D topographical map data or desired surfaces created from STL files and the shape output by a Haptic Jamming surface at a variety of array sizes.
Rendering 3D Models
With typical kinesthetic haptic devices like a Phantom Premium or a Novint Falcon, 3D models can be physically rendered in a virtual environment by constructing "metaballs" around each point such that the force it applies to the cursor is defined by a contribution function dependent on the distance from the cursor to that point [24] . The contribution function is typically defined to be "compact" such that each point only contributes force feedback if the cursor location falls within its radius of influence, and these "metaballs" can also be converted into implicit surfaces [25] . While this permits efficient haptic rendering of highly complex surfaces with any contours, it limits the rendering at any given time step to the location of the cursor. In contrast, shapechanging interfaces like a Haptic Jamming surface allow multi-point contact so that the user can not only trace the boundary of the surface but also obtain a sense of the object's overall form factor in his or her hand. Ideally, a Haptic Jamming surface or any other shapechanging interface would have the capacity to render the shape of any three-dimensional object. This would allow, for example, a designer using CAD software or an online shopper to hold and feel a virtual version of the product he or she is developing or considering purchasing. In reality, the output capabilities of these interfaces often fall somewhere in between two and three dimensions in the sense that they typically cannot display all of the three-dimensional details or contours, particularly concave surfaces that fold underneath an object.
To account for this shortcoming, we first convert the 3D model data into a 2D image before converting back to 3D heights that we can input as a desired surface into the shape control algorithm. We start with an STL file, a set of vertices and triangular surfaces commonly used to encode 3D objects, like the one shown in Fig. 12a . We then color this rendering in gray scale such that the intensity of each face corresponds to the z-height of its vertices before taking a top-view 2D snapshot. The gray scale intensities in this resulting image are then rescaled to the range 0À1 such that the lowest surfaces visible from the top view, rather than the lowest surfaces in the 3D model, become the zero height. Fig. 12b shows the resulting 2D image from this process for the rendering shown in Fig. 12a .
From the resulting 2D gray scale image, we use the same methods described in Section 5.2 to construct 3D height data to input into the shape control algorithm. Fig. 12c shows a sample input for an 8 Â 11 cell array and Fig. 12d shows its resulting shape output. We calculated correlation coefficients for each test object with a variety of array sizes. As with the topography evaluation, the results shown in Fig. 11 demonstrate that the correlation coefficient tends to increase with array size, but not always smoothly, as the misalignment of pinnable nodes from key features can reduce the correlation of the resulting surface to the desired shape even if the array size increases.
Predicting Output Correlation
The results of the simulations run to calculate the data shown in Fig. 11 gives us some intuition regarding an expectation for the correlation coefficient a Haptic Jamming surface can achieve for a given input shape. Smoother input shapes tend to result in higher correlation coefficients than complex textures or sharp bumps, and the display struggles to recreate large features on or near the edge of the array. We sought a metric that could quantitatively reinforce these insights by providing a prediction of the output correlation that the surface would produce for a given input shape. While the gradient provides the slope of a surface by summing the partial derivatives along its horizontal axes, this does not necessarily describe how challenging it will be for the Haptic Jamming surface to replicate it. For example, a surface ballooned outward is just as feasible to display as a completely flat surface, even though the ballooned surface will have large gradient magnitudes at its edges. The sum of the second partial derivatives, or Laplace operator, given by
in two dimensions, helps account for the complexity in displaying shapes with large rates of change of slope like bumpy textures or sharp peaks. Mirroring our methods in Sections 5.2 and 5.3, where we convert between point heights in an input shape and the intensity of pixels in an image, we approached this problem from a digital image processing perspective. The discrete Laplace operator [26] has proven effective in applications from edge detection [27] to shape analysis and segmentation [28] . This is calculated for each pixel as the sum of the differences between that pixel and its nearest neighbors, achieved by convolving the image with a 3 Â 3 filter kernel.
We zero pad the image for applying the filter at the edges, rather than replicating boundary pixels as is more commonly done in digital image processing. This helps account for the fact that the Haptic Jamming surface cannot display features that run off the edge of the image, as demonstrated by the San Francisco Bay Area example. The exact values in the kernel for a Laplacian filter vary with a shape Fig. 12 . An STL file (a) is converted to a gray-scale image (b) by coloring each face with an intensity corresponding to the z-height of its vertices. Surfaces that fold underneath the object, like the end of the aorta in this human heart, are lost in the rendering, which suits the output capabilities of tactile display interfaces like a Haptic Jamming surface. This image converts to desired input heights (c) with the resulting output (d) from the simulator for a 8 Â 11 cell grid with four points per cell edge in the simulation.
parameter, a L , ranging from 0 to 1, that defines the weights of the diagonal pixels relative to those directly neighboring the center pixel. For example, a L ¼ 
where H L is the filter kernel to convolve with the image to calculate the discrete Laplace operator. In Fig. 13 , we plot the correlation coefficients against the mean intensity of the inverted image after applying the Laplace filter with a L ¼ 1 8 , with the inverse of the images created by the filtering shown to the left of the plot. High image intensity after applying the filter indicates sharp changes in slope, so it seems reasonable that the inverse of this leads to high correlation coefficients from the simulator output. Changing a L does not affect the coefficient of determination (r 2 ) very much when fitting the mean magnitudes of the inverted images to the correlation coefficients of the resulting simulator output, as shown in Table 2 .
The slope of the linear fit changes with the number of point masses per cell edge used in the simulation because it affects the resolution, and therefore sharpness of peaks, of the resized image used to calculate the desired heights for the input surface. Running the simulation with ten points per edge instead of four, for example, would result in lower mean intensities for all of the Laplace filtered input images without affecting the output image correlation much. However, so long as the number of points per cell edge is maintained between simulations, the Laplace filtered input image remains a good predictor for comparing output correlations.
CONCLUSION AND FUTURE WORK
The deformable surface of a Haptic Jamming array represents a novel form of tangible computer interface. Using the deformable body methods for modeling the actuation inputs developed in Section 3, we can simulate an array of any dimension to study the behavior of the surface shape under any sequence of inputs, which we validate with a 12-cell physical device in Section 4. The simulator led to our development of a shape control algorithm in Section 5. As a result, we can test the capabilities of the Haptic Jamming framework to recreate a variety of surface shapes from map topography to three-dimensional solid models, and evaluate how the output shape correlation varies with the number of cells in the surface. A discrete Laplace operator applied to the input image gives a good prediction of the correlation with the simulator output. While this evaluation highlights the limits of the device to create sharp peaks, it also demonstrates the benefits of using a deformable surface as a shapechanging display, particularly for creating organic objects with continuous contours not easily recreated by the more pixelated shape-changing devices that rely on arrays of rigid objects or linkages. However, this combination of shape and mechanical property control also prevented us from finding a set of closed-form expressions to describe both the surface dynamics and the actuation inputs. An optimization based on closed-form expressions would facilitate finding the simulation parameters, as demonstrated in adaptive radiotherapy [29] and cardiac imaging [30] . Ideally, we would be able to construct a matrix like a Jacobian (used for typical robotic manipulators) that we could invert to find the input forces needed for a desired output.
The shape control algorithm could potentially be improved in a couple of ways. First, the algorithm relies upon simulating the surface until static equilibrium is reached in between each action. However, a node or cell could feasibly be pinned or jammed, respectively, while the surface is still moving, potentially offering an opportunity to create more complicated curvatures within cells. Second, the algorithm views cell jamming as a binary action, whereas in reality the vacuum level in each cell can vary along a continuous scale. To effectively improve the shape control algorithm with either of these features would require very precise matching all of the dynamic coefficients in the simulation to the real physical surface in use, rather than just the stiffness and mass coefficients fit in Section 4. Such a task would be challenging given the current variability in the manufacturing of these surface displays. One could develop machine learning algorithms to find values of dynamic coefficients for a specific array, or use particle filtering methods to identify physical properties of deformable objects as proposed in [31] . It could also help speed up the simulation enough to run learning or search algorithms by parallelizing it onto a GPU, as was achieved for simulating soft tissue deformation with cutting and haptic feedback [32] and neurosurgical simulation [33] . Furthermore, as the correlation between the desired input shapes and the resulting output shapes does not increase monotonically with increasing cell size, the results in Section 5 suggest that the output could be improved by incorporating some image rescaling and translation to optimize alignment of key points in the input shapes with the nodes for the given array dimension. The current algorithm is also limited in that it requires a specific starting configuration. Some applications, like zooming in and out on a topographical map, could benefit from an algorithm that finds an optimal sequence of actuations from any starting configuration and would also require the capability of the algorithm to run in real time.
Alternatively, the addition of sensors to the device to detect its shape in real-time could allow for an entirely different shape control technique using feedback control, or some combination of feedback with the algorithms proposed in this work as a feed-forward term. These sensors, whether they would be embedded into the device like the capacitive sensors in [34] or an external depth camera like the Microsoft Kinect used in Section 5, would enable a broader spectrum of user interaction modalities.
