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ABSTRACT
Process Mining is a famous technique which is frequently applied to Software Development Pro-
cesses, while being neglected in Human-Computer Interaction (HCI) recommendation applications.
Organizations usually train employees to interact with required IT systems. Often, employees, or
users in general, develop their own strategies for solving repetitive tasks and processes. However,
organizations find it hard to detect whether employees interact efficiently with IT systems or not.
Hence, we have developed a method which detects inefficient behavior assuming that at least one
optimal HCI strategy is known. This method provides recommendations to gradually adapt users’
behavior towards the optimal way of interaction considering satisfaction of users. Based on users’
behavior logs tracked by a Java application suitable for multi-application and multi-instance envi-
ronments, we demonstrate the applicability for a specific task in a common Windows environment
utilizing realistic simulated behaviors of users.
Keywords Multi-Application Environments · Software Process Mining · User Behavior Optimization · Human-
Computer Interaction Recommendation · Behavioral Petri Nets
1 Introduction
Today’s businesses are highly dependent on software which gets more and more complex, especially when applied in
industrial environments [1]. Moreover, IT expertise is perceived as self-evident in many professions. In industries like
Communication, Healthcare, Education, and Government, employees are often confronted with similar and repetitive
software processes. Usually, the UIs of such software are developed to be used by a broad audience. Hence, there is a
chance that the users in a given organization select to use a UI in a nonoptimal way. Therefore, organizations need to
train their users to use the UI in the best possible way. How users deal with a corresponding UI can be seen via UI
interaction event log analysis. Standard Human-Computer Interactions (HCI) such as mouse clicks, mouse movements,
and keystrokes can be tracked and the called application function information can be stored in log files. These logs, in
turn, can be analyzed by Process Mining techniques to detect patterns.
Process Mining is the extraction of process models from event logs [2]. Analyzing logs originating from software
environments aiming on optimizing software design, running behavior, and user-software interaction is also referred to
as Software Process Mining [3, 4]. Software Process Mining plays an essential role in UI design. In many companies,
users do not use the available UIs efficiently. In such cases, there is a need to train the users to use the company’s
UIs in a more efficient, and perhaps optimal, way. However, organizations do not always have resources to train each
employee separately. A more cost-effective solution would be to train employees using individual recommendations
provided by a software.
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In this paper, we are proposing a method to detect inefficient user’s behavior interactions in a multi-instance and
multi-application environment assuming that at least one optimal way of interaction is known. Our method provides
recommendations to gradually train employees or users. Potential applications can be found in areas in which interaction
speeds are crucial - such as Electronic Health Record (EHR) systems. Doctors and nurses are often confronted with
time issues when using EHR systems. Using such systems in a faster way saves time which can be spent on patients
and/or reduce stress and workload. Similarly, our approach can be applied to train receptionist at hotels, helpdesk
employees in financial institutions, or to optimize spreadsheet operations of users in virtually any industry.
To the best of our knowledge, we are the first ones applying Process Mining to provide HCI recommendations in
such environments. Moreover, we provide recommendations ranked by average time saving such that a user gradually
reaches to an optimal way of interaction.
After providing a brief introduction, we present the background and related work in Section 2. We provide relevant
preliminaries and definitions in Section 3. The experimental and simulation environment for data acquisition purposes
and the actual recommendation engine are introduced in Section 4. We discuss the obtained results in Section 5 and
conclude the paper in Section 6.
2 Background and Related Work
When working with UIs, one should always keep in mind the overall objectives. Naively, one might think the design of
an application should be modern, generate interest, and be easy to use. Though these assumptions are usually true, UIs
have a much larger impact since almost all businesses are highly dependent on software tools for their success [5, 6].
Intelligently designed UIs reduce the number of errors and their related cost [7]. They also reduce the task interaction
time, resulting in an overall higher productivity [8]. In industrial applications, these task interaction times are production
times due to reduced iterations and rework. Moreover, an efficient UI does not only affect the software’s usability, but
also leads to a smooth completion of any task at hand thereby making the interaction satisfactory as per the requirements
of the user. In turn, a complicated or impractical UI can be an existing problem within an organization. Exemplary, an
inefficient UI can slow down operations and eventually cause stress for employees [9]. It is also important to note that
employees might not always complain about UI inefficiencies making the detection even harder. Therefore, companies
are highly interested in conducting application log analysis to unveil frequent users’ tasks and to understand users’
behavior [10]. In any UI and HCI problem, one always wants to detect an optimal solution for a specific problem, i.e. an
optimal way of interaction where the problem is the detection of an optimal user’s behavior in a software environment.
In this case an optimal user’s behavior can be defined as one that has the maximum Effectiveness, Efficiency, and
Satisfaction [11, 12, 13].
Formal methods, such as Process Mining techniques, have been used for usability analysis and user assistance for a
long time to achieve effective, efficient and satisfying UIs. However, they have not been applied to provide automatic
HCI recommendations. For example, Hartman et al. proposed a method called AUGUR to assist users in navigating
and entering data in form applications [14]. However, this method applies only to web-based applications and does not
consider the interaction between multiple applications.
Palanque et al. proposed a formal method consisting of a set of different techniques to facilitate the evaluation of
usability [15]. Their approach is to model applications using high-level PNs and to evaluate the application using
observed user’s logs. From the user’s logs and replay on the application PN, one can observe failures of the task as
well as usability issues. This approach can detect usability issues. However, it cannot be used to train the users. It
cannot be used for user’s behavior evaluation either. Moreover, this method requires a modeling of the application in a
non-automated way.
Thimbleby et al. have applied Social Network Analysis theory to HCI [16]. Their work shows that an application’s
features can be interrelated using a social network. User’s behavior represented as a social network graph is then
able to unveil user’s interactions and used features. Again, this application does not aim to provide automated user
recommendations to interact with the application in an efficient way. It rather evaluates the work of the designer and
gives hints which functions need more or less attention.
Bowen et al. utilize presentation interaction models (which are state transition systems) to describe graphical UIs and
by modeling system manuals [17]. Their objective is to align and unveil inconsistencies between a graphical UI and
according manuals. Though this work relates to user’s training by providing correct training materials, it does not
consider user’s behavior logs and does not provide automated, step-wise training recommendations for users.
Dostal et al. developed a framework for the OpenOffice.org Suite which enables the logging of HCIs while interacting
with OpenOffice [18]. This tool enables many opportunities to analyze user’s behavior in OpenOffice applications.
However, it is limited to OpenOffice only and does not track HCI between applications and instances outside the
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OpenOffice.org Suite. Unfortunately, no research has been conducted on user’s behavior logs observed by OpenOffice
in order to recommend user’s interactions.
Liu et al. discovered user’s behavior from a software execution logs utilizing Process Mining techniques [19]. However,
the authors utilize the observed user’s behaviors to detect patterns like commonly triggered user’s operations in an
application, specifically ProM, only.
In general, a significant amount of work has been done in the area of user’s behavior analysis, but mainly in web
analytics [20] and user activity tracking [21]. Also, a lot of work has been done in web usage mining [22, 23]. Atterer
et al. investigated the tracking of user’s interaction using web technologies [21]. The authors obtained meaningful
statements by analyzing and refining the collected log files. Furthermore, there has been research conducted on
utilization of Process Mining to detect abnormal behavior in social networks [24]. A further approach to the analysis of
farmers’ interaction with decision support systems was shown by Ma˘rus¸ter et al. [25].
There is also an area called Software Runtime Analysis focusing on model generation [26] and mining [27, 28]. However,
these contributions do not deal with the user but with the runtime perspective.
All these areas utilize Process Mining to support the area of Software Development. To the best of our knowledge,
no research has been conducted on supporting users to solve tasks in a more efficient way utilizing Process Mining
techniques.
3 Preliminaries
In this section, we introduce the preliminaries and definitions that are required throughout this paper. We define event
logs and Petri nets (PNs), provide an introduction to Process Mining and process discovery, and define HCI specific
terms which are required to understand the proposed approach.
3.1 Event Log
The elementary component of event logs are events. An event can be any real-life action consisting of a name and an
associated timestamp [2]. These two attributes are required whereas further attributes are optional. The term attribute
is often used as a synonym for resource in Process Mining literature. Generally speaking, we define E representing
the event space of all possible events. Moreover, A is the set of all possible attributes. Consequently, for e ∈ E and
a ∈ A : τa(e) is the value of the attribute a [29, 2]. We define aname and atime as the attribute of an event’s name and
timestamp respectively.
A finite sequence of events is defined as a trace g and is associated with an attribute name. In any trace, each event
occurs only once and events are ordered according to their timestamp [2, 29]. The term case is used synonymously for a
trace. We can define T as the set of all possible traces. Therefore, g ∈ T and a ∈ A : τa(g) is the value of the attribute
a for trace g. Moreover, we define |e|g as the number of events in a trace g [29]. Therefore, the order of events in a
trace has to satisfy
∀1≤i<j≤|e|gτatime(ei) ≤ τatime(ej). (1)
Finally, an event log L is a collection of traces gi ∈ T for 0 ≤ i such that each trace gi occurs only once [29].
3.2 Process Mining
Process Mining has been successfully applied in different fields like Healthcare [30, 31], Insurance [32], Auditing [33],
and also Software Development [3, 4, 34] and consists of three disciplines: (i) process discovery, (ii) conformance
checking, and (iii) enhancement of process models [2, 3]. A process model can be discovered by considering a log file
as input. The output of such a discovery algorithm is a process model, which is usually a PN or a Business Process
Modeling Notation (BPMN), Event Driven Process Chains (EPCs), or Casual Net (CNs). We are focusing on PNs only.
Conformance Checking is used to evaluate if a discovered process model is a good representation of the system recorded
by a log. Two commonly used quality measures are fitness and precision among others. The fitness metric measures if a
process model can replay all events in each of an event log’s traces. The precision metric measures how well a model
generalizes the actual process by simulation. Each generated trace by the process model should be a real-world trace,
i.e. should be found in the actual event log. Further measures include the complexity of a model. A process model is
considered better the less complex it is.
Lastly, enhancement considers a discovered process model as well as the logs to improve or extend the model using
additional information, e.g. to predict events or to provide recommendations.
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Figure 1: Basic PN with seven transitions and six places. The first place holds a token.
The term Software Process Mining deals with analyzing software development processes, their runtime behavior as
well as the user-software interaction [4]. Therefore, we are mainly interested in the enhancement discipline of Process
Mining, specifically in analyzing the user-software interaction or HCI.
3.3 Petri Net
A PN is a commonly used modeling technique for process models. It consists of a set of places, graphically represented
as circles and transitions represented as rectangles. Transitions usually correspond to events. The unidirectional
interconnection between places to transitions and transitions to places is visualized using arcs. As such, a PN is defined
as
PN = (P, T, F, pi) (2)
in which P is a set of places, T is a set of transitions and F ⊆ (P × T ) ∪ (T ×P) is a set of directed arcs connecting
places and transitions [35]. pi is a function which maps transitions to event names. It is defined such that [35]
∀e∈E∃t∈Tpi(t) = τaname(e). (3)
In general, each place can hold a non-negative integer number of tokens, however, in this paper the number of tokens
in each place is either 1 or 0. We can define the number of tokens in a place p as a function σ(p) where p ∈ P . For
all p ∈ P , the corresponding array of σ(p) represents the marking m of the PN. Each marking m such that m ∈ M
represents the state of the PN [2]. We call the initial marking m0, whereas the final marking is represented as mz .
Therefore, the sum over the vector elements of m0 and mz must be each greater than 0. Furthermore, a transition d ∈ T
can only be fired if Equation (4) is satisfied for pn ∈ P : ∃(pn × d) ∈ F and if pn 6= ∅.
∀pn : σ(pn) ≥ 1 (4)
By firing a transition, a token is removed from each input place to that transition, while for each outgoing place from
the transition the number of tokens will be increased by 1. An important property to maintain is soundness which
describes the absence of livelocks, deadlocks, and other anomalies. Generally speaking, a PN is considered to be sound
if and only if for each trace [36]:
• it is always possible to reach the final marking,
• there are no remaining tokens when the final marking is reached,
• and if it is possible to execute an arbitrary event starting from m0 by following the appropriate route through
the PN.
A basic PN can be seen in Figure 1. It holds a token in the first place, representing the initial marking m0.
A special kind of transition is a so-called invisible transition, graphically represented as a black rectangle. Invisible
transitions can always be fired without corresponding events from a log as long as token requirements in incoming
places are satisfied. Invisible transitions are used to model complex dependencies.
We call a PN that models user’s behavior a behavioral PN.
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3.4 Process Discovery Algorithm
Throughout this paper, we use a state-of-the-art discovery algorithm called split miner [37, 38] which is a recent
technique to discover PNs from event logs. The method has been developed by Augusto et al. with the objective to
detect models with high fitness and precision, yet low complexity. The algorithm consists of five steps: a directly-follows
dependency graph will be created and short loops will be discovered at first. Afterwards, the algorithm searches for
concurrency and marks respective elements as such. In a third step, filtering will be applied such that each node is on a
path from a single start to end node (maintaining soundness), the number of edges are minimal (minimizing complexity),
and every path from start to end has the highest possible sum of frequencies (maximizing fitness). Afterwards, the
algorithm adds split gateways in order to capture choice and concurrency. In a final step, joins will be discovered.
The split miner algorithm works well on a huge set of artificial and real-world event logs compared to existing methods
[39] and achieves significant performance improvements.
3.5 Further Definitions
In this paper, we are differentiating between high-level events and low-level events. We define low-level events as events
produced by software modules and libraries, such as Dynamic Link Libraries (DLLs). We call it low-level since the
event is recorded in its raw format. Therefore, low-level events are usually hard to understand and to debug. In contrast,
high-level events are easier to understand, and follow the format of event logs which can be utilized for Process Mining.
Thus, high-level events consist of a name as well as a timestamp and optionally further attributes. Low-level events can
be translated to high-level events.
Furthermore, we differentiate between controllable and uncontrollable events. Controllable events are events which a
user physically performs, such as keystrokes, mouse movements, or clicks. In contrast, we define uncontrollable events
as events which result from a sequence of controllable events and underlying software logic. Examples are the visual
appearance of an application window or closing of an application’s instance. Both of the examples can be triggered by
different sequences of controllable events.
Finally, we are differentiating between Intra Task and Inter Task behavior. We are defining an Intra Task tintra as a
sequence of controllable events which end with a single uncontrollable event. We denote controllable events as ci,
where i is the ith controllable event in a sequence, and uncontrollable ones as u. Thus, tintra = {c1, ..., ci, u} where
i > 0. An example for an Intra Task could be changing the directory from a directory a to its subfolder b. An Inter
Task, denoted as tinter, instead deals with the sequence of Intra Tasks, as such only with the uncontrollable events. An
example could be the task to open a Notepad instance. This can be achieved by the sequence of the Intra Tasks open
Windows menu, search for Notepad.exe, and open application.
4 Approach
The approach consists of two steps. First, we consider the acquisition of data since no suitable datasets are publicly
available. The data acquisition section describes how we derive and develop an HCI user’s behavior simulator for a
given task from real participant observations. In the second part of this section, we propose the actual recommendation
engine which is based on the output of the HCI user’s behavior simulation.
4.1 Data Acquisition
We are presenting the applicability of the proposed method based on a simple yet realistic real-world example in a
classic desktop environment. We asked five real users/participants to solve a well-defined task while tracking their HCIs
as low-level events. The resulting logs were used to create a simulation in order to create a larger amount of traces in a
scalable way. The simulated traces were used to validate our approach. Figure 2 visualizes this procedure in a flow
diagram.
Here, we describe the actual Task, the HCI Logging, and the final derived Simulation in detail.
4.1.1 Task
The participants are asked to summarize a company’s performance data consisting of two files located in the docu-
ments/company data folder for 15 times. Each of those two files consists of information about revenues and expenses of
a single product. In order to solve the problem, the user has to create a simple text file called summary.txt in the folder
documents/company data/summaries and has to fill in the summarized information. The applications a user can use are
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Figure 2: Flow diagram of the data acquisition process.
the Windows Calculator, Windows Explorer, Notepad as well as the standard desktop. The user is provided a mouse,
keyboard, screen, and a computer with a Windows 10 operating system.
4.1.2 HCI Logging
To record the HCIs, we develop a Java application which tracks all inputs as well as visually shown on-screen events.
The application tracks mouse movements, mouse clicks as well as keystrokes and leverages Window’s DLLs to obtain
information about opened, closed, maximized, and minimized applications. Additionally, our application tracks the
hierarchy of visually on-screen shown applications and current folder locations of the Windows Explorer. Table 1 shows
the details of the tracked events. Each event is associated with a corresponding timestamp. Moreover, in order to protect
the privacy of participants, we only track the keys listed in Table 2. All other keystrokes are expressed as a TEXT KEY
or NUM KEY, depending if the text key was an alphabetical character or numerical/mathematical operation key. For
simplicity reasons, we have split the screen into 4x4 rectangles such that mouse movements and clicks are not recorded
pixel-wise but within the defined regions. The logging application is used to obtain HCI traces of the participants while
performing the above described task.
The source code of the logging application is available in our Github repository 1.
Event Key Parameter Description
A1 [PID, ProcessName, WindowTitle, width, height, top_left_x, top_left_y] Application opened
A2 [PID, ProcessName, WindowTitle] Application closed
A3 [PID, ProcessName] Application maximized
A4 [PID, ProcessName] Application minimized
A5 [PID, ProcessName, WindowTitle] Window title changed
A6 [PID, ProcessName, width, height, top_left_x, top_left_y] Window position changed
A7 [PID#ProcessName;...;PID#ProcessName] Window hierarchy order changed
A8 [PID, OldPath, NewPath] Explorer path changed
K1 [KeyCode] Key pressed
K2 [KeyCode] Key released
K3 [KeyCode, x, y] Mouse click pressed
K4 [KeyCode, x, y] Mouse click released
K5 [-1 | 1] Mouse wheel
M [x, y] Mouse position
Table 1: All low-level events of the developed logging application. Each event consists of an event key as well as a set
of parameters where PID is the application’s Process Identifier used by the operating system.
1The URL will be made available upon acceptance.
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Type Key Code Description
Keyboard 29 Left ctrl
Keyboard 3613 Right ctrl
Keyboard 3675 Left meta
Keyboard 28 Enter
Keyboard 3665 Page down
Keyboard 3657 Page up
Keyboard 1 ESC
Keyboard 56 Left alt
Keyboard 3640 Right alt
Mouse 1 Left click
Mouse 2 Right click
Keyboard 42 Shift
Keyboard 54 Right shift
Keyboard 57419 Left arrow
Keyboard 57416 Top arrow
Keyboard 57421 Right arrow
Keyboard 57424 Down arrow
Keyboard 59-68 F1-F10
Keyboard 87-88 F11-F12
Keyboard 15 Tab
Keyboard 14 Backspace
Table 2: Overview about the recorded keys and key codes.
4.1.3 Simulation
For Process Mining purposes, we need multiple traces per user in order to discover a process model. A small amount
of traces would not provide sufficient behavioral insight. Therefore, we develop a logical simulation software with
control parameters to create low-level event traces at scale. The development of this logical simulation is based on
observations of the participant’s event logs in order to create a larger set of traces. These large set of traces can be used
to demonstrate the applicability of the proposed approach. The source code of the simulation is available in our Github
repository, too 2.
The obtained low-level event logs of each real participant encompasses between 15, 000 and 30, 000 events over
a time period of 18 to 28 minutes for the 15 traces. We observe that each participant had an individual level of
reactivity, which resulted in different speeds of mouse movements and frequencies of keystrokes. Therefore, one of the
simulation parameter is Reactivity. Similarly, each participant had a different mouse precision which resulted in the
parameter MousePrecision. Next, some participants tend to open new application instances instead of reopening already
existing ones and they tend to close or minimize applications. These behaviors can be controlled using the parameters
Minimize, AppClosing and AppOpenOrReopen. Another observation is that some participants used the Windows Search
Functionality instead of browsing the Windows Explorer. Therefore, we introduce a parameter Search. Furthermore,
some of the participants utilized hotkeys, whereas others solved the problem using the mouse only. This behavior is
controlled with the parameter HotkeyUsage. Finally, the task can be separated into subtasks such as creating summary
file, changing location to documents/data summaries, calculating, etc. These tasks can be repeated multiple times and
in different orders. To model this behavior, we introduce the two parameters Repetition and Sequential. All parameters
are expressed as the likelihood of the corresponding behavior with a numerical value between 0 and 1. The logical path
simulation is developed in Python and creates traces based on the low-level events defined in Table 1.
Moreover, we develop a log translator which translates the low-level events of Table 1 to high-level events. The reason
for this is that even trivial switching between two applications produces multiple low-level events. Such a high-level
event is always triggered by a user’s interaction, which in turn is defined as a controllable event. User’s interactions
can be a mouse click or keystroke, or a sequence of clicks and keystrokes. Usually, a controllable event leads to an
uncontrollable event which consists a sequence of the low-level events A1 to A7. Switching between two applications
leads for example to A3, A6 and A7 simultaneously. Since such sequences would add extra complexity to PN models,
we are translating them to high-level events. These high-level events are human-understandable, e.g. open explorer,
minimize notepad, maximize calculator, etc.. Later on, we will use high-level events to discover the behavioral PNs.
2The URL will be made available upon acceptance.
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4.2 Proposed Recommendation Engine
In this section, we propose the actual recommendation engine. Figure 3 illustrates the procedure. We use the simulation
described in the previous section to simulate a user’s event log with specific characteristics, i.e. parameters. The user’s
event log has to consist of a statistically representative amount of traces of high-level events. The optimal log, however,
consists only of one trace with high-level events. This trace is the optimal behavior we want to achieve. Therefore, the
simulation parameters are set to best possible values. The user’s event log is used to discover a behavioral PN using the
split miner. Finally, the optimal log and the user’s event log are replayed against the obtained PN in order to calculate
metrics and user recommendations. Especially the calculation of metrics and recommendations is discussed in this
section.
Figure 3: Flow diagram of the proposed approach.
In the first step, a behavioral PN will be discovered on the user’s event log. This model summarizes the diverse set of
traces and removes noise while being a statistical valid and solid representation of the user’s behavior. Therefore, we
utilize the high-level event traces from the HCI user simulation and leverage the earlier introduced split miner discovery
algorithm.
We replay the user’s event log as well as the optimal log on the obtained behavioral PN. This is also called a conformance
check. Therefore, we utilize a replay function which considers only move on model transitions. This means that the
conformance metrics are calculated based on missing tokens in the PN only, such that we will never skip and penalize
the actual events for fitness calculation purposes. The reason for this is that the user’s behavior, and thus the traces, are
the ground truth to be optimized rather than the PN model. If a user’s behavior does not represent a specific optimal
behavior, it should only move tokens within the model. Moreover, as long as the current state of the model is in a
non-concurrency situation, there will be only one token in the system. If a deviation between a trace and the model
exists, we are calculating the minimal distance between the current token position and the corresponding event observed
in the log. The higher the distance, the higher the cost associated with the deviation. The cost for moving one token for
one transition is 1.
The fitness of the user’s behavior event logs is measured as a baseline. For comparison purposes, the fitness of the
optimal trace is measured, too. Since the split miner discovery algorithm removes noisy behavior by filtering, we are
not assuming a perfect fitness value. Instead we expect a value between 60% and 90%. The optimal trace fitness value
will be lower assuming that the user’s behavior is not optimal. The difference between the user’s behavior and optimal
fitness values provides a good indication of how close a user is to the optimal task solution.
Furthermore, the time span between transition enabling, i.e. the time Equation (4) is satisfied, and firing are measured.
We also measure the frequency between transition enabling and actual transition firing. This information is important to
obtain the reactivity of a user as well as to obtain his frequent behavior, in particular to differentiate between common
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and accidental behavior. The reactivity can be measured as the average firing time between two consecutive controllable
events. In a very similar way, we can measure the mouse precision. The first and last mouse movement events in a
consecutive sequence of mouse movements provide the start and end position of the cursor. Using this information, one
can calculate the shortest path from start to end. The shortest path can be compared to the sequence replayed on the
behavioral PN model. The paths are being compared to obtain a value corresponding to the user’s mouse precision.
Reactivity and mouse precision can be used to recommend specialized training. However, the reactivity value is an
important metric to calculate the costs for further recommendations.
Moreover, we provide a user with Intra Task and Inter Task recommendations. An example for an Intra Task could be
changing the directory from the documents folder to its subfolder company data. This Intra Task can be solved in a
couple of ways using different sequences of controllable events. Figure 4 shows the path of a sample Intra Task in a PN.
Figure 4: This figure shows an extract of a discovered PN from user’s event logs and visualizes an Intra Task. The blue
arrow indicates the uncontrollable event of the previous Intra Task. Green shows the complete flow of an Intra Task
ending with the uncontrollable event notepad close.
An Intra Task recommendation consists of the final uncontrollable event as descriptor, a percental occurrence rate as the
likelihood that the Intra Task occurs in a trace, the total number of occurrences averaged per trace, the average time
saving based on the user’s reactivity in milliseconds as well as the controllable event sequence a user should perform
and the one the user should avoid, based on the optimal log. To obtain these recommendations, we first detect the Intra
Tasks which deviate from the optimal log by replaying. We then calculate the cost which is the time a user could save
by applying the optimal Intra Task behavior over the already applied user’s behavior based on the earlier obtained user
reactivity.
In comparison, an Inter Task is a sequence of Intra Tasks. Therefore, the shortest sequence of multiple tintra tasks is
supposed to be the optimal solution to execute a specific task. As such, we analyze the Inter Task sequence obtained
from the user’s event log replay compared to the optimal log for repetitions. We calculate the cost for skipping Inter
Tasks in order to argument how valuable a recommendation is to the user. The structure of Inter Task recommendations
is very similar to Intra Task recommendations. It consists of a sequence of uncontrollable events which a user should
not repetitively trigger. Moreover, it consists of a percental occurrence rate as the likelihood of occurrence per trace as
well as an average time saving in milliseconds.
The Java source code of the proposed approach has been published in our Github repository 3.
5 Results
In order to evaluate our approach, we set up different user’s behavior scenarios and create the corresponding event
logs utilizing the developed simulation. Table 3 provides an overview. The simulation is based on random sampling
and every run is independent and identically distributed. When defining different user’s behaviors, the likelihoods
have been set to 0.05 or 0.95 accordingly. Therefore, we have chosen a sample size of 825 traces to obtain a 95%
confidence interval with an interval size smaller than 1.5 for each simulation parameter. Thus, we allow for enough
random behavior, and obtain a statistical representative sample.
3The URL will be made available upon acceptance.
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User Traces Events Time [s] Description
Optimal 1 145.0 65.56 High precision and reactivity, no repetitions, hotkeys
User 1 825 250.31 209.58 Lower reactivity, low mouse precision
User 2 825 189.00 75.58 Very low reactivity, no hotkey usage
User 3 825 159.04 81.00 Very low reactivity, repetitions
User 4 825 205.24 232.31 Low reactivity, repetitions, no hotkeys
User 5 825 446.74 191.03 High reactivity, low key precision, repetitions, no hotkeys
Table 3: Overview of the modeled high-level user’s event logs. The Events and Time column show the average number
of events and average time of each trace.
We run the above approach on the five different user’s behaviors defined in Table 3. The measured reactivity of the
optimal trace is 328ms. The optimal mouse precision is 1.0. Results are shown in Table 4.
User’s Behavior User’s Fitness Optimal Fitness User’s Reactivity [ms] User’s Mouse Precision
User 1 0.804 0.734 674 0.352
User 2 0.884 0.565 901 1.0
User 3 0.888 0.679 922 1.0
User 4 0.918 0.510 731 1.0
User 5 0.874 0.582 337 1.0
Table 4: Metrics obtained from the simulated user’s behavior scenarios
For User 1, who is in general slower and less precise, a high user reactivity time of 674ms compared to the optimal
328ms is recorded. Also, the mouse precision of 0.328 is very low compared to 1.0. The user’s fitness of 0.804 is as
expected, but not perfect due to the already mentioned reasons in section 4.2. The fitness value of the optimal trace has
a value of 0.734 and is quite high relatively to the assumptions we made. However, it is lower than the user fitness value
due to imprecise mouse events.
User 2 does not use any hotkeys. Therefore, the user’s behavior fitness value is at a baseline of 0.884. The optimal trace
has a very low fitness value of 0.565 which makes sense as many of the optimal event sequences cannot be replayed on
the user’s behavior model. Reactivity is very low and mouse precision high, as simulated.
The reactivity and mouse precision of User 3 are as expected. However, this user’s behavior is simulated such that
he/she repeats Inter Tasks often. Therefore, the user’s fitness as well as optimal fitness values are comparatively high
with 0.888 and 0.679. This is due to the fact that both sequential strategies are very similar except for repetitions of
Inter Tasks. Such repetitive behavior is not reflected in the fitness value.
The behavior of User 4 is a mix of everything. This user is slow, repeats a lot of Inter Tasks and does not consider
hotkeys. Therefore, the user’s fitness baseline is 0.918. The fitness value of the optimal trace is very low with 0.510 as
expected.
Finally, User 5 does not consider hotkeys and is simulated with a high likelihood of repetitive Inter Tasks. Similarly, the
user’s fitness is high with 0.874 while the optimal one is comparatively low. Both, reactivity and precision values are
acceptable.
Intra Task and/or Inter Task Recommendations have been obtained for all user’s behaviors except User 1. As User 1
was simply slower and imprecise, but all other parameters were optimal, no further recommendations can be provided.
As such, for example for User 2, we observe the following Intra Task recommendation:
Task: explorer path to documents/summary
Occurrence Rate: 0.460
Total Occurrence Per Trace: 1.412
Average Time Saving: 8109
User should not do: [mouse click, key TEXT, key TEXT, key TEXT, key TEXT, key TEXT,
key TEXT, key TEXT, key 28]
User should do instead: [mouse doubleclick]
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The user always typed the word summary in the application window of the Explorer and pressed Enter in order to move
on into another directory. However, a simple double click would have been faster according to the user’s reactivity.
Another example of an Intra Task recommendation for User 2 is the following:
Task: explorer maximize
Occurrence Rate: 0.162
Total Occurrence Per Trace: 2.725
Average Time Saving: 3604
User should not do: [mouse to 4,3, mouse to 3,3, mouse to 2,3, mouse to 1,3,
mouse to 1,2, mouse click]
User should do instead: [key 56, key 15]
Instead of maximizing the Explorer by moving the mouse and clicking, it would be faster for the user to use the
combination of ALT and TAB on the keyboard. However, the occurrence rate as well as the average time saving are
lower. Therefore, the first Intra Task has a higher priority than the second one due to the average time saving.
In this way, we obtained Intra Task recommendations for User 2, User 4, and User 5. Especially, since those users have
not utilized hotkeys. User 3, however, has an optimal Intra Task behavior.
Similarly, for User 3, the algorithm recommends the following two Inter Task recommendations:
Task: notepad close
Occurrence Rate: 0.413
Average Time Saving: 39579
User should not repetitively do: notepad close
Task: calculator minimize
Occurrence Rate: 0.192
Average Time Saving: 4806
User should not repetitively do: calculator minimize
Both Inter Tasks were observed in the user’s event logs repetitively. We also obtain suitable Inter Task recommendations
for User 4 and User 5 which would fix the behavior introduced in the user profiles in Table 3. By incorporating and
considering each of the recommendations, a user will get closer to the optimal behavior, i.e. will be trained gradually.
6 Discussion and Conclusion
We developed an approach to provide HCI user recommendations using Process Mining assuming that at least one
optimal way of interaction is known. This approach deals with HCI traces in multi-instance and multi-application
environments and provides users with useful recommendations. Applications can be found in any HCI user interaction
improvement problem in which time is a crucial component and users are confronted with a large amount of repetitive
tasks. We target supervisors or commissaries in organizations whose objective is to optimize HCI of employees in
a cost-effective manner. We successfully applied our Process Mining approach on simulated user traces based on a
realistic example which has been designed and run with real users in advance. Therefore, our approach can be used to
detect users who do not interact optimally, i.e. their user logs deviate from optimal ones. These users can be trained in a
step-wise manner by providing them with either a single or few recommendations at a time.
A re-validation of their HCI behavior and the impact of providing recommendations could be investigated at a later time
to monitor each user’s progress. In conclusion, the advantages for organizations are twofold: firstly, users will not be
overtaxed and employee’s satisfaction is still ensured. Secondly, organizations themselves increase efficiency while
decreasing cost.
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Our approach has a few limitations. Process Mining requires large amount of traces. Therefore, organizations have
to collect data over a few weeks or even months, depending on the frequency of repetitive user tasks. Although, the
translation of low-level to high-level events is expensive and requires domain knowledge. Significant effort has to be
spent to track essential events.
In the future, an investigation on the performance and limitations of the proposed approach should be performed
based on a real-world scenario and real event logs. Moreover, our proposed approach requires a logging application
which is able to track HCIs in multi-application environments and to translate low-level events to high-level events.
Unfortunately, there are no standardized logging interfaces for HCI optimization available which could be incorporated
with approaches like ours. Therefore, research studies on the design and profitability of such HCI logging interfaces
should be performed.
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