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The increasing number of U.S. college students studying abroad raises policy 
concerns about student success at school and their future career development. Therefore, 
this dissertation revisited the education production function, built up a comprehensive 
conceptual framework, summarized empirical evidence reported in prior studies, 
conducted research that described the characteristics of U.S. students studying abroad 
and used quasi-experimental research methods (e.g., propensity score matching and 
instrumental variables) to study the impact of studying in a foreign country on students’ 
at-college learning outcomes and post-college labor market returns after graduation. 
This dissertation is composed of three chapters on the impact of the experience 
of study abroad on students’ academic achievements, global perspectives at college, and 
post-college labor market outcomes, respectively.  
In Chapter I, I examined the study abroad student population and the impact of 
this international experience on students’ academic achievements. Based on a random 
sample of college students from the National Survey of Student Engagement, I used a 
propensity score matching (PSM) approach and found some significant influence of  
 
  
study abroad on student grade point averages. I also identified heterogeneous effects of 
study abroad program design (e.g., duration, logistics, and curriculum).  
Chapter II was prompted by the rising public attention to global mindset. Based 
on data from the National Survey of Student Engagement, I generated an index of global 
perspectives and found a positive impact of studying abroad. Results suggested that such 
international exchange increased student global perspectives and intended to better 
prepare U.S. students with global perspectives in this increasingly global economy and 
interdependent world. 
Finally, Chapter III was inspired by the wide array of returns to education 
literature. Using a nationally representative sample of Bachelor’s degree recipients from 
the Baccalaureate and Beyond Survey, I examined private returns to education abroad 
and found that study-abroad alumni are hired more quickly after graduation with higher 
starting salaries, compared with those who did not have such international experiences. I 
also found variations across subpopulations and different parts of the earnings 
distribution.  
In addition, findings from the above three national representative samples 
consistently showed that the participation rate of African American students is notably 
lower than that of the other ethnic groups. The top majors for study abroad students are 
Arts and Humanities and Social Sciences. In contrast, Health majors are dramatically 
lower for this group. Natural Sciences, Business, and Engineering majors are slightly 
lower, but not remarkably so. The proportion attending private institutions in the study 
abroad group was also higher than the sample average. 
 
  
These results suggested that study abroad in college education has positive 
impacts on student outcomes: students with study abroad experiences do better in school 
and fare better in the job market. Therefore, policymakers and college administrators 
may need to invest more in study abroad programs and take steps to find ways (e.g., 
study abroad scholarships, peer advice, parental support) to extend international 
opportunities for more students, especially those demographics that are poorly 
represented in the study abroad population. Hopefully in the near future, instead of “Can 
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One of the most pronounced trends in higher education over the past 10 years is 
the steady increase in the number of U.S. students who have studied abroad. Over 0.3 
million U.S. students study abroad each year, one out of 10 undergraduate students studies 
abroad before graduating, and students are awarded federal aid to cover the cost of study 
overseas. Students are increasingly interested in study abroad and institutions are 
actively providing study abroad opportunities to their students. Yet, the number of U.S. 
students studying abroad is not growing as fast as the inbound international students flow. 
In academic year 2013/14, nearly a million international students studied in the United 
States. During the same time period, 306,467 U.S. students studied abroad (Institute of 
International Education [IIE], 2015). This imbalance in academic mobility has been 
referred to as the international education deficit, a term coined after trade deficit.  
The history of U.S. students studying abroad can be traced back to 1870s when 
Indiana University started to host a series of “summer tramps” for students to attend 
natural history, language, and culture courses in Europe (Hoffa, 2007). During the same 
period of time, Princeton University set up the university’s first scholarship program to 
support Princeton students going to Tianjin, China.1 However, neither program was 
officially for-credit. The first officially credited study abroad program was launched at  
                                                        
1 Princeton in Asia (PiA). Retrieved from About Us-History. http://piaweb.princeton.edu/about-us  
 
xiii 
the University of Delaware in the summer of 1923.2 The Delaware Foreign Study Plan, 
known later as the Junior Year Abroad, achieved a huge success and was replicated by 
other U.S. colleges and universities. As a legacy, many study abroad programs today still 
focus on exchanges in European countries and were often short-term summer study 
programs, just like the initial Delaware Foreign Study Plan. But the scale of study abroad 
programs has escalated since then, particularly after World War II. Eight students 
participated in the first Junior Year Abroad in 1923; approximately 50,000 students 
studied abroad in 1973; and over 300,000 students did so in 2013. The overall population 
and college enrollment growth certainly counts, but the growth of the study abroad 
population is undoubtedly phenomenal. The distribution of outbound students is also 
more spread out among world regions. The first Delaware Foreign Study Plan 
participants sailed to France, while current students explore a wide array of countries 
outside Europe. With regard to institutional characteristics, public institutions account 
for 56% of the student study abroad population, and the remainder is mostly from 
private not-for-profit institutions. Very few private for-profit institution students have 
studied abroad (rounded as 0.0%).  
The cost of study abroad depends on the program (e.g., destination, duration, 
tuition and fees in the host institution abroad, living cost, international flight fare, etc.) 
and varies school by school.3 On average, study abroad cost $31,270 per semester4 and 
                                                        
2 University of Delaware-Institute for Global Studies-Our History. Retrieved from 
http://www.udel.edu/global/ studyabroad/information/brief_history.html  
3 The Study Abroad website provides a cost estimate depending on destination, program, language, 
and program type. Retrieved from http://www.studyabroad.com/pages/sitecontent/parent_guide_ 
questions.aspx  





not all financial aid that students are currently receiving from schools will be transferred 
over. Most institutions award federal and state financial aid to their own programs, but 
are more reluctant to award institutional aid to programs sponsored by other institutions, 
even though those programs are approved for credit transfer. Federal financial aid can be 
applied to any program as long as credit is earned and the home institution accepts the 
transferred credits, except work study. Therefore, students raise the question: “Can I 
afford to study abroad?” Stakeholders (parents, institutions, and the government) are also 
concerned about returns on their investment and wonder whether study abroad will 
make students better off.  
Many studies have been conducted to explore the potential impacts of study 
abroad on student learning outcomes, with mixed findings and conclusions (e.g., Allen, 
2009; Diao & Freed, 2011; Donitsa-Schmidt & Vadish, 2005; Engle, 2012; Engle & Engle, 
2004; Foster, 2001; Jimenez-Jimenez, 2010; Mendelson, 2004; Segalowitz et al., 2004; Xu 
et al., 2013). Opposing arguments about the relative advantages and disadvantages of 
study abroad, as well as mixed findings from quantitative and qualitative research, have 
led policymakers and researchers to a growing awareness of the potential impact of 
study abroad as both heterogeneous and multifaceted, and may largely depend on the 
specific characteristics of the study abroad program design, the field of study, and the 
particular student outcome measured. 
Findings from most of the large-scale programs have been mixed. Study Abroad 
and Exchange Programs (SAEP), Study Abroad Articulation Project (SAAP), Institute for 
the International Education of Students(IES), American Institute for Foreign Studies 
 
xv 
(AIFS), and Studies Abroad for Global Education (SAGE) programs found that study 
abroad was by far the most impactful aspect of students’ undergraduate life, and this 
overseas experience had positive impacts on students’ academic results, careers, and 
personal/social development (AIFS, 2014; Bohrer, 201; Burn, 1991; Carlson, Burn, 
Useem, & Yachimowicz, 1990; Dwyer, 2004; IES, 2014; Paige, Fry, Stallman, Josić, & Jon, 
2009, 2010). In contrast, the first-year results from the Wabash National Study of 
Liberal Arts Education (WNSLAE) (2013) program reported negative impacts of study 
abroad on students’ attitudes towards diversity and academic motivation, although 
their findings were not significant. 
Given the rapid increase of study abroad in higher education and the growing 
consensus that study abroad does provide some of the richest and most powerful forms 
of experiential learning for students (Burn, 1991; Hamir, 2011; Kuh, Cruce, Shoup, Kinzie, 
& Gonyea, 2008; Laubscher, 1994; McKeown, 2009; Tarrant, Rubin, & Stoner, 2014), 
policymakers and the general public have become increasingly concerned about the 
potential impact of study abroad across disciplines. Yet, due to limited data availability, 
there is scant evidence regarding the potential impacts of study abroad on student 
outcomes.  
The aim of my dissertation was to assess the impacts of study abroad in which 
U.S. undergraduate students are engaged in an increasingly global economy and 
interdependent world. This study used multiple datasets to provide policymakers, college 
administrators, researchers, students, and families with a comprehensive understanding 
of the characteristics and impacts of study abroad on a wide array of student outcomes. 
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With the employment of advanced statistical methods such as Propensity Score Matching, 
Instrumental Variables, Duration Models, Heckman Selection Correction, and Quantile 
Regression, this study addressed three primary research questions:  
1. What is the impact of study abroad on students’ academic achievement, and 
how does such impact vary by student characteristics and study abroad 
program designs? 
2. What is the impact of study abroad on students’ perspectives and attitudes 
towards ethnic diversity, cultural differences, and international relations, and 
how does such impact vary by individual student characteristics? 
3. What is the impact of study abroad on students’ labor market outcomes and 
how does such impact vary by individual student characteristics? 
My dissertation consists of three chapters that address each of the above three 
research questions, respectively. The definitions of key terms in this dissertation are:  
Study abroad. Study abroad programs vary across institutions and over time. 
Therefore, the term study abroad in this study only refers to students enrolled in an 
undergraduate degree at a U.S. higher education institution who studied abroad before 
graduating, regardless of who sponsored the program. This study followed Engle and 
Engle’s (2003) classification of program types: (a) study tour (a few weeks); (b) 
short-term study (less than one semester) and cross-cultural contact program (one 
semester); (c) cross-cultural encounter program (one semester up to a full academic 
year); and (d) cross-cultural immersion program (one academic year or longer). Due to 
data limitations, only the dataset used in Chapter I (impact on academic achievement) has 
 
xvii 
program type information. Thus, the “study abroad” variable in Chapters II and III is an 
indicator of whether or not students obtained such cross-cultural experience during their 
college study.  
Academic achievement is measured by students’ grade point averages (GPA) at 
college. Due to the wide range of variation in higher education institutions and programs, 
sometimes it is hard to measure and compare students’ test scores or GPAs. This study 
used students’ grades in the dataset and converted grades to GPA using a scale of 1 to 4.  
Global perspectives is measured by an index generated using factor analysis from 
a topical module included in the National Survey of Student Engagement (NSSE). This 
module: 
    probes the cognitive and social elements of a global perspective, asking 
about experiences with global learning and views on intercultural understanding. 
The module complements questions on the core survey about student 
experiences with people from different backgrounds, course emphasis on 
integrative and reflective learning, and participation in study abroad. (NSSE, 
2014) 
Labor market outcomes are measured according to time-to-employment, 
employment status, and earnings. Time-to-employment is the number of days between 
students’ start-date at their workplace and their graduation date. Employment status is 
taken as students’ employment status one year after graduation. Earnings are measured 
as students’ annualized salary, one year post-graduation, capturing the starting point of 
student earnings. 
The research design of my dissertation was developed based on the following 






























Figure 1. Conceptual framework 
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This conceptual framework consists of three layers. The inner cycle (inside the 
dash line) represents students’ development during the college years. In general, 
teaching and learning at college take place through two channels: core curriculum and 
educational practices. Given that study abroad offers students a unique life experience 
different from life in the U.S., I can use John Dewey’s (1938) seminal theory of 
experiential learning and Perry and White’s (1970) intercultural development theory 
to explain why we would expect students who participate in study abroad programs 
to have different learning outcomes (both cognitive and non-cognitive), compared to 
their counterparts who did not study abroad when at college.  
The second layer in the middle (marked by the yellow arrows) is the entire 
higher education system, which can be explained by the educational production 
function. At the left side are the inputs from student, family, and higher education 
institutions. The right side shows outputs: cognitive and non-cognitive knowledge and 
skills students gained by the time they graduate. After college, these knowledge and 
skills can turn to advantages in the labor market. That is where human capital theory 
comes in.   
Lastly, the outer layer (follow the blue arrows) is the external environment to 
which the higher education institution is exposed. Globalization, one of the elements 
of the environment, affects the supply and demand of higher education, especially 
study abroad. Globalization shapes the supply and demand of study abroad  
 
xx 
activities inside the higher education system, which directly determines educational 
outputs and affects students’ labor market outcomes.  
Last but not least, this research was inspired by my internship at the Institute 
of International Education (IIE), prepared for by my graduate study at the Economics 
and Education program at Teachers College, Columbia University, and reinforced by 
my conversation with Daniel. Daniel is a young, pale, visually impaired student. I was 
very curious about his study abroad experience, so I asked him, “Daniel, did you have 
assistance when you were there?” He turned around, trying to locate me; his friend 
gave him a hand so he could face me. He responded with force, “You are asking me 
whether I had a help? No, I cannot see here. I cannot see there, either. Actually, the 
streets there are much better than here.” He emphasized by knocking on the floor 
with his white cane. That was a mind-blowing moment for me. Thanks to Daniel, I 
want to know more about academic mobility and do more for students like Daniel. 
They are my motivation for doing this dissertation. When my dissertation finally 









GO PLACES: EXAMINING THE ACADEMIC RETURNS TO STUDY ABROAD1 
 
1. Introduction 
One of the most pronounced trends in higher education over the past 10 years 
has been the steady increase in the number of U.S. students who have studied abroad. 
Over 300,000 U.S. students study abroad each year; one out of 10 undergraduate 
students study abroad before graduating; and students are awarded federal aid to study 
abroad2 (IIE, 2015). Many studies have explored the potential impact of studying 
abroad on student learning outcomes, with mixed findings and conclusions (e.g., Allen, 
2009; Diao & Freed, 2011; Donitsa-Schmidt & Vadish, 2005; Engle, 2012; Engle & Engle, 
2004; Foster, 2001; Jimenez-Jimenez, 2010; Mendelson, 2004; Segalowitz et al., 2004; 
Xu et al., 2013). Opposing arguments about the relative advantages and disadvantages 
of study abroad, as well as the mixed findings from research, have led policymakers 
and researchers to a growing awareness that the potential impact of study abroad may 
be both heterogeneous and multifaceted, and may largely depend on the specific  
                                                        
1 This paper is part of my dissertation that consists of three papers. The three papers are titled 
as follows: “Go Places: Examining the Academic Returns to Study Abroad”; “Open Minds: Study Abroad 
and Student Global Perspectives”; and “Adventure of a Lifetime: Labor Market Returns to Study Abroad”. 
2 Of the 712 institutions that provided financial support data, 94.5% had awarded federal aid for 
students to study abroad on the institution’s own programs in 2013-2014.  
2 
 
characteristics of the study abroad program design, the field of study, and the particular 
student outcome measured.  
Given the rapid increase of students studying abroad in higher education and 
the growing consensus that studying abroad provides some of the richest and most 
powerful forms of experiential learning for our students (Burn, 1991; Hamir, 2011; Kuh, 
1995; Kuh et al., 2008; Laubscher, 1994; McKeown, 2009; Tarrant et al., 2014), 
policymakers and the general public have become increasingly concerned about the 
potential impact of study abroad across disciplines. This research proposed to use a 
national representative dataset to provide policymakers, college administrators, 
researchers, students, and families with a comprehensive understanding of the 
characteristics and impacts of studying abroad on a wide array of student outcomes. 
Using statistical methods such as Ordinary Least Square regression and Propensity 
Score Matching, this study addressed three primary research questions:  
1. Who studies abroad? What are the student and program characteristics? 
2. Does the study abroad experience affect cognitive student learning outcomes 
such as academic achievement, and how does such an impact vary by 
student characteristics? 
3. How does such an impact vary by different types of program design (e.g., 
duration, sponsorship, logistics, and curriculum)? 
The remainder of this paper is organized as follows: Section 2 reviews existing 
literature on the impact of studying abroad on student academic achievement; Section 3 
describes the sample; Section 4 introduces the empirical strategies; Section 5 presents 
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the results based on Ordinary Least Square regression and Propensity Score Matching, 
by using studying abroad as an indicator as well as differentiating various types of 
study abroad program design with regard to duration, sponsorship, logistics, and 
curriculum; and Section 6 concludes the paper with a summary of findings, limitations, 
and further analysis. 
2. Literature Review 
A number of studies have evaluated the effects of the study abroad experience 
on student academic development. Overall, evidence from these studies was mixed, 
depending on the data, outcome measure, program type, and methodology. However, 
studies reporting positive effects seem to be more numerous than other studies. 
On the positive side, studies by Allen (2009), Diao and Freed (2011), Engle 
(2012), Foster (2001), Jimenez-Jimenez (2010), and Segalowitz et al., (2004) reported 
that students gained foreign language proficiency from their studies overseas. Engle 
and Engle (2004), Kinginger and Farrell (2004), Allen (2009), and Diao and Freed 
(2011) found positive evidence in the French grammar and vocabulary of students by 
using a pre-/post-test comparison. Similar evidence was found in other language 
programs such as for Spanish (Jimenez-Jimenez, 2010; Segalowitz et al., 2004), Chinese 
(Foster, 2001), and Hebrew (Donitsa-Schmidt & Vadish, 2005). Regarding concerns 
that studying abroad may delay timely college completion, Xu et al., (2013) found 
beneficial effects of study abroad programs on undergraduate degree completion. 
O’Rear et al., (2014) also confirmed that studying abroad can increase the likelihood 






Table 1.1  
 




Program Sample Size Duration Method Findings 




Not mentioned  6 weeks Descriptive The language practicum 
course was a relatively 
formal way of extending 
student learning beyond 
the classroom. 
Steinberg, 2002 Linguistic 
skills, 
knowledge  
IES program 237 students from 237 
colleges and 
universities 
All kinds of 
programs 
Survey Study abroad programs 
foster intellectual 
growth, language and 
communication skills, as 
well as cognitive, 
interpersonal, and 
intrapersonal growth. 




257 students (225 one 







gained 20% to 39% in 
IDI and 27% gained in 
French; year-long group 
gained 45% in French 












Program Sample Size Duration Method Findings 













Learning about subtle 
features of a key 
sociolinguistic feature of 
French does appear to 
take place. 
Mendelson, 2004 Language 
learning 
Study abroad to 
Spain in 2002 
45 students (31 stayed 
for 4 weeks and 14 





Assessment does not 
support the assumption 
that the learning context 
in Spain helped students 
to achieve academic goals.  
Segalowitz et al., 2004 Linguistic gains  Spanish 
program 
46 students (26 
abroad, 20 at home) 





Treatment group made 
gains in oral proficiency 
and in several aspects of 
oral fluency, compared to 















Students gained language 
proficiency; Jewish 
identity did not change 
significantly.  




18 students, 12 women 
and 6 men, average age 
20.4 
6 weeks Survey, interview, 
and learning logs 
Students gained French 
proficiency, especially 

















87 students in 6 
groups; 
Control group: 6 




ANOVA Study abroad students did 
improve over time in terms 
of both vocabulary size and 
depth of lexical knowledge.  




70 students, 56 
female and 14 male, 
age 19-25 
Summer  Pre-/post-test 
comparison  
Overwhelmingly valuable 
experience for both 
linguistic and cultural 
development 






38 students (68% 






Simply dropping students 
into a foreign culture 
guarantees neither 
increased language learning 
nor increased intercultural 
competence  
Xu et al., 2013 College 
completion 




Treated: 106  
Control: 6,346  
All kinds of 
programs 
Logit Study confirmed the 
beneficial effects of study 
abroad programs on 
undergraduate degree 
completion.  




All study abroad 
programs in 
Georgia State  
19,109 students;  
Control group is a 
stratified random 
sample 
All kinds of 
programs 
Probit Studying abroad can 
actually increase the 
likelihood of four-year 





On the negative side, Savicki et al., (2012) reported no evidence of an effect of an 
overseas sojourn on student language learning. Mendelson’s (2004) assessment did not 
find positive evidence of student academic achievement either.  
It is important to bear in mind, however, that despite the results, positive or 
negative, the sample sizes of these studies were fairly small and only one study had a 
control group (Jimenez-Jimenez, 2010) and its selection was questionable. 
Jimenez-Jimenez chose six native Spanish speakers at home as the counterparts for 
study abroad students who learned Spanish as a second language, which was not the best 
comparison for many reasons. The two undergraduate degree completion studies, Xu et 
al., (2013) and O’Rear et al., (2014), addressed the sample size problem by using data 
from one college (Old Dominion University) and from one state (Georgia), but neither 
one college nor one state can represent an entire country. Thus, solid research with 
national-level data is needed to check the external validity of these studies in order to 
obtain an accurate estimate of the real effect of study abroad on a student’s academic 
achievement.  
To summarize, results from prior studies have provided a fuzzy picture of the 
effect of studying abroad on student academic achievement. Evidence from these 
studies was mixed depending on the data, outcome measure, program type, and 
methodology. More importantly, these studies did not distinguish the effect of a certain 
type of study abroad (e.g., one semester) from other types (e.g., shorter or longer term). 
Even though studies reporting positive effects seem to be more numerous than other 





remain unknown. Studying abroad, then, does provide some of the richest and most 
powerful forms of experiential learning for our students. However, there is far too little 
understanding of the theory and practice of this type of learning in higher education.  
This research thus aims to contribute to existing scholarship by conducting an 
empirical study based on a nationally representative sample to examine the effect of 
studying abroad on student academic achievement, not only the overall effect, but also 
heterogeneous effects through different types of study abroad program design.  
3. Data 
3.1 Data and Institutional Characteristics 
Analyses were performed on a dataset containing more than 48,000 students 
attending approximately 600 U.S. colleges and universities. These higher education 
institutions were randomly chosen to answer National Survey of Student Engagement 
study abroad questions in 2007 (referred to NSSE2007 hereafter). The dataset contains 
information on student demographics, institutions attended, and each student’s study 
abroad experience at college. Launched in 2000, NSSE annually collects information 
from hundreds of four-year colleges and universities7 about the participation of 
first-year and fourth-year students in programs and activities provided by institutions 
for their learning and personal development. NSSE results reflect the behaviors of 
students and institutions that are associated with desired outcomes of college. It should 
be noted, however, that NSSE does not assess student learning directly; instead, survey 
results point to areas where higher education institutions are performing well and 
                                                        
7 The survey was available in paper and Web versions and took about 15 minutes to complete. 
The overall response rate was approximately 36%. The web-only mode response rate (37%) exceeded that 





aspects of the undergraduate experience that could be improved. When this sample was 
selected in 2007, more than 1,458,000 students at nearly 1,200 different four-year 
colleges and universities participated in the survey.  
The NSSE2007 data was selected for two reasons. First, this is a nationally 
representative sample. The participating NSSE2007 institutions generally mirrored the 
national distribution of the 2005 Basic Carnegie Classifications (NSSE, 2007). Second, 
the treatment considered in this research is studying abroad, but there are many types 
of study abroad programs (e.g., short-term vs. long-term; organized by home 
institutions vs. organized by other institutions; home-stay vs. living with American 
students, etc.). To my knowledge, NSSE2007 is the only national survey that contains 
student-level data with details of the students’ study abroad experience such as 
duration, sponsorship, housing arrangements, and so forth.  
Depending on the population, NSSE applies two sampling methodologies:  
(a) census, or (b) random selection. If the population is all first-year and senior students, 
the sampling method will be census, which means they survey all first-year and 
fourth-year students at the institution. If census is not feasible, then a random sample of 
an equal number of students from each group (first- and fourth-year students) will be 
drawn from the whole student body, with the sample size based on the total number of 
undergraduate students enrolled. Participating institutions can select the method that 
best fits their own student body, which will either be a census of all first-year and senior 







Study abroad is an experimental set of NSSE2007, which is complementary to the 
main NSSE survey. The treatment group for this study is a 67% random sample of all 
first-year and senior respondents attending U.S. institutions who studied abroad (and 
thus answered the items in the experimental set of study abroad survey questions). 
Students in the control group are a 67% random sample from all first-year and senior 
respondents attending one of the institutions receiving the study abroad questions who 
did not study abroad (and thus only answered the main NSSE2007 survey and were not 
in the experimental set of study abroad). The study abroad items were sent to a simple 
random sample of the institutions that were eligible for test/additional items. For 
confidentiality purposes, NSSE was unable to provide information about which 
institutions answered the experimental set of study abroad questions in the survey, so I 
am not able to identify these institutions. 
3.2 Outcome Measures 
Academic achievement was measured by student grade point average (GPA) at 
the time of survey. The original variables in the dataset were grades received from 
coursework, which including eight categories from C- to A. Due to the large variation in 
grading standards across disciplines, comparison of grades may induce bias. To reduce 
that bias, I convert this categorical variable grades to a continuous variable GPA on a 
scale of 1 to 4.8 In regression analysis, I used GPA multiplied by 100 as the dependent 
variable in order to estimate the percentage change in GPA, which is a more precise 
estimate, compared to the change in raw numbers.  
                                                        







3.3 Sample Description 
The NSSE sample used in this research included more than 14,600 students who 
were in their first or fourth year at college in 2007. Of these, approximately 7% had 
study abroad experience. As this study focused on U.S. students, this sample also excluded 
approximately 600 observations that were self-reported as being international students 
in the survey. Table 1.2 summarizes the student characteristics by groups.   
Table 1.2  
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Full-time enrollment 89.10 94.56 88.68 
Attend private institutions  43.34 66.35 41.59 
Living on campus 40.70 40.05 40.75 
Sample Size 14,641 1,031 13,610 







Figure 1.1. Study abroad participation rate by ethnic groups 
As Table 1.2 reveals, the study abroad group has a higher proportion of female 
(71.91% vs. 65.12%), White (82.05% vs. 68.01%) students than average. I also 
examined the participation rate of ethnic groups (presented in Figure 1.1). Consistent 
with findings from Table 1.2, African American students had a much lower participation 
rate (2% vs. 7%) than average. The participation rate of Asian and Hispanic students 
was higher than African Americans, but lagged behind White students. With respect to 
major, the top two study abroad majors were Business and Social Sciences. These two 
programs accounted for nearly one third of the study abroad population. By contrast, 
professional students (e.g., Health, Law) were dramatically fewer in study abroad 
programs (3.5% compared with 11.27% overall). The proportions of Engineering and 
Education students were also low, but not remarkably so.  
Based upon the responses to the NSSE2007 Study Abroad experimental items, 
Table 1.3 summarizes the characteristics of the study abroad programs in which students 
participated. Three main observations emerged from Table 1.3. In terms of duration, 
50% of the students went abroad for one semester. With respect to logistics, more than 













Table 1.3  








Less than one semester 
One semester 










Sponsorship     
Primarily enrolled in institution in the U.S. 
An overseas institution  
Another U.S. institution 
Housing  
Home stay with host family 
Dorm/apartment with other U.S. students   
Dorm/apartment with host country students  























Classes for credit 
Related to student major or chosen career field 









Sample Size 1,031 100% 
Source: Author’s calculations using NSSE2007 data. 
half the students participated in a program sponsored by the institution they attended in 
the U.S; one third of the students chose to stay with host families. The majority (86.86%) 
of the students completed classes for credit while abroad; slightly less than half (48.77) of 
the students chose a program directly related to their major or chosen career field; and 
only a small proportion (14.70%) of students worked on a research project under the 
advisement of a faculty member. I examined these program design characteristics in the 






4. Empirical Framework and Methodology 
4.1 Basic Empirical Model  
Quantitative identification of the causal effect of study abroad is difficult because 
of data constraints and technical problems such as endogeneity (i.e., participation in study 
abroad programs is determined by an exogenous variable which also determines the 
dependent variable). Most existing studies thus used qualitative approaches (as Table 1.1 
indicates).  
The baseline OLS model was used to estimate the effect of studying abroad on 
student academic achievement  
  332211 XXXZY        (1) 
This model builds upon education production function. Where Y refers to academic 
achievement measured by GPA, Z is the treatment (study abroad) and X is the vector 
of confounding covariates. More specifically, 1X  stands for student characteristics, 2X  
are the family covariates, 3X  are institutional characteristics, and   is the error term 
that follows a normal distribution.   
4.2 Propensity Score Matching Approach  
I still needed to deal with the endogeneity problem within the baseline OLS model 
(1). OLS regression assumes that the error term is normally distributed and is NOT 
correlated with study abroad or covariates, so if the error term is correlated with study 
abroad or covariates, OLS estimates are likely to be biased as the assumption does not 
hold. Selection bias may exist because students are not randomly assigned to participating 






higher GPA of students with study abroad experience may be due to unmeasured higher 
ability, greater effort, or persistence, or these students receive scholarships for study 
abroad in recognition of their performance. The omission of these variables may cause 
upwards bias if their correlation with GPA and study abroad are in the same direction. 
For example, higher-ability students tend to perform better in coursework and are also 
more likely to participate in study abroad programs because regular courses are easy for 
them. Unfortunately, this bias may remain true in the baseline OLS model.  
  AXXXZY 332211       (2) 
where A refers to ability,  is the coefficient of ability, and ' is the unbiased estimate 
of the effect of study abroad on student academic achievement. Referred to Equation (1), 
we can get b  , where b is the regression coefficient of ability on study abroad. 
Since 0b , the OLS estimate is upwards biased.  
Thus, the difference in outcome between the study abroad group and not-study 
abroad group may depend on characteristics that affect whether a person will 
participate in study abroad or not, rather than the true effect of study abroad per se. In 
order to tease out the true effect of study abroad, this research endeavored to address 
selection bias and the omitted variables problem using PSM. The matching method 
demonstrates that rather than controlling for all the covariates, it is sufficient to control 
for just the propensity score, which is simply a one-number summary of the covariates.9  
)|1Pr()( XZXe           (3) 
where Z is the treatment variable (participating study abroad in this research) and X is a 
                                                        
9 Notes from “Causal Inference: Methods for Program Evaluation and Policy Research” class taught 






vector of pre-treatment covariates. If the estimand I want to estimate is the average 
effect on the treated (ATT), 
]1|)0([]1|)1([]1|)0()1([  ZYEZYEZYYE     (4) 
and if ignorability holds and I match on the propensity score 
)](,0|)0([)](,1|)0([ XeZYEXeZYE       (5) 
then I should be able to find the unbiased treatment effect estimate 
    )(,1|)1([ XeZYE  with )(,1 XeZY  and 
  )(,1|)0([ XeZYE  with )(,0 XeZY                 (6) 
In practice, this means using the matched groups to estimate each mean. The 
procedure for using PSM can be summarized as three steps: (1) search for a 
close-balanced propensity score model on an individual’s pre-treatment characteristics;  
(2) estimate the individual’s propensity score with probit/logit; and (3) run a regression 
on treatment and covariates with the outcome as the dependent variable. Balance is 
emphasized in Step 1 because I want to make sure that for each treatment group 
member, there is a control group member that is sufficiently similar that I believe can act 
as an empirical counterfactual. Thus, I need a large overlap (common support) in the two 
groups. The primary advantage of PSM over OLS is that PSM does not have to specify the 
multidimensional relationship between X and the outcome. This way, PSM also reduces 
bias caused by possible multicollinearity among covariates.  
In this study, the estimand was the Average Treatment effect on the Treated 
(ATT). In terms of estimation strategy, Probit regression was used to estimate the effect 






approach. I tried several other matching approaches: Caliper, Epanechikov Kenel, and 
Gaussian Kenel. Results from the Epanechikov Kenel and Gaussian Kenel methods were 
almost identical to those of nearest neighbor matching. Caliper was slightly different but 
still similar.  
5. Empirical Results 
In this section, the empirical results are presented in two parts: (a) study abroad 
in general, and (b) heterogeneous impact by study abroad program design. In the first 
part, the study abroad variable is merely an indicator (whether or not the student studied 
abroad); therefore, the results from OLS and Propensity Score Matching are the 
estimation of the overall effect of study abroad, regardless of various study abroad 
program designs. As a complement, the second part utilizes the rich information on 
various study abroad program designs in the dataset, and explores how the impact of 
study abroad varies according to how long a student studied abroad, who organized the 
program, types of housing arrangement, whether the program is for credit, whether the 
study is related to student major, and whether students worked on a research project 
during their study abroad. 
5.1 Study Abroad in General 
5.1.1 Missing data problem. Before I ran the baseline OLS regression, I checked 
the missing rates of all the variables in the dataset. Overall, missing data were not a 
severe problem except variables for SAT or ACT scores. Most variables had a missing rate 






converted ACT scores to SATs according to the estimated relationship between the ACT 
composite score and SAT critical reading, math, and writing scores,10 but the missing 
rate was still higher than 60%, even after conversion.  
Not only was the missing rate substantially high, but the missing data were for a 
very important variable. SAT scores are critical to this study because SATs measure 
student academic aptitude and can serve as the proxy for ability in the regression model. 
Without controlling for ability, estimation of the effect of education abroad will be biased. 
Furthermore, if I did not impute the missing data, STATA would automatically drop any 
observations where there was a missing value in one or more variables. The sample size 
for the full model thus shrank dramatically from approximately 14,000 to 4,000. 
Throwing data away is not only inefficient but may also cause severe bias in estimation; 
therefore, I decided to address the missing data problem with multiple imputations.  
5.1.2 Multiple imputations. The main assumption of multiple imputations is that 
they are missing at random (MAR), which means that whether or not a student’s SAT 
score is reported in this dataset is random. To check this assumption, I plotted the 
missing data pattern in Figure 1.2. Dark represents missing data. The missing values did 
not have a clear pattern, and thus, it is plausible that the data were missing at random. I 
also contacted NSSE to ensure that the missing was not due to an administrative process 
or any other reasons of which the NSSE may be aware.   
 
                                                        







Figure 1.2. Pattern of missing data 
Compared with throwing away data, multiple imputations maintain the entire 
dataset, use all the available information, maintain relationships between variables, and 
properly reflect sampling uncertainty and model uncertainty about the missing values. 
The weaknesses of multiple imputations are that they can be complex to implement, 
especially with large datasets, and rely on modeling assumptions. These two weaknesses 
were not major concerns in this study because the sample size was not too large and the 
set of variables was not complex.  
Using the mi package in R,11 I imputed SAT Math, Verbal, and Writing scores.12 I 
chose to impute SAT subtotals instead of the total SAT scores because Math, Verbal, and 
Writing measure different dimensions of student aptitude. These aspects may affect the 
                                                        
11 https://cran.r-project.org/web/packages/mi/index.html  
12 I multiple imputed in R and extracted the data from the first imputation to conduct Propensity 
Score Matching in STATA because STATA cannot run matching command on multiple imputed data. My 






study abroad and outcome variables differently. Results from multiple imputations 
(Figures 1.3, 1.4, and 1.5) indicated that imputed data (red line) resemble the distribution 
of observed data (blue line). I can thus use the imputed data in regression analysis.  
 
 











Figure 1.5. Multiple imputation—SAT writing 
5.1.3 OLS estimation. The baseline OLS regression model based on Equation (1) 
was established to investigate the average effect of study abroad. I ran three sets of 
regression and report the result in Table 1.4. Model 1 includes student demographic 
characteristics; Model 2 includes student and family variables; Model 3 completes the full 
model by adding institutional variables.  
The estimations across these three models consistently reported a statistically 
positive impact of study abroad on student academic achievement, indicating a 0.08-0.11 
increase in GPA. Results also indicated the following findings: (a) White students 
outperformed students in other ethnic groups; compared to students in Education 
programs, students in all other majors except Social Sciences tended to have a lower GPA; 
SAT scores were strong predictors of student academic achievement, especially Math and 
Verbal scores; fourth-year students had higher GPAs than first-year students; full-time 






Table 1.4  
Regression Results—OLS 








Study abroad 11.006***  9.441***  8.323***  
 (1.630)  (1.642)  (1.678)  
Age 5.176***  5.845***  5.988***  
 (0.779)  (0.786)  (0.794)  
Male -8.533***  -8.964***  -8.474***  
 (1.358)  (1.356)  (1.358)  
White 14.275***  13.981***  12.633***  
 (1.987)  (1.978)  (2.067) 
Black -12.211***  -11.567***  -13.896***  
 (3.164)  (3.158)  (3.256)  
Asian 1.684  1.310  0.771  
 (3.698)  (3.687)  (3.766)  
Hispanic -8.192***  -7.010**  -7.426**  
 (3.038)  (3.041)  (3.163)  
Senior 6.378*** 5.107*** 5.069*** 
 (1.342) (1.341) (1.350) 
Full-time student 6.683***  6.451***  6.532***  
 (1.934)  (1.928)  (1.926)  
Arts and Humanities -7.856***  -8.923***  -7.560***  
 (2.421)  (2.432)  (2.441)  
STEM -14.983***  -16.119***  -14.750***  
 (3.002)  (3.004)  (3.020)  
Business -21.998***  -22.515***  -21.136***  
 (2.450)  (2.455)  (2.485)  
Professional -10.317***  -10.586***  -11.297***  
 (3.640)  (3.615)  (3.674)  
Social Sciences  4.923  4.548  3.666  
 (4.398)  (4.338)  (4.340)  
Other majors -15.135***  -15.975***  -15.204***  
 (2.023)  (2.031)  (2.044)  
Transfer student -0.881  -1.153  -2.561*  
 (1.493)  (1.492)  (1.522)  
Live in the dorm 4.540***  4.217***  2.875*  
 (1.564)  (1.565)  (1.663)  
                                                        
13 The variable GPA was coded as the raw GPA times 100. Thus, coefficients were interpreted as 
















SAT Math score 0.023***  0.021**  0.018**  
 (0.009)  (0.009)  (0.009)  
SAT Verbal score 0.032***  0.030***  0.026**  
 (0.011)  (0.011)  (0.011)  
SAT Writing score -0.004**  -0.004**  -0.004**  
 (0.011)  (0.011)  (0.011)  
Father with college education or above --- 7.407***  6.852***  
  (1.403)  (1.405)  
Mother with college education or above --- 1.787  1.495  
  (1.441)  (1.440)  
New England --- --- -9.434***  
   (3.224)  
Mid-East --- --- 7.759**  
   (3.710)  
Great Lakes --- --- 2.468  
   (2.742)  
South East --- --- 1.859  
   (2.775)  
North East --- --- 6.491**  
   (3.097)  
Far West --- --- -4.464  
   (3.013)  
Public  --- --- -2.398  
   (3.125)  
Medium enrollment --- --- 1.403  
   (2.373)  
Large enrollment  --- --- -3.703  
   (2.709)  
California  --- --- -4.905* 
   (2.859) 
New York --- --- 3.923  
   (4.619)  
Constant 295.342***  293.158***  300.708***  
 (5.738)  (5.719)  (6.402)  
N 13,936 13,936  13,936  
R-Squared 0.080  0.088  0.096  
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 
groups for race, major, region, and enrollment size are other races, education major, the Plains 






high GPA; (b) in terms of family background, father’s education turned out to be 
positively associated with student GPA while no such evidence was found in the 
relationship between mother’s education and student academic outcome; and (c) there 
was no significant difference between public and private institutions, but students in New 
England institutions tended to have lower GPAs, compared to their peers in the Plains. 
This could be related to more rigorous grading systems in New England institutions.  
5.1.4 Propensity score matching. I was concerned about the selection bias that 
could arise in this study because students were not randomly assigned to participate in 
study abroad programs, but self-selected. In addition, the selection behavior exists at all 
levels: student, family, and institution. It could be argued that students from affluent 
families are more likely to go abroad as they can obtain extra financial support from 
parents. Affluent families are also more likely to afford extra educational services that 
assist students with their coursework such as data/software license, private tutoring, and 
professional editing. Consequently, the between-group difference in academic 
achievement may not be caused by study abroad experience, but because the study 
abroad group is ultimately different from the not-study abroad group. In other words, 
these two groups are not comparable at all. If that is the case, estimates from the baseline 
OLS model in Table 1.4 will be biased.  
To address selection bias, I employed PSM. I first computed propensity scores for 
each student, then found a match for each study abroad student from the non-study 
group based upon their propensity score, ran a weighted regression on the matched 






the comparison was between study abroad students and their counterfactuals. PSM also 
relaxed the linearity assumption of OLS and fulfilled the restriction of regression in the 
common support area where the study abroad group overlapped the non-study abroad 
group. This also reduced estimation bias.  
PSM is only appropriate when assumptions hold. There are four major 
assumptions: ignorability, common support, balance, and Stable Unit Treatment Value 
Assumption (SUTVA). SUTVA was plausible in this study as it was not likely that one 
student studying abroad in college would affect another student’s GPA, but it could 
happen through peer effects. More importantly, ignorability may not be guaranteed 
because institutional-level information on study abroad programs (e.g., number of study 
abroad programs) was missing in this dataset. Parent attitudes towards studying abroad 
were not noted either. An institution’s capacity to run study abroad programs and a 
family’s willingness to support students confines student participation in study abroad. 
Unfortunately, I was not able to observe these important confounding covariates.  
In terms of common support, I plotted the distribution of propensity scores with 
the study abroad group in the top histogram and the non-study abroad group in the 
bottom histogram. The horizontal axis indicates propensity scores and the length of each 
bar on the vertical axis indicates the fraction of sample falling into a corresponding 
interval of propensity score. As Figure 1.6 shows, the overlap of the propensity score is 
pronounced, especially in the lower half. Several observations are off support at the high 






I prioritized available pre-treatment variables into three categories in Table 1.5 
based upon their influence on both studying abroad and earnings. Those variables that 




Figure 1.6. Propensity score matching—Common support 
 
Table 1.5  
 
List of Pre-treatment Variables in Order of Importance to Balance 
 
Balance Priority Pre-treatment Variables 
Most important  Demographics, major, institutional level 
Somewhat important  Parental education, full-time student, first-generation 
college student 
Least important Institution location, live on campus 
The critical task for PSM is to find a balanced model. Criteria for the balance check 
in this research were: (a) for continuous variables, the difference in means is less than or 
equal to 0.05; treatment group standard deviations and the ratio of standard deviations 






across groups is less than or equal to 0.025. Table 1.6 summarizes the balance check for 
each covariate. Overall, this model satisfied the balance criteria.  
Table 1.6  
Propensity Score Matching—Balance Check 
Variable Sample 
Mean SD STD Ratio Percent 
Treated Control Treated Control Diff of SDs Diff 
Age Unmatched 22.414 22.839 4.61 7.63 -0.092  0.6  
 Matched 22.414 22.439 4.61 4.21 -0.005  1.1  
male Unmatched 0.29 0.353 0.45 0.48 -0.139  0.95  
 Matched 0.29 0.297 0.45 0.46 -0.016  0.99 -0.007 
white Unmatched 0.822 0.675 0.38 0.47 0.384  0.82  
 Matched 0.822 0.828 0.38 0.38 -0.016  1.01 -0.006 
black Unmatched 0.023 0.078 0.15 0.27 -0.360  0.56  
 Matched 0.023 0.035 0.15 0.18 -0.080  0.82 -0.012 
Asian Unmatched 0.023 0.049 0.15 0.22 -0.172  0.7  
 Matched 0.023 0.031 0.15 0.17 -0.053  0.87 -0.008 
hispanic Unmatched 0.046 0.068 0.21 0.25 -0.104  0.83  
 Matched 0.046 0.035 0.21 0.18 0.052  1.14 0.011 
senior Unmatched 0.918 0.486 0.27 0.5 1.577  0.55  
 Matched 0.918 0.899 0.27 0.3 0.070  0.91 0.019 
ft Unmatched 0.946 0.888 0.23 0.32 0.258  0.71  
 Matched 0.946 0.957 0.23 0.2 -0.048  1.11 -0.011 
m_arts Unmatched 0.224 0.109 0.42 0.31 0.275  1.34  
 Matched 0.224 0.238 0.42 0.43 -0.033  0.98 -0.014 
m_stem Unmatched 0.174 0.181 0.38 0.38 -0.017  0.99  
 Matched 0.174 0.176 0.38 0.38 -0.005  1 -0.002 
m_bus Unmatched 0.119 0.156 0.32 0.36 -0.115  0.89  
 Matched 0.119 0.11 0.32 0.31 0.028  1.03 0.009 
m_pro Unmatched 0.034 0.073 0.18 0.26 -0.214  0.7  
 Matched 0.034 0.03 0.18 0.17 0.022  1.06 0.004 
m_social Unmatched 0.034 0.033 0.18 0.18 0.007  1.02  
 Matched 0.034 0.038 0.18 0.19 -0.022  0.95 -0.004 
m_other Unmatched 0.435 0.462 0.5 0.5 -0.055  0.99  
 Matched 0.435 0.415 0.5 0.49 0.040  1.01 0.020 
r_neweng Unmatched 0.085 0.09 0.28 0.29 -0.020  0.97  
 Matched 0.085 0.078 0.28 0.27 0.025  1.04 0.007 
r_mideast Unmatched 0.225 0.108 0.42 0.31 0.281  1.35  






Table 1.6 (continued) 
 
Variable Sample 
Mean SD STD Ratio Percent 
Treated Control Treated Control Diff of SDs Diff 
r_lakes Unmatched 0.189 0.187 0.39 0.39 0.004  1  
 Matched 0.189 0.17 0.39 0.38 0.049  1.04 0.019 
r_seast Unmatched 0.125 0.239 0.33 0.43 -0.346  0.77  
 Matched 0.125 0.134 0.33 0.34 -0.027  0.97 -0.009 
r_neast Unmatched 0.129 0.111 0.33 0.31 0.052  1.06  
 Matched 0.129 0.113 0.33 0.32 0.048  1.06 0.016 
r_fwest Unmatched 0.141 0.181 0.35 0.39 -0.114  0.9  
 Matched 0.141 0.133 0.35 0.34 0.023  1.02 0.008 
r_plains Unmatched 0.107 0.084 0.31 0.28 0.076  1.12  
 Matched 0.107 0.114 0.31 0.32 -0.023  0.97 -0.007 
fba Unmatched 0.619 0.517 0.49 0.49 0.450  0.99  
 Matched 0.619 0.598 0.49 0.5 0.043  0.97 0.021 
mba Unmatched 0.578 0.456 0.49 0.48 0.411  1.02  
 Matched 0.578 0.556 0.49 0.5 0.045  0.99 0.022 
public Unmatched 0.334 0.579 0.47 0.49 -0.518  0.96  
 Matched 0.334 0.315 0.47 0.46 0.040  1.01 0.019 
medium Unmatched 0.082 0.115 0.27 0.32 -0.120  0.86  
 Matched 0.082 0.066 0.27 0.25 0.059  1.1 0.016 
large Unmatched 0.52 0.594 0.5 0.49 -0.147  1.02  
 Matched 0.52 0.496 0.5 0.5 0.048  1 0.024 
ca Unmatched 0.01 0.049 0.1 0.22 -0.403  0.45  
 Matched 0.01 0.008 0.1 0.09 0.020  1.12 0.002 
ny Unmatched 0.013 0.024 0.11 0.15 -0.100  0.73  
 Matched 0.013 0.02 0.11 0.14 -0.064  0.79 -0.007 
satm3 Unmatched 585.015 567.865 101.6 100.99 0.169  1.01  
 Matched 585.015 582.074 101.6 97.39 0.029  1.04  
satv3 Unmatched 584.245 558.593 102.1 100.75 0.251  1.01  
 Matched 584.245 580.039 102.1 97.56 0.041  1.05  
satw3 Unmatched 577.02 556.319 97.5 98.73 0.212  0.99  
  Matched 577.02 572.123 97.5 95.04 0.050  1.03   
 
After the balance check, I ran weighted regression based upon PSM. Table 1.7 
summarizes the regression results from the baseline OLS regression and PSM, and Table 






Table 1.7  
Regression Results—Propensity Score Matching 




Propensity Score  
Matching 
Study abroad 8.323***  4.852**  
 (1.678)  (2.239)  
Age 5.988***  2.913  
 (0.794)  (2.492)  
Male -8.474***  -12.682***  
 (1.358)  (2.548)  
White 12.633***  13.195***  
 (2.067) (4.579)  
Black -13.896***  1.320  
 (3.256)  (8.248)  
Asian 0.771  2.630  
 (3.766)  (8.656)  
Hispanic -7.426**  -7.272  
 (3.163)  (7.697)  
Senior  5.069*** 13.395***  
 (1.350) (5.042)  
Full-time student 6.532***  9.969  
 (1.926)  (6.330)  
Arts and Humanities -7.560***  -6.790  
 (2.441)  (5.334)  
STEM -14.750***  -8.326  
 (3.020)  (6.128)  
Business -21.136***  -23.740***  
 (2.485)  (5.954)  
Professional -11.297***  -23.368***  
 (3.674)  (8.104)  
Social Sciences  3.666  -4.930  
 (4.340)  (7.667)  
Other majors -15.204***  -18.118***  
 (2.044)  (5.105)  
Transfer student -2.561*  2.016 
 (1.522)  (3.856) 
Live in the dorm 2.875*  2.434 
 (1.663)  (2.534) 
                                                        
14 The variable GPA was coded as the raw GPA times 100. Thus, coefficients were interpreted as 






Table 1.7 (continued) 
Outcome Variable: 
GPA 
Ordinary Least Square 
Propensity Score  
Matching 
SAT Math score 0.018**  0.052***  
 (0.009)  (0.018)  
SAT Verbal score 0.026**  0.023  
 (0.011)  (0.020)  
SAT Writing score -0.004**  0.022  
 (0.011)  (0.020)  
Father with college education or above 6.852***  7.294***  
 (1.405)  (2.743)  
Mother with college education or above 1.495  3.972  
 (1.440)  (2.638)  
New England -9.434***  -12.891**  
 (3.224)  (5.136)  
Mid-East 7.759**  3.440  
 (3.710)  (6.686)  
Great Lakes 2.468  -5.594  
 (2.742)  (4.438)  
South East 1.859  -3.834  
 (2.775)  (5.104)  
North East 6.491**  1.636  
 (3.097)  (5.570)  
Far West -4.464  -1.813  
 (3.013)  (5.923)  
Public  -2.398  2.185  
 (3.125)  (6.904)  
Medium enrollment 1.403  2.387  
 (2.373)  (4.495)  
Large enrollment  -3.703  -2.319  
 (2.709)  (5.898)  
California   -18.135  
  (12.399)  
New York 3.923  19.375**  
 (4.619)  (8.601)  
Constant 300.708***  277.090***  
 (6.402)  (14.223)  
N 13,936  1,813 
R-Squared 0.096  0.149 
 
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 
groups for race, major, region, and enrollment size are other races, education major, the Plains 







Table 1.8  
 
Propensity Score Matching—Bootstrap S.E. 
 
Bootstrap Statistics    Number of obs = 13936 
     Replications = 1000 
Variable Reps Observed Bias Std. Err. [95% Conf. Interval]  
_bs_1 1000 6.553  1.336  2.785  1.087  12.019  (N) 
     2.507  13.472  (P) 
     -1.218  10.448  (BC) 
Note. N= normal; P = percentile; BC = bias-corrected 
The baseline OLS reported that on average, study abroad experience was 
associated with a 0.083 increase in student GPA, ceteris paribus; the Average Treatment 
effect on the Treated (ATT) estimate from PSM revealed that studying abroad increased 
GPA by 0.048 for those who studied abroad, as opposed to those who did not study 
abroad. I also used bootstrapping to simulate the matching procedures 1,000 times to 
obtain the distribution of the estimand (ATT). The mean of the estimate of ATT on GPA 
was 0.065 (refer to Table 1.8). Overall, the impact of studying abroad on student academic 
achievement seemed positive.  
5.1.5 Heterogeneous impacts by student characteristics. I also wondered how 
individual characteristics interacted with study abroad experience in terms of academic 
achievement. The empirical analysis in this section aimed to detect the potential 
differential effect of studying abroad among individuals, varying by a student’s individual 
characteristics such as gender, race, and major. These potential disparities were tested by 
adding a series of interaction terms to the baseline OLS model. The interaction was 
generated as the product of two dummy variables. Study abroad was coded as a dummy 






interaction of study abroad and gender, which was computed by the study abroad 
variable (1 = studied abroad; 0 = not study abroad) times the gender variable (1 = male;  
0 = female). The coefficient of AbroadXmale indicates the gender difference in the impact 
of study abroad on student academic achievement.  
Table 1.9  
Heterogeneous Effects Check, by Student Characteristics 
Variable Male White STEM 
abroadXmale -2.324  --- ---  
 (3.218)  ---  ---  
abroadXwhite ---  -4.635  ---  
 ---  (4.084)  ---  
abroadXstem ---  ---  1.396  
 ---  ---  (4.149)  
abroadR 6.834***  9.899***  5.893***  
 (1.804)  (3.838)  (1.683)  
Age 6.538***  6.524***  6.529***  
 (0.698)  (0.698)  (0.698)  
Male -11.670***  -11.845***  -11.832***  
 (1.085)  (1.036)  (1.036)  
White 11.747***  12.019***  11.751***  
 (1.601)  (1.633)  (1.602)  
Black -14.574***  -14.477***  -14.575***  
 (2.467)  (2.470)  (2.468)  
Asian 3.919  3.960  3.926  
 (2.745)  (2.746)  (2.746)  
Hispanic -6.135**  -6.169**  -6.139**  
 (2.543)  (2.543)  (2.543)  
Senior  5.057***  5.115***  5.073***  
 (1.350)  (1.350)  (1.350)  
Full-time student 7.560***  7.569***  7.560***  
 (1.810)  (1.809)  (1.810)  
Arts and Humanities 0.475  0.501  0.512  
 (1.996)  (1.995)  (1.996)  
STEM -4.066*  -4.085*  -4.191*  
 (2.281)  (2.281)  (2.332)  
Business -11.769***  -11.767***  -11.764***  






Table 1.9 (continued) 
 
Variable Male White STEM 
Professional -9.982***  -9.955***  -9.873***  
 (2.643)  (2.643)  (2.656)  
Social Sciences  6.071*  6.068*  6.093*  
 (3.118)  (3.119)  (3.120)  
Other majors -9.402***  -9.389***  -9.390***  
 (1.676)  (1.676)  (1.676)  
Transfer student -2.088  -2.066  -2.092  
 (1.355)  (1.354)  (1.355)  
Live in the dorm 4.797***  4.805***  4.803***  
 (1.257)  (1.257)  (1.257)  
SAT Math score 0.028***  0.028***  0.028***  
 (0.007)  (0.007)  (0.007)  
SAT Verbal score 0.025***  0.025***  0.025***  
 (0.008)  (0.008)  (0.008)  
SAT Writing score 0.005  0.005  0.005  
 (0.008)  (0.008)  (0.008)  
Father with college education or above 7.480***  7.486***  7.480***  
 (1.082)  (1.082)  (1.082)  
Mother with college education or above 4.011***  4.016***  4.008***  
 (1.095)  (1.095)  (1.096)  
New England -7.097***  -7.122***  -7.090***  
 (2.270)  (2.270)  (2.270)  
Mid-East 1.040  0.995  1.083  
 (2.839)  (2.840)  (2.839)  
Great Lakes 0.562  0.585  0.561  
 (2.015)  (2.016)  (2.015)  
South East -2.000  -1.997  -2.011  
 (2.025)  (2.024)  (2.024)  
North East 9.482***  9.479***  9.485***  
 (2.271)  (2.270)  (2.271)  
Far West -4.390*  -4.377*  -4.387*  
 (2.282)  (2.282)  (2.282)  
Public  -2.818  -2.846  -2.823  
 (2.378)  (2.377)  (2.378)  
Medium enrollment 6.934***  6.938***  6.933***  
 (1.688)  (1.688)  (1.688)  
Large enrollment  2.617  2.613  2.614  
 (2.110)  (2.109)  (2.110)  
California  -4.899*  -4.777*  -4.901*  






Table 1.9 (continued) 
 
Variable Male White STEM 
New York 7.346**  7.478**  7.316**  
 (3.640)  (3.641)  (3.638)  
Constant 273.937***  273.771***  274.015***  
 (5.070)  (5.073)  (5.066)  
N 13,936  13,936  13,936  
R-Squared 0.097  0.097  0.097  
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 
groups for race, major, region, and enrollment size are other races, education major, the Plains 
region, and small enrollment size; and (d) *p < 0.1; **p < 0.05; ***p < 0.01.  
 
Table 1.9 summarized the regression results for each of the above characteristics 
one by one. Columns 1 to 3 demonstrate the addition of one interaction at a time. Two 
main observations emerged from Table 1.9. First, none of the interaction terms were 
statistically significant. This is a good sign, suggesting that the impact of study abroad on 
student academic achievement was consistent. Second, the coefficient of study abroad 
turned out to be consistently significant after adding the interactions. This suggests that 
the main effect of study abroad was strong. In other words, students gained the same 
benefits from study abroad regardless of whether they were female or male, White or 
minority, STEM or non-STEM majors.  
5.2 Heterogeneous Impacts by Study Abroad Program Design 
Even though I found positive evidence of the impact of study abroad on student 
academic achievement by looking at the overall study abroad experience, I still wanted to 
know whether such an impact varied by study abroad program design and, if so, how 






like to provide policymakers with insights into the types of study abroad program design 
(e.g., short-term vs. long-term) that are more desirable when compared to other options.  
To detect potential variation by study abroad program design, I generated dummy 
variables for each type of program design and replaced the study abroad indicator with 
these program design dummies in the baseline OLS model.  
Three main observations can be made, according to Table 1.10: (a) Compared to 
studying abroad for two semesters or longer, shorter-term programs (less than one 
semester, or one semester) seemed have a negative impact on GPA but the effects were 
not significant; (b) whether a program was organized by the institution or other 
organizations (e.g., Institute for International Education of Students, American Institute 
for Foreign Studies, Institute of International Education, etc.) did not matter, nor did the 
housing arrangements; and (c) in programs that were directly related to a student’s 
major, providing the opportunity to work on a research project seemed to increase 
student GPA. These observations suggest that the impact of studying abroad on student 
academic achievement did vary by type of program design. Thus, a closer examination of 
such heterogeneous effects is needed.  
5.2.1 Duration. One long-unresolved puzzle in study abroad practice is whether 
“longer is better.” Dwyer (2004) assumed that more is better. Using 2002 IES study 
abroad alumni survey data, Dwyer confirmed her assumption and reinforced the idea 
that studying abroad for a full year has a more significant and enduring impact on 






Table 1.10  
OLS With and Without Variables for Study Abroad Program Design 
Outcome Variable: 
GPA15 
OLS Without Study Abroad 
Program Design Variables 
OLS With Study Abroad 
Program Design Variables 
Less than one semester --- -1.250  
  (3.637)  
One semester --- -1.392  
  (3.551)  
Sponsored by the institution --- -1.162  
  (3.076)  
Home-stay --- -1.928  
  (3.006)  
For credit --- 4.435  
  (3.417) 
Directly related to student’s major --- 6.635**  
  (2.847)  
Worked on a research project  --- 1.459  
  (3.785)  
Study Abroad 8.323***  --- 
 (1.678)  --- 
Age 5.988***  3.245  
 (0.794)  (3.546)  
Male -8.474***  -10.656***  
 (1.358)  (3.226)  
White 12.633***  12.362**  
 (2.067) (6.174)  
Black -13.896***  2.629  
 (3.256)  (12.832)  
Asian 0.771  4.812  
 (3.766)  (10.107)  
Hispanic -7.426**  -0.323  
 (3.163)  (8.718)  
Senior  5.069*** 19.335**  
 (1.350) (7.903)  
Full-time student 6.532***  5.344  
 (1.926)  (8.111)  
Arts and Humanities -7.560***  -3.974  
 (2.441)  (7.297)  
                                                        
15 The variable GPA was coded as the raw GPA times 100. Thus, coefficients were interpreted as 






Table 1.10 (continued) 
Outcome Variable: 
GPA 
OLS Without Study Abroad 
Program Design Variables 
OLS With Study Abroad 
Program Design Variables 
STEM -14.750***  -4.184  
 (3.020)  (8.247)  
Business -21.136***  -20.327**  
 (2.485)  (8.031)  
Professional -11.297***  -19.436**  
 (3.674)  (9.824)  
Social Sciences  3.666  -6.975  
 (4.340)  (9.676)  
Other majors -15.204***  -16.228**  
 (2.044)  (7.164)  
Transfer student -2.561*  6.532  
 (1.522)  (5.235)  
Live in the dorm 2.875*  0.051  
 (1.663)  (2.987)  
SAT Math score 0.018**  0.052**  
 (0.009)  (0.021)  
SAT Verbal score 0.026**  0.008  
 (0.011)  (0.025) 
SAT Writing score -0.004**  0.010  
 (0.011)  (0.024)  
Father with college education or 
above 
6.852***  8.675**  
 (1.405)  (3.388)  
Mother with college education or 
above 
1.495  0.018  
 (1.440)  (3.166)  
New England -9.434***  -4.723  
 (3.224)  (6.803)  
Mid-East 7.759**  5.780  
 (3.710)  (11.080)  
Great Lakes 2.468  5.031  
 (2.742)  (5.891)  
South East 1.859  3.339  
 (2.775)  (7.406)  
North East 6.491**  13.657*  






Table 1.10 (continued) 
Outcome Variable: 
GPA 
OLS Without Study Abroad 
Program Design Variables 
OLS With Study Abroad 
Program Design Variables 
Far West -4.464  7.378  
 (3.013)  (8.286)  
Public  -2.398  -3.736  
 (3.125)  (12.057)  
Medium enrollment 1.403  5.036  
 (2.373)  (6.708)  
Large enrollment  -3.703  5.490  
 (2.709)  (10.368)  
California   -0.687  
  (18.616)  
New York 3.923  23.874*  
 (4.619)  (13.504)  
Constant 300.708***  270.666***  
 (6.402)  (19.201)  
N 13,936  994 
R-Squared 0.096  0.143 
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 
groups for duration, race, major, region, and enrollment size are two semesters or longer, other 
races, education major, the Plains region, and small enrollment size; and (d) *p < 0.1; **p < 0.05; 
***p < 0.01.  
2008); however, several studies have challenged Dwyer’s (2004) assumption by showing 
the merits of short-term programs (Anderson, Lawton, Rexeisen, & Hubbard, 2006; 
Chieffo & Griffiths, 2004; Lewis & Niesenbaum, 2005). 
This NSSE2007 dataset provides a decent sample through which to explore this 
puzzle of duration in terms of sample size and variables. Duration variable was derived 
from the survey question: “What was the duration of your study abroad experience?” 
Among the 1,031 study-abroad students, 35% stayed less than one semester; 41.59% 






duration (less than one semester, one semester, and two semesters or longer), I 
estimated the effect of that type of study abroad experience on student academic 
achievement, using PSM. Taking less than one semester as an example, I computed the 
propensity score for each student; then found a match for each student who studied 
abroad for less than one semester from the non-study abroad group based upon their 
propensity score; ran a weighted regression on the matched sample; and estimated the 
average effect of studying abroad for less than one semester on students who had such 
experience. The same procedure was repeated for the estimation of the other two types 
(one semester, two semesters or longer).  
Figures 1.7, 1.8, and 1.9 check the common support and Tables 1.11, 1.12, and 
1.13 present the balance check. Overall, the overlap of the propensity score was 
satisfactory and the balance of confounding covariates was properly achieved.  
 
 







Table 1.11  
 






STD Ratio of Percent 
Treated Treated Diff Diff Diff 
Age Unmatched 22.569 22.839 5.37 7.63 -0.050  0.7  
 Matched 22.569 22.424 5.37 5.29 0.027  1.02  
male Unmatched 0.263 0.353 0.44 0.48 -0.204  0.92  
 Matched 0.263 0.269 0.44 0.44 -0.014  0.99 -0.006 
white Unmatched 0.853 0.675 0.35 0.47 0.504  0.76  
 Matched 0.853 0.857 0.35 0.35 -0.011  1.01 -0.004 
black Unmatched 0.008 0.078 0.09 0.27 -0.787  0.33  
 Matched 0.008 0.008 0.09 0.09 0.000  1 0 
asian Unmatched 0.024 0.049 0.15 0.22 -0.167  0.7  
 Matched 0.024 0.028 0.15 0.16 -0.027  0.93 -0.004 
hispanic Unmatched 0.051 0.068 0.22 0.25 -0.073  0.88  
 Matched 0.051 0.057 0.22 0.23 -0.027  0.95 -0.006 
senior Unmatched 0.984 0.486 0.12 0.5 3.988  0.25  
 Matched 0.984 0.976 0.12 0.15 0.067  0.82 0.008 
Ft Unmatched 0.98 0.888 0.14 0.32 0.659  0.44  
 Matched 0.98 0.974 0.14 0.16 0.043  0.88 0.006 
m_arts Unmatched 0.24 0.109 0.43 0.31 0.306  1.37  
 Matched 0.24 0.255 0.43 0.44 -0.035  0.98 -0.015 
m_stem Unmatched 0.143 0.181 0.35 0.38 -0.110  0.91  
 Matched 0.143 0.118 0.35 0.39 0.071  0.91 0.025 
m_bus Unmatched 0.133 0.156 0.34 0.36 -0.069  0.94  
 Matched 0.133 0.125 0.34 0.33 0.024  1.03 0.008 
m_pro Unmatched 0.018 0.073 0.13 0.26 -0.417  0.51  
 Matched 0.018 0.018 0.13 0.13 0.000  1 0 
m_social Unmatched 0.034 0.033 0.18 0.18 0.004  1.01  
 Matched 0.034 0.036 0.18 0.19 -0.011  0.97 -0.002 
m_other Unmatched 0.457 0.462 0.5 0.5 -0.010  1  
 Matched 0.457 0.434 0.5 0.49 0.046  1.01 0.023 
transfer Unmatched 0.883 0.723 0.32 0.45 0.498  0.72  
 Matched 0.883 0.895 0.32 0.31 -0.038  1.05 -0.012 
dorm Unmatched 0.448 0.427 0.5 0.49 0.042  1.01  
 Matched 0.448 0.422 0.5 0.49 0.052  1.01 0.026 
satm3 Unmatched 587.822 567.865 98.96 100.99 0.202  0.98  
 Matched 587.822 585.089 98.96 93.83 0.028  1.05  
satv3 Unmatched 594.733 558.593 99.36 100.75 0.364  0.99  
 Matched 594.733 594.099 99.36 92.5 0.006  1.07  
satw3 Unmatched 583.584 556.319 94.97 98.73 0.287  0.96  












STD Ratio of Percent 
Treated Treated Diff Diff Diff 
fba Unmatched 0.679 0.401 0.47 0.49 0.596  0.95  
 Matched 0.679 0.437 0.47 0.44 0.515  1.06 0.242 
Mba Unmatched 0.651 0.375 0.48 0.48 0.579  0.99  
 Matched 0.651 0.677 0.48 0.47 -0.054  1.02 -0.026 
r_neweng Unmatched 0.129 0.09 0.34 0.29 0.115  1.17  
 Matched 0.129 0.119 0.34 0.32 0.029  1.03 0.01 
r_mideast Unmatched 0.277 0.108 0.45 0.31 0.379  1.45  
 Matched 0.277 0.299 0.45 0.46 -0.049  0.98 -0.022 
r_lakes Unmatched 0.186 0.187 0.39 0.39 -0.003  1  
 Matched 0.186 0.163 0.39 0.35 0.059  1.11 0.023 
r_seast Unmatched 0.059 0.239 0.24 0.43 -0.759  0.55  
 Matched 0.059 0.057 0.24 0.23 0.008  1.02 0.002 
r_neast Unmatched 0.061 0.111 0.24 0.31 -0.207  0.76  
 Matched 0.061 0.073 0.24 0.26 -0.050  0.92 -0.012 
r_fwest Unmatched 0.135 0.181 0.34 0.39 -0.136  0.89  
 Matched 0.135 0.123 0.34 0.33 0.035  1.04 0.012 
public Unmatched 0.212 0.579 0.41 0.49 -0.896  0.83  
 Matched 0.212 0.214 0.41 0.41 -0.005  1 -0.002 
medium Unmatched 0.055 0.115 0.23 0.32 -0.259  0.72  
 Matched 0.055 0.078 0.23 0.27 -0.100  0.84 -0.023 
large Unmatched 0.471 0.594 0.5 0.49 -0.245  1.02  
 Matched 0.471 0.481 0.5 0.5 -0.020  1 -0.01 
ca Unmatched 0.008 0.049 0.09 0.22 -0.466  0.41  
 Matched 0.008 0.008 0.09 0.09 0.000  1 0 
ny Unmatched 0.004 0.024 0.06 0.15 -0.317  0.41  








Figure 1.8. One semester—Common support 
 
Table 1.12  
 






STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 21.824 22.839 2.83 7.63 -0.359  0.37  
 Matched 21.824 21.731 2.83 2.78 0.033  1.02  
male Unmatched 0.263 0.353 0.44 0.48 -0.204  0.92  
 Matched 0.263 0.269 0.44 0.44 -0.014  0.99 -0.006 
white Unmatched 0.853 0.675 0.35 0.47 0.504  0.76  
 Matched 0.853 0.857 0.35 0.35 -0.011  1.01 -0.004 
black Unmatched 0.008 0.078 0.09 0.27 -0.787  0.33  
 Matched 0.008 0.008 0.09 0.09 0.000  1 0 
asian Unmatched 0.024 0.049 0.15 0.22 -0.167  0.7  
 Matched 0.024 0.028 0.15 0.16 -0.027  0.93 -0.004 
hispanic Unmatched 0.051 0.068 0.22 0.25 -0.073  0.88  
 Matched 0.051 0.057 0.22 0.23 -0.027  0.95 -0.006 
senior Unmatched 0.984 0.486 0.12 0.5 3.988  0.25  
 Matched 0.984 0.976 0.12 0.15 0.067  0.82 0.008 
ft Unmatched 0.98 0.888 0.14 0.32 0.659  0.44  
 Matched 0.98 0.974 0.14 0.16 0.043  0.88 0.006 
m_arts Unmatched 0.24 0.109 0.43 0.31 0.306  1.37  
 Matched 0.24 0.255 0.43 0.44 -0.035  0.98 -0.015 
m_stem Unmatched 0.143 0.181 0.35 0.38 -0.110  0.91  
 Matched 0.143 0.122 0.35 0.39 0.060  0.91 0.021 
m_bus Unmatched 0.133 0.156 0.34 0.36 -0.069  0.94  
 Matched 0.133 0.125 0.34 0.33 0.024  1.03 0.008 
m_pro Unmatched 0.018 0.073 0.13 0.26 -0.417  0.51  













STD Ratio of Percent 
Treated Treated Diff Diff Diff 
m_social Unmatched 0.034 0.033 0.18 0.18 0.004  1.01  
 Matched 0.034 0.036 0.18 0.19 -0.011  0.97 -0.002 
m_other Unmatched 0.457 0.462 0.5 0.5 -0.010  1  
 Matched 0.457 0.452 0.5 0.49 0.010  1.01 0.005 
transfer Unmatched 0.883 0.723 0.32 0.45 0.498  0.72  
 Matched 0.883 0.895 0.32 0.31 -0.038  1.05 -0.012 
dorm Unmatched 0.448 0.427 0.5 0.49 0.042  1.01  
 Matched 0.448 0.423 0.5 0.49 0.050  1.01 0.025 
satm3 Unmatched 587.822 567.865 98.96 100.99 0.202  0.98  
 Matched 587.822 585.089 98.96 93.83 0.028  1.05  
satv3 Unmatched 594.733 558.593 99.36 100.75 0.364  0.99  
 Matched 594.733 594.099 99.36 92.5 0.006  1.07  
satw3 Unmatched 583.584 556.319 94.97 98.73 0.287  0.96  
 Matched 583.584 582.257 94.97 88.76 0.014  1.07  
fba Unmatched 0.679 0.401 0.47 0.49 0.596  0.95  
 Matched 0.679 0.657 0.47 0.44 0.047  1.06 0.022 
mba Unmatched 0.651 0.375 0.48 0.48 0.579  0.99  
 Matched 0.651 0.679 0.48 0.47 -0.058  1.02 -0.028 
r_neweng Unmatched 0.129 0.09 0.34 0.29 0.115  1.17  
 Matched 0.129 0.119 0.34 0.32 0.029  1.03 0.01 
r_mideast Unmatched 0.277 0.108 0.45 0.31 0.379  1.45  
 Matched 0.277 0.299 0.45 0.46 -0.049  0.98 -0.022 
r_lakes Unmatched 0.186 0.187 0.39 0.39 -0.003  1  
 Matched 0.186 0.173 0.39 0.35 0.033  1.11 0.013 
r_seast Unmatched 0.059 0.239 0.24 0.43 -0.759  0.55  
 Matched 0.059 0.057 0.24 0.23 0.008  1.02 0.002 
r_neast Unmatched 0.061 0.111 0.24 0.31 -0.207  0.76  
 Matched 0.061 0.073 0.24 0.26 -0.050  0.92 -0.012 
r_fwest Unmatched 0.135 0.181 0.34 0.39 -0.136  0.89  
 Matched 0.135 0.123 0.34 0.33 0.035  1.04 0.012 
public Unmatched 0.212 0.579 0.41 0.49 -0.896  0.83  
 Matched 0.212 0.214 0.41 0.41 -0.005  1 -0.002 
medium Unmatched 0.055 0.115 0.23 0.32 -0.259  0.72  
 Matched 0.055 0.077 0.23 0.27 -0.096  0.84 -0.022 
large Unmatched 0.471 0.594 0.5 0.49 -0.245  1.02  
 Matched 0.471 0.481 0.5 0.5 -0.020  1 -0.01 
ca Unmatched 0.008 0.049 0.09 0.22 -0.466  0.41  
 Matched 0.008 0.008 0.09 0.09 0.000  1 0 
ny Unmatched 0.004 0.024 0.06 0.15 -0.317  0.41  







Figure 1.9. Two semesters or longer—Common support 
Table 1.13  






STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 23.899 22.839 6.4 7.63 0.166  0.84  
 Matched 23.899 23.633 6.4 7.03 0.042  0.91  
male Unmatched 0.31 0.353 0.46 0.48 -0.093  0.97  
 Matched 0.31 0.329 0.46 0.47 -0.041  0.98 -0.019 
white Unmatched 0.772 0.675 0.42 0.47 0.231  0.9  
 Matched 0.772 0.747 0.42 0.44 0.060  0.96 0.025 
black Unmatched 0.025 0.078 0.16 0.27 -0.332  0.59  
 Matched 0.025 0.038 0.16 0.19 -0.081  0.82 -0.013 
asian Unmatched 0.019 0.049 0.14 0.22 -0.221  0.63  
 Matched 0.019 0.013 0.14 0.11 0.043  1.22 0.006 
hispanic Unmatched 0.025 0.068 0.16 0.25 -0.268  0.63  
 Matched 0.025 0.013 0.16 0.11 0.075  1.4 0.012 
senior Unmatched 0.861 0.486 0.35 0.5 1.080  0.69  
 Matched 0.861 0.842 0.35 0.37 0.054  0.95 0.019 
ft Unmatched 0.88 0.888 0.33 0.32 -0.026  1.04  
 Matched 0.88 0.873 0.33 0.33 0.021  0.98 0.007 
m_arts Unmatched 0.171 0.109 0.38 0.31 0.164  1.21  
 Matched 0.171 0.19 0.38 0.39 -0.050  0.96 -0.019 
m_stem Unmatched 0.203 0.181 0.4 0.38 0.054  1.05  
 Matched 0.203 0.196 0.4 0.4 0.018  1.01 0.007 
m_bus Unmatched 0.101 0.156 0.3 0.36 -0.181  0.83  
 Matched 0.101 0.101 0.3 0.3 0.000  1 0 
m_pro Unmatched 0.076 0.073 0.27 0.26 0.011  1.02  












STD Ratio of Percent 
Treated Treated Diff Diff Diff 
m_social Unmatched 0.025 0.033 0.16 0.18 -0.048  0.88  
 Matched 0.025 0.038 0.16 0.19 -0.081  0.82 -0.013 
m_other Unmatched 0.5 0.462 0.5 0.5 0.075  1.01  
 Matched 0.5 0.481 0.5 0.5 0.038  1 0.019 
transfer Unmatched 0.69 0.723 0.46 0.45 -0.071  1.04  
 Matched 0.69 0.684 0.46 0.47 0.013  0.99 0.006 
dorm Unmatched 0.329 0.427 0.47 0.49 -0.207  0.95  
 Matched 0.329 0.311 0.47 0.46 0.038  1.03 0.018 
satm3 Unmatched 601.139 567.865 97.67 100.99 0.341  0.97  
 Matched 601.139 580.949 97.67 94.55 0.207  1.03  
satv3 Unmatched 589.557 558.593 104.76 100.75 0.296  1.04  
 Matched 589.557 570.127 104.76 103.45 0.185  1.01  
satw3 Unmatched 582.595 556.319 99.91 98.73 0.263  1.01  
 Matched 582.595 564.304 99.91 98.27 0.183  1.02  
fba Unmatched 0.627 0.401 0.49 0.49 0.465  0.99  
 Matched 0.627 0.608 0.49 0.49 0.039  0.99 0.019 
mba Unmatched 0.582 0.375 0.49 0.48 0.418  1.02  
 Matched 0.582 0.589 0.49 0.49 -0.014  1 -0.007 
r_neweng Unmatched 0.038 0.09 0.19 0.29 -0.273  0.67  
 Matched 0.038 0.051 0.19 0.22 -0.068  0.87 -0.013 
r_mideast Unmatched 0.272 0.108 0.45 0.31 0.369  1.44  
 Matched 0.272 0.291 0.45 0.46 -0.042  0.98 -0.019 
r_lakes Unmatched 0.108 0.187 0.31 0.39 -0.257  0.8  
 Matched 0.108 0.07 0.31 0.26 0.123  1.22 0.038 
r_seast Unmatched 0.089 0.239 0.29 0.43 -0.527  0.67  
 Matched 0.089 0.114 0.29 0.32 -0.086  0.89 -0.025 
r_neast Unmatched 0.101 0.111 0.3 0.31 -0.033  0.96  
 Matched 0.101 0.12 0.3 0.33 -0.063  0.93 -0.019 
r_fwest Unmatched 0.329 0.181 0.47 0.39 0.314  1.22  
 Matched 0.329 0.316 0.47 0.47 0.028  1.01 0.013 
public Unmatched 0.513 0.579 0.5 0.49 -0.131  1.02  
 Matched 0.513 0.481 0.5 0.5 0.064  1 0.032 
medium Unmatched 0.076 0.115 0.27 0.32 -0.146  0.83  
 Matched 0.076 0.063 0.27 0.24 0.048  1.09 0.013 
large Unmatched 0.722 0.594 0.45 0.49 0.284  0.92  
 Matched 0.722 0.696 0.45 0.46 0.058  0.97 0.026 
ca Unmatched 0.019 0.049 0.14 0.22 -0.221  0.63  
 Matched 0.019 0.013 0.14 0.11 0.043  1.22 0.006 
ny Unmatched 0.051 0.024 0.22 0.15 0.122  1.44  








Propensity Score Matching Results—Matched on Duration 
Outcome Variable: 
GPA16 





duration_months 7.349*  --- --- 
 (3.851)  --- --- 
Duration_semester --- 9.333***  --- 
 --- (3.245)  --- 
Duration_year --- --- 7.302  
 --- --- (5.560)  
Age 8.050**  9.489*  5.140  
 (3.365)  (5.441)  (5.813)  
Male -14.029***  -14.825***  -12.121*  
 (4.486)  (3.589)  (6.484)  
White 28.558***  2.812  -9.632  
 (8.898)  (6.600) (7.764)  
Black 22.791*  -6.344  -19.636  
 (12.820)  (13.111)  (20.768)  
Asian 8.904  -6.827  -6.775  
 (19.411)  (9.776)  (25.864)  
Hispanic 10.940  -15.134  -26.145  
 (13.469)  (9.290)  (18.501)  
Senior  14.049*  4.421  3.740  
 (8.022)  (11.457)  (10.620)  
Full-time student 5.857  -6.145  -16.900  
 (9.674)  (14.894)  (11.740)  
Arts and Humanities -0.624  -19.207**  -13.851  
 (7.900)  (7.674)  (19.343)  
STEM -4.217  -23.574***  -14.687  
 (9.114)  (8.611)  (20.532)  
Business -9.966  -31.621***  -25.829  
 (9.751)  (8.026)  (20.189)  
Professional -9.072  14.152  -31.115*  
 (12.229)  (13.625)  (16.923)  
Social Sciences  -4.690  14.797  -15.630  
 (11.760)  (9.650)  (21.199)  
Other majors -12.298  -24.582***  -26.905  
 (7.525)  (7.119)  (18.856)  
Transfer student -2.287  4.366  16.208**  
 (6.228)  (5.949)  (8.071)  
                                                        
16 The variable GPA is coded as the raw GPA times 100. Thus, coefficients are interpreted as 






Table 1.14 (continued) 
Outcome Variable: 
GPA 





Live in the dorm 3.806  0.845  1.004  
 (4.659)  (3.595)  (7.262)  
SAT Math score 0.048  0.036  0.065  
 (0.031)  (0.024)  (0.044)  
SAT Verbal score 0.018  0.104***  0.046  
 (0.033)  (0.030)  (0.051)  
SAT Writing score 0.019  -0.045  -0.035  
 (0.033)  (0.030)  (0.051)  
Father with college education or above 4.465  7.665*  12.909*  
 (4.382)  (3.936)  (6.764)  
Mother with college education or above 4.460  -2.349  3.732  
 (4.180)  (3.626)  (6.773)  
New England -27.945**  -7.391  -7.791  
 (11.916)  (6.073)  (16.261)  
Mid-East -10.155  11.706  -11.116  
 (13.364)  (9.102)  (18.490)  
Great Lakes -11.088  -7.110  -6.102  
 (8.691)  (5.925)  (15.052)  
South East -15.776*  14.340*  -3.718  
 (8.693)  (8.100)  (15.614)  
North East -10.573  -12.786  20.968  
 (9.049)  (8.508)  (14.991)  
Far West -29.116**  15.512  6.144  
 (12.725)  (9.644)  (14.954)  
Public  6.573  0.289  -15.281  
 (12.449)  (11.081)  (16.481)  
Medium enrollment 2.444  -4.066  22.038*  
 (6.711)  (6.476)  (11.601)  
Large enrollment  3.183  -15.754*  13.914  
 (11.588)  (8.265)  (14.751)  
California  -6.842  -12.231  -25.355  
 (26.831)  (21.001)  (29.811)  
New York 5.293  48.145***  19.558  
 (23.430)  (8.429)  (13.922)  
Constant 245.497***  286.551***  308.430***  
 (22.471)  (28.014)  (33.868)  
N 668 882 309 
R-Squared 0.148  0.138  0.176  
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference groups for 
duration, race, major, region, and enrollment size are less than one semester, other races, education major, 






Table 1.14 summarizes the estimation results for each type of duration. In contrast 
to the findings from OLS with duration dummies, one semester resulted in the highest 
gain in GPA, compared to the other two types. The effect of studying abroad for less than 
one semester was positive but marginal, and studying abroad for more than two 
semesters, which required the highest investment, did not create significant gains in GPA. 
This finding suggests that on one hand, the impact of studying abroad on student 
academic achievement took a few months to gain momentum. On the other hand, longer 
was not necessarily better.  
5.2.2 Logistics. Logistics is another crucial element in study abroad program 
design. Another myth in study abroad is the effect of home stay. On one hand, 
conventional wisdom has held that home stay encourages host-student interaction in 
order to help students benefit from the opportunities offered by the home-stay culture 
(Kayat, 2010; Richardson, 2004; Schmidt-Rinehart & Knight, 2004). On the other hand, 
research has also reported the idea that home stay is not always desirable (Rivers, 1998).  
The NSSE2007 dataset contains two variables for logistics, including home stay: 
who sponsored the study aboard program and what the housing arrangement was. This 
information was derived from the survey questions: “How would you describe your study 
abroad program?” and “In general, how would you describe your primary living 
arrangements in your host country/countries?” 
5.2.2.1 Sponsorship. Of the 1,031 students who studied abroad, almost half 






attended in the U.S.; 24.41% enrolled directly at an overseas institution; and the other 
27.99% of students participated in programs affiliated with a U.S. institution other than 
the one in which they were primarily enrolled. I therefore generated a binary variable to 
distinguish programs that were sponsored by the primary enrollment institution from 
other types.  
In order to employ PSM, I computed a propensity score for each student, then 
found a match for each student who participated in programs sponsored by the primary 
enrollment institution from the non-study abroad group based upon their propensity 
score, ran a weighted regression on the matched sample, and estimated the average 
Treatment Effect on the Treated.  
 
 















STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 22.006 22.839 3.82 7.63 -0.218  0.5  
 Matched 22.006 21.978 3.82 3.72 0.007  1.03  
male Unmatched 0.29 0.353 0.45 0.48 -0.139  0.95  
 Matched 0.29 0.294 0.45 0.46 -0.009  1 -0.004 
white Unmatched 0.851 0.675 0.36 0.47 0.496  0.76  
 Matched 0.851 0.833 0.36 0.37 0.050  0.95 0.018 
black Unmatched 0.022 0.078 0.15 0.27 -0.375  0.55  
 Matched 0.022 0.024 0.15 0.15 -0.013  0.96 -0.002 
asian Unmatched 0.019 0.049 0.14 0.22 -0.227  0.62  
 Matched 0.019 0.028 0.14 0.16 -0.064  0.82 -0.009 
hispanic Unmatched 0.046 0.068 0.21 0.25 -0.100  0.84  
  Matched 0.046 0.05 0.21 0.22 -0.019  0.96 -0.004 
senior Unmatched 0.922 0.486 0.27 0.5 1.625  0.54  
 Matched 0.922 0.913 0.27 0.28 0.033  0.95 0.009 
Ft Unmatched 0.959 0.888 0.2 0.32 0.359  0.63  
 Matched 0.959 0.959 0.2 0.2 0.000  1 0 
m_arts Unmatched 0.249 0.109 0.43 0.31 0.323  1.39  
 Matched 0.249 0.27 0.43 0.44 -0.049  0.97 -0.021 
m_stem Unmatched 0.184 0.181 0.39 0.38 0.008  1.01  
 Matched 0.184 0.188 0.39 0.39 -0.010  0.99 -0.004 
m_bus Unmatched 0.123 0.156 0.33 0.36 -0.101  0.9  
 Matched 0.123 0.112 0.33 0.32 0.033  1.04 0.011 
m_pro Unmatched 0.039 0.073 0.19 0.26 -0.175  0.75  
 Matched 0.039 0.039 0.19 0.19 0.000  1 0 
m_social Unmatched 0.043 0.033 0.2 0.18 0.048  1.13  
 Matched 0.043 0.039 0.2 0.19 0.020  1.04 0.004 
m_other Unmatched 0.39 0.462 0.49 0.5 -0.148  0.98  
 Matched 0.39 0.381 0.49 0.49 0.018  1 0.009 
transfer Unmatched 0.859 0.723 0.35 0.45 0.390  0.78  
 Matched 0.859 0.868 0.35 0.34 -0.026  1.03 -0.009 
dorm Unmatched 0.416 0.427 0.49 0.49 -0.021  1  
 Matched 0.416 0.435 0.49 0.5 -0.039  0.99 -0.019 
satm3 Unmatched 576.134 567.891 99.32 101.02 0.083  0.98  
 Matched 576.134 572.249 99.32 95.88 0.039  1.04  
satv3 Unmatched 575.967 558.621 104.49 100.8 0.166  1.04  
 Matched 575.967 572.167 104.49 95.87 0.036  1.09  
satw3 Unmatched 571.729 556.349 99.91 98.74 0.154  1.01  












STD Ratio of Percent 
Treated Treated Diff Diff Diff 
fba Unmatched 0.612 0.401 0.49 0.49 0.432  1  
 Matched 0.612 0.623 0.49 0.49 -0.022  1.01 -0.011 
mba Unmatched 0.546 0.375 0.5 0.48 0.343  1.03  
 Matched 0.546 0.558 0.5 0.49 -0.024  1.01 -0.012 
r_neweng Unmatched 0.048 0.09 0.21 0.29 -0.195  0.75  
 Matched 0.048 0.045 0.21 0.21 0.014  1.04 0.003 
r_mideast Unmatched 0.13 0.108 0.34 0.31 0.067  1.09  
 Matched 0.13 0.125 0.34 0.33 0.015  1.02 0.005 
r_lakes Unmatched 0.234 0.187 0.42 0.39 0.110  1.09  
 Matched 0.234 0.216 0.42 0.41 0.043  1.03 0.018 
r_seast Unmatched 0.152 0.239 0.36 0.43 -0.240  0.84  
 Matched 0.152 0.169 0.36 0.38 -0.047  0.96 -0.017 
r_neast Unmatched 0.145 0.111 0.35 0.31 0.096  1.12  
 Matched 0.145 0.145 0.35 0.35 0.000  1 0 
r_fwest Unmatched 0.123 0.181 0.33 0.39 -0.178  0.85  
 Matched 0.123 0.104 0.33 0.31 0.058  1.07 0.019 
public Unmatched 0.333 0.579 0.47 0.49 -0.521  0.96  
 Matched 0.333 0.338 0.47 0.47 -0.011  1 -0.005 
medium Unmatched 0.095 0.115 0.29 0.32 -0.068  0.92  
 Matched 0.095 0.091 0.29 0.29 0.014  1.02 0.004 
large Unmatched 0.435 0.594 0.5 0.49 -0.320  1.01  
 Matched 0.435 0.429 0.5 0.5 0.012  1 0.006 
Ca Unmatched 0.002 0.049 0.04 0.22 -1.101  0.2  
 Matched 0.002 0.004 0.04 0.06 -0.050  0.71 -0.002 
ny Unmatched 0.002 0.024 0.04 0.15 -0.512  0.28  
 Matched 0.002 0.004 0.04 0.06 -0.050  0.71 -0.002 
 
Common support and the balance check are presented in Figure 1.10 and Table 
1.15. Overall, the overlap of the propensity score is acceptable, and the balance of 
confounding covariates is properly achieved. Regression results are reported in Table 






5.2.2.2 Housing. Of the 1,031 students who studied abroad, 32.83% stayed with 
host families overseas; 31% stayed in a dorm or apartment with other U.S. students; 
15.24% stayed in a dorm or apartment with students from the host country; and 20.98% 
of students chose housing arrangements other than the above three types (e.g., lived by 
themselves). Since home stay requires the most effort to coordinate and usually costs the 
most, I generated a binary variable for home stay and repeat the same Score Matching 
procedures with home stay as the treatment variable.  
Again, common support and a balance check are presented in Figure 11 and  
Table 16. Overall, the overlap of the propensity score is acceptable and the balance of 
confounding covariates is properly achieved.  
 
 














STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 21.801 22.839 2.99 7.63 -0.348  0.39  
 Matched 21.801 21.871 2.99 3.16 -0.023  0.95  
male Unmatched 0.299 0.353 0.46 0.48 -0.118  0.96  
 Matched 0.299 0.305 0.46 0.46 -0.013  0.99 -0.006 
white Unmatched 0.809 0.675 0.39 0.47 0.342  0.84  
 Matched 0.809 0.853 0.39 0.35 -0.113  1.11 -0.044 
black Unmatched 0.023 0.078 0.15 0.27 -0.358  0.57  
 Matched 0.023 0.015 0.15 0.12 0.053  1.26 0.008 
asian Unmatched 0.023 0.049 0.15 0.22 -0.171  0.7  
 Matched 0.023 0.023 0.15 0.15 0.000  1 0 
hispanic Unmatched 0.059 0.068 0.24 0.25 -0.038  0.94  
 Matched 0.059 0.035 0.24 0.18 0.100  1.27 0.024 
senior Unmatched 0.918 0.486 0.27 0.5 1.572  0.55  
 Matched 0.918 0.9 0.27 0.3 0.067  0.92 0.018 
ft Unmatched 0.95 0.888 0.22 0.32 0.285  0.69  
 Matched 0.95 0.941 0.22 0.24 0.041  0.93 0.009 
m_arts Unmatched 0.249 0.109 0.43 0.31 0.324  1.39  
 Matched 0.249 0.244 0.43 0.45 0.012  0.96 0.005 
m_stem Unmatched 0.155 0.181 0.36 0.38 -0.070  0.94  
 Matched 0.155 0.133 0.36 0.3 0.061  1.19 0.022 
m_bus Unmatched 0.097 0.156 0.3 0.36 -0.200  0.82  
 Matched 0.097 0.091 0.3 0.29 0.020  1.03 0.006 
m_pro Unmatched 0.032 0.073 0.18 0.26 -0.230  0.68  
 Matched 0.032 0.021 0.18 0.14 0.061  1.25 0.011 
m_social Unmatched 0.038 0.033 0.19 0.18 0.027  1.07  
 Matched 0.038 0.015 0.19 0.12 0.121  1.59 0.023 
m_other Unmatched 0.46 0.462 0.5 0.5 -0.004  1  
 Matched 0.46 0.46 0.5 0.5 0.000  1 0 
transfer Unmatched 0.859 0.723 0.35 0.45 0.392  0.78  
 Matched 0.859 0.876 0.35 0.32 -0.049  1.09 -0.017 
dorm Unmatched 0.393 0.427 0.49 0.49 -0.069  0.99  
 Matched 0.393 0.419 0.49 0.49 -0.053  0.99 -0.026 
satm3 Unmatched 589.795 567.891 95.91 101.02 0.228  0.95  
 Matched 589.795 585.724 95.91 102.21 0.042  0.94  
satv3 Unmatched 595.337 558.621 98.07 100.8 0.374  0.97  
 Matched 595.337 592.258 98.07 101.7 0.031  0.96  
satw3 Unmatched 581.935 556.349 94.94 98.74 0.270  0.96  













STD Ratio of Percent 
Treated Treated Diff Diff Diff 
fba Unmatched 0.669 0.401 0.47 0.49 0.568  0.96  
 Matched 0.669 0.648 0.47 0.48 0.045  0.99 0.021 
mba Unmatched 0.628 0.375 0.48 0.48 0.521  1  
 Matched 0.628 0.647 0.48 0.48 -0.040  1.02 -0.019 
r_neweng Unmatched 0.062 0.09 0.24 0.29 -0.119  0.84  
 Matched 0.062 0.085 0.24 0.16 -0.096  1.5 -0.023 
r_mideast Unmatched 0.22 0.108 0.41 0.31 0.271  1.34  
 Matched 0.22 0.226 0.41 0.42 -0.015  0.99 -0.006 
r_lakes Unmatched 0.249 0.187 0.43 0.39 0.143  1.11  
 Matched 0.249 0.227 0.43 0.4 0.051  1.08 0.022 
r_seast Unmatched 0.07 0.239 0.26 0.43 -0.658  0.6  
 Matched 0.07 0.093 0.26 0.3 -0.088  0.86 -0.023 
r_neast Unmatched 0.138 0.111 0.35 0.31 0.077  1.1  
 Matched 0.138 0.15 0.35 0.36 -0.034  0.97 -0.012 
r_fwest Unmatched 0.202 0.181 0.4 0.39 0.053  1.04  
 Matched 0.202 0.223 0.4 0.42 -0.053  0.97 -0.021 
Public Unmatched 0.334 0.579 0.47 0.49 -0.517  0.96  
 Matched 0.334 0.354 0.47 0.48 -0.043  0.98 -0.02 
medium Unmatched 0.053 0.115 0.22 0.32 -0.276  0.7  
 Matched 0.053 0.062 0.22 0.24 -0.041  0.93 -0.009 
large Unmatched 0.522 0.594 0.5 0.49 -0.143  1.02  
 Matched 0.522 0.54 0.5 0.5 -0.036  1 -0.018 
ca Unmatched 0.015 0.049 0.12 0.22 -0.288  0.56  
 Matched 0.015 0.009 0.12 0.09 0.050  1.29 0.006 
ny Unmatched 0.006 0.024 0.08 0.15 -0.236  0.5  
 Matched 0.006 0.006 0.08 0.08 0.000  1 0 
 
Table 1.17 summarizes the estimation results for logistics. Consistent with the 
findings from OLS with program design dummies, whether or not the program was 
sponsored by the primary enrollment institution does not matter. Staying with a host 
family increases student GPA by 0.065 but is only marginally significant at a significance 
level of 0.1. These findings suggest that, in terms of academic returns, logistics matter, but 






Table 1.17  
 
PSM Results—Matched for Sponsorship, Housing 
Outcome Variable:  
GPA17 
Sponsorship Housing 
Home institution 3.412  --- 
 （3.024）  --- 
Home stay --- 6.566*  
 --- 3.737  
Age 3.496  -4.113  
 (3.512)  (5.818)  
Male -14.568***  -14.574***  
 (3.363)  (4.418)  
White 12.276*  1.250  
 (6.818)  (7.108)  
Black -5.739  -22.888  
 (16.056)  (16.417)  
Asian -6.229  -10.538  
 (13.349)  (14.759)  
Hispanic -15.361  -4.168  
 (9.916)  (10.132)  
Senior  20.432***  16.597  
 (6.778)  (10.392)  
Full-time student 6.351  7.364  
 (7.717)  (10.837)  
Arts and Humanities 5.080  -0.173  
 (6.657)  (9.239)  
STEM -2.621  -0.963  
 (7.770)  (10.068)  
Business -16.860**  -22.757*  
 (7.169)  (12.120)  
Professional -14.166  -10.972  
 (10.471)  (13.974)  
Social Sciences  2.515  -9.283  
 (8.958)  (10.975)  
Other majors -13.401**  -15.970*  
 (6.472)  (9.108)  
Transfer student 3.469  1.045  
 (5.651)  (7.063)  
                                                        
17 The variable GPA was coded as the raw GPA times 100. Thus, coefficients were interpreted as 






Table 1.17 (continued) 
Outcome Variable:  
GPA 
Sponsorship Housing 
Live in the dorm 3.299  -1.705  
 (3.389)  (4.255)  
SAT Math score 0.045*  0.031  
 (0.025)  (0.030)  
SAT Verbal score 0.001**  0.103***  
 (0.027)  (0.036)  
SAT Writing score -0.018  -0.076**  
 (0.028)  (0.033)  
Father with college education or above 6.173*  3.117  
 (3.535)  (4.367)  
Mother with college education or above 4.889  -2.807  
 (3.375)  (4.181)  
New England -16.886**  -23.836**  
 (6.862)  (9.989)  
Mid-East -15.211  -22.122*  
 (11.298)  (12.795)  
Great Lakes -0.812  -11.281  
 (4.521)  (7.806)  
South East 2.341  -11.784  
 (6.015)  (10.491)  
North East 1.370  -7.849  
 (6.515)  (8.856)  
Far West -2.653  -17.812  
 (7.986)  (11.201)  
Public  -11.229  -5.535  
 (12.588)  (13.398)  
Medium enrollment -2.760  12.462  
 (5.777)  (9.709)  
Large enrollment  16.101  8.387  
 (11.556)  (11.677)  
California  32.360***  -28.196  
 (10.421)  (19.350)  
New York 45.134** -26.557  
 (18.922)  (44.761)  
Constant 285.052***  318.054***  
 (18.573)  (25.292)  
N 1,001  625  
R-Squared 0.135  0.146  
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 






region, and small enrollment size; and (d) *p < 0.1; **p < 0.05; ***p < 0.01.  
5.2.3 Curriculum 
Curriculum integration is unarguably a crucial element in study abroad program 
design, if not the most important (Keillor, & Emore, 2003; Van Deusen, 2007; Green, 
Johansson, Rosser, Tengnah, & Segrott, 2008). 
The NSSE2007 dataset contains three variables for the curriculum: whether or not 
a program is for-credit, directly related to a student’s major, and with an opportunity to 
work on a research project. This information was derived from the survey questions: 
“Did you complete classes for credit during your study abroad experience?”, “Was your study 
abroad experience directly related to your major or chosen career field?” and “While 
abroad, did you work on a research project with a faculty member?”  
5.2.3.1 For-credit. Of the 1,031 students who studied abroad, the majority 
(86.86%) of the students completed classes for credit during their study abroad 
experience. I therefore generated a binary variable for-credit and repeated the same 
Score Matching procedures with for-credit as the treatment variable.  
Common support and balance check are presented in Figure 1.12 and Table 1.18. 
Overall, the overlap of the propensity score was satisfactory and the balance of 
confounding covariates was properly achieved. Results are reported in Table 1.21.  
5.2.3.2 Major-related. Of the 1,031 students who studied abroad, almost half 
(46.96%) participated in programs directly related to their major or chosen career. I 
therefore generated a binary variable for major-related study abroad experience and 








Figure 1.12. For-credit—Common support 








STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 22.148 22.839 3.88 7.63 -0.178  0.51  
 Matched 22.148 22.112 3.88 3.51 0.009  1.1  
male Unmatched 0.279 0.353 0.45 0.48 -0.167  0.94  
 Matched 0.279 0.277 0.45 0.45 0.004  1 0.002 
white Unmatched 0.841 0.675 0.37 0.47 0.456  0.78  
 Matched 0.841 0.839 0.37 0.37 0.005  0.99 0.002 
black Unmatched 0.018 0.078 0.13 0.27 -0.444  0.5  
 Matched 0.018 0.019 0.13 0.14 -0.008  0.97 -0.001 
asian Unmatched 0.018 0.049 0.13 0.22 -0.232  0.62  
 Matched 0.018 0.023 0.13 0.15 -0.038  0.9 -0.005 
hispanic Unmatched 0.046 0.068 0.21 0.25 -0.105  0.83  
 Matched 0.046 0.057 0.21 0.23 -0.052  0.9 -0.011 
senior Unmatched 0.949 0.486 0.22 0.5 2.096  0.44  
 Matched 0.949 0.93 0.22 0.25 0.086  0.87 0.019 
ft Unmatched 0.957 0.888 0.2 0.32 0.337  0.65  
 Matched 0.957 0.96 0.2 0.2 -0.015  1.04 -0.003 
m_arts Unmatched 0.24 0.109 0.43 0.31 0.306  1.37  
 Matched 0.24 0.22 0.43 0.41 0.047  1.03 0.02 
m_stem Unmatched 0.174 0.181 0.38 0.38 -0.020  0.98  
 Matched 0.174 0.198 0.38 0.4 -0.063  0.94 -0.024 
m_bus Unmatched 0.123 0.156 0.33 0.36 -0.099  0.91  
 Matched 0.123 0.14 0.33 0.35 -0.052  0.95 -0.017 
m_pro Unmatched 0.033 0.073 0.18 0.26 -0.223  0.69  













STD Ratio of Percent 
Treated Treated Diff Diff Diff 
m_social Unmatched 0.032 0.033 0.18 0.18 -0.006  0.99  
 Matched 0.032 0.04 0.18 0.2 -0.044  0.9 -0.008 
m_other Unmatched 0.426 0.462 0.49 0.5 -0.074  0.99  
 Matched 0.426 0.431 0.49 0.49 -0.010  1.01 -0.005 
transfer Unmatched 0.839 0.723 0.37 0.45 0.316  0.82  
 Matched 0.839 0.856 0.37 0.35 -0.046  1.05 -0.017 
dorm Unmatched 0.425 0.427 0.49 0.49 -0.004  1  
 Matched 0.425 0.445 0.49 0.5 -0.041  0.99 -0.02 
satm3 Unmatched 589.007 567.891 99.75 101.02 0.212  0.99  
 Matched 589.007 586.096 99.75 89.26 0.029  1.12  
satv3 Unmatched 590.811 558.621 99.89 100.8 0.322  0.99  
 Matched 590.811 589.463 99.89 91.83 0.013  1.09  
satw3 Unmatched 581.587 556.349 96.7 98.74 0.261  0.98  
 Matched 581.587 579.429 96.7 87.88 0.022  1.1  
fba Unmatched 0.642 0.401 0.48 0.49 0.502  0.98  
 Matched 0.642 0.647 0.48 0.48 -0.010  1 -0.005 
Mba Unmatched 0.604 0.375 0.49 0.48 0.467  1.01  
 Matched 0.604 0.616 0.49 0.49 -0.024  1.01 -0.012 
r_neweng Unmatched 0.094 0.09 0.29 0.29 0.011  1.02  
 Matched 0.094 0.087 0.29 0.28 0.024  1.03 0.007 
r_mideast Unmatched 0.236 0.108 0.43 0.31 0.303  1.37  
 Matched 0.236 0.261 0.43 0.45 -0.058  0.94 -0.025 
r_lakes Unmatched 0.193 0.187 0.39 0.39 0.014  1.01  
 Matched 0.193 0.174 0.39 0.35 0.049  1.12 0.019 
r_seast Unmatched 0.107 0.239 0.31 0.43 -0.425  0.73  
 Matched 0.107 0.112 0.31 0.32 -0.016  0.98 -0.005 
r_neast Unmatched 0.126 0.111 0.33 0.31 0.043  1.05  
 Matched 0.126 0.118 0.33 0.32 0.024  1.03 0.008 
r_fwest Unmatched 0.13 0.181 0.34 0.39 -0.151  0.87  
 Matched 0.13 0.111 0.34 0.31 0.056  1.07 0.019 
Public Unmatched 0.282 0.579 0.45 0.49 -0.659  0.91  
 Matched 0.282 0.26 0.45 0.43 0.049  1.04 0.022 
medium Unmatched 0.083 0.115 0.28 0.32 -0.113  0.87  
 Matched 0.083 0.059 0.28 0.23 0.086  1.2 0.024 
large Unmatched 0.491 0.594 0.5 0.49 -0.205  1.02  
 Matched 0.491 0.5 0.5 0.5 -0.018  1 -0.009 
ca Unmatched 0.007 0.049 0.08 0.22 -0.515  0.38  
 Matched 0.007 0.008 0.08 0.09 -0.013  0.93 -0.001 
Ny Unmatched 0.013 0.024 0.11 0.15 -0.102  0.73  






Common support and balance check are presented in Figure 1.13 and Table 1.19. 
Overall, the overlap of propensity score was satisfactory and the balance of confounding 
covariates was properly achieved. Results are reported in Table 1.21.  
 
Figure 1.13. Major-related—Common support 
 
 
5.2.3.3 Research-involved. Of the 1,031 students who studied abroad, only 
14.71% worked on a research project with a faculty member while abroad. I generated a 
binary variable for research-involved study abroad experience and repeated the same 
Score Matching procedures with research-involved as the treatment variable.  
Common support and balance check are presented in Figure 1.14 and Table 1.20. 
Overall, the overlap of propensity score was satisfactory and the balance of confounding 













STD Ratio of Percent 
Treated Treated Diff Diff Diff 
age Unmatched 22.108 22.839 3.75 7.63 -0.195  0.49  
 Matched 22.108 22.232 3.75 4.16 -0.033  0.9  
male Unmatched 0.251 0.353 0.43 0.48 -0.237  0.91  
 Matched 0.251 0.248 0.43 0.43 0.005  1  
White Unmatched 0.819 0.675 0.39 0.47 0.373  0.82  
 Matched 0.819 0.798 0.39 0.4 0.053  0.96 0.021 
Black Unmatched 0.024 0.078 0.15 0.27 -0.345  0.58  
 Matched 0.024 0.024 0.15 0.15 0.000  1 0 
asian Unmatched 0.026 0.049 0.16 0.22 -0.142  0.74  
 Matched 0.026 0.031 0.16 0.17 -0.031  0.93 -0.005 
hispanic Unmatched 0.057 0.068 0.23 0.25 -0.045  0.92  
 Matched 0.057 0.077 0.23 0.27 -0.088  0.87 -0.02 
senior Unmatched 0.947 0.486 0.22 0.5 2.058  0.45  
 Matched 0.947 0.925 0.22 0.26 0.100  0.85 0.022 
ft Unmatched 0.959 0.888 0.2 0.32 0.360  0.63  
 Matched 0.959 0.959 0.2 0.2 0.000  1 0 
m_arts Unmatched 0.291 0.109 0.45 0.31 0.401  1.46  
 Matched 0.291 0.312 0.45 0.46 -0.045  0.98 -0.021 
m_stem Unmatched 0.153 0.181 0.36 0.38 -0.078  0.94  
 Matched 0.153 0.171 0.36 0.38 -0.051  0.96 -0.018 
m_bus Unmatched 0.104 0.156 0.31 0.36 -0.171  0.84  
 Matched 0.104 0.085 0.31 0.25 0.061  1.24 0.019 
m_pro Unmatched 0.024 0.073 0.15 0.26 -0.314  0.59  
 Matched 0.024 0.014 0.15 0.12 0.066  1.3 0.01 
m_social Unmatched 0.029 0.033 0.17 0.18 -0.027  0.93  
 Matched 0.029 0.033 0.17 0.18 -0.024  0.94 -0.004 
m_other Unmatched 0.415 0.462 0.49 0.5 -0.095  0.99  
 Matched 0.415 0.415 0.49 0.49 0.000  1 0 
transfer Unmatched 0.862 0.723 0.35 0.45 0.401  0.77  
 Matched 0.862 0.848 0.35 0.3 0.040  1.14 0.014 
dorm Unmatched 0.411 0.427 0.49 0.49 -0.031  1  
 Matched 0.411 0.422 0.49 0.49 -0.021  1 -0.011 
satm3 Unmatched 584.521 567.891 102.5 101.02 0.162  1.01  
 Matched 584.521 581.67 102.5 96.98 0.028  1.06  
satv3 Unmatched 586.395 558.621 104.56 100.8 0.266  1.04  
 Matched 586.395 580.957 104.56 95.82 0.052  1.09  
satw3 Unmatched 581.283 556.349 99.58 98.74 0.250  1.01  












STD Ratio of Percent 
Treated Treated Diff Diff Diff 
fba Unmatched 0.629 0.401 0.48 0.49 0.473  0.99  
 Matched 0.629 0.607 0.48 0.49 0.046  0.99 0.022 
mba Unmatched 0.57 0.375 0.5 0.48 0.393  1.02  
 Matched 0.57 0.545 0.5 0.5 0.050  0.99 0.025 
r_neweng Unmatched 0.086 0.09 0.28 0.29 -0.017  0.98  
 Matched 0.086 0.071 0.28 0.26 0.051  1.09 0.015 
r_mideast Unmatched 0.259 0.108 0.44 0.31 0.344  1.41  
 Matched 0.259 0.237 0.44 0.47 0.050  0.94 0.022 
r_lakes Unmatched 0.216 0.187 0.41 0.39 0.069  1.06  
 Matched 0.216 0.205 0.41 0.37 0.027  1.13 0.011 
r_seast Unmatched 0.098 0.239 0.3 0.43 -0.475  0.7  
 Matched 0.098 0.081 0.3 0.27 0.055  1.09 0.017 
r_neast Unmatched 0.124 0.111 0.33 0.31 0.039  1.05  
 Matched 0.124 0.136 0.33 0.34 -0.037  0.96 -0.012 
r_fwest Unmatched 0.126 0.181 0.33 0.39 -0.165  0.86  
 Matched 0.126 0.128 0.33 0.33 -0.006  0.99 -0.002 
public Unmatched 0.287 0.579 0.45 0.49 -0.643  0.92  
 Matched 0.287 0.285 0.45 0.45 0.004  1 0.002 
medium Unmatched 0.073 0.115 0.26 0.32 -0.158  0.82  
 Matched 0.073 0.081 0.26 0.27 -0.031  0.95 -0.008 
large Unmatched 0.511 0.594 0.5 0.49 -0.165  1.02  
 Matched 0.511 0.528 0.5 0.5 -0.034  1.01 -0.017 
ca Unmatched 0.002 0.049 0.05 0.22 -1.048  0.21  
 Matched 0.002 0.01 0.05 0.1 -0.160  0.45 -0.008 
ny Unmatched 0.006 0.024 0.08 0.15 -0.228  0.51  








Figure 1.14. Research-involved—Common support 







STD Ratio of Percent 
Treated Treated Diff Diff Diff 
Age Unmatched 22.182 22.839 4.19 7.63 -0.157  0.55  
 Matched 22.182 21.997 4.19 3.81 0.044  1.1  
male Unmatched 0.291 0.353 0.46 0.48 -0.138  0.95  
 Matched 0.291 0.312 0.46 0.42 -0.046  1.08 -0.021 
white Unmatched 0.824 0.675 0.38 0.47 0.392  0.82  
 Matched 0.824 0.831 0.38 0.38 -0.018  1.02 -0.007 
black Unmatched 0.034 0.078 0.18 0.27 -0.242  0.68  
 Matched 0.034 0.027 0.18 0.16 0.037  1.11 0.007 
asian Unmatched 0.02 0.049 0.14 0.22 -0.206  0.65  
 Matched 0.02 0.02 0.14 0.14 0.000  1 0.000 
hispanic Unmatched 0.047 0.068 0.21 0.25 -0.095  0.85  
 Matched 0.047 0.047 0.21 0.21 0.000  1 0.000 
senior Unmatched 0.905 0.486 0.29 0.5 1.429  0.59  
 Matched 0.905 0.883 0.29 0.33 0.076  0.9 0.022 
ft Unmatched 0.946 0.888 0.23 0.32 0.256  0.72  
 Matched 0.946 0.946 0.23 0.23 0.000  1 0.000 
m_arts Unmatched 0.209 0.109 0.41 0.31 0.246  1.31  
 Matched 0.209 0.189 0.41 0.39 0.050  1.04 0.020 
m_stem Unmatched 0.23 0.181 0.42 0.38 0.116  1.1  
 Matched 0.23 0.23 0.42 0.42 0.000  1 0.000 
m_bus Unmatched 0.081 0.156 0.27 0.36 -0.274  0.75  
 Matched 0.081 0.068 0.27 0.25 0.049  1.09 0.013 
m_pro Unmatched 0.014 0.073 0.12 0.26 -0.513  0.45  












STD Ratio of Percent 
Treated Treated Diff Diff Diff 
m_social Unmatched 0.041 0.033 0.2 0.18 0.038  1.11  
 Matched 0.041 0.041 0.2 0.2 0.000  1 0.000 
m_other Unmatched 0.446 0.462 0.5 0.5 -0.033  1  
 Matched 0.446 0.448 0.5 0.5 -0.004  0.99 -0.002 
transfer Unmatched 0.818 0.723 0.39 0.45 0.245  0.87  
 Matched 0.818 0.837 0.39 0.32 -0.049  1.21 -0.019 
Dorm Unmatched 0.392 0.427 0.49 0.49 -0.071  0.99  
 Matched 0.392 0.405 0.49 0.49 -0.028  0.99  
satm3 Unmatched 575.27 567.891 103.38 101.02 0.071  1.02  
 Matched 575.27 576.081 103.38 103.51 -0.008  1  
satv3 Unmatched 576.419 558.621 106.55 100.8 0.167  1.06  
 Matched 576.419 577.635 106.55 99.81 -0.011  1.07  
satw3 Unmatched 570.608 556.349 98.76 98.74 0.144  1  
 Matched 570.608 573.581 98.76 98.23 -0.030  1.01  
fba Unmatched 0.534 0.401 0.5 0.49 0.266  1.02  
 Matched 0.534 0.553 0.5 0.5 -0.038  1 -0.019 
mba Unmatched 0.554 0.375 0.5 0.48 0.358  1.03  
 Matched 0.554 0.568 0.5 0.5 -0.027  1 -0.014 
r_neweng Unmatched 0.095 0.09 0.29 0.29 0.015  1.02  
 Matched 0.095 0.101 0.29 0.3 -0.023  0.97 -0.006 
r_mideast Unmatched 0.209 0.108 0.41 0.31 0.249  1.32  
 Matched 0.209 0.227 0.41 0.45 -0.040  0.91 -0.018 
r_lakes Unmatched 0.277 0.187 0.45 0.39 0.200  1.15  
 Matched 0.277 0.264 0.45 0.44 0.030  1.02 0.013 
r_seast Unmatched 0.108 0.239 0.31 0.43 -0.420  0.73  
 Matched 0.108 0.088 0.31 0.28 0.065  1.1 0.020 
r_neast Unmatched 0.122 0.111 0.33 0.31 0.032  1.04  
 Matched 0.122 0.098 0.33 0.27 0.073  1.2 0.024 
r_fwest Unmatched 0.101 0.181 0.3 0.39 -0.263  0.79  
 Matched 0.101 0.116 0.3 0.34 -0.050  0.9 -0.015 
public Unmatched 0.331 0.579 0.47 0.49 -0.524  0.96  
 Matched 0.331 0.311 0.47 0.46 0.043  1.02 0.020 
medium Unmatched 0.101 0.115 0.3 0.32 -0.044  0.95  
 Matched 0.101 0.115 0.3 0.32 -0.045  0.95 -0.014 
large Unmatched 0.493 0.594 0.5 0.49 -0.200  1.02  
 Matched 0.493 0.493 0.5 0.5 0.000  1 0.000 
ca Unmatched 0.014 0.049 0.12 0.22 -0.309  0.53  
 Matched 0.014 0.014 0.12 0.12 0.000  1 0.000 
ny Unmatched 0.02 0.024 0.14 0.15 -0.026  0.93  






Table 1.21  
PSM Results—Matched on For-Credit, Major-Related, Research-Involved 








Credit 9.756***  ---  ---  
 (2.663)  ---  --- 
Related  ---  9.453***  ---  
 ---  (2.968)  ---  
Project ---  ---  13.444**  
 ---  ---  (5.670)  
Age -2.590  10.139***  13.462*  
 (3.440)  (3.477)  (6.900)  
Male -14.309***  -10.238***  -8.079  
 (3.301)  (3.650)  (6.643)  
White 6.913  4.853  31.814**  
 (5.488)  (6.576)  (13.616)  
Black -2.385  -3.248  35.206  
 (11.348)  (9.624)  (23.338)  
Asian -5.094  -22.502**  -5.477  
 (8.824)  (9.556)  (25.778)  
Hispanic -6.652  -22.742**  16.181  
 (7.848)  (9.283)  (17.904)  
Senior  14.007**  9.755  14.142  
 (6.305)  (8.472)  (14.232)  
Full-time student -1.509  6.559  40.727**  
 (7.551)  (8.781)  (16.052)  
Arts and Humanities 0.960  5.651  -25.338  
 (6.208)  (7.224)  (16.588)  
STEM -8.615  6.020  -19.806  
 (8.278)  (8.139)  (17.201)  
Business -12.797*  -13.385*  -38.297*  
 (6.878)  (7.985)  (20.115)  
Professional 11.464  -20.306**  -28.216  
 (11.023)  (9.457)  (20.707)  
Social Sciences  6.869  -4.919  -10.407  
 (9.694)  (9.650)  (18.419)  
Other majors -11.329*  -6.527  -38.928**  
 (6.071)  (7.237)  (16.669)  
Transfer student -1.525  10.518*  14.622  
 (4.261)  (5.255)  (9.508)  
                                                        
18 The variable GPA is coded as the raw GPA times 100. Thus, coefficients are interpreted as 






Table 1.21 (continued) 








Live in the dorm -3.387  1.730  6.855  
 (3.129)  (3.329)  (6.502)  
SAT Math score 0.041**  0.005  0.019  
 (0.020)  (0.023)  (0.044)  
SAT Verbal score 0.058**  0.074***  0.085*  
 (0.023)  (0.028)  (0.047)  
SAT Writing score -0.014  -0.005  -0.034  
 (0.023)  (0.026)  (0.053)  
Father with college education or above 7.675**  10.341***  17.683**  
 (3.294)  (3.744)  (7.775)  
Mother with college education or above 0.985  -0.094  -6.756  
 (3.084)  (3.670)  (7.522)  
New England -18.569***  -14.607*  -23.934  
 (5.330)  (8.291)  (14.952)  
Mid-East 5.932  5.372  5.858  
 (8.637)  (9.985)  (13.483)  
Great Lakes -2.913  3.886  -4.989  
 (5.978)  (6.365)  (11.722)  
South East -2.905  6.155  -17.667  
 (5.357)  (7.064)  (15.911)  
North East -0.926  8.250  6.778  
 (5.539)  (8.119)  (12.945)  
Far West -5.464  8.729  -2.886  
 (6.758)  (9.201)  (15.143)  
Public  9.688  1.347  27.151*  
 (9.421)  (12.927)  (14.281)  
Medium enrollment 4.632  3.322  -5.417  
 (5.359)  (5.668)  (11.542)  
Large enrollment  -6.147  -3.706  -11.872  
 (8.269)  (10.165)  (10.868)  
California  -15.247  33.626  -14.392  
 (14.227)  (32.603)  (29.937)  
New York 9.057  12.641  29.816*  
 (12.828)  (28.695)  (15.512)  
Constant 287.240***  246.639***  201.026***  
 (16.487)  (18.384)  (33.542)  
N 1,544  890  286  
R-Squared 0.113  0.164  0.250  
Note: (a) Coefficients are reported; (b) robust standard errors are in parentheses; (c) reference 
groups for race, major, region, and enrollment size are other races, education major, the Plains region, 






Table 1.21 summarized the estimation results for curriculum. In contrast to the 
OLS estimation, programs for credit increased student GPAs by 0.097. Consistent with 
the findings from OLS with program design dummies, programs directly related to 
student major or chosen career increased student GPA by 0.094. A notable change is that 
the coefficient of research-involved was found to be significant after matching. Results 
from propensity score matching indicated that working on a research project with a 
faculty member while abroad increased GPA by 0.134. These findings suggested that 
curriculum was a crucial component of study abroad program design. Programs for 
credit, major-related, and research-involved resulted in high returns in student academic 
achievement.   
6. Conclusions 
6.1 Summary of Findings 
Previous studies have provided a fuzzy picture of the effect of studying abroad 
on student academic achievement. Evidence from these studies was mixed, depending 
on the data, outcome measured, program type, and methodology. More importantly, 
these studies did not distinguish the effect of a certain type of study abroad (e.g., one 
semester) from other types (e.g., shorter or longer term). Even though there seem to be 
more studies reporting positive effects than other studies, heterogeneous effects by 
different types of study abroad program design remain unknown. By using Ordinary 
Least Square regression and Propensity Score Matching methods, this study conducted 






studying abroad on student academic achievement, and not only the overall effect, but 
also the heterogeneous effects by different types of study abroad program design.  
With regard to the first research question, Who studied abroad? What are the 
student and program characteristics? this sample showed that the study abroad group 
had a higher proportion of female (71.91% vs. 65.12%), White (82.05% vs. 68.01%) 
students than the average. African American students had a much lower participation 
rate (2% vs. 7%) than the average. The top two study abroad majors were Business and 
Social Sciences. Among the study abroad programs in which students participated, 50% 
stayed abroad for one semester; more than half the students participated in a program 
sponsored by the institution they attended in the U.S; the majority of the students 
completed classes for credit while abroad; slightly less than half of the students chose a 
program directly related to their major or chosen career field; and only a small 
proportion of students worked on a research project under the advisement of a faculty 
member. 
In terms of the second research question in this study, Whether the study abroad 
experience affects cognitive student learning outcomes such as academic achievement, and 
how does such impact vary by student characteristics? the baseline OLS model reported 
that on average, study abroad experience was associated with an 0.083 increase in 
student GPA, ceteris paribus; the Average Treatment effect on the Treated (ATT) estimate 
from Propensity Score Matching revealed that studying abroad increased GPA by 0.048 
over those who did not study abroad. This research did not find evidence of a 






gain the same benefits from studying abroad, whether they are female or male, White or 
minority, STEM or non-STEM majors.  
Regarding the third and last research question, How does such impact vary by 
different types of program design (e.g., duration, sponsorship, logistics, and curriculum)? 
results from the baseline OLS model and Propensity Score Matching yielded a positive 
statistically significant effect for programs directly related to a student’s major, with an 
opportunity to work on a research project, on student GPA. PSM models also indicated 
that one semester resulted in the highest (0.093) gain in GPA, compared to the other two 
types; whether or not the program was sponsored by the primary enrollment institution 
did not matter; home stay with a host family increased student GPA by 0.065%, but was 
marginally significant at a significance level of 0.1; and programs for credit increased 
student GPA by 0.097. These findings shed light on the effectiveness of various program 
designs and provide insights into study abroad practices.  
6.2 Limitations and Future Research  
The analysis presented above has several limitations and raises a number of 
questions for further analysis. First, this study did not take quality into account when 
looking at study abroad. It estimated the overall effect of studying abroad on the means, 
and examined the heterogeneous effects according to study abroad program design, but 
could not control for the quality of study abroad programs, which varied widely across 
institutions (in both home and host countries) and programs. Students who participated 
in multiple types of programs were not captured in this dataset. To address this problem, I 






university system, and examining between- and within-program variation, or match the 
institutions first, and then conduct Propensity Score Matching at the student level.  
Second, the outcome variable (GPA) was measured after study abroad experience 
and there was no information about GPA prior to studying abroad. Without knowing the 
baseline GPA, how can we determine whether the higher academic performance is 
gained overseas rather than already existing? To that end, a difference-in-difference 
research framework is sorely needed to draw a sharp causal link between studying 
abroad and academic returns. Measurement error is also a problem. Since grades from 
overseas are counted toward the final GPA, estimates may be biased upward if overseas 
grades are inflated or biased downward if overseas grading systems (e.g., some European 
institutions) are more rigorous than the U.S. institutions. 
Third, this research suggested that studying abroad in college causes positive 
returns in student academic achievement, but there was no definite answer about the 
mechanism by which these effects may operate. To reinforce the current findings, I 
would suggest complementary research using qualitative methods (e.g., in-depth 
interviews, focus groups) to understand why students benefit from a certain type of study 
abroad program as opposed to other programs.  
Fourth, a sub-sample analysis of STEM students would be beneficial as there are 
few or no programs that show STEM is creditable as in study abroad college 
classes/programs in other STEM colleges. For example, students take a physics class in a 
college in Europe with access to the Large Hadron Collider in Geneva or in a nuclear 






STEM students and an overall lack of study abroad opportunities for STEM students 
compared to other majors. 
Last, the data are almost 10 years old. It would be helpful if NSSE could use study 
abroad experimental items regularly as a topical module19 to collect longitudinal data. 
Once the new data are available, I could not only update current findings but also identify 
new trends of study abroad to research. 
                                                        
19 Since 2013, NSSE has provided nine topical modules from which participating institutions can 









OPEN MINDS: STUDY ABROAD AND STUDENT GLOBAL PERSPECTIVES1 
 
1. Introduction 
According to the most recent United Nations Educational, Scientific and Cultural 
Organization (UNESCO) statistics, in 2012 at least 3.5 million students worldwide were 
enrolled in tertiary education abroad (UNESCO, 2014). This is the largest migration in 
the recent decades, even though some migrations are temporary. In the United States 
alone, the Institute of International Education (IIE) (2014) reported that the number of 
students studying abroad for academic credit increased to an all-time high of 289,408 in 
the 2012-2013 academic year (Figure 2.1). This means that about 1 in 10 students has 
overseas learning experience at college (Figure 2.2). In some colleges and universities, 
spending a semester or an academic year overseas has already become a mainstream 
aspect of college life. For instance, 72% of graduates from Elon University in North 
Carolina had studied abroad at least once during their collegiate studies (IIE, 2014).  
Given the growing proportion of U.S. undergraduates who have studied abroad, 
study abroad has become a significant part of the whole education system, one that 
cannot be ignored by educational researchers and policymakers. The Paul Simon  
                                                        
1 This paper is part of my dissertation that consists of three papers. The three papers are titled as 
follows: “Go Places: Examining the Academic Returns to Study Abroad”; “Open Minds: Study Abroad and 







Figure 2.1. Number of U.S. students studying abroad (1987–2013) 




Figure 2.2. U.S. undergraduate students studying abroad 
(Source: Open Doors, IIE, 2014) 
 
Foundation Study Abroad Act (Simon, 2007) and the Lincoln Commission Report 
(Commission on the Abraham Lincoln Study Abroad Fellowship Program, 2005) have 
called for a vast expansion of study abroad opportunities and participation for a million 






are striving to facilitate study abroad in non-traditional destinations, such as China and 
Latin American countries (U.S. Department of State, 2012). 
In essence, the problem is that “this is not enough” (IIE, 2014). First of all, U.S. 
students fall short in the entire study abroad population worldwide. Among the 3.5 
million students who participate in tertiary education abroad, less than 2% are from the 
U.S. As Figure 2.3 indicates, despite the growth in the number of outbound students, the 
proportion of the world’s tertiary students who study abroad from the U.S. is fairly 
small and continues to decline over time. However, U.S. tertiary enrollment accounts for 
10.7% of such enrollment worldwide.2 Hence, U.S. students are underrepresented in 
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Figure 2.3. Percentages of U.S. tertiary students who studied abroad 
(Source: UNESCO, 2014) 
 
 
Second, minority students are underrepresented. Over time, non-White students 
have comprised a tiny proportion of the outbound flow of tertiary-level students (see 
Figure 2.4). In total, minority students account for less than 20% of the study abroad 
population. However, minority students account for around 40% of all undergraduate 
                                                        
2 UNESCO (2014) reported that worldwide enrollment in tertiary education was 195,556,567 in 






students (full-time and part-time) at four-year public and nonprofit private colleges, 
and at universities in the U.S. The proportion of minority students in two-year and 
for-profit higher education institutions is even higher (Integrated Postsecondary 
Equation Data System [IPEDS], 2015). This means that study abroad is no longer the 
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Figure 2.4. Minority students in study abroad programs 
(Source: Open Doors, IIE, 2014) 
 
The above two phenomena raise a key question: Why should students study 
abroad? Educators believe that when students go abroad, encounters in foreign settings 
give them a sense of the complex diversity across cultures. As a result, students gain 
awareness of cultural differences as well as an ability to see common patterns. This 
hypothesis also has theoretical support. Given that study abroad offers students a 
unique life experience different from that at home, John Dewey’s seminal theory of 
experiential learning helps to explain why we would expect students who participate in 
study abroad programs to have different learning outcomes (both cognitive and 
Asian 
Hispanic 






non-cognitive), compared to their counterparts at home. Students gain independence 
through real-world settings. This new experience exposes students to new problems 
and experiences that force them to apply their knowledge to real-world applications. In 
college years in particular, Perry and White's (1970) intercultural development theory 
suggests that the evolution in students’ interpretation of their lives is seen and 
understood through changes in the “forms” in which they conceptualize the issues they 
face. Therefore, study abroad experience will shape students’ perspectives toward the 
world and influence their personal growth.  
Therefore, this study endeavored to examine the impact of study abroad in 
college on students’ global perspectives by exploring the following research questions: 
1. Who studies abroad? What are the student and institutional characteristics?  
2. Does the study abroad experience affect non-cognitive student learning 
outcomes such as global perspectives? If so, is the effect statistically significant? 
3. Does this impact vary by ethnic group? In other words, is the impact different 
for minority students as opposed to White students?3 
This study aimed to identify certain patterns in study abroad participation and 
the potential effects of study abroad on students’ non-cognitive college outcomes, such 
as their global perspective. The results of this study will shed light on policymaking, as 
well as household educational decisions, toward more equitable and efficient resource 
allocation in higher education, and whether the investment in education yields positive 
returns.  
                                                        






The remainder of this chapter is organized as follows: Section 2 reviews existing 
literature with respect to the impacts of study abroad on student global perspectives; 
Section 3 describes the sample; Section 4 introduces the empirical strategies; Section 5 
presents the results based on factor analysis (FA), ordinary least squares (OLS) 
regression, propensity score matching (PSM), and the instrumental variables (IV) 
approach; and Section 6 concludes the chapter with a summary of the findings, 
limitations, and further analysis. 
2. Literature Review 
A growing body of study abroad literature focusing on the global perspective 
considers non-cognitive skills. Many of these studies have examined the changes in 
students’ tolerance to diversity, intercultural sensitivity and competences, and personal 
growth as a result of an overseas sojourn. There are many global perspective studies in 
the literature, but none are conclusive on the extent or direction of change following 
study abroad. One of the reasons is that these studies use different indices/tests (e.g., 
ICAPS, IES, GAP, BEVI, IDI, GPI, CCAI, and MPQ) to measure non-cognitive outcomes (see 
Table 2.1). As the study by Anderson and Lawton (2011) revealed, some of these 
indices/tests should in fact be treated as complementary rather than as substitutes. 
Again, studies reporting positive effects seem to be more numerous than studies 
finding negative effects. Studies by Engle and Engle (1999), Engle (2012), Chieffo and 
Griffiths (2004), Harrison (2006), Kurt, Olitsky, and Geis (2013), Palmer (2012), and 
Rexeisen (2012) found positive impacts of study abroad on global perspectives. Earlier, 







Summary of Major Indices/Tests in the Global Perspectives Literature 
Index/Test Year4 Description Key Components 
CCAI 1995 Cross-Cultural 
Adaptability Inventory 
Emotional resilience; flexibility/openness; 
perceptual acuity; personal autonomy 
GAP 1998 Global Awareness Profile Learning of global issues, geography and 
contexts 
MPQ 2000 Multicultural Personality 
Questionnaire 
Cultural empathy; open-mindedness; 
social initiative; emotional stability and 
flexibility 
IDI 2002 Intercultural 
Development Inventory 
Intercultural competence 
BEVI 2004 Beliefs, Events and 
Values Inventory 
Beliefs, events, and values 
ICAPS 2004 Intercultural Adjustment 
Potential Scale 
Emotion regulation; openness; flexibility 
and creativity; critical thinking and social 
conscientiousness 
GPI 2010 Global Perspective 
Inventory 
Cognitive scales (knowing and 
knowledge); intrapersonal scales (identity 
and affect); interpersonal scales (social 
responsibility and social interactions) 
 
self-confidence and independence. Sharma and Mulka (1993) also found that ample 
interaction with the host culture fostered students’ world-mindedness, internationalism, 
and cultural pluralism. The study by McCabe (1994) on the Semester at Sea program 
found positive effects on students’ global perspective and cultural cosmopolitanism. 
Qualitative research conducted by Hutchins (1996) found a positive effect on 
internationalism and interculturalism based on a short study tour. However, this study 
also reported heterogeneous effects depending on the students’ maturity, study abroad 
location, and focus of the study tour. Medina-Lopez-Portillo (2004) applied mixed 
                                                        






methods: the quantitative result was insignificant, while the qualitative research 
showed changes in students’ intercultural sensitivity. She also found heterogeneous 
effects depending on program duration, location of the tour, and students’ intercultural 
sensitivity prior to the journey.  
Overall, qualitative data have shown higher levels of development than 
quantitative results. In terms of sample size, even though most early studies drew their 
conclusions based on a small sample, Engle and Engle (1999), Chieffo and Griffiths 
(2004), and Stebleton, Cherney, and Soria (2011) also found positive effects with 
relatively larger datasets. 
Regarding factors that contribute to personal growth, Medina-Lopez-Portillo, 
(2004) found that program duration significantly affected the development of students’ 
intercultural sensitivity: the longer, the better. This finding is consistent with the 
Institute for International Education of Students (IES) 50-year longitudinal study 
(Bohrer, 2014; Dwyer, 2004; IES, 2014). Diao and Freed (2011) found that home stay5 
provided an overwhelmingly valuable experience for students’ cultural development.   
With regard to underrepresented students, Shames and Alden (2005) 
interviewed 13 students with learning disabilities and/or ADHD in study abroad 
programs. Their study indicated that students with disabilities experienced increased 
normalization, independence, and self-confidence after the overseas sojourn. A study by 
Landau and Moore (2001) compared White students and African American students. 
Their results showed that study abroad was indeed the ideal forum in which to  
                                                        






Table 2.2  
 
Literature Summary of the Impacts on Global Perspectives 
 
Study Outcome Measure Program Sample Size Duration Method Findings 
Engle & Engle, 1999 Cultural Integration French Practicum 2,500 students Semester and 
year-long 
Review  Overall balance sheet of study 
abroad is quite positive.  
Stephenson, 1999 Change in attitudes of 
students, host 
nationals, and 
professors in the host 
country 







5 months Pre-/post-test; 
questionnaire  
Experience more challenging 
compared to students’ 
expectations; most host families 
reaffirmed their deeper 
appreciation of their culture; 
professors noted the most 
value/opinion changes.  
























Even as short as one month, 
short-term programs are 
worthwhile educational 
endeavors that have significant 
self-perceived impacts on 
students’ intellectual and 






Table 2.2 (continued) 
Study Outcome Measure Program Sample Size Duration Method Findings 
Shames & Alden, 
2005 







Up to 6 weeks 
in Europe 
Interview Students reported high levels of 
intellectual curiosity; increases 
found in normalization, 
independence, and 
self-confidence.  











Study tour greatly enhanced 





Global learning and 
development, 





245 students  One semester Pre-/post-test; 
t-test 
Study abroad is an effective 






measured by IDI & 
GPI 
Study abroad to 
English-speaking 
countries in Fall 
2009 
Treatment: 39  
Control: 80  
Semester long  Pre-/post-test; 
group 
comparison 
IDI and GPI are independent 
measures. Significant increase 
found in the development of 
students’ cross-cultural 
sensitivity.  
Shaftel & Shaftel, 
2011 
Intercultural student 











Study abroad students’ scores 
rose significantly while control 






Table 2.2 (continued) 
Study Outcome Measure Program Sample Size Duration Method Findings 













Study abroad brings value-added 
components to students’ 
intercultural and global 
competencies, and has the potential 
for significant development, 
especially for underrepresented 
low-income students.  
Palmer, 2012 Intercultural 
competence 










Results revealed significant increase 
in intercultural competence.  
Rexeisen, 2012 Intercultural 
competence, 
measured by IDI 










Positive impact on the development 
of cross-cultural sensitivity; females 
demonstrate significantly higher 
overall than male.  
Kurt et al., 2013 Global awareness Non-course 
embedded programs 
in Fall 2011 and 
Winter 2012 
607 in Fall 
589 in Winter  
21–27 days t-test; 
regression; 
factor analysis 
Following short-term study abroad, 
students’ levels of global awareness 
are significantly higher.  
Tarrant, Rubin, 




courses and other 
fields 
357 students 4 weeks to 
Australia; 4 or 







The combination of location and 
academic focus yields the greatest 






demythologize stale stereotypes and work toward understanding. A study by Van Der 
Meid (2003) also found that Asian American students benefited from their study abroad 
experience. Based on data from an international partnership for service-learning 
program at State University of New York Rockland College, Berry (2002) confirmed the 
positive impact of study abroad on globalism and called for more research on the 
missing voice from underrepresented students from low-income families.  
In contrast to the studies mentioned above, which found evidence of attitudinal 
change, early studies by Smith (1955), McGuigan (1958), Kafka (1968), Morgan (1975), 
Bower (1973), and Hensley and Sell (1979) did not find any evidence of changes in 
perspective due to students’ sojourn overseas. Morgan (1972, 1975) reported that effects 
differed for different personality types. Marion (1980) also found that overseas sojourn 
reinforced existing perspectives rather than opening students up to new points of view.  
More recently, Herman (1996) found no evidence in students’ global perspective 
due to study abroad. However, the programs in his study were short-term and may not 
have been long enough to influence students’ non-cognitive skills. Burns (1996) 
reported that students were disappointed with the shallow level of interaction with 
their Japanese hosts and no positive evidence was found. Casale-Giannola (2000) 
agreed that study abroad was not always positive. Wortman (2002) compared study 
abroad between English and non-English-speaking countries, and found no positive 
evidence for increasing students’ global perspective in non-English-speaking country 
groups. Hughes (2003) reported that study abroad alumni scored higher on the 
Cross-Cultural Adaptability Inventory (CCAI) during the stay at home before going 
84 
 
abroad and suggested selection bias affected estimates of the effect of study abroad. De 
Wit (2002) found heterogeneous effects depending on students’ experiences in the U.S. 
academic system. Shaheen (2004) found that study abroad alumni were not 
significantly different from the control groups in terms of intercultural development 
and intercultural sensitivity. Ingraham and Peterson (2004) used mixed methods and 
found no significant evidence of international growth and negative evidence for 
personal growth and academic performance.  
In short, global perspective studies have provided an unclear picture of the effect 
of study abroad on non-cognitive outcomes: The findings are mixed and the conclusions 
have been inclined slightly toward the positive side. Hence, this study aimed to go 
beyond the existing literature in several ways: (a) by using a national representative 
sample; (b) by employing quasi-experimental methods, such as propensity score 
matching (PSM) and the IV approach to find evidence beyond correlations between 
study abroad experience and student outcomes; and (c) by covering all fields of study in 
college, rather than limiting the focus to one or a few majors.25  
3. Data 
3.1 Data and Sampling Methods 
This research used a random sample from the 2014 National Survey of Student 
Engagement (hereinafter NSSE). Launched in 2000, the NSSE annually collects 
information from hundreds of four-year colleges and universities26 concerning 
                                                        
25 Stebleton et al., (2011) also covered most majors. The limitation of their study was that their 
data were from Student Experience in the Research University survey. Non-research universities were 
excluded. I comment on this survey and explain why I chose another dataset in the data section.  
26 The overall response rate was approximately 32% (29% for first-year students and 34% for 
fourth-year students).  
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first-year or fourth-year students’ participation in programs and activities that 
institutions provide for their learning and personal development. The NSSE results 
reflect behaviors of students and institutions that are associated with the desired 
outcomes of college. However, it should be noted that the NSSE does not assess student 
learning directly, but the survey results point to areas in which higher education 
institutions are performing well, as well as aspects of the undergraduate experience 
that could be improved. As of 2014, 1,574 colleges and universities participated in NSSE. 
Approximately 4.5 million students have completed the survey since 2000.  
To the best of my knowledge, the NSSE, the Student Experience in the Research 
University survey,27 and the College Senior Survey28 are the only three U.S. national 
college experience surveys that contain information on study abroad. These surveys 
focus on how students evaluate their experience at the higher education institutions 
they attend, and each survey has its own pros and cons. Each of these surveys has an 
indicator of whether or not the student studied abroad in college and none of the 
surveys provide detailed information of study abroad such as duration, logistics, and 
curricular. I chose the NSSE over the Student Experience in the Research University 
survey and the College Senior Survey for this research because of two concerns: first, 
the NSSE provides the information necessary to address the main research topic of this 
study while the other two surveys do not; second, the NSSE has a larger and more 
spread-out sample than the other two surveys. Taking 2014 as an example, the NSSE 
contains data on 29,836 senior students from 622 U.S. colleges and universities vs. 
                                                        
27 http://www.seru.umn.edu/about-seru/survey   
28 http://www.heri.ucla.edu/cssoverview.php  
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23,523 senior students from 95 U.S. institutions in the College Senior Survey. Moreover, 
the Research University survey excludes non-research colleges and universities, such as  
the liberal arts institutions, which represent a majority of undergraduate enrollment. 
Therefore, the NSSE was the most desirable dataset for this study.  
I selected the 2014 data for two reasons. First, 2013 was the first year in which 
an updated survey instrument and administration options were used. Thus, data from 
earlier versions may not be comparable due to changes in instrument design; 2014 was 
the first year after the initial stage, so the data quality is supposed to be reliable. Second, 
one of the critical outcome variables that I was looking for is global perspectives29 and 
this variable was not available in earlier versions of the survey.  
Depending on the population, the NSSE applies two sampling methodologies:  
(a) census or (b) random selection. If the population is comprised of only first-year and 
senior students, then the sampling method will be census, which means they survey all 
first- and fourth-year students at the institution. In contrast, if a census is not feasible, a 
random sample of an equal number of students from each group (first- and fourth-year 
students) will be drawn from the whole student body, with the sample size based on the 
total number of undergraduate students enrolled. Participating institutions can select 
the method that best fits their own student body, so it will be either a census of all 
first-year and senior students, or a random sample of the population of first-year and 
fourth-year students.  
                                                        




These two methods also differed in how they were conducted/administered. In 
2014, the census method was available only to institutions opting for email recruitment, 
in which “students received survey invitations and up to four reminders by email and 
completed the survey online” (NSSE, 2014). The random sampling method was 
available to institutions choosing regular (postal) mail as the primary recruitment 
approach. The randomly selected students in the sample “received up to three messages 
by regular mail and up to two email reminders if email addresses were provided” (NSSE, 
2014). As a result, the vast majority (99%) of participating institutions opted for email 
recruitment.  
The dataset for this study was a 20% random sample of students who answered 
the 2014 NSSE survey with the global perspectives module. This dataset represented all 
67 institutions that selected global perspectives as one of their topical modules.30 For 
reasons of confidentiality, the NSSE was unable to provide me with information on 
which institutions chose the global perspectives module in the survey and thus I am not 
able to identify these 67 institutions.   
3.2 Outcome Measures  
Global Perspectives are measured by an index generated from the global 
perspectives topical module included in the NSSE 2014, and derived from the Global 
Perspective Inventory (GPI). This module:  
. . . probes the cognitive and social elements of a global perspective, asking about 
experiences with global learning and views on intercultural understanding. The 
module complements questions on the core survey about student experiences 
                                                        
30 Altogether, there are nine topical modules. Institutions can choose two modules out of the nine. 
The list and description of modules can be found at http://nsse.iub.edu/html/modules.cfm  
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with people from different backgrounds, course emphasis on integrative and 
reflective learning, and participation in study abroad. (NSSE, 2014)  
There is one question in this module: “How much do you agree or disagree with 
the following statement?” This is followed by 21 items concerning students’ experience 
with people from different backgrounds, the course emphasis on integrative and 
reflective learning, and participation in study abroad.31 For each item, a response is 
given on a scale of 1 to 5, from “strongly disagree” to “strongly agree.”32 An example of 
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When I notice cultural differences, my culture tends to have the better approach
 
Figure 2.5. Example item and analysis 
As this outcome variable contains 21 items, it is difficult to consolidate the 
estimated effects of study abroad if we estimated considering each item independently, 
because some of the items measure similar things (e.g., “Most of my friends are from my 
own ethnic background” and “I frequently interact with people from a race/ethnic 
group different from my own”). It is therefore possible that there are latent variables 
                                                        
31 The 21 items can be found at http://nsse.indiana.edu/pdf/modules/2015/ NSSE% 202015%20 
Global%20Perspectives%20Module.pdf  
32 The questionnaire reads from strongly agree to strongly disagree. However, the coding is 
reversed. Strongly disagree is coded as the lowest (1) and strongly agree is the highest (5).  
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and issues with multicollinearity. One solution for this is to create an index. Using Factor 
Analysis, I generated the Global Perspective Index based upon these survey items and 
standardized the index for regression analysis.   
3.3 Sample Description 
The NSSE sample used in this research includes 4,600 students who were in their 
first and fourth years at college in 2014. Among these, approximately 15% had study 
abroad experience. As this study focused on U.S. students, the sample also excluded 
approximately 400 observations labeled as international students in the original sample. 
Table 2.3 summarizes the student characteristics by group.  
As Table 2.3 shows, the study abroad group had a higher proportion of White 
(80.74% vs. 73.69%), female (73.98% vs. 63.74%) students than the average. With 
respect to the study major, the top study abroad majors were Arts and Humanities and 
Social Sciences. These two programs accounted for more than one third of the study 
abroad population. In contrast, the percentage for Health major was dramatically lower 
in study abroad (8.61% compared to 13.29% overall). Natural Sciences, Business, and 
Engineering majors were slightly lower but not remarkable.  
4. Empirical Framework and Methodology 
4.1 Basic Empirical Model  
An ordinary least squares (OLS) model was used to estimate the treatment effect 
on global perspectives ( i
Y
=index), according to the following specification:  
 iiiiii
XXXZY   332211   (1) 
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Table 2.3  
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Full-time enrollment 86.12 90.36 85.45 
First generation to attend college 39.22 27.84 41.39 
Attending private institutions 56.45 62.50 55.42 
Sample size 4,600  688 3,877 
Source: Own calculations using NSSE 2014 data.   
This model built upon the education production function, referring to the global 
perspective, which was measured by the Global Perspective Index created using 
Principal Components Analysis (PCA) and Factor Analysis (FA). i
Z
 is the treatment 
(study abroad) and i
X
 is the vector of confounding covariates. More specifically, i
X1  
denotes student characteristics, i
X 2  represents the family covariates, i
X 3  refers to 
institutional characteristics, and i

 is the error term, which follows a normal 
distribution.   
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4.2 Principal Components Analysis and Factor Analysis  
Principal Components and Factor Analysis were used in combination (PCFA) to 
create an index for the outcome variable (global perspectives). The purpose of using FA 
was threefold: (a) data reduction by reducing number of dependent and independent 
variables; (b) eliminating multicollinearity when variables are highly correlated; and  
(c) testing or confirming the reliability and dimensionality of the attitudinal/value/ 
behavioral constructs. Although similar in practice, these two methods are slightly 
different: the goal of Principal Components is to explain as much of the total variance in 
the variables as possible, while the goal of Factor Analysis is to explain the covariance or 
correlations between the variables. In other words, Principal Components aims to 
reduce the data to a smaller number of components, while Factor Analysis tries to 
understand what constructs underlie the data. The basic model of Factor Analysis 







1   (2) 
where   pj . ijY is student i ’s response to instrument j , m is the number of factors 
and p is the number of instruments. ik
f
 refers to the factor score for student i  and 
factor k , kj
b
 is the factor loading of instrument j  on factor k , interpreted as the 
correlation between the instrument and the factor, and b  is a beta coefficient. ij
u
 is a 
unique score for student i  and instrument j  when pm  . If pm  , the unique 
scores are dropped.  
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The objective was to find a satisfactory solution, if possible, where pm  , thereby 
replacing a large number of variables with a small number of factors. Before factor 
loadings are rotated, there is a relationship between factor loadings and the eigenvalues of 










  (3) 
where 
pk 
. That is, an eigenvalue equals the sum of the squared factor loading  
for all items with that factor. The sum of all eigenvalues equals the number of 
items/variables being factored. 
Hence, the eigenvalue can be interpreted as the variance explained by the factor. 
A correlation matrix among p  instruments has a total variance of p , and therefore 
 p
k100
 equals the percentage of total variance explained by factor k .  
4.3 Propensity Score Matching  
In treatment circumstances, the difference in outcome between the treated and 
control may depend on characteristics that affect whether a person will receive the 
treatment or not, rather than the true effect of the treatment per se. To tease out the 
true treatment effect, this study endeavors to address the selection bias problem using 
PSM. Propensity score theory says that rather than controlling for all the variables in X, 
it is sufficient to control for just the propensity score, )(Xe , which is just a one-number 
summary of X.33 Thus:  
 )|1Pr()( XZXe   (4) 
                                                        
33 Notes from “Causal Inference: Methods for Program Evaluation and Policy Research,” taught by 
Professor Jennifer Hill at NYU in Fall 2013.  
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where Z is the treatment variable (participating in study abroad in this research) and  
X is a vector of pre-treatment covariates.  
If the estimand to be estimated is the average effect on the treated (ATT), 
 ]1|)0([]1|)1([]1|)0()1([  ZYEZYEZYYE  (5) 
and if ignorability holds, matching on the propensity score results in: 
 )](,0|)0([)](,1|)0([ XeZYEXeZYE   (6) 
Therefore, it should be possible to obtain an unbiased treatment effect estimate: 
 )(,1|)1([ XeZYE   with )(,1 XeZ
Y  and 
 )(,1|)0([ XeZYE   with )(,0 XeZ
Y   (7) 
In practice, this means using the matched groups to estimate each mean. The 
procedure for using Propensity Score Matching (PSM) can be summarized in three steps: 
1) searching for a close-balanced propensity score model on an individual’s 
pre-treatment characteristics; 2) estimating the individual’s propensity score with 
probit/logit; and 3) estimating the run in a regression on treatment and covariates with 
the outcome as the dependent variable. The reason for emphasizing balance in Step 1 is 
because we want to ensure that for each treatment group member, there is a control 
group member sufficiently similar that we believe can act as an empirical counterfactual. 
This is why a large overlap (common support) between the two groups is necessary.34  
Hence, the Propensity Score Matching model is given by: 
 
  3322110 XXXZ  (8) 
where Z  refers to the propensity score for participating in a study abroad program, 
1X  is the vector of student-level characteristics, 2X  is the vector of family level 
                                                        





 is the vector of institutional characteristics, and   is the error 
term, which follows a normal distribution. The estimand is the ATT. In terms of 
estimation strategy, probit regression will be used to estimate the effect size.   
With regard to specific matching methods, the results reported here were from 
the nearest neighbor matching approach. I tried several other matching approaches: 
Caliper, Epanechikov kernel, and Gaussian kernel. The results of Epanechikov kernel 
and Gaussian kernel matching were almost identical to nearest neighbor matching. 
Caliper was only slightly different.  
4.4 Instrumental Variables Approach 
The Instrumental Variables (IV) method was used to address endogeneity issues. 
The concept entails finding a variable, IV , highly correlated to treatment Z , but not 
correlated to the outcome variable Y , and using the predicted value of Z  to estimate 
the effect of Z on Y , instead of the actual value of Z , so the estimand is the 
intend-to-treat (ITT) effect. The assumptions are that Z  is uncorrelated with both error 
terms  and v , and 0),cov( IVZ . The third assumption, an exclusion restriction, is 
represented in this formulation by the combination of the requirement E [Z, ε] = 0 and the 
fact that Z is omitted from the first-stage equation. Therefore, I used the individual SAT 
math score35 as the instrument. In terms of estimation strategy, I used two-stage least 
squares (2SLS) to estimate the effect size. The 2SLS models are as follows:  
                                                        
35 I also tried other variables, such as the percentage of study abroad students in a certain 
institution, whether or not they were living on campus, total SAT score, SAT writing score, and SAT verbal 
score. None of these variables proved suitable. Ideally, the number of study abroad programs in the 
institution will constitute a good IV for the student study abroad participation. Unfortunately, I was not 
permitted to identify the institutions in this NSSE dataset, not to mention their capacity for organizing 
study abroad. Nor was I permitted to link this dataset to other data sources. The SAT math score was the 





  XIVZ 210  (9) 
Reduced model: 
 
uXIVY  210   (10) 
Second stage:  
   XZY 210
ˆ
 (11) 
where Y is the outcome variable (global perspectives), Z is the treatment (study abroad), 
IV is one of the three instrument variables, X is the vector of covariates, Ẑ is the 
predicted value of Z  from the first stage, and  ,,u  refers to the error term, which 
follows a normal distribution.  
5. Empirical Results 
5.1 The Global Perspectives Index 
To generate an index from the 21 questions in the NSSE global perspectives 
module, I employed Principal Component Factor Analysis. I first computed eigenvalues. 
Eigenvalues should be greater than 1 because a single item has a variance of 1. If a 
factor has an eigenvalue less than 1, it explains less variance than a single item. Thus, 
the factor is no better than the original single item. Therefore, I chose to retain the first 
four factors because their eigenvalues were larger than 1.  
Second, I generated factor loadings. A factor loading is interpreted as a 
correlation between a variable (e.g., GPI01a: My culture is better) and the underlying 
factor; thus, the higher the loading, the more that variable contributes to the meaning of 
the factor. A variable with a factor loading of 0.4 or higher can be considered a 
significant contributor to the meaning of a factor, providing it does not have a higher  
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loading on another factor. Variables loading 0.6 or higher on a factor must be included 
in naming and interpreting that factor (Hutcheson & Sofroniou, 1999). Hence, I grouped 




Factor Eigenvalue Difference Proportion Cumulative 
1 5.341 3.065 0.254 0.254 
2 2.276 0.468 0.108 0.362 
3 1.807 0.158 0.086 0.448 
4 1.648 0.702 0.078 0.527 
5 0.945 0.096 0.045 0.572 
6 0.849 0.042 0.040 0.612 
7 0.806 0.045 0.038 0.651 
8 0.761 0.060 0.036 0.687 
9 0.700 0.044 0.033 0.720 
10 0.656 0.020 0.031 0.752 
11 0.636 0.034 0.030 0.782 
12 0.602 0.046 0.028 0.811 
13 0.555 0.053 0.026 0.837 
14 0.502 0.004 0.023 0.861 
15 0.497 0.042 0.023 0.885 
16 0.455 0.016 0.021 0.906 
17 0.438 0.010 0.020 0.927 
18 0.427 0.009 0.020 0.948 
19 0.417 0.075 0.019 0.967 
20 0.342 0.010 0.016 0.984 





Factor Loadings and Unique Variances 
Variable Factor 1 Factor 2 Factor 3 Factor 4 Uniqueness 
GPI01a -0.069 0.626 0.136 -0.046 0.582 
GPI01b -0.232 0.266 0.152 -0.603 0.487 
GPI01c 0.527 0.126 -0.481 -0.314 0.376 
GPI01d -0.061 0.600 -0.062 0.219 0.583 
GPI01e 0.051 0.579 0.032 0.022 0.659 
GPI01f 0.586 0.183 0.423 -0.109 0.430 
GPI01g 0.592 0.174 0.490 -0.082 0.372 
GPI01h 0.626 0.105 -0.188 -0.250 0.497 
GPI01i 0.628 -0.178 0.015 -0.165 0.545 
GPI01j 0.705 0.078 0.289 -0.039 0.410 
GPI01k 0.699 -0.122 0.136 -0.074 0.470 
GPI01l -0.172 0.629 -0.136 0.075 0.549 
GPI01m 0.578 0.130 0.290 -0.039 0.561 
GPI01n 0.440 0.157 -0.427 -0.220 0.549 
GPI01o 0.703 0.006 0.305 0.001 0.411 
GPI01p 0.615 0.091 -0.018 0.357 0.449 
GPI01q -0.192 0.674 -0.215 0.165 0.434 
GPI01r 0.611 0.120 -0.423 -0.215 0.385 
GPI01s -0.303 0.214 0.534 0.254 0.511 
GPI01t 0.526 -0.019 -0.124 0.589 0.359 
GPI01u 0.560 -0.099 -0.168 0.590 0.299 
Third, I generated a scree plot of eigenvalues to decide on the number of factors. 
The major jump in eigenvalues stopped when the number of factors reached four. This 
scree plot suggested that the first four factors might be interesting with regard to the 
amount of variance for which they accounted, and these should be retained in the 
analysis. The scree test confirmed the result of the eigenvalue method in Table 2.4.   
Fourth, I plotted factor loadings to check the clustering patterns. The plot showed 
a clear clustering of four groups and the groupings were similar to the results in Table 
2.5 with minor changes. As global perspectives reflect students’ attitudes, it is very 
important that the items put together make sense in real life. Thus, it is necessary to 
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ensure that the factors make conceptual sense. Based upon the patterns in Figure 2.7, I 
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Figure 2.7. Factor loadings 
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Table 2.6  
 
Factors and Item Groups 
 
Factor Variable Item Description 
Factor 1 
GPI01c I think of my life in terms of giving back to society 
GPI01f I am informed on current issues that impact international 
relations 
GPI01g I understand the reasons and causes of conflict among nations of 
different cultures 
GPI01h I work for the rights of others 
GPI01j I understand how various cultures of this world interact socially 
GPI01m I know how to analyze the basic characteristics of a culture 
GPI01n I put the needs of others above my own personal wants 
GPI01o I can discuss cultural differences from an informed perspective  
GPI01p I intentionally involve people from many cultural backgrounds in 
my life 
GPI01r I consciously behave in terms of making a difference 
Factor 2 
GPI01a When I notice cultural differences, my culture tends to have the 
better approach 
GPI01d Some people have a culture and others do not 
GPI01e In different settings, what is right and wrong is simple to 
determine 
GPI01l I rely primarily on authorities to determine what is true in the 
world 
GPI01q I rarely question what I have been taught about the world around 
me 
Factor 3 
GPI01b Most of my friends are from my own ethnic background 
GPI01s Volunteering is not an important priority in my life 
Factor 4 
GPI01i I take into account different perspectives before drawing 
conclusions about the world around me 
GPI01k I consider different cultural perspectives when evaluating global 
problems 
GPI01t I frequently interact with people from a different country than 
my own 
GPI01u I frequently interact with people from a race/ethnic group 




In the fifth and the last step, I predicted the factor value for each observation, 
generated the Global Perspective Index by taking the weighted average of the factor 
values,36 and standardized the index with a mean of zero and standard deviation of 1. 
The results of a t-test indicated that the mean of the Global Perspective Index was 
statistically different between the study abroad group and the non-study abroad group. 
The average Global Perspective Index was much higher in the study abroad group 
(0.075 compared to -0.012 for the non-study abroad group). 
5.2 Baseline OLS Regression Estimation 
5.2.1 Missing data problem. Before I ran the baseline OLS regression, I checked 
the missing rate on all the variables in the dataset. Overall, missing data were not a 
severe problem except for SAT and ACT scores. Most variables have a missing rate of 
less than 5%. However, for variables on SAT and ACT scores, the rate is greater than 
65%. I first converted ACT scores to SAT values according to the estimated relationship 
between the ACT composite score and the SAT critical reading, math, and writing 
scores,37 but the missing rate was still higher than 60% even after conversion.  
Not only was the missing rate rather high, but also the missing data concerned a 
very important variable. The SAT score was critical to this study because the SAT test 
measures academic aptitude and can serve as a proxy for student ability in the 
regression model. Without controlling for ability, the estimation of the effect of 
education abroad would be biased. Furthermore, failure to impute the missing data 
would result in STATA automatically dropping any observation in the case of a missing 
                                                        
36 21/)442352121(  FactorFactorFactorFactorGPI  
37 https://www.act.org/aap/concordance/estimate.html  
101 
 
value in one or more variables by default. In this case, the valid sample size for the full 
model would shrink dramatically from 4,600 to 1,100. Discarding data is not only 
inefficient, but may also cause severe bias in the estimation. Therefore, I addressed the 
missing data problem with multiple imputations.  
5.2.2 Multiple imputations. The main assumption of multiple imputations is 
that values are missing at random (MAR), which means that whether or not a student’s 
SAT score is reported in the dataset is random. To check this assumption, I plotted the 
missing data pattern in Figure 2.8. The missing values did not exhibit a clear pattern. 
Thus, the MAR hypothesis was plausible. I also contacted NSSE to ensure that the 
missing values were not due to an administrative process or any other reasons of which 
NSSE was aware.   
 
 




Compared to discarding data, multiple imputations maintain the entire dataset, 
use all the available information, maintain relationships between variables, and 
properly reflect sampling uncertainty and model uncertainty concerning the missing 
values. The disadvantages are that multiple imputations can be complex to implement, 
especially for large datasets, and rely on modeling assumptions. However, these two 
weaknesses were not major concerns in this study because the sample size was not 
particularly large and the set of variables was not complex.  
Using the mi package in R,38 I imputed the SAT math, verbal, and writing 
scores.39 I chose to impute the SAT subtotal instead of the total SAT score because the 
math, verbal, and writing components measured different aspects of student aptitude. 
These aspects may affect study abroad and the outcome variable in different ways. The 
results of the multiple imputations (Figures 2.9, 2.10, and 2.11) indicated that the 
imputed data (red line) resembled the distribution of observed data (blue line). Hence, I 
could use the imputed data in the regression analysis.  
                                                        
38 https://cran.r-project.org/web/packages/mi/index.html  
39 I multiple imputed in R and extracted the data from the first imputation to conduct Propensity 
Score Matching in STATA because STATA cannot run matching command on multiple imputed data. My 
















Figure 2.11. Multiple imputation—SAT writing 
 
5.2.3 OLS estimation. The baseline OLS regression model based on equation (1) 
was designed to investigate the average effect of study abroad. I ran three sets of 
regressions and reported the results in Table 2.7. Model 1 included the students’ 
demographic characteristics; Model 2 included student and family variables; Model 3 
completed the full model by adding institutional variables.  
The estimations across these three models consistently reported a statistically 
positive impact of study abroad on global perspectives. There was no significant 
difference in global perspectives across ethnic groups. With respect to academic 
programs in college, Social Science as a major was positively associated with global 
perspectives, while Science, Technology, Engineering, and Math (STEM) as a category 
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Table 2.7 (continued) 
Outcome Variable: 
GPI 
Model 1 Model 2 Model 3 




Private institution – – 0.042 
(0.035) 
Medium enrollment institution  – – -0.030 
(0.055) 
Large enrollment institution – – 0.032 
(0.047) 
California  – – -0.195 
(0.238) 
New York – – 0.132* 
(0.066) 






N 4,089 4,089 4,089 
R-Squared 0.031 0.032 0.033 
Note: Coefficients are reported with standard errors in parentheses; *, **, *** denote 




affect student outcomes. Attending colleges and universities in New York40 also had a 
slightly statistically significant positive relationship with global perspectives.  
5.3 Propensity Score Matching Results  
There was a concern in this study about the selection bias that could arise 
because students were not randomly assigned to participate in study abroad programs, 
but were self-selected. It can be argued that students from affluent family backgrounds 
are more likely to go abroad as they can obtain extra financial support from their 
parents. Also, affluent families tend to have more opportunities to travel overseas and 
                                                        
40 For confidentiality concerns, NSSE policy did not allow studies to indicate in what state the 
institution was located. Upon my request, they provided me an indicator of whether or not the colleges and 
universities were in New York or California.  
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interact with foreign cultures. Consequently, the between-group difference in global 
perspectives may not be induced by the study abroad experience, but because the study 
abroad group is ultimately different from the non-study abroad group. In other words, 
these two groups are not comparable at all. If this is the case, the estimates in the 
baseline OLS model in Table 2.7 will be biased.  
To address selection bias, I employed PSM. I first computed the propensity score 
for each student, then found a match for each study abroad student from the non-study 
group based upon their propensity score, next ran a weighted regression on the 
matched sample, and estimated the ATT effect. Consequently, the comparison was 
between study abroad students and their counterfactuals. Also, PSM relaxed the 
linearity assumption of OLS and fulfilled the restriction of regression in the common 
support area, where the study abroad group overlapped the non-study abroad group. 
This also reduced the estimation bias.  
PSM was only appropriate when assumptions held. There were four major 
assumptions: ignorability, common support, balance, and the stable unit treatment 
value assumption (SUTVA). The SUTVA was plausible in this study as it was not likely 
that one student studying abroad in college would affect another student’s attitudes 
towards the world, but it could happen sometimes. More importantly, ignorability may 
not be guaranteed because the institutional-level information on study abroad 
programs (e.g., number of programs, average enrollment, duration, destination, etc.) 
was missing in this dataset. Moreover, a family’s international travel experience or 
parents’ attitudes toward study abroad were not observed. The institution’s capacity for 
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running study abroad programs and a family’s willingness to support students confine 
students’ participation in study abroad. Unfortunately, in this study, it was not possible 
to observe these important confounding covariates because they were not observed or 
recorded in the dataset.  
In terms of common support, I plotted the distribution of propensity scores with 
the study abroad group in the top histogram and the non-study abroad group in the 
bottom histogram. The horizontal axis indicates propensity scores and the length of 
each bar on the vertical axis indicates the fraction of the sample that falls into a 
corresponding interval of the propensity score. As can be seen in Figure 2.12, the 
overlap in the propensity score is pronounced, especially for the lower half. Several 
observations are off support at the high end of the propensity score.  
 









With regard to balance, I prioritized available pre-treatment variables into three 
categories in Table 2.8 based on their influence on both study abroad and earnings. 
Those variables that had a strong influence most needed to be balanced.  
Table 2.8  
List of Pre-treatment Variables in Order of Importance to Balance 
Balance Priority Pre-treatment Variables 
Most important  Demographics, major, institutional level 
Somewhat important  Parental education, full-time student, first-generation 
college student 
Least important Institution location, living on campus 
 
The critical task for PSM is to find a balanced model. The criteria for balance in 
this research were: (a) for a continuous variable, the difference in means must be less 
than or equal to 0.05 for the treatment group standard deviations and the ratio of 
standard deviations must be between 0.91 and 1.1; and (b) for binary/indicator 
variables, the difference in percentages across groups must be less than or equal to 
0.025. Table 2.9 summarizes the balance check for each covariate. Overall, this model 
satisfied the balance criteria. The only exception was SAT verbal, for which the 
difference in means equaled a 0.052 treatment group standard deviation, slightly higher 
than the 0.05 threshold. However, the ratio of standard deviations met the requirement. 
This was the optimally balanced model achieved with this dataset.  
In addition to PSM and weighted regression, I also conducted bootstrap bias 
correction, the Rosenbaum bounds test, and alternative matching algorithms, such as 




Propensity Score Matching—Balance Check 
Variable Sample 
Mean SD STD Ratio Percent 
Treated Control Treated Control Diff of SDs Diff 
Age Unmatched 21.815 24.075 3.45 8.77 -0.655  0.39  
 Matched 21.815 21.98 3.45 3.53 -0.048  0.98  
male Unmatched 0.264 0.384 0.44 0.49 -0.270  0.91  
 Matched 0.264 0.279 0.44 0.45 -0.032  0.98 -0.015 
white Unmatched 0.659 0.657 0.47 0.47 0.004  1  
 Matched 0.659 0.638 0.47 0.48 0.043  0.99 0.021 
black Unmatched 0.039 0.069 0.19 0.25 -0.155  0.76  
 Matched 0.039 0.041 0.19 0.2 -0.008  0.98 -0.002 
hisp Unmatched 0.041 0.058 0.2 0.23 -0.089  0.84  
 Matched 0.041 0.063 0.2 0.24 -0.111  0.82 -0.022 
asian Unmatched 0.023 0.031 0.15 0.17 -0.050  0.87  
 Matched 0.023 0.022 0.15 0.15 0.010  1.03 0.001 
fulltime Unmatched 0.905 0.858 0.29 0.35 0.159  0.84  
 Matched 0.905 0.926 0.29 0.26 -0.075  1.13 -0.021 
firstgen Unmatched 0.277 0.312 0.45 0.49 -0.301  0.91  
 Matched 0.277 0.292 0.45 0.47 -0.033  0.95 -0.015 
arts Unmatched 0.169 0.094 0.38 0.29 0.201  1.29  
 Matched 0.169 0.188 0.38 0.39 -0.050  0.96 -0.019 
social Unmatched 0.175 0.11 0.38 0.31 0.170  1.21  
 Matched 0.175 0.15 0.38 0.35 0.095  1.1 0.025 
business Unmatched 0.161 0.179 0.37 0.38 -0.049  0.96  
 Matched 0.161 0.174 0.37 0.4 -0.035  0.93 -0.013 
STEM Unmatched 0.214 0.248 0.41 0.43 -0.082  0.95  
 Matched 0.214 0.225 0.41 0.42 -0.027  0.98 -0.011 
transfer Unmatched 0.153 0.313 0.36 0.46 -0.444  0.78  
 Matched 0.153 0.176 0.36 0.32 -0.064  1.13 -0.023 
satm Unmatched 596.158 580.145 95.82 94.43 0.167  1.01  
 Matched 596.158 595.183 95.82 93.23 0.010  1.03  
satv Unmatched 592.294 577.428 95.32 93.29 0.156  1.02  
 Matched 592.294 587.371 95.32 92.12 0.052  1.03  
satw Unmatched 588.686 571.405 95.44 91.69 0.181  1.04  
 Matched 588.686 585.126 95.44 93.43 0.037  1.02  
oncampus Unmatched 0.332 0.413 0.47 0.49 -0.172  0.96  
 Matched 0.332 0.31 0.47 0.46 0.046  1.02 0.022 
parented_ba Unmatched 0.36 0.378 0.48 0.48 -0.038  0.99  
 Matched 0.36 0.377 0.48 0.46 -0.035  1.05 -0.017 
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Table 2.9 (continued) 
Variable Sample 
Mean SD STD Ratio Percent 
Treated Control Treated Control Diff of SDs Diff 
parented_gr Unmatched 0.43 0.301 0.5 0.46 0.261  1.08  
 Matched 0.43 0.429 0.5 0.5 0.003  1 0.001 
PRIVATE Unmatched 0.632 0.552 0.48 0.5 0.167  0.97  
 Matched 0.632 0.645 0.48 0.48 -0.026  1.01 -0.013 
inst_medium Unmatched 0.2 0.164 0.4 0.37 0.091  1.08  
 Matched 0.2 0.203 0.4 0.4 -0.008  0.99 -0.003 
inst_large Unmatched 0.648 0.684 0.48 0.47 -0.075  1.03  
 Matched 0.648 0.664 0.48 0.47 -0.033  1.01 -0.016 
california Unmatched 0.011 0.003 0.1 0.06 0.075  1.85  
 Matched 0.011 0.002 0.1 0.04 0.090  2.63 0.009 
newyork Unmatched 0.042 0.065 0.2 0.25 -0.111  0.82  
  Matched 0.042 0.052 0.2 0.22 -0.047  0.91 -0.01 
 
estimates from alternative matching algorithms were fairly similar. The results of the 
one-to-one nearest neighbor matching are reported in Table 2.10, together with OLS 
and IV estimates. 
5.4 Instrumental Variable Estimates  
The instrument for study abroad was the students’ SAT math scores. The 
rationale for using the SAT math score as an instrument was twofold. First, the 
instrument had to be strongly correlated with study abroad. In practice, some colleges 
and universities set a minimum GPA requirement for students to apply for study abroad. 
For example, Babson College study abroad programs require students to be in good 
academic standing at the time of application and remain in good standing prior to 
departure. Only students with a 2.70 GPA or higher are eligible to apply for study 
abroad. Students with a low GPA will need to get special permission from their 
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academic advisors or will have to wait until their GPA scores are sufficiently high.41 
Therefore, I would argue that students with a good academic record are more likely to 
study abroad as opposed to low-performing students. However, my dataset did not 
provide information on pre-study abroad GPA. 
The GPA variable in the dataset was a post-treatment outcome that I could not 
use as an instrument. Therefore, I used the SAT score as a proxy for student’s pre-study 
abroad academic performance and employed it as the instrument for student’s 
eligibility to engage in study abroad. In fact, the t-test on SAT math showed a 
pronounced difference in the treatment and control groups. The average SAT math 
score in the study abroad group was about 600, while the mean of the non-study abroad 
group was 580. The difference was significant at the 0.01 level.  
Second, the instrument can only affect the outcome through the treatment. Thus, 
the SAT math score was used here because there was no convincing causal link between 
students’ math skills and their mindset. There was no evidence, to my knowledge, in 
prior studies that students who were good at math were more tolerant of cultures 
different from their own or vice versa. The correlation matrix of study abroad, SAT math, 
and the GPI indicated that the SAT math score was positively correlated (r = 0.060) with 
study abroad and not correlated with the GPI (r = 0.009).42  
The above assumptions were confirmed by the results of the first-stage and 
reduced-form regressions, as well as various validity tests.43 The first-stage regression 
                                                        
41 http://educationabroad.babson.edu/index.cfm?FuseAction=Abroad.ViewLink&Parent_ 
ID=98772721-5056-A212-9484805561B8F75F&Link_ID=E0631072-98CB-2A52-3CCB5952979E1599 
42 The SAT verbal and writing scores were highly correlated with the GPI. 
43 These tests were implemented by the STATA ivreg2 command.  
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(regressing study abroad on the IV and covariates) revealed a significant positive 
relationship between study abroad and the IV; the reduced form (regressing earnings 
on the IV and covariates) found a significant relationship between the outcome variable 
earnings and the IV. The Cragg-Donald Wald F statistic from the first stage was 13.428, 
higher than 10.44 I also used the Durbin-Wu-Hausman test to check whether the 
potentially endogenous variable (study abroad) was indeed endogenous. The p-value of 
the test of endogeneity was 0.045, thus leading to rejection of the null hypothesis of 
exogeneity at the 0.05 level of significance. This suggested that participation in study 
abroad was likely to be endogenous. Finally, the IV equation was exactly identified 
because I used one IV (SAT math score) for one potentially endogenous variable (study 
abroad in college or not). Therefore, neither underidentification nor overidentification 
was a problem in this research.  
In addition to the above assumptions, a valid IV also needs to satisfy the 
assumptions of ignorability (IV is randomized or conditionally randomized) and 
exclusion restriction (IV only affects the outcome through the treatment and there is no 
third path). There was no particular test for these two assumptions, but I could justify 
them based upon the IV estimation. For ignorability, it was plausible to argue that the 
SAT math score was randomized in a population. Regarding the exclusion restriction, 
the SAT math score is a proxy for academic aptitude. Aptitude may not be related 
directly to an individual’s mindset, but there might be indirect links that need 
controlling for, such as field of study. For instance, certain majors (e.g., Social Sciences 
                                                        
44 As a rule of thumb, an F-statistic under 10 indicates a weak IV (Staiger & Stock, 1997).  
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and Business) include international comparison in their curricula. Students in these 
programs may build up a global mindset through regular teaching and learning in 
college, whether they take extra trips abroad or not. For this reason, I included the 
student major in the model to account for this possible unobservable channel through 
which the student outcome was affected. In summary, I could safely draw the conclusion 
that this IV was likely to be valid and the IV estimates were reliable for inference.  
Table 2.10 summarizes the regression results of the baseline OLS, PSM, and IV 
models. The baseline OLS reported that, on average, study abroad was associated with a 
0.123 increase in the GPI, ceteris paribus; the Average Treatment Effect on the Treated 
estimate from PSM revealed that study abroad increased the GPI by 0.188, as opposed 
to those who did not study abroad. But the estimates from matching cannot address the 
selection bias on the non-observables, such as parents’ attitude to study abroad and 
institutions’ capacity of running study abroad programs. The Average Treatment Effect 
on the Treated only applies to students with study abroad experience but not the 
average population. Instead, the Instrumental Variables method can control for the part 
of selection bias on the non-observables, but the degree of reduction depends on the 
exogeneity of the instrument. The local average treatment effect (LATE) estimate45 
from the Instrumental Variable method indicated that the study abroad experience 
induced a 0.441 increase in the GPI. 
                                                        
45 LATE is also known as Complier Average Causal Effect (CACE).  
115 
 
Table 2.10  
Regression Results—OLS, PSM, and IV 
Outcome Variable: 
GPI 
OLS PSM IV 



























































































Table 2.10 (continued) 
Outcome Variable: 
GPI 
OLS PSM IV 


































































N 4,089 1,070 4,089 
R-Squared46 0.033 0.066 0.051 
 
Note: Coefficients are reported with standard errors in parentheses; *, **, *** denote 
significance at p < 0.1, p < 0.5 and p < 0.01, respectively. 
 
                                                        
46 The R-squares are fairly small. I have tried to add more covariates from the dataset and change 
model specification, but encountered substantial multicollinearity problems. This could due to the similarity 
in measurement of the survey instruments.   
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Yet, the IV effect was local to the subpopulation (compliers47) who participated 
in study abroad programs by their eligibility of participation, but would not have 
participated otherwise. More specifically, compliers here refer to the students who will 
participate in study abroad programs only because their GPAs are above the threshold; 
otherwise, they would not. In summary, OLS, Propensity Score Matching, and 
Instrumental Variable estimations consistently yielded a positive effect of study abroad 
on global perspectives.   
5.5 Heterogeneous Effects by Student Characteristics  
I also sought to determine how individual characteristics interacted with the 
study abroad experience in terms of global perspectives. The empirical analysis in this 
section aimed to detect the potential differential effect of study abroad among 
individuals based on students’ individual characteristics, such as gender, race, and 
major. These potential disparities were tested by adding a series of interaction terms to 
the baseline OLS model. The interaction was generated as the product of two dummy 
variables. Study abroad was coded as a dummy, as were student characteristics. For 
example, the AbroadXmale variable was the interaction of study abroad and gender, 
which was computed by the study abroad variable (1 = studied abroad; 0 = not study 
abroad) multiplied by the gender variable (1 = male; 0 = female). The coefficient of 
AbroadXmale indicated the gender difference in the impact of study abroad on student 
global perspectives.  
                                                        
47 Supposedly there are four types of people: compliers (do as what they have been told), never 
takers, always takers, and defiers (do the opposite of what they have been told).   
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Table 2.11 summarizes the regression results for each of the above 
characteristics one by one. Columns 1 to 3 add one interaction at a time. Three main 
observations emerged from Table 2.11. First, the gender interaction term was 
significant at the 0.1 level. This means that being male increased the impact of study 
perspectives. In other words, male students benefitted more than female students from 
study abroad. Second, the coefficient of study abroad turned out to be insignificant after 
adding the gender and race interaction terms. This finding suggested that the main 
effect of study abroad was not strong. Third, the coefficient of study abroad stayed 
significant after adding the STEM interaction term. This result suggested that STEM 
students did not have an advantage or disadvantage over students in other majors in 
terms of study abroad. STEM and non-STEM major students gained the same benefits 
from study abroad.  
6. Conclusion 
6.1 Summary of Findings 
While prior research has reported a positive effect of study abroad experience on 
the development of a global mindset, the findings have been mixed. Some studies have 
drawn their conclusions merely based on study abroad alumni and thus internal validity 
is questionable because of the absence of a control group. To address such issues, this 
study used a nationally representative sample of college students in 2014 to examine 
the impact of study abroad on students’ global perspectives. It also employed 
propensity score matching (PSM) to correct for selection bias and the instrumental 
variable (IV) approach to address the endogeneity problem.  
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Table 2.11  












AbroadXwhite – 0.003 
(0.090) 
– 
AbroadXSTEM – – -0.125 
(0.103) 










































































































































































N 4,089 4,089 4,089 
R-Squared48 0.034 0.033 0.034 
 
Note: Coefficients are reported with standard errors in parentheses; *, **, *** denote 
significance at p < 0.1, p < 0.5, and p < 0.01, respectively; coefficients are in terms of z scores. 
 
                                                        
48 The R-squares are fairly small. I have tried to add more covariates from the dataset and change 
model specification, but encountered substantial multicollinearity problems. This could due to the similarity 
in measurement of the survey instruments.   
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With regard to the first set of research questions (Who studies abroad? What are 
the student and institutional characteristics?), overall, approximately 15% of students in 
the sample had study abroad experience in college. Of these 688 study abroad alumni, 
the top majors were Arts and Humanities and Social Sciences. These two programs 
accounted for more than one third of the study abroad population. In contrast, the 
Health major was dramatically lower in study abroad (8.61% compared to 13.29% 
overall). Natural Sciences, Business, and Engineering majors were slightly lower but not 
remarkable. The proportion attending private institutions in the study abroad group 
was also higher than the sample average (62.50% vs. 56.45%).  
In terms of the second and key set of research questions (Does the study abroad 
experience affect non-cognitive student learning outcomes such as global perspective? If so, 
is the impact statistically significant?), the results from the baseline ordinary least 
squares (OLS) model, PSM, and IV analysis yielded a positive statistically significant 
effect of study abroad on students’ global perspectives, ranging from 0.123 to 0.441 in 
terms of z scores.  
Regarding the third and the last research question (Does this impact vary by 
ethnic group? In other words, is the impact different for minority students as opposed to 
White students?), the results suggested that the impact of study abroad on global 
perspectives did not vary by race or whether the students were STEM majors or not. 
Minority students can gain the same benefits as White students. However, male 
students gained more than female students. Yet, the main effect of study abroad was not 
very strong.  
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6.2 Limitations and Future Research  
The analysis presented above had several limitations and raised a number of 
questions for further analysis. First, the study abroad measure was an indicator that 
could suffer from noise49 because it only captured whether or not students studied 
abroad, but did not differentiate how long they spent overseas, who sponsored them, 
where they went, what type of courses (e.g., language, related to their own major or not) 
they were taking while abroad, and with whom they interacted. Study abroad programs 
vary broadly in practice, but this wide variation will not be reflected by the indicator. 
Also, this indicator was self-reported by students and thus there was also a risk of 
measurement error.  
Second, econometric methods require making a number of assumptions, some of 
which do not hold in the data. For example, the assumption of ignorability (all 
confounding factors are observed) is required for PSM. Unfortunately, some important 
confounding factors, such as a college’s capacity to provide study abroad programs, 
family attitudes toward study abroad, and a student’s international travel experience 
prior to college, were not observed in this dataset. Consequently, the estimates from 
this study may still be biased.  
Third, the dataset used in this study was cross-sectional, not longitudinal. More 
importantly, there was no before-departure measurement of students’ global 
perspectives. Without a pre-post comparison, it was not possible to establish that 
students’ global mindsets were developed during study abroad rather than pre-existing. 
                                                        
49 If the noise is random, it could bias the coefficient towards zero.   
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Thus, a difference-in-difference research design is sorely needed to draw a sharp causal 
link from study abroad to students’ global perspectives. Otherwise, timing is always an 
issue.  
Last but not least, this study suggested that study abroad in college induces a 
positive impact on students’ global perspectives. However, there was no clear indication 
of the mechanism through which these effects may operate. Future research could look 
into a large university system and employ qualitative research methods, such as 
discourse analysis, case studies, in-depth interviews, and focus groups, to understand 








ADVENTURE OF A LIFETIME: LABOR MARKET RETURNS TO STUDY ABROAD1 
1. Introduction 
Determining the return to investing in education has been considered one of the 
fundamental concerns in the economics of education. Abundant empirical studies have 
indicated positive returns to education at the individual level. Research has found that 
the rate of return is 5% to 10% in both developed and developing countries (Ashenfelter 
& Krueger, 1994; Card, 1993; Griliches & Mason, 1972; Oreopoulos 2007; Rouse & 
Daellenbach, 1999; Trostel, Walker, & Woolley, 2002).  
The idea of positive educational externalities refers to the benefits from education, 
which have the potential to spill over to other individuals. The new growth theory 
asserts that education can affect national economic growth via human capital (Romer, 
1994). Studies in the past decade have suggested a positive macroeconomic return to 
education using growth in GDP per capita as the outcome variable (Barro, 2001; Barro & 
Lee, 1993; Hanushek & Kim, 1995; Levine & Renelt, 1992). However, few studies have 
been undertaken in terms of study abroad, especially at the individual level.  
Meanwhile, there is a shortage of internationally experienced talent in today’s 
global marketplace (Boston Consulting Group, 2014; Karoly & Panis, 2004). McKinsey 
                                                        
1 This paper is part of my dissertation that consists of three papers. The three papers are titled as 
follows: “Go Places: Examining the Academic Returns to Study Abroad”; “Open Minds: Study Abroad and 







Global Institute (2012) reported that 40% of job growth in advanced markets is going to 
foreigners because of language skills and cross-cultural competency. We live in a global 
world: a dynamic universe in which people must exchange, trade, share resources, and 
cooperate with each other. As globalization brings businesses together, today’s economy 
has been and continues to have a great demand for talented workers who are competent 
in understanding different cultures and solving problems across the ocean or around the 
world. Researchers have found that employers value the skills and knowledge potentially 
gained from study abroad and believe these competencies are transferable to the job 
(Franklin, 2010; Trooboff, Berg, & Rayman, 2007).  
Despite the substantial growth in the number of students going abroad for 
academic learning, few empirical studies have been conducted to explain the mechanism 
of this academic mobility. Moreover, even though students, parents, and faculty have 
become aware of the significance of study abroad in a student’s college experience, 
46.6% of students still do not plan to participate in such programs (NSSE, 2014). Parents 
are more concerned about whether or not this additional educational expenditure will 
bring career benefits to their children in the labor market. In other words, does study 
abroad experience make students more employable? That is why the first Generation 
Study Abroad Summit presented “Linking International Education to Employability” as 
one of the pressing topics we need to address.  
Therefore, I have conducted a research project that endeavored to identify and 
estimate the labor market returns to study abroad in college. This study used appropriate 







1. Who studied abroad? What are the student and institution characteristics?  
2. Does the study abroad experience affect student labor market outcomes 
(time-to-employ, employment, earnings)? If so, what is the impact? 
3. Does this impact vary by student characteristics? In other words, is the impact 
heterogeneous across gender and ethnic groups? 
Hopefully, this study provides identification of some patterns of study abroad 
participation and the potential effects of study abroad on post-college labor market 
outcomes. The results of this study will shed light on policymaking as well as household 
education decisions toward more equitable and efficient resource allocation in higher 
education to achieve students’ lifetime goals.  
The remainder of this paper is organized as follows: Section 2 reviews existing 
literature on the impacts of study abroad on student labor market outcomes; Section 3 
describes the sample; Section 4 introduces the empirical strategies; Section 5 presents 
the results based on the Duration Model, Ordinary Least Squares, Propensity Score 
Matching, Instrumental Variable, and Quantile Regression; and Section 6 concludes the 
paper with a summary of findings, limitations, and future work. 
2. Literature Review 
Until recently, there were few published empirical studies pertaining to the 
impact of study abroad on U.S. undergraduate students’ career development and labor 
market outcomes, mainly because of the difficulty in matching post-college labor market 







available labor datasets included information about study abroad. Up until now, only a 
few empirical studies have emerged in this field (see Table 3.1).  
Studies by Orahood, Kruze, and Pearson (2004) and Peppas (2005) focused on 
students who were business majors. Both studies found positive evidence, even though 
the duration of the overseas sojourn in Peppas (2005) was shorter than that in Orahood 
et al., (2004). Orahood et al., (2004)used data from programs at Indiana University and 
surveyed 198 junior and senior business students, among whom 83 students had a 
study abroad experience of six weeks or more. Peppas looked at business educational 
outcomes and work-related gains from 70 non-traditional students participating in the 
Association to Advance Collegiate Schools of Business (AACSB) international program 
from 1997 to 2004.  
Using longitudinal data, Mohajeri Norris and Gillespie (2009) and Franklin (2010) 
examined long-term labor market outcomes. Mohajeri Norris and Gillespie contacted 
3,732 Institute for the International Education of Students (IES) alumni who studied 
abroad from 1950–2000 and found that overseas sojourns significantly affected these 
alumni’s career choices. Also, the research revealed that study abroad duration, the host 
university’s course enrollment, internship participation, and host family living 
arrangements were highly correlated with a student’s future career. Franklin also 
surveyed study abroad alumni 10 years after the experience. The study reported that 
alumni’s average income was higher than the national average; however, the sample 








Table 3.1  
 
Literature Summary of the Impacts on Labor Market Outcomes 
Study Outcome 
Measure 
Program Sample Size Duration Method Findings 





Programs in a 
variety of higher 
education 
institutions in 
the Northeast  
431 students (52 
completed work study 
overseas; 218 in the 
U.S.; 161 did not 









Study abroad demonstrates a 
greater increase in VSCC but no 
evidence of the impact on work 
commitment.  
Orahood et al., 
2004 
Career plan Programs at 
Indiana 
University 
198 junior and senior 
students majoring in 




Online survey Study abroad alumni express 
more interest in positions with an 
international dimension and are 









1,893 students (1,516 
female and 377 male) 
studied abroad in 







Students’ educational and career 
expectations were decisively 
shaped by their service learning 
experience.  










in the program from 








Students found study abroad 
beneficial and appreciated the 
opportunity to see practical 
applications of theory. Also, they 
had some issues with cost, stress, 







Table 3.1 (continued)  
Study Outcome 
Measure 
Program Sample Size Duration Method Findings 





Programs in four 






Managers from 352 
firms. 11% are CEOs. 
Response rate was 
39%. 




Questionnaire Employers value study abroad 
and place relatively high value on 
experiential learning. The greater 
the firm’s internationally 
generated revenues, the more 
likely that its employers’ value 










Study abroad significantly 
affected alumni’s career choices. 
Study abroad for a full year, host 
university course enrollment, 
internship participation and host 
family living arrangements are 
program factors highly correlated 
to alumni’s future work.  









52 students completed 
the survey sent to 189 
study abroad alumni 
















Alumni’s average income was 
higher than the national average; 
73% of alumni had professions 
involving an international 
dimension; 42% strongly agreed 
or agreed that study abroad 









From the employers’ perspective, Trooboff et al., (2007) surveyed managers from 
352 firms and found that employers favored job candidates’ study abroad experience in 
the hiring process. However, their research only covered four study abroad programs, 
and the response rate (39%) was not very high; thus, the external validity of their 
research was not assured.  
Outside the U.S., Palifka (2009) conducted a quantitative study on the effects of 
study abroad and personality on college graduates’ employment and earnings in Mexico 
using hazards models with longitudinal data. She surveyed 1,375 students from a 
Mexican university who graduated in May 2000, December 2000, and May 2001, six 
months after the graduation in each wave. Her results suggested that study abroad 
experience contributes to a decreased time in obtaining a job and higher earnings. Data 
from an alumni survey from the classes of 1976, 1986, and 1996 in the same Mexican 
university confirmed that study abroad had a positive impact on earnings in both the 
medium term and the long run. Also, she contacted alumni in the classes of 1970, 1980, 
and 1990, and surveyed alumni and their supervisors at work. From these 314 
observations, she found that supervisor-assessed openness had a strong positive 
influence on an employee’s compensation.   
In short, prior studies have agreed that study abroad experiences influence 
students’ career choice, are beneficial to their future career as employers’ recognize 
study abroad, and place relatively high value on this experiential learning overseas, 
especially for positions with international dimensions. Yet, prior studies have also 







literature have focused on study abroad programs organized within one university or 
organization (Franklin, 2010; Mohajeri Norris & Gillespie, 2009; Orahood et al., 2004; 
Peppas, 2005). The external validity of their findings is questionable.  
Second, none of the existing studies employed causal research methods. Some 
researchers drew their conclusions based upon a small sample (Franklin, 2010; Peppas, 
2005). Alumni studies such as those by Tonkin and Quiroga (2004) and Mohajeri Norris 
and Gillespie (2009) had a relatively larger sample, but the biggest concern raised from 
these alumni studies is that there was no control group because every student in their 
sample studied abroad. Results from alumni surveys were informative on how the 
experience correlated with students’ careers, but do not meet the requirements of 
causal studies.  
Third, student labor market outcomes are multifaceted, but previous studies 
only measured student labor market outcomes with one variable such as career choice, 
career plan or work commitment (Hannigan, 2001; Mohajeri Norris & Gillespie, 2009; 
Orahood et al., 2004; Tonkin & Quiroga, 2004). These studies have not addressed the 
labor market questions students and parents are concerned with most: does study 
abroad experience help students to obtain a job offer faster, obtain a better position, 
and earn a higher salary?  
Hence, this study aimed to go beyond existing studies on the same topic in 
several ways: (a) it used national survey data (instead of one program case); (b) it 







and (c) it measured the impact of study abroad in various ways (instead of one single 
measure).  
3. Data 
3.1 Data and Institutional Characteristics 
For this research, the graduating class of 2008 cohort from the Baccalaureate and 
Beyond (B&B) longitudinal study data provided by the Institute of Education Statistics was 
used as the research sample, with a total of approximately 15,000 students. The most 
recent wave of the B&B survey collected data from a national representative sample of 
students who earned a Bachelor’s degree in 2008 and followed these individuals after 
graduation (referred to as B&B hereafter).  
The data sources of the B&B survey included interviews, student records, the 
Integrated Postsecondary Equation Data System (IPEDS), the Central Processing System 
(CPS), the National Student Loan Data System (NSLDS), the National Student 
Clearinghouse (NSC), student transcripts, and college catalogs. The sample design process 
confirmed that students included in this sample were indeed baccalaureate recipients 
during the 2007/08 academic year. To be eligible, the student also:  
1. had to be enrolled in any of the following: an academic program; at least one 
course for credit that could be applied toward fulfilling the requirements for 
an academic degree; or an occupational or vocational program that required 
at least three months or 300 clock hours of instruction to receive a degree, 
certificate or other formal award; 







3. could not be enrolled solely in a General Educational Development (GED) or 
other high school completion program.  
This survey included both administrative data from institutions the student 
attended and self-reported information on the students’ post-baccalaureate experience. 
Thus, this dataset not only included employment status and annual salary for each student 
who was employed, but also included information about students’ study abroad 
experience at college, which offered the unique opportunity to examine the impact of 
study abroad on students’ probability of employment, job search time, and future 
earnings. A total of 1,960 college and universities was included in this B&B sample. These 
institutions were chosen based on the following criteria:  
1. eligible to distribute Title IV funds;51 
2. offered an educational program designed for persons who had completed at 
least a high school education;  
3. offered at least one academic, occupational or vocational program of study 
lasting at least three months or 300 clock hours;  
4. offered courses that were open to persons other than the employees or 
members of the company or group that administered the institution;  
5. located in one of the 50 states, the District of Columbia or Puerto Rico; and  
6. not a U.S. service academy. Among these 1,960 higher education institutions, 
960 were public, 650 were private non-profit, and 350 were for-profit. Data  
                                                        
51 Title IV funds include Direct Subsidized/Unsubsidized Loan, Direct Graduate PLUS Loan, Direct 
PLUS Loan, Federal Pell Grant, Federal Supplemental Educational Opportunity Grant (SEOG), and Federal 







used in this research were obtained from the Base-Year Study (NPSAS: 08)52 
and First Follow-Up Study (B&B:08/09).53 
3.2 Outcome Measures  
Labor market outcomes measured as time-to-employ, employment status 
(whether employed and full-time), and annualized salary one year after graduation.  
Time-to-Employ was calculated by subtracting the number of days from May 31, 
200854 to the student’s start-working date of a job in 2009.  
Employment was measured by self-reported employment status one year after 
graduation. The survey reported multiple employment statuses.55 Two employment 
situations are examined in this paper. The first employment measure was being 
employed, including part-time and full-time. The second measure was full-time (more 
than 35 hours per week) employment. I was particularly interested in full-time 
employment because parents and institutions are concerned about student career 
development. To that end, part-time employment was not the most desirable measure in 
terms of career benefits.  
Earnings was measured by the annualized salary one year after graduation, so 
this captures the starting point of student earnings. These data were self-reported. Survey 
respondents could report salary in hourly, weekly, monthly or annual amounts. In this 
research, the self-reported hourly, weekly and monthly salaries are annualized56.  
                                                        
52 National Postsecondary Student Aid Study. 
53 Baccalaureate and Beyond Survey 2008/09. 
54 Graduation date varied across states and institutions from mid-May to late June. This research used 
the mean (end of May) in the calculation of time-to-employ.  
55 Full-time, part-time, multiple jobs.  
56 Annual amounts were included as reported; monthly amounts were multiplied by 12; weekly 
amounts were multiplied by 52; and hourly amounts were multiplied by the numbers of hours the 







3.3 Sample Description 
The B&B sample used in this research included 14,560 students who were in the 
graduating class of 2008. As this study focused on U.S. students, this sample excluded 
approximately 400 observations that were labeled as being from international students 
in the original B&B survey. Table 3.2 summarizes the main individual characteristics, 
institutional characteristics and labor market outcomes. 
Table 3.2  








Outcome variables      
Full-time employment  14,560 0.532 --- 0 1 
Annualized salary  14,560 26,939.83 21,777.8 0 250,000 
Job search time   7,370 11.496 13.837 0 208 
Student characteristics      
Studied abroad  14,560 0.131 --- 0 1 
Age  14,560 24.716 6.549 18 73 
Male  14,560 0.412 --- 0 1 
White  14,560 0.691 --- 0 1 
Asian  14,560 0.060 --- 0 1 
Black  14,560 0.090 --- 0 1 
Hispanic 14,560 0.089 --- 0 1 
Other races  14,560 0.060 --- 0 1 
Major  14,560 5.818 2.858 1 10 
Single  14,560 0.658 --- 0 1 
Disabled  14,560 0.076 --- 0 1 
Veteran  14,560 0.034 --- 0 1 
GPA*100  14,560 333.818 45.322 0 400 
SAT I score 13,030 1,085.788 183.301 400 1,600 
Parental highest education  14,560 5.513 2.644 0 10 
Parental marital status 9,640 1.541 0.918 1 4 
English as a primary 
language growing up  
14,560 0.905 --- 0 1 
                                                        















Have siblings at college  14,560 0.422 --- 0 1 
Have federal need-based 
aid 
14,560 0.616 --- 0 1 
Distance from home to 
college 
14,560 207.915 602.011 0 12,000 
Take AP courses at high 
school 
14,560 0.328 --- 0 1 
Job characteristics      
Occupation59 11,910 4.887 2.695 1 9 
Working hours 14,560 20.840 18.034 0 80 
Institution 
characteristics 
     
Carnegie Category  14,560 2.810 0.843 1 5 
Historically Black 
Colleges and Universities  
14,560 0.017 --- 0 1 
Hispanic Higher 
Education 
14,560 0.051 --- 0 1 
Public 14,560 0.577 --- 0 1 
State  14,560 25.95 14.294 1 52 
Region  14,560 4.419 2.076 1 9 
Note: Sample sizes are rounded to nearest 10 per the Institute of Education Sciences guidelines.  
Student Characteristics: The student sample was a young population with an 
average age of 24. Of those, approximately 60% were female. With regard to race 
distribution, the majority (76%) of the students were White or Asian. African American 
and Hispanic students accounted for 10% each.  
Institutional Characteristics: 58% of colleges and universities were public higher 
education institutions. Of those, only a few were historically Black colleges and 
universities (HBCU) or Hispanic higher education (HHE). In terms of degree level, the 
majority of the institutions were four-year colleges. 
                                                        
58 Proportion for dichotomous variables.  
59 Indicates 2009 occupation, coded using 3- and 5-digit Standard Occupational Classification 







Labor Market Characteristics: One year after graduation, on average, students 
worked 20 hours per week and earned $27,000 a year; nearly half (53.2%) of the students 
in this sample held at least one full-time position. Worth noting is the large variation in 
earnings. The distribution spread from zero up to $250,000, with a standard deviation of 
$21,000.  
To answer my first research question—Who studied abroad? What are the student 
and institution characteristics?—I summarized student and institutional characteristics of 
this study abroad population in Table 3.3. In total, 13% of students in this sample had 
Table 3.3  
Who Studied Abroad: Student and Institutional Characteristics 
  N Studied Abroad 
(%) 
Did Not Study Abroad 
(%) 
Full Sample  14,560 13.07 86.93 
Gender Male 6,000 10.34 89.66 
 Female 8,560 14.98 85.02 
Race White  10,100 14.03 85.97 
 Asian 880 13.32 86.68 
 Black 1,350 6.73 93.27 
 Hispanic 1,280 9.74 90.26 
 Other races 950 7.83 92.17 
Major Computer  690 5.48 94.52 
 Engineering 1,180 6.44 93.56 
 Biology 2,960 12.69 87.31 
 General Studies 370 12.57 87.43 
 Social Sciences 1,740 18.93 81.07 
 Humanities 1,360 25.07 74.93 
 Business 1,870 13.06 86.94 
 Health 1,030 7.04 92.96 
 Education 1,310 9.28 90.72 
 Other majors 2,050 12.62 87.38 
Institution Public 6,150 10.09 89.91 
 Private 8,410 17.14 82.86 







study abroad experience during the college years. Among these 1,890 alumni who 
studied abroad, the majority were White female students who attended private 
institutions and were enrolled in Humanities or Social Sciences programs.  
 
 












Consistent with the findings from previous studies, STEM (Science, Technology, 
Engineering, and Math) students were less likely to study abroad than their peers from 
other majors (Hamir, 2011; IES, 2014). Reasons varied. Based on my discussion with 
study abroad practitioners at the Generation Study Abroad Summit,60 difficulty in 
transferring credits was definitely one of largest (and long-lasting) obstacles preventing 
STEM students from going abroad.  
4. Empirical Framework and Methodology 
4.1 Basic Empirical Model  
The basic strategy relates student si'  labor market outcomes to whether or not 
the student studied abroad during his/her college time at institution c  in state s .  
icciicic XabroadY           (1) 
The key explanatory variable is whether or not the student studied abroad during 
college. In addition to the fixed effects of the institution ( c ), the model also incorporates 
a rich set of controls, denoted by iX , which includes student demographic attributes (e.g., 
age, gender, race/ethnicity); the academic major the student is pursuing; family attributes 
(e.g., parental education, parental marital status, siblings at college, English as a primary 
language growing up); college experience (e.g., intern, volunteer, athlete); and 
relationship with other students, faculty members, and administrative staff. The model 
also includes job attributes (e.g., occupations, non-profit, working hours) and location 
attributes (e.g., east coast, west coast) to control for the variation across industry sectors 
and geographic regions.  
                                                        







4.2 Duration Model 
Typically, the duration model focuses on “time to event” data models and 
essentially models the probability of an event occurring at time t  given that the event 
has not occurred prior to t .61 I used duration models for the outcome variable 
“time-to-employ.” Therefore, the event was being employed or “starting the job” as of 
2009. Two terms are widely used in duration models but may sound counter-intuitive 
here: failure and survival. Failure stands for the fact that the event occurred. Recall that 
the event was “starting the job” in this research, so failure here actually means students 
were being employed, as opposed to the common meaning of success. By the same token, 
survival means the event had not yet occurred at time t , indicating that students did not 
“start the job,” so in this case, survival means students were still searching for a job. The 
length of the time between graduation and the first working day measures the length of 
survival.  
Let T be the time variable with partial distribution function )(tf , where t  





)()()(         (2) 
Given this specification, we can write out the survival function that describes the 
probability that a subject survives (still searching for a job) to time t , denoted by )(tS .  
)(1)Pr()( tFtTtS           (3) 
The hazard function )(th , which tells us the probability of “starting the job” in a 
very short period, given that the student survives (still searching for a job) to time t .  
                                                        
61 Class notes are from “Advanced Topics in Quantitative Research: Limited and Qualitative 
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The cumulative hazard function )(tH refers to the total amount of hazard the 
student was subject to in order to survive to time t . This is also the total area under the 





)(ln)()(           (5) 
If the probability of failure is time invariant, we can use an exponential model, 
which is fully described by the parameter )0(h , with a mean of 
h
1





, a hazard function of hth )( , and a survival function of ]exp[)( httS  . 
If the probability of failure is not time invariant, then we need a distribution that 
depends on t , such as the Weibull model with a hazard function of 1)()(  phthptH  and 
a survival function of ])(exp[)( phttS  . This is also referred to as an accelerated failure 
time (AFT) model.   
Also, if we can assume that the ratio between two groups (studied-abroad and did 
not study abroad) is constant at any time point, then the hazard ratios measure the 
effects of explanatory variables. Therefore, we do not have to choose a distribution. One 
way to build a nonparametric model is to use the Cox proportional hazard model: 
)...exp()( 22110 mm XbXbXbhth         (6) 
where 0h  stands for the hazard when the values of all independent variables are equal to 







allows us to estimate the hazard ratios directly without estimating the baseline hazard 
functions )(0 th 62. 
4.3 Propensity Score Matching Approach  
One of the challenges in identification is that students are not randomly assigned 
to participate in study abroad programs. Therefore, we would not be able to observe 
what might happen if the student did (or did not) study abroad (counterfactuals) because 
of student self-selection or institutional selection.  
Under certain assumptions,63 if we can match pairs of students who have the 
same value in covariates but only differ in study abroad experience, we can use the 
not-study abroad student in the pair as the counterfactual to the one who studied abroad. 
Hence, study abroad students are the treatment group in this study, and their 
counterfactuals (not-study abroad students) are considered the control group:  
]0,|[]1,|[  iiiiiii TXYETXYE       (7) 
where  indicates the average effect of study abroad. iY , iX , and iT refer to labor 
market outcomes, covariates (such as demographics, family background, academic 
programs) and study abroad experience of student i , respectively. 
However, as the number of covariates increases, it could be hard to find exact 
matches as the overlap between the two groups may diminish. We may also end up 
throwing out much data. Propensity score matching provides an option to address this 
course of dimensionality. This method matches a one-dimensional summary (propensity 
                                                        
62 Class notes from Professor Ying Lu at New York University. 
63 Ignorability (assignment independent of all other pretreated covariates), balance, common 
support, and stable unit treatment value assumption (outcome for one unit does not depend on the 







score) of pretreatment covariates and seeks balance among the covariates between the 
treatment and control groups. Propensity score matching can be conducted with the 
following three steps:64 1) compute the predicted values from a regression of iT  on 
iX  to produce a propensity score; 2) use the estimated propensity score to match 
treatment and control units and achieve balance; and 3) look at differences in the 
outcomes across treatment/control groups or run regressions using balanced data.  
I calculated the propensity score to match pairs of observations that have the 
same values of covariates but differed with respect to study abroad. In other words, the 
pairs in the matched sample were identical except that one student studied abroad while 
the other did not. The propensity score was defined by: 
 )|1Pr( iii XDpscore           (8) 
where D is the variable of interest (participating in study abroad in this research). D is 
coded as 1 if the student studied abroad; otherwise 0. iX  is a vector of the 
individual-level and institution-level covariates that may influence students’ decision to 
participate in study abroad programs. In this study, I used a probit model to estimate 
propensity scores.  
4.4 Heckman Correction  
Since we can only observe earnings from people who have a job, there are many 
zeros in earnings, and whether or not we observe earnings depends on people’s 
employment status. This may induce a sample selection bias in the estimates. If that is the  
                                                        
64 Class notes from “Advanced Topics in Quantitative Research: Limited and Qualitative Dependent 







case, Heckman’s two-step method provides an option to address the selection bias 
(Heckman, 1979; Puhani, 2000).  
In the first step, take the full sample and predict individual i ’s probability of being 
employed iE  using a probit regression. This process is defined as: 
iii uwE  
ˆ             (9) 
When 0ˆ iE , )'()|1Pr( iii wwE          (10) 
When 0ˆ iE , )'(1)|1Pr( iii wwE         (11) 
Using the consistent estimates from equation [9], calculate the  












            (12) 
In the second step, take the selected sample, regress earnings onto the covariates 
and IMR to obtain estimates. If the coefficient of IMR is equal to zero, there is no selection, 
and OLS would be fine.  
4.5 Instrumental Variable Approach 
The instrumental variable (IV) approach is another way to estimate causal effects 
when the treatment is not randomly assigned, such as study abroad. The IV has to be a 
variable that is highly correlated to study abroad but not correlated to earnings. The 
two-stage least squares (2SLS) was employed to calculate the IV estimates. In the first 
stage, the study abroad variable was regressed on the IV and covariates to obtain the 
predicted value of study abroad. In the second stage, instead of using the actual study 
abroad variable, earnings were regressed on the predicted value of study abroad and the 
covariates. Let D denote treatment, IV refer to the instrumental variable, and Y stand for 







1st stage:  0iD iii uXIV  1       (13) 
2nd stage: iiii XDY  
ˆ
10       (14) 
I used distance from home to college as an instrument of the student’s likelihood 
of participating in study abroad programs:  
icssciicsics XabroadY    
In which: icssciicsics XIVabroad        (15) 
where iX  denotes the individual-, job-, and institution-level covariates; c  and s  are 
institution and state fixed effects, respectively. The key explanatory variable icsabroad is 
instrumented using icsIV , the distance between home and college. The coefficient  would 
thus represent a consistent estimate of the impact of study abroad on earnings.  
Keep in mind that by using IV, the variation in study abroad is entirely 
constrained within the variation of the IV (distance from home to college). In other words, 
the IV estimate is “not of the overall Average Treatment Effect (ATE), but of what is often 
referred to as the ’Local’ Average Treatment Effect (LATE)” (Murnane & Willett, 2010,  
p. 222).  
4.6 Quantile Regression  
Quantile regression is a way to estimate functional relations between variables for 
all portions of a probability distribution (Cade & Noon, 2003; Koenker & Bassett, 1978). 
The conditional quantile function of the dependent variable Y at quantile q  given a 
vector of repressors can be defined as: 
}),,,(:inf{)( qXDQFYqQ iiiiYiY    where ]1,0[q     (16) 







of change in all parts of the distribution of earning, rather than only focusing on the 
means. I used quantile regression to examine the heterogeneous effect of study abroad 
on earnings (annualized salary in this dataset). While the average earnings were around 
$27,000, the distribution of earnings spread up to $250,000. Therefore, the OLS 
estimates, which only capture the effect of study abroad on the mean of the earnings 
distributions, would not be sufficient to obtain the complete picture of the relationship 
between study abroad and earnings. To that end, quantile regression was more desirable.  
5. Empirical Results 
5.1 Impact on Time-to-Employ  
The first labor market outcome students and parents are concerned about would 
be how long it takes to obtain a job, namely time-to-employ. The dataset has a variable 
stipulating the date when students began the job they held in 2009. I calculated the days 
between the start-work date and graduation date, and used the days before employment 
as the measure of time-to-employ.  
I employed Kaplan-Meier estimates to check whether the time-to-employ differed 
significantly between the two groups. The vertical axis of Figure 3.3 stands for the 
proportion of students still not employed up to time t , and the horizontal axis refers to 
days before employment. The Kaplan-Meier survival curve shows that the survival 
functions of the two groups (study-abroad and not-study abroad) are almost the same. 
The log-rank test and the Wilcoxon Rank test for the equality of survivor functions 







The Kaplan-Meier estimates also indicated that with study abroad experience, 
students landed a job relatively quickly. For example, up to day 200, about 76% of the 
students in the not-study abroad group and 70% of the students in the study-abroad 
group did not start work. I also calculated the mean survival time by groups; results 
confirmed that the extended mean of time-to-employ for study-abroad students (318 days) 
was smaller than that of the non-study-abroad group (325 days).  
 
Figure 3.3. Kaplan-Meier survival estimates 
Furthermore, I used hazard models to examine what determines time-to-employ. 
More specifically, I wondered whether study abroad experience affected this outcome, 
and, if so, how large the effect size would be. I tried a non-parametric model first. The Cox 
curve showed a consistent pattern with the Kaplan-Meier survival estimates. Students 
with study abroad experience landed a job sooner. Estimates from the Cox proportional 
hazard reported that study abroad experience increased the hazard ratio by 5.5 








Figure 3.4. Cox curve 
Even though the two Cox curves are close to parallel, there is a slight deviation 
when the ln (Days before Employment) is between 4 and 4.5. To check whether the 
proportional hazard assumption holds, I ran the Schoenfeld residual test. The p-value of 
the global test was zero, which means the null hypothesis (proportional hazard) was 
rejected. Therefore, I also ran two parametric models (Weibull and Exponential.) to obtain 
estimates. 
Table 3.4 summarizes the estimates from the Cox proportional hazard model, the 
Weibull model, and the exponential model. Results from the Cox and Weibull models were 
very similar. The impact of study abroad was positive and significant at the 0.1 level. With 
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Table 3.4 (continued) 
 
Outcome Variable: 







Cox Weibull Exponential 
Hazard Ratio Hazard Ratio Hazard Ratio 
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State Dummies YES YES YES 
Constant ---   
N  10,970 10,970 10,970 
/ln_p --- 0.745*** 
(0.008) 
--- 
P --- 2.107 
(0.018) 
--- 
1/p --- 0.474 
(0.004) 
--- 
Prob > Chi2 0.000 0.000 0.000 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  








and financial aid status were consistently significant. Students with high SAT scores, in 
Health or Business programs, having federal need-based financial aid, and from a highly 
educated family obtained a job sooner. One of the explanations could be that high-ability 
students (high SAT scores) are more competitive in general; high SES families 
(highly-educated parents) provide more resources either in forms of physical or social 
capital; health and business occupations have a high demand for new employees; and the 
debt burden forces students to minimize their days before employment.  
5.2 Employment  
Since the employment variable is binary, I examined the effect of study abroad in 
college on the likelihood of employment with dichotomous models. Results from the logit 
and probit regression were fairly similar. My focus was on the coefficients of the study 
abroad variable.  
First, I used being employed65 as the outcome variable. Results from the logit and 
probit showed that the coefficients of study abroad were not significant at any 
significance level and the magnitudes were very small.  
Second, I used full-time employment66 as the outcome variable. Other 
determinants of the probability of being employed full-time are also reported in Table 3.5. 
In Table 3.5, the results from estimating the logit and probit model are reported. The 
dichotomous measure of study abroad was used in the estimation equation. Student 
demographic characteristics, family background, major at college, and institutional 
characteristics were the covariates.  
                                                        
65 Being employed includes full-time and part-time employment. 








Table 3.5  
 





Odds Ratio Marginal Effect 


































































English as a primary language 
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Institution characteristics   










































Observed Probability  --- 0.532 
Predicted Probability (at X-bar) --- 0.532 
N 10,890 10,890 
Pseudo R2 0.016 0.016 
Prob > Chi2 0.000 0.000 
 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  









Results from the logit and probit models were consistent. The logit model reported 
that conditional on the covariates, having study abroad experience increased the log odds 
of landing a full-time job by 10 percentage points; the probit model indicated that holding 
all the covariates at their means, being a student who studied abroad increased the 
probability of full-time employment by 6 percentage points. Overall, I found some positive 
evidence of full-time employment on students one year after graduation. The coefficients 
for study abroad indicated a positive effect on full-time employment that was statistically 
significant at the 0.1 level. As such, since estimation from dichotomous models 
consistently indicated a positive relationship, no definite conclusion can be drawn on the 
impact of study abroad on employment. 
With regard to other determinants of the probability of successfully obtaining a 
full-time job, results from the logit and probit models were consistent as well. Compared 
to other students, White male students in STEM, business, and health majors were more 
likely to land a full-time job. Family background mattered as well. Results also indicated 
that students with federal need-based aid had an advantage over their peers. One 
explanation could be that these students were under financial pressure. As a consequence, 
they had a strong desire to work and put great effort into their job search, or students 
gained working experience through work study and the skills and experience from work 
study are easily translated to the job market. Institutional degree level and location were 







5.3 Earnings  
The third and the most important labor market outcome is earnings.  
 
Figure 3.5. Earnings distribution (study abroad vs. not study abroad) 
 
Empirically, I examined the average effect of study abroad on students’ annualized 
salary one year post-graduation. First, the baseline OLS regression model based on 
equation (1) was established to investigate the average effect of study abroad. Second, I 
employed propensity score matching (PSM) (based on equations (7) & (8)) and 
instrumental variables (based on equation (15)) to address the potential selection bias 
and omitted variable problems. Third, I used Heckman two-step to check if there was a 







In this section, I explain PSM and the instrumental variable in detail and 
summarize the estimates from OLS, PSM, and IV afterwards in Table 3.8. I also present 
the regression results from the Heckman selection correction method at the end.  
5.3.1 Propensity Score Matching 
I was concerned about the endogeneity problem that could arise in this study 
because students were not randomly assigned to participate in study abroad programs 
but were self-selected. Therefore, people may argue that students from an affluent family 
are more likely to go abroad as they can obtain extra financial support from their parents. 
Also, this strong family support, both financially and socially, may provide job 
opportunities that are only open to these high Socioeconomic Status students as opposed 
to others. As a consequence, the between-group difference in earnings is not induced by 
study abroad experience, but rather because the study abroad group is ultimately 
different from the non-study abroad group. In other words, these two groups are not 
comparable in the first place. If that is the case, estimates from the baseline OLS model 
will be biased. 
With PSM, I first computed the propensity score for every student, then I found a 
match for each study-abroad student from the non-study group based upon their 
propensity score, ran a weighted regression on the matched sample, and estimated the 
average treatment effect on the treated (ATT). Consequently, the comparison was 
between study-abroad students and their counterfactuals. Also, PSM relaxed the linearity 







where the study abroad group overlapped the non-study-abroad group. This reduced the 
estimation bias as well  
PSM is only appropriate when assumptions hold. There were four major 
assumptions: ignorability, common support, balance, and the Stable Unit Treatment Value 
Assumption (SUTVA). SUTVA is plausible in this study since it is not likely that one 
student studying abroad in college will affect another student’s future earnings. However, 
ignorability may not be guaranteed because the institutional-level information on study 
abroad programs (e.g., number of programs, average enrollment, duration, destination) 
was missing in this dataset. The dataset provided some information on parents and 
siblings, but there were no data on the family’s international travel experience or 
parents’ attitudes toward study abroad. The institution’s capacity to run study abroad 
programs and the family’s willingness to support students confined students’ 
participation in studying abroad. Unfortunately, I was not able to observe these important 
confounding covariates.  
In terms of common support, I plotted the distribution of propensity scores with 
the study abroad group in the top histogram and the non-study abroad group in the 
bottom histogram. The horizontal axis indicates propensity scores, and the length of each 
bar on the vertical axis indicates the fraction of the sample that falls into a corresponding 
interval of propensity score. As can be seen in Figure 3, the overlap of the propensity 
score is pronounced and the common support region is wide. Only a few observations 









Figure 3.6. Propensity score matching—Common support 
 
With regard to balance, I prioritized available pre-treatment variables into three 
categories in Table 3.6, based upon their influence on both study abroad and earnings. 
The variables that have strong influence need to be balanced most. 
Table 3.6  
List of Pre-treatment Variables in Order of Importance to Balance 
Balance Priority Pre-treatment Variables 
Most important  Demographics, major, disability, primary 
language, parents, institutional characteristics  
Somewhat important  Having siblings at college, SAT score 
Least important High school experience, attending HBCU or HHE 
 








Table 3.7  
 
Propensity Score Matching—Balance Check 
Variable Sample Mean 
Standard 
Deviation STD Ratio    Percentage 
Treated  Control  Treated     Control  Diff of SDs   Difference 
Male Unmatched 0.32 0.44 0.47 0.5 -0.24  0.94  
 Matched 0.32 0.34 0.47 0.47 -0.04  0.99 -0.02 
White Unmatched 0.87 0.81 0.33 0.39 0.19  0.85  
 Matched 0.87 0.89 0.33 0.32 -0.06  1.04 -0.01 
Asian Unmatched 0.07 0.08 0.26 0.27 -0.02  0.97  
 Matched 0.07 0.06 0.26 0.24 0.04  1.1 0.01 
Black Unmatched 0.05 0.09 0.21 0.29 -0.21  0.74  
 Matched 0.05 0.05 0.21 0.22 0.00  0.99 0.00 
Hispanic Unmatched 0.07 0.09 0.25 0.29 -0.10  0.86  
 Matched 0.07 0.07 0.25 0.26 0.00  0.95 -0.01 
STEM major Unmatched 0.26 0.37 0.44 0.48 -0.24  0.91  
 Matched 0.26 0.24 0.44 0.43 0.05  1.02 0.02 
health major Unmatched 0.04 0.07 0.19 0.25 -0.16  0.75  
 Matched 0.04 0.04 0.19 0.19 0.00  0.99 0.00 
business major Unmatched 0.13 0.11 0.33 0.31 0.05  1.06  
 Matched 0.13 0.15 0.33 0.35 -0.06  0.95 -0.02 
parents with 
college education 
or above Unmatched 0.68 0.53 0.47 0.5 0.33  0.93  
 Matched 0.68 0.68 0.47 0.47 0.00  1 0.00 
both parents Unmatched 0.72 0.64 0.45 0.48 0.18  0.94  
 Matched 0.72 0.7 0.45 0.46 0.04  0.98 0.02 
Bachelor’s degree 
Institution Unmatched 0.23 0.14 0.42 0.35 0.20  1.19  
 Matched 0.23 0.21 0.42 0.41 0.05  1.02 0.01 
Master’s degree 
institution  Unmatched 0.3 0.39 0.46 0.49 -0.19  0.94  
 Matched 0.3 0.32 0.46 0.47 -0.04  0.98 -0.02 
Doctoral degree 
institution Unmatched 0.46 0.43 0.5 0.49 0.06  1.01  
 Matched 0.46 0.45 0.5 0.5 0.02  1 0.01 
public Unmatched 0.44 0.62 0.5 0.49 -0.36  1.02  
 Matched 0.44 0.42 0.5 0.49 0.04  1.01 0.02 
having siblings at 
college Unmatched 0.44 0.42 0.5 0.49 0.05  1.01  







Table 3.7 (continued) 
Variable Sample Mean 
Standard 
Deviation STD Ratio    Percentage 
Treated  Control  Treated     Control  Diff of SDs   Difference 
English as 
primary 
language Unmatched 0.93 0.9 0.26 0.3 0.11  0.85  
 Matched 0.93 0.93 0.26 0.26 0.00  0.99 0.00 
SAT score Unmatched 1155.82 1076.51 176.73 181.99 0.45  0.97  
 Matched 1155.82 1153.51 176.73 180.22 0.01  0.98  
age Unmatched 21.89 22.63 1.36 1.93 -0.55  0.71  
 Matched 21.89 21.96 1.36 1.51 -0.05  0.91  
disabled Unmatched 0.09 0.07 0.28 0.26 0.06  1.09  
 Matched 0.09 0.09 0.28 0.29 0.00  0.98 0.00 
AP courses Unmatched 0.46 0.31 0.5 0.46 0.30  1.08  
 Matched 0.46 0.46 0.5 0.5 0.00  1 0.00 
HBCU Unmatched 0.01 0.02 0.08 0.14 -0.15  0.61  
 Matched 0.01 0.01 0.08 0.1 0.00  0.83 0.00 
HHE Unmatched 0.02 0.05 0.14 0.22 -0.24  0.62  
 Matched 0.02 0.02 0.14 0.14 0.00  1 0.00 
Eastcoast Unmatched 0.47 0.46 0.5 0.5 0.02  1  
 Matched 0.47 0.46 0.5 0.5 0.02  1 0.00 
westcoast Unmatched 0.13 0.12 0.34 0.33 0.02  1.03  
 Matched 0.13 0.14 0.34 0.34 -0.03  0.98 -0.01 
lakes Unmatched 0.16 0.16 0.36 0.37 -0.01  0.99  
 Matched 0.16 0.14 0.36 0.34 0.06  1.06 0.02 
 
In addition to the PSM and weighted regression, I also conducted a bootstrap bias 
correction and a Rosenbaum bounds test. I tried alternative matching algorithms such as 
one-to-one nearest neighbor, caliper, Epanechikov Kenel, and Gaussian Kenel. Estimates 







5.3.2 Instrumental Variable  
The instrument for study abroad was a variable on the distance between the 
student’s home address to the institution he/she attended in 2008.67 The rationale for 
using distance as an instrument was twofold. First, this instrument was a proxy for 
mobility or willingness to move. My argument was that students who went to attend a 
college far away from home were more independent, as opposed to those who stayed 
near home. Since these students were independent and not afraid of leaving home 
(resources from family), I assumed they would be more likely to take the challenge of 
study abroad. This assumption was confirmed by the B&B data. The t-test on distance 
from home to college showed a pronounced difference in the treatment and control 
groups. The average distance in the study abroad group was 326 miles while the mean of 
the non-study abroad group was 190 miles. The difference was significant at the 0.01 
level.  
Second, a convincing analysis of the causal link between schooling and earnings 
requires an exogenous source of variation in educational outcomes. Some seminal 
educational studies have used geographic variation as an exogenous determinant of 
schooling to estimate the returns to education and justified the validity of this instrument 
(Card, 1993). In their studies, they argued that students living near a college are more 
prone to post-secondary education. By the same token, I argued that students living away 
from home tend to be more mobile or more inclined to going abroad.   
 
                                                        
67 I also tried some other variables as the proxy of willingness to move, such as whether or not 
they live 50 miles away from high school/college in 2009, but those variables were post-treatment variable, 







The above assumptions were confirmed by the results from the first stage and 
reduced form, as well as various validity tests.68 The first stage (regress study abroad on 
IV and covariates) revealed a significant positive relationship between study abroad and 
the IV; the reduced form (regress earnings on IV and covariates) found no significant 
relationship between the outcome variable earnings and the IV. The Cragg-Donald Wald F 
statistic from the first stage was 23.872, considerably higher than 10.69 I also used the 
Durbin-Wu-Hausman test to check whether the potential endogenous variable (study 
abroad) was indeed endogenous. The p-value of the Durbin-Wu-Hausman test was 0.015, 
so I rejected the null hypothesis of exogeneity. This suggested that study abroad 
participation was indeed endogenous. Finally, the IV equation was exactly identified 
because I used one IV (distance from home to college) for one potentially endogenous 
variable (whether or not a student studied abroad in college). Therefore, neither 
underidentification nor overidentification was a problem in this research.  
In addition to the above assumptions, a valid IV also needs to satisfy ignorability 
(IV is randomized or conditionally randomized) and the exclusion restriction (IV only 
affects the outcome through the treatment and there was no a third path) assumptions. 
There was no particular test for these two assumptions, but I justified them based upon 
my IV estimation. For ignorability, it was plausible to believe that distance from home to 
college was randomized in a population. Regarding the exclusion restriction, distance 
from home to college was a proxy for mobility. Mobility may not be directly related to  
                                                        
68 These tests were reported by the STATA ivreg2 command.  







individual-level earnings, but there might be indirect links that I needed to control for, 
such as occupation. For instance, some occupations (e.g., business and management) 
require travel. To compensate for travel, these occupations offer additional 
incentives/perks. That is why I included occupation as a fixed effect in the model to 
account for this possible unobservable channel where student earnings were affected. In 
summary, I drew a safe conclusion that this IV was likely to be valid and the IV estimates 
were reliable for inference.  
Table 3.8 summarizes the regression results from the baseline OLS, PSM, and 
instrumental variable models. The baseline OLS reported that on average, study abroad 
was associated with a $643 increase in earnings, ceteris paribus; the average treatment 
effect on the treated (ATT) estimate from the PSM revealed that study abroad increased 
annualized salary by more than $1,300 over those who did not study abroad; the local 
average treatment effect (LATE) estimate from IV indicated that study abroad experience 
induced a $900 increase in annual earnings. The IV effect was revealed for the 
subpopulation who participated in the study abroad program by their intention to 
move/mobility, but who would not have participated otherwise. In terms of overall 
explanatory power, the R squares from these three estimation methods were fairly close. 
In summary, OLS, PSM, and IV estimations consistently yielded a positive effect of study 
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N  11,910 6,690 11,910 
R2 0.435 0.421 0.433 
 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  
***p < 0.01; one-to-one nearest neighbor matching results are reported in this table. Sample sizes 







5.4 Heckman Sample Selection Correction 
Since the survey was conducted one year after graduation, I was able to observe 
only earnings for those who obtained a job. The estimates I obtained from the regression 
models only apply to the employed. In other words, I was concerned about sample 
selection bias. Therefore, I employed the Heckman two-step to address this potential 
problem.  
Even if this method is known as having two steps, the procedure itself takes a 
number of steps. For the first step, I took the full sample (whether earnings were 
observed or not) and ran a Probit model on a vector of the covariates and the exclusive 
variable (job-search-time) with the probability of observing positive earnings as the 
dependent variable. After that, I calculated the Inverse Mills Ratio/lambda based on the 
linear prediction of the probability of observing positive earnings (refer to footnote for 
details).71 As the second step, I took the sample of observed positive earnings and 
regressed the earnings on the IMR and covariates. Three items are worth noting in 
practice: 1) two steps apply to different samples: a full sample for the first step and the 
selected sample for the second step; 2) the exclusive variable is included in the first step 
but not in the second step; and 3) IMR is included in the second step but not in the first. 
This may sound obvious because IMR is calculated based on results from the first step. 
Yet, it is good to double-check the equations, especially when the model includes a large 
number of covariates.  
                                                        
71 The calculation of IMR includes the following four steps: 1) predict earnings based on estimates 
from the fitted probit model with STATA command predict, xb; 2) based on the distribution of the predicted 
value, compute the probability density function   with normal function; 3) compute the cumulative 











Heckman’s two-step also requires the employment of an exclusion variable. The 
idea of an exclusion variable is similar to the IV’s exclusion restriction assumption. This 
variable needs to be correlated with the probability of observing a positive outcome (e.g., 
being employed in this study) and not correlated with the potential value of the outcome 
(e.g., earnings) through other ways conditional on covariates. In other words, this 
exclusion variable increases the likelihood of being employed, but does not necessarily 
lead to high earnings. The most desirable instrument would be variables that indicate the 
student’s effort in job searching, such as the total number of résumés that are sent out, 
the number of positions applied, the amount of time spent job searching, and so on. 
Fortunately, the B&B data reported job search time. The variable was a self-reported 
number of weeks students spent searching for jobs before their current job. I argued that 
as students spend more time searching for a job, the more likely they will receive an offer. 
Meanwhile, spending more time searching for a job does not guarantee obtaining a 
high-paying job that leads to higher earnings. The correlation matrix between 
job-search-time, employment status, and earnings also supported this assumption.72 
Even if this information was self-reported, this job-search-time variable served well as 
the exclusion variable in this study.  
                                                        
72 The correlation between job-search-time and being-employed is 0.58; the correlation between 







Table 3.9  
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N  11,910 11,910 
R2 0.420 0.420 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  








The results from the selection equation suggested that one additional week spent 
job searching increased the probability of being employed by 0.53 percentage points. Also, 
this exclusion variable was significant at the 0.01 level, which was a good sign to be 
qualified for the exclusion restriction. With regard to the sample selection bias check, the 
coefficient of the IMR was not statistically significant at any significance level. This was a 
good sign that selection bias might not be an issue in this study. For comparison, results 
from the regressions with and without the IMR are presented in Table 3.9. As we can see 
from the coefficients and model summary (e.g., R squares), there were no notable 
changes, either in the sign or magnitude, before and after I included the IMR in the 
regression. Hence, I drew a safe conclusion that sample selection did not affect my 
estimation in a significant way, and I made reliable inferences based upon my estimates.  
5.5 Heterogeneous Effects by Earning Levels 
The analyses in the previous sections were based on the design of econometric 
models that estimated the effect of study abroad at the mean of the earning distribution. 
Given the large variation in earnings, I wondered whether the effect of study abroad 
varied by the level of earnings, and if so, how the effect changed over the entire earning 
distribution. To that end, I ran a quantile regression to examine the heterogeneous effects 
by earning levels.  
Figure 3.7 plots the heterogeneous effect of study abroad across the whole 
earning distribution.73 A positive effect of $200 to $1,500 was consistently present 
across different quantile positions. The effect was considerably higher in the 
                                                        
73 Annualized salary for each quantile is: 10% ($0); 25% ($9,600); 50% ($26,000); 75% 







upper-middle positions (50th and 75th percentile) compared to other parts of the 
distribution. The effect size appeared to be small under the 50th percentile and above the 
75th percentile. This suggested that the impact of study abroad on earnings varied by 
earning levels. The estimates from econometric models may underestimate the effect of 
study abroad for people who have earnings at the 50th and 75th percentile in the 
distribution. In other words, the impact of study abroad in college on earnings was 
stronger for earnings above the mean.  
 
Figure 3.7. Quantile regression graph 
 
One possible explanation would be that jobs that favor study abroad experiences 
are mostly offered by international organizations or local businesses with international 
connections. Because these organizations are in demand for people with additional skills 
(e.g., foreign language skills, intercultural understanding) on top of the regular skill set (e.g., 







more for the additional skills and experience their businesses need. As a result, the study 
abroad experience translates to earnings at quantile positions above the mean. At the 
positions for which the impact of study abroad is marginal or insignificant, lower-paying 
jobs do not need those additional skills so that the effect of study abroad is marginal, and 
the highest-paying jobs value job-related working experience much more than college 
experience. That is why the impact of study abroad was small at the two ends.  
Table 3.10 reports quantile regression results for the 10th, 25th, 50th, 75th, and 
90th percentile points in the earnings distribution, to show a complete picture of the 
impact of study abroad across the entire earnings distribution. The model specification 
was exactly the same as the baseline OLS model. For the sake of comparison, I presented 
OLS estimates in the first column as a benchmark and reported results from the quantile 
regression in column 2 through column 6.  
Several observations can be drawn from Table 3.10. First, overall, study abroad 
experience leads to an increase in earnings, no matter in what position the estimates are 
obtained in the earnings distribution. Second, the general pattern of the impact of study 
abroad on earnings is mixed, and the effect of study abroad fluctuates across earnings 
distribution positions. Study abroad has the most pronounced impact on earnings at the 
upper-middle positions and is small at the two ends. Third, the OLS estimate is in 
between the 25th and 50th percentiles, which makes sense because the OLS regression 
examines the average effect, and the observations between the 25th and 50th percentiles 
are at the average earning levels. Fourth, the magnitude and level of significance vary for 
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N  11,910 11,910 11,910 11,910 11,910 11,910 
R2/Pseudo R2 0.435 0.263 0.306 0.305 0.303 0.289 
 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  









5.6 Heterogeneous Effects by Student Characteristics  
Given that the White female high-SES students in Humanities and Social Sciences 
majors from private colleges and universities are most likely to study abroad, how do these 
individual characteristics interact with the study abroad experience in the labor market? 
The empirical analysis in this section aimed to detect the potential differential effect of 
study abroad among individuals varying by students’ individual characteristics such as 
gender, race, what major they had in college, family background, and what type of college 
they attended. Hence, several research questions were posed in the heterogeneous effect 
analysis. For instance, does a female student earn a higher salary than a male student 
through study abroad experience? Do White students have an earning advantage over 
other ethnic groups that comes through study abroad programs? Since study abroad is not 
popular among STEM students, does study abroad affect STEM students differently? Does 
study abroad offer more higher-earning potential for students from highly educated 
families than for those who are from less educated families? Lastly, does study abroad 
affect the earnings of students who went to private institutions more than students from 
public colleges and universities? These potential disparities were tested by adding a series 
of interaction terms to the baseline OLS model. The interaction was generated as the 
product of two dummy variables. Study abroad was coded as a dummy, so as student 
characteristics. For example, the AbroadXmale variable was the interaction of study abroad 
and gender, which was computed by the study abroad variable (1 = study abroad; 0 = 
not-study abroad) times the gender variable (1 = male; 0 = female). The coefficient of 







Table 3.11 summarizes the estimation results for each of above characteristics 
one by one. Columns 1 to 5 consider adding one interaction at a time and column 6 adds 
all the interaction terms in the earnings equation. Three main observations emerged 
from Table 3.11. First, none of the interaction terms were statistically significant. This 
was a good sign that the impact of study abroad on earnings was consistent. Second, the 
coefficient of study abroad turned out to be insignificant after adding the interactions 
except for AbroadXwhite. Given that study abroad was significant at the 0.1 level in the 
baseline OLS model, this finding suggested that the main effect of study abroad was not 
strong. Third, the coefficient of study abroad stayed significant after adding the 
AbroadXwhite interaction. This result suggested that White students did not have an 
earnings advantage over other ethnic groups through study abroad. In other words, 
minority students gained the same benefits from study abroad as White students. 
6. Conclusion 
6.1 Summary of Findings  
While research has consistently reported positive results from studying abroad in 
college, evidence is limited to students from one program or organization and lacks 
sufficient external validity. Other studies have drawn their conclusions merely based on 
study abroad alumni and leave internal validity a question because of the absence of a 
control group. In order to address the above issues, this paper used nationally 
representative data on baccalaureate recipients in 2008 to examine the labor market 
outcomes one year after students graduate with a focus on exploring the impacts of study 







Table 3.11  
 






















      














--- --- --- --- -470.94 
(867.93) 
AbroadXwhite --- -2,064.96 
(1,428.65) 
--- --- --- -2,170.72 
(1,442.24) 
AbroadXstem --- --- -1,497.36 
(951.14) 
--- --- -1,433.06 
(971.12) 
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N  11,910 11,910 11,910 11,910 11,910 11,910 
R2 0.434 0.434 0.434 0.434 0.434 0.435 
Note: Coefficients are reported; robust standard errors are in parentheses; *p < 0.1; **p < 0.5;  









With regard to the first research question: Who studied abroad? What are the 
student and institution characteristics?, overall, 13% of students in the sample had study 
abroad experience in college. Among these 1,890 study abroad alumni, the majority were 
White/Asian female students who attended private institutions and were enrolled in 
Humanities or Social Sciences programs. STEM (Science, Technology, Engineering, and 
Math) students, in contrast, were less likely to study abroad than their peers from other 
majors. These results were similar to IES (2014) and IIE (2015), and they were 
supported by study abroad practices.   
In terms of the second and key research question in this study, Whether the study 
abroad experience affects student labor market outcomes (time-to-employ, employment, 
earnings)? If so, what are the impacts? the findings from this study were consistent with 
existing literature that study abroad affected student labor market outcomes in a positive 
way. Results from duration models suggested that study abroad students landed a job sooner 
than their non-study-abroad peers. As for employment, I did not find profound evidence on 
employment in general. However, when I separated part-time jobs from full-time jobs, I 
found that conditional on the covariates, having study abroad experience increased the log 
odds of landing a full-time job by 10 percentage points one year after graduation; holding all 
the covariates at their means, being a student who studied abroad increased the probability 
of being full-employed by six percentage points. Finally, results from OLS, PSM, and IV 
yielded a positive effect of study abroad on earnings, ranging from $600 to $1,300 per year. 
However, this effect varied by earnings distribution. The impact of study abroad was 







Regarding the third and last research question, Does this impact vary by student 
characteristics? the results suggested that the impact of study abroad on earnings did not 
vary by gender, race, parental education, whether students were STEM majors, and 
whether they went to a public college. Yet, the main effect of study abroad was not strong. 
Findings also suggested that White students did not have an earnings advantage over 
other ethnic groups through study abroad. First, none of the interaction terms were 
statistically significant. This was a good sign that the impact of study abroad on earnings 
was consistent. Second, the coefficient of study abroad turned out to be insignificant 
after adding the interactions except for AbroadXwhite. Given that study abroad was 
significant at the 0.1 level in the baseline OLS model, this finding suggested that the main 
effect of study abroad was not strong. Findings also suggested that White students did not 
have an earnings advantage over other ethnic groups through study abroad.  
In summary, the findings from this study confirmed that study abroad in college 
had a positive impact on student labor market outcomes. To my knowledge, this research 
is the first study in the U.S. that employed quasi-experimental methods on a national 
representative sample to examine private returns to study abroad in college.  
6.2 Limitations and Future Research Suggestions 
The analysis presented above also has several limitations and raises a number of 
questions for further analysis.  
First, the study abroad measure was an indicator and labor market outcomes 
were self-reported. This indicator could be noisy because it only captured whether or not 







sponsored them, where they went, what type of courses (e.g., language, related to their 
own major or not) they were taking abroad, and with whom they interacted. On the labor 
market side, future research can explore the possibility of linking the B&B data to 
administrative labor market data to obtain more reliable outcome measures.  
Second, econometric methods require a number of assumptions, and some of the 
assumptions did not hold in the data. For example, the ignorability (all confounding 
factors are observed) assumption was required for propensity score matching. 
Unfortunately, some important confounding factors such as the college’s capacity for 
study abroad programs, the family’s attitude toward study abroad, and the student’s 
international traveling experience prior to college were not observed in this dataset. As a 
result, estimates from this study may still be biased.  
Third, the dataset used in this study was cross-sectional, one year after graduation. 
Fortunately, this cohort was followed in 2012 and will continue to be followed for several 
years. For future analysis, I can obtain estimations from longitudinal data and compare 
the long-term results with alumni survey studies in Mohajeri Norris and Gillespie (2009) 
and Franklin (2010).  
Overall, this study suggested that study abroad in college induces positive returns 
in the labor market. Yet, there is no definite answer about the mechanism by which these 
effects may operate. One potential explanation for the current findings is that the benefits 
in the labor market are not directly from studying abroad but through the knowledge and 
skills students gain overseas. For example, students learned advanced problem-solving 







went to job interviews, they stood out because of their skills, or study abroad may also 
serve as a signal for willingness to travel, international focus, curiosity, and so on. As a 
result, these students obtained a job sooner and earned a higher salary than their 
counterfactuals. This possibility suggests the necessity of employing additional measures 
of skills, non-cognitive skills in particular, to complement the job category variable in the 
dataset. Yet, an equally possible explanation for the current results is that study abroad 
experience translates to the labor market not through skills, but through social capital. 
For example, when they went abroad, students interacted with people who were out of 
their regular social zone in the U.S. These new social ties can broaden the horizon of 
their network. The friends they met overseas may have introduced students to a good 
position that was only available by referral. Even though they may have encountered 
these new friends briefly, these weak ties students made abroad could have largely 
contributed to their job search and career development (Granovetter, 1973). This 
possibility highlights the necessity of employing additional measures of details on study 
abroad experience, especially social encounters, to complement the study abroad 
indicator in the data. Qualitative research such as in-depth interviews and focus groups 
will be desirable too.  
Last but not least, timing is still an issue. If study abroad translates to a labor market 
advantage through non-cognitive skills, how can we determine that these skills are gained 
overseas rather than pre-existing? To that end, a difference-in-difference research 
framework or randomized control trial is sorely needed to draw a sharp causal link from 









SUMMARY OF FINDINGS 
To summarize, this dissertation was composed of three chapters about the 
impact of study abroad experience on students’ academic achievement, global 
perspectives at college, and post-college labor market outcomes, respectively.  
In Chapter I, I examined the study abroad student population and the impact of 
this international encounter on students’ academic achievement. Based on a national 
representative sample of college students, I employed quasi-experimental research 
methods and found some significant influence of study abroad on student grade point 
average (GPA). The Average Treatment effect on the Treated (ATT) estimate from PSM 
revealed that study abroad increased GPA by 0.048 to those who studied abroad as 
opposed to those who did not This research also identified heterogeneous effects by the 
study abroad program design (e.g., duration, logistics, and curriculum). PSM models also 
indicated that one semester resulted in the highest (0.093) gain in GPA, compared to the 
other two types; whether or not the program was sponsored by the primary enrollment 
institution did not matter; home stay with a host family increased student GPA by 0.065, 
but was marginally significant at a significance level of 0.1; and programs for credit 
increased student GPA by 0.097. These findings shed light on the effectiveness of various 
program designs and provide insights into study abroad practices.  
Chapter II was prompted by the rising public attention to global mindset. Based on 







identified a positive impact of studying abroad. Results suggested that such international 
exchange is intended to better prepare U.S. students with global perspectives in this 
increasingly global economy and interdependent world. Results from the baseline 
ordinary least squares (OLS) model, PSM, and IV analysis yielded a positive statistically 
significant effect of study abroad on students’ global perspectives, ranging from 0.123 to 
0.441. Findings also suggested that the impact of study abroad on global perspectives did 
not vary by race or whether the students were STEM majors or not. Minority students 
could gain the same benefits as White students. However, male students gained more than 
female students. Yet, the main effect of study abroad was not very strong. 
Finally, Chapter III was inspired by the wide array of returns to education 
literature. With a national reprehensive sample of Bachelor’s degree recipients, I 
examined private returns to education abroad and found that study abroad alumni /were 
hired more quickly after graduation with higher starting salaries, compared to those who 
did not have such international experience. Results from OLS, PSM, and IV yielded a 
positive effect of study abroad on earnings, ranging from $600 to $1,300 per year. 
However, this effect varied by earnings distribution. The impact of study abroad was 
stronger in the middle of the earnings distribution rather than at the two ends.  
In addition, findings from the above three national representative samples 
consistently reported that the participating rate of African American students was 
notably lower than that of the other ethnic groups. The top majors for study abroad 
were Arts and Humanities and Social Sciences. By contrast, the Health major was 







were slightly lower but not remarkable. The proportion attending private institutions in 
the study abroad group was also higher than the sample average.  
These results suggested that study abroad in college did bring positive impacts on 
student outcomes: students with study abroad experience did better in school and fared 
better in the job market. Therefore, policymakers and college administrators may need 
to invest more in study abroad programs and take steps to find ways (e.g., study abroad 
scholarship, peer-advising, parents reaching out) to extend international opportunities 
for more students, especially those who fall short in the study abroad population. One 
may hope in the near future, instead of “Can I afford to study abroad?” students will ask, 
“Can I afford NOT to study abroad?” 
Future studies could employ mixed methods with both quantitative and qualitative 
tools, a longitudinal study, and a different research design with a difference-in-difference 
framework or a randomized control trial. Qualitative research methods such as in-depth 
interviews will better understand why students are interested in study abroad and the 
mechanism through which study abroad experience affects student outcomes. Selection 
bias and measurement error are the biggest identification challenges. Selection bias 
comes from all levels (student, family, and institution) and on both observables and 
non-observables. A measurement error lies in the measure of study abroad treatment 
(e.g., an indicator cannot capture the variation of programs) and the measure of student 







in terms of all confounding factors,74 randomly assign students to those programs with 
study abroad-only financial aid,75 measure student outcomes76 on a regular basis, and 
track them as long as possible to fully address selection bias and measurement error, I 
will yield unbiased estimates of the true value of study abroad.  
                                                        
74 Study abroad program’s destination, duration, logistics, and curriculum; institution type, degree 
level, selectivity, capacity of running study abroad programs; family’s social economic status, parents’ 
attitude towards study abroad, student’s major, interest, ability, prior international traveling experience, and 
so on.  
75 Similar to the voucher for school choice.  
76 Cognitive and non-cognitive skills, academic achievement, mindset, labor market outcomes such 
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