ABSTRACT Due to the limited energy supply, prolonging the network lifetime as much as possible is an important concern when designing the topology of wireless sensor networks. Different from designing complex routing and controlling sink node mobility, this paper aims at achieving system-level energy balance to maximize network lifetime. A general multi-ring structural model is developed to formulate the network lifetime by considering data flow, energy consumption on data transmission and receiving, and wireless harvesting. To explore the factors influencing the maximum network lifetime, a general optimization model considering ring depth, node densities, and inner ring transmitting probabilities is developed. Accordingly, the network optimization problem is divided into the following three scenarios: power control, non-uniform deployment, and probabilistic switching (ProSwit) routing. Particularly, ProSwit is a new method for maximizing network lifetime, and has not been considered before. Simulation results demonstrate that system-level energy balance with multi-hop routing can be achieved by exploiting all the above three schemes. Some useful topology control conclusions for prolonging network lifetime are also concluded.
I. INTRODUCTION
Wireless sensor networks (WSNs) has achieved a wide success in industrial applications and daily life, such as smart grid [1] , safety monitoring [2] , and risk prevention [3] . Long-term stable monitoring service is a key objective for designing WSNs, but it is significantly influenced by the imbalance of energy consumption of the network [4] . The key point of achieving maximum network lifetime is avoiding the imbalance of energy consumption, which happens when some nodes are dead, while others have sufficient residual energy, causing black holes in data transmission, or premature death of the network [5] , [6] .
Since sending packets directly to the sink node (or based station) from nodes with large distances is undesirable, the routing protocols are always designed in multi-hop ways, which can be categorized into the following two types: flat routing and hierarchical routing [7] . In the former mode, routes are built with minimum energy or cost from the sending sensor to BS, energy expenditure can be decreased by using short-distance data transmission. In the latter one, routing topology is organized in clusters, and the cluster heads are able to aggregate data with high correlations, thus it is beneficial for eliminating data redundancy, and the total amount of transmitted data can be decreased, and network lifetime is prolonged.
However, in flat routing, sensors near the BS have to relay large amount of data for peripheral nodes, thus energy consumption is not balanced. In hierarchical routing, cluster heads die quickly because energy consumption on data transmission and in-network data processing are still much higher than their member nodes. Even though in a network with hybrid routes combining advantages of both flat and hierarchical routing, energy imbalance is still unavoidable due to the high energy expenditure of inner nodes and cluster heads. To overcome the above two shortages, many new energy balanced protocols have been proposed, which can be divided into two categories: routing control [8] and sink node mobility [9] . Routing control is designed for WSNs with static nodes. By considering factors like energy on transmission, coverage, connectivity and deployment cost, the network lifetime can be prolonged by finding optimal or reasonable routing topology. The sink node mobility schemes aim at balancing the loads of sensors in different regions by shifting the hotspot of data flow, thus the energy can be fully and evenly utilized. As a result, network lifetime can be greatly prolonged.
The drawback of routing control is that, designing optimal routing paths requires real time transmission cost information and frequent scheduling operations for every sensor in the network, which is difficult to be realized in practice, especially in large scale WSNs. Moreover, the high energy consumption rates of the nodes near the BS are still unavoidable in the designed optimal routes, a shortage similar to the commonly used flat and hierarchical routing protocols [10] , [11] . For sink node mobility, it is not practical in WSNs with static sink nodes, which is the situation of most WSNs in reality [12] . Even if it is possible to control the mobility, the cost is high because hardware or labor costs are increased. Besides, sink node mobility also brings other problems, including routing design, mobility scheduling, and frequent advertisement of sink node locations, which further limit its practicability [9] .
In this paper, we investigate the possible ways of achieving system level energy balance to achieve maximum network lifetime by using a simple multi-ring routing protocol, which has the following features.
• In the multi-ring model, both single hop transmission and multi-hop transmission are allowed, and also, the two modes can exist at the same time by using a probabilistic switching strategy.
• In multi-ring model, sensors belonging to one ring have the same sensor density, maximum transmitting power, and switching probability. The design goal is to find the optimal solutions of the above three factors of each rings to achieve maximum network lifetime.
• Except the energy expenditure on data transmission, receiving, and processing, the model also considers wireless charging through radio frequency energy harvesting (RFEH), a new emerged technology enables devices to proactively replenish energy from wireless environment [13] .
• In the multi-ring model, the network achieves maximum lifetime if and only if when system-level energy balance is achieved among all the rings. Based on the multi-ring model, we develop a general optimization model to achieve system-level energy balance to solve the network lifetime maximizing problem. A comparative study of following three methods will be provided: power control, non-uniform deployment, and probabilistic switching (ProSwit). All of the above three require no specific complex routing, or mobile nodes, thus has good compatibility to exiting multi-hop routing protocols. Performance comparison on achieved maximum network lifetime will be provided in simulation section. Several conclusions will also be provided based the simulation results. Particularly, to the best of our knowledge, ProSwit is a new routing mode and has not been considered before. The simulation results also show that all the three modes can be used to maximize the network lifetime. Some useful implementing rules are also concluded according to the simulation results.
The rest of this paper is organized as follows, Section 2 introduces the related work on energy balance in WSNs. Section 3 describes the general multi-ring model, mathematical formulations to data flow, coverage model, energy consumption, and wireless harvesting will be presented. Section 4 presents the general lifetime optimization model, and it is divided into three scenarios: power control, non-uniform deployment, and probabilistic switching. Simulation results along with the analysis are provided in Section 5. Finally, Section 6 concludes this paper.
II. RELATED WORK
Designing specific routing protocol for energy efficient data transmission is one main direction. Chang et al. [14] formulate the network lifetime maximizing problem into a linear optimization problem, by considering the communication costs and residual power of sensors, optimal shortest paths are selected with lowest cost, and near optimal lifetime can be achieved. In hierarchical routing with data aggregation, Kalpakis et al. [15] presented a maximum lifetime data algorithm (MLDA) by using sensor locations to find optimal paths. Gupta et al. [16] considered routing optimization in scenarios with obstacles, a geographic routing is proposed by using Dijkstra shortest path selection algorithm, and sensors are enabled to make route decisions according to location information of itself and the around sensors, therefore it is suitable for large scale WSNs, but system-level energy balance still cannot be achieved.
Modifying the topology of conventional flat routing and hierarchical routing is another direction for balancing energy consumption. , Ahmed et al. [17] present a Hybrid MultiHop Routing Algorithm (HMHRA) which combines the short distance transmission of flat routing and data aggregation of hierarchical routing, and the hybrid vigor makes HMHRA more energy efficient. To eliminate the imbalance energy consumption of cluster head, Amini et al. [18] studied how to find the optimal cluster size to in decentralized hierarchical networks. Han et al. [19] developed a General Self-Organized Tree-Based Energy-Balance (GSTEB) routing protocol, in which the tree-routing topology can be dynamically changed to adapt the real-time environment. Nodes can cooperate with each other via beacons and the next hops are selected by their own routing decisions.
Another way to achieve homogeneous system-level energy consumption is using mobile sink nodes to shift hotspots of data flow [20] . Luo and Hubaux [21] studied data collection protocols by considering the sink node mobility and multihop routing. By using the proposed protocol, the network lifetime can be is prolonged to 500% compared with static sink node mode. However, except the extra cost in supporting sink node mobility, sink node mobility also brings other problems, including routing design [22] , mobility scheduling [23] , and frequent advertisement of sink node locations [24] . A survey on mobility control and protocol design in WSNs with mobile sink nodes can be seen in [9] . Ring routing [25] is a new emerged mobility control routing protocol for load balance in WSNs. The key feature of ring routing is that the mobile sink node is able to establish a dynamic and reasonable ring route, and sensors belonging to the ring circle are required to relay data for other sensors, therefore the hotspot problem can be avoided. Long et al. [26] modified the ring routing to enhance its energy efficiency and privacy security. Although ring routing is a new hierarchical routing protocol, in-network processing is not supported in its original version, Jiang et al. [27] proposed a Ring-Based Correlation Data Routing to utilized data aggregation to eliminate high correlation data in WSNs, hence network lifetime can be further prolonged.
Unlike establishing ring routes with mobile sink node, the multi-ring structure is used in WSNs with statistic sink node to model energy efficiency of multi-hop data transmission and detection performance of clusters. In [28] , the energy efficiency of single-hop and multi-hop data transmission of clusters are formulated by using a multi-ring model, hybrid communication with both single-hop and multi-hop data transmission is proposed to prolong the network lifetime. In [29] , multi-ring model is used to model the non-uniform deployment problem aiming at achieving optimal detection performance. The multi-ring structural model used in this paper is suitable for for designing system level models for analysing energy balance problem in WSNs, since we just need to consider the behaviors of the rings, but not every sensor, and the operation complexity can be greatly simplified. In this paper, the main difference is that multi-ring routing is used for modeling energy efficiency of the entire network with multi-hop routing, or hierarchical routing scenario with clusters. We will exploit the advantage of multi-ring model in formulating system level energy balance, but the mathematical model will be totally different from the above existing work.
With fixed routing protocols, network lifetime optimization can be achieved by adjusting the deployment density of nodes. In [30] - [32] , the authors have studied how to optimize the deployment of nodes with the objectives of prolonging network lifetime, or minimum lifetime constraints. Also, the power control of distributed nodes in WSNs can be adopted to dynamically adjusting transmission power level, typical related works can be seen in [33] and [34] , in which power control is be achieved by self-adjustment and cooperative adjustment, respectively. Different from the above works, we will study the problem of network maximization by using a new multi-ring structural model, and we focus on system level energy balance, but not power control for every single node. We also propose a probabilistic switching routing protocol, which is motivated by the concept of probabilistic routing (PR). Rout et al. [35] introduce the concept of PR, in which no routing tables are needed in sensors, the received packets is forwarded with a probability. The forward probability can be optimized by sensor's own ability. To guarantee the delivery rate of PR in wireless heterogeneous sensor networks, Chen et al. [36] presented asymmetric links based probabilistic routing protocol by using reverse paths and historical statistics of sensors. In PR, although complex routing operations are avoided, the stochastic nature requires more data transmission to guarantee the delivery rate, thus it is still not good choice for energy efficiency. However, but the above shortage of PR will be avoided in the proposed ProSwit protocol, because routing paths are still preserved in the proposed ProSwit protocol, and the probabilistic strategy of ProSwit is to randomly select either next-hop or the sink node for data transmission, but not randomly choose to broadcast the received data or not. 
III. MULTI-RING ROUTING A. NETWORK MODEL
As depicted in Figure 1 , we consider the scenario for distributed sensing and the sensors are randomly deployed in a 2D region of interest (ROI) with radius R. We assume that the network has one static sink node and and one static RF energy source (if exists), and all of them are deployed in the centroid of the sensing field. All the sensors are assumed to have the same initial energy E 0 . Data transmission and energy harvesting are realized through two independent antennas, thus the data transmission operation is not influenced if RFEH is equipped. The sensors are able to adjust the transmit power according to the transmission distance. In real protocols, power control is realized by dividing the transmit power into several levels. Here we assume that the transmit power can be changed in a continuous domain. The data generation rates of all nodes are the same and it is a constant value, denoted as b bits in each data collection cycle.Variables used in this paper are summarized in table 1. To formulate the general multi-hop routing in WSNs, we adopt a multi-ring routing scenario for data transmission, in which the ROI is divided into n rings, and each sensor transmits data to its neighboring rings, or direct to sink node if ProSwit routing is enabled. Nodes deployed in the same ring have the same behaviour, which means that sensors belonging to one ring have the same transmitting strategies, node density and maximum transmission range. To be consistent with general multi-hop routing, we assume that the multi-ring routing is established via the following process.
Step 1. The sink node launches the routing establishment process, initializes the ring sequence i = 0, and broadcasts beacons to the surround nodes with a default transmitting power.
Step 2. The nodes received the messages from the sink node, and let i = i + 1. Subsequently broadcast the beacons to the outside nodes.
Step 3. Repeat Step 2 until all nodes are informed. Now all nodes will know the numbers of rings they located.
Step 4. The nodes broadcast hello messages to their neighbors to seek possible next hop nodes.
Step 5. If a hello message is received, the node replies a acknowledge message to tell the initiator its id and ring number.
Step 6. The nodes receive acknowledge messages, randomly select a node locate in the inner neighboring ring as its next hop node. Finally, The route paths of the network will be established.
The above general routing process is consistent with most commonly used multi-hop flat routing protocols, such as the collection tree protocol (CTP) and the IEEE 802.15.4/ ZigBee protocol. The network lifetime of a WSN with multiring routing and static sink node is influenced by the data transmission range and data flow of each ring, and it can be controlled by adjusting the following three factors: 1) Node Density: Which influences the data flow and initial energy distribution of each ring. A ring with more nodes means more total energy for data transmission, but also generates more data to be transmitted for itself and the inner rings. Therefore, how to determine the node density of each ring to achieve energy balance is worthy to be investigated. 2) Transmitting Power: Which influences the energy consumption rate of each ring. In the prerequisite of guaranteeing network connectivity, adjusting transmitting power is able to balance the energy consumption rate between rings with heavy data loads and rings with low data loads, and premature death of rings with heavy loads can be avoided. In this paper, we assume that both the node density of each ring and transmission range of the nodes are large enough to support a full connectivity ratio.
3) Inner Ring Transmitting Probability (IRTP):
Which is defined as ratio of data transmitted to the inner neighboring ring, and the remained data will be directly transmitted to sink node. The IRTP also influences the energy consumption rate by adjusting data flow of each ring. Although direct transmitting data to sink node is inefficient, but it still can be exploited to balance the data flow of each ring, and further influences the network lifetime, especially for small scale networks.
B. DATA FLOW
In the proposed multi-ring model, the data flow of each ring is mainly determined by the node density and IRTPs of its outer rings. In ring r i , a sensor transmits packets to ring r i−1 with probability P i , or upload packets to the sink node with probability 1 − P i . Note that in the first ring r 1 , probability P 1 = 0, i.e. all the packets will be uploaded to the sink node. Denote M 1 , . . . , M Nr as the total bits of data needed to be transmitted with respect to rings r 1 , . . . , r n . For ring r i , the received bits of data from r i+1 is M i+1 P i+1 , thus M i can be calculated by
where N i is the node number of i th ring, and it is calculated by
where ρ i is the node density, and R i is the radius of ring i. For the first ring, N 1 = ρ 1 π r 2 1 . By recursion, M i can be explicitly expressed as
For example, when the maximum ring number is 4, the bits of data transmitted by r 2 is
For ring r i , we have
where M z i and M s i the bits of data transmitted to the inner neighboring ring and sink node, respectively.
C. ENERGY CONSUMING MODEL
To model the amount of energy consumption for data transmission and receiving, we adopt the conventional radio model in [14] . The energy spent for receiving 1-bit of data is given by
where e elec is the energy spent for transmitting or receiving data in the circuit. The energy consuming for transmitting 1-bit of data is given by e Tx (r) = e elec + r α ,
where r is the distance from the transmitter to the receiver, denotes the amplifier characteristic constant. In this paper, we want to know the expected energy consumption rates of nodes in each ring, but not the exact energy consumption rates. For ring r i , the expected energy consumed for transmitting 1-bit of data to sink node can be calculated by
where R i is the radius of the i th ring, i.e. R i = i k=1 r k , note that R 0 = 0. Apparently, we can find that e s Tx,i of the outer rings are much higher than the inner ones, thus directly transmitting all data to the sink node is not a wise strategy for outer rings.
Considering the energy efficiency, it is better to send the data to the inner neighbouring ring. We assumed that the nexthop for relaying data is the one randomly selected from the sensors in the inner neighbouring ring, and it lies in the radius line across the transmitting node, then the pdf of distance between the transmitter and the receiver is a trapezoidal function, as given by
where r min i−1,i = min {r i−1 , r i } and r max i−1,i = max {r i−1 , r i }. The corresponding expected energy consumption for transmitting 1-bit data can be calculated by equation (10), as shown at the bottom of this page.
When the the ring depths are equivalent with each other, and suppose they are r 1 = . . . = r n = r 0 , the above equation can be simplified as .
We can see that once the ring depth r 0 is a fixed value, energy expenditure for transmitting 1-bit of data to the neighbouring inner ring is also determined, and has no business with the distance to the sink node.
D. WIRELESS ENERGY HARVESTING MODEL
A sensor equipped with RF harvesting module is able replenish energy from wireless environment, thus providing a promising solution to prolong the lifetime of energy constrained WSNs. Enabling RFEH technique in WSNs is able 
to improve the service time of the network, and the relative high energy consumption in nodes near the sink node can be compensated with the harvested energy. In this paper we consider the scenario with one energy source located in the centroid of the circular ROI. The harvested energy from the energy source is [13] 
where 0 < η < 1 denotes the power transfer efficiency, P T is the transmitting power of the energy source, g h designates the channel gain, and r is the distance between k th sensor and the energy source. Suppose energy harvesting and data transmission are conducted through one antenna, and the harvesting time in data collection cycle is T c , the total harvested energy is e Hx,i = T c P Hx,i . The expected harvested energy of each sensor in the i th ring is
Note that i ≥ 2. When i = 1, the expected harvested energy is e Hx,1 =
. The harvested energy is a monotonically decreasing function of the sensing radius, thus it has obvious effects on nodes close to the energy source, but ineffective for nodes far from the energy source.
IV. NETWORK LIFETIME MAXIMIZATION A. GENERAL MODEL
We have developed models to formulate the data flow, network coverage, energy consuming and harvesting in the proposed multi-ring routing protocol, combined with equations (2) (4), and (5), the expected total energy consuming rate of ring r i is Once we have known the initial energy and expected energy consumption rate, the expected network lifetime can be obtained. Usually, the network lifetime is defined as the time when a certain percentage of sensors run out of energy. In this paper, we slightly modified this definition to keep in line with the proposed multi-ring routing model, as given by Definition 1 (Network Lifetime): The lifetime of a ring is defined as the expected total data collection cycles from the starting of operation to the death. The network lifetime of a WSN is defined as the minimum lifetime of all its member rings.
Suppose the initial energy of each sensor is E 0 , we can obtain the expected lifetime of ring r i as
When E A,i ≤ 0, i.e. the harvested energy is enough to supply the consumed energy, the network life time will be infinite. 
Our goal is maximizing the network lifetime, and it is equivalent to maximizing the minimum lifetime of the rings in the whole network, as given by
where ρ min and ρ max are the minimum and maximum node density, respectively. N max is the maximum number of node number to be deployed. Before finding the optimal solutions of the above model, we want to show the equivalence between maximum network lifetime and system-level energy balance.
In multi-ring routing, the concept of system-level energy balance is defined as follows Definition 2 (System-Level Energy Balance): A WSN achieves System-level energy balance when the lifetime of arbitrary ring r i (1 ≤ i ≤ n) satisfies any one of the following two conditions:
• T i is infinite, which means that the energy harvested from wireless harvesting is adequate to supply the energy expenditure. This situation may happen in the first ring, since sensors with close distance to the energy source harvest much more data than the ones with long distances.
• T i is the same with other rings whose lifetimes are not infinite.
Theorem 1 (Maximum Network Lifetime):
For a WSN with adequate nodes, its possible maximum network lifetime is achieved if and only if when the whole network achieves system-level energy balance.
Proof: We use the reduction to absurdity to prove this theorem. Let's take the example of using the ProSwit method to prolong network lifetime. When the life time of a ring is infinite, a situation happens when E A,1 ≥ 0, it has no influence on the whole network's lifetime, thus there is no need to be considered. When the lifetime of a ring is finite, then it may decide the network's lifetime if it has the minimum lifetime among all rings. Suppose r i is the ring with minimum lifetime, i.e. T i = min {T 1 , . . . , T n }. Now we can prolong T i by the following two measures: one is transmitting more data to inner neighboring ring, another one is decreasing the amount of relayed data from the outer rings. Therefore, if the network is not energy balanced, we can still prolong its lifetime by VOLUME 5, 2017 adjusting the inner ring transmitting probabilities (IRTPs). On the contrary, in situations when the whole network is energy balanced, changing any one of the IRTPs will cause a decreasing of the whole network's lifetime. The proofs when using non-uniform deployment and power control are the same with ProSwit, thus we don't repeat them again. In conclusion, a WSN has maximum lifetime when it is system-level energy balanced.
Solving the optimization model in (17) is actually finding the solutions achieving energy balance among all the rings. However, the optimization model has a very complex and non-convex objective function with many target variables, it is very hard and inefficient for us to find the optimal node densities, transmitting powers and IRTPs at the same time. In next subsections, we will divide the above optimization model into the following three individual startegies: power control, non-uniform deployment, and probabilistic switching.
B. POWER CONTROL
Different transmitting distances require different corresponding transmitting power to guarantee the connectivity, thus we specify the mode with different transmitting distance as power control mode. In this mode, the transmitting distance can be adjusted to balance the energy consumption to achieve maximize network lifetime. The node density of each are the same with each other. The IRTPs are all 0, except P 1 = 1. In the multi-ring model, we consider adjusting the ring depth to realize system-level power control, as given by max T A (r 1 , . . . , r n ) s.t.
where r min and r max denote the minimum and maximum ring depth, respectively. In this mode, a ring with heavy data loads will be assigned with a smaller ring depth to balance its energy consumption. On the contrary, a ring with lower data loads will have a relative larger ring depth.
To support this function, a power control function should be enabled to adjust the transmitting power. Also, the multiring protocol has to send specific controlling messages to tell each ring their transmission power in the routing establishment stage.
C. NON-UNIFORM DEPLOYMENT
Next we consider the nonuniform deployment scenario, in which the number of sensors deployed in different rings can be adjusted to balance the energy consumption of each ring. The ring depths of all rings are the same. The node density of each are the same with each other. The IRTPs are all 0,
where ρ min and ρ max denote the minimum and maximum node density, respectively. The second constraint means that the total number of nodes cannot exceeds a threshold N max .
Apparently, the node density of the outmost ring is equal to the minimum density to reduce the data flow transmitted to inner rings. When a network has sufficient nodes, the densities of each ring can be calculated by using Definition 2. Similar to power control, if a ring has heavy data loads, it will be assigned with larger density to give it more initial energy. The rings far from the sink node have lower data loads, thus their densities will be smaller.
The non-uniform deployment mode needs more nodes, which increases the hardware cost of the network. Besides, the deployment cost will also be added since controlling the node densities may needs extra manual labour costs.
D. PROBABILISTIC SWITCHING
We present a novel probabilistic switching routing protocol in the subsection. Suppose that all the nodes have the ability to send data to the sink node directly. We consider the optimal control of IRTPs with uniform node deployment, i.e. the density of each ring is the same, and we assume that the densities of all the rings are the same. Combined with equation (16), we can obtain the following optimization model
Note that P 1 = 0. To solve the above optimization model, we have to understand the properties of the objective function, i.e. in what conditions we can achieve the maximum network lifetime.
Theorem 2 (Extremum Property of T A ):
When the IRTPs of rings r 1 , . . . , r n−1 are fixed, the objective function T A (P n ) has one and only one maximum value.
Proof: When the IRTPs of rings r 1 , . . . , r n−1 are fixed, the network lifetime is just influenced by P n . As the outmost ring, it is apparent that its lifetime is longer than all the inner rings. Therefore, a relative smaller value of P n means less data needed to be relayed, thus the lifetime of inner rings will be prolonged. However, a too small value of P n may significantly decrease the lifetime of ring n, because the remained 1−P n data will be directly transmitted to sink node, which costs much more higher energy expenditure compare with relaying data via the inner rings. In this situation, a too small P Nr makes T n become the minimum one compared with other rings. Thus we can see there must exist one and only one maximum valve of T A (P n ).
Algorithm 1 Optimal probabilistic switching routing control.
Input: Probability step length δ = 0.01, IRTPs P 1 = 0, P 2 = . . . = P n = 1, lifetime difference threshold ξ 0 = 100. Output: IRTPs [P 2 , . . . , P n ].
1: T A = f T A (P 2 , . . . , P n ). //Initial network lifetime. 2: while ξ > ξ 0 3:
P n = P n − δ;
4:
for i = n − 1 : 1 : 2 5:
break; 8: end if 9: end for 10:
T new A = f T A (P 2 , . . . , P n ). //Update network lifetime 11:
12:
For rings r i and r i−1 (2 ≤ i ≤ n), suppose that the their lifetime are finite. To achieve energy balance, we have T i−1 = T i . Combined with equation (16), we have the relationship between P i−1 = f P (P i ), as given by
where (20), as shown in Algorithm 1. Function f T A means the calculation of network lifetime, defined in equation (16) . Function f P is defined in (21) .
When the IRTPs of all rings are obtained, the ProSwit protocol can be implemented by a simple strategy: transmit data to the next hop with the obtained probabilities, otherwise transmit data to the sink node directly. Compared with power control and non-uniform deployment, we can see that ProSwit mode has a relatively stronger adaptability to the multi-ring routing, since it's easy for implementation. Besides, this mode doesn't impose any other extra deployment or hardware cost.
V. SIMULATION RESULTS
In this section, we simulate the proposed model in scenario with constant average data generation rate b = 10 bits/cycle. The obtained network lifetime is measured as data collection cycles, which can be set as any appropriate time period for collecting data, such as 1s or 5s, and it depends on the requirement of real applications. Here we set T c = 1s. We will test the network lifetime with different topology parameters, including network radius R, ring number n, ring depths r 1 , . . . , r n , node densities ρ 1 , . . . , ρ n , and inner ring transmitting probabilities P 1 , . . . , P n . As commonly used in existing works [13] , the energy harvesting ratio is set as 0.4, and the transmitting power of the energy source is 4W. The other constant values of parameters of the network are shown in table 2. The minimum node density is set as ρ min = 6.5/100m 2 , which is large enough to provide a high coverage ratio. If there are no specific instructions, all ring depth is fixed as 5m, a relative short distance to avoid too much energy consumption on data transmission. The default node densities are the minimum required value to guarantee the network coverage, the default IRTPs of the rings are all equal to 1, except P 1 = 0. The maximum node number is set as 2000, which is large enough to provide high coverage ratio for a ROI with maximum radius R max = 80. Particulary, we are interested in the strategies of how to achieve the maximum network lifetime within the aforementioned three topology control scenarios. Also, the performance comparison of the three control schemes will be provided in this Section. The Genetic Algorithm (GA) is exploited to find solutions for the three multi-ring model. A detailed introduction to GA algorithm can be found in [37] . The maximum population number is set as 10 4 to provide sufficient iterations find optimal solutions, and all the results are obtained under conditions when average change of the fitness value is less than the minimum threshold, thus we regard the obtained results as the near-optimal solutions.
The following three scenarios are considered to test the performance of the three methods.
Firstly, we set the ring number as a fixed value, in our test it is n = 5. The radius of ROI increases from 20m to 80m, such that the transmitting power of each ring will also be increased. Therefore, we can know the comparison results of achievable maximum network lifetime as function of different radius of ROI. The results are shown in figure 2 . Please note that when harvested energy is able to support all the energy consumption, the network lifetime will be infinite and they will not be plotted in the figures. To give better illustration of the comparison results of the achieved network lifetime, the logarithmic network lifetime (log 2 (T A )) are plotted, instead of achieved maximum cycles. As expected, the network lifetime decreases quickly with the increasing of radius R, since the increasing of ring depth requires more transmitting energy consumption. We can see that all of the three methods can improve the network lifetime, and non-uniform deployment achieves the best improvement. e.g. when R = 40m and there is no RFEH, the achievable maximum network lifetime of non-uniform deployment, power control and ProSwit are about 4.8 × 10 6 cycles, 1.5 × 10 6 cycles, and 1.9 × 10 6 cycles, respectively. Also, we can see that the improvement is more significant when the network radius is small. When network size is large, the impact of RFEH technique is very limit, thus it is not advised to apply the RFEH in large scale networks.
Next, we test the achievable maximum network lifetime with a fixed radius value of ROI R = 50m, and the ring number will be increased from 2 to 8, which means that the transmission hops also increased from 2 to 8, but the corresponding ring depth are decreased from 25m to 6.25m. Note that in power control mode, the transmission ranges are not fixed, and it can be changes from 2m to 30m. The obtained results are plotted in figure 3 . We can see that the achievable network lifetime increases with the decreasing of ring depth. Also, the improvement ratios of the three methods also become higher when the ring depth is smaller. We also can observe that when n = 2, ProSwit is still effective, but non-uniform deployment and power control are almost the same with normal multi-hop situations. Note that power control still has some improvements, but not significant.
The achievable maximum network lifetime with constant transmission range, but different hop numbers from 2 to 8, are tested. The ring depth of each ring is fixed as 10m, thus the radius of ROI increases from 20m to 80m. The obtained results are shown in figure 4 , which shows that achievable network lifetime decreases with more larger radius of ROI. A surprising result is that when the network size becomes larger, power control with RFEH has much better improvement compared with no wireless harvesting, a phenomenon doesn't happen in non-uniform deployment and ProSwit. In addition, we can find when n = 2 and there is no RFEH, ProSwit is effective, while the achieved network lifetime of non-uniform deployment and power remain almost the same with normal scenario, which is consistent to the results in figure 2.
From the above three figures, we have the following conclusions.
(1) Without complex routing topology and mobile sink node, maximum network lifetime, or system-level energy balance, still can be achieved by adjusting node density, transmitting power, and data flow. In normal situations with no RFEH, all of the three methods are able to significantly prolong the network lifetime, especially in situations with small scale WSNs, and short transmission distances. With the same network scale, the non-uniform deployment method is able to achieve the longest network lifetime compared with other two methods, since the node densities can be adjusted to meet the burden of data relaying. Due to the high energy expenditure of directly transmitting data to fusion center, the general improvement of ProSwit method is less efficient compared with power control. However, ProSwit has strong adaptivity and it is easy to be implemented, thus it is still a good alternative for maximizing network lifetime.
(2) When RFEH is enabled, the improvement of network lifetime achieved by non-uniform deployment, power control, and ProSwit, are more significant for small scale WSNs. However, when RFEH is enabled in very small scale networks, the harvested energy is able support the energy consumption, and the network lifetime will be infinite, which can be seen in figure 2 when R < 40m. In this situation, there is no need to apply the above three methods and the simple multihop routing is efficient to achieve infinite network lifetime.
(3) Energy balance becomes worse when the network size becomes large, as shown in figures 2 and 4. Although small size networks have much longer lifetime compared with larger size networks, the potential of lifetime improvement is also higher. Therefore, a better way to prolong network lifetime of large scale network is to divide it into several smaller ones, and each partition can be deployed with its own sink node. The lower of the transmitting power, the longer network lifetime can be achieved. As shown in figure 4 , with more ring numbers, the achievable maximum network lifetime will be longer. However, in practice, we cannot arbitrarily reduce the transmission power to a too low level, because the connectivity ratio of the nodes also will be low if there are no sufficient nodes.
(4) In general, non-uniform deployment has the best performance in achievable network lifetime compared with the other two methods. However, it needs extra nodes to balance the energy consumption of nodes close to sink node, thus it has the highest deployment cost. Without RFEH, the performances of power control and ProSwit are similar, and they has advantages of easy implementation and low deployment cost. With RFEH, power control has much better performance than ProSwit. The proposed ProSwit protocol is effective in two-hop scenarios, as plotted in figures 3 and 4.
Next we explore the node deployment strategies for prolonging network lifetime. Figure 5 plots the results obtained in conditions of normal multi-ring routing with no RFEH, the ring number is fixed as 5. We can observe that the node densities decrease with the increasing of the radius of ROI, except the outmost ring r 5 , which keeps the minimum node density 0.065/m 2 . This result indicates that, to prolong network lifetime, a ring with shorter distance to the sink node has larger node density compared with the outer rings. When the ring depths are relative small, node densities of rings close to sink node should be much larger than the ones far from the sink node. For example, when ring depth is 6m, we have ρ 5 = 0.065 and ρ 1 = 6.23, which means that the node density of ring 1 is almost 100 times to ring 5. This is because when ring depth is small, the area of the first ring is also very small, we must deploy much more nodes to relay data for the outer rings. However, for the outmost ring, it just need to keep the minimum required density, since less nodes means less data to be transmitted for themselves and the inner rings.
The results of power control is shown in Figure 6 . The conditions are the same with Figure 5 . We can see that the results slightly fluctuates with different radius of the ROI, a phenomenon caused by heuristic algorithm when the objective function has locally optimal solutions. Still, we can observe that the ring depths has a approximately linear increasing relationship with radius R. We can see that a ring further to the sink node has a larger slope compared with the ones with shorter distances. Therefore, to prolong network lifetime, the ring depths should be increased with the distance to the sink node.
At last, let us look at the implement strategy of ProSwit mode, as shown in figure 6 . We can see that P 3 > P 4 > P 5 > P 2 , which means that ring r 5 has the highest probability VOLUME 5, 2017 FIGURE 7. IRTPs a function of radius R, the ring number is fixed as 5.
transmit data to the sink node. This results seems counterintuitive, since r 5 has the largest distance to the sink node, and corresponding energy cost to sink will also be highest. However, considering the total amount of data needed to be transmitted, we have M 2 > M 3 > M 4 > M 5 , and the data send to sink node still holds the condition M s 2 > M s 3 > M s 4 > M s 5 , i.e. a ring has shorter distance to sink node will transmit more data to the sink node. Also, we can see that when ring depth get larger, the IRTPs becomes stable to a fixed value, regardless the increasing of ring depth. Therefore, the IRTPs has a maximum value with the increasing of ring depth. For the rings close to sink node, such as r 2 , its IRTP is close to 0, i.e. almost all data will be directly send to the sink node.
VI. CONCLUSIONS
In this paper we develop a multi-ring model to formulate the network lifetime maximizing problem with simple forward routing in WSNs. General optimization models are developed to achieve maximum network lifetime by considering the following three factors: transmission range, node density, and inner ring transmitting probability. To simplify the model, the general model is divided into the following three methods: power control, non-uniform deployment, and probabilistic switching. Simulation results prove that, without complex specific routing, or mobility control, system energy balance based network lifetime optimization still can be achieved by using the above three methods. Also, the simulation results provide some useful suggestions for prolonging network lifetime when using the three methods.
Although the proposed multi-ring structural model provides a general model to formulate the network lifetime maximizing problem, the developed general optimization model has a very high complexity, the obtained global results with two or more factors are always locally optimal, and the process is scarcely efficient. For example, if we want to know how to obtain the optimal node density and IRTPs of each ring at the same time, the results are always unstable, and it cost much time to find results. Therefore, a future direction may be the simplification of the model, and find universal solutions for more general situations with two or more factors.
