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ABSTRACT 
This thesis proposes a systematic Bayesian approach for uncertainty quantification with an 
application for petroleum reservoirs. First, we demonstrated the potential of additional misfit 
functions based on specific events in reservoir management, to gain knowledge about reservoir 
behaviour and quality in probabilistic forecasting. Water breakthrough and productivity 
deviation were selected and provided insights of discontinuities in simulation data when 
compared to the use of traditional misfit functions (e.g. production rate, BHP) alone. Second, 
we designed and implemented a systematic methodology for uncertainty reduction combining 
reservoir simulation and emulation techniques under the Bayesian History Matching for 
Uncertainty Reduction (BHMUR) approach. Flexibility, repeatability and scalability are the 
main features of this high-level structure, incorporating innovations such as phases of 
evaluation and multiple emulation techniques. This workflow potentially turns the practice of 
BHMUR more standardised across applications. It was applied for a complex case study, with 
26 uncertainties, outputs from 25 wells and 11+ years of historical data based on a hypothetical 
reality, resulting in the construction of 115 valid emulators and a small fraction of the original 
search space appropriately considered non-implausible by the end of the uncertainty reduction 
process. Third, we expanded methodologies for critical steps in the BHMUR practice: (1) 
extension of statistical formulation to two-class emulators; (2) efficient selection of a 
combination of outputs to emulate; (3) validation of emulators based on multiple criteria; and 
(4) accounting for systematic and random errors in observed data. Finally, a critical step in the 
BHMUR approach is the quantification of model discrepancy which accounts for imperfect 
models aiming to represent a real physical system. We proposed a methodology to quantify the 
model discrepancy originated from errors in target data that are set as boundary conditions in a 
numerical simulator. Its application demonstrated that model discrepancy is dependent on both 
time and location in the input space, which is a central finding to guide the BHMUR practice 
in case of studies based on real fields. 
 
Keywords: Uncertainty Quantification, Petroleum Reservoirs, Bayesian Emulator, Numerical 
Simulation, Model Discrepancy, Bayesian History Matching.  
  
  
 
 
 
RESUMO 
Essa tese propõe uma abordagem Bayesiana sistemática para quantificação de incertezas de 
reservatórios de petróleo. No primeiro artigo, demonstramos o potencial de funções-objetivo 
adicionais que são baseadas em eventos específicos da fase de gerenciamento de reservatórios, a 
fim de melhorar a representação do comportamento do reservatório e a qualidade da previsão 
probabilística. Irrupção de água e desvio de produtividade foram selecionados, proporcionando um 
entendimento de descontinuidades no modelo numérico e nos dados de simulação quando 
comparado com o uso exclusivo de funções objetivo tradicionais (por exemplo, taxa de produção). 
No segundo artigo, definimos e implementados uma metodologia sistemática para redução de 
incertezas que combina simulação de reservatórios e técnicas de emulação em uma abordagem de 
Ajuste de Histórico Bayesiano para Redução de Incertezas (BHMUR, Bayesian History Matching 
for Uncertainty Reduction, acrônimo em inglês). Flexibilidade, repetitividade e escalabilidade são 
as características principais dessa estrutura geral que incorpora inovações tais como fases de 
avaliação e múltiplas técnicas de emulação. Esse procedimento potencialmente transforma a prática 
de BHMUR em uma mais padronizada para diversas aplicações. Aplicamos em um estudo de caso 
com 26 atributos incertos, dados de produção de 25 poços e 11+ anos de dados de histórico de 
produção baseado em uma realidade hipotética, resultando na construção de 115 emuladores 
validados e uma pequena fração do espaço de busca apropriadamente considerada não-implausível 
ao final do processo de redução de incertezas. No terceiro artigo, expandimos metodologias para 
estágios críticos na prática de BHMUR: (1) extensão da formulação estatística de BHMUR para 
acomodar emuladores do tipo classificadores; (2) seleção efetiva de uma combinação de dados de 
produção para emulação; (3) validação de emuladores baseados em múltiplos critérios; e (4) 
consideração de erros sistemáticos e aleatórios em dados observados. No último artigo, avaliamos 
um passo crítico para a prática de BHMUR, que é a quantificação de discrepância do modelo para 
contabilizar a representação de sistemas físicos a partir de modelos imperfeitos. Propusemos uma 
metodologia para quantificar a discrepância do modelo originada em erros de dados medidos e 
informados ao simulador numérico como condição de contorno (target). A aplicação da 
metodologia demonstrou que a discrepância do modelo é simultaneamente dependente de tempo e 
da posição no espaço de busca: uma descoberta importante para orientar o processo de quantificação 
de incertezas em estudos de caso baseados em reservatórios de petróleo reais. 
Palavras Chave: Quantificação de Incertezas, Reservatório de Petróleo, Emulador 
Bayesiano, Simulação Numérica, Discrepância de Modelo, Ajuste de Histórico Bayesiano.  
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1 INTRODUCTION 
1.1 Problem Outline 
Uncertainty Quantification (UQ) is an interdisciplinary rational science 
that provides a better understanding of complex systems by characterising, 
propagating and reducing uncertainties associated with a problem. In petroleum 
reservoir applications, performing an appropriate UQ process depends on the 
integration of scientific elements such as statistics and mathematical models, 
numerical models or simulators, physical system (e.g. the flow in the porous media 
and then flowing from the reservoir to surface), experimental data, expert judgement 
and multiple sources of model and reservoir uncertainties. 
Similarly, exploring efficiently a hydrocarbon asset relies on a work of 
collaborative and integrative nature, to consolidate and share information within the 
organisations involved. Reservoir simulation models are central in exploration and 
production workflows: they incorporate data acquired, the technology available and 
an understanding and interpretation about sub-surface physics and information. The 
difficulty level to produce hydrocarbons depends on exploratory environment (onshore 
or offshore), formation and reservoir conditions, among others. Some decisions within 
the field life cycle are: 
 Reserves evaluation, composing in the organisation competitiveness and share 
value; 
 Field development plan, defining facilities, recovery and drilling plan and 
schedule; 
 Reservoir management: reviewing model/grid and evaluating infill drilling 
options. 
Most activities of the asset team aim to offer realistic and on-schedule 
forecasting with appropriate levels of uncertainty and ultimately provide a better basis 
for decision making. Schiozer et al. (2019) described a methodology for integrated 
decision analysis in the development and management of petroleum fields considering 
reservoir simulation, risk analysis, history matching, uncertainty reduction, 
representative models, and production strategy selection under uncertainties. 
19 
 
 
 
In practice, the complexity of uncertainty propagation in a reservoir life 
cycle often leads to simplifications of the processes, which may lead to an unrealistic 
consideration of the uncertainties in forecasting. In this context, and enabled by 
enhanced affordability of computational power, UQ gained a prominent position in 
technological innovation, tools and research in the energy industry, particularly 
examining topics such as: 
(a) Collection of simulator evaluations consistent with historical observations and 
levels of uncertainty associated with the problem; 
(b) Speed up the process to find this collection of scenarios; and 
(c) Limitation of the use of numerical models that are imperfect representations of 
the real physical system. 
This thesis encompasses three corresponding areas of research, namely 
Bayesian History Matching, emulation and model discrepancy. Combining reservoir 
sciences with uncertainty quantification defines an interdisciplinary field of study 
which aims to provide consistent production forecasting and enhance the decision-
making process. 
An extensive list of references is integrated in Chapter 7 of this thesis. 
Here, we highlight four schools of research that significantly contributed to the 
development of this thesis:  
 Durham: In 1995, Craig, Smith, Goldstein, Seheult (Craig et al. 1995 and 1997) 
made significant progress in UQ area by formulating a technique that combines 
simulation models and emulators under a coherent statistical framework, 
referred to as Bayesian History Matching (BHM). Several fundamental and 
applied advances derived from this work, notably Vernon et al. (2018), Caiado 
and Goldstein. (2015) and Vernon et al. (2010). 
 Sheffield: A sequence of remarkable works in the area of emulation, validation, 
and diagnostics is provided by O’Hagan (1996), Oakley (1999), O’Hagan (2004) 
and Bastos (2009). 
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 Campinas: Benchmarking cases publically available are applicable for works in 
reservoir simulation, history matching and uncertainty reduction (UNISIM 
webpage). Notably, a partnership with Durham enabled to apply BHM to a case 
study with uncertain parameters related to a channel and reservoir permeability 
(Ferreira et al. 2014). 
 Bergen: More recently, Evensen and Eikrem (2019) started a discussion with the 
community about the impact of errors in observed data and models applied to 
reservoir simulation of petroleum fields, which supported the definition of the 
focus of the paper 4 of this thesis. 
As mentioned above, a suitable literature is offered by the end of the thesis. 
1.2 Justification 
Despite these efforts and continued research from several recognised 
groups, the problem of using historical data to gain more understanding about 
uncertain attributes and to provide more reliable forecasting is still challenging in 
practice. The main challenges are: 
 Find multiple sets of scenarios consistent with observed data and the 
uncertainties associated with the problem; 
 Overcome bottlenecks related to people, investment, time and computational 
power; 
 Scale techniques in high dimensional input and output spaces; 
 Characterise model discrepancy and account for imperfect reservoir models. 
This thesis aims to integrate solutions for these four challenges in a 
systematic way, proposing linked steps that turn the practice of Bayesian History 
Matching for Uncertainty Reduction (BHMUR) less manual and more standardised 
across applications. A more standardised approach is important to frame incremental 
innovation for specific steps, facilitate cross-discipline contributions and speed-up the 
steep learning curve for new practitioners of BHMUR. 
21 
 
 
 
1.3 Objectives 
In order to progress this interdisciplinary research area, the main objective 
of this thesis is the formulation of a general and systematic strategy of uncertainty 
quantification for petroleum reservoirs, using BHMUR and emulation techniques.  
In specific terms, the methodology is expected to incorporate: 
 An understanding of data structure associated with the physical system, 
incorporating particularities of physical behaviour (e.g. production history in 
early and late stages) to boost the uncertainty quantification analysis; 
 The construction of emulators; able to mimic the reservoir simulation behaviour 
at appropriate levels of uncertainty (certainly not over-confident, but also 
avoiding under-confident emulators); 
 An application for a complex petroleum reservoir to validate the techniques 
proposed. 
The combination of these elements in a unique strategy is expected to 
establish a robust BHMUR framework applicable to speed up one part of the process 
of uncertainty quantification of petroleum reservoirs. 
1.4 Case Studies 
The benchmark reservoir model UNISIM-I-H (Avansi et al. 2015) is the 
case study of the first paper, with the parameterisation proposed by Maschio and 
Schiozer (2016). For the second and third papers, a case study with hypothetical reality 
inspired in Avansi et al. (2015) and Maschio and Schiozer (2016) was defined through 
a sequence of steps and named as HR-82: 
1. Select a geostatistical realisation, e.g. with a specific spatial distribution of 
porosity, horizontal and vertical permeability and facies; 
2. Define the uncertain parameters, ranges and initial distribution (except the geo-
realisation which was considered deterministic); this step defines the initial input 
or search space; 
3. Select one scenario (i.e. a combination of the uncertain attributes) as the 
hypothetical reality, representing the values set in the physical system; the 
22 
 
 
 
selection of the hypothetical reality can be random or based on an experiment 
with simulations; 
4. Run the hypothetical reality under operational conditions by setting, for 
example, minimal and maximal bottom-hole pressure of wells, platform 
constraints, well control conditions. This simulation results in data of the 
hypothetical reality without an observational error or model discrepancy; 
5. Noise-up the hypothetical reality to mimic the observational error in the real 
process, which is the first step in the direction of a more realistic application and 
generate the target file in the required format; 
6. Select a number of attributes to be considered uncertain, depending on the 
reservoir characterisation and project requirements (complexity required in the 
stage of development); e.g. the complete set of uncertainties has 82 attributes, 
and we deliberately considered 26 as uncertain in papers 2 and 3. 
Hypothetical reality is part of the work proposal because it allows 
validating the complex methodology, providing maturity to applications in more 
complex settings of reservoir simulation. The main limitation is that a hypothetical 
reality allows us to consider models as a perfect representation of the physical system 
– a clear disadvantage since all models are imperfect representations of the physical 
system. 
The work of article four was developed based on a simple case study, with 
one producer and one injection well, kindly provided by Maschio et al. (2018). A 
hypothetical reality was also defined to validate the proposed methodology. 
1.5 Outline and Structure 
Four scientific articles are laid out to accomplish the main objective of this 
thesis. The focus of the first article was on gaining an understanding of the case study, 
data analysis and tools available while providing to the research community a relevant 
contribution in the uncertainty analysis framework.  
The second and third articles require some contextualisation. After a 
couple of months in Durham University working with BHMUR, our abstract submitted 
to Europec Conference 2019 was accepted. As an opportunity to speed up the project 
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and bring it back to schedule (multiple reasons lead to a project delay, including 
approximately one and a half year of postponement to start the period in Durham 
University), we decided to present the complete systematic procedure in this relevant 
conference. Even if it was long (45 pages) and dense work, we needed to extend 
Formentin et al. (2019-b) to capture relevant aspects of the methodology proposed. 
Moreover, shortly after submitting it to an SPE Journal, we received the suggestion to 
split the conference paper into two articles to comply with the regulations of the 
selected journal. We decided to divide Formentin et al. (2019-b) into two articles that 
capture the advancements of the methodology proposed and are in an appropriate 
format to journal publication. These two documents consist of articles two and three 
of this thesis (Chapters 3 and 4). 
The second article proposed the high-level structure of the systematic 
procedure combining reservoir simulation, emulation techniques through the BHM 
approach. In the third article, statistical techniques were implemented for an 
appropriate data analysis and critical steps in the high-level structure presented in the 
second article were expanded. Finally, in the last article, we proposed a procedure to 
account for one source of model discrepancy associated with reservoir studies. 
1.5.1 Article 1: Gaining more understanding about reservoir behaviour 
through assimilation of breakthrough time and productivity deviation in 
the history matching process 
Helena Nandi Formentin, Forlan la Rosa Almeida, Guilherme Daniel Avansi, 
Célio Maschio, Denis José Schiozer, Camila Caiado, Ian Vernon, Michael Goldstein. Journal 
of Petroleum Science and Engineering, 2019, v. 173(1), p.1080-96 
In this work, we evaluated the impact of the integration of additional 
objective functions in the process of uncertainty reduction. The additional objective 
functions quantitatively evaluate the mismatch in (1) water breakthrough time and (2) 
well productivity. We applied the Iterative Discrete Latin Hypercube (Maschio and 
Schiozer 2016), which is fully simulation-based method (i.e. do not implement 
emulation techniques). 
Besides demonstrating the potential of additional objective functions to 
improve the results of uncertainty reduction processes, this work was relevant to the 
thesis for three main reasons: 
24 
 
 
 
1. Develop the programming skills required to produce a systematic procedure: 
from an understanding about reservoir parameterisation with multipliers until 
post-processing techniques to use the reservoir simulator data; 
2. Identify boundary conditions defined in the simulator during the historical period 
and their impact in the history matching procedures. For example, from several 
discussions, we understood and agreed about the difference between operating 
pressure and limit pressures. This understanding was fundamental to, later – in 
articles two and three, identify the need of two-class emulators;  
3. Observe that the water breakthrough time is relevant for the uncertainty 
reduction process. The understanding of the impact and how to capture this type 
of data was a facilitator when defining a binary output associated with the water 
breakthrough time, important for articles 2 and 3, where we applied two-class 
emulators. 
In this way, article 1 provided both (a) scientific contribution to the 
community of reservoir engineering, and (b) deep-level of skills and an understanding 
of reservoir data and behaviour.  
1.5.2 Article 2: Systematic uncertainty reduction for petroleum reservoirs 
combining reservoir simulation and Bayesian emulation techniques: Part 
I 
Helena Nandi Formentin, Ian Vernon, Guilherme Daniel Avansi, Camila Caiado, 
Célio Maschio, Michael Goldstein, Denis José Schiozer 
To be submitted. 
We proposed a systematic procedure for uncertainty reduction in 
petroleum reservoirs. This workflow is the core of the thesis, responding to its main 
objectives. The systematic procedure provides a general strategy for uncertainty 
reduction in petroleum reservoirs. The sequence of steps logically linked advances the 
applicability of the BHMUR approach by offering scalability, repeatability and 
flexibility. 
The proposed methodology with 20 linked steps was applied in a complex 
model with well-known behaviour, resulting in 115 valid emulators through 15 waves. 
The decision to use a hypothetical reality was an important approach to guarantee the 
correctness of the techniques implemented. The hypothetical reality remained as non-
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implausible by the end process, i.e. coherent with the historical data and uncertainties 
in the problem, which is a relevant consistency check of the applied technique. We 
compared the forecasting obtained from initial scenarios and non-implausible 
scenarios by the end of the process, corroborating the potential of the high-level 
structure to reduce the uncertainty of complex systems, such as reservoir simulation 
models. 
1.5.3 Article 3: Systematic uncertainty reduction for petroleum reservoirs 
combining reservoir simulation and Bayesian emulation techniques: Part 
II 
Helena Nandi Formentin, Ian Vernon, Guilherme Daniel Avansi, Camila Caiado, 
Michael Goldstein, Denis José Schiozer, Carla Janaína Ferreira 
To be submitted.  
The third paper focuses on statistical analysis applied to the systematic 
procedure for uncertainty reduction. We advanced the applicability of BHMUR with 
four contributions: 
1. The extension of the Bayesian History Matching technique to structures in the 
simulation data that are discontinuous across the search space and require two-
class emulators that appropriately capture the behaviour evaluated (e.g. water 
breakthrough, production and injection targets); 
2. A procedure for selection of outputs to emulate, especially relevant in high 
dimensional spaces with a large number of outputs; 
3. A systematic combination of quality indicators for the validation of emulators 
and selection of valid emulators; 
4. A framework for the estimation of observational errors. 
Although this work is a stand-alone paper, i.e. the techniques proposed can 
be applied independently, we illustrate the four contributions of the third article with 
their application in the systematic procedure proposed in article two. 
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1.5.4 Article 4: Characterising Imperfect Models by Combining Numerical 
Simulation and Bayesian Emulation Techniques – An Application to 
Petroleum Reservoirs 
Helena Nandi Formentin, Ian Vernon, Michael Goldstein, Camila Caiado, 
Guilherme Daniel Avansi, Denis José Schiozer 
To be submitted. 
One of the key steps in the BHMUR methodology is to identify and 
characterise the uncertainties originated from diverse sources, including the 
uncertainty of (a) measured data to represent the data from the physical reservoir; (b) 
the reservoir model to represent the physical system, named as model discrepancy.  
This work aims to advance the applicability of BHMUR for case studies 
incorporating elements of the model discrepancy. The main objective is to develop the 
background and techniques aiding the future application of the BHMUR in a case 
study closer to a real case compared to the hypothetical reality. 
We focus on exploring a source of model discrepancy, identified in articles 
2 and 3. In these works, we considered as historical data the hypothetical reality noised 
with errors containing random and systematic portions. The choice to noise the 
hypothetical reality was a step in the direction to a more realistic case study. We expose 
that measurements in real reservoirs are susceptible to a sequence of processes that can 
give rise to observational errors.  
While simulating in the historical period, we apply simulation targets. 
Targets are boundary conditions to the solution of differential equations implemented 
in the simulator. Random and systematic errors contained in target data generates an 
inadequacy in the simulation model, i.e. observational error propagates as a model 
discrepancy. For example, when liquid production targets are overestimated compared 
to the physical reservoir, a bias in the bottom hole pressure is expected. 
We proposed a procedure to quantify the model discrepancy originated by 
errors in target data. We combined emulation and simulation techniques to 
demonstrate that model discrepancy is dependent on the time and location of the 
scenario in the input space and that it can be a significant source of model discrepancy. 
In the next sections, the full version of the papers is presented, followed 
by conclusions and recommendation for future work.  
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2 ARTICLE 1: GAINING MORE UNDERSTANDING 
ABOUT RESERVOIR BEHAVIOR THROUGH 
ASSIMILATION OF BREAKTHROUGH TIME AND 
PRODUCTIVITY DEVIATION IN HISTORY 
MATCHING PROCESS 
Helena Nandi Formentin, Forlan la Rosa Almeida, Guilherme Daniel Avansi, 
Célio Maschio, Denis José Schiozer, Camila Caiado, Ian Vernon, Michael Goldstein 
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Abstract – Article 1 
History matching (HM) is an inverse problem where uncertainties in attributes are reduced by 
comparison with observed dynamic data. Typically, normalised misfit summarises 
dissimilarities between observed and simulation data. Especially for long-time series, objective 
functions (OFs) aggregate multiple events and tendencies relevant to field performance in a 
single indicator (e.g. water rate and breakthrough time). To capture the attributes influencing 
the reservoir behaviour, we evaluate the assimilation of data series through additional OFs, 
obtained from splitting time-series data. In this study, two additional OF groups supplement the 
time-series misfits: Breakthrough Deviation (BD) indicating dissimilarities in water 
breakthrough time; Productivity Deviation (PD), representing mismatches of the well potential, 
mainly impacting the transition from history to forecast conditions. The Productivity Deviation 
(PD) is adapted from previous studies. Instead of simulating the last time of the historical period 
under forecast conditions, we propose keeping it under historical data. The change is the 
historical data used as target condition to the simulator: Bottom Hole Pressure (BHP) in place 
of liquid production and water injection rates; with this, we estimate a mismatch in well 
productivity, while avoiding the influence of other boundary conditions in the evaluation. Two 
applications (1 & 2), assimilating different OF quantities, highlight the influence of the 
additional groups. Application 1 only computes time-series misfit (64 OFs) whereas 
Application 2 includes the BD and PD (counting 128 OFs). The iterative HM method presents 
flexibility regarding OFs assimilated and incorporation of uncertain attributes. UNISIM-I-H 
case allows us to evaluate the HM considering history and forecast data. We examine 
differences between the 450 scenarios resulting of data assimilation for each application 
through four perspectives. Application 2 resulted in scenarios with better predictability of the 
field behaviour and smoother transitions between field history and forecast periods. Field 
cumulative oil production of Application 2 is also forecasted closer to the reference data when 
compared to Application 1; all forecast periods (1, 5 and 19 years) emphasise this impact. Some 
wells presented breakthrough time closer to the reference for Application 2. The challenging 
achievement of exact BD matches leads to the third advantage of the additional indicators. 
These OFs supply supplementary information to the diagnosis of scenarios, identifying 
unnoticed problems in the traditional approach. Finally, even with overall better performance, 
some of the well OFs presented poorer matches for Application 2. To explain this, we analysed 
the relationship between attributes and the OFs used to update the attributes. In conclusion, the 
improved forecast of the simulation scenarios indicates that superior performance of the HM 
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process is possible by splitting the available dynamic data in relevant additional OFs. This study 
presents a case application with 11 years of field history, in which additional OFs, derived from 
dynamic data, add value to the reservoir characterisation. They allow the influence of uncertain 
attributes to be captured for relevant events in reservoir performance. We also show how the 
increased quantity of OFs assimilated makes the HM harder for some OFs.  
Keywords: History Matching; Iterative Discrete Latin Hypercube methodology; Breakthrough 
Time; Well Productivity; Reservoir Characterisation; Transition between Historical and 
Forecast periods.  
2.1 Introduction 
Reservoir simulation models are representations of real petroleum fields used in 
production forecast and decision-making process. Closed-Loop Reservoir Development and 
Management (CLRDM) endorses the application of simulation techniques in all stages of the 
field lifetime. CLRDM methodologies (Jansen et al. 2009; Wang et al. 2009; Schiozer et al. 
2015) integrate model-based optimisation and data assimilation to support decisions about the 
physical problem with uncertainties. Silva et al. (2017) propose a closed-loop workflow 
constructed with an ensemble-based method. They demonstrate the effectiveness of CLRM to 
improve the predictability of the models, in contrast to ensemble-based separated applications. 
Data assimilation is a stage in the CLRDM known as History Matching (HM) in 
the petroleum industry. It uses the observed dynamic data to afford a better representation and 
predictability of the physical model through simulation models. The HM is an inverse problem 
with multiple possible solutions. The complexity to solve the problem increases with 
dimensionality in terms of the number of inputs and outputs. 
A wide undestanding of the inverse theory and history matching, including 
explanatory examples, is available in the book of Oliver et al. (2008). Oliver and Chen (2011) 
discuss the progress of diverse HM processes in their paper, detailing the advantages and 
disadvantages of manual, evolutionary, Ensemble Kalman Filter based and Adjoint methods. 
Rwechungura et al. (2011) summarises the evolution of HM techniques through the time and 
highlights aspects to the integration of 4D seismic. Maschio and Schiozer (2016) offer a more 
recent overview of HM methods, classifying optimisation, probabilistic and mixed methods. 
In the HM process, parameters of the reservoir characterisation, which are inputs 
into the reservoir numerical model, are uncertain and represent undetermined reservoir features 
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(fault transmissibility, for instance). These uncertainties in the attributes influence dynamic 
production estimated by the simulator and the asset team used this data to understand flow and 
transport in the real petroleum field. The closer the simulator output is to the dynamic data 
measured in the field (production rate in a specific period, for example), the better we expect 
that the model represents the physical field. In this context, objective functions (OFs) computes 
the difference between observed and simulation data.  
A reservoir analysis based on a deterministic approach considers one or more 
scenarios that represent a partial set of the possible production scenarios. Nevertheless, this 
approach can present biased results since it generates production forecasts without adequately 
exploring the range of production scenarios (Goodwin 2015). In contrast, the probabilistic 
approach represents the uncertainty toward the reservoir behaviour. It supports reliable forecast 
by addressing questions of risk and uncertainty in reservoir management. This approach 
incorporates the consideration of several sources of uncertainties involved in the reservoir 
characterisation process and measurement errors in observed data (Maschio and Schiozer 
2017). 
Some probabilistic methods allow the redefinition of the probability distribution 
based on the OFs misfit, improving the reservoir knowledge in terms of reservoir 
characterisation. An example of a methodology with this characteristic is the Iterative Discrete 
Latin Hypercube (IDLHC), a method developed by Maschio and Schiozer (2016). The IDLHC 
is an automated probabilistic method to reduce uncertainty and update the probability of the 
uncertain attributes with nonparametric density estimation. The process consists of applying a 
correlation matrix to automatically identify relationships between uncertain attributes and OFs. 
Due to its flexibility in terms of quantity of uncertain attributes and OFs assimilated, it can be 
adapted to several scenarios of reservoir characterisation and information available. 
In order to offer a broader understanding and representation of the reservoir model, 
multi-objective and probabilistic HM processes have been employed. These processes 
simultaneously evaluate the reservoir behaviour through multiple quality indicators associated 
with observed data in the production and injection wells (Almeida et al. 2014, Kam et al. 2017). 
Hutahaean et al. (2015) showed that an ensemble of matched scenarios from multi-objective 
HM provides a more diverse set of matched-scenarios, which leads to a better comprehension 
of the forecast behaviour.  
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Nevertheless, since multi-objective-HM performance (convergence speed and 
match quality) can deteriorate under an increasing number of objective functions, Hutahaean et 
al. (2017) investigate the selection of objective grouping for multi-objective HM. Min et al. 
(2014) developed an evolutionary procedure to overcome inefficiencies of multiple-objective 
constraints by introducing preference-ordering and successive objective reduction to the 
conventional multi-objective optimisation module. 
Several studies evaluate the influence of the OF definition in the HM process. For 
example, Tillier et al. (2013) focused in defining a formulation for incorporating seismic data 
in the process; Bertolini and Schiozer (2011) compared eight global OFs in the history matching 
process by assessing the matching quality of synthetic reservoir model. 
A normalised misfit called Normalized Quadratic Deviation with Sign computes 
the difference between simulated and observed data (Avansi et al. 2016). This OF summarises 
time-series curves for a scenario (Figure 2.1-a) in a single indicator (Figure 2.1-b) and is useful 
in probabilistic and multi-objective HM approaches (more details in the NQDS section). An 
acceptance range [-γ, + γ] supports the classification of the scenarios taking into account the 
sources of errors considered (e.g. noise in the history data, measurement errors, level of fidelity 
of the reservoir simulation model). 
  
(a) (b) 
Figure 2.1. Typical NQDS graphic summarising data from several scenarios: (a) Curves of oil production rate plotted 
against time, adapted from Avansi et al. 2016: History data (blue points), selected scenarios that are within an 
acceptance range ±γ (in grey lines), scenarios with production rates higher and lower than the acceptance range (in 
brown and red lines respectively); (b) NQDS plot applying the same legend colours, where each dot corresponds to a 
production rate curve. 
 
Due to the high quantity of observed data, especially for long time series, these OFs 
aggregate into a single indicator, events and temporary trends relevant to reservoir performance. 
For example, water breakthrough time and changes in the Gas-Oil Rate (GOR) are relevant for 
the field management; well production trends evolve over time under distinct reservoir 
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conditions (e.g. recovery mechanism from natural flow to water/gas injection to pressure 
maintenance). Different uncertain attributes can influence these events and temporary trends. 
Once aggregated in a single OF, the relationship between uncertain attributes and OFs may be 
difficult to capture with mathematical structures as a correlation matrix.  
Splitting the conventional NQDS into more objective functions is an alternative 
approach to better understand the reservoir from the dynamic data available. Almeida et al. 
(2018) presented an introductory study with the application of unconventional OFs to measure 
the deviation of specific events (Breakthrough Deviation and Productivity Deviation). Each 
additional OF captures specific well behaviours (not mapped by the conventional OFs) that are 
influenced by distinct uncertain attributes. Then, the uncertain attributes update process 
considers the constraints established by both conventional and unconventional OFs. Because of 
this, the relationships identified between the unconventional OFs and uncertain attributes 
improved the reservoir calibration and uncertainty reduction process.  
2.1.1 Objectives 
This paper aims to evaluate the assimilation of dynamic data series in a way to 
capture deviations in the breakthrough time and the well productivity. With that, we aim to 
assess the possibility of gathering more information from available dynamic data series in the 
HM process, which improves the reservoir behaviour predictability.  
When compared to the definitions of Almeida et al. 2018, we propose a distinct 
way to simulate the scenarios to better capture the physics that surround the well productivity. 
The proposed computation of Productivity Deviation avoids the influence of other sources of 
information, such as platform and well capacities, required in the previous work of Almeida et 
al. 2018. Moreover, this study assesses the additional OFs as a source of information to reveal 
reservoir behaviour, not explored in previous works. 
We adapt a history matching methodology (IDLHC from Maschio and Schiozer, 
2016) to consider the additional groups of Objective Functions for updating the uncertain 
attributes and use the same parameterisation presented in that paper. Maschio and Schiozer 
2016 and 2018 tested the IDLHC methodology and compared it to other methodologies, 
assuring the quality of the history matching procedure.   
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2.2 Theoretical background  
After describing the main aspects of the probabilistic HM methodology, this section 
details the objective functions applied to this proposed work. 
2.2.1 Iterative Discrete Latin Hypercube (IDLHC) 
The main advantage of the probabilistic IDLHC methodology proposed by Maschio 
and Schiozer (2016) is to simultaneously assimilate a large number of OFs to update probability 
distributions of uncertain attributes. Additionally, the process is flexible in terms of quantity of 
uncertain attributes and OFs assimilated, being adapted to several scenarios of reservoir 
characterisation and information available. This HM process generates multiple history-
matched scenarios per iteration and the last set of scenarios is useful for prediction and 
optimisation studies. In the IDLHC general workflow (Figure 2.2), the uncertain attributes 
parameterised at the beginning of the process (STEP 2) are the same until the last pre-defined 
iteration (Itermax). In each iteration, a set of scenarios representing the distribution of uncertain 
attributes is generated with Discrete Latin Hypercube (DLHC) sampling (STEP 3) conceived 
by Schiozer et al. (2017).  
 
Figure 2.2. General workflow for probabilistic history matching (Maschio and Schiozer, 2016). 
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After running these scenarios in the flow simulator (STEP 4), NQDS computation 
quantifies the misfit between scenarios and observed data for each scenario and objective 
function (STEP 5). In STEP 6, selected scenarios are used for the generation of the posterior 
distribution for each uncertain attribute (e.g. posterior distribution in the sense that these are the 
distribution after the assimilation of the observed data in a given iteration). Maschio and 
Schiozer (2016) proposed three approaches to update the probability density function (pdf) of 
the uncertain attributes. Figure 2.3 details method 3, chosen for this study.  
 
 
Figure 2.3. Flow chart from scenario selection, method 3 (Maschio and Schiozer, 2016). 
 
A cut-off (Rc) applied to the coefficients of the correlation matrix (STEP 6.1) 
indicates the existence of a relationship between uncertain attributes and objective functions. 
The AI attributes considered correlated to at least one OF are updated. The updating routine 
starts in STEP 6.2 with the first attribute to update, continuing until the last attribute (AI). The 
iterative process around STEPS 6.4 to 6.5 guarantees two requirements: (a) a quantity of 
scenarios between a minimum (P1) and a maximum (P2) percentage of the scenarios sampled 
to avoid the collapse of the pdf, and (b) the selection of scenarios with smallest computed misfit.  
Then, a nonparametric density estimation technique (STEP 6.6) leads to updating 
of uncertain attributes generating histograms representing the posterior distribution of each 
attribute. These posterior distributions are the prior distributions for the next iteration (e.g. prior 
in the sense that these are the distributions before the assimilation of the observed data in a 
given iteration). The iterative process of Figure 2.2 continues for the number of iterations 
predefined (Itermax). 
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2.2.2 Normalised misfit as indicators of HM quality 
In history-matching processes, indicators of quality for a scenario quantify the 
misfit between the simulation scenario and observed data. Four possible applications are to: 
 Conduct the HM process, as objective functions to be minimised; 
 Provide data to update the uncertain attributes; 
 Diagnose scenarios revealing and guiding the review of reservoir characterisation; 
 Support the evaluation of performance when comparing different methodologies. 
We detail the two out of three normalised misfit groups applied in STEP 5 of the 
HM methodology (Figure 2.2): NQDS and NQDSBD (NQDS of Breakthrough Deviation). In 
the methodology section, we present the third normalised misfit group NQDSPD (NQDS of 
Productivity Deviation) because it is subject of modification from previous work. 
2.2.2.1 NQDS 
NQDS (Avansi et al. 2016, modified) consolidates the misfit between history and 
temporal data series of production and injection wells. For example, NQDSqw-Well 1 represents 
the misfit of water rate production for the Well 1 considering a time interval simulated for a 
given scenario. Similar notation applied to other data series, for example, oil production rate 
(NQDSqo), production BHP (NQDSppbh), water injection rate (NQDSiw) and injector BHP 
(NQDSpibh).  
Equation 2.1 computes the NQDS: 
𝑁𝑄𝐷𝑆 =
(∑ 𝑆𝑖𝑚𝑗 − 𝑂𝑏𝑠𝑗
𝑛
𝑗=1 )
| ∑ 𝑆𝑖𝑚𝑗 − 𝑂𝑏𝑠𝑗
𝑛
𝑗=1 |
∗
∑ (𝑆𝑖𝑚𝑗 − 𝑂𝑏𝑠𝑗)
𝑛
𝑗=1
2
∑ (𝑇𝑜𝑙 ∗ 𝑂𝑏𝑠𝑗 + 𝐶)
𝑛
𝑗=1
2 (2.1) 
where Simj and Obsj are the simulated and observed (historical) data measured at 
the time j. Tol is the tolerance value (%) defined by the user for each data series; C is a constant 
used to avoid null or excessively small divisor, in case the production rate is close to zero (for 
example, water production rate in a recently opened well). Physically, the constant C represents 
the minimal tolerance for a given data series.  
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2.2.2.2 Water Breakthrough Deviation (NQDSBD) 
Water breakthrough is the time when water first reaches the production well. In the 
field management, this measured time and subsequent Water-Oil Ratio (WOR) trends are 
usually key performance indicators that also can be indicative of channelling and bypassing 
problems in the field (Baker, 1998).  
The historical data of water production in wells is source of two-combined 
information: (a) water production rate through time, and (b) breakthrough time. In this sense, 
Almeida et al. (2018) adapted the NQDS as a punctual normalised misfit for breakthrough time 
(Equation 2.2), the NQDSBD: 
𝑁𝑄𝐷𝑆𝐵𝐷 =
(𝐵𝑇𝑠𝑖𝑚 − 𝐵𝑇𝑜𝑏𝑠)
|𝐵𝑇𝑠𝑖𝑚 − 𝐵𝑇𝑜𝑏𝑠|
∗
(𝐵𝑇𝑠𝑖𝑚 − 𝐵𝑇𝑜𝑏𝑠)
2
(𝐴𝐸)2
 (2.2) 
where BT is the Breakthrough Time, and AE is the Acceptable Tolerance, for 
example, the maximal time between two consecutive measures of water production. A water 
rate cut-off to consider water breakthrough time avoids erroneous capture of breakthrough time: 
smaller water production rates when compared to this cut-off value are treated as residual water 
production. Even if the water breakthrough has not yet occurred in a given well at the historical 
period, it may add information to the HM process if some simulation scenarios have earlier 
breakthrough time. 
Figure 2.4-a exemplifies water production against time for history data and some 
scenarios. The grey lines represent scenarios with production rate and breakthrough time within 
the acceptance range [-γ, + γ]. Scenarios 1 and 2 (brown and red lines) have early and late 
breakthrough time, respectively. Dashed and solid lines correspond to scenarios with matched 
and non-matched water production rates. The diagnostic of the NQDSqw plot (Figure 2.4-b) only 
identifies mismatches in the water production rate, keeping the two dashed scenarios within the 
acceptance range. On the other hand, the NQDSBD plot (Figure 2.4-c) identifies the difference 
between water breakthrough time for Scenarios 1 and 2. In this graph, two scenarios superpose 
in the extreme values of NQDSBD because the breakthrough time is identical for dashed and 
solid lines. 
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(a) (b) (c) 
Figure 2.4. Breakthrough Deviation illustration - (a) Water production rate series for history data and several scenarios 
exemplifying differences between the information relative to water production rate and breakthrough time; (b) NQDSqw 
plot summarising the production curves for the scenarios; (c) NQDSBD highlighting the mismatch in water 
breakthrough time for the scenarios. 
2.3 Methodology: Productivity Deviation, case study, applications and assumptions 
2.3.1 Productivity Deviation (NQDSPD) 
The transition between history and forecast period can cause fluid rate and bottom-
hole-pressure fluctuations (Ranjan et al. 2014). In fact, at this point, the controls of the 
simulation scenario (boundary conditions) change: in the history period, liquid or oil production 
rates are treated as targets; during the forecast period, production restrictions are established 
(for example, minimal and maximal bottom-hole-pressure for producers and injectors and 
platform capacity). A possible cause of unconditioned reservoir scenarios is uncertain 
parameters, which can be wrongly defined or missing during the parameterisation.  
As large fluctuations in the transition indicate non-realistic forecasted production 
rates, Almeida et al. (2018) defined an indicator related to the productivity of the well. The 
normalised misfit of Productivity Deviation (NQDSPD) splits the historical dynamic data from 
wells into two parts simulated differently: (a) history controls, (b) forecast controls. This 
original implementation of the NQDSPD follows the simulation scenario by changing the control 
of the last history date from history control to forecast control.  
In practical terms, history conditions usually include a target for liquid or oil 
production rate for the producer wells and forecast conditions apply operational conditions as 
minimal pressure for producers. Additionally, the simulation of the scenarios in the history 
period is not conditioned by platform and well restrictions, which is indispensable to perform 
the forecast simulation. 
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Two possible limitations may arise from the use of operational conditions to 
simulate the history period (as presented by Almeida et al., 2018). Firstly, coupling operational 
conditions in the reservoir simulation requires information that may be uncertain, for example, 
a description of the multiphase flow in wells. Secondly, applying multiple restrictions 
simultaneously (e.g. well and platform capacities) potentially limit the identification of 
productivity mismatch.  
Therefore, we propose an adaptation to the condition given to the last time step of 
the history from the one presented by Almeida et al. (2018). The measured BHP in the wells 
are the targets for production and injection wells, meaning that we change the data informed to 
the simulator. In this way, we limit the informed boundary condition to measured history data. 
This implementation of the PD indicator is generalisable and independent of other sources of 
data.  
The modifications, in the last time step, of the simulation file are: (a) to reset non-
restrictive maximal liquid production and injection for the wells (instead of non-restrictive 
maximal and minimal pressure applied to previous time steps, i.e. all-time steps except the last 
one); and (b) to inform the registered pressure for each well as new target condition (instead of 
informing well rates applied to the previous time steps).  
Figure 2.5-a exemplifies, for a given producer well, the deviation for BHP 
informing the history pressure in the last time t of history. It illustrates most of the scenarios 
converging the target BHP condition because (1) liquid rate (Figure 2.5-b) has no production 
limit (qlmin=0) and (2) a virtual maximal liquid rate is used to avoid simulation errors (qlmax>>ql).  
   
(a) (b) (c) 
Figure 2.5. Productivity Deviation illustration - (a) BHP being informed only in the last time step of the history period; 
(b) Liquid production rate informed for all time steps except the last time steps, where non-restrictive conditions are 
reset; (c) Indicator of Productivity Deviation for liquid production. 
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The calculation of the productivity deviation applies to both production wells (e.g. 
for liquid rate - NQDSPDql - and BHP - NQDSPDppbh) and injection wells (e.g. water rate - 
NQDSPDiw - and BHP - NQDSPDpibh). Equation 2.3 computes the NQDSPD: 
𝑁𝑄𝐷𝑆𝑃𝐷 =
(𝑆𝑖𝑚𝑡 − 𝑂𝑏𝑠𝑡)
|𝑆𝑖𝑚𝑡 − 𝑂𝑏𝑠𝑡|
∗
(𝑆𝑖𝑚𝑡 − 𝑂𝑏𝑠𝑡)
2
(𝑡𝑜𝑙 ∗ 𝑂𝑏𝑠𝑡 + 𝐶)2
 (2.3) 
where 𝑂𝑏𝑠𝑡 and 𝑆𝑖𝑚𝑡 indicate the observed and simulation value in the last time (t) 
of the history data.  
The NQDSPDql plot (Figure 2.5-c) indicates the deviation of simulated scenarios 
compared to the reference data. We consider that the scenarios in grey better present well 
productivity. Therefore, we expect that scenarios with smaller PD will provide better production 
predictions. 
2.3.2 Case study  
We applied the IDLHC methodology (Figure 2.2) in the UNISIM-I-H reservoir 
model (Avansi and Schiozer, 2015). This benchmark case is based on real data from the 
Namorado Field, a marine offshore turbidite reservoir in the Campos Basin – Brazil. 
   
Figure 2.6. Bi-dimensional x-y view of the UNISIM-I-H with the position of the 13 regions defined by Maschio and 
Schiozer (2016). The production strategy contains 14 production wells (in red) and 11 injection wells (in green). Wells 
analysed in detail in the Results and Discussion section are identified: INJ015, NA3D, PROD025A, PROD023A and 
PROD024A. 
 
The model UNISIM-I- H (Figure 2.6) has a production strategy with 14 producer 
wells and 11 injection wells and a production history of 11 years (4 018 days) available. The 
production forecast data for 19 years allows for the evaluation of methodologies in terms of 
predictability of the scenarios.  
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2.3.2.1 Initial parameterisation 
The parameterisation defined in STEP 2 (Figure 2.2) has 39 uncertain parameters 
as defined by Maschio and Schiozer (2016). Figure 2.6 retakes the 13 regions defined according 
to producer/injector pairs, attempting to capture the main drainage areas. Each region has 
multipliers of porosity (mpor), horizontal permeability (mkx) and vertical permeability (mkz). 
Isotropic permeability is taken for x and y-direction; initial pdf has uniform distribution for all 
levels. Table 2.1 summarises these uncertainties.  
Table 2.1 - Uncertain attributes presented by Maschio and Schiozer (2016). 
Uncertain attributes (for 
each region) 
Minimum Maximum Number of levels Initial pdf 
Mpor 0.8 1.2 30 Uniform 
Mkx 0.1 5.0 30 Uniform 
Mkz 0.1 5.0 30 Uniform 
 
2.3.3 Applications 
Two applications performed in this study compute different groups of OFs:  
 Application 1: 64 OFs, groups of NQDSqo, NQDSqw, NQDSppbh, for producer wells and 
NQDSiw, NQDSpibh for injector wells;   
 Application 2: 128 OFs resulting from adding the 64 OFs of Application 1, plus the 
additional OF groups (NQDSBD, NQDSPDql, NQDSPDppbh, NQDSPDiw and NQDSPDpibh).  
In the Results and Discussion section, we compare their results for the field and 
wells in the history and forecast period. 
2.3.4 Assumptions 
Table 2.2 summarises the constants and tolerances for each OF applied in the 
calculation of the normalised misfit. Like Avansi et al. (2016), we defined 5% for controlled-
data series (NQDSiw); 10% for data series that are dependent on other series (NQDSqo and 
NQDSqw, which are related to liquid rate, a target in the history period). Pressure related NQDS 
considers a tolerance of 5%. We applied a constant of 10 m3/day for NQDSqw to moderate its 
impact on wells with low water rate production through a representative part of the history 
period. For example, the well NA3D production (Figure 2.7) reaches a maximum of 150 m3/day 
and for this production, the tolerance adds up to 10+0.10*150=25 m3/day. Higher constant 
would imply in smaller influence of the variations in qw of this well in the updating process.  
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Table 2.2 - Constants used to calculate normalised misfit. 
OF C (unit of the variable) Tol (%) 
NQDSqo 0 10 
NQDSqw 10 10 
NQDSppbh 0 5 
NQDSiw 0 5 
NQDSpibh 0 5 
NQDSBD AE=31 0 
NQDSPDql 10 10 
NQDSPDppbh 0 5 
NQDSPDiw 0 10 
NQDSPDpibh 0 5 
 
NQDSBD has an AE of 31 days, the maximum interval between measurements. 
Productivity deviation is under forecast controls and under uncontrolled conditions. Therefore, 
we chose a tolerance of 10% for NQDSPDql and NQDSPDiw, defining a minimal tolerance of 10 
m3/day for liquid production.  
The cut-off applied to consider water breakthrough is 1 m3/day for all the producers, 
except for NA3D with 6 m3/day. Figure 2.7 shows the observed water production rate for this 
well, highlighting the portion of water rate considered residual. Applying 1 m3/day cut-off for 
this well would mean to consider the breakthrough time of 669 days, which does not correspond 
to the effective breakthrough time of 3,226 days.  
 
Figure 2.7. Water production rate for well NA3D in the history period. 
 
Considering the recommendations proposed by Maschio and Schiozer (2016), the 
applications consider: 
 450 simulation scenarios per iteration in STEPS 3 and 4; 
 A cut-off Rc=0.3 to the coefficients of the correlation matrix in STEP 6.1; 
 An increment of the normalised misfit δ=1 in STEP 6.5; 
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 A minimum P1=5% and a maximum P2=15% of scenarios sampled to update the 
attributes; 
 A maximal number of iterations Itermax=8, set at the beginning of the process. 
Moreover, to guarantee the reproducibility of the applications, the first run of the 
applications uses the same seed generated with Mersenne Twister (a random number generation 
algorithm). 
2.4 Results and Discussions 
To evaluate the assimilation of dynamic data series breaking down the conventional 
NQDS into more objective functions, we firstly exposed their impact with an overview of the 
indicators for the wells together with the field behaviour. Then, examples of additional OFs of 
some wells were used to complement the discussion. We decided on that approach because 
details for each of the 128 OFs individually were not feasible, with multiple relationships 
between OF and uncertain attributes. 
The plots presented in this section consider the 450 scenarios of the 8th iteration in 
the HM process. In order to promote a clear visualisation of the impact in the forecast period 
and avoid fluctuations from changing boundary conditions, these final scenarios were simulated 
again with liquid production and water injection rate as a target during all the history period 
and the same operation conditions of the reference case in the forecast period. 
2.4.1 History Period 
The compilation of the results for the OFs allows for a broader evaluation of the 
general behaviour of the wells resulting from the implementation of the additional OFs. Figure 
2.8 presents graphics for several OFs groups plotting the number of scenarios against the NQD1 
interval, from zero to the x-axis value. The higher the proportion of scenarios for a given NQD 
interval, the better. The x-axis is in logarithmic scale. 
The assimilation of additional OFs (Application 2) reduces the mismatch of the OFs 
groups that have higher NQD values in Application 1 (NQDSPDql and NQDSPDiw, Figure 2.8-a 
and -b). In contrast, the increased complexity of the HM through the assimilation of additional 
                                                
 
 
1 NQD (Normalized Quadratic Deviation) is the absolute value of the NQDS. 
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OFs leads to increasing the NQD values of traditional OF groups, exemplified by NQDSqo 
(Figure 2.8-c). 
  
 
(a) NQDSPDql (b) NQDSPDiw (c) NQDSqo 
Figure 2.8. Proportion of scenarios against the NQD interval for OFs groups, semi-logarithmic scale: (a) NQDSPDql for 
14 production wells; (b) NQDSPDiw for 11 injection wells; (c) NQDSqo for 14 production wells. Note: Application 1 
assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, and Application 2 considers 128 
Objective Functions consisting in the traditional and proposed ones. 
 
This analysis indicated that a comparison based only on the history period is 
insufficient. Therefore, in the next sections, we explore forecast data available for the 
benchmarking case. 
2.4.2 Transition from history to forecast period 
During the history period, the water injection rate is a target for the injection wells 
in the simulation. We expect scenarios very close to the reference data in this period. 
Nevertheless, the transition to the forecast period (Figure 2.9-a) shows fluctuations in the field 
rate when compared to the reference data. Application 2, including the additional OFs (in 
brown), provides less fluctuations and smother transition than Application 1.  
 
  
(a) (b) 
Figure 2.9. Distinct field behaviour observed for the final scenarios of the Application 1 (in green) and the Application 2 
(in brown) including the history period (4 018 days) added to 5 years of production forecast: (a) Field water injection 
rate with smaller fluctuation in the transition for the final scenarios of the application that considers additional OFs; (b) 
Reservoir average pressure with a bias for both application in most of the history period, but Application 2 scenarios 
with better forecast and larger variability. Note: Application 1 assimilates 64 Objective Functions traditionally applied 
in the IDLHC methodology, and Application 2 considers 128 Objective Functions consisting of the traditional and 
proposed ones. 
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The average reservoir pressure (Figure 2.9-b) presents a bias for both applications 
in most of the history period: all the scenarios have reservoir pressure below the reference, and 
limited variability is observed. This is related to the fact that the initial liquid volume in place 
(oil and water) of the scenarios are smaller than the reference model (between 87-92% and 88-
97% for Applications 1 and 2, respectively). Some scenarios of Application 2 are closer to the 
reference pressure at the end of the history period and it is closer to the reference in the 5-year 
forecast period (5 843 days of production). Note that the reservoir (and well) pressure is above 
the bubble point (around 210.03 kgf/cm2), justifying the omission of the OFs related to gas 
production rate. 
These results indicate that adding the OF groups related to Productivity Deviation 
and Breakthrough Deviation has the potential to limit oscillatory behaviour and improve the 
transition between history and forecast periods. 
2.4.3 Forecast period 
We use risk curves to evaluate the field forecast behaviour (Figure 2.10). In these 
curves, the cumulative oil production is plotted with the cumulative relative frequency observed 
in the 450 scenarios. Further than the two applications, we also plot the cumulative oil 
production for the first iteration (in grey) where all the uncertain attributes are in uniform prior 
distribution and the value of the reference model (black dotted line).  
The three forecast period selected (one, five, and 19 years) show more scenarios 
closer to the reference value for Application 2. These graphs support that the inclusion of the 
new OFs has the potential to positively influence the predictability of field behaviour.  
 
   
(a) (b) (c) 
Figure 2.10. Forecast period, risk curves for the scenarios of iteration 1 and iteration 8 for the two Applications for: (a) 
1 year; (b) 5 years and (c) 19 years. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the 
IDLHC methodology, and Application 2 considers 128 Objective Functions consisting in the traditional and proposed 
ones. 
 
In the next sections, some OFs illustrate the results in terms of well behaviour, individually. 
45 
 
 
 
2.4.4 Breakthrough Deviation 
The assimilation of NQDSBD in Application 2 leads to the improvement of the 
breakthrough time of the scenarios for most wells. From the analysis of the importance of the 
OFs groups assimilated in the application (Appendix 2.A), Breakthrough Deviation was the 
additional OF group that contributed the most in the Application 2. Figure 2.11 shows the water 
production rate, NQDSqw and NQDSBD for the well PROD024A. Application 2 presents smaller 
breakthrough deviation than Application 1. In addition, the water rate of Application 2 is closer 
to the reference when compared to Application 1.  
   
(a) (b) (c) 
Figure 2.11. Well PROD024A: (a) Water production rate for the 450 scenarios of both applications in the history period; 
(b) Indicative of better NQDSqw for Application 2; (c) NQDSBD of the well PROD024A revealing an improvement in the 
BD, but still with a significant mismatch. Note: Application 1 assimilates 64 Objective Functions traditionally applied in 
the IDLHC methodology, and Application 2 considers 128 Objective Functions consisting of the traditional and 
proposed ones. 
Water production of the well NA3D (Figure 2.12-a) indicates that neither water rate 
nor breakthrough time matches the historical data for both applications. The inclusion of the 
NQDSBD in the process was not sufficient to adjust the water breakthrough time (Figure 2.12-
b) and, for some scenarios, lead to a worse water rate production (Figure 2.12-c). In fact, the 
parameterisation is limited to the regional multipliers and this result indicates the need for 
adding different uncertain parameters, for example, flow barriers with uncertain 
transmissibility. 
 
 
 
(a) (b) (c) 
Figure 2.12. Well NA3D: (a) Water production rate for 450 scenarios of each application; (b) NQDSBD revealing large 
mismatch for all scenarios of both applications; (c) NQDSqw with some scenarios in the same range for both 
applications. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
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Therefore, a benefit of the additional OFs is to assist the identification of limitations 
in the reservoir parameterisation defined. The analysis of these extra indicators of reservoir 
quality can be useful when reviewing the reservoir parameterisation by supplying 
supplementary information to the scenarios’ diagnostics, identifying unnoticed problems in the 
traditional approach. 
2.4.5 Productivity Deviation 
With the implementation of NQDSPD, we observe an improvement in the transition 
from history to forecast periods for several wells as expected from the field results (Figure 2.9). 
The objective functions related to water injection rate and liquid production rate have higher 
impact in the history matching process. In Appendix 2.A, we show that these OFs groups are 
used to update a higher number of uncertain attributes when compared to NQDSPDppbh or 
NQDSPDpibh. The justification for this behaviour refers to the definition of Productivity 
Deviation setup, which has BHP define as a boundary condition to the last time step (target 
informed to the simulator). We select as example production well (NA3D) and injection well 
(INJ015) to exemplify the positive impact of the assimilation of the additional OFs. 
Figure 2.13-a presents BHP for the well NA3D during history and forecast periods 
with a total of 5 844 days (5 years of forecasting). The plots NQDSppbh and NQDSPDppbh (Figure 
2.13-b and -c) highlight pressure of the well closer to the reference (Application 2) data and 
with more variability around the history pressure than Application 1. In this sense, the scenarios 
of Application 2 are considered better conditioned than those in Application 1 for the OFs 
analysed. Jointly, these graphs provide evidence that scenarios with smaller indicators of 
Productivity Deviation provide better forecast behaviour.  
 
   
(a) (b) (c) 
Figure 2.13. Well NA3D: (a) Bottom hole pressure of well NA3D with history data and 5 years of forecast (total 5 844 
days), (b) NQDSppbh and (c) NQDSPDppbh highlighting the differences between the applications. Note: Application 1 
assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, and Application 2 considers 128 
Objective Functions consisting of the traditional and proposed ones. 
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The transition of water injection between history and forecast period improved for 
several wells. The injection rate for well INJ015 (Figure 2.14-a) and its corresponding 
NQDSPDiw (Figure 2.14-b) are examples of better conditioning of scenarios in the transition. 
 
 
(a) (b) 
Figure 2.14. Well INJ015: (a) Water injection rate of well with history data and 5 years of forecast (total 5 844 days), (b) 
NQDSPDiw highlighting the fluctuations in the last point of the history data simulated with forecast conditions. NQDSiw 
omitted because all scenarios matched the history data. Note: Application 1 assimilates 64 Objective Functions 
traditionally applied in the IDLHC methodology, and Application 2 considers 128 Objective Functions consisting in the 
traditional and proposed ones. 
2.4.6 Detailing some OFs with poorer match 
We also observe some objective functions with higher misfit for Application 2 than 
for Application 1. For these OFs, the addition of the unconventional OFs is not beneficial.  
 
 
 
(a) (b) (c) 
Figure 2.15. Well PROD023A – (a) Bottom hole pressure of well with history data and 5 years of forecast (total of 5 844 
days); (b) NQDSppbh showing the scenarios of Application 2 (in brown) limited to models with higher-pressure levels 
than the reference; meanwhile, Application 1 (in green) has more scenarios in the range [-10, +10]; (c) NQDSPDppbh 
showing that the assimilation of additional OFs is not beneficial for some OFs. Note: Application 1 assimilates 64 
Objective Functions traditionally applied in the IDLHC methodology, and Application 2 considers 128 Objective 
Functions consisting of the traditional and proposed ones. 
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In our example, we explore the OFs of the well PROD023A. We detail this analysis 
from the bottom hole pressure for the history and 5-years forecast period (Figure 2.15-a). 
Highlighted by the NQDS plots (Figure 2.15-b and -c), the scenarios of Application 2 are 
limited to scenarios with higher-pressure levels than the reference. At the same time, 
Application 1 presents scenarios with higher variability, including scenarios with lower 
pressure values and closer to the reference. 
The mkz of the region 12 influences only the NQDSppbh well PROD023A in the 
Application 1 (Figure 2.16) but 6 OFS in the Application 2 (NQDSppbh, NQDSPDppbh of the well 
PRD023A and NQDSPDql of the wells PROD023A, PROD024A and PROD025A, Figure 2.17). 
For the second application, in order to provide a better match for NQDSPDql PROD025A, this 
uncertain attribute is updated in a detrimental manner from the perspective of the other OFs.  
We investigate this effect through the correlation matrix, identifying the 
relationship between uncertain attributes and OFs. In the IDLHC methodology (Figure 2.3, 
STEP 6.1), the correlation matrix with the cut-off Rc captures this relationship for each of the 8 
iterations. The number of iterations that a given OF is correlated to an uncertain attribute is 
added up and presented in two plots: Figure 2.16 and Figure 2.17 consider traditional and 
additional OFs, respectively. Each line corresponds to an uncertain attribute. In Figure 2.16, the 
R12 line corresponds to region 12. White colour means that the correlation coefficient is lower 
than the cut-off Rc in any iteration. Black colour means that the correlation is higher than the 
cut-off Rc in all the 8 iterations. The transitional colours correspond to intermediate values 
between 0 and 8 iterations.  
The groups of the 64 conventional (Figure 2.16) and additional OFs (NQDSBD and 
NQDSPD – Figure 2.17) are plotted in the matrix with the uncertain attributes. Our focus is on 
the behaviour of the objective functions influenced by mkz (R12), marked with vertical lines in 
the plots. The analysis of the attribute mkz (R12) is direct because the only conventional OF 
correlated to it is the NQDSppbh-PROD023A. Figure 2.16 is built with data from Application 1. 
The attributes for vertical permeability multiplier (mkz) of region 12 are marked with a 
horizontal line because it influences the NQDSppbh-PROD023A. Because Application 2 has this 
same relationship, we do not present a correlation matrix computed for the additional OFs. 
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Number of iterations with a 
correlation value higher 
than the cut-off Rc  
 
Figure 2.16. Matrix identifying the correlations captured in the 8 iterations for the group of 64 conventional OFs, 
Application 1. Black colour means that the correlation was of higher value than the cut-off Rc in all the 8 iterations. 
White color means that the correlation coefficient is lower than the cut-off Rc in any iteration. The transitional colours 
correspond to intermediate values between 0 and 8 iterations, as presented by the legend. The blue lines highlight the 
intersection between attributes and OFs mentioned in the text. 
For Application 2, the NQDSPDppbh of the well PROD023A (Figure 2.15) is 
highlighted together with the other OFs influenced by this attribute (vertical lines).  
 
Number of iterations with a 
correlation value higher 
than the cut-off Rc  
 
Figure 2.17. Matrix identifying the correlations captured in the 8 iterations for the NQDSPD and NQDSBD objective 
functions, Application 2. Black color means that the correlation was of higher value than the cut-off Rc in all the 8 
iterations. White colour means that the correlation coefficient is lower than the cut-off Rc in any iteration. The 
transitional colours correspond to intermediate values between 0 and 8 iterations, as presented by the legend. The 
blue lines highlight the intersection between attributes and OFs mentioned in the text. 
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We observe that the NQDSPDql of the well PROD025A (Figure 2.18-a and -b) is 
closer to the reference in Application 2.  
  
(a) (b) 
Figure 2.18. The attribute mkz (R12) influences the NQDSPDql of the well PROD025A – (a) Liquid production rate in the 
history period for both applications highlighting the ranges of productivity deviation in the last history time step; (b) 
NQDSPDql of the well PROD025A highlighting smaller fluctuation in the transition between history and forecast period 
for Application 2 than for Application 1. Note: Application 1 assimilates 64 Objective Functions traditionally applied in 
the IDLHC methodology, and Application 2 considers 128 Objective Functions consisting of the traditional and 
proposed ones. 
 
We also present the final distribution of the attribute mkz of region 12 (Figure 2.19). 
On the one hand, Application 1 (in green) presents a higher number of levels (variability) as 
well as higher multiplier values. On the other hand, Application 2 distribution (in brown) is 
concentrated to fewer levels and smaller multipliers (to the left of the x-axis).  
 
Figure 2.19. mkz of Region 12, an attribute correlated to the well PROD023A. Note: Application 1 assimilates 64 
Objective Functions traditionally applied in the IDLHC methodology, and Application 2 considers 128 Objective 
Functions consisting in the traditional and proposed ones. 
 
This attribute contributed to the behaviour described for this OF: smaller kz leads 
to a BHP closer to the reference for PROD025A (the scenarios in Application 1 have lower 
pressure when compared to Application 2 and the history data). Therefore, NQDSql for this well 
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is smaller (Figure 2.18) because the liquid production rate of several scenarios does not 
diminish as much as in Application 1 to honour the informed pressure.  
To summarise this example explaining why some OFs presented poorer match in 
Application 2, this uncertain attribute (mkz R12) influences traditional and additional OFs 
(NQDSppbh, NQDSPDppbh and NQDSPDql). In order to provide a better match for the NQDSPDql-
PROD025A, the pdf concentrates in some levels but is detrimental to other OFs (NQDSppbh and 
NQDSPDppbh of PROD023A).  
This result indicates that with a large number of OFs assimilated, and a large 
number of uncertain attributes to update, the relationships between OFs and attributes increases 
the challenge to match the dynamic behaviour and all OFs assimilated.  
2.5 Conclusions 
We evaluated the impact of gathering and considering additional information from 
the dynamic data series in the History Matching (HM) performance. We presented a deep 
analysis of the assimilation of dynamic data series in an unconventional way, which is based 
on splitting the available historic time-series into more Objective Functions (OFs), detaching 
relevant events observed in the historical data. The OFs included measuring the Breakthrough 
Deviation (BD) and Productivity Deviation (PD).   
We proposed an adaptation for the calculation of the additional objective function 
called Productivity Deviation (PD), which only uses information from the history data. It 
changes the information provided to the simulator from liquid production or water injection rate 
to bottom hole pressure.  
Two applications show different field and well behaviour in the scenarios of the last 
iteration of the history matching process. The main identified advantages of the unconventional 
OFs in the HM matching process for this study case were: 
 Smoother transition between history and forecast periods for field data; 
 Water breakthrough time closer to the reference data for several wells and scenarios; 
 Additional indicators of quality of the reservoir model to support the review of 
parameterisation: revealing problems in scenarios unnoticed by applying only the 
traditional OFs; 
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 Final scenarios with better predictability behaviour of the field in short (1-year), mid (5-
years) and long (19-years) term. 
Nevertheless, when considering the additional OFs, we observed a situation with 
traditional OF groups, presenting more distant scenarios from the history data. In fact, the HM 
problem becomes more complex to solve with the additional OFs because of the uncertain 
attributes considered influence more the OFs. In order to accommodate these additional OFs in 
the HM process, some traditional OFs result in a higher mismatch.  
The improved predictability of the simulation scenarios indicates that a superior 
performance of HM process is possible by splitting the available dynamic data. At the same 
time, the evidence shown in this paper encourages the continuous improvement of HM 
methodologies and new approaches of data assimilation, which are able to accommodate a 
higher number of uncertain attributes and OFs. 
Nomenclature – Article 1 
BD Breakthrough Deviation 
BHP Bottom Hole Pressure 
DLHC Discrete Latin Hypercube 
HM History Matching  
IDLHC Iterative Discrete Latin Hypercube 
Itermax Maximal number of iterations in IDLHC 
iw water injection rate 
NQD Normalised Quadratic Deviation 
NQDS Normalised Quadratic Deviation with Sign 
OF Objective Function 
PD Productivity Deviation 
pdf probability density function 
pibh Bottom hole pressure of injection wells 
ppbh Bottom hole pressure of production wells 
qo Oil production rate 
qw Water production rate 
Rc Cut-off to the coefficients of the correlation matrix  
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Appendix 2.A: Analysis of the importance of OF groups 
The graphics below present all the objective functions displayed in groups 
according to the respective type of production data and application (Application 1 in green, 
Application 2 in brown). The bar’s height represents the number of attributes that a given OF 
was selected to update uncertain attributes during all iterations. A horizontal line with the mean 
of all wells supports the differentiation between the two applications. Note that OFs from Figure 
2.20, 2.21 and 2.22-a are assimilated in both Applications, but from Figure 2.22-c, 2.23 and 
2.24, only in the Application 2.2. Also, the plots are on the same scale in the y-axis. 
NQDS for oil and water rate (Figure 2.20-a and -b) have similar importance along 
with the wells, with a slight difference in the mean values. These plots evidence the 
complementarity between water and oil production when a simulation model is close to or meets 
the target values of the liquid production informed to the simulator.  
  
(a) (b) 
Figure 2.20. The number of attributes that a given OF was selected to update uncertain attributes by well: (a) NQDSqo; 
(b) NQDSqw. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
 
Water injection rate is the boundary condition informed to the simulator in the 
history period, with exception to the last time which the target is set to be BHP. In Figure 2.21-
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a, the mean number of attributes of NQDSiw is higher for Application 2 than for Application 1. 
Nevertheless, NQDSiw does not update more than two uncertain attributes for any well. 
 
  
(a) (b) 
Figure 2.21. The number of attributes that a given OF was selected to update uncertain attributes by well: (a) NQDSiw; 
(b) NQDSpibh. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
 
The mean number of attributes of NQDSppbh is close to 4 for both applications 
(Figure 2.22-a), which indicates similar importance. Figure 2.22-b presents the NQDS of 
Breakthrough Deviation, which has a higher mean of uncertain attributes updated among the 
additional objective functions. 
  
(a) (b) 
Figure 2.22. The number of attributes that a given OF was selected to update uncertain attributes by well: (a) NQDSppbh; 
(b) NQDSBD. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
 
Because in the last time step the BHP is a target for the simulator, NQDSPDql group 
updates more uncertain attributes than NQDSPDppbh, on average. Mismatches related to 
NQDSPDppbh, have too small variability for some wells (for example, PROD024A, RJS019) or 
are uncorrelated with uncertain attributes (for example PROD010).  
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(a) (b) 
Figure 2.23. The number of attributes that a given OF was selected to update uncertain attributes by well: (a) NQDSPDql; 
(b) NQDSPDppbh. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
 
The same reasoning is applicable for PD of water injection and BHP of injectors. 
NQDSiw groups update more attributes than NQDSPDpibh, on average.  
 
  
(a) (b) 
Figure 2.24. The number of attributes that a given OF was selected to update uncertain attributes by well: (a) NQDSPDiw; 
(b) NQDSPDpibh. Note: Application 1 assimilates 64 Objective Functions traditionally applied in the IDLHC methodology, 
and Application 2 considers 128 Objective Functions consisting of the traditional and proposed ones. 
 
This analysis indicates that among the OFs groups added in the history matching 
process, the Breakthrough Deviation was more relevant in the process of updating uncertain 
attributes for the study case applied in this paper.  
Appendix 2.B: Analysis of NQD used as cut 
This section answers a discussion made after the publication of Formentin et al. 
(2019-a): Why does Application 2 (with more objective functions included in the process) has 
results with higher variability than Application 1 (Figure 2.9)? It is a fair question giving the 
intuition that more restrictions in the process lead to stronger restriction of variability.  
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Figure 2.25. Normalised misfit cut used to update the pdf of each of the 39 attributes in each of the iterations for 
Application 1 (Boxplots in green) and Application 2 (Box plots in brown). 
Figure 2.25 shows the normalised misfit selected in STEP 6 of the methodology 
IDLHC (Figures 2.2 and 2.3). The box plots for Application 1 (green) and Application 2 
(brown) are plotted considering the iterations of the process. We note that the medians for 
Application 2 (brown) are systematically higher the ones for Application 1, which provides 
more variability in the selected scenarios to update the pdfs of the attributes. 
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Abstract – Article 2 
Reservoir simulation models incorporate physical laws, reservoir characteristics and production 
strategies. They represent our understanding of sub-surface structures based on the available 
information. Emulators are statistical representations of simulation models behaviour, offering 
fast evaluations of a sufficiently large number of reservoir scenarios, to enable a full uncertainty 
analysis. Bayesian History Matching for Uncertainty Reduction (BHMUR) aims to find the 
range of reservoir scenarios that are consistent with the historical data, to provide a 
comprehensive evaluation of reservoir performance and consistent, unbiased predictions 
incorporating realistic levels of uncertainty, required for full asset management. We proposed 
a systematic approach for uncertainty quantification that combines reservoir simulation and 
emulation techniques within a coherent Bayesian framework for uncertainty quantification. Our 
systematic procedure is an alternative and more rigorous tool for reservoir studies dealing with 
probabilistic uncertainty reduction. It comprises the design of sets of simulation scenarios to 
facilitate the construction of emulators, capable of accurately mimicking the simulator with 
known levels of uncertainty. Emulators can be used to accelerate the steps requiring large 
numbers of evaluations of the input space in order to be valid from a statistical perspective. Via 
implausibility measures, we compare emulated outputs with historical data incorporating major 
process uncertainties. Then, we iteratively identify regions of input parameter space unlikely to 
provide acceptable matches, performing more runs and reconstructing more accurate emulators 
at each wave, an approach that benefits from several efficiency improvements. The procedure 
was applied to reduce uncertainty in a complex reservoir case study with 25 wells, injectors and 
producers. The selection of one scenario as hypothetical reality allowed us to discuss analytical 
and theoretical aspects and to demonstrate the applicability of the procedure for complex 
petroleum reservoirs. The case study contains 26 uncertain attributes representing 
petrophysical, rock-fluid and fluid properties. We selected phases of evaluation considering 
specific events during the reservoir management, improving the efficiency of simulation 
resources use. With 15 waves and 115 valid emulators, we ruled out regions of the search space 
identified as implausible, and what remained was only a small proportion of the initial space 
judged as non-implausible (~10−11%). The systematic procedure showed that uncertainty 
reduction using iterative Bayesian History Matching has the potential to be used in a large class 
of reservoir studies with a high number of uncertain parameters. In this paper, we advance the 
applicability of Bayesian History Matching for Uncertainty Reduction of reservoir studies with 
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two deliveries: (a) a general workflow for systematic BHMUR, and (b) the use of phases to 
progressively evaluate the historical data. 
Keywords: Bayesian History Matching, Uncertainty Reduction, Emulation, Systematic 
Procedure. 
3.1 Introduction 
One of the biggest challenges for the energy industry is how to deal with many 
sources of uncertainty. Reservoir simulation models describe the understanding and 
interpretation of sub-surface structures, incorporating available data and technology. Reservoir 
model calibration is an inverse problem based on historical reservoir data: a high dimensional, 
ill-posed, non-linear problem.  
The ultimate goal of a calibration process is to provide background for well 
informed and efficient decisions. Reservoir calibration can reduce, but not eliminate, the 
uncertainty in calibrated models. Finding the whole class of scenarios capable of representing 
the reservoir historical behaviour is essential as it adds value to an asset by giving a realistic 
evaluation of reservoir performance and consistent predictions with corresponding 
uncertainties. Calibrated models drive, for example, recovery strategies optimisation and risk 
quantification. 
Multiple possible solutions are inherent in inverse problems for imperfect models 
possessing a large number of uncertain attributes (inputs) and outputs (production data observed 
with uncertainty). Advanced calibration techniques have been developed and applied in the 
energy industry referred to as History Matching (Oliver and Chen 2011, Oliver et al. 2008), 
Data Assimilation (Evensen 2009; Carrassi et al. 2018) and Uncertainty Quantification and 
Reduction (Smith 2014).  
Challenges in the calibration of reservoir models that we address in this study are:  
 Preservation of variability in calibrated models/scenarios while considering several 
sources of uncertainty involved in the calibration process;  
 High dimensional input space implying that a large number of simulator evaluations 
would be required to provide a consistent representation of the uncertainties and for the 
maintenance of geological realism; 
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 Time and resources to evaluate a large number of simulations required in a calibration 
process (i.e. ideally an exhaustive assessment of all possible scenarios would be made); 
 High dimensional output space requiring advanced analytic techniques to suitably 
capture patterns, trends, and associations of data with diverse characteristics. 
Craig et al. (1995) made significant progress in this area by formulating an 
alternative calibration technique, combining simulation models and emulators under a Bayesian 
framework, referred to as Bayesian History Matching. The originality of this approach is seen 
in the identification of the whole range of solutions which are concurrently compatible with the 
historical reservoir performance, given major sources of uncertainty such as observation error 
and model discrepancy. 
This class of technique was originally referred to Bayesian because Craig et al. 
(1995) used Bayes linear strategies to update emulator models using simulator output data. We 
qualify the procedures developed in this article as Bayesian mainly for (a) the uncertainty 
quantification, which is based on prior knowledge about the model and process characteristics, 
and (b) the uncertain nature of the reservoir parameters, attributed to our lack of knowledge 
about the subsurface (in contrast to a random process, as in a frequentist approach). Despite not 
using the Bayes theorem directly to update the attributes, we keep the traditional nomenclature 
for inverse problems in the petroleum industry with a brief reformulation: we highlight the main 
objective of this class of calibration process, building the term Bayesian History Matching for 
Uncertainty Reduction.  
A central element of the BHMUR approach is the combination of simulation 
models and emulators. We summarise their main features in Table 3.1 and follow with 
additional definitions. 
Table 3.1. Main characteristics of simulation models and emulators which are central 
elements of the Bayesian History Matching approach. 
 Simulation models Emulators 
Definition Numerical representation of the reservoir Statistic approximations of simulation models 
State 
Physical laws, reservoir structure, sub-surface 
understanding 
Mathematical models, statistical principles, data 
structure 
Cost Expensive evaluation of scenarios Fast evaluations of large numbers of scenarios 
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 Data set consists of several possible reservoir model scenarios (inputs) and the 
corresponding quantities of interest (outputs); the scenarios are sampled in order to cover 
the input parameter space; 
 Training data set is a data set used to construct emulators (e.g. select active variables 
and fit the statistical model); in this study, training data are plotted in red and orange; 
 Testing data set is an independent data set applied to validate and select concurrent 
emulators constructed with the training set for a given quantity of interest; plotted in light 
and dark blue. 
3.1.1 Bayesian History Matching 
A fundamental characteristic distinguishes Bayesian History Matching for 
Uncertainty Reduction (BHMUR) approaches from other calibration techniques. To find the 
whole range of solutions for the calibration problem, the focus under a BHMUR is on the 
following question:  
Which parts of the input space are unlikely to lead to acceptable fits between the 
model outputs and historical data? 
From a practical perspective, the rationale for solving the inverse problem is 
reformulated. We look for what is not the solution to the problem in order to rule this part out 
of the input space and identify appropriate solutions. This process is far more effective than 
directly looking for good solutions as often large regions of the input space can be ruled out by 
considering only small numbers of outputs. 
The core strategy of this approach relies on three elements (Figure 3.1). Firstly, a 
restricted number of scenarios is carefully sampled from the search space of interest (the input 
parameter space formed from the uncertain attributes). In Figure 3.1.a, a sample of scenarios 
from a search space of two dimensions (uncertain attributes named ϕ and 𝑘𝑟) is illustrated via 
a pair plot. 
Using the reservoir simulator, we evaluate the sample set to acquire outcomes 
corresponding to measurable physical quantities (e.g. pressure and production rates). These 
outcomes are usually called quantities of interest or reservoir outcomes. We construct emulators 
(Figure 3.1.b) based on the data set from the simulated samples by applying appropriate 
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statistical techniques. Because emulators are fast, a large number of scenarios can then be 
evaluated, allowing exhaustive exploration of the search space. 
 
 
Figure 3.1. Three essential elements for model calibration through the Bayesian History Matching approach – (a) 
Sample the uncertain attributes evaluated with simulators; (b) Construct emulators able to compute expectation and 
uncertainty values and to quickly evaluate new scenarios; (c) Compute the implausibility measure to identify which 
parts of the input space are unlikely to lead to acceptable fits. Each iteration is a wave and refocuses the search space 
on non-implausible regions. 
 
The implausibility measure (Figure 3.1.c) examines the difference between the 
historical value and the expected outcome from the emulator, compared to all the major 
uncertainties that arise: from using the emulator as a representation of the simulator, from using 
the measurement data to represent the real data and from using the reservoir model to represent 
the real physical reservoir. The implausibility measure is important because it identifies which 
parts of the input space are unlikely to lead to acceptable fits (i.e. the implausible regions) and 
answers the question stated above. We rule out regions of the search space identified as 
implausible, and what remains is only the proportion of the original space currently judged as 
non-implausible. Because a large number of scenarios are evaluated via the emulator, we can 
draw detailed images of the implausible regions projected into two-dimensional subspaces, 
referred to as implausibility pairs plots (red, Figure 3.1.c). 
An iterative process is implemented in order to narrow the search space 
sequentially. A new wave refocuses the search space on the current non-implausible regions 
(green, Figure 3.1.c), from where a limited number of carefully designed scenarios is sampled. 
This data set is used to construct additional and more accurate emulators leading to further 
space reduction. The iterative process through waves sequentially discard regions of the input 
space, continually refocusing our search on the regions judged as non-implausible (Vernon et 
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al. 2018; Williamson et al. 2017). Jointly, the three elements of Figure 3.1 are able to mimic 
complex data structures with simple emulators in a reliable way. 
The motivation for exploring this approach in the context of petroleum reservoirs 
includes: (a) efficient use of simulation and associated computational cost; (b) extensive 
exploration of reservoir scenarios to secure the representativeness of the whole class of models 
capable of describing the reservoir historical data; (c) integration of diverse sources of 
uncertainty coming from observed data and an imperfect simulation model; and (d) qualitative 
and quantitative insights about the reservoir description and performance. 
BHMUR has been successfully employed across a diverse set of scientific domains, 
e.g. galaxy formation (Vernon et al. 2010), petroleum engineering (Moreno et al. 2018; Ferreira 
et al. 2014), climate modelling (Williamson et al. 2017) and system biology (Vernon et al. 
2018). The main challenges for the application of BHMUR for reservoir models remain in (a) 
high dimensionality of inputs (e.g. spatial uncertain attributes linked to porosity, permeability 
and facies maps) and outputs (several observed measures to be used in the calibration process); 
(b) identification of structures, dependency and interdependency in data sets; (c) modelling 
structures of discrepancy between reservoir models and the real reservoir; and (d) time to 
evaluate scenarios through simulation. 
3.1.2 Objective 
We aim to advance the applicability of Bayesian History Matching for Uncertainty 
Reduction (BHMUR) in reservoir studies by offering: 
 A systematic workflow to structure BHMUR techniques. The workflow is designed to 
(a) scale-up to high dimensional input and output data, (b) secure flexibility on combining 
diverse emulation techniques, and (c) perform stages automatically, centring users’ focus 
on analysis and synthesis; 
 Phases of evaluation which split historical data into physically meaningful periods to 
gradually introduce data into the analysis to take advantage of information from early 
time; 
This work focuses on the development of methodology. In Part I, we focus on the 
general workflow and the results of its application. In Part II (Formentin et al. 2020-b), we 
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expand four additional parts of the work implemented in the general workflow and relevant for 
BHMUR applications. 
We apply our procedures in a case study to discuss analytical aspects and to 
demonstrate its applicability for the analysis of petroleum reservoirs. This case study considers 
(a) 26 uncertain reservoir attributes, (b) 25 active wells and (c) 4018 days of historical data. 
The hypothetical reality is one of the combinations of the uncertain attributes considered. The 
aim is to test the potential of the procedure for a complex reservoir model under a controlled 
situation while illustrating the main steps of the methodologies developed. The consideration 
of a hypothetical reality is an important stage to ground more advanced studies, contemplating 
real observed data and inherent discrepancies between reservoir model and real physical 
reservoirs. 
3.2 Statistical Methodology 
We now introduce the standard form of Bayesian History Matching for Uncertainty 
Reduction (BHMUR), as described by Vernon et al. (2018). This framework is then extended 
by the incorporation of two-class emulators to address specific structures in reservoir data sets 
(developed in Formentin et al. 2020-b) and subsequently by the use of phases of evaluation. We 
provide background information for the applied statistical models and emulator validation. 
3.2.1 Formulation of Bayesian History Matching for Uncertainty Reduction 
Measurable quantities from the real reservoir are denoted by the vector 𝑧 (e.g. well 
pressure in a given time). They result from the sum between the corresponding 𝑦 quantities 
from the real physical reservoir and observational errors 𝑒 (Equation 3.1). Sources of 
observational errors depend on field's well surveillance programme and the measurement 
process in place, including (a) equipment calibration (random and systematic types); (b) 
chemical analysis for gas-oil-ratio; (c) apportionment of field production to well production and 
production testing, and (d) data manipulation. 
 
𝑧 = 𝑦 + 𝑒 (3.1) 
 
The reservoir simulation model computes a corresponding vector of quantities via 
a function f of x, where x is a vector of input parameter values representing a reservoir scenario 
65 
 
 
 
(i.e. a combination of the uncertain attributes). We represent the difference between the real 
reservoir and the reservoir model as the model discrepancy term ϵ. Equation 3.2 indicates that 
even evaluating the most appropriate scenario x* through f(x*), there is a difference ϵ between 
the reservoir model and the real reservoir (Vernon et al. 2010).  
 
𝑦 = 𝑓(𝑥∗) + 𝜖 (3.2) 
 
The model discrepancy arises, for example, from simplifications in physical laws 
modelling the phenomena in place (e.g. multi-phase flow in porous media), reservoir conditions 
and characteristics.  
As an example, the case study described in the Section 3.3.1. Definition of the case 
study has x* as the hypothetical reality, which is a vector of known uncertain attributes. In real 
applications, x* is undefined: it is very unlikely that a simulation model perfectly represents the 
real field behaviour. Each element 𝑖 = 1,… , 𝑞 of the vector 𝑓(𝑥) corresponds to measurable 
quantities of interest of the reservoir and is defined as 𝑓𝑖(𝑥). 
Emulators 𝑓∗(𝑥) are statistical approximations of simulation models. 
They offer fast evaluations of sufficiently large numbers of scenarios from the input 
space and enable a full uncertainty analysis (Vernon et al. 2010; Craig et al. 1997; Craig et al. 
1995). For any input scenario, an emulator provides a mean and distribution describing how 
close it is likely to be to the simulator output. The expected outcome is a plausible interpolation 
(or extrapolation) of the training data. The distribution around the mean is a reasonable 
expression of emulator uncertainty (O’Hagan 2004). Distinct from simulators, emulators do not 
directly incorporate reservoir conditions, characteristics or physical laws. Table 3.1 summarised 
complementary characteristics between simulators and emulators. 
We employ an implausibility measure to describe which parts of the input space are 
unlikely to lead to acceptable fits between the model output and observed data. Equation 3.3 
standardises the difference between the emulator expectation 𝐸(𝑓𝑖
∗(𝑥)) conditioned to the 
observed data for the -ith considered output and corresponding historical data 𝑧𝑖 by all 
uncertainties identified in the process. They are expressed in terms of the variance of the 
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emulator 𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)), the variance of model discrepancy 𝑉𝑎𝑟(𝜖𝑖) and the variance of the 
observation error 𝑉𝑎𝑟(𝑒𝑖). 
 
𝐼𝑖(𝑥) =  √
[𝐸 (𝑓𝑖
∗(𝑥)) − 𝑧𝑖]
2
𝑉𝑎𝑟 (𝑓𝑖
∗(𝑥)) + 𝑉𝑎𝑟(𝜖𝑖) + 𝑉𝑎𝑟(𝑒𝑖)
 (3.3) 
 
For each scenario 𝑥, the implausibility measures 𝐼𝑖(𝑥) calculated from each output 
emulated, 𝑖 ∈ [1, 𝑞], can be combined in various ways. Among the diverse possibilities, the 
first, second or third maximal implausibility can be selected, depending on the number of 
emulators and the understanding about the uncertainties in the calibration process. In this 
application, we use the maximal implausibility as in Equation 3.4. Alternative options are 
discussed by Vernon et al. (2010). 
 
𝐼𝑀(𝑥) =  𝑚𝑎𝑥
𝑖∈𝑄
𝐼𝑖(𝑥) (3.4) 
 
In parallel, the cut-off 𝜔 addresses an assessment about the appropriateness of the 
assumptions made to compute implausibility and the associated mean distribution of 𝐼𝑀. 
Pukelsheim (1994) states that for all continuous unimodal distributions (e.g. normal, double 
exponential, chi-squared, t, lognormal) with moments (e.g. expected value and variance), it 
holds that 95% coverage is obtained within 2.98 standard deviations from the mean. Vernon et 
al. (2010) applied the three-sigma rule for the individual univariate implausibility measure 𝐼𝑖. 
We defined for our application an implausibility cut-off 𝜔 = 3 considering that the assumptions 
of continuity and unimodality are also reasonable for the distribution of 𝐼𝑀. The cut-off 𝜔 
defines a boundary at each iteration or wave, to label regions of the search space as either: 
 Implausible scenarios when 𝐼𝑀(𝑥) > 𝜔, specifying that the combination of inputs 𝑥 is 
unlike to lead to acceptable fits, i.e. the scenario response is sufficiently far from the 
historical data to be ruled out from the search space; 
 Non-implausible scenarios when 𝐼𝑀(𝑥) ≤ 𝜔, which result from a good fit to historical 
data (the numerator in Equation 3.3), or high variance of 𝑓𝑖(𝑥), 𝜖𝑖 or/and 𝑒𝑖 (denominator 
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of Equation 3.3). A high emulator variance can be resolved in later waves, where more 
accurate emulators are constructed. 
Continuous quantities of interest are traditionally modelled using an emulator given 
in Equation 3.5. Active variables xAi are a subset of inputs selected as the most influential for 
a given quantity of interest 𝑖. We need to select a subset of variables as active because complex 
systems have a large number of uncertain attributes, but a smaller number of them are usually 
responsible for the larger variability of the simulator output. We discuss the choice of active 
variables in Section 3.3.4 (see STEP 10). They are used to construct the corresponding 
emulator:  
 
𝑓𝑖
∗(𝑥) =  ∑𝛽𝑖𝑗𝑔𝑖𝑗(𝑥𝐴𝑖) + 𝑢𝑖(𝑥𝐴𝑖) + 𝑤𝑖(𝑥)
𝑗
 
(3.5) 
 
The first term is a regression term, where 𝑔𝑖𝑗 are known deterministic functions of 
the active variables 𝑥𝐴𝑖 and 𝛽𝑖𝑗 are unknown scalar regression coefficients. A common choice 
is low order polynomials, e.g. a regression with first and second order, and interaction terms 
(Vernon et al. 2018). The other terms, 𝑢𝑖(𝑥𝐴𝑖) is a Gaussian process over 𝑥𝐴𝑖 and its associated 
nugget 𝑤𝑖(𝑥), which is related to the fact that only a sub-set of uncertain attributes is included 
in the emulator as active variables. 
Choosing appropriate statistical models to construct emulators is a strategical step 
while performing Bayesian History Matching for Uncertainty Reduction (BHMUR). The 
choice of emulator models can influence computational effort required, number of waves and, 
ultimately, the quality of the resulting calibrated model. Their performance to properly mimic 
simulators also depends on the size, dimensionality, quality and nature of the data used. 
In our analysis, we identified two categories of quantities of interest: continuous 
and binary, the latter having not been previously employed in a BHMUR setting. Concurrently, 
we choose algorithms capable of modelling them: regression and two-class classification 
models. Here, we recall some features of statistical models for continuous quantities of interest; 
in Part II (Formentin et al. 2020-b), we develop the background for two class-emulation and 
two-class patterns identified in reservoir engineering. 
Indicators for diagnostics support the analysis and validation of emulators. Table 
3.2 summarises the main features of selected indicators. Combined, they assess emulators for 
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the continuous and binary quantities of interest. We expand the description for information 
index, credible interval diagnostics, positive and negative predictive value in Part II (Formentin 
et al. 2020-b). For further information about adjusted-𝑅2 and Normalised Root Mean Square 
Error (RMSE𝑛) for validation of emulators, we recommend Moreno et al. (2018). Other 
indicators can be used when simulating a test set is not affordable (e.g. leave-one-out 
diagnostics). For more details, see Bastos and O’Hagan (2009). 
Table 3.2. Summary of selected indicators - their combination enables to evaluate and select 
emulators for continuous and two-class quantities of interest in a comprehensive way. 
Additional information in Formentin et al. (2020-b). 
Indicator Set Quantity of interest Description 
Information index (D𝑖𝑛𝑓𝑜) Training & test Continuous & binary 
The proportion of scenarios expected to be 
implausible 
Credible Interval Diagnostics (D𝐶𝐼) Training & test Continuous 
The proportion of scenarios for which 
simulation outcome is covered by the 
emulator credible interval 
Positive Predictive Value (PPV) Training & test Binary 
The proportion of implausible scenarios 
correctly classified 
Negative Predictive Value (NPV) Training & test Binary 
The proportion of non-implausible scenarios 
correctly classified 
Adjusted-𝑅2 Training Continuous 
The proportion of the variance of the output 
explained by the regression 
RMSE𝑛 Test Continuous Normalised Root Mean square Error 
 
At this point, we highlight the four safeguards in favour of an appropriate level of 
uncertainty reduction under the BHMUR formulation. Firstly, the implausibility measure 
accounts for all sources of uncertainties present in the calibration process, including uncertainty 
about the model to represent the real physical reservoir. Secondly, the emulators are diagnosed 
and validated under quality criteria that avoid overconfident emulators to be applied in the 
implausibility analysis. Thirdly, the combination of implausibility from different emulators for 
the same scenario considers the number of emulators and our understanding of the uncertainties 
in the calibration process. Finally, the cut-off (𝜔) addresses an assessment about the 
appropriateness of the assumptions made to compute implausibility and the associated mean 
distribution of 𝐼𝑀. 
3.3 Description and Application of the Systematic Procedure 
The proposed systematic workflow consists of a sequence of 20 steps collected in 
six groups where simulation and emulation techniques are combined to reduce uncertainty in a 
petroleum reservoir. The main features of the procedure are: (a) repeatability, due to the 
sequential nature of the steps, logically associated; (b) flexibility, since the steps of the high-
level structure are adaptable to project requirements; (c) scalability to higher dimensions, as 
specific steps are planned to accommodate techniques for dimensionality reduction. Several 
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steps are automatable and enable the team to focus on the analysis and synthesis of the project. 
Eleven steps (1 to 4, 7, 8, 12, 15, 17, 18 and 20) concentrate such activities. 
We overview these six groups before detailing the description of the systematic 
workflow (Figure 3.2): 
 Definition of case study: we set the case study by combining our knowledge, information 
and data about the petroleum reservoir, models, uncertainties and observational error in 
historical data; 
 Definition of strategy for Bayesian History Matching for Uncertainty Reduction 
(BHMUR): We plan the data analysis in order to conduct the calibration process 
efficiently. Two objectives are explored: (a) we identify outputs to emulate considering 
data structure, and (b) we select phases of evaluation considering specific events during 
the reservoir management (e.g. wells and field behaviour); 
 Data preparation: We build independent training and test sets of size 𝑚 and 𝑛 scenarios, 
respectively. The test set is used for the selection and validation of emulators; 
nevertheless, the workflow is adaptable to studies which an independent test set is not 
affordable (e.g. simulation cost). The estimation of model discrepancy incorporates the 
uncertainty due to the model being an imperfect representation of the real reservoir. 
Although a full description of the model discrepancy is not the main focus of this paper, 
we demonstrate the impact of a particular form of model inaccuracy related to simulation 
targets; 
 Construct and validate emulators: We select outputs to emulate targeting the most 
informative ones. Complex or simple emulators are constructed as needed. Implausibility 
analysis only considers valid emulators; 
 Evaluation of scenarios and uncertainty reduction: All valid emulators are applied 
simultaneously in order to evaluate scenarios through the implausibility measures; 
 Decision for phase and wave (definitions below): We check the need for a new wave, 
a new phase or both. We anticipate our comments on the criteria that we applied. In STEP 
15, a minimum number of scenarios in the training set 𝜆.𝑚 is required to construct new 
emulators (e.g. 0.5𝑚 scenarios); In STEP 17 ‘Criteria to change phase met?’, we applied 
the minimum proportion of remaining space ruled out with the emulators constructed until 
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a given wave (e.g. D𝑖𝑛𝑓𝑜,𝑀 ≥ 70%). In STEP 18 – ‘Criteria to end calibration met’, we 
defined the criteria that 𝑝ℎ𝑎𝑠𝑒 is the last phase of evaluation. It indicates that our 
uncertainty reduction ends when the last phase is evaluated and when D𝑖𝑛𝑓𝑜,𝑀 < 70%. 
 
Figure 3.2. Systematic workflow for uncertainty reduction applying the Bayesian History Matching approach; six 
groups represent the 20 steps; STEPS 1 to 4, 7, 8, 12, 15, 17, 18 and 20 concentrate activities for analysis and 
synthesis; the test set is independent and optional; each step of this high-level structure can be planned to answer 
requirements specific for a study; new waves require new simulations of scenarios; phases increment the amount of 
historical information considered in the process.  
 
We highlight two core definitions in this systematic procedure: 
 Wave: an iterative portion of the procedure whereby we simulate a limited number of 
scenarios. The corresponding quantities of interest are computed, emulated and used to 
reduce input space. To iterate through waves allows one to sequentially discard regions 
of the input parameter space, refocussing our search on the remaining non-implausible 
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inputs (Vernon et al. 2018). Waves greatly improve the efficiency of the uncertainty 
reduction process; 
 Phase of evaluation (or phase): a distinct period in the historical period which is chosen 
considering reservoir behaviour and operational conditions. Calibrating models through 
phases allows one to (a) gradually incorporate the information available; (b) explore 
distinct relationships between uncertain attributes and reservoir outputs, for example, the 
physical relationships between simulation input and outputs are usually simpler in early 
time, while water breakthrough does not occur; and (c) reduce the computation effort 
spent in simulations. The definition of phases of evaluation require knowledge about the 
physical system to identify key behaviours related to reservoir management. On the 
extremes, a BHMUR strategy would consider each time step having data available or only 
the last time step of the history period. Expert judgement is expected to help 
compromising the arguments (a) to (c) highlighted in this paragraph. In Section 3.3.2, we 
exemplify relevant aspects of reservoir management to consider and Table 3.7 highlights 
the simulation time resulting from adopting phases of evaluation in the procedure. 
To introduce the reader to the conceptual mechanism of waves and phases, we 
propose an illustrative example in Figure 3.3 for the training set. In Wave 1, we have 100 
scenarios simulated until the end of the Phase of evaluation 1. Four valid emulators are 
constructed in this wave. The implausibility analysis of the set result in 18 non-implausible 
scenarios (smaller than 𝜆.𝑚=50). Since D𝑖𝑛𝑓𝑜,𝑀 of Wave 1 is larger than 70%, the criteria in 
STEP 17 is not met yet, we keep evaluating the same Phase 1 and move onto Wave 2. 
 
Figure 3.3. Conceptual mechanism of waves and phases in the systematic procedure – each wave run simulation 
models until a time which is characteristic from the corresponding phase; the size of the initial training set narrows to 
the final size after the consideration of the emulators constructed in each wave; each new wave increments 𝒎 = 𝟏𝟎𝟎 
new simulated scenarios to the final training set of the previous wave; the need for a new phase is defined by the STEP 
17 criteria. 
 
Wave 2 supplements the final training set of Wave 2 with 100 new non-implausible 
scenarios, resulting in an initial training set size of 118 scenarios. They enable the construction 
of two valid emulators, classifying as implausible 103 out of the 118 initial scenarios in Wave 
2. Note that the row ‘number of emulators’ accounts only for emulators constructed in a given 
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wave. The emulators are evaluated cumulatively, meaning that in Wave 2, the total number of 
emulators evaluated is 4 + 2 = 6.  
The same logic of the transition between Wave 1 and 2 applies in the transition 
between Wave 2 and 3, which has an initial training set of 115 scenarios. The two emulators 
constructed in Wave 3 do not rule out a large proportion of the search space (i.e. are not 
informative enough). Then, STEPS 17 and 18 call a new phase of evaluation, bringing in further 
(later in time) outputs for consideration. Wave 4 is the first wave that uses simulations that run 
until the end of Phase 2. Therefore, only 100 scenarios are available for this phase, but 168 is 
the size of the initial training set for Phase 1. The following waves keep a similar logic. 
3.3.1 Definition of the case study 
In STEP 1, the asset team defines a reservoir simulation model representing 
available information (e.g. seismic and well log data) and relevant uncertainties in the reservoir. 
Ranges and distributions define uncertain attributes which we expect to be informative about 
the reservoir behaviour. The uncertainty on these attributes arises, among other things, from 
our lack of knowledge of the sub-surface. 
Uncertain attributes are classified in several ways: (a) uncertain physical properties 
themselves (e.g. rock compressibility, fluid viscosity) or pseudo-properties, which are not the 
actual properties but used to describe relationships between real-world quantities (e.g. effective 
permeability for phases, spatial properties of grid blocks); (b) as independent (e.g. fluid 
properties and rock compressibility) or dependent (e.g. porosity and permeability); (c) 
continuous and discrete (e.g. facies, PVT tables, fault existence).  
Additionally, the asset team can set up the numerical simulator with tuning 
parameters and numerical approximations, among other things, which can have a significant 
impact in simulation time (Avansi et al. 2019), and give rise to additional uncertainties. 
For the application of the proposed procedure, we established a synthetic black-oil 
reservoir model with a known hypothetical reality called HR-82 and based on the benchmarking 
case (Avansi and Schiozer, 2015). We describe the relevant features of HR-82 for this study in 
the main text. The full description is available in Appendix 3.A, where we detail how we defined 
the uncertain attributes. 
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An important feature is a sealing barrier separating the reservoir in two 
compartments (east and west blocks). The production and injection wells are represented by red 
and blue rectangles in Figure 3.4. The reservoir is spatially divided into 13 regions. Given the 
focus of this study, to describe and demonstrate methodological developments, we considered 
uncertain the parameters for regions 6, 8 and 10, leading to a total of 26 parameters, a sufficient 
number for our purposes. We highlight some steps that are planned to enable scalability on the 
number of dimensions (see STEPS 3 and 10).  
 
Figure 3.4. Two-dimensional aerial view of the reservoir model highlighting (1) the three regions considered uncertain, 
(2) the sealing fault diving the reservoir into two compartments, (3) the names of production and injection wells 
associated with local uncertain parameters called well index. 
 
We defined all parameters as continuous and uniformly distributed, and we divide 
the 26 uncertain parameters of Table 3.3 into four classes: 
 Global parameters (first two lines in blue, two uncertainties) influence the whole 
reservoir model; 
 Regional parameters (four lines in green, twelve uncertainties) modify petrophysical 
properties of each the uncertain regions (regions 6, 8 and 10 in this study) with four 
parameters; 
 Sector parameters (three lines in orange, three uncertainties) model attributes of the east 
block; 
 Local parameters (last line in yellow, nine uncertainties) are independent multipliers of 
the Well Index (WI) for the nine wells located in the regions 6, 8 and 10.  
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Table 3.3. Uncertain parameters considered in the case study applied to demonstrate the 
systematic BHMUR procedure – parameters in blue have global influence; in green, regional 
influence (four attributes for each of the three regions); in orange, sector parameters influence 
only the east block; in yellow, local influence in nine wells. Appendix 3.A provides a complete 
description. 
Parameter Description Ranges 
cp Rock compressibility [10, 96] E-6 
ckrw Relative permeability [0.86, 1.28] 
Mphi Porosity multiplier [0.75, 1.25] 
A kx, angular coefficient [0.135, 0.175] 
B kx, linear coefficient [-0.4, 1.1] 
Mkz kz multiplier [0.1, 0.5] 
PVTco,EB Oil compressibility [1.40, 1.62] E-3 
PVTai,EB Oil viscosity related [2.5, 50.0] E-4 
WOCEB Water-Oil-Contact [3169, 3179] 
Wiff Well index factor (9) [0.6, 1.4] 
 
In STEP 2, we select and estimate the error of the historical data. A critical analysis 
of the available data is performed in order to assess the levels of uncertainty in the information 
(see examples of sources of error in the measurement process in the Section 3.2.1. Formulation 
of Bayesian History Matching for Uncertainty Reduction). 
In our application, the historical data of HR-82 is based on a hypothetical reality 
obtained from one of the simulated scenarios. The output from this scenario is noised up by 
adding both random and systematic errors. Table 3.4 presents the corresponding intervals of 
uncertainty in terms of ±3σ, where σ stands for the standard deviations of random or systematic 
portion of errors. Note that both contributions to the error are multiplicative in relation to the 
hypothetical measured data. We compute the corresponding variances of observational error 
𝑉𝑎𝑟(𝑒𝑖) to integrate into the implausibility measures. 
Table 3.4. Error in the historical data. In our case study, it corresponds to the noise added to 
the production data of the hypothetical reality; random and systematic errors are defined in 
terms of three standard deviations and are multiplicative. 
Observed data Random error (±𝟑𝝈𝒛𝒊
𝒓𝒂𝒏) Systematic error (±𝟑𝝈𝒛𝒊
𝒔𝒚𝒔
) 
Liquid production rate (𝑞𝑙) ±0.06 ±0.03 
Water injection rate (𝑖𝑤) ±0.06 ±0.00 
Water production rate (𝑞𝑤) ±0.05 ±0.05 
Bottom-hole pressure of production 
and injection wells (𝑝𝑝𝑏ℎ, 𝑝𝑖𝑏ℎ) 
±0.02 ±0.02 
 
3.3.2 Define the strategy for the BHMUR process 
We dedicate STEPS 3 and 4 to the definition of the strategy for uncertainty 
reduction. These activities are critical (a) to remain efficient in the use of computational 
resources, (b) to enable the dimensional scalability of our proposed workflow, and ultimately 
(c) to succeed in the quantification of uncertainty. 
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In STEP 3, we identify inputs and outputs to emulate, and we assess their 
relationship. 
Firstly, our understanding of reservoir characteristics is used to perform informed 
judgements about physical relationships between outputs and uncertain attributes. This 
assessment avoids the consideration of spurious uncertain attributes as possible active variables 
for constructing emulators for some quantities of interest. For high dimensional case studies, 
we can also take advantage of (a) transformations in data, if coherent with physical laws and 
phenomena in place, background and examples available in Hoaglin et al. (1983), (b) 
supervised and unsupervised statistical learning techniques for dimensionality reduction.  
Secondly, the selection of a sub-group of outputs to be considered during the 
iterative process makes sense for three reasons: (a) a high dimensional output space can be 
available (e.g. well data and seismic surveys) and trying to emulate all of them can be inefficient 
and unnecessary; (b) data quality can be diverse within the set available; (c) the assumption that 
all the quantities are independent is certainly not valid; therefore, the data structure can be 
considered viable for an effective dimensional reduction. For examples of dependency, see 
Fricker (2010). 
We perform an initial evaluation of the appropriate outcomes to emulate. They can 
be of diverse natures, for example, single values (e.g. cumulative or rate at a given time); time 
series (e.g. coefficients of production curves); average values (e.g. average pressure on a given 
period); indicators of misfit between measured and simulated data (e.g. normalised quadratic 
deviation with sign, Almeida et al. (2014)).  
For our case study, we identified inputs considering the sealing fault as the main 
reservoir feature, defining two non-communicating compartments, e.g. it is known that 
properties of the East block do not affect outputs of the West block. Uncertain attributes from 
the east block only influence outputs from wells in this compartment, similarly for west block 
inputs and outputs. Additionally, we assign the uncertain attributes with local impact to outputs 
from their respective wells. Therefore, emulators for outputs from the west block have a 
maximum of 11 active variables (two global, eight regional and one local attributes); in the east 
block, this maximum is ten active variables. 
In STEP 3, as quantities of interest, we have identified average pressure (of 
production ?̅?𝑝𝑏ℎ and injection well ?̅?𝑖𝑏ℎ), water breakthrough time and cumulative quantities 
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(liquid production 𝐿𝑝, water production 𝑊𝑝 and oil production 𝑁𝑝, and water injection 𝑊𝑖) at 
the end of phases of evaluation. We approach the concept of phases in STEP 4. These quantities 
capture the reservoir behaviour related to material balance, communication between wells and 
the start of production of a new fluid phase in the wells (water). The average pressure is 
computed in the period between two consecutive phases of evaluation while the well is active 
(e.g. for Phase 2, the window is between 518 and 1,461 days). In parallel, we derive 
observational error from Table 3.4 corresponds appropriately to these quantities. 
In Table 3.5, we summarise the pre-selected quantities of interest used to construct 
emulators. We explain why and how we emulate some quantities as binary outputs in the 
sections ‘4.2.1 Pattern 1: Simulator targets’ and ‘4.2.2 Pattern 2: Breakthrough Time’ in Part II 
(Formentin et al. 2020-b). 
Table 3.5. Summary of quantities of interest identified in STEP 3, corresponding emulation 
techniques and models. 
Quantities of interest emulated Emulation technique Emulation model 
Cumulative quantities (𝐿𝑝,𝑊𝑖) 
Breakthrough Time (BT) 
Two-class classification 
Logistic regression and  
Linear discriminant analysis  
Average pressure (?̅?𝑝𝑏ℎ, ?̅?𝑖𝑏ℎ) 
Cumulative quantities (𝑊𝑝, 𝑁𝑝) 
Regression Linear and quadratic regression 
 
In STEP 4, we define the phases of evaluation. Phases of evaluation are windows 
in the historical period. They enable exploration of relationships between inputs and outputs 
while considering the evolution of time-based physics governing flow in porous media. Phases 
of evaluation formalise our understanding about temporal changes in the reservoir, for example, 
number of phases flowing, drainage area, recovery mechanism from early to late production 
stages. 
Table 3.6. Characteristics of the five phases of evaluation defined for the case study; the 
window for each phase is from time zero to the one given in days; the plot of field oil 
production rate 𝒒𝒐 versus time illustrates the time window. 
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For the case study, the definition of phases of evaluation considers schedule of 
wells, water breakthrough, maintenance stops and field behaviour. Table 3.6 presents the 
characteristics of the phases and illustrates the corresponding time window in a plot for field 
oil production versus time. 
Additionally, part of the strategy for BHMUR defines (a) how to combine the 
implausibility measure of the valid emulators; (b) the implausibility cut-off; and (c) all other 
design choices and decision statements in the workflow. The first two points depend on the 
stage of the reservoir modelling and calibration processes, the characteristics of the uncertain 
attributes (how much we know we do not know?) among others. For (a) and (b), we applied the 
choices discussed in the Section 3.2 - Statistical Methodology. We discuss the remaining 
choices within the corresponding steps. 
3.3.3 Data preparation 
In STEP 5, the objective is to sample a set of scenarios which is representative of 
the search space. The size of the training set (𝑚) is a compromise between the affordability of 
simulations (e.g. a sample size as small as possible) and the accuracy of emulators (e.g. 
sufficiently large to enable the construction of informative emulators of sufficient accuracy in 
the current wave). In STEP 5.a, we design scenarios for the test set (sample size 𝑛). The test set 
is only used for the selection and validation of emulators. The workflow is adaptable to a 
situation where an independent test set is not affordable. Bastos (2010) describes several design 
possibilities, pointing differences between sampling strategies for training and test sets.  
The specification of the design decision 𝑚 depends on the number of uncertain 
attributes considered, the expected number of active inputs 𝑛𝐴𝑖, the complexity of emulated 
outcomes, and other practical aspects. To balance this decision, we can consider 
(𝑛𝐴𝑖 + 2)(𝑛𝐴𝑖 + 1)/2, which is the minimum number of points necessary to construct a 
quadratic response surface (Busby 2007). We highlight that the use of stepwise forward model 
selection to construct emulators with AIC or BIC criteria (Section 3.3.4) means that the 
limitation of runs never becomes an issue when fitting the linear model.  
For our demonstration, we apply the space filling Latin Hypercube sampling 
technique (via lhs function in R) for generating samples from a multidimensional distribution. 
We defined m = n = 100 scenarios because we can run 100 simulations in parallel in the 
78 
 
 
 
cluster available. It is a reasonable size: the largest number of expected active variables in our 
application is 11, referred to in ‘STEP 3 - Identify inputs and outputs to emulate’.  
STEP 6 and 6.a include the preparation of simulation files, simulation of scenarios 
and extraction of readable files in table format from the simulator. 
In STEP 7, model discrepancy estimates the uncertainty about the simulation model 
in representing the real field (Equation 3.3). Goldstein et al. (2013) distinguish two types of 
model discrepancy: 
 Internal discrepancy: This relates to any aspect of model discrepancy whose magnitude 
we may assess by experiments on the computer simulator. Internal discrepancy analysis 
gives a lower bound on the model discrepancy that we must introduce into our model 
analyses;  
 External discrepancy: This relates to inherent limitations of the modelling process 
embodied in the simulator. There are no experiments on the simulator which may reveal 
this magnitude. It is determined by a combination of expert judgements and statistical 
estimation.  
In reservoir engineering, the model discrepancy arises, for example, from lack of 
sufficient data or techniques to explore it, inaccuracy in reservoir size dimensions, in net-to-
gross calculations, in reservoir architecture, spatial properties, upscaling models, fluid 
properties. After Ringrose and Bentley (2015), the aim in defining model uncertainties is to 
place our models within a framework that can overcome data limitations and personal bias and 
give us a useful way of quantifying forecast uncertainty. The need for considering model 
discrepancy and model error while performing history matching is studied in recent works 
related to petroleum reservoirs (Evensen 2018-a; Evensen 2018-b; Evensen and Eikrem 2018).  
In our case study, we introduce a recurrent component of the model discrepancy 
due to the inherent errors in the liquid and injection rates used as simulation targets. These 
uncertainties arise in real case studies but are often neglected. Here we noised up the 
hypothetical reality outputs to mimic the real-world situation. Figure 3.5 represents this effect: 
error-free (brown line) is the direct outcome from the simulation of the hypothetical reality; 
reference (black dots) is the error-free outcome with independent random and systematic noise 
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added (with characteristics described in Table 3.4); target=ref (blue line) is the outcome of the 
simulation having the reference data as target.  
 
Figure 3.5. Representation of internal discrepancy due to noised liquid rate set as a simulation target, an example from 
the well PROD021. Liquid production rate is the simulation target. Error-free is the outcome from the hypothetical 
reality with no noise; Reference is the error-free data noised with random and systematic portions of error, Target=Ref 
is the simulation outcome having reference as target – (a) Liquid production rate of reference and Target=Ref are 
coincident; (b) Bottom-hole pressure reveals a source of model discrepancy with the bias of the blue curves in 
relationship with the other two curves.  
 
In Figure 3.5.a for liquid production rate versus time, the reference and target=ref. 
are coincident, as the earlier is the simulation target. In Figure 3.5.b – bottom-hole pressure 
versus time, we verify differences between these three simulations. Target data is reached in 
Figure 3.5.a at the cost of an additional error on pressure and this additional error needs to be 
included in the calibration process.  
Figure 3.5.b is a demonstration of internal discrepancy caused by the systematic 
error in the liquid production rate of HR-82: the model discrepancy is the difference between 
the reference data (black dots) and Target-Ref. (blue-dashed line) in the panel of Figure 3.5.b. 
In our application, we considered the discrepancy straightforwardly, but we emphasise the need 
to account for the model discrepancy in detail in reservoir history matching. Further discussions 
are available in Goldstein et al. (2013) and we leave a more advanced treatment to future work. 
3.3.4 Construct and validate emulators 
Selection of outputs to emulate (STEP 8) is critical for the effective use of 
information from a high dimensional output space and, ultimately, to the efficiency of the 
Bayesian History Matching for Uncertainty Reduction (BHMUR) process. We make a 
deliberate decision considering (a) the selection of all available quantities of interest, which 
would incorporate all the information available in the process; (b) the total time invested for 
emulation (construct, validate and evaluate new scenarios with the valid emulators), the most 
expensive decision; and (c) dependence between quantities of interest. By selecting a limited 
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number of outputs to emulate, we aim to identify the largest implausible region to rule out of 
our analysis while keeping the number of emulators low.  
Because it involves some further subtleties, our workflow for STEP 8 is fully 
described in Part II (Formentin et al. 2020-b). Firstly, we select the specific types of outputs to 
emulate. Secondly, we use the adapted implausibility measures 𝐼𝑖 and ?̃?𝑖𝑛𝑓𝑜, presented in 
(Formentin et al. 2020-b), to estimate which combination of outputs has the highest potential 
to become the most informative. Each output selected in STEP 8 is expected to respond more 
strongly to a sub-set of uncertain attributes – the active variables, and ideally, in a smooth way.  
STEP 9 is a checkpoint, whether outputs are selected or not. It is mainly relevant 
when, in STEP 8, we try to select quantities of a phase 𝜑 which is earlier than the last phase 
simulated (𝑝ℎ𝑎𝑠𝑒), see Formentin et al. (2020-b) for further details of 𝜑 and 𝑝ℎ𝑎𝑠𝑒. 
For STEP 10, classical model fitting criteria such as AIC and BIC (using the “step” 
function in R) can be applied to select active variables for each selected output (Vernon et al. 
2018, Vernon et al. 2010). The use of linear regression comes from our expectation that relevant 
relationships between attributes and outputs can be identified by linear operators as, if an input 
is at all active for a particular output, it will most likely induce some linear effect on that output, 
even if its actual functional dependence is far more complex and non-linear (Vernon et al. 
2010). 
With these active variables, STEP 11 constructs several competitive emulators for 
each selected quantity. This step provides flexibility to our procedure. The time invested in 
constructing each competitive emulator can be estimated beforehand, generally depending on 
the statistical model and the number of scenarios in the training set.  
Figure 3.6 details our workflow where: STEP 11.1 defines the possible statistical 
models to be considered depending on the type of output (see Table 3.5). We can integrate 
multiple and diverse emulation techniques based on the requirements of the study. In our 
application, for continuous outcomes 𝑛𝑓=2 encompassing linear regression with (1) linear 
terms and (2) with linear and quadratic terms. For two-class models 𝑛 = 3 encompassing (1) 
linear discriminant analysis, (2) logistic regression with linear terms and (3) with linear and 
quadratic terms. We iterate in STEPS 11.2 to 11.5 until all the competitive emulators are 
constructed. 
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Figure 3.6. Workflow to construct competitive emulators for the same quantity of interest. The flexibility to incorporate 
diverse emulation functions brings an advantage to the systematic procedure. 
 
In STEP 12, after constructing competitive emulators, we select the best emulator 
and validate them based on positive and negative predictive values (for two-class quantities) 
and on credible interval diagnostics and information index (for continuous quantities), detailed 
in Part II (Formentin et al. 2020-b). These indicators are calculated for training and test sets 
independently: while indicators for test sets are effectively used to select and validate emulators, 
we also monitor training sets. When test sets are not available, alternative criteria based on 
training sets can be applied to validate and select emulators (e.g. leave-one-out criteria). 
3.3.5 Evaluation of scenarios and input space reduction 
In STEP 14, all valid emulators are used to evaluate the implausibility for the 
training and test sets, checking how many non-implausible scenarios are available for each of 
these sets.  
STEP 15 uses the number of non-implausible scenarios in the training set to identify 
the need for a new wave, which adds new non-implausible scenarios to the analysis. The value 
𝜆.𝑚 – a minimum number of scenarios required to construct emulators - is a design option (see 
discussion related to STEP 6). For our case study, at least 50 scenarios in the training set are 
required to construct new emulators. If we have sufficient non-implausible scenarios in the 
training set (STEP 15), we have the possibility to construct new emulators.  
In STEP 16, we follow with an implausibility analysis to evaluate the proportion of 
remaining space classified as implausible for all the emulators constructed up to this wave. As 
emulators are fast to evaluate, we can afford to evaluate a large number of new scenarios 
(≫ 105).  
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We described STEPS 17 and 18 in Figure 3.2. The criteria to change phase (STEP 
17) is set as D𝑖𝑛𝑓𝑜,𝑀 < 70% and the criteria to end calibration (STEP 18) is the last phase to be 
evaluated (jointly with the previous condition D𝑖𝑛𝑓𝑜,𝑀 < 70%). 
STEP 19 (design of new non-implausible scenarios) is performed in the situation 
where the workflow identifies the need for a new wave. We proceed as follow: (a) identify the 
range for each uncertain parameter to be sampled (e.g. maximal and minimal values for each 
parameter, which can be updated considering the current non-implausible space); (b) sample a 
large number of scenarios via Hypercube Latin sampling (same lhs function from R as the one 
used in STEPS 5 and 5.a); (c) evaluate the combined implausibility of those scenarios when 
considering all the emulators constructed until the current wave; (d) reject the implausible 
scenarios; (e) repeat the process until the required number of non-implausible scenarios is 
obtained; (f) check that the sets of scenarios fill the space appropriately via pairs plot; and (g) 
proceed the next steps with the non-implausible scenarios. These new scenarios are non-
implausible for all the emulators constructed until the current stage of the analysis.  
3.3.6  Apply non-implausible scenarios 
When STEP 18 indicates that we completed the uncertainty reduction, we proceed 
with the application of non-implausible scenarios. One possible application is for reservoir 
forecasting, which involves several additional concepts as described in Goldstein and Rougier 
(2006), Busby et al. (2007), Craig et al. (1997) and Craig et al. (2011). 
3.4 Results and Discussions 
Here we discuss important features resulting from the application of our systematic 
procedure to the case study HR-82. There are four figures of the process that we would like to 
highlight: 
 We used 15 waves for 5 phases of evaluation; 
 We evaluated 3,000 scenarios with the simulator with different stopping times; the 
simulation time would be equivalent to 1,637 full simulations without phasing; 
 We obtained valid emulators for 115 quantities of interest out of a total of 198 selected 
quantities; 
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 We reduced the original space to 3.58e-11% (non-implausible space) by the end of the 
calibration process. 
These records indicate that this procedure may be more efficient and far less 
expensive than traditional methods. We note that traditional methods often do not attempt to 
identify all input points consistent with historical data, which are essential for an accurate, 
unbiased prediction. We now look at a breakdown for each phase of evaluation in Table 3.7 and 
the performance of this process for different perspectives. It is worth noting that the cost-benefit 
between simulation time and space reduction in earlier phases is quite low, i.e. we considerably 
reduced the search space with short and cheap simulations. 
Table 3.7. Breakdown of figures from our application based on phases of evaluation. For 
each phase of evaluation, we display the period simulated (a window between zero and the 
time given in seconds), the total number of scenarios simulated, the median time of the time 
invested in simulation, the number of emulators constructed in the phase, the mean of the time 
to evaluate 100,000 scenarios with emulators and the remaining proportion of the original 
space given as non-implausible. 
Phase 
Period 
simulated 
Scenarios 
simulated 
Median time 
simulation 
Number 
of 
emulators 
Average time 
emulators 
(100,000 scenarios) 
Non-implausible 
space 
1 518 days 600 (3 waves) 
66 s (12% of the 
max) 
8 (7%) 1.41 s 2.14% 
2 
1,461 
days 
200 (1 wave) 
237 s (42% of the 
max) 
3 (3%) 1.71 s 1.48% 
3 
2,710 
days 
1,600 (8 
waves) 
339 s (60% of the 
max) 
73 (63%) 18.26 s 3.15e-9% 
4 
3,256 
days 
400 (2 waves) 
456 s (81% of the 
max) 
21 (18%) 21.83 s 8.68e-11% 
5 
4,018 
days 
200 (1 wave) 565 s (max) 10 (9%) 24.81 s 3.58e-11% 
 
Phases of evaluation enable the efficient use of resources for reservoir simulation. 
We consider that the median of the time to simulate one scenario is representative of the process. 
The time to simulate scenarios in each phase is plotted in boxplots (Figure 3.7.a). From the total 
number of scenarios simulated, 20% were until the end of Phase 1 where the simulation time 
of each scenario corresponds to 12% of the median simulation time for scenarios until the end 
of Phase 5. The short simulations of Phase 1 allowed emulators to be constructed that ruled out 
97.86% of the search space as implausible, i.e. very unlikely to match with the historical data.  
The time spent to evaluate a new scenario with emulation is a fraction of the time 
spent to evaluate a new scenario through simulation. Figure 3.7.b presents the number of 
emulators constructed in each phase, highlighting that each phase considers all the emulators 
constructed since the beginning of the process (it is cumulative). Figure 3.7.c presents the time 
spent to evaluate scenarios with emulators: for Phase 5, in less than 25 seconds, we evaluate 
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100,000 scenarios with emulators, while it took 565 seconds to evaluate only one scenario 
through simulation, giving a speed increase of six orders of magnitude (note: we can run 100 
scenarios in parallel in the cluster).  
 
Figure 3.7. Analysis of time to evaluate scenarios by phases of evaluation – (a) Time required to evaluate one scenario 
through simulation, we report the median as the representative measure; (b) Number of emulators constructed in each 
phase, the example of interpretation for Phase 3 indicates that we constructed 73 valid emulators in this phase, but we 
evaluate the cumulative number of 84 emulators; (c) Time required to evaluate 100,000 scenarios through emulation, 
highlighting the large uncertainty reduction between Phases 2 and 3. 
 
The potential of combining simulation and emulation techniques is evidenced: 
using simulation, we capture physical phenomena in place in the reservoir; with emulators, we 
speed up the parts of the history matching process requiring a sufficiently large number of 
evaluations to be consistent from a statistical perspective.  
 
Figure 3.8. Overview of uncertainty reduction through waves – (a) Estimated proportion of the remaining space ruled 
out by the emulators; (b) Estimated proportion of the original space considered non-implausible. 
 
For each wave, Figure 3.8 presents (a) information index D𝑖𝑛𝑓𝑜 computed from a 
large number of scenarios during the implausibility analysis (STEP 16) and represents the 
proportion of remaining space judged as implausible, and (b) the proportion of initial space 
considered non-implausible, remaining in the analysis (note the log scale). In Figure 3.8.a, we 
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highlight the cut-off of 70% defined as criteria to change phase in STEP 17: each wave that was 
unable to achieve this threshold led to an increment in the phase of evaluation for the following 
wave. This happened in our application in Waves 3, 4, 12 and 14. Wave 15 evaluated Phase 5 
and failed to reach 70%, leading to the end of the procedure by this wave.  
Wave 4, evaluating Phase 2, had the lowest proportion of space cut-out among all 
the waves. Indeed, the same four wells of Phase 1 are active in Phase 2, leading this particular 
phase to a modest role in the uncertainty reduction. Phase 3 kept being highly informative for 
seven consecutive Waves (5 to 11). That level of uncertainty reduction is due to the 21 
additional active wells in both east and west block of the reservoir. By the end of Wave 12, the 
proportion of the original space considered non-implausible is 3.15x10−9%. 
Phase 4 was highly informative only for Wave 13, which is coherent with the 
characteristics of this phase (i.e. the water breakthrough occurs for four additional wells). The 
fifth and last phase of the process did not offer new events to the reservoir historical data, 
leading to an unremarkable performance in terms of uncertainty reduction. 
By the end of the calibration process, the hypothetical reality is also judged as non-
implausible: a useful consistency check. The final proportion of input space remaining as non-
implausible was 3.58e-11%. We see that this substantial uncertainty reduction is a direct result 
of the interplay between the simulator behaviour and the specification of all the required 
uncertainties, although we note that in high dimensional space such large reductions are 
expected. Note also that our approach should not suffer the problems of “ensemble collapse”, 
as can be seen by the widely dispersed input points by the end of Wave 12, Phase 3, in Figure 
3.9. 
3.4.1 Uncertainty Reduction in search space and quantities of interest 
The iterative process implemented narrowed the search space sequentially. Each 
new wave re-established the search space on non-implausible regions, from where a limited 
number of scenarios is sampled and used to construct additional emulators. 
Figure 3.9 shows pairs plots for 18 uncertain attributes by the end of Wave 3 (left 
plots) and Wave 12 (right plots). The description of each attribute is presented in Table 3.3, but 
we highlight that they are more relevant to regions 6, 10 and 8, respectively. The 
implementation of the software to design those panels follows Vernon et al. (2010).  
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Figure 3.9. Non-implausible space for 18 uncertain attributes mostly relevant for regions 6 (top), 10 (middle) and 8 
(bottom). The left side plots are by the end of Wave 3 (before the start of Phase 2); the right side plots by the end of 
Wave 12 (before the start of Phase 4); diagonals with the marginal density, upper panels the minimised implausibility 
and lower panels show the intensity of non-implausible scenarios. All plots indicate the hypothetical reality which 
correctly remains non-implausible. Note that the hypothetical reality of the attribute mkz(R6) for region 6 - fourth 
attribute in the diagonal – is the highest value on the right of the interval set for this attribute. 
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The graphics are based on a large number of scenarios applied in the implausibility 
analysis, which combined implausibility measure is evaluated. The structure of the pairs plot is 
a matrix of scatter plots (e.g. in R, we can use the commands mfrow, mar, oma and pty from 
par function to set this type of display), R Core Team (2018). We then iterate in the index of 
this matrix of graphics, plotting the data corresponding to the uncertain attributes using the 
appropriate visualisation tool. 
For each pairs plot of Figure 3.9, the diagonal provides the marginal density of each 
attribute in the non-implausible space, providing a sense about the dispersion of the uncertain 
attributes compared to the initial distribution (uniform along the limits plotted). We highlight 
with dotted vertical lines the hypothetical reality. For some attributes, the hypothetical reality 
value is on (or very close to) the boundary of the initial range and superposed by the box of the 
diagonal plots (e.g. mkz(R6) in the plot for region 6). We implement the diagonal plots using 
the function density together with polygon of R (R Core Team, 2018) for the non-implausible 
scenarios of the corresponding uncertain parameter; text and line are applied to add the name 
of the uncertain attribute and the value of the Hypothetical Reality, respectively. 
The upper panel (above diagonal) plots the minimised implausibility using an 
appropriate scale and show non-implausible regions in green (light and dark green represent 
implausibility smaller or equal to 3). In purple, we identified the regions ruled out by two-class 
emulators constructed in each phase. In red to yellow colours are the regions judged as 
implausible by emulators for continuous outputs. Grey (in the legend named NA) indicates 
regions ruled out up to Wave 3. Therefore, these regions do not make part of the search space 
of later phases. For both upper and lower panels, we plot the hypothetical reality as a black 
triangle. 
To implement the graphics of minimised implausibility, we follow the procedure of 
Vernon et al. (2010). Firstly, we use rev and order functions of R (R Core Team, 2018) for the 
set of combined implausibility measure of the scenarios: in this way, we obtain the order which 
the software should plot the scenarios. The function cut is set with an appropriate number of 
breaks, which will be applied to define a limited number of colours in the graphic (e.g. the 
intuitive colour for non-implausible scenarios is green and for implausible scenarios is red). 
With those elements, we are able to plot a scatter graphic of the scenarios for the relevant 
uncertain parameters. Using the reversed order to plot the scenarios results in the visualisation 
of the minimised implausibility measure. 
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The lower panel plots (below diagonal) give the intensity (or optical depth) of non-
implausible points for each pair of attributes (Vernon et al. 2010). Dark blue indicates that a 
high concentration of non-implausible scenarios is evaluated in the region. This plot provides 
a sense of the depth of the non-implausible space. To implement the lower panel, we compute 
the two-dimensional kernel density estimation (in R: kd2d function of the MASS package) for 
the non-implausible scenarios, selecting the appropriate uncertain attributes for a given graphic. 
We set the colours using colorRampPalette function in R and plot this density with the function 
image. Such pair plots allow us to visualise information of a high-dimensional space in an 
intuitive and informative way when performing an implausibility analysis. 
Firstly, we analyse the plots from the end of Wave 3, which is the last wave 
evaluated until Phase 1. We highlight that in this phase (up to 528 days), only four vertical wells 
are active. We observe that most reduction of search space is on the attributes related to the 
porosity of Region 6 (mpor, A and B, left upper panel) and on global attributes (mainly ckrw 
related to water relative permeability, but also slightly rock compressibility, left middle panel). 
Intensity plots (lower panel) also reveal that the emulators captured the influence of other 
uncertain attributes (well index WI of RJS19, mpor and B of region 10).  
Until Phase 1, two-class emulators are only applied for cumulative liquid 
production. The purple colour highlights that the regions ruled out by two-class emulators are 
far from the hypothetical reality (which is coherent with the arguments provided in the Section 
4.2 Two-class quantities of interest and emulators, Formentin et al. 2020-b). The uncertain 
parameters of the east block (left lower panel) do not present any indication of uncertainty 
reduction, which is expected since no well of this region is active until 528 days. 
Secondly, we focus on the plots for the end of Wave 12 (right), which is the last 
wave only evaluating until Phase 3 (2,710 days). Figure 3.8 showed that most of the uncertainty 
reduction occurs in the evaluation of Phase 3. Figure 3.9 highlights the regions of the search 
space remaining in the analysis. The diagonal reveals that the ranges of several attributes 
concentrate around the hypothetical reality.  
Nevertheless, the concentration of points is not always symmetric around the 
hypothetical reality, nor should we expect them to be, especially when it falls in the corners of 
the non-implausible regions (e.g. A and B of region 6, in the upper plots) or in the limit of the 
ranges defined in STEP 1 of the systematic procedure. The noise added to the target data, and 
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its corresponding model discrepancy will also contribute to shifting the cloud of non-
implausible points around the true hypothetical reality.  
The upper panels highlight several regions of the search space ruled out by the two-
class emulators, especially noticeable for mpor(R10). Finally, the lower panels emphasise that 
the remaining non-implausible space is a fraction of the original space. 
3.4.2 Successive waves and phases of evaluation 
We dedicate this section to discuss the iterative principle of BHMUR applied in our 
systematic procedure. To iterate in waves allows the discarding of regions of the input 
parameter space sequentially and the application of simple emulators to mimic a complex 
simulator and its input space in a reliable way. 
Figure 3.10 compares two emulators constructed for cumulative water production 
of the well RJS19 in Phase 3 (2,710 days). On the one hand, Figure 3.10.a plots a design of 
scenarios representing the original search space with five uncertain attributes in light blue. Note 
that this is only an illustrative example, supposing the case that we did not use phases of 
evaluation; this training set is not used in the calibration process (i.e. in Wave 1 we do not 
evaluate any scenario until Phase 3). This design of the original search space is used to construct 
an emulator, the cross-plot of which is presented in Figure 3.10.a in light blue. We observe a 
non-linear pattern, i.e. the simulated and emulated outcomes do not follow a straight line. 
 
Figure 3.10. Cross-plot to compare two emulators for cumulative water production (𝑾𝒑) of well RJS19 in Phase 3. Light 
blue is related to the emulator constructed from the original search space with illustrative purpose; purple is related to 
the emulator constructed during the application of the procedure, in Wave 6. The vertical bars show the uncertainty of 
the emulator within an interval of ±𝟑𝒔𝒅(𝒇𝒊
∗); (a) Five uncertain attributes illustrate the design of the scenarios sampled 
on the original space; (b) Emulator constructed with the sample on the original space, scaling the second emulator in 
purple; (c) Zoom in b to highlight the diagnostics for the emulator constructed from the search space in Wave 6; (d) 
Design of the sample on the search space in Wave 6, some regions already considered as implausible. 
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Moreover, the discontinuous behaviour due to a late water breakthrough time 
concentrates several points following the zero water production from the simulator output. 
Finally, the emulator uncertainty plotted in error bars ±𝟑𝒔𝒅(𝒇𝒊∗(𝒙𝑨𝒊)) is very large. These 
diagnostics suggest that a more complex statistical model is required to accurately represent 
this level of complexity in the relationships between input and outputs existent in Figures 3.10.a 
and .b which would require many more simulator runs to train. 
On the other hand, Figure 3.10.d plots a design of scenarios representing the search 
space in Wave 3 with five uncertain attributes in purple. Some regions of the space were already 
ruled out in previous waves, which is evident for mpor, B and 𝑐𝑘𝑟𝑤. This design is used to 
construct an emulator, with the cross-plot presented in Figure 3.10.c in dark purple. 
We compare this emulator with the first one through a zooming box relating Figures 
3.10.b and c. We observe a linear pattern, i.e. the simulated and emulated outcomes follow a 
straight line, with a higher 𝑅2𝑎𝑑𝑗, which by definition indicates the proportion of the variance 
of the output explained by the regression (Table 3.2). The absence of simulated scenarios with 
no water breakthrough time (𝑊𝑝 = 0) is coherent with a limited range of the uncertain attribute 
related to water relative permeability 𝑐𝑘𝑟𝑤. Finally, the emulator uncertainty plotted in bars is 
far narrower. 
These diagnostics indicate that this simple statistical model is able to properly 
represent the relationships between input and outputs over the current non-implausible space, 
demonstrating the strength of the iterative approach: smaller volumes of input space in later 
waves are substantially easier to emulate as we have removed the erratically behaved and 
physically irrelevant regions from the search space. 
Reducing the search space through the waves corresponds to reduce the uncertainty 
about the behaviour of the reservoir. In Figure 3.11, we summarise indicators for six emulators 
constructed for the average pressure of PROD024A (?̅?𝑝𝑏ℎ) in Phase 3 over Waves 6, and 8 to 
12. Figure 3.11.a highlights the sequential reduction of the standard deviation (sd) of the 
quantity of interest, reduction of emulator uncertainty (residual standard deviation) and 
information index. 
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Figure 3.11. Uncertainty reduction with emulators – Production well PROD024: Example for through 6 waves, (a) 
indicators for emulators constructed for average pressure in Phase 3, based on the window of time presented with a 
horizontal arrow in b; (b) bottom-hole pressure versus time; the vertical line in 2,710 days highlights Phase 3; the 
colour of the curves corresponds to the scenarios used to construct emulators in the waves mentioned in a; the 
uncertainty reduction is highlighted by the pressure curves plotted by the end of Wave 12 and beginning of Wave 13 
(in blue).  
 
The corresponding pressure in time (Figure 3.11.b) corroborates the idea that we 
are narrowing down to the regions of interest in our input space and calibrating the model. Wave 
6 is the first wave that this quantity of interest was selected as output to emulate (STEP 8). The 
high standard deviation of the average pressure (40 𝑘𝑔𝑓/𝑐𝑚2) is aligned with the spread of the 
corresponding pressure curves, in a range between the lower pressure limit and around 350 
𝑘𝑔𝑓/𝑐𝑚2. The emulator uncertainty is sufficient to allow a reduction of 81% of the remaining 
search space (e.g. a very informative emulator). 
In Wave 7, this quantity of interest is not chosen as output to emulate in STEP 8 
(Figure 3.2). The emulator of Wave 8 is constructed over a narrower search space, and the 
corresponding standard deviation of the average pressure is smaller, highlighting that no 
scenarios reached the lower limit boundary. The emulator uncertainty is smaller, and the 
information index keeps on a high level (62%). 
The following emulators keep the trend. Comparing the figures for the emulator of 
Waves 11 and 12, we observe that the standard deviations of the average pressure are very 
similar (10 and 9), but the fact the emulator uncertainty is six times smaller in the emulator of 
Wave 12 leads to a higher information index for it (20% of the remaining space is ruled out). 
3.4.3 Analysis of uncertainty reduction for production and injection wells 
To show the potential of the systematic procedure proposed, we introduce the 
adapted implausibility measure 𝐼𝑖 (in boxplots) presented in Section 4.3.1 Information index 
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from Formentin et a. 2020-b; in a pragmatic way, 𝐼𝑖 is the implausibility measure (Equation 
3.3) computing the variance of model discrepancy and of the observation error in consideration 
but with the variance of the emulator equals to zero (Formentin et al. 2020-b). This measure 
compares the simulation output against the historical data, a simplification of the traditional 
implausibility measure. 
Figure 3.12 shows these results for production wells in Phase 5 (i.e. 4018 days). 
Plots from the original search space (Figure 3.12.a) are presented with their corresponding 
boxplots from the end of the calibration process (Figure 3.12.b). Note: we simulated scenarios 
from the original search space until Phase 5 for comparison purposes only, i.e. these scenarios 
were not applied in the analysis. The grey regions highlight the interval which scenarios are 
considered non-implausible, but also provide a sense of scale since the y-axis from the right 
plots are much smaller than the ones from the right side (i.e. the outputs are much closer than 
the historical data after the calibration process). The x-axis presents the names of the wells, 
which are the same for all production wells (labels provided on the last plot for production 
wells). We highlight specific wells in the box plots and present the corresponding well data. 
The first pair of plots in Figure 3.12 is for cumulative oil production (𝑁𝑝). Initially, 
these quantities of interest are distant from the historical data (e.g. several wells have the median 
above the threshold of three). Several outliers (mainly for wells NA1A and RJS19) indicates 
scenarios poorly representing the reservoir behaviour. We plot the well data oil production rate 
of NA1A. After the calibration process, all quantities of interest are within the grey region, have 
a very low median and the interquartile range describes much more calibrated scenarios.  
The second pair of plots in Figure 3.12 is for cumulative water production (𝑊𝑝). By 
the end of the calibration process, the medians are closer to the threshold of three. Nevertheless, 
the fact the median for PROD024A is above the grey region indicates that this well could be 
subject of further evaluations, possibly with new waves. For that, the criteria established in 
STEP 17 and/or 18 could be replaced by the adapted implausibility measure of all quantities of 
interest evaluated, for example. We plot the well data water production rate of PROD024A. In 
our case study, higher medians 𝑊𝑝 than 𝑁𝑝 are related to the fact that both components of 
observational error are proportional to the production rate (Table 3.4). In this way, we have a 
smaller variance of the observational error for water production, which is inversely related to 
the adapted implausibility measure. 
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Figure 3.12. Adapted implausibility measure for simulated scenarios of all production wells for (a) initial search space 
and (b) after the end of the calibration process. The labels are the same for x and y-axis of figures (a) and (b). We select 
the production curve of a specific well for demostration purposes in (c), where we plot well data in time with curves 
simulated from the initial search space and by the end of the calibration process, labels in x-axis are the same for the 
plots of (c), error bars express observational error and discrepancy considered. Note that the third plots in the vertical 
are for liquid production which is a simulation target; therefore, adapted implausibility measure is expected to be close 
to zero by the wave 15 in (b). 
 
The third pair of plots is for cumulative liquid production. Five wells (NA1A, 
PROD012, PROD014, PROD024A and RJS19) initially do not meet the liquid target informed 
to the simulator. By the end of the procedure, all wells meet the target informed to the simulator 
(e.g. no scenario reaches the lower limit pressure in the regions of the wells). We plot the liquid 
production rate of the well RJS19. The average pressure of production wells for the window 
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between Phases 4 and 5 shows a definite improvement in the representation of the behaviour of 
the wells by the end of the historical period. We plot the bottom-hole pressure for NA1A. 
We observe the adapted implausibility measure for injection wells in Figure 3.13. 
 
Figure 3.13. Adapted implausibility measure for simulated scenarios of all injection wells for (a) initial search space 
and (b) after the end of the calibration process. The labels are the same for x and y-axis of figures (a) and (b). We select 
the injection curve of a spectific well for demostration purpose in (c), where we plot well data in time with curves 
simulated from the initial search space and by the end of the calibration process, labels in x-axis are the same for the 
plots, error bars express observational error and discrepancy considered. Note that the first plots in the vertical are for 
water injection which is a simulation target; therefore, adapted implausibility measure is expected to be close to zero 
by the wave 15 in (b). 
 
For the injection wells (Figure 3.13), initially, six wells (INJ003, INJ005, INJ010, 
INJ15, INJ22 and INJ23) could not inject as much as the simulation target. This lower volume 
injected is associated with scenarios reaching the upper-pressure limit, set in 450 𝑘𝑔𝑓/𝑐𝑚2. 
We illustrate the liquid production rate and bottom-hole pressure of the well INJ015 as 
examples. All the scenarios evaluated by the end of the calibration process meet the injection 
rate target. The average pressure of injection wells for the window between Phases 4 and 5 
indicates that all scenarios have adapted implausibility measure below the threshold of 3. 
We provide data for the well PROD021. Figure 3.14.a shows that liquid production 
rate (Figure 3.14.a) is the same as the simulator target during all the production time since the 
start of the calibration process. We observe bias in the bottom-hole pressure (Figure 3.14.b) of 
calibrated scenarios: all of the green lines are below the reference data. We emphasise that this 
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specific well presented an apparent internal discrepancy due to the noisy simulator target, as 
shown in Figure 3.14.c. 
 
Figure 3.14. Well data for PROD021 - (a) liquid production rate for original space and scenarios after calibration, (b) 
bottom-hole pressure for original input space and scenarios after calibration highlighting a bias, (c) zoom in the 
representation of discrepancy caused by errors in target data.  
 
3.4.4 Uncertainty Reduction in forecasting 
In Figures 3.15 and 3.16, we plot scenarios from the initial search space (grey) and 
from the Wave 15 (green) in order to provide a visual confirmation about the quality of the 
systematic uncertainty reduction. The reference data from the scenario considered as the 
hypothetical reality is in black dots. The evaluation of forecasting is available because our 
application is a hypothetical reality. The forecasting information is not available in real cases. 
In this case, this analysis would require the limitation of historical data used in the calibration 
process to a fraction of the total historical data, and the remaining historical data could be 
explored to evaluate the results. 
 
Figure 3.15. Time series for field data demonstrating the uncertainty reduction in forecasting from scenarios from the 
initial space in grey to non-implausible scenarios by the end of the wave 15, in green– (a) oil production rate, and (b) 
average reservoir pressure.  
 
Figure 3.15 presents data for the field: (a) oil production rate and (b) average 
reservoir pressure during the historical period followed by 19 years of forecasting. The results 
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show a concentration of all scenarios around the reference data, with limited variability. This is 
expected from our case study:  
(a) The uncertainty of the reservoir model to represent the hypothetical reality is tine (in 
more realistic studies, the uncertainty related to model discrepancy would be expected to 
be considerably larger); 
(b) The observational errors of the historical data are well known and characterised in the 
process; 
(c) A large period of historical data is available, e.g. we have enough information to cut out 
the parts of the search space that are implausible. 
A relevant consistency check that our application resulted in an appropriate level of 
uncertainty reduction is that the scenario ‘hypothetical reality’ is kept as non-implausible by 
the end of the 15 waves.  
Figure 3.16 presents (a) liquid production rate for the well RJS19 and (b) water 
injection rate of INJ003 during the historical period followed by 19 years of forecasting. 
Although these data are set as targets during the historical period, several scenarios from the 
initial set did not reach the reference data, especially in Figure 3.16a. The forecasting data 
demonstrated an apparent uncertainty reduction towards the reference data, although some bias 
is observed. 
 
Figure 3.16. Time series for well data demonstrating the uncertainty reduction in forecasting from scenarios from the 
initial space in grey to non-implausible scenarios by the end of the wave 15, in green– (a) liquid production rate, and 
(b) water injection rate.  
 
All the four safeguards against inappropriateness in the level of uncertainty 
reduction were carefully designed. Firstly, the implausibility measure accounted for all sources 
of uncertainties identified (observation error and model discrepancy). The uncertainty about the 
model to represent the real physical reservoir is not under consideration because the study case 
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applied is a hypothetical reality. Secondly, all the 115 emulators were validated, avoiding 
overconfident emulators. Thirdly, we applied a well-known way to combine the implausibility 
from different emulators. Finally, the definition of the cut-off 𝜔 considered an assumption about 
unimodality distribution of the implausibility measures, which is reasonable in this context. 
3.5 Summary of control variables – Part I 
In Table 3.7, we summarise the control variables from the procedures presented in 
this chapter with a short discussion of the choices made and likely sensitivity of the results to 
the choices. 
Table 3.7. Summary of control variables summarising choices made and likely sensitivity. 
Control 
variables 
Choices and discussion 
Cut-off of 
implausibility 
measure, 𝜔 
The choice of the cut-off of implausibility measure considers the degree 
of confidence that we have in the emulators constructed, the 
assumptions related to the distribution of the combined implausibility 
measure, among others.  
We have chosen 𝜔 = 3 based on the three-sigma rule from Pukelshein 
(1994), considering that continuity and unimodality are reasonable 
assumptions for the distribution of 𝐼𝑀. In general, the larger 𝜔: the 
smaller is the size of regions of the search space that are considered 
implausible in each wave, and the number of waves required to rule out 
as implausible proportions of the search space is higher. 
Number of 
scenarios 
simulated for 
training set 𝑚 
The specification of the design decision 𝑚 depends on the number of 
uncertain attributes considered, the expected number of active inputs 
𝑛𝐴𝑖, the complexity of emulated outcomes, and other practical aspects. 
To balance this decision, we can consider (𝑛𝐴𝑖 + 2)(𝑛𝐴𝑖 + 1)/2, which 
is the minimum number of points necessary to construct a quadratic 
response surface (Busby, 2007), where 𝑛𝐴𝑖 is the number of active 
attributes to construct a specific emulator. Note that one important 
attribute of the training set is to be a representative sampling of the non-
implausible space. 
A number of scenarios 𝑚=100 was chosen because of the number of 
simulations possible to run simultaneously in the cluster available and 
considering the number of uncertain attributes in the problem. As we 
construct emulators based on the training set, a smaller number of 
scenarios could lead to higher uncertainty around the emulator 
expectation or the impossibility of constructing new emulators, giving 
the number of active variables. A higher number 𝑚 would lead to a 
higher computation cost for the simulation of scenarios. 
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Control 
variables 
Choices and discussion 
Number of 
scenarios 
simulated for 
test set 𝑛 
The test set 𝑛 is used to verify issues in the construction of the emulator 
and to validate emulators. Depending on the application, it can be 
unaffordable to have a test set, and 𝑛 = 0 is needed. For these cases, 
we suggest alternative validation tools (Bastos, 2010). 
We have decided for a number of scenarios 𝑛=100 because of the 
number of simulations possible to simultaneously run in the cluster 
available and considering that this number sufficed to provide a 
representative sampling of the original search space. 
The minimal 
proportion of 
scenarios 𝜆 
required to 
construct new 
emulators 
The number 𝜆 will depend on the number of scenarios simulated for 
training set 𝑚 in a new wave and the number of uncertain parameters 
(and active variables for each emulator). A larger 𝜆 indicates that a new 
wave (with new simulations) will be more frequently required. A 
smaller 𝜆 would drive to smaller training sets being used to construct 
emulators, which by consequence could lead to more substantial 
uncertainty on the emulator output. 
We defined 𝜆 = 50%, which indicates that a minimal of 50 scenarios 
is required to construct emulators. We considered the largest number 
of expected active variables in our application is 11 (see discussion in 
Section 3.3.3 related to STEP 5). 
Number of 
emulation 
techniques 
considered in 
Step 11, 𝑛𝑓 
We define the statistical models to be incorporated as emulators 
considering: (a) expert judgement on the types of relationships 
expected between inputs and outputs; (b) complexity of data structure; 
and (3) number of active variables to build emulators.  
For continuous outcomes 𝑛𝑓=2 encompassing linear regression with 
(1) linear terms and (2) with linear and quadratic terms. For two-class 
models 𝑛 = 3 encompassing (1) linear discriminant analysis, (2) 
logistic regression with linear terms and (3) with linear and quadratic 
terms. These models were selected considering that (a) linear and 
quadratic relationships are predominant, (b) data structure is 
sufficiently represented by binary and continuous outcomes, and (c) 
intermediate number of active variables allowing the construction of 
emulators with linear and quadratic terms with the training set size 
defined by 𝑚 and 𝜆. 
Threshold to 
change phase of 
evaluation 
D𝑖𝑛𝑓𝑜,𝑀 
We applied D𝑖𝑛𝑓𝑜,𝑀 ≥ 70% in our case study in a heuristic approach. 
Larger D𝑖𝑛𝑓𝑜,𝑀 values lead to faster incorporation of historical data 
(from new phases of evaluation) in the analysis. The simulation of 
scenarios for a larger period of times (in later phases) is costlier 
computationally, as demonstrated in Table 3.7. Conversely, smaller 
D𝑖𝑛𝑓𝑜,𝑀 values would slow down the integration of new historical data 
in the process, postponing expensive simulation of later phases for later 
waves (where a reduced non-implausible space is expected) but also 
the integration of additional (and possibly informative) data. 
3.6 Conclusions 
The ultimate goal of a model calibration process is to provide a background for well 
informed and efficient decisions. Finding the whole class of scenarios capable of representing 
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the reservoir historical behaviour is essential in order to give a realistic evaluation of reservoir 
performance and consistent, unbiased predictions incorporating realistic levels of uncertainty, 
required for full asset management. 
We proposed a procedure for systematic uncertainty reduction for petroleum 
reservoirs combining reservoir simulation and Bayesian emulation techniques. We explored 
Bayesian History Matching techniques in order to provide an alternative and more rigorous tool 
for reservoir studies dealing with probabilistic uncertainty reduction. Challenges addressed by 
our systematic procedure are related to the consideration of several sources of uncertainty 
involved in a calibration process, efficient use of simulation time and high dimensional input 
and output spaces. 
The procedure for systematic uncertainty reduction was applied to calibrate a case 
study with 26 uncertain attributes and 14 production and 11 injection wells. We defined the 
case study and took one of the scenarios to be the hypothetical reality (i.e. the known answer). 
The aim was to test the potential of the procedure for a complex reservoir model under a 
controlled situation while illustrating the main steps of the procedure. The consideration of a 
hypothetical reality is an important stage to ground more advanced studies, contemplating real 
observed data and inherent discrepancies between reservoir model and real physical reservoirs. 
In total, we evaluated 4,018 days of historical data with five phases of evaluation; 
ran 15 waves sequentially; simulated 3,000 scenarios for training and test sets (the simulation 
time would be equivalent to 1,637 full simulations without phasing); and constructed valid 
emulators for 115 quantities of interest out of a total of 198 selected quantities. By the end of 
the calibration process and after removing the implausible regions, a small fraction in the order 
of 10-11% of the input space remained as non-implausible, demonstrating a substantial 
uncertainty reduction. This substantial uncertainty reduction is a direct result of the interplay 
between the simulator behaviour and the specification of all the required uncertainties, although 
we note that in high dimensional space such large reductions are expected. The main novel 
contributions of this work (Part I) to the Bayesian History Matching framework for uncertainty 
analysis are as follows. 
A systematic workflow to structure BHMUR techniques is presented. We deliver 
scalability to higher dimensions in input and outputs spaces by (a) using informed judgements 
of the asset team to identify inputs and outputs to emulate (STEP 3); (b) proposing a procedure 
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for output selection which considers the combination of quantities of interest considered as the 
most informative (STEP 8); and (c) planning the selection of active variables (STEP 10), where 
the sufficient technique currently applied (stepwise selection) can be substituted by techniques 
more appropriate for higher dimensions if required. 
We secure flexibility for the integration of diverse emulation techniques. The 
workflow for the construction of concurrent emulators (STEP 11) for a given quantity of interest 
is capable of integrating diverse emulation techniques. In our application, we combined 
techniques for continuous and two-class quantities of interest. 
We enable repeatability by developing a sequence of logically associated steps. The 
main workflow describes a high-level structure; for which individual steps can be designed in 
coherence with project requirements. It also allows the performing of several stages 
automatically, centring the users’ focus on activities related to data analysis and synthesis. 
Phases of evaluation split the historical data and progressively add information to 
the process. Phases allow us to explore more straightforward relationships from the early period 
of well production, and to exploit these relationships using emulation to rule out large regions 
of input space, based only on early time information. This promotes efficient use of resources 
for reservoir simulation. In our application, for example, Phase 1 (until 518 days) running time 
is estimated at 12% of the full historical period (4,018 days) running time. Three waves until 
Phase 1 rule out 97.86% of the input space (i.e. implausible regions), leaving only 2.14% of the 
space to evaluate in later phases, making subsequent emulation in later phases easier and more 
efficient. 
The combination of each of these features in the systematic procedure is a novel 
approach to Bayesian History Matching. The application in the case study is a demonstration 
of the potential of the iterative nature of Bayesian History Matching combined with phases of 
evaluation and two-class emulators in addressing challenging problems of reservoir calibration, 
including the identification of the set of all inputs consistent with historical data, required for 
realistic predictions and asset management. The uncertainty reduction procedure was 
demonstrated as a powerful technique to search high dimensional space using substantially less 
computational time than using the complex simulation model alone. 
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Nomenclature – Article 2 
𝐵 = indicator function of a transformation of simulation output 
𝐵∗ = indicator function obtained from the emulator output 
BHMUR = Bayesian History Matching for Uncertainty Reduction 
BT = Breakthrough Time 
𝐶𝐼 = Credible Interval 
D𝑖𝑛𝑓𝑜 = information index 
?̃?𝑖𝑛𝑓𝑜 = adapted information index  
D𝐶𝐼 = Credible Interval Diagnostics  
ϵ = 
model discrepancy, the difference between the real reservoir and the 
reservoir model 
𝐸 = expectation operator 
𝑒 = vector of observational errors 
𝑓 = 
function of reservoir simulation model that computes a vector of 
quantities of interest 
𝑓∗ = emulator function 
𝑔 = known deterministic function 
𝐼 = implausibility measure  
𝐼𝑀 = maximal implausibility measure  
𝐼 = adapted implausibility measure  
𝑖𝑤 = water injection rate 
𝐿𝑝 = cumulative liquid production 
𝑚 = 
number of reservoir scenarios simulated to increment the training set 
in each new wave 
𝑛 = 
number of reservoir scenarios simulated to increment the test set in 
each new wave 
𝑛𝐴 = number of active variables 
𝑛𝑓 = number of statistical models used to build emulators 
𝑛𝑠𝑐𝑒 = total number of scenarios 
𝑁𝑝 = cumulative oil production 
NPV = Negative Predictive Value 
𝑝ℎ𝑎𝑠𝑒 = maximum phase of evaluation simulated in a given training set 
𝑝𝑖𝑏ℎ = bottom-hole pressure of injection wells 
?̅?𝑖𝑏ℎ = average bottom-hole pressure of injection wells 
𝑝𝑝𝑏ℎ = bottom-hole pressure of production wells 
?̅?𝑝𝑏ℎ  = average bottom-hole pressure of production wells 
PPV = Positive Predictive Value 
𝑞𝑙 = liquid production rate 
𝑞𝑜 = oil production rate 
𝑞𝑤 = water production rate 
RMSE𝑛 = Normalised Root Mean Square Error 
𝑡𝑜𝑙 = tolerance applied to compute 𝐵 
𝑢 = Gaussian process 
𝑉𝑎𝑟 = Variance 
𝑊𝑖 = cumulative water injection 
𝑊𝑝 = cumulative water production 
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𝑤 = nugget process 
𝜔 = implausibility cut-off 
𝑥 = vector of input parameter values representing a reservoir scenario 
𝑥∗ = most appropriate vector of uncertain attributes 
𝑦 = vector of quantities from the real physical reservoir  
𝑧 = vector of measurable quantities from the real reservoir 
𝛼 = proportion covered by the credible interval 
𝛽 = unknown scalar regression coefficients 
𝜑 = a phase of evaluation to select outputs to emulate 𝜑 ∈ [1, 𝑝ℎ𝑎𝑠𝑒] 
𝜆 = 
the proportion of 𝑚 providing a training set sufficiently large to 
construct emulators 
𝜔∗ = factor to rescale the indicator function of two-class emulators 
Subscripts 
A = active variables  
i = a measurable quantity of interest of the reservoir, 𝑖 ∈ [1, 𝑞] 
j = the index corresponding to a regression term in the emulator equation 
Superscripts 
k = a scenario of the reservoir model, 𝑘 ∈ [1, 𝑛𝑠𝑐𝑒] 
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Appendix 3.A: Description of HR-82 
The study case HR-82 derives from one of the geological realisations of the 
UNISIM-I-H model (Avansi and Schiozer 2015). A review of the inputs and outputs of the case 
study HR-82 differs it from the original benchmarking case. We firstly highlight the main 
characteristics of inputs and outputs from the HR-82 and then present additional details. 
(a) 82 attributes model all uncertain parameters as continuous variables: 
 Geological uncertainty: continuous variables represent geological uncertainties related to 
porosity and permeability (instead of geological maps in UNISIM-I-H); 
 Tables of fluid properties and relative permeability: coefficients of equations model the 
relationships of the original tables in continuous attributes; 
 Uncertain attributes added near the well: well index multipliers; 
 All the considered uncertain parameters of the HR-82 have uniform distribution through 
an interval of values. 
(b) The historical data is based on a hypothetical reality defined as a known combination of 
uncertain parameters: 
 The original simulation outputs of the hypothetical reality (without noise) are added of 
random and systematic errors; 
 The model discrepancy was assessed to incorporate errors in simulator target values 
during the historical period. 
Table 3.A-1 summarises all the uncertain attributes of HR-82. All of them are 
uniformly distributed and have a value in their ranges which is considered the hypothetical 
reality.  
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Table 3.A-1. Uncertain parameters of HR-82. Parameters in blue have global influence; in 
green, regional influence (four attributes for each of the 13 regions); in orange, sector influence 
on the east block; in yellow, local influence in 25 wells.  
Attribute Description Ranges Quantity 
cp Rock compressibility [10, 96] E-6 1 
ckrw Relative permeability [0.86, 1.28] 1 
mphi Porosity multiplier [0.75, 1.25] 13 
A(Rx) kx, angular coefficient [0.135, 0.175] 13 
B(Rx) kx, linear coefficient [-0.4, 1.1] 13 
Mkz(Rx) kz multiplier [0.1, 0.5] 13 
PVTco,EB Oil compressibility [1.40, 1.62] E-3 1 
PVTai,EB Oil viscosity related [2.5, 50.0] E-4 1 
WOCEB Water-Oil-Contact [3169, 3179] 1 
Wiff Well index factor (9) [0.6, 1.4] 25 
 
The two first attributes of Table 3.A-1 have an impact on all the reservoir model. 
The parameter ckrw describes uncertainty related to relative permeability using a regression for 
three tables of the UNISIM-I-H. Figure 3.A-1 shows that water relative permeability grows as 
an exponential function of water saturation multiplied by ckrw varying on an interval.  
Table 3.A-1 follows with four lines (in green) describing additional 52 (4 x 13 
regions) uncertain parameters modelled. Geological properties of porosity and permeability are 
based on a map of porosity 𝜙𝑚𝑎𝑝. The reservoir model is divided into the 13 regions – Figure 
3.A-2 - as in Maschio and Schiozer (2016), each of them having four uncertain parameters 
associated: (a) a porosity multiplier 𝑚𝑝ℎ𝑖𝑟𝑒𝑔𝑖𝑜𝑛 𝑖; (b) two coefficients (𝐴𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 and 𝐵𝑟𝑒𝑔𝑖𝑜𝑛 𝑖) 
to model the horizontal permeability, and (c) one multiplier for vertical permeability 
 𝑚𝑘𝑧𝑟𝑒𝑔𝑖𝑜𝑛 𝑖. 
 
Figure 3.A-1. Relative permeability as a function of water saturation. Three tables from the benchmarking case UNISIM-
I-H are plotted. A simple equation models the relationship with one uncertain attribute, the ckrw.   
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Figure 3.A-2. Two-dimensional aerial view of the reservoir model highlighting (a) the 13 regions composing the 
reservoir, (b) a sealing fault diving the reservoir into two compartments (east block with regions 8, 11 and 12, west 
block with the other regions), (c) the position of production and injection wells, in red and blue respectively. 
 
The Equations 3.16 to 3.18 represent the porosity of a region as a function of its 
multiplier, the horizontal permeability as a function of the porosity, and the vertical 
permeability as a function of horizontal permeability. 
𝜙𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 = 𝑚𝑝ℎ𝑖𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 ∗ 𝜙𝑚𝑎𝑝
𝑟𝑒𝑔𝑖𝑜𝑛 𝑖
 (3.16) 
𝑘𝑥𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 = 10100∗𝐴
𝑟𝑒𝑔𝑖𝑜𝑛 𝑖𝜙𝑟𝑒𝑔𝑖𝑜𝑛 𝑖−𝐵𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 (3.17) 
𝑘𝑧𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 = 𝑚𝑘𝑧𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 ∗ 𝑘𝑥𝑟𝑒𝑔𝑖𝑜𝑛 𝑖 (3.18) 
Properties of three PVT tables were analysed and modelled as a function of two 
additional parameters. PVTco,EB  directly represent oil compressibility; PVTai,EB models oil 
viscosity through an equation with an exponential decay in the interval of interest (Figure 3.A-
3). 
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Figure 3.A-3. Oil viscosity dependence on pressure; the three PVT tables from the UNISIM-I-H benchmarking case are 
plotted. The PVT table is an uncertainty identifies in the east block only. When we consider the range of pressure 
under interest, we can model the oil viscosity by an equation with exponential decay and with one uncertain attribute 
𝒂𝒊.  
 
Remaining properties defined in the PVT tables were estimated based on a 
regression over the interval of pressure, with no uncertainty associated with them (Figure 3.A-
4). 
 
Figure 3.A-4. Models for properties with no uncertainty associated with the PVT tables. 
 
Finally, each of the 25 production and injection wells has a multiplier of well index 
associated with representing local effects impacting pressure exclusively around the wells. 
Other relevant aspects include the use of well trajectories to define the wells; 
pressure limits of 36-450 kgf/cm2 during history period; operational conditions for forecasting 
are the same as the ones applied in UNISIM-I-H.
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Abstract – Article 3 
Historical data from a producing reservoir support the calibration of the corresponding 
simulation model. A large number of uncertainties about the reservoir structure and physics 
combined with several sources of data places this inverse problem as one of the most complexes 
in the industry. Reservoir simulation models are the instrument to consolidate knowledge and 
data, incorporating the best of our understanding about the reservoir: from mathematical and 
physical models to seismic data, from laboratory tests to operations in the field. Bayesian 
History Matching for Uncertainty Reduction (BHMUR) is a calibration technique able to 
consider all sources of uncertainty in the process, aiming to identify the whole class of scenarios 
from reservoir simulation that are simultaneously consistent with the observed data and the 
uncertainties in the problem. This paper advances the applicability of BHMUR by exploring 
and proposing solutions for four critical steps in its implementation. Firstly, we extend the 
statistical methodology for BHMUR by incorporating two-class emulators. We address specific 
structures in data sets characterised by having distinct behaviour across two different regions 
of the input space. This section takes charge of the recognition of simulator behaviours 
untracked in previous reservoir studies. We characterise how simulator targets, e.g. liquid 
production, and water breakthrough lead to discontinuities in relationships between outputs and 
inputs of the reservoir simulation model. It is appropriate to emulate such simulator behaviours 
using two-class models. A fundamental feature of the BHMUR technique is the combination of 
evaluations from emulators and the numerical simulator. Emulators enable the assessment of 
new scenarios quickly, orders of magnitude faster than numerical simulators. The second point 
of this paper deals with a critical stage for the safe use of emulators: the validation process that 
indicates whether an emulator appropriately estimates the expected values for the simulation 
model and uncertainty around it. For this purpose, we combine complementary indicators of 
quality. The validation of emulators is one of the safeguards against the inappropriate exclusion 
of parts of the search space, and therefore, fundamental in a BHMUR approach. Thirdly, we 
propose a methodology to select outputs to emulate. This procedure systematically chooses a 
combination of quantities of interest able to balance the computational effort needed to (a) 
construct emulators and evaluate new scenarios, and (b) reduce the uncertainty about the 
reservoir behaviour through the implausibility analysis. In this way, we focus on the 
construction of informative emulators for a progressive and efficient analysis. The fourth topic 
addressed is the consideration of observational errors in the calibration process. We 
demonstrate a coherent approach to estimate the errors of cumulative and averaged quantities 
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of interest which are based on evaluations of error in rate and single-time data. The contribution 
of this paper is methodological: we advance the applicability of Bayesian History Matching for 
Uncertainty Reduction by offering (1) an extension of the BHMUR to behaviours in physical 
data which can be labelled as binary; (2) indicators of quality that, combined, are capable of 
validating emulators statistically and selecting one among concurrent emulators for the same 
quantity of interest; (3) a systematic procedure to choose a combination of quantities of interest 
to be emulated; and (4) a consistent demonstration of the assessment of random and correlated 
errors, using a straightforward approach that can be easily extended to more complex case 
studies. We illustrate the topics of this paper with the application presented in Formentin et al. 
(2020-a). 
Keywords: Bayesian History Matching, Uncertainty Reduction, binary behaviour, simulation 
targets, breakthrough time, dimensionality reduction of outputs, validation of emulators, 
observation errors. 
4.1 Introduction 
Historical data from a petroleum reservoir reveal its actual performance, providing 
information to evolve the understanding of field characteristics and behaviour. The reservoir 
simulator, which closely reflects our knowledge about the sub-surface, takes advantage of 
historical information to be calibrated and is critically applied for forecasting, recovery strategy 
optimisation and, ultimately, decision-making. 
Bayesian History Matching for Uncertainty Reduction (BHMUR) is an approach 
designed to identify the whole class of reservoir scenarios capable of honouring the historical 
data while considering all sources of uncertainties in the process. The formulation originally 
proposed by Craig et al. (1995) explicitly sets the problem and projects how this technique 
approaches and finds a coherent uncertainty reduction. We offer a brief overview about the 
statistical formulation, referring Craig et al. (1995), Vernon et al. (2010) and Vernon et al. 
(2018) for a deep understanding about the methodology. 
The vectors 𝑦 and 𝑧 (Equation 4.1) contain, respectively, quantities from the 
physical reservoir itself and the corresponding historical data which are observed from the field 
(e.g. oil production rate in a given time). The difference between them is a random quantity, 
named observational error 𝑒. 
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𝑧 = 𝑦 + 𝑒 (4.1) 
Although an essential piece of the problem, the description of the observational 
error 𝑒 is often overlooked in reservoir calibration process in several ways such as: 
 They are frequently under-evaluated by considering only the calibration level of the 
equipment. Nonetheless, the observational error also includes errors in chemical analysis, 
in the apportionment of field production to production wells, and data manipulation; 
 They are usually characterised as a simple percentage of 𝑧 (Avansi et al. 2016) or a 
Gaussian process uncorrelated in time and space (Emerick and Reynolds 2011). These 
approaches are not in alignment with our understanding about the reservoir system and 
measurement process: we may expect to have random and systematic portions of error, 
correlated in different degrees in time, space (e.g. different wells) and across observed 
quantities (e.g. cumulative quantities, rates and pressure). 
A possible opportunity for improvement is to analyse the successive stages of a 
field's well surveillance programme, evaluating the way which the uncertainty in the 
observations propagates through the process. However, how we characterise 𝑒 and integrate it 
into the calibration process remains as a question. The structure of the observation error relies 
on a statistical description, the complexity of which ultimately depends on the objective of the 
study, information and statistical-skilled personal available. In this paper, we describe a simple, 
but coherent, formulation to account for random and systematic portions in observational errors 
for quantities of interest derived from measurable data (e.g. cumulative quantities). 
In the BHMUR formulation, if x is a vector from the input space defining a reservoir 
scenario (e.g. properties related to porosity and permeability of the reservoir), the function f of 
x represents the corresponding vector of quantities computed via reservoir simulation (e.g. 
phase production rates, bottom hole pressure), with same dimensions as 𝑦. The level of 
complexity of the function 𝑓(𝑥) in Equation 4.2 includes mathematical and physical models 
and a numerical solver; such system is taken as a black-box, and we account only for inputs and 
outputs of the simulator: 
𝑦 = 𝑓(𝑥∗) + 𝜖 (4.2) 
Acknowledging the quote from the statistician George Box ‘All models are wrong, 
but some are useful’, we define the model discrepancy ϵ: even when x is the most appropriate 
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reservoir scenario x*, we expect a discrepancy ϵ between the reservoir simulation output and 
the physical reservoir itself, again represented as a random quantity (Vernon et al. 2010). 
Two properties of the BHMUR differentiates this approach from other calibration 
techniques: (a) its focus on identifying regions of the input space 𝑥 that are unlikely to emerge 
as an appropriate representation of the physical reservoir itself (opposed to attempting to 
directly find the best fitting solution), and (b) a dramatic increase in the speed of evaluation of 
new reservoir scenarios thanks to the construction and employment of emulators. 
Emulators are statistical models representing the simulator. They provide quick 
evaluations of new scenarios before we simulate them, providing the expected outcome and 
uncertainty around it, and often lead to a speed increase of several orders of magnitude. While 
the traditional statistical model employed as emulator contains regression terms, Gaussian and 
nugget processes (Craig et al. 1995, Vernon et al. 2010), new behaviours in the data structure 
may require different or/and more complex statistical models. In parallel to all practical 
methods to recognise new patterns (e.g. cross-plots, pairs plots, correlation indicators), a good 
practice is to endorse such statistical refinement through physical justification or expert 
knowledge. We explored and recognised new data behaviours arising from the simulator, 
illustrating diagnostics techniques supported by physical interpretation. 
BHMUR technique integrates the emulator results into the implausible measure 
(Equation 4.3), which uses a metric based on the number of standard deviations between zi and 
E(fi
∗(x)). The implausibility measure relates the difference between the emulator expectation 
𝐸(𝑓𝑖
∗(𝑥)) for the -ith considered output and the corresponding observed value 𝑧𝑖, with all 
sources of uncertainty in the process, taking the variance of (a) the emulator 𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)), (b) 
the model discrepancy 𝑉𝑎𝑟(𝜖𝑖), and (c) the observation error 𝑉𝑎𝑟(𝑒𝑖) (Craig et al. 1995, 
Vernon et al. 2010): 
𝐼𝑖
2(𝑥) =  
[𝐸(𝑓𝑖
∗(𝑥)) − 𝑧𝑖]
2
𝑉𝑎𝑟 (𝑓𝑖
∗(𝑥)) + 𝑉𝑎𝑟(𝜖𝑖) + 𝑉𝑎𝑟(𝑒𝑖)
 (4.3) 
The implausibility measure 𝐼𝑖(𝑥) is calculated from each scenario 𝑥 and output 
emulated 𝑖 ∈ [1, 𝑞]. But, which set of outputs should be emulated? Among all possible outputs 
(e.g. rates and pressure in each time, averaged and combined index), the strategy for output 
selection stands as a decisive choice for the efficiency of the process, especially in contexts 
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with correlated outputs. Emulating correlated outputs individually can be both time-consuming 
and unnecessary (e.g. non-informative about implausible regions). Ferreira et al. (2020) 
discussed in-depth the considerations involved when selecting outputs to emulate. They 
proposed and demonstrated a methodology for output selection. Here, we approach this stage 
in an alternative way and broaden a discussion in the appropriate section. 
Note that, independently on the method applied to select outputs to emulate, only 
emulators considered valid (e.g. with appropriate confidence level) are allowed to be considered 
in the implausibility analysis. The importance of this topic is detailed further in a dedicated 
section of this paper. 
Several formulations to combine multiple implausibility measures from all valid 
emulators are possible. For example, as Vernon et al. (2010), one can select the first maximal 
implausibility by applying 𝐼𝑀(𝑥) =  𝑚𝑎𝑥
𝑖∈𝑄
𝐼𝑖(𝑥), 𝑄 being the set of outputs currently considered 
A complete version of the implausibility measure is the Multivariate Implausibility Measure 
(Craig et al. 1995), a formulation rooted in the Mahalanobis distance. 
On the one hand, reservoir scenarios with combined implausibility measure higher 
than a cut-off 𝜔 are labelled as implausible, indicating that these scenarios are unlikely to lead 
as an acceptable fit, given current observed data: we normally search for all scenarios that are 
consisted with current observed data, our physical insight and the uncertainties in the problem; 
some of these scenarios then may subsequently be found to be appropriate representations of 
the physical reservoir after much more data is collected, but some of these will not. On the other 
hand, non-implausible scenarios - that have low implausibility - are due to (a) an appropriate 
representation of physical reservoir itself, or (b) an uncertainty around the emulator estimation 
𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)) being large. 
The practice of the BHMUR technique enchains three core elements (Formentin et 
al. 2020-a): 
1. Sampling and simulating of a relatively small number of scenarios from the input space. 
These scenarios must be carefully defined to be representative of the current non-
implausible input space; 
2. Constructing of emulators able to provide an expected outcome 𝐸(𝑓𝑖
∗(𝑥)) and the 
emulator uncertainty 𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)). The emulators allow us to evaluate a large number of 
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new scenarios very quickly, several orders of magnitude faster than with a numerical 
simulator; 
3. Computation and combination of the implausibility measure to identify the regions of the 
space that are implausible, called implausibility analysis. 
We name as a wave each iteration containing these three elements. By the end of 
each wave, we rule out implausible regions, preparing to refocus the sample of the next wave 
only in the smaller non-implausible regions. In each wave, we are able to construct more 
detailed emulators with smaller uncertainty because we are focusing our analysis on a smaller 
search space. A wave-based approach allows emulating complex surfaces with simple statistical 
structures. 
4.1.1 Objectives 
While implementing the BHMUR approach to complex systems such as petroleum 
reservoirs, some practical questions determine the efficiency, coherence and credibility of the 
solution. We advance the applicability of Bayesian History Matching for Uncertainty Reduction 
(BHMUR) for reservoir studies in four ways: 
 Extending the traditional BHMUR formulation by including emulators for two-class 
quantities of interest, which mimic outputs from the physical system suitably labelled as 
binary; 
 Describing a process for validation of emulators and selection of possible emulators for 
a given output considering whether its uncertainty is appropriate and whether it is 
informative enough. We review and establish indicators for this purpose; 
 Proposing a methodology for selection of outputs which systematically decide on a 
combination of outputs to be emulated, considering the potential to reveal implausible 
parts of the input space; 
 Modelling observational errors in historical data, to provide a coherent transformation of 
errors observed in time series measurement (e.g. rate, pressure) to cumulative and 
averaged quantities of interest. 
We demonstrated the results in a stand-alone format, appropriate to be retaken 
individually in BHMUR approaches. Each of these objectives is explored and illustrated 
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through the application performed in Formentin et al. (2020-a), and are relevant for the STEPS 
2, 3, 8 and 12 the workflow of that paper. 
4.2 Two-class quantities of interest and emulators 
The standard form of Bayesian History Matching described in Craig et al. (1995), 
Vernon et al. (2010) and Vernon et al. (2018) treat as smooth the output functions on the inputs. 
Caiado and Goldstein (2015) studied the situation where simulator outputs in time series have 
more than one form of limiting behaviour (e.g. collapse or non-collapse of the physical system), 
which divides the input space into regions. The simulator output is smooth within each region, 
but discontinuous across boundaries. In this work, we extend the standard form of the Bayesian 
History Matching for Uncertainty Reduction (BHMUR) by incorporating two-class emulators 
to address specific behaviour in data sets.  
Binary quantities of interest have two distinct classes of outcomes and present 
discontinuous behaviour across two discrete regions of input parameter space separated by a 
boundary. Classifiers are statistical models to deal with binary quantities. We provide 
background information for the application of these statistical models. We can apply the 
following extended form of BHMUR formulation to any problem with continuous and binary 
outputs and, here, we demonstrate a typical example from reservoir engineering. Moreover, the 
flexibility to integrate diverse statistical models is a strength of the procedure presented in 
Formentin et al. (2020-a), where we describe the incorporation of this extended form of 
BHMUR in a systematic procedure.  
In reservoir studies, binary outcomes result from the classification of continuous 
outcomes from simulations into binary data. We identified a two-class pattern in well data such 
as cumulative liquid and water production for a given time and average bottom hole pressure 
within a time window. Therefore, we introduce classification models into our statistical 
formulation. Two-class emulators recognise to which of these regions a new scenario belongs 
to, before simulating the new scenario. 
Three stages allow the integration of two-class emulators in BHMUR studies. The 
first stage classifies the simulator outcome in two classes, obtaining a binary outcome. In Figure 
4.1.a, a pairs-plot for three illustrative uncertain attributes (𝜙, 𝑘𝑟 and 𝑘𝑧) displays two distinct 
regions: the green region is classified as 0; the red one is classified as 1.  
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Figure 4.1. Two-class emulators recognise scenarios belonging to distinct regions – (a) Pairs plot for three uncertain 
attributes displaying two distinct regions, obtained from the classification of simulator outcomes; (b) Cross plot for a 
two-class emulator, the vertical line indicates the decision boundary, the legend is the same as figure c; (c) Pairs plot 
displaying scenarios classified by the two-class emulator. 
 
To obtain these two regions, a transformation function maps 𝑓𝑖, the simulator 
output, onto a binary outcome 𝐵𝑖. In our application, we define in Equation 4.4 the binary 
quantity 𝐵𝑖 by considering the difference between 𝑓𝑖(𝑥) and observed data 𝑧𝑖 with respect to a 
tolerance 𝑡𝑜𝑙𝑖. An alternative notation is given using an indicator function 𝟏(∙). The magnitude 
of the tolerance denotes the uncertainty due to the observational error 𝑒𝑖 and the model 
discrepancy 𝜖𝑖. Note that our convention labels as 0 the non-implausible and as 1 the 
implausible regions. We give explicit examples of binary outcomes in a reservoir simulator 
context in the next section. 
𝐵𝑖(𝑥) = {
0,   𝑖𝑓 |𝑧𝑖 − 𝑓𝑖(𝑥)| ≤ 𝑡𝑜𝑙𝑖
1,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
= 𝟏( |𝑧𝑖 − 𝑓𝑖(𝑥)| > 𝑡𝑜𝑙𝑖) 
(4.4) 
We focus on removing one of the discrete regions, the non-implausible one. 
Nevertheless, we emphasise that a similar approach is adaptable for other data patterns; for 
example, a data structure that requires the identification of both discrete regions because it is 
convenient to emulate them separately. Additional discussion and examples are described by 
Caiado and Goldstein (2015). 
In the second stage, Figure 4.1.b, we apply classification models (also called 
classifiers) to construct emulators. Classifiers provide the probability of a given new scenario 
𝑥 to be labelled as 1. Therefore, before simulating new scenarios, we can derive this probability. 
Logistic regression and linear discriminant analysis are classical two-class classifiers, and we 
adopted them with the implementation in R (R Core Team, 2018) for generalised linear models 
(glm, family binomial) and linear discriminant analysis (lda, Venables and Ripley, 2002). 
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Generalised linear model is a comprehensive class of statistical models. They have 
broader applicability than linear models because glm generalise the possible distributions of the 
residuals to the exponential family and use maximum likelihood for the estimation of 
coefficients. Glm includes linear models since the normal distribution is a particular case of the 
exponential family and, under normality conditions, the standard least-squares produces 
maximum likelihood estimation of coefficients (Myers, 1990). 
For binary quantities of interest, a logistic model is considered through the logit 
link function in the left-hand side the log-odds or logit of the Equation 4.5. On the right-hand 
side a formulation equivalent to linear regression models. Therefore, we model the conditional 
distribution of the response Bi, given the predictors 𝑥A,ias: 
log (
P(Bi = 1|x)
1 − P(Bi = 1|x)
) =  ∑𝛽𝑖𝑗𝑔𝑖𝑗(𝑥𝐴𝑖)
𝑗
 (4.5) 
Inverting Equation 4.5, we obtain the logistic function outcome (Equation 4.6) 
which predicts the probability of a given scenario to be classified as 1. This outcome is in the 
interval between 0 and 1. 
P(Bi = 1|x) =  
𝑒
∑ 𝛽𝑖𝑗𝑔𝑖𝑗(𝑥𝐴𝑖)𝑗
1 + 𝑒
∑ 𝛽𝑖𝑗𝑔𝑖𝑗(𝑥𝐴𝑖)𝑗
 (4.6) 
The coefficients 𝛽𝑖𝑗 are determined through maximum likelihood, which for logistic 
regression takes the following form (James et al. 2013): 
ℓ(𝛽𝑖1, … , 𝛽𝑖𝑗) = ∏ 𝑝(𝑥𝐴𝑖,𝑎)
𝑎:𝐵𝑖,𝑎=1
 ∙ ∏ (1 − 𝑝 (𝑥𝐴
𝑖,𝑎′
))
𝑎′:𝐵𝑖,𝑎′=0
  (4.7) 
The estimates ?̂?𝑖𝑗 for a given quantity of interest 𝑖 are chosen to maximise this 
likelihood ℓ, a multiplier function based on the calculated probabilities for scenarios 𝑎 with 
𝐵𝑖,𝑎 = 1 and scenarios 𝑎
′ with 𝐵𝑖,𝑎′ = 0. As the likelihood is a multiplicative function, applying 
the log simultaneously (a) transforms it in a summation operation, simpler to derivate and (b) 
provides the arguments that maximise the original function, as log is a monotonic 
transformation. 
Another classifier considered is linear discriminant analysis (lda), and we explain 
the principle of this algorithm with the formulation from James et al. (2013). The distribution 
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of the predictors 𝑥A,i is modelled separately in each of the response classes (e.g. for 𝐵𝑖, the 
possible number of classes 𝑘 is 0 or 1). Bayes’ theorem (Equation 4.8) is used to flip these 
around into estimates for 𝑝𝑘(𝑥A𝑖) = 𝑃(𝐵𝑖 = 𝑘|𝑋 = 𝑥A𝑖): 
Pr(𝐵𝑖 = 𝑘|𝑋 = 𝑥A𝑖) =
𝜋𝑘𝑓𝑘(𝑥A𝑖)
∑ 𝜋𝑙
𝐾
𝑙=1 𝑓𝑙(𝑥A𝑖)
 (4.8) 
Where 𝜋𝑘 is the prior probability for the class 𝑘 and the density function of 𝑋 for 
an observation from the 𝑘 class is defined by 𝑓𝑘≡ Pr(𝑋 = 𝑥A𝑖|𝐵𝑖 = 𝑘). The lda algorithm needs 
to make some assumptions to define the form of 𝑓𝑘. With multiple predictors (i.e. 𝑥A𝑖 has more 
than one column), 𝑓𝑘 can be drawn from a multivariate normal distribution 𝑥A𝑖~𝑁(𝜇, ∑) with 
expectation 𝐸(𝑥A𝑖) = 𝜇 and covariance matrix 𝑐𝑜𝑣(𝑥A𝑖) = ∑. The multivariate normal density 
is defined in Equation 4.9: 
𝑓(𝑥) =
1
(2𝜋)
𝑝
2|Σ|
1
2
exp (−
1
2
(𝑥 − 𝜇)𝑇𝛴−1(𝑥 − 𝜇)) (4.9) 
Plugging the multivariate normal distribution in Equation 4.8, the lda classifier 
assigns a probability to an observation 𝑋 = 𝑥A𝑖 to be of class 𝐵𝑖 = 1. When these distributions 
are assumed to be normal, the linear discriminant model is very similar in form to logistic 
regression. 
From James et al. (2013), reasons to consider a linear discriminant analysis as an 
alternative to logistic regression include: 
 When the classes are well-separated, the parameter estimates for the logistic regression 
model are surprisingly unstable. Linear discriminant analysis does not suffer from this 
problem; 
 If the size of the training set is small and the distribution of the predictors 𝑥A is 
approximately normal in each of the classes, the linear discriminant model is again more 
stable than the logistic regression model. 
The cross-plot of Figure 4.1.b compares binary data from simulated scenarios with 
the corresponding probabilities predicted by the two-class emulator. A threshold probability 
called the decision boundary establishes a connection between Figures 4.1.b and 4.1.c. The 
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labels 𝐵𝑖
∗ for all the scenarios to the left of the decision boundary are 0; for all the scenarios to 
the right of the decision boundary are 1. 
In Equation 4.5, this boundary links the probability estimated by the emulator 
P(Bi = 1|x) with the labels 𝐵𝑖
∗. We define 𝜔∗ larger than the implausibility cut-off 𝜔, and this 
operation rescales the outcome from the emulator defining a new implausibility measure for the 
two-class emulators. 
𝐼𝑖(𝑥) = 𝐵𝑖
∗(𝑥) = {
1 ⋅ 𝜔∗, if   P(Bi = 1|x) ≥ decision boundary 
 0 ⋅ 𝜔∗, if   P(Bi = 1|x) < decision boundary 
  (4.10) 
In the third stage of Figure 4.1, we can classify training and test scenarios with the 
emulator. Figure 4.1.c presents the classification of the training set by the emulator, highlighting 
only one scenario wrongly excluded. The discussion about predictive values in the next section 
emphasises that among the scenarios ‘wrongly excluded’, ‘wrongly kept’, ‘correctly kept’ and 
‘correctly excluded’, we are mainly concerned with scenarios wrongly excluded. This 
formulation for binary quantities of interest integrates uncertainties of the calibration process 
by the specification of a tolerance toli (incorporating observational error and model 
discrepancy) and a decision boundary (emulator uncertainty).  
With quantitative and qualitative diagnostics, we check the validity of a given two-
class emulator and, in parallel, we can select the best among concurrent (and valid) emulators 
for the same quantity of interest. Specificities of the validation process are described in the 
appropriate section.  
Next, we explain two data behaviours (Simulator targets and Breakthrough Time) 
identified in historical data that are appropriately emulated as binary outputs in reservoir 
studies. 
4.2.1 Pattern 1: Simulator targets 
We usually specify observed production and injection rates as simulation targets 
for wells while simulating the historical period. Additionally, upper and lower pressure limits 
are set as boundary conditions for producers and injectors. The main objectives are to avoid 
unphysical fluid behaviour and to extrapolate the PVT table. Usually, pressure limits are much 
wider than the operational window, and not expected to be observed in the real field. That is, 
the lower pressure limit is much lower than the lower pressure required to produce fluid from 
the reservoir to the surface; the maximal pressure limit is much higher than rock fracture 
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pressure. Figure 4.2 illustrates these settings in plots for liquid production rate ql and bottom 
hole pressure ppbh versus time. 
 
Figure 4.2. Settings for reservoir simulation in historical period – (a) the observed liquid production rate of the well is 
the simulation target; (b) limit pressures are much wider than the operational window. 
 
The simulator calculates the bottom hole pressure required for producing or 
injecting at the given simulation target (i.e. the target is the primary control). The production 
rate of other flowing phases is dependent on the reservoir conditions surrounding the well. We 
usually perform the calibration process by a joint analysis of the ratios of fluid phases and 
bottom hole pressure. Nevertheless, when the simulation reaches a pressure limit in an attempt 
to deliver the targets, the simulation control of the well changes from target to the attained 
pressure limit. 
This mechanism impacts the simulation outcomes in a particular manner described 
by two situations: 
1. Producers: while a production well attains the lower pressure limit during the simulation, 
the production rate of the simulator is smaller than the specified target; 
2. Injectors: while an injection well attains the upper pressure limit during the simulation, 
the injection rate is smaller than the specified target. 
We recognised that when one of these situations occurs, it induces a change of 
behaviour in the simulation outcomes. The two distinct regions of behaviour characterise 
different relationships between inputs and outputs. Figure 4.3 illustrates these regions and 
relationships with a univariate example, i.e. only a porosity attribute is considered uncertain for 
the simulation runs. Figure 4.3.a shows whether the simulator reaches the simulation target 
during the whole time window (region 1) or not (region 2). This evaluation is made by the 
cumulative liquid production at the end of the time window. This binary behaviour is distinctly 
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driven by the condition of the bottom hole pressure (Figure 4.3.b): in region 2, the bottom hole 
pressure has stagnated at the lower pressure limit, which again, is much lower than the lower 
operational condition. We will capture this binary behaviour using two-class classification 
emulation techniques described. 
 
Figure 4.3. Conceptual description of the two distinct regions in the simulation outcome; one uncertain attribute 
related to porosity is plotted against (a) cumulative liquid production in a time window, and (b) bottom hole pressure. 
Region 2 presents an abnormal behaviour because the pressure is stagnated on the lower pressure limit. Note that the 
lower pressure limit is much lower than the lower operational condition.  
 
The mechanism of simulation control change is also relevant when considering 
multiple uncertain attributes. Before exploring an example, we introduce a type of graphic 
frequently used in our analysis. 
Cross-plots provide qualitative diagnostics of multivariate emulators. Simulation 
outputs and emulation outputs are respectively plotted in the x and y-axis. The axes usually 
have the same scale. For continuous quantities of interest, a 45-degree line shows where 
simulation output is equal to emulation output. Cross-plots usually contains a scatter plot of one 
or two data sets (in the last case, training and test sets can be compared, for example). With 
these elements, we can evaluate patterns in the residuals between emulator and simulator 
output. Alternatively, vertical bars can demonstrate additional information related to the 
emulator, for example, emulator uncertainty given by the standard deviation of the emulator. In 
this case, we indicate in the caption of the figure what the bars represent.  
Figure 4.4 illustrates cross-plots of emulators for two continuous quantities of 
interest. These emulators are constructed with a regression model of first-order terms only and 
the training set of our first wave. We recognise a straightforward pattern in Figure 4.4.a: the 
cumulative liquid production of simulations is limited to the simulation target, but some 
scenarios produce much less than it. In Figure 4.4.b, the lower limit pressure is reached by these 
same scenarios with abnormal behaviour related to liquid production. Two regions are 
distinguishable in each of the figures and comparable with the regions described in Figure 4.3. 
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These cross plots show what would go wrong if we were to use a single standard emulator: the 
simulator behaviour would not capture and these regions would not be distinguished. Extending 
BHMUR with two-class emulators enable us to identify these regions, having emulators for 
continuous outputs that perform much better than these cross-plots. 
 
Figure 4.4. Cross-plot of emulators constructed for two continuous quantities of interest based on a training set of 
Wave 1, Phase 1. This a multi-variate example where: (a) the cumulative liquid production reaches the simulation target 
for the scenarios vertically aligned but fails for the others, which is deemed abnormal behaviour; (b) the bottom hole 
pressure stagnates at the lower pressure limit for the scenarios with abnormal behaviour. These plots show that a 
single standard emulator is not able to capture the structure of the simulator behaviour, demonstrating the importance 
of extending BHMUR technique with two-class emulators. 
 
We recall Equation 4.4, which defines binary quantities from continuous outputs of 
the reservoir. When sufficiently large pressure limits are set in the simulator, we apply 𝑡𝑜𝑙𝑖 = 0 
or a very small value (for example, considering possible effects in rounding or significant 
figures in the simulator output). When calibrating reservoir models for real fields, upscaling in 
the vicinity of the well may have a relevant role for the discrepancy in the injectivity and 
productivity of the well. An overview about model discrepancy is offered in Formentin et al. 
2020-a. This local discrepancy can justify the pressure reaching the lower pressure limit for a 
short period when opening the well. In this case, we suggest estimating 𝑡𝑜𝑙𝑖 in order to 
encompass this short period that targets are not met due to a local, punctual problem.  
Figure 4.5 illustrates the classification of simulated continuous quantities into 
binary quantities for 𝑡𝑜𝑙𝑖 = 0. On the one hand, on the top of Figure 4.5, all the scenarios 
classified as non-implausible scenarios produce the simulation target during the whole history, 
and 𝐵𝑖(𝑥) = 0. For these scenarios, the corresponding pressure is not adjusted (top of Figure 
4.5.b), but at least kept higher than the lower pressure limit at all times. On the other hand, all 
the scenarios classified as implausible do not produce the simulation target over the whole 
history period because they reached the lower pressure limit (bottom of Figure 4.5.b), 𝐵𝑖(𝑥) =
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1. Because the lower pressure limit is much lower than the lower operating pressure limit, we 
also want to rule out this part of the input space which gives rise to scenarios with abnormal 
behaviour.  
 
Figure 4.5. Simulated continuous quantities of interest classified in binary quantities; scenarios reaching the 
simulation target are currently classified as non-implausible 𝑩𝒊(𝒙) = 𝟎, note that the variability in the pressures is high; 
emulators for continuous quantities can later evaluate the pressure in the region with smooth behaviour. Scenarios 
which do not reach the simulation target are classified as implausible 𝑩𝒊(𝒙) = 𝟏 (red), it is due to pressures at the level 
of the lower pressure limit. 
 
4.2.2 Pattern 2: Breakthrough Time 
Water breakthrough time (BT) is the first time when water reaches the production 
well. In field management, this measured time and subsequent water-oil ratio trends are usually 
key performance indicators. They can also be indicative of channelling and bypassing problems 
in the field (Baker 1998).  
Besides being a critical aspect for reservoir management, BT leads to a 
discontinuity in simulation outputs which are related to the water production. In a three-phase 
system (oil, water and gas), it defines two distinct regions:  
 Region 1: BT did not occur; the cumulative oil production is equal to cumulative liquid 
production; 
 Region 2: BT occurred; cumulative oil and water production add up to cumulative liquid.  
Figure 4.6.a is a conceptual description of two distinct regions in cumulative water 
production given a unique uncertain attribute (related to porosity). To create one statistical 
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model to represent each one of the trends would be more efficient than to construct a single 
model representative of both regions. When we have the historical data indicating whether the 
BT occurred in the real well, we can define one of the regions to consider. Figure 4.6.b provides 
an example of a cross-plot for the well PROD024 highlighting the physical boundary (𝑊𝑝 = 0) 
for scenarios in which no BT occured. 
 
Figure 4.6. (a) Conceptual description of the two distinct regions in the simulation outcome; one uncertain attribute 
related to porosity is plotted against cumulative water production in a time window; the question raised is answered by 
the historical data of the well; (b) Cross-plot simulator output versus emulator output for cumulative water production 
of PROD024A before the application of a two-class emulator; a physical boundary draws a pattern for scenarios with 
no breakthrough. These plots show that a single standard emulator is not able to capture the structure of the simulator 
behaviour, demonstrating the importance of extending BHMUR technique with two-class emulators. 
 
Our objective is to classify the two distinct regions highlighted in Figure 4.6.a. 
Therefore, instead of selecting the BT itself (i.e. a date) as a quantity of interest, we identify 
scenarios with similar behaviour as the historical data (did the breakthrough occur or not in 
historical data?). The proposed approach is suitable because of the iterative nature of BHMUR. 
Firstly, we identify Regions 1 and 2 (“No BT” or “BT occurred”). Secondly, we construct 
emulators able to identify these distinct regions and rule out the one which is dissimilar from 
the historical data. Finally, we remain with a region having smooth behaviour related to 
cumulative water production, which a far simpler emulator can model (when compared to the 
emulator required to represent both Regions 1 and 2) for further uncertainty reduction of the 
input parameter space. 
We demonstrate the conceptual description of the labelling process in Figure 4.7 
and illustrate it with examples from Phase 3 of our application. The labelling process is coherent 
with Equation 4.4 presented at the beginning of this section. The legend of Figure 4.7 shows 
the elements considered in the classification process: timeline indicates a time scale; observed 
BT is the historical data (𝑧𝑖 in the statistical formulation introduced in section 4.1); BT tolerance 
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considers our evaluation about the observational error 𝑒𝑖 and model discrepancy 𝜖𝑖,  describing 
our uncertainty about the observed BT; 𝑡𝑜𝑙𝑖 is the tolerance applied in Equation 4.4, derived 
from BT tolerance; simulated time is the last time that scenarios were evaluated with the 
simulator. 
 
Figure 4.7. Conceptual description and examples for the classification of water Breakthrough Time (BT) into a binary 
quantity of interest. We aim to define scenarios in the two distinct regions ‘NO BT’ or ‘BT occurred’ - (a) Scenarios with 
late BT are represented by the red question marks. For these scenarios, we do not know when BT occurs; we only 
know that is sufficiently later than the observed BT; therefore they are labelled as implausible; (b) When the observed 
BT is near the latest simulated time, we have an uncertain situation about the region of interest, and all scenarios are 
non-implausible; (c) Implausible are the scenarios with BT occurring earlier than the simulated time, when the latter 
insufficiently earlier than the observed BT. 
 
The BT of the simulated scenarios - 𝑓𝑖(𝑥) in the statistical formulation introduced 
in Section 4.1 -  is represented in four distinct groups, a combination between the labels: green 
for non-implausible, red for implausible scenario; circle for scenarios which BT is identified 
during the simulated period; question mark for scenarios which BT is later than the simulated 
period (i.e. we do not know the exact BT of these scenarios, we only know that it is later than 
the simulated time). 
Within this framework, we highlight three distinct cases to systematically classify 
simulation scenarios as implausible or non-implausible (see Figure 4.7): 
(a) Scenarios with late BT: we classify as implausible the scenarios for which the water 
breakthrough did not occur during the simulated period, while the observed breakthrough 
occurred before the simulated time minus the breakthrough tolerance. These implausible 
scenarios are in Region 1 “No BT” in Figure 4.6. They lead to a discontinuity in the 
evaluation of cumulative water production. In this case, the value of the tolerance 𝑡𝑜𝑙𝑖 in 
Equation 4.4 is between zero and the simulated time and can be written as: 
𝑡𝑜𝑙𝑖(𝑥) = {
𝑧𝑖,                                        𝑖𝑓 𝑧𝑖 − 𝑓𝑖(𝑥) ≥ 0
𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑖𝑚𝑒 − 𝑧𝑖,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
 
(4.11) 
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(b) Uncertain situation: we classify as non-implausible all the simulated scenarios when 
the observed water breakthrough of a well occurred within the tolerance around simulated 
time (purple arrows in Figure 4.7), that is, it is uncertain which of the two regions in 
Figure 4.6 we should care. In this case, the value of the tolerance 𝑡𝑜𝑙𝑖 in Equation 4.4 can 
take any non-negative value, and toli → ∞; 
(c) Scenarios with early BT: we classify as implausible the scenarios for which the water 
breakthrough occurred during the simulated time, while the observed breakthrough 
occurred later than the simulated time plus the breakthrough tolerance. These implausible 
scenarios are in the region labelled as “BT occurred” in Figure 4.6. They lead to a spurious 
evaluation of cumulative water production since no water has been produced until the 
simulated time. In this case, the value of the tolerance 𝑡𝑜𝑙𝑖 in Equation 4.4 is greater than 
the simulated time and can be written as: 
𝑡𝑜𝑙𝑖 = 𝑧𝑖 − 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑖𝑚𝑒 (4.12) 
Once we set our tolerance 𝑡𝑜𝑙𝑖 for each case above, we define conditional 
tolerances. The definition of the water BT for observed data and simulated scenarios is 
discussed by Formentin et al. (2019-a), Almeida et al. (2018) and Lawal et al. (2007). 
4.3 Validation of emulators and selection of concurrent emulators 
One important safeguard in favour of an appropriate level of uncertainty reduction 
under the BHMUR formulation is the validation of emulators. Emulators diagnosis and 
validation indicate that predefined quality criteria are met, avoiding overconfident emulators to 
be applied in the implausibility analysis (and potentially wrongly exclude non-implausible 
regions of the input space). We can build several emulators for a given quantity of interest and 
check if they are valid (i.e. safe). Among concurrent (and safe) emulators, we also need to select 
one emulator among several emulators for a given quantity of interest. This process is called 
selection of concurrent emulators, and the chosen emulator (which is safe and informative) is 
used in the implausibility analysis.  
In this section, we describe several indicators applied in the validation of emulators 
and selection of concurrent emulators (summary in Table 4.1). We exemplify how the 
combination of these indicators provide a framework to quantify the quality and performance 
of emulators. 
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Table 4.1. Summary of indicators applied to the validation of emulators and selection of 
concurrent emulators. Some indicators are appropriate for both continuous and binary 
quantities of interest. 
Indicator 
Type of emulator Main application 
Continuous Binary 
Validation of 
Emulators 
Selection of concurrent 
emulators 
Information index ● ●  ● 
Credible interval 
diagnostics 
●  ●  
Positive Predictive 
Values 
 ● ●  
Negative Predictive 
Values 
 ● ●  
 
4.3.1 Information index 
Information index D𝑖𝑛𝑓𝑜 (Equation 4.13) is an estimation of the proportion of the 
remaining input space that can be ruled out (as implausible) in the process. It is computed 
through the implausibility measure and implausibility cut-off 𝜔, where 𝟏(∙) is an indicator 
function. The higher the information index, the better: it means that we are able to identify a 
large proportion of implausible scenarios. 
 
 
The set of size 𝑘 = 1,… , 𝑛𝑠𝑐𝑒 input locations can be a training set, test set, or a 
collection of new scenarios (for implausibility analysis, for example). Therefore, we define the 
information index (a) D𝑖𝑛𝑓𝑜,𝑖 for an emulator of the output 𝑖, based on the implausibility 𝐼𝑖(𝑥
𝑘), 
and (b) D𝑖𝑛𝑓𝑜,𝑀 for a set of emulators, based on the implausibility 𝐼𝑀(𝑥
𝑘). In Equation 4.13, 
both 𝐼𝑖(𝑥
𝑘) or 𝐼𝑀(𝑥
𝑘) are based on the emulator expected outcome and emulator variance, the 
traditional implausibility measure (Equation 4.3).  
Alternatively, we can estimate an adapted information index ?̃?𝑖𝑛𝑓𝑜 based on 
outcomes from simulated scenarios. We define this indicator by making two changes to the 
original measure:  
1. The emulator expectation 𝐸(𝑓𝑖
∗(𝑥)) is replaced by 𝑓𝑖(𝑥), the simulation outcome; 
𝐷𝑖𝑛𝑓𝑜 = 
1
𝑛𝑠𝑐𝑒
∑ 𝟏(𝐼(𝑥𝑘) > 𝜔)
𝑛𝑠𝑐𝑒
𝑘=1
 (4.13) 
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2. The emulator variance 𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)) = 0. 
In this way, we have: 
 
𝐼𝑖
2(𝑥) =  
[𝑓𝑖(𝑥) − 𝑧𝑖]
2
𝑉𝑎𝑟(𝜖𝑖) + 𝑉𝑎𝑟(𝑒𝑖)
. (4.14) 
 
The corresponding adapted information index ?̃?𝑖𝑛𝑓𝑜 = 1 𝑛𝑠𝑐𝑒⁄ ∑ 𝟏(𝐼(𝑥
𝑘) > 𝜔)
𝑛𝑠𝑐𝑒
1  
is particularly relevant in steps of a BHMUR procedure where emulators were not yet 
constructed. For example, we applied this indicator to (a) select outputs to emulate (next 
section) and (b) evaluate the level of uncertainty reduction by the end of the BHMUR procedure 
(see the Results and Discussions section of Formentin et al. 2020-a). 
4.3.2 Continuous quantities of interest 
The statistical model that we apply to construct emulators for continuous quantities 
of interest (e.g. oil production, pressure) is a low order polynomial regression. Multiple 
indicators and qualitative analysis of diagnostics plots aid the validation of emulators. Besides 
the information index, we assess the Credible Interval Diagnostics (Bastos, 2010) and monitor 
adjusted-R2 and RMSEn (Moreno et al. 2018). 
Casella (2008) and Hair et al. (1998) are relevant references for specialised 
background in statistical inference and multivariate regression. Barber (2012), Bastos (2010), 
Busby (2009), O’Hagan (2004) and Oakley (1999) provide background for emulation 
techniques with Gaussian process. 
4.3.2.1 Credible Interval Diagnostics. 
Based on Bastos and O’Hagan (2009), we denote by 𝐶𝐼𝑘(𝛼) a 100𝛼% credible 
interval for the simulator output fi(xAi
k ) at 𝑘 = 1,… , 𝑛𝑠𝑐𝑒 input locations denoted xAi
k , with 0 ≤
𝛼 ≤ 1. The Credible Interval Diagnostics is defined in Equation 4.15, where 𝟏(∙) is an indicator 
function. It computes the proportion of scenarios for which the simulation outcome is covered 
by the credible interval provided by the emulator. 
𝐷𝐶𝐼(𝑓𝑖(𝑥)) =  
1
𝑛𝑠𝑐𝑒
∑ 𝟏(𝑓𝑖(𝑥𝐴𝑖
𝑘 ) ∈ 𝐶𝐼𝑘(𝛼))
𝑛𝑠𝑐𝑒
𝑘=1
 (4.15) 
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Credible Interval Diagnostics is an appropriate indicator to determine whether the 
uncertainty estimation for an emulator corresponds to its actual uncertainty. We would expect 
the observed value for D𝐶𝐼(𝑓𝑖(𝑥)) to be close to α when the emulator uncertainty is 
appropriately estimated. An appropriate emulator is neither (a) under-confident, with too large 
uncertainty on expected outcomes, nor (b) overconfident, with too small uncertainty on 
expected outcomes.  
We are cautious about parts of the input space which are wrongly excluded based 
on the emulator’s expectation. Therefore, the evaluation of an emulator is critical to guard 
against the possibility of being overconfident: it could lead to wrong conclusions about the 
implausible space. A cut-off value describes the lower D𝐶𝐼 limit to validate an emulator (e.g. 
D𝐶𝐼 > 0.85 for α = 0.95) and we also select concurrent emulators based on this indicator. 
 
4.3.3 Binary quantities of interest 
4.3.3.1 Positive and Negative Predictive Value. 
Predictive values estimate the probability of the emulator labels being correct. For 
a data set, the proportion of scenarios correctly classified as (a) implausible - label 1 - is the 
Positive Predictive Value (PPV); (b) non-implausible – label 0 - is the Negative Predictive 
Value (NPV) (Altman and Bland 1994), as shown in Equations 4.16 and 4.17, respectively: 
𝑃𝑃𝑉 =
𝑇𝑟𝑢𝑒 1
𝑇𝑟𝑢𝑒 1 + 𝐹𝑎𝑙𝑠𝑒 1
 
(4.16) 
𝑁𝑃𝑉 =
𝑇𝑟𝑢𝑒 0
𝑇𝑟𝑢𝑒 0 + 𝐹𝑎𝑙𝑠𝑒 0
 
(4.17) 
The elements of these indicators are possible combinations between emulator and 
simulator labels. In Figure 4.8.a, we have: True 0 (or True Negative) are the scenarios correctly 
kept by the emulator; True 1 (True Positive) are the ones correctly excluded; False 0 (False 
Negative) are the scenarios wrongly kept, and False 1 (False Positive) are the ones wrongly 
excluded. While PPV judges the proportion of scenarios correctly excluded by the emulator, 
the NPV controls the emulator efficiency to keep suitable scenarios. Importantly, the iterative 
nature of BHMUR enables us to rule out in later waves scenarios that are wrongly kept. 
Nevertheless, regions of search space wrongly excluded are critical. Therefore, we must be 
extra cautious about PPV. 
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Figure 4.8. Positive and Negative Predictive Values – (a) Possible combinations between emulator and simulator 
classification, we are careful about scenarios wrongly excluded; (b) PPV and NPV versus all possible decision 
boundaries for an emulator, the cutpoint maximises the PPV and is a reference to define the decision boundary. 
 
Our objective is to choose an optimal decision boundary that maximises the PPV 
while keeping NPV as high as possible. The graph in Figure 4.8.b facilitates this choice. It plots 
PPV and NPV versus each possible decision boundary. For this example, an optimal decision 
boundary named cut point is approximately 0.85, where PPV is the maximal.  
We set a decision boundary linked to the training data set. Our aversion to wrongly 
exclude scenarios is implemented via two strategies: (a) increment the training set cutpoint to 
accommodate small dissimilarities between training and test sets characteristics; (b) choose a 
fixed unbalanced decision boundary setting that a very high emulator probability (e.g. 0.95) is 
required to exclude a scenario. 
4.3.4 Application - Combining indicators to validate emulators and select among 
concurrent emulators 
After constructing competitive emulators, we validate them and select the best 
emulator based on positive and negative predictive values (for two-class quantities) and on 
credible interval diagnostics and information index (for continuous quantities). This process 
constitutes the STEP 12 of the systematic procedure from Formentin et al. (2020-a). These 
indicators are calculated for training and test sets independently: while indicators for test sets 
are effectively used to select and validate emulators, we also monitor training sets.  
We now detail the choices made for binary quantities of interest in our application. 
Logistic regression models have a fixed boundary decision on 0.95; for linear discriminant 
models, we define the decision boundary from the training set (e.g. a larger value than the cut 
point defined in Figure 4.8).  
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As validation criteria, binary quantities of interest need a minimum Positive 
Predictive Value of 0.90, e.g. at least 90% of the emulator’s implausible scenarios correspond 
to the simulator’s implausible scenarios. This unbalanced PPV threshold (𝑃𝑃𝑉𝑡ℎ𝑟𝑒𝑠 ≫ 0.50) 
represent our aversion to rule out wrongly regions of the search space. Simultaneously, we 
consider a smaller threshold for the Negative Predictive Value (𝑁𝑃𝑉𝑡ℎ𝑟𝑒𝑠 = 0.50) since bad 
scenarios kept in the analysis can be ruled out at later waves. When two concurrent emulators 
meet the validation criteria, the one with higher NPV is selected. 
We show an example of the selection of concurrent emulators for a binary quantity. 
Emulator 1 is based on logistic regression (Figures 4.9.a and b); Emulator 2, a linear 
discriminant analysis (Figures 4.9.c and d). Training set is in red and orange and test set is in 
light and dark blue, respectively. Figures 4.9.a and c are traditional diagnostics plots. They 
compare binary simulation outputs with the emulator probability P(Bi = 1|x). The grey, 
vertical lines are the boundary decision applied.  
 
Figure 4.9. Validation and selection of concurrent two-class emulators – logistic regression and linear discriminant 
analysis; (a) and (c) cross plots for emulator outcomes and simulation labels, they highlight the decision boundary; (b) 
and (d) cumulative liquid production versus the difference between emulation probability and simulation labels, they 
highlight the volume of water produced in the history data, points in the grey regions are judged as implausible. Both 
emulators meet the validation criteria, but logistic regression is chosen because of its higher NPV. 
 
Figures 4.9.b and d are alternative plots for diagnostics, relating the continuous 
output for the simulator in the x-axis (i.e. cumulative water production in 2,710 days, Phase 3) 
with the difference between the probability calculated by the emulator P(Bi = 1|x) and the 
simulator binary outcome Bi(x) in the y-axis. The vertical line places the historical data. In this 
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example, Wp of history data larger than zero indicates that we should rule out the region ‘No 
BT’ and care about the region ‘BT occurred’. Provided the decision boundary of the two-class 
emulator, we can highlight intervals in the y-axis with scenarios to be ruled out by the emulator; 
these scenarios are coloured in orange and light blue to enable the distinction. For example, in 
Figure 4.9.d, the decision boundary is at 0.95, i.e. P(Bi = 1|x) > 0.95 consists of the exclusion 
of the scenario. If P(Bi = 1|x) − Bi(x) is in the interval [0.00; -0.05] or is equal to [0.95; 1.00] 
(grey regions), this means that P(Bi = 1|x) > 0.95 and the scenario will be excluded by the 
emulator (either a correct or wrong exclusion). Scenarios in these regions are plotted in orange 
and light blue; the absence of scenarios in the grey region for both emulators is in accordance 
with PPV=1 for training and test sets. 
Both scenarios have PPV equal to 1, indicating that neither of them wrongly exclude 
scenarios based on the emulator evaluation. The drawback of these emulators is that they keep 
several scenarios in the ‘No BT’ region (e.g. NPV < 1). In this situation, we choose logistic 
regression, the more informative emulator, i.e. the one with higher NPV. 
For continuous quantities of interest, we define a threshold for the information 
index 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 = 0.05, e.g. at least 5% of remaining search space needs to be ruled out by a 
valid emulator. An emulator is valid when 𝐷𝑖𝑛𝑓𝑜,𝑖 ≥ 0.05 and the Credible Interval Diagnosis 
with 𝛼 = 95% is larger than 0.85, i.e. the 95% credible interval defined by the emulator covers 
at least 85% of the simulation outcomes. These criteria combined validate an emulator as 
informative and with accurate uncertainty estimation. If more than one concurrent emulators 
are valid, the emulator with larger 𝐷𝐶𝐼 is selected, justified by our caution about wrongly ruling 
out non-implausible scenarios. 
We expose two examples of cross-plot diagnostics of concurrent emulators for 
continuous quantities of interest (Figure 4.10 and 4.11). The plots are for the training (a and c) 
and test (b and d) sets. The concurrent emulators are regression models with (a) terms of first-
order only and (b) terms of first and second order. Note that we omit labels for the y-axis of the 
cross plots for the test sets: they are the same as for the training sets.  
The first example (Figure 4.10) highlights the potential of the information index as 
a selection indicator. The vertical bars account for ±𝜔[𝑉𝑎𝑟(𝑓𝑖
∗(𝑥)) + 𝑉𝑎𝑟(ϵi) + 𝑉𝑎𝑟(ℯi)]
1/2
, 
which is the implausibility cut-off 𝜔 multiplied by the denominator of the implausibility 
measure. The cross-plots of the first emulator (Figures 4.10.a and .b) have emulator expectation 
132 
 
 
 
 
with a curved trend, which indicates, for example, that it missed some quadratic relationship. 
Both emulators have 𝐷𝐶𝐼 of training and test sets higher than 90%, indicating that the level of 
uncertainty is appropriately estimated. Nevertheless, the information index 𝐷𝑖𝑛𝑓𝑜 of training 
and test sets are lower than 5% expressing the large uncertainty related to this emulator.  
 
Figure 4.10. Concurrent emulators for cumulative water production of the well RJS19 in Wave 6, Phase 3. Examples of 
Information Index for training and test sets, vertical bars are ±𝝎[𝑽𝒂𝒓(𝒇𝒊
∗(𝒙)) + 𝑽𝒂𝒓(𝛜𝐢) + 𝑽𝒂𝒓(𝓮𝐢)]
𝟏/𝟐
for each scenario 
emulated. Orange and light blue are implausible scenarios, red and blue are non-implausible. The first emulator is not 
informative enough to be selected. The second emulator is informative and estimates its uncertainty correctly. 
 
The cross-plots of the second emulator (Figures 4.10.c and .d) show emulator 
expected outputs very close to the 45-degree line, indicating that the second-order terms more 
accurately captured relationships between active variables and the average pressure of the well 
RJS19 with coherent uncertainty estimation. The information index is above 30%; therefore we 
select the regression model containing terms of first and second order. 
With Figure 4.11, we compare (a) an emulator with an appropriate estimation of 
uncertainty with (b) an over-confident emulator. For each plot, the vertical bars represent the 
95% credible interval estimated around the expected outcome 𝐸(𝑓𝑖
∗). Both emulators of Figure 
4.11 are highly informative (𝐷𝑖𝑛𝑓𝑜,1 = 0.46 and 𝐷𝑖𝑛𝑓𝑜,2 = 0.67). Nevertheless, a 𝐷𝐶𝐼 of the test 
set close to our threshold 0.85 indicates that the second emulator tends to estimate a small 
uncertainty, in this case, on the limit of over-confidence. The 𝐷𝐶𝐼 of the training set is very high 
(99%), and this difference with the 𝐷𝐶𝐼 of the test set also reveals this over-confidence 
characteristic, likely due to overfitting of the linear model. Considering the principles of 
BHMUR, we select the emulator with terms of first-order only, which has higher 𝐷𝐶𝐼 and is 
sufficiently informative.  
These examples demonstrate the complementarity of the indicators of quality of an 
emulator: it is important to evaluate under diverse criteria in order to select and use the better 
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emulators, able to represent the reservoir simulator with a proper uncertainty and be sufficiently 
informative, justifying their consideration in the implausibility analysis. 
 
Figure 4.11. Concurrent emulators for cumulative water production of the well RJS19 in Wave 6, Phase 3. Examples of 
Credible Interval Diagnostics for training and test sets, vertical bars are the range estimated in the 95% credible 
interval for each scenario emulated. Orange and light blue are scenarios which simulation output is out of the range. 
Both emulators reach the selection criteria. Nevertheless, we select the emulator with terms of first-order because it 
estimates better the uncertainty related to the emulator expectation. The regression model with terms of first- and 
second-order tends to be overconfident 𝑫𝑪𝑰 = 𝟎. 𝟖𝟓. 
 
4.4 Selection of outputs to emulate 
The selection of outputs to emulate is critical for the effective use of information 
from a high dimensional output space and, ultimately, to the efficiency of the Bayesian History 
Matching for Uncertainty Reduction (BHMUR) process. We aim to select a combination of 
outputs to emulate in order to balance the computational effort invested in constructing and 
evaluating new scenarios through emulators. In this way, we try to construct informative 
emulators to be considered in the analysis progressively. We propose a procedure for output 
selection, which considers the combination of quantities of interest to estimate which one is the 
most informative.  
Two main points differentiates this procedure from the one presented by Ferreira et 
al. (2020): (1) we consider that all quantities of interest are similarly difficult to emulate, i.e. 
we do not invest resources constructing simple emulators that provide estimates of the possible 
full emulator uncertainty; (2) we look for a combination of quantities of interest that are the 
most informative, instead of a sequential approach that finds the most informative quantity of 
interest, then the 2nd most informative and so on.  
The proposed systematic procedure is presented in Figure 4.12, and we illustrate its 
application considering it as STEP 8 of Formentin et al. (2020-a). An important definition to 
retake is the concept of phases of evaluation, which split historical data into physically 
meaningful periods to gradually introduce data into the analysis to take advantage of 
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information from early time. We can construct emulators for quantities of interest from all 
phases already evaluated, i.e. the phase under evaluation 𝜑 starts from 1 to the last phase 
simulated (named here as 𝑝ℎ𝑎𝑠𝑒). The starting point of the selection process enables this 
flexibility: STEP 8.1 is a conditional statement to decide whether we should evaluate quantities 
of interest of Phase 1 (𝜑 = 1) or more advanced phases already simulated. Note that in the 
diagram of Figure 4.12, 𝑝ℎ𝑎𝑠𝑒 is the latest phase evaluated through simulation, and 𝜑 is the 
phase from which quantities of interest can be selected. If a new wave was simulated, we set 
𝜑 = 1 with STEP 8.2; otherwise, we choose a more advanced wave in STEP 8.3 (i.e. a 
successive increment in 𝜑 until the latest phase evaluated with simulators). 
 
Figure 4.12. Workflow to select outputs to emulate in STEP 8. In the first three steps, the phase of evaluation 𝝋 is 
defined. STEPS 8.4 to 8.6 identify the class of outputs to be considered in the selection. STEPS 8.8 to 8.12 select a 
combination of outputs with the potential to have the highest information index. 
 
In STEPS 8.4 to 8.6, we check specific classes of outputs to emulate. Two-class 
outputs allow the identification of scenarios reaching simulation targets or physical boundaries 
(water breakthrough). We recommend firstly to construct emulators for these binary quantities 
(STEPS 8.4 and 8.5). They can rule out regions of the input space that lead to discontinuous 
behaviour, which is beneficial to emulate continuous outputs (STEP 8.6). For continuous 
outputs, we use the formulation of adapted implausibility measure 𝐼𝑖 and ?̃?𝑖𝑛𝑓𝑜, Equation 4.14 
because STEP 8 occurs previously than the construction of emulators in the main workflow 
(Formentin et al., 2020-a). We highlight that this formulation implies an imprecision in the 
output selection, which consists of all outputs being considered equally challenging to emulate. 
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Although this consideration is not expected to be true, it allows us to speed up the process 
compared to a method requiring a preliminary emulation (Ferreira et al. 2020).  
 
Figure 4.13. Illustration of STEP 8.9 in the workflow to select outputs to emulate: (a) Compute the adapted 
implausibility, which is based on the simulations, and classify the scenarios based on a pre-defined implausibility cut-
off; (b) Aggregate the adapted implausibility classification via adapted implausibility index, indicating the most 
informative combination of outputs; (c) Display the adapted implausibility for combinations of outputs with the 
corresponding number of outputs to support the choice. 
 
When no quantity of interest offers (a) enough variability and (b) potential to rule 
out implausible regions of the space (i.e. ?̃?𝑖𝑛𝑓𝑜 ≥ 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠, in our application 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 =
5%), no quantity of interest is selected. In STEP 8.7, we consider the case where 𝜑 = 𝑝ℎ𝑎𝑠𝑒, 
a condition that would terminate our selection process with no output to emulate based on the 
training set available (STEP 8.13). If there is no output offering variability and being 
informative, but 𝜑 < 𝑝ℎ𝑎𝑠𝑒, we increment 𝜑 and evaluate the next phase that we have data 
available. 
In STEP 8.8, we select relevant outputs following STEPS 8.4 to 8.6. In STEP 8.9, 
the adapted information index for all possible combinations of outputs is calculated. Figure 4.13 
illustrates this procedure with ten scenarios. In STEP 8.9.A, for each output considered (O1 to 
O4), we classify scenarios from the training set based on the adapted implausibility: scenarios 
with 𝐼𝑖 larger than our implausibility cut-off 𝑤 is set as TRUE (implausible). In STEP 8.9.B, 
we compute the adapted information index ?̃?𝑖𝑛𝑓𝑜 for each possible combination (including 
outputs standing alone). We can visualise the ?̃?𝑖𝑛𝑓𝑜 dependent on the number of outputs and 
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several possible combinations. In this illustrative example, two combinations of outputs are 
expected to deliver the same proportion of implausible scenario. Based on this information, we 
can, for example, decide to invest resources only emulating O1, O2 and O3 because this 
combination is expected to have a similar result as by emulating the four outputs. 
 
Figure 4.14. Adapted information index for combinations of continuous outputs of Phase 3 (STEP 8.9) – (a) in Wave 6, 
19 outputs are available, the combinations of five outputs are highlighted; with 15 outputs the adapted information 
index reaches the limit of 100%; (b) in Wave 15, five outputs are available; the maximum adapted information index is 
approximately 85%. The comparison between the two waves emphasises the uncertainty reduction along the waves.  
 
In Figure 4.14, we demonstrate the application of this step in the case study. The 
combinations with five outputs (Figure 4.14.a) are highlighted: each circle is a possible 
combination of 5 outputs among the 19 possible outputs. These plots were constructed to select 
outputs from Phase 3 in the Waves 6 and 15. They show a trend to increase the adapted 
information index as the number of outputs in the combinations increase. In Figure 4.14.a, the 
maximal possible ?̃?𝑖𝑛𝑓𝑜 is reached by all combinations of 15 outputs, for example. 
In STEP 8.10, we select a number of outputs (e.g. three in Figure 4.13). A design 
option stands for the number of outputs to be emulated. One should account for the possibility 
to miss informative outputs in the stage of the process, or for increasing the computation cost 
demanded to construct emulators and evaluate additional outputs. In STEP 8.11, we identify 
the combinations for the selected number of outputs with the highest information index (?̃?𝑖𝑛𝑓𝑜). 
In Figure 4.13, we would have only one combination with three outputs among the four possible 
combinations. Nevertheless, in Figure 4.14.a, all combinations of 15 outputs provide the 
maximal possible ?̃?𝑖𝑛𝑓𝑜. A coherent way to select one of these combinations and the 
corresponding outputs to select (STEP 8.12) is to choose the combination that offers the highest 
combined adapted implausibility measure, in our application 𝐼𝑀. 
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We add Figure 4.14.b to emphasise that, in later waves, both (a) the maximal 
possible ?̃?𝑖𝑛𝑓𝑜 reduces within the waves (approximately 100% in Wave 6 versus 85% in Wave 
15), and (b) the number of outputs possible to emulate tends to decrease - we advanced nine 
waves in the process, and the maximal number of outputs with enough variability and ?̃?𝑖𝑛𝑓𝑜 ≥
𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 is five outputs, the others do not offer enough variability. 
4.5 Estimation of observational errors in historical data 
We estimate the size of observational errors to be included in the BHMUR process. 
We follow the formulation stated from Equation 4.1, where 𝑦 is a vector of dimensions 𝑖 ∈ 𝑅𝑞 
of quantities of interest from the physical reservoir. In our application, the physical reservoir 
itself is equivalent to the simulation of the hypothetical reality without any noisy. The vector 𝑧 
is a vector of measurable quantities (in our application, the hypothetical reality with noisy) and 
𝑒𝑡𝑜𝑡𝑎𝑙 is a vector of the total observational error. 
𝑧𝑖 = 𝑦𝑖 + 𝑒𝑖
𝑡𝑜𝑡𝑎𝑙 (4.18) 
We expand the total error into two components - random (𝑟𝑎𝑛) and systematic 
(𝑠𝑦𝑠): 
𝑧𝑖 = 𝑦𝑖 + 𝑒𝑧𝑖
𝑟𝑎𝑛 + 𝑒𝑧𝑖
𝑠𝑦𝑠
 (4.19) 
In our analysis, we define these errors by univariate normal distributions with 
standard deviation 𝜎 with the following properties: 
 Random error is uncorrelated and independent for each quantity 𝑖 observed for a well 𝑤 
at any time 𝑡 of the historical period, with distribution 𝑒𝑧𝑖
𝑟𝑎𝑛~𝑁(0, 𝜎𝑧𝑖
𝑟𝑎𝑛2), 𝐸[𝑒𝑧𝑖
𝑟𝑎𝑛] = 0 
and 𝑣𝑎𝑟[𝑒𝑧𝑖
𝑟𝑎𝑛] = 𝜎𝑧𝑖
𝑟𝑎𝑛2; 
 Systematic error is correlated in all the times of the historical period for each type of 
quantity i made for a well w; 𝑒𝑧𝑖
𝑠𝑦𝑠~𝑁 (0, 𝜎𝑧𝑖
𝑠𝑦𝑠2), 𝐸[𝑒𝑧𝑖
𝑠𝑦𝑠] = 0 and 𝑣𝑎𝑟[𝑒𝑧𝑖
𝑠𝑦𝑠] = 𝜎𝑧𝑖
𝑠𝑦𝑠2
. 
This means that we assumed that the systematic portion of error is the same in all 
measurements of the time series. 
Statistical independence is assumed, i.e. 𝑐𝑜𝑣(𝑒𝑧𝑖
𝑟𝑎𝑛, 𝑒𝑧𝑖
𝑠𝑦𝑠) = 0. Therefore, the sum 
of errors associated with each measurement is: 
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(𝜎𝑧𝑖
𝑡𝑜𝑡𝑎𝑙)
2
= (𝜎𝑧𝑖
𝑟𝑎𝑛)
2
+ (𝜎𝑧𝑖
𝑠𝑦𝑠)
2
 (4.20) 
Table 4.2 lists quantities of interest usually measured in the field with the respective 
errors applied in our case study. We define 𝜎𝑧𝑖
𝑟𝑎𝑛 = 𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 ∙ 𝑧𝑖 and 𝜎𝑧𝑖
𝑠𝑦𝑠 = 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠 ∙ 𝑧𝑖. In a 
univariate normal distribution, we have a 99% probability that the measurement falls in the 
interval ±3𝜎 from the mean.  
A consistency check of the total volume of liquid produced implies that 𝑞𝑜 = 𝑞𝑙 −
𝑞𝑤. If liquid and water production rates are independent measurements, i.e. 
𝑐𝑜𝑣(𝑒𝑞𝑙
𝑡𝑜𝑡𝑎𝑙, 𝑒𝑞𝑤
𝑡𝑜𝑡𝑎𝑙) = 0, we derive Equation 4.21 to compute the error associated with 𝑞𝑜: 
(𝜎𝑞𝑜
𝑡𝑜𝑡𝑎𝑙)
2
= (𝜎𝑞𝑙
𝑡𝑜𝑡𝑎𝑙)
2
+ (𝜎𝑞𝑤
𝑡𝑜𝑡𝑎𝑙)
2
 (4.21) 
For an under-saturated reservoir (i.e. reservoir pressure above the bubble point), gas 
production is proportional to oil production. Therefore, 
𝜎𝑞𝑔
𝑡𝑜𝑡𝑎𝑙
𝑞𝑔
=
𝜎𝑞𝑜
𝑡𝑜𝑡𝑎𝑙
𝑞𝑜
. 
Table 4.2. Maximal errors considered in the hypothetical reality of the HR-82. 
Observed data 
Random error 
(±3𝜎𝑧𝑖
𝑟𝑎𝑛) 
𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 
Systematic error 
(±3𝜎𝑧𝑖
𝑠𝑦𝑠
) 
𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠
 
Liquid production rate ±0.06 ∙ 𝑞𝑙 0.02 ±0.03 ∙ 𝑞𝑙 0.01 
Water injection rate ±0.06 ∙ 𝑖𝑤 0.02 ±0.00 ∙ 𝑖𝑤 0.00 
Water production rate  ±0.05 ∙ 𝑞𝑤 0.05/3 ±0.05 ∙ 𝑞𝑤 0.05/3 
Bottom hole pressure of 
production and injection wells 
±0.02 ∙ 𝑝𝑝𝑏ℎ or  
±0.02 ∙ 𝑝𝑖𝑏ℎ 
0.02/3 
±0.02 ∙ 𝑝𝑝𝑏ℎ or  
±0.02 ∙ 𝑝𝑖𝑏ℎ 
0.02/3 
 
We follow with an analysis to compute variances and expected errors for quantities 
derived from measured data in the field (e.g. rates and pressure). The analysis results in: 
 Equation 4.40 for Cumulative quantities (Liquid and Water Production);  
 Equation 4.43 for Cumulative Oil Production (𝑁𝑝); 
 Equation 4.61 for averaged quantities of interest (e.g. bottom hole pressure). 
4.5.1 Cumulative quantities of wells 
In this section, we propose an approach to account for errors in cumulative 
quantities of interest, when the actual measurements are made for rates. Corresponding 
cumulative quantities Z and Y are defined for a given series of measurements from the same 
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type 𝑖 (e.g. time series of liquid production rate). 𝑁 is the number of measurements considered 
until a specific time step 𝑡 (𝑡 ∈ [1, 𝑁]), where we compute the cumulative quantity: 
𝑍𝑖,𝑁 = ∑𝑧𝑖,𝑠 ∙ (𝑡𝑠 − 𝑡𝑠−1)
𝑁
𝑠=1
 (4.22) 
From Equation 4.19, we have cumulative quantities: 
𝑍𝑖,𝑁 = 𝑌𝑖,𝑁 + 𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛 + 𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠
 (4.23) 
In our application, the time between measurements varies from 28-31 days, but for 
simplification we consider ∆𝑡 = ∆𝑡𝑠 = 30 𝑑𝑎𝑦𝑠, or 𝑍𝑖,𝑁 = 30∑ 𝑧𝑖,𝑠
𝑁
𝑠=1 . Therefore: 
𝐸[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = 𝐸 [∆𝑡 ∑𝑒𝑧𝑖,𝑠
𝑟𝑎𝑛
𝑁
𝑠=1
] = 0 (4.24) 
And 
𝑉𝑎𝑟[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = 𝑉𝑎𝑟 [∆𝑡 ∑𝑒𝑧𝑖,𝑠
𝑟𝑎𝑛
𝑁
𝑠=1
] (4. 25) 
Because 𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛 is an independent error and 𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 is a constant value for a given 
𝑧𝑖 (check Table 4.2): 
𝑉𝑎𝑟[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = ∆𝑡2 ∙ 𝑉𝑎𝑟 [∑𝑒𝑧𝑖,𝑠
𝑟𝑎𝑛
𝑁
𝑠=1
] = ∆𝑡2 ∙ ∑𝑉𝑎𝑟[𝑒𝑧𝑖,𝑠
𝑟𝑎𝑛]
𝑁
𝑠=1
 (4.26) 
𝑉𝑎𝑟[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = ∆𝑡2 ∙ ∑(𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 ∙ 𝑧𝑖,𝑠)
2
𝑁
𝑠=1
 
(4.27) 
𝑉𝑎𝑟[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = (𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 ∙ ∆𝑡)2 ∙ ∑(𝑧𝑖,𝑠)
2
𝑁
𝑠=1
 
(4.28) 
𝜎𝑍𝑖,𝑁
𝑟𝑎𝑛 = 𝜎[𝑒𝑍𝑖,𝑁
𝑟𝑎𝑛] = ∆𝑡 ∙ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛 ∙ √∑(𝑧𝑖,𝑠)2
𝑁
𝑠=1
 (4.29) 
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𝜎𝑍𝑖,𝑁
𝑟𝑎𝑛
𝑍𝑖,𝑁
=
∆𝑡 ∙ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛
𝑍𝑖,𝑁
∙ √∑𝑧𝑖,𝑠2
𝑁
𝑠=1
 (4.30) 
For the systematic portion of error: 
𝐸 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = 𝐸 [∆𝑡 ∑𝑒𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
] = 0 (4.31) 
And 
𝑉𝑎𝑟 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = 𝑉𝑎𝑟 [∆𝑡 ∑𝑒𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
] (4.32) 
Taking 𝑒𝑧𝑖
𝑠𝑦𝑠
 as 𝑒𝑠𝑡 ∙ 𝜎𝑧𝑖
𝑠𝑦𝑠
, where 𝑒𝑠𝑡 is originated from a normal distribution with 
𝐸[𝑒𝑠𝑡] = 0 and 𝑉𝑎𝑟[𝑒𝑠𝑡] = 1, we can formulate as: 
𝑉𝑎𝑟 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = ∆𝑡2𝑉𝑎𝑟 [∑𝑒𝑠𝑡 ∙ 𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
] = ∆𝑡2𝑉𝑎𝑟 [𝑒𝑠𝑡 ∙ ∑𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
] (4.33) 
𝑉𝑎𝑟 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = ∆𝑡2 (∑𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
)
2
∙ 𝑉𝑎𝑟[𝑒𝑠𝑡] (4.34) 
𝑉𝑎𝑟 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = ∆𝑡2 ∙ (∑𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
)
2
 (4.35) 
𝜎𝑍𝑖,𝑁
𝑠𝑦𝑠 = 𝜎 [𝑒𝑍𝑖,𝑁
𝑠𝑦𝑠] = ∆𝑡 ∙ ∑𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
= ∆𝑡 ∙ ∑𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠 ∙ 𝑧𝑖,𝑠
𝑁
𝑠=1
 (4.36) 
𝜎𝑍𝑖,𝑁
𝑠𝑦𝑠 = 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠 ∙ 𝑍𝑖,𝑁 (4.37) 
𝜎𝑍𝑖,𝑁
𝑠𝑦𝑠
𝑍𝑖,𝑁
= 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠
 (4.38) 
(
𝜎𝑍𝑖,𝑁
𝑡𝑜𝑡𝑎𝑙
𝑍𝑖,𝑁
)
2
= (
𝜎𝑍𝑖,𝑁
𝑟𝑎𝑛
𝑍𝑖,𝑁
)
2
+ (
𝜎𝑍𝑖,𝑁
𝑠𝑦𝑠
𝑍𝑖,𝑁
)
2
 (4.39) 
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(
𝜎𝑍𝑖,𝑁
𝑡𝑜𝑡𝑎𝑙
𝑍𝑖,𝑁
)
2
= (
∆𝑡 ∙ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛
𝑍𝑖,𝑁
)
2
∙ ∑(𝑧𝑖,𝑠)
2
𝑁
𝑠=1
+ (𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠)
2
 (4.40) 
Since the ratio (∑ 𝑧𝑖,𝑠
2)/𝑁𝑠=1 (𝑍𝑖,𝑁)
2 tend to be very small, the portion of systematic 
error tends to be more important than the part of random error. 
For cumulative oil production (Np): 
(𝜎𝑁𝑝,𝑁
𝑡𝑜𝑡𝑎𝑙)
2
= (𝜎𝐿𝑝,𝑁
𝑡𝑜𝑡𝑎𝑙)
2
+ (𝜎𝑊𝑝,𝑁
𝑡𝑜𝑡𝑎𝑙)
2
 
(4.41
) 
(𝜎𝑁𝑝,𝑁
𝑡𝑜𝑡𝑎𝑙)
2
= 𝐿𝑝,𝑁
2 ∙ [(
∆𝑡 ∙ 𝑝𝑟𝑜𝑝𝑞𝑙
𝑟𝑎𝑛
𝐿𝑝,𝑁
)
2
∙ ∑𝑞𝑙,𝑠
2
𝑁
𝑠=1
+ (𝑝𝑟𝑜𝑝𝑞𝑙
𝑠𝑦𝑠)
2
]
+ 𝑊𝑝,𝑁
2 ∙ [(
∆𝑡 ∙ 𝑝𝑟𝑜𝑝𝑞𝑤
𝑟𝑎𝑛
𝑊𝑝,𝑁
)
2
∙ ∑𝑞𝑤,𝑠
2
𝑁
𝑠=1
+ (𝑝𝑟𝑜𝑝𝑞𝑤
𝑠𝑦𝑠)
2
] 
(4.42
) 
𝜎𝑁𝑝,𝑁
𝑡𝑜𝑡𝑎𝑙
𝑁𝑝,𝑁
=
√∆𝑡 ∙ [(𝑝𝑟𝑜𝑝𝑞𝑙
𝑟𝑎𝑛)
2
∙ ∑ 𝑞𝑙,𝑠2
𝑁
𝑠=1 + (𝑝𝑟𝑜𝑝𝑞𝑤
𝑟𝑎𝑛)
2
∙ ∑ 𝑞𝑤,𝑠2
𝑁
𝑠=1 ] + (𝑝𝑟𝑜𝑝𝑞𝑙
𝑠𝑦𝑠
)
2
∙ 𝐿𝑝,𝑁
2 + (𝑝𝑟𝑜𝑝𝑞𝑤
𝑠𝑦𝑠
)
2
∙ 𝑊𝑝,𝑁
2
𝑁𝑝,𝑁
 
(4.43
) 
 
4.5.2 Average quantities of wells 
We perform similar calculations for averaged quantities 𝑧̅ and ?̅? which are defined 
for a given series of measurements from the same type 𝑖 (e.g. bottom hole pressure); 𝑁 
corresponds to the number of measurements to be averaged (e.g. a time window). From 
Equation 4.18, we have: 
𝑧𝑖,𝑁̅̅ ̅̅̅ = 𝑦𝑖,𝑁̅̅ ̅̅ ̅ + 𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑟𝑎𝑛 + 𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠
 (4.44) 
Where we define: 
𝑧𝑖,𝑁̅̅ ̅̅̅ =
∑ 𝑧𝑖,𝑠
𝑁
𝑠=1
𝑁
 (4.45) 
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𝑦𝑖,𝑁̅̅ ̅̅ ̅ =
∑ 𝑦𝑖,𝑠
𝑁
𝑠=1
𝑁
 (4.46) 
𝐸[𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑟𝑎𝑛] =
𝐸[∑ 𝑒𝑧𝑖,𝑠
𝑟𝑎𝑛𝑁
𝑠=𝑖 ]
𝑁
= 0 (4.47) 
These equations lead to: 
𝜎𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑟𝑎𝑛 =
𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛
𝑁
∙ √∑(𝑧𝑖,𝑠)
2
𝑁
𝑠=1
 (4.48) 
In the case of bottom hole pressure (BHP), the measurement 𝑧𝑖 is considered a 
smooth series, usually more precise than other production data because it is a direct 
measurement (e.g. compared to water and oil rates usually requiring indirect evaluations from 
the separator). We expect similar BHP measurements while operating in the same conditions, 
e.g. no maintenance stop or significant variation of production or injection rates. Considering 
𝑧𝑖,𝑠 ≅ 𝑧𝑖,𝑁̅̅ ̅̅̅ and ∑ (𝑧𝑖,𝑠)
2𝑁
𝑠=1 ≅ 𝑁 ∙ 𝑧𝑖,𝑁̅̅ ̅̅̅
2, we have the mean of the random error smaller as 𝑁 
increases: 
𝜎𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑟𝑎𝑛 ≅
𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛
𝑁
∙ √𝑁 ∙ 𝑧𝑖,𝑁̅̅ ̅̅̅
2 =
𝑝𝑟𝑜𝑝𝑧,𝑖
𝑟𝑎𝑛 ∙ 𝑧𝑖,𝑁̅̅ ̅̅̅ ∙ √𝑁
𝑁
 (4.49) 
For the systematic portion of the measurement error, we have: 
𝐸 [𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠] =
𝐸 [∑ 𝑒𝑧𝑖,𝑠
𝑠𝑦𝑠𝑁
𝑠=1 ]
𝑁
 (4.50) 
Perfectly correlated errors in each time steps 𝑠 imply that errors have similar size 
for all measurements 𝑖. The assumption of perfect correlation is taken for demonstration 
purposes and the its adoption for real applications should consider the observational errors 
verified on field's well surveillance programme and the measurement process in place, 
including (a) equipment calibration (random and systematic types); (b) chemical analysis for 
gas-oil-ratio; (c) apportionment of field production to well production and production testing, 
and (d) data manipulation. 
𝑒𝑧𝑖,𝑠
𝑠𝑦𝑠 = 𝑒𝑧𝑖
𝑠𝑦𝑠
 (4.51) 
And 
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𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠 = 𝜎𝑧𝑖
𝑠𝑦𝑠
 (4.52) 
𝑉𝑎𝑟 [𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠] = 𝑉𝑎𝑟 [
∑ 𝑒𝑧𝑖,𝑠
𝑠𝑦𝑠𝑁
𝑠=1
𝑁
] =
1
𝑁2
∙ 𝑉𝑎𝑟 [∑𝑒𝑠𝑡 ∙ 𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠
𝑁
𝑠=1
] (4.53) 
𝑒𝑖
𝑠𝑦𝑠 = 𝑒𝑠𝑡 ∙ 𝜎𝑧𝑖
𝑠𝑦𝑠
 (4.54) 
𝑉𝑎𝑟 [𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠] =
(∑ 𝜎𝑧𝑖,𝑠
𝑠𝑦𝑠𝑁
𝑠=1 )
2
𝑁2
∙ 𝑉𝑎𝑟[𝑒𝑠𝑡] 
(4.55) 
𝑉𝑎𝑟 [𝑒𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠] =
(∑ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠 ∙ 𝑧𝑖,𝑠
𝑁
𝑠=1 )
2
𝑁2
 (4.56) 
𝜎𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠 =
𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠 ∙ ∑ 𝑧𝑖,𝑠
𝑁
𝑠=1
𝑁
 (4.57) 
𝜎𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑠𝑦𝑠 = 𝑧𝑖,𝑁̅̅ ̅̅̅ ∙ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠
 (4.58) 
Summing random and systematic errors, we have: 
𝜎𝑧𝑖,𝑁̅̅ ̅̅ ̅
𝑡𝑜𝑡𝑎𝑙 ≅ √(
𝑝𝑟𝑜𝑝𝑧,𝑖
𝑟𝑎𝑛 ∙ 𝑧𝑖,𝑁̅̅ ̅̅̅ ∙ √𝑁
𝑁
)
2
+ (𝑧𝑖,𝑁̅̅ ̅̅̅ ∙ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠)
2
 (4.59) 
𝜎?̅?,𝑁
𝑡𝑜𝑡𝑎𝑙
𝑧𝑖,𝑁̅̅ ̅̅̅
≅ √
(𝑝𝑟𝑜𝑝𝑧𝑖
𝑟𝑎𝑛)
2
𝑁
+ (𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠)
2
 (4.60) 
Because the number of measurements averaged is usually large (e.g. 𝑁 > 10), we 
approximate: 
𝜎?̅?,𝑁
𝑡𝑜𝑡𝑎𝑙
𝑧𝑖,𝑁̅̅ ̅̅̅
≅ 𝑝𝑟𝑜𝑝𝑧𝑖
𝑠𝑦𝑠
 (4.61) 
This analysis allows us to emulate additional quantities of interest derived from 
measured data and incorporate the respective uncertainty in the implausibility measure, 
described in Formentin et al. (2020-a). 
4.6 Summary of control variables – Part II 
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In Table 4.3, we summarise the control variables from the procedures presented in 
this chapter with a short discussion of the choices made and likely sensitivity of the results to 
the choices. 
Table 4.3. Summary of control variables summarising choices made and likely sensitivity. 
Control variables Choices and discussion 
Credible interval 
diagnostics D𝐶𝐼 for 
α 
Credible Interval Diagnostics is an appropriate indicator to determine 
whether the uncertainty estimation for an emulator corresponds to its 
actual uncertainty. We would expect the observed value for D𝐶𝐼 to be 
close to α when the emulator uncertainty is appropriately estimated. 
An appropriate emulator is neither (a) under-confident, with too large 
uncertainty on expected outcomes, nor (b) overconfident, with too 
small uncertainty on expected outcomes.  
We defined D𝐶𝐼 > 0.85 for α = 0.95, which indicates that valid 
emulators may have a slight overconfident response. A larger D𝐶𝐼 for 
the same α turns more selective the validation of emulators and a 
smaller D𝐶𝐼 would allow to cut-off regions of the space as implausible 
earlier (a larger number of valid emulators are constructed).  
Decision boundary 
for binary 
emulators 
Our objective is to choose an optimal decision boundary that 
maximises the PPV while keeping NPV as high as possible. We 
decided for a decision boundary fixed in 0.95 for the emulators based 
on logistic regression to express our aversion to exclude scenarios 
wrongly. Choosing a larger value leads to the construction of less 
informative emulators (smaller proportions of scenarios would be 
rule-out); smaller values indicate that we are less averse to the 
possibility of wrongly ruling out parts of the input space as 
implausible. 
Negative Predictive 
Value (NPV) and 
Positive Predictive 
Value (PPV) 
As validation criteria, binary quantities of interest need a minimum 
Positive Predictive Value of 0.90, e.g. at least 90% of the emulator’s 
implausible scenarios correspond to the simulator’s implausible 
scenarios. This unbalanced PPV threshold (𝑃𝑃𝑉𝑡ℎ𝑟𝑒𝑠 ≫ 0.50) 
represent our aversion to rule out wrongly regions of the search space. 
Simultaneously, we consider a smaller threshold for the Negative 
Predictive Value (𝑁𝑃𝑉𝑡ℎ𝑟𝑒𝑠 = 0.50) since bad scenarios kept in the 
analysis can be ruled out at later waves. When two concurrent 
emulators meet the validation criteria, the one with higher NPV is 
selected. 
Threshold for the 
information index 
𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 
We define a threshold for the information index 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 = 0.05, 
e.g. at least 5% of remaining search space needs to be ruled out by a 
valid emulator. The threshold for the information index considers: (a) 
cost to construct emulators; (b) cost of evaluation of scenarios via the 
emulator; (c) uncertainties in the process. A smaller 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 allows 
all emulators constructed and validated by the quality criteria (e.g. 
D𝐶𝐼) to be considered in the analysis; more valid emulators have an 
impact of performing the implausibility analysis, to be justified by the 
𝐷𝑖𝑛𝑓𝑜. A larger value of 𝐷𝑖𝑛𝑓𝑜,𝑡ℎ𝑟𝑒𝑠 would lead to a smaller number of 
emulators to be used in the implausibility analysis, possibly leading to 
a slower reduction of the uncertainty. 
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Control variables Choices and discussion 
Scaling choice for 
implausibility 
measure of binary 
quantities 𝜔∗ 
We choose 𝜔∗ as a very large value (e.g. 150) for practical reasons: 
we would like to highlight the regions of the input space ruled out by 
binary emulators (see the purple region in Figure 3.9 of Formentin et 
al. (2020-a). This number does not have any further impact because 
regions considered implausible by binary emulators are imperatively 
ruled out of the input space. 
Number of outputs 
to emulate 
In STEP 8.10, we select a number of outputs (e.g. three in Figure 4.13). 
A design option stands for the number of outputs to be emulated. One 
should account for the possibility to miss informative outputs in the 
stage of the process, or for increasing the computation cost demanded 
to construct emulators and evaluate additional outputs. In the 
application of Formentin et al. (2020-a and 2020-b), this was a 
discretionary decision in each wave.  
4.7 Conclusions 
The ultimate goal of a model calibration process is to provide a background for well 
informed and efficient decisions. Finding the whole class of scenarios capable of representing 
the reservoir historical behaviour is essential to give a realistic evaluation of reservoir 
performance and consistent, unbiased predictions incorporating realistic levels of uncertainty, 
required for full asset management. Bayesian History Matching for Uncertainty Reduction 
(BHMUR) technique approaches this objective by incorporating all sources of uncertainties in 
the calibration process and combining evaluations from emulators and numerical simulators. 
In this present work, we advanced the applicability of BHMUR approach by 
exploring and developing four topics, critical in the implementation of BHMUR for complex 
problems: 
 Emulators for two-class quantities of interest, that appropriately model discontinuous 
behaviour identified for some quantities of interest typically found in reservoir 
simulations. We formulated a version of the implausibility measure for two-class 
emulators, integrating binary outcomes. In our application, we recognised data 
behaviours related to simulation targets and water breakthrough that required two-class 
emulators to construct appropriate statistical representations. This class of emulators 
allows one to rule out parts of the input space that lead to discontinuities, leaving regions 
with smoother relationships between inputs and outputs that can be subsequently analysed 
using standard emulators for continuous and smooth quantities; 
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 Validation of emulators and selection of competitive emulators for a given quantity 
of interest which is based on indicators defined to verify if an emulator is an appropriate 
estimator of the reservoir simulation model and to rank competitive emulators; 
 Methodology for selection of outputs, allowing to efficiently select a combination of 
outputs to emulate, that is expected to be the most informative and efficient choice; 
 Estimation of observational errors in historical data, where we developed a naïve, but 
consistent, form to compute the cumulative and averaged quantities of interest derived 
from measured time series (e.g. rate, pressure). 
We demonstrated the application of methodologies proposed for these four topics 
with examples from Formentin et al. (2020-a). Each of these topics consists of significant 
contributions for uncertainty reduction procedures that cover a large number of outputs and 
require efficient use of reservoir simulations while applying emulators to represent simulation 
outputs. 
Nomenclature – Article 3 
𝐵 = indicator function of a transformation of simulation output 
𝐵∗ = indicator function obtained from the emulator output 
BHMUR = Bayesian History Matching for Uncertainty Reduction 
BT = Breakthrough Time 
𝐶𝐼 = Credible Interval 
D𝑖𝑛𝑓𝑜 = information index 
?̃?𝑖𝑛𝑓𝑜 = adapted information index  
D𝐶𝐼 = Credible Interval Diagnostics  
ϵ 
= model discrepancy, the difference between the real reservoir and the reservoir 
model 
𝐸 = expectation operator 
𝑒 = vector of observational errors 
𝑓 
= function of reservoir simulation model that computes a vector of quantities of 
interest 
𝑓∗ = emulator function 
𝑔 = known deterministic function 
𝐼 = implausibility measure  
𝐼𝑀 = maximal implausibility measure  
𝐼 = adapted implausibility measure  
𝑖𝑤 = water injection rate 
𝐿𝑝 = cumulative liquid production 
𝑚 
= number of reservoir scenarios simulated to increment the training set in each 
new wave 
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𝑛 
= number of reservoir scenarios simulated to increment the test set in each new 
wave 
𝑁 = number of time steps or measurements to be averaged t 
𝑛𝐴 = number of active variables 
𝑛𝑠𝑐𝑒 = total number of scenarios 
𝑁𝑝 = cumulative oil production 
NPV = Negative Predictive Value 
𝑝ℎ𝑎𝑠𝑒 = maximum phase of evaluation simulated in a given training set 
𝑝𝑖𝑏ℎ = Bottom hole pressure of injection wells 
?̅?𝑖𝑏ℎ = average bottom hole pressure of injection wells 
𝑝𝑝𝑏ℎ = Bottom hole pressure of production wells 
?̅?𝑝𝑏ℎ  = average bottom hole pressure of production wells 
PPV = Positive Predictive Value 
𝑞𝑙 = liquid production rate 
𝑞𝑜 = oil production rate 
𝑞𝑤 = water production rate 
RMSE𝑛 = Normalised Root Mean Square Error 
𝑡𝑜𝑙 = tolerance applied to compute 𝐵 
𝑡 = specific time from a time series given the subscript s 
𝑢 = Gaussian process 
𝑉𝑎𝑟 = Variance 
𝑊𝑖 = cumulative water injection 
𝑊𝑝 = cumulative water production 
𝑤 = nugget process 
𝜔 = implausibility cut-off 
𝑥 = vector of input parameter values representing a reservoir scenario 
𝑥∗ = most appropriate vector of uncertain attributes 
𝑦 = vector of quantities from the real physical reservoir  
𝑧 = vector of measurable quantities from the real reservoir 
𝛼 = proportion covered by the credible interval 
𝛽 = unknown scalar regression coefficients 
𝜑 = a phase of evaluation to select outputs to emulate 𝜑 ∈ [1, 𝑝ℎ𝑎𝑠𝑒] 
𝜆 
= proportion of 𝑚 providing a training set sufficiently large to construct 
emulators 
𝜔∗ = factor to rescale the indicator function of two-class emulators 
Subscripts 
A = active variables  
i = a measurable quantity of interest of the reservoir, 𝑖 ∈ [1, 𝑞] 
j = index corresponding to a regression term in the emulator equation 
s = index corresponding to a time step of the historical period 
Superscripts 
𝑘 = a scenario of the reservoir model, 𝑘 ∈ [1, 𝑛𝑠𝑐𝑒] 
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Abstract – Article 4 
Model discrepancy specifies unavoidable differences between a physical system and its 
corresponding computer model. Incomplete information, simplifications and lack of knowledge 
about the physical state originate model discrepancy. Misevaluation of model discrepancy exposes 
decision-makers to overconfident and biased forecasting, a risky situation. We describe a 
methodology to account for one type of model discrepancy in the Bayesian History Matching for 
Uncertainty Reduction (BHMUR), an approach that combines reservoir simulation and emulation 
techniques to find all reservoir scenarios consistent with observed data and uncertainties in the 
problem. Our methodology is an alternative and more rigorous tool to account for the model 
discrepancy caused by errors in target data while performing uncertainty analysis. Target data used 
in historical period contain observational errors that propagate through the simulator, causing one 
type of model discrepancy. We follow a systematic procedure for uncertainty reduction previously 
presented by the authors, expanding the step dedicated to the model discrepancy. Our methodology: 
(1) obtains a training set by evaluating model discrepancy in multiple scenarios of the search space, 
an expensive simulation-based process; (2) characterises the model discrepancy across the entire 
search space via Bayesian emulators; and (3) integrates the model discrepancy in the BHMUR via 
bias and covariance structures. The methodology is demonstrated in a case study: 27 valid emulators 
for model discrepancy were constructed and integrated into the implausibility analysis and 
uncertainty reduction process. Two perspectives showed the impact of this type of model 
discrepancy. Firstly, neglecting model discrepancy resulted in all the search space being implausible 
–an indicator to review the problem characterisation and uncertainties; by contrast, when 
considering the model discrepancy, the non-implausible region consists of 8% of the search space. 
Secondly, we demonstrated the uncertainty reduction in the historical and forecasting periods. A 
key finding is that the error in target data results in a substantial model discrepancy over many other 
simulation outputs, being both time and location dependent. We advance the applicability of 
BHMUR by proposing a statistically consistent tool to account for one type of model discrepancy 
in the uncertainty quantification process. We showed that errors in target data cause model 
discrepancy with a complex structure. Appropriate consideration of model discrepancy is vital to 
(a) identify the whole class of solutions consistent with historical data and uncertainties in the 
problem, (b) appropriately represent the physical system; (c) avoid making decisions based on over-
confident and biased information while enabling more reliable production forecast. 
Keywords: Uncertainty Quantification, Model Discrepancy, Imperfect models, Bayesian History 
Matching for Uncertainty Reduction, Reservoir Simulation. 
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5.1 Introduction 
Reservoir simulation models are complex computer models that incorporate 
physical laws, data available, and an interpretation of the sub-surface structure; it formalises 
our understanding of the real physical system. Reservoir models routinely support reserves 
estimation, reservoir behaviour analysis, field development optimisation and production 
forecasting, having a direct influence in the asset value, exploration and production phases. The 
irresolvable difference between the output of the model and the performance of the physical 
system is often termed as model discrepancy (Goldstein et al. 2013). 
Schiozer et al. (2019) described a workflow for integrated decision analysis in the 
development and management of petroleum fields considering reservoir simulation, risk 
analysis, history matching, uncertainty reduction, representative models, and production 
strategy selection under uncertainties. The physical system in the sub-surface is unique and our 
lack of knowledge about it turns the physical state uncertain. By recognising and characterising 
their limitations, we can use these imperfect representations of the physical system to gain 
insights, forecast relevant information and make timely decisions with an appropriate degree of 
uncertainty. 
Restricted, imperfect and incomplete information imposes challenges while 
building reservoir models, accounting for uncertainties and model discrepancy, which includes 
(Cosentino, 2001; Zee Ma et al., 2011): (a) indirect information; (b) availability of small 
support volume (except seismic); (c) information available from various methods and 
techniques with different scales, e.g. porosity measured through core plugs, well logs or well 
testing; (d) accuracy and precision of measured data; and (e) uncertainties quantification in 
geologic interpretations, e.g. structural and stratigraphic models often built under a 
deterministic approach. Finally, propagation of uncertainties in complex, multi-stepped 
workflows based on siloed data is expensive and demanding in terms of time, computational 
resources and skills required. In practice, the difficulties of uncertainty propagation often lead 
to simplifications in the processes, possibly steaming an incomplete evaluation of uncertainties 
in forecasting. 
A powerful technique to calibrate reservoir simulation models based on production 
data is the Bayesian History Matching approach (Craig et al. 1995; Vernon et al. 2018). The 
combination of simulation and emulation enables to identify the whole classes of simulations 
that are compatible with observed data and uncertainties specific to the problem. The set of 
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simulations identified as appropriate is applied for forecasting and risk analysis; this objective 
was reinforced by extending the name to Bayesian History Matching for Uncertainty Reduction 
– BHMUR (Ferreira et al. 2020, Formentin et al., 2019-b). Ferreira et al. 2020 demonstrated a 
conceptual schema comparing BHMUR with optimisation approaches, showing that the 
evaluation of the entire input space via emulators is powerful to full uncertainty analysis. 
Formentin et al. (2019-b) presented a systematic procedure for uncertainty 
reduction that combines simulation and emulation techniques under the BHMUR approach. 
Among the steps, it is critical to identify and characterise the uncertainties originated from 
diverse sources, including (a) observed data to represent the data from the physical system; and 
(b) computer model to describe the physical system which is the model discrepancy (Goldstein 
et al. 2013). 
Model discrepancy accounts for approximations in the state of the physical system. 
Brynjarsdóttir & O’Hagan (2014) highlighted that models will virtually always be wrong in 
unknown ways and degrees with important consequences of ignoring the presence of model 
discrepancy: 
 The precision of parameter estimates is likely to be over-estimated; 
 Estimates of model fit may be overly optimistic; 
 The degree of uncertainty in model forecasting may be under-estimated. 
The interpretation and meaningfulness of parameters and their estimates become 
awkward (Brynjarsdóttir & O’Hagan, 2014): a parameter has clear meaning when a model is 
correct, but we do not know the real mean of a parameter when we acknowledge that a model 
is wrong. 
Approaches to account for the model discrepancy in history matching and 
uncertainty reduction procedures gained space in the recent literature: Alfonzo and Oliver 
(2019), Evensen (2019), Rammay et al. (2019), Arnold et al. (2019), Wutzler (2018), Oliver 
and Alfonzo (2017), Brynjarsdóttir and OʼHagan (2014), Goldstein et al. (2013). 
5.1.1 The problem 
Identifying sources of model discrepancy and characterising them are challenges 
for fields that use computer models as predictive tools for physical systems, including reservoir 
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engineering and energy industry. Reservoir simulation usually applies some observed data in 
the historical period as boundary conditions for the simulations which are usually called 
simulation targets. Typical data used as target are liquid production rate or oil production rate 
(for production wells) and water injection rate (for injection wells).  
Errors in simulation target can propagate for other quantities of interest through the 
computer model, representing a source of model discrepancy, as highlighted in Formentin et al. 
(2019-b) by using a hypothetical reality. By simulating the same scenario of a model (e.g. the 
hypothetical reality) with three conditions, we state the problem of interest of this paper. 
In Figure 5.1, the brown line characterises data from the physical system (e.g. 
represents the reservoir in the subsurface). In practice, we simulate the reservoir scenario with 
operational conditions (e.g. maximal and minimal operation pressures and flow capacity of 
well), which we name as forecasting mode. A measurement system captures the physical 
behaviour; we noise the brown line to mimic the observational error and set as reference (or 
historical data in black dots). One of the time series of the reference data is set as simulation 
target, a set-up named a simulation in history mode; for example, the blue lines result from a 
simulation of the hypothetical reality with the oil production rate as target and primary boundary 
condition. When we evaluate this simulation, we observe that the error in the target data (oil 
production rate, on the left) propagates through other outputs of the simulator (bottom hole 
pressure, on the right panel), causing model discrepancy. 
 
Figure 5.1: One scenario simulated under three different simulation conditions to describe the model discrepancy 
originated from error in target data: (a) oil production rate, (b) Bottom Hole Pressure. The brown line is the simulation 
with operational conditions, e.g. maximal and minimal operation pressures, flow capacity in wells; black dots represent 
the reference (or historical) data, which is the brown line added with noisy; the blue line results from the simulation in 
history mode, e.g. oil production rate set as target to the simulator. 
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The problem that we deal with in this paper is the model discrepancy originated by 
errors in target data (i.e. the difference between the black dots and the dashed-blue line in the 
panel on the right of Figure 5.1). 
5.1.2 Objectives 
We aim to contribute to the rapidly growing research area of uncertainty 
quantification, characterisation and integration of model discrepancy into the uncertainty 
analysis, by offering: 
 A methodology to account for model discrepancy originated from errors in target data 
that can be integrated into the Bayesian History Matching for Uncertainty Reduction 
approach; 
 The use of advanced emulation techniques to increase the speed of the evaluation of 
model discrepancy across the input space; 
 The application of the methodology in a case study to demonstrate the impact of a specific 
source of model discrepancy in the uncertainty reduction process. 
Our approach starts by presenting the statistical methodology, followed by the 
description of the application, results and conclusions. 
5.2 Statistical methodology 
A brief description of the standard form of Bayesian History Matching (BHM) is 
followed by the introduction of a systematic procedure for uncertainty reduction (Formentin et 
al. 2019-b). This sequence of 20 linked steps turn the practice of BHMUR more standardised 
across applications, and we highlight the steps expanded in the section ‘Application of the 
Systematic Procedure for Uncertainty Reduction’. 
5.2.1 Formulation of Bayesian History Matching 
Craig et al. (1997) made a significant contribution to the uncertainty quantification 
field by stating the principles of Bayesian History Matching (extended to BHMUR). A vector 
of measurable quantities 𝑧 from the physical system, e.g. water production rate or bottom hole 
pressure, results from the sum of the corresponding vector in the physical system 𝑦 and 
observational errors 𝑒, giving 𝑧 = 𝑦 + 𝑒. Each element i=1, …, q of this vector has a 
corresponding quantity calculated by the computer model via an unknown function f of x, where 
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x is a vector of uncertain parameter values or scenario belonging to the input space (e.g. 
permeability, porosity parameters).  
We account for imperfections in the computer model by incorporating the model 
discrepancy ϵ and defining 𝑦 = 𝑓(𝑥∗) + 𝜖: even the most appropriate scenario x* presents 
outputs with a level of discrepancy (Vernon et al. 2010). Synthetic case studies with a 
Hypothetical Reality (HR) allow interpreting the HR as the most suitable scenario; nevertheless, 
for real applications to gain this insight is more challenging or even unaccomplishable. A 
bottleneck in statistical studies is the evaluation of scenarios via numerical models, which can 
be intensive in terms of time, computational and other resources. BHMUR combines simulation 
and emulation to enable the assessment of the whole input space affordably. 
Emulators 𝑓∗(𝑥) are statistical models built on structured data (i.e. inputs and 
corresponding outputs) which is obtained from the simulation of a relatively small number of 
scenarios in the input space. Emulators are a powerful tool because they enable fast evaluations 
of sufficiently large numbers of scenarios, supporting a full uncertainty quantification (Craig et 
al. 1995; Craig et al. 1997; Vernon et al. 2010). For any combination of uncertain attributes, an 
emulator computes an expectation (e.g. mean) and uncertainty (e.g. variance) expressing its 
capability to mimic the simulator output. O’Hagan (2004) offers established arguments about 
emulators characteristics.  
Figure 5.2 highlights the features of a statistical model for the output f(x) which is 
traditionally used as the basis for constructing an emulator of the same output. It is composed 
of: (a) a regression term to capture the global trend of active attributes 𝑥𝐴 – a subset of inputs 
identified as the most influential for each quantity 𝑖; (b) a Gaussian process 𝑢, which adds 
flexibility to local behaviour; and (c) a nugget term which is a function of the scenario 𝑥 and 
independent on 𝑢. The nugget acknowledges for simplifications that may lead to hidden effects 
in the emulator structure, such as the inclusion of only a sub-set of uncertain attributes in the 
two first terms of the emulator as active variables. The sum 𝑣 = 𝑢 + 𝑤 is useful for 
demonstration purposes later in this section. 
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Figure 5.2: Features of a traditional form of an emulator, a sum of the global trend, local variation and residual effect. 
 
A covariance matrix is symmetric and has the variance in the diagonal; the 
correlation matrix is the covariance matrix standardised by variances, resulting in the diagonal 
equal to one. Covariance structure refers to patterns in the covariance matrices.  
A usual form for the Gaussian emulator has 𝐸[𝑢(𝑥𝐴)] equals to a constant (or zero) 
and a base function built on an exponential covariance structure (Equation 5.1). This continuous 
function has two hyper-parameters to be defined: (1) the amplitude of the covariance function, 
𝜎𝑢
2, and (2) the correlation length 𝜃, which scales the influence between points in the training 
set. 
Cov[𝑢(𝑥A), 𝑢(𝑥
′
𝐴)] = 𝜎𝑢
2 exp (
−‖𝑥𝐴 − 𝑥
′
𝐴‖
2
𝜃2
) 
(5.1) 
A nugget can be included in the process with the structure of Equation 5.2, where 
𝟏(∙) is an indicator function, i.e. the covariance is equal to 𝜎𝑤
2  if 𝑥 = 𝑥′, and 0 otherwise.  
Cov[𝑤(𝑥A),𝑤(𝑥
′
𝐴)] = 𝜎𝑤
2  𝟏(𝑥 = 𝑥′) (5.2) 
Because the structure of 𝑢 and 𝑤 are taken as independent, we have 𝜎𝑣
2 = 𝜎𝑢
2 + 𝜎𝑤
2  
and define 𝜎𝑢
2 = (1 − δ )𝜎𝑣
2 to integrate in Equation 5.3: 
Cov[𝑣(𝑥A), 𝑣(𝑥
′
𝐴)] = 𝜎𝑢
2 exp(
−‖𝑥𝐴 − 𝑥
′
𝐴‖
2
𝜃2
) + 𝜎𝑤
2  𝟏(𝑥 = 𝑥′) 
(5.3) 
Equation 5.4 summarises the covariance structure of both Gaussian process and 
nugget. Note that the nugget adds a fractional variance δ to the diagonal of the covariance 
matrix. 
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Cov[𝑣(𝑥A), 𝑣(𝑥
′
𝐴)] = (1 − δ )𝜎𝑣
2 exp(
−‖𝑥𝐴 − 𝑥
′
𝐴‖
2
𝜃2
) + δ 𝜎𝑣
2 𝟏(𝑥 = 𝑥′) 
(
(5.4) 
Advanced methods using cross-validation and maximum likelihood can be used to 
define the hyper-parameters 𝜎𝑣
2 and 𝜃 (Bachoc, 2013; Bastos, 2010; Rasmussen and Willians. 
2006). Alternatively, we can assess educated guesses such as (a) 𝜎𝑣
2 equals to the variance of 
the outputs of simulator used as training set or the residual variance from the regression term, 
and (b) 𝜃 being an intermediate value between the maximal and minimal Euclidian distance 
between two scenarios – advised to scale the input internals in the same range, which was our 
approach in this article. More in-depth discussions and sensitivity analysis can be examined in 
Rasmussen and Williams (2006) and Bastos (2010). 
As in Vernon et al. 2010, we follow the Bayes Linear approach (Goldstein and 
Wooff, 2007); the updating rules for expectations 𝐸 and variances 𝑉𝑎𝑟 for a vector 𝐵, given a 
vector 𝐷, are in Equations 5.5 and 5.6, where 𝐸𝐷[𝐵] and 𝑉𝑎𝑟𝐷[𝐵] are termed the adjusted mean 
and variance of 𝐵 given 𝐷. 
𝐸𝐷[𝐵] = 𝐸[𝐵] + 𝐶𝑜𝑣(𝐵, 𝐷)𝑉𝑎𝑟(𝐷)
−1(𝐷 − 𝐸(𝐷)) (5.5) 
𝑉𝑎𝑟𝐷[𝐵] = 𝑉𝑎𝑟[𝐵] − 𝐶𝑜𝑣(𝐵, 𝐷)𝑉𝑎𝑟(𝐷)
−1(𝐷 − 𝐵) (5.6) 
Jackson (2018) - Chapter 2 provides a full derivation of emulator adjustments. We 
adopt ∑ 𝛽𝑗𝑔𝑗(𝑥𝐴) =𝑗 𝛽0; a constant and known value, implying in 𝐸(𝛽𝑗) = 𝛽𝑗 and 𝑉𝑎𝑟(𝛽𝑗) =
0. Therefore: 
 𝐸[𝐵] is a vector in the dimension of new scenarios 𝑛𝑥 and equals to 𝛽0;  
 𝐶𝑜𝑣(𝐵, 𝐷) comes from the covariance matrix Cov[𝑣(𝑥A), 𝑣(𝑥
′
𝐴)] with dimensions 𝑛𝑥 
and 𝑛𝑙;  
 𝑉𝑎𝑟(𝐷) is a squared 𝑛𝑙 matrix;  
 𝐷 is a vector with 𝑛𝑙 with the quantities simulated; and 
 𝐸(𝐷) is a 𝛽0-vector with 𝑛𝑙 elements. 
Because emulators are very fast, we can evaluate a large number 𝑛𝑥 of new 
scenarios quickly and integrate them into an implausibility measure. The Mahalanobis Distance 
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is a standardised version of the Euclidian distance that centres individual points around the 
mean and scales on the standard deviation (Mardia et al. 1982; Morrison, 2005). It can be 
thought of as an appropriate statistical distance for use in sample spaces where there exist 
differential variances and correlations between variables (Krzanowski, 2000).  
Craig et al. (1997) reread the Mahalanobis Distance as a Multi-Variate 
Implausibility (MVI or ℐ) measure in Equation 5.7. The MVI measure centres outputs from the 
emulator around the historical data defining 𝜇𝐷(𝑥) =  𝐸(𝑓
∗(𝑥)) − 𝑧, and scales on the sum 
𝛴𝐷(𝑥) = 𝛴𝑓∗(𝑥) + 𝛴𝑒(𝑥) + 𝛴𝜖(𝑥), which accounts for all uncertainties in the process. The 
covariance matrix 𝛴𝐷 expresses the uncertainties: 
 From the emulator to mimic the simulator 𝛴𝑓∗; 
 From the observed data to represent the physical system 𝛴𝑒 and  
 From the computer model to describe the physical system 𝛴𝜖.  
ℐ2(𝑥) =  𝜇𝐷(𝑥)
𝑇𝛴𝐷(𝑥)
−1𝜇𝐷(𝑥) (5.7) 
If the MVI is assumed to follow a chi-squared distribution with dimension of 𝜇𝐷 
minus one degrees of freedom; we can then define a cut-off based on the critical value of chosen 
confidence level from a chi-squared distribution with the number of observations as degrees of 
freedom (Ferreira et. al. 2019). 
Exact calculation of ΣD requires the specification of the full covariance structure 
between all components (e.g. all outputs considered) for any vector of 𝑥 values. One alternative 
is to compute univariate implausibility measure 𝐼 (Equation 5.8), which simplifies by requiring 
only the specification of the respective variances – diagonal of the covariance matrix – for each 
of the three uncertainties in the process. Several possible formulations allow to combine 
univariate implausibility measure from multiple outputs; one frequent choice is the maximal 
implausibility measure 𝐼𝑀(𝑥) =  𝑚𝑎𝑥
𝑖∈𝑄
𝐼𝑖(𝑥). When the univariate implausibility measure is 
expected to be a continuous unimodal distribution, a common choice is to define the 
implausibility measure based on the Pukelsheim’s three-sigma rule: it has the powerful property 
of covering 95% within ±2.98 standard deviations from the mean (Pukelsheim, 1994; Vernon 
et al. 2010). 
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𝐼𝑖
2(𝑥) =  
[𝐸(𝑓𝑖
∗(𝑥)) − 𝑧𝑖]
2
𝑉𝑎𝑟 (𝑓𝑖
∗(𝑥)) + 𝑉𝑎𝑟(𝑒𝑖) + 𝑉𝑎𝑟(𝜖𝑖)
 (5.8) 
The adapted implausibility measure (Formentin et al., 2019-b) has a similar 
formulation except for the use of simulator output instead of emulator expectation, 
consequently implying in 𝛴𝑓∗(𝑥) = 0. The adapted implausibility measure was applied for the 
selection of outputs to emulate and to the evaluation of scenarios through the uncertainty 
reduction process. In this paper, we apply the concept of adapted implausibility measure 
because we decide to focus on one component of uncertainty, which is a source of model 
discrepancy ϵ. 
5.2.2 Systematic Procedure for Uncertainty Reduction 
Formentin et al. (2020-a) proposed a systematic procedure for uncertainty reduction 
that combines reservoir simulation and emulation techniques under the BHMUR approach 
(Figure 5.3).  
The main features of this sequence of 20 linked steps are repeatability, flexibility 
and scalability, which turn the practice of the BHMUR more standardised and less manual 
across applications. Each step of this high-level structure can be planned to answer requirements 
specific for a study. Formentin et al. (2020-a) describes each of the steps of the workflow, and 
important definitions to retake here are: (a) waves are each iteration with the simulations of new 
scenarios; (b) phases increment the amount of historical information considered in the process. 
160 
 
 
 
 
 
Figure 5.3: Systematic procedure for uncertainty reduction combining reservoir simulation and emulation techniques 
under the Bayesian History Matching for Uncertainty Reduction approach (Formentin et al., 2020-a).; six groups 
represent the 20 steps; each step of this high-level structure can be planned to answer requirements specific for a 
study. This paper focuses on a methodology to account for one form of model discrepancy (STEP 7) and shows results 
mainly of STEPS 16 and 20. 
 
In the next sub-sections, we focus on the expansion of STEP 7 of the systematic 
procedure, where the model discrepancy is estimated. STEP 16 is reviewed to accommodate an 
additional term to describe the model discrepancy in the implausibility measure. We 
recommend the consultation of the reference papers for additional details. 
5.2.3 Estimation of Model Discrepancy caused by Errors in Target Data 
Characterising the observational error 𝑒 and model discrepancy ϵ accompanies the 
increasing interest in uncertainty quantification, to use computer models appropriately, gain 
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knowledge about the physical system and quantify uncertainties. Vernon et al. (2010), Kennedy 
and O’Hagan (2011), Mirams et al. (2016) and Goldstein (2017) proposed different 
classifications for the various sources of uncertainties in computer models with relevant 
discussions about the topic. One possible cause of model discrepancy in reservoir models is the 
use of target data, e.g. liquid or oil production rates, with inherent observational errors.  
Specific regulations limit errors in measurement of oil production, especially for 
fiscal and custody transfer purposes, e.g. ANP and INMETRO (2013). For those applications, 
the measurement equipment is inspected and calibrated regularly. Frøysa et al. (2018) 
highlighted perspectives from diverse stakeholders involved: (a) authorities have requirements 
concerning maximum uncertainty to secure the national interests; (b) the partners selling the oil 
have interests to secure their incomes; (c) buyers of oil have interest in ensuring that they are 
not getting a lower amount of oil than what they pay for. 
Fiscal measurement is usually followed by apportionment and reconciliation – the 
processes to allocate grouped production for individual wells. In many fields, those processes 
rely on proportions specified by test separator, which is a vessel used to separate and meter oil 
and gas from the wells. NFOGM (2005) presents several concepts of installations for well 
surveillance and monitoring with test separators and multiphase flow meters (MPFM). In 
several cases, observational errors, both random and correlated between wells, may be expected 
for measurements in production rates of flowing phases (e.g. oil, water, gas and liquid). 
The simulator calculates certain outputs assuming that the target data is precise. In 
fact, due to the characteristic of the measurement process, it is not so. The observed target data 
is a measurement made with random and systematic errors on the true data values. These 
measurements are usually set as boundary conditions (targets) to the simulator while simulating 
in the historical period. Therefore, for a given choice of inputs, all of the simulator outputs will 
contain an error, e.g. different errors in the target data will lead to different results for all 
outputs. These errors must be accounted for in the implausibility calculations.  
The inherent uncertainty of error in target data is propagated to other outputs as a 
cause of model discrepancy, e.g. if the liquid rate is the target, its observation error leads to 
uncertainty propagation to bottom hole pressure. Formentin et al. (2020-a) exemplified it: even 
if we had a reservoir model perfectly representing the physical system (e.g. hypothetical reality 
in the proposed case study), when a production target larger or smaller than the non-noised 
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production was set, the bottom hole pressure tends to be smaller or larger than the outcome of 
the hypothetical reality, respectively. We also exemplified in Figure 5.1. 
Figure 5.4: Methodology for estimating model discrepancy due to error in target data. 
We propose a methodology to evaluate the model discrepancy originated by errors 
in target data (the methodology in Figure 5.4 with an illustration in Figure 5.5).  
 
Figure 5.5: Illustration of the methodology for estimating the model discrepancy due to error in target data. 
It integrates into STEP 7 of the systematic procedure presented in Figure 5.3 
(Formentin et al., 2020-a) and can also be used independently, in other procedures based on 
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BHMUR. We follow with its integration in the BHMUR approach and application in a case 
study. In STEP 7.1, we design a training set with 𝑛𝑟 scenarios in the input space; sampling 
methods include uniform, space-filling and Latin hypercube designs (Bastos, 2010; Fang et al. 
2006; Johnson et al. 1990; McKay et al. 1979). 
After initialising the variable 𝑟 to iterate in the 𝑛𝑟 scenarios, the scenario 𝑟 is 
simulated in forecasting mode in STEP 7.2 (i.e. having the operational conditions such as liquid 
capacity in the well and platform, and maximal and minimal bottom hole pressures as boundary 
conditions). 
We store the outputs of this simulation (e.g. phases rate and pressure for each well 
and time step) in the vector 𝑦𝑟, STEP 7.3; it presents the physical behaviour in the unlikely case 
that all the information in the reservoir model were perfect stated. We follow with the 
initialisation of 𝑡𝑒, which is associated with the total number of target realisations 𝑛𝑒, where 
each realisation represents a new target that has a sample from the observational error. The 
vectors 𝑧𝑟
𝑡𝑎𝑟 and 𝑦𝑟
𝑡𝑎𝑟 are sub-sets of 𝑧 and 𝑦 corresponding to the target data (usually oil 
production rate or liquid production rate). 
In STEP 7.4, the subset 𝑦𝑟
𝑡𝑎𝑟 corresponding to the target data used in the historical 
period (e.g. liquid or oil production rate) is noised with the covariance structure of the 
observational error 𝑒, which results in the vector 𝑧𝑟
𝑡𝑎𝑟[𝑡𝑒]; the covariance structure of 𝑒 may 
contain random and correlated errors.  
We use the target vector 𝑧𝑟
𝑡𝑎𝑟[𝑡𝑒] to simulate the scenario 𝑟 in history mode (i.e. 
with target data as boundary condition), STEP 7.5.  
In STEP 7.6, the vector of simulation outputs (e.g. phases rate and pressure for each 
well and time step) are stored in 𝑧𝑟[𝑡𝑒]. 
STEP 7.7 incurs the increment 𝑡𝑒 until it equals the pre-stablished number of 
realisations of the observational error 𝑛𝑒. Note that each scenario 𝑟 is associated with a matrix 
𝑧𝑟 of 𝑛𝑒 rows and number of outputs as the number of columns.  
In STEP 7.8, we compute the covariance matrix 𝐶𝑜𝑣[𝑧𝑟] for the scenario 𝑟: a square 
matrix with the number of outputs as the number of columns and rows. STEP 7.9 determines 
the bias vector 𝐸𝑟 which results from the mean of each column in 𝑧𝑟 minus the corresponding 
value in 𝑦𝑟. Note that we may have random and systematic portions of error in the target data 
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which generates errors in the simulator outputs. These outputs are compared to the simulator 
outputs which would arise if the true target data were incorporated, the average difference being 
the bias, and the variance just being the variance of the outputs over variation in the observed 
target data. Note that this bias and variance depends on both the choice of input parameters at 
which we perform the calculation and also on the true values of the target data.  
STEP 7.10 incurs the increment of 𝑟 until it equals the pre-stablished number of 
scenarios 𝑛𝑟. 
The covariance matrix and bias vector that characterise the model discrepancy can 
be calculated for each scenario. As Figure 5.5 illustrates, both the expectation and variance of 
the discrepancy caused by the error in the target data is dependent on the scenario and time. 
The calculations involved to define the uncertainty of each scenario tend to be computationally 
costly, what evidences the need of emulators able to mimic the behaviour of this kind of model 
discrepancy across the whole input space. The STEPS 7.1 to 7.10 provide a training set in the 
input space that enables the emulation of the model discrepancy across the entire region in 
STEPS 7.11 to 7.16. 
In STEP 7.11, we emulate the relevant quantities of interest in the vector 𝐸 and the 
corresponding values in the diagonal of the 𝐶𝑜𝑣. We develop elements for the emulation of 
these quantities in the next section, which complement the traditional formulation to construct 
emulations that were explained in the section “5.2.1 Formulation of Bayesian History 
Matching”.  
STEP 7.12 is fundamental as we determine a subset of outputs 𝑛𝑜 under the 
validation criteria. Several validation methods are available: in Formentin et al. (2019-b), we 
applied validation based on training and test sets; in the section 5.2.3.1, we explain leave-one-
out method, which is based on training set only and is appropriate when the evaluation of a test 
set may be excessively expense in terms of computational time.  
Until this point, we characterised the model discrepancy term used in the univariate 
implausibility measure (Equation 5.8), which is the focus of this paper.  
If the uncertainty quantification requires the use of multivariate implausibility 
measure (Equation 5.7 and STEP 7.13), the covariance matrix needs to be further explored and 
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we provide some leads on how to do it. The correlation matrix is the covariance matrix 
standardised and having diagonal equals to one.  
In STEP 7.14, we subset the correlation matrix with the quantities of interest 
represented in 𝑛𝑜. The diagonals of the 𝑛𝑟 correlation matrices are one, and our attention is now 
in the off-diagonal elements – try to identify structures in the data that limit the need to emulate.  
In STEP 7.15, we suggest identifying the off-diagonal elements of the correlation 
matrix that have variability across the 𝑛𝑟 training set, and, therefore, need to be emulated in 
STEP 7.16. Off-diagonal elements that do not vary across the input space can be estimated by 
the multiplication between the appropriate variances (estimated in STEP 7.11 via emulation) 
and correlation value.  
The high computational cost involved in the estimation of the model discrepancy 
of each scenario of the input space justifies the application of emulation techniques in STEP 
7.11 (and 7.16 in case of Multivariate Implausibility Measure). Therefore, we proposed an 
efficient methodology to account for model discrepancy originated from errors in target data in 
the BHMUR approach. In the next sub-sections, we an analysis specific to construct emulators 
considering the training set obtained from the methodology of Figure 5.4. 
5.2.3.1 Estimating the nugget to emulate model discrepancy originated from errors in the target 
Figure 5.2 and Equations 5.1 to 5.6 described a traditional formulation to construct 
emulators. Our objective is to emulate the bias and variance caused by noise in target data. The 
nugget term can be estimated with an educated guess, expert judgment, statistical model, or a 
combination of these approaches. In this section, we propose a statistical model to estimate the 
nugget defined by δ in Equation 5.4. For example, if we define the target error through a normal 
distribution and consider that this pattern propagates to other outputs such as bottom hole 
pressure. We could also assume that the population is independent and identically distributed, 
and normally distributed 𝑁(𝜇, 𝜎2). The sample variance for a given scenario r is given by 𝑠𝑟
2 =
(𝑛𝑒 − 1)
−1 ∑ (𝑧𝑟
(𝑒)
− 𝑧?̅?)
2𝑛𝑒
𝑒=1 , where 𝑧?̅? = 𝑛𝑒
−1 ∑ 𝑧𝑟
(𝑒)𝑛𝑒
𝑒=1 , and 𝑧𝑟 is the simulated output for a 
given scenario following Figure 5.4. 
The distribution of the sample variance 𝑠𝑟
2~
𝜎𝑟
2
(𝑛𝑒−1)
𝜒𝑛𝑒−1
2 , a chi-squared 
distribution with 𝑛𝑒 − 1 degrees of freedom and 𝑉𝑎𝑟(𝑠𝑟
2) can be written as: 
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𝑉𝑎𝑟(𝑠𝑟
2) =
𝜎𝑟
4
(𝑛𝑒 − 1)2
𝑉𝑎𝑟(𝜒𝑛𝑒−1
2 ) =
2𝜎𝑟
4
𝑛𝑒 − 1
 (5.9) 
And we approximate to define the quantity δ: 
𝜎𝑤
2 = δ𝑉𝑎𝑟  𝜎𝑣
2 ~ 
2𝑠𝑟
4
𝑛𝑒 − 1
 (5.10) 
The bias is computed through the mean, and its nugget can be approximated 
through: 
𝑉𝑎𝑟(?̅?𝑟) = δ𝑏𝑖𝑎𝑠 𝜎𝑣
2 =
𝜎𝑟
2
𝑛𝑒
 ~ 
𝑠𝑟
2
𝑛𝑒
 (5.11) 
With Equations 5.10 and 5.11, we can estimate the magnitude of δ𝑉𝑎𝑟  and δ𝑏𝑖𝑎𝑠 to 
apply for the construction of emulators for the quantities that characterise the model 
discrepancy examined, e.g. the quantities δ 𝜎𝑣
2  in Equation 5.4 for emulators constructed to 
represent the variance and bias. 
5.2.3.2 Emulator Diagnostics 
In order to identify over-confident (and undesired) emulators, the diagnostic is a 
critical step in the BHMUR approach. Leave-one-out (Bastos, 2010; Rougier et al., 2009) is a 
cross-validation diagnostic which consists on (a) the removal of one scenario of the training 
set; (b) the construction of the emulator with 𝑛𝑟 − 1 scenarios; (c) prediction of the removed 
scenario; (d) computation of error standardised by the simulated value and standard deviation 
from the emulator; and (e) analyse the standardised errors, which is assumed as a continuous 
unimodal distribution and can be interpreted through the Three-Sigma Rule (Pukelsheim, 
1994). We use leave-one-out diagnostics in our application and show some diagnostics plot to 
illustrate in the results section. 
5.2.4 Accounting for Model Discrepancy in the BHMUR approach 
We review the implausibility measure (Equation 5.8) to integrate the bias from the 
model discrepancy calculation as in Equation 5.12: 
𝐼𝑖
2(𝑥) =  
[𝐸(𝑓𝑖
∗(𝑥)) + 𝑏𝑖𝑎𝑠 − 𝑧𝑖]
2
𝑉𝑎𝑟 (𝑓𝑖
∗(𝑥)) + 𝑉𝑎𝑟(𝑒𝑖) + 𝑉𝑎𝑟(𝜖𝑖)
 (5.12) 
We have a corresponding Adapted Implausibility Measure in Equation 5.13: 
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𝐼𝑖
2(𝑥) =  
[𝑓𝑖(𝑥) + 𝑏𝑖𝑎𝑠 − 𝑧𝑖]
2
𝑉𝑎𝑟(𝑒𝑖) + 𝑉𝑎𝑟(𝜖𝑖)
 (5.13) 
For multivariate implausibility measure of Equation 5.7, we have 𝜇𝐷(𝑥) =
𝐸(𝑓∗(𝑥)) + 𝑏𝑖𝑎𝑠 − 𝑧. 
5.3 Application of the Systematic Procedure for Uncertainty Reduction 
In this section, we describe the application of the systematic procedure for 
uncertainty reduction in Figure 5.3 in terms of groups of steps, highlighting the application of 
the methodology for accounting the model discrepancy caused by errors in target data. We 
emphasise that we apply emulation techniques for the computation of model discrepancy only. 
The conventional use of emulation for outputs themselves (e.g. bottom hole pressure) is 
deliberately avoided in this application to maintain the focus on the emulation of the model 
discrepancy. 
5.3.1 Definition of Case Study and Strategy of BHMUR 
The case study (STEP 1) is a three-layer cross-sectional vertical model (𝑥 and 𝑧 
directions) with one injector in one extremity and one producer in another (Maschio and 
Schiozer, 2018). Figure 5.6 illustrates that (a) the permeability in the x-direction is set as equal 
for all blocks of the same layer; (b) the vector defining the reference scenario is 𝑘𝑥∗⃗⃗⃗⃗ =(1,000; 
600; 2,000) 𝑚𝐷; and (c) the permeabilities of the two inferior layers are considered independent 
and uncertain in the interval from 200 to 2,500 𝑚𝐷. The error in the historical data for phase 
rates (oil and water) and bottom hole pressure is characterised by 2% of random and 2% of 
systematic errors (STEP 2).  
Figure 5.6: Permeability of the reference model (adapted from Maschio and Schiozer, 2018). 
Historical period is set from 0 to 1,350 days and follows with forecasting until 2,700 
days, and only one phase of evaluation is established. An additional injection well is placed 
after the historical period as in Maschio and Schiozer (2018). Figure 5.7.a to 5.7.d shows water 
saturation of hypothetical reality at four different times. To have historical data, we noised the 
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quantities of interest with one standard deviation from the simulation of the hypothetical reality, 
as shown in Figure 5.1. Our focus is on the emulation of the terms related to the model 
discrepancy, not the simulation outputs themselves; therefore, STEPS 3 and 4 of the systematic 
procedure are applicable in this paper. 
 
Figure 5.7: Hypothetical Reality, water saturation in 0, 480, 870 and 1350 days; corresponding production plots for (e) 
water production rate and (f) bottom hole pressure, marking the time steps (a) to (d). 
The initial water saturation is 15% of irreducible water, the remaining proportion 
of the porous volume is saturated with oil; 480 days after water injection starts, layer 3 is the 
first to have water breakthrough. Figures 5.7.e. and 5.7.f. show the time which water production 
starts with a steep positive trend in water production rate and an abrupt change in the pressure 
gradient. A similar effect is observed when water production starts in layer 1. At the final time 
step of the historical period (Figure 5.7.d), water breakthrough still did not reach layer 2.  
Although simple in its definition, this case study with two uncertain attributes 
enables to demonstrate the proposed methodology. The fast speed to run simulations is valuable 
in this experimental research and evidences potential impacts in the uncertainty reduction 
process. Variations in permeability offer non-linear relationships between inputs and outputs of 
the simulator and Maschio and Schiozer (2018) observed multiple modes in the posterior 
distributions calibrated scenarios, i.e. unconnected regions in the input space provide scenarios 
that are coherent with observed data and uncertainties in the process. 
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5.3.2 Data Preparation 
We explore a source of model discrepancy in the 2-dimensional input space, which 
even for a fast simulation model can take a significant time to sample the form of the error 
structure of the target data. Because our experiment is low dimensional, we opt for sampling a 
grid of scenarios equally spaced. 
Our focus is on the emulation of the terms related to the model discrepancy, that 
means, we are not focusing on the emulation of outputs themselves. Therefore, we designed a 
large set of simulations (Evaluation set in Figure 5.8) to evaluate the proposed methodology in 
STEPS 5 and 6 of the systematic procedure (Figure 5.3). The evaluation set forms a grid 
composed of 50 equally spaced values for each uncertain attribute, totalling 2,500 scenarios 
and scenarios simulated with the noised target. The reference scenario defines a Hypothetical 
Reality (HR) that allows generating synthetic historical data. 
 
 
Figure 5.8: Set of data used in the analysis of this paper, where 𝒌𝒙,𝟐 and 𝒌𝒙,𝟑 are permeability of layers 2 and 3, 
respectively: the training set with 49 scenarios; Hypothetical Reality (HR) and evaluation set with 2,500 scenarios. 
5.3.2.1 Estimation of model discrepancy originated from error in target data 
The training set designed for STEP 7.1 is a grid with seven equally spaced values, 
and we initialise 𝑟 to be incremented until 𝑛𝑟 = 49 scenarios. For each scenario, we follow the 
methodology proposed. We set forecasting mode (STEP 7.2) by defining as operational 
conditions the following:  
 Maximal liquid rate in wells: 80 m3/day; 
 Maximal bottom hole pressure (for injection well): 45,000 kPa; 
LegendLegend
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 Minimal bottom hole pressure (for production well): 15,000 kPa; 
We highlight that simulation in the forecasting period do not reach the minimal 
bottom hole pressure (for example, Figure 5.1) and the primary operational condition restricting 
the system is the maximal liquid rate. The simulation outputs are stored as a vector 𝑦𝑟 (STEP 
7.3), and we select the oil production rate in each time step until 1350 days as the subset 𝑦𝑟
𝑡𝑎𝑟.  
We initialise 𝑡𝑒, predefined to iterate until 𝑛𝑒 = 100. For each 𝑡𝑒, the oil production 
rate in 𝑦𝑟
𝑡𝑎𝑟 is noised with a systematic error sampled from a normal distribution having 2% as 
standard deviation and mean zero, which is added to the vector  𝑦𝑟
𝑡𝑎𝑟 resulting in the  𝑧𝑟
𝑡𝑎𝑟 
(STEP 7.4). The multiplicative form of error was defined for demonstration purposes. For real 
applications, more complex forms with the combination of random and systematic errors can 
be considered. We do not noise water injection rate for this case study. In STEP 7.5, the noised 
oil production rate is set as the boundary condition for the simulation, which outputs are stored 
in the vector 𝑧𝑟 (STEP 7.6). STEP 7.7 ensures that the loop runs until 𝑛𝑒 = 100. 
For each scenario r, the covariance matrix and bias vector is computed (STEPS 7.8 
and 7.9). We construct emulators for the bias and variance (STEP 7.11) with the elements 
described in Figure 5.2. Via leave-one-out diagnostics, we select the 𝑛𝑜 outputs with valid 
emulators (STEP 7.12). As the focus of our analysis is on univariate implausibility measure, 
STEPS 7.13 to 7.16 are suggestive about how to proceed. A total of 4,900 simulations were run 
to the training set of the model discrepancy, a demanding computational power that was 
affordable in our simple experiment. For more complex models, we highlight the need to 
estimate the computational cost in advance. 
5.3.3 Construct and Validate Emulators 
STEPS 8 to 13 of the systematic procedure (Figure 5.3) are dedicated to the 
emulation of the simulation outputs, which is not the focus of this paper. Instead, we use the 
results of the evaluation set (Figure 5.8) to proceed with the uncertainty analysis. 
5.3.4  Evaluation of scenarios and UR 
We performed two experiments to compare scenarios resulting from the BHMUR 
approach, and both are composed by one single wave: Experiment 1 does not account for the 
model discrepancy; Experiment 2 takes in consideration model discrepancy via the proposed 
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procedure. We apply Equation 5.13 to account for the Adapted Implausibility Measure in the 
implausibility analysis steps. 
We compare these experiments in terms of uncertainty reduction in the input and 
output spaces and analyse forecasting to demonstrate the possible impact of neglecting model 
discrepancy in the BHMUR process. 
We opted to demonstrate our evaluation based on results for water production rate 
and bottom hole pressure in different time steps. The univariate implausibility measure of 
outputs that have valid emulators were combined though maximal implausibility and used to 
compare the results of experiments 1 and 2. We apply the results of the Uncertainty Reduction 
process (STEP 20) by analysing forecasting of the initial search space with the non-implausible 
scenarios from these experiments. 
5.3.5 Decision for phase and wave 
This group of steps is not applicable: the simplicity of the case study does not justify 
the use of phases of evaluation; our objective is accomplished with the performance of one 
single wave. 
5.4 Results and Discussions 
In this section, we explore results for (1) emulation of variance and bias of model 
discrepancy with corresponding emulators diagnostics; (2) comparison of implausibility 
analysis between experiments 1 and 2; and (3) uncertainty reduction of reservoir behaviour in 
the historical and forecasting period. We discuss essential features resulting from the 
application of the BHMUR approach to the case study, comparing Experiment 1 (neglecting 
model discrepancy) and Experiment 2 (accounting for model discrepancy).  
5.4.1 Emulation of variance and bias for the model discrepancy 
To be applicable, both emulators of bias and variance of the model discrepancy 
need to satisfy diagnostics criteria. Out of a total of 61 evaluated outputs (water rate and 
pressure in different time steps), we constructed valid emulators for 27 quantities: 22 for bottom 
hole pressure and five for water production rate. We select a series of plots for the (a) 
expectation and (b) standard deviation of emulators of the model discrepancy, with their 
corresponding (c) diagnostics plots for leave-one-out. An advantageous characteristic of 
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BHMUR is that we do not need to analyse every possible output to complete an uncertainty 
analysis because a subset of outputs enables us to remove parts of the input space carefully. 
We address the question of why model discrepancy changes through the input 
space, i.e. different scenarios have different discrepancy characteristics. Figure 5.9 presents 
saturation images for three scenarios at 990 days, the water breakthrough time for Scenario 1. 
The analysis is complementary to Figure 5.5, where scenarios 1 and 26 can be compared. The 
discrepancy demonstrated in the application is also dependent on time, as can be checked in 
Figure 5.5. This helps to understand some insights from the emulator expectations – plots (a) 
in Figures 5.9, 5.11 to 5.12– that indicate that the discrepancy changes depending on the 
position that a scenario takes in the input space, the output and the time-step considered. 
Figure 5.9: Water saturation at 990 days from different scenarios demonstrating physical reasons why the model 
discrepancy is dependent on the scenario evaluated. 
 
Scenario 1 has the lowest permeability for layers 2 and 3, and the water 
breakthrough happens in layer 1. At 990 days, Scenario 1 still has a relatively high volume of 
oil to be drained compared with Scenarios 26 and 49. A variation in the target data with the 
structure of its observational error would require a less dramatic change in the bottom hole 
pressure in Scenario 1 than in the other two. Simulations in Figure 5.5 corroborate this intuition. 
Note that Scenario 26 presents high water saturation in all blocks of the reservoir model; 
recovering the residual oil in the pores to meet a higher target in oil production demands an 
increase in the water injection rate which leads to higher pressure. 
In Figures 5.10, 5.12 and 5.13, we show results for several emulators. The vertical 
sequence of three plots per output emulated presents in (a) the emulator expectation for the 
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output calculated from Equation 5.7; (b) the emulator standard deviation for the output from 
Equation 5.8; (c) the outcome from the leave-one-out diagnostic of the emulator, counting how 
many samples are out of the interval [-3, +3] which was defined by considering the 3-sigma 
rule (Pukelsheim, 1994). We considered that a maximal of 2 out of the 49 samples could be out 
of this interval to make an emulator valid (~4%). 
 
 
 
 
(a1) (a2) 
 
 
 
 
(b1) (b2) 
 
 
 
 
(c1) (c2) 
Figure 5.10: Resulting emulator for variance for water production rate at 1,110 and 1,320 days: (a) expectation, (b) 
standard deviation, (c) corresponding diagnostics plots. 
 
174 
 
 
 
 
Figure 5.10 shows emulators built for the variance of the model discrepancy – 
Var(𝜖) in Equations 5.12 and 5.13 – for the water production rate at 1,110 and 1,320 days, 
respectively. The expectation (Figure 5.10.a1 and 5.10.a2) follows a symmetric pattern towards 
the secondary diagonal. 
In fact, a quasi-symmetric behaviour is explained by similar effects that a lower 
permeability has being in the second or third layers, not perfectly symmetric due to gravity, i.e. 
water density is higher than oil density, leading to a non-uniform sweep even if the three layers 
had the same permeability. Figure 5.11 shows this effect: scenarios 19 and 31 are symmetric in 
the input space. At the water breakthrough time, the layers with higher permeability (layers 2 
and 3 respectively) have a similar distribution of water saturation, except that gravity forces 
lead to slightly higher water saturation in the production well: 38% for layer 2 of scenario 19 
and 40% for layer 3 of scenario 31. 
 
Figure 5.11: Water saturation at 570 days from symmetric scenarios demonstrating the quasi-symmetric behaviour 
expected in the case study. 
 
The standard deviation of the variance in Figure 5.10.b1 and 5.10.b2 shows that the 
emulator uncertainty near the measured points (training set) is relatively low. The diagnostics 
plots in Figure 5.10.c1 and 5.10.c2 indicates only 2 and 0 out of 49 scenarios of the training set 
have the standardised error out that are out of the interval [-3, +3], which leads us to accept the 
emulators as valid. 
Figure 5.12 shows emulators built for the bias of the model discrepancy – 𝑏𝑖𝑎𝑠 in 
Equations 5.12 and 5.13 – for the water production rate at 1,110 and 1,320 days. The expectation 
(Figures 5.12.a1 and 5.12.a2) follows a symmetric pattern towards the secondary diagonal and 
has a similar pattern as the variance of the model discrepancy in Figures 5.10.a. There is a 
175 
 
 
 
 
difference in the scale: the bias tends to be much smaller than the variance of the model 
discrepancy: the maximum absolute value is around 8 and 6 for the expectation of the bias, 
while it is 600 and 200 for the expectation of the variance. The difference in the scale is also 
notable in the standard deviation of the emulator: around 2 for the bias and 65 and 28 for the 
variance. Finally, most of the standardised errors in Figures 5.12.c1 and 5.12.c2 are 
concentrated in the interval [-1, +1]. 
 
 
 
 
(a1) (a2) 
 
 
 
 
(b1) (b2) 
 
 
 
 
(c1) (c2) 
Figure 5.12: Resulting emulator for bias for water production rate at 1,110 and 1,320 days: (a) expectation, (b) standard 
deviation, (c) corresponding diagnostics plots. 
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We plot the results of emulators for bottom hole pressure at 630 and 1,350 days in 
Figure 5.13. In the expectation of the variance of the model discrepancy, we note the similar 
symmetry in the second diagonal and dependence on time as in the emulators for water 
production rate. Comparing bottom hole pressure at 630 and 1,350 days, the range for the 
expectation of the variance increases significantly, coherent with the plots in Figure 5.5.  
 
 
 
 
(a1) (a2) 
 
 
 
 
(b1) (b2) 
 
 
 
 
(c1) (c2) 
Figure 5.13: Resulting emulator for the variance for bottom hole pressure at 630 and 1,350 days: (a) expectation, (b) 
standard deviation, (c) corresponding diagnostics plots. 
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The structure of the standard deviations in Figures 5.13.b1 and 5.13.b2 have a 
similar interpretation as in Figures 5.10.b and 5.12.b, due to the use of the same correlation 
length. Finally, the diagnostics of leave-one-out in Figure 5.13.c1 has only two points larger 
than 3, which are the scenarios close to permeability [1,000; 200] and [200; 1,000] with very 
high expectation of variance. 
5.4.2 Implausibility analysis and impact of model discrepancy 
We computed the adapted implausibility measure of Equation 5.13 for each of the 
27 valid emulators using the simulations of the evaluation set (Figure 5.8). We combine these 
results through the maximal implausibility, which are presented in Figure 5.14: the plot (a) 
presents the implausibility measure when we do not account for the model discrepancy and (b) 
when we account for it. The scales of the implausibility plots are selected to make green non-
implausible scenarios and a scale from yellow to red the implausible regions. 
  
 
(a) (b)  
Figure 5.14: Combined adapted implausibility measure for (a) experiment 1 and (b) experiment 2, where the model 
discrepancy is not considered and considered respectively. 
 
Without accounting for the model discrepancy (Figure 5.14.a, experiment 1), all the 
input space was deemed implausible, indicating that the problem characterisation should be 
reviewed (e.g. in this case, the uncertainties of the problem). This consists of one of the 
strengths of the BHMUR approach.  
When accounting for the model discrepancy (Figure 5.14.b, experiment 2), 8% of 
the input space is deemed as non-implausible. A useful consistency check is that the 
hypothetical reality is considered non-implausible. In the next section, we plot the production 
curves of the non-implausible space, showing the uncertainty reduction in the output space. 
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5.4.3 Uncertainty Reduction in Historical and Forecasting Periods 
The production curves of Figure 5.15 present the reduction of uncertainty in the 
behaviour of several outputs for non-implausible scenarios of Experiment 2 (green region of 
Figure 5.14-b). In grey, we have the simulation of scenarios of all evaluation set, showing the 
behaviour across the complete input space; the non-implausible region is plotted in green. We 
also have the historical data in dots and the observational error in the form of error bars.  
  
(a) (b) 
 
 
(c) (d) 
 
Figure 5.15: Production curves of original input space (grey) and non-implausible scenarios after performing the 
BHMUR approach (green region in Figure 5.14-b), dots represent the historical data, and the error bars consider the 
observed error: (a) oil production rate; (b) bottom hole pressure; (c) Cumulative Water production; (d) Cumulative Oil 
Production. Note that the green tones used in this plot match with the implausibility colours plotted in Figure 5.14-b. 
 
We analyse the uncertainty reduction of the outputs: 
(a) Oil production rate: the target data of the simulations had not all the initial input space 
(grey) reaching the targets because of the minimal pressure set in the simulator (which 
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was set as 5,000 kPa). The non-implausible space (green lines) shows a clear 
improvement by having all scenarios reaching the target data; 
(b) Bottom hole pressure: the uncertainty in the historical period was reduced and not all 
green lines are within the error bars because we considered the model discrepancy. In the 
forecasting period, the uncertainty is kept in similar levels for grey and green curves, 
mainly because this case study did not have high variability in the forecasting period;  
(c) Cumulative water production: a consistent uncertainty reduction in the historical period 
is propagated to the forecasting period. We believe that this output would benefit from 
another wave of BHMUR to reduce further the uncertainty in the forecasting period; 
(d) Cumulative oil production: the uncertainty in this output is a consequence of the 
uncertainty reduction of the oil production rate, and this curve evidences the positive 
impact in the forecasting period. 
We demonstrated the robustness of the proposed procedure by presenting the results 
for the emulation of model discrepancy for different quantities of interest, integrating these 
emulators in the implausibility analysis and showing the uncertainty reduction in the behaviour 
of the reservoir. 
5.5 Conclusions 
Model calibration, history matching, Bayesian History Matching for Uncertainty 
Reduction (BHMUR) and data assimilation are model-based techniques of reservoir 
management, usually time and resources consuming; BHMUR emphasises on identifying all 
the possible scenarios that are coherent with data available and uncertainty in the problem. A 
critical stage is to characterise the uncertainties inherent from a numerical model which is an 
imperfect representation of the physical system. The model discrepancy is referred to as the 
difference between the computer model and the physical system, influencing procedures for 
model calibration. 
As an example, we focus on one particular source of model discrepancy which is 
generated by setting, as a boundary condition, the target data with observational errors (e.g. oil 
production). Observational error in target data is expected at some level given the monitoring 
plan in place, which includes errors from measurement, processing and production 
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reconciliation, among others. We explored how errors in target data are propagated through the 
simulation model as a source of discrepancy. 
The systematic procedure for uncertainty reduction previously developed by the 
authors is used, and we propose a procedure for accounting for this source of model discrepancy 
in the BHMUR approach. We deliberately focused on the emulation of the model discrepancy, 
evaluating the outputs themselves via simulation – a simplification to be withdrawn in more 
complex studies. To account for the model discrepancy, we apply an iterative process to 
compute the bias vector and covariance matrix in several scenarios of the input space, 
characterising the model discrepancy in a training set. Because this iterative process tends to 
have high computational cost, we use Bayesian emulators to estimate the expectation of the 
model discrepancy in the entire input space. Finally, we integrate this source of model 
discrepancy in the implausibility analysis. 
We applied the procedure in a case study with two uncertain attributes: a two-
dimensional reservoir model with two out of three layers having horizontal permeability as 
uncertain. The case study allowed to demonstrate that: (1) error in target data propagates as a 
source of discrepancy to other reservoir outputs (e.g. bottom hole pressure), and (2) the 
procedure proposed is efficient for quantifying and integrating model discrepancy in the 
BHMUR approach. 
The main numbers of the application are: valid emulators for 27 outputs were 
constructed and used to compute the implausibility measure in the input space, which was 
combined through the maximal implausibility measure. We compared two experiments. Firstly, 
when we did not consider the model discrepancy, all the input space was deemed as implausible, 
which in the BHMUR approach is an indication to review the model characterisation (including 
model discrepancy specification), uncertain attributes and uncertainties in the problem. When 
we considered the model discrepancy, in experiment 2, 8% of the input space was classified as 
implausible. A valid consistency check is that the Hypothetical Reality (our reference scenario) 
is deemed as non-implausible by the end of the uncertainty reduction process. We also 
presented the production curves comparing the initial input space with the non-implausible 
region, demonstrating that we consistently reduced uncertainty in the historical and forecast 
periods. 
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We demonstrated one cause of model discrepancy that can be characterised through 
numerical experiments, and we proposed and applied a procedure to describe and integrate 
model discrepancy in the BHMUR approach. The results of our application suggested that 
errors in target data can be a relevant source of model discrepancy, indicating careful 
consideration in more complex case studies is suitable. 
Nomenclature – Article 4 
BHM = Bayesian History Matching 
BHMUR = Bayesian History Matching for Uncertainty Reduction 
𝐶𝐼 = Credible Interval 
ϵ = model discrepancy, the difference between the real reservoir and the 
reservoir model 
𝐸 = expectation operator 
𝑒 = vector of observational errors 
𝑓 = function of reservoir simulation model that computes a vector of quantities 
of interest 
𝑓∗ = emulator function 
𝑔 = known deterministic function 
𝐼 = Univariate implausibility measure  
𝐼𝑀 = maximal implausibility measure  
𝐼 = Univariate adapted implausibility measure  
ℐ  = Multivariate implausibility measure  
ℐ̃  = Multivariate adapted implausibility measure  
𝑖𝑤 = water injection rate 
𝐿𝑝 = cumulative liquid production 
𝑛 = number of something 
𝑛𝐴 = number of active variables 
𝑁𝑝 = cumulative oil production 
𝑝𝑖𝑏ℎ = bottom hole pressure of injection wells 
𝑝𝑝𝑏ℎ = bottom hole pressure of production wells 
𝑞𝑙 = liquid production rate 
𝑞𝑜 = oil production rate 
𝑞𝑤 = water production rate 
𝑢 = Gaussian process 
𝑉𝑎𝑟 = Variance 
𝑊𝑖 = cumulative water injection 
𝑊𝑝 = cumulative water production 
𝑤 = nugget process 
𝜔 = implausibility cut-off 
𝑥 = vector of input parameter values representing a reservoir scenario 
𝑥∗ = most appropriate vector of uncertain attributes 
𝑦 = vector of quantities from the real physical reservoir  
𝑧 = vector of measurable quantities from the real reservoir 
𝛼 = proportion covered by the credible interval 
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𝛽 = unknown scalar regression coefficients 
Subscripts 
A = active variables  
i = a measurable quantity of interest of the reservoir, 𝑖 ∈ [1, 𝑞] 
j = index corresponding to a regression term in the emulator equation 
 
6 CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE 
WORK  
This thesis addressed the problem of using observed data to gain knowledge about the 
physical behaviour of a petroleum reservoir field and provide a better basis for decision making. We 
delivered a general and systematic Bayesian methodology for uncertainty quantification combining 
simulation and emulation techniques with a petroleum reservoir application. To this end, this thesis has 
four complementary fronts of contribution. 
Firstly, we explored the impact of adding misfit functions related to specific phenomena in 
the physical system: (a) water breakthrough time redefines the multi-phase flow in the porous media 
and has implications for the recovery factor of the field; (b) switching the boundary conditions defined 
as target for the simulations provide new information on the surrounding regions of the wells. The 
procedure using Iterative Discrete Latin Hypercube technique (Maschio and Schiozer, 2016) aptly 
allowed the comparison of two applications with a different number of misfit functions (64 and 128) 
and the same parameterisation for the UNISIM-I-H case study. The results of these applications 
demonstrated the beneficial potential of breakthrough deviation and productivity deviation to reduce 
uncertainty while keeping variability in the resulting collection of scenarios. 
Founded in reservoir simulation acumen, statistical principles and an understanding of the 
case study, the general and systematic Bayesian methodology for uncertainty quantification combining 
simulation and emulation techniques builds on 20 linked steps. It combines implausibility measure, 
sequential waves, several emulation techniques and the concept of phases of evaluation. The 
methodology enables the practice of Bayesian History Matching for Uncertainty Reduction to be more 
standardised across applications and has three main features: (1) flexibility, since the steps of the high-
level structure are adaptable to project requirements, (2) repeatability, because it is a systematic 
procedure and (3) scalability to higher dimensional spaces (inputs and outputs). The methodology was 
validated with a case study with hypothetical reality, and additionally, advances and extensions that are 
particular to a given step can be integrated into a general procedure. 
The high-level structure to consolidate incremental developments. Four extensions were 
proposed in paper 3 of the thesis: (1) an adaptation of the BHMUR to patters in physical data which can 
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be labelled as binary; (2) presenting and combining indicators of quality capable of validating emulators 
statistically and selecting one among concurrent emulators for the same quantity of interest; (3) a 
systematic procedure to choose a combination of quantities of interest to be emulated; and (4) a 
consistent demonstration of assessment of random and correlated errors, where this naïve approach can 
be extended to more complex evaluations. They are stand-alone developments that were 
straightforwardly integrated into the high-level structure. 
The fourth front addresses the challenge of characterising model discrepancy – the 
difference of behaviour between the physical system and the reservoir simulation model. In reservoir 
simulation, observed data such as oil or liquid production rates are usually used as boundary conditions, 
i.e. simulation targets. We observed that errors in target data propagate through the reservoir simulation 
model as a cause of model discrepancy affecting other outputs, such as bottom-hole-pressure. We 
explored this source of model discrepancy and proposed a procedure that allows evaluating covariance 
matrix and bias vector through the input space to characterise and quantify the model discrepancy. Then, 
we apply Bayesian emulators to quickly evaluate the model discrepancy in the complete input space. 
The application in a simple case study demonstrated that the model discrepancy could have an impact 
on the uncertainty reduction, suggesting that an analysis for other case studies may be important. 
We contributed to the Uncertainty Quantification and Reservoir Engineering communities 
through (a) an understanding of the physical system and relevance of water breakthrough time and 
boundary conditions (targets) for reservoir simulation; (b) the proposition of the systematic procedure 
combining reservoir simulation and emulation techniques; (c) the implementation of statistical methods 
required for an appropriate data analysis when applying Bayesian History Matching for Uncertainty 
Reduction; and (d) a procedure to quantify and characterise the model discrepancy considering a 
specific, but recurrent, cause of error related to simulation target. 
Certainly, a lot more research and work are needed to provide tools that are scalable, 
efficient, robust and applicable for real case studies.  
The interdisciplinary nature of uncertainty quantification techniques claims for the 
integration of reservoir engineering and statistics experts. Future work on the usability of the systematic 
Bayesian methodology will play a central role to enable dissemination of the technique and 
straightforward application by professionals and for multiple projects/studies. In the energy industry, 
uncertainty quantification for petroleum reservoirs gained a place in corporate workflows and has a 
material impact in decision making. Investments in the usability of the systematic Bayesian 
methodology have the potential to place Bayesian History Matching as cutting-edge technology, to 
improve the understanding of the reservoir behaviour and to reduce time to the decision-makers. 
In what follows, we outlined some of the prominent topics to be addressed and 
incrementally developed, and which can be subject to future work. We expose the topics as they integrate 
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into the groups of the systematic Bayesian methodology, marking them by alphabetic order while 
sharing some ideas and suggestions to approach them. 
 
Figure 6.1: Groups of steps presented in the systematic procedure for uncertainty quantification. 
6.1. Definition of case study 
The parameterisation applied in the papers is built on uncertain attributes associated with 
regions of the reservoir. Regional multipliers and parameters represent a simplification of subsurface 
properties, rough and certainly lacking geological realism, but necessary for the current state of art and 
objectives of this thesis. The applicability of Bayesian History Matching for Uncertainty Reduction in 
realistic contexts is fundamentally dependent on advances for the treatment of high dimensional input 
space– e.g. porosity, permeability, facies.  
Two directions particularly represent a breakthrough for the integration of geological maps 
in the methodology: (A) dimensionality reduction to extract the main features of input data in a 
reasonable number of uncertain attributes that enable the construction of valid emulators; (B) 
dimensionality expansion of attributes with reduced uncertainty, allowing the physical and geological 
interpretation of the results. 
(C) Multiple levels of fidelity may be available for the numerical model used to describe 
the physical system, e.g. fine to coarse grids. Models with higher fidelity level (and higher resolution) 
are expected to better represent the physical behaviour and be more expensive to run than lower fidelity 
models. In such contexts, multi-level emulation techniques can be developed. A useful reference to this 
topic is Cumming and Goldstein (2007). 
6.2. Definition of strategy from BHM and UR 
We identified two sources of progress in this group of steps. 
(D) This work concentrated on production data from wells as sources for objective 
functions (paper 1) and quantities of interest (articles 2, 3 and 4). Production data is sparse in the 
reservoir. We may have access and identify as relevant the integration of quantities of interest related to 
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4D-seismic data, which provide us with information about fluid saturation and pressure changes in time 
within the field scale. The progress in this area is naturally subsequent to the previous suggestions. 
(E) A careful and comprehensive comparison between classes of quantities of interest 
would be useful to guide a first screening of the data. Besides of rate data, cumulative data, averaged 
data, misfit index and multi-variate implausibility measure derived from production data, we could 
assess and compare the efficiency of additional sources of quantity of interest such as productivity 
deviation presented in the article 1 of this thesis. The investigation would focus on finding if the 
simulation of the last time step of a given phase with a different target (e.g. pressure) could be 
informative for identifying implausible regions in initial, and cheap to simulate, phases of evaluation. 
6.3. Data preparation 
(F) Efficient sampling of non-implausible scenarios of the input space is challenging, even 
when using emulators to evaluate new scenarios. In situations with high dimensional space and/or small 
uncertainties in the process, non-implausible scenarios are only a tiny portion of the original search 
space. Further development in this area could recur to (1) methods inspired in Metropolis–Hastings 
procedure, substituting the rejection criteria by emulator evaluations plus implausibility measures, (2) 
dimensionality reduction of the non-implausible input space (with Principal Component Analysis, for 
example), sampling new scenarios within the limits of the reduced space, projecting samples to the 
original space and evaluating them with emulators and implausibility measure for a final verification. 
This second suggestion would be particularly efficient if the uncertain attributes have a relevant 
correlation in the non-implausible regions, which is dependent on an exploratory analysis of the data 
under consideration. 
(G) Together with the treatment of high-dimensional spaces and despite the current efforts 
in this area, the characterisation of the model discrepancy remains a topic of rupture to the application 
of Bayesian History Matching for Uncertainty Reduction in realistic contexts. For all applications in 
Uncertainty Quantification, accounting for the differences between the simulation model and physical 
system is challenging. Article 4 of this thesis explored one source of model discrepancy, and the subject 
clearly would deserve more than one PhD thesis to reach the level of practical and consistent 
consideration of model discrepancy.  
6.4. Construct and validate emulators 
(H) We proposed a methodology for the efficient selection of a combination of outputs to 
emulate. The computational cost of this selection tends to increase with higher dimensional output 
spaces. Therefore, in parallel to the consideration of map information as outputs to emulate (i.e. 4D-
seismic data), new techniques for output selection would gain space and increment the efficiency of the 
process. 
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(I) The emulators applied in this thesis are based on the regression model (articles 2 and 3), 
which capture the main trends in the input-output relationships. The Gaussian process (applied in article 
4) is an alternative and complete approach to capture local variations. Moreover, the full emulator 
accounts for a nugget related to the inactive input variables. The investigation of the full version of an 
emulator in higher dimensions is a natural step for the consideration of complex relationships between 
inputs and outputs. The definition of hiper-parameters of the Gaussian process (e.g. correlation length) 
in high dimension is critical for the application of the full version of the emulator. 
6.5. Evaluation of scenarios and UR 
(J) In steps using implausibility measure to reject regions of the input space, investigation 
of criteria such as (1) the combination of the implausibility measure from several emulators by the first, 
second and third maximal implausibility, and (2) cut-off value for implausibility would be valuable. As 
most of the literature, our approach is straightforward and a deeper discussion around these criteria 
would be especially relevant in a more complex application, with imperfect models and observed data. 
6.6. Decision for phase and wave 
(K) The criteria applied to change phase and wave were sufficient to demonstrate our 
systematic methodology but empirical in their nature and subject of future work and consideration. 
6.7. Application of non-implausible scenarios 
(L) The application of non-implausible scenarios for forecasting production and strategy 
optimisation is a field by itself. A point of attention raised from this thesis is the transition between 
history and forecasting period and the consequent changes in the boundary conditions. As the usual 
procedure in reservoir simulation is to switch from target to operational conditions mode, we may lose 
important information related to the model discrepancy. For example, a well underproducing oil in 
historical period would keep this pattern when boundary conditions are modified? If so, we could, for 
example, verify the possibility to consider this discrepancy for forecasting. 
.  
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