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Where does quantum mechanics part ways with classical mechanics? How does quantum
randomness differ fundamentally from classical randomness? We cannot fully explain how
the theories differ until we can derive them within a single axiomatic framework, allowing an
unambiguous account of how one theory is the limit of the other. Here we derive non-
relativistic quantum mechanics and classical statistical mechanics within a common frame-
work. The common axioms include conservation of average energy and conservation of
probability current. But two axioms distinguish quantum mechanics from classical statistical
mechanics: an “ontic extension” defines a nonseparable (global) random variable that gen-
erates physical correlations, and an “epistemic restriction” constrains allowed phase space
distributions. The ontic extension and epistemic restriction, with strength on the order of
Planck’s constant, imply quantum entanglement and uncertainty relations. This framework
suggests that the wave function is epistemic, yet it does not provide an ontic dynamics for
individual systems.
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Do pure quantum states correspond one-to-one to realphysical states? The claim that they do not—that theyrepresent states of incomplete knowledge or information
about the actual physical states—dates back to the first years of
quantum mechanics1,2. In recent decades, this claim has inspired
a research program3–12 taking distinct pure quantum states to be
compatible with a single physical state. That is, even pure
quantum states in quantum mechanics could play a role similar to
phase space distributions in classical statistical mechanics. Fol-
lowing refs. 7,13,14, we shall call the underlying physical state the
“ontic state” and the probability distribution over the ontic states
associated with a given quantum state the “epistemic state”.
This program prompts the following question: Can we recon-
struct quantum mechanics as a clear, physical modification of
classical statistical mechanics? (An answer could be of practical
interest toward understanding the physical resource responsible
for the advantages of quantum over classical information proto-
cols.) To answer this question, we note two essential features of
quantum mechanics that distinguish it from classical mechanics:
entanglement and the uncertainty principle. Can these two fea-
tures lead us toward a reconstruction of quantum mechanics
from classical statistical mechanics? Our only hope for a positive
answer is to first adapt entanglement and the uncertainty prin-
ciple to the framework of classical statistical mechanics. There
have been attempts to explain (parts of) quantum mechanics
starting from classical statistical models by assuming a funda-
mental restrictions on the class of possible epistemic states that
can be prepared6,7,9–12,15. Such an “epistemic restriction” cap-
tures, to an extent, the uncertainty principle. Indeed, it is
remarkable that this approach has been shown to reproduce a
substantial portion of quantum phenomena traditionally judged
incompatible with any classical world view.
In general, a model or theory that assumes that physical reality
exists independent of measurement is called an “ontological” (or
“ontic”) model13,14,16. For example, Bohmian mechanics17 is an
“ontic extension” of classical mechanics: it posits a physically real
or ontic and in general nonseparable wave function defined in a
multi-dimensional configuration space, satisfying the Schrödinger
equation, that guides the dynamics of the particles. (For an
alternative nomological interpretation of the wave function
within Bohmian mechanics, see ref. 18). Conversely, Pusey, Bar-
rett, and Rudolph have shown that any ontological model of
quantum mechanics in which the wave function is not physically
real must violate a statistical independence requirement called
preparation independence19. Of course, such a model must also
violate Bell’s inequalities20 and satisfy the Bell–Kochen–Specker
contextuality theorem15,21 and its generalization16.
Here we derive nonrelativistic quantum mechanics (without
quantum spin) in a way closely paralleling the derivation of
classical statistical mechanics. That is, we derive the two theories
within a common axiomatic framework, imposing conservation
of average energy and probability current. Within this framework,
two axioms distinguish quantum from classical statistical
mechanics. One axiom creates an “ontic extension” in the form of
“a global-nonseparable random variable;” the other axiom
imposes a specific “epistemic restriction” on what probability
distributions of momenta can be prepared, given a distribution of
conjugate positions, and vice versa. (See Eqs. (5) and (6) below.)
We obtain the mathematics and rules of quantum mechanics in a
complex Hilbert space from this model as we average over the
nonseparable random variable. We find that the ontic extension
and epistemic restriction are together deeply related to two dis-
tinctive features of quantum mechanics: entanglement and the
uncertainty principle, which arguably are responsible for the
classically puzzling features of microscopic phenomena22. We
conjecture and argue that, unlike Bohmian mechanics, the wave
function in our ontological model is not physically real; what is
real is a nonseparable, global random variable.
Results
Classical statistical mechanics of ensemble of trajectories. Let
us start from the conventional classical statistical mechanics of
ensembles of trajectories. We work within the Hamilton–Jacobi
formalism23, proposing a set of specific modifications. One of the
reasons we take the Hamilton–Jacobi formalism as our starting
point is that in some formal classical limit, the Schrödinger
equation (in the position representation) reduces to the
Hamilton–Jacobi equation, with the quantum phase reducing to
Hamilton’s principal function. This limit is formally nontrivial;
see for example the discussion in ref. 6. We will argue that this
formal limit can be extended conceptually, i.e., that Schrödinger’s
equation can likewise be interpreted as describing the dynamics
of an ensemble of trajectories. Indeed, we will derive both fun-
damental equations within one axiomatic framework.
Let us consider a general many-particle system with N
degrees of freedom, in a spatial configuration denoted as
q ¼ q1; ¼ ; qNð Þ 2 RN : Let t denote the time parameterizing its
evolution. Within the Hamilton–Jacobi formalism, the central
result of classical mechanics, based on the principle of least
action, is that there is a differentiable real-valued scalar function
of the configuration and time SCðq; tÞ : RN ´R 7!R with the
dimensions of action—Hamilton’s principal function—so that the
momentum field p= (p1, …, pN) canonically conjugate to q is
given by its gradient as:
piðq; tÞ ¼ ∂qi SC; ð1Þ
i = 1, …, N; and the time evolution of SC(q;t) is generated by the
classical Hamiltonian H(p,q) obeying the Hamilton–Jacobi
equation:
∂tSC ¼ Hðp; qÞ: ð2Þ
Equations (1) and (2) describe the dynamics of an ensemble of
trajectories characterized by a single function SC(q;t). A choice of
q at a single t specifies the dynamics of a single trajectory.
As long as we consider a classical Hamiltonian up to second
order in momentum, there is another way to derive the
Hamilton–Jacobi Eq. (2), without resort to the least action
principle. The derivation, given in Theorem 1 below, will provide
physical insight for our reconstruction of quantum mechanics.
Suppose we are given a continuous and deterministic momentum
field in configuration space pi= pi(q;t), i= 1, …, N. Let us
construct a differentiable function SC(q;t) such that its spatial
gradient at (q;t) is precisely equal to p as prescribed by Eq. (1).
Next, let ρ(q;t) denote the probability distribution over the
configurations q at time t. The phase space distribution, given a
pair of functions SC and ρ, can then be written as
P p; q SC; ρjð Þ ¼ P p q; SCjð ÞρðqÞ, where the conditional probability
distribution of p given q and SC reads, noting Eq. (1),
P p q; SCjð Þ ¼
YN
i¼1
δ pi  ∂qi SC
 
; ð3Þ
time is implicit. For a pair SC and ρ, the ensemble (phase space)
average of any physical quantity O p; qð Þ : Ω7!R; where Ω  R2N
is the phase space, is thus expressible as
Oh i SC;ρf g 
R
dqdpOðp; qÞP p; q SC; ρjð Þ=
R
dqO ∂qSC; q
 
ρðqÞ
with dq≡ dq1…dqN, dp≡ dp1…dpN.
How does the phase space distribution evolve over time? It is
clear from the above construction that it is determined by the
time evolution of SC and ρ, since this pair yields the phase space
distribution. The time evolution of ρ depends, via the continuity
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equation, on the velocity field, which in turn is determined by
SC via Eq. (1). Hence, to obtain the time evolution of the phase
space distribution, it suffices to know the dynamical equation for
SC(q;t). Of course, we need constraints, characterizing the
dynamics of the ensemble trajectories in phase space, to single
out the dynamics of SC(q;t). The following theorem, proved in
“Methods” subsection “Proof of Theorem 1”, then applies:
Theorem 1. Consider an ensemble of trajectories satisfying
Eq. (1) or equivalently Eq. (3). For a classical Hamiltonian H(p,q)
up to second order in momentum, the constraint that the
ensemble of trajectories conserves the probability current and
average energy implies a unique dynamics for SC(q,t), given by
the Hamilton–Jacobi equation, Eq. (2):
∂tSC ¼ Hðp; qÞ:
The Hamilton–Jacobi equation immediately implies the usual
Liouville equation describing the time evolution of the
phase–space distribution.
In the course of the paper, we shall not explicitly use
Theorem 1. However, as mentioned earlier, it provides physical
insight into, and thus anticipates, Theorem 3 below, which states
that the Schrödinger equation can likewise be derived by
imposing conservation of average energy and probability current.
The only difference is that rather than constraining the ensemble
of trajectories to satisfy Eq. (3), which is necessary for the
derivation of the Hamilton–Jacobi equation, for deriving the
Schrödinger equation we need a different class of trajectories,
satisfying certain constraints to be discussed in the next
subsection (cf. Eq. 6). On the one hand, this line of reasoning
will provide a smooth formal and conceptual quantum-classical
correspondence. On the other hand, we expect it to also tell us
what really distinguishes quantum mechanics from classical
statistical mechanics.
Now we make two remarks on classical statistical mechanics.
First, in classical mechanics, the ontic (physical/microscopic)
state is completely specified by the values of a pair of canonically
conjugate variables (p,q)∈Ω, or a point in the phase space Ω. In a
system having many subsystems, the space of the ontic states of
the whole system is thus always “separable” into the Cartesian
product of spaces of subsystems: Ω=Ω1 ×… ×ΩN. Also, the time
evolution of the ontic state is deterministic. Second, the epistemic
(macroscopic) state in classical statistical mechanics is given by
the probability distribution over the phase space. One can then
explicitly see from Eq. (1) or (3) that in classical statistical
mechanics there is an “epistemic” (statistical) freedom to choose
an arbitrary momentum field p(q) consistent with a given ρ(q). In
other words, we are free to select the conditional probability
distribution over the momentum independently of the distribu-
tion over the canonically conjugate position:
P p q; SC; ρjð Þ ¼ P p q; SCjð Þ: ð4Þ
Conversely, given a momentum field p(q), there is a freedom to
prepare an ensemble of trajectories compatible with p(q) with
arbitrary ρ(q). That is, each trajectory in the momentum field can
be weighted arbitrarily. We show below how to derive quantum
mechanics by giving up these two basic features of classical
statistical mechanics.
Microscopic ontic extension and epistemic restriction. Evi-
dently, we need new physical axioms if we are to recover quan-
tum mechanics. Here we introduce the following two innovations.
First, we make an ontic extension by introducing a hypothetical
global-nonseparable ontic variable ξ. It is real valued with
dimensions of action, and depends only on time—it is spatially
uniform. By “global-nonseparable,” we mean that at any time,
two arbitrarily separated physical objects are subject to the same
simultaneous value of ξ. We assume that ξ fluctuates “randomly”
on a microscopic time scale with a probability distribution at any
time given by μ(ξ), so that each single run of an experiment, in an
ensemble of identical experiments, is parameterized by an inde-
pendent realization of ξ.
Second, we assume the following epistemic restriction on the
possible phase space probability distributions that nature allows
us to prepare. We assume that, given a momentum field, it is not
possible to prepare an ensemble of trajectories compatible with
the momentum field with arbitrary distribution over configura-
tions, again denoted by ρ(q;t). In other words, each trajectory in
the momentum field can no longer be assigned arbitrary weight.
In turn, the conditional distribution of p, given q at time t,
therefore depends on the choice of ρ(q;t), so that we have:
P p q; ¼ ;ρjð Þ≠P p q; ¼jð Þ ð5Þ
(in contrast to Eq. 4). Hence, we shall consider a model which
lacks the epistemic freedom of classical statistical mechanics.
Let us then assume that an ensemble of identical preparations
(defined by the same set of macroscopic parameters) will generate
a conditional probability distribution for the momenta which
depends on ρ in accord with Eq. (5) as follows:
P pjq; ξ; SQ; ρð Þ ¼
YN
i¼1
δ pi  ∂qi SQ þ
ξ
2
∂qiρ
ρ
  
; ð6Þ
time is implicit. Here SQðq; tÞ : RN ´R 7!R is a real-valued scalar
function with dimensions of action; it replaces SC(q;t) of the
corresponding classical case (cf. Eq. 3). In general, SQ may have a
different form from SC: the time evolution of SQ, as will be shown
later, will have to satisfy a modified Hamilton–Jacobi equation
with a ρ-dependent term. (See “Methods” subsections “Proof of
Theorem 3” and “Schrödinger’s equation for measurement of
angular momentum”). The ensemble of trajectories must satisfy
Eq. (6). Further on the consistency of the statistical interpretation
of Eq. (6) is given in “Methods” subsection “Statistical
interpretation of the epistemic restriction.”
For a smooth macroscopic classical limit, Eq. (6) must reduce
to the classical form of Eq. (3). Thus, the classical limit must have
∂qSQ
  ξ=2 ∂qρ=ρ , and SQ→ SC. This condition suggests that
the fluctuations of ξ, characterizing the strength of both the ontic
extension and the epistemic restriction, must be microscopic.
Hence, let us take the universal mean and variance of ξ to be
ξ 
Z
dξ ξ μðξÞ ¼ 0; σ2ns  ξ2  ξ
2 ¼ ξ2 ¼ h2; ð7Þ
respectively. One then sees that the formal limit ξj j → 0 is
equivalent to σns= ħ → 0.
We have thus, in ξ, introduced a fundamental concept of “ontic
nonseparability”8,24,25, with strength given by the Planck
constant. The nonseparability of ξ will be shown in the next
subsection to be necessary for determining the correlations
among systems and the average interaction energy between two
systems, and to obtain the correct (linear) Schrödinger equation
governing interacting systems, generating quantum entangle-
ment. The ontic extension introducing ξ with statistics given in
Eq. (7), and the epistemic restriction of Eq. (6), together
distinguish the quantum from the classical world. Let us mention
that a toy model combining an epistemic restriction with an ontic
extension in the form of a “relational stochastic variable” was
recently proposed in ref. 25 to address the Pusey–Barrett–Rudolph
h theorem19. Note that, since ξ does not depend on q, also σns= ħ
does not depend on q. Below, we will further assume that σns= ħ
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does not depend on time, either. We will see that the
spatiotemporal neutrality of σns= ħ is crucial for reconstructing
quantum mechanics.
Let us illustrate the epistemic restriction of Eqs. (6) and (7) in
one spatial dimension, as follows. First, a trajectory passing
randomly through q acquires a fluctuating momentum p from ξ.
The strength of the fluctuation of p is proportional to the strength
σns= ħ of the fluctuation of ξ, as in Eq. (7), and to the normalized
slope of ρ(q). We exhibit the meaning of these fluctuations in two
extreme cases that rule out any epistemic state that is sharp both
in p and q. First, suppose we fix p to be p, that is
P pjq; ξ; SQ; ρð Þ ¼ δ p pð Þ. Equation (6) implies that the term
∂qρ/ρ on the right-hand side of Eq. (6) must vanish; otherwise p
would fluctuate because ξ does. Then for ∂qρ/ρ to vanish, ρ(q)
must not depend on q. Hence, any attempt to fix p inevitably
implies complete uncertainty about q. Conversely, suppose we fix
q at q, i.e., ρðqÞ ¼ δ q qð Þ. Then the term ∂qρ/ρ in Eq. (6)
diverges, implying a random fluctuation in p with infinite
strength. Hence, sharp knowledge about q implies completely
ignorance about p.
As a simple, concrete example, let us consider an ensemble of
trajectories in a one-dimensional space with a distribution of
position given by a Gaussian ρ(q) of a vanishing mean and a
variance σ2q, namely ρðqÞ ¼ expðq2=2σ2qÞ (up to normalization),
and take SQ independent of q, for simplicity. Substituting into Eq.
(6) and noting Eq. (7), we obtain the variance σ2p of p as σ
2
p ¼
h2=4σ2q and an uncertainty relation σqσp= ħ/2, showing that it is
impossible to prepare an epistemic state sharp both in q and p
(via squeezing along both p and q axes). This uncertainty relation
will be derived in general in the next subsection.
The example suggests that our epistemic restriction of Eqs. (6)
and (7) is closely related to the knowledge-balance principle7, the
uncertainty principle11, and the principle of classical comple-
mentarity12, adopted by Spekkens et al. as a fundamental
epistemic restriction for reconstructing a significant part of
quantum mechanics from the statistical theory of some classical
models; all these principles, as well, assert that complete
knowledge of both q and p is impossible. Note, however, that
none of these restrictions leads to a full reconstruction of
quantum mechanics.
We will show that our epistemic restriction allows derivation of
the uncertainty relation postulated as an epistemic restriction in
ref. 11. Thus, we adopt the epistemic restriction of Eqs. (6) and (7)
as an axiom for reconstructing quantum mechanics. It clearly
shows that maximal knowledge is always incomplete2. However,
unlike the models in refs. 7,11,12, we also introduce an ontic
extension—a fundamentally nonseparable random variable ξ—
that induces an epistemic restriction of strength σns= ħ. More-
over, the nonseparability of ξ will prove to be crucial for
generating quantum entanglement via interaction.
Emergent quantum kinematics and dynamics. We assume that
physical quantities Oðp; qÞ in our model are real-valued functions
of phase space, Oðp; qÞ : Ω7!R; having the same form as those in
classical mechanics. Hence, they depend on ξ only implicitly via p
as in Eq. (6). We further confine ourselves to physical quantities
that are at most of second order in momentum. The two theo-
rems presented below then assert that averaging over the fluc-
tuations of the random variable ξ leads to the mathematics and
rules of quantum kinematics and dynamics, including the
dynamics of measurement interaction.
Theorem 2. Assume that an ensemble of trajectories satisfies the
epistemic restrictions of Eqs. (6) and (7), where σns= ħ is
constant in space. The phase space (ensemble) average Oh i SQ;ρf g
of any physical quantity Oðp; qÞ up to second order in p is then
equal to the quantum mechanical expectation value hψ jO^jψi:
Oh i SQ;ρf g 
Z
dqdξdpOðp; qÞP p q; ξ; SQ; ρjð ÞμðξÞρðqÞ ¼ ψ O^
 ψD E;
ð8Þ
where O^ is the Hermitian operator obtained by applying the
Dirac canonical quantization scheme to Oðp; qÞ with a specific
ordering of operators, and the wave function ψðq; tÞ ¼ q ψjh i is
defined as:
ψðq; tÞ 
ffiffiffiffiffiffiffiffiffiffiffiffi
ρðq; tÞ
p
exp iSQðq; tÞ=hð Þ: ð9Þ
See the proof of Theorem 2 in the “Methods” section. (Here we
have assumed that the joint probability distribution over (q, ξ) is
factorizable: P(ξ, q)= μ(ξ)ρ(q). In general, it may not be, and one
has instead Pðξ; qÞ ¼ μ ξ qjð ÞρðqÞ, where μ ξ qjð Þ is the conditional
probability of ξ given q. All the results of calculations in this
paper still apply unmodified in this general case if we replace the
averages over μ(ξ) with those over μ ξ qjð Þ, as long as the first two
moments of μ ξ qjð Þ are given by Eq. (7) independent of q).
Note first that, from Eq. (9), Born’s statistical interpretation of
the wave function is valid by construction:
P q ψjð Þ ¼ ρðqÞ ¼ ψðqÞj j2. Moreover, from Eqs. (6) and (9), each
pure quantum state ψ is associated with a phase–space
distribution conditioned on ξ, namely P p; q ξ;ψjð Þ ¼
P p q; ξ; SQ; ρjð ÞρðqÞ=
QN
i¼1 δ pi  ∂qi SQ þ ξ∂qiρ=2ρ
  
ρðqÞ.
These results show the statistical aspect of the wave function.
Although a consistent statistical interpretation of Eq. (6) can be
made (as argued in “Methods” subsection “Statistical interpreta-
tion of the epistemic restriction”), this observation does not allow
us to conclude that the wave function within the model defined in
Eq. (9) is purely statistical with no physical (ontic) role. As
discussed in that subsection, to have such a purely statistical ψ, we
need to show that Eq. (6) can be derived from the ontic dynamics
of individual systems with transparent causation, leading
“effectively” to a statistical correlation between p and ρ with no
causal relation. We conjecture that this is indeed the case.
As can be seen explicitly from the proof of Theorem 2 in the
“Methods” section, the fundamental “nonseparability” of ξ is
necessary for obtaining Eq. (8). Suppose instead that ξ is
separable into N random variables ξ= (ξ1,…, ξN), ξi is associated
with the i-th degree of freedom replacing ξ in Eq. (6). Assume
that they have vanishing average ξi ¼ 0, i= 1, …, N, and there is
“independent” pair ξi, ξj for some i≠ j so that they are
uncorrelated ξiξj ¼ ξiξj ¼ 0. Then, the last term in Eq. (27)
associated with the pair of indices i, j vanishes.
For a concrete simple example showing the crucial role of the
nonseparability of ξ, let us consider a pair of particles and
compute the ensemble average of O ¼ p1p2. Using Eq. (6) with ξi,
i= 1, 2, for each degree of freedom replacing ξ, one directly gets
p1p2h i SQ;ρf g =
R
dq ∂q1SQ
 
∂q2SQ
 þ ξ1ξ2 ∂q1ρ  ∂q2ρ =4ρ2	 
ρ,
where we have made use of ξ1 ¼ 0 ¼ ξ2. In the nonseparable case,
namely ξ1= ξ2= ξ, this gives us the quantum expectation value:
p1p2h i SQ;ρf g =
R
dq ∂q1SQ
 
∂q2SQ
 þ h2 ∂q1ρ  ∂q2ρ =4ρ2	 
ρ =R
dq ∂q1SQ
 
∂q2SQ
  h2 ∂q1∂q2RQ =RQ	 
ρ= ψh jp^1p^2 ψj i; where
RQ≡
ffiffiffi
ρ
p
and we have used Eq. (7) in the first equality; the
identity of Eq. (24) (see the proof of Theorem 2 in the “Methods”
section), and partial integration to get the second equality; and the
definition of the wave function of Eq. (9), and q′i p^i
 qi  
ih∂qiδ q′i  qi
 
; to arrive at the last equality. If we instead
assume that ξ1 and ξ2 are independent (thus uncorrelated)
random variables, namely ξ1ξ2 ¼ ξ1ξ2 ¼ 0; then we get
p1p2h i SQ;ρf g ¼
R
dq ∂q1SQ
 
∂q2SQ
 
ρðqÞ; which is just the value
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obtained in conventional classical statistical mechanics (identify-
ing SQ with SC).
Notice in particular that, in the above example, if ξ were
separable into a pair of independent random variables, the
quantum correction term
R
dq h2 ∂q1ρ
 
∂q2ρ
 
=4ρ2
	 

ρ
=Rdq h2 ∂q1∂q2RQ =RQ	 
ρ would be missing. We will show
later that this term generates a quantity, the quantum potential of
Bohmian mechanics, that is crucial for the description of two
particles17. (See “Methods” subsection “Schrödinger’s equation
for measurement of angular momentum” for a concrete example.)
In contrast to our model, Bohmian mechanics postulates a
quantum potential, taking ρ= ψj j2 and ψ physically real. (One
can equivalently postulate that ψ follows the Schrödinger
equation.) It is well known that the quantum potential plays a
decisive role in any realist account of quantum mechanics, and is
commonly regarded as responsible for many classically puzzling
features of microscopic world. In our model, the quantum
correction term arises effectively from the epistemic restriction of
Eqs. (6) and (7) underlying the kinematics of the ensemble of
trajectories. Moreover, for many-particle systems, as shown
above, the nonseparability of ξ is indispensable for the emergence
of the quantum correction.
Let us note that the quantity p1p2h i SQ;ρf g ¼ ψ p^1p^2
 ψ  above
can be regarded either as the momentum “correlation” between
two arbitrarily separated particles, or as proportional to the
“average interaction energy” between the two particles, which,
e.g., arises in the von Neumann’s prescription for measurement
interaction. Hence, the fluctuation of ξ not only fixes the strength
of the epistemic restriction as discussed in the previous
subsection; the irreducible nonseparability of ξ plays a crucial
role in describing the correlation between two particles (or
subsystems) and their interaction. This role will become more
prominent in the derivation of Schrödinger’s equation for many
interacting subsystems, in Theorem 3 below, in which we show
that the nonseparability of ξ is crucial for obtaining the correct
Schrödinger equation describing interactions, and hence for
obtaining quantum entanglement. Otherwise, if ξ is separable,
one will instead get a classical Hamilton–Jacobi equation. (See
“Methods” subsection “Schrödinger’s equation for measurement
of angular momentum”).
As an important corollary of Theorem 2, substituting
ðp hpifSQ;ρgÞ
2 for O in Eq. (8) yields the standard deviation
σp of p in the ensemble of trajectories, and shows that σp equals
the quantum mechanical standard deviation σp^ of p^. Namely,
σ2p  hðp hpifSQ;ρgÞ
2ifSQ;ρg = hψ jðp^ hψ jp^jψiÞ2jψi  σ2p^: Like-
wise, the standard deviation σq of q equals the quantum
mechanical standard deviation σq^ of q^, i.e.,
σ2q  hðq hqifSQ;ρgÞ
2ifSQ;ρg = hψ jðq^ hψ jq^jψiÞ2jψi  σ2q^:
Hence, the standard deviations σp, σq of the ensemble of
trajectories satisfying Eqs. (6) and (7) always formally satisfy
the Heisenberg–Kennard uncertainty relation26–28:
σqσp ¼ σq^σp^  h=2: ð10Þ
An alternative derivation of this uncertainty relation, which does
not refer to Eq. (8), but directly applies the epistemic restriction
given by the pair of Eqs. (6) and (7), appears in “Methods”
subsection “An alternative derivation of the uncertainty relation.”
The uncertainty relation of Eq. (10) describes a constraint on
the epistemic states that can be prepared, rather than on
simultaneous values of position and momentum. A similar
uncertainty relation, together with the maximum entropy
principle, is used in the ontological model of ref. 11 to derive a
simplified quantum mechanics, called Gaussian quantum
mechanics, from classical statistical mechanics. Unlike ref. 11,
however, we do not impose the principle of maximum entropy.
Thus, we recover the non-Gaussian regime.
The next question is how the ensemble of trajectories in our
model evolves with time and how the evolution transforms the
corresponding phase space distribution. Equations (6) and (9) tell
us that the time evolution of the phase–space distribution is
determined by that of ψ. Moreover, it is also clear that any type of
time evolution for ψ will preserve the uncertainty relation of Eq.
(10). What, then, is the dynamical equation governing ψ? In the
classical case, as mentioned in Theorem 1, the Hamilton–Jacobi
equation—and thus the Liouville equation—are obtained by
imposing the requirement that the ensemble of trajectories
conserves the average energy and probability current. To have a
conceptually smooth classical correspondence, we want the same
requirement to single out the dynamical equation for ψ. And it
does, as follows:
Theorem 3. Consider an ensemble of trajectories satisfying Eqs.
(6) and (7), where σns= ħ is constant in space and time. Given a
classical Hamiltonian H(p,q) that is at most quadratic in p, and an
ensemble of trajectories conserving the average energy and
probability current, there is a unique time evolution for ψ given
by the (linear and unitary) Schrödinger equation:
ih
d
dt
ψj i ¼ H^ ψj i; ð11Þ
where H^ is a Hermitian operator again having the same form as
that obtained by applying the Dirac canonical quantization
procedures to H(p,q) with a specific ordering of operators. See the
proof of Theorem 3 in the “Methods” section.
As a first corollary to Theorem 3, in the macroscopic classical
physical regime ∂qSQ
  ξ=2 ∂qρ=ρ ; we regain the dynamical
equation governing classical statistical mechanics, the
Hamilton–Jacobi equation. For a proof, recall that in the limit,
the epistemic restriction of Eq. (6) reduces to the conditional
probability distribution over p in classical statistical mechanics,
given by Eq. (3); so the average energy defined as in Eq. (8) must
also reduce to the value obtained in classical statistical mechanics.
Accordingly, by Theorem 1, the Schrödinger equation of Eq. (11)
in the position representation must reduce in this limit to the
classical Hamilton–Jacobi equation of (2) where SQ → SC.
As a second corollary, one can show that interaction in the past
in general implies a non-factorizable (entangled) wave function.
Consider the limiting classical case where one has, via Eqs. (1)
and (2), the equality SCðq; tÞ ¼
R ðq;tÞLdt; where Lðq; _qÞ ¼ p  _q
H is the classical Lagrangian. Next, consider two subsystems with
a configuration q= (q1,q2). Assume that they interacted, so that
there was an interval of time in the past during which the total
Lagrangian was not (additively) decomposable into that of the
two subsystems: Lðq; _qÞ≠L1 q1; _q1
 þ L2 q2; _q2 : It follows that
also Hamilton’s principal function does not, in general, decom-
pose: SCðq; tÞ ¼
R ðq;tÞLdt≠SC1 q1; tð Þ þ SC2 q2; tð Þ: Accordingly,
for a smooth classical limit, also SQ(q;t) must not, in general,
decompose: SQðq; tÞ≠SQ1 q1; tð Þ þ SQ2 q2; tð Þ: The wave function
defined in Eq. (9) is therefore, in general, non-factorizable:
ψ(q;t)≠ ψ1(q1;t)ψ2(q2;t).
Note that for the two interacting subsystems above, to get
quantum entanglement via Schrödinger equation, the nonsepar-
ability of ξ is crucial. If instead we assume that ξ is separable into
two independent random variables ξ1 and ξ2 with vanishing
average ξ1 ¼ 0 ¼ ξ2; so that ξ1ξ2 ¼ ξ1ξ2 ¼ 0; we will not get the
correct quantum mechanical entangled wave function. Instead, as
shown above, the average interaction energy is given by the
classical statistical mechanics value, rather than the quantum
expectation value. Hence, imposing the principle of conservation
of average energy leads, as Theorem 1 shows, to the
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Hamilton–Jacobi equation with a classical interaction Hamilto-
nian instead of the Schrödinger equation for interacting
subsystems. (For a concrete example, see the discussion at the
end of “Methods” subsection “Schrödinger’s equation for the
measurement of angular momentum”.) Indeed in the ontological
model, the nonseparability of ξ is crucial for obtaining non-
factorizable (entangled) wave functions.
We obtain yet another corollary of Theorem 3 if we couple a
system to a measuring device via the von Neumann
measurement-interaction Hamiltonian HI ¼ gOSpΣ ; where
OS pS; qSð Þ; the physical quantity of the system to be measured,
is linear in the momentum pS, pΣ is the momentum of the
apparatus pointer, and g is the coupling strength. (Measuring a
physical quantity OS pS; qSð Þ that is second order in momentum
requires a different measurement interaction, to make HI
altogether only second order in momentum.) We get the
Schrödinger equation of Eq. (11) with the quantum Hamiltonian
H^I ¼ gO^Sp^Σ . The “Methods” subsection “Schrödinger’s equation
for measurement of angular momentum” provides an example of
deriving the Schrödinger equation with a measurement interac-
tion to measure angular momentum. From this result, given that
the particles in our model always have definite positions and
momenta as in Bohmian mechanics, it follows that each single
measurement run will yield an outcome given by one of the
eigenvalues of O^S with statistics following Born’s rule; and that the
“effective” wave function of the system after the measurement is
given by the eigenfunction of O^S associated with the measurement
outcome. We derive this rule explicitly in “Methods” subsection
“Derivation of Born’s rule”, and discuss Wallstrom’s critique29 of
this program for reconstructing quantum mechanics.
Discussion
Among attempts to clarify the meaning and foundations of
quantum mechanics, and to pinpoint its place among possible
theories, there has been much interest recently in deriving
quantum mechanics from physically transparent axioms30–41. In
the present paper, partly inspired by the successes of the research
program of epistemically restricted classical statistical
models6,7,9–12,15,25, which reproduce some quantum phenomena
usually regarded as classically inexplicable, we have attempted to
provide axioms for quantum mechanics that closely parallel the
axioms of classical statistical mechanics, i.e., axioms within the
same conceptual framework. Specifically, as Theorem 1 and
Theorem 3 show, the dynamics of classical statistical mechanics
and of our ontological model of quantum mechanics (which
correspond, respectively, to the Hamilton–Jacobi equation and
the Schrödinger equation) follows directly from axioms of con-
servation of average energy and probability current.
What transforms classical statistical mechanics into quantum
mechanics, in our model, is the structure of the space of ontic and
epistemic states and the dynamics of the ontic states. While in
conventional classical statistical mechanics the ontic state follows
deterministic dynamics and the space of the ontic states is
separable, in our model the ontic extension arises from a non-
separable random variable ξ. Moreover, while classical mechanics
allows preparing an ensemble of trajectories with an arbitrary
distribution of positions, independently of a given momentum
field and vice versa, in our model, quantum mechanics emerges
when this independence is partially sacrificed in accordance with
the epistemic restriction of Eqs. (6) and (7). The epistemic
restriction of Eq. (6) can be generalized to any pair of canonically
conjugate variables. We thus claim that two outstanding and
paradoxical features of quantum mechanics, entanglement and
uncertainty relations15,16,19–22, are fundamentally related to this
ontic extension and epistemic restriction.
We have presented the epistemic restriction of Eqs. (6) and (7)
as a novel objective-realist approach to the Heisenberg uncer-
tainty principle. The Heisenberg uncertainty principle connects
the standard deviations of position and momentum measure-
ments outcomes, whereas our approach connects probability
distributions for momenta with probability distributions for
positions, independent of measurement. Moreover, unlike the
Heisenberg uncertainty principle from which, to the best of our
knowledge, no one has derived Schrödinger’s equation, here we
have shown that the epistemic restriction and axioms of con-
servation of average energy and probability current do imply
Schrödinger’s equation. In this sense, the epistemic restrictions of
Eqs. (6) and (7) are more powerful than the Heisenberg uncer-
tainty principle.
Within the ontological model, conventional classical statistical
mechanics emerges in the deterministic and separable physical
regime when ∂qSQ
  ξ=2 ∂qρ=ρ ; so that Eq. (6) reduces to
Eq. (3). In this limit, evidently the ontic extension and the epis-
temic restriction vanish smoothly and jointly (they stand or
fall together). These features of the model are appealing in the
context of the long-standing problem of the quantum-classical
correspondence: trajectories do not emerge as approximations to
a macroscopic classical world; rather, they are well defined even
in the microscopic world. Thus, we can also regard Theorem 2
and Theorem 3 as a novel quantization scheme12 that applies
only to systems for which the Hamiltonian is at most second
order in momentum. Note that unlike Dirac canonical quanti-
zation procedure, as shown in the proof of Theorem 2 (see
“Methods”), our scheme yields a unique Hermitian operator O^
with a specific ordering of operators. Moreover, while Dirac
quantization procedure is mathematically inspired, our scheme is
physically and conceptually motivated. While we have focused on
particles, this quantization scheme might find direct application
in linear quantum optics, with (p,q) as the field quadratures.
Many important questions are left for future work. Whence the
specific epistemic restriction of Eqs. (6) and (7)? How does the
model account for the quantum phenomena that seem least
compatible with classical mechanics22? The answers must include
an explanation of well-known no-go theorems such as Bell’s
theorem20, the Bell–Kochen–Specker contextuality theorem15,21
and its generalization16, and the recent Pusey–Barrett–Rudolph
theorem19. Our model suggests tracing these nonclassical phe-
nomena and no-go theorems to the ontic extension and epistemic
restriction imposed on an otherwise-conventional classical-
statistical mechanics. To address quantum paradoxes, it might be
necessary to obtain the epistemic restriction of Eq. (6) from a
deeper causal model for individual systems. (See the discussion in
“Methods” subsection “Statistical interpretation of the epistemic
restriction”.) Our model may stimulate novel ideas for simulating
quantum information processing, shed new light on the physical
nature of Planck’s constant, and suggest a natural and consistent
extension of quantum mechanics. Finally, it is necessary to extend
our model to include spin and, ultimately, to confront relativistic
invariance.
Methods
Proof of Theorem 1. Theorem 1: Consider an ensemble of trajectories satisfying
Eq. (1) or equivalently Eq. (3). For a classical Hamiltonian H(p,q) up to second
order in momentum, the constraint that the ensemble of trajectories conserves the
probability current and average energy implies a unique dynamics for SC(q,t), given
by the Hamilton–Jacobi equation, Eq. (2):
∂tSC ¼ Hðp; qÞ:
Proof. We shall prove the theorem by considering a simple example of a single
particle in three-dimensional space. The proof for the general case is completely
analogous. Let us consider a single particle with mass m subjected to a time-
independent scalar potential V(q) and a vector potential A(q)= (A1, A2, A3). The
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Hamiltonian thus reads
Hðp; qÞ ¼
X3
i¼1
pi  AiðqÞ½ 2
2m
þ VðqÞ: ð12Þ
From Eq. (12), the velocity field is related to momentum field as: _qiðq; tÞ  dqi=dt
¼ ∂H=∂pi ¼ pi  Aið Þ=m; so that noting Eq. (1), we get _qi ¼ ∂qi SC  Ai
 
=m:
Assuming that the probability density current is conserved (i.e., no creation or
annihilation of trajectories), which is a natural assumption for a closed system, the
probability density ρ(q;t) of q at time t satisfies a continuity equation:
0 ¼ ∂tρþ
X
i
∂qi ρ _qi
  ¼ ∂tρþX
i
1
m
∂qi ρ ∂qi SC  Ai
 	 

: ð13Þ
On the other hand, from Eqs. (3) and (12), the average energy of the ensemble of
trajectories characterized by the same SC(q;t) and ρ(q;t) is:
Hh i SC ;ρf g 
R
dqdpHðp; qÞP p q; SCjð Þρðq; tÞ
¼ Rdq P
i
∂qi SCAið Þ2
2m þ V
 
ρ:
ð14Þ
Next, differentiating Eq. (14) with respect to time, one gets ðd=dtÞ Hh i SC ;ρf g
=
R
dqfð∂tρÞ½
P
i ð∂qi SC  AiÞ2=2mþ V  þ ½
P
i ρð∂qi SC  AiÞ∂qi∂tSC=mg:
Integrating by parts the last term on the right-hand side and using the continuity
equation of (13), we obtain:
d
dt
Hh i SC ;ρf g ¼
Z
dq∂tρ
X
i
∂qi SC  Ai
 2
2m
þ V þ ∂tSC
" #
: ð15Þ
The above relation clearly shows that the average energy is conserved for any time,
i.e., ðd=dtÞ HðtÞh i SC ;ρf g ¼ 0 for any ∂tρ, if and only if the term inside the bracket is
vanishing
∂tSC þ
X
i
∂qi SC  Ai
 2
2m
þ V ¼ 0: ð16Þ
This equation is just the Hamilton–Jacobi equation of (2), as we see by noting Eqs.
(1) and (12).
We obtained the Hamilton–Jacobi equation of Eq. (2) by positing the
kinematics of Eq. (1) or equivalently Eq. (3) and imposing the principles of
conservation of average energy and probability current. The “Methods” subsections
“Proof of Theorem 3” and “Schrödinger’s equation for measurement of angular
momentum” show that the same axiomatic framework yields, instead, the
Schrödinger equation, if one posits the alternative kinematics of Eq. (6) or
equivalently Eq. (17) below.
Statistical interpretation of the epistemic restriction. We discuss the possible
conceptual issue which may arise in the epistemic restriction of Eq. (6). First, Eq.
(6) can be equivalently written as:
pi ¼ ∂qi SQ þ
ξ
2
∂qiρ
ρ
; ð17Þ
i= 1,…, N. A similar momentum fluctuation is also postulated in ref. 42, but no
specific relation with ρ is proposed, and no introduction of a global-nonseparable
variable as in our model. It seems from the above equation that the momentum p
associated with q for a given ξ is in part determined by the probability density ρ(q)
for q. How can it be? Initially, this formal relation between p and ρ might give the
impression that the dynamics of the particle is being guided causally by ρ. But such
an interpretation grants causal power to mere epistemic possibilities (the
probability density ρ(q)), which is unacceptable from the standpoint of statistical
mechanics. We avoid this bizarre interpretation by denying ρ an ontic status as in
Bohmian mechanics17 (in which ρ determines the energy density via a term called
quantum potential), or as in the many interacting worlds interpretation43 (which
assumes that all possible alternative realities co-exist).
Instead, as discussed in “Results” subsection “Microscopic ontic extension and
epistemic restriction,” we interpret the relation between p and ρ in Eq. (6) or (17)
as describing a statistical constraint or correlation, rather than as a causal relation,
between p(q;ξ) and ρ(q). Namely, given a momentum field p(q;ξ), among all
possible classes of ensembles of trajectories with different weighting given by the
different probability densities ρ(q) that are compatible with p(q;ξ), we choose a
specific one with ρ(q) that satisfies the constraint given by Eq. (17) for some SQ(q).
From Eq. (17) (or equivalently Eq. 6) and Eq. (7), the form of SQ is determined by
the average of p over ξ as piðqÞ 
R
dξ piðq; ξÞμðξÞ ¼ ∂qi SQ; i= 1,…, N. Recall that
in the classical case, any form of ρ(q) is allowed (each trajectory belonging to the
given momentum field can be weighted arbitrarily); here we have sacrificed part of
this freedom. To stress this (non-bizarre) interpretation, we have formulated the
epistemic restriction as a delta-functional conditional probability density of p given
q, ξ, SQ and ρ in Eq. (6), as well as in the equivalent form of direct relation among
p, q, ξ, SQ and ρ of Eq. (17). The correlation between p(q;ξ) and the gradient of ρ(q)
does not imply causation.
As an example, let us suppose that we are given a one-dimensional momentum
field pðq; ξÞ ¼ ξq=2σ2q; where σq is a constant. Within the model, since p ¼ 0 ¼
∂qSQ; this is the case when SQ is independent of q; it may still depend on time. In
classical statistical mechanics, one is free to prepare any ensemble of trajectories
compatible with a given momentum field with any arbitrary weighting given by ρ
(q), i.e., any form of ρ(q) is allowed. In our model, however, such epistemic
freedom is no longer granted. Instead, among ensembles of trajectories following
the given momentum field pðq; ξÞ ¼ ξq= 2σ2q
 
; we select one with ρ(q) that
satisfies the epistemic restriction. Inserting this momentum field into the epistemic
restriction of Eq. (17) and noting that SQ is independent of q, we have to choose ρ
(q) to solve the following differential equation: ∂qρ=ρ ¼ q=σ2q: This equation
yields a Gaussian distribution of q: ρðqÞ  exp q2=2σ2q
 
: As shown in “Results”
subsection “Microscopic ontic extension and epistemic restriction”, assuming Eq.
(7) makes this ensemble of trajectories automatically satisfy the uncertainty relation
σqσp= ħ/2.
Hence, within our model, Eqs. (6) and (17) have physical meaning only for
ensembles of identically prepared systems, and not for any individual systems. To
have a complete realistic model, we need to provide a dynamics for the time
evolution of individual systems (comparable to Newton’s equation or the Langevin
equation), with transparent causal structure; in particular such an ontic dynamics
must not grant ρ a causal role. We do not provide it here, but we “conjecture” that
such an ontic dynamics consistent with Eq. (6) exists. This dynamics must
therefore lead “effectively” to the emergence of the statistical correlations between p
and ρ given in Eq. (6). This conjecture on the existence of ontic dynamics for
individual systems with no causal role of ρ, implies that the wave function within
our model is “epistemic.” Remarkably, as we show in “Results” subsection
“Emergent quantum kinematics and dynamics,” the explicit ontic dynamics of
individual systems is not needed for deriving the formal-mathematical concepts
and operational rules of quantum mechanics.
Markopoulou and Smolin44 and Smolin45 suggest a similar notion by arguing
that the dependence of energy density in Nelson’s stochastic mechanics46 (which
corresponds to the quantum potential in Bohmian mechanics and is thus an ontic
variable) on the spatial derivative of ρ(q) (an epistemic parameter) arises effectively
in a cosmological model where quantum mechanics is an approximation that
applies only to a subsystem of the universe. See also ref. 47 in which the dependence
arises effectively due to interactions between the particle and a zero-point radiation
field, after averaging over the latter.
We end this subsection by presenting two more simple examples of how, for a
given a momentum field, to define an ensemble of trajectories that satisfies the
epistemic restriction of Eq. (6) or (17). As a first example, let us suppose that we are
given a spatially uniform one-dimensional momentum field p= p0, independent of
q and ξ. Clearly in this case, any ensemble of trajectories compatible with the
momentum field must have a sharp distribution of momentum: they must all have
momentum p= p0. Again, recall that in classical mechanics, we are free to prepare
an ensemble of trajectories compatible with a given momentum field with arbitrary
ρ(q). (Each trajectory belonging to the momentum field can be assigned arbitrary
weight.) By contrast, our model offers no such freedom. The ensemble of
trajectories must satisfy the statistical restriction of Eq. (17).
First, inserting p= p0 into Eq. (17) and averaging over ξ, one gets p ¼ ∂qSQ ¼ p0;
which can be integrated to yield SQ(q)= p0q + f(t), where f(t) depends only on the
time t. Inserting this back into Eq. (17), we see that ρ(q) must therefore satisfy the
differential equation ∂qρ/ρ= 0, which gives a spatially uniform ρ(q), i.e., ρ does not
depend on q. Hence, only a spatially uniform ρ(q) is allowed, consistent with our
earlier result derived in “Results” subsection “Microscopic ontic extension and
epistemic restriction,” that an ensemble of trajectories with a sharp distribution
of momentum must have a completely uncertain position. In this case, noting
Eq. (9), the corresponding wave function is thus given by a plane wave
ψ  exp ip0q=hð Þ in accordance with the quantum mechanical notion that a plane
wave function describes a spatially uniform ensemble of particles with a sharp
momentum.
For another example, consider a particle in a one-dimensional box of unit
length, −1/2 ≤ q≤ 1/2. Let us assume that we are given a random momentum field
of the form p(q;ξ)= −ξπ sin(πq)/cos(πq). Again, in the classical case, given a
momentum field, one is free to prepare any ensemble of trajectories compatible
with the momentum field with arbitrary ρ(q). By contrast, in our model, given the
momentum field, only ρ(q) satisfying the epistemic restriction of Eq. (17) is
allowed. Notice first that at the two boundaries of the box, i.e., q=±1/2, the
momentum field is infinite. However, we shall soon see that the allowed probability
density ρ(q) for the particle to reach the wall of the box, which satisfies the
epistemic restriction of Eq. (17), vanishes, i.e., ρ(±1/2)= 0.
Namely, since the average of the momentum over ξ is vanishing, 0 ¼ p ¼ ∂qSQ;
then SQ must be independent of q (but may still depend on time). Noting this and
inserting the momentum field into the epistemic restriction of Eq. (17), we find that
the probability density of qmust satisfy the following differential equation: ∂qρ/ρ=
−2π sin(πq)/cos(πq). Integrating this equation, we get ρðqÞ ¼ 2 cos2ðπqÞ; which is
just the probability density of q corresponding to the quantum mechanical ground
state of a particle in the box. One can check that the above momentum field, with
the corresponding probability distribution of the position, automatically satisfies
the uncertainty relation as shown in general in the main text in Eq. (10) and also in
“Methods” subsection “An alternative derivation of the uncertainty relation.” In
fact, calculating the variance of q, one directly gets σ2q ¼
R 1=2
1=2dq q
2ρðqÞ
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-017-01375-w ARTICLE
NATURE COMMUNICATIONS |8:  1306 |DOI: 10.1038/s41467-017-01375-w |www.nature.com/naturecommunications 7
= 2
R 1=2
1=2dq q
2cos2ðπqÞ ¼ ðπ2  6Þ=12π2: On the other hand, calculating the
variance of p one obtains σ2p ¼
R 1=2
1=2dq
R
dξ pðq; ξÞ2μðξÞρðqÞ
= 2π2h2
R 1=2
1=2dq sin
2ðπqÞ ¼ π2h2 where we have used Eq. (7). Hence, one has
σqσp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðπ2  6Þ=3p h=2  h=2.
Proof of Theorem 2. Theorem 2: Assume that an ensemble of trajectories satisfies
the epistemic restrictions of Eqs. (6) and (7), where σns= ħ is constant in space.
The phase space (ensemble) average Oh i SQ ;ρf g of any physical quantity Oðp; qÞ up
to second order in p is then equal to the quantum mechanical expectation value
ψh jO^ ψj i:
Oh i SQ ;ρf g 
Z
dqdξdpOðp; qÞP p q; ξ; SQ; ρjð ÞμðξÞρðqÞ ¼ ψ O^
 ψD E; ð18Þ
where O^ is the Hermitian operator obtained by applying the Dirac canonical
quantization scheme to Oðp; qÞ with a specific ordering of operators, and the wave
function ψðq; tÞ ¼ q ψjh i is defined as:
ψðq; tÞ 
ffiffiffiffiffiffiffiffiffiffiffiffi
ρðq; tÞ
p
exp iSQðq; tÞ=hð Þ: ð19Þ
Proof. Let us first calculate, within the ontological model developed in the main
text, the phase space (ensemble) average of a general classical physical quantity up
to second order in momentum:
Oðp; qÞ ¼ gijðqÞ=2  pi  AiðqÞð Þ pj  AjðqÞ þ VðqÞ; ð20Þ
where gij(q) = gji(q), Aj(q) and V(q) are real-valued functions and summation over
repeated indices are assumed. One must evaluate the following integral:
Oh i SQ ;ρf g 
Z
dqdξdpOðp; qÞP p q; ξ; SQ; ρjð ÞμðξÞρðqÞ: ð21Þ
First, inserting Eqs. (6) and (20) into Eq. (21) one directly obtains, after a trivial
integration over p,
Oh i SQ ;ρf g ¼
Z
dqdξ
gij
2
∂qi SQ  Ai þ
ξ
2
∂qiρ
ρ
 
∂qj SQ  Aj þ
ξ
2
∂qjρ
ρ
 
þ V
 
μðξÞρðqÞ:
ð22Þ
Expanding the multiplication in the bracket, integrating over ξ and noting Eq.
(7), one gets
Oh i SQ ;ρf g ¼
Z
dq
gij
2
∂qi SQ  Ai
 
∂qj SQ  Aj
 þ V þ h2
2
gij
4
∂qiρ
ρ
  ∂qjρ
ρ
  
ρ:
ð23Þ
Now let us proceed to evaluate the last term on the right-hand side of Eq. (23).
Using the following mathematical identity
1
4
∂qiρ
ρ
  ∂qjρ
ρ
 
¼  ∂qi∂qj RQ
RQ
þ 1
2
∂qi∂qjρ
ρ
; ð24Þ
where RQ≡
ffiffiffi
ρ
p
, we first have
I 
Z
dq
h2
2
gij
4
∂qiρ
ρ
  ∂qjρ
ρ
 
ρ ¼ 
Z
dq
h2
2
gij
∂qi∂qj RQ
RQ
ρ g
ij
2
∂qi∂qjρ
 
: ð25Þ
Integrating the second term by parts once, noting that σns= ħ is spatially uniform
(i.e., ∂qħ= 0), and that ρ ¼ R2Q; we obtain:
I ¼  h22
R
dq gij
∂qi ∂qj RQ
RQ
ρþ ∂qi gij2 ∂qjρ
 
¼  h22
R
dq gij
∂qi ∂qj RQ
RQ
ρþ ∂qi gij
∂qj RQ
RQ
ρ
 
:
ð26Þ
Substituting back into Eq. (23) yields
Oh i SQ ;ρf g ¼
R
dq g
ij
2 ∂qi SQ  Ai
 
∂qj SQ  Aj
 þ Vh
 h22 gij
∂qi ∂qj RQ
RQ
þ ∂qi gij
∂qj RQ
RQ
 i
ρ:
ð27Þ
We can show that Eq. (27), which is the ensemble average of Oðp; qÞ of Eq. (20)
within the ontological model, is exactly equal to the quantum mechanical
expectation value given by the right hand side of Eq. (18), as mentioned in
Theorem 2. To do this, let us calculate the quantum mechanical expectation value
of the following Hermitian operator (quantum observable):
O^ ¼ ð1=2Þ p^i  Ai q^ð Þ
 
gij q^ð Þ p^j  Aj q^ð Þ
 
þ V q^ð Þ; ð28Þ
over a quantum state ψj i. Note that we have chosen a specific ordering in which
gijðq^Þ is sandwiched between two operators p^i  Aiðq^Þ
 
: In the position
representation, writing qi p^i
 q′i  ¼ ih∂qi δ q′i  qi ; we have to compute
ψ O^
 ψD E ¼ Z dqψ	 1
2
ih∂qi  Ai
 
gijðqÞ ih∂qj  Aj
 þ V ψ : ð29Þ
Now inserting the wave function in Eq. (19), namely ψ= RQ exp(iSQ/ħ), RQ=
ffiffiffi
ρ
p
;
evaluating the spatial differentiations straightforwardly, and again recalling that
σns= ħ is spatially uniform, we can divide the integral into real and imaginary parts
Ir and Ii:
ψ O^
 ψD E ¼ Ir þ Ii; ð30Þ
where the real part is
Ir ¼
R
dq g
ij
2 ∂qi SQ  Ai
 
∂qj SQ  Aj
 þ Vh
 h22 gij
∂qi ∂qj RQ
RQ
þ ∂qi gij
∂qj RQ
RQ
 i
ρ;
ð31Þ
and, since gij= gji, the imaginary part is
Ii ¼ i h2
R
dq gij∂qi R2Q∂qj SQ  ∂qi gijR2Q∂qj SQ  gijR2Q∂qi∂qj SQ
h
þgij∂qi R2QAj þ ∂qi gijR2QAj þ gijR2Q∂qiAj
i
:
ð32Þ
Indeed, the real part Ir already equals Eq. (27). We only need to check that the
imaginary part Ii vanishes. Note that the integral by parts of the third term on the
right hand side of Eq. (32) cancels the first and second terms. Also, integrating the
sixth term by parts cancels the fourth and fifth terms. Hence Ii vanishes. Of course
it does, since O^ as defined in Eq. (28) is a Hermitian operator, hence the quantum
mechanical expectation value must be real.
An alternative derivation of the uncertainty relation. In the main text, the
uncertainty relation of Eq. (10) is derived via Theorem 2. (See Eq. 8.) Here we show
that the uncertainty relation is in fact directly implied by the choice of the epis-
temic restriction of Eqs. (6) and (7).
Let us consider a pair of canonical conjugate variables corresponding to the i-th
degree of freedom (pi,qi). First, the normalization condition
R
dqρðqÞ ¼ 1 of the
probability density ρ(q) can be written, via integration by parts, as
1 ¼
Z
dq qi  q0ið Þ∂qiρ ¼
Z
dq qi  q0ið Þ
ffiffiffi
ρ
p ∂qiρffiffiffi
ρ
p ;
where q0i is an arbitrary number. Applying the Cauchy–Schwartz inequality to the
integral on the right, we findZ
dq qi  q0ið Þ2ρðqÞ
Z
dq
∂qiρ
ρ
 2
ρðqÞ  1: ð33Þ
Now we choose q0i ¼
R
dqqiρðqÞ  qih i SQ ;ρf g and we write
σ2qi 
R
dqðqi  hqiifSQ ;ρgÞ
2ρðqÞ: Multiplying both sides of Eq. (33) by σ2ns=4 and
recalling that σns is independent of q, we get:
σ2qi
Z
dq
σns
2
∂qiρ
ρ
 2
ρðqÞ  σ
2
ns
4
: ð34Þ
On the other hand, the variance of pi at any time can be evaluated as:
σ2pi 
R
dqdξdp pi  pih ifSQ ;ρg
 2
P pi q; ξ; SQ; ρjð ÞμðξÞρðqÞ
¼ Rdqdξ ξ2 ∂qi ρρ þ ∂qi SQ  pih i SQ ;ρf g
  2
μðξÞρðqÞ
¼ Rdq ξ24  ∂qi ρρ 2ρðqÞ þ Rdq ∂qi SQ  pih i SQ ;ρf g 2ρðqÞ
 Rdq ξ24  ∂qi ρρ 2ρðqÞ ¼ Rdq σns2 ∂qi ρρ 2ρðqÞ;
ð35Þ
where from the first to the second line we have used Eq. (6), and to get the third
line we have imposed Eq. (7). Finally, multiplying both sides of Eq. (35) by σ2qi and
using Eq. (34), one obtains
σqiσpi 
σns
2
¼ h
2
; ð36Þ
where we have again used Eq. (7) that σns= ħ.
Proof of Theorem 3. Theorem 3: Consider an ensemble of trajectories satisfying
Eqs. (6) and (7), where σns= ħ is constant in space and time. Given a classical
Hamiltonian H(p,q) that is at most quadratic in p, and an ensemble of trajectories
conserving the average energy and probability current, there is a unique time
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evolution for ψ given by the (linear and unitary) Schrödinger equation:
ih
d
dt
ψj i ¼ H^ ψj i; ð37Þ
where H^ is a Hermitian operator again having the same form as that obtained by
applying the Dirac canonical quantization procedures to H(p,q) with a specific
ordering of operators.
Proof. Again, we prove the theorem by considering an ensemble for a
single particle of mass m moving in three dimensions in time-independent
scalar and vector potentials V(q) and A(q) = (A1, A2, A2), so that the classical
Hamiltonian is given by Eq. (12). First, from Eq. (12), the velocity field is related to
the momentum as _qiðpÞ ¼ ∂H=∂pi ¼ pi  Aið Þ=m; so that noting Eqs. (6) and (7),
we obtain the average velocity field over the fluctuations of ξ as _qiðq; tÞ 
R
dξdp _qi
pið ÞP p q; ξ; SQ; ρjð ÞμðξÞ=
R
dξdpi pi  Aið Þδ pi  ∂qi SQ þ ðξ=2Þ∂qiρ=ρ
	 
 
μðξÞ=m
= ∂qi SQ  Ai
 
=m: In this case, the assumption of conservation of probability
current (no creation or annihilation of trajectories) implies that ρ(q;t) satisfies the
following continuity equation:
∂tρþ
X
i
1
m
∂qi ρ ∂qi SQ  Ai
   ¼ 0: ð38Þ
On the other hand, the conservation of average energy requires the ensemble of
trajectories to satisfy the following equation:
d
dt
Hh i SQ ;ρf g ¼ 0; ð39Þ
where Hh i SQ ;ρf g is the ensemble (phase space) average of the classical energy within
the ontological model defined in Eq. (8).
We impose the constraints of conservation of probability current and average
energy (Eqs. (38) and (39)) to the dynamics of the ensemble of trajectories. First,
from Eqs. (6) and (12), the ensemble average of energy is
Hh i SQ ;ρf g ¼
R
dqdξdp
P
i
piAiðqÞð Þ2
2m þ VðqÞ
 
P p q; ξ; SQ; ρjð ÞμðξÞρðqÞ
¼ Rdqdξ P
i
∂qi SQþξ ∂qi ρð Þ=2ρAið Þ2
2m þ V
 
μðξÞρðqÞ
¼ Rdqρ P
i
∂qi SQAið Þ2
2m þ h
2
8m
∂qi ρ
ρ
 2
þ V
 
;
ð40Þ
where the second line follows from a trivial integration over p and the third line is
due to Eq. (7). Differentiating with respect to time and assuming that σns= ħ is
constant in time, we get
d
dt Hh i SQ ;ρf g ¼
R
dqð∂tρÞ
P
i
∂qi SQAið Þ2
2m þ h
2
8m
∂qi ρ
ρ
 2
þ V
 
þR dqρ P
i
∂qi SQAið Þ
m ∂qi∂tSQ þ h
2
4m
∂qi ρ
ρ
 
∂qi
∂tρ
ρ
  
:
ð41Þ
Integrating by parts the two terms in the second line, noting that ∂qħ= 0, and using
Eq. (38), we can rewrite Eq. (41) as:
d
dt
Hh i SQ ;ρf g ¼
Z
dq∂tρ ∂tSQ þ
X
i
∂qi SQAið Þ2
2m þ h
2
2m
1
4
∂qiρ
ρ
 2
 1
2
∂2qiρ
ρ
" #
þ V
 !
:
ð42Þ
Using the identity of Eq. (24) and imposing the requirement of the conservation of
average energy (Eq. 39) we obtain:Z
dq∂tρ ∂tSQ þ
X
i
∂qi SQ  Ai
 2
2m
 h
2
2m
∂2qi RQ
RQ
þ V
 !
¼ 0: ð43Þ
To be valid for any ∂tρ, the term inside the bracket in the integrand of the above
equation must vanish identically. We finally get
∂tSQ þ
X
i
∂qi SQ  Ai
 2
2m
 h
2
2m
∂2qi RQ
RQ
þ V ¼ 0: ð44Þ
We have thus a pair of coupled Eqs. (38) and (44) which govern the time
evolution of ρ(q;t) and SQ(q;t), respectively, arising from the assumption of
conservation of probability current and conservation of average energy. Using the
definition of the wave function given by Eq. (9), noting that RQ=
ffiffiffi
ρ
p
and bearing
in mind the assumption that σns= ħ is constant in space and time, we can recast
Eqs. (38) and (44) into the following compact form:
ih∂tψ ¼
X
i
1
2m
ih∂qi  Ai
 2 þ V
 !
ψ : ð45Þ
Equation (45) is just the familiar Schrödinger equation in the position
representation, for a quantum particle of mass m in three-dimensional space
subject to a scalar potential V(q) and a vector potential A(q) = (A1, A2, A3) with a
Hermitian quantum Hamiltonian H^ ¼Pi p^i  Ai q^ð Þ 2= 2mð Þ þ V q^ð Þ:
This derivation of the Schrödinger equation closely parallels the derivation of
the classical Hamilton–Jacobi equation given in “Methods” subsection “Proof of
Theorem 1.” Both fundamental equations are developed within the same
framework and are singled out by imposing two common axioms—conservation of
average energy and conservation of trajectories (probability current). It is easy to
check that the only difference is that to derive the Hamilton–Jacobi equation one
starts with Eq. (3), whereas to derive the Schrödinger equation one has to replace
the classical kinematics of Eq. (3) with Eq. (6). As discussed in “Results” subsection
“Microscopic ontic extension and epistemic restriction” and in “Methods”
subsection “Statistical interpretation of the epistemic restriction,” Eq. (6) can be
interpreted as the manifestation of an epistemic restriction which is absent in the
classical mechanics.
Exactly the same framework and derivations apply to many-particle systems
with a classical general Hamiltonian up to second order in momentum, as spelled
out in Theorem 3. In particular, when there are interactions among degrees of
freedom, the fundamental nonseparability of ξ will play a crucial role. An example
of special interest—because it generates entanglement—appears in the next
subsection. Various methods for deriving Schrödinger’s equation are also reported
in refs. 42,44–63. Our method is distinguished in its modification of classical
statistical mechanics via an ontic extension (introducing a global-nonseparable
random variable ξ), and a specific form of an epistemic restriction (Eq. 6), and
imposing the principles of conservation of average energy and conservation of
probability current. We emphasize that without the ontic extension and the
epistemic restriction, our derivation yields the classical Hamilton–Jacobi equation.
Schrödinger’s equation for measurement of angular momentum. Let us apply
our model to derive the Schrödinger equation for a measurement of angular
momentum, adopting von Neumann’s prescription for a measurement interaction.
We will follow all the steps of the previous subsection. For simplicity, let us model
the measurement setup via two interacting particles with positions denoted by qS
and qΣ; they represent, respectively, the position of the measured system and the
position of the pointer of a measuring device. Let us denote the corresponding
conjugate momentum pS and pΣ. Without loss of generality, we consider a mea-
surement of the z-component of angular momentum, lzS ¼ qS ´ pSð Þz ¼ xSpyS 
ySpxS ; where qS≡ (xS, yS, zS) and pS  pxS ; pyS ; pzS
 
: The classical Hamiltonian
corresponding to the von Neumann interaction is then
HI ¼ glzSpΣ ¼ g xSpyS  ySpxS
 
pΣ; ð46Þ
where g is the interaction coupling. For simplicity, we take g to be constant during
the measurement; otherwise g= 0.
Taking this interaction Hamiltonian HI to express the velocity in term of
momentum via _qiðpÞ ¼ ∂HI=∂pi and using Eqs. (6) and (7), we obtain the
velocity field averaged over the fluctuations of ξ, i.e., _qiðq; tÞ 
R
dξdp _qiðpÞ
P pjq; ξ; SQ; ρð ÞμðξÞ; which is given by:
_xS ¼ gyS∂qΣSQ; _yS ¼ gxS∂qΣSQ; _qΣ ¼ g xS∂yS SQ  yS∂xSSQ
 
; ð47Þ
and _zS ¼ 0: Assuming that the probability current is conserved, we arrive at the
following continuity equation:
∂tρ gyS∂xS ρ∂qΣSQ
 þ gxS∂yS ρ∂qΣSQ þ gxS∂qΣ ρ∂yS SQ 
gyS∂qΣ ρ∂xS SQð Þ ¼ 0:
ð48Þ
Now let us impose conservation of average energy. First, using Eq. (46) the
ensemble average of energy reads
HIh i SQ ;ρf g ¼
R
dqdξdpg xSpyS  ySpxS
 
pΣ
´P pxS ; pyS ; pΣjq; ξ; SQ; ρ
 
μðξÞρðqÞ: ð49Þ
Inserting Eq. (6) and evaluating the integrations over p and ξ, we get, noting
Eq. (7),
HIh i SQ ;ρf g ¼
R
dq g xS∂yS SQ  yS∂xSSQ
 
∂qΣSQρ

þg h24 xS
∂yS ρ
ρ
 
∂qΣ ρ
ρ
 
 yS ∂xS ρρ
 
∂qΣ ρ
ρ
 h i
ρ
o
:
ð50Þ
Taking the derivative with respect to time to both sides, noting that σns= ħ is
constant in time, we obtain, after a long but straightforward calculation, and
rearrangement,
d
dt HIh i SQ ;ρf g ¼
R
dq ∂tρð Þg xS∂ySSQ  yS∂xS SQ
 
∂qΣSQ

þ gyS∂xS ρ∂qΣ SQ
  gxS∂yS ρ∂qΣSQ 
gxS∂qΣ ρ∂yS SQ
 þ gyS∂qΣ ρ∂xS SQð Þ∂tSQ
þgh2 xS 14
∂yS ρ
ρ
 
∂qΣ ρ
ρ
 
 ∂yS ∂qΣ ρ2ρ
 h
yS 14
∂xS ρ
ρ
 
∂qΣ ρ
ρ
 
 ∂xS ∂qΣ ρ2ρ
 i
∂tρ
o
:
ð51Þ
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Here, bearing in mind that ħ is constant of space, we have performed partial
integrations where appropriate. Using Eq. (48), the second line can be simplified
into ∂tρ∂tSQ; moreover the last line can be simplified by virtue of the identity Eq.
(24), so that the whole equation simplifies into
d
dt HIh i SQ ;ρf g ¼
R
dq ∂tρð Þ ∂tSQ þ g xS∂yS SQ  yS∂xS SQ
 
∂qΣSQ

gh2 xS ∂yS ∂qΣ RQRQ  yS
∂xS ∂qΣ RQ
RQ
 o
;
ð52Þ
where RQ≡
ffiffiffi
ρ
p
: Conservation of average energy, ðd=dtÞ HIh i SQ ;ρf g ¼ 0 for any ∂tρ,
means that the integrand inside the bracket must vanish. So we have
∂tSQ þ g xS∂ySSQ  yS∂xS SQ
 
∂qΣ SQ  gh2 xS
∂yS∂qΣRQ
RQ
 yS
∂xS∂qΣRQ
RQ
 
¼ 0:
ð53Þ
We thus have a pair of coupled Eqs. (48) and (53), arising, respectively, from
the conservation of probability current and conservation of average energy.
Finally, applying the definition ψ= RQexp(iSQ/ħ) of wave function in Eq. (9),
and noting that σns= ħ is constant in space and time, we recast Eqs. (48) and
(53) into
ih
d
dt
ψj i ¼ H^I ψj i: ð54Þ
Here H^I is a Hermitian operator defined as:
H^I  gl^zS p^Σ; ð55Þ
where p^i is the quantum momentum operator for the i-degree of freedom and
l^zS  x^Sp^yS  y^Sp^xS is the z-component of the quantum angular momentum
operator of the measured system. This equation is just the Schrödinger equation for
a measurement of angular momentum via the von Neumann measurement
interaction H^I:
In this derivation of Schrödinger’s equation for a measurement interaction, the
nonseparability of ξ plays a crucial role. To see this, let us instead suppose that ξ is
separable into three random variables ξ ¼ ðξxS ; ξyS ; ξqΣ Þ each associated with the
respective degrees of freedom (xS, yS, qΣ), with vanishing average ξxS ¼ ξyS ¼
ξqΣ ¼ 0; so that the pairs ðξxS ; ξqΣ Þ and ðξyS ; ξqΣ Þ were both independent of each
other (thus uncorrelated): ξxSξqΣ ¼ ξxS ξqΣ ¼ 0 ¼ ξyS ξqΣ ¼ ξySξqΣ : In this case, the
last term in Eq. (50) (explicitly proportional to ħ2) vanishes, yielding
HIh i SQ ;ρf g ¼
Z
dqg xS∂yS SQ  yS∂xS SQ
 
∂qΣSQρ: ð56Þ
Identifying SQ as the classical Hamilton’s principal function SC, and recalling Eq.
(3), the above expression is just the conventional classical average energy.
Then, imposing the conservation of average energy ðd=dtÞ HIh i SQ ;ρf g ¼ 0 with
HIh i SQ ;ρf g given by Eq. (56) and using Eq. (48), instead of Eq. (53) we obtain
∂tSQ þ g xS∂yS SQ  yS∂xS SQ
 
∂qΣSQ ¼ 0: ð57Þ
This is just the classical Hamilton–Jacobi equation which can be seen by
identifying SQ as the Hamilton’s principal function SC, and noting Eqs. (1) and
(46). Notice that, comparing Eq. (57) with Eq. (53), the last term in Eq. (53)
which explicitly depends on ħ2 (obtained with ξ nonseparable), is no longer
present in Eq. (57) (obtained with separable ξ). This ħ2-dependent term is called
quantum potential in Bohmian mechanics, and is generally argued as being
responsible for the classically puzzling quantum phenomena. Hence, the
fundamental nonseparability of ξ plays a crucial role in the derivation of the
Schrödinger equation for interacting systems. Since such interaction implies
quantum entanglement—for the above example for the measurement interaction,
we obtain, in the next subsection, entanglement between the system and the
apparatus—the nonseparability of ξ is indeed crucial for obtaining quantum
entanglement.
Derivation of Born’s rule. Let us apply our ontological model to a measurement
of OSðpS; qSÞ using a von Neumann measurement interaction Hamiltonian
HI ¼ gOSpΣ: Here pΣ is the momentum of the pointer on a measuring device,
conjugate to the pointer position qΣ, and g is the interaction coupling. As spelled
out in Theorem 3, the resulting Schrödinger equation reads ihðd=dtÞ ψj i ¼ H^I ψj i;
where the quantum Hamiltonian is H^I ¼ gO^Sp^Σ: An example of the derivation of
the Schrödinger equation for the measurement of angular momentum is given in
the previous subsection. From the Schrödinger equation governing the time evo-
lution of the wave function during the measurement interaction, we can proceed to
describe measurements reproducing the predictions of quantum mechanics as
prescribed by Born’s rule, as follows.
We let ψS(qS) denote the wave function of the system at the initial measurement
interaction time t= 0. It can be expanded as ψSðqSÞ ¼
P
k ckϕSk ðqSÞ; where
ϕSk
  ; k= 0, 1, 2, … is the complete set of orthonormal eigenvectors of the
Hermitian operator O^S with the corresponding eigenvalues {ok}, satisfying
O^S ϕSk
  ¼ ok ϕSk : The expansion coefficient is then ck ¼ R dqSϕ	Sk qSð ÞψS qSð Þ ¼
ϕSk jψS
 
: Let φΣ(qΣ) denote the initial wave function of the pointer of a measuring
device, and assume that the total wave function of the system and device at t= 0 is
factorizable: ψ qS; qΣ; 0ð Þ ¼ ψSðqSÞφΣ qΣð Þ ¼
P
k ckϕSk qSð ÞφΣ qΣð Þ: It evolves in
time in accordance with Schrödinger’s equation ihðd=dtÞ ψj i ¼ H^I ψj i with the
measurement-interaction quantum Hamiltonian H^I ¼ gO^Sp^Σ ; thus the total wave
function at the end of measurement interaction at time t= T is entangled:
ψ qS; qΣ;Tð Þ ¼
X
k
ckϕSk qSð ÞφΣ qΣ  gokTð Þ: ð58Þ
Let us assume that the strength of the interaction coupling g is sufficient such
that at t= T the series of device wave packets {φΣ(qΣ − gojT)}, j= 0, 1, 2, …, for
different values of j, effectively do not overlap. If so, when the position of the
pointer of the device qΣ at the end of the measurement process belongs to the
support of φΣ(qΣ − gojT), we can unambiguously register the outcome of
measurement as oj, one of the eigenvalues of O^S. The probability that the
measurement yields oj given q= (qS, qΣ) and ψ(T) is thus
P ojjqS; qΣ;ψðTÞ
  ¼ 1 qΣ 2 Λj ; ð59Þ
where Λj is the support of φΣ(qΣ − gojT) and 1{“event”} is an indicator function
which gives “1” if the event occurs and “0” if not.
Furthermore, from the definition of the wave function of Eq. (9) and Eq. (58),
the probability that the configuration of the system and device at t= T is q = (qS,
qΣ) is given by:
P qS; qΣjψðTÞð Þ ¼ ψ qS; qΣ;Tð Þj j2
¼ P
ðj;kÞ
c	j ckϕ
	
Sj
qSð ÞϕSk qSð Þφ	Σ qΣ  gojT
 
φΣ qΣ  gokTð Þ
¼ P
k
ckj j2 ϕSk qSð Þ
 2 φΣ qΣ  gokTð Þj j2;
ð60Þ
where in the last equality we have taken into account the fact that since the support
of {φΣ(qΣ − gokT)} for different k do not overlap, the cross terms in the double sum
all vanish.
One can finally show straightforwardly from Eqs. (59) and (60), via
conventional probability theory, that the probability to get oj when the initial wave
function of the system is ψS ¼
P
k ckϕSk is given by the celebrated Born’s rule:
P ojjψS
 ¼ R dqSdqΣP ojjqS; qΣ;ψðTÞ P qS; qΣjψðTÞð Þ
¼ R dqSdqΣ 1 qΣ 2 Λj  P
k
ckj j2 ϕSk qSð Þ
 2 φΣ qΣ  gokTð Þj j2
¼ R dqSdqΣ cj 2 ϕSj qSð Þ 2 φΣ qΣ  gojT  2 ¼ cj 2 ¼ ϕSj jψSD E 2;
ð61Þ
where in the last line we have used the normalizations of ϕSj ðqSÞ and φΣ(qΣ − gojT)
as implied by the definitions given in Eq. (9).
Suppose that the position of the pointer on the measuring device belongs to the
support of φΣ(qΣ − gojT), i.e., that the outcome of measurement is oj. If the
measurement is not destructive and since φΣ(qΣ − gojT) for different j do not
overlap, Eq. (58) implies that the “effective” wave function of the system and device
becomes ϕSj ðqSÞφΣ qΣ  gojT
 
. Hence, when the outcome of measurement is oj,
the effective wave function of the system alone is ϕSj ðqSÞ, i.e., the eigenstate of O^S
associated with the eigenvalue oj.
In this connection, Wallstrom29 has argued that a derivation of the Schrödinger
equation based on the combination of a modified Hamilton–Jacobi equation and a
continuity equation via Eq. (9), as in our model (in the previous two subsections),
will have to allow many more wave functions than those allowed in quantum
mechanics. In particular, the wave function ψ defined in Eq. (9) is in general not
single-valued (since the phase function SQ is in general many-valued, for example
for wave functions with angular momentum). This is also the feature of Nelson’s
stochastic mechanics46 and many other approaches42,44,45,47. He went on to argue
that unless one imposes, by hand, a quantization condition as in the old quantum
theory (to ensure the single-valuedness of the wave function), then one has, for
example, to allow a particle to have a non-integral (continuum) value of angular
momentum. Such an ad hoc condition will, in our model, physically translate into
an additional statistical constraint which selects a yet narrower class of ensembles
of trajectories.
Within our model, by construction, a particle may indeed have a non-integral
value of angular momentum (or a continuum value of energy) if left unmeasured.
In this case, the wave function may indeed not be single-valued. Nevertheless, as
shown above, measurement of angular momentum will only yield discrete
(quantized) outcome as in quantum mechanics. Hence, discrete quantum numbers
is an emergent feature of measurement, rather than an objective property of the
system regardless of measurement. Remarkably, as shown by Theorem 2 and above
in this subsection, the ensemble average of the angular momentum prior to
measurement (in which the angular momentum may take continuum values) is
well defined and is equal to the quantum mechanical expectation value obtained in
measurement (in which each single shot yields discrete integral value). A similar
answer to Wallstrom’s objection is argued in refs. 45,47.
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