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ABSTRACT 
We derive necessary and sufficient conditions for the existence of the stabiliz- 
ing solution to the reverse (discrete-time) Riccati equation, a particular type of 
algebraic Riccati equation which is related to the solution of the discrete-time 
version of the extended (two-block) Nehari problem. The conditions are expressed 
in terms of the left-stable deflating subspace of an associated symplectic matrix 
pencil. In particular, a maximum-phase spectral factorization of the Popov func- 
tion is obtained under very relaxed conditions imposed on the initial data. It is 
also proved that under a restrictive additional assumption, the stabilizing solu- 
tion to the reverse Riccati equation reduces to the antistabilizing solution to the 
usual (discrete-time) Riccati equation. A reliable numerical algorithm for com- 
puting the stabilizing solution to the reverse Riccati equation is also presented, 
together with formulae for the solution to the extended Nehari problem. 
1. INTRODUCTION 
Progress achieved in the field of H” control theory has led to a signif- 
icant proliferation of investigations of the Riccati equation [6, 7, 11-131. 
Recently, in order to solve the discrete-time version of the extended (two- 
block) Nehari problem (ENP), a special type of Riccati equation, called 
the reverse discrete-time Riccati equation (RDTRE), was introduced and 
studied in [6, 71 and in [9] for the time-varying and time-invariant cases, 
respectively. The suboptimal solutions to the ENP are constructed in terms 
of the stabilizing solution of the RDTRE [7-91. 
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Using an alternative viewpoint, one can reach the RDTRE directly, as 
follows. 
Let C = (A,B,P) b e a Popou triplet, where A E Rnxn, B E Rnxm, 
p E R(n+“‘)x(n+m), and 
p= Q = =pT. 
[ 1 LT R 
Here Rnxm denotes the ring of real n x m matrices, and T stands for the 
matrix transpose. Assume that A is stable (i.e. has its spectrum located 
inside the open unit disk) and A-’ exists. 
Associate to C the following objects: 
(1) the discrete-time Popow function [16] 
l-I(A) := 
= 
b’(;I-AT)-’ I] [zT ;] [(“-la)LB] 
R+BT(;I-AT)-lL+LT(&A)-lB 
(3) the matrix pencil [2, lo] I 0 0 
XM-N:=X [ 0 -AT 0 1 - 
0 -BT 0 
(2) the discrete-time algebraic Riccati equation (DTARE) 
ATXA -X - (L + ATXB)(R + BTXB)-l(BTXA + 
A 0 
Q -I 
LT 0 
PO1 
LT) + Q = 0, 
(2) 
B 
L 1 (3) R 
with M, N E R(273+m)x(‘Jnfm), called the extended symplectic pencil 
(ESP). 
It is well known that, roughly speaking, a stable right deflating subspace 
of the ESP (3) corresponds to a stabilizing solution X to the DTAR.E 
(2). This also gives a minimum-phase spectral factorization of II(X), i.e. 
a factorization of the form II(x) = S*(X)(R + BTXB)S(X), where both 
S(X) and S-‘(X) are stable ( see [IS]). Here * stands for the adjoint of a 
discrete-time transfer function [S*(X) := ST(Y1)]. 
Now, suppose we want to obtain a maximum-phase spectral factorization 
of II(x), i.e. a spectral factorization where now S(X) is stable and S-‘(X) 
alqe%s pal1’e3 aq II!M lpuad Zeln%a.I Q XlaAgsadsal ‘(N ‘~)v PUB (v)v icq 
pa~ouap aq 111~ N - my lyuad .w@al B 30 pue y xi~%‘eru arenbs ‘F: 30 
urnllaads aq~ ~.w@tu!s pall’e3 SI !g asy~~ayqo 10 y?.k (N - mly)$ap pue alenbs 
s! 1~ 3! Jeln8aJ pa11%?3 aq 111~ N - my Iyad xy+13uI Q ‘~!UOUI paIIe3 aq II!M 
yuw uunyo:, IIn 30 xgerrr Luy “x Jan0 suo!lsun3 Iwoyw 30 play aq? Jo3 
pue~? II!M (y)~ .aseds uwpg3n3 Isuo!suauup-u I’eaJ aq$ a)ouap 0) pasn aq 
II!M us 5laAyadsal ‘(o)ra pus (())‘(I Lq pa$ouap aq II!M aIns sq! pwe 
ys!p $!un uado ayL .pasnaq II!M uoy~ou BU~MO~~OJ aq$ Ianbas ay? UI 
‘dN3 au[? Ol uowos 
‘dN3 atug-ala.wlp 
(PI 0 = JfKx - td,-v$? - .A x 
&pv(x - O),- VJL8 + TJ-VJL8 - 8~-VJL’7 - ;tTl x 
[El,-v(x - 0) - '7lJ-v - pV(X - O)J-v + x 
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(anti&able) if its spectrum is located inside the open unit disk (outside the 
closed unit disk). We shall use A-* for (A-‘)*, if A-’ exists. Script capital 
letters will be used for subspaces in R”. When the columns of a matrix V 
span a space V we shall denote it by V = (V) 
2. DEFINITIONS AND BASIC NOTIONS 
Let us introduce first some definitions concerning the DTARE and 
RDTRE. We assume throughout the paper that A-’ exists. Arguments 
for such an assumption are related to the dynamical significance of the 
stabilizing solution of the RDTRE and are extensively presented in [9] (see 
also Remark 1). 
DEFINITION 1. 
(a) We call X = XT a stabilizing (antistabilizing) solution to the DTARE 
if R + B*XB is invertible, X satisfies (2) and A + BF is stable (an- 
tistable) for 
F := -(R + B*XB)-‘(B*XA + L*). (5) 
F is called the stabilizing (antistabilizing) feedback. 
(b) We call X = XT a stabilizing solution to the RDTRE if L*A-‘B - 
B*A-*L + B*A-*(Q - X)A-lB is invertible, X satisfies (4), and 
A-l(I - BF) is stable for 
F := -[R - L*A-lB - B*A-*L + B*A-*(Q - X)A-lB1-l 
x [LT - B*A-*(Q - X)]A+ (6) 
REMARKS. Consider the discrete-time system zk+l = Azk + Buk. The 
reverse-time version of this system exists if A-’ exists and takes the form 
zk = A-+?&+r - A-%& (7) 
If the (anticausal) feedback ?& = FZk+i, is performed, we get zk = 
A-‘(1 - BF)zk+l, and consequently, starting from any fixed initial condi- 
tion, xk approaches 0 as k approaches -oo if and only if A-‘(1 - BF) is 
stable. 
Let us now briefly review some notions concerning regular matrix pen- 
cils. We assume the reader familiar with notions like generalized finite and 
infinite eigenvalues, deflating subspaces, and restricted spectrum of a pen- 
cil. For an extensive treatment of these notions see [2] and [4]. 
For a regular pencil XM - N, M, N E RP’P, introduce 
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DEFINITION 2. Let V be a subspace of dimension T. Then V is called a 
deflating subspace for the pencil AM - N if 
dim(MV + NV) = dimV (= r). 
A deflating subspace V is called stable [antistable] if in addition A(M, N) 
V c Dr(0) [A(M, N) ] I/’ c C -&(O)]. 
Here A(M, N) 1 I, d enotes the restriction of the spectrum of the penci 
AM - N to the deflating subspace I, (see [2]). 
The following proposition can be easily derived from [lOJ (for an exten- 
sive exposition including the case of singular ESP see [13]). 
PROPOSITION 1. Let 1, E RP be an r-dimensional subspace, and V any 
basis matrix such that V = (V). Then V is a stable (antistable) defEating 
subspace for the regular pencil AM - N if and only if 
NV = MVS (8) 
holds for a suitable matrix S E Rrx’, A(S) C Di(0) (A(M, N) 1 V C 
c - &(O)). 
REMARK 2. If the pencil AM - N is singular, a subspace V, with basis 
matrix V, satisfying (8) for a suitable matrix S and in addition 
MV manic (9) 
is called a proper deflating subspace (to the right). If the pencil is regular, 
the condition (9) is superfluous (see also [13]). Similar definitions hold for 
proper deflating subspaces to the left, and, as will be pointed out in Remark 
6, such subspaces are in fact the appropriate tool for characterizing the 
stabilizing solution of the RDTRE. 
3. PRELIMINARY RESULTS 
In this section we shall outline some properties of the ESP. The following 
proposition is a minor variation of Proposition 2 in [lo]. 
PROPOSITION 2. For the ESP given in (3) the following hold. 
1. The ESP is regular if and only if rankmA) II(X) = m. 
If the ESP is regular then: 
2. If X # 0 is a generalized eigenvalue of the ESP, then l/X is also a 
generalized eigenvalue of the same multiplicity. 
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3. If X = 0 is a generalized eigenvalue of multiplicity p, then X = 00 is 
a generalized eigenvalue of multiplicity m + p. 
DEFINITION 3. We call a regular ESP dichotomic if it has no general- 
ized eigenvalues on the unit circle. If in addition the ESP has exactly m 
infinite generalized eigenvalues, it is called strongly dichotomic. 
PROPOSITION 3. Assume the ESP is regular. Then: 
A. The following are equivalent: 
1. The ESP is dichotomic. 
2. The ESP has exactly n generalized eigenvalues inside the unit 
disk. 
3. The ESP has an n-dimensional stable deflating subspace. 
B. The following are equivalent: 
1. The ESP is strongly dichotomic. 
2. The ESP has exactly n finite generalized eigenvalues outside 
closed unit disk. 
3. The ESP has an n-dimensional antistable deflating subspace. 
the 
Proof. Part A follows directly from Corollary 1 and Proposition 3 in 
[lo]. Using part A and Proposition 2, part B is straightforward. . 
REMARK 3. Notice that if the ESP XM - N has a stable (antistable) r- 
dimensional deflating subspace, then XMT -NT has also an r-dimensional 
stable (antistable) deflating subspace. 
LEMMA 1. Assume that the ESP is regular and dichotomic, and let V be 
any basis matrix of the maximal stable (n-dimensional) deflating subspace 
of XMT - NT (such a subspace has dimension n in accordance with part 
A3 of Proposition 3 and Remark 3). Let V be partitioned as 
Then VT(AVa + BV3) = (A& + 13V,)TV1. 
Proof. As V is a stable deflating subspace for XMT - NT, it follows 
from Proposition 1 that 
NTV = MTVS (11) 
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holds for a suitable stable matrix S. With the partition in (lo), Equation 
(11) can be written in the explicit form 
ATV, + QVz + LV3 = V,S, 
v2 = (Ah + EW)S, (12) 
BTVI + LTV2 + RV3 = 0. 
Adding both the first equation premultiplied by Vz’ and the second one 
transposed and postmultiplied by VlS to the third equation in (12) pre- 
multiplied by V3T, we get 
ST(AV2 + BV3)TV,S - (A& + BV3)TVI 
- VZTQV2 - VzTLV3 - V3TLTV2 - V3TRV3 = 0. (13) 
Since S is stable, (AVz + BVS)~V~ is the unique symmetric solution to the 
Liapunov equation (13) with symmetric free term. H 
DEFINITION 4. A regular and dichotomic ESP is called reverse-time 
disconjugate if for a basis matrix V of the maximal (n-dimensional) stable 
deflating subspace V of XMT - NT, V partitioned as in (lo), AVz + BVs 
is nonsingular. A regular and strongly dichotomic ESP is called strongly 
disconjugate if for a basis matrix V of the maximal (n-dimensional) an- 
tistable deflating subspace V of XM - N, V partitioned as in (lo), VI is 
nonsingular. 
REMARK 4. Since the maximal stable (antistable) deflating subspace of 
a regular pencil is unique and the invertibility of the matrix AV2 + BV3 (VI) 
is independent of the particular choice of the basis matrix for V, the notion 
of reverse-time disconjugacy (strongly disconjugacy) is well defined. 
Let us state now the reverse-time version of the spectral factorization 
identity. As the proof involves some cumbersome calculations, we introduce 
the following notation. For any X = XT E RnXn define 
G := R - LTA-lB - BTA-TL + BTA-T(Q - X)A-lB = GT, (14) 
H := A-T[L - (Q - X)A-lB], (15) 
K := X + A-T(Q - X)A-’ = KT. (16) 
With (14)-(16), Equations (4) and (6) can be rewritten as 
K-FTGF=O, 
GFtH*=O. 
(17) 
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REMARK 5. Notice that the system (17) in the unknowns X and F is 
more general than (4), and reduces to the RDTRE under the supplementary 
assumption on the invertibility of G. The system (17) should be seen as 
the reverse-time version of Lure’s discrete-time system [15]. 
PROPOSITION 4. If X = XT E RnXn and F E Rmxn satisfy the system 
(17), then 
n(x) = Sd~)GS~(~), (18) 
where 
SF(X) := I - BT(I - XAT)-lFT. (1% 
Proof Evaluating the right-hand side of (18), we get successively 
WWGS;(X) 
-1 
+ BT(I - XAT)-lFTGF B 
+BT(I--AT)-% 
(14):(16) R + &-[(I _ j&-)-l _ I]A-TL + LTA-~ 
x [(I-~A)-~-I]B-BT(I-~AT)-~A-T 
-1 
x (Q - X)A-lB - BTKT(Q - X)/l-r 
x B + BT(I - XAT)-l[X + A-T(Q - X)A-l] 
B + BTA-T(Q - X)A-‘B 
=R+BT L + LT(XI - A)-lB 
+B’(;I-A’)-l{ X + [I - (I - XAT)]A-T 
x(Q-X)A+ (I-;A)]}(M-A)-‘B=Il(h). 
Thus (18) holds. 
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4. MAIN RESULT 
Now we can state and prove the main result of the paper. 
THEOREMS. The RDTRE (4) h as a stabilizing solution if and only if 
the ESP (3) is reverse-time disconjugate. 
Proof. =F: Let X be the stabilizing solution to the RDTRE, F defined 
by (6), and 
S := A-l(I - BF). (20) 
With Remark 5, we have from Proposition 4 that the reverse-time version 
of the spectral factorization identity (18) holds. Since G is nonsingular, we 
have from (18) that rankncx) II(x) = m, and from Proposition 2 it follows 
that the ESP is regular. Introduce now 
Let us prove first that V is manic (i.e., V is a basis matrix). Indeed, adding 
the last block element of V premultiplied by A-lB to the second one and 
using (20), we obtain a manic matrix, and consequently V is manic, too. 
Further, let us show that V is a basis matrix of a n-dimensional stable 
deflating subspace for XMT - NT. To this end we shall prove that (ll), or 
equivalently (12), holds with S stable. Indeed, with (20) we have 
S = (AS + BF)S. (22) 
The RDTRE can be rewritten with (6) as 
X + A-T(Q - X)A-1 + A-T[L - (Q - X)A-%]F = 0, (23) 
and premultiplying (23) by AT and using (20), we get 
ATX+QS+LF=XS. (24) 
Finally, premultiplying (23) with B* and adding the second equation (17). 
we get with (14) and (15) 
BTX + LTA-l + (R - LTA-lB)F = 0, 
or equivalently, using (20), 
BTX+LTS+RF=O. (25) 
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Prom (22), (24), and (25) we conclude that (11) is true. As S defined through 
(20) is stable, we have from Proposition 1 and part A3 of Proposition 3 
that the ESP is dichotomic. Moreover, as AS + BF = I is invertible, the 
ESP is reverse-time disconjugate. 
+: Assume that the ESP is reverse-time disconjugate. Then from Propo- 
sition 3A we have that (11) holds for a stable matrix S and a basis matrix 
V, partitioned as in (lo), with AVz + BV, invertible. Let us denote 
s := V2(AV, + BV3)+ 
X := V,(AV2 + BV$l, (26) 
F := V3(AV, + BV$l. 
Notice that according to Lemma 1, X = XT. Now from (1 l), or equivalently 
from (12), we get with (26) 
ATX+QS+LF=Xi?, 
LThBTX+RF=O, (27) 
s = A-‘(1 - BF) 
where the last equation has been obtained by using the notation (26) in the 
identity (A,V, + BVs)(AV2 + BV3) -’ = I. Notice that (AVs + BVs)S(AV2 + 
BV3)-l = S, and since S is stable, so is 2. 
Substituting ,? from the third into the first and the second equations in 
(27), we get 
ATX + LF = (X - &)A-l(I - BF), 
LTA-l(I-BF)+BTX+RF=O. (28) 
Premultiplying the first equation (28) by AeT and using (15), we obtain 
X + A-T(Q - X)A-1 + HF = 0. (29) 
Subtracting the equation (29) premultiplied by BT from the second equa- 
tion (28) and using (14) and (15), we obtain 
HT+GF=O. (30) 
Premultiplying (30) by FT and using (16), we get from (29) that 
K-FTGF=O. (31) 
The equations (30) and (31) prove that the system (17) is fulfilled for X 
and F defined through (26). Since the ESP is regular, we have from (18) 
combined with part 1 of Proposition 2 that G is invertible, and consequently 
F can be substituted from (30) into (31). We conclude that X satisfies the 
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RDTRE (4). Moreover, from (30), (6), and the third equation (27) we infer 
that F is exactly the stabilizing feedback matrix. m 
For completeness, let us prove the uniqueness of the stabilizing solution 
to the RDTRE. 
PROPOSITION 5. If the RDTRE has a stabilizing sol&ion, then it is 
unique. 
Proof. Let Xr and X2 be two stabilizing solutions to (4). Then using 
the same arguments as in the proof of the + implication of Theorem 1, 
we can construct two basis matrices V and v for the (maximal) stable 
deflating subspace of XMT - NT: 
(32) 
where Fl and F2 are defined through (6) for X = Xr and X = Xz, respec- 
tively, and Sr and Sz are defined through (20) for F = Fl and F = Fz, 
respectively. Since the (maximal) stable deflating subspace is unique, there 
exists a nonsingular matrix U E R”‘” such that 
v=vu. (33) 
Adding, both in V and v, the third block element premultiplied by A-‘B 
to the second one, we get with (33) 
Xl x2 
[ I[ 1 A-l = A-’ U, Fl FZ 
from which we conclude that U = I and consequently Xr = X2. ??
REMARK 6. According to a terminology introduced in [13], the RDTRE 
has a stabilizing solution if and only if the ESP (3) has an n-dimensional 
stable (proper) deflating subspace to the left, W = (WT) (i.e., WN = 
TWM holds with T E Rnxn stable and WT any basis matrix for W, parti- 
tioned as W = [b& & %I), with W2AT + W,BT invertible. For sim- 
plicity, we preferped tcstatemour results in terms of the transpose of the 
ESP, XM= - NT. 
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Let us investigate now the connections between the stabilizing solution 
to the RDTRE and the antistabilizing solution to the DTARE. For this we 
need first 
THEOREMS. The DTARE has an antistabilizing solution if and only if 
the ESP is strongly disconjugate. If such a solution exists, then it is unique. 
Proof. Using Proposition 3, the proof runs as in [lo] for the stabilizing 
solution to the DTARE. ??
THEOREM 3. 
1. If the DTARE has an antistabilizing solution X, then the RDTRE 
has a stabilizing solution. Moreover X is also the stabilizing solution 
to the RDTRE. 
2. If the RDTRE has a stabilizing solution X, then the DTARE has an 
antistabilizing solution if and only if 
E := R - L*A-IB (34) 
is invertible. Moreover, if E is invertible, X is also the antistabilizing 
solution to the DTARE. 
Proof. Notice first that E invertible is necessary for the existence of the 
antistabilizing solution to the DTARE. Indeed, if the DTARE has an anti- 
stabilizing solution, then from Propositions 2 and 3 we infer that the ESP 
has no null generalized eigenvalues and consequently IV in (3) is invertible. 
But N is invertible if and only if the Schur complement of A in the matrix 
A B 
[ 1 L* R 
is invertible. So we conclude that E is invertible. 
1: Suppose that the DTARE has a antistabilizing solution X, and let F 
be the corresponding antistabilizing feedback. Then (8) holds for 
I 
v:= x [I F 
and S := A + BF, A(S) c C -fir(O). Define 
vl 
v:= vz = I . i-1 xs v, [1 F 
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Since S is invertible, a simple computation shows that 
holds for ,? = S-l. Consequently, v is a basis matrix for an n-dimensional 
stable deflating subspace for XMT - NT and AV2 + Bvz = S is invertible. 
So the ESP is reverse-time disconjugate. Moreover from the proof of the 
3 part of Theorem 1 we have that the stabilizing solution to the RDTRE 
is X = vl(AV2 + BVs)-l = X, and the proof ends. 
2: Suppose that the RDTRE has a stabilizing solution X, and let F be 
the stabilizing feedback. If E is invertible, it follows that N is invertible 
and the ESP has no null eigenvalues. Then (11) holds for V and S defined 
through (21) and (20), respectively, with S stable and invertible. Define 
v, S 
v:= v2 = xs , i-1 [1 v, F 
which clearly is manic. A direct check shows that 
holds for s := S-l and A(s) c C --01(O). Moreover, & = S is invertible, 
a.nd consequently the ESP is strongly disconjugate. As vzvl-’ = X, we 
conclude that X is also the antistabilizing solution to the DTARE (see also 
the Theorem in [lo]). ??
The following example outlines the differences between the antistabiliz- 
ing solution to the DTARE and the stabilizing solution to the RDTRE. 
EXAMPLE. Let 
E= (Ll. [: i]). 
I?or such a triplet the DTARE reduces to X = 0 and F = -1, and the 
RDTRE reduces to X + 1 = 0 and F = 1. Hence the antistable solution 
to the DTRE does not exist, and X = -1 is the stabilizing solution to the 
RDTRE. 
REMARK 7. It is worthwhile mentioning that the significant differences 
between the discrete-time and continuous-time cases originate in the differ- 
ences that occur in the intimate structure of the ESP and the corresponding 
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extended Hamiltonian pencil. Indeed, consider XM - N, the continuous- 
time extended Hamiltonian pencil (EHP) associated to the continuous-time 
algebraic Riccati equation (see [ll]) 
Let V c R(2n+m)x(2n+“) be an r-dimensional subspace, and V, partitioned 
as in (lo), a basis matrix such that V = (V). Then it is straightforward to 
prove that for the EHP the following are equivalent: 
(a) V is an antistable (proper) deflating subspace to the right. 
(b) W = (WT) is a stable (proper) deflating subspace to the left (see 
Remark 6), where W = [-VT VT VT]. 
In the discrete-time case the corresponding equivalence between (a) and 
(b) holds only under restrictive supplementary assumptions on the invert- 
ibility of the matrix (35), which in turn is equivalent to the invertibility 
of E. 
Finally, define the Popov triplet 
w_here x := A-l, g := -A-lB, a := AmTQA, 2: := AeTL - A_eTQA-lB, 
R = R - LTAml B - BTA-zL + @TA-TQA-l B. Associate to C the Popov 
function H(x), the ESP X M - N, and the DTARE (1). Then straightfor- 
ward manipulations show thatthe DTARE associated to C coincides with 
the RDTRE aszociated to C, H(X) = H(X-I), and the extended symplectic 
pencil X M - N is equivalent to XMT - NT, where XM - N is the ESP 
given in (10). However, both for theoretical developments and numerical 
purposes we prefer to work in terms of the original Popov triplet C. 
5. ALGORITHM AND APPLICATION 
In this section we present a numerical reliable algorithm for computing 
the stabilizing solution to the RDTRE. Further, the algorithm is used for 
constructing the suboptimal solutions to the extended Nehari problem. 
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Algorithm for Computing the Stabilizing Solution to the RDTRE 
Step 1. Compute the ESP (3), and suppose it is regular. Using the 
“echelon staircase” algorithm in [I], determine two orthogonal matrices Qi 
and 21 such that 
Q1(XM - N)Zl = X [T ;j - [; ;;], (36) 
where XM1 - N1 (XM2 - N ) 2 contains the infinite (finite) spectrum of 
X-44 - N. 
Step 2. Using the QZ algorithm [5] followed by the algorithm for inter- 
changing two consecutive (pairs of) generalized eigenvalues [2], determine 
a2 and ‘zz such that 
Q2(XM2 - N2)& = X 
where A(M22, N22) c C - &(O) and A(M33, Ns3) c Di(0). If dim MS3 = 
dim N33 # n, the ESP is not dichotomic; STOP. Else set 
Step 3. Let 
be the last n lines in Qz. Compute D = W2AT + WsBT. If D is singular, 
the ESP is not reverse-time disconjugate; STOP. 
Step 4. The stabilizing solution to the RDTRE and the stabilizing feed- 
back are 
X = D-‘IV,, F = D-‘IV, (37) 
END 
A few remarks about the algorithm are now in order 
(1) Notice that if we do not have any a priori information about the 
regularity of the ESP, the “echelon staircase” algorithm in [l] should 
be first applied in order to check the regularity of the ESP. 
(2) The separation of the finite and the infinite spectrum in (36) could be 
performed directly using the QZalgorithm, but the method proposed 
at step 1 is better because it avoids the ill-conditioned eigenvalue 
computation in case of multiple infinite eigenvalues. 
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(3) 
(4) 
Since the QZ algorithm has a tendency to yield generalized eigen- 
values in decreasing order of magnitude, the reordering at step 2 is 
usually unnecessary (see [3]). 
Although the expressions of the RDTRE (4) and that of the stabi- 
lizing feedback (6) are cumbersome and both contain the inverse of 
the matrix A, the proposed algorithm is not more involved than the 
algorithm for computing the antistabilizing (or stabilizing) solution 
to the DTARE. Notice also that the algorithm avoids the inversion 
of the possible ill-conditioned matrix A. 
Finally, let us state the discrete-time extended Nehari problem, and let 
us show how the above algorithm could be applied for the computation of 
the suboptimal solutions. 
Let (A, B, Cl, 0) and (A, B, CZ, Dz) b e a joint controllable state-space 
realization of the transfer matrices Gr(X) and Gz(X), having the same num- 
ber of columns and no null poles, Gr , Gz E RHF, Gr strictly proper, and 
where A E RnXn, B E RnXm, Ci E RJ’ixn, Di E Rpixn,i = 1,2 (01 = 0), 
a-_“d A is_stabJe. The ENP con$sts in finding a transfer matrix G(X) = 
C(XI - A)-lB, G(X) E RH? [A E C - or(O)] such that the inequality 
G(X) - G(X) 
G2(X) II co 15’ 
(38) 
holds for an a priori given y > 0. Here RHY (RHOO) denotes the space of all 
proper real rational transfer-function matrices with all the poles inside the 
open unit disk (outside the closed unit disk), and ]I [lo3 stands for the 1, 
norm defined as ]]G(X)]loo := ~up~e[~,~~] z[G(ejs)], where 5 is the maximum 
singular value. 
Let r > 0, and let 
be the Popov triplet defined by 
Q=Cf%, L = - CTD2 - ATj7B, RT = r21 - D;D2 - BTXB, 
(39) 
where .% is the unique solution to the Lyapunov equation 
AT.?A - ji + CTCl + C5T2 = 0. (40) 
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Then the following theorem synthesizes the main result in [9]. 
THEOREM 4. 
A. If the ENP has a solution, then for each 7 > y the following hold: 
1. The RDTRE associated to the Popov triplet CT has a stabilizing 
solution X. 
2. x < 0. 
3. G > 0, where G is defined through (14) and evaluated for ac- 
tual data. 
B. Conversely, let y > 0, and assu_me that-for r = y conditions l-3 
from part A hold. Then G(X) = C(XI - A)-li3, where 
A^ = A-T(I-CTCIX-l), ii = XB + A-TCTDa, z1= qx-’ 
(41) 
is a solution to the ENP. 
Notice that the formulae (41) requires only the inverse of X. Using the 
formulae (37), we can compute the inverse of X without computing first 
X, x-1 = W,iD. 
6. CONCLUSIONS 
Easily checkable necessary and sufficient conditions for the existence of 
the stabilizing solution to the RDTRE have been provided. The main tool 
for characterizing this solution is the extended symplectic pencil, which 
can be used as well for expressing necessary and sufficient conditions for 
the existence of both the stabilizing and the antistabilizing solution to the 
DTARE. Based on the results achieved in the paper, a numerically sound 
algorithm is proposed, and it is further applied for constructing suboptimal 
solutions to the discrete-time version of the ENP. 
The author thanks the referees for their valuable suggestions which led to im- 
provements in the content of the paper. 
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