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摘要 
  因為高速公路上的景色較為單調，容易使駕駛者產生疲勞。且車輛有最低的
行車速度限制，車輛速度會比一般道路快上許多，也因為車速過快的關係會導致
駕駛者的視野角度縮小，容易造成危險事件的發生。而為了減少高速公路上危險
事件的發生率，本論文提出了利用連續時間內駕駛者的駕駛行為、鄰車狀況、道
路狀況等行車因素來預測目前是否有危險事件會發生，並適時的警告駕駛者，以
減少危險事件的發生。 
  本系統讀入連續時間內駕駛者的駕駛行為、鄰車狀況、道路狀況等行車因素
後，將會利用各個行車因素發生的先後順序建構出一個行車事件關係圖，此行車
事件關係圖描述著本車行駛至目前為止已經發生的行車因素與這些行車因素間
的相互關係，並且隨著時間的演進此行車事件關係圖會持續的增長。系統資料庫
會儲存著許多已知的危險事件關係圖 ，在系統建構出目前的行車事件關係圖後就
會將它和資料庫內的危險事件關係圖做比對，若是該行車事件關係圖跟資料庫內
某個危險事件關係圖的相似程度値很高的話，意味著目前有可能會發生此危險事
件，系統即會通知駕駛者以預防危險事件發生。另一方面，若是系統沒對駕駛者
發出警告訊息結果卻發生了危險事件，代表資料庫中缺少該危險事件關係圖，則
系統將會利用案例式推理的觀念把此行車事件關係圖給回存入資料庫，以便日後
比對之用途。 
  本系統目前所採用的行車資訊皆為模擬得來的，日後希望資訊的來源是由真
正在高速公路駕駛的車輛產生的，以提昇系統的實用性。並期望本系統未來可以
安裝在車輛上，真正達到減少車禍發生的目的。 
 
 
 
 
 
   
  -   ii  -  
Abstract 
The scenery on expressways can become monotonous and drivers can easily get 
tired. Since speed limits are higher on expressways than on other roads, the driver’s 
field of view is smaller, and this can allow dangerous driving events to occur more 
easily. In order to reduce the incidence of dangerous driving events, this paper 
proposes a system which uses relational maps that can predict the occurrence of 
dangerous driving events according to three factors: driver behavior, nearby vehicles 
and the roadway itself. Warning the driver when dangerous driving events might 
occur will achieve the goal of reducing the incidence of dangerous driving events. 
 In order to compose an accurate driving relational map, the system requires the 
input of these three factors. This map represents a driving event, and the map can 
continue to grow as time progresses. At first, the system will match these relational 
maps against pre-existing dangerous driving relational maps  in the database, as it 
composes the map. If a driving relational map is very similar to one of the dangerous 
driving relational maps, then a dangerous driving event might occur in the future, and 
thus the system will warn the driver in order to avoid dangerous driving events. If a 
dangerous driving event happens where the system had not warned the driver, the 
system will memorize this experience by using case-based reasoning theory to 
achieve a learning process. 
 This paper outlines an experiment with a simulated system. In the future, we 
would want to get the driving factors from a real vehicle and to install such a system 
in vehicles driving on expressways, in the expectation of achieving the goal of 
reducing the incidence of dangerous driving events. 
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第一章  
簡介 
 
1.1  序論 
安全，是現代汽車學上最重要的議題。隨著汽車對人類生活的重要性日益提
升，“車禍”成為了人類生活中經常聽到的一個詞語，當我們翻閱每日的報紙總是
會發現因為駕駛者不當駕駛或者其他不良的駕駛因素導致車禍事故頻傳 ， 讓乘客
或其他駕駛人的生命安全受到嚴重威脅，也造成社會大眾不安。故本預測系統正
可以應用在車禍的預防上，若是連續讀入的行車因素(包含駕駛者的駕駛行為、
鄰車狀況、道路狀況等)有一定的機會在未來引發危險事件的話，系統就發出警
告提醒駕駛者，避免不必要的危險事件發生。 
一般來說 ，駕駛安全輔助系統可以分成主動式安全輔助系統跟被動式安全輔
助系統，兩者主要以是否可預防意外事故的發生做為區分。被動式輔助安全系統
例如： 
(1)安全帶可將乘客固定在座椅上，防止乘客飛出車外。 
(2)安全氣囊可保護前座乘客頭部避免猛烈的撞及前方。 
(3)ABS 防鎖死剎車系統，目的是防止車輛在剎車時發生鎖死的現象，進而
提升車輛的操控性能，增加行車的安全。 
(4)TRC 循跡防滑控制系統，是為了維持車輛行進的軌跡，讓其符合車輛駕
駛者的操控。 
諸如此類皆是被動式安全系統。而主動式安全輔助系統例如： 
(1)駕駛疲勞監視系統，用來防止駕駛因為疲勞而發生車禍。 
(2)車輛偏移警告系統，用來防止車輛偏移所造成的車禍。 
而本預測系統亦是主動式安全輔助系統的一種 ， 用連續讀入的行車因素來預測危
險事件發生的可能性，並適時的發出預警，達到真正安全駕駛的目的。   
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因為高速公路上的景色較為單調，容易使駕駛者產生疲勞，且車輛有最低的
行車速度限制，車速會比一般道路快上許多，若是發生車禍的話傷亡會相當的慘
重，故本系統主要應用在高速公路上。以下為在高速公路上發生重大車禍的實
例：2006 年國道一號高雄縣路竹段一輛飛狗巴士先撞向右側路肩，之後衝過中
央護欄與拖板車對撞，拖板車再擦撞油罐車，導致 3 死 5 傷。2007 年廣東茂湛
高速公路因客車司機疲勞駕駛，高速撞向停靠路邊的大貨車，造成了九人死亡、
十九人受傷 。 同年偶像藝人許瑋倫在國道一號三義路段小轎車因不明原因撞上護
欄，車子打滑停在外側車道和路肩之間，遭到後方貨車追撞，造成許瑋倫搶救不
治 。以上這幾個重大車禍皆是因為駕駛者的不當駕駛與駕駛者沒注意外在發生的
行車因素所導致無可挽回的事故發生，倘 若本預測系統可以成功在行駛中的車輛
上應用 ， 便可在車禍發生前警告駕駛者這段時間所發生的行車因素有可能造成危
險事件的發生，讓駕駛者及早作出反應。 
1.2 文獻探討 
為了使駕駛者能夠更安全、更便利的在高速公路上駕駛，許多學者針對這類
議題上發表了相當多的文獻[An96] [Che07] [Hu04] [Kum04] [Nie94] [Wu04]，像
是Wu等人利用了support vector regression的技術依據車輛速度、交通流量、天氣
因素…等來預測出每天某一個時段高速公路上兩地所需的行駛時間，能讓駕駛者
可以明確的決定何時出發，何時可以到目的地，將可更有效的規劃行程。另外也
有部分文獻是根據駕駛車輛的行駛軌跡來判斷是否會偏離本行進車道[Lin00] 
[Yim04]，若是預測出車輛的行駛軌跡有偏離本行進車道的可能，系統就會通知
駕駛者，避免危險發生。當中Lin等人利用Kalman filter技術來預測出車輛行駛的
路徑；Yim等人則是合併了兩種類神經網路的訓練方法來做長時間的車輛路徑預
測，皆可以成功預測出車輛的行駛軌跡是否有偏離本行進車道的可能。另外Ji等
人[Ji 04]則是開發駕駛者臉部表情監控系統，根據駕駛者的臉部表情來預測駕駛
者是否有疲勞的跡象產生。也有許多的文獻探討如何辨識行車事件及其辨識結果  
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的 相關應用[Cha07] [Che07] [Kum05] [Mit05] [Mak07]，例如Mitrovi´c提出先利用
hidden Markov models(HMM)來訓練各種行車事件，之後系統就可以判斷出在產
生行車事件時駕駛者的駕駛行為是否跟之前的駕駛行為不同，若有不同的話表示
目前的駕駛行為有異常，進而警告駕駛者達到安全輔助的功能。 
 
而本系統為了能夠正確的預測出駕駛者的連續駕駛行為是否會導致車禍發
生，在 系統已經獲得讀入的行車因素所形成的行車事件關係圖與資料庫已儲存危
險事件的關係圖為前提下，找出兩關係圖的比對(matching)演算法[Che01] [Cro98] 
[Gol96] [Kri04] [Med01]，系統利用關係圖的相似程度高低來預測是否有危險事
件會發生，關係圖如 Figure 1.1 所示，不同的節點編號代表不同的行車因素，藉
由行車因素發生的先後順序可演變成一個關係圖，關係圖的建構將會在 2.2.3
節中詳盡的介紹。 
Chen 等人曾提出了兩種比對的演算法，第一種為 Goldsmith map matching，
此演算法雖然可以在關係圖中節點(node)數不同、連結(link)數不同時讓兩圖像進
行比對，但是卻把每一個節點的重要性跟兩個節點之間的關聯性視為相等，而現
實上行車因素的重要性跟行車因素之間的關聯性是不可能完全相等的，所以此演
算法不適用於本預測系統上。第二種為 fuzzy map matching，此演算法在每個節
點上給一個定值，當作此節點的重要性，也每條連結上給一個定值，為兩個節點
間的關聯性，改變了 Goldsmith map matching 中把每一個節點的重要性跟兩個節
點間的關聯性視為相等的假設。但此演算法在形成圖像的步驟中，只考慮節點有
18 
11 
1 
1  16 
9 
Figure 1.1: A relational map. 
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沒 有 發 生，並沒考慮到節點發生的先後順序，缺少了時間的連續概念，而行車因
素的發生是有時間連續性的，為本預測系統中重要的考量因素，故此演算法也無
法直接應用於本系統上。 
 
另外，也有相當多的文獻利用節點有重要性的不同且兩個節點間有不同的關
聯性所形成的圖像(fuzzy cognitive map)來達到事件的推理發生過程[Mia00] 
[Mia01] [Sat96] [Tan06] [Zha03] [Zho06]，如 Figure 1.2 所示，當中節點 H 為所要
得到的結論，圖像中節點 A 所代表的因素對節點 B 所代表的因素有 0.6 的影響，
對節點 C 所代表的因素有 0.9 的影響，節點 C 所代表的因素對節點 F 所代表的
因素有 0.3 的影響，節點 F 所代表的因素對節點 H 所代表的因素有-0.2 的影響，
以此類推，如此就可以得知圖像中各個因素對節點 H 有多少的影響。而本系統
所提出的權重關係圖(weighted relational map)跟此圖像有些類似，但主要用途不
是事件的推理，而是表示著發生過的行車因素，且權重關係圖會隨著時間而增長
的，不會是一個固定的圖像，但是此 fuzzy cognitive map 的架構對本研究有很大
的啟發作用。 
本論文接下來在第二章會詳細的說明整個系統的架構與案例式推理，第三
章則解釋如何建構本論文所提出的權重關係圖，並提出比對兩個權重關係圖
Figure 1.2: A Fuzzy cognitive map. 
A 
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的 演 算法，第四章則用許多實例來證明此比對的演算法所得到的結果是合理
的，而最後一章為結論與未來工作。 
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第二章 
系統架構 
 
2.1 系統目的 
高速公路上會發生的行車因素種類相當繁多 ， 主要可歸納成駕駛者的駕駛
行為、鄰近車輛因素、行駛中的道路因素等，若是把每一個行車因素當成一
個節點(node)，可以藉由行車因素發生的先後順序可建構出一個行車事件關係
圖(relational map of driving event)，此行車事件關係圖就記錄著所有發生過的
行車因素先後關係性，系統目的就是要預測出此行車事件關係圖是否有機會
造成危險事件的發生。 
資料庫會事先存入危險事件關係圖(relational map of dangerous cases)，系
統若要預測目前行車因素所形成的行車事件關係圖是否會造成危險事件發
生，就必須跟資料庫內已經存好的危險事件關係圖進行比對。若目前的行車
事件關係圖和某一個危險事件關係圖相似程度高於一定值的話，表示現在的
行車狀況很可能會發生相似的危險事件，此時就可以警告駕駛者，以減少危
險事件的發生。 
2.2  系統流程 
本預測系統的流程圖如Figure 2.1所示，系統會先建立好危險事件關係圖
的資料庫(relational map of dangerous case database)以提供之後的比對 。系統在讀
取行車因素(driving factors)後，會將此行車因素與之前發生過的行車因素建構
出一個行車事件關係圖(relational map of driving event) 。 接著系統進行關係圖的
比對(relational map matching)，將目前所形成的行車事件關係圖與資料庫內已
存的危險事件關係圖進行比對，找出一個最相似的危險事件關係圖，系統會
依照兩者的相似程度值計算出一個危險值(level of danger)，若是危險值大於一  
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個 臨界值的話，就會警告駕駛者有相似的危險事件可能會發生，反之，則系
統繼續讀入下一時間點的行車因素以進行預測。 
若是系統預測此行車事件關係圖不會有危險事件發生，但 事 實 上危險事件
卻發生了，這表示了原本的資料庫並不存在此時發生危險的行車事件關係
圖，系統將會把此行車事件關係圖給存入資料庫中(dangerous case insertion)，
以供將來系統進行比對之用途。  
 
Relational Map for Driving 
Event Construction 
Driving Factors 
 
Relational Map Matching 
 
Level of Danger Generation 
Warning Output 
 
Dangerous? 
 
Figure 2.1: System Flowchart. 
no 
yes 
Relational Map of 
Dangerous Case 
Database 
yes 
Accident Occurred? 
Dangerous Case Insertion 
no   
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2.2.1  資料庫的儲存方式 
  由於會造成危險事件發生的危險事件關係圖數量相當繁多 ， 若是沒有經過
適當的分類就把危險事件關係圖儲存在資料庫內，系統將會耗費相當多的執
行時間在比對無關的危險事件關係圖。因此，我們根據路段與天氣的不同分
別儲存危險事件關係圖，原因在於不同路段與天氣會造成危險事件的因素也
不同。例如在高速公路的一般路段上跨車道是很常發生的行車因素，但在隧
道路段卻是禁止的；另外在晴朗無雲的天氣跟起霧的天氣下，駕駛者的可見
視野不相同，使得安全距離的定義也不同。Figure 2.2 為各種危險事件關係圖
根據交流道路段、一般路段、收費站路段與隧道路段的不同分別儲存於不同
子資料庫的示意圖，此圖顯示原本的危險事件關係圖資料庫因路段的不同分
割成 4 個獨立的子資料庫(sub-database)。 
 
而 Figure 2.2 當中的每一個子資料庫又可因為天氣的不同分割為六種不同
的天氣類別(class)，如 Figure 2.3 (a)、(b)、(c)和(d)所示。此六種不同的天氣類
別分別為多雲的(cloudy)、下冰雹的(hazy)、起霧的(misty)、下雨的(rainy)、下
Relational Map 
Database 
Interchange Section 
Sub-Database 
Ordinary Section 
Sub-Database 
 
Tollbooth Section 
Sub-Database 
Tunnel Section 
Sub-Database 
Figure 2.2: Dividing relational map of dangerous 
case database into four sub-databases based on 
road conditions.   
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雪 的 (snowy)與出太陽的(sunny)天氣。而每個類別裡就存著某一特定路段與天
氣的危險事件關係圖(case)。在這樣的細分以後，進行關係圖比對時只需要比
對相同路段與天氣類別裡的危險事件關係圖即可，可省去許多的比對時間。 
  
2.2.2  行車資料的讀入 
  本系統一開始可藉由硬體設備如紅外線、水平儀…等，判斷出目前行車的
路段與天氣，確定欲比對的子資料庫類別。接著系統會讀入時間 t 的行車資
料，每個行車資料如式 2.1 所示： 
] ,..., , , ,..., , [ 2 1 2 1
t
n
t t t
m
t t t h h h C C C A =   (2.1) 
Ordinary Section 
Sub-Database 
Cloudy 
Class 
Hazy 
Class 
 
Misty 
Class 
 
Rainy 
Class 
 
Snowy 
Class 
 
Sunny 
Class 
 
Interchange Section 
Sub-Database 
Cloudy 
Class 
Hazy 
Class 
 
Misty 
Class 
 
Rainy 
Class 
 
Snowy 
Class 
 
Sunny 
Class 
 
(b)  (a) 
Tunnel Section 
Sub-Database 
Cloudy 
Class 
Hazy 
Class 
 
Misty 
Class 
 
Rainy 
Class 
 
Snowy 
Class 
 
Sunny 
Class 
 
Tollbooth Section 
Sub-Database 
Cloudy 
Class 
Hazy 
Class 
 
Misty 
Class 
 
Rainy 
Class 
 
Snowy 
Class 
 
Sunny 
Class 
 
(d)  (c) 
Figure 2.3: Dividing the sub-databases into six classes based on the 
weather conditions. (a)Interchange section sub-database; 
(b)Ordinary section sub-database; (c)Tollbooth section 
sub-database; (d)Tunnel section sub-database.   
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其 中
t
k C 為 時間 t 時第 k 個方位的鄰車因素，k = 1,…,8，分別代表(1)左前方、(2)
前方、(3)右前方、(4)左方、(5)右方、(6)左後方、(7)後方跟(8)右後方這八個
方位的鄰車因素。且每個
t
k C 中存了時間 t 時鄰車方位 k 的四種鄰車屬性，用陣
列 ] , , , [ y x y x V V D D 表示，其中 x D 為鄰車 k 與本車的橫軸方向距離； y D 為與本
車的縱軸方向距離； x V 為與本車的橫軸方向速差； y V 為與本車的縱軸方向速差，
且距離的單位為公尺，速差的單位為公里/小時。式 2.1 中
t
l h 為時間 t 其它行車資
料的屬性，l = 1,…,8，分別如以下所示： 
(1)
t h1為本車距左方障礙物的橫軸距離。 
(2)
t h2為本車距右方障礙物的橫軸距離。 
(3)
t h3為前輪的偏轉程度。由於一般車輛前輪的左右偏向程度最高為 45 度，
故系統將偏轉程度皆設定在負 45 度到正 45 度之間。 
(4)
t h4為本車的時速。 
(5)
t h5為駕駛者的清醒程度。系統將駕駛者的清醒程度設定在 0 到 1 之間，
越接近 0 表示駕駛者的清醒程度越低。 
(6)
t h6紀錄方向燈的開關情形。 
(7)
t h7記錄本車目前行駛的地形種類。 
(8)
t h8記錄連續兩行車因素之間的間隔時間長度。 
  本系統會在下列兩種情況下產生行車事件關係圖中對應的節點：(1)每隔 t
時間固定的產生對應節點，(2)若是在 t 時間內行車資料中有任一屬性發生改變
的話，系統也會產生一個新的節點。這些行車產生出的節點使得本系統得以建構
出行車事件關係圖。 
2.2.3  行車事件關係圖的建構 
  行車事件關係圖中每一個行車因素(節點)的產生是由連續兩筆行車資料中
屬性改變所造成的，所以說系統讀入現在的行車資料後跟上一個時間點的行車資  
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料做比對，找出是哪一個屬性值改變，就可以推斷出發生何種行車因素。舉例來
說，上一個時間點讀入的本車車速為 110 公里/小時，而現在這時間點讀入的本
車車速為 90 公里/小時，就可以推斷出“煞車”的行車因素在這兩個時間點間發生
了 ，所以系統會在現在這個時間點產生一個節點 ， 此節點就代表煞車的行車因素 。  
而本系統整理出可能發生的行車因素如以下所示：(1)左前方車輛靠近、(2)
前方車輛靠近、(3)右前方車輛靠近、(4)左方車輛靠近、(5)右方車輛靠近、(6)左
後方車輛靠近、(7)後方車輛靠近、(8)右後方車輛靠近、(9)本車方向盤往左打、
(10)本車方向盤往右打、(11)本車加速、(12)本車減速、(13)駕駛者清醒程度升高、
(14)駕駛者清醒程度降低、(15)本車打方向燈、(16)本車等速、(17)本車方向盤筆
直、(18)道路平坦且筆直、(19)道路平坦且左彎、(20)道路平坦且右彎、(21)道路
下坡且筆直、(22)道路下坡且右彎、(23)道路下坡且左彎、(24)道路上坡且筆直、
(25)道路上坡且左彎、(26)道路上坡且右彎。經分析後可發現其中(1)-(8)行車因素
為與鄰近車輛相關的行車因素;(9)-(17)為與本車相關的行車因素;而(18)-(26)為與
道路因素相關的行車因素。 
 
因為同一個時間點可能會有超過一種的行車因素發生，例如前方車輛靠近且
本車減速同時方向盤往左打，所以根據行車因素發生的先後順序所形成的行車事
件關係圖中有可能在同一個時間點產生兩個以上的節點。Figure 2.4 為行車事件
關係圖的一個實例，橫軸為時間軸，t 為 現 在 的 時間點， 1 - t 為上一個行車因素
18 
11 
1 
1  16 
9 
Figure 2.4: A relational map describing one kind of dangerous 
events between the host vehicle and its left front vehicle. 
T 
t-4  t-3  t-2  t-1  t 
16   
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發 生的時間點，以此類推，而各節點所代表的行車因素如上述所示。由此行車事
件關係圖可以發現在 2 - t 這時間點左前方車輛靠近(節點 1)且本車加速(節點
11)，在 1 - t 這時間點左前方車輛繼續靠近(節點 1)，在 t 這時間點本車方向盤往
左打(節點 9)，故由此行車事件關係圖可以觀察出本車有可能與左前方車輛發生
擦撞。而建構完行車事件關係圖後我們將給定關係圖內的節點重要程度值與節點
之間的權重，此步驟稱為關係圖權重化，權重化方式將在 3.1 節仔細介紹說明。 
2.2.4 關係圖的比對與危險的判斷 
  本系統建構出行車事件關係圖後將會和資料庫所儲存的危險事件關係圖做
比對，比對的技術將在 3.2 節詳細的介紹。比對完資料庫內危險事件關係圖之
後，系統會對每個危險事件關係圖計算出一個相似程度値。此相似程度値很
高的話表示該危險事件關係圖和目前的行車事件關係圖很相似，也表示目前
的行車狀況危險程度極高。所以系統可以藉由比對的資料庫內危險事件關係
圖預測出未來可能發生的危險事件，若是某一危險程度值大於臨界值的話就
通知駕駛者目前可能會發生此類的危險事件。 
2.2.5 產生危險事件的關係圖回存到資料庫 
  在車輛行駛的過程當中若是系統計算出目前形成的行車事件關係圖跟資料
庫所儲存的各個危險事件關係圖相似程度很低，意味著目前行車狀況是安全的，
危險程度很低，倘若在這種情況下發生了危險事件，表示由於資料庫內並不存
在此類危險事件關係圖才使得系統造成誤判，故系統將會把此危險事件關係圖
給回存到資料庫內，以供將來系統進行比對之用途。本概念的實現方式將在下一
節案例式推理中仔細說明。 
2.3 案例式推理 
目前一般資料庫系統最常使用的專家資料庫儲存方式有案例式資料庫
(case-based)與規則式資料庫(rule-based)兩種[Azu00] [Bre96]  [Cer99] [Cor02] 
[Fen01] [Fen02] [Liu97] [Tan06]，案例式資料庫主要是以案例作為儲存的單位，  
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而 規 則 式資料庫則是由一條一條的規則作為儲存的單位。因為危險事件的發生是
由一連串的行車因素所導致的，相同的行車因素在不同時間發生就可能產生完全
不一樣的結果，若是專家資料庫是以規則式資料庫的方式儲存的話，將會造成資
料庫的規則數過多，導致比對的時間過久，故本系統選擇以案例作為資料庫儲存
時的單位。 
建構在案例式資料庫上的案例式推理是源至人類決策時的一種思考模式，人
類的大腦可以視為一個案例式資料庫，內部存著之前所有已經解決的案例和解決
的方法。當人類需要解決一個新案例時，必定會回想之前是否有相同的已解決案
例，若是在大腦檢索到相同案例的話，就把解決該案例的經驗拿來再利用。但通
常目前遭遇的案例是不會和以前已解決的案例完全相同的，所以人類會在大腦中
挑選出最類似的案例，修正解決該案例的方法並應用目前遇到的案例上，並將處
理的過程作為經驗累積，回存到大腦中，增加解決案例的能力。 
 
Case Base 
New Problem 
Proposed   
Solution 
Confirmed   
Solution 
Figure 2.5: Illustrate Case-Base Reasoning[Cor02]. 
 Retain 
  Retrieve 
Retrieved 
Cases 
Matching 
Cases 
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案例式推理過程如Figure 2.5所示[Cor02]，一個新問題(new problem)要被解
決，首先檢索(retrieve)案例庫(case base)中的相似案例(retrieved cases)，接著再利
用(reuse)這些案例來找出它們對應的解法(proposed solution)，然後根據執行結果
來進行修正(revise)以得到一個確定的解法(confirmed solution)，在解決問題之後
從中取出有用的新經驗回存(retain)入案例庫中，增加案例庫所儲存的案例跟解
法，以增加經驗。 
本預測系統利用案例式推理的原理來實作，從建立好行車事件關係圖後，再
從資料庫內比對出最相似的危險事件關係圖 ，來判斷出本車是否有可能發生危險
事件，且發生何類危險事件，若是系統沒預測出危險事件會發生但實際上卻發生
了，系統就會把此行車事件關係圖給回存到資料庫內，以供日後的比對，達到學
習的功能。 
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第三章 
危險事件關係圖的比對
 
3.1 關係圖的權重化 
  在 2.2.3 節中已經介紹如何建構出關係圖，而本節將要介紹如何把行車事
件關係圖與資料庫內的危險事件關係圖中節點(行車因素)的重要程度值與節點
之間的差異值權重化，產生權重化的關係圖。 
 
在此先舉例來說明，Figure 3.1 中(a)為未權重化的關係圖，而(b)為權重化後
的關係圖。在未權重化的關係圖(a)中，我們把每個節點的重要程度値設為定值
18 
11 
1 
1  16 
9 
Figure 3.1: Relational maps. (a)A relational map; (b)A weight 
relational map. 
T 
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1 ， 節 點 與 節 點 之 間 的 差 異值也設為定值 1，但是在現實中發生的連續行車因素
並不是如此，每個節點的重要性與節點間的差異性並不會都相等，一定會有高低
之分，例如說煞車有強弱程度之分，而前方車輛靠近之後本車減速的連續事件關
係與前方車輛靠近之後本車加速的連續事件關係也不相同，所以為了讓關係圖能
更精確的描述一段時間內所發生的行車因素，權重化的動作是必須要進行的。 
3.1.1 節點重要性的設定 
  關係圖中的每個節點都代表著一個行車因素，時間 t 的行車因素重要性需
要和上一個時間點( 1 - t ) 、 同 一個時間點(t ) 與 下 一個時間點( 1 + t ) 所 發 生的行
車因素來決定。起始時系統會給定每個行車因素一個重要性為 σ，若是特定的
行車因素同時發生或是接連發生的話系統將會調高或者是降低這些行車因素
的重要性。 
  以下為本研究整理出行車因素重要性的必須調高的案例：  
(1)時間 1 - t 時發生本車加速的行車因素，且時間 t 時發生本車減速的行車
因素。 
(2)時間 1 - t 時發生前方車輛靠近的行車因素，且時間 t 時發生本車加速的
行車因素。 
(3)時間 t 時同時發生了前方車輛靠近與本車加速的行車因素。 
(4)時間 1 - t 時發生後方車輛靠近的行車因素，且時間 t 時發生本車減速的
行車因素。 
(5)時間 t 時同時發生了後方車輛靠近與本車減速的行車因素。 
(6)時間 1 - t 時發生左前方車輛靠近的行車因素，且時間 t 時發生本車方向
盤往左打的行車因素。 
(7)時間 t 時同時發生了左前方車輛靠近與本車方向盤往左打的行車因素。  
(8)時間 1 - t 時發生左後方車輛靠近的行車因素，且時間 t 時發生本車方向
盤往左打的行車因素。 
(9)時間 t 時同時發生了左後方車輛靠近與本車方向盤往左打的行車因素。  
(10)時間 1 - t 時發生右前方車輛靠近的行車因素，且時間 t 時發生本車方
向盤往右打的行車因素。 
(11)時間 t 時同時發生了右前方車輛靠近與本車方向盤往右打的行車因  
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素 。  
(12)時間 1 - t 時發生右後方車輛靠近的行車因素，且時間 t 時發生本車方
向盤往右打的行車因素。 
(13)時間 t 時同時發生了右後方車輛靠近與本車方向盤往右打的行車因
素。 
(14)時間 1 - t 時發生左前方車輛靠近的行車因素，且時間 t 時同時發生本
車方向盤往左打與本車加速的行車因素。 
(15)時間 t 同時發生左前方車輛靠近、本車方向盤往左打與本車加速的行
車因素。 
(16)時間 1 - t 時發生左後方車輛靠近的行車因素，且時間 t 同時發生本車
方向盤往左打與本車減速的行車因素。 
(17)時間 t 同時發生左後方車輛靠近、本車方向盤往左打與本車減速的行
車因素。 
(18)時間 1 - t 時發生右前方車輛靠近的行車因素，且時間 t 同時發生本車
方向盤往右打與本車加速的行車因素。 
(19)時間 t 同時發生右前方車輛靠近、本車方向盤往右打與本車加速的行
車因素。 
(20)時間 1 - t 時發生右後方車輛靠近的行車因素，且時間 t 同時發生本車
方向盤往右打與本車減速的行車因素。 
(21)時間 t 同時發生右後方車輛靠近、本車方向盤往右打與本車減速的行
車因素。 
以案例(6)來說明，在時間 1 - t 時 左 前 方車輛靠近且時間 t 時本車方向盤往
左打，則本車與左前方車輛發生撞擊的機率增加。若是連續的行車因素滿足
案例(14)，由於此案例比案例(6)多了在時間 t 時本車加速的行車因素，本車更
容易與左前方車輛發生撞擊。因此本系統會對滿足案例(1)到案例(13)這些行車
因素的重要性調高 τ，對滿足案例(14)到案例(21)這些行車因素的重要性則調
高 υ，且 υ 必須大於 τ。 
而以下為本研究整理出要降低行車因素重要性的案例： 
(1)時間 1 - t 時發生本車打方向燈的行車因素，且時間 t 時發生本車方向盤
往左打的行車因素。   
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(2)時間 1 - t 時發生本車打方向燈的行車因素，且時間 t 時發生本車方向盤
往右打的行車因素。 
(3)時間 1 - t 時發生前方車輛靠近的行車因素，且時間 t 時發生本車減速的
行車因素。 
(4)時間 1 - t 時發生後方車輛靠近的行車因素，且時間 t 時發生本車加速的
行車因素。 
  以案例(1)來說明，在時間 1 - t 時本車打方向燈，且時間 t 時本車方向盤往
左打，此案例會給左後方來車察覺到本車有向左跨車道的行為要發生，並有
時間可以反應，因此本車與左後方車輛發生撞擊的機率會降低。所以系統需
要對滿足案例(1)到案例(4)這些行車因素的重要性將降低 τ 的權重，表示著這
些行車因素的重要性降低。 
3.1.2 節點之間的差異值設定 
  每個行車因素之間的差異值，代表著兩個連續行車因素的差異性。在時間
t 時所讀入的行車因素資料將會和時間 1 - t 時 的行車因素資料做比對，每筆行
車因素資料的表示方法如式 2.1 所示。而每筆行車因素資料內的屬性分成兩
種，第一種屬性的數值只是拿來作編號的用途，沒有運算的意義，第二種屬
性的數值是有運算意義的。若是時間 t 時發生第一種的行車因素，如 2.2.3 中所
述的編號(15)到(23)的行車因素，系統將會給定常數 ρ 當作兩行車因素之間的差
異值。若是時間 t 時發生第二種的行車因素，如 2.2.3 中所述的編號(1)到(14)
的行車因素，系統將會依照數值有變動屬性的改變幅度來給定兩行車因素的差
異值，而差異值(D)給定的方程式如式 3.1 所示： 
,    )) min( 1 (
Δ
1
1
t-
t
t
t-
l
l
,
l
l
t
D - =
a
  (3.1) 
其中
1 - t l 代表此變動屬性在時間點 1 - t 的 值 、
t l 代表此變動屬性在時間點 t 的值、
∆t為兩行車因素的間隔時間 ， α為常數 ， 若兩行車因素的間隔時間越近的話則
t Δ
a
的 值 越 大，反之，兩行車因素的間隔時間越遠的話則
t Δ
a 的 值 越 小 。 舉 例 來 說 ，
在時間 1 - t 時本車車速為 90 公里/小時，時間 t 時加速成 100 公里/小時，則差
異值的給定為 1 . 0
Δ
))
90
100
,
100
90
min( 1 (
Δ
￿ = - ￿
t t
a a 。 若是在時間 1 - t 時本車車速為  
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80 公里/小時，時間 t 時加速成 100 公里/小時，則差異值的給定為
2 . 0
Δ
))
80
100
,
100
80
min( 1 (
Δ
￿ = - ￿
t t
a a 。 若是差異值大於 1 就會給定為 1。因此式
3.1 有下列的特性： 
(1)差異值的範圍在[0,1]之間。 
(2)差異值會依照各屬性的改變量大小來給定。 
(3)差異值的大小會與兩行車因素的間隔時間成反比。 
由上方的特性可以很合理的給定每個行車因素之間的差異值。 
3.2 比對危險事件關係圖 
在 3.1 節中介紹了如何將關係圖給權重化，接下來就是將權重化後的行車
事件關係圖與資料庫所儲存的危險事件關係圖進行比對。比對之前首先要把
兩關係圖轉換成表格的形式，此表格會依照每個時間點的節點與上一個時間
點、同一個時間點、下一個時間點的節點關係來建立。此處我們用符號   W 表 示
一個關係圖，且 ) , ( D N = W ， N 為   W 中所有節點的集合，D 為   W 中所有差異
值的集合。假設 N n t i ˛ , ，且
1 , , - t n t i S 、
t n t i S , , 與
1 , , + t n t i S 分別為時間 t 產生的節點
t i n ,
與上一個時間點 、 同一個時間點 、 下一個時間點所有節點的關聯性集合 ， 故 Figure 
3.1(a)可以轉換成 Table 3.1 的形式(此時關係圖還未權重化)，表格內的 null 表
示空集合，end 表示
t i n , 為   W 中最後的節點，而各時間點集合內的“1/節點”表
示節點
t i n , 與此集合內各節點的關聯性為 1。 
Table 3.1: A table translated from Figure 3.1(a). 
t i n ,       Set     1 , , - t n t i S      t n t i S , ,      1 , , + t n t i S  
18t-4  null  null  1/16 
16t-3  1/18  null  1/1,1/11 
1t-2  1/16  1/11  1/1 
11t-2  1/16  1/1  1/1 
1t-1  1/1,1/11  null  1/9,1/16 
9t  1/1  1/16  end 
16t  1/1  1/9  end 
  接下來要介紹對權重化關係圖轉換成表格的動作。Figure 3.2 中的(a)與(b)
為權重化關係圖的一部份，Figure 3.2(a)描述時間 t 時的節點
t i n , 與時間 t+1 時各  
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個 節 點 的 關 聯 性 ， Figure 3.2(b)描述同一個時間點各個節點之間的關聯性。 
 
  由 Figure 3.2(a)中可以看出節點
t i n , 的重要性為
t i n , b ， 下 個時間點集合
1 , + t i n S
內節點
1 , + t y n 的重要性為
1 , + t y n b ， 而 節 點
t i n , 與 下 個時間點各個節點
1 , + t y n 的差異值
分別為
1 , , + t y t i n n a ， 此時藉由式 3.2 可以求出節點
t i n , 與 1 , , + t n t i S 內各個節點之間的關
聯性： 
,    
) , min(
) , min(
) , (
1
1   ,   ,
1 , , 1 ,
1 , , 1 ,
,
￿
=
+
+ +
+ + ￿ = J
k
n n n
n n n
n t y t i
t k t i t k
t y t i t y
t i n n R
a b
a b
b   (3.2) 
其中 J y , , 1 L = ， )   ( R 為 關 聯 函 數 。以 Figure 3.1(b)在時間 3 - t 時 的 節 點 16 為例，
要求出此節點與下個時間點集合內各個節點的關聯性，節點 16 的重要性為 0.5，
在時間 2 - t 時 有 兩 節 點分別為節點 1 與節點 11，重要性分別為 0.9 與 0.4，且節
點 16 與節點 1 的差異值為 0.7，節點 16 與節點 11 的差異值為 0.5， )   ( 2 t 3 t ,1 16 R - -
t i n ,
1 , 1 + t n
(a) 
Figure 3.2: Illustrating the relation between each node.(a)Part of the 
weighted relational map, describing the relation between node 
t i n ,  
and the nodes in set       . In this map,    is a value indicating 
the importance of the node n;  α is a value describing the relation 
between two continuous nodes. (b)Part of the weighted relational 
map, describing the relation between the nodes in set      .  In this 
map,      indicates the importance of node  n .  
(b) 
t n , 1
1 , 1 , + t t i n n a
1 , , + t J t i n n a
1 , , + t n t i S
1 , + t J n b
1 , + t   J n
t n , 1 b
t n t x S , ,
t J n , b
t J n ,
1 + t 1 - t t 1 + t 2 + t t
T  T 
t i n , b
1 , 1 + t n b
1 , , + t n t i S
t n t x S , ,
n b
n b  
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與 ) ,   ( 2 t 3 t 11 16 R - - 的算法如下所示： 
( )
( ) ( )
,    318 . 0                        
 
5 . 0 , 4 . 0 min 7 . 0 , 9 . 0 min
7 . 0 , 9 . 0 min
5 . 0 ) , (
=
+
￿ = - - 2 t 3 t 1 16 R
( )
( ) ( )
,    182 . 0                          
 
5 . 0 , 4 . 0 min 7 . 0 , 9 . 0 min
5 . 0 , 4 . 0 min
5 . 0 ) , (
=
+
￿ = - - 2 t 3 t 11 16 R
 
若是要求出時間t時的節點與上個時間點 1 - t 時 集 合 內各節點之間的關聯性也是
可以藉由式 3.2 得到。 
而 Figure 3.2(b)中集合
t n t x S , , 內節點 t x n , 的重要性為
t x n , b ，
t n t x S , , 內各節點之間的
相互關聯性可由式 3.3 求出： 
,    ) ( min ) , (
, ,..., 1 , , t k n J k t y t x n n R b
= = ¢   (3.3) 
其中 y x J y x „ = "   and   , , 1 , L ， )   ( R ¢ 為 關 聯 函 數 。以 Figure 3.1(b)在時間 2 - t 時
的 節 點 1 與 11 為例，兩節點的重要性分別為 0.9 與 0.4，故兩節點關聯性
) , ( 2 2 - - ¢
t t 11 1 R 的算法如下所示： 
( ) ,    4 . 0 4 . 0 , 9 . 0 min ) , ( 2 2 = = ¢
- - t t 11 1 R  
經由式 3.2 與式 3.3 可以將 Figure 3.1(b)的權重化關係圖轉換成 Table 3.2 的形式。
Table 3.2 與 Table 3.1 不同之處有：(1)
1 , ,
~
- t n t i S 、
t n t i S , ,
~ 與
1 , ,
~
+ t n t i S 分 別 為 節 點 t i n , 的上
一個時間點( 1 - t ) 、 同 一個時間點(t ) 與 下 一個時間點( 1 + t ) 所有節點的模糊關
聯性集合 ， (2)節點 t i n , 與模糊關聯性集合內各個節點的關聯性為 0-1 之間的實數 。  
Table 3.2: A table translated from Figure 3.1(b). 
t i n ,       Set     1 , ,
~
- t n t i S      t n t i S , ,
~
     1 , ,
~
+ t n t i S  
18t-4  null  null  0.9/16 
16t-3  0.5/18  null  0.318/1,0.182/11 
1t-2  0.9/16  0.4/11  0.9/1 
11t-2  0.4/16  0.4/1  0.4/1 
1t-1  0.444/1,0.356/11  null  0.4/9,0.4/16 
9t  0.9/1  0.9/16  end 
16t  0.9/1  0.9/9  end 
  假設 Figure 3.1(b)為資料庫內所儲存的其中一個危險事件關係圖，命名為  
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D (Database map)，且以
t i n , 表示此危險事件關係圖內所發生的行車因素。 Figure 3.3
為目前所形成要進行比對的行車事件關係圖，命名為 C(Current map)，且以 t n , g 表
示此行車事件關係圖內所發生的行車因素，同樣藉由式 3.2 與式 3.3 可以將此行
車事件關係圖轉換成 Table 3.3 的形式。接著就要進行兩權重化關係圖 D 與 C 的
比對，來計算出 D 與 C 的相似程度値。 
 
Table 3.3: A table translated from Figure 3.3. 
t n , g       Set     1 , ,
~
- t n t S
g      t n t S , ,
~
g      1 , ,
~
+ t n t S
g  
11t-3  null  null  0.9/16 
16t-2  0.7/11  null  0.318/1,0.382/11 
1t-1  0.5/16  0.5/11  0.5/9 
11t-1  0.9/16  0.5/1  0.9/9 
9t  0.233/1,0.467/11  null  end 
  此處先說明兩個模糊集合的聯集與交集，假設現在模糊集合 A 為
{0.1/a,0.4/b,0.3/c} ，模糊集合 B 為{0.2/a,0.3/b} ，若兩模糊集合交集後結果為I ~ ，
聯 集 後 結果為U ~ ， 則 I ~ 與 U ~ 分 別 為： 
), ,0.3/ (0.1/                   
} ,0.3/ {0.2/ } ,0.3/ ,0.4/ {0.1/ B A
~
b a
b a c b a I
=
˙ = ˙ =
 
}, ,0.3/ ,0.4/ {0.2/                    
} ,0.3/ {0.2/ } ,0.3/ ,0.4/ {0.1/ B A
~
c b a
b a c b a U
=
¨ = ¨ =
 
令 | • | 符號表示 scalar cardinality，其定義為一個模糊集合 S
~ 內 元 素 宇集為 X，
T 
11 
11 
1 
9  16 
t -3  t-2  t-1  t 
0.9 
0.6 
0.7 0.8 
0.6 
0.5 
0.9 
0.4 
0.8 
0.7 
Figure 3.3: A current map C.   
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則 ￿ ˛ =
X x x s s ) ( ~   ~     ， 故 上例中|I ~
| 為 0.1+0.3=0.4，|U
~ | 為 0.2+0.4+0.3=0.9，則
|I
~
|/|U
~
|=4/9。所以可得知 A 與 B 兩集合越相似的話，則|I
~
|/|U
~
| 値 會 越 大，反
之 A 與 B 兩集合越不相似的話，則|I
~
|/|U
~
| 値 會 越 小 ， 此 概 念可以使用在計算
兩權重化關係圖的相似程度値上。 
假設Sim表示 C 與 D 的相似程度值，N 為 C 中所有行車因素的數目，
) , ( ~
2 1 , , t i t n n g y 表 示 為 C 中 在 t 1 時發生的行車因素
1 ,t ng 與D中在t2時發生的行車因素
2 ,t i n 的相似程度值。式 3.4 為算出相似程度值Sim的方程式： 
,    ) , ( ~ max
1
) , (
~
1 ,
2 1
2 ,
, , ￿
˛
˛
= =
C n
t i t D n
t
t i
n n
N
D C Sim
g
g y Y   (3.4) 
式 3.4 中 ) , ( ~
2 1 , , t i t n n g y 的 計 算 方式如式 3.5 所示，其中
1 ,t ng 與
2 ,t i n 必須為相同的行車
因素，比較兩者產生的模糊關聯性集合才會有意義。如式 3.5 所示： 
,    )
 
~
 
 
~
 
 
~
 
 
~
 
 
~
 
~
 
(
3
1
) , ( ~
1
1
1
1
, , 2 1
+
+
-
-
+ + =
t
t
t
t
t
t
t i t
U
I
U
I
U
I
n n g y    (3.5) 
式 3.5 中的
1
~
- t I 為 ) 1 , 1 , , (
~
2 1 , , 2 2 1 1 - - t t n n I t i t r 的 縮 寫 ，為行車因素
1 ,t ng 產生的模糊關
聯性集合
C
t n t s 1 , 1 1 ,
~
- g 與 行車因素
2 ,t i n 產生的模糊關聯性集合
D
t n t i s 1 , 2 2 ,
~
- 分 別 乘 上 其 對
應 時間權重函數 T( )的交集，即式 3.6： 
,    ))) 1 ( ~ ( )) 1 ( ~ ((       
) 1 , 1 , , ( ~ ~
2 1 , 1 1 ,
2 1 , , 1 1
2 2 , 1 1 ,
2 1
- ￿ ˙ - ￿ =
- - =
- -
- -
t T S t T S
t t n n I I
D
t n
C
t n
t i t t t
t i t g
g
  (3.6) 
而 1 1 1
~    ,   ~   ,   ~   ,   ~   ,   ~
+ + - t t t t t U I U I U 分 別 如下所示： 
,    ))) 1 (
~
( )) 1 (
~
((       
) 1   , 1   , , (
~ ~
2 1 , 1 1 ,
2 1 , , 1 1
2 2 , 1 1 ,
2 1
- ￿ ¨ - ￿ =
- - =
- -
- -
t T S t T S
t t n n U U
D
t n
C
t n
t i t t t
t i t g
g
 
,    ))) (
~
( )) (
~
((       
)   ,   , , (
~ ~
2 , 1 ,
2 1 , ,
2 2 , 1 1 ,
2 1
t T S t T S
t t n n I I
D
t n
C
t n
t i t t t
t i t ￿ ˙ ￿ =
=
g
g
 
,    ))) (
~
( )) (
~
((       
)   ,   , , (
~ ~
2 , 1 ,
2 1 , ,
2 2 , 1 1 ,
2 1
t T S t T S
t t n n U U
D
t n
C
t n
t i t t t
t i t ￿ ¨ ￿ =
=
g
g
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,    ))) 1 (
~
( )) 1 (
~
((       
) 1   , 1   , , (
~ ~
2 1 , 1 1 ,
2 1 , , 1 1
2 2 , 1 1 ,
2 1
+ ￿ ˙ + ￿ =
+ + =
+ +
+ +
t T S t T S
t t n n I I
D
t n
C
t n
t i t t t
t i t g
g
 
,    ))) 1 (
~
( )) 1 (
~
((       
) 1   , 1   , , (
~ ~
2 1 , 1 1 ,
2 1 , , 1 1
2 2 , 1 1 ,
2 1
+ ￿ ¨ + ￿ =
+ + =
+ +
+ +
t T S t T S
t t n n U U
D
t n
C
t n
t i t t t
t i t g
g
 
在 式 3.6 中，若是行車因素發生的時間越接近目前時間點的話，則乘上的時間權
重函數值會越高，表示越接近目前時間點的行車因素會被視為較重要的行車因
素。反之，若是行車因素發生的時間離目前時間點越遠的話，乘上的時間權重函
數值則越低，視為較不重要的行車因素。因此時間權重函數可定義為式 3.7， 
,
) ( log
) (
w
t
+
=
t
t T
e
  (3.7) 
式 3.7 中 t 表示此行車因素距離時間點 0 的間隔。假設t =1 且w =2，時間權重函
數圖形如 Figure 3.4 所示，其值會隨著 t 增加有逐漸下降的趨勢。 
 
Figure 3.4: The shape of the time function. 
而式 3.6 中 ) 1 (
~
1 1 , 1 1 , - ￿ - t T S
C
t n t g 的 算法如式 3.8 所示： 
,
) 1   ), ( ) 1 ( min(
...                                
) 1   ), ( ) 1 ( min( ) 1   ), ( ) 1 ( min(
) 1 (
~
1
1 1
1 1 ,
2
2
1
1
1 1 ,
K
K
t
x
x
x
x
x
x C
t n
n
n t T
n
n t T
n
n t T
t T S
m
m m
g
￿ -
+
+
￿ -
+
￿ -
= - ￿ -
 (3.8)   
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其 中
C
t n x t z S n 1 , 1 1 ,
~
- ˛
g ( K z , , 1 L = ) ， )   ( m 函 數 為 找 出 元 素
z x n 的 與 節 點
1 , t n g 的 關 聯 性 程度
值，且 min( )函數的目的是避免模糊關聯性集合內的關聯性程度值大於 1。相同
的， ) 1 ( ~
2 1 , 2 1 , - ￿ - t T s
D
t n t i 的 運 算 如 式 3.9 所示： 
,
) 1   ), ( ) 1 ( min(
...                                 
) 1   ), ( ) 1 ( min( ) 1   ), ( ) 1 ( min(
) 1 (
~
2
2 2
2 1 ,
2
2
1
1
2 1 ,
K
K
t i
x
x
x
x
x
x D
t n
n
n t T
n
n t T
n
n t T
t T S
m
m m
￿ -
+
+
￿ -
+
￿ -
= - ￿ -
 (3.9) 
其中
D
t n x t i z s n 1 , 2 1 ,
~
- ˛ ( K z , , 1 L = ) ， )   ( m 函 數 與 min( )函數的功能和式 3.8 中的相同。
藉由式 3.6 至式 3.9 可將   ~   1 - t I 的 值 給 計 算 出來。而式 3.5 中
1
~
  - t U 、   ~   t I 、   ~   t U 、
  ~   1 + t I 與  
~
  1 + t U 的 計 算 方 法 與   ~   1 - t I 相 同 ， 在此不多做說明。 
  由於駕駛行為是有機會重覆的，故關係圖內會有相同的行車因素節點產
生，例如 D(Table 3.2)中，在時間 2 - t 與 1 - t 時 都 發 生 了 編 號 為 1 的行車因素，
而 C (Table 3.3)中，在時間 1 - t 時 所 發 生 編 號 為 1 的行車因素要和 D 中哪一個
時間發生編號為 1 的行車因素進行比對將會是一個需要探討的問題。 故此處利
用式 3.4 中的 max( )函數可以判斷出 C 中編號為 1 的行車因素和 D 中兩個編號
為 1 的行車因素何者較相似，max( ) 函 數 會 取 出 較 相似的行車因素來計算式 3.4
中 ) , ( ~
, , t i t n n g y 的 值 。  
式 3.4 中 C 與 D 的相似程度值Sim為式 3.5 中 C 所產生的 ) , ( ~
2 1 , , t i t n n g y 值 除 上
N ( C 中所有行車因素的數目)所得到，以下舉一個實際例子來說明整個比對的過
程。危險事件關係圖 D (Figure 3.1(b))與行車事件關係圖 C (Figure 3.3)兩關係圖
加上各個行車因素發生的時間後分別如 Figure 3.5(a)與(b)所示，各時間點帶入
時間權重函數後的數值如附錄 A 所示(前 10 秒內的數值)。可以知道越靠近本
時間點所發生的行車因素將乘上較大的値，以增加此行車因素的重要性。而
發生的行車因素離本時間點越遠的話將乘上較小的値，會減少此行車因素的
重要性，故此時間權重函數與各個行車因素所發生的時間點相關。如此 Figure 
3.5(a)可轉換成 Table 3.4 的形式，而 Figure 3.5(b)可轉換成 Table 3.5 的形式，
Table 3.4 與 Table 3.5 皆考慮了時間權重函數的影響，可以分別和 Table 3.2 與
Table 3.3 沒有經過時間權重函數的加權作比較。   
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Table 3.4: Table of map D translated from Figure 3.5(a). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.649/16 
161.5  0.399/18  null  0.318/1,0.182/11 
11.0  0.819/16  0.364/11  0.849/1 
111.0  0.364/16  0.364/1  0.4364/1 
10.5  0.485/1,0.389/11  null  0.437/9,0.437/16 
90  1.0/1  1.0/16  end 
160  1.0/1  1.0/9  end 
 
 
T 
18 
11 
1 
1  16 
9 
2.0  1.5  1.0  0.5  0 
16 
0.9 
(a) 
0.7 
0.5 0.7 
0.5 
0.9 
0.4 
0.5 
0.8 
0.8 
0.7 
0.7 
0.9 
0.9 
Figure 3.5: Weighted relational maps. (a)A D Map (b)A C Map. 
T 
11 
11 
1 
9  16 
1.5  1.0  0.5  0 
0.9 
0.6 
0.7 0.8 
0.6 
0.9 
0.4 
0.8 
0.7 
0.5 
(b)   
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Table 3.5: Table of map C translated from Figure 3.5(b). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
111.5  null  null  0.718/16 
161.0  0.637/11  null  0.289/1,0.348/11 
10.5  0.546/16  0.546/11  0.546/9 
110.5  0.982/16  0.546/1  0.982/9 
90  0.336/1,0.674/11  null  end 
我們知道越靠近目前時間點的行車因素較為重要，所以系統會從最靠近目
前時間點的行車因素開始進行比對，故 Table 3.5 中 90產生的模糊關聯性集合
與 Table 3.4 中的 90產生的模糊關聯集合用式 3.5 取相似值，可得到 0.4 的値，
計算如下： 
,     0.4                     
  )/3   1/1     0/1   4 0.336/1.67   (   ) ( ~
0.0 0.0
=
+ + = ,9 9 y
 
而 Table 3.5其餘的行車因素與Table 3.4所對應的行車因素相似値給分別如下 ：  
,   0.346                           
  )/3   0     6 0.364/0.54     2 0.364/0.98   (   ) , ( ~
1.0 0.5
=
+ + = 11 11 y
,   0.444                      
  0)/3     6 0.364/0.54     9 0.546/0.81   (   ) , ( ~
1.0 0.5
=
+ + = 1 1 y
 
,   0.557                           
  7)/3 0.429/0.63     1/1     0   (   ) , ( ~
1.5 1.0
=
+ + = 16 16 y
 
0   ) , ( ~
1.5 = null 11 y 。 
此時兩權重化關係圖 C 與 D 的相似程度值Sim為： 
   0.416                            
0) 0.557 .444 0.346 (0.4
5
1
  ) , ( ~
=
+ + + + = = 0 D C Sim Y  
本例中有兩點需要注意，(1)由計算過程中可觀察出 C 發生的行車因素 10.5
不是與 D 發生的行車因素 1 0.5 而是與 1 1.0 作相似值的比較，原因為
444 . 0 ) ( ~
1.0 0.5 = ,1 1 y 大於 185 . 0 ) ( ~
0.5 0.5 = ,1 1 y ，根據式 3.4 的 max 函數會選擇數
值較大者來作相似值的比較。(2)D中的行車因素111.0已經跟C中的行車因素110.5
作相似值比較過了，所以 C 中的行車因素 111.5在 D 中找不到相同的行車因素作
相似值的比較，故 0   ) , ( ~
1.5 = null 11 y 。    
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第四章  
實驗結果 
 
  由於本論文在第二章已經介紹過如何將讀入的行車因素建構成一個行車事
件關係圖 ，也在第三章說明如何將關係圖權重化以及兩權重化關係圖比對的演算
法，故本章將會舉一些實例來證實藉由此演算法所得到的相似程度値大小，能正
確地反應出兩關係圖的相似程度高低。 
 
實例一： 
假設 Figure 4.1 為資料庫內的危險事件關係圖(D map)，此危險事件關係圖中
各節點代表的行車因素分別為： 
l  節點 18 為道路平坦且筆直、 
l  節點 1 為左前方車輛靠近、 
l  節點 11 為本車加速、 
l  節點 9 為本車方向盤往左打、 
l  節點 14 為駕駛者清醒程度降低、 
l  節點 21 為道路下坡且筆直， 
 
此危險事件關係圖表示著與左前方車輛擦撞的危險事件，Table 4.1 為此危險事件
18  1  
14 
11  1  
9  
11 
21 
0  0.5  1.0  1.5  2.0  T 
0.5 
0.5 
0.5 
0.5 
0.5 
0.9 
0.9 
0.9 
0.957 
0.2 
0.444 
0.833 
0.6 
0.6 
0.833 
0.182 
0.5 
0.5 
0.182 
Figure 4.1: A D map, named D01.   
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關係圖對應的表格形式。Figure 4.2(a) - (e)分別為連續時間內發生的行車因素所
形成的行車事件關係圖(C maps)，Table 4.2(a) - (e)為 Figure 4.2(a) - (e)所對應的表
格形式。系統將會利用比對的演算法分別把 Figure 4.2 中各個行車事件關係圖與
Figure 4.1 的危險事件關係圖做比對，比對後將會得到五個不同的相似程度値，
此相似程度值代表了 Figure 4.2 中各個行車事件關係圖與 Figure 4.1 的危險事件
關係圖的相似程度高低。 
Table 4.1: A table translated from Figure 4.1. 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.223/11,0.495/9 
111.0  0.819/1  0.819/9  0.41/1,0.41/14 
91.0  0.819/1  0.819/11  0.41/1,0.41/14 
10.5  0.273/11,0.273/9  0.546/14  0.46/11,0.4/21 
140.5  0.273/11,0.273/9  0.546/1  0.46/11,0.4/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
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18  1  
14 
11  1  
9  
0  0.5  1.0  1.5  T 
0.5 
0.5 
0.5 
0.9 
0.9 
0.9 
0.957 
0.2 
0.444 
0.833 
0.6 
0.6 
0.833 
(d)Map C04. 
18  1  
1 1  
9  
0  0.5  1.0  T 
0.5  0.9 
0.9 
0.9 
0.957 
0.2 
0.444 
(c)Map C03. 
18  1  
0  0.5  T 
0.5  0.9 
0.957 
(b)Map C02. 
18 
0  T 
0.5 
(a)Map C01. 
18  1  
14 
11  1  
9  
11 
21 
0  0.5  1.0  1.5  2.0  T 
0.5 
0.5 
0.5 
0.5 
0.5 
0.9 
0.9 
0.9 
0.957 
0.2 
0.444 
0.833 
0.6 
0.6 
0.833 
0.182 
0.5 
0.5 
0.182 
(e)Map C05. 
Figure 4.2: C maps. (a)C01;(b)C02;(c)C03;(d)C04;(e)C05.   
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Table 4.2(a): A table translated from Figure 4.2(a). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
180  null  null  end 
 
Table 4.2(b): A table translated from Figure 4.2(b). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
180.5  null  null  0.546/1 
10  0.721/18  null  end 
 
Table 4.2(c): A table translated from Figure 4.2(c). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
181.0  null  null  0.455/1 
10.5  0.982/18  null  0.305/11,0.678/9 
110  0.1/1  0.1/9  end 
90  0.1/1  0.1/11  end 
 
Table 4.2(d): A table translated from Figure 4.2(d). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
181.5  null  null  0.399/1 
11.0  0.819/18  null  0.254 /11,0.565/9 
110.5  0.982/1  0.982/9  0.491/1,0.491/14 
90.5  0.982/1  0.982/11  0.491/1,0.491/14 
10  0.361/11,0.361/9  0.721/14  end 
140  0.361/11,0.361/9  0.721/1  end 
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Table 4.2(e): A table translated from Figure 4.2(e). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.223/11,0.495/9 
111.0  0.819/1  0.819/9  0.41/1,0.41/14 
91.0  0.819/1  0.819/11  0.41/1,0.41/14 
10.5  0.273/11,0.273/9  0.546/14  0.46/11,0.4/21 
140.5  0.273/11,0.273/9  0.546/1  0.46/11,0.4/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
  本實例擬探討連續時間內所形成的行車事件關係圖依照時間的演進慢慢的
與 D01越來越相似的情形下，兩關係圖相似程度値的改變情形。在各個行車因素
的重要性與行車因素之間的差異性皆不變的情況之下，C01 只發生了 D01 第一個
時間點的行車因素；C02只發生了 D01前二個時間點的行車因素；C03發生了 D01
前三個時間點的行車因素；C04發生了 D01前四個時間點的行車因素；而 C05的關
係圖則和 D01所發生的行車因素完全相同。Figure 4.2 中各個行車事件關係圖與
Figure 4.1 中危險事件關係圖的相似程度値如 Table 4.3 所示。 
Table 4.3: The similarities between C maps and a D map. 
  Sim(C01,D01)  Sim(C02,D01)  Sim(C03,D01)  Sim(C04,D01)  Sim(C05,D01) 
Similarity  0.481  0.65  0.66  0.743  1 
由 Table 4.3 可知 ，因為 C05與 D01在各個時間點所發生的行車因素完全相同 ，
所以相似程度値為 1；C04缺少了 D01在時間 0 時所發生的行車因素，故相似程度
値降為 0.743；C03缺少了 D01在時間 0 與 0.5 時所發生的行車因素，故相似程度
値降為 0.66；而 C02與 C01因為缺少更多的行車因素沒發生，故跟 D01的相似程
度値分別降為 0.65 與 0.481。由此實例可以得知 C maps 中各個時間點發生的行
車因素越接近 D01的話，相似程度値將會越高。 
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實 例 二 ：  
假設 Figure 4.3(a)、(b)分別為資料庫內的危險事件關係圖(D maps)，Table 
4.4(a)、(b)為 Figure 4.3(a)、(b)所對應的表格形式，且 Figure 4.3(a)被 Figure 4.3(b)
包含，也就是 Figure 4.3(a)只發生了 Figure 4.3(b)前三個時間點的行車因素，且行
車因素之間的差異性皆不變。Figure 4.4(a)、(b)分別為連續時間內發生的行車因
素所形成的行車事件關係圖(C maps)，Table 4.5(a)、(b)為 Figure 4.4(a)、(b)所對
應的表格形式，且 Figure 4.4(a)、(b)包含 Figure 4.3(a)，但被 Figure 4.3(b)包含。
系統將會利用比對的演算法分別把Figure 4.4中各個行車事件關係圖與Figure 4.3
中的危險事件關係圖做比對，比對後將會得到四個不同的相似程度値，此相似程
度值代表了 Figure 4.4 中各個行車事件關係圖與 Figure 4.3 中的危險事件關係圖
的相似程度高低。 
 
Figure 4.3: D maps. (a)D02;(b)D03.  
(b)Map D03. 
18  1  
14 
11  1  
9  
11 
21 
0  0.5  1.0  1.5  2.0 
0.5 
0.5 
0.5 
0.5 
0.5 
0.9 
0.9 
0.9 
0.957 
0.2 
0.444 
0.6 
0.6 
0.833 
0.182 
0.5 
0.5 
0.182 
T 
0.833 
0  0.5  1.0  T  (a)Map D02. 
18  1  
11 
9  
0.5  0.9 
0.9 
0.957 
0.2 
0.444 
0.9   
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Table 4.4(a): A table translated from Figure 4.3(a). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
181.0  null  null  0.455/1 
10.5  0.982/18  null  0.305/11,0.678/9 
110  0.1/1  0.1/9  end 
90  0.1/1  0.1/11  end 
 
Table 4.4(b): A table translated from Figure 4.3(b). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.223/11,0.495/9 
111.0  0.819/1  0.819/9  0.41/1,0.41/14 
91.0  0.819/1  0.819/11  0.41/1,0.41/14 
10.5  0.273/11,0.273/9  0.546/14  0.46/11,0.4/21 
140.5  0.273/11,0.273/9  0.546/1  0.46/11,0.4/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
 
0.9 
0.6 
0  0.5  1.0  1.5  T 
(a)Map C06. 
0.5 
18 
0.9 
1  
0.957 
11 
0.2 
0.444  9  
0.6 
14 
0.5 
0.9   
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Table 4.5(a): A table translated from Figure 4.4(a). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
181.5  null  null  0.399/1 
11.0  0.819 /18  null  0.254/11,0.565/9 
110.5  0.982/1  0.982/9  0.982/14 
90.5  0.982/1  0.982/11  0.982/14 
10  0.361/11,0.361/9  null  end 
 
Table 4.5(b): A table translated from Figure 4.4(b). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
181.5  null  null  0.399/1 
11.0  0.819/18  null  0.254 /11,0.565/9 
110.5  0.982/1  0.982/9  0.491/1,0.491/14 
90.5  0.982/1  0.982/11  0.491/1,0.491/14 
10  0.361/11,0.361/9  0.721/14  end 
140  0.361/11,0.361/9  0.721/1  end 
本實例擬探討連續時間內所形成的關係圖 C06、C07和被 C06、C07包含的 D02
以及包含 C06、C07 的 D03 分別做比較時，其相似程度值的變化情形。Figure 4.4
中各個關係圖與 Figure 4.3 中各個危險事件關係圖的相似程度値如 Table 4.6 所
示。 
18  1  
14 
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(b) Map C07. 
Figure 4.4: C maps. (a)C06;(b)C07.   
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Table 4.6: The similarities between C maps and D maps. 
  Sim(C06,D02)  Sim(C06,D03)  Sim(C07,D02)  Sim(C07,D03) 
Similarity  0.609  0.668  0.508  0.743 
在各個行車因素的重要性與行車因素之間的差異性皆不變的情況之下，C06
跟 D02、D03的相似程度値分別為 0.609 跟 0.668，因為 C06比 D02多發生了下個時
間點的行車因素，過了會發生 D02的危險事件的時間點，表示發生 D02的危險事
件可能性降低了，而比較有可能發生 D03的危險事件。C07跟 D02、D03的相似程
度値分別為 0.508 跟 0.743，因為 C07比 D02多發生了下個時間點的行車因素，比
C06發生 D02的危險事件可能性更低，而比 C06更有可能發生 D03的危險事件。由
此實例可以得知系統可以正確的比對出在時間 0 時本車最有可能發生資料庫內
所儲存的何類危險事件。 
 
實例三： 
假設 Figure 4.5(a)、(b)為資料庫內的危險事件關係圖(D maps)，Table 4.7(a)、
(b)為 Figure 4.5(a)、(b)所對應的表格形式，且兩危險事件關係圖在各個時間點發
生的行車因素皆相同，唯有框線框住的行車因素之間差異值有所不同。而 Figure 
4.6 分別為連續時間內發生的行車因素所形成的行車事件關係圖(C map)，Table 
4.8 為 Figure 4.6 所對應的表格形式，此行車事件關係圖和兩危險事件關係圖在
各個時間點發生的行車因素皆相同，也只有在框線框住的行車因素之間差異值有
所不同。系統將會利用比對的演算法分別把 Figure 4.6 中的關係圖與 Figure 4.5
中各個危險事件關係圖做比對，比對後將會得到兩個不同的相似程度値，此相似
程度值代表了 Figure 4.6 中的行車事件關係圖與 Figure 4.5 中各個危險事件關係
圖的相似程度高低。   
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Table 4.7(a): A table translated from Figure 4.5(a). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.380/11,0.338/9 
111.0  0.819/1  0.819/9  0.502/1,0.318/14 
91.0  0.819/1  0.819/11  0.502/1,0.31814 
10.5  0.273/11,0.273/9  0.546/14  0.168/11,0.378/21 
140.5  0.273/11,0.273/9  0.546/1  0.168/11,0.378/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
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(a) Map D04. 
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(b) Map D05. 
Figure 4.5: D maps. (a)D04;(b)D05.   
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Table 4.7(b): A table translated from Figure 4.5(b). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.380/11,0.338/9 
111.0  0.819/1  0.819/9  0.585/1,0.234/14 
91.0  0.819/1  0.819/11  0.585/1,0.234/14 
10.5  0.273/11,0.273/9  0.546/14  0.243/11,0.303/21 
140.5  0.273/11,0.273/9  0.546/1  0.243/11,0.303/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
 
 
Table 4.8: A table translated from Figure 4.6. 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.380/11,0.338/9 
111.0  0.819/1  0.819/9  0.420/1,0.399/14 
91.0  0.819/1  0.819/11  0.420/1,0.399/14 
10.5  0.273/11,0.273/9  0.546/14  0.104/11,0.442/21 
140.5  0.273/11,0.273/9  0.546/1  0.104/11,0.442/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
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Figure 4.6: A C map, named C08.   
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本 實 例所要探討的是在各個行車因素重要性不變只改變某些行車因素之間
的差異性的情況下，此演算法能否正確的從資料庫中比對出與 C map 內行車因
素之間的差異性最相近的 D map。Figure 4.6 中行車事件關係圖與 Figure 4.5 中各
個危險事件關係圖的相似程度値如 Table 4.9 所示。 
Table 4.9: The similarities between a C map and D maps. 
  Sim(C08,D04)  Sim(C08,D05) 
Similarity  0.967  0.938 
由 Table 4.9 可以得知 C08與 D04的相似程度或者是 C08與 D05的相似程度皆
相當的高，只有稍受行車因素之間的差異性高低所影響。故由此實例可以得到兩
個結論：(1)C map 中發生的行車因素之間的差異性越接近 D maps 中行車因素之
間的差異性的話，相似程度値將會越高。(2)在各時間點所發生的行車因素皆相
同的前提下，即使行車因素之間的差異性有所不同，對相似程度值的高低並不會
有太大的影響。 
 
實例四： 
假設 Figure 4.7 為資料庫內的危險事件關係圖(D map)，Table 4.10 為 Figure 
4.7 所對應的表格形式，而 Figure 4.8(a)、(b)分別為連續時間內發生的行車因素
所形成的行車事件關係圖(C maps)，Table 4.11(a)、(b)為 Figure 4.8(a)、(b)所對應
的表格形式。系統將會利用比對的演算法分別把 Figure 4.8 中各個行車事件關係
圖與 Figure 4.7 的危險事件關係圖做比對，比對後將會得到兩個不同的相似程度
値，此相似程度值代表了 Figure 4.8 中各個行車事件關係圖與 Figure 4.7 的危險
事件關係圖的相似程度高低。   
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Table 4.10: A table translated from Figure 4.7. 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.5  null  null  0.332/11 
112.0  0.361/18  null  0.221/1,0.14/9 
11.5  0.559/11  0.559/9  0.559/11 
91.5  0.559/11  0.559/1  0.559/11 
111.0  0.228/1,0.228/9  null  0.278/1,0.177/9 
10.5  0.764/11  0.764/9  0.764/11 
90.5  0.764/11  0.764/1  0.764/11 
110  0.361/1,0.361/9  null  end 
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(a)Map C09. 
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Figure 4.7: A D map, named D06. 
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Table 4.11(a): A table translated from Figure 4.8(a). 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
182.5  null  null  0.332/11 
112.0  0.361/18  null  0.361/9 
91.5  0.399/11  null  0.399/11 
111.0  0.455/9  null  0.278/1,0.177/9 
10.5  0.764/11  0.764/9  0.764/11 
90.5  0.764/11  0.764/1  0.764/11 
110  0.361/1,0.361/9  null  end 
  
Table 4.11(b): A table translated from Figure 4.8(b).  
1 , t n g       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
182.5  null  null  0.332/11 
112.0  0.361/18  null  0.221/1,0.14/9 
11.5  0.559/11  0.559/9  0.559/11 
91.5  0.559/11  0.559/1  0.559/11 
111.0  0.228/1,0.228/9  null  0.455/9 
90.5  0.546/11  null  0.546/11 
110  0.721/9  null  end 
本實例所要探討的為相同的行車因素在不同時間點所佔的重要程度是否相
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(b)Map C10. 
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Figure 4.8: C maps. (a)C09;(b)C10. 
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同 ， 前提為此行車因素的上一個時間點、同一個時間點與下一個時間點所發生的
行車因素要完全相同，如此才有比較的意義。Figure 4.8 中各個行車事件關係圖
與 Figure 4.7 中危險事件關係圖的相似程度値如 Table 4.12 所示。 
Table 4.12: The similarities between C maps and a D map. 
  Sim(C09,D06)  Sim(C10,D06) 
Similarity  0.857  0.844 
在各個行車因素的重要性與行車因素之間的差異性皆不變的情況之下，C09
比 D06在時間 1.5 時少了行車因素 1，而 C10比 D06在時間 0.5 時少了行車因素 1，
可以知道兩個 C map 分別在不同的時間點比 D map 少發生了行車因素 1。但是
C09與 D06的相似程度為 0.857，C10與 D06的相似程度卻為 0.844，因為兩個 C map
是在不同的時間點比 D map 少發生了行車因素 1，所以得到的相似程度値會有些
差異。我們知道越靠近時間 0 時所發生的行車因素會越重要，故 C10與 D06的相
似程度比 C09與 D06的相似程度稍低是很合理的，因為缺少了較靠近時間 0 時的
行車因素 1。 
 
實例五： 
假設 Figure 4.9(a)、(b)為資料庫內的危險事件關係圖(D maps)，Figure 4.9(a)
中的節點代表的行車因素分別為： 
l  節點 18 為道路平坦且筆直、 
l  節點 1 為左前方車輛靠近、 
l  節點 11 為本車加速、 
l  節點 9 為本車方向盤往左打、 
l  節點 14 為駕駛者清醒程度降低、 
l  節點 21 為道路下坡且筆直， 
此危險事件關係圖表示著與左前方車輛擦撞的危險事件。Figure 4.9(b)中的節點
代表的行車因素分別為：   
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l   節 點 18 為道路平坦且筆直、 
l  節點 6 為左後方車輛靠近、 
l  節點 12 為本車減速、 
l  節點 9 為本車方向盤往左打、 
l  節點 14 為駕駛者清醒程度降低、 
l  節點 21 為道路下坡且筆直， 
此危險事件關係圖表示著與左後方車輛擦撞的危險事件，Table 4.13(a)、(b)為
Figure 4.9(a)、(b)所對應的表格形式。 
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Figure 4.9: D maps. (a)D07;(b)D08. 
(b)Map D08. 
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(a)Map D07.   
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Table 4.13(a): A table translated from Figure 4.9(a). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/1 
11.5  0.718/18  null  0.223/11,0.495/9 
111.0  0.819/1  0.819/9  0.41/1,0.41/14 
91.0  0.819/1  0.819/11  0.41/1,0.41/14 
10.5  0.273/11,0.273/9  0.546/14  0.146/11,0.4/21 
140.5  0.273/11,0.273/9  0.546/1  0.146/11,0.4/21 
110  0.361/1,0.361/14  0.721/21  end 
210  0.361/1,0.361/14  0.721/11  end 
 
Table 4.13(b): A table translated from Figure 4.9(b). 
2 ,t i n       Set    
D
t n t i S 1 , 2 2 ,
~
-     
D
t n t i S
2 2 ,,
~
    
D
t n t i S 1 , 2 2 ,
~
+  
182.0  null  null  0.361/6 
61.5  0.718/18  null  0.239/12,0.479/9 
121.0  0.819/6  0.819/9  0.41/6,0.41/14 
91.0  0.819/6  0.819/12  0.41/6,0.41/14 
60.5  0.273/12,0.273/9  0.546/14  0.109/12,0.437/21 
140.5  0.273/12,0.273/9  0.546/6  0.109/12,0.437/21 
120  0.361/6,0.361/14  0.721/21  end 
210  0.361/6,0.361/14  0.721/12  end 
而 Figure 4.10 分別為連續時間內發生的行車因素所形成的行車事件關係圖
(C map)，當中的節點代表的行車因素分別為： 
l  節點 22 為道路下坡且右彎、 
l  節點 3 為右前方車輛靠近、 
l  節點 11 為本車加速、 
l  節點 10 為本車方向盤往右打、 
l  節點 14 為駕駛者清醒程度降低， 
此行車事件關係圖表示著與右前方車輛擦撞的危險事件，Table 4.14為Figure 4.10  
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所 對 應 的 表 格 形 式。 
 
Table 4.14: A table translated from Figure 4.10. 
1 ,t ng       Set    
C
t nt S 1 , 1 1 ,
~
- g     
C
t nt S
1 1 ,,
~
g     
C
t nt S 1 , 1 1 ,
~
+ g  
222.0  null  null  0.361/3 
31.5  0.718/22  null  0.223/11,0.495/10 
111.0  0.819/3  0.819/10  0.492/3,0.328/14 
101.0  0.819/3  0.819/11  0.492/3,0.328/14 
30.5  0.491/11,0.491/10  0.546/14  0.285/11,0.697/10 
140.5  0.273/11,0.273/10  0.546/3  0.158/11,0.387/10 
110  0.649/3,0.649/14  1/10  end 
100  0.649/3,0.649/14  1/11  end 
本實例說明資料庫所儲存的危險事件若是沒有包含到目前所發生的危險事
件，系統將會利用案例式推裡的觀念將此危險事件關係圖給回存到資料庫內，以
供日後進行比對，達到學習的機制。Figure 4.10 中行車事件關係圖與 Figure 4.9
中各個危險事件關係圖的相似程度値如 Table 4.15 所示。 
Table 4.15: The similarities between a C map and D maps. 
  Sim(C11,D07)  Sim(C11,D08) 
Similarity  0.081  0 
在資料庫只儲存 D07、D08兩個危險事件關係圖的前提下，C11所表示的與右
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Figure 4.10: A C map, named C11.   
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前 方車輛擦撞危險事件和 D07 所表示的與左前方車輛擦撞、D08 所表示的與左後
方車輛擦撞危險事件皆不相同，由 Table 4.15 可以發現到相似程度值相當低，此
時系統就會把 C11所發生的危險事件給回存到資料庫內，讓資料庫增加了與右前
方車輛擦撞的危險事件，如此日後若是有駕駛者發生了 C11的危險事件，系統就
能及時的警告駕駛者有與右前方車輛擦撞危險事件可能會發生。 
由以上的實驗結果可以得知藉由此比對的演算法所產生的相似程度値大
小，能正確地反應出兩行車事件關係圖的相似程度高低，故可以正確的藉由連續
時間內所形成的行車事件關係圖與資料庫儲存的危險事件關係圖的比對達到預
測是否有危險事件會發生的功能，也可以利用案例式推裡的觀念達到增加危險事
件關係圖到資料庫的目的，提供一個更完善的危險事件預測系統。 
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第五章  
結論與未來工作
 
5.1 結論 
  本預測系統開發的目的是為了減低駕駛者在高速公路上因為種種不適當
的行車因素而導致危險事件發生。系統在讀入駕駛者駕駛行為因素、鄰近車
輛因素、行駛中的道路因素後，利用這些行車因素建構出行車事件關係圖，
將此關係圖跟資料庫所儲存的危險事件關係圖作比對。若是行車事件關係圖
隨著時間的演進越來越接近資料庫內某一個危險事件關係圖，且相似程度值
高於一臨界值時，表示目前的行車狀況很可能會發生類似的危險事件，此時
會發出警告提醒駕駛者注意，達到降低危險事件發生率的目的。而若是有危
險事件沒有被預測出來，表示著資料庫內沒有儲存此類的危險事件關係圖，
系統將會把此危險事件關係圖給回存到資料庫內，以供將來系統進行比對。 
5.2 未來工作 
  雖然本預測系統已可以藉由連續的行車因素成功的預測出是否有危險事件
會發生，也利用案例式推裡的觀念達到學習新案例的能力，但是在以下幾方面
仍然有改善的空間： 
(1)行車資訊來源的真實化：目前行車資訊的來源皆是由模擬的數據得來，
日後希望所得到的行車資訊是由真正在高速公路上駕駛的車輛產生的，
讓系統能更加的實用化。 
(2)關係圖中節點重要性給定方式的改良：在 3.1.1 節裡雖然有很合理增加或
減少節點重要性的規則，但是增減的幅度卻沒有很明確的定義出來，未
來希望能利用讀入的資料帶入適當的函數後能夠得到明確的增減幅度，
而不是單純的增減一個定值。   
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(3)危險臨界值正確率的提升：因為目前資料庫所儲存的危險事件數量不
多，且皆為模擬的危險事件，故系統給定的危險臨界值可能較不正確，
未來希望在行車資訊的來源是真實資訊，且資料庫所儲存的危險事件數
目比較大時，能藉由大量的真實資訊產生的危險事件關係圖而得到一個
很合理的危險臨界值，讓本系統可以更佳的完美。 
(4)本預測系統的實際運用：目前本系統已經可以成功的利用模擬出的資訊
來預測危險事件是否會發生，日後期望本系統可以安裝在車輛上，配合
其他的安全警告裝置(如紅外線、雷達…等)，能真正達到減少車禍發生率
發生的目的。 
總而言之，本 論文所提出的計算兩行車事件關係圖相似度演算法已可以成功
的對系統所模擬的連續行車因素達到預測危險事件是否會發生的目的，若是將來
可以完成上述所須改良的地方後，將會使本系統更加的完美且實用。 
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附錄 A 
時間權重函數為 ()
) 2 ( log
1
+
=
t
t T
e
，t 從 0.1 到 9.9 帶入此函數後所得的値如下表
所示，小數點後三位四捨五入： 
 
t  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9 
) ( t T   1.348  1.268  1.201  1.142  1.091  1.047  1.007  0.971  0.939 
1.0  1.1  1.2  1.3  1.4  1.5  1.6  1.7  1.8  1.9 
0.910 0.884  0.860 0.838 0.817 0.798 0.781 0.764 0.749 0.735 
2.0  2.1  2.2  2.3  2.4  2.5  2.6  2.7  2.8  2.9 
0.721 0.709  0.697 0.686 0.675 0.665 0.655 0.646 0.638 0.629 
3.0  3.1  3.2  3.3  3.4  3.5  3.6  3.7  3.8  3.9 
0.621 0.614  0.607 0.600 0.593 0.587 0.580 0.575 0.569 0.563 
4.0  4.1  4.2  4.3  4.4  4.5  4.6  4.7  4.8  4.9 
0.558 0.553  0.548 0.543 0.539 0.534 0.530 0.526 0.521 0.518 
5.0  5.1  5.2  5.3  5.4  5.5  5.6  5.7  5.8  5.9 
0.514 0.510  0.507 0.503 0.500 0.496 0.493 0.490 0.487 0.484 
6.0  6.1  6.2  6.3  6.4  6.5  6.6  6.7  6.8  6.9 
0.481 0.478  0.475 0.473 0.470 0.467 0.465 0.462 0.460 0.457 
7.0  7.1  7.2  7.3  7.4  7.5  7.6  7.7  7.8  7.9 
0.455 0.453  0.451 0.448 0.448 0.444 0.442 0.440 0.438 0.436 
8.0  8.1  8.2  8.3  8.4  8.5  8.6  8.7  8.8  8.9 
0.434 0.432  0.431 0.429 0.427 0.425 0.424 0.422 0.420 0.419 
9.0  9.1  9.2  9.3  9.4  9.5  9.6  9.7  9.8  9.9 
0.417 0.415  0.414 0.412 0.411 0.410 0.408 0.407 0.405 0.404 
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