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Irrational Complete Intersections
Lucas Braune
Abstract. We prove that a complete intersection of c very general
hypersurfaces of degrees d1, . . . , dc ≥ 2 in N-dimensional complex pro-
jective space is not ruled (and therefore not rational) provided that∑c
i=1
di ≥
2
3
N + c+ 1. To this end we consider a degeneration to pos-
itive characteristic, following Kolla´r. Our argument does not require a
resolution of the singularities of the special fiber of the degeneration. It
relies on a generalization of Kolla´r’s “algebraic Morse lemma” that con-
trols the dimensions of the second-order Thom-Boardman singularities
of general sections of Frobenius pullbacks of vector bundles.
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Introduction
Let k be an algebraically closed field. An algebraic variety over k is said
to be rational if it contains a (Zariski-)dense open subset that is isomorphic
to a dense open subset of n-dimensional projective space Pnk for some n.
Varieties that are not rational are referred to as irrational. A projective
variety of codimension c in PNk is called a complete intersection if it is the
scheme-theoretic intersection of c hypersurfaces (equivalently, if its ideal is
generated by c homogeneous polynomials).
In this thesis, we consider the following question: Over the field C of
complex numbers, which smooth complete intersections are rational?
Positive results asserting the rationality of smooth complex complete
intersections are few and scattered in the literature. For example, quadric
hypersurfaces are rational, as are even-dimensional cubic hypersurfaces in
P2m+1
C
containing a pair of skew m-planes (a class that includes all cubic
surfaces in P3
C
) and complete intersections of two quadrics containing a line.
On the other hand, it seems that there are no known examples of smooth
rational hypersurfaces of odd dimension and degree 3, or of any dimension
and degree at least 4.
Turning to negative results, let X ⊆ PN
C
be a smooth complete intersec-
tion of c hypersurfaces of degrees d1, . . . , dc. By the adjunction formula, the
canonical bundle of X is ωX = OPN (
∑
di−N−1)|X . Thus, if
∑
di ≥ N+1,
then X has nonzero geometric genus and therefore is not rational. In fact, in
this case X is not even covered by rational curves, by a standard argument
similar to the proof of Lemma 3.3 below.
Conversely, if
∑
di ≤ N , then X is Fano, that is, has ample anti-
canonical bundle. This implies by a result of Campana and Kolla´r-Miyaoki-
Mori [Kol96, Theorem V.2.13] that X is rationally connected, hence covered
by rational curves. Thus Fano complete intersections are close to being ra-
tional. A more classical result in this direction asserts that, if
∑
di ≤ N−1,
then there passes a line through every point of X [Kol96, Exercise 4.10].
Another states that, if the multi-degree (d1, . . . , dc) is fixed, N is sufficiently
large, and X is general, then X is unirational [PS92].
The first irrationality results for Fano complete intersections appeared
in the early 1970s. Iskovskikh and Manin [IM71] showed that a quartic
threefold X4 ⊂ P4C has no birational automorphisms other than biregular
ones, that is, Bir(X4) = Aut(X4). This implies that quartic threefolds have
finite birational automorphism groups and hence cannot be rational.
Iskovskikh and Manin’s method has since been applied to prove the
irrationality of Fano complete intersections of index 1 and 2, that is, com-
plete intersections X ⊆ PN
C
with
∑
di = N and with
∑
di = N − 1; see
[Fer13, Fer16, Suz17] and references therein.
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At around the same time as [IM71] appeared, Clemmens and Griffiths
showed that all cubic threefolds X3 ⊂ P4C are irrational [CG72]. To this
end, they introducted the intermediate Jacobian of a smooth complex pro-
jective threefold, which is a complex torus constructed via Hodge theory.
They showed that, for a rationally connected threefold, the intermediate ja-
cobian is an Abelian variety with a natural principal polarization; and that
for a rational threefold, it is a product of Jacobians of curves (equipped with
their natural polarizations). By studying the singularites of the theta divisor
giving the polarization of the intermediate Jacobian of the cubic threefold
X3, Clemmens and Griffiths were able to show that this intermediate Jaco-
bian is not a product of Jacobians of curves, and therefore that X3 is not
rational.
Intermediate Jacobians have since been applied to prove the irrationality
of other complete intersection threefolds; see [Bea16] and references therein.
Kolla´r made a breakthrough with his 1995 paper [Kol95], which estab-
lishes the irrationality of a large class of Fano hypersurfaces of dimension
and index exceeding 3. Precisely, he proved that a very general hypersurface
in PN
C
of degree d ≥ 2⌈(N +2)/3⌉ and dimension at least 3 is not ruled (and
therefore not rational).
To exhibit a hypersurface that is not ruled, Kolla´r considered a degen-
eration f : Z → S proposed by Mori [Mor75, Example 4.3]. This is in par-
ticular a flat proper morphism of schemes with S the spectrum of a discrete
valuation ring. Its general fiber Zη is a smooth hypersurface of even degree
in PNκ(η); and its special fiber Zs is a double cover of a smooth hypersurface
Y ⊂ PNκ(s) of half that degree. Kolla´r chose the discrete valuation ring to
have fraction field of characteristic zero and residue field of characteristic 2;
exploited the resulting inseparability of the cover Zs → Y to construct a big
invertible subsheaf Q ⊂ ΩdimB−1B , where B → Zs is an explicit resolution of
singularities; and noted that the existence of such a subsheaf implies that
B is not ruled. From this it follows immediately that the special fiber Zs
is not ruled, and applying a result of Matsusaka’s one concludes that the
geometric general fiber Zη¯ is not ruled.
Kolla´r’s work was built upon by Totaro [Tot16]. Instead of ruledness,
Totaro worked with the property of universal triviality of the Chow group
of zero-dimensional cycles modulo rational equivalence: a proper variety V
over a field k is said to possess it if, for all extension fields k ⊂ E, the
degree homomorphism deg : CH0(VE) → Z is an isomorphism. Totaro’s
result is that a very general complex hypersurface X ⊂ PN of degree d ≥
2⌈(N+1)/3⌉ and dimension at least 3 does not have universally trivial CH0.
Because the group CH0 is a birational invariant [Ful98, Chapter 16], this
implies that the very general hypersurface X is not stably rational, meaning
that X ×Pm is irrational for every m ≥ 0.
Totaro’s proof uses Kolla´r’s degeneration to positive characteristic. He
shows that the existence of a subsheafQ ⊂ ΩdimB−1B with nonzero global sec-
tions implies that B does not have universally trivial CH0. Totaro then ob-
serves that this conclusion implies by a result of Colliot-The´le`ne and Pirutka
that the geometric generic fiber Zη¯ does not have universally trivial CH0.
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Chatzistamatiou and Levine [CL17] apply Kolla´r and Totaro’s methods
to complete intersections of codimension c by degenerating a hypersurface in
a fixed complete intersection of codimension c− 1. They show in particular
that if X ⊆ PN
C
is a very general complete intersection of multi-degree
(d1, . . . , dc) with d1 divisible by a prime number p ≥ 3, then X is not stably
rational provided that p+1p d1+
∑c
i=2 di ≥ N+1 and not ruled provided that
this inequality is strict.
In this thesis, we consider an analogue of Mori’s degeneration in which
all of the equations defining a complete intersection are allowed to vary. To
state our main results, we introduce the following two finite sets of pairs of
integers:
E
′ := {(1, 2), (2, 3), (2, 4), (3, 4), (3, 5), (4, 5), (4, 6), (4, 7), (5, 7),
(5, 8), (6, 9), (7, 11)}
E
′′ := {(1, 3), (2, 5), (3, 6), (4, 8), (5, 9), (6, 10), (7, 12), (8, 13)}
Let p be a prime number. If p = 2, let E := E′ ⊔ E′′; otherwise, let E := E′.
Theorem 0.1 (=Theorem 3.45). Let N, d1, . . . , dc be positive integers.
For i = 1, . . . , c, let ri ∈ {0, 1, . . . , p− 1} be the remainder of the division of
di by p. Suppose that
(1) c ≤ 12N − 1, c ≤ 13N + 1 and (c,N − c) 6∈ E;
(2) d1, . . . , dc ≥ p; and
(3)
∑c
i=1(di − ri) > pp+1(N + 1).
Then a complete intersection of c very general hypersurfaces of degrees
d1, . . . , dc in N -dimensional complex projective space is not ruled (and there-
fore not rational).
Corollary 0.2. A complete intersection of c very general hypersurfaces
of degrees d1, . . . , dc ≥ 2 in N -dimensional complex projective space is not
ruled (and therefore not rational) provided that
∑c
i=1 di ≥ 23N + c+ 1.
Proof. Let X ⊆ PN
C
be the complete intersection of c very general
hypersurfaces of degrees d1, . . . , dc such that
∑
i di ≥ 23N + c + 1. Then X
is smooth. As was remarked above, if
∑
i di ≥ N + 1, then X has nonzero
geometric genus and is therefore not ruled (in fact, not even covered by
rational curves). Hence we may assume that
∑
i di ≤ N . It then follows
that c + 1 ≤ 13N and moreover that the integers N, d1, . . . , dc satisfy the
hypotheses of Theorem 0.1 with p = 2. Applying that theorem, the result
follows. 
Setting p = 2 and c = 1 in Theorem 0.1, we recover Kolla´r’s original
result for hypersurfaces of dimension at least 4. But Theorem 0.1 says
nothing about the irrationality of the very general quartic threefold in P4
C
,
which is established by Kolla´r’s result.
To prove Theorem 0.1, we consider a degeneration whose generic fiber is
a smooth complete intersection Zη ⊆ PNK over a fieldK of characteristic zero
and whose special fiber is a finite insepable cover Zs of a smooth complete
intersection Y ⊆ PNk of smaller multi-degree, but the same codimension
c, over a field k of characteristic p. By Matsusaka’s result (restated as
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Theorem 3.37 below), to prove that the complete intersection ZK is not
ruled, it suffices to show that the special fiber Zs is not ruled.
The covering map Zs → Y may be described in terms of Construction
3.11 below, which to a triple (X,E, s), where
• X is a scheme of characteristic p,
• E is a locally free sheaf of finite rank on X, and
• s ∈ Γ(X,F ∗XE) is a section of the pullback of E along the absolute
Frobenius morphism FX : X → X,
associates a finite morphism of schemes X[ p
√
s]→ X. More precisely, there
exist a locally free sheaf E on Y of rank c (equal to the codimension of Zη
in PNK) and a section s ∈ Γ(Y, F ∗Y E) such that Zs and Y [ p
√
s] are isomorphic
as schemes over Y .
We deduce the nonruledness of the special fiber Zs from the following
result. More precisely, we deduce it from Theorem 3.36 below, which is a
mild generalization of Theorem 0.3 to nonclosed base fields.
Theorem 0.3. Let k be an algebraically closed field of characteristic p.
Let X be a smooth, proper, n-dimensional, connected variety over k. Let
E be an locally free sheaf of finite rank e on X. Let V ⊂ Γ(X,F ∗XE) be a
k-linear subspace of finite dimension. Suppose that
(1) e ≤ n− 1, e ≤ 12(n+ 3) and (e, n) 6∈ E;
(2) the natural map V → (F ∗XE)/m3x(F ∗XE) is surjective for all closed
points x ∈ X; and
(3) ωX ⊗ det(E)⊗p is a big invertible sheaf on X.
Let s ∈ W be a general section. Then the k-scheme X[ p√s] is integral,
normal and not separably uniruled (hence not ruled, nor rational).
If the locally free sheaf E in Theorem 0.3 has rank e = 1, then F ∗XE =
E⊗p and X[ p
√
s]→ X reduces to a degree-p cyclic cover of the type consid-
ered by Kolla´r. Comparing the rank-one case of Theorem 0.3 with [Kol96,
Thm. V.5.11], we find that the two results are identical, except that, when
p = 2, Kolla´r’s result applies as soon as dimension n of X is at least 3,
whereas our result requires that n ≥ 4.
To prove Theorem 0.3, we exploit the inseparability of the structure
map X[ p
√
s] → X to produce a big invertible subsheaf Q ⊆ Ωn−cB /T , where
B → X[ p√s] is a proper birational map and T ⊆ Ωn−cB is the subsheaf of
torsion forms. By Lemma 3.3 below, which has a simple proof and gener-
alizes [Kol95, Lemma 7] to varieties with singularities, the existence of the
subsheaf Q implies that B and X[ p
√
s] are not separably uniruled.
Thanks in part to Lemma 3.3, the proof of Theorem 0.3 bypasses two
closely related steps of Kolla´r’s argument in the rank-one case, namely (i)
to explicitly classify the singularities1 of the general section s ∈ V , and (ii)
to explicity resolve the singularities of the inseparable cover X[ p
√
s].
1In the context of Theorem 0.3, it seems natural to define the singularity of a section
s ∈ Γ(X,F ∗XE) at a point x ∈ X to be the equivalence class of e-tuples of power series
consisting of all images of s under k-linear isomorphisms
(F ∗XE)⊗ ÔX,x
∼
−→ k[[x1, . . . , xn]]
⊕e
induced by choices of formal coordinates around x and of ÔX,x-bases for E ⊗ ÔX,x.
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Step (i) fits into the framework of the theory of singularities of maps,
where one of the guiding problems is the classification of germs of smooth
maps f : (Rn, 0) → (Re, 0) up to diffeomorphisms of the source and the
target. For two surveys of this subject, see [Wal81, AVGZ85]. It would
be interesting to know whether, using ideas from singularity theory, one can
carry out steps (i) and (ii) when the vector bundle E has small rank, for
example, 2 or 3.
In this thesis we do not obtain stable irrationality results for complete
intersections, partly because we do not see how the counterpart in Totaro’s
argument to [Kol95, Lemma 7], namely [Tot16, Lemma 2.2], could be
generalized to singular varieties. With a complete description of the singu-
larities of the general section s ∈ V and a resolution of the singularities of
the inseparable cover X[ p
√
s] at hand, one might hope to be able to apply
[Tot16, Lemma 2.2] directly.
Our proof of Theorem 0.3 requires preparation in the form of scheme-
theoretic, positive-characteristic analogues of results about maps between
smooth manifolds. This preparation occupies Chapters 1 and 2 of this thesis.
We establish two main results: Proposition 1.44 below, which concerns the
local structure of a section of a vector bundle around a Thom-Boardman
singularity of order 2 and corank 1, and Corollary 2.59 below, which concerns
the dimensions of Thom-Boardman loci of order 2 of generic sections. These
two results are connected to Theorem 0.3 by the hypothesis in that theorem
that the section s ∈ V be generic.
Proposition 1.44 follows from Proposition 1.60 below, which is a version
of “Morse’s Lemma with parameters” that holds in positive characteris-
tics. For another version, see [GN16, Lemmas 3.9 and 3.12]. We derive
Proposition 1.60 from general statements about finite determinacy and ver-
sal unfoldings of power series, namely Propositions 1.47 and 1.54 below. We
believe that the latter two propositions are folklore, that is, that they have
not yet appeared in the literature, but are well known to experts. Analogues
of these propositions in the context of maps between smooth manifolds are
special cases of [Wal81, Theorems 1.2 and 3.4].
Corollary 2.59 follows from the combination of Lemma 2.7 and Propo-
sition 2.57 below. The first result is a lemma of Serre’s similar in flavor to
Bertini’s theorem. The second result is new. It extends to positive char-
acteristics Levine’s computation [Lev71, p. 55] of the codimensions of the
universal Thom-Boardman loci of order two in jet bundles. We note that our
conventions for labelling Thom-Boardman loci are different from Levine’s.
The codimensions we find agree with those found by Levine in all charac-
teristics different from two, but disagree in characteristic two.

CHAPTER 1
Thom-Boardman singularities of order two
1. Vector bundles and connections
Let X be a scheme.
Definition 1.1. Let E be a locally free OX -module of finite rank. The
vector bundle associated to E is the X-scheme
V(E) = SpecX S(E
∨).
Remark 1.2. Let T be a scheme over X with structure morphism
t : T → X. The universal properties of the relative spectrum and of the
symmetric algebra yield bijections as follows.
HomX(T,V(E)) = HomOX -alg.(S(E
∨), t∗OT )
= HomOX (E
∨, t∗OT )
= HomOT (t
∗E∨,OT )
= Γ(T,ET )
Definition 1.3. Let E be a locally free OX -modules of finite rank. The
tautological section h ∈ Γ(V(E), EV(E)) is the section corresponding to
the identity morphism of V(E) as in Remark 1.2.
Remark 1.4. Pullback of h recovers the bijection
HomX(T,V(E))
∼−→ Γ(T,ET )
described in Remark 1.2.
Remark 1.5. Let Ae denote the affine space of dimension e over SpecZ.
Let t1, . . . , te denote the coordinates on A
e. If E = O⊕eX , then V(E) =
X ×Ae as schemes over X and h = (t1, . . . , te) as sections of O⊕eX×Ae .
Remark 1.6. Let E be a locally free OX-module of finite rank. Write
V := V(E). Let π : V → X denote the projection. Let E∨ → π∗ΩV/X be
the map that sends σ 7→ d(σ · h). This map is linear over OX hence, by
adjunction, induces a map of OV -modules
τ : E∨V → ΩV/X .
By the computation of the differentials on affine space, τ is an isomorphism.
Let S be a scheme. Let f : X → S be a smooth morphism, which we
use to regard X as a scheme over S. In sequel we will abuse our notation
by denoting both the structure sheaf of S and its inverse image along f by
OS .
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Definition 1.7. Let E be a quasi-coherent OX -module. A connection
on E is a OS-linear map
∇ : E → ΩX ⊗ E
satisfying the Leibniz rule
∇(fs) = df ⊗ s+ f∇s
for all sections f ∈ OX and s ∈ E over a common open subset of X.
Example 1.8. The trivial connection on O⊕eX is the sheaf morphism
∇triv : O⊕eX → ΩX ⊗ O⊕eX
that sends (f1, . . . , fe) 7→ (df1, . . . , dfe).
Definition 1.9. Let E be a quasi-coherent OX-module. Let ∇ : E →
ΩX ⊗E be a connection on E. Let s be a section of E defined over an open
subset of X. The covariant derivative of s is the section ∇s ∈ ΩX ⊗ E.
We say that s is a horizontal section if its covariant derivative vanishes.
Remark 1.10. Let E be a locally free OX -module of finite rank. Let
∇ : E → ΩX ⊗E be a connection on E. The subsheaf of horizontal sections
ker(∇) ⊆ E is an OS-module. Suppose that E is generated as an OX-
module by this subsheaf. Then X is covered by open subsets U ⊆ X with
the property that there exist sections v1, . . . , ve ∈ Γ(U,E) which form a
basis for E over U and satisfy ∇vi = 0 for all i = 1, . . . , e. If s ∈ Γ(U,E)
is another section, then s =
∑e
i=1 fivi for some f1, . . . , fe ∈ Γ(U,OX ) and
∇s =∑ei=1 dfi ⊗ vi. Thus, if a locally free sheaf is generated by the kernel
of a connection on it, then that connection is locally modeled on the trivial
one.
In this work we will almost exclusively consider pairs (E,∇) which satisfy
the hypotheses of of Remark 1.10.
Construction 1.11. Let Σ be a subscheme of X that is smooth over S.
Let E be a quasi-coherent OX -module. Let ∇ : E → ΩX⊗E be a connection
on E. Then ∇ induces a connection EΣ → ΩΣ ⊗EΣ on the restriction of E
to Σ, in the following way.
Let I ⊆ OX be the ideal sheaf of X. If f ∈ I and s ∈ E are local sections,
then ∇(fs) ∈ ΩX ⊗ E maps to zero in ΩΣ ⊗ EΣ. Thus the composition of
maps of abelian sheaves on X
E
∇−→ ΩX ⊗ E → ΩΣ ⊗ EΣ
vanishes on I · E, hence factors through the quotient E/I · E = EΣ. The
factoring map is the induced connection.
Definition 1.12. Let E be a locally free OX-module of finite rank. Let
V := V(E) be the corresponding vector bundle over X. A connection ∇
on E determines an OV -submodule H ⊆ TV such that H ⊕ TV/X = TV ,
see Construction 2.42 below. We call H the horizontal subbundle of TV
corresponding to the connection ∇.
The next result shows that the horizontal subbundle determines the
connection. A proof of it will be given following Construction 2.42.
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Proposition 1.13 (= Corollary 2.44). Setup as in Definition 1.12. Let
s ∈ Γ(X,E) be a section. Let ds : TX → s∗TV denote the differential of s
viewed as a morphism X → V . Then the following diagram of solid arrows
commutes:
TX s
∗TV s
∗(TV /H)
E s∗TV/X
ds
∇s ∼
2. Degeneracy loci
Let X be a scheme. Let α : E → F be a map of locally free OX -modules
of finite rank. Let e and f respectively denote the ranks of E and F . Let
m = min(e, f).
Definition 1.14. Let i be a nonnegative integer. The ith degeneracy
locus of α is defined to be the subscheme Σi(α) ⊆ X defined by the equation
∧m−i+1α = 0 if i ≤ m+ 1 and the empty scheme otherwise.
Let i be an integer such that 0 ≤ i ≤ m.
Remark 1.15. A point x ∈ X lies in Σi(α) if, and only if, the k(x)-linear
map α(x) has rank at most m− i.
Proposition 1.16. There exist closed immersions
∅ = Σm+1(α) ⊆ Σm(α) ⊆ · · · ⊆ Σ0(α) = X.
Proof. Follows from the Laplace expansion of the determinant. 
Our convention for indexing degeneracy loci has the following pleasant
feature.
Proposition 1.17. Let α∨ : F∨ → E∨ be the dual of α. Then Σi(α∨) =
Σi(α) as subschemes of X.
Proof. The minimum between the ranks of E and F is equal to the
minimum between the ranks of F∨ and E∨. The result therefore follows
from the fact that, over any ring, the determinant of a matrix is equal to
that of its transpose. 
Proposition 1.18. Let f : T → X be a morphism of schemes. Then
f−1Σi(α) = Σi(f∗α)
as closed subschemes of T .
Proof. This holds because, for every OX -module M , the natural OT -
linear map f∗(∧iM)→ ∧i(f∗M) is an isomorphism. 
Lemma 1.19 ([Kle69, Lemma 2.5]). Let R be a ring. Let M be an R-
module. Let A,B ⊆M be submodules. Suppose that B is free, of finite rank
b, and a direct summand of M . Let q be an integer such that q ≥ b. The
following are equivalent:
(1) The natural map ∧q(A+B)→ ∧qM is zero.
(2) The natural map ∧q−bA→ ∧q−b(M/B) is zero.
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Let Σ denote the locally closed subscheme Σi(α) \ Σi+1(α) ⊆ X.
Proposition 1.20. The OΣ-modules ker(α|Σ) and coker(α|Σ) are locally
free of respective ranks e −m + i and f −m + i. If t : T → Σ is a map of
schemes, then ker(t∗(α|Σ)) = t∗ ker(α|Σ) and coker(t∗(α|Σ)) = t∗ coker(α|Σ).
Proof. Let
(1.1) 0 A B C 0
be a short exact sequence of OΣ-modules. Suppose that B and C are locally
free of finite rank. Then A is locally free of finite rank, and the sequence
(1.1) remains exact after pullback along any map t : T → Σ. Thus it suffices
to show that coker(α|Σ) is locally free.
Let x ∈ X \ Σi+1(α). Then α(x) : E(x)→ F (x) is a k(x)-linear map of
rank greater than m− i− 1. Therefore there exist elements f¯1, . . . , f¯m−i ∈
im(α(x)) which may be completed to a basis of F (x) as a vector space
over k(x). It follows by Nakayama’s lemma that there exist an open subset
U ⊆ X \Σi+1(α) containing x and sections f1, . . . , fm−i ∈ Γ(U, im(α)) which
may be completed to a basis of FU as an OU -module. Replacing Σ by Σ∩U ,
we may assume that U = X. Then im(α) contains an OX-submodule F
′
that is locally free of rank m− i and a direct summand of F . Let α¯ denote
the composition E
α−→ F ։ F/F ′.
The natural map ∧m−i+1 im(α|Σ) → ∧m−i+1(F |Σ) is zero by definition
of Σi(α). By Lemma 1.19, this implies that the composition of natural maps
im(α|Σ)։ im(α|Σ) →֒ (F/F ′)|Σ
is zero. It follows that the composition of natural maps
(F/F ′)|Σ ։ coker(α|Σ)։ coker(α¯|Σ)
is an isomorphism. Therefore coker(α|Σ) is locally free. 
The following construction sometimes yields a resolution of the singu-
larities of the degeneracy locus Σi(α).
Construction 1.21. Let G := Gf−m+i(F ) denote the Grassmannian
of rank f − m + i quotients of F over X. Let q : FG → Q denote the
universal quotient and let A be its kernel. Thus Q and A are locally free
OG-modules of ranks f −m+ i and m− i, respectively. Let Z ⊆ G be the
closed subscheme defined by the equation q◦αG = 0. Consider the following
diagram, where π denotes the projection.
Z = {q ◦ αG = 0} G
Σi(α) X
ρ
A dashed arrow ρ making the diagram commute exists because αZ : EZ →
FZ factors though AZ , which has rank m− i, so that ∧m−i+1αZ = 0.
Remark 1.22. The pullback of the universal quotient q : FG ։ Q
to Z factors through a quotient of coker(α)Z . This quotient induces an
isomorphism of Z with the Grassmannian Gf−m+i(coker(α)) of rank f−m+i
quotients of coker(α) over X.
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The map ρ : Z → Σi(α) is an isomorphism over Σ. Indeed, ZΣ is
isomorphic as a scheme over Σ to the Grassmannian Gf−m+i(coker(αΣ)) of
rank f −m+ i quotients of coker(αΣ), which is itself a locally free sheaf of
rank f −m+ i on Σ, by Proposition 1.20. Thus ZΣ ∼= Σ.
Let π : H → X be the vector bundle associated to the locally free
OX -module HomX(E,F ). In symbols,
H = V(HomX(E,F )).
Let h : EH → FH be the tautological map, see Definition 1.3. Let Σ′ ⊆ H
denote the degeneracy locus Σi(h) \ Σi+1(h).
Remark 1.23. Viewing α ∈ Γ(X,HomX(E,F )) as a morphism X → H,
we have α−1Σ = Σ′.
The following result is well known.
Proposition 1.24. The universal degeneracy locus Σ′ ⊆ H is smooth
over X, of relative codimension i(|e − f |+ i) in H over X. The canonical
OH-linear isomorphism TH/X
∼−→ HomX(E,F )H of Remark 1.6 induces an
OΣ′-linear isomorphism
NΣ′/X := (TH/X)Σ′/TΣ′/X
∼−→ HomΣ′(ker(hΣ′), coker(hΣ′)).
3. The intrinsic differential
Let S be a base scheme.
Definition 1.25. Let f : X → Y be a morphism of smooth schemes
over S. Let Z ⊆ Y be an S-smooth, locally closed subscheme of Y .
(1) The normal differential of f with respect to Z, denoted dZf , is
the composition Of−1Z -linear maps,
TX |f−1Z f∗(TY )Z f∗(TY )Z/f∗TZ = f∗NZ .df
(2) The map f is transverse to Z if the normal differential dZf is
surjective. We write f ⋔ Z to indicate that this condition holds.
Remark 1.26. By [DG67, Proposition IV.17.13.2], the morphism f :
X → Y is transverse to Z if, and only if, the scheme-theoretic inverse image
f−1Z is smooth over S and, for all x ∈ f−1Z, the relative codimension of
f−1Z in X at x over S is equal to the relative codimension of Z in Y at
f(x) over S.
Let X be a smooth scheme over S. Let E be a locally free sheaf of finite
rank on X. Let V := V(E) be the vector bundle associated to E. Let
π : V → X be the projection. Let Z ⊆ V be an S-smooth, locally closed
subscheme. Let s ∈ Γ(X,E) be a section. Viewing s as a morphism X → V ,
we now consider its normal differential
dZs : (TX)s−1Z → s∗NZ .
Proposition 1.27. Let ∇ : E → ΩX ⊗E be a connection. Suppose that
the tangent bundle TZ contains the restriction to Z of horizontal subbundle
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H ⊆ TV corresponding to ∇. Then the normal differential dZs is equal to
the composition
(TX)s−1Z Es−1Z = (TV/X)s−1Z (TV )s−1Z s
∗NZ .
∇s
Proof. Follows immediately from Proposition 1.13. 
Let A and B be locally free sheaves of finite rank on X. Let α : A→ B
be an OX -linear map. Let i ≥ 0 be a nonnegative integer. Let Σ denote the
degeneracy locus Σi(α) \ Σi+1(α) ⊆ X.
Definition 1.28. The intrinsic differential of α on Σ is the OΣ-linear
map
dΣα : (TX)Σ → HomΣ(ker(αΣ), coker(αΣ))
defined as follows.
Let H → X be the vector bundle associated to the locally free sheaf
HomX(A,B). Let h : AH → BH be the tautological map, see Definition 1.3.
Let Σ′ ⊆ H denote the degeneracy locus Σi(h)\Σi+1(h) ⊆ H. Identifying α
with a morphism X → H, we have α∗h = α and α−1Σ′ = Σ as subschemes
of X. By Proposition 1.24, the scheme Σ′ is smooth over X and there exists
a canonical isomorphism
(TH/X)Σ′/TΣ′/X
∼−→ HomΣ′(ker(hΣ′), coker(hΣ′)).
The normal differential of α : X → H with respect to Σ′ is an OΣ-linear
map dΣ′α : (TX)Σ → α∗NΣ′ . Because Σ′ is smooth over X, the natural
OΣ′-linear map
(TH/X)Σ′/TΣ′/X → (TH)Σ′/TΣ′ = NΣ′
is an isomorphism. Furthermore, by Proposition 1.20, the natural OΣ-linear
map α∗ ker(hΣ′)→ ker(αΣ) is an isomorphism. Thus there exists a natural
OΣ-linear isomorphism
δ : α∗NΣ′
∼−→ HomΣ(ker(αΣ), coker(αΣ)).
Set dΣα := δ ◦ dΣ′α.
Proposition 1.29. Suppose that the OX -modules A and B are free.
Choose bases on A and B and let
D : Hom(A,B)→ ΩX ⊗Hom(A,B)
be the trivial connection corresponding to theses bases, see Example 1.8.
Then the intrinsic differential dΣα is equal to the composition
(TX)Σ HomX(A,B)Σ HomΣ(ker(αΣ), coker(αΣ)).
Dα
Proof. Let Σ′ ⊆ H be as in Definition 1.28. By Corollary 1.27, it
suffices to show that TΣ′ contains the restriction to Σ
′ of the horizontal
subbundle H˜ ⊆ TV determined by D. Let a := rank(A) and b := rank(B).
The chosen bases on A and B induce an isomorphism θ : V
∼−→ X × Aab
over X. The differential
dθ : TV → θ∗TX×Aab = θ∗pr∗1TX ⊕ θ∗pr∗2TAab
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maps H˜ isomorphically onto the first summand. The tautological map h is
given by a matrix whose entries are the coordinates on Aab. Thus θ(Σ′) =
X × Σ′′, where Σ′′ ⊆ Aab is a locally closed subscheme that is smooth over
S. Hence dθ(TΣ′) ⊇ (pr∗1TX)Σ′ , which implies the result. 
4. Second-order singularities
Let S be a scheme. Let X be a smooth scheme over S. Let E be a
locally free sheaf of finite rank on X. Let ∇ : E → ΩX ⊗E be a connection
on E. Let s ∈ Γ(X,E) be a section.
Definition 1.30. Let i be a nonnegative integer. The ith critical
locus of s is the ith degeneracy locus of the OX -linear map ∇s : TX → E.
It is a subscheme of X that we denote by Σi(s).
Let i be a nonnegative integer. Let Σ denote the critical locus Σi(s) \
Σi+1(s). Let K := ker((∇s)Σ) and C = coker((∇s)Σ). Note that K and C
are locally free OΣ-modules by Proposition 1.20.
Remark 1.31. The intrinsic differential of ∇s : TX → E on Σ is an
OΣ-linear map
dΣ(∇s) : (TX)Σ → HomΣ(K,C),
see Definition 1.28. Suppose that i ≤ min(n, e), so that Σ has a chance of
being nonempty. Then Σ is smooth of relative codimension i(|n− e|+ i) in
X over S if, and only if, dΣ(∇s) is surjective, see Remark 1.26.
Definition 1.32. The second intrinsic differential of s on Σ =
Σi(s) \ Σi+1(s) is the OΣ-linear map
d2Σs : K → HomΣ(K,C)
obtained by restricting the intrinsic differential dΣ(∇s) to K.
Definition 1.33. Let j be a nonnegative integer. The (second-order)
Thom-Boardman singularity of symbol (i, j) of the section s, denoted
Σi,j(s), is the jth degeneracy locus of the second intrinsic differential of s
on Σi(s) \Σi+1(s). In symbols,
Σi,j(s) := Σj(d2Σs) ⊆ X.
Remark 1.34. Definition 1.33 was originally proposed by Porteous [Por71],
although in a slightly different setting. Porteous considered maps between
smooth manifolds (or nonsingular varieties), rather then sections of vector
bundles. His definition was motivated by an analogue of Proposition 1.35
below. Corollary 2.36 below gives conditions under which the hypothesis of
this proposition is satisfied.
Proposition 1.35. Suppose that Σ is smooth of relative codimension
i(|n−e|+i) in X over S. Endow the restriction of E to Σ with the connection
induced by ∇, see Definition 1.11. Then it makes to talk about the critical
loci of the restriction sΣ ∈ Γ(Σ, EΣ), and we have Σj(sΣ) = Σi,j(s) for each
nonnegative integer j.
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Proof. As we won’t need Proposition 1.35 in the sequel, we just give
the idea of the proof: one considers the commutative diagram of OΣ-modules
K
0 TΣ (TX)Σ HomΣ(K,C) 0
EΣ
d2
Σ
s
∇(sΣ)
(∇s)Σ
dΣ(∇s)
and applies Lemma 1.19 to K and TΣ viewed as locally free, locally split
OΣ-submodules of (TX)Σ. 
5. The second intrinsic differential, locally
Let S be a scheme. Let X be a smooth scheme over S. Let E be a
locally free sheaf of finite rank on X. Let n denote the relative dimension
of X over S. Let e denote the rank of E. Let m = min(n, e).
Let ∇ : E → ΩX ⊗ E be a connection on E. Suppose that the OS-
submodule of horizontal sections ker(∇) ⊆ E generates E as an OX -module.
Let s ∈ Γ(X,E) be a section. Let x ∈ X be a point. Let i be the
unique nonnegative integer such that x is containted in the subscheme Σi(s)\
Σi+1(s) ⊆ X. Let Σ denote this subscheme.
Remark 1.36. Note that i ≤ m, since Σi(s) is nonempty. The tensor
product of the OX -linear map ∇s : TX → E with residue field k(x) has rank
m− i.
Because E is generated by ker(∇), there exist an open subset U ⊆ X
containing x and a basis v1, . . . , ve ∈ Γ(U,E) of E over U such that ∇vl = 0
for all l = 1, . . . , e. Fix a choice of such an open subset U and basis v1, . . . , vn.
Let f1, . . . , fe ∈ Γ(U,OX) be the components of s in this basis, so that
sU =
e∑
l=1
flvl and (∇s)U =
e∑
l=1
dfl ⊗ vl.
Definition 1.37. Let W be a smooth scheme of relative dimension
n over S. Let x1, . . . , xn ∈ Γ(W,OW ) be sections. Then the following
conditions are equivalent:
(1) The S-morphism (x1, . . . , xn) :W → AnS is e´tale.
(2) The differentials dx1, . . . , dxn ∈ Γ(W,ΩW ) form a basis for ΩW as
an OW -module.
If these conditions hold, we say that x1, . . . , xn are e´tale coordinates on
W .
Proposition 1.38. After possibly shrinking U to a smaller Zariski open
neighborhood of x in X and reordering the sections v1, . . . , vl ∈ Γ(U,E),
there exist e´tale coordinates x1, . . . , xn on U such that
(f1, . . . , fe) = (x1, . . . , xm−i, fm−i+1, . . . , fe).
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Proof. The images of the sections df1, . . . , dfe span a k(x)-linear sub-
space of ΩX(x) of dimension m − i. Reordering the basis v1, . . . , ve, we
may assume that the images of df1, . . . , dfm−i form a basis for this sub-
space. The stalk ΩX,x is generated as an OX,x-module by sections of the
form dg with g ∈ OX,x. After possibly shrinking U , we may find sections
xm−i+1, . . . , xn whose differentials complete the images of df1, . . . , dfm−i to
a basis of ΩX(x). By Nakayama’s lemma, after further shrinking U , we
may assume that df1, . . . , dfm−i, dxm−i+1, . . . , dxn form a basis for ΩX over
U . 
Corollary 1.39. Suppose that S is the spectrum of a field k and that
x ∈ X is a k-rational point. After possibly shrinking U to a smaller Zariski
open neighborhood of x in X and reordering the sections v1, . . . , vl ∈ Γ(U,E),
there exist e´tale coordinates x1, . . . , xn on U such that xa(x) = 0 for all
a = 1, . . . , n and
(f1, . . . , fe) = (f1(x) + x1, . . . , fm−i(x) + xm−i, fm−i+1, . . . , fe).
Reordering the basis sections v1, . . . , vl ∈ Γ(U,E) if necessary, fix e´tale
coordinates x1, . . . , xn as in Proposition 1.38 (or as in Corollary 1.39, if S is
spectrum of a field k and x ∈ X is a rational point).
Let ∂1, . . . , ∂n ∈ Γ(U, (TX)U ) be the basis of (TX)U = (ΩX)∨U that is
dual to dx1, . . . , dxn. We identify the vector field ∂a with the derivation
∂a ◦ d : OU → OU , for all a = 1, . . . , n.
Remark 1.40. If g ∈ OU is a local section, then dg = ∂1g · dx1 + · · · +
∂ng · dxn. In particular,
(∇s)U =
e∑
l=1
n∑
b=1
(∂bfl)dxb ⊗ vl =
∑
l≤m−i
dxl ⊗ vl +
∑
l>m−i
n∑
b=1
(∂bfl)dxb ⊗ vl.
Regarding the covariant derivative ∇s as an OX-linear map TX → E,
let K := ker((∇s)Σ∩U ) and C := coker((∇s)Σ∩U ).
Proposition 1.41. The images of ∂m−i+1, . . . , ∂n in (TX)Σ∩U lie in K
and form a basis for K as an OΣ∩U -module. The images of vm−i+1, . . . , ve
in C form a basis for C as an OΣ∩U -module.
Proof. Recall that K and C are locally free OΣ-modules of respective
ranks n−m+ i and e−m+ i, see Proposition 1.20.
In C, we have
(1.2) 0 = ∇s(∂b) =
{
vb +
∑
l>m−i(∂bfl)vl if b ≤ m− i∑
l>m−i(∂bfl)vl if b > m− i.
The equalities (1.2) for b ≤ m− i show that vm−i+1, . . . , ve generate, hence
form a basis for C as an OΣ-module. This fact combined with the equalities
(1.2) for b > m − i show that ∂bfl = 0 as a section of OΣ for all l =
m−i+1, . . . , e and b = m−i+1, . . . , n. In particular, the sections ∂b ∈ (TX)Σ
with b > m− i, lie in K for all b > m− i, hence form a basis for K. 
The following proposition shows that the second intrinsic differential is
represented by the bottom-right square submatrices of size n− e+ i of the
Hessian matrices of fm−i+1, . . . , fe.
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Proposition 1.42. The second intrinsic differential d2Σs is the unique
OΣ-linear map K → HomΣ(K,C) such that
(d2Σs)(∂a)(∂b) =
e∑
l=m−i+1
(∂a∂bfl)vl
for all a, b = m− i+ 1, . . . , n.
Proof. Let H(s) : TX → HomX(TX , E) be the unique OX -linear map
such that
H(s)(∂a) =
e∑
l=1
n∑
b=1
(∂a∂bfl)dxb ⊗ vl =
∑
l>m−i
n∑
b=1
(∂a∂bfl)dxb ⊗ vl
for all a = 1, . . . , n. Let
δ : HomX(TX , E)Σ → HomΣ(K,C)
be the natural map induced by the inclusion K →֒ (TX)Σ and the projection
(TX)Σ ։ C. Then
δ ◦H(s)Σ = dΣi(∇s)
by Proposition 1.29. The result follows. 
For the remainder of this section, we assume that n ≥ e and i = 1. Then
the second intrinsic differential d2Σs : K → HomΣ(K,C) is a map of locally
free sheaves of rank n − e + 1 on Σ := Σ1(s) \ Σ2(s). Consider the natural
inclusions of second-order Thom-Boardman loci
∅ = Σ1,n−e+2(s) ⊆ Σ1,n−e+1(s) ⊆ · · · ⊆ Σ1,0(s) = Σ1(s) \Σ2(s).
Let j be the unique integer such that x ∈ Σ1,j(s) \ Σ1,j+1(s).
Corollary 1.43. Let H denote the lower-right minor of size n− e+ 1
in the Hessian matrix of fe ∈ Γ(X,OX ), that is, let
H := (∂a∂bfe)e≤a,b≤n ∈ Γ(X,OX)⊕(n−e+1)2 .
Then H has rank n− e+ 1− j at x.
Proof. Follows immediately from Proposition 1.42. 
Suppose that S is the spectrum of an algebraically closed field k. Sup-
pose that x ∈ Σ1,j(s) \ Σ1,j+1(s) is a closed point. Suppose that the e´tale
coordinates x1, . . . , xn ∈ Γ(U,OX) are as in Corollary 1.39. Then xa ∈ mx
for all a = 1, . . . , n, and
ÔX,x = k[[x1, . . . , xn]].
Proposition 1.44. The nonnegative integer n − e + 1 − j is even if k
has characteristic 2. Let
q :=
{
x2e + · · ·+ x2n−j if char(k) 6= 2,
xexe+1 + · · · + xn−j−1xn−j if char(k) = 2.
Then there exist a power series h ∈ k[[x1, . . . , xn]] contained in the ideal
〈x1, . . . , xe−1〉+ 〈xn−j+1, . . . , xn〉2
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and which doesn’t depend on the variables xe, . . . , xn−j , and an automor-
phism ϕ of
ÔX,x = k[[x1, . . . , xn]]
as a local k[[x1, . . . , xe−1]]-algebra such that ϕ(fe) = fe(x) + q + h.
Proof. Write fe = g0 + g1 + g2, where g0 ∈ k is a constant, g1 is
homogeneous polynomial of degree 1 in x1, . . . , xn, and g2 ∈ 〈x1, . . . , xn〉2.
Then g1 only involves the variables x1, . . . , xe−1, since by assumption x ∈
Σ1(s), which translates to
0 = (df1 ∧ · · · ∧ dfe)(x) = (dx1 ∧ · · · ∧ dxe−1 ∧ dg1)(x).
Let g¯2 := g2(0, . . . , 0, xe, . . . , xn) ∈ k[[xe, . . . , xn]]. By Proposition 1.43, the
Hessian matrix of g¯2 has rank n − e + 1 − j at the origin. Viewing g2 as
an unfolding of g¯2 over R := k[[x1, . . . , xe−1]] and applying Morse’s Lemma
with Parameters (Proposition 1.60 below), we may find an automorphism ϕ
of k[[x1, . . . , xn]] as a local k[[x1, . . . , xe−1]]-algebra that sends g2 to q + h
′
for some power series h′ ∈ k[[x1, . . . , xn]] that does not involve the variables
xe, . . . , xn−j . Setting h := g1 + h
′, the result follows. 
6. Power series with finite Milnor number
Let k be a field. Let x = (x1, . . . , xn) be a finite set of indeterminates.
Let f ∈ k[[x]] be a power series.
Definition 1.45. The Jacobian ideal of f , denoted jac(f), is the
ideal generated in the power series ring k[[x]] by the partial derivatives
∂f/∂x1, . . . , ∂f/∂xn. The quotient k[[x]]/ jac(f) is called theMilnor alge-
bra of f . Its (possibly infinite) dimension as a vector space over k is called
the Milnor number of f and denoted by µ(f).
Definition 1.46. Let r be a positive integer. We say that f ∈ k[[x]] is
r-determined if for every power series g ∈ k[[x]] such that f − g ∈ 〈x〉r+1,
there exists an automorphism of k[[x]] as a local k-algebra that sends g to f .
We say that f is finitely determined if it is r-determined for some r ≥ 1.
Proposition 1.47. If f ∈ k[[x]] has finite Milnor number, then f is
finitely determined. More precisely, let r be a positive integer. If 〈x〉r ⊆
jac(f), then f is 2r-determined.
Proof. Follows from the proof of Lemma 10.8 in [Mil68]. 
Remark 1.48. In [BGM12] it is shown that, in fact, f has finite Milnor
number if, and only if, it is finitely determined. They also show that, if
f ∈ 〈x〉2 and 〈x〉r+2 ⊆ 〈x〉2 jac(f), then f is (2r − ord(f) + 2)-determined,
where ord(f) is the maximum integer o such that f ∈ 〈x〉o.
The analogues of these results for germs of real- or complex-valued,
analytic or infinitely differentiable functions follow from Theorem 1.2 in
[Wal81].
Example 1.49. Suppose that n is even if k has characteristic 2, and let
q =
{
x21 + · · ·+ x2n if char(k) 6= 2
x1x2 + · · ·+ xn−1xn if char(k) = 2.
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Let f ∈ k[[x]] be a power series. If f−q ∈ 〈x〉3, there exists an automorphism
of k[[x]] as a local k-algebra that sends f to q. Indeed, jac(q) = 〈x〉, so q is
2-determined by Proposition 1.47.
Let C be the category whose objects are complete, Noetherian, local
k-algebras with residue field k, and whose morphisms are maps of local
k-algebras.
Definition 1.50. Let R be a complete local k-algebra in C.
(1) An unfolding of f over R is a power series F ∈ R[[x]] that maps
to f ∈ k[[x]] under the quotient map R→ k.
(2) Let F,F ′ ∈ R[[x]] be unfoldings of f over R. A morphism (or
right-equivalence) F → F ′ is a local R-algebra map ϕ : R[[x]]→
R[[x]] that lifts the identity of k[[x]] and sends F to F ′.
Remark 1.51. Unfoldings of f over R and morphisms between them
form a category (in fact, a groupoid) that we denote by D(R). A map
b : R → R′ of complete local k-algebras in C induces an obvious functor
functor b∗ : D(R)→ D(R′).
Definition 1.52. The functor of unfoldings of f is the functor
D : C→ (Sets)
that sends a complete local k-algebra R ∈ C to the set D(R) of isomorphism
classes of unfoldings of f over R, and acts on morphisms in the obvious way.
Definition 1.53. Let R be a complete local k-algebra in C. Let F ∈
R[[x]] be a unfolding of f over R. We say that F is right-complete if, for
every complete local k-algebra A in C, the map
HomC(R,A)→ D(A)
that sends b 7→ b∗F is surjective.
Proposition 1.54. Suppose that f has finite Milnor number. Let g1, . . . , gµ ∈
k[[x]] be power series whose images span the Milnor algebra k[[x]]/ jac(f) as
a vector space over k. Let s = (s1, . . . , sµ) be a set of µ indeterminates.
Then
F := f + s1g1 + · · ·+ sµgµ ∈ k[[s, x]]
is a right-complete unfolding of f over k[[s]].
Proof. Follows from the method of proof of Corollary 1.17 in [GLS07].

Remark 1.55. The analogues of Proposition 1.54 for unfoldings of germs
of real- or complex-valued, analytic or infintely differentiable functions are
special cases of Theorem 3.4 in [Wal81].
Example 1.56. Suppose that n is even if k has characteristic 2, and let
q =
{
x21 + · · ·+ x2n if char(k) 6= 2
x1x2 + · · ·+ xn−1xn if char(k) = 2.
Let s be an indeterminate. Then q+s ∈ k[[s, x]] is a right-complete unfolding
of q. Indeed, jac(q) = 〈x〉, so the Milnor algebra k[[x]]/ jac(q) is a one-
dimensional k-vector space generated by the image of 1 ∈ k[[x]].
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7. Morse’s Lemma with parameters
Let k be an algebraically closed field of characteristic p ≥ 0. Let V be a
finite dimensional vector space over k. Let q ∈ S2(V ∨) be a quadratic form
on V . Let h ∈ (V ⊗ V )∨ be the bilinear form associated to q, so that
h(u⊗ v) = q(u+ v)− q(u)− q(v)
for all u, v ∈ V .
Lemma 1.57. Let r denote the rank of h. Then r is even if p = 2. Let
x1, . . . , xn be a k-linear basis of V
∨. Let
q0 =
{
x21 + · · ·+ x2r if p 6= 2
x1x2 + · · · + xr−1xr if p = 2.
If p 6= 2, then there exists a k-linear automorphism ϕ of V ∨ such that S2(ϕ)
sends q0 to q. If p = 2, then there exists a k-linear automorphism ϕ of V
such that S2(ϕ) sends q0 to either q or q + x
2
r+1.
Proof. We consider the case where k has characteristic 2, which is less
standard. By [Arf41, Satz 2 on p. 150], without using the hypothesis that
k is algebraically closed, we may find a basis of V ∨ consisting of vectors
u1, . . . , us, v1, . . . , us, w1, . . . , wn−2s
such that
q =
s∑
i=1
(aiu
2
i + biuivi + civ
2
i ) +
t∑
j=1
djw
2
j .
Here s and t are nonnegative integers satisfying 2s + t ≤ n; ai, bi, ci and dj
are elements of k for all i = 1, . . . , s and j = 1, . . . , t; and bi 6= 0 for all
i = 1, . . . , s. Using the hypothesis on k, it is easy to find an automorphism
of V that preserves the subspaces 〈ui, vi〉 and 〈wj〉 of V ∨ for all i and j, and
that sends
aiu
2
i + biuivi + civ
2
i 7→ uivi and djw2j 7→ w2j
for all i and j. This implies the result, since
∑t
j=1w
2
j = (
∑t
j=1wj)
2. 
Let x = (x1, . . . , xn) be a finite set of indeterminates. Let f ∈ k[[x]] be
a power series. Suppose that f ∈ 〈x〉2 and that the Hessian matrix of f has
rank r at the origin. Then r is even if p = 2. Let
q =
{
x21 + · · · + x2r if p 6= 2
x1x2 + · · ·+ xr−1xr if p = 2.
Lemma 1.58. If p 6= 2, then there exists a local k-algebra automorphism
ϕ : k[[x]] → k[[x]] such that ϕ(f) ≡ q modulo 〈x〉3. If p = 2, then there
exists a local k-algebra automorphism ϕ : k[[x]] → k[[x]] such that either
ϕ(f) ≡ q or ϕ(f) ≡ q + x2r+1 modulo 〈x〉3.
Proof. Let n denote the maximal ideal 〈x〉 ⊂ k[[x]]. Let q(f) denote
the image of f ∈ n2 inside n2/n3 = S2(n/n2). Then q(f) is a quadratic form
whose associated bilinear form is represented by the Hessian matrix of f at
the origin. Therefore, by Lemma 1.57, there exists a k-linear automorphism
ϕ1 of n/n
2 such that S2(ϕ1) sends q(f) to either q or q + x
2
r+1. We may
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take ϕ to be the linear automorphism of k[[x]] corresponding to ϕ1, which
characterized by the following property: for all i, the self-map of ni/ni+1 =
Si(n/n2) induced by ϕ is equal to Si(ϕ1). 
Proposition 1.59 (Morse’s Lemma). If r = n, then there exists an
automorphism of k[[x]] as a local k-algebra that maps f to q.
Proof. Because r = n, we have 〈x〉 ⊆ jac(q). It follows from Proposi-
tion 1.47 that q is 2-determined. Hence it suffices to show that there exists
an automorphism of k[[x]] as local k-algebra that sends f to q modulo 〈x〉3.
This follows from Lemma 1.58 above. 
Proposition 1.60. Let R be a complete local k-algebra with residue field
k. Let F ∈ R[[x]] be a power series with residue f in k[[x]]. Then there exist
a power series h ∈ R[[xr+1, . . . , xn]] and an automorphism of R[[x]] as a
local R-algebra that sends F to q + h.
Proposition 1.60 belongs to a class of results that are usually referred to
as “Morse’s Lemma with Parameters” or “the Splitting Lemma” in the liter-
ature. Note that the power series h does not involve the variables occurring
in q.
Proof. By Lemma 1.58, there exists a local k-algebra automorphism of
k[[x]] that maps f to either q or q+x2r+1 modulo 〈x〉2. After lifting such an
automorphism to a local R-algebra automorphism of R[[x]], we may assume
that f is congruent to either q or q + x2r+1 modulo 〈x〉2.
Let R′ denote the complete local k-algebra R[[xr+1, . . . , xn]]. Let f¯ de-
note the image of f under the map k[[x1, . . . , xn]] → k[[x1, . . . , xr]] that
sends xi 7→ xi for i ≤ r and xi 7→ 0 for i > r. After replacing R by R′ and
f by f¯ , we may assume that r = n and f ≡ q modulo 〈x〉3.
By Morse’s Lemma, there exists a local k-algebra automorphism of
k[[x1, . . . , xr]] that sends f to q. After lifting such an automorphism to
a local R-algebra automorphism of R[[x]], we may assume that f = q. Put
differently, we may assume that F is a unfolding of q over R.
By Example 1.56 and the assumption that r = n, the power series
q + t ∈ k[[t, x]],
is a versal unfolding of q over k[[t]]. We may therefore find a map of local
k-algebras a : k[[t]]→ R and an isomorphism of unfoldings ϕ : q+ a(t)→ F
of q over R. The element h := a(t) ∈ R and the automorphism of R[[x]]
underlying ϕ satisfy the conclusions of the proposition. 
CHAPTER 2
Singularities of generic sections
1. Principal bundles
Definition 2.1. Let G be a group scheme over X. A principal G-
bundle over X is a scheme P over X, equipped with a a G-action ρ :
G×X P → P , such that
(1) the map
(ρ,pr2) : G×X P → P ×X P
is an isomorphism; and
(2) there exists a cover of X by Zariski open subsets, {Ui ⊆ X}i∈I such
that the second projection PUi := P ×X Ui → Ui admits a section
for all i.
A trivialization of a principal G-bundle P over X is a G-equivariant iso-
morphism of X-schemes P
∼−→ G. A principal G-bundle equipped with a
trivialization is trivial.
Remark 2.2. If the structure morphism P → X has a section, then
pullback of (ρ,pr2) along this section defines a trivialization of P . Con-
versely, a trivial principal G-bundle has a canonical section corresponding
to the identity morphism e : X → G. Thus, according to the Definition 2.1,
a principal G-bundle admits trivializations locally in the Zariski topology.
Remark 2.3. While Definition 2.1 is suitable for the purposes of the
present work, one often finds in the literature definitions that are less strin-
gent in that they only require local triviality in the e´tale, fppf or fpqc topolo-
gies.
Example 2.4. Let X be a scheme. Let
0 A B C 0α
β
be a short exact sequence of locally free sheaves of finite rank on X. Let T
be as scheme over X. Let T → V(C) be a morphism over X corresponding
to a section s ∈ Γ(T,CT ). Let
T ′ := T ×s,V(C),β V(B).
Let Z be a scheme over T . Note the natural bijection
HomT (Z, T
′) = {s′ ∈ Γ(Z,BZ) | β(s′) = sZ}
and define an action
ρZ : Γ(Z,AZ)×HomT (Z, T ′)→ HomT (Z, T ′)
of the additive group Γ(Z,AZ) by ρZ(t, s
′) = t+ s′.
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The maps ρZ correspond (by Yoneda’s Lemma) to an action of the
T -group scheme V(A)T on T
′ which gives T ′ the structure of a principal
V(A)T -bundle over T .
Proposition 2.5. Let X be a scheme. Let β : B → C be a map of
locally free sheaves of finite rank on X. Let V(β) : V(B) → V(C) be
the corresponding morphism of vector bundles over X. Suppose that β is
surjective. Let b and c denote the respective ranks of B and C. Then V(β)
is surjective and smooth of relative dimension b− c.
Proof. Let A denote the kernel of β. Then A is a locally free OX-
module of rank b− c. By Example 2.4, the V(C)-scheme V(B) is naturally
a principal V(A)V(C)-bundle. The result follows as V(A)→ X is surjective
and smooth of relative dimension b− c. 
Remark 2.6. If k is an infinite field, any nonempty subset of a positive-
dimensional affine space over k contains (infinitely many) k-rational points.
This observation renders the notion of a general point of a finite dimensional
vector space over k meaningful.
Proposition 2.7 (Serre). Let k be an infinite field. Let X be a scheme of
finite type over k. Let E be a locally free sheaf of rank e on X. Let Σ ⊂ V(E)
be a locally closed subscheme of pure dimension d. Let W ⊂ Γ(X,E) be a k-
linear subspace of finite dimension. Suppose that W generates E as an OX -
module. Let s ∈ W be a general section. Then every irreducible component
of the locally closed subscheme s−1Σ ⊆ X has dimension d−e. Furthermore,
if Σ is smooth and k has characteristic zero, then s−1Σ is smooth over k.
Proof. By assumption, the natural map α :W⊗kOX → E is surjective.
Let N denote the dimension ofW over k. Then the morphism α :W×kX →
V(E) is surjective and smooth of relative dimension N − e, see Proposition
2.5. It follows that α−1Σ has pure dimension d+N − e and is smooth over
k if Σ is. Let s ∈ W be a k-rational point viewed as a map Spec(k) → W .
Then s−1Σ is the pullback of α−1Σ along s. The proposition is trivial if the
first projection α−1Σ → W is not dominant, so we may assume that it is.
Now the result follows from well known theorems on generic flatness or, in
characteristic zero, generic smoothness applied to the morphism α−1Σ →
W . 
2. Sheaves of principal parts
In this section we collect definitions and basic facts about sheaves of
principal parts. The reader is referred to [DG67, Chapter IV] for proofs.
Let S be a scheme. Let X be a scheme over S. In the sequel we will
abuse our notation by denoting both the structure sheaf of S and its inverse
image under the natural map X → S by OS .
Definition 2.8. Let E and F be OX -modules. Given an open subset
U ⊂ X and elements D ∈ HomOS(EU , FU ) and f ∈ Γ(U,OX), let [D, f ] :
EU → FU be the OS -linear map that sends s 7→ D(fs)− fD(s).
Let i ≥ 1 be a positive integer. An OS-linear differential operator of
order i on X is an OS-linear map D : E → F with the property that, if
U ⊆ X is an open subset and f ∈ Γ(U,OX ), then [D, f ] : EU → FU is an
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OS-linear differential operator of order i−1 on U ; by definition, an OS-linear
differential operator of order 0 is an OX -linear map E → F .
Example 2.9. Suppose that X is smooth over S. Let E be a quasi-
coherent sheaf on X. Let ∇ : E → ΩX ⊗ E be a connection on E. Then ∇
is a differential operator of order 1. To see this, let U ⊆ X be an open subset
and f ∈ Γ(U,OX) a section. The commutator [∇, f ] : EU → (ΩX ⊗ E)U is
given by
s 7→ [∇, f ](s) = ∇(fs)− f∇s = df ⊗ s,
hence is OU -linear, that is, a differential operator of order 0 on U .
Remark 2.10. Let E and F be OX -modules. For each nonnegative
integer i, let Diff i
OS
(E,F ) denote the set of OS-linear differential operators
with source E, target F , and order i. Then
HomX(E,F ) = Diff
0
OS
(E,F ) ⊆ · · · ⊆ Diff iOS(E,F ) ⊆ Diff i+1OS (E,F ) ⊆ · · ·
as subsets of HomOS (E,F ). For example, an OX-linear map α : E → F is a
first-order differential operator because [α, f ] = 0 for all f ∈ OX .
Proposition 2.11. Let E, F and G be OX-modules. Let D : E → F
and D′ : F → G be OS-linear differential operators of orders i and j. Then
the composition D′ ◦D : E → G is a differential operator of order i+ j.
Proposition 2.12. Let E be a sheaf of OX -modules. There exist a sheaf
of OX-modules P
i
XE and an OS-linear differential operator of order i
diE : E → PiX(E)
with the following universal property: Let F be a sheaf of OX -modules
and D : E → F is an OS-linear differential operator of order i. Then there
exists a unique OX-linear map D : P
i
XE → F such that D ◦ diE = D.
Definition 2.13. For each nonnegative integer i and each sheaf of OX-
modules E, we fix a choice of universal OS-linear differential operator d
i
E :
E → PiX(E) of order i, as in Proposition 2.12, and call the OX -module PiXE
the sheaf of principal parts of order i of E. We often write PiX instead
of PiX(OX) and d
i
X instead of d
i
OX
.
Let E and F be a sheaves of OX -modules. Let i be a nonnegative integer.
Remark 2.14. Let j be a nonnegative integers such that j ≤ i. Differ-
ential operators of order j are also differential operators of order i, so there
exists a unique OX -linear map
εi,j : P
i
XE → PjXE
such that εi,j ◦ diX = djX , by Proposition 2.12. Setting j = 0, we obtain a
surjection
εi,0 : P
i
XE ։ P
0
XE = E
that sends diEs 7→ s for all s ∈ E.
Remark 2.15. Let D : E → F be an OS-linear differential operator of
order i. Then D induces an OX -linear map D : P
i
XE → F , by Proposition
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2.12. More generally, for each nonnegative integer m, there exists a unique
OX -linear map D : P
i+m
X E → PmXF such that the diagram
E F
P
i+m
X E P
m
XF
D
di+m
E d
m
F
D
commutes, by Proposition 2.12 applied to dmF ◦D, a differential operator of
order i+m.
Proposition 2.16. Let P ⊆ PiXE be the OX -submodule generated by the
image of the universal differential operator diE : E → PiXE. Then P = PiXE.
Proposition 2.17. Suppose that S is the spectrum of a field k. Let
x ∈ X be a k-rational point. Then the universal k-linear differential operator
diE : E → PiXE induces a k-linear isomorphism
E/mi+1x E
∼−→ PiXE ⊗OX κ(x)
that sends s¯ 7→ diEs⊗ 1 for all local sections s ∈ E defined around x.
Motivated by Proposition 2.17, we make the following definition:
Definition 2.18. Let x : T → X be a morphism of schemes. An order-i
jet of a section of E at x is an element of Γ(T, x∗PiXE).
Propositions 2.19-2.27 below describe fundamental properties of the OX-
modules PiXE. When S is the spectrum of a field k, each property reduces
to a familiar fact about the k-vector spaces E/mi+1x E after tensor product
with the residue field of a k-rational point x ∈ X. Proposition 2.19, for
example, reflects the fact that OX/m
i+1
x is not merely a k-vector space, but
naturally a k-algebra.
Proposition 2.19. There exists a unique OX -linear map P
i
X⊗OX PiX →
PiX giving P
i
X the structure of an OX -algebra such that
diXf · diXg = diX(fg)
for all local sections f, g ∈ OX defined over a common open subset of X.
Remark 2.20. The OX -algebra structure of Proposition 2.19 is com-
mutative with unit diX(1) ∈ Γ(X,PiX). By abuse of notation, we identify
f ∈ OX with the product f · diX(1) ∈ PiX .
Proposition 2.21. The natural OX -linear map εi,0 : P
i
X → P0X = OX
is a map of OX -algebras. Let I denote its kernel. Then I is an ideal sheaf
generated over PiX by sections of the form d
i
Xf − f with f ∈ OX , and
Ii+1 = 0.
Proposition 2.22. There exists a unique OX -linear map P
i
X⊗OXPiXE →
PiXE giving P
i
XE the structure of an P
i
X-module such that
diXf · diEs = diE(fs)
for all local sections f ∈ OX and s ∈ E defined over a common open subset
of X.
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Proposition 2.23. There exists a unique isomorphism of PiX-modules
P
i
X ⊗di
X
,OX
E
∼−→ PiXE
that sends α ⊗ s 7→ α · diEs for all local sections α ∈ PiX and s ∈ E defined
over a common open subset of X.
Proposition 2.24. There exists an unique PiX -linear map
(2.1) PiXHomOX (E,F )→ HomPiX (P
i
XE,P
i
XF )
such that
(di
Hom(E,F )α)(d
i
Es) = d
i
F (αs)
for all local sections α ∈ Hom(E,F ) and s ∈ E defined over a common open
subset of X.
Remark 2.25. By Proposition 2.24, the construction E 7→ PiXE extends
naturally to a functor from the category of OX-modules to that of P
i
X-
modules.
Proposition 2.26. Suppose that i ≥ 1. There exists a unique OX -linear
map δi : S
i(ΩX)⊗ E → PiXE such that
δi(df1 · · · dfi ⊗ s) = (d1Xf1 − f1) · · · (d1Xfi − fi) · diEs
for all local sections f1, . . . , fi ∈ OX and s ∈ E defined over a common open
subset of X. The sequence of OX-modules
(2.2) 0 Si(ΩX)⊗OX E PiXE Pi−1X E 0
δi εi,i−1
is exact if i = 1 and right-exact in general.
Proposition 2.27. Suppose that X is smooth over S. Then
(1) the sequence (2.2) is exact if i ≥ 1;
(2) the sheaf PiX is a locally free OX -module of finite rank; and
(3) the map (2.1) is bijective for all OX-modules F .
Example 2.28. Suppose that X is e´tale over AnS , that is, suppose that
X is smooth over S and that there exist sections x1, . . . , xn ∈ Γ(X,OX)
whose differentials form a basis of ΩX as an OX -module. Let ε1, . . . , εn be
indeterminates. Let A denote the sheaf of OX-algebras OX [ε1, . . . , εn]. Let
M ⊂ A denote the sheaf of ideals generated by ε1, . . . , εn. Then the map of
OX -algebras
OX [ε1, . . . , εn]→ PiX
that sends εa 7→ diXxa−xa for all a = 1, . . . , n induces a map of short exact
sequences of OX -modules:
0 Mi/Mi+1 A/Mi+1 A/Mi 0
0 SiΩX P
i
X P
i−1
X 0
Combining the five lemma and induction on i, we see that this map of short
exact sequences is an isomorphism. In particular, PiX is a free OX -module
with basis given by the monomials of degree at most i in ε1, . . . , εn.
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Proposition 2.29. Suppose that X is smooth over S. Suppose that the
OX -module E is quasi-coherent. There exists a natural bijection between the
set of connections on E and the set of splittings of the short exact sequence
(2.3) 0 ΩX ⊗ E P1XE E 0
δ1 ε1,0
obtained by setting i = 1 in (2.2). If ∇ : E → ΩX ⊗ E is a connection on
E, the corresponding splitting of (2.3) is given by the unique OX-linear map
∇ : P1XE → ΩX ⊗ E such that ∇ ◦ d1E = ∇, see Proposition 2.12.
Proof. Let ∇ : P1XE → ΩX ⊗ E be an OX-linear map. Let ∇ : E →
ΩX ⊗ E be the corresponding differential operator of order 1, so that ∇ =
∇ ◦ d1E . Let f ∈ OX and s ∈ E be local sections defined over a common
open subset of X. We compute:
∇ ◦ δ1(df ⊗ s) = ∇((d1Xf − f) · d1Es)
= ∇(d1Xf · d1Es)− f∇d1Es
= ∇d1E(fs)− f∇d1Es
= ∇(fs)− f∇s
Thus the OX -linear map ∇ satisfies ∇ ◦ δ1 = id, that is, defines a splitting
of (2.29), if, and only if, the differential operator ∇ is a connection. 
We write PiX/SE instead of P
i
XE when we wish to emphasize the base
scheme S.
Remark 2.30. Let
X ′ X
S′ S
u
be a commutative diagram of schemes. Then there exists a canonical OX′-
linear map
u∗PiX/SE → PiX′/S′(u∗E).
This map is the adjoint of the OX -linear map P
i
X/SE → u∗PX′/S′ induced
the OS -linear differential operator between OX -modules
E u∗u
∗E u∗P
i
X′/S′(u
∗E).
u∗(diu∗E)
Proposition 2.31. Suppose the diagram in Remark 2.30 is Cartesian,
so that X ′ = X ×S S′. Then the canonical OX′-linear map
u∗PiX/SE → PiX′/S′(u∗E).
is an isomorphism.
The next result will be applied in the sequel in combination with Propo-
sition 2.7 above.
Proposition 2.32. Suppose that S is the spectrum of a field k. Let W ⊂
Γ(X,E) be a k-linear subspace of finite dimension. Let k¯ be an algebraic
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closure of k. Then diE(W ) generates P
i
XE as an OX-module if, and only if,
the natural map
(2.4) W ⊗k k¯ → EXk¯/mi+1x EXk¯
is surjective for every closed point x ∈ Xk¯.
Example 2.33. Suppose that E is an invertible sheaf. Then d1X(W )
generates P1XE if, and only if, the linear system (E,W ) separates tangent
vectors on X.
Proof of Proposition 2.32. Let u : Xk¯ → X be the projection. The
natural OX -linear maps
diE(W )⊗k OX PiX/kE u∗PiXk¯/k¯(u
∗E)α
correspond under the adjunction between u∗ and u∗ to OXk¯ -linear maps
diE(W )⊗k OXk¯ u∗PiX/kE PiXk¯/k¯(u
∗E),u
∗α ∼
the second of which is an isomorphism by Proposition 2.31. The projection
u : Xk¯ → X is faithfully flat, so the OX -linear map α is surjective if, and
only if, its pullback u∗α is surjective. By Proposition 2.17, the latter holds
if, and only if, the map (2.4) is surjective for all closed points x ∈ Xk¯. 
3. First-order singularities of generic sections
Let S be a scheme. Let X be a smooth scheme over S. Let E be a
locally free sheaf of finite rank on X. Let ∇ : E → ΩX ⊗E be a connection
on E. Let ∇ : P1XE → ΩX ⊗ E be the unique OX-linear map such that
∇ ◦ d1E = ∇, see Proposition 2.12.
Definition 2.34. Let x : T → X be a morphism of schemes. Let
s ∈ Γ(T, x∗P1XE) be a section. Let i ≥ 0 be a nonnegative integer. The
ith critical locus of s is the ith degeneracy locus of the OT -linear map
∇s : (TX)T → ET . It is a subscheme of T that we denote by Σi(s).
Let J := V(P1XE) be the vector bundle corresponding the sheaf of prin-
cipal parts P1XE, which is locally free. Let h ∈ Γ(J, (P1XE)J) be the tau-
tological section. Let n denote the relative dimension of X over S. Let e
denote the rank of E. Let i be a nonnegative integer such that i ≤ min(n, e).
Proposition 2.35. The critical locus Σi(h) \ Σi+1(h) ⊆ J is smooth
over X, of pure relative codimension i(|n − e|+ i) in J over X.
Proof. Let H := V(HomX(TX , E)) be the vector bundle correspond-
ing to the locally free OX-module HomX(TX , E). The OX -linear map
∇ : P1XE → ΩX ⊗ E induces a morphism of schemes J → H over X,
which we also denote by ∇. Let α : (TX)H → EH be the tautological map
over H. Then, for each nonnegative integer j,
∇−1(Σj(α)) = Σj(∇∗α) = Σj(∇h) = Σj(h).
The morphism of schemes ∇ : J → H is smooth and surjective because it
is induced by a surjective map between OX-modules, see Proposition 2.5
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and Proposition 2.29. The result therefore follows from Proposition 1.24,
according to which the degeneracy locus Σi(α) \Σi+1(α) is smooth over X,
of relative codimension i(|n − e|+ i) in H. 
Suppose that S is the spectrum of an infinite field k.
Corollary 2.36. Let W ⊂ Γ(X,E) be a k-linear subspace of finite
dimension. Suppose that d1E(W ) ⊆ Γ(X,P1XE) generates P1XE as an OX -
module. Let s ∈ W be a general section. Then every irreducible component
of the critical locus Σi(s) \ Σi+1(s) has codimension i(|n − e| + i) in X.
Furthermore, if k has characteristic zero, then Σi(s) \ Σi+1(s) is smooth.
Proof. The map of sheaves of k-vector spaces d1E : E → P1XE is a split
injection, so W ∼= d1E(W ) as vector spaces over k. Let d1Es ∈ d1E(W ) be
a general section, which we view as a morphism X → V(P1XE) = J . Let
h ∈ Γ(J, (P1XE)J) be the tautological section. By Propositions 2.7 and 2.35,
every irreducible component of
(d1Es)
−1(Σi(h) \ Σi+1(h)) ⊆ X
has codimension n− i(|n − e|+ i), and this subscheme of X is smooth if k
has characteristic zero. The result follows, since (d1Es)
−1(Σj(h)) = Σj(s) for
every nonnegative integer j. 
4. The differential of a jet
Let S be a scheme. Let X be a scheme over S. Let E be a locally
free sheaf of finite rank on X. Let V := V(E) be the corresponding vector
bundle. Let π : V → X be the projection.
Remark 2.37. The canonical isomorphism π∗OV = S(E
∨) allows one to
view sections of OX and E
∨ as sections of OV . The differentials of sections
of OV arrising in this way generate ΩV as an OV -module.
For example, if E = OX , then V = X ×A1. In this case, the sheaf of
differentials ΩV is generated as an OX -module by pr
∗
1ΩX and the differential
of the coordinate on A1.
Remark 2.38. A section s ∈ Γ(X,E) may be viewed as a map X → V ,
which we also denote by s. It therefore has a co-differential
ds∗ : s∗ΩV → ΩX ,
which is the unique OX-linear map that sends s
∗df 7→ df and s∗dt 7→ d(t · s)
for all local sections f ∈ OX and t ∈ E∨.
Let x : T → X be a morphism of schemes. Let s ∈ Γ(T, x∗P1XE) be
a section. Let s0 ∈ Γ(T, x∗E) be the image of s under the natural OX-
linear map P1XE → P0XE = E, see Remark 2.14. Recall that s0 defines a
morphism T → V over X, which we also denote by s0. We may think of s
as a first-order jet of a section of E mapping the T -valued point x ∈ X(T )
to s0 ∈ V (T ), see Proposition 2.17.
Definition 2.39. The co-differential of the first-oder jet s ∈ Γ(T, x∗P1XE)
is the OT -linear map ds
∗ : s∗0ΩV → x∗ΩX of Proposition 2.41 below. If X is
smooth over S, we call the dual ds : x∗TX → s∗0TV of this OT -linear map
the differential of s.
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Remark 2.40. Let t ∈ Γ(U,E∨) be a section. Then
d1
Hom(E,O)t ∈ P1XHomOX (E,OX ) = HomP1X (P
1
XE,P
1
X),
so we have a natural product (d1
Hom(E,O)t) · s ∈ Γ(x−1U, x∗P1X). To lighten
the notation, we denote this product by t · s.
Let d : P1X → ΩX be the OX -linear map induced by the universal deriva-
tion d : OX → ΩX , see Proposition 2.12.
Proposition 2.41. There exists a unique map of OT -modules
ds∗ : s∗0ΩV → x∗ΩX
that sends s∗0df 7→ x∗df and s∗0dt 7→ x∗(d¯(t · s)) for all local sections f ∈ OX
and t ∈ E∨.
Proof. Uniqueness is clear, so it suffices to show existence Zariski-
locally onX. Hence we may assume that E is trivial and choose an OX -linear
basis v1, . . . , ve ∈ Γ(X,E). Then, first, V = X ×Ar, where coordinates of
the second factor are given by the dual basis,
v∨1 , . . . , v
∨
e ∈ E∨ ⊆ S(E∨) = π∗OV .
Second,
ΩV = π
∗ΩX ⊕
(⊕ei=1OV · d(v∨l )) ,
where v∨l is identified with a global section of OV . And third, the sheaf P
1
XE
is a free P1X-module with basis d
1
E(v
∨
1 ), . . . , d
1
E(v
∨
e ).
Write s =
∑e
l=1 sld
1
Evl with s1, . . . , se ∈ Γ(T, x∗P1X), and define ds∗ :
s∗0ΩV → x∗ΩX by requiring by that its restriction to s∗0π∗ΩX = x∗ΩX be
the identity and that it send s∗0d(v
∨
l ) 7→ d¯sl for l = 1, . . . , e.
To see that this works, let U ⊆ X be an open subset and t ∈ Γ(U,E∨)
be a section. Write t =
∑e
l=1 tlv
∨
l with tl ∈ Γ(U,OX). Then
t · s = (d1E∨t) ·
( e∑
l=1
sld
1
Evl
)
=
e∑
l=1
sl(d
1
E∨t · d1Evl)
=
e∑
l=1
sld
1
X(t · vl) =
e∑
l=1
sld
1
X tl.
Let (s0)1, . . . , (s0)e ∈ Γ(T,OT ) be the images of s1, . . . , se ∈ Γ(T, x∗P1X)
under the natural map P1X → OX , see Remark 2.14. By the Leibniz rule,
d¯(t · s) =
e∑
l=1
tld¯(sl) + (s0)ldtl
in Γ(x−1U, x∗ΩX). On the other hand, s0 =
∑e
l=1(s0)lvl in Γ(T, x
∗E), so
the pullback of dt ∈ Γ(π−1U,ΩV ) along s0 : T → V satisfies
s∗0dt = s
∗
0
e∑
l=1
tld(v
∨
l ) + v
∨
l dtl =
e∑
l=1
tls
∗
0d(v
∨
l ) + (s0)ldtl
in Γ(x−1U, s∗0ΩV ). Thus ds
∗ : s∗0ΩV → x∗ΩX sends s∗0dt 7→ x∗(d¯(t · s)), as
required. 
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Suppose that X is smooth over S. Let ∇ : E → ΩX⊗E be a connection
on E. Let ∇ : P1XE → ΩX ⊗ E be the OX-linear map induced by ∇, see
Proposition 2.12.
Construction 2.42. By Proposition 2.29, the map∇ defines a splitting
of the canonical short exact sequence
0 ΩX ⊗ E P1XE E 0.
δ1 ε1,0
In other words, the restriction of εi,0 to ker(∇) is an isomorphism of OX-
modules ε : ker(∇) ∼−→ E. Let h ∈ Γ(V,EV ) be the tautological section. Let
h˜ denote the section ε−1h ∈ Γ(V, ker(∇)V ), which we regard as a first-order
jet of a section of E (at π). Let
dh˜ : (TX)V → h∗TV = TV
be the differential of h˜. Clearly, dh˜ is an injection split by the differential
dπ : TV → π∗TX . Let H ⊆ TV denote the image of dh˜. We call H the
horizontal subbundle corresponding to the connection ∇, see Definition
1.12.
The following proposition shows that horizontal subbundle determines
the covariant derivative ∇s of the first-order jet s ∈ Γ(T, x∗P1XE).
Proposition 2.43. Setup as in Construction 2.42. The following dia-
gram of solid arrows is commutative:
x∗TX s
∗
0TV s
∗
0(TV /H)
x∗E s∗0TV/X
ds
∇s ∼
Proof. Dually, we wish to show that the following diagram of solid
arrows is commutative:
s∗0(TV /H)
∨ s∗0ΩV x
∗ΩX
s∗0ΩV/X s
∗
0E
∨
∼
ds∨
∇s
Note that
(TV /H)
∨ = coker(dh˜)∨ = ker((dh˜)∨)
as split OV -submodules of ΩV . Therefore, it suffices to show that the fol-
lowing diagram commutes:
s∗0ΩV x
∗ΩX
s∗0ΩV/X x
∗E∨
ds∨−s∗
0
(dh˜∨)
∇s
Consider the two maps
ds∨, s∗0(dh˜
∗) : s∗ΩV → ΩX .
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The sheaf ΩV is generated by sections of the form df with f ∈ OX and dt
with t ∈ E∨. Both maps send s∗0df 7→ x∗df , whereas
(ds∨ − s∗0(dh˜∨))(s∗0dt) = d¯(t · s)− d¯(t · s∗0h˜)
= d¯(t · (s− s∗0h˜)).
The difference s− s∗0h˜ ∈ Γ(T, x∗P1XE) maps to s0− s∗0h = 0 ∈ Γ(T, x∗E), so
is contained in the image of the canonical inclusion δ1 : ΩX ⊗ E →֒ P1XE.
Therefore
s− s∗0h˜ = δ1∇(s − s∗0h˜) = δ1(∇s− 0).
Using the fact that the OX -linear map d : P
1
X → ΩX splits the canonical
inclusion ΩX →֒ P1X , we conclude that
(ds∨ − s∗0(dh˜∨))(s∗0dt) = d¯(t · δ1∇s) = t · ∇s,
which completes the proof. 
Corollary 2.44 (= Proposition 1.13). Setup as in Definition 1.12. Let
s ∈ Γ(X,E) be a section. Let ds : TX → s∗TV denote the differential of s
viewed as a morphism X → V . Then the following diagram of solid arrows
is commutative:
TX s
∗TV s
∗(TV /H)
E s∗TV/X
ds
∇s ∼
Definition 2.45. Let Σ ⊆ V be a subscheme. Suppose that Σ is smooth
over S. The normal differential of s ∈ Γ(T, x∗P1XE) with respect to Σ,
denoted dΣs, is the composition of Os−1
0
Σ-linear maps
(TX)s−1
0
Σ s
∗
0(TV )Σ s
∗
0NΣ.
ds
Proposition 2.46. Setup as in Definition 2.45. Suppose that the tan-
gent bundle TΣ contains the restriction to Σ of horizontal subbundle H ⊆ TV
corresponding to the connection ∇. Then the normal differential dΣs is equal
to the composition
(TX)s−1
0
Σ Es−1
0
Σ = (TV/X)s−1
0
Σ (TV )s−1
0
Σ s
∗
0NΣ.
∇s
Proof. Follows immediately from Proposition 2.43. 
Let A and B be locally free sheaves of finite rank on X. Let α ∈
Γ(T, x∗P1XHomX(A,B)) be a section. Let α0 : AT → BT be the image of α
under the natural map
P
1
XHomX(A,B)→ HomX(A,B).
Let i ≥ 0 be a nonnegative integer. Let Σ denote the degeneracy locus
Σi(α0) \ Σi+1(α0) ⊆ T .
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Definition 2.47. The intrinsic differential of α on Σ is the OΣ-linear
map
dΣα : (TX)Σ → HomΣ(ker((α0)Σ), coker((α0)Σ))
defined as follows.
Let ρ : H → X denote the vector bundle associated to the locally free
sheaf HomX(A,B). Let h : AH → BH be the tautological map, see Defi-
nition 1.3. Let Σ′ denote the universal degeneracy locus Σi(h) \ Σi+1(h) ⊆
H. Identifying α0 with a morphism T → H, we have (α0)∗h = α0 and
(α0)
−1Σ′ = Σ as subschemes of T . As in Definition 1.28, the scheme Σ′ is
smooth over X and there exists a natural OΣ-linear isomorphism
δ : (α0)
∗NΣ′
∼−→ HomΣ(ker((α0)Σ, coker((α0)Σ)).
Let dΣ′α : (TX)Σ → (α0)∗NΣ′ be the normal differential of α with respect
to Σ and set dΣα := δ ◦ dΣ′α.
Proposition 2.48. Suppose that A and B are free OX -modules. Choose
bases for A and B and let
D : Hom(A,B)→ ΩX ⊗Hom(A,B)
be the trivial connection corresponding to theses bases. Let
D : P1XHom(A,B)→ ΩX ⊗Hom(A,B)
be the OX -linear map induced by D, see Proposition 2.12. Then the intrinsic
differential dΣα is equal to the composition
(TX)Σ HomX(A,B)Σ HomΣ(ker((α0)Σ), coker((α0)Σ)).
Dα
Proof. Follows from Proposition 2.46, see the proof of Proposition 1.29.

5. The second intrinsic differential of a jet
Let S be a scheme. Let X be a smooth scheme over S. Let E be a
locally free sheaf of finite rank on X. Let ∇ : E → ΩX ⊗E be a connection.
Let
d1Ω⊗E : ΩX ⊗E → P1X(ΩX ⊗ E)
be the universal first-order differential operator. The composition d1Ω⊗E ◦∇
is a second-order differential operator; let
∇ : P2XE → P1X(ΩX ⊗ E)
be the the unique OX -linear map such that ∇ ◦ d2E = d1Ω⊗E ◦ ∇, see Propo-
sition 2.12.
Let x : T → X be a morphism of schemes. Let
s ∈ Γ(T, x∗P2XE)
∇s ∈ Γ(T, x∗P1X(ΩX ⊗ E))
(∇s)0 ∈ HomT ((TX)T , ET )
be a section, its covariant derivative, and the image of this covariant deriv-
ative under the natural map P1X(ΩX ⊗ E)→ ΩX ⊗ E.
Let i be a nonnegative integer. Let Σ denote the critical locus Σi(s) \
Σi+1(s) ⊆ T . Let K and C respectively denote the kernel and cokernel of
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the map of OΣ-modules ((∇s)0)Σ : (TX)Σ → EΣ obtained by retricting the
covariant derivative (∇s)0 to the subscheme Σ ⊆ T .
Definition 2.49. The second intrinsic differential of s on Σ is the
map of OΣ-modules
d2Σs : K → HomΣ(K,C)
obtained by restricting to K the intrinsic differential of ∇s on Σ,
dΣ(∇s) : (TX)Σ → HomΣ(K,C).
Definition 2.50. Let j be a nonnegative integer. The second-order
Thom-Boardman singularity Σi,j(s) ⊆ T is the jth degeneracy locus of
the second intrinsic differential d2Σs. In symbols,
Σi,j(s) := Σj(d2Σs).
The pair of integers (i, j) is called the symbol of Σi,j(s).
Let β : S2(K∨) → (K ⊗ K)∨ be the OΣ-linear map that sends uv 7→
u⊗v+v⊗u. In other words, β sends a quadratic form on K to its associated
bilinear form. Let
θ : HomΣ(K ⊗K,C) ∼−→ HomΣ(K,HomΣ(K,C))
be the canonical OΣ-linear isomorphism that sends b 7→ (v 7→ b(v⊗−)). Let
B be the composition of natural OΣ-linear maps,
(S2ΩX ⊗ E)Σ S2(K∨)⊗ C HomΣ(K ⊗K,C) HomΣ(K,HomΣ(K,C)).β⊗id θ∼
Remark 2.51. The images of β and B depend on the characteristic of
the base scheme S. If 2 is invertible in OS , then im(β) = (S
2K)∨ and
im(B) = θ(HomΣ(S
2K,C)).
If 2 = 0 in OS , then im(β) = (∧2K)∨ and
im(B) = θ(HomΣ(∧2K,C)).
In mixed characteristic, the two images need not be locally free.
Recall the canonical short exact sequence
0 S2(ΩX)⊗ E P2XE P1XE 0,δ
see Proposition 2.27 (3).
The following proposition reflects two basic properties, one being the
symmetry, of the Hessian matrix of a function.
Proposition 2.52. If t ∈ Γ(T, x∗(S2ΩX ⊗ E)) is a section, the second
intrinsic differentials of s and s+ δt are OΣ-linear maps K → HomΣ(K,C)
related by the equation
d2Σ(s+ δt) = d
2
Σs+B(t).
If E is generated as an OX -module by its subsheaf of horizontal sections
ker(∇) ⊆ E, then d2Σs is contained in the image of B.
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Proof. The questions being Zariski-local on X, we may assume that
there exist e´tale coordinates defined on all ofX, that is, sections x1, . . . , xn ∈
Γ(X,OX ) whose differentials form an OX -linear basis of ΩX ; that the OX-
module E is free with basis given by sections v1, . . . , ve ∈ Γ(X,E); and that
∇vl = 0 for all l = 1, . . . , e if E is generated by its subsheaf of horizontal
sections.
Let
D : ΩX ⊗ E → ΩX ⊗ (ΩX ⊗ E)
be the trivial connection corresponding to the basis of ΩX ⊗ E formed by
the sections dxa ⊗ vl, where a = 1, . . . , n and l = 1, . . . , e. Thus D is the
unique connection on ΩX ⊗ E that vanishes on the sections dxa ⊗ vl. Let
D : P1X(ΩX ⊗ E)→ ΩX ⊗ (ΩX ⊗ E)
be the corresponding OX-linear map.
By Proposition 2.48, the second intrinsic differentials of s and s+ δt are
the images of these sections under the composition of OΣ-linear maps
(P2XE)Σ HomX(TX ,HomX(TX , E))Σ HomΣ(K,HomΣ(K,C)).
D∇ η
For a = 1, . . . , n, let εa := d
2
Xxa − xa ∈ Γ(X,P2X ). Then the sections
1, εa, εaεb ∈ Γ(X,P2X ), where a, b = 1, . . . , n, form a basis for P2X as an
OX -module; and the sections d
2
Ev1, . . . , d
2
Eve ∈ Γ(X,P2XE) form a basis for
P2XE as a P
2
X -module.
To prove both assertions, it suffices to show that
D∇(d2Evl) = D∇vl
D∇(εa · d2Evl) = dxa ⊗∇vl
D∇(εaεb · d2Evl) = (dxa ⊗ dxb + dxb ⊗ dxa)⊗ vl
for all a, b = 1, . . . , n and l = 1, . . . , e. Note that the third equation implies
ηD∇δ = B, as
δ(dxadxb ⊗ vl) = εaεb · d2Evl
for all a, b and l.
Clearly,
D∇(d2Evl) = D(d1Ω⊗E(∇vl))
= D∇vl
for all l, as required.
Next, by the Leibniz rule, we have
∇(εa · d2Evl) = d(εa)⊗ d1Evl + εa · ∇(d2Evl)
for all a and l. Here d¯ denotes the OX-linear map P
2
X → P1X(ΩX) induced
by the differential d : OX → ΩX ; the tensor product refers to the canonical
isomorphism
P
1
X(ΩX)⊗P1
X
P
1
X(E) = P
1
X(ΩX ⊗ E);
and εa denotes the image of εa under the natural map P
2
X → P1X . Note that
this image is identified with dxa under the canonical splitting P
1
X = ΩX⊕OX .
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Note also that
d¯(εa) = d¯(d
2
Xxa − xa)
= d1Ω(dxa)− xad1Ω(d(1))
= d1Ω(dxa)
for all a. Thus
∇(εa · d2Evl) = d1Ω(dxa)⊗ d1Evl + dxa · d1Ω⊗E(∇vl)
= d1Ω⊗E(dxa ⊗ vl) + dxa · d1Ω⊗E(∇vl),
for all a and l.
By the Leibniz rule,
D(dxa · d1Ω⊗E(∇vl)) = d˜(dxa)⊗∇vl + dxa ·D(d1Ω⊗E(∇vl))
for all a and l. Here d˜ denotes the OX -linear map P
1
X → ΩX induced by
the differential d : OX → ΩX , and dxa denotes the image of dxa under the
canonical map P1X → OX . These are the two maps that define the canonical
splitting P1X = ΩX ⊕ OX , so d˜(dxa) = dxa and dxa = 0 for all a. Thus
D(dxa · d1Ω⊗E(∇vl)) = dxa ⊗∇vl,
hence
D∇(εa · d2Evl) = D(d1Ω⊗E(dxa ⊗ vl) + dxa · d1Ω⊗E(∇vl))
= D(dxa ⊗ vl) + dxa ⊗∇vl
= dxa ⊗∇vl
for all a and l, as required.
By the Leibniz rule, we have
∇(εaεb · d2Evl) = d¯(εaεb)⊗ d1Evl + εaεb · ∇(d2Evl)
for all a, b and l. Here εaεb denotes the image of εaεb under the natural map
P2X → P1X . This image is zero because εaεb is the image of dxadxb under
the canonical map S2ΩX → P2X . Again by the Leibniz rule,
d¯(εaεb) = εad¯(εb) + εbd¯(εa)
= dxa · d1Ω(dxb) + dxb · d1Ω(dxa)
for all a and b. Therefore
∇(εaεb · d2Evl) = dxa · d1Ω⊗E(dxb ⊗ vl) + dxb · d1Ω⊗E(dxa ⊗ vl)
for all a, b and l.
To conclude, note that, by the Leibniz rule,
D(dxa · d1Ω⊗E(dxb ⊗ vl)) = d˜(dxa)⊗ (dxb ⊗ vl) + dxa ·D(d1Ω⊗E(dxb ⊗ vl))
= dxa ⊗ dxb ⊗ vl
for all a, b and l. Thus
D∇(εaεb · d2Evl) = dxa ⊗ dxb ⊗ vl + dxb ⊗ dxa ⊗ vl
for all a, b and l, as required. 
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6. Degeneracy loci in bundles of bilinear maps
Let S be a scheme. Let E and F be locally free sheaves of finite rank
on S. Let 2E denote one of two OS-modules: either S
2E or ∧2E. Let
H := V(HomS(
2E,F ))
be the vector bundle over S associated to the locally free OS-module
HomS(
2E,F ). Let h : (2E)H → FH be the tautological map.
Let
θ : HomS(E ⊗ E,F ) ∼−→ HomS(E,Hom(E,F ))
be the OS-linear isomorphism that sends b 7→ (v 7→ b(v ⊗−)).
Let e and f denote the respective ranks of E and F as locally free OS-
modules. Suppose that f ≥ 1. Let j be an integer such that 0 ≤ j ≤ e.
Proposition 2.53. The degeneracy locus Σj(θh) \ Σj+1(θh) ⊆ H is
smooth over S, of pure relative codimension
j(e − j)(f − 1) + 12j(j ± 1)f
in H over S. The symbol ± appearing in this expression should be read as
“plus” if 2E = S2E and as “minus” if 2E = ∧2E.
Proof. Let
(θh)∨ : (E ⊗ F∨)H → E∨H
be the dual of θh. Then
Σj(θh) \ Σj+1(θh) = Σj((θh)∨) \ Σj+1((θh)∨),
see Proposition 1.17. By Remark 1.22, this degeneracy locus is isomorphic
as a scheme over S to an open subscheme of the scheme Z of Proposition
2.54 below. The result therefore follows from that proposition. 
As in Construction 1.21, let G := Gj(E
∨
H) be the Grassmannian of rank
j quotients of E∨H over H, let q : E
∨
G ։ Q be the universal quotient on G,
and let Z be the closed subscheme of G defined by the equation q◦(θh)∨G = 0.
Proposition 2.54. The scheme Z is smooth over S, of pure relative
dimension
1
2e(e± 1)f − j(e− j)(f − 1)− 12j(j ± 1)f
over S. The symbol ± appearing in this expression should be read as “plus”
if 2E = S2E and as “minus” if 2E = ∧2E.
Proof. Suppose for definiteness that 2E = ∧2E. It will be clear
that the argument that follows implies the result also in the case where
2E = S2E.
The question being local on S, we may assume that E and F are free as
OS-modules. Write E = E1 ⊕ E2, where the two summands are generated
by complementary subsets of a basis of E and E1 has rank j. Let U ⊆ G
be the largest open subset over which the OG-linear map
q|E∨
1
: (E1)
∨
G → Q
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is surjective, and hence an isomorphism. Such open subsets of G obtained
from partitions of the basis of E form a cover of G, so it suffices to show
that U ∩ Z is a smooth S-scheme of relative dimension
1
2e(e− 1)f − j(e − j)(f − 1)− 12j(j − 1)f.
Let t1, . . . , tf ∈ Γ(S,F ) form a basis of F as an OS-module. Each of the
OH -linear maps
(θh∨)(tl) : EH → E∨H
is represented by a skew-symmetric matrix of size e and entries in Γ(H,OH).
The collection of these entries (with l varying) induces an isomorphism of
schemes
H
∼−→ A(1/2)e(e−1)fS
over S, see Remark 1.5.
For each l = 1, . . . , f and u, v = 1, 2, let hluv denote the composition
(Ev)H EH E
∨
H (Eu)
∨
H .
(θh∨)(tl)
Then we may write
(θh∨)(tl) =
[
hl11 h
l
12
hl21 h
l
22
]
.
Note the identities
(hl11)
∨ = −hl11, (hl12)∨ = −hl21, and (hl22)∨ = −hl22.
Let q′ denote the composition
(E2)
∨
U E
∨
U QU (E1)
∨
U .
qU (qU |E1)
−1
∼
Then q′ is represented by a matrix of shape j×(e−j) and entries in Γ(U,OG).
These entries define one of the standard affine charts on the Grassmannian,
an isomorphism of schemes
U
∼−→ Aj(e−j)H
over X.
For each l = 1, . . . , f , the composition
(E1 ⊕ E2)U (E1 ⊕ E2)∨U QU (E1)∨U
(θh∨)(tl) qU (qU |E1)
−1
∼
is given by the matrix product[
1 q′
] [hl11 hl12
hl21 h
l
22
]
=
[
hl11 + q
′hl21 h
l
12 + q
′hl22
]
.
Thus Z ∩ U is the subscheme of U defined by the equations
(2.5) hl11 + q
′hl21 = 0 and h
l
12 + q
′hl22 = 0,
where l = 1, . . . , f .
Another set of equations defining Z ∩ U as a subscheme of U is
(2.6) hl11 − q′hl22(q′)∨ = 0 and hl12 + q′hl22 = 0,
where l = 1, . . . , f . Indeed, in the presence of the dual (hl12)
∨+(q′hl22)
∨ = 0
of the second equation in (2.5) and (2.6), the following holds:
hl21 = −(hl12)∨ = +(q′hl22)∨ = (hl22)∨(q′)∨ = −hl22(q′)∨
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The j(e − j)f entries of the matrices representing the OU -linear maps
hl12 are independent coordinates on
U ∼= A(1/2)e(e−1)f+j(e−j)S .
The entries of the matrices representing q′hl22 are (quadratic) polynomials
in a disjoint set of coordinates. Therefore the subscheme W ⊆ U defined by
the equations hl12 + q
′hl22 = 0 (where l varies) is an affine space over S of
relative dimension
[12e(e− 1)f + j(e − j)]− j(e − j)f.
The equations hl11 − q′hl22(q′)∨ = 0 define Z ∩ U as a subscheme of W .
The j2f entries of the matrices representing the OU -linear maps h
l
11 are
coordinates on U . Of these coordinates, (1/2)j(j − 1)f are independent,
corresponding to the skew-symmetry of hl11. They do not occur in the
matrices representing the hl12 and q
′hl22, nor in skew-symmetric matrices
representing the q′hl22(q
′)∨. Therefore Z ∩ U is an affine space over S of
relative dimension
[12e(e − 1)f + j(e− j)] − j(e− j)f − 12j(j − 1)f.
The result follows. 
7. Second-order singularities of generic sections
Let S be a scheme. Suppose that either 2 is invertible or 2 = 0 in OS .
Let X be a smooth scheme over S. Let E be a locally free sheaf of finite rank
on X. Let ∇ : E → ΩX ⊗ E be a connection. Suppose that E is generated
as an OX -module by its subsheaf of horizontal sections ker(∇) ⊆ E.
Let i and j be nonnegative integers. For m = 1, 2,
• let Jm → X be the vector bundle associated to the locally free
OX -module P
m
XE
• let sm ∈ Γ(Jm, (PmXE)Jm) be the tautological section; and
• let Σm denote the critical locus Σi(sm) \ Σi+1(sm) ⊆ Jm.
Let q : J2 ։ J1 be the morphism of schemes over X induced by the natural
surjection P2XE → P1XE, see Remark 2.14. Note that q is smooth and
surjective by Proposition 2.5.
Remark 2.55. The tautological sections s1 and s2 have covariant deriva-
tives
∇s1 ∈ Γ(J1, (ΩX ⊗ E)J1) and ∇s2 ∈ Γ(J2,P1X(ΩX ⊗ E)J2),
see Remark 2.15. These are related as follows: the image of ∇s2 under the
natural OX -linear map
P
1
X(ΩX ⊗ E)→ ΩX ⊗ E
is equal to q∗(∇s1). Thus q−1Σ1 = Σ2 as subschemes of J2 by the functo-
riality of degeneracy loci, see Proposition 1.18. In other words, we have a
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Cartesian diagram:
(2.7)
Σ2 J
2
Σ1 J
1

q
Let n denote the relative dimension of X over S. Let e denote the rank
of E as a locally free OX -module. Let m := min(n, e).
Proposition 2.56. The second-order singular locus Σi,j(s2)\Σi,j+1(s2) ⊆
Σ2 is smooth over X, of pure relative codimension
i(|n− e|+ i) + j(n−m+ i− j)(e −m+ i− 1) + 12j(j ± 1)(e−m+ i)
in J2 over X. The symbol ± appearing in this expression should be read as
“plus” if 2 is invertible in OS and as “minus” if 2 = 0 in OS.
Proof. Combining the Cartesian diagram (2.7) with Proposition 2.35,
which states that the critical locus Σ1 is smooth over X, of pure relative
codimension i(|n − e|+ i) in J1 over X, we see that the critical locus Σ2 is
smooth over Σ1, hence over X, of pure relative codimension i(|n− e|+ i) in
J2 over X. The result therefore follows from Proposition 2.57 below. 
Proposition 2.57. The second-order singular locus Σi,j(s2)\Σi,j+1(s2) ⊆
Σ2 is smooth over Σ1, of pure relative codimension
j(n−m+ i− j)(e −m+ i− 1) + 12j(j ± 1)(e−m+ i)
in Σ2 over Σ1. The symbol ± appearing in this expression should be read as
“plus” if 2 is invertible in OS and as “minus” if 2 = 0 in OS.
Proof. Let K and C respectively denote the kernel and cokernel of the
OΣ1-linear map (∇s1)Σ1 : (TX)Σ1 → EΣ1 . The second intrinsic differential
of s2 on Σ2 is an OΣ2-linear map
d2Σ2s2 : q
∗K → q∗HomΣ1(K,C),
see Definition 2.49, Remark 2.55 and Proposition 1.20.
Let
θ : HomΣ1(K ⊗K,C) ∼−→ HomΣ1(K,HomΣ1(K,C))
be the OΣ1-linear isomorphism that sends b 7→ (v 7→ b(v ⊗−)). Let

2K :=
{
S2K if 2 is invertible in OS
∧2K if 2 = 0 in OS .
By Proposition 2.52, the inverse image θ−1(d2Σ2s2) is contained in the sub-
sheaf
HomΣ1(
2K,C) ⊆ HomΣ1(K ⊗K,C).
Let H → Σ1 be the vector bundle associated to the locally free OΣ1-
module HomΣ1(
2K,C). Let h : (2K)H → CH be the tautological map.
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For each nonnegative integer j′, we have a commutative diagram with Carte-
sian square as follows.
Σi,j(s2) \Σi,j+1(s2) Σj(θh) \ Σj+1(θh)
Σ2 H
Σ1

θ−1(d2
Σ2
s2)
The subscheme Σj(θh)\Σj+1(θh) ⊆ H is smooth over Σ1, of pure relative
codimension (2.57) in H over Σ1, by Proposition 2.53. To complete the
proof, it suffices to show that the arrow θ−1(d2Σ2s2) is smooth and surjective.
We do this by verifying the hypotheses of Lemma 2.58 below.
First, the short exact sequence (2.2) gives the Σ1-scheme Σ2 the structure
of a principal bundle under Σ1-group scheme
V(S2ΩX ⊗ E)×X Σ1,
see Example 2.4. Second, there is a natural OΣ1-linear map
B′ : (S2ΩX ⊗ E)Σ1 ։ HomΣ1(2K,C),
by Remark 2.51. The map B′ is surjective, so induces a smooth surjection
between the corresponding vector bundles over Σ1, by Proposition 2.5. And
third, the map θ−1(d2Σ2s2) is B
′-equivariant, by Proposition 2.52. Thus
Lemma 2.58 applies and the result follows. 
Lemma 2.58. Let Z be a scheme. Let ϕ : G→ H be a homomorphism of
group schemes over Z. Let P be a principal G-bundle. Let Q be a principal
H-bundle. Let f : P → Q be a ϕ-equivariant morphism of schemes over Z.
If ϕ is smooth and surjective, then f is smooth and surjective.
Proof. The properties of smoothness and surjectivity of a morphism
of schemes are local in the Zariski topology of its target. We may therefore
assume that P = G and that Q = H.
Let W be a scheme over Z. Let g : W → G be a morphism over Z,
which we view as a W -valued point of G. Let e : Z → G denote the identity
section of G. Then
f(g) = f(geW ) = ϕ(g)f(e)W .
Thus f agrees with ϕ up to the automorphism ofH given by right translation
by f(e). The result follows. 
Suppose that S is the spectrum of an infinite field k.
Corollary 2.59. Let W ⊂ Γ(X,E) be a k-linear subspace of finite
dimension. Suppose that d2E(W ) generates P
2
XE as an OX -module. Let
s ∈W be a general section. Then every irreducible component of the second-
order singular locus Σi,j(s) \ Σi,j+1(s) ⊆ X has codimension
i(|n− e|+ i) + j(n−m+ i− j)(e −m+ i− 1) + 12j(j ± 1)(e−m+ i)
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in X. The symbol ± appearing in this expression should be read as “plus” if k
has characteristic different from 2 and as “minus” if k has characteristic 2.
Furthermore, if k has characteristic zero, then Σi,j(s) \Σi,j+1(s) is smooth.
Proof. Follows from the combination of Propositions 2.7 and 2.56, see
the proof of the corresponding result for first-order singularties (Corollary
2.36). 

CHAPTER 3
Irrationality
1. A necessary condition for separable uniruledness
Definition 3.1. Let X be an integral scheme. Let F be a sheaf of OX-
modules. The torsion subsheaf of F , denoted Ftors, is the kernel of the
natural map F → F ⊗OX k(X).
Remark 3.2. A dominant map of integral schemes f : Y → X induces
an OX -linear map k(X)→ f∗k(Y ), hence a natural diagram of OY -modules:
f∗(Ftors) f
∗F f∗(F ⊗OX k(X))
(f∗F )tors f
∗F f∗F ⊗OY k(Y )
α β
The natural map f∗(F/Ftors) → (f∗F )/(f∗M)tors is an isomorphism, see
Lemma 3.24 and Remark 3.27 below.
The proof of the main theorem in this thesis makes use of the following
strengthening of a result of Kolla´r’s [Kol95, Lemma 7].
Lemma 3.3. Let k be a field with algebraic closure k¯. Let X be a
geometrically integral, proper k-scheme. Let i be a positive integer. Let
T := (ΩiX)tors. Let Q be a big line bundle on X. Suppose that there ex-
ists an injection of OX -modules q : Q →֒ ΩiX/T . Then Xk¯ is not separably
uniruled, hence not ruled.
Remark 3.4. Thus we do not assume that X is smooth, as Kolla´r does.
If resolutions of singularities are known to exist, the lemma stated follows
from the one in [Kol95]. The proof that we give below is modeled on
Kolla´r’s.
Remark 3.5. The reason we divide by torsion in the statement of
Lemma 3.3 is that, when X is singular, it can be easier to produce a map
from a line bundle into ΩiX/T than one into Ω
i
X . Below we will start with a
map q′ : Q→ ΩiX ⊗ k(X) and show that, locally on X, it factors through a
map Q→ ΩiX . The factoring maps won’t glue, in general, but their existence
implies the image of q′ is contained in the subsheaf ΩiX/T ⊆ ΩiX ⊗ k(X).
Proof. By Chow’s lemma, there exists a projective k-variety X ′ and a
birational map π : X ′ → X. The composition
π∗Q
pi∗q−−→ q∗(ΩiX)/(q∗ΩiX)tors → ΩiX′/(ΩiX′)tors
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is injective at the generic point X ′, hence everywhere, since q∗Q is torsion
free. Therefore, after replacing X with X ′, we may assume that X is pro-
jective. Similarly, considering the projection Xk¯ → X, we may furthermore
assume that k is algebraically closed.
Aiming for a contradiction, suppose that X is separably uniruled. Then
there exists an irreducible k-variety Y together with a generically finite,
dominant and separable rational map f : Y ×P1 99K X.
The restriction
f : Speck(Y )×P1 = P1k(Y ) 99K X
is a morphism by properness of X. Thus by shrinking Y we may assume f
is a morphism.
Being f separable and generically finite, the natural map
(3.1) f∗ΩX → ΩY×P1
is surjective at the generic point of Y ×P1. Because X is generically smooth,
we have
dimk(X)(ΩX⊗k(X)) = dimX = dimY+1 ≤ dimk(Y×P1)(ΩY×P1⊗k(Y×P1)).
It follows that (3.1) is bijective at the generic point of Y × P1 and that Y
is generically smooth. Shrinking Y , we may assume Y is smooth.
The ith exterior power of (3.1) vanishes on f∗T by smoothness of Y .
The resulting composition
f∗Q→ f∗(ΩiX/T )→ ΩiY×P1
is injective at the generic point of Y ×P1. Because f∗Q is torsion free, the
composition is in fact injective everywhere. More generally, for any integer
m > 0, the map
f∗Q⊗m → (ΩiY×P1)⊗m
is injective at the generic point of Y ×P1 and therefore everywhere.
Let V ⊆ Y × P1 be the open subset of consisting of the the points
z ∈ Y ×P1 such that the map
f∗Q⊗ k(z)→ ΩiY×P1 ⊗ k(z)
is injective. Thus, given a section s ∈ f∗Q⊗m and a point z ∈ V , to
check whether s vanishes at z it suffices to check whether the image of s in
(ΩiY×P1)
⊗m vanishes at z. Note that V contains the generic point of Y ×P1,
so is dense.
Because Q is big, there exist, by Kodaira’s lemma, Cartier divisors A
and E on X, the first very ample and the second effective, and an integer
m > 0 such that there exists an isomorphism Q⊗m ∼= OX(A + E). Choose
such A, E and m and let U := X \ E.
Because f is generically finite, there exists a dense open subset U ′ ⊆ X
over which f is finite.
Let W = f−1(U ∩U ′)∩V . This is a dense open subset of Y ×P1. Hence
there exists a closed point y ∈ Y such that the intersection (y ×P1) ∩W is
nonempty. This intersection in fact contains infinitely many closed points,
so by definition of U ′ there are two of them, say z1, z2 ∈ (y×P1)∩W , which
have distinct images in U ′ ∩U ⊆ X. By definition of U , these two points z1
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and z2 are separated by a global section of f
∗Q⊗m. By definition of V , it
follows that z1, z2 ∈ y ×P1 are separated by global sections of (ΩiY×P1)⊗m.
This is impossible, since
(3.2) H0(Y ×P1, (ΩiY×P1)⊗m) = H0(Y, (ΩiY )⊗m)⊗k H0(P1,OP1).
To verify (3.2), we compute:
(ΩiY×P1)
⊗m = (∧i(pr∗1ΩY ⊗ pr∗2ΩP1))⊗m
= (∧ipr∗1ΩY ⊕ (∧i−1pr∗1ΩY ⊗ pr∗2ΩP1))⊗m
= ⊕a+b=mpr∗1((∧i−1ΩY )⊗a ⊗ (∧iΩY )⊗b)⊗ pr∗2(ΩP1)⊗a
The Ku¨nneth formula (see [Kem93, Proposition 9.2.4] or [The18, Tag
0BEF]) now gives (3.2), since Ω⊗a
P1
has no global sections for a > 0. 
2. Inseparable covers
Let k be a field of positive characteristic p. LetX be a smooth, connected
scheme of dimension n over k.
Definition 3.6. The (absolute) Frobenius morphism of X is the
morphism of schemes FX : X → X that acts as the identity on the topo-
logical space of X and whose co-morphism F#X : OX → (FX)∗OX sends
f 7→ fp.
Remark 3.7. If M is a sheaf of OX-modules, the pushforward (FX)∗M
has the same underlying sheaf of abelian groups as M , but is equipped with
the action of OX given by f · s = fps.
Example 3.8. Let L be an invertible sheaf on X. Then the sheaf mor-
phism L → (FX)∗L⊗p that sends s 7→ s⊗p is OX -linear. By adjunction, it
induces a map OX -modules F
∗
XL→ L⊗p, which is an isomorphism. (To see
this, consider transition functions.)
Let E be a locally free OX -module of finite rank e. Suppose that e ≤ n.
Definition 3.9. The canonical connection on the Frobenius pullback
F ∗XE is the sheaf morphism
∇ : F ∗XE → ΩX ⊗ F ∗XE.
induced by the universal derivation d : OX → ΩX , which is an F−1X OX -linear
map, via the canonical isomorphism F ∗XE
∼= F−1X E ⊗F−1O OX .
In the sequel we regard the Frobenius pullback F ∗XE as equipped with
its canonical connection ∇. Hence we may speak of critical loci of sections
of this bundle.
Let s ∈ Γ(X,F ∗XE) be a global section.
Example 3.10. Suppose that the OX-moduleE is free. Let {v1, . . . , ve} ⊆
Γ(X,E) be a basis. Then
s = f1 · F ∗Xv1 + · · ·+ fe · F ∗Xve
for uniquely determined f1, . . . , fe ∈ Γ(X,OX ), and
∇s = df1 ⊗ F ∗Xv1 + · · ·+ dfe ⊗ F ∗Xve.
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The first critical locus of s, which is by definition equal to the first degeneracy
locus of the map TX → F ∗XE induced by ∇s, is the subscheme
Σ1(s) = {df1 ∧ · · · ∧ dfe = 0} ⊆ X.
Construction 3.11. Let V := V(E) be the vector bundle associated
to E. Let π : V → X be the projection. Let FV : V → V be the absolute
Frobenius morphism of V . Then the following diagram commutes:
V V
X X
FV
pi pi
FX
Let τ ∈ Γ(V, π∗E) be the tautological section. The inseparable cover of
X determined by s is the restriction of π to
X[
p
√
s] := {F ∗V τ = π∗s} ⊆ V(E).
Example 3.12. Suppose that the OX-moduleE is free. Let {v1, . . . , ve} ⊆
Γ(X,E) be a basis. Then
s = f1 · F ∗Xv1 + · · ·+ fe · F ∗Xve
for uniquely determined f1, . . . , fe ∈ Γ(X,OX ). The vector bundle associ-
ated to E is V = X ×Ae. Let t1, . . . , te denote the coordiantes on Ae. The
tautological section τ ∈ Γ(V, π∗E) is
τ = t1 · π∗v1 + · · ·+ te · π∗ve.
Because πFX = FV π, the Frobenius pullback of τ is
F ∗V τ = t
p
1 · π∗F ∗Xv1 + · · · + tpe · π∗F ∗Xve.
Thus X[ p
√
s] is the subscheme
{tp1 − f1 = · · · = tpe − fe = 0} ⊂ X ×Ar.
Example 3.13. If E is invertible, the inseparable cover π : X[ p
√
s]→ X
is cyclic of degree p, see Example 3.8 and Definition 3.40 below.
Proposition 3.14. The morphism π : X[ p
√
s] → X is finite, flat and
induces a homeomorphism of underlying spaces.
Proof. If A is a ring and f ∈ A, then A[t]/(tp − f) is free A-module
of rank p. Hence π : X[ p
√
s]→ X is finite and flat. If K is an algebraically
closed field of characteristic p and f ∈ K, then the spectrum of K[t]/(tp−f)
consists of a single point. Thus the fibers of π : X[ p
√
s]→ X consist of single
points. The result follows. 
Proposition 3.15. The inseparable cover X[ p
√
s] is a local complete
intersection of codimension e in the smooth k-scheme V(E).
Proof. Clear from the local picture of Example 3.12. 
Proposition 3.16. The inverse image π−1Σ1(s) ⊆ X[ p√s] is the locus
where X[ p
√
s] is not smooth over k.
2. INSEPARABLE COVERS 51
Proof. This follows from Propositions 3.18 and 3.19 below, but we give
a direct argument. In the notation of Example 3.12, we have d(tpl−fl) = −dfl
for all l = 1, . . . , e. On the other hand, Σ1(s) = {df1 ∧ · · · ∧ dfe = 0} as
subschemes of X, by Example 3.10. Thus π−1Σ1(s) ⊆ X[ p√s] is the locus
where the differentials of the equations defining X[ p
√
s] as a subscheme of
V(E) are not independent. 
Proposition 3.17. Let c denote the codimension of Σ1(s) in X.
(1) X[ p
√
s] is geometrically integral if, and only if, c ≥ 1.
(2) X[ p
√
s] is geometrically normal if, and only if, c ≥ 2.
Proof. Let k be an algebraic closure of k. Note that X[ p
√
s]k¯ is home-
omorphic to Xk¯, hence irreducible. Being a local complete intersection,
X[ p
√
s]k¯ has Serre’s property Sl for every l ≥ 0. In particular, X[ p
√
s]k¯ is
reduced if, and only if, it is regular in codimension zero; and X[ p
√
s]k¯ is
normal if, and only if, it is regular in codimension 1. 
Let C denote the cokernel of the OX -linear map F
∗
XE
∨ → ΩX induced
by the covariant derivative ∇s.
Proposition 3.18. Let Y := X[ p
√
s]. The sheaf of differentials of Y sits
in a short exact sequence
0 π∗C ΩY π
∗E∨ 0,α
where the map α is induced by the co-differential dπ∨ : π∗ΩX → ΩY .
Proof. Let I ⊆ OV denote the ideal sheaf of Y in V := V(E). Let dY :
I/I2 → (ΩV )Y be the OY -linear map appearing in the co-normal sequence
of Y in V , so that dY (g¯) = dg for all g ∈ I.
Pairing with the section F ∗V τ − π∗s induces a surjective OV -linear map
(F ∗XE)
∨
V → I. Let θ : π∗F ∗XE∨ → I/I2 be the corresponding OY -linear map.
Then θ is a surjection of locally free sheaves of the same rank e, hence an
isomorphism.
By the second sentence in the proof of Proposition 3.16, the following
diagram is commutative:
0 π∗F ∗XE
∨ I/I2 0 0
0 π∗ΩX (ΩV )Y (ΩV/X)Y 0
θ
∼
−∇s dY
dpi∨
Its bottom row is exact because V is a vector bundle over X. Noting the
canonical isomorphism E∨V = ΩV/X and applying the Snake Lemma yields
the desired short exact sequence. 
Proposition 3.19. The complement X \Σ1(s) is the largest open subset
of X over which C is locally free of rank n− e and the sequence
0 F ∗XE
∨ ΩX C 0
∇s
is exact.
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Proof. Set-theoretically, the critical locus Σ1(s) is the subset of X over
which the map TX → F ∗XE induced by ∇s has less-than-full rank. This
implies that X \ Σ1(s) is the subset of X over which C has constant rank
n− e, since the rank of matrix is equal to that of its transpose. The scheme
X is reduced, so the result follows. 
Let Q denote the double dual of the OX -module ∧n−eC.
Proposition 3.20. Let c denote the codimension of Σ1(s) in X.
(1) If c ≥ 1, then Q is invertible.
(2) If c ≥ 2, then Q ∼= ωX ⊗ (detE)⊗p.
Proof. By Proposition 3.19,
Q = ωX ⊗ det(F ∗XE) = ωX ⊗ (detE)⊗p
over X \Σ1(s). Both statements follow, since reflexive sheaves of rank 1 on
regular schemes are invertible and are determined by their restrictions to
open subsets whose complements have codimension at least 2. 
Construction 3.21. Suppose Σ1(s) has codimension at least 1 in X, so
that Y := X[ p
√
s] is integral and generically smooth, and Q is an invertible
OX -module. By Proposition 3.18, the co-differential dπ
∨ : π∗ΩX → ΩY
factors through an injective OY -linear map α : π
∗C → ΩY . Taking duals
of coherent sheaves commutes with flat pullback, so α induces an OY -linear
map
π∗Q = (∧n−eπ∗C)∨∨ → (Ωn−eY )∨∨.
Composing with the natural map (Ωn−eY )
∨∨ → Ωn−eY ⊗ k(Y ), yields an OY -
linear map
π∗Q→ Ωn−eY ⊗ k(Y ),
which is injective at the generic point of Y , hence everywhere.
3. Remarks on torsion-free quotients
Although we are primarily interested in integral schemes, we record in
this section observations that apply to arbitrary rings. This will allow us to
comfortably work with completed local rings later.
If R is a ring, we denote by FracR its total ring of fractions. Thus
FracR is the localization R at the multiplicative system consisting of the
nonzerodivisors in R.
Definition 3.22. Let R be a ring. LetM be an R-module. The torsion
submodule of M , denoted Mtors, is the kernel of the natural map M →
M ⊗R FracR.
Remark 3.23. Let ϕ : R → S be ring map. Suppose that ϕ sends
nonzerodivisors of R to nonzerodivisors of S, which holds for example if ϕ
is flat. Then ϕ induces a natural map FracR→ FracS, hence a diagram as
follows for each R-module M .
0 (Mtors)⊗R S M ⊗R S (M ⊗R FracR)⊗R S
0 (M ⊗R S)tors M ⊗R S (M ⊗R S)⊗S FracS
α β
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Lemma 3.24. Notation as in Remark 3.23. Suppose that M ⊗R FracR
is flat over FracR. Then β is injective. Hence, α is surjective and
(M/Mtors)⊗R S = (M ⊗R S)/(M ⊗R S)tors.
Thus, if R is a domain, then α is surjective. This can fail in general, see
Example 3.25 below.
Proof. The natural map S → FracS is injective by the definition of
a nonzerodivisor. Taking the tensor product of this map with the flat R-
module FracR, we obtain an injection
Frac(R)⊗R S → Frac(R)⊗R Frac(S) = Frac(S).
Taking the tensor product of this injection with the flat Frac(R)-module
M ⊗R Frac(R), we recover the map β. Thus β is injective, which implies by
a diagram chase that α is surjective, as desired. 
Example 3.25. Let k be a field. Let x, y, z be indeterminates. Suppose
that R is the localization of the ring k[x, y, z]/〈xz, yz, z2〉 at the maximal
ideal 〈x, y, z〉. Suppose that S = Rx and that ϕ : R→ S is the localization
map, which is flat. Finally, suppose that M = R/〈y〉.
Then Mtors = 0. Indeed, the unique maximal ideal of R is an associated
prime of R, hence consists entirely of zerodivisors. This implies that the
natural map R→ FracR is an isomorphism.
But (M ⊗R S)tors 6= 0. To see this, we first note that S = Rx =
(k[x, y]〈x,y〉)x, which implies that FracS = k(x, y). Thus M ⊗R FracS = 0,
while
M ⊗R S = (R/〈y〉)x = (k[x, z]/〈xz, z2〉〈x,z〉)x = (k[x]〈x〉)x 6= 0.
The following result will be used in the proof of Proposition 3.29 below.
Lemma 3.26. Let p : P → M ⊗R FracR be a map of R-modules. Let p′
denote the composition
P ⊗R S p⊗1−−→ (M ⊗R FracR)⊗R S β−→M ⊗R FracS.
Suppose that ϕ : R → S is faithfully flat and that M ⊗R FracR is flat over
FracR. Then p factors through M/Mtors if, and only if, p
′ factors through
(M ⊗R S)/(M ⊗R S)tors.
Proof. Write N =M/Mtors and N
′ =M⊗RFracR, and let ι : N → N ′
denote the natural inclusion. To prove the nontrivial implication, suppose
that p′ factors through (M ⊗R S)/(M ⊗R S)tors. Then p⊗ 1 factors through
a map π′ : P ⊗R S → N ⊗R S, by Lemma 3.24.
P ⊗R S N ′ ⊗R S M ⊗R FracS
N ⊗R S (M ⊗R S)/(M ⊗R S)tors
p⊗1
pi′
β
ι⊗1
∼
Any ring map S → T induces a natural functor
−⊗S T : (S-modules)→ (T -modules).
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Applying to π′ the functors induced by the R-algebra maps S ⇒ S ⊗R S
that send s 7→ s⊗ 1 and s 7→ 1⊗ s, we obtain two S ⊗R S-linear maps,
P ⊗R S ⊗R S ⇒ N ⊗R S ⊗R S.
By functoriality, the composition of either map with ι⊗ 1⊗ 1 (an injection)
equals p ⊗ 1 ⊗ 1. Therefore the two maps coincide. It follows by faithfully
flat descent that there exists a unique map of R-modules π : P → N such
that π′ = π⊗ 1. This map gives the desired factorization of p, since p⊗ 1 =
(ι ◦ π)⊗ 1 implies p = ι ◦ π by faithful flatness of ϕ : R→ S. 
Remark 3.27. Let X be an integral scheme. Let F be a sheaf of OX-
modules. Let x ∈ X be a point. Then (Ftors)x = (Fx)tors, since passing to
stalks is exact.
Lemma 3.28. Let f : Y → X be a faithfully flat map of integral schemes.
Let F be a sheaf of OX -modules. Let q : Q→ F ⊗OX k(X) be a map of OX -
modules. Let q′ denote the composition
f∗Q
f∗q−−→ f∗(F ⊗OX k(X))→ f∗F ⊗OY k(Y ).
Then q factors through F/Ftors if, and only if, q
′ factors through (f∗F )/(f∗M)tors.
Proof. Follows from Lemma 3.26 via Remark 3.27. 
4. Irrational inseparable covers
Let k be a field of positive characteristic p. LetX be a smooth, connected
scheme of dimension n over k. Let E be a locally free of rank e on X.
Suppose that e ≤ n. Let ∇ denote the canonical connection on F ∗XE.
Let s ∈ Γ(X,F ∗XE) be a section. Let π : X[ p
√
s] → X be the corre-
sponding inseparable cover of X. Write Y := X[ p
√
s]. Let ρ : B → Y be the
blowup of the scheme-theoretic inverse image π−1Σ1(s) ⊆ Y .
Let C be the cokernel of the OX -linear map F
∗
XE
∨ → ΩX induced by
∇s. Let Q := (∧n−eC)∨∨.
Proposition 3.29. Suppose that
(1) Σ1(s) ⊆ X has codimension at least 2;
(2) Σ2(s) ⊆ X is empty; and
(3) Σ1,n−e−1(s) ⊆ X is empty.
Then Y is geometrically normal, B is geometrically integral, and the com-
position of natural maps
ρ∗π∗Q →֒ ρ∗Ωn−eY ⊗ k(B)
∼−→ Ωn−eB ⊗ k(B)
(see Construction 3.21) factors through the subsheaf Ωn−eB /(Ω
n−e
B )tors ⊆
Ωn−eB ⊗ k(B).
The proof of Proposition 3.29 will be given after that of Lemma 3.34
below.
Remark 3.30. Let x ∈ X be a k-rational point. The canonical connec-
tion ∇ : F ∗XE → ΩX ⊗ F ∗XE is a first-order differential operator, so induces
a k-linear map
(F ∗XE)⊗ OX,x/mi+1x → (ΩX ⊗ F ∗XE)⊗ OX,x/mix
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for each i ≥ 0. Taking inverse limits yields a k-linear map
(F ∗XE)⊗ ÔX,x → (ΩX ⊗ F ∗XE)⊗ ÔX,x,
which by abuse of notation we also denote by ∇. Similarly, the universal
derivation d : OX → ΩX induces a k-linear map ÔX,x → ΩX ⊗ ÔX,x, which
we also denote by d.
Remark 3.31. Let Σ denote the critical locus Σ1(s) \ Σ2(s) ⊆ X. Set-
theoretically, Σ is the locus in X where the covariant derivative ∇s : TX →
F ∗XE has constant rank e− 1. The second intrinsic differential
d2Σs : ker((∇s)Σ)→ HomΣ(ker((∇s)Σ), coker((∇s)Σ)).
is a map of locally free OΣ-modules of rank n− e+1. Set-theoretically, the
singular locus Σ1,n−e−1(s) is the locus in Σ where d2Σs has rank at most
n− e+ 1− (n− e− 1) = 2.
Note that Σ1,n−e−1(s) can only be empty if n− e+1 ≥ 3, since the rank
of a matrix is no larger than its dimensions. If p = 2, the second intrinsic
differential d2Σs is skew-symmetric by Proposition 2.52, hence has even rank.
In this case, Σ1,n−e−1(s) can only be empty if n− e+ 1 ≥ 4.
Remark 3.32. Let x ∈ X be a k-rational point. Suppose that x 6∈ Σ2(s).
Then there exist
(1) an isomorphism of local k-algebras
ÔX,x
∼= k[[x1, . . . , xn]];
(2) a basis {v1, . . . , ve} of E ⊗ ÔX,x as an ÔX,x-module;
(3) constants c1, . . . , ce−1 ∈ k; and
(4) a power series f ∈ k[[x1, . . . , xn]]
such that
s = (c1 + x1) · F ∗Xv1 + · · ·+ (ce−1 + xe−1) · F ∗Xve−1 + f · F ∗Xve,
in F ∗XE ⊗ ÔX,x, see Corollary 1.39.
Remark 3.33. Let Σ denote the critical locus Σ1(s)\Σ2(s) ⊆ X. Let x ∈
Σ be a k-rational point. Suppose that x 6∈ Σ1,n−e−1(s), so that the second
intrinsic differential d2Σs has rank at least 3 at x. Then the isomorphism,
basis, constants and power series of Remark 3.32 may be chosen so that
f = q + h, where
q =
{
x2e + x
2
e+1 + x
2
e+2 if char(k) 6= 2
xexe+1 + xe+2xe+3 if char(k) = 2.
and h ∈ k[[x1, . . . , xn]] is a power series that does not involve the variables
occurring in q, see Proposition 1.44.
Lemma 3.34. Let x ∈ X be a k-rational point. Suppose that x 6∈ Σ2(s).
Fix a choice of isomorphism, basis, constants and power series as in Remark
3.32. Let X ′ = Spec ÔX,x. Then
Σ1(s) ∩X ′ =
{
∂f
∂xe
= · · · = ∂f
∂xn
= 0
}
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as subschemes of X ′. Suppose that Σ1(s)∩X ′ has codimension at least 2 in
X ′. Let i ∈ {e, . . . , n} be such that ∂f/∂xi 6= 0. Let
ηi :=
dxe · · · d̂xi · · · dxn
∂f/∂xi
∈ Ωn−eX ⊗ Frac ÔX,x.
Then the image of ηi in Q⊗Frac ÔX,x lies inside, and is a generator of, the
ÔX,x-module Q⊗ ÔX,x.
Proof. Note that
CX′ = coker(∇s)X′ = (ΩX)X′/〈dx1, . . . , dxe−1, df〉.
Let S be the set of integers j such that e ≤ j ≤ n, j 6= i, and ∂f/∂xj 6= 0.
For each j ∈ S, the differential form
df ∧ (dxe · · · d̂xi · · · d̂xj · · · dxn) ∈ (∧n−eΩX)⊗ ÔX,x
maps to zero in (∧n−eC)⊗ ÔX,x. In other words,
(∂f/∂xj) · dxe · · · d̂xi · · · dxn = ±(∂f/∂xi) · dxe · · · d̂xj · · · dxn,
in (∧n−eC)⊗ ÔX,x, so that ηi = ±ηj in Q⊗ Frac ÔX,x, for all j ∈ S.
Clearly,
Σ′ := Σ1(s) ∩X ′ = {dx1 ∧ · · · ∧ dxe−1 ∧ df = 0},
which implies the claimed description of Σ′. From that description and
the fact that ηi = ±ηj in Q⊗ Frac ÔX,x, it follows that ηi defines a regular,
generating section of Q over X ′\Σ′. The result follows as Σ′ has codimension
2 in X ′, see [Har77, Proposition 6.3A]. 
Proof of Proposition 3.29. The inseparable cover Y is geometri-
cally normal by Proposition 3.17. Blowups of integral schemes are again
integral, so B is geometrically integral.
By Lemma 3.28, it suffices to show the factoring morphism
ρ∗π∗Q 99K Ωn−eB /(Ω
n−e
B )tors →֒ Ωn−eB ⊗ k(B)
exists on a faithfully flat cover of B. Hence we may assume that k is al-
gebraically closed. It suffices to show the factoring morphism exists after
pulling back to the spectrum of OB,b for all closed points b ∈ B. In fact, by
Lemma 3.26, it suffices to show that
Q⊗ ÔB,b → Ωn−eB ⊗ Frac ÔB,b
maps into the image of Ωn−eB ⊗ ÔB,b for all closed points b ∈ B.
Let b ∈ B be a closed point. Write y := ρ(b) and x := π(y). The
existence of the factoring morphism is clear if x ∈ X \ Σ1(s), since the
natural map ∧n−eC → Q induces an isomorphism of stalks over those points.
Assume that x ∈ Σ1(s) and fix a choice of isomorphism, basis, constants and
power series as in Remark 3.33.
Let Y ′ := Spec ÔY,y. Let B
′ denote the base change of B → Y to Y ′.
Blowing up commutes with flat pullback, so B′ is the blowup of Y ′ at the
closed subscheme Y ′ ∩ π−1Σ1(s). The ideal of this subscheme of Y ′ is
I := 〈∂ef, . . . , ∂nf〉 ⊆ ÔY,y,
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where ∂if denotes the partial derivative ∂f/∂xi for each i = e, . . . , n. Let S
be the set of integers i such that e ≤ i ≤ n and ∂if 6= 0 in ÔX,x. Then the
map of graded ÔY,y-algebras
ÔY,y[{Ti}i∈S]/〈Ti∂jf − Tj∂if〉i,j∈S → Rees(I) := ÔY,y ⊕ I ⊕ I2 ⊕ I3 ⊕ · · ·
that sends Ti to ∂if (in degree 1) for each i ∈ S is well defined and surjective.
It follows that
B′ =
⋃
i∈S
D+(Ti),
where D+(Ti) ⊆ B′ is an open subset isomorphic over Y ′ to a closed sub-
scheme of
Spec ÔY,y[{Tj}j∈S,j 6=i]/〈∂jf − Tj∂if〉j∈S,j 6=i
for each i ∈ S.
Let b′ ∈ B′ be the unique point that lies over the closed point of Y ′ and
maps to b ∈ B. Then the completion of the local ring of B′ at b′ is naturally
isomorphic to ÔB,b. Note that each of the natural maps
ÔX,x
α1−→ ÔY,y α2−→ OB′,b′ α3−→ ÔB,b
sends nonzerodivisors to nonzerodivisors. Indeed, α1 and α3 are flat, and if
A is a ring and J is an ideal, it is easily checked that nonzerodivisors of A
map to nonzerodivisors of Rees(J). There exists therefore a natural map
Frac ÔX,x → Frac ÔB,b.
Let i ∈ S be such that b′ ∈ D+(Ti). To complete the proof, we now show
that the rational differential form ηi of Lemma 3.34 maps into the image of
Ωn−eB ⊗ ÔB,b under the natural map
Ωn−eX ⊗ Frac ÔX,x → Ωn−eB ⊗ Frac ÔB,b.
If char(k) 6= 2, then
2xj = ∂jf = Tj∂if
in Γ(D+(Ti),OB′) for all j ∈ {e, e+1, e+2} \ {i}. Similarly, if char(k) = 2,
then xj is divisible by ∂if in Γ(D+(Ti),OB′) for all j ∈ {e, e+1, e+2, e+3}\
{i}. For this reason, the result is a consequence of the following observation.
Let u1, u2, g ∈ ÔB,b be elements such that g is a nonzerodivisor and
divides u1 and u2. Then
du1 ∧ du2
g
∈ Ω2B ⊗ Frac ÔB,b
lies in the image of Ω2B ⊗ ÔB,b. Indeed, if u1 = v1g and u2 = v2g, then
du1 ∧ du2 = (v1dg + gdv1) ∧ (v2dg + gdv2)
= v1g · dg ∧ dv2 + gv2 · dv1 ∧ dg + g2 · dv1 ∧ dv2. 
Definition 3.35. Given a prime number q, we define a finite set Eq of
pairs of integers as follows. We let
E
′ = {(1, 2), (2, 3), (2, 4), (3, 4), (3, 5), (4, 5), (4, 6), (4, 7), (5, 7),
(5, 8), (6, 9), (7, 11)},
E
′′ = {(1, 3), (2, 5), (3, 6), (4, 8), (5, 9), (6, 10), (7, 12), (8, 13)}
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and set
Eq =
{
E′ if q 6= 2
E′ ⊔ E′′ if q = 2.
Theorem 3.36. Let k be an infinite field of characteristic p > 0. Let
X be a scheme over k. Let E be an locally free sheaf of rank e on X. Let
W ⊂ Γ(X,F ∗XE) be a k-linear subspace of finite dimension. Suppose that
(1) X is smooth, proper, connected and of dimension n;
(2) ωX ⊗ det(E)⊗p is a big invertible sheaf on X;
(3) d2(W ) generates P2X(F
∗
XE) as an OX -module; and
(4) e ≤ n− 1, e ≤ 12(n+ 3) and (e, n) 6∈ Ep.
Let s ∈ W be a general section. Then X[ p√s]k¯ is integral, normal and not
separably uniruled.
Proof. Let δ := n− e and
C := δ + 1 + 12 (δ − 1)(δ − 1± 1),
where the symbol “±” should be read as “plus” if k has characteristic dif-
ferent from 2, and “minus” if k has characteristic 2. By Corollaries 2.36
and 2.59, the hypotheses of Proposition 3.29 are satisfied for general s ∈W
provided that
n− e+ 1 ≥ 2, 2(n − e+ 2) > n and C > n.
The first two inequalities are satisfied if, and only if, e ≤ n−1 and e ≤ 12 (n+
3). In this case, the third inequality is satisfied if, and only if, (r, n) 6∈ Ep.
There exists therefore an injective map ρ∗π∗Q →֒ Ωn−eB /(Ωn−eB )tors, where
Q ∼= ωX ⊗ (detE)⊗p by Proposition 3.20. From Lemma 3.3 it follows that
B is not separably uniruled. This implies the result, since B is birationally
equivalent to X[ p
√
s]. 
5. Irrational complete intersections
In this section we reduce Theorem 3.45, our main result about com-
plete intersections in characteristic zero, to Theorem 3.36, which concerns
insparable covers in positive characteristic. This is made possible by the
following result of Matsusaka’s.
Theorem 3.37 ([Mat68, p. 233], [Kol96, Theorem IV.1.8.3]). Let
f : Z → S be a morphism of schemes. Suppose that S is excellent and
that f is flat, proper and has geometrically integral fibers. Then there exist
coutably many closed subsets Ri ⊂ S such that Zs is geometrically ruled if,
and only if, s ∈ ⋃iRi.
Remark 3.38. In order to show that the very general complete intersec-
tion of a given multi-degree is not geometrically ruled, it suffices to exhibit
a single complete intersection of that multi-degree that is (geometrically in-
tegral, but) not geometrically ruled. Indeed, if the fiber of f : Z → S over
s ∈ S is not geometrically ruled, then s 6∈ Ri for all i, so that SuppRi 6= S
for all i.
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Remark 3.39. Suppose that S is the spectrum of an excellent discrete
valuation ring. Then the conclusion of Theorem 3.37 may be equivalently
stated as the following implication: If the special fiber of f : X → S is not
geometrically ruled, then the generic fiber isn’t either. To see this, note that
S has two points. Its only closed subsets are the empty set, the singleton
consisting of the closed point, and S itself. Any closed subset Ri ⊂ S which
does not contain the closed point is therefore empty.
Construction 3.40. Let X be a scheme. Let L be an invertible sheaf
on X. Let p ≥ 1 be an integer. Let s ∈ Γ(X,L⊗p) be a section. Let
V = V(L) be the vector bundle associated to L. Let π : V → X denote the
projection. Let τ ∈ Γ(V, π∗L) be the tautological section, see Definition 1.3.
The cyclic cover of X defined by s is the restriction of π to the subscheme
X[
p
√
s] := {τ⊗p = s} ⊆ V.
We now describe a variant of the hypersurface degeneration introduced
in [Mor75, Example 4.3].
Construction 3.41. Let R be a discrete valuation ring. Let K denote
the fraction field of R. Let t ∈ R be a uniformizer, that is, a generator of
the maximal ideal of R. Let k denote the residue field of R.
Let c be an integer such that 1 ≤ c ≤ N . For each i = 1, . . . , c, let fi, gi ∈
R[x0, . . . , xN ] be homogeneous elements with deg fi divisible by deg gi, and
write
ai := deg gi and pi := deg fi/deg gi.
Let ρ : V → PNR denote the vector bundle associated to the locally free sheaf
⊕ci=1O(ai). Let
τ = (τ1, . . . , τc) ∈ Γ(V, ρ∗ ⊕ci=1 O(ai))
denote the tautological section. Let Z denote the subscheme of V defined
by the vanishing of the sections
τ⊗pii − fi ∈ Γ(V, ρ∗O(piai)) and tτi − gi ∈ Γ(V, ρ∗O(ai))
for all i = 1, . . . , c. Let π denote the composition
Z →֒ V ρ−→ PNR → SpecR.
Lemma 3.42. Notation as in Construction 3.41.
(1) The morphism π : Z → SpecR is proper.
(2) If the special fiber Zk has dimension N − c, then the generic fiber
ZK has also dimension N − c, and π is flat.
(3) If furthermore Zk is geometrically integral, then ZK is geometrically
integral.
Proof. Let P denote PNR . Note that the closed immersion Z →֒ V
factors through the inclusion
P [
p1
√
f1]×P · · · ×P P [ pc
√
fc] ⊂ V(O(a1))×P · · · ×P V(O(ac)) = V.
This implies (1) since each of the morphisms P [ pi
√
fi]→ P is finite.
If dimZk = N−c, then dimZK ≤ N−c by upper-semicontinuity of fiber
dimension (see [DG67, Corollaire 13.1.5]). This implies dimZ ≤ N − c+1.
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To get the opposite inequality, note that Z is defined by the vanishing of
2c sections of invertible sheaves on V , which is a regular scheme of pure
dimension N + c+ 1. It follows that dimZK = N − c and that Z is Cohen-
Macaulay. By “miracle flatness” [Mat86, Theorem 23.1], part (2) follows.
The property of geometric integrality of fibers is open on the base of
a flat, proper and finitely presented morphism of schemes (see [DG67,
The´ore`me 12.2.4]). This implies (3). 
Remark 3.43. Let π : Z → SpecR be as in Construction 3.41. Suppose
that the residue field k has positive characteristic p and that pi = p for all
i = 1, . . . , c.
Let X denote the subscheme
{g1 = · · · = gc = 0} ⊆ PNk .
Let FX : X → X denote the absolute Frobenius morphism of X. Let
E = ⊕ci=1OX(ai). Then (f1, . . . , fc) induces a global section s of (FX)∗E =
⊕ci=1OX(pai).
The special fiber Zk is isomorphic as a k-scheme to X[
p
√
s], the insepa-
rable cover of X determined by s. The generic fiber ZK , on the other hand,
is isomorphic to the subscheme
{gp1 − tpf1 = · · · = gpc − tpfc = 0} ⊆ PNK .
Suppose that X is a complete intersection in PNk . Then π : Z → SpecR
is flat and dimZK = N−c by Lemma 3.42. Thus π is a degeneration of com-
plete intersection over K to an inseparable cover of a complete intersection
of smaller multi-degree over k.
Proposition 3.44. Let N, d1, . . . , dc, p be positive integers. Suppose that
(1) p is a common prime factor of d1, . . . , dc;
(2)
∑c
i=1 di >
p
p+1(N + 1); and
(3) c ≤ 12N − 1, c ≤ 13N + 1 and (c,N − c) 6∈ Ep, the finite set of
Definition 3.35.
Then a complete intersection of c very general hypersurfaces of degrees
d1, . . . , dc in N -dimensional complex projective space is not ruled.
Proof. Let s be an indeterminate. Let p denote the prime ideal pZ[s] ⊂
Z[s]. Thus p corresponds to the generic point of the fiber over p of the natural
map
SpecZ[s]→ SpecZ.
Let R = Z[s]p. Then R is an excellent discrete valuation ring whose residue
field k = (Z/(p))(s) is infinite of characteristic p and whose fraction field
K = Q(s) embeds in the field of complex numbers.
Let g¯1, . . . , g¯c ∈ k[x0, . . . , xN ] be homogeneous polynomials of degrees
d1/p, . . . , dc/p such that
X := {g¯1 = · · · = g¯c = 0} ⊂ PNk
is a smooth complete intersection over k.
Let E = ⊕ci=1OX(di/p). Then F ∗XE = ⊕ci=1OX(di). Let W denote the
image of the natural k-linear map
⊕ci=1Γ(PNk ,OPN (di))→ Γ(X,F ∗XE).
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Let k¯ be an algebraic closure of k. Because di ≥ 2 for i = 1, . . . , c, the
natural map
W ⊗k k¯ → EXk¯/m3xEXk¯
is surjective for every closed point x ∈ Xk¯. Note that the invertible sheaf
ωX ⊗ (detE)⊗p = ωX(
∑
di) = OX(−N − 1 + (1p + 1)
∑
di)
is big because
∑
di > (N + 1)/(1 +
1
p) by hypothesis.
It follows from Proposition 3.36 that there exist homogeneous polynomi-
als f¯1, . . . , f¯c ∈ k[x0, . . . , xN ] of degrees d1, . . . , dc with the following prop-
erty: Let s denote the image of (f¯1, . . . , f¯c) in Γ(X,F
∗
XE). Then X[
p
√
s] is
geometrically integral and not separably uniruled.
Let π : Z → SpecR be the morphism obtained by applying Construction
3.41 to a choice of homogeneous lifts
g1, . . . , gc, f1, . . . , fc ∈ R[x0, . . . , xN ]
of the g¯i and f¯i. Then π is equidimensional and flat with geometrically
integral fibers, and Zk ∼= X[ p
√
s] is not ruled.
Applying Matsusaka’s Theorem 3.37, we obtain that the generic fiber
of π is not ruled (see Remark 3.39). Thus there exists a complex complete
intersection in PN of multidegree (d1, . . . , dc) that is not ruled. Another ap-
plication of Theorem 3.37 to the family of all complex complete intersections
in PN of that multi-degree yields the result (see Remark 3.38). 
Theorem 3.45. Let N, d1, . . . , dc be positive integers. Let p be a prime
number. For i = 1, . . . , c, let ri ∈ {0, 1, . . . , p − 1} be the remainder of the
division of di by p. Suppose that
(1) c ≤ 12N − 1, c ≤ 13N + 1 and (c,N − c) 6∈ Ep (see Definition 3.35);
(2) d1, . . . , dc ≥ p; and
(3)
∑c
i=1(di − ri) > pp+1(N + 1).
Then a complete intersection of c very general hypersurfaces of degrees
d1, . . . , dc in N -dimensional complex projective space is not ruled.
Proof. Let X ⊆ PN
C
be a nonruled smooth complete intersection of
multi-degree (d1−r1, . . . , dc−rc), which exists by Proposition 3.44. LetX ′ ⊆
PN
C
be a generically smooth complete intersection of multidegree (d1, . . . , de)
that contains X as an irreducible component. (To obtain such X ′, one may
multiply equations defining X in PN
C
by general homogeneous polynomials
of degrees r1, . . . , rc.) Let Y ⊆ PNC be a smooth complete intersection of
multi-degree (d1, . . . , dc).
Let x0, . . . , xN denote the coordinates on P
N . Let
F1, . . . , Fc, G1, . . . , Gc ∈ C[x0, . . . , xN ]
be homogeneous polynomials such that degFi = degGi = di for all i; such
that the equations F1 = · · · = Fc = 0 define X ′ in PNC ; and such that the
equations G1 = · · · = Gc = 0 define Y in PNC . Let t denote the coordinate
on A1. Let Z ⊆ (PN ×A1)C be subscheme defined by the equations
(1− t)Fi + tGi = 0
with i = 1, . . . , c. Let π : Z → A1
C
be the second projection.
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Let U ⊆ A1
C
denote the largest open subset over which π is smooth of
relative dimension N − c. Note that 1 ∈ U , so that U is nonempty. By
Remark 3.38, it suffices to show that the geometric generic fiber of ZU → U
is not ruled.
Let T denote the spectrum local ring of the point 0 ∈ A1
C
, which is
a DVR. Note that T contains two points, which correspond to 0 and the
generic point of A1
C
. The special fiber of π : ZT → T is X ′, which contains
a nonruled component. Furthermore, the total space ZT is normal and irre-
ducible by Lemma 3.46 below. By a variant of Matsusaka’s result [Kol96,
Theorem IV.1.6.2], these observations imply that the geometric generic fiber
of ZT → T is not ruled. 
Lemma 3.46. Let S be a scheme. Let c and N be integers such that 1 ≤
c ≤ N − 1. Let Z ⊆ PN × S be a closed subscheme defined by the vanishing
of c homogeneous polynomials in the coordinates on PN with coefficients in
Γ(S,OS). Let π : Z → S be the second projection, which is proper. Assume:
• S is locally Noetherian, regular and connected;
• for every s ∈ S, the fiber Zs := Z×SSpecκ(s) is generically smooth
of dimension N − c over κ(s); and
• there exists s ∈ S such that Zs is smooth over κ(s).
Then Z is normal and irreducible, and π : Z → S is flat.
Proof. The assumptions imply that Z is a complete intersection in
the regular scheme PN × S. Thus Z is Cohen-Macaulay. The projection
π : Z → S is flat by miracle flatness. The scheme Z is regular away from the
singular locus of π, which has codimension 2. Thus Z is normal. For each
s ∈ S, the fiber Zs is a positive-dimensional complete intersection in PNκ(s),
hence connected. Thus Z is connected (and normal), so irreducible. 
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