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Brownian particles interacting via repulsive soft-core potentials can spontaneously aggregate, de-
spite repelling each other, and form periodic crystals of particle clusters. We study this phenomenon
in low-dimensional situations (one and two dimensions) at two levels of description: performing nu-
merical simulations of the discrete particle dynamics, and by linear and nonlinear analysis of the
corresponding Dean-Kawasaki equation for the macroscopic particle density. Restricting to low di-
mensions and neglecting fluctuation effects we gain analytical insight into the mechanisms of the
instability leading to clustering which turn out to be the interplay between diffusion, the intraclus-
ter forces and the forces between neighboring clusters. We show that the deterministic part of the
Dean-Kawasaki equation provides a good description of the particle dynamics, including width and
shape of the clusters, in a wide range of parameters, and analyze with weakly nonlinear techniques
the nature of the pattern-forming bifurcation in one and two dimensions. Finally, we briefly discuss
the case of attractive forces.
I. INTRODUCTION
Ensembles of interacting random walkers and their de-
scription in terms of densities appear in many contexts
ranging from biological or physical to social phenomena
[6, 8, 14, 22, 34, 40]. Usually these interactions act lo-
cally, involving only a few individuals, but they induce
global patterns of behavior of the full system like phase
transitions, the formation of periodic spatial structures,
collective movement and synchronization states. Know-
ing the conditions for the formation of these collective
structures and its own feedback on the dynamics is a
central issue in the understanding of complex systems.
The study of these individual-based models is approached
from two complementary points of views: a) the parti-
cle description, describing the dynamics of individuals
and their interactions, and based mainly on numerical
simulations; and b) the continuum description in terms
of evolution equations for the local density (or another
macroscopic field).
In physical systems forces drive particle motions, and
they are usually derived from two-body potentials acting
repulsively or attractively at different distances. This
is the case of many forces, like the Lennard-Jones case,
among atoms and molecules in liquids, polymer and col-
loidal solutions. In biological systems facilitation and
competition mechanisms at short and large scales also
drive organism motion, but they can in addition modu-
late growth and death rates [31, 32]. The interplay be-
tween facilitation and competition at different distances,
but specially the effect of competition, has been shown
to be responsible for the formation of periodic arrange-
ments of clusters of particles and more complex struc-
tures [15, 16, 26, 38], which are related to the appear-
ance of vegetation patterns and periodic aggregations of
bacteria [4, 7, 25, 27, 36, 37].
There is however a recently discovered situation, rele-
vant to polymer and colloidal solutions, where the same
effect is observed for particle systems interacting with
soft-core forces which are repulsive at all distances [9, 19–
21, 28, 29]: a liquid-solid transition occurs, but in the
solid the unit cell is not occupied by one particle or
molecule, but by a closely packed cluster of them, forming
a so-called cluster crystal. Note the counter-intuitiveness
of this phenomenon: despite all particles are repelling,
they aggregate. Beyond condensed-matter systems this
is a phenomenon analogous to the aggregation of repro-
ducing organisms occurring despite purely competitive
interactions [15, 16, 24].
This cluster crystallization transition has been ana-
lyzed with equilibrium statistical mechanics tools, includ-
ing Monte-Carlo simulations, in three-dimensional sys-
tems [9, 20, 21, 28, 29]. However, approaches exploiting
non-linear dynamics and pattern formation techniques
[41] can add insight to the study of this instability, in-
cluding dynamic regimes. This was in fact the route fol-
lowed in the early work by Munakata [30], but the lack of
numerical simulations there hindered the identification of
several relevant features, as for example the dominance of
hexagonal patterns instead of stripes in two dimensions.
In addition, identification and understanding of relevant
mechanisms become much clearer when considering low-
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2dimensional (one- and two-dimensional) systems, as com-
pared with the complexity of three-dimensional struc-
tures. The central objective of this paper is to analyze
in detail the processes leading to cluster crystals in one-
dimensional (1d) and two-dimensional (2d) systems of
soft-core repulsive particles providing when possible an-
alytical insight. The physical mechanisms leading to this
cluster formation are discussed in detail. Our approach is
similar in spirit to the one used in [2, 3], where 2d crys-
tals arising from competing interactions at two spatial
scales were considered, but here we restrict to the sim-
pler case of a single interaction scale for which greater
and more complete understanding can be achieved. For
completeness, we consider briefly also the case of purely
attracting interactions, highlighting some similarities and
differences between both cases.
The paper is organized as follows: In Section II we
start our study with an overdamped Brownian dynam-
ics, which is relevant in freezing, the glass transition, col-
loidal systems, or bacterial patterns, and investigate the
effect of repulsive interactions, leading to cluster crys-
tals, by performing numerical simulations of the particle
dynamics. In Sec. III we analyze a deterministic in-
tegrodifferential model, the Dean-Kawasaki (DK) equa-
tion [11, 17, 18, 30], showing that it gives an appropriate
description of the particle dynamics and give analytical
arguments for the findings of the previous section. In
particular we obtain analytical results for the pattern for-
mation transition and for the shape of the pattern and
of the clusters forming it. For completeness, we briefly
consider attractive interactions in Sect. IV both for the
particles and for the DK model. Finally, in Sec. V we
give a discussion and summary of the main results.
II. BROWNIAN PARTICLES WITH
SOFT-CORE REPULSIVE INTERACTIONS
In the overdamped limit, the motion of N point parti-
cles at positions {x1,x2, ...,xn} in d-dimensional space,
with friction coefficient γ, subjected to Brownian motion
and interacting with a potential energy U = γV is given
by
x˙i = −∇iV (x1,x2, ...,xn) +
√
2D ξi(t) , (1)
with independent Gaussian noise vectors ξi satisfying
〈ξi〉 = 0 ,
〈
ξi(t)ξj(t
′)
〉
= Iδijδ(t− t′) . (2)
I is the d-dimensional identity. When noise is of thermal
origin the diffusion coefficient D is proportional to tem-
perature according to Einstein’s relation D = kBT/γ.
∇i denotes the gradient with respect to the position xi.
The system’s mean density is given by ρ0 = N/L
d (Ld
the total d−volume) and remains constant since the to-
tal number of particles is conserved. In the following we
will assume pairwise interactions, so that V (x1, ...xN ) =
1
2
∑
ij v(xi − xj), and (1) becomes
x˙i = −
N∑
j=1
∇v(xi − xj) +
√
2D ξi(t). (3)
Following previous works [21, 28] we consider the gen-
eralized exponential model of exponent α (GEM-α) as
interaction potential:
v(x) ≡  exp
(
−
∣∣∣ x
R
∣∣∣α) . (4)
This is a convenient and flexible family of interactions
sharing the property of soft-core that will be relevant for
the cluster crystallization. By soft-core we mean that the
potential does not diverge at x = 0 so that the particles
can overlap. The width R indicates the spatial range of
the interaction, and  its magnitude.  is positive for the
repulsive interactions mostly considered here, and will be
taken to be negative in Sect. IV to model attractive in-
teractions. For α < 2 GEM-α potentials are more peaked
at zero, and they get more box-like as α increases. It is
known [5, 21] that GEM-α potentials with α > 2 have
both positive and negative Fourier components, while for
α ≤ 2 the Fourier transform is strictly positive. These
will be important properties as we will see later. In our
simulations two representative kinds of GEM potentials
are used: a GEM-1 and a GEM-3 potential, although
results for other values of α will be mentioned.
Numerically we observe that for large diffusion coeffi-
cients or any GEM-α potential with α < 2 the particle
distribution remains rather unstructured in time. For
GEM-α with α > 2, however, a periodic modulation in
the particle distribution arises when decreasing the dif-
fusion coefficient or increasing the density. This is seen
in Figure 1, that shows spatiotemporal trajectories of
a one-dimensional system of Brownian particles moving
according to Eq. (3) with repulsive interaction GEM-3,
starting from an initial random distribution. For suffi-
ciently small D, particle distribution becomes a periodic
array of well separated clusters. This is a cluster crys-
tal as each cluster is made of many particles which re-
main very close, despite they repel each other. Also in
Fig. 1 we show a coarse-graining of the particle distribu-
tion at the latest times, showing that the configuration
is essentially an array of Gaussian clusters for small D,
approaching a sinusoidal modulation when increasing D
towards the disappearance of the pattern. By slowly in-
crementing D in our particles simulations, we determined
that this occurs at Dc ≈ 0.68 for the parameters used in
that figure.
In Figure 2, we plot results from 2d simulations of the
particle system under the GEM-3 and the GEM-1 poten-
tials. Left column shows long-time distributions of the
particles for these two interacting potentials and for dif-
ferent values of the control parameters, while in the right
column we show the coarse-grained density functions. It
clearly appears on Fig. a) and c) that hexagonal patterns
can spontaneously appear for the GEM-3 potential. The
3FIG. 1: Dynamics of a system of 6000 particles evolving according to Eq. (3) in a periodic one-dimensional domain of size
L = 3, so that ρ0 = 2000. The interaction potential is GEM-3 with parameters R = 0.1 and  = 0.0333. Left, D = 0.4 so that
D˜ = D/(ρ0R) = 0.06. Right: D = 0.6 so that D˜ = 0.09. The lower panels show the spatiotemporal trajectories (in black). For
clarity of the plots, only 600 trajectories are shown here. The top panels show a coarse-grained normalized density, 〈ρ(x)〉 /ρ0,
at the late stages. The coarse-graining is done by averaging spatially over boxes of width 0.02R and temporally over the last
150 temporal configurations separated by 10−3 time units. In the top left panel, the clusters are fitted by Gaussians (black
lines).
corresponding densities in the right column exhibit peaks
that can be fitted by two-dimensional Gaussians as can
be seen in Fig. 2 g). The width of the peak σ and
the distance a between them are functions of the control
parameters as we will see later on. For a given GEM-3
potential, these patterns disappear when D is increased,
or when either ρ0, R or  are decreased. On the other
hand, persistent clusters are never observed for particles
interacting with the GEM-1 potential. In those cases,
the late time state is always statistically homogeneous as
in Fig. 2 e), f).
The structure of the system is conveniently analysed
by computing the radial distribution function g(2)(r) and
the structure factor S(q) given by
g(2)(x) = g(2)(r) =
1
ρ0
〈
∑
i 6=0
δ(x− xi)〉, (5)
S(q) = S(q) = 1 + ρ0
∫
dxe−iq·x
(
g(2)(x)− 1
)
.(6)
The sum in (5) is over particles different from a reference
particle at the origin, and the average is over positions
x at the same distance r = |x| from there. Figure 3 a)
shows that the radial distributions of systems with GEM-
3 potentials have several peaks. The first one, at r = 0,
corresponds to particles belonging to the same cluster
while the second peak tells us the typical distance a be-
tween two neighboring clusters. The height of the peaks
is proportional to how “ordered” the system is so that it
decreases for larger diffusion coefficients. It is also inter-
esting to note that the r = 0 peak completely disappears
4>
FIG. 2: Left column: snapshots of the positions of N = 1000
particles in 2d at large times for R = 0.1,  = 0.0333, L =
1 and ρ0 = 1000. Right column: coarse-grained densities
of the same configurations. The coarse-graining is done by
averaging in space over distances 0.017R and in time over 500
configurations separated by 10−3 time units. a) and b) GEM-
3 potential with D = 0.02 so that D˜ = D/(ρ0R
2) = 0.06. c)
and d) GEM-3 potential with D = 0.01 (D˜ = 0.03). e) and f)
GEM-1 potential with D = 0.005 (D˜ = 0.015). Figure g) is
the density ρ along the white dotted lines shown on Figs. b)
and d) (red and blue squares respectively). The black curves
correspond to a fit by a sum of Gaussian functions.
for the GEM-1 potential and can thus be considered as
a signature of the α > 2 clustering, in which the ultra-
soft potentials allow particles to concentrate at very short
distances. The structure factor S(q), which can be cal-
culated from the Fourier transform of g(2)(r), also has a
clearly visible peak at the wavelength q = 2pi/a. Its am-
plitude Smax decreases when D increases as can be seen
in Fig. 3 c) with scaled units. It also decreases for de-
creasing R, ρ0 and . The change of Smax with respect to
D underlines the transition from periodic patterns to ho-
mogeneous equilibrium states as it abruptly jumps down
to Smax ≈ 1 for a critical value of Dc.
It should be noted that, according to Peierls argument
[33], we do not expect a true crystal with long-range order
in one-dimension if D (proportional to temperature) is
non-zero. Also, although standard theorems on absence
of phase transitions do not apply to the soft-core poten-
tial used here [10], it seems that true thermodynamic
phase transitions do not occur in this type of models in
one dimension [35]. Thus, when referring to states such
as the ones displayed in Fig. 1 as cluster crystals we
do not imply the existence of any true thermodynamic
solid-liquid phase transition, but simply highlight that
the local organization of the particle distribution at small
D is very different and more clustered and periodic than
the nearly homogeneous state found at large D. When
neglecting fluctuations, however, the transition becomes
a true bifurcation, as will be seen in Sect. III. It will
also be shown there that this deterministic approxima-
tion gives a reasonable description if not too close to the
bifurcation point. The situation in 2d is more subtle, be-
cause of the peculiarities of two-dimensional melting [39].
We will not address here the nature of the crystal-liquid
transition in this soft-core system [13, 42]. We just note
that the approximate scaling of Smax with N = ρ0L
2
(Fig. 3c) suggests the presence of some translational or-
der in the system. As in the 1d case, the deterministic
approach described in the next section provides useful
insight of the mechanisms at work and even quantitative
description of the observations in some parameter range.
III. DESCRIPTION IN TERMS OF THE
DEAN-KAWASAKI EQUATION
Analytical arguments for the numerical results found in
the previous section can be derived from the continuum
density equation of the system of particles. This is given
by the Dean-Kawasaki (DK) equation [11, 17], which is
the following stochastic partial differential equation:
∂tρ(x, t) = ∇ ·
(
ρ(x, t)
∫
dx′∇v(x− x′)ρ(x′, t)
)
+D∇2ρ(x, t) +∇ ·
(√
2Dρ(x, t) η(x, t)
)
, (7)
with the spatio-temporal Gaussian noise vector satisfying
〈η(x, t)〉 = 0 , 〈η(x, t)η(x′, t′)〉 = Iδ(x−x′)δ(t−t′) . (8)
The noise and the diffusion terms arise from the random
motion of the Brownian particles, whereas the term con-
taining the potential describes the density advection by
the local velocity produced by the repulsion forces.
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FIG. 3: a) Radial distribution function g(2)(r) and b) structure factor S(k) (as a function of the dimensionless wavevector
k = qR, where q is the Fourier variable in the definition of S(q) in Eq. (6)) for several values of D˜ = D/(ρ0R
2) in 2d particle
simulations for L = 3,  = 0.0333 and R = 0.1. GEM-3 potential and D˜ = 0.05 (green disks), 0.06 (red squares), 0.07
(blue diamonds), 0.08 (yellow triangles), 0.09 (black stars) and GEM-1 potential with D˜ = 0.05 (gray circles). c) Normalized
maximum value, Smax/N , of the main peak of the structure factor plotted with respect to D (inset) or D˜ (main plot) in 2d
particle simulations for L = 9,  = 0.0333 and R = 0.1. Yellow triangles : ρ0 = 2000. Green squares : ρ0 = 1500. Red diamonds
: ρ0 = 1000. Black disks : ρ0 = 500. The blue circles correspond to results obtained by integration of the 2d deterministic
DK equation for the same parameters and ρ0 = 2000. In that case, S(k) was obtained by taking the Fourier transform of the
density-density correlation function.
In the original Dean’s derivation [11], ρ(x, t) is the mi-
croscopic density ρˆ(x, t) =
∑N
i=1 δ (x− xi(t)), so that the
equation is of not much use, since it contains exactly the
same information as Eq. (3) but in a much more involved
manner. The deterministic version of the DK equation
however is affordable analytically and provides comple-
mentary understanding. Dean’s derivation [11] uses Iˆto
calculus, but the associated Stratonovich equation is in-
deed the same because of the vanishing of the spurious
drift [12] for the conserved noise in Eq. (7). Alternatively,
Kawasaki derivation [17] shows that the DK equation is
also an approximation to the dynamics of a coarse grain-
ing ρ(x, t) of the microscopic density ρˆ(x, t), when the
coarse graining of the product ρˆ(x, t)ρˆ(x′, t) is approxi-
mated by ρ(x, t)ρ(x′, t).
The gradient operator in all terms reflects the particle-
conserving character of the equation, so that the total
number of particles N(t) ≡ ∫ dxρ(x, t) does not change
in time and remains always equal to the number of par-
ticles N of the particle description Eq. (3). If the initial
density ρ(x, t = 0) is non-negative everywhere, positivity
is preserved in time. See [1] for further discussion on the
meaning of the DK equation and its relationship with
dynamic density functional theory [23].
We introduce dimensionless variables x˜ = x/R, t˜ =
tρ0R
d−2 and ρ˜(x˜, t˜) = ρ(x, t)/ρ0, so that Eq. (7) be-
comes
∂t˜ρ˜(x˜, t˜) = ∇˜ ·
(
ρ˜(x˜, t˜)
∫
dx˜′∇˜v˜(x˜− x˜′)ρ˜(x˜′, t˜)
)
+D˜∇˜2ρ˜(x˜, t˜) + 1√
nR
∇˜ ·
(√
2D˜ρ˜(x˜, t˜) η˜(x˜, t˜)
)
, (9)
with the new spatio-temporal Gaussian noise vector sat-
isfying again〈
η˜(x˜, t˜)
〉
= 0 ,
〈
η˜(x˜, t˜)η˜(x˜′, t˜′)
〉
= Iδ(x˜− x˜′)δ(t˜− t˜′) .
(10)
We have introduced the dimensionless potential v˜(x˜) =
v(x)/, so that in our GEM-α case we have
v˜(x˜) = e−|x˜|
α
. (11)
Thus, besides the exponent α characterizing the poten-
tial, we have just two relevant dimensionless parameters:
D˜ ≡ D/(ρ0Rd), and nR ≡ ρ0Rd (we assume system size
L/R to be sufficiently large so that it would not play a
relevant role). For sufficiently large density or interac-
tion range the parameter nR will be also large and then
the noise term would become unimportant. The only re-
maining parameter will be then D˜ which gives the ratio
between the strength of diffusion (or temperature) and
of particle interactions. These dimensional arguments ex-
plain the scaling with D˜ of the different structure factors
as observed in Fig. 3 c): the values of Smax approxi-
mately collapse on the same curve when they are plot-
ted with respect to D˜. The small differences can be at-
tributed to the relative amplitude of the noise: when the
density ρ0 decreases nR decreases and the noise becomes
stronger so that the transition threshold shifts to smaller
values of D˜. In the rest of the paper we will neglect the
noise term and focus on the deterministic part of the DK
equation. We will see that this level of description pro-
vides good results in some parameter range and, more
importantly, allows understanding of the mechanisms in-
volved in the cluster crystallization phenomenon.
A. Pattern formation in the deterministic
Dean-Kawasaki equation
To alleviate the notation in the following we will drop
the tilde on x˜, t˜ and ρ˜, although it will be maintained
on D˜ and v˜ to keep in mind that they are dimensionless
quantities. Eventually, some results will be reverted back
to the original variables, which will then be referred as
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FIG. 4: Steady solutions of Eq. (12) in 1d for α = 3. a)
D˜ = 0.06. b) D˜ = 0.09
unscaled variables. With this notation, the deterministic
part of the DK equation reads:
∂tρ(x, t) = ∇ ·
(
ρ(x, t)
∫
dx′∇v˜(x− x′)ρ(x′, t)
)
+ D˜∇2ρ(x, t) . (12)
Note that this dimensionless version is equivalent to using
in the original one, Eq. (7), the values R =  = ρ0 =
1. Equation (12) has been integrated numerically using
standard pseudo-spectral methods.
Figure 4 shows a one-dimensional configuration ob-
tained at long times for the same parameters as in Fig.
1. Besides the fact that the coarse-grained particle den-
sities are always more noisy than the deterministic DK
ones, the general agreement confirms that the determinis-
tic description is accurate enough. Also, density becomes
homogeneous in the DK simulations when increasing D˜,
or for any D˜ if using a GEM-α potential with α ≤ 2.
Note however that for D˜ = 0.09, the local density ap-
pears more sinusoidal for particle simulations than for
the DK equation.
In two dimensions the behavior of the DK equation
is similar, as no periodic patterns develop for α ≤ 2 or
large D˜. Figures 5 a) and b) show that hexagonal pat-
terns appear for small-enough values of D˜. Each peak
can be reasonably fitted by a two-dimensional Gaussian
(Fig. 5 c, which shows one-dimensional cuts of the 2d
configurations).
B. Linear stability analysis
It is straightforward to check that any constant density
function is a solution of the deterministic Dean equation.
We can thus perform a linear stability analysis around
a homogeneous solution ρ(x) = ρ0. In our dimension-
less units all of them are represented by ρ0 = 1. We
FIG. 5: Density functions in the steady state for the GEM-3
potential obtained by integration of Eq. (12) with the pseudo-
spectral method. a) D˜ = 0.06 b) D˜ = 0.03. Figure c) is the
density ρ along the white dotted lines shown on figures a)
and b) (red and blue squares respectively). The black curves
correspond to a fit by a sum of Gaussian functions.
consider a small harmonic perturbation of dimension-
less wavenumber k = qR, ρ(x, t) = 1 + δρ(x, t) with
δρ(x, t) = exp (λt+ ik · x). Introducing in (12) and lin-
earizing we find the following growth rate:
λ(k) = −k2
[
D˜ + vˆ(k)
]
, (13)
with vˆ(k) the d-dimensional Fourier transform of the di-
mensionless interaction potential:
vˆ(k) =
∫
v˜(x)e−ik·xdx . (14)
Note that because v˜(x) depends only on the modulus r of
x, v˜(x) = v˜(r), the same is valid for vˆ: vˆ(k) = vˆ(k), with
k = |k|. Eq.( 13) is the same in any dimension d, but the
Fourier transform vˆ(k) will be different for different d.
Figure 6 shows λ(k) for several potentials and param-
eters, in 1d and 2d. This growth rate explains why we
never observed patterns with a GEM-1 potential: since
its Fourier components are always positive, the growth
rates λ(k) are always negative and the homogeneous state
always stable. This can be generalized to any GEM-α po-
tential with α < 2 [5, 21]. Also, Eq.(13) gives us a precise
condition for the onset of patterns when vˆ(k) is negative
in some range of k: the homogeneous state is stable only
if we have
D˜ > D˜c = −vˆ1 = |vˆ1| , (15)
where vˆ1 ≡ vˆ(kc) and kc is the wavelength corresponding
to the maximum growth rate. The values of vˆ1 are re-
ported in Table I for several types of GEM-α potentials.
For example with α = 3, we obtain D˜c ≈ 0.1017 in 1d
and D˜c ≈ 0.0823 in 2d. Note that in Fig. 3 c), the
71d
α D˜c = −vˆ1 102 vˆ2 kc = qcR c = a/R v′′(c)
3 0.1017 −0.1108 4.5513 1.3805 1.7573
4 0.1873 0.5767 4.5918 1.3683 2.4787
8 0.3326 4.3699 4.6519 1.3507 0.0614
2d
α D˜c = −vˆ1 104 vˆ2 104 vˆ12 kc = qcR c = a/R v′′(c)
3 0.0823 −5.4727 5.6030 5.0 1.4425 1.5068
4 0.1568 −7.4218 139.04 5.1 1.3645 2.5269
8 0.2939 −94.321 813.35 5.2 1.2671 1.9878
TABLE I: Important values of the Fourier transform of some
GEM-α potentials in 1d and 2d. Intercluster distance a is
estimated from the location qc of the maximum growth rate
as a = 2pi/qc, so that c = 2pi/kc
transition threshold seems to be higher with D˜c ≈ 0.1.
We will see in section III E that this is due to the sub-
critical nature of the transition. Finally, the intercluster
distance c = a/R always corresponds to a wavelength
k = 2pi/c close to kc as can be seen in Table I and such
as λ(k) ≥ 0, indicating that the steady-state pattern is
selected by the instability.
C. The physical mechanism: effective cluster
interactions
The linear stability analysis provides a clear mathe-
matical explanation of the instability of the homogeneous
state, but it continues to be counterintuitive to observe
clusters composed of very close particles despite they re-
pel each other. In fact, for hard spheres the solid state
is a crystal of individual particles, not clusters of them.
The reason for cluster formation is that, despite there is
intracluster repulsion, the particles are also repelled by
the particles in the neighboring clusters. For interactions
of the GEM-α type with α > 2 the combined repulsion
each particle feels from the ones in neighboring clusters is
larger than the repulsion from the same-cluster particles.
We can see this from the following argument, which also
gives us a way to estimate analytically the cluster width
for small D˜.
Equation (12) can be written as a particle-conservation
equation:
∂tρ(x, t) = −∇ · J(x, t) , (16)
with the particle-flux vector given by
J(x, t) = −ρ(x, t)
∫
dx′∇v˜(x− x′)ρ(x′, t)− D˜∇ρ(x, t) .
(17)
We consider zero-flux steady state solutions of Eq. (12),
i.e. solutions with J = 0 in (17):
ρ(x)
∫
dy∇v˜(x− y)ρ(y) = −D˜∇ρ(x),
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FIG. 6: Growth rates, from Eq. (13) a) 1d. GEM-3 po-
tential with D˜ = 0.075 (green squares), 0.084 (red triangles),
0.09 (blue diamonds) and 0.1005 (yellow disks) and GEM-1
potential with D˜ = 0.075 (black squares). b) 2d. GEM-3 po-
tential with D˜ = 0.015 (green squares), 0.03 (red triangles),
0.06 (blue diamonds) and 0.12 (yellow disks) and GEM-1 po-
tential with D˜ = 0.015 (black squares).
which, after integration gives us
ρ(x) = exp
[
1
D˜
(
µ−
∫
dy ρ(y)v˜(x− y)
)]
. (18)
µ is an integration constant, to be fixed by the normal-
ization of ρ, and that can be identified with a chemical
potential. We consider Eq. (18) as an iterative procedure
to obtain the steady configuration: by substituting in the
right-hand-side of the equation a first approximation to
the density, the left-hand-side will give an improved one.
In the limit of D˜ → 0, for which the density becomes a
periodic arrangement of narrow clusters, a sensible first
approximation would be an array of delta-function clus-
ters. In the one-dimensional case this is
ρ(y) ≈ Np
∑
n
δ(y − nc) . (19)
The sum over n is over all clusters in the system, and
the origin of coordinates is such that there is a cluster
at y = 0. c is the intercluster distance. It would be
8-1.0 -0.5 0.0 0.5 1.0
1.0
1.1
1.2
1.3
1.4
1.5
x  R
h
HxL
FIG. 7: Effective potential h(x). Solid: GEM-3 potential,
with intercluster distance c = a/R = 1.38, which is (see Ta-
ble I) the periodicity given by the linear stability analysis.
Dashed: h(x) for GEM-1. We use the same value c = 1.38,
although the peak at the origin is independent of the inter-
cluster separation. Dotted: h(x) for the GEM-3 potential but
for a larger intercluster separation c = 1.8.
close to the most unstable wavelength, i.e. c ≈ 2pi/kc.
Np is the number of particles contained in each cluster.
For identical clusters it is Np = Nc/L = c, where the
last inequality arises since we are using units such that
ρ0 = R = 1.
Inserting this first approximation back into Eq. (18)
we obtain the improved approximation:
ρ(x) ≈ exp
[
1
D˜
(
µ−Np
∑
n
v˜(x− nc)
)]
. (20)
The GEM-α functions v˜(x) are rapidly decreasing to-
wards zero as soon as x > R = 1. Then, at each partic-
ular location x, it is a good approximation to take into
account only the contributions to the sum from the clos-
est cluster and from their two neighbors, provided cluster
separation is larger than R. For example, if we want to
approximate the density close to x ≈ 0 we can consider
the terms with n = 0 and n = ±1 in (20):
ρ(x ≈ 0) ≈ e µD˜ exp
(
−Np
D˜
h(x)
)
, (21)
where
h(x) ≡ v˜(x) + v˜(x+ c) + v˜(x− c) . (22)
The shape of the cluster close to the origin is determined
by the function h(x) which acts as an effective potential
felt by a test particle at position x. h(x) combines the
repulsion from the particles in the cluster at the origin,
v˜(x), with the repulsion from the particles in the neigh-
boring ones v˜(x ± c). If the resulting h(x) has a min-
imum at the origin our assumption of a narrow cluster
there would be justified. On the contrary, a maximum
of h(x) at the origin implies that the internal repulsion
dominates, our approximations (19) and (20) would be
inadequate, and the iteration procedure does not con-
verge to a steady configuration consisting on well sep-
arated clusters. Figure 7 shows the function h(x) for
various GEM-α potentials. A maximum at the origin
and then lack of convergence to localized clusters occurs
when α < 2 (see Fig. 7 for GEM-1). A change of
behavior at the origin occurs precisely at α = 2. This
can be seen by expanding h(x) close to the origin: Us-
ing v˜(x) = exp(−|x|α) ≈ 1 − |x|α + . . . and that v˜(x) is
analytic at any x 6= 0 we find
h(x) ≈ 1 + 2v˜(c) + v˜′′(c)x2 − |x|α + . . . (23)
If α < 2 the dominant term is −|x|α which gives a maxi-
mum at the origin and then Eq. (20) does not give local-
ized clusters at the intended positions. When α > 2 the
quadratic term dominates at small x and the maximum
or minimum character of h(x) at the origin is determined
by the second derivative or curvature v˜′′(c), which for the
GEM-α potential is:
v˜′′(c) = cα−2α(1− α+ αcα)e−cα . (24)
For very small intercluster separation c, v′′(c) becomes
negative and then the situation is similar to α < 2. But
in the tail of the potential, i.e. if c & 1 (as when cluster
distance is given by the linear instability, see Table I) this
curvature is always positive and the iterative procedure
will converge (if D˜ is small) to a steady solution made of
localized clusters. h(x) for GEM-3 and intercluster dis-
tance c given by the linear stability analysis is plotted in
Fig. 7, showing a clear confining character at the ori-
gin. Values of the linearly-determined c and of v′′(c) for
other values of α are in Table I. When the intercluster
distance is too large, however, the influence of the neigh-
boring clusters becomes weaker. As shown in Fig. 7
for a large c = 1.8, the minimum character of the origin
is preserved, but the minimum is very shallow and the
absolute minima are not there, but at lateral positions.
Thus, the iterative procedure starting with the ansatz
Eq. (19) will not converge to a proper steady solution
neither in this case. This gives a range of periodicities
(roughly R . a . 2R) for which intercluster repulsion
under GEM-α potentials with α > 2 lead to localized
clusters despite the internal repulsion existing in all of
them.
We have focused in this section on the one-dimensional
case, but it is easy to see that the general ideas and
mechanisms are valid in any dimension d and in fact we
use them in the next subsection to obtain quantitative
expressions for cluster width and shape in 1d and in 2d.
D. Shape and width of clusters
The above arguments shed additional insight on the
results of the linear stability analysis: homogeneous dis-
tributions become unstable against pattern formation of
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FIG. 8: Clusters width as a function of D˜ for a GEM-3
potential. Red circles: from the steady density solution of
the DK equation. Blue squares: from a coarse-grained density
in particle simulations. In both cases, the Gaussian fit was
made focusing on the top of the clusters. a) One-dimensional
case. Dashed black line is Eq. (27). b) Two-dimensional case.
Dashed black line is Eq. (33). The intercluster distance c
used in the analytical formula was obtained from the position
of the second peak of the radial distribution function g(2)(r)
(see Fig. 3 a)), which gives a result slightly better than
using the linear instability value 2pi/kc. In the particle case
the coarse graining in 1d and in 2d was done as in Figs. 1
and 2 respectively.
periodicity precisely in the range which allows the par-
ticles to remain confined in well-localized clusters. All
the explanations rely on having narrow clusters, which is
only justified if D˜ remains sufficiently small. In this limit
(and for α > 2), expressions (21)-(23), valid for x ≈ 0,
can be used to provide an estimation of the central cluster
shape and width. In one dimension we have
ρ(x) ≈ e
µ−Np(1+2v˜(c))
D˜ e−
Np
D˜
v˜′′(c)x2 ≡ Np√
2piσ2
e−
x2
2σ2 , (25)
so that each cluster can be approximated by a Gaussian
of width
σ =
√
D˜
2Npv˜′′(c)
. (26)
Denoting σ1D this width in the original unscaled units,
and using that Np = c = a/R this expression can be
written as:
σ1D
R
=
√
D
2ρ0av˜′′(c)
(27)
Figure 8 a) compares this formula with the width ob-
tained from 1d numerical simulations of the particle sys-
tem and of the DK equation. We see that for the lowest
values of D˜, the agreement is really good in both cases.
For higher values of D˜, our calculations tend to under-
estimate the width of the clusters. This is coherent with
our hypothesis as we assumed very small values of D˜ and
well separated clusters.
In this D˜ → 0 limit the full density, according to
Eq. (20) is an array of Gaussian peaks:
ρ(x) ≈ Np√
2piσ2
∑
n
e−
(x−nc)2
2σ2 . (28)
The maximum (peak) value of the density is then (using
Np = c)
ρmax =
1√
2pi
c
σ
, (29)
or in terms of unscaled variables (and a = cR):
ρmax
ρ0
=
1√
2pi
a
σ1D
. (30)
This expression is plotted in Fig. 9 as a dashed line,
and compared with the numerically obtained 1d steady
solution of the DK equation and with particle simula-
tions. As expected, it becomes accurate when D˜ → 0
but becomes increasingly worse when D˜ approaches the
transition point. This opposite regime will be discussed
in the next subsection.
All the previous calculations can be essentially re-
peated in 2d. The only major difference is the starting
point as we now have to replace Eq. (19) by a hexagonal
lattice of delta functions:
ρ(y) ≈ Np
∑
n
∑
m
δ(y + nc1 +mc2), (31)
where c1 and c2 are two vectors of norm c necessary
to generate the hexagonal patterns. Following the same
method as in one dimension, we find that the clusters
have once again a Gaussian shape with width σ given by
σ =
√
2D˜
3
√
3α2cα(cα − 1)e−cα , (32)
which gives us in unscaled units
σ2D
R
=
√
2D
ρ0R23
√
3α2cα(cα − 1)e−cα . (33)
This formula is compared with numerical measurements
in Fig. 8 b) for α = 3. The agreement with particle and
DK data is once again very good as long as the value of
D˜ is small enough.
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FIG. 9: For each value of D˜ the maximum and the minimum
value of the steady density in 1d for α = 3 are plotted. The
inset gives an enlargement of the bifurcation region. Squares
(): values from direct numerical simulation of the DK equa-
tion. *, × and +: values from a coarse-grained density in
particle simulations at ρ0 = 1000, 1500 and 2000 respectively
(R = 0.1,  = 0.0333). Solid line: the weakly nonlinear ap-
proximation Eq. (34), including up to the second harmonic.
Dotted line: only the first harmonic term in Eq. (34). Dashed
line: the maximum of the pattern as given by the Gaussian
approximation, Eq. (30). In the particle case the coarse grain-
ing was done as in Fig. (1).
E. The neighborhood of the transition point
In the previous subsection we obtained an accurate
description of the patterns formed at small D˜. At the
same time the theoretical arguments to obtain it gave
useful insight into the mechanisms of the cluster crystal
formation. But this description became inaccurate as D˜
increased, and can not describe the neighborhood of the
instability point. Here we focus on that regime, using
weakly nonlinear expansions [41] close to the bifurcation
point D˜c = −vˆ1 = |vˆ1|. Although this type of descrip-
tion is appropriate for solutions of the deterministic DK
equation, it should be recognized that fluctuations effects
tend to be noticeable close to instability points, and then
it is not guaranteed that the expressions obtained in the
present subsection would be accurate for the stochastic
particle system.
We start with the 1d case. Details of the calculations
are in the Appendix. We use a weakly nonlinear expan-
sion in powers of a small parameter which turns out to be
the square root of the distance to the bifurcation point,√
|vˆ1| − D˜. We obtain an amplitude equation describ-
ing the dynamics close to the bifurcation. From it, the
steady periodic solution up to second order in the small
parameter reads
ρst(x) = 1+K(|vˆ1|−D˜)1/2 cos(kcx)+2(|vˆ1| − D˜)
2vˆ2 + |vˆ1| cos(2kcx) ,
(34)
where vˆ2 = vˆ(2kc),
K ≡ 2
(
2(1 + vˆ2/|vˆ1|)
2vˆ2 + |vˆ1|
)1/2
, (35)
and the pattern position has been chosen to be such that
there is a maximum at x = 0. Values of vˆ1 and vˆ2 for dif-
ferent values of α > 2 are in Table I. Figure 9 compares
this expression with maximum and minimum values of
the density distribution for α = 3, numerically obtained
from the 1d DK equation and from particle simulations.
It is seen that the approximation including only the first
harmonic is accurate just very close to the instability
point and that the range of validity is improved by in-
cluding the second-order term. Note that the continuous
character of the bifurcation in the DK equation is cor-
rectly predicted by the theoretical formula. For small val-
ues of D˜ the agreement becomes rather poor, as expected,
but the maximum values of the density can then be pre-
dicted by the Gaussian approximation and Eq. (30). It
is also worth mentioning that, in most of the D˜ range,
proper scaling is observed when plotting the maximum
and minimum values of the coarse-graining particle den-
sity in terms of the dimensionless quantities identified
from the deterministic DK equation, and that only small
differences between the DK density and the one obtained
from particle simulations are observed. This confirms
that neglecting noise, which has allowed us to get an-
alytic insight, is a good approximation in most of the
parameter range. The exception is the neighborhood of
the bifurcation point of the DK equation since, as com-
mented before, we do not expect a sharp transition for
the particle system in 1d. The effect of this somehow
smoother transition is an apparent shifting of the criti-
cal point to smaller values of D˜ for particle simulations,
an expected result of the presence of fluctuations. This
also explains why the local density was more sinusoidal
on the top right part of Fig. 1 than on Fig. 4 b): as
the particle simulations are noisy, at this value of D˜ the
system is deeper into the periodic state and further away
from the transition point in the DK case.
We now turn out to two-dimensional systems. Fol-
lowing a similar weakly nonlinear procedure, we find the
following expression for the density for D˜ close to D˜c (see
details in the Appendix):
11
ρst(x) = 1 + 2δ0 (cos(k1 · x) + cyclic) + δ
2
0 |vˆ1|
(|vˆ1|+ vˆ2) (cos(2k1 · x) + cyclic) +
2δ20 |vˆ1|
|vˆ1|+ vˆ12 (cos(k12 · x) + cyclic) , (36)
where δ0 is, up to second order, a positive solution of
D − |vˆ1|
|vˆ1| = δ0 − δ
2
0
( |vˆ1|+ 2vˆ2
2(|vˆ1|+ vˆ2) +
|vˆ1|+ 3vˆ12
|vˆ1|+ vˆ12
)
. (37)
The terms in ‘cyclic’ are cosines similar to the ones ex-
plicitly shown but with arguments obtained by changing
cyclically (1 → 2 → 3 → 1) the subindices of vectors
k1 and k12 (which are defined in the Appendix). In this
way ρst(x) has hexagonal symmetry, with periodicity de-
termined by kc = |k1|. Figure 10 shows the behavior
with respect to D˜ of the maximum value of ρst/ρ0 ac-
cording to Eqs. (36) and (37) and compares them with
the numerical results of the 2d DK equation. Equation
(37), quadratic in δ0, gives two different branches for δ0
in a range of D˜, coalescing and disappearing at a turn-
ing point. Only the upper branch is stable. Then, the
bifurcation is subcritical in 2d, with two stable steady
densities existing near the critical point, the homoge-
neous ρ = ρ0 and the hexagonal density with ampli-
tude determined by the upper-branch solution of (37).
In agreement with the analytic approach, a hysteretic
behavior is clearly visible in the DK simulations. The
upper branch corresponds to the hexagonal pattern that
discontinuously becomes homogeneous when increasing
D˜ beyond D˜ ≈ 0.0957. The quantitative agreement be-
tween simulations and theory is rather poor as Eq. (36)
systematically underestimates the density peaks. This is
a consequence of the theory being an expansion in the
neighborhood of the point (D˜ = D˜c, ρ/ρ0 = 1), whereas
the interesting upper branch of the density its quite far
from there. For smaller values of D˜ the 2d Gaussian ap-
proach gives a better description, as confirmed by Fig.
8b. We note however that the turning point predicted
from Eqs. (36) and (37) gives a reasonable approxima-
tion to the numerical location of the jump to homoge-
neous density in the DK case. Although it is out of the
scope of the present paper to elucidate if the sharp jump
in the maximum of the structure factor in the particle
system (see Fig. 3 c) is actually continuous or discontin-
uous, indicating a continuous or discontinuous melting,
we note that the discontinuous jump occurring in the
deterministic DK steady solution gives a good approxi-
mation (D˜ ≈ 0.0957, a value of D˜ larger than the linear
D˜c = |vˆ1|) for the location of the particle transition, as
seen in Fig. 3 c.
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FIG. 10: Maximum value ρmax/ρ0 of the steady density so-
lution of the DK equation in 2d for α = 3. We start from
D˜ = 0.077, slowly increase it up to D˜ = 0.102 (red disks)
and then slowly decrease D˜ back to its initial value (black
squares and green diamonds). The plot clearly highlights
a hysteretical behavior. The green diamonds indicate that
ρmax/ρ0 remains close to 1 during the times accessible to our
simulation, but clearly increasing, even if very slowly. For
the black squares in the lower branch ρmax/ρ0 is observed to
decrease towards 1. Thus the behavior is consistent with the
theoretical threshold for stability of the homogeneous solu-
tion (D˜ ≈ 0.0823, see Table I, marked with a dotted vertical
line) and we expect the green diamonds to reach the upper
density branch in a sufficiently long simulation. The thin un-
dotted lines give the theoretical prediction for ρmax from Eq.
(36): two branches, giving the upper one a prediction for the
amplitude of the stable hexagonal density. The right dotted
vertical line indicates its turning point.
IV. DYNAMICS WITH SOFT ATTRACTIVE
INTERACTIONS
For completeness, we study in this section the case
opposite to the previous repulsive situation, i.e. particles
interacting via purely attractive forces. The relevance
of this problem is reflected in many fields of physics or
biology dealing with the problem of particles attracting
each other [8, 40].
We consider Brownian dynamics as in Eq. (3) with a
potential given also by Eq. (4), but now it is attractive,
so that  < 0. The dimensionless version of the potential
is v˜(x) = − exp(−|x|α). In Fig. 11 we show a spatiotem-
poral plot of the 1d particle positions for both α = 1 and
α = 3, starting from random initial conditions. Despite
the visible differences between the two cases, the qual-
itative features of the dynamics are the same: in both
situations clusters periodically spaced emerge at short
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FIG. 11: Dynamics of 600 Brownian particles with attractive
interactions in a periodic domain of size L = 3, so that ρ0 =
200.  = −0.33, R = 0.1, and D = 3.96 × 10−3, so that
D˜ = 6 × 10−4. a) GEM-1 attractive potential. b) GEM-3
attractive potential.
times. Then clusters attract each other and coalesce. In
this coarsening process the pattern periodicity increases,
although at late times cluster separation becomes pro-
gressively more irregular and each cluster behaves es-
sentially as isolated. As in the repulsive case, if D˜ is
sufficiently large, cluster formation does not occur. The
same phenomenology is observed in 2d, and this is also
the behavior of the solutions of the 1d and 2d DK equa-
tion with attractive potential. Figure 12 displays 2d
late time configurations for both the particle dynamics
and the DK description. The figure shows also that the
shape of the clusters is approximately Gaussian.
Because of the attraction one would expect a collapse
of all the particles in a single cluster. In fact, this is what
happens but at extremely long times. The clustering is
a consequence of particle’s attraction, and several aggre-
gates remain if the attraction is weak and the clusters are
distant enough from each other. In the case of the noise-
less DK equation, if the interaction has a strictly finite
range, clusters located farther apart than this range do
not coalesce and the pattern would remain stationary.
A main difference with the repulsive case is that the
cluster patterns appear for any value of α. This can be
easily explained from the linear stability analysis of the
homogeneous density. The growth rate of perturbations
remains the same as in Eq. (13) but now, since  < 0
the Fourier transform of the potential will have negative
values independently of α. Figure 13 shows the growth
rate λ(k) for some parameter values. As before, for large
values of D˜, λ(k) < 0 for all k, so that no instability to
cluster formation will occur on the homogeneous density.
FIG. 12: Density functions at large times for the attractive
GEM-3 potential and D˜ = 0.0975. a) Coarse-grained density
of particle simulations. R = 0.1,  = 0.0333, N = 2000, L = 1
(so that ρ0 = 2000). The coarse graining procedure is as in
Fig. 2. b) Integration of Eq. (12) with the pseudo-spectral
method. Figure c) is the density ρ/ρ0 along the white dashed
lines shown on Figs. a) and b) (red and blue squares respec-
tively), shifted for convenience. The black curves correspond
to a fit by a sum of Gaussian functions.
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FIG. 13: Growth rate (Eq. (13)) for attractive GEM-3 and
GEM-1 potentials (full and empty symbols respectively). For
GEM-3: D˜ = 0.015 (green squares), 0.9 (red disks) and 3
(yellow diamonds). For GEM-1: D˜ = 0.6 (blue squares), 4.5
(black circles) and 21 (orange diamonds).
V. SUMMARY AND CONCLUSIONS
We have analyzed in detail the properties of a system
of interacting Brownian particles in the presence of a soft-
core repulsive two-body potential. The relevant result is
that in a range of parameters, despite the repulsion, the
particles aggregate in clusters that periodically arrange
in space. We have studied the system at two descriptive
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levels: the microscopic particle dynamics, and the DK
equation for the coarse-grained density of particles. By
considering the deterministic version of the DK equation
we have obtained the condition for pattern formation,
which is that the Fourier transform of the potential must
have negative values, and when this is the case, the dif-
fusion coefficient has to be small enough. When diffu-
sion is small the single clusters have a Gaussian shape
maintained by the interplay between repulsion between
close particles and diffusion, which tend to increase clus-
ter width, and repulsion from particles in neighboring
clusters, which tends to narrow the clusters. In addi-
tion to clearly identifying the mechanisms involved, our
approach based on the deterministic DK equation has al-
lowed the derivation of analytical expressions for cluster
width and height in 1d and in 2d which are accurate for
small diffusion. The bifurcation behavior of the steady
density has also been analyzed close to the onset of in-
stability of the homogeneous state, obtaining approxima-
tions for the periodic density patterns formed in 1d and
2d. Finally, the situation in which the particles interact
attractively has been briefly considered, obtaining also
situations of cluster formation. Similarities and differ-
ences with the repulsive case have been commented.
The consideration of low dimensions (one and two) and
the restriction to a deterministic approach in which pat-
tern formation techniques become powerful has allowed
us to gain insight into this counterintuitive clustering in-
stability in which particle repulsion leads to clustering.
We close by noting the strong formal analogies, includ-
ing the condition for linear instability, with the situation
of cluster formation in models of population dynamics,
with non-conserved number of particles, in which the re-
pulsive interaction is replaced by a negative influence of
the individuals onto the growth of others, i.e. compet-
itive interaction [15, 16, 24]. The phenomenon studied
here i.e. the formation of crystals of clusters induced by
an instability of the density in the presence of repulsive
or competitive feedbacks is thus very general and could
be found in many other kinds of systems.
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Appendix: Weakly nonlinear analysis close to
instability points
We want to obtain an equation for the deviation of
the solution of the Dean equation with respect to the
homogenous solution ρ0 close to its instability threshold.
Using dimensionless variables so that ρ0 = 1 the equation
for δ(x, t) = ρ(x, t)− 1 is
δ˙(x, t) = D˜∇2δ(x, t) + Gδ(x, t) +∇ · (δ(x, t)Hδ(x, t)) .
(38)
We have defined the operators H and G as
Hf(x) =
∫
∇v˜(x− x′)f(x′)dx′ (39)
and
Gf(x) =
∫
∇2v˜(x− x′)f(x′)dx′ . (40)
We note that
Heik·x = ikvˆ(−k)eik·x = ikvˆ(k)eik·x , (41)
where the last equality arises because vˆ(k) depends only
on the modulus of k: vˆ(k) = vˆ(k), and
Geik·x = −k2vˆ(k)eik·x . (42)
The homogeneous solution δ = 0 becomes unstable for
α > 2, for which vˆ(k) has negative Fourier components,
and D˜ < −vˆ(kc). We use the notation vˆ1 = vˆ(kc) and
vˆ2 = vˆ(2kc) and introduce the expansions
D˜ = D˜c + a1η + a2η
2 + a3η
3 + . . . (43)
δ(x, t) = 0 + ηψ1 + η
2ψ2 + η
3ψ3 + . . . (44)
where D˜c = −vˆ1 = |vˆ1|, ψi = ψi(x, T, ...), T = η2t+ . . ..
We obtain
O(η) : Lcψ1 = 0 (45)
O(η2) : Lcψ2 = −a1∇2ψ1 −∇ · (ψ1Hψ1) (46)
O(η3) : Lcψ3 = ∂Tψ1 − a1∇2ψ2 − a2∇2ψ1
−∇ · (ψ1Hψ2)−∇ · (ψ2Hψ1) , (47)
where the critical operator is Lc = D˜c∇2 + G.
The general solution of Eq. (45) is
ψ1 =
∑
k
Ak(T )e
ik·x , (48)
where the sum is over wavevectors with the critical mod-
ulus |k| = kc.
We start with the one-dimensional case, for which
Eq. (48) reduces to
ψ1 = A(T )e
ikcx + cc . (49)
cc means complex conjugate. Substituting in Eq. (46):
Lcψ2 = a1k
2
cA(T )e
ikcx + 2k2cA(T )
2vˆ1e
2ikcx + cc . (50)
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Fredholm theorem requires a1 = 0 to avoid resonances,
and then, neglecting the solution of the homogeneous so-
lution, ψ2 is given by
ψ2 =
A(T )2e2ikcx
2
(
1− vˆ2vˆ1
) + cc ≡ B(T )e2ikcx + cc . (51)
Going to the next order, Eq. (47):
Lcψ3 = e
ikcx
(
∂TA(T ) + a2k
2
cA
+ k2cBA
∗ [2vˆ2 − vˆ1]
)
+ cc +O(e3ikcx) . (52)
Again, elimination of resonances requires
∂TA = −a2k2cA− k2cA∗B (2vˆ2 − vˆ1)
= −a2k2cA− k2c
2vˆ2 − vˆ1
2
(
1− vˆ2vˆ1
) |A|2A , (53)
which is the amplitude equation describing the dynamics
at D˜ ≈ D˜c. The steady solution is
|Ast|2 = −2a2 (1− vˆ2/vˆ1)
2vˆ2 − vˆ1 . (54)
Using the expansion (43):
η =
√
D˜c − D˜
−a2 + . . . (55)
the expansion (44) for the steady state becomes
δ(x) =
(
(D˜c − D˜)2(1− vˆ2/vˆ1)
2vˆ2 − vˆ1
)
eikcx+iφ + cc
+
D˜c − D˜
−a2 ψ2(x) + . . . (56)
φ is the (arbitrary) phase of Ast, fixing the position of
the pattern, and that in the following we take φ = 0.
Finally, using that Dc = −vˆ1 = |vˆ1| we find expression
(34) in the main text. Given the signs in Eq. (56), we
have a supercritical bifurcation from the homogeneous
state to a periodic array of clusters when D˜ is reduced
below D˜c.
The procedure can be repeated in two dimensions. For
simplicity we focus directly on the steady solutions, so
that the term ∂Tψ1 is absent from Eq. (47). The solution
of Eq. (45) with hexagonal symmetry is
ψ1 =
∑
r=1,2,3
Are
ikr·x + cc , (57)
where kr, r = 1, 2, 3 are three wavevectors of modulus
kc and oriented 120 degrees apart. Together with the
other three wavevectors contained in the complex conju-
gate (cc) terms, they complete the hexagonal platform
that generates the hexagonal pattern. We note that
k1 + k2 = −k3, k2 + k3 = −k1, and k3 + k1 = −k2.
Other vectors that appear in the nonlinear expansion are
k12 = k1 − k2, k23 = k2 − k3 and k31 = k3 − k1, all of
modulus k12 =
√
3kc. We define vˆ12 ≡ vˆ(k12).
Introducing (57) into the second order Eq. (46) we ob-
tain as the conditions for eliminating the resonant terms:
a1A1 + vˆ1A
∗
2A
∗
3 = 0 , (58)
and the other two complex equations resulting from cyclic
permutation of the subindices of Ar: 1 → 2 → 3 →
1. Choosing appropriately the origin of coordinates it
is enough to solve (58) for real and equal amplitudes:
Ar = A, r = 1, 2, 3, so that
A =
a1
|vˆ1| . (59)
The second order equation can now be solved, giving a ψ2
in terms ofA and a1 and with spatial structure containing
wavevectors 2kr and krs, r, s = 1, 2, 3. Eliminating again
resonant terms from Eq. (47) and defining δ0 = ηA we
find the two formulas given in the main text, namely Eq.
(36) and (37). There is a subcritical bifurcation from
homogeneous to hexagonal density when reducing D˜.
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