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A major challenge in computer simulations of glassy systems is the ability to generate configu-
rations that may be found in equilibrium at sufficiently low temperatures, in order to probe static
and dynamic behaviour close to the glass transition. A variety of approaches recently have explored
ways of surmounting this barrier. Here we explore the possibility of employing mechanical agitation,
in the form of oscillatory shear deformation, to generate low energy configurations in a model glass
former. We show, by performing oscillatory shear deformation simulations over a range of temper-
atures, shear rates and shear deformation amplitudes, that such an approach is capable of speeding
up the simulation speeds by several orders of magnitude.
The hallmark of glassy behaviour is the enormous slow
down of dynamics upon decreasing temperature as the
glass transition is approached. In studies of glass form-
ing liquids through experiments and in computer simula-
tions, such a slow down means that observed glass tran-
sition is always a kinetic phenomenon whereby the liquid
falls out of equilibrium in a protocol dependent fashion.
Importantly, because glass formers fall out of equilibrium
too far away from a putative ideal glass transition, defini-
tive validation or refutation of proposed explanations for
glassy behaviour becomes difficult [1–5]. A telling exam-
ple is the growth of length scales that are considered to
be associated with the approach to the glass transition.
Whereas such length scales are expected to diverge at
the glass transition, their growth in the observed range
of temperatures is modest, varying by less than an order
of magnitude [6]. Thus, extending the range of states
that can be analysed is of great importance in develop-
ing a better understanding of the behaviour of glass form-
ing systems. The reasons for the difficulty in accessing
low temperature states is often expressed in terms of the
complex energy landscape possessed by glassy systems
[7], and going beyond glass formers, the “rugged energy
landscape” problem is of relevance to a wide variety of
physical systems and contexts.
Recent years have witnessed encouraging progress in
addressing the problem of preparing and simulating glass
formers and glasses in well annealed, low temperature (or
high density) states. Seminal work by Ediger et al. have
opened a new directions in experiments and simulations
in generating deeper energy states in an efficient manner
[8, 9]. It has been shown experimentally that through
the process of physical vapour deposition (PVD) of par-
ticles on a substate, maintained at an optimal tempera-
ture (15 % below Tg), glasses that correspond to much
lower temperatures compared to conventional methods
can be prepared [8, 9]. Enthalpic measurements suggests
that the PV D technique results in much lower enthalpy
and higher density glasses compared to conventional ap-
proaches [8, 9], and glasses so prepared have been termed
ultrastable glasses. In computer simulations, the time
scales that can be accessed using conventional molecu-
lar dynamics and Monte Carlo simulations are many or-
ders of magnitude shorter than in experiments. Some ap-
proaches using non-local moves and other methods have
been attempted [10–18] with varying degrees of success.
Recently, the experimental PVD method has motivated
the corresponding method to be implemented in silico
leading to the ability to generate extremely well annealed
glass films [19–23], optimizing deposition rates and sub-
strate temperature. A drawback of this approach as a
general method, however, is that it is restricted to the
specific geometry required, namely that of a film, and
the glasses prepared via PVD are inhomogeneous, i.e.,
bulk density differs with the surface [22]. In simulations
of polymeric glasses, the stability is correlated with the
high degree of anisotropy, appearing from the layering of
polymer along the normal direction to the substrate [24].
More recently, the swap Monte Carlo method [12, 13], in
which non-local swaps of distinguishable particles are em-
ployed to achieve accelerated sampling of configuration
space, have been employed with great success in simu-
lating glass forming liquids [25, 26], and also promises to
lead to other new simulation approaches [27]. A short-
coming currently of the swap Monte Carlo approach is
that it relies on the presence of polydispersity in the sim-
ulated systems, although ways of circumventing this limi-
tation are being explored, and even without doing so, the
approach allows regimes previously unexplored in simu-
lations to be explored [28]. These developments have
advanced greatly the ability to simulate glass formers at
low temperatures, and prompt exploration of other ap-
proaches. A combination of different approaches [23, 28]
is also another potential route to achieving the ability to
simulate glass formers in regimes that have hitherto been
inaccessible.
Here, we explore the ability of applying mechanical
deformation to more efficiently explore the energy land-
scape of glass forming liquids. Aging and rejuvenation
of glasses have been studied in the past experimentally
and in simulations, owing to their obvious relevance in
understanding the properties of glasses[29–31]. The be-
haviour of glasses (or inherent structures, local energy
minima generated by energy minimization of liquid con-
figurations [32, 33]) under (typically, but not restricted
to) athermal quasistatic (AQS) shear deformation have
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2recently been studied in order to study the mechanical
behaviour of glasses [34–41]. Under cyclic, or oscillatory,
shear deformation, both aging (i. e. a decrease in the
energies of the inherent structures) and rejuvenation (an
increase in the energies) are found [31, 34, 35]. A de-
tailed analysis of a model glass by Leishangthem et al.
[35], with the amplitude of the shear deformation as the
relevant variable, showed that below the yielding strain
amplitude, progressively deeper energy minima are sam-
pled, whereas above the yielding amplitude, the energies
become larger, alongside the formation of shear bands
[42]. The lowest energy, homogeneous, structures are at-
tained at (but below) the yielding point. This observa-
tion suggests that cyclic deformation at suitably chosen
shear amplitudes is an approach to generating low energy
inherent structures. In the present work, we investigate
this possibility. In order to incorporate thermal relax-
ation and to explore the role of additional parameters,
we study oscillatory shear deformation at finite temper-
ature and shear rates.
We perform non-equilibrium molecular dynamics sim-
ulations (NEMD) to shear deform a model glass former
at finite temperatures and strain rates. The trajectories
are generated using the v ia SLLOD algorithm [43],
employing LAMMPS [44]. We study the Kob-Andersen
80:20 mixture [45] with Lees-Edwards periodic boundary
conditions [46]. The interaction between particles is
defined in a following manner:
Uαβ(r) = 4αβ
[(σαβ
r
)12
−
(σαβ
r
)6]
+4αβ
[
c0αβ + c2αβ
(
r
σαβ
)2]
, rαβ ≤ rcαβ
= 0, rαβ > rcαβ .(1)
Here, indices (α, β) represent particle type (A or B) in
the binary mixture. We report results in reduced units,
with units of length, energy and time scales being σAA,
AA and
√
σ2AAmAA
AA
respectively. The model parameters
are AB/AA = BA/AA = 1.5, BB/ AA = 0.5, and
σAB/σAA = σBA/σAA = 0.8, σBB/σAA = 0.88. Energy
values reported are energies per particle.
The initial liquid configurations are generated via equi-
librium molecular dynamics (MD) simulation at tem-
perature (T = 0.466). Then, these configurations are
subjected to oscillatory shear deformations for a range
of temperatures, strain rates and amplitudes. The re-
laxation time from the equilibrium MD simulation is
denoted as τ , whereas the times in the NEMD simu-
lations are denoted by t∗. The applied strain γ(t) is
of the form γ(t) = γmax sin(ωt), where ω is the fre-
quency, and γmax is amplitude of strain. The strain
rates γ˙ reported are the strain rate values at the ini-
tial time of each cycle, i. e. γ˙ = γmaxω. We con-
sider N = 4000 particles at the reduced density ρ = 1.2
and perform simulations for a range of temperatures
(T ∈ [0.2, 0.4]) across the Kauzmann temperature esti-
mated in previous work to be (TK ≈ 0.3), shear rates
(γ˙(0) ∈ [10−6, 10−3]), and strain amplitudes (γmax). Cy-
cles of strain, 0 → γmax → 0 → −γmax → 0, are ap-
plied repeatedly over many cycles. We perform conju-
gate gradient minimization on the simulated configura-
tions to obtain energy minimum configurations (inherent
structures). We evaluate the potential energy of sheared
liquid configurations and inherent structures (IS), and
stress anisotropy and two dimensional pair correlation
functions to characterize their anisotropy, if present.
We carry out a series of simulations for different shear
amplitudes at a fixed shear rate and a fixed temperature
to find out the amplitude dependence of the IS energy,
which we report stroboscopically (at the end of each cy-
cle) unless otherwise noted. The energies of IS (eIS),
at temperature T = 0.3 and strain rate γ˙ = 10−5, are
shown in Fig. 1. Fig. 1 (a) shows that with the increase
in strain amplitude the system descends towards lower
energy minima, up to a particular amplitude, whereas
for larger amplitudes the energies begin to increase. Fig.
1 (b) shows the asymptomatic values of the IS energies as
a function of strain amplitude, with γmax = 0.035 gener-
ating the lowest energy configurations. The IS energies
are fitted to a stretched exponential function of the form
eIS(t) = (eIS(0)− eIS(∞))exp(−(t/τ)β) + eIS(∞) in or-
der to compare energy values for a given long time for
the different cases, though we do not attempt to anal-
yse the precise functional form of the time dependence
in this work. It is appealing to consider functional forms
studied in the context of aging in glasses [29] and gran-
ular compaction [47–49], which we leave for future work.
As shown in the Supplemental Material (SM), the min-
imum of eIS during a cycle shifts to finite strain val-
ues and the stress-strain loops acquire finite area, above
γmax = 0.035. Based on the analysis in [35] we identify
γmax = 0.035 to be the yield strain γy, within the preci-
sion of our sampling of strain amplitudes. Corresponding
data for other cases are presented in the SM. We consider
next the effect of strain rate and temperature to find opti-
mal parameters to access low energy states in an efficient
manner.
We next consider the strain rate and temperature de-
pendence of the yielding strain considering a range of
strain rates (γ˙ ∈ [10−3, 10−6]) and temperatures (T ∈
[0.2, 0.4]). With increasing strain rates, the yield strain
shifts towards higher values, consistently with previous
results [50]. Likewise, as the temperature is lowered
the yield strain shifts towards higher strain amplitudes.
These are shown in the SM. For each strain rate, we
consider the IS energies obtained at the optimal strain
amplitude γmax and plot it as a function of temperature
in Fig. 2. As observed for PVD [22], we find the maxi-
mum extent of annealing at the Kauzmann temperature
(TK ≈ 0.3), and we perform the remaining analysis at
that temperature.
As mentioned earlier, cyclic shear deformation offers
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FIG. 1. (a) Time evolution of inherent structure (IS) energy at a fixed temperature (T = 0.3) and shear rate (γ˙ = 10−5). The
IS energies are fitted to a stretched exponential function to obtain long time values. (b) The long time values of IS energies vs.
strain amplitude, which are obtained by considering data or fit values at t∗ = 106. The strain amplitude for which the energy
is lowest is identified as the yield strain γy.
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FIG. 2. The minimum inherent structure energy attained
vs. temperature, shown for two different shear rates. This
indicates that the optimum temperature is T ≈ 0.3.
a novel route to access low energy states with a choice
of optimal parameters. Though the yielding amplitude
depends on the temperature and rate, we focus below
on the amplitude (γmax =)0.035, which corresponds to
the yield strain for the strain rate 10−5 at T = 0.3. The
evolution of the IS energy for different shear rates (Fig. 3
(a)) shows that for higher shear rates the energies in the
initial times are lower, but the rate of decrease is larger
for lower shear rates. One may thus consider a strategy
of tuning shear rates according to the energies achieved
at a given time but this requires a better understanding
of the dependence of rates of decrease of energies with
the parameters considered. Here, we restrict ourselves to
the data set presented and estimate the efficiency of the
approach. In order to do so, we need a mapping of the
inherent structure energies and temperatures. For this,
we use the observation[51] that the inherent structure
energies at low temperatures display the behaviour
eIS(T ) = E∞ −A/T, (2)
where E∞ is the extrapolated infinite temperature IS en-
ergy and A represent the slope of eIS vs 1/T (see SM).
We estimate the equilibrium temperature corresponding
to a given inherent structure energy using this relation-
ship. Next, we compute the relaxation times correspond-
ing to a given temperature using the Vogel Fulcher Tam-
man relation (VFT) expression
τ = τ0 exp
[
1
(KV FT (T/TV FT − 1))
]
, (3)
where parameters τ0, KV FT and TV FT are obtained from
fits to molecular dynamics simulations for temperatures
above T = 0.435 (see SM). Fig. 3 (b) shows the esti-
mated temperatures vs. simulation time, along with a
reference curve that indicates the dependence of the re-
laxation times on the temperature. A long run up to
t∗ ∼ 108 at γ˙ = 10−5 shows the lowest temperature ac-
cessed is approximately 0.348 (eIS ≈ −7.073 compared
to the lowest estimated value of −7.15; see SM). Com-
parison with VFT times indicate a speed-up of roughly 3
orders of magnitude. We next compute, as a function of
t∗ the corresponding relaxation time τ reached (through
the estimated temperature), and show the ratio τ/t∗ vs.
t∗ in Fig. 3 (c). The data shown clearly indicate that
the gain in time is faster than linear. Attempts to fit the
functional form indicate that τ values vary faster than
a quadratic function of t∗ for the lowest shear rate (but
always vary faster than linearly) and slower than an ex-
ponential function (as is clear from the figure) though the
exact form is difficult to ascertain owing to the quality
of the data. In any event, the data shown clearly indi-
cates that the gain in time grows faster than linearly with
the simulation times. In the simulations we perform, it
reaches three orders of magnitude.
We next consider the potential anisotropies in the
structures we generate. The ultrastable glasses produced
by physical vapor deposition (PVD) method have shown
features that can be connected to more anisotropic pack-
ing, compared to its ordinary glass counterpart formed
by cooling the liquid. So far, we have described inher-
ent structures obtained by shearing in a particular shear
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FIG. 3. (a) Inherent structure energies eIS vs. time for different shear rates. (b) The energies eIS is transformed to temperatures
corresponding to those energies for equilibrated samples. Also shown is the VFT relationship between the temperatures and
relaxation times for comparison. (c) The ratio of relaxation times τ corresponding to the state at a given time t∗ plotted
against t∗ indicates a gain of roughly 3 orders of magnitude, and a strong growth in the gain vs simulation time.
plane. We first consider the effect of shearing in alternat-
ing shear planes (xy, xz, and yz, repeated after 3 cycles).
As shown in Fig. 4 (a) the generated energies are essen-
tially the same. Next we consider the stress anisotropy,
which is defined as SA = (S1−S3)/(S1 +S2 +S3), where
Si (S1 > S2 > S3) are the eigenvalues of the stress tensor.
Excepting for very large strain amplitudes, we find the
stress anisotropies to be small, and comparable to those
of inherent structures quenched directly from liquid con-
figurations, as shown in Fig.s 4 (b) and (c). We also test
for any possibilities of shear localisation accompanied by
inhomogeneities in the local density. Density values ob-
tained for slabs in the shear direction show no evidence of
strain localisation (as they do beyond the yield strain in
AQS simulations [42], although for larger samples). We
conclude that the samples we generate are isotropic and
homogeneous.
To summarise, we have explored the possibility of gen-
erating low energy configurations by the application of
oscillatory shear deformation, and have identified opti-
mal conditions for doing so, namely temperatures close to
the Kauzmann temperature (T ≈ TK), strain amplitudes
close to yield strain (γmax ≈ γy) and small strain rates.
We generate inherent structures with energies smaller
than any that have been generated by conventional sim-
ulations, reaching within 15% of TK , with an estimated
simulation time gain of 3 orders of magnitude. Whether
such gains may be enhanced further to make the stud-
ied approach competitive with other methods currently
probed remains to be seen, and will depend on a better
understanding of factors governing the speed-up. But
our results clearly demonstrate that cyclic deformation
is among the attractive options available for accelerated
sampling, and at the very least, it may be interesting
to develop approaches for using it in tandem with other
acceleration schemes. The presented method has the ad-
vantage that it does not depend on a particular choice
of system, and is capable of generating bulk samples. A
potential concern may be that such a procedure will gen-
erate anisotropic structures, but we shown that such is
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FIG. 4. (a) Inherent structure (IS) energies when shear is
applied in alternating planes alternating) vary in the same
way with time as when only xy shear is applied. (b) For
strain amplitudes lower than or close to the yielding ampli-
tude, stress anisotropies for strain rate 10−5 compare with
those of isotropic inherent structures (indicated by the hor-
izontal line). (c) The same observation holds for different
strain rates indicated. (d) Variation of density in the shear
direction indicating that the system is homogeneous.
not the case. Future investigations, we hope, will shed
light on the degree to which this method can be fine
tuned to maximize performance, and on the reasons why
cyclic deformation leads to an accelerated approach to
low energy configurations.
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6Annealing glasses by cyclic shear deformation
(Supplemental Material)
Pallabi Das, Anshul D. S. Parmar, and Srikanth Sastry
Here we provide additional information regarding the
following aspects of analysis of the studied model glass:
(i) Nature of the potential energy and stress (xy compo-
nent) vs. strain across the yielding strain amplitude over
a full cycle; (ii) Yield strain amplitude at finite temper-
atures and shear rates; (iii) Inherent structure energy
to temperature conversion; and (iv) Structural analysis
near the yielding amplitude.
I. CHARACTERIZATION OF YIELD
AMPLITUDE
Onset of yielding can be studied by considering the en-
ergy and stress within a strain cycle and as function of
cycles. At the yield strain amplitude (γy), the system
accesses the minimum energy states in the potential en-
ergy landscape based on past work. Beyond the yielding
point, the location of the minimum of energy shift from
zero strain to finite strain values, and the area enclosed
by the stress-strain curve becomes finite, indicating the
onset of plasticity in the system. We show here that the
yielding strain amplitude which we identify as the strain
at which the IS energy is minimum (stroboscopically) also
displays the characteristic features mentioned above.
II. DEPENDENCE ON SHEAR AMPLITUDE
AND RATE
In this section, we show results of the inherent struc-
ture energy variation with time for a range of tempera-
tures and strain rates. The Fig. S2 (a) - (c) show results
for different strain rates indicated for T = 0.3. Energy
values shown in Fig. S2 (d) indicate that the yielding
point shift to higher values of strain amplitude as the
strain rate is decreased.
Fig. S3 shows data for T = 0.3 for a range of strain
amplitudes across the yielding point, for different strain
rates, shown in each panel for different strain amplitudes.
The data shows that at high strain amplitudes, the en-
ergies tend to saturate whereas at low amplitudes they
continue to decrease.
We next display the results for each strain rate in Fig.
S4), Fig. S5 and Fig. S6, and in each case for different
temperature (each panel) and strain amplitudes (each
curve). The IS energies vs. strain amplitude are shown
in Fig. S4(f)), Fig. S5(e) and Fig. S6(c). We also
study the yield behaviour as a function of temperature
and strain rates (see S4(f)), S5(e) and Fig. S6(c), further
the strain rates, amplitude and temperature is chosen to
access the lowest energy states.
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FIG. S1. (a) Inherent structure energy variation within a
cycle for different amplitudes at fixed rate and fixed tempera-
ture. The energy minimum at zero strain shift to finite strain
values above a certain strain amplitude. (b) Variation of σxy
over a cycle. After a certain amplitude of strain, the stress-
strain curves begin to enclose a finite area. (c) The yielding
strain identified in the manuscript as the location of the mini-
mum in the energy at zero strain is consistent with that based
on the above criteria.
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FIG. S2. (a-c) The evolution of IS energy for different shear rates has been shown for T = 0.3. The amplitude at which the
long time energy value reached a minimum has been identified as the yielding transition γy amplitude. (c) With the increase
of shear rate the yielding transition occurs at higher values of γmax.
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FIG. S3. IS energies vs. time for T = 0.3 for different shear amplitudes (each panel), and strain rates. The data shows that at
high strain amplitudes, the energies tend to saturate whereas at low amplitudes they continue to decrease.
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FIG. S4. Strain rate - 10−3. (a) - (e): IS energy evolution for shear deformation across the yielding amplitude have been
shown at γ˙ = 10−3, for a range of temperatures within 0.20-0.40. Each panel shows data for a number of different strain
amplitudes. (f) Corresponding long time energy values shows that γy moves to a higher value with a decrease in temperature.
The optimum temperature to attain the lowest possible IS energy at this rate is T = 0.30.
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FIG. S5. Strain rate - 10−5. (a) - (d): IS energy evolution for shear deformation across the yielding amplitude have been
shown at γ˙ = 10−5, for a range of temperatures within 0.25-0.40. Each panel shows data for a number of different strain
amplitudes. (e) Corresponding long time energy values shows that γy moves to a higher value with a decrease in temperature.
The optimum temperature to attain the lowest possible IS energy at this rate is T = 0.30.
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FIG. S6. Strain rate - 10−6. (a) - (b): IS energy evolution for shear deformation across the yielding amplitude have been
shown at γ˙ = 10−6, for temperatures T = 0.3, 0.35. Each panel shows data for a number of different strain amplitudes. (c)
Corresponding long time energy values shows that γy moves to a higher value with a decrease in temperature. The optimum
temperature to attain the lowest possible IS energy at this rate is T = 0.30.
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III. EQUILIBRIUM MOLECULAR DYNAMICS:
RELAXATION TIME AND CONFIGURATIONAL
ENTROPY
Comparing the time scales accessed by the non-
equilibrium MD (NVT-SLLOD, NEMD) simulations
with the equilibrium NVT-MD simulation results is an
important for our analysis. The relaxation time over a
large temperature range is fitted to the VFT functional
form in Fig. S7(a) (data from the Ph. D. thesis of S.
Sengupta, JNCASR). The fit values are used in our anal-
ysis in the manuscript. Fig. S7 (b) shows data (from
S. Sastry, Nature 409 164–167 (2001)) for the configu-
rational entropy density vs. inherent structure energy
and a quadratic fit (logarithm of a Gaussian density of
states). From the shown data and the fit, the config-
urational entropy vanishes at the Kauzmann energy of
eIS = −7.15.
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FIG. S7. (a) Relaxation times from molecular dynamics simu-
lations vs. temperature, and the corresponding fit to the VFT
form. (b) The configurational entropy density as a function
of the inherent structure energy, and a quadratic fit. The ex-
trapolated value of IS energy at which confrontational entropy
vanishes is (≈ −7.15).
IV. CORRESPONDENCE BETWEEN
INHERENT STRUCTURE ENERGIES AND
TEMPERATURES
In order to obtain an estimate of the temperature to
which the inherent structures we generate correspond,
we use the observation that inherent structure energies
at low temperatures vary as 1/T . Fitting the energies to
the form eIS(T ) = E∞ − A/T , we are able to map IS
energies and temperatures, as illustrated in FIg. S8.
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FIG. S8. (a) Temperature dependence of IS energy for a liquid
equilibrated in an MD simulation. The equilibrium molecu-
lar dynamics simulation data has been fitted below the onset
temperature T = 0.7 to obtain a mapping between the IS
energy and temperature, which is used to map the IS energy
vs. time data in panel (b) to temperature values in panel (c).
Panel (c) also shows the VFT relationship between tempera-
ture T and relaxation times τ .
13
V. STRUCTURAL ANALYSIS
We compute the radially averaged and two dimensional
(partial) pair correlation functions, for stroboscopic con-
figurations, in order to analyse the structure. For temper-
ature T = 0.3 γ˙ = 10−5, γ0 = 0.035 has been identified
as the yielding strain amplitude. For this amplitude, the
radially averaged pair correlation function is calculated
after 0 (newly quenched from the liquid), 5, 50 and 500
cycles. Increasing the number of shear cycles corresponds
to a decrease in energy and temperature. The pair cor-
relation functions show very small amounts of change,
comparable to what is observed in the liquid at different
temperatures (Fig.S9 ).
We calculate the two dimensional radial distribution
function (g(x, y)), in the xy− (shear) plane, defined as
g(x, y) =
1
Nρ
×〈
N−1∑
i=1
N∑
j=i+1
δ(x− (xi − xj))δ(y − (yi − yj))θ(a− |zi − zj |)
〉
(4)
where “<>” represents the averaging over independent
samples. xi, yi, and zi are coordinated of particles. A
pair of particles is considered to be in the same plane if
the separation between the pair does not exceed a thresh-
old value a = 0.2σ)AA, which is enforced by the Heavi-
side function above.
As shown in Fig. S10, these correlation functions do
not reveal any indications of anisotropy.
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FIG. S9. The partial pair correlation functions at the end of
different cycles compared with initial configuration.
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FIG. S10. Two dimensional, partial pair correlation functions in the shear plane for (left panel) the IS initial configurations at
T = 0.466, and (right panel) after 2000 shear cycles. No indications of anisotropy are observed.
