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TORSORS ON SEMISTABLE CURVES AND DEGENERATIONS
V. BALAJI
ABSTRACT. In this paper we answer two long-standing questions in the clas-
sification of G-torsors on curves for an almost simple, simply connected al-
gebraic group G over the field of complex numbers. The first question is to
give an intrinsic definition of (semi)stability for a G-torsor on an irreducible
nodal curve and the second one is the construction of a flat degeneration of
the moduli space of semistable G-torsors when the smooth curve degener-
ates to an irreducible nodal curve. A generalization of the classical Bruhat-
Tits group schemes to two-dimensional regular local rings and an applica-
tion of the geometric formulation of the McKay correspondence provide the
key tools.
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1. INTRODUCTION
Let G be a reductive algebraic group defined over the field C of complex
numbers. For the most part, G will in fact be almost simple and simply con-
nected. Let A = C[[t ]] be a complete discrete valuation ring with quotient field
K = C((t )) and let Aˆ = Spec A. Let a ∈ Aˆ be the closed point. Let C
Aˆ
→ Aˆ be a
proper, flat family with generic fibre CK , which is a smooth projective curve of
genus g≥ 1 and with closed fibre Ca an irreducible nodal curve C with a single
node c ∈C .
The aim of the present paper is two-fold. The first is to construct a flat de-
generation of the moduli space of µ-(semi)stable G-torsors on a smooth pro-
jective curve of genus g ≥ 1, when the curve degenerates to an irreducible
nodal curve C with a single node c ∈ C . In the case when G = GL(n), such
flat degenerations were constructed and studied in the early eighties by Se-
shadri [41] and the limiting moduli space was realized as S-equivalence classes
of (semi)stable torsion-free sheaves on (C ,c). Seshadri reduced the question
of flatness of these degenerations to a question in Schubert geometry which
was later settled; these moduli spaces surfaced again but in a stacky avatar in
the mid-nineties in Faltings [15] where Faltings introduced techniques to deal
with a few new cases, namely the orthogonal and symplectic groups. The nat-
ural approach to generalize this strategy to an arbitraryG however turns out to
be quite intractable primarily because of the lack of a good notion of an ob-
ject analogous to the torsion-free sheaves in the case of G = GL(n). Faltings’s
techniques face serious road-blocks even for the case when G = SL(n) (and as
Faltings remarks, the case of SL(2) is misleading since SL(2) = Sp(2)). Our ap-
proach in this paper is to develop a theory analogous to the one initiated by
Gieseker ([20]), which he did for the case when G =GL(2), and which was sub-
sequently generalized by Nagaraj-Seshadri ([34] and Kausz([25]) for all GL(n)
(see also Kiem and Li [27]).
In our new approach, the objects in the limiting moduli space are real-
ized as S-equivalence classes of torsors for certain smooth group schemes on
semistable curves C
(d)
with the nodal curve (C ,c) as the stable model. These
group schemes are closed fibres of a generalized Bruhat-Tits group scheme
(what we call a depth 2 Bruhat-Tits (a 2BT) group scheme) (3.4) on a regular
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2-dimensional complete local ring. Recall that the classical Bruhat-Tits the-
ory and the corresponding parahoric group schemes are studied only over dis-
crete valuation rings. The surprise entry of the geometric interpretation of the
McKay correspondence due to Gonzalez-Springberg and Verdier ([21]) make
these group schemes and their analogues for surfaces with other Kleinian sin-
gularities quite intriguing and suggestive towards solving the moduli prob-
lem for G-torsors on singular curves with singularities more complicated than
the ones we consider. The McKay correspondence and the torsor description
also clarifies the somewhat peculiar description of Gieseker vector bundles on
modifications of the nodal curve; the Gieseker vector bundles, from the new
perspective, are parabolic bundles of a certain kind.
For each smooth curve S which is an Aˆ-scheme, we consider the surface CS
which has a local normal singularity at the node of the closed fibre and is given
as in (2.4.3) below. Let C
(d)
S
be the minimal desingularization of CS (2.4.10).
We define group algebraic spaces H
G
τ,C
(d)
S
(3.4) on the projective schemes C
(d)
S
for varying indices τ, which parametrize local types (2.2.3) of homomorphisms
Γd →G for cyclic groups Γd .
The key construction (6.1.2) is to define these group schemes over a ver-
sal space of expanded degenerations. These group algebraic spaces are then
defined on more general modifications M (7.1) for Aˆ-schemes T . A Gieseker
torsor (8.2) on a modification M is defined as a torsor for these group alge-
braic spaces with certain admissibility conditions and the stack of such tor-
sors denoted by GiesC
Aˆ
(G) ((8.4.1). We define two closely related and natural
(semi)stability notions for Gieseker torsors which we term tf-(semi)stability
and ns-(semi)stability respectively (12.5); we then prove that the correspond-
ing open substack of ns-(semi)stable torsors has all the good properties. More
precisely, we prove the following:
THEOREM 1.1. (see (8.7),(8.9), (13.5))
(1) The stack GiesC
Aˆ
(G) of Gieseker torsors is an algebraic stack locally of
finite type, which is regular and flat over Aˆ. Its generic fibre is the stack
of G-torsors on the smooth curve CK . Further the closed fibre GiesC (G)⊂
GiesC
Aˆ
(G) is a divisor with normal crossings.
(2) The open substack GiesC
Aˆ
(G)
ns−ss
of ns-(semi)stable Gieseker torsors has
a coarse space which parametrizes S-equivalence classes of Gieseker
torsors and which provides a proper flat degeneration of the moduli
scheme of µ-(semi)stable G-torsors on CK .
In the case when G =GL(n), there is canonical Nagaraj-Seshadri morphism
(13.0.3) from the stack of Gieseker vector bundles GVBn (CAˆ ) to the stack of tor-
sion free sheaves Tfsn (CAˆ ) which is a resolution of singularities. In the con-
text of singularities arising in these moduli problems, the new stack GiesC
Aˆ
(G)
can therefore be viewed as providing a resolution of singularities of the moduli
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spaces such as the ones constructed by Faltings in the case of the orthogonal
or symplectic groups (13.2).
There is a preprint of Solis ([47]) which addresses the stacky version of de-
generations which is also inspired by the Gieseker approach, but Solis’s ap-
proach does not consider notions of (semi)stability nor does he work with the
group schemes which we encounter; in its absence one cannot expect a sepa-
rated coarse space of some kind to handle the degeneration. Our methods are
conceptually and in content completely different from his and we base our ap-
proach on the earlier works [34], [25] and [5]; we define (semi)stability on the
stack of Gieseker torsors and this gives an algebraic stack and the correspond-
ing coarse spaces give a proper flat degeneration of the Ramanathan moduli
spaces of µ-(semi)stable G-torsors. The work of Schmitt ([44]) (completing a
picture initiated by Bhosle) plays a key role in the final construction of the de-
generation.
In the third of a series of papers ([16], [17], [18]) on principal G-bundles on
elliptic curves and singular curves, R. Friedman and J. Morgan write that “there
are many remaining open questions. One of the deepest is the problem of finding
an intrinsic definition of semistability for G-bundles on a singular curve, and of
a generalized form of S-equivalence, which would be broad enough to include
those bundles coming from the parabolic construction".
The second aim of this paper is to answer these basic questions in the theory
of G-torsors on singular curves when the singularity is nodal. However, the
limiting moduli space is now the space of Gieseker torsors and the construction
has no exceptions unlike in [17].
Obvious generalizations of Ramanathan’s definition of (semi)stability fail in
the singular case making the problem somewhat subtle (see (12.1) for a coun-
terexample), the key difficulty being that even when the objects are locally free
G-torsors, the sub-objects which are required to test the (semi)stability of a tor-
sor could now be in the larger category of objects which replace the “torsion-
free” subsheaves. The second difficulty is that tensor products of semistable
vector bundles need not be semistable in the nodal case and hence no obvious
Tannakian approach is possible.
The solution lies in expanding the category to include usual G-torsors on
C in the category of Gieseker torsors on semistable curves C
(d)
and then ex-
ploiting the four-fold aspect of Gieseker torsors on a semistable curves (see
11.0.1). A full interplay of these four aspects gives the precise semistability con-
ditions, which we term tf-(semi)stability (see 12.2.2). The general criterion for
tf-(semi)stability for any Gieseker torsor comes by viewing it as a laced G(θτ )-
torsor (10.1) on the normalization (Y ,y). In particular, when the laced torsor
has a trivial lacing, i.e., when it is the pull-back of a G-torsor on (C ,c), the pre-
cise statement of this criterion is as follows:
THEOREM 1.2.
(1) Let E
℘
be a laced G(θτ )-torsor on (Y ,y) with trivial lacing (i.e., pull-
back of a principal G-torsor E on the nodal curve (C ,c)) (see 11.1). Let
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λ : Gm → G be a 1-parameter subgroup and let P(λ) ⊂ G be the associ-
ated parabolic subgroup. Let L(λ)⊂ P(λ) be the canonical Levi subgroup
given by the centralizer of λ. To each generic reduction datum Λ (11.8)
for E
℘
there exists a laced torsor E
Λ
℘
with structure group L(λ) on the
normalization Y of C.
(2) (Stability criterion) The G-torsor E on (C ,c) is µ-(semi)stable if and only
if for every generic reduction datum Λ, and for every anti-dominant
character χ :P(λ)→Gm , we have the inequality:
par.deg E
Λ
℘
(χ)≥ 0(> 0). (1.2.1)
(3) The µ-(semi)stableG-torsors on (C ,c) form a non-empty open dense sub-
scheme of the coarse space of the stack GiesC (G)
ns−ss
.
The notion of tf-(semi)stability of a Gieseker torsor (which coincides with
the classical µ-semistability of the direct image torsion-free sheaf in the GL
case) then needs to be refined to get the notion of ns-(semi)stability which
gives the correct moduli space. A distinguishing feature is that unlike the case
of a smooth curve, if η :G ,→GL(n) is a faithful representation, the morphism at
the level of stacks of Gieseker torsors descends only to a rationalmap between
the corresponding coarse moduli spaces.
The layout of the paper is as follows. It has three parts, the first part from
section 1 to 7 where the algebraic stack of 2BT-group schemes is constructed
and compared with the earlier work of Kausz in the case when G = GL(n) and
the deformation theory is studied. The second from section 8 till 10 takes up
the study of laced torsors on the normalization Y of C . The intrinsic notion of
tf-(semi)stability for laced G(θτ )-torsors is defined in §10 and compared with
other notions of semistability.
The final part §11 is to complete the construction of a flat degeneration
of the moduli stack of Ramanathan (semi)stable G-torsors on smooth curves
when the curve degenerates to an irreducible nodal curve. This construction
is the analogue of the Gieseker construction and the closed fibre is a divisor
with normal crossing singularites. The points of the coarse space are described
as S-equivalence classes of (semi)stable torsors under the 2BT-group schemes
studied in Part I. The moduli spaces contain as an open subset the intrinsically
defined semistable G-torsors on the nodal curve. A brief outline of the proof
strategy is as follows:
• Define 2BT-group algebraic spaces H
G
τ,C
(d)
S
associated to points of the
Weyl alcove A firstly on the smooth surfaces C
(d)
S
(3.2).
• Fixing the group scheme H
G
τ
on the semistable curve C
(d)
, construct the
admissible group algebraic space H
G
τ,W [d]
on the space of expanded de-
generationsW [d ]→ B [d ] for each d ≤ ℓ+1 (ℓ= rank(G)) (6.1) , (6.1.4) ,
(6.4).
• Finally, define the universal admissible group algebraic space H
G
univ
on
the universal modifications M
Y
(7.2.3).
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• Define the moduli stack of Gieseker torsors (5.4, 8.2) and show that it
is an algebraic stack, locally of finite type (8.4.1, 8.7) with a divisor with
normal crossings (8.9).
• Identify 2BT-torsors E on C
(d)
, with laced G(θτ )-torsor E℘ on the nor-
malization (Y ,y) of (C ,c) (10.2.1).
• Realize Gieseker torsors in its four-fold aspect (11.0.1).
• Show an intrinsic definition of tf-(semi)stability of laced G(θτ )-torsors
E
℘
(12.5).
• To each faithful representation η : G ,→ GL(W ), define notions of
η-(semi)stability of laced G(θτ )-torsors E℘ and prove that the tf-
(semi)stability coincides with the η-(semi)stability in a complete anal-
ogy with Ramanathan’s theorem on smooth curves (12.13).
• This will show in particular that for usual G-torsors on the nodal curve
(C ,c) (which are laced G(θτ )-torsors with trivial lacing), there is an in-
trinsic notion of (semi)stability.
• A notion tf-(semi)stability of Gieseker torsors on C
(d)
is defined (12.18)
by declaring that a Gieseker torsor is tf-(semi)stable if the correspond-
ing laced G(θτ )-torsor on (Y ,y) is so. These torsors are then shown to
form an open substack GiesC
Aˆ
(G)
tf−ss
of the stack GiesC
Aˆ
(G) of Gieseker
torsors (13.3). Finally, a more refined notion of ns-(semi)stability
Gieseker torsors is defined and it is shown that the corresponding stack
GiesC
Aˆ
(G)
ns−ss
has a coarse space.
• This stack is used to construct a flat degeneration of the stack
BunCK (G)
µ−ss
of Ramanathan (semi)stable G-torsors and the corre-
sponding coarse spaces (13.5).
Origins The study of G-torsors on higher genus curves has its origins in the
work of A. Ramanathan and much development has taken place in the sub-
ject including its generalization to higher dimensional varieties and bundles
with Higgs structures. On the other hand, over singular curves, in the linear
group case, the early work of Seshadri [41] and the paper of Gieseker [20] ad-
dress the problem in somewhat distinct ways, the first by considering torsion-
free sheaves as the new element and the second by adding vector bundles on
semistable curves as the new points for the compactification. These two meth-
ods have the further advantage of answering satisfactorily the question of de-
generation of the moduli space of vector bundles when the curve degenerates
to a nodal curve. In the early nineties, in several papers, Bhosle introduced
the notion of “generalised parabolic bundles” as a very useful tool to study the
moduli space of torsion-free sheaves by working with objects on the normal-
ization of the singular curve, but this had a intrinsic problem, that it was not
amenable to the question of degeneration. In the mid nineties, Faltings ([15])
studied the problem of G-torsors on nodal curves for G classical from the per-
spective of stacks, but the answers were not intrinsic to G and the question
of degeneration also was not completely satisfactory; for example, the case of
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G = SL(n) could not be answered. In the late nineties, Nagaraj and Seshadri in
[34] and I. Kausz in [25] generalized the theory due to Gieseker [20] to higher
rank bundles (see also Kiem and Li [27]). This was further carried out over the
moduli stack of stable curves by Schmitt [42].
In [33], Nagaraj and Seshadri had made some conjectures towards the prob-
lem for the case of SL(n) in terms of the “determinant” morphism on the mod-
uli space of torsion-free sheaves. These conjectures were answered fully by Sun
in [48] and [49].
In 2000-2003, Friedman and Morgan wrote several important papers (one
with Witten) ([16], [17], [18]) on G-torsors on elliptic curves and singular
curves. In 2004-2005, in a series of papers ([42],[43], [44]) A. Schmitt brought
back the focus on the question of moduli space of G-torsors on singular
curves and introduced some new ideas on “decorated bundles” and their slope
(semi)stability. Bhosle in an important paper [10] used these methods to
construct a “big” moduli space over nodal curves and Schmitt by a delicate
choice of representations of G and stability parameters, showed how these
big spaces can give a degenerations, albeit non-flat. The central issues which
still remained unanswered were the non-intrinsic nature of the notions of
(semi)stability even for G-torsors on singular curves and the construction of
a flat degeneration of the moduli spaces of semistable G-torsors. Seshadri [40]
(see also Kausz [26]), around the same time wrote a note which introduced
some new tools towards addressing the questions and in a sense had the seeds
of the present paper, but the question was far from answered.
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Martens and Roberto Fringuelli for several helpful discussions. I thank Michel
Brion and Carlos Simpson for their comments and questions on an earlier ver-
sion. I am grateful to D.S. Nagaraj and Jochen Heinloth for their careful and
penetrative comments on an earlier version. Their comments have led to a
clarification of several issues in the paper.
PART I
2. PRELIMINARIES
Let G be an almost simple, simply connected affine algebraic group defined
over C of rank(G) = ℓ = dim(T ), where T ⊂ G is a fixed maximal torus; let
X (T ) = Hom(T,Gm ) be the set of characters of T and Y (T ) = Hom(Gm , T ) be
the group of all one–parameter subgroups of T . Fix a Borel subgroup B con-
taining T , and a set ∆ of simple roots {α1 , . . . ,αℓ }.
Let R = R(T,G) denote the root system of G . Thus for every r ∈ R, there
is the root homomorphism ur : Ga → G . The standard affine apartment AT is
the affine space under Y (T )⊗ZR. and we shall identify AT with Y (T )⊗ZR (see
[6, § 2])
Define
A :=C[[t ]] and K := C((t )) , (2.0.1)
where t denote a uniformizing parameter.
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For any non-empty subset Θ ⊂ AT , the parahoric subgroup PΘ ⊂ G(K ) given
by
P
Θ
:= 〈T (A), {ur (t
mr (Θ)A)}r∈R 〉 . (2.0.2)
is the subgroup generated by T (A) and {ur (tmr (Θ)A)}r∈R , where
mr = mr (Θ) = −[infθ∈Θ (θ,r )] , (2.0.3)
and A is defined in (2.0.1) (see [6, Page 8]).
2.1. Let d > 0 be a positive integer and let Γd = 〈γ〉 be the cyclic group of order
d . The group Γd is a subgroup of SL(2,C) generated by g =
(
ζ 0
0 ζ
−1
)
, where
ζ= e
2iπ/d
.
We consider Aˆ= Spec A and let B be the integral closure of A in L = K (ωd ),
where ωd is a primitive d
th–root of t , with t being the local coordinate of A. Let
S := Spec B and Spec B → Spec A ≃ Spec B/Γd be the totally ramified covering
projection. The map S→ Spec A at the level of complete local rings is simply
t 7→ t
d
.
Fix an action of Γd on Spec B . This naturally fixes and action of Γd on
the tangent space Ty to Spec B at the point y above o ∈ Aˆ. Since Ty is 1-
dimensional this action is given by a character χo : Γd → Gm and can be ex-
pressed as follows.
χo (γ).ωd = ζ.ωd . (2.1.1)
LEMMA 2.2. ([6, 2.2.8]) We have an identification
Hom(Γd ,T )≃
Y (T )
d .Y (T )
. (2.2.1)
Let ρ : Γd → G be a representation. Since Γd is cyclic, we can suppose
that the representation ρ of Γd in G factors through T (by a suitable conju-
gation). The cocharacter α
∗
ρ
associate to ρ by (2.2) determines a tuple of inte-
gers {a1 ,a2 , . . . ,aℓ } determined uniquely modulo d and in terms of the canoni-
cal cocharacters {α
∗
j
∈ Y (T ), j = 1, . . . ,ℓ} dual to the simple roots α j we have:
α
∗
ρ
=
ℓ∑
j=1
a jα
∗
j
(2.2.2)
where the tuple {a1 ,a2 , . . . ,aℓ} of integers is determined uniquely modulo d . We
will call the tuple τ := (a1 ,a2 , . . . ,aℓ) the type of the representation ρ and denote
the association in (2.2) by:
ρ 7→ θ
τ
, (2.2.3)
where θ
τ
∈ Y (T )/d .Y (T ).
Let η : G → GL(V ) be a homomorphism. Fix a weight θ in the affine apart-
ment AT for the maximal torus T of G and fix a maximal torus TV ⊂ GL(V )
such that η(T ) ⊂ TV ; then we have a linear map
AT → ATV
(2.2.4)
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between the apartments. Let
θV = Im(θ) (2.2.5)
denote the image of θ under the map (2.2.4). If ρ : Γd → T be as above, then
associated to the type τ, we have by composition a type τV associated to η◦ρ
and the corresponding weights θ
τ
∈AT and θτV ∈ATV .
2.0.1. The geometric setting and assumptions. Let π : C
Aˆ
→ Aˆ be as in the in-
troduction and we assume that C
Aˆ
is regular over C. LetUc ⊂CAˆ be an analytic
neighbourhood of the node c ∈C
Aˆ
.
Notation 2.1. Let ν : (Y ,y) → (C ,c) denote the normalization of C and let
ν−1(c) = {y1 , y2}, and let Yc = Y (1)∪Y (2) be the normalization of the analytic
neighbourhood of c ∈C .
DEFINITION 2.3. A scheme R
(m)
is called a chain of projective lines if
R
(m)
=
m−1⋃
i=1
Ri ,
with Ri ≃P
1, and if i 6= j ,
Ri ∩R j =
{
singleton if | i − j |= 1
; otherwise
(2.3.1)
DEFINITION 2.4. Let C
(d)
denote the semistable curve which has C as its stable
model i.e., it is the reducible curve with components being the normalization Y
of C and a chain R
(d)
of projective lines of length d −1 cutting Y in y1 and y2 . If
p :C
(d)
→C denotes the canonical morphism, the fibre p−1(c) is the chain R
(d)
.
We have the diagram:
(Y ,y)
ν
##❋
❋❋
❋❋
❋❋
❋❋


// (C
(d)
,R
(d)
)
p
yytt
tt
tt
tt
tt
(C ,c)
(2.4.1)
Let L/K be a finite extension as in 2.1 and S = Spec B . Let cs ∈CS =CAˆ×AˆS be
the node; let Ud be a the analytic neighbourhood of cs in CS which lies above
the analytic neighbourhoodUc ⊂CAˆ .
We recall ([34, Page 191]) thatUd is normal with an isolated singularity at cs
of type Ad . By the generality of Ad -type singularities, one can realize Ud as a
quotient σ :D →Ud of the affine plane Spec C[[u,v ]] := D by the cyclic group
Γd .
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We consider the following basic diagram for all d > 0 (see [21]):
D
(d) f
//
q

U
(d)

p
d

D
σ
// Ud
❋❋
❋❋
""❋
❋❋
❋
(S, s)
(2.4.2)
where S = Speck[[t ]] andUd = Spec R
′
d
with
R ′
d
:=
k[[x, y, t ]]
(x.y − t d )
(2.4.3)
and D = Spec R ′, with R ′ := k[[u,v ]], and pd :U
(d)
→Ud is the minimal resolu-
tion of singularities ofUd ; let
D
(d)
= (D×Ud
U
(d)
)red . (2.4.4)
The map σ :D→Ud (σ(o)= c), is a Γd -quotient, where Γd acts on D as follows:
ζ.(u,v)= (ζ.u,ζ
d−1
.v) (2.4.5)
and R ′
d
= (R ′)
Γd given by x =u
d
, y = v
d
, t = uv .
Notation 2.2. By the closed fibre in U
(d)
, we mean the closed fibre U
(d)
s
⊂U
(d)
,
viewed as a scheme over S. Note that:
U
(d)
s
= p
−1
d
(c)∪Y (1)∪Y (2) (2.4.6)
where Y (i ) are analytic neighbourhoods of yi ∈ Y , the normalization of C .
Thus,U
(d)
s
⊂U
(d)
is a normal crossing divisor with d +1 components.
2.0.2. The étale picture. The surface C
Aˆ
over Aˆ is assumed to be regular and
hence the analytic local ring at the node c ∈ C is C[[x, y.t ]]/(xy− t ). It is well
known that Spec C[[x, y.t ]]/(xy − t ) is the analytic local ring for a versal de-
formation of the simple node. By ([19, Proposition 2.8, page 184]), one can
obtain an étale neighbourhoodU (c) of c in C
Aˆ
which is isomorphic to an étale
neighbourhood of o in Spec C[x, y.t ]/(xy − t ). By a base change by the map
C[[t ]]→ C[[t ]] given by t 7→ t
d
, we see that there is an étale neighbourhood
U˜d of c in CS which is isomorphic to an étale neighbourhood of the origin o
in Spec C[x, y.t ]/(xy − t
d
). In other words, in the étale topology, we can ex-
press the neighbourhood U˜d of c in CS as a quotient A
2
/Γd for the affine space
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D˜ :=A
2
= Spec C[u,v ] for the action (2.4.5). This gives the following étale pic-
ture corresponding to (2.4.2):
D
(d)
ét
f
//
q

U
(d)
ét
p
d

D˜
σ
// U˜d
(2.4.7)
whereU
(d)
ét
is the minimal desingularization of the normal surface U˜d and
D
(d)
ét
:= (D˜ ×
U˜d
U
(d)
ét
)red . (2.4.8)
Let
pd :C
(d)
S
→CS (2.4.9)
be the minimal desingularization. Then we see that U
(d)
ét
→ C
(d)
S
gives an étale
neighbourhood of the exceptional fibre p
−1
d
(c).
2.0.3. The stack picture. The local picture (2.4.2) globalizes as the following di-
agram of Deligne-Mumford stacks (see [1, 4.1] and [2, Remark A.9]):
D
(d)
S
f
//
q

C
(d)
S
p
d

CS σ
// CS
(2.4.10)
where let D
(d)
S
:= (CS ×CS C
(d)
S
)red .
Observe that CS is the coarse moduli space for the DM stack CS and since
C
(d)
S
is smooth, the DM stack D
(d)
S
has C
(d)
S
as its coarse moduli by [1, Lemma
2.3.3].
Remark 2.5. (Balanced action) The action of Γd is balanced in the sense of [1]
(see also [26, 2.5]), i.e., the action of a generator ζ on the tangent spaces to
each branch are inverses to each other. For the corresponding dual action in
the neighbourhood D ′
o
with local coordinate u, by (9.0.1), the character χo acts
by ζ
−1
. If τ = (a1 , . . . ,aℓ), written in increasing order, with the a j ’s determined
modulo d and we define τ¯ = (d − a
ℓ
, . . . ,d − a1) if a1 6= 0, or τ¯ = (0, . . . ,0,d −
a
ℓ
, . . . ,d − a j ), if a1 = . . . = a j−1 = 0, then the corresponding point in the Weyl
alcove A can be expressed as θ
τ¯
.
3. MCKAY CORRESPONDENCE AND BRUHAT-TITS GROUP SCHEMES
The aim of this section is to construct smooth group schemes on the min-
imal desingularizations U
(d)
ét
with generic fibre G . These group schemes are
2-dimensional generalizations of the classical Bruhat-Tits group schemes as-
sociated to parahoric subgroups of G(K ). The numbers d will be constrained
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by the root datum of the group G (see (3.6.18) below). The constructions are
motivated by the work of Gonzalez-Springberg and Verdier ([21]).
By the equivariant Oka principle of [24, Section 11] (which we note is in the
complex topology, but can be proven in the analytic setting over complete local
rings as well), this (Γd ,G)-torsor ED˜ on D˜ =A
2
is locally given by a homomor-
phism ρ : Γd → G . This gives a homomorphism ρ : Γd → T into the maximal
torus T of G of type τ= (a1,a2, . . . ,aℓ) in the sense of (2.2.2).
In other words, we have a Γd -equivariant trivialization:
E
D˜
≃ D˜ ×
ρ
G . (3.0.1)
We pull back the G-torsor E to D
(d)
ét
and we get
q∗(E
D˜
)=D
(d)
ét
×
ρ
G . (3.0.2)
We observe that since the action of Γd is balanced (2.5) at the two marked
points z1 (resp. z2) above the node o ∈ D˜ , the local type of the action on a
G-torsor at these points are τ (resp. τ¯).
Notation 3.1. Throughout this article we will fix aG-torsor E
o
onU (c)−c , where
U (c)⊂C
Aˆ
is an étale nighbourhood of c . For each Aˆ-scheme S = Spec B , with
B a complete discrete valuation ring, the G-torsor E
o
S
on U˜d −cs is the pull-back
of this fixed torsor E
o
onU (c)−c .
Fix a G-torsor E¯
o
S
on D˜ of local type τ which extends the pull-back of E
o
S
.
Consider the adjoint group scheme E¯
o
S
(G) := E¯
o
×
G,Ad
G on D˜ , where G acts on
itself by inner conjugation. On D˜ − c , this is isomorphic to σ
∗
(E
o
S
(G)). We note
that the G-torsor E¯
o
S
on D˜ is canonically an E¯
o
S
(G)-torsor on D˜ .
We define:
E (G ,τ)
D
(d)
ét
:= q∗(E¯
o
S
(G)) (3.0.3)
and E (G ,τ)
D
(d)
ét
gives a non-trivial group scheme E (G ,τ)
D
(d)
ét
on D
(d)
ét
of local type
τ in the sense that it comes with a Γd -action via a representation ρ : Γd →G .
These group schemes are dependent on the choice of E
o
. However, as we
will see below, the stack of torsors will be independent of the choice. We will
primarily be interested in the class of torsors arising from the following set of
objects.
Let P be a (Γd ,G)-torsor on D˜ of local type τ. Then we can view P as an
equivariant torsor for the twisted group scheme E¯
o
S
(G).
DEFINITION 3.1. A descending Γd -equivariant torsor on D
(d)
ét
of local type τ is
a E (G ,τ)
D
(d)
ét
-torsor which is Γd -equivariantly isomorphic to q
∗(P) for a Γd -
equivariant E¯
o
S
(G)-torsor P on D˜.
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By [21, Proposition 2.4] which is a special case of constructing platificateurs
by blow-ups, the morphism
f :D
(d)
→U
(d)
(3.1.1)
is finite and flat. This can also be seen in the setting of Hilbert schemes of
zero dimensional subschemes of A
2
of length d . In [23], it is shown that the
minimal resolution of singularities U
(d)
can be identified with a certain closed
subscheme Hilb
Γd (A
2
) of Hilb
d
(A
2
) and D
(d)
as the universal closed subscheme
of A
2
×Hilb
Γd (A
2
) and f as the canonical flat projection to the Hilbert scheme.
Since U
(d)
is smooth, this implies that f is ramified at the generic point of
each of the d −1 rational components of p
−1
d
(c)⊂U
(d)
s
. Recall that the compo-
nents of the closed fibreU
(d)
s
ofU
(d)
are the normalization Yc = Y ∩U
(d)
of C∩Ud
and the chain of rational curves p
−1
d
(c)=R
(d)
.
The morphism f : D
(d)
ét
→ U
(d)
ét
is also finite and flat since the morphism
f : D
(d)
→U
(d)
at the analytic level is a finite flat. Thus, we can take the Weil
restriction of scalars:
f
∗
(E (G ,τ)
D˜
(d) ) :=R
D
(d)
ét
/
U
(d)
ét
(E (G ,τ)
D˜
(d) ). (3.1.2)
and since E (G ,τ)
D˜
(d) → D˜
(d)
is a smooth group scheme, the basic properties of
Weil restriction of scalars ([14, Lemma 2.2]) show that f
∗
(E (G ,τ) is a smooth
group scheme onU
(d)
ét
, coming with a Γd -action. By taking invariants under the
action of Γd and noting that we are over characteristic zero, by [14, Prop 3.4],
we obtain the smooth group scheme
H
G
τ,U
(d)
ét
:= (Inv◦ f
∗
)
(
(E (G ,τ)
D
(d)
ét
)
)
. (3.1.3)
onU
(d)
ét
, and the corresponding one in the analytic local rings
H
G
τ,U
(d)
:= (Inv◦ f
∗
)
(
(E (G ,τ)
D
(d) )
)
. (3.1.4)
onU
(d)
(see [6]).
DEFINITION 3.2. Let G be a simple simply connected algebraic group of rank ℓ
and let θ
τ
∈AT be a weight in the affine apartment and d a positive integer. A
depth 2-Bruhat-Tits group scheme (or 2BT-group scheme) with generic fibre
G of singularity type Ad associated to θτ is the group scheme H
G
τ,U
(d)
on the regular
surface U
(d)
(or H
G
τ,U
(d)
ét
on U
(d)
ét
).
Remark 3.3. See §5.3 for group schemes of other singularity types.
Remark 3.4. If we work with the family of projective curves, namely the surface
C
(d)
S
, we can make global constructions of group algebraic spaces of fixed local
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type on C
(d)
S
. Note that the group scheme H
G
τ,U
(d)
ét
has the property that
H
G
τ,U
(d)
ét
∣∣∣
U
(d)
ét −p
−1
d
(c)
≃ p
∗
d
(E
o
(G))
∣∣∣
U
(d)
ét −p
−1
d
(c))
. (3.4.1)
where the isomorphism is with the pull-back under the étale morphismU
(d)
ét
→
C
(d)
S
. We now define H
G
τ,C
(d)
S
, as a group algebraic space (or more precisely, a
group object in the category of algebraic spaces) on the minimal desingular-
ization C
(d)
S
, by gluing using (3.4.1). The sheaf in the étale topology on C
(d)
S
is
represented by a group algebraic space ([32, Theorem 1.5, page 165]).
By faithfully flat descent ([11, Section 6.5, Example D]), we can deduce that
the group algebraic space H
G
τ,C
(d)
S
onC
(d)
S
is scheme-like over all height one prime
ideals and in particular at the generic points of the semistable curveC
(d)
. More-
over, the restriction
H
G
τ
:=H
G
τ,C
(d)
S
∣∣∣
C
(d)
(3.4.2)
of H
G
τ,C
(d)
S
to the closed fibre C
(d)
of C
(d)
S
is a veritable group scheme and this is
also immediate since we are gluing group schemes on smooth curves and ([11,
Section 6.5, Example D]) applies. By an abuse of notation, we will denote the
restriction to the analytic neighbourhoods also by
H
G
τ
:=H
G
τ
∣∣∣
U
(d)
. (3.4.3)
As an illustration of what we would be doing subsequently over modifica-
tions we show that we can achieve such group algebraic space construction
more naturally (since we are over characteristic 0).
THEOREM 3.5. The group algebraic spaces H
G
τ,C
(d)
S
can be realized as "invariant
direct images" from a global ramified covering of the smooth surface C
(d)
S
.
Proof. The closed fibre C
(d)
⊂C
(d)
S
is a reduced divisor with normal crossing sin-
gularities. Further, the ramified covering f : D
(d)
→U
(d)
(2.4.2) of the analytic
neighbourhood of the closed fibre gives a ramification datum at the generic
points of the irreducible components I0 , I1 , . . . Id−1 of the closed fibre C
(d)
, where
I0 = Y the normalization of C and ∪
d−1
j=1
I j =R
(d)
. We fix this ramification indices
along the irreducible components of C
(d)
and denote this datum by R(d ).
Recall the Kawamata covering lemma (14.1) (see [28, Theorem 17],[50,
Lemma 2.5, page 56]). For this ramification datum R(d ), we have a Ga-
lois covering γ : Z → C
(d)
S
with Z smooth, which is ramified along the irre-
ducible components I j of C
(d)
with the precise ramification datum. Let Γ =
Gal(Rat(Z )/Rat(C
(d)
S
)) be the Galois group of the covering. By the choice of
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R(d ), the stabilizer subgroups of Γ at the generic points of the divisors γ
∗
(I j )
are precisely the group Γd at the generic points of the rational components R j ’s
and trivial at the generic point of the normalizer of C .
We now consider the two coverings γ
−1
(U
(d)
)→U
(d)
and f : D
(d)
→U
(d)
. By
the definition of f , it is étale over the complement of the exceptional divisor.
Hence by [50, Corollary 2.6], we have a smooth finite covering γ′ : Z ′ → D
(d)
such that there is an étale morphism Z ′→ γ
−1
(U
(d)
). The group scheme E (τ,G)
on D
(d)
pulled back by γ′ gives a group scheme on Z ′ and hence on γ
−1
(U
(d)
).
We will continue to call it E (τ,G).
We now glue the Γ-group scheme E (τ,G) and the constant group scheme in
the étale topology to construct a Γ-group algebraic space on the whole of Z
and call this GZ .
Then we can again take the Weil restriction of scalars and invariants and we
get a group algebraic space (Inv ◦γ
∗
)
(
GZ
)
. It is now easily checked that this
group algebraic space is of the given local type such as H
G
τ,C
(d)
S
. 
Remark 3.6. We observe that torsors under these group schemes are deter-
mined by the local type alone and are independent of the gluing.
3.1. On parahoric subgroups and a bound on the number d . In this subsec-
tion, we impose natural constraints on the number d , the order of the cyclic
group Γd , which are in terms of the root datum of the group G (see (3.8) be-
low).
Let the notations be as in the beginning of §2. Let E := Y (T ) ⊗ R and
E′ = X (T )⊗ R. Let R
+
⊂ R be the positive roots, i.e. r ∈ R
+
implies that
r =
∑ℓ
j=1
m j (r )α j , with m j (r ) ≥ 0,∀ j . Since G is assumed to be simple, the
adjoint representation (which is irreducible) has a highest weight called the
“highest root”, and denoted α0 , in the sense that if
α0 =
ℓ∑
j=1
n j .α j (3.6.1)
then n j ≥m j (r ) for each r ∈R
+
. The Coxeter number of G , denoted by hG is
given by
∑ℓ
j=1
n j +1.
For each (r,n)∈R×Z, the affine roots are maps
ϑr,n : E→R (3.6.2)
ϑr,n (v) := r (v)+n (3.6.3)
We consider the affine hyperplanes ϑr,n = 0, and the Weyl alcove A ⊂AT which
is defined as:
A :=
⋂{
ϑr,n ≥ 0
}
(3.6.4)
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The basic affine roots are defined to be
{
ϑ0 ,ϑ1 ,ϑ2 , . . . ,ϑℓ
}
, where ϑ j = α j , j 6= 0
and
ϑ0 =ϑ−α0+1
=−
ℓ∑
j=1
n j .ϑ j +1 (3.6.5)
By (3.6.5), it is easy to see that all the ϑ j do not vanish simultaneously at a point
in A .
Let M ⊂
{
0,1, . . . ,ℓ
}
and define the facet:
FM :=
{
θ ∈A |ϑ j (θ)= 0 ∀ j ∉M
}
(3.6.6)
To each facet FM , we associate an index:
hM :=
∑
j∈M
n j (3.6.7)
where n0 = 1, and a weighted barycenter θM ∈A defined by the equations:
ϑi (θM ) :=
1
hM
, ∀i ∈M (3.6.8)
Note that ϑ j (θM )= 0 whenever j ∉M since θM ∈ FM .
In particular, if I =
{
0,1, . . . ,ℓ
}
, then FI =
{
ϑ j 6= 0,∀ j
}
and its barycenter is
given by:
ϑi (θI ) :=
1
hG
, ∀i (3.6.9)
since hI = hG , the Coxeter number of G . The vertices of the Weyl alcove are
indexed by
θ
α j
:=
α∗
j
n j
, j = 0,1, . . . ,ℓ (3.6.10)
where (αi ,α
∗
j
)= δi , j . Using this we can easily see that for each subset M :
θM =
∑
i∈M
ni
hM
.θ
αi
(3.6.11)
Denote by Q(resp Q∨) the lattice of R (resp R∨), i.e., the subgroup of X (T )
(resp Y (T )) generated by R (resp R∨), namely, the root and the coroot lattice
respectively. Denote by
P =
{
x ∈ E′ | (β∨,x) ∈Z ∀ β∨ ∈R∨
}
(3.6.12)
the weight lattice and
P∨ =
{
x ∈ E | (x,β) ∈Z ∀ β ∈R
}
=⊕
α∈SZα
∗ (3.6.13)
We have the inclusionsQ∨ ⊂ Y (T )⊂ P∨. It is known that the quotient P∨/Q∨
is isomorphic to the center Z (G). Because we have assumed G to be simply
connected, we further have Q∨ = Y (T ). Therefore in the cases when Z (G) is
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trivial, P
∨
= Y (T ) and therefore α∗ ∈ Y (T ) for each α. This implies by (3.6.11),
that in these cases,
hM .θM ∈ Y (T ). (3.6.14)
More generally, for each j , we have the relation:
α∗
j
=
ℓ∑
i=1
mi j .α
∨
i
(3.6.15)
where m i j are the coefficients of the inverse Cartan matrix. In general these
have denominators given by the exponent e of P
∨
/Q
∨
.
Therefore, for each α ∈ ∆, we have e.α∗ ∈ Y (T ). Since n j .θα j = α
∗
j
it follows
that
e.n j .θα j ∈ Y (T ) ∀ j . (3.6.16)
Thus, case by case one can compute the number dM such that for each M ,
dM .θM ∈ Y (T ). (3.6.17)
It follows that when
d = dM (3.6.18)
there exists a t ∈ T (L) such that t .PdM .θM (L).t
−1 =G(B ).
3.1.1. Unit groups and parahoric groups. Let m > 0 be a positive integer. Let
Spec Bm be a Aˆ-scheme where Bm is the integral closure of A in Lm = K (ωm ),
and where ωm is a primitive m
th
–root of t , with t being the local coordinate of
A. Let Spec Bm → Spec A ≃ Spec B/Γm be the totally ramified covering projec-
tion.
Let E be a fixed (Γm ,G)-torsor on Spec Bm . As we have seen earlier, E is given
by a representation ρ : Γm →G of local type τ. We consider the group scheme
E (G) := E ×
G,Ad
G on Spec Bm , which is a Γm -equivariant group scheme.
Let
U=Aut(Γm ,G) (E ) (3.6.19)
be the group of (Γm ,G) automorphisms of E . It is called a unit group and it
is shown in [6, Theorem 2.3.1] that U is isomorphic to a parahoric subgroup
P
θτ
(K ) of G(K ) associated to the element θ
τ
∈ Y (T )⊗Q. Conversely, if P
θ
(K ) is
any parahoric subgroup of G(K ) for θ ∈ Y (T )⊗Q, then we can take the various
barycenters θM as representatives of the conjugacy classes of the parahorics
and by the discussion above there exists a positive integer d , and a field exten-
sion L =K (ωd ) of degree d over K such that
P
θ
(K )≃U. (3.6.20)
In summary, the main statement one can derive is the following boundedness
statement:
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PROPOSITION 3.7. Let m > 0 be a positive integer and let Em be a (Γm ,G)-torsor
on Spec Bm of type τ and let U(Em) be the associated unit group of (Γm ,G) auto-
morphisms of Em (3.6.19). Then there exists a d = dM as in (3.6.18) and a (Γd ,G)-
torsor Ed on Spec Bd , where Bd is the integral closure of A in Ld = K (ωd ), where
ωd is a primitive d
th
–root of t such that:
U(E
m
)≃U(E
d
) (3.7.1)
Remark 3.8. The consequence of (3.7) which is relevant for the purposes of
studying the moduli problem of compactifying G bundles on nodal curves
and the question of degeneration, is that the modifications M (see (7.1) be-
low) which need to be considered for defining the moduli stacks are such that
their singular fibres C
(d)
t
⊂ M have d constrained by (3.7). See also (5.3) which
bounds d by ℓ+1 once the condition of admissibility is imposed. Note that the
semistable curve C
(d)
has a chain of d −1 rational curves as its components.
4. INTRINSIC DESCRIPTION OF THE 2BT-GROUP SCHEMES
The material in this section does not directly play a role in the moduli con-
structions considered in this paper. However, it will play a key role in the
geometric description of the moduli spaces for any application in future. The
reader can skip it if the immediate interest is only in the main problem.
4.1. The Mckay correspondence revisited. Before going to the description of
the group schemes H
G
τ
, we recall a very special case of the theorem of Gonzalez-
Springberg and Verdier ([21]) which is essential for our purposes. This was their
geometric interpretation of the McKay correspondence.
Let Irr
o
(Γd ) ⊂ Irr(Γd ) be the nontrivial irreducible representations of Γd and
let Irr(p
−1
d
(c)) denote the irreducible components of the exceptional divisor
p
−1
d
(c) of the minimal resolution pd :U
(d)
→Ud (2.4.2). We recall that p
−1
d
(c) ≃
R
(d)
is a chain of (d −1) projective lines.
THEOREM 4.1. (Gonzalez-Springberg, Verdier) For each ψ ∈ Irr
o
(Γd ), the sheaf
L
ψ
on U
(d)
is locally free of rank 1 and there is a bijection
Φ : Irr
o
(Γd )→ Irr(p
−1
(c)),
such that for any R j ∈ Irr(p
−1
(c)),
c1(Lψ).R j =
{
0 if R j 6=Φ(ψ)
1 if R j =Φ(ψ).
(4.1.1)
We first observe that the line bundle L
ψ
is obtained by taking invariant di-
rect images Inv◦ f
∗
of the line bundle on D
(d)
obtained by taking the trivial line
bundle with a Γd -structure given by the character ψ.
Recall that on the analytic neighbourhood D = Spec R ′, with R ′ := k[[u,v ]]
(2.4.2), the Γd -action is given as in (2.4.5) and the invariants are precisely x =
u
d
, y = v
d
, t =uv .
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A Γd -line bundle on D is given as follows. A non-trivial character ψs of Γd is
given by ψs : ζ 7→ ζ
s
, where Γd = 〈ζ〉 and ζ corresponds to a primitive d
th
-root of
1.
L
ψs
= (D×U k). (4.1.2)
where Γd acts on D×U k as follows:
ζ.(u,v,κ)= (ζ.u,ζd−1.v,ζ
s
.κ), κ ∈ k . (4.1.3)
A Γd -invariant section ¯s of this line bundle is given by the relation:
¯s(ζ.(u,v))= ¯s(ζ.u,ζd−1.v)= ζs (u,v) (4.1.4)
and hence the Γd -invariant sections are generated by u
s
and v
d−s
as a R-
module, where U = Spec R . This way, it is easily checked that the invariant
direct image of L
ψs
under σ :D→U is given by:
(Inv◦σ
∗
)(L
ψs
)= (x, t
d−s
) (4.1.5)
where (x, t
d−s
) is an ideal sheaf on Spec R .
Remark 4.2. The statement in (4.1) implies that the first Chern class c1(Lψ)
can be represented by a divisor which meets R transversally at a unique point
in the chain R which lies in R j for the correct j .
This statements can be further reinterpreted in our setting as follows. Con-
sider the divisor q
−1
(o) ⊂ D
(d)
, with o ∈ D being the node and σ(o) = c ∈Ud .
Consider the chain of rational curves R˜ := q
−1
(o)red . The group Γd -fixes the
divisor q
−1
(o) and hence its reduced subscheme R˜. Thus, given ψs ∈ Irr
o
(Γd ),
there is a unique R˜ j (R j as in (4.1)) such that the line bundle q
∗
(L
ψs
) gets a
nontrivial linearization by the Γd action at the generic point of R˜ j .
More precisely, there is a unique j such that if ξ j ∈ R˜ j is its generic point,
the action of Γd on Spec OD,ξ j which is z 7→ z
d
lifts to the line bundle q
∗
(L
ψs
).
In other words, q
∗
(L
ψs
)
∣∣∣
Spec O
D,ξ j
gets a non-trivial Γd structure if and only if
i =ψ(η).
4.2. Towards the description. Suppose that we are given an injective homo-
morphism ρ : Γd → T of local type τ; then, by (2.2) we get a point θτ ∈
Y (T )/d .Y (T ), i.e., a rational point of the Weyl alcove A .
Let ψ0 , . . . ,ψd−1 be the irreducible representations (characters in our case) of
the group Γd (where ψ0 is the trivial character). Thus, if γ is a generator of Γd ,
then ψ j (γ)= ζ
j
.
Since ρ is assumed to be injective, for the simple roots {α j }
ℓ
j=1
of G , we can
identify the set {ρ ◦α j } which are non-trivial, with a subset of {ψ j }. Suppose,
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for the sake of simplicity, that
ρ ◦α1 , . . . ,ρ ◦αi1 =ψ0 (4.2.1)
ρ ◦αi1+1
, . . . ,ρ ◦αi2 =ψ1 (4.2.2)
. . . (4.2.3)
ρ ◦αis +1 , . . . ,ρ ◦αℓ =ψd−1 (4.2.4)
(note that we have also made some simplicity assumptions on the ordering of
the simple roots to correspond to the ordering of the characters)
As usual, we let the α j , j = 0,1, . . . ,ℓ denote the vertices of the extended
Dynkin diagram (already ordered), where the highest root α0 (3.6.1) is defined
by the expression α0 =
∑ℓ
j=1
n j .α j . Then we get an expression:
θ
τ
=
ℓ∑
j=0
c jθα j (4.2.5)
where τ is the type of ρ and θ
α j
as in (3.6.10). Define for t = 0,1,2, . . . ,d −1 the
weights:
θ
ψt
=
∑
ρ◦α j =ψt
c j .θα j (4.2.6)
θ′
ψt
=
∑
ρ◦α j =ψt
θ
α j
(4.2.7)
Let c(t ) :=
∑
α j =ψt
c j , for t = 0,1,2, . . . ,d −1. Assume that we have ordered these
so that c(1)< . . .< c(d−1). From (4.2.5) and the expression for c(t ), we have the
expression:
θ
τ
=
d−1∑
t=0
c(t ).θ′
ψt
(4.2.8)
Let
θ
τs
:=
d−1∑
j=s+1
(c( j )−c(s)).θ′
ψ j
(4.2.9)
for s = 1, . . . ,d −2 and the constraint coming from the balanced action, namely
θ
τ¯
:=
ℓ∑
j=0
(1−c j )θα j . (4.2.10)
Recall (2.4.6) that the closed fibreU
(d)
s
= p
−1
d
(c)∪Yc ofU
(d)
is the chain of d+1
curves of which the first and last are A
1
’s (which arises from the non-rational
component of of C
(d)
) and the components of p
−1
d
(c)=R
(d)
are P
1
’s
THEOREM 4.3. Let θ
τ
∈A and let d be a positive integer. The structure of 2BT-
group scheme H
G
τ,U
(d)
over the regular 2-dimensional S-scheme U
(d)
can be de-
scribed as follows:
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(1) Over U
(d)
S∗
, the restriction H
G
τ,U
(d)
S∗
has the following description:
H
G
τ,U
(d)
S∗
≃ p
∗
(E
o
(G))
∣∣∣
U
(d)
S∗
. (4.3.1)
where S∗ = S− s, and s lies above a ∈ Aˆ.
(2) On the closed fibre U
(d)
s
the group scheme H
G
τ
(3.4.3) has the following
description:
(a) At the generic point ζ0 of the extreme two A
1
’s we have:
H
G
τ,ζ0
≃Gk(ζ0 ) . (4.3.2)
(b) At the generic point ζt of each of the rational curves Rt ∈ R
(d)
, t =
1, . . . ,d −1, we have:
H
G
τ,ζt
≃ (G
θψt
)k . (4.3.3)
where (G
θψt
)k is the closed fibre of the standard Bruhat-Tits group
scheme G
θψt
(associated to the weight θ
ψt
(4.2.6)) over the complete
discrete valuation ring O
ζt
obtained by localizing C
(d)
S
at the generic
point ζt of the component Rt .
(c) On the rational chain p
−1
d
(c), at the marked points y1 , y2 and the
nodes ns , s = 1, . . . ,d−1, the fibre of H
G
τ,U
(d)
is isomorphic to the closed
fibre of the standard Bruhat-Tits group schemes G
θτ j
associated to a
collection of weights θ
τ
,θ
τ¯
and θ
τs
(4.2.5), (4.2.9), (4.2.10).
Proof. We work with the local picture in (2.4.2). Since the scheme D
(d)
is
smooth away from q
−1
(o) and the map f :D
(d)
→U
(d)
is unramified away from
p
−1
(c), the description in (1) and (2a) above follow immediately since the group
scheme is the constant group scheme here.
Let ρ : Γd → T be a representation of local type τ a weight θτ ∈A given by
(4.2.5). The equations (4.2.6) give the relationship between the characters ρ◦α j
and ψ j , for j = 0, . . .d −1. By the McKay correspondence (4.1) and the discus-
sion after (4.1.5), to each {ψ j }, j = 1, . . .d − 1, we get a unique rational curve
R˜ j ⊂ R˜.
For each t = 1, . . .d −1, if O
ζt
denotes the local ring at the generic point of
Rt ⊂ p
−1
(c), the group scheme E (G ,τ)
∣∣∣
Spec O
ζt
is a Γd -group scheme with action
given by the representation type given by the weight θ
ψt
occuring in (4.2.6).
Hence the invariant direct image is given by:
(Inv◦ f
∗
)(E (G ,τ)
∣∣∣
Spec O
ζt
)=G
θψt
(4.3.4)
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where G
θψt
is the standard Bruhat-Tits group scheme associated to a parahoric
subgroup given by the weight θ
ψt
∈A over Spec O
ζt
. This gives the description
in (4.3.3).
Further, each of the points: z1 ,p1 . . . . ,pℓ−1 ,z2 ∈ R˜, is a fixed point for Γd . At
each of these points, on a smooth analytic curve S j transversal to the rational
curves R˜ j ⊂ R˜, meeting R˜ at the points, the group scheme E (τ,G)
∣∣∣
S j
is a Γ
ℓ
-
group scheme with action given by the representation type as follows.
(1) at z1 of type θτ (4.2.5)
(2) at p s of type θτs (4.2.9)
(3) at z2 of type θτ¯ (4.2.10)
The description comes by a careful examination of the proof of [5, Proposition
4.2]. In this proof the minimal desingularization is explicitly realized by blow-
ing up the ideal sheaves (4.1.5) for each character ψs . The blowing up is carried
out after ordering the characters. The point to be noted is that after every blow-
up of an ideal sheaf, at the node the blown-up surface is again with an A-type
singularity where the type of the representation at the new node changes by
the recipe given above.
Thus, if we view the local map f
∣∣∣
S j
: S j → T j , where T j is a smooth 1-
dimensional germ meeting the rational curves in p
−1
(c) transversally at the
nodes y1 , y2 and the nodes n j ∈ p
−1
(c), j = 1, . . . ,ℓ− 1, the invariant direct im-
age:
(Inv◦ f
∗
)(E (G ,τ)
∣∣∣
S j
)=G
θτ j
(4.3.5)
the Bruhat-Tits group schemes associated to the weight θ
τ j
∈A over an ana-
lytic neighbourhood at the n j ’s in the T j ’s and similarly
(Inv◦ f
∗
)(E (G ,τ)
∣∣∣
S j
)=G
θτ
,or G
θτ¯
(4.3.6)
at y1 and y2 . 
4.3. Two dimensional parahoric groups. The 2BT-group scheme which we
study is one of the models of a Bruhat-Tits group scheme on a 2-dimensional
local ring in the following sense. On the smooth surfaces U
(d)
with a divisor
U
(d)
s
, with simple normal crossings, the 2BT-group scheme H
G
τ,U
(d)
gives a 2-step
degeneration of the simply connected G . More precisely, its generic fibre is
isomorphic to G , and over the height 1 primes i.e., at the generic points of the
components R j and at the height 2 primes given by the nodes of the excep-
tional fibre, the fibre of the group scheme H
G
τ
coincides with the closed fibre
of a standard BT-group scheme associated to certain weights in some facet of
the Weyl alcove which can be made precise. These weights are algorithmically
obtained from the starting weight θ
τ
.
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The discussions above leads one naturally to a higher dimensional Bruhat-
Tits theory. We briefly elaborate on this. To any reductive algebraic groupG de-
fined over the function field K of a discrete valuation ring A, classical Bruhat-
Tits theory attaches a simplicial complex whose simplices parametrize certain
bounded subgroups of the groupG(K ) which are the parahoric subgroups. The
theory goes further and canonically attaches to these bounded subgroups cer-
tain smooth group schemes defined over the valuation ring A, which are com-
pletely determined by their A-points, which are precisely the bounded sub-
groups.
In [36], Parshin proposed a theory of higher dimensional Bruhat-Tits theory
for 2-dimensional local fields, e.g., L :=K ((u)), where K is a 1-dimensional field
with a discrete valuation, for the cases of PGL(2) and PGL(3).
In [6], it was shown that any parahoric subgroup of G(K ) can be realized as
a unit group (see below (3.6.19)) coming from a totally ramified Galois cover
of A. From this standpoint, in the situation of (3), let E be a principal (Γd ,G)-
torsor of local type τ. Then one can again define the unit group as in (3.6.19)
namely: U = Aut(Γ
d
,G) (E). This will give a bounded subgroup of G
(
C((t ,u))
)
(bounded in terms of the valuation defined by t ,u). A notion of an Iwahori
subgroup (upto conjugacy by G
(
C((t ,u))
)
) can be defined by taking the inverse
image of a Borel by the evaluation maps, and it is not hard to check that U is
a bounded subgroup containing an Iwahori subgroup. As we have seen, these
bounded groups do define 2BT-group schemes whose C[[t ,u]]-points are these
unit groups. This gives evidence for the following:
Conjecture: All bounded subgroups containing an Iwahori subgroup can be
realized as unit groups coming from finite Galois covers of Spec C[[t ,u]] which
are ramified over a divisor with normal crossing singularities. Such covers can
be constructed for a given numerical data by using the Kawamata covering
lemma (14.1) [28, Theorem 17] (see also [50, Lemma 2.5, page 56]).
4.3.1. Other Kleinian singularities. One can define the group schemes H
G
τ,U˜
in
all the cases which give the Kleinian singularities for the quotients U = C
2
/Γ
(but the groups Γ are no longer cyclic) where U˜ → U is the minimal desin-
gularization. Each of the minimal desingularizations U˜ have exceptional divi-
sors reflecting the singularity of U and the group scheme give smooth group
schemes of singularity type A, D and E. These group schemes and their torsors
should give degenerations of G-torsors on smooth curves, when the curve de-
generates to singular curves other than the nodal ones which come as closed
fibres of U → Aˆ. These 2BT-group schemes come with an intrinsic “balanced”
structure of weights at the points above the singularity forced by the nature of
the singularity ofU .
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5. ADMISSIBLE GROUP ALGEBRAIC SPACES ON U
(d)
Let d be a positive integer. Recall that for any d , we have the canonical
diagram (2.4.2). Let pd :U
(d)
→Ud be the minimal resolution. Let ζ ∈ Γd be a
generator.
DEFINITION 5.1. A homomorphism ρ : Γd → T (⊂G) is called admissible if it is
injective and if the type τ of the representation, namely {a1 , . . . ,aℓ}, is such that
we have the inclusion {1,2, . . . ,d − 1} ⊂ {a1 , . . . ,aℓ}. Note that the type is deter-
mined modulo d.
Remark 5.2. The admissibility of ρ implies that every non-trivial character of
Γd is recovered by restricting a simple root αℓ of G with respect to T to Γd .
Remark 5.3. We observe that the admissibility of a representation ρ forces the
bound d ≤ ℓ+1 since Γd has d −1 non-trivial characters.
DEFINITION 5.4. The group scheme H
G
τ,U
(d)
onU
(d)
is called admissible if the local
type τ comes from an admissible homomorphism ρ.
A smooth group algebraic space H on the closed fibre (2.4.6) U
(d)
s
of U
(d)
is
called admissible if H is isomorphic to H
G
τ
(3.4.3) for an admissible group alge-
braic space H
G
τ,U
(d)
.
Remark 5.5. Although in the preceding discussions we have assumed that G
is simple and simply connected, it is easy to see that all the definitions re-
garding admissibility and the construction of H
G
τ
go through for the case when
G =GL(n).
Remark 5.6. If η :G ,→GL(V ) is a faithful representation, we have the inclusion
E (τ,G) ,→ E (τV ,GL(V )) where τV is as in (2.2.5). Let η : T ,→ TV for a maximal
torus TV of GL(V ). A homomorphism ρ :Γd ,→ T is admissible if and only if the
composite η◦ρ : Γd ,→ T ,→ TV is so. This is immediate from the fact that every
character of T is obtained as a restriction of a character of TV . In particular, if
H
G
τ,U
(d)
onU
(d)
is admissible, then so is H
GL(V )
τV ,U
(d)
and conversely.
DEFINITION 5.7. Let H
G
τ,U
(d)
be an admissible group algebraic space on the min-
imal desingularization C
(d)
S
with closed fibre C
(d)
. A H
G
τ,U
(d)
-torsor E on U
(d)
is
called allowable if the restriction E |
U
(d)
s
to the closed fibre U
(d)
s
⊂U
(d)
is a trivial
H
G
τ
-torsor.
We have the following obvious lemma which follows from the manner in
which the group schemes have been defined.
LEMMA 5.8. If E is an allowable H
G
τ,U
(d)
-torsor, then there exists a descending
E (G ,τ)-torsor q∗(P) (3.1) of local type τ on D
(d)
and an isomorphism:
E |
U (d)
≃ (Inv◦ f
∗
)(q∗(P)). (5.8.1)
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Remark 5.9. By (3.1), we have the defining E¯
o
S
(G)-torsor E¯
o
S
on D˜. Hence,
E
o
:= (Inv◦ f
∗
)(q∗(E¯
o
S
)) (5.9.1)
defines a canonical allowable H
G
τ,U
(d)
-torsor onU
(d)
.
5.1. Admissibility of vector bundles. For the notion of admissibility of vector
bundles see (14.1). The following characterization of admissible vector bundles
plays a key role.
LEMMA 5.10. A vector bundle V on the exceptional fibre p
−1
d
(c)⊂U
(d)
s
is admis-
sible if and only if there exists an admissible vector bundle V on U
(d)
such that
the restriction of V to p
−1
d
(c) is isomorphic to V .
Proof. Only one way needs a proof. Let V be admissible. Then the direct image
of V to the nodal curve C is torsion-free. It is obvious that in a neighbourhood
of a node, torsion-free sheaves can be spread to a family F onUd with generic
fibre locally free, and then by taking p
∗
d
(F )/(tor s) gives the required V (see [5,
Proposition 4.2]). 
The next proposition ties up the two notions of admissibility.
PROPOSITION 5.11. Let H
GL(V )
τ,U
(d)
be an admissible group scheme on the minimal
desingularizationU
(d)
and let E be an allowable H
GL(V )
τ,U
(d)
-torsor (5.7). Then the as-
sociated vector bundle E (V ) is an admissible vector bundle on U
(d)
. Conversely,
if V is an admissible vector bundle of rank n onU
(d)
, then there exists an admis-
sible group scheme H
GL(V )
τ,U
(d)
on U
(d)
and an allowable torsor E such that V is the
associated vector bundle to H
GL(V )
τ,U
(d)
for the identity representation.
Proof. By (5.4), there is a Γd -group scheme E (GL(V ),τ) on D
(d)
S
which comes
from an admissible ρ : Γd → GL(V ) of type τ such that H
GL(V )
τ,U
(d)
is the invariant
direct image of E (GL(V ),τ). Giving an allowable H
GL(V )
τ,U
(d)
-torsor on U
(d)
((5.7),
(5.8)) is giving a descending E (GL(V ),τ)-torsor (3.1) on D
(d)
S
or equivalently the
inverse image q
∗
(P) of a GL(V )-torsor P on D which comes from ρ. This
gives an associated Γd -vector bundle V on D. The invariant direct image of V
under σ :D→Ud gives a reflexive sheaf F on the normal surfaceUd .
The result of Gonzalez-Springberg-Verdier [21, Theorem 2.2] proves that for
each positive integer d , the minimal desingularizationU
(d)
→Ud is the minimal
platificateur of the quotient map σ :D→Ud . They also prove that any reflexive
sheaf F on Ud can be expressed as Inv◦σ∗(V ), for V a vector bundle on D
(d)
of local type τ and conversely (see also [34] and [5]). Moreover, the invariant
direct image, (Inv◦ f
∗
)(q
∗
(V )) is precisely p
∗
d
(F )/(tors).
On the other hand, in [5, Proposition 4.2] it was shown that admissible vec-
tor bundles on U
(d)
are obtained from torsion-free sheaves on Ud precisely by
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considering the bundle p
∗
d
(FS )/(tors). Note that in our situation, the assump-
tion that the group scheme H
GL(V )
τ,U
(d)
is admissible means that all the non-trivial
characters of the cyclic group Γd occur when the simple roots are restricted via
the representation ρ. This ensures that in the decomposition of the reflexive
sheaf F (restricted to the analytic neighbourhood of the node), the invariant
direct images Inv◦σ
∗
(L ) of the line bundles L associated to each non-trivial
character of Γd occur as summands. This implies that the minimal desingular-
ization is optimal in the sense that on each rational curve in the exceptional fi-
bre, we have the presence of an O (1) in the decomposition. This is precisely the
notion of admissibility of the associated vector bundle, i.e. it is strictly standard
and its direct image is torsion-free. Conversely, the admissibility of the associ-
ated vector bundle is equivalent to the admissibility of ρ by the same reasoning
and hence admissibility of the group scheme H
GL(V )
τ,U
(d)
and the allowability of the
torsor.
This shows that for any equivariant vector bundle q
∗
(V ) on D
(d)
S
, the invari-
ant direct image (Inv◦ f
∗
)(q
∗
(V )) is indeed an admissible vector bundle onU
(d)
.
This completes the proof of both the directions of the proposition. 
6. ADMISSIBLE GROUP ALGEBRAIC SPACES ON VERSAL SPACES
6.1. The space of expanded degenerations for a semistable curve. Let A
d
:=
Spec k[t1, . . . , td ] be given a A
1
-scheme structure via the morphism: t 7→ t1 · · · td .
Gieseker in [20, Lemma 4.2, Proposition 4.1] constructs a miniversal family
for the semistable curve C
(d)
with fixed stable model (C ,c). We will however
follow the detailed construction of the expanded degenerations in the paper of
Jun Li [29].
We begin with the base family C
Aˆ
→ Aˆ. We replace Aˆ with an open neigh-
bourhood B (0) of 0 ∈ A
1
so that we may assume that we have an étale mor-
phism B (0)→A
1
so that the node 0 maps to 0 ∈A
1
. Thus, we have the family
CB (0) →B (0). Let
B [d −1] :=B (0)×
A
1 A
d
(6.0.1)
with A
d
being given the A
1
-scheme structure as above. B [d −1] comes with a
distinguished point n := n×
A
1 0
A
d and view it as a B (0)-scheme by the first pro-
jection. Jun Li then constructs the schemeW [d−1] over B [d−1] inductively as
a small resolution of the schemeW [d−2] ([29, page 521]). The schemeW [d−1]
comes with a tautological projection:
W [d −1]×B [d−1] B (0)→CB (0) ×B [d−1] B (0). (6.0.2)
6.1.1. The special degeneration. In the model case when B (0) =A
1
and CB (0) =
A
2
and the family CB (0) → B (0) is given by t = u1u2 , the construction of W [d −
1]→B [d −1] is called a special degeneration
Z [d −1]→A
d
(6.0.3)
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as considered in [29, page 522] and denoted Γ[d −1].
The central fibre Z [d − 1]0 is a chain of d + 1 curves of which the first and
last are A
1
’s and the rest of the members are P
1
’s. The scheme Z [d − 1] can
be covered by d-open subsets U1 , . . . ,Ud , each of which is isomorphic to A
d+1
.
If the coordinates of U
ℓ
are denoted by (u
(ℓ)
1
, . . . ,u
(ℓ)
d+1
), in its identification with
A
d+1
, the transition function from u
(ℓ)
to u
(ℓ+1)
onU
ℓ
∩U
ℓ+1 is given by u
(ℓ+1)
j
=u
(ℓ)
j
for j = 1, . . .ℓ−1,ℓ+3, . . . ,d+1. For the three coordinates with indices j = ℓ,ℓ+
1,ℓ+2 we have the following transition relations:
u
(ℓ+1)
ℓ
= u
(ℓ)
ℓ
.u
(ℓ)
ℓ+1
(6.0.4)
u
(ℓ+1)
ℓ+1
= 1/u
(ℓ)
ℓ+1
(6.0.5)
u
(ℓ+1)
ℓ+2
= u
(ℓ)
ℓ+1
.u
(ℓ)
ℓ+2
. (6.0.6)
The key aspect of these coordinate open subsets in conjunction with the in-
ductive small resolution map
Z [d−1]→ Z [d−2]×
A
d−1 A
d
(6.0.7)
is the following stratified build-up. If by the inductive step we have an open
cover U1 , . . . ,Ud−1 of Z [d − 2], and we denote the open cover of Z [d − 1] by
V1 , . . . ,Vd , then they are related as follows: we have:
V
ℓ
≃U
ℓ
×
A
d−1 A
d
≃A
d+1
for ℓ< d −1. (6.0.8)
For the last two open sets we need a bit more. Let
φ : Z [d−1]→ Z [d−2] (6.0.9)
be the composite of the small resolution (6.0.7) with the first projection. Then
we can identify
φ
−1
(Ud−1 )≃A
d−2
×L
⊕2
(6.0.10)
where L is the tautological line bundle O
P
1 (−1) on P
1
and L
⊕2
is the total space
of L
⊕2
. Cover P
1
by B0 = {[b0 ,1]} and B1 = {[1,b1 ]} and identify L
⊕2
|B0
≃B0 ×A
2
and L
⊕2
|B1
≃B1 ×A
2
with transition function given by:
(b0 ,ζ1 ,ζ2)→ (1/b0 ,ζ1b0 ,ζ2b0). (6.0.11)
With these notations, we have:
Vd−1 ≃A
d−2
×L
⊕2
|B0
⊂φ
−1
(Ud−1 ) (6.0.12)
Vd ≃A
d−2
×L
⊕2
|B1
⊂φ
−1
(Ud−1 ) (6.0.13)
and the transition functions are seen to satisfy the relations given in (6.0.4).
The action of G
d
m
(see [29, page 525]) on the open subsetsU
ℓ
covering Z [d −1]
is given by:
σ · (u
(ℓ)
1
, . . . ,u
(ℓ)
d+1
) := (. . . , σ¯
ℓ−2u
ℓ
ℓ−2
, σ¯
ℓ−1u
ℓ
ℓ−1
,σ
−1
ℓ−1
u
ℓ
ℓ
,σ
ℓ
u
ℓ
ℓ+1
, σ¯
ℓ+1u
ℓ
ℓ+2
, . . . ) (6.0.14)
where σ¯i =σi /σi−1 with σi = 1 for i = 0,d .
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6.1.2. Admissible group schemes on the special degeneration. Fix an admissible
group scheme H
G
τ
on the fibre Z [d−1]0 of the special degeneration Z [d−1]→
A
d
(6.0.3). In this subsection we construct a group scheme H
G
τ,Z [d−1]
on Z [d −1]
which restricts to H
G
τ
on Z [d−1]0 and which is the groupG on all smooth fibres.
This construction is somewhat delicate and uses the inductive structure of
the scheme Z [d−1].
Step 1: The data of the group scheme H
G
τ
on the fibre Z [d −1]0 gives us the
admissible group scheme H
G
τ,U
(d)
on U
(d)
(2.4.2). We recall that the minimal
desingularization U
(d)
→Ud has a description analogous to the one given for
Z [d −1]. The closed fibre (2.4.6) U
(d)
s
⊂U
(d)
is a chain of d +1 curves of which
the first and last are A
1
’s and the rest of the members are P
1
’s, andU
(d)
s
can be
identified with Z [d−1]0 .
The schemeU
(d)
can be covered by d-open subsets B1 , . . . ,Bd , each of which
is isomorphic to A
2
. If the coordinates of B
ℓ
are denoted by (a
ℓ
,b
ℓ
), in its iden-
tification with A
2
, the transition function from (a
ℓ
,b
ℓ
) to (a
ℓ+1 ,bℓ+1) on Bℓ∩Bℓ+1
is given by
a
ℓ+1 = a
2
ℓ
b
ℓ
(6.0.15)
b
ℓ+1 = 1/aℓ (6.0.16)
Define the morphism:
Z [1]→B1 ∪B2 (6.0.17)
as follows: for ℓ= 1,2,
(u
(ℓ)
1
,u
(ℓ)
2
,u
(ℓ)
3
) 7→ (a
ℓ
,b
ℓ
) (6.0.18)
where
a1 = u
(1)
2
, b1 =u
(1)
1
u
(1)
3
, (6.0.19)
a2 = u
(2)
1
u
(2)
3
, b2 =u
(2)
2
(6.0.20)
It is easily seen that the transition functions for U1 ∩U2 in the Uℓ , for ℓ = 1,2
matches with the transition function for B1∩B2 in the Bℓ ’s and hence this local
datum defines a morphism from Z [1] toU
(2)
(identified with B1 ∪B2).
We start with the group scheme H
G
τ,U
(d)
restricted to B1 ∪B2 . We define the
group scheme H
G
τ,12
on B1 ∪B2 as the restriction of H
G
τ,U
(d)
to B1 ∪B2 .
Note that this group scheme on U
(1)
comes with the configuration of the
2BT group scheme defined on the minimal desingularization U
(d)
. We define
H
G
τ,12
on Z [1] by pulling back by the morphism (6.0.17).
Step 2: By induction we assume that we have a group scheme H
G
τ,12...d
on Z [d−
2] whose configuration along the chain of P
1
’s in the prescribed order is given
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by the restriction of the standard 2BT group scheme H
G
τ,U
(d−1)
to the open subset
B1 ∪ . . .∪Bd−1 .
Step 3: We observe that the group scheme H
G
τ,U
(d)
on U
(d)
is given by gluing
the group scheme restricted to B1∪. . .∪Bd−1 with the restriction to the last open
subset Bd by gluing along the intersection Bd−1 ∩Bd .
The group scheme on Z [d−1] is constructed as follows. For the open subset
V1∪. . .Vd−2 we simply pull back by the morphism V1∪. . .Vd−2 →U1∪. . .Ud−2 given
by (6.0.8).
On Vd−1 define the group scheme by pulling back the group scheme onUd−1
by the map (6.0.9) to φ
−1
(Ud−1 ) and restricting it to Vd−1 ⊂φ
−1
(Ud−1 ). These glue
up to give the group scheme H
G
τ,12...d
on V1 ∪ . . .Vd−1 .
Step 4. We now consider the open subsets V1 ∪ . . .Vd−1 and Vd (6.0.12). Ob-
serve that the open subsets Vd−1 and Vd cover a chain of three curves, the first
and last being A
1
’s joined by a single P
1
, and we have maps Vd−1∪Vd →Bd−1∪Bd
exactly as in (6.0.17), except that now we view the union Bd−1 ∪Bd inside the
minimal desingularization U
(d)
. The transition data also agree as is easily
checked.
We see that the group scheme H
G
τ,U
(d)
on U
(d)
restricted to Bd−1 ∪Bd with its
gluing ensuing from its global structure, allows us to lift the group scheme on
Bd to Vd and glue it to H
G
τ,12...d
on V1 ∪ . . .Vd−1 along Vd−1 ∩Vd . This gives the re-
quired group scheme H
G
τ,Z [d−1]
on Z [d−1].
Remark 6.1. The scheme Z [d−1] is smooth and quasi-projective with a divisor
∆
(
:= Z [d − 1]×
A
1 0
)
⊂ Z [d − 1] with normal crossing singularities having d +
1 irreducible components; ∆ =
⋃d
j=0
∆ j , where ∆ j−1 and ∆ j , j = 1, . . . ,d are the
smooth irreducible components of ∆ intersecting transversally along the d +
1 disjoint, smooth, codimension two subvariaties {D j }
d
j=1
respectively (see [29,
page 538] and [30, page 207] in the setting of logarithmic schemes). This is
precisely the configuration which matches the configuration of the central fibre
Z [d−1]0 . We have the following structure of Z [d −1]:
Z [d −1]0 //

Z [d−1]⊃∆


{0}
or i g in
// A
d
t 7→t1 ...td
▲▲
▲▲
▲
&&▲
▲▲
A
1
∋ 0
(6.1.1)
More precisely, the step-by-step construction of the group scheme has as its
key tool the construction of a morphism Z [d−1]→U
(d)
. By [29, Lemma 1.2(i)],
it follows by a simple check that the intersection of the divisor ∆ with the open
set U j ⊂ Z [d −1] (for each j ) maps precisely to the intersection of the closed
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fibreU
(d)
s
(which is the normal crossing divisor ofU
(d)
) with the open set B j . Re-
call that by (14.1) ([28] or [50, Lemma 2.5]), there exist Kawamata coverings of
Z [d−1] with the prescribed ramification data. A Kawamata covering of Z [d−1]
can be now recovered from that of U
(d)
consistent with the data of the projec-
tion Z [d −1]→U
(d)
. This can be seen as follows. By the reduced base change
of the Kawamata covering of U
(d)
with prescribed ramification data, we get a
finite covering Z of Z [d −1] which is étale over the complement of the divisor
∆. However, Z need not be smooth. This can be circumvented by [50, proof of
Corollary 2.6], where we can get the required Kawamata covering Z ′ of Z [d−1]
as a finite covering of Z (see (3.5) for similar arguments). More importantly,
as in (3.5), we can realize the group scheme H
G
τ,Z [d−1]
on Z [d −1] as an invariant
direct image of an equivariant group scheme on the Kawamata covering Z ′.
6.1.3. Openness of admissibility.
THEOREM 6.2. Fix an admissible group scheme H
G
τ
on the central fibre Z [d−1]0
of Z [d −1]→A
d
(6.0.3). Then H
G
τ,Z [d−1]
is a group scheme on Z [d −1] such that,
when restricted to neighbouring chain of curves Z [m−1]0 for m < d, it remains
admissible.
Proof. By its construction, the group scheme H
G
τ,Z [d−1]
when restricted to Z [d −
1]0 is isomorphic to H
G
τ
and away from the singular fibres of Z [d −1], it is the
fixed semisimple group scheme with fibre type G .
We now claim that the restriction of H
G
τ,Z [d−1]
to neighbouring fibres Z [m]0 of
Z [d−1], for m < d −1 are also admissible.
To prove this claim, we choose a faithful representation η : G ,→ GL(n). As
we have noted earlier, the representation η induces an injection E (G ,τ) ,→
E (GL(n),τn ) of Γd -group schemes which gives the inclusion of 2BT-group
schemes H
G
τ,U
(d)
⊂H
GL(n)
τn ,U
(d)
on the minimal desingularizationU
(d)
. Restricting this
inclusion to the neighbourhoods B1 ,B2 , . . . ,Bd each isomorphic to A
2
, which
coverU
(d)
, we see immediately that the entire step by step gluing construction
of H
G
τ,Z [d−1]
gives an inclusion H
G
τ,Z [d−1]
⊂ H
GL(n)
τ,Z [d−1]
of group schemes on Z [d − 1].
Again, the construction of H
G
τ,Z [d−1]
from H
G
τ,U
(d)
also gives a H
G
τ,Z [d−1]
-torsor E
o
Z [d−1]
(5.9).
By taking the associated vector bundle via η this inclusion gives a vector
bundle V of rank n on Z [d−1].
Since H
G
τ,Z [d−1]
restricted to Z [d −1]0 is admissible (and is isomorphic to H
G
τ
),
by (5.11 and 5.6), the vector bundle V restricted to Z [d−1]0 gives an admissible
vector bundle V on p
−1
d
⊂ Z [d−1]0 ([25, Definition 3.6]).
By the openness property of admissible vector bundles ([25, Lemma 3.14]), it
follows that V restricted to a neighbouring chain of curves Z [m−1]0 (m < d ),
is also an admissible vector bundle, and hence by (5.10), V restricted to the
minimal desingularizationU
(m)
(⊂ Z [d−1]) containing Z [m−1]0 as closed fibre
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is admissible. Hence (by 5.11) the group scheme H
GL(n)
τ,Z [d−1]
restricted to Z [m−1]0
is admissible.
Thus, there is a representation ρ′ :Γm →GL(n) of type τ
′ which gives the 2BT
group scheme H
GL(n)
τ′ ,U
(m)
.
We need to still show that the restriction of the subgroup scheme H
G
τ,Z [d−1]
to
Z [m−1]0 is admissible.
Consider the restriction of the family of Gieseker bundles V to the surface
U
(m)
. Let p :U
(m)
→Um be the desingularization map. By [34], the direct image
p
∗
(V ) gives a family of torsion-free sheaves F (in fact a reflexive sheaf) on
the surface Um . This reflexive sheaf F comes as an invariant direct image of
a Γm -vector bundle V from the affine quotient A
2
→A
2
/Γm as in (2.4.7). Away
from the node c , F comes from aG-torsor and hence the principal (Γm ,GL(n))-
torsor underlying the Γm -vector bundle F on A
2
of local type τ′ which comes
with a reduction of structure group to G away from o ∈A
2
.
We are on a smooth surface and by an application of Hartogs theorem, or by
a theorem of Colliot-Thélène and Sansuc ([12, Theorem 6.7]) we get an exten-
sion of the G-torsor to a (Γm ,G)-torsor on A
2
. By the equivariant Oka principle
([24, Section 11]), this torsor comes from a representation ρ′′ : Γm →G . Clearly,
ρ′ : Γm → GL(n) is the composite of η ◦ ρ
′′. Since ρ′ was admissible (by the
admissibility property of the Gieseker bundle), the map ρ′′ is also admissible
(5.6). Let τ′′ be the local type of ρ′′.
It is now straightforward to see that the resulting group scheme H
G
τ′ ,U
(m)
on
U
(m)
is isomorphic to the restriction of H
G
τ,Z [d−1]
toU
(m)
. This in particular shows
that the restriction to the curve Z [m−1]0 is also admissible, proving the claim.

LEMMA 6.3. Let E be a H
G
τ,U
(d)
-torsor on U
(d)
. Let η :G ,→GL(V ) be a faithful rep-
resentation and H
G
τ,U
(d)
⊂ H
GL(V )
τV ,U
(d)
the induced inclusion. Then the vector bundle
E (V ) is admissible (or equivalently the H
GL(V )
τn ,U
(d)
-torsor obtained by extension of
structure group is allowable) if and only if E is allowable.
Proof. It is easy to see that if E is allowable then E (V ) is admissible. For the
converse, the proof is exactly as in the second half of (6.2) as an application of
a Hartogs like result. 
6.1.4. Admissible group algebraic spaces on expanded degenerations. As in §2,
the space of extended degenerations W [d − 1] is also étale locally identified
with Z [d − 1]. As in (6.1), by [29, page 538], we see that W [d − 1] also has a
canonically defined divisor W [d − 1]×
A
1 0, with normal crossing singularities
and we have a Kawamata coveringW ′→W [d−1] with the precise ramification
data at the generic points of the smooth irreducible components {∆ j }
d
0
(14.1).
Following (3.5), we can obtain the group algebraic space H
G
τ,W [d−1]
as an invariant
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direct image of an equivariant group algebraic space on the Kawamata cover-
ing W ′ and hence from any Kawamata covering with the same ramification
data.
Remark 6.4. The group algebraic space H
G
τ,W [d−1]
is such that its restriction to
Z [d−1] is isomorphic to H
G
τ,Z [d−1]
and hence has the property (6.2).
7. MODIFICATIONS AND ADMISSIBLE GROUP ALGEBRAIC SPACES
In this section we define the basic objects needed to build the stack which
are families of semistable curves and define the notions of admissible group
algebraic spaces on them.
DEFINITION 7.1. (cf. [25, Definition 3.8]) For every Aˆ-scheme T , a modification
is a diagram:
M

❂❂
❂❂
❂❂
❂❂
pT
// CT =CAˆ ×Aˆ T
yyss
ss
ss
ss
ss
T
(7.1.1)
(1) M→ T is flat,
(2) the T -morphism pT is projective and finitely presented.
(3) Over TK := T ×S Spec K , the morphism pT : M→CT is an isomorphism.
(4) For all z ∈ T ×
Aˆ
Spec C (over the closed point a ∈ Aˆ), the induced mor-
phism MT,z →C×C Spec k(z) is the base change of a morphism pd :C
(d)
→
C for some d.
(5) If T is a C-scheme, a modification of the nodal curve C over the scheme
T is a modification of C ×
C
T where T is viewed as a Aˆ-scheme via T →
Spec C ,→ Aˆmapping to the closed point a ∈ Aˆ.
An arrow M→ M′ consists of a Aˆ-morphism T → T ′ and an T -isomorphism M→
M′×′
T
T which is compatible with their tautological projections to CT .
7.0.1. The versality properties. The extended degeneration spaceW [d ] has the
following local versal property: Let T be an Aˆ-scheme and let M be a modi-
fication as in (7.1). there is an open covering T
α
of T in the étale topology,
such that for each T
α
the restriction pair (M×T Tα ,p
∣∣∣
M×T Tα
) is isomorphic to an
expanded degenerationW [d
α
], i.e., for each T
α
we have a morphism
ξ
α
: T
α
→ B [d
α
] (7.1.2)
and a diagram
M
α
= M×
T
T
α
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
ξα ,≃
// W [d
α
]×B [dα ] Tα
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
CT ×T Tα
(7.1.3)
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Remark 7.2. By (6.1.4), by pulling back Kawamata coverings of W [d ]’s, we get
finite flat covers on each of the M
α
’s.
7.1. Kawamata covers and admissibile group schemes. For vector bundle of
rank n, by the representability of the functor Gn (see (14.2) below and [34,
Proposition 8]), we have a scheme Yn which is obtained as a PGL(N )-invariant
open subscheme of a suitable Hilbert scheme. We also get a universal modifi-
cation M
Yn
→Y
n
.
We make a few key observations on Yn is an Aˆ-scheme. It is regular over C
and the closed fibre Yc over c ∈ Aˆ is a divisor of Yn with simple or reduced nor-
mal crossing singularities i.e. a normal crossing divisor. In fact, at each closed
point of ξ ∈ Yc , there is an étale neighbourhood and a smooth morphism to
a B [d
ξ
] such that the pull back of the versal space W [d
ξ
] is isomorphic to the
restriction of M
Yn
to the neighbourhood. Thus, the universal family of curves
M
Yn
also has a normal crossing divisor M
Yc
which is étale locally the pull-back
of the normal crossing divisor on theW [d ] (6.1.4).
In other words, to prescribe ramification data at the generic points of the
components of the normal crossing divisor M
Yc
, it is enough to prescribe it in
the étale cover {M
α
} which come with the local versal data.
Consider the universal admissible vector bundle V
Yn
on M
Yn
of rank n (see
(14.2) and the remarks there) and let PGL(n) be the underlying frame GL(n)-
bundle. By [20, proof of Proposition 4.1, page 183], the universal admissible
bundle V
Yn
, restricted to the modification M
α
over the étale cover Y
α
, is a pull-
back of an admissible vector bundle on a versal space W [d
α
]. Therefore, by
(6.1.4), for each α the restriction of V
Yn
to M
α
comes as an invariant direct im-
age (Inv ◦ κ)
∗
(V
α
) for equivariant vector bundles V
α
on Kawamata covers of
W [d
α
] with specified ramification data {d j (α)} for each α. The ramification
data is at the generic points of the irreducible components of the normal cross-
ing divisor inW [d
α
] for varying α.
This then gives "universal ramification data" d := {d j (α) ∈N} j ,α associated to
the components of the divisor M
Yc
⊂ M
Yn
. This data also provides us local types
{δ j } given by admissible representations {Γd j (α) ,→ GL(n)} j ,α which are associ-
ated to the equivariant vector bundles V
α
for all j ,α.
By the general theory (14.1), for this local data d= {d j (α) ∈N} j ,α associated to
the components of the divisor M
Yc
, there is a Kawamata covering κ : M
Yn
→ M
Yn
with ramification data d along the divisor M
Yc
. This Kawamata covering κ lo-
cally restricts to the pull-back of the Kawamata coverings of theW [d
α
]’s (6.1.4)
for the induced ramification data on the covering M
α
. At the generic points
of the inverse image of M
Yc
, we define the equivariant GL(n)-torsors E j ’s with
local type δ j given by admissible representations Γd j ,→GL(n) and glue the ad-
joint group schemes E j (G) to a constant group scheme with trivial equivariant
structure to obtain an equivariant group algebraic space EGL(n) (GL(n)) on MYn .
We thus obatin a group algebraic space:
H
GL(n)
univ
:= (Inv◦κ)
∗
(EGL(n) (GL(n))) (7.2.1)
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which we term the universal admissible group algebraic space for GL(n) on M
Yn
.
Note that Weil restriction of scalars of algebraic spaces is carried out in [35].
Let PGL(n) be the frame GL(n)-torsor underlying the universal vector bundle
V
Yn
. We can see that it gets a H
GL(n)
univ
-torsor structure. In each M
α
, the restriction
PGL(n) |Mα
gets a H
GL(n)
univ
|
Mα
-torsor structure by [6, Theorem 4.1.6]. This follows by
getting a "twisted pull-back" of PGL(n) |Mα to the Kawamata cover to get its equi-
variant structure with the precise local type. This twisted object is an equivari-
ant torsor for the group scheme E j (G) at the generic points of the components
of the normal crossing divisor.
The pull-back κ
∗
(PGL(n) ) of the frame GL(n)-torsor restricted to MYn \ MYc
comes with a trivial equivariant structure away from the marked divisor in M
Yn
.
This can be glued to the twisted local pull-backs and this gives an algebraic
space EGL(n) (outside codimension 2) which extends to an equivariant GL(n)-
torsor EGL(n) on MYn . It is easily seen that
PGL(n) ≃ (Inv◦κ)∗ (EGL(n) ) (7.2.2)
Similarly, the universal bundle V
Yn
is realized as an invariant direct image
(Inv◦κ)
∗
(EGL(n) (V)) of the equivariant vector bundle EGL(n) (V ) on the Kawamata
cover M
Yn
.
7.2. Universal constructions for G. By the construction of the spaces of ex-
panded degenerations, for each 1≤ d ≤ ℓ+1, ℓ= rank(G), by (6.1.4), we have a
local models W [d ]→ B [d ] with an group algebraic spaces of type τ j ,d for vary-
ing j . Let {τ j ,d } j ,d be the complete list of admissible representation types and
let ρ j ,d : Γd →G be the corresponding admissible representations of local type
τ j ,d .
Let η : G ,→ GL(V ) be a faithful representation and let dim(V ) = n. By the
universal constructions on M
Yn
, we see that the points ξ ∈ Yc correspond to
the semistable curves in the universal family M
Yn
and the chain lengths range
between 0≤ s ≤n.
Let S ⊂Yc be the subset of semistable curves such that the admissible repre-
sentations ρ : Γs →GL(V ) defining the restriction of H
GL(n)
univ
do not factor through
G . This implies in particular that for these semistable curves the chain lengths
are in the interval ℓ< s ≤ n.
Let Yn,G := Yn \ S and let Yc,G = Yc \ S be the normal crossing divisor in the
open subscheme Yn,G (the openness coming from (6.2)). Let MYn,G be the cor-
responding universal family of curves whose chain lengths are bounded by ℓ
and the admissible representations factor through G , and let M
Yc,G
be its corre-
sponding normal crossing divisor.
We again work with the Kawamata covering κ : M
Yn,G
→ M
Yn,G
, ramified over
the normal crossing divisor M
Yc,G
⊂ M
Yn,G
. Following the construction of H
GL(V )
univ
(with gluings chosen consistently), we now obtain a group algebraic space:
H
G
univ
:= Inv◦κ
∗
(EG (G)) (7.2.3)
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on M
Yn,G
, and we call this the universal admissible group algebraic space for the
group G . We also get
H
GL(V )
univ,η
:=H
GL(V )
univ
|
M
Yn,G
. (7.2.4)
Clearly H
G
univ
is universal in an obvious sense. Furthermore,
H
GL(V )
univ,η
:= Inv◦κ
∗
(EG (GL(V ))) (7.2.5)
and we also have the inclusion:
H
G
univ
⊂H
GL(V )
univ,η
(7.2.6)
induced by η :G ,→GL(V ) (dim(V )= n). We also have a relative universal H
GL(V )
univ,η
-
torsor
PGL(V ),η :=PGL(V ) |M
Yn,G
(7.2.7)
and again, by (7.2.2), we have
PGL(V ),η = Inv◦κ∗(EGL(V ),η) (7.2.8)
where EGL(V ),η is the restriction of EGL(V ) to MYn,G .
DEFINITION 7.3. Giving an admissible group algebraic space for the group G
on a modification M → T is giving an arrow φ
t
: M → M
Yn,G
induced by an Aˆ-
morphismψ
t
: T →Yn,G . We denote by H
G
t,M
the group algebraic space on M defined
by the arrow φ
t
, i.e.:
H
G
t,M
:=φ
∗
t
(H
G
univ
). (7.3.1)
Remark 7.4. Note that the pull-back of the Kawamata covering κ : M
Yn,G
→ M
Yn,G
by φ
t
gives a finite flat morphism κT : M→ M with an equivariant structure.
Since taking Weil restriction of scalars (direct images) and taking invariants
([14, Proposition 3.1]) commutes with base change, it is easy to see that the
admissible group algebraic space H
G
t,M
can be realized as (Inv◦κT )∗ (φ
∗
t
(PG (G)).
It therefore follows that if E is a H
G
t,M
-torsor on M, then it can be realized as an
invariant direct image of a torsor for φ
∗
t
(PG (G)) [6, Lemma 4.1.5].
DEFINITION 7.5. Two admissible group algebraic spaces H
G
t,M
(resp. H
G
t′,M′
) defined
by arrows φ : M→ M
Yn,G
induced by the Aˆ-morphism ψ : T →Yn,G (resp. φ
′ : M′→
M
Yn,G
and ψ′ : T ′→Yn,G ) are said to be strongly isomorphic if there exists an Aˆ-
isomorphism T → T ′ inducing an isomorphism ǫ : M→ M′ so that φ′ ◦ǫ=φ.
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8. THE STACK OF GIESEKER TORSORS
DEFINITION 8.1. Let T be a Aˆ-scheme and let M→ T be a modification. Let H
G
t,M
be an admissible group algebraic space on M defined by the arrow φ
t
(7.3). A H
G
t,M
–
torsor E is called allowable if it is allowable when restricted to each semistable
curve C
(d)
⊂ M over the nodal curve (C ,c), in the sense of (5.7).
DEFINITION 8.2. For a scheme T over Aˆ, a Gieseker torsor on CT over T is a triple
datum
(
M,H
G
t,M
,E
)
, consisting of a modification M, an admissible group algebraic
space H
G
t,M
on M (7.3) and an allowable H
G
t,M
-torsor E on M (8.1).
If T is a C-scheme, a Gieseker torsor on the nodal curve C is a Gieseker torsor
on CT over T , where T is an Aˆ-scheme via the morphism T → Spec C= {a} ∈ Aˆ.
DEFINITION 8.3. Two Gieseker torsors (M1 ,H
G
t1 ,M1
,E1) and (M2 ,H
G
t2 ,M2 ,
,E2) on CTj , j =
1,2 are called isomorphic if there exists a Aˆ-isomorphism δ : T1 → T2 and a dia-
gram:
M1
ǫ
//

M2

T1
δ
// T2
(8.3.1)
compatible with the tautological projections M
j
→ C
Tj
, j = 1,2, a strong isomor-
phism (7.5) of admissible group algebraic spaces H
G
t2 ,M2
and H
G
t1 ,M1
and an isomor-
phism
ǫ
∗
(E2)≃ E1 . (8.3.2)
of H
G
t1 ,M1
-torsors.
DEFINITION 8.4. Let GiesC
Aˆ
(G)
(
resp. GiesC
Aˆ
(G)
)
be the category over Sch
/
Aˆ
,
whose objects Υ are defined as follows:
Υ=
(
M,H
G
t,M
,E
)
(8.4.1)
where M is a modification over a Aˆ-scheme T , H
G
t,M
an admissible group alge-
braic space on M and E an allowable H
G
t,M
-torsor on M. The functor f :GiesC
Aˆ
(G)→
Sch
/
Aˆ
which realizes it as a fibered category is the one which sends
(
M,H
G
t,M
,E
)
7→
T. There is a similar functor from GiesC
Aˆ
(G) to Sch
/
Aˆ
.
For the fixed nodal curve (C ,c) over C, for each C-scheme T we similarly de-
fine:
GiesC (G)(T ) :=
{
groupoid of Gieseker torsors on CT
}
(8.4.2)
An arrow between two objects Υ1 =
(
M,H
G
t,M
,E
)
and Υ2 =
(
M′,H
G
t′ ,M′
,E ′
)
over T
and T ′ consists of a Aˆ-morphism T → T ′ and an isomorphism of modifications
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M→ M′×′
T
T together with an isomorphism over T of Gieseker torsors (M,E ) and
(M′×′
T
T,E ′×
T′
T) as in (8.3).
Since pull-backs of modifications (resp. group algebraic spaces, torsors) are
modifications (resp. group algebraic spaces, torsors), and arrows between two
objects are as defined above and are fiber diagrams, the category GiesC
Aˆ
(G) is
fibered in groupoids under f.
PROPOSITION 8.5. The category GiesC
Aˆ
(G)
(
resp. GiesC
Aˆ
(G)
)
is a stack.
Proof. It suffices to show the following:
(1) For any T ∈ Sch/Aˆ and two objects Υ1 ,Υ2 ∈GiesC
Aˆ
(G)(T ), the functor:
IsomT (Υ1 ,Υ2) : SchT → Sets (8.5.1)
which associates to any morphism φ : T ′→ T the set of isomorphisms
in GiesC
Aˆ
(G) between φ
∗
(Υ1) and φ
∗
(Υ2), is a sheaf in the étale topology.
(2) (Effective descent) Let {Ti → T } be a covering of T in the étale topol-
ogy. Let Υi ∈GiesC
Aˆ
(G)(Ti ) and let φi j :Υi |Ti ×T Tj →φi j :Υ j |Ti ×T Tj be iso-
morphisms in GiesC
Aˆ
(G)(Ti×T T j ) satisfying the cocycle condition. Then
there is an Υ ∈GiesC
Aˆ
(G)(T ) with isomorphisms ψi :Υ|Ti →Υi so that
φi j =ψi ◦ψ
−1
j
. (8.5.2)
Each object Υ =
(
M,H
G
t,M
,E
)
consists of three components. The sheaf property
of the first item is obvious. Effective descent for modifications is carried out in
[25, Proposition 3.16].
Let Υi ∈GiesC
Aˆ
(G)(Ti ) and let φi j :Υi |Ti ×T Tj →φi j :Υ j |Ti ×T Tj be isomorphisms
in GiesC
Aˆ
(G)(Ti ×T T j ) satisfying the cocycle condition. So for each i , we have
Υi =
(
M
i
,H
i
,E
i
)
. The Hi come with ψi : Ti →Yn,G and corresponding morphisms
φi : Mi → MYn,G and the data as in (7.3). By (7.5), the gluing datum for the group
algebraic spaces gives descent datum for the morphisms φi and ψi .
The effectivity of the descent of the modifications implies the existence of a
T -scheme M with an étale covering {M
j
→ M}. Hence we get morphisms φ : M→
M
Yn,G
which coincide with the φ j on Mj , showing the admissibility.
The sheaf property of the third component, namely the torsor E is imme-
diate since isomorphisms of H
G
t,M
-torsors E1 and E2 is given by a section of
(E1 × E2)(
H
G
×H
G
∆
). Effective descent of torsors is there in the category of al-
gebraic spaces, and the action maps descend by [11, Theorem 6, Section 6.1].
The allowability of the descended torsor E is immediate since it holds for each
E i .

8.0.1. The case when G =GL(n).
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THEOREM 8.6. When G =GL(n)=GL(V), we have isomorphisms:
GiesC
Aˆ
(GL(n))≃GVBn (CAˆ ). (8.6.1)
GiesC (GL(n))≃GVBn (C ). (8.6.2)
In particular, GiesC
Aˆ
(GL(n)) is an algebraic Aˆ-stack, locally of finite type, and
similarly, GiesC (GL(n)) is an algebraic C-stack, locally of finite type.
Proof. We show that there is a canonical functor e : GiesC
Aˆ
(GL(n))→GVBn (CAˆ )
defined over Sch
/
Aˆ
, which is an equivalence of fibered categories. Let T ∈
Sch
/
Aˆ
. Let
(
M,H
GL(n)
t,M
,E
)
∈ Gies
C
Aˆ
(GL(n))(T). Then by the definition of H
GL(n)
t,M
and
an allowable torsor E , and the remark (7.4) and [6, 4.1.6.5, page 25], there is an
equivariant GL(n)-torsor E on the T -scheme M and we define the associated
vector bundle E (V ) := (Inv◦κ
∗
)(E (V )). Define:
e
(
M,H
GL(n)
t,M
,E
)
:=
(
M,E (V)
)
(8.6.3)
It is immediate that E (V ) is the pull-back of the universal admissible vector
bundle V
Yn
and hence E (V ) is an admissible vector bundle (see also (5.11)).
That e is essentially surjective for each T ∈ Sch
/
Aˆ
is seen easily. If W is an
admissible bundle on M, it is the pull-back of V
Yn
, by a canonical morphism
φ : M→ M
Yn
. The morphism φ defines the admissible group algebraic space as
φ
∗
(H
GL(n)
univ
) and we can recover the allowable torsor E as φ
∗
(PGL(V ) ).
That e is fully-faithful is immediate from the definitions of isomorphisms of
the objects.
The last statement regarding the divisor follows from the result of Kausz [25]
on the stack GVBn (CAˆ ), or from the proof of (8.9) below.

8.1. The stack of Gieseker torsors.
THEOREM 8.7. The stack GiesC
Aˆ
(G) is an algebraic Aˆ-stack, locally of finite type.
For the fixed nodal curve (C ,c) over C, GiesC (G) is an algebraic C-stack, locally
of finite type.
Proof. Fix a faithful representation η :G ,→ GL(n). For any Aˆ-scheme T , η in-
duces a maps of local types t 7→ t
η
and a natural inclusion H
G
t,M
,→ H
GL(n)
tη ,M
of group
algebraic spaces induced by (7.2.6). Hence we have a morphism:
η
∗
: GiesC
Aˆ
(G)→GiesC
Aˆ
(GL(n)) (8.7.1)
of Aˆ-stacks, by the extension of structure group.
This morphism of stacks is representable, locally of finite presentation. To see
this we follow [8] (see also the discussion after 8.8); let T be a Aˆ-scheme and
let P be an allowable H
GL(n)
tη ,M
-torsor on a modification M.
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The quotient H
GL(n)
tη ,M
/
H
G
t,M
exists as an algebraic space with a H
GL(n)
tη ,M
action. We
identify the associated space P
(
H
GL(n)
tη ,M
/
H
G
t,M
)
with P
/
H
G
t,M
. Then we have a 2-
cartesian diagram of Aˆ-stacks:
π
(mod)
T,∗
(
P
/
H
G
t,M
)
//

T

GiesC
Aˆ
(G) // GiesC
Aˆ
(GL(n))
(8.7.2)
By [39, Corollary 2.17], P
/
H
G
t,M
is an algebraic space of finite presentation. Thus,
by using the theory of Hilbert schemes for algebraic spaces as in [3, Section
6], we see that π
(mod)
T,∗
(
P
/
H
G
t,M
)
is also an algebraic T -space of finite presentation.
Hence the morphism (8.7.1) is locally of finite presentation.
By (8.6) the stack GiesC
Aˆ
(GL(n)) is an algebraic Aˆ-stack locally of finite type.
Hence by (8.7.2), we conclude that GiesC
Aˆ
(G) is an algebraic stack locally of
finite type over Aˆ.
It is immediate that GiesC (G) is an algebraic C-stack and also locally of finite
type being the closed fibre of GiesC
Aˆ
(G). 
8.2. Deformations of Gieseker torsors. We follow [20] and [34, Appendix].
Let η :G ,→ GL(V ) be a faithful representation with dim(V ) = n. Let H
G
t,M
be
an admissible group algebraic space on M given by the arrow φ
t
: M→ M
Yn,G
(7.3).
For any local type τ, we have the inclusion E (τ,G) ,→ E (τV ,GL(V )) where τV
is as in (2.2.5) and by (7.2.6), we can therefore define the inclusion of admissi-
ble group algebraic spaces H
G
t,M
,→ H
GL(V)
tη ,M
where H
GL(V)
tη ,M
= φ
∗
t
(H
GL(V)
univ,η
). By (14.2), we
have the inclusion (M, `e) ∈G
n
(T).
Let P
M
= φ
∗
t
(PGL(V ),η) where PGL(V ),η is the relative universal H
GL(V)
univ,η
-torsor on
M
Yn,G
(7.2.7).
DEFINITION 8.8. Define the functor :
G
G
Aˆ
: Sch
Y
→Groups (8.8.1)
T 7→Γ
(
qT,∗
(
P
M
(
H
GL(V)
tη ,M
/
H
G
t,M
)))
. (8.8.2)
i.e., which sends T to the space of reductions of structure group.
We show that this functor is representable following [38, Page 424-425] by
embedding the homogeneous space H
GL(V)
tη ,M
/
H
G
t,M
in a vector bundle over M.
By (7.2.8), we have the equivariant GL(n)-torsor EGL(V ),η on the Kawamata
covering M
Yn,G
. We consider the homogeneous space EGL(V ),η(GL(V)/G) and by
Chevalley’s theorem on semi-invariants, we have an equivariant vector bundle
W on M
Yn,G
such that
EGL(V ),η(GL(V)/G) ,→W (8.8.3)
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is a closed embedding. By taking invariant direct images we get an embedding:
PGL(V ),η
(
H
GL(V)
univ,η
/H
G
univ,a
)
,→ (Inv◦κ)
∗
(W ) (8.8.4)
By pulling back using the tautological morphism φ
t
, we see that we have the
embedding:
P
M
(H
GL(V)
tη ,M
/H
G
t,M
) ,→W
M
(8.8.5)
where W
M
:=φ
∗
t
(
(Inv◦κ)
∗
(W )
)
In other words, we can realize the functor G
G
Aˆ
as a closed subfunctor of the
functor T 7→H
0
(
W
M
)
. By [34, Proposition 8] and (14.3), Yn,G is a reduced scheme
and hence the functor T 7→ H
0
(
W
M
)
is representable by a linear scheme; there-
fore, there exists a Yn,G-scheme Y
G
which represents G
G
Aˆ
.
We can describe the T -points of G
G
Aˆ
(T ) as
[
(M, `e,HG
t,M
,E )
]
, where E is a H
G
t,M
-
torsor, or equivalently as
[
(M, `e,V
T
,ζ
T
)
]
, where (VT ,ζT ) is the admissible vector
bundle (more accurately, its frame H
GL(V)
tη ,M
-torsor) with the reduction of structure
group to H
G
t,M
.
Let G ′
Aˆ
be the functor defined as follows:
G
′
Aˆ
: Sch
Y
→ Sets (8.8.6)
T 7→ M (8.8.7)
such that M→ C×
Aˆ
T is a modification.
Thus, we have a morphism from Gn to G
′
Aˆ
obtained by forgetting the con-
dition (1) in Definition 14.2 namely, the imbeddings into the Grassmannians
(see [34, Appendix, page 197]). The representation η :G ,→GL(V ) also induces
a morphism G
G
Aˆ
→Gn and therefore have the induced forget morphism:
G
G
Aˆ
→G ′
Aˆ
(8.8.8)[
(M, `e,V
T
,ζ
T
)
]
7→ M (8.8.9)
The functors G
G
Aˆ
, G ′
Aˆ
are defined with a fixed choice of the fibered surface
C
Aˆ
→ Aˆ. Further the functor G ′
Aˆ
defined above parametrizes semistable curves
with a fixed stable model being the irreducible nodal curve (C ,c) with a single
node. Gieseker shows that that the canonical map B [d ]→ G ′
Aˆ
induced by the
expanded degenerationW [d ] ∈G ′
Aˆ
(B [d ]) is formally smooth.
THEOREM 8.9. The algebraic stack GiesC
Aˆ
(G) is regular and flat over Aˆ; further,
GiesC (G)⊂GiesC
Aˆ
(G) is a divisor with normal crossings. More precisely, the mor-
phism (8.8.8) is formally smooth.
Proof. Let T be the spectrum of an Artin local ring, and To ⊂ T the subscheme
defined by an ideal of dimension 1. Let M ∈ G ′
Aˆ
(T) be such that the restriction
M
o
∈ G ′
Aˆ
(T
o
) can be lifted to an element of G
G
Aˆ
(To ), then we need to show that
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M itself can be lifted to an element of G
G
Aˆ
(T ). Let M be defined by the family of
curves M→ T, and by the modification M→ C×
Aˆ
T.
The lifting of the family M
o
→ T
o
to M→ T comes with information which we
require: there is a morphism φo : To → B [d ] such that pull-backs by φo of the
versal families W [d ]→ B [d ] and W [d ]→ CB [d] coincide with the datum given
by the point M
o
∈G ′
Aˆ
(T
o
). Gieseker then shows that we have a diagram:
To
⊂
//
φo !!❈
❈❈
❈❈
❈❈
❈
T
φ

B [d ]
(8.9.1)
such that the pull-backs ofW [d ]→B [d ] andW [d ]→CB [d] give the family M→ T
and the point M ∈G ′
Aˆ
(T).
The lifting of M
o
to an element of G
G
Aˆ
(To ) defines a Gieseker torsor (VTo ,ζTo )=
ETo
on the restriction M
o
of M to To .
The problem is:
(1) to extend the torsor ETo (= (VTo ,ζTo )) to a Gieseker torsor ET (= (VT ,ζT ))
on M,
(2) to lift the morphism M
o
→ T
o
× Grass(N,n) to a morphism M → T ×
Grass(N,n).
(1): For the first item, we firstly note that the Gieseker torsor (VTo ,ζTo )= ETo
is a torsor under an admissible group algebraic space H
G
t,Mo
on M
o
for some local
type function t. Further, by (6.2) and versality, this group algebraic space can
also be realized as a pull-back of a group algebraic space H
G
τ,W [d]
onW [d ] by the
morphism M
o
→ W[d] induced by φo . The diagram (8.9.1) thus gives the group
algebraic space H
G
t,M
on M
T
(extending H
G
t,Mo
) again as a pull-back of H
G
τ,W [d]
by the
morphism M
T
→ W[d] induced by φ .
Let E = (V ,ζ) be the restriction of the H
G
t,M
-torsor ETo = (VTo ,ζTo ) to the closed
fibre C
(d)
of M
To
→ T
o
. By definition, the group algebraic space H
G
t,M
restricts to
the group scheme H
G
τ
on the curve C
(d)
for some τ.
It is standard that the obstruction to lifting ETo to ET is simply the group
H
2
(
C
(d)
,E
(
Lie(H
G
τ
)
))
which vanishes since we are in dimension 1.
(2): For proving the second item, by what has been discussed above regard-
ing the versal property, it remains to extend the sections of the Gieseker vec-
tor bundle VTo (m) (m ≫ 0) which defines the given map Mo → To ×Grass(N,n)
to the sections of VT (m) so as to define the lift M→ T×Grass(N,n). The sec-
ond item is therefore possible since the obstruction to lifting of sections lies in
H
1
(M
t
,V
t
(m)) and this group vanishes by (14.2.5)). Thus we conclude that the
morphism (8.8.8) is formally smooth. It is shown in [20] that there is a formally
smooth morphism from the versal space B [d ] to the functor G ′
Aˆ
.
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We deduce (using 6.1) that the scheme Y
G
which represents G
G
Aˆ
has all the
stated properties. It is now easy to conclude (as in [25]) that the stack GiesC
Aˆ
(G)
has all the stated properties.

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PART II
9. THE 2BT-GROUP SCHEME AND BALANCED GROUP SCHEME
In this section we restrict our attention to the single nodal curve (C ,c) and
its normalization (Y ,y). We also fix a positive integer d and a semistable curve
C
(d)
with Y as a component. We also work in the analytic category.
Let Nc = Spec
k[[x,y ]]
(x.y) is the analytic neighbourhood at the node on C and let
No = Spec
k[[u,v]]
(u.v) with coordinates u,v . We can express No =Do∪D
′
o
, where Do
and D ′
o
are identified with discs with o as origin. The action of Γd on No is as
follows. Fix a generator γ ∈ Γd .
γ.u = ζ
−1
.u, γ.v = ζ.v (9.0.1)
where ζ is a primitive d th–root of unity and v is the local coordinate of Do and
u for D ′
o
. The quotient morphism
σ :No →Nc =No/Γd =Do/Γd
⋃
D ′
o
/Γd (9.0.2)
is given by σ(u)= u
d
= x, σ(v)= v
d
= y .
Let P be a (Γd ,G)-torsor on No . We further assume that the restriction P is
given by a representation ρ : Γd → T ⊂G . This is in fact the case when P comes
as a specialization of a (Γd ,G)-torsor on the affine plane as discussed in (2.4.3).
On No ×G , the Γd -action is given by:
γ.(u,g )= (ζ
−1
.u,ρ(γ).g ), (9.0.3)
γ.(v,g )= (ζ.v,ρ(γ).g ) (9.0.4)
Let C be the DM-stack obtained by “patching” No and C \ c . The projective
curve C is the coarse moduli space for C and we have the morphism σ :C →C
(see [2]).
Let ν : (Y ,y)→ (C ,c) be the normalization of C with two marked points y =
(y1 , y2) over c . We have the following stacky picture of the normalization. Let
q : (Z ,z)→ (C ,o) be the “stacky” normalization, a DM-stack again. Thus, the
canonical map f : (Z ,z)→ (Y ,y) realizes Y as the coarse moduli of the stack Z .
Z
f
//
q

Y
ν

C
σ
// C
(9.0.5)
An analytic neighbourhood of Z at z1 (resp. z2) gets identified with Do (resp.
D ′
o
) with action given by (9.0.1) and similarly analytic neighbourhood of Y at
y1 (resp. y2) gets identified with Do/Γd (resp. D
′
o
/Γd ).
DEFINITION 9.1. A G-torsor P on C is a datum (E ′,ENo , `g’ ), where
• E ′ is a G-torsor on the punctured curve C −c,
• ENo is a (Γd ,G)-torsor on No coming from a representation ρ : Γd →G,
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• `g’ is a Γd -invariant gluing function
`g’ :N ∗
o
→G (9.1.1)
of σ∗(E ′) and ENo along N
∗
o
.
There is a natural notion of isomorphism of such torsors.
Then the pull-back q
∗
(P) gives a G-torsor on Z with added structure. Note
that q
∗
(P) is defined locally at the points z1 ,z2 by (Γd ,G)-bundles and the
“type” (coming from the representation ρ) at the point z2 is conjugate to the
one at z1 . We summarize this discussion in the following definition.
DEFINITION 9.2. A G-torsor E on the doubly marked root stack (Z ,z) is a pull
back q
∗
(E ′) on Z − {z1 ,z2 } glued by a Γd -invariant function q
∗
(`g’) to the follow-
ing:
(1) a (Γd ,G)-torsor E on q
∗
(No ) which is balanced at the points z1 and z2 ,
i.e. of local type τ and τ¯ at these points.
(2) a “descent datum”, i.e., a Γd -isomorphism
˚iffl : Ez1 ≃ E
†
z2
. (9.2.1)
where E
†
is the (Γd ,G)-torsor in an analytic neighbourhood of z2 given
by the local type τ.
Let E := q
∗
(P) and as in (3.4), we can consider the invariant direct image of
the Γd -group scheme E (G ,τ) = q
∗
(P(G)) (G acting on itself by inner conjuga-
tion) as follows.
In the analytic neighbourhood of the two points z1 ,z2 we take the Weil re-
striction of scalars by the finite flat morphism f : Z → Y and then taking invari-
ants by the group Γd to get a smooth group scheme on Yc = ν
−1
(Nc ), which is
an analytic neighbourhood of the points y1 , y2 ∈ Y . Then we glue (by applying
faithfully flat descent ([11, Section 6.5, Example D]) this group scheme with the
pull-back group scheme ν
∗
(E ′(G)) on Y −ν
−1
(c), where E ′ is a G-torsor on C−c
fixed in the beginning. We encapsulate this in the following definition.
DEFINITION 9.3. Let θ
τ
∈AT . A balanced parahoric group scheme on a smooth
projective marked curve (Y ,y) is a Bruhat-Tits group scheme obtained as
G(θτ )
:= (Inv◦ f
∗
)(E (G ,τ)). (9.3.1)
for a G-torsor E on (Z ,z) (9.2) of balanced local type (τ, τ¯). The balanced group
scheme is called admissible if the representation ρ is admissible.
This group scheme G(θτ ) can be more precisely described as follows. On (Y ,y)
it comes with parahoric structures at the two marked points y1 , y2 , and is iso-
morphic to the Bruhat-Tits group scheme on Y obtained by gluing the stan-
dard Bruhat-Tits group schemes G
θτ¯
and G
θτ
along analytic neighbourhoods
Do/Γd and D
′
o
/Γd at the points y1 , y2 with the constant group scheme G ×Y
∗.
By virtue of the fibre level isomorphism (9.2.1) of E on (Z ,z), this group scheme
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on Y comes equipped with a balanced structure together with a “descent da-
tum” (Inv◦ f
∗
)(˚iffl).
PROPOSITION 9.4. Let H
G
τ
be the group scheme over C
(d)
coming from a represen-
tation ρ :Γd →G (3.4.2). Then the restriction
G(θτ )
:=H
G
τ
∣∣∣
Y
(9.4.1)
to Y ⊂C
(d)
is a balanced group scheme. Conversely, given a balanced parahoric
group scheme G(θτ ) on (Y ,y), we can reconstruct the group scheme H
G
τ
over C
(d)
together with an isomorphism (9.4.1).
Proof. The question is obviously local along the components of C
(d)
. Locally,
the chain is viewed as the closed fibreU
(d)
s
ofU
(d)
. The process of taking invari-
ant direct images of group schemes, i.e., Weil restriction and then invariants,
commutes with base change.
Hence by (3.0.3) and (3.1.4) we get:
(Inv◦ f
∗
)
(
E (G ,τ)S
∣∣∣
Z
)
≃ (Inv◦ f
∗
)
(
E (G ,τ)
)
. (9.4.2)
The proof of (9.4.1) follows immediately from (3.1.4) and (9.4.2). The converse
is again simple since we are given the local representation ρ : Γd → G and by
the construction (3.1.4) we get back the group scheme on the chain. 
10. LACED TORSORS ON A SMOOTH CURVE
DEFINITION 10.1. Let G(θτ ) be a balanced parahoric group scheme associated to
a θ
τ
∈ AT (9.3.1). A laced G(θτ )-torsor E℘ on (Y ,y) of weight θτ is a G(θτ )-torsor
on the smooth marked curve (Y ,y) which arises as E
℘
:= (Inv ◦ f
∗
)(P), i.e. as
invariant direct images of E (G ,τ)-torsors P on (Z ,z). Let LacY (G(θτ ) ) denote the
set of isomorphism classes of laced G(θτ )-torsor on (Y ,y).
PROPOSITION 10.2. We have a set-theoretic identification of isomorphism classes
Gieseker torsors on (C ,c) and laced G(θτ )-torsors on Y for varying types τ of ad-
missible representations :
|GiesC (G)| →
⊔
τ
LacY (G(θτ )). (10.2.1)
Proof. This follows immediately from (9.4) and the notion of allowability of
Gieseker torsors (5.7); a H
G
τ
-torsor on C
(d)
gives a laced G(θτ )-torsor on (Y ,y)
by restriction to Y ⊂C
(d)
. 
10.1. Laced vector bundles. In this subsection we analyse the special case of
laced torsors when G is the linear group. Much of the early material in this
subsection is adapted from [40].
Notation 10.1. Let Vect
d
(Z ,z)
denote the category of vector bundles W on (Z ,z),
i.e. vector bundles balanced vector bundles on (Z ,z) with descent datum (9.2)
which translates as an isomorphism Vz1 ≃V
∗
z2
.
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DEFINITION 10.3. A balanced parabolic structure on a vector bundle V of
rank n on a doubly marked curve (Y ,y) is given by the following data:
(1) For 1≤ s ≤ n, weights, (α1 , . . . ,αs ), which are rational numbers such that
0≤α1 <α2 < ·· · <αs < 1. (10.3.1)
and “dual weights” (β1 , . . . ,βs ):
(β1 , . . . ,βs )=
{
(1−αs ,1−αs−1 , · · · ,1−α1 ) if α1 6= 0
(0, 1−αs , · · · ,1−α2 ) if α1 = 0
(10.3.2)
(2) A balanced quasi-parabolic structure on V at y j , j = 1,2, i.e.,
strictly decreasing flags
Vy j = F
1
y j
⊃ F
2
y j
⊃ ·· · ⊃ F
2
y j
⊃ F
s+1
y j
= 0, j = 1,2 (10.3.3)
together with weights given as follows:
• The weight of F
m
y1
is αm , where α1 , · · · ,αs as in (10.3.1).
• The weight of F
m
y2
is βm , where β1 , . . . ,βs are as in (10.3.2):
Let PVect
bal
(Y ,y)
denote the category of vector bundes on (Y ,y) with balanced para-
bolic structure.
Let V be an object in PVect
bal
(Y ,y)
.
(1) The flag Fy2 and Vy2 induces on the dual V
∗
y2
of Vy2 , the natural dual
flag F∗y2 and the weights of F
∗
y2
are “dual” to those of Fy2 i.e., they
coincide with α1 , · · · ,αs , the weights associated to Fy1 .
(2) For i = 1,2, define
gr(Vyi ) :=
⊕
m
gr
m
Fyi
, wi th (10.3.4)
gr
m
Fyi
:=F
m
yi
/F
m+1
yi
. (10.3.5)
The graded pieces, gr(V ∗y2 ) gets identified with gr(Vy2 ) by a shifting of
degrees as follows:{
gr
m
F
∗
y2
= gr
s+1−m
Fy2
f or 1≤m ≤ s, if α1 6= 0
gr
1
F
∗
y2
= gr
1
Fy2
and gr
m
F
∗
y2
= gr
s+2−m
Fy2
if α1 = 0.
(10.3.6)
DEFINITION 10.4. Let V be an object in PVect
bal
(Y ,y)
. A lacing on V (or more pre-
cisely a s-lacing) is a s-tuple
℘ :=
{
℘m : gr
m
Fy1
→ gr
m
F
∗
y2
}s
m=1
(10.4.1)
of linear isomorphisms.
DEFINITION 10.5. A balanced parabolic vector bundle endowed with a lacing
℘ will be called a laced vector bundle, i.e., given by the data:
V
℘
:= (V
⋆
,℘) (10.5.1)
where V
⋆
is a balanced parabolic bundle on (Y ,y).
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DEFINITION 10.6. A unilaced vector bundle is given by dropping all the
graded isomorphisms ℘m except the first, i.e.,
V`q := (V⋆ ,℘1). (10.6.1)
Remark 10.7. For a unilacing of V on (Y ,y) the data (10.4.1) now replaced by
a single isomorphism ℘1 only on the quotient spaces in the above diagram. In
other words, we have a diagram:
0 // F
2
y1
// Vy1
// gr
1
Fy1
℘1

// 0
0 // F
2
y2
// Vy2
// gr
1
Fy2
// 0
(10.7.1)
Let k denote the multiplicity of the zero weight and l = dim(V )−k , the multi-
plicity of the non-zero weight, i.e.,
k := dim(gr
1
Fy1
)=dim(gr
1
Fy2
) (10.7.2)
l := dim(F
2
y1
)= dim(F
2
y2
) (10.7.3)
DEFINITION 10.8. The parabolic degree of a laced bunde V
℘
is defined as:
par.deg(V
℘
) := par.deg(V
⋆
). (10.8.1)
LEMMA 10.9. Let V
℘
be a laced bundle on (Y ,y) and let k = k1 denote the mul-
tiplicity of the weight α1. Let l = (n−k). Then
par.deg. V
℘
= degV + (n−k)= degV + l . (10.9.1)
As a consequence, the parabolic degree of a laced bundle on (Y ,y) does not
depend on the choice of the parabolic weights.
Proof. (see [40]) By the definition of parabolic degree, we see that
par.deg. V℘ =
{
degV +
∑s
m=1
kmαm +
∑s
m=1
km (1−αm ) if α1 6= 0
degV +
∑s
m=2
kmαm +
∑s
m=2
km (1−αm ) if α1 = 0.
(10.9.2)
Hence
par.deg. V℘ =
{
degV +n if α1 6= 0
degV + (n−k1) if α1 = 0.
(10.9.3)
which give the equation (10.9.1). 
10.2. The category of laced bundles. Let Vect
L
(Y ,y)
denote the category of laced
vector bundles on (Y ,y). Restricting (9.0.5) to an analytic neighbourhood Nc of
the node c ∈C (9.0.2) we have the following diagram:
Z (o)
f
//
q

Yc
ν

No σ
// Nc
(10.9.4)
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where Yc is the disjoint union of analytic neighbourhoods of y1 and y2 . We can
identify the following categories:
Vect
Γ
ℓ
No
≃Vect
L
(Yc ,y)
(10.9.5)
V 7→ (Inv◦ f
∗
)(q
∗
(V )) (10.9.6)
Therefore, if we define morphisms in Vect
L
(Y ,y)
to be parabolic morphisms of the
laced bundles which preserve the lacings, we see that locally, morphisms
of Γ
ℓ
-bundles translates via invariant direct images to give the equivalence
(10.9.5).
Globally, on (Y ,y), we can identify laced vector bundles by gluing a vector
bundle ν
∗
(W ), via the restriction ν : (Y − {y1 , y2})→ (C −c) with a bundle (Inv◦
f
∗
)(q
∗
(V )) as in (10.9.5). Thus, globally, the invariant direct image functor:
(Inv◦ f
∗
) : Vect
d
(Z ,z)
→Vect
L
(Y ,y)
(10.9.7)
sends a vector bundle W on (Z ,z) (i.e., with descent data) to a laced bundle
(Inv◦ f
∗
)(W ) =V
℘
on (Y ,y). Note that every laced bundle V
℘
on (Y ,y) arises
as an invariant direct image of a vector bundleW on (Z ,z).
10.2.1. Laced torsors as functors. Fix a G-torsor E on (Z ,z) (9.2). As we have
seen in (10.1), a laced G(θτ )-torsor E℘ on (Y ,y) can be obtained as E℘ := (Inv◦
f
∗
)(E ), i.e. as invariant direct images of G-torsors E on (Z ,z). This can be seen
in a tannakian perspective as follows:
The G-torsor E on (Z ,z) defines a functor:
F
E
: Rep(G)→Vect
d
(Z ,z)
(10.9.8)
from the category of finite dimensional G-modules to the category of vector
bundles on (Z ,z) with descent datum, by taking associated vector bundles in
the usual manner. Observe that this functor is a tensor functor.
Let E
℘
= (Inv◦ f
∗
)(E ). By composing with the invariant direct image functor
(Inv◦ f
∗
), we get a tensor functor:
FE℘ := (Inv◦ f∗ )(E ) : Rep(G)→Vect
L
(Y ,y)
(10.9.9)
which sends V ∈ Rep(G) to the laced bundle (Inv ◦ f
∗
)(E (V )) on (Y ,y). We
shall denote the associated laced vector bundle by:
E (V )
℘
:= (Inv◦ f
∗
)(E (V ))= (Inv◦ f
∗
)(E )(V ). (10.9.10)
PROPOSITION 10.10. Giving a unilaced bundle V`q = (V⋆ ,f) on (Y ,y) as in (10.6)
is equivalent to giving a torsion-free sheaf on (C ,c); the vector bundle V under-
lying the parabolic bundle V
⋆
is ν
∗
(F )/tors and moreover, one has
par.deg(V
℘
)= deg(F ). (10.10.1)
Proof. We recall that any torsion-free OC module F , in an analytic neighbour-
hood of the node c ∈C , has a direct-sum decomposition as O
j
C ,c
⊕m
l
. Observe
that if V := ν
∗
(F )/tors, then deg(V ) = deg(F )− l , the number l coming from
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the copy of m
l
in the local type of F . The copies of m gives rise to the non-zero
weight 1/2 (giving the parabolic structure of length 1), the copies of OC ,c will
give rise to quotient at the parabolic points together with the lacing f which
identifies these quotients. The number l is the multiplicity of the non-zero
weight (see [40, Remark 2, page 490]). This gives the unilaced bundle (V
∗
,f).
For the converse, we go through an equivalent object called a “triple” in [33].
Given f, let V ′ be the elementary modification of V at the points yi , i = 1,2, with
the push-out V →V ′ defined such that
S2 =Ker(Vy2 →V
′
y2
) (10.10.2)
and
Vy1
≃
→V ′
y1
. (10.10.3)
In other words, we have an exact sequence of bundle:
0→V →V ′→V ′
y2
/
Q2 → 0. (10.10.4)
Therefore, Vy2
/
S2 =Q2 ,→V
′
y2
and by composition we get
ψ :Vy1 →Q1
f
→Q2 ,→V
′
y2
(10.10.5)
such that Im(ψ) ≃Q2 . Using (10.10.3) and identifying the fibres at y1 , we get
a linear map ψ : V ′
y1
→ V ′
y2
. This datum (V ′,ψ) (with a choice of the direction
from the fibre at y1 to the one at y2) is what is termed a triple in [33] and gives
the torsion-free sheaf F .
Further, morphisms of unilaced bundles induces morphisms of triples and
conversely, giving an equivalence of categories.
Observe that deg(V ′)= deg(V )+ l = deg(F ). Further, it is shown in [33] that
(V ′,ψ) 7→F is an equivalence of categories. Finally, we also conclude that
par.deg(V
℘
)= deg(F ). (10.10.6)

In summary, we have the following diagram of functors arising from the di-
agram (9.0.5):
Vect
d
(Z ,z)
Inv◦ f∗
//
q∗

Vect
L
(Y ,y)
ν∗= f orget

Vect
C σ∗
// TfC ≃Ψ Vect
1−L
(Y ,y)
(10.10.7)
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11. FOUR-FOLD ASPECT OF GIESEKER TORSORS
In this section we define an adèlic notion of a G
tf
-torsor (11.1) on (C ,c)
which will complete the four-fold aspect of Gieseker torsors. This will play the
key role in the intrinsic definition of semistability, especially towards specifying
the test objects for (semi)stability of laced torsors.
Let (C ,o) denote the nodal DM stack whose coarse space is (C ,c). Recall
(9.1) that giving a G-torsor E on C is giving a datum (E ′,ENo , `g’), i.e., G-torsor
E ′ on the punctured curve C −c , a (Γd ,G)-torsor ENo on No , the analytic neigh-
bourhood of o ∈C , together with a Γd -invariant gluing function
`g’ :N ∗
o
→G (11.0.1)
of σ∗(E ′) and ENo along N
∗
o
.
Assume also that the (Γd ,G)-torsor ENo comes from a representation ρ :Γd →
G . Note that this is indeed the case if the (Γd ,G)-torsor comes as a restriction of
a (Γd ,G)-torsor on the analytic neighbourhood of the origin in the affine plane
(as in §2).
Since Γd is cyclic, upto conjugacy, we may assume that the representation
ρ factors via ρ : Γd → T , where T is the fixed maximal torus of G as in the
beginning of §2. Hence, we may assume that ENo is in fact a (Γd ,T )-torsor and
comes associated to a tuple of characters {χ j } of Γd (possibly with repetitions).
By choosing an embedding ι : T ,→ GL(V
ℓ
) of the torus T in GL(V
ℓ
) where
V
ℓ
is a vector space of dimension ℓ= rank(G), we get the associated Γd -vector
bundle ENo (Vℓ) (which is a direct sum of Γd -line bundles). By taking the invari-
ant direct image by the map σ : No → Nc = No/Γd , we obtain a rank ℓ-torsion-
free sheaf
F
Nc
(V
ℓ
) := Inv◦σ
∗
(ENo (Vℓ )) (11.0.2)
on Nc .
Thus, we arrive at the following datum: an analytic neighbourhood Nc of
c ∈ C , a torsion-free sheaf F
Nc
(V
ℓ
) of rank ℓ = r ank(G), and a principal G-
torsor E ′ on C −c .
On the other hand, we observe that the restriction FN∗c of a rank ℓ torsion
free sheaf F
Nc
on Nc to the punctured neighbourhood N
∗
c
is isomorphic to a
trivial vector bundle of rank ℓ. Therefore, for every choice of embedding ι :T ,→
GL(V ), the restriction F
N∗c
gets reductions of structure group to the maximal
torus T of G , and hence gives rise to T -torsors F
T,N∗c
on N∗
c
.
By extending the structure group of F
T,N∗c
via the inclusion T ,→G , we obtain
a G-torsor FT,N∗c (G) on N
∗
c
.
DEFINITION 11.1. A G
tf
-object (E ′,F
Nc
, `g, ι) is a datum given by an embedding
ι : T ,→GL(V
ℓ
), a G-torsor E ′ on C −c, a torsion-free sheaf F
Nc
of rank ℓ on Nc ,
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a T -reduction of structure group FT,N∗c via ι, together with a gluing function
`g : E ′|N∗c ≃FT,N∗c (G) (11.1.1)
which glues the G-torsor E ′|
N∗c
with F
T,N∗c
(G) along N∗
c
.
In particular, when F
Nc
is locally free, the G
tf
-object (E ′,F
Nc
, `g) gives a prin-
cipal G-torsor on (C ,c).
Remark 11.2. A laced G(θτ )-torsor E℘ , gives a a G-torsor E = (E
′,ENo , `g’) on the
DM stack (C ,o) with local Γd -structure (9.1).
For the choice of an embedding ι : T ,→GL(V
ℓ
), the association
(E ′,ENo , `g’) 7→ (E ′,FNc (Vℓ), `g, ι) (11.2.1)
from G-torsors on C to G
tf
-objects is obtained by taking the gluing function
`g : N∗
c
→ G to be the push-down of the invariant gluing function `g’ and this
is with respect to the maximal torus T of G . Thus, a choice of ι associates a
G
tf
-object (E ′,F
Nc
(V
ℓ
), `g, ι) to a laced G(θτ )-torsor E℘ .
Given a G
tf
-object (E ′,F
Nc
, `g, ι) we can reconstruct a G-torsor (E ′,ENo , `g’) on
C , such that F
Nc
≃F
Nc
(V
ℓ
) as in (11.0.2). Recall that a torsion-free sheaf F
Nc
of rank ℓ on Nc is isomorphic to a direct sum O
a
C ,c
⊕m
b
with a+b = ℓ, where
m is the maximal ideal sheaf at c . It is easily seen that m can be realized as
an invariant direct image of a Γd -line bundle on No associated to a non-trivial
character of Γd .
Giving a reduction of structure group of F
N∗c
to T via an embedding ι (which
is a part of the datum (11.1) allows us to lift the datum to C on N∗
c
and the local
Γd -structure on No can then be given so that we get an isomorphism ψ :FNc
≃
F
Nc
(V
ℓ
), with F
Nc
(V
ℓ
) as in (11.0.2) for a (Γd ,T )-torsor ENo .
11.0.1. The four-fold aspect. We summarize below the multiple aspects of
Gieseker torsors. For positive integer d constrained by (3.7), (5.3), a Gieseker
torsor is thus:
(1) a H
G
τ
∣∣∣
C
(d)
-torsor on a semistable curve C
(d)
for a 2BT-group scheme H
G
τ
on the modification C
(d)
S
.
(2) a G-torsor E = (E ′,ENo , `g’) on the DM stack (C ,o) with local Γd -
structure (9.1). Note that this comes with a representation Γd →G .
(3) a laced G(θτ )-torsor E℘ (for a balanced group scheme of local type (τ, τ¯)
at the maked points) on the smooth doubly marked curve (Y ,y) ( see
(10.1)).
(4) a G
tf
-object (E ′,FNc (Vℓ ), `g, ι) on the nodal curve (C ,c) (11.1).
11.1. Reduction and extension of structure group.
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11.1.1. Some remarks on parabolic subgroups. Let λ : Gm → G be a one-
parameter subgroup. Then, we define the canonical parabolic subgroup as-
sociated to λ as follows:
P(λ) :=
{
g ∈G | lim
t→0
λ(t ) · g ·λ(t )
−1
exi st s in G
}
(11.2.2)
The centralizer L(λ) := ZG (λ) of λ is the natural Levi subgroup of P(λ) (it is
natural since the one-parameter subgroup λ is fixed) and P(λ) = Ru (P(λ))⋊
L(λ). Set
H (λ) := P(λ)/Ru (P(λ)) (11.2.3)
to denote the Levi quotient of P(λ)
If we have a faithful representation η :G ,→GL(W ), then the one-parameter
subgroup given by the composition η◦λ :Gm →GL(W ) defines a parabolic and
Levi subgroups:
P
η
(λ) := P(η◦λ)⊂GL(W ) (11.2.4)
L
η
(λ) := L(η◦λ)⊂P(η◦λ) (11.2.5)
and we have P
η
(λ)∩G = P(λ) and L
η
(λ)∩G = L(λ).
Remark 11.3. Let λ :Gm →G be a one-parameter subgroup such that the associ-
ated parabolic subgroup P(λ) is amaximal parabolic. Then there is a canonical
anti-dominant character
χ :P(λ)→Gm (11.3.1)
“dual” to λ which gives the ample generator of Pic(G/P(λ)). This character re-
stricts to a character on the Levi subgroup L ⊂ P(λ) (which is the centralizer of
λ) and generates the character group of L/center. Further, any anti-dominant
character on P(λ) can be related to χ
λ
. We recall the following result.
LEMMA 11.4. ([46, Proposition 2.4.9.1]) Let χ : P(λ)→ Gm be an anti-dominant
character. Then there is a positive rational number r such that χ= r ·χ
λ
.
Remark 11.5. Given a one-parameter subgroup λ : Gm → G , we may assume
that it factors through the fixed maximal torus T ⊂ G . Let TW ⊂ GL(W ) be a
maximal torus such that T ⊂ TW . This defines a maximal torus T¯W ⊂Hη(λ).
Remark 11.6. We remark that in what follows in this section, we will work with
one-parameter subgroup λ : Gm → G , we may assume that it factors through
the fixed maximal torus T ⊂G .
Remark 11.7. Let η :G ,→GL(W ) be a faithful representation. We can view the
parabolic subgroup P
η
(λ) as the stabilizer of the flag:
(W
•
(λ),ǫ
•
) : 0(W1 (W2 . . .Ws (Ws+1 =W (W (11.7.1)
where Wi := ⊕
i
j=1W
j
, with W
j
being the eigenspace of the Gm -action via λ for
the character z 7→ z
γ j
, and γ1 < . . . < γs+1 are the distinct weights which occur.
Set ǫi := (γi+1 −γi )/dim(V ), i = 1, . . . , s. The pair (W• (λ),α• ) is called the associ-
ated weighted filtration of λ.
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The weighted filtration (W
•
(λ),α
•
) has an associated graded:
gr
λ
(W ) :=
s⊕
j=1
W j+1/W j =
s⊕
j=1
W
j+1
(11.7.2)
and it is easy to see that as H = H (λ)-modules, W ≃ gr
λ
(W ). Further, H
fixes the λ-eigenspacesW
j+1
, i.e., the above decomposition is a decomposition
of H-modules. We also have the obvious weighted filtration (with the same
weights ǫ
•
:
0(W1 (W2 . . .Ws (Ws+1 = gr(W ) (11.7.3)
where each termW j =
⊕ j
i=1
W
i
is fixed by H .
11.1.2. Reduction of structure group. To define a reduction of structure group
of a Gieseker torsor we work with the adèlic aspect.
Let λ : Gm →G be a one-parameter subgroup and let P = P(λ) be the asso-
ciated parabolic subgroup. By our assumption, T ⊂G contains the image of λ.
Thus, T ⊂ L(λ)⊂ P(λ).
Let E
℘
be a laced G(θτ )-torsor on (Y ,y). Let (E
′,F
Nc
(V
ℓ
), `g, ι) be theG
tf
-object
on (C ,c) coming from E
℘
as in (11.2.1) for the choice of ι : T ,→GL(V
ℓ
) with V
ℓ
a vector space of dim(V
ℓ
)= ℓ= rank(G).
DEFINITION 11.8. Let E
℘
be a laced G(θτ )-torsor on the marked curve (Y ,y). A
generic reduction datum Λ for E
℘
to a parabolic subgroup P of G comprises of
(1) a choice of ι : T ,→ GL(V
ℓ
),
(
which gives a G
tf
-object (E ′,F
Nc
(V
ℓ
), `g, ι),
(11.1), (11.2.1)
)
(2) and a pair (E ′
P
, `g
P
), where E ′
P
is a reduction of structure group of E ′ to
the parabolic subgroup P on C − c and `g
P
: N∗
c
→ P is a function which
gives an identification:
`g
P
: E ′
P
∣∣∣
N∗c
≃F
T,N∗c
(P) (11.8.1)
which glues the P-torsors along N∗
c
with the constraint that the compos-
ite `g
P
:N∗
c
→ P ,→G equals `g.
Given ι : T ,→ GL(V
ℓ
), the one-parameter subgroup λ : Gm → T gives a
weighted filtration
0( A1 ( . . .As ( As+1 =FN∗c
(V
ℓ
). (11.8.2)
of the vector bundle F
N∗c
(V
ℓ
) which comes by filtering the T -module V
ℓ
with
the one-parameter subgroup λ. Thus, we have a natural associated graded
gr
λ
(V
ℓ
) which is canonically isomorphic to V
ℓ
as a T -module.
By taking saturation in the torsion-free sheaf F
Nc
(V
ℓ
) we obtain a weighted
filtration of F
Nc
(V
ℓ
) on Nc composed of torsion-free sheaves:
0(A1 ( . . .As (As+1 =FNc
(V
ℓ
). (11.8.3)
53
whence we get a collection of short exact sequence (composed of torsion-free
sheaves)
0→A j →A j+1 →B j → 0, j = 1, . . . , s (11.8.4)
on Nc . We can associate the following graded torsion-free sheaf to this filtra-
tion:
B = gr
λ
(F
Nc
) :=
s⊕
j=1
B j (11.8.5)
which is also of rank ℓ on Nc . Further, we have the isomorphism
B
∣∣∣
N∗c
≃F
T,Nc
(gr
λ
(V
ℓ
)). (11.8.6)
11.1.3. Admissible Levi torsor associated to laced G(θτ )-torsors. Given a reduc-
tion datum Λ (11.8) for E
℘
, by extending structure group by the canonical
morphism q : P(λ) → H (λ) from P(λ) to its Levi quotient H (λ) = H , we get
a H-torsor E ′
H
:= E ′
P
(H ) on C − c . The morphism q induces an isomorphism
q : L(λ)≃H (λ).
The maximal torus T , which is canonically a maximal torus of L(λ), goes
down to the maximal torus q(T ) of H and so we get the H-torsor F
T,N∗c
(H ) ≃
F
T,N∗c
(P)
(
H
)
. The composite q ◦ `g
P
= `g
H
:N∗
c
→H thus gives a natural gluing:
`g
H
:E ′
H
∣∣∣
N∗c
≃F
T,N∗c
(H ) (11.8.7)
Thus, using (11.8.6), we conclude that, for the embedding ι : T ,→GL(V
ℓ
), the
datum (E ′
H
,B, `g
H
, ι) comprising of the H-torsor on C −c , the torsion-free sheaf
B of rank ℓ on Nc , together with the gluing function `g
H
: N∗
c
→ H (11.8.7), in
fact gives a H
tf
-object, where H =H (λ).
11.1.4. In conclusion, the reduction datum Λ for E
℘
which gives the H
tf
-
object (EP (H ),B, `g
H
, ι) therefore gives a H-torsor E
Λ
H
on C (see 11.2).
11.1.5. By pulling back E
Λ
H
using q : Z →C , as we have seen earlier, we obtain
a balanced H-torsor q
∗
(E
Λ
H
) on Z . Thus, to Λ we can associate the laced torsor
E
Λ
℘
:= Inv◦ f
∗
(
q
∗
(E
Λ
H
)
)
(11.8.8)
which is a torsor under the invariant direct image group scheme with generic
fibre H . We term this the admissible laced Levi torsor associated to (E
℘
,Λ).
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12. SEMISTABILITY OF GIESEKER TORSORS
12.0.1. Semistability of G-torsors on smooth curves. We begin with some gen-
eral remarks on G-torsors and parabolic reduction. Let E be a G-bundle on a
smooth curve Y . Let P = P(λ) and L = L(λ) and let g and p be the Lie algebras
of G and P . Let EP be a P-torsor obtained by a reduction of structure group
of E to P . One can view the Lie algebras with the canonical adjoint action and
we have a natural P-structure on g/p and we consider the associated vector
bundle EP (g/p).
On the other hand, we can consider the L-bundle EL ≃ EP (L) and view g/p
as an L-module via any inclusion L ⊂ P . This gives us a vector bundle EL (g/p).
It is easy to check that the vector bundles EP (g/p) and EL (g/p) are isomorphic.
In particular, the usual µ-semi(stability) of the G-torsor E can be expressed
by saying that E is semi(stable) if and only if for every parabolic reduction EP ,
we have
deg(EL (g/p)) ≥ 0 (> 0). (12.0.1)
Remark 12.1. We observe that for the purposes of (semi)stability, it is enough to
verify the inequality (12.0.1) with test sub-objects arising out of one-parameter
subgroups λ whose image lies in the fixed maximal torus T .
Remark 12.2. Let η : G ,→ GL(W ) be a faithful representation and E be a G-
torsor. Let λ :Gm →G be a one-parameter subgroup. Suppose that we are given
a reduction of structure group EP ⊂ E to the parabolic P . Via the representation
η we can extend the structure group of the EP to the parabolic subgroup Pη to
obtain the P
η
-torsor EPη .
The canonical anti-dominant character χ
λ
: P→Gm (11.4) defines a line bun-
dle EP (χλ ) on Y .
Again, the representation η gives a weighted filtration (11.7.1) stabilized by
P
η
. We can take the associated vector bundle EPη (W ) which comes with its
weighted filtration:
(EPη (W )• ,ǫ•) : 0( EPη (W1)( EPη (W2) . . .EPη (Ws )( EPη (Ws+1 )=EPη (W )(12.2.1)
and a weighted slope defined by Schmitt ([42]):
L
(
(EPη (W )• ,ǫ• )
)
:=
s∑
i=1
ǫi
{
deg(EPη (W )) · rkEPη (Wi )−degEPη (Wi ) · rk(EPη (W ))
}
. (12.2.2)
It is straightforward to show that:
deg(EP (χλ ))= L
(
(EPη (W )• ,ǫ•)
)
(12.2.3)
(see [46, Exercise 2.4.9.2, page 209]).
Remark 12.3. We now work with the Levi quotients and interpret the above
equality. Firstly, we can realize the line bundle EP (χλ ) as follows: we extend
structure group from P to H by the canonical quotient map P → H to get the
H-torsor EH := EP (H ). The character χλ also descends via its identification with
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L(λ) to give a character χ
λ
on H and we can consider the line bundle EH (χλ ).
It is again easy to see that
deg(EP (χλ))= deg(EH (χλ )). (12.3.1)
Secondly, by applying the H-torsor EH to the filtration (11.7.3), we get a canon-
ical filtration:
(EH (gr(W ))• ,ǫ•) := 0( EH (W1)( EH (W2) . . .EH (Ws )( EH (gr(W )) (12.3.2)
and we obtain the associated weighted slope:
L
(
EH (gr(W ))• ,ǫ•
)
:=
s∑
i=1
ǫi
{
deg(EH (gr(W ))) · rk(EH (Wi ))−degEH (Wi ) · rk(EH (gr(W )))
}
.(12.3.3)
One can again check easily enough that:
deg(EH (χλ ))= L
(
EH (gr(W ))• ,ǫ•
)
. (12.3.4)
12.1. A counter example to the definition of [10]. Let E be a principal G-
bundle on the nodal curve C . A naïve generalization of the above definition
(see [10, Definition 2.2, Page 276]) along the lines of A. Ramanathan’s definition
turns out to be false even when G =GL(2).
For every maximal parabolic subgroup P ⊂ G and for every reduction of
structure group EP of E over C−c , consider the Lie algebra sub-bundle EP (p)⊂
E (g)|C−c . Let EP (p) be the torsion-free sheaf which is the saturation of the sub-
bundle EP (p) in E (g) over C . The bundle E is “conjecturally” (semi)stable if
deg(EP (p))< 0(≤ 0) (12.3.5)
For the failure of this “conjectural definition” of (semi)stability of G-torsors
on nodal curves even when G =GL(2), we give the following counter-example
which essentially comes from a remark due to Seshadri.
Let L,M be torsion-free sheaves on C of rank 1 and degree 0 which are
not locally free. In particular, they are of local type M. Consider the group
Ext
1
(L,M ) of extensions of M by L. We claim that there is a locally free sheaf
V such that:
0→ L→V →M→ 0 (12.3.6)
and hence automatically V is semistable of degree 0. To see the existence of
such a V , we consider the local-global spectral sequence for Ext ([22, Section
4.2]) which gives (since dim(C )= 1):
H
1
(C ,H om(L,M ))→ Ext
1
(L,M )→H
0
(C ,E xt
1
(L,M ))→ 0. (12.3.7)
Note that H
0
(C ,E xt
1
(L,M )) = Ext
1
A
(Lc ,Mc ), where A = OC ,c ≃ C[x, y]/(xy). Lo-
cally we have m = (x, y). Using these as generators, we have an embedding
m ,→OC ⊕OC and hence an extension:
0→m→OC ⊕OC →m→ 0. (12.3.8)
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This gives an element in Ext
1
A
(Lc ,Mc ) which lifts to give an element in
Ext
1
(L,M ). Clearly this extension is locally free since it is so at the node and
we get the required V. This V is semistable of degree 0
Giving a reduction of structure group of the principal GL(2)-bundle under-
lying V is expressing it in an exact sequence of vector bundles (12.3.6). and the
conjectural definition of semistability is equivalent to saying that for the sub-
bundle L⊗M∗ ⊂V ⊗V ∗, we have
deg(L⊗M∗)≤ 0 (12.3.9)
where L⊗M∗ denotes the saturation in V ⊗V ∗.
Claim:
deg(L⊗M∗)= 1. (12.3.10)
In particular V ⊗V ∗ is not semistable. Let L′ (resp. M ′) denote p
∗
(L)/tor s
(resp. p
∗
(M )/tor s. Then the line sub-bundle of p
∗
(V ) (resp. p
∗
(V
∗
)) generated
by L′ (resp. M ′) is of the form L′(y1 + y2) (resp. M
′(y1 + y2)). We have deg L
′ =
deg M ′ =−1, so that deg L′(y1 + y2)= deg M
′(y1 + y2)= 1. Then we see that the
line bundle
N = (L′(y1 + y2)⊗M
′(y1 + y2)(−y1 − y2) (12.3.11)
descends to a torsion free subsheaf of V ⊗V ∗, which is the saturation L⊗M∗.
Since degN = 0, we see that deg(L⊗M∗)= 1.
Remark 12.4. The lesson is to avoid taking the saturation after taking tensor
products. The degree exceeds the bound. Instead, one has to take some sort of
a “parabolic tensor product” and then take a saturation, both of these opera-
tions need to be carried out on the normalization Y . This can be made precise.
We proceed somewhat differently to achieve this.
12.2. On tf-semistability of Gieseker torsors. Let λ : Gm → G be a one-
parameter subgroup whose image lies in T (see (12.1)); let P = P(λ). Then
there is a canonical anti-dominant character χ
λ
: P(λ) → Gm which is “dual”
to λ. Further, by (11.4) for any anti-dominant character χ : P(λ)→ Gm , there is
a positive rational number r such that r.χ
λ
=χ.
To each generic reduction datum Λ (11.8) for the laced G(θτ )-torsor E℘ we
have defined the canonical admissible laced Levi torsor E
Λ
℘
(11.8.8). Any anti-
dominant character χ : P(λ) → Gm by restriction to L(λ), descends to give a
character on H and hence we get a balanced parabolic line bundle E
Λ
℘
(χ) on
(Y ,y).
DEFINITION 12.5. A laced G(θτ )-torsor E℘ is called tf-(semi)stable if, for every
generic reduction datum Λ and for any anti-dominant character χ : P →Gm we
have:
par.deg (E
Λ
℘
(χ))≥ 0 (> 0) (12.5.1)
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Remark 12.6. As in the case of usual principalG-torsors on smooth curves ([37,
Lemma 2.1, page 131]), (1.2.1) needs to be checked only formaximal parabolic
subgroups.
We make a few remarks before the main theorem. Let η : G ,→ GL(W ) be
a faithful representation and let E
℘
be a laced G(θτ )-torsor on (Y ,y). Then η
gives the associated laced GL(W )-torsor E
℘
(GL(W )) and the associated laced
vector bundle E
℘
(W ).
Recall that E
℘
comes as the invariant direct image of a balanced G-torsor
q
∗
(E ) on (Z ,z) (9.2) and hence from a G-torsor E on C (9.1) for some d > 0.
The G-torsor E then gives the associated vector bundle E (W ) on the DM-
stack C and by taking the invariant direct image (via the morphism σ : C →
C (9.0.5)), we get a torsion-free sheaf EW on (C ,c). Recall the functor ν∗ :
Vect
L
(Y ,y)
→ TfC which send a laced bundle on (Y ,y) to its underlying torsion-
free sheaf on (C ,c) (10.10.7) by taking direct images by the normalization map
ν : (Y ,y)→ (C ,c). Then, we see easily that:
ν
∗
(E
℘
(W ))≃ EW . (12.6.1)
Let λ : Gm →G be a one-parameter subgroup such that its image lies in the
fixed maximal torus T . We choose a maximal torus TW ⊂ GL(W ) such that η :
T ,→ TW . We get a parabolic subgroup PW = P(η ◦λ) ⊂ GL(W ) such that η :
P(λ) ,→P(η◦λ) which induces an inclusion H ,→HW of Levi quotients.
For the associated torsion-free sheaf FW , the one-parameter subgroup λ
gives a weighted filtration
0( F1 ( . . .Fs ( Fs+1 =FW
∣∣∣
C−c
(12.6.2)
of the locally free sheaf FW
∣∣∣
C−c
which by saturation gives a filtration
0(F1 ( . . .Fs (Fs+1 =FW . (12.6.3)
by saturated torsion-free subsheaves. This gives the associated graded torsion-
free sheaf:
gr
λ
(FW ) :=
s⊕
j=1
F j+1/F j (12.6.4)
On the other hand, to a reduction datum Λ, we have associated H-torsor
E
Λ
H
on the DM-stack C (see 11.1.3). Note that as H-modules we have an iso-
morphism W ≃ gr
λ
(W ) and we therefore have an associated vector bundle
E
Λ
H
(gr
λ
(W )). The isomorphism (11.8.8) gives the obvious isomorphism:
Inv◦ f
∗
(q
∗
(E
Λ
H
(gr
λ
(W )))≃ E
Λ
℘
(gr
λ
(W )) (12.6.5)
A simple but careful bookkeeping then allows us to deduce the following two
statements.
LEMMA 12.7. We have isomorphisms:
Inv◦σ
∗
(E
Λ
H
(gr
λ
(W )))≃ gr
λ
(EW ). (12.7.1)
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and
ν
∗
(E
Λ
℘
(gr
λ
(W ))≃ gr
λ
(EW ) (12.7.2)
of torsion-free sheaves on C.
12.2.1. Parabolic Schmitt slope. Let η :G ,→GL(W ) be a faithful representation.
Let E
℘
be a laced G(θτ )-torsor on (Y ,y) (10.1), and let Λ be a generic reduc-
tion datum, and let E
Λ
℘
be the laced Levi torsor which comes from this datum
(11.8.8).
Applying the laced Levi torsor E
Λ
℘
as a functor on the filtration (11.7.3), we
get a canonical filtration:
E
Λ
℘
(gr
λ
(W ))
•
:= 0( E
Λ
℘
(W1)( E
Λ
℘
(W2) . . .E
Λ
℘
(Ws )( E
Λ
℘
(gr(W )) (12.7.3)
To a laced G(θτ )-torsor E℘ on (Y ,y) with a generic reduction datum Λ we
associate the following slope inspired by the work of Schmitt [43], [44]:
DEFINITION 12.8. The parabolic Schmitt slope associated to E
℘
and Λ is defined
as follows:
L
(
E
Λ
℘ (grλ
(W ))• ,ǫ•
)
:=
s∑
i=1
ǫi
{
par.deg(E
Λ
℘ (gr(W ))) · rkE
Λ
℘ (Wi )−par.deg(E
Λ
℘ (Wi )) · rk(E
Λ
℘ (gr(W )))
}
. (12.8.1)
Remark 12.9. A word of caution is needed here. The par.deg which occurs in
(12.8) is the classical one, namely the one for parabolic vector bundles from the
paper of Mehta-Seshadri ([31], [41]); this is totally unconnected to the par.deg
which occurs in [44], where the “parabolic structure” and corresponding “par-
abolic degree” is the one coming from the GPB structure.
PROPOSITION 12.10. Let Λ be a generic reduction datum for E
℘
and let χ
λ
de-
notes the canonical “dual” anti-dominant character on P(λ). Then we have the
equality:
par.deg (E
Λ
℘
(χ
λ
))= L
(
E
Λ
℘
(gr
λ
(W ))
•
,ǫ
•
)
(12.10.1)
Proof. The proof follows exactly as seen in the discussions in (12.2) and (12.3),
where deg gets replaced by par.deg everywhere. 
By (12.6.3), we have the ǫ
•
-weighted filtration (E
•
W
,ǫ
•
) for the torsion-free
sheaf EW associated to the laced vector bundle E℘(W ).
PROPOSITION 12.11. We have the equality:
L(E
•
W
,ǫ
•
)= L
(
E
Λ
℘
(gr
λ
(W ))
•
,ǫ
•
)
(12.11.1)
where L(E
•
W
,ǫ
•
) is the slope of the filtered sheaf as in [43].
Proof. This follows immediately from the observation that:
par.deg(E
Λ
℘
(gr
λ
(W ))=deg(p
∗
(E
Λ
℘
(gr
λ
(W ))= deg(gr
λ
(EW )) (12.11.2)
which is a consequence of (10.10) and (10.10.6) and (12.7), and the same for
each term of the filtrations. Further, we have the obvious equality:
L(E
•
W
,ǫ
•
)= L(gr
λ
(EW )
•
,ǫ
•
) (12.11.3)
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The two together prove the theorem. 
12.2.2. Semistability of laced torsors and Gieseker-torsors.
DEFINITION 12.12. Let η : G ,→ GL(W ) be a faithful representation. A laced
G(θτ )
-torsor E
℘
on (Y ,y) (10.1) is said to be η-(semi)stable if for every generic re-
duction datum Λ for E
℘
the associated parabolic Schmitt slope (12.8) satisfies
the inequality:
L
(
E
Λ
℘
(W )
•
℘
,ǫ
•
)
≥ 0(> 0). (12.12.1)
THEOREM 12.13. Let η : G ,→ GL(W ). A laced G(θτ )-torsor E℘ on (Y ,y) is η-
(semi)stable (12.12) if and only if the associated torsion-free sheaf EW (12.6.1)
is δ-(semi)stable in the sense of [43].
Proof. This follows immediately from the identification (12.11) and the defini-
tion of δ-(semi)stability in [43]. 
Remark 12.14. Let E
℘
be a laced GL(W )-torsor or equivalently a laced vector
bundle. Then (12.13), for η = ident i t y , is a restatement of the basic fact that
for a Gieseker vector bundle to be (semi)stable it is necessary that its direct
image under the map p : C
(d)
→ C is µ-(semi)stable as a torsion-free sheaf on
(C ,c) (2.4.1). Thus, (12.13) ties up the earlier definitions with the new one of
tf-(semi)stability.
The following theorem shows the basic fact that the η-(semi)stability of G-
torsors on (C ,c) is independent of the representation η.
THEOREM 12.15. Let η : G ,→ GL(W ). A laced G(θτ )-torsor E℘ on (Y ,y) is η-
(semi)stable (12.12) if and only if it is tf-(semi)stable (12.5).
Proof. By (12.10), η-(semi)stability of E
℘
is equivalent to par.deg (E
Λ
℘
(χ
λ
)) ≥
0 (resp.> 0).
Let χ : P(λ) → Gm be an anti-dominant character. By (11.4) χλ = r ·χ for
a positive rational number r . Hence viewing these as characters of the Levi
quotient, we can apply the laced Levi torsor as a functor on the character to
conclude that:
par.deg (E
Λ
℘
(χ
λ
))≥ 0 (resp.> 0) ⇐⇒ par.deg (E
Λ
℘
(χ))≥ 0 (resp.> 0).(12.15.1)
This completes the proof of the theorem. 
Remark 12.16. It should be emphasized that though the independence of the
representation η in (12.15) is Tannakian in some respects, the notion of η-
(semi)stability of a torsor is really a notion basically constrained by its G struc-
ture and employs only those one-parameter subgroups of the GL(n)’s which
come via the group G .
Remark 12.17. Again, for a similar reason, we also remark that the notion of η-
semistability of E
℘
need not imply the tf-semistability of the associated vector
bundle E
℘
(W ). Thus, tf-semistability of E
℘
need not imply the tf-semistability
of E
℘
(W ).
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Recall that if E be a G-torsor on (C ,c) then it is tautologically a Gieseker
torsor on C for the constant group scheme C ×G and can therefore be simul-
taneously viewed as a laced G(θτ )-torsor with a trivial lacing as well as a Gtf-
object (11.1). Thus, (12.12) and (12.15) show that we have an intrinsic notion
of (semi)stability of a G-torsor on a nodal curve which coincides with the defi-
nition of (semi)stability of a vector bundle on a nodal curve which is in terms of
sub-objects which are torsion-free.
Let LacY (G(θ) )
tf−ss
denote the subset of isomorphism classes of tf-
(semi)stable laced G(θτ )-torsors on (Y ,y).
The map (10.2.1) induces a map:
|GiesC (G)| →
⊔
τ
LacY (G(θ) )
tf−ss
(12.17.1)
DEFINITION 12.18. A Gieseker torsor on a modification C
(d)
(for some d > 0) is
called tf-(semi)stable if its image in LacY (G(θ) )
tf−ss
is so.
We have an obvious notion of families of tf-(semi)stable Gieseker torsors. Let
GiesC
Aˆ
(G)
tf−ss
denote the substack of tf-semi(stable) Gieseker torsors on C
Aˆ
.
For the openness property of this notion of tf-semistability, see (13.3) be-
low.
12.2.3. Non-emptiness of stable G-torsors. In the case when the genus of the
general curve is 1, there are no stable G-torsors and the non-emptiness of the
moduli space of the Gieseker follows from this. To construct stable objects, we
proceed by using irreducible representations of the fundamental group π1(C ,c)
of the nodal curve (C ,c).
We begin by noting that π1(C ,c)= π1(Y , y1)∗Z. Therefore if ρ : π1(C )→ K ⊂
G , where K is a maximal compact subgroup of G , then giving ρ is equivalent
to giving a pair (ρY ,g ), with ρY : π1(Y )→ K and g = ρ(1) ∈ G . Let E := Eρ by
the G-torsor on C associated to ρ. By Ramanathan [37], if ρY is irreducible, the
associated G-torsor EY := EρY on the normalization Y is µ-stable and ν
∗(E ) =
EY . We choose the representation ρ defining E carefully, to make sure that the
Zariski closure of Im(ρ) is the whole of G .
PROPOSITION 12.19. If the G-torsor EY on Y is µ-stable (with the choice of ρ as
above), then the G-torsor E on C is stable in the sense of (12.5).
Proof. Let (λ, ¯s) be a generic reduction datum for EY . Fix an irreducible repre-
sentation η :G ,→GL(V ). Since G is simple, it follows that Ker(η) is finite. With
the choice of ρ as above, it is not too hard to see that the bundle EY (V ) which
is associated to η ◦ρY : π1(Y )→ GL(V ) is also irreducible. Thus, EY (V ) is a µ-
stable vector bundle on Y . This implies that E (V ) is a µ-stable vector bundle
on the nodal curve C .
The datum (λ, ¯s) for EY gives a weighted filtration (E (V )
•
,ǫ
•
) of E (V ) com-
prised of saturated torsion-free sheaves on C . The µ-stability of E (V ) implies
that the parabolic Schmitt slope L(E (V )
•
,ǫ
•
)> 0 (note that we have no lacings
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since we work with torsors on C ), which in turn implies that EY is η-stable (in
the sense of (12.12)) and hence E is stable by (12.15). 
PART III
13. THE MODULI CONSTRUCTION
The aim of this part is to combine the results of Parts I and II to construct
flat degenerations of the Ramanathan moduli space of slope (semi)stable G-
torsors. When G =GL(n), these are the precise analogues of degenerations via
Gieseker bundles on modifications of the nodal curve ([20], [34], [25]). Our set-
ting is as in Section 1, with A :=C[[t ]], K :=C((t )); let Aˆ= Spec A and π :C
Aˆ
→ Aˆ
a flat family of curves, such that CK is smooth and projective over Spec K and
the special fibre Ca is a nodal curve with a simple node at c ∈C .
13.0.1. The Bhosle-Schmitt spaces and associated Gieseker bundles. Fix a faith-
ful representationG ,→GL(W ) and let η :G ,→GL(W ⊕W ∗). Let 2w := dim(W ⊕
W ∗)
In [44] and [45], Schmitt studies the algebraic Aˆ-stack Bun
η,Sing
C
Aˆ
(G) whose
generic fibre is the stack BunCK (G) of G-torsors on CK and whose closed fibre
has T -points which are families of singular principal G-bundles i.e. of pairs
(F , ¯s),
• A torsion-free OC -modules F with generic fibre typeW ⊕W
∗.
• A pseudo-G-structure ¯s which gives a reduction of structure group of
the principal GL(W ⊕W ∗)-bundle on Y ∗ = Y − {y1 , y2} underlying the
locally free sheaf F
∣∣∣
Y ∗
to the subgroup η :G ,→GL(W ⊕W ∗).
Note that, G-torsors on the generic fibre CK are also viewed as a pair (FK , ¯sK )
where FK is a locally free sheaf of rank 2w on CK and ¯sK a reduction of struc-
ture group of the principal GL(2w )-bundle underlying FK to G .
In particular, there is a forget Aˆ-morphism
¯j : Bunη,Sing
C
Aˆ
(G)→Tfs2w (CAˆ ) (13.0.1)
(F , ¯s) 7→F (13.0.2)
into the algebraic stack Tfs2w (CAˆ ) of relative torsion-free sheaves of rank 2w on
the surface C
Aˆ
.
On the other hand, there is the Nagaraj-Seshadri morphism over Aˆ:
p
∗
: GVB2w (CAˆ )→Tfs2w (CAˆ ) (13.0.3)
obtained by taking direct images under the canonical morphism M → CT for
varying Aˆ-schemes T . Thus we have a fibre square:
¯j∗(GVB2w (CAˆ )) //
p∗

GVB2w (CAˆ )
p∗

Bun
η,Sing
C
Aˆ
(G) ¯j
// Tfs2w (CAˆ)
(13.0.4)
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The stack ¯j∗(GVB2w (CAˆ)) parametrizes pairs (V , ¯s) of Gieseker vector bundles of
rank 2w and a generic reduction of structure group ¯s of the underlying princi-
pal GL(2w )-bundle VGL to the subgroup G via η :G ,→GL(2w ).
By combining this diagram with the isomorphism (8.6) and the morphism η
∗
from (8.7.1) (obtained via extension of structure groups), we get a commutative
diagram:
GiesC
Aˆ
(G)
η∗
//

GiesC
Aˆ
(GL(2w ))
≃,(8.6)

¯j∗ (GVB2w (CAˆ ))
f
//
p∗

GVB2w (CAˆ )
p∗

Bun
η,Sing
C
Aˆ
(G) ¯j
// Tfs2w (CAˆ)
(13.0.5)
We view the stack GiesC
Aˆ
(G) as parametrizing pairs (E , ¯s) with E ∈
GiesC
Aˆ
(GL(2w ))(T ) together with a reduction of structure group ¯s.
Thus, by composition with the direct image, we get a morphism GiesC
Aˆ
(G)→
Tfs2w (CAˆ ). This morphism factors via a vertical morphism GiesC
Aˆ
(G) →
Bun
η,Sing
C
Aˆ
(G). To see this, we need to note the following on the torsion-free sheaf
p
∗
(E ). The reduction of structure group ¯s toG away from the singularity on the
normal surface C
Aˆ
extends to give a pseudo G-bundle (p
∗
(E ),τ). This follows
by the normality of the surface and a simple Hartogs argument ([4, Remark
2.5]).
On the other hand, the image under the unlabelled vertical morphism from
GiesC
Aˆ
(G) → ¯j∗(GVB2w (CAˆ )) consists of pairs (VGL , ¯s′) such that the G-torsor
given by the generic reduction of structure group ¯s′ extends to a full Gieseker
torsor over M for a group algebraic space H
G
t(T ),M
(which extends the semi-simple
group scheme with fibreG). We denote the composite vertical Aˆ-morphism by:
¯pffl
G
: GiesC
Aˆ
(G)→Bun
η,Sing
C
Aˆ
(G). (13.0.6)
which is analogous to taking direct images in the case of locally free sheaves.
13.0.2. A properness result. We recall the following definitions from [5, Page
15].
DEFINITION 13.1. (Horizontal properness) Let F,G : SchS → Sets be two functors
with S = Spec A for a discrete valuation ring A and quotient field K . Let f : F →
G be a S-morphism. We say, f is horizontally proper if the following property
holds: let B be a discrete valuation ring with function field L such that L is a
finite extension of K and Spec B → Spec A is surjective. Then for every map
α ∈ F (L), if the composite f (α) ∈G(L) extends to an element G(A), then α also
extends to an element in F (A).
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This definition becomes significant because of the following observation.
LEMMA 13.2. Let f : F →G be a quasi-projective S-morphism of schemes of finite
type such that f
ζ
: F
ζ
→G
ζ
over the generic point is proper. Suppose further that
the structure morphisms F → S and G → S are surjective, that F is S-flat and
that f is horizontally proper. Then f is proper.
Using a stability parameter δ, Schmitt ([46, page 340]) defines an open sub-
stack Bun
η,Sing
C
(G)
ss
of δ-(semi)stable pairs (F , ¯s) and by using GIT (of decorated
objects), he then goes on to construct the coarse moduli space M
η,Sing
C
(G)
ss
of
this stack (as a subspace of a certain “big” moduli space constructed by Bhosle
[9]).
When δ is chosen “large”, Schmitt, in [44, Theorem 1.1], shows that the
generic fibre M
η,Sing
CK
(G)
ss
is independent of the faithful representation η and
is in fact the moduli space of S-equivalence classes of slope (semi)stable G-
torsors (in the sense of Ramanathan) and the special fibre is the moduli space
M
η,Sing
C
(G)
ss
of semistable singular principal bundles.
A small check using (12.15) shows that
¯pffl∗
G
(
Bun
η,Sing
C
Aˆ
(G)
ss )
≃GiesC
Aˆ
(G)
tf−ss
(13.2.1)
Remark 13.3. The identification (13.2.1) in particular shows that the substack
GiesC
Aˆ
(G)
tf−ss
of GiesC
Aˆ
(G) of tf-(semi)stable Gieseker torsors on C
Aˆ
is an open
substack, thereby verifying the openness of the notion of tf-semistability as
defined in (12.18).
THEOREM 13.4. The Aˆ-morphism:
¯pffl
G
:GiesC
Aˆ
(G)
tf−ss
→Bun
η,Sing
C
Aˆ
(G)
ss
(13.4.1)
is horizontally proper and an isomorphism over CK . Over the closed point a ∈ Aˆ
it induces a morphism:
¯pffl :GiesC (G)
tf−ss
→Bun
η,Sing
C
(G)
ss
. (13.4.2)
Proof. Let S = Spec B with B a discrete valuation ring over Aˆ and let L/K be
the function field of B . Let EL be a family of semistable G-bundles on the
smooth curve CL degenerating to a semistable singular principal G-bundle Eo
on (C ,c). Equivalently, on the nodal curve (C ,c), there exists a pair (F , ¯s), with
a torsion-free OC -module F of rank 2w together with a generic reduction of
structure group ¯s to G such that the family EL degenerates to (F , ¯s) which is
δ-semistable. By definition, the reduction of structure group ¯s gives rise to a
G-torsor ES−c on CS − c . The local type of the torsion-free sheaf gives also a
diagram as in (2.4.7).
The local étale neighbourhood D˜ is chosen so that the homomorphism Γd →
GL(2w ) is injective. This can clearly be done since we have the precise ideal
theoretic decomposition of the reflexive sheaf F on the local normal surface
U˜d (see [5, Lemma 4.1] for details). The diagram is also such that the pull-back
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σ
∗
S
(ES−c ) gives a (Γd ,G)-torsor P on D˜ −o (since the underlying GL(2w )-torsor
of F comes with a reduction of structure group to G in the complement of c
in U
(d)
ét
). By the smoothness of D˜ , and an application of Hartogs theorem, or
by a theorem of Colliot-Thélène and Sansuc ([12, Theorem 6.7]), it follows that
we get an extension of P to a (Γd ,G)-torsor P on the étale neighbourhood D˜ of
o ∈ CS . This is of some local type τ and the resulting homomorphism Γd →G
is also injective since Γd →GL(2w ) is so. The number d which could arise here
is constrained by (3.7).
Therefore, q
∗
(P ) gives a E (G ,τ)-torsor on D
(d)
ét
and by taking invariant direct
images we get PS = Inv ◦ f∗
(
q
∗
(P )
)
as a H
G
τ
-torsor on U
(d)
ét
. This can be glued
(in the étale or fpps topology) to the G-torsor pulled back from CS − c to get a
H
G
τ
-torsor PS on C
(d)
S
.
By definition (and the injectivity of the local homomorphism which ensures
admissibility), the associated vector bundle Ps (W ⊕W
∗) via the homomor-
phism η :G→GL(W ⊕W ∗) is a Gieseker vector bundle on C
(d)
and furthermore,
we have:
p
∗
(
Ps (W ⊕W
∗)
)
=A (13.4.3)
Since A is δ-semistable, by (12.15), this implies that the Gieseker torsor Ps is
tf-semistable. Clearly, PL ≃ EL and hence, the family PS gives the required
point in GiesC
Aˆ
(G)
tf−ss
(B ) proving the horizontal properness. 
13.1. The coarse moduli. Let Bun
η,Sing
C
Aˆ
(G)
ss
→M
η,Sing
C
Aˆ
(G)
ss
be the canonical mor-
phism to the coarse space. Let R
η
C
Aˆ
(G) denote the total family so that the coarse
space
M
η,Sing
C
Aˆ
(G)
ss
=R
η
C
Aˆ
(G) Ë PGL
Aˆ
(13.4.4)
is realized as a GIT quotient of R
η
C
Aˆ
(G) by a suitable reductive group PGL
Aˆ
.
We recall the definition of the functor G
G
Aˆ
as also the Yn -scheme Y
G
which
represents it (see (8.8)). The diagram (13.0.5) gives a diagram of total families:
Y
G
//
¯pffl
G

Yn
p∗

R
η
C
Aˆ
(G) ¯j
// R
t f
C
Aˆ
(13.4.5)
where the morphism ¯pffl
G
is horizontally proper (13.4). Further, since the ob-
jects are quasi-projective, by (13.2, 8.9) it follows that ¯pffl
G
is proper.
At the level of total families we also have the identification:
(Y
G
)
tf−ss
= ¯pffl∗
G
(
R
η
C
Aˆ
(G)
ss )
(13.4.6)
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as an open subscheme of Y
G
.
We are now in the precise setting of the theme in Nagaraj-Seshadri [34, Page
180 and Remark 6, page 180, 184]. We consider the polarization
L := ¯pffl∗
G
(
O
R
η
C
Aˆ
(G)
ss (1)
)
⊗
(
O
Y
G (ǫ)
)
(13.4.7)
where O
Y
G (1) is the relative polarization for ¯pffl
G
. By choosing a “small” ǫ for the
relative polarization, we get a natural notion of (semi)stability (which we term
ns-(semi)stability), on (Y
G
)
tf−ss
(and hence on GiesC
Aˆ
(G)
tf−ss
) which is finer that
the tf-(semi)stability and via (13.2.1) we get an inclusion:
GiesC
Aˆ
(G)
ns−ss
(GiesC
Aˆ
(G)
tf−ss
(13.4.8)
(an inclusion which is a proper one in general (see [34, page 185])). In fact,
by GIT, the ns-(semi)stability constructs the actual separated coarse space
M
ns−ss
C
Aˆ
(H
G
Aˆ
)= (Y
G
)
ns−ss
Ë PGL
Aˆ
, for the Artin stack GiesC
Aˆ
(G)
ns−ss
We summarise this discussion, using (8.9) and by following the arguments
in [34], to arrive at the following main theorem:
THEOREM 13.5. The stack GiesC
Aˆ
(G)
ns−ss
⊂ GiesC
Aˆ
(G) is an algebraic stack,
which is locally of finite type and flat over Aˆ. Furthermore, the generic fibre
GiesCK (G)
ns−ss
is isomorphic to the algebraic stack BunCK (G)
µ−ss
of µ-(semi)stable
G-torsors on the smooth projective curve CK and the closed fibre GiesC (H
G
a
)
ns−ss
is
a divisor with normal crossings.
The closed fibre has an open subscheme comprising of (semi)stable G-torsors
on the nodal curve (C ,c), where (semi)stability is the intrinsic one from (12.5,
12.15). The coarse space M
ns−ss
C
Aˆ
(H
G
Aˆ
) = (Y
G
)
ns−ss
Ë PGL
Aˆ
, for the Artin stack
GiesC
Aˆ
(G)
ns−ss
therefore provides a proper and flat degeneration of the moduli
space of µ-(semi)stable G-torsors on smooth curves degenerating to a simple
nodal curve.
We also have an analogous Nagaraj-Seshadri morphism of coarse spaces:
p
∗
:M
ns−ss
C
Aˆ
(H
G
Aˆ
)→M
η,Sing
C
Aˆ
(G)
ss
(13.5.1)
The closed fibre M
ns−ss
C
(H
G
a
) of the coarse moduli scheme M
ns−ss
C
Aˆ
(H
G
Aˆ
)
parametrizes S-equivalence classes of ns-semistable Gieseker torsors. This
scheme contains an open dense subscheme of tf-semistable G-torsors on the
underlying nodal curve (C ,c).
Remark 13.6. Recall that the moduli scheme M
η,Sing
C
Aˆ
(G)
ss
→ S provides a degen-
eration of the moduli spaces MCK (G), but the drawback with this construction
is that M
η,Sing
C
Aˆ
(G)
ss
is not Aˆ-flat.
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13.2. The orthogonal and symplectic case. Recall that Faltings [15] has con-
structed the moduli space of semistable orthogonal and symplectic torsion-
free sheaves on nodal curves and gets a flat degeneration of the moduli space
of semistable orthogonal and symplectic bundles on smooth curves when the
curves degenerates to a simple nodal curve. By the comments in [44, Page
1430, 1436], we see that the faithful representation η : G ,→ GL(W ⊕W ∗) the
image lies in the orthogonal (resp. symplectic) group O(W ⊕W ∗,q) (resp.
Sp(W ⊕W ∗,q)) where W ⊕W ∗ is seen to be equipped with a canonical non-
degenerate symmetric (resp. alternating) form q . One could more generally
have worked with any pair (W,q) whereW is equipped with a non-degenerate
symmetric (resp. alternating) form q and carried out the entire construction of
the coarse spaces M
ns−ss
C
Aˆ
(H
G
Aˆ
). It is now easy to conclude from the main results
that in the case when G is either orthogonal or symplectic, then the moduli
space M
η,Sing
C
Aˆ
(G)
ss
is the Faltings moduli space and the Nagaraj-Seshadri mor-
phism p
∗
:M
ns−ss
C
Aˆ
(H
G
Aˆ
)→M
η,Sing
C
Aˆ
(G)
ss
is a surjection.
14. APPENDIX
In this appendix we will briefly recall some basic notions from [20], [33] and
[25] and towards the end some facts about Kawamata coverings. The key in-
gredient in the definition of a Gieseker bundle was the notion of an admissible
bundle on a modification M over T ∈ Sch
/
Aˆ. In [33, Definition 1, page 167], we
have the notion of a standard vector bundle on C
(d)
.
We recall the notion of an admissible vector bundle V on a curve C
(d)
([25,
Definition 3.11], [5, Definition 3.6]).
DEFINITION 14.1. Let V be a vector bundle of rank n on a chain R
(d)
. Let V |Ri =
⊕nj=1O (ai j ). Say that V is standard if 0 ≤ ai j ≤ 1,∀i , j . The bundle V is called
strictly standard if moreover, for every i there is an index j such that ai j = 1.
A vector bundle V on C
(d)
of rank n is called admissible
(1) If d = 0, i.e C
(0)
=C it is a vector bundle, else
(2) if, d ≥ 1, V |
R
(d) is strictly standard and the direct image (pd )∗ (V ) is a
torsion-free on OC -module, where pd : C
(d)
→ C is the canonical mor-
phism which contracts the chain to the node.
The notion of admissibility extends obviously to vector bundles on C
(d)
S
.
Let V be a standard vector bundle on C
(d)
of rank(V )= n. Then, by the dis-
cussions in [33, Page 168-171], after twisting the vector bundles sufficiently to
ensure the vanishing of the first cohomology and generation by sections, we
get a canonical morphism φV :C
(d)
→Grass(H
0
(V ),n). This morphism contracts
the R j =P
1
’s on the chain R
(d)
⊂C
(d)
such that V |Rj is trivial. The condition that
V is strictly standard is shown to be equivalent to the morphism φV being an
closed immersion.
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Following [20, page 179] and [33, Definition 7, page 185] we have the defini-
tion.
DEFINITION 14.2. Let Gn : SchAˆ → Sets be the functor defined as follows:
Gn (T )= (M, `e) (14.2.1)
where
`e : M ,→C
Aˆ
×
Aˆ
T ×k Grass(N ,n) (14.2.2)
is a closed embedding in the product and such that the projection j : M→ T×
k
Grass(N,n) is a closed immersion, the projection π : M→ C×
Aˆ
T is a modification
as in Definition 7.1, and the projection qT : M→ T is a flat family of curves M,
t ∈ T as in Definition 7.1.
Further, if V is the tautological quotient bundle of rank n on Grass(N ,n) and
VT its pull-back to T × Grass(N ,n), then the pull-back
VT := j
∗(VT ). (14.2.3)
is such that, VT is an admissible vector bundle of rank n(14.1) for the modifica-
tion M→ C×
Aˆ
T.
By the definition of VT , for each t ∈ T we get a quotient morphism:
O
N
M
։Vt (14.2.4)
and we assume that this map induces an isomorphism: H
0
(O
N
M
) ≃ H
0
(Vt ). In
particular, we have dim(H
0
(Vt ))=N and it follows that
H
1
(Vt )= 0 (14.2.5)
By [20] and [34, Proposition 8], this functor Gn is represented by a PGL(N )-
invariant open subscheme Yn of the Aˆ-scheme Hilb(CAˆ ×Aˆ Grass(N ,n)) for the
natural polarization on Grass(N ,n).
Let M
Yn
⊂ C
Aˆ
×
Aˆ
Y
n
×
k
Grass(N,n) be the universal object defining the functor
G
Aˆ
. This defines a universal modification M
Yn
→ Y
n
together with a universal
admissible vector bundle V
Yn
on M
Yn
. The representability of the functor GN
implies that for any admissible vector bundle V on a modification M
T
there ex-
ists a unique morphism ψ : T →Yn and φ : MT → MYn so that φ
∗
(V
Yn
) is V .
Remark 14.3. By [34, Appendix] or [25, Theorem 3.21] Yn is regular and its
generic fibre over Aˆ is smooth while its special fibre Yc is a divisor with simple
normal crossings.
14.1. Kawamata Coverings. Let X be a smooth quasi-projective variety and let
D =
∑r
i=1
Di be the decomposition of the simple or reduced normal crossing di-
visor D into its smooth components (intersecting transversally). The “Covering
Lemma” of Y. Kawamata (see [50, Lemma 2.5, page 56], and [28, Theorem 17])
says that, given positive integers N1 , . . . ,Nr , there is a connected smooth quasi-
projective variety Z over C and a Galois covering morphism
κ : Z → X (14.3.1)
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such that the reduced divisor κ
∗
D := (κ
∗
D)red is a normal crossing divisor on
Z and furthermore, κ
∗
D i = Ni .(κ
∗
Di )red . Let Γ denote the Galois group for the
covering map κ.
The isotropy group of any point z ∈ Z , for the action of Γ on Z , will be de-
noted by Γz . It is easy to see that the stabilizer at generic points of the irre-
ducible components of (κ
∗
Di )red are cyclic of order Ni . By an equivariant prin-
cipal G-torsor P on Z of local type τ= {τi }
r
i=1
we mean:
(1) The restriction of the G-torsor PUz to an étale neighbourhood at a
generic point z of an irreducible component of (κ
∗
Di )red is given by a
representation ρ i :Γz →G ;
(2) for a general point y of an irreducible component of a ramification di-
visor for κ not contained in (κ
∗
D)red , the action of Γy on P is the trivial
action.
Such a P will always exists as an algebraic space with a G-action and can be
obtained by gluing trivial (Γz ,G)-torsors given by ρ i , inUz for the generic point
z of (κ
∗
Di )red with pull-backs of G-torsors on X \D to Z . By a Hartogs type
argument, it is easily checked that equivariant G-torsors are uniquely defined
on Z once given on a subscheme of codimension bigger than 1.
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