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Abstract
We study the Wigner phase space formulation of quantum mechanics and compare it to the Hamilto-
nian picture of classical mechanics. In this comparison we focus on the differences in initial conditions
available to each theory as well as the differences in dynamics. First we derive new necessary condi-
tions for the admissibility of Wigner functions and interpret their physical meaning. One advantage
of these conditions is that they have a natural, geometric interpretation as integrals over polygons in
phase space. Furthermore, they hint at what is required beyond the uncertainty principle in order
for a Wigner function to be valid. Next we design and implement numerical methods to propagate
Wigner functions via the quantum Liouville equation. Using these methods we study the quantum
mechanical phenomena of reflection, interference, and tunnelling and explain how these phenomena
arise in phase space as a direct consequence of the first quantum correction to classical mechanics.
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Chapter 1
Introduction
1.1 Quantum versus Classical Worlds
The structure of quantum mechanics seems to present a radical departure from that of classical me-
chanics. In classical mechanics the state of a system with n degrees of freedom is described by a point
in 2n dimensional phase space with coordinates (ql, ..., qn,P, ..., p, ). The generalized coordinates
q = (qi, ... , qn) describe the configuration of the system in n dimensional configuration space, and the
coordinates ff = (pl,..., p,) are the canonically conjugate momenta. The time evolution of this sys-
tem point is generated by a possibly time dependent Hamiltonian function (q, f, t) : R2n -+ JR. The
system point (q, p) moves through phase space along a definite trajectory according to Hamilton's
equations,
dq O -(, f, t) (1.1)
dt O8
d 4,pt) (1.2)dt aq
In quantum mechanics however the state of a system is represented not by a point in 2n dimen-
sional phase space, but by a state vector in the complex Hilbert space of square integrable functions
over I7n. The time evolution of this state vector, or wavefunction, is generated by a self-adjoint
Hamiltonian operator 7N acting in this Hilbert space. The state vector then evolves according to
the Schr6dinger equation. For the case of a nonrelativistic spinless particle of mass m moving in
a time-dependent potential V(', t) our Hamiltonian operator takes the form 2m = V2 +V(Qt)
and so the Schr6dinger equation for the state vector 4(q is
a -0 (q t) [ h 2 2ih t 2mt2 V + V(, t) (q,t) (1.3)
t 2I
Despite these strikingly different formulations of quantum and classical mechanics, Bohr's famous
correspondence principle asserts that the predictions of quantum mechanics should approach those of
classical mechanics in the classical h -+ 0 limit. Thus ever since the inception of quantum mechanics,
a considerable amount effort has been expended in analyzing semiclassical theories that, in the spirit
of Bohr's correspondence principle, attempt to bridge the gap between the quantum and classical
descriptions of the world [1, 2, 3, 4].
One notable effort in this direction is the Wigner-Weyl representation of quantum mechanics
[5, 6]. This reformulation of quantum mechanics attempts to salvage the notion of phase space in
quantum dynamics. In the Wigner-Weyl representation, every quantum observable A is represented
by a real valued phase space function A, (q, p) via the Wigner transform. Conversely, every real phase
space function A,(q,p) represents some quantum observable A via Weyl quantization. Moreover,
this correspondence is bijective. In particular, the Wigner transform of the density matrix P is
commonly referred to as the Wigner distribution function of the quantum system. It can be loosely
interpreted as a probability distribution over phase space. All the predictions of quantum dynamics
can be extracted directly from the time evolution of the Wigner function as well as the restrictions
that are placed on the initial conditions of the Wigner function. Futhermore, since the Wigner
function is defined on phase space, we can easily compare its time evolution to that of the classical
phase space distribution governed by the well known classical Liouville equation.
In this paper we take a closer look at the Wigner distribution function. We first concentrate on
the question of which distributions over phase space correspond to admissible Wigner functions. We
derive new necessary conditions that any Wigner function must satisfy, and interpret their physical
meaning. We next turn to the dynamics of the Wigner function and attempt to pinpoint the crucial
differences between the quantum and classical pictures of dynamical evolution in phase space. Before
doing so, in the rest of this chapter we will present the Wigner-Weyl formalism and highlight some
of its more important properties.
1.2 The Wigner-Weyl Formalism
As mentioned previously, the goal of the Wigner-Weyl formalism is to establish a bijective cor-
respondence between phase space functions A,(p, q) and quantum observables A(d, P). A serious
obstacle to achieving this goal is the fact that although the phase space variables q and p commute,
their corresponding quantum operators 4 and j = -ih do not commute. Indeed we have the
commutation rule
[ q, ] = - = ih. (1.4)
For example suppose we wish to quantize the classical phase space function p2 q2 . We cannot simply
replace q and p with the operators 4 and P5, since there are many possible ways to order the operators,
not all of which are equal. For instance, two of the possible quantized versions of p2 q2 are A1 = q2p
and A2  2 2+ q22). These two possiblities are not equal. In fact using the commutation rule
(1.4) we find that Al = A2 + h2
In order to over come this problem, any quantization scheme has to fix an ordering rule to obtain
a unique quantum operator for each phase space function. In the Wigner-Weyl formalism, Weyl
proposed the following prescription for quantizing a classical phase space function A(q,p). We first
write A(q,p) in terms of its fourier expansion,
A(q, p) =/ dadra(a, r)ei(uq+Tp). (1.5)
We now simply quantize our phase space function by replacing the variables q, and p in the expo-
nential above with the quantum operators 4 and P. The operator which corresponds to A(p, q) is
then given by
A(q,P) =// dudra(a, r) exp'(G+tP). (1.6)
Here the exponential of an operator is as usual defined via the Taylor series of the exponential
function.
We now introduce the Wigner transform, which associates with each quantum operator, a cor-
responding phase space function. If A is an operator, its Wigner transform A(q, p) is defined by
A(q,p) = 2 dze2ipz/h < q - z q + z > . (1.7)
The Wigner transform and Weyl quantization procedure are inverses of each other. We first show
that the Wigner transform is the inverse of Weyl quantization. Let the operator A, given by (1.6)
be the Weyl quantization of the classical function A(p, q). Applying the Wigner transform (1.7) to
A, we see that we must show
A(p, q) = f ddra(,,r)ei(q+rp) = 2 f ddrdze2ipz/ha(,r) < q - zIei(+ I q + z > .
(1.8)
It is clear that in order to prove (1.8), it is sufficient to prove the identity,
2 dze2ipz/h < q - zei(' 4+TP) q + z >= e i (a q+ r p ) . (1.9)
However, in order to prove (1.9), we first need the Dirac matrix element < sxei('+r'P)ly > . We can
find this quantity with the aid of the Baker-Hausdorff theorem (Messiah [1961]), which states that
if the commutator D = [A, B] commutes with A and B then
eA +  =eA ee - /2. (1.10)
Applying (1.10) to ei(64+T ) , we obtain the identity
e
i ( o4+ r ) = ei O eirP ih r /2(1.11)
Now we compute the matrix element:
< q lei( a4+rf) q2 > -< q1 lea4eiTPeihar/2 q 2 > by (1.11)
= eihar/2 fdu < q1 eiOlu >< ulei7lq2 > (insert f dulu >< ul)
= eihr/2  duei6(q - u)6(u - q2 + hT)
= ei(ql +q2)/ 2 (q 1 - q2 + h7) (1.12)
In the third step we made use of the matrix elements < qjleivOlq2 >= eioq16(ql - q2) and <
ql eirPq >2= 6 (q - q2 + hr). Using (1.12) we can reduce (1.9) to the identity
2 dze 2 ipz/h eiq6(r - 2z) = ei(q+Tp) (1.13)
If we do the integration over z in (1.13) then it is clear that the identity holds, and so we have
proven that the Wigner transform is the inverse of Weyl quantization.
Next we show that the Weyl quantization procedure is the inverse of the Wigner transform. Let
A(q,p) be the phase space function obtained through the Wigner transform (1.7) of the operator
A. We will Weyl quantize A(p, q) and show that we recover A. The fourier coefficients a(a, r) of
A(q, p) are given by
a(, -) f= dpdqA(q, p)e- i( q+rp) (1.14)
Applying Weyl quantization (1.6) to A(q,p) and equating the result to our original operator A, we
find that we must prove the identity
A= 1 f J dpdqdadTA(q, p)ei(d4+rp-q-rp) (1.15)
In order to prove (1.15) we must show that A(q,p) is related to A through the Wigner transform
(1.7). We take the matrix elements of both sides of (1.15) and use formula (1.12) to obtain
< qiAlq 2 > = JJ dpdqddrA(q,p)e-i(aq+rp) ei(ql+q2)/26(ql - q2 + hT)
= f dpdqd A(q,p)e-irp(q + q2 ) 2 )
= dpdrA( ,2 q)I(q - 2 + 2hT
--1 JJf dpdA(q2 q2,p)e-iP3(ql - q2 + i7)
2xh 227hr /dpA( + q2 , p)e-ip ( q- ql)/h (1.16)
After making a change of variables and inverting the fourier transform in (1.16) we obtain the original
Wigner transform relationship between A(q, p) and A. We have thus shown that Weyl quantization
is the inverse of the Wigner transform.
Now we have demonstrated a bijection between phase space functions and quantum operators.
In passing we mention without proof that under this bijection the classical function qnpn maps to
qnpm  n-m (1.17)
r=O
However this bijection is by no means unique. Before discussing the utility of this particular choice,
we first derive some useful relations. Immediately we note that
27hTr(A) = 27h dq < qlAqi >= /dpdqAw(q,p) (1.18)
where Aw(q, p) is the Wigner transform of A. Now let B,(q, p) be the Wigner transform of B and
let F = AR. It will be extremely useful to derive a relationship for F,(q, p), the Wigner transform
of F, in terms of Aw(q, p) and Bw(q,p). We start with the relation
< qa|Fjqb >= F(qa,qb) = f dq A(a, q)B(q, qb). (1.19)
Then we express A and B in terms of their Wigner transforms. Using (1.16), we have
A(qa, q) = -1h dp Aw( , p)e - i (q- q  (1.20)
B(q, qb) = 1 dp 2 w + qb p 2 )- i b-'2  (1.21)21rh] 2
We insert (1.20) and (1.21) into (1.19) and change the product of integrals over pl and P2 into a
multiple integral to get
F(q, ) f d dpi dp2 A( + q )B(qb + q p2  [P1(q-a)+P2(qb-q)] (1.22)F(qa, qb) -(2)h2 dq ,p2)e-dpi dP2 A 2 Pi) 2 P )eT
Now we take the Wigner transform on both sides. On the right hand side this amounts to replacing
q and qb with q3 - z and q3 + z, multiplying by e2 ipaz/h, and integrating over z. We get
Fw(q3 ,p 3 ) = 1 dzdq3dpdp2 A(q3 - z + q,pl)Bw( ,q3 + z + q2) [p (q-q3+ 2(q-q-z)+22(7rh)2 N 2 2
(1.23)
We then make the change of variables ql = (q3 - z + q) and q2 = (q3 + z + q) to get our final
expression,
Fw(q3,p 3 ) = (h) 2 ]]] dql1 dq2 dp1 dp2 Aw(qi, pl )B(q2, 2)e ;r 2-q3)+p2(q3-1T)+ p 1-q2)
(1.24)
The above formula is an extremely interesting one. The phase
S= - 1[P1(q2 - q3) + P2(q3 - q1) + P3(ql - q2)] (1.25)
which appears in the exponential in (1.24) turns out to be very important. We will see it again in
the next chapter, where we will attach to it a geometric interpretation. And finally, from (1.24) and
(1.18) we can easily derive another very useful formula for Tr(F) given by,
27rhTr(F) = 27rhTr(AB) = dqdp Aw(q,p)Bw(q,p) (1.26)
Now that we have introduced the Wigner-Weyl correspondence between operators and phase
space functions, and have pointed out some useful relations, we are ready to discuss the utility of
such a correspondence. Specifically, we will show how this formalism leads to a natural phase space
formulation of quantum mechanics that resembles as closely as possible the Hamiltonian formulation
of classical mechanics. We begin with the density operator / given by
= ail i >< Oil (ai>0, Zai =1). (1.27)
In quantum mechanics, the density operator holds the complete state of a quantum system. From
it we can extract the mean value < A > of any observable A through the well known formula
< A >= Tr( A). (1.28)
If we apply (1.26) to (1.28) we obtain
2,rh < A >= dq dpA,(q, p)P(q, p) (1.29)
where P, (p, q) is the Wigner transform of the density operator. For reasons of convenience (ie. in
order to rid ourselves of the factor of 2rxh in (1.29)) we define P,(q,p) slightly differently:
Pw(q,p) = 1 dz e2ipz/h < q - zllq + z > . (1.30)
We henceforth refer to the above definition of P,(q, p) as the Wigner distribution function on phase
space, and note that it differs from the Wigner transform (1.7) of the density operator by a factor
of 1/2rrh. Using this definition of P,(q,p) (1.29) becomes
< A>= dq dp A(q, p)P(q,p) (1.31)
where A,(q,p) is still related to A via our original Wigner transform (1.7). (1.31) is the analogous
phase space formulation of (1.28). We see that the mean value of a quantum observable A has been
expressed as the average of a classical function A, (q, p) over all of phase space, where the averaging
function is the Wigner distribution P, (q, p). Thus P, (q, p) acts as a sort of joint probability density
for the momentum and position of a quantum state.
In the rest of this paper we will be taking a closer look at the Wigner distribution. First we
discuss a list of well known properties that P,(q,p) satisfies. We restrict ourselves to the case
where = I4 >< 1 corresponds to a pure state I0 >. The generalization to a mixed state is
straightforward. In this case P, (q, p) is given by
Pw(q, p) = - dz e2ipz/h*(q + z)o(q - z) (1.32)
(i) Pw(q,p) is Galilei invariant:
V(q) -+ V (q + a) = Pw(q + a, p)
O(q) -+ eiPoQ/hA(q) Pw(q,p + Po)
(ii) Pw(q, p) is real. We can see this by making the substitution z -+ -z in the integrand of (1.32).
This takes the integrand to its complex conjugate, and so the integral of the imaginary part
over all z vanishes. This same argument works for a mixed state because 3 is self-adjoint. It
is not however true in general that P,(q, p) is everywhere positive. The fact that P, (q, p) can
take on negative values is problematic in its strict interpretation as a probability measure on
phase space. We will discuss this point later on.
(iii) The marginal densities of P,(q,p) agree with quantum predictions. For any quantum state
I > we can obtain marginal probability distributions for momentum and position, given by
|O(q)I2 and 14(p)12 where 2(p) is the fourier transform of 4(q). If any function is to be a
joint probability for position and momentum, it is naturally desirable that its marginals agree
with these separate distributions. This is indeed the case for the Wigner distribution, and the
following formulas are easily derivable:
f dpP(q,p)= (q)12
SdqP(q,p) = |(p)f2
(iv) If PO(q,p) and PO(q,p) are the distributions corresponding to the states J(q) and O(q) respec-
tively, then
/ dq *.(q)(q)12 = 27rh dq dpP(q,p)P(q,p) (1.33)
We have thus completed our introduction to the Wigner-Weyl formalism. We have arrived at a
mathematical object P,(q, p) that has many of the properties of a joint probability distribution on
phase space. All of the predictions of quantum mechanics can be extracted directly from P,(q,p).
Furthermore, the time evolution of P, (q, p) resembles the time evolution of a classical phase space
distribution as we shall see. In the next few chapters we will study further properties of the Wigner
function as well as its dynamics.
Chapter 2
Geometrical Constraints on the
Wigner Function
2.1 Traditional Sources of Constraint
Not all functions defined on phase space are admissible Wigner functions. The class of Wigner
functions which correspond to pure states is even more restricted. This is clear from the very fact
that although P,(q,p), for the class of pure states, is a function of two variables, it is uniquely
specified by O(q), a function of one variable. In addition to this, there is a physical reason why not
all functions are admissible Wigner functions, namely the uncertainty principle
Ap Aq > - (2.1)
where AA = ((A - (A)) 2 ). Thus a necessary condition on any Wigner function is
( dq dp (p - >)P(q, p)) (fdq dp (q - (q >) 2 p(q, p)) > (2.2)
This condition rules out sharply peaked functions such as 6(q - qo)6(p - po) which is a possible
classical phase space distribution. However (2.2) is not a sufficient condition for a function to be an
admissible Wigner function. Indeed see [7] for an example of a phase space distribution that satisfies
the uncertainty principle, yet is not a valid Wigner function.
Thus the uncertainty principle is not enough to characterize quantum states in phase space.
Clearly there must be necessary constraints on the Wigner function which have a physical basis
beyond the uncertainty principle. In this chapter we will be looking at new forms of the necessary
conditions for the admissiblity of the Wigner function which contain within them the uncertainty
principle. First though, we derive the standard necessary and sufficient conditions for the Wigner
function for both pure and more general mixed states.
Since the Wigner function P, (q, p) is 1 times the Wigner transform of the density operator ,
it follows that any set of necessary and sufficient conditions on 0 translates into a set of necessary
and sufficient conditions on P, (q, p). Thus we list a set of conditions for 0 and translate them into
our phase space formulation.
(i) 0 is hermitian. As discussed before, this condition merely implies that P,(q,p) is real.
(ii) Tr( ) = 1. From (1.18) and the fact that P,(q, p) is 1 times the Wigner transform of 0, we
see that this condition on / merely implies that P,(q,p) is normalized:
J dqdpPw(q,p) = 1 (2.3)
(iii) 0 is positive semidefinite:
f dql dq2 * (q)1(q, q2 )(q 2) 0 V0 (2.4)
We express (qi, q2) in terms of its Wigner function P,(q, p) by inverting the definition of the
Wigner function in (1.30):
(1,2) = dp P( + 2  p)e- i p ( 2 -  (2.5)
We then insert (2.5) into (2.4) to get
dqi dq2d (q)(q2)Pw(q +q2 p)e-iP(q2_q1)/h >0 V . (2.6)
After making the change of variables q = l(qi + q2) and z = !(q - q2) we obtain
21 1dq dpdz V* (ql)o(q2)e 2iz/P(q, p )
=27rhJ dq dp Pw(q, p)P (q, p) 0 V , (2.7)
Where P: (q,p) is the Wigner function associated with the pure state I). Thus a necessary
condition on any Wigner function Pw(q, p) is that (2.7) hold for all Wigner functions P (q, p)
corresponding to a pure state 0 (q). This condition could have been more easily derived from
property (1.33).
(iv) If / corresponds to a pure state then 2 = /. The statement 02 = 0 by itself states that all the
eigenvalues of / are either 1 or 0. In addition to the constraints that/3 is positive semidefinite
and Tr(f) = 1, 02 = /j implies that exactly one eigenvalue of A is 1 while the rest are 0. This
is of course sufficient criteria for k to correspond to a pure state. Through a straightforward
application of (1.24) and remembering that now P,(q,p) is ' times the Wigner transform
of , our condition k2 = k translates into
Pw(Q, P) = 2 dql dq2 dpl dp 2 Pw(ql, pl )Pw(q2, P2) [pt (q2- Q )+ P2(Q - q1)+ P (qr - q2)1
(2.8)
Conditions (i-iii) are necessary and sufficient for a phase space distribution to be a valid Wigner
function. Furthermore, conditions (i-iv) are necessary and sufficient for a phase space distribution
to represent the Wigner function of a pure state.
Although these conditions are both necessary and sufficient, they are nevertheless quite un-
appealing for a couple of reasons. First of all, condition (iii) is not advantageous at all from a
computational point of view. It is impossible to check (iii) for all possible states O(q). Furthermore
it is not even sufficient to check (iii) for only a finite subset of states 4(q). This fact can be proven
using a topological argument. Consider an inadmissible Wigner function P, (q, p) whose associated
density matrix / has only one negative eigenvalue E < 0 with eigenvector [1) in the Hilbert state
space 7-. Also consider the continuous mapping f : 7 -+ that takes a state vector 1¢) to the
real number f(10)) = (¢[/[¢). Let the open set = {x E I R x < 0}. Kf is naturally a neighbor-
hood about E. Since f is continuous, f-1 (A) C W is an open neighborhood around I0) such that
for every state vector I¢) E f -1 (K), we have (¢| |¢) < 0. Any finite subset of states in Hilbert
space we would wish to use to check the non-positive definiteness of k must contain a state in the
neighborhood f- l (.N). However, for a general matrix k, IV) may be an arbitrary state vector in
Hilbert space and f-l(A) may be an arbitrarily small neighborhood. Since 7 is not compact, it is
not possible to cover 7 with a finite set of state vectors that would sample every arbitrarily small
neighborhood in -1. Hence we are forced to check that (¢[l|4) > 0 for all pure states I0) in order to
be sure that the associated Wigner function P,(q, p) is admissible.
In addition to its obvious computational inefficiency, perhaps more importantly condition (iii)
provides no physical insight into the nature of the restrictions on possible Wigner functions. In the
next few sections, we turn our attention to a set of new necessary conditions on P,(q,p) which we
derive from the characteristic polynomial of k.
2.2 The Characteristic Polynomial of a Positive Semidefinite
Form
For the purposes of this section we will no longer consider k to be an infinite matrix, but rather an n
by n positive semidefinite hermitian matrix with entries pij. Because it is hermitian, its eigenvalues
are real. Because it is positive semidefinite, its eigenvalues are nonnegative. The characteristic
polynomial is by definition det(AI - p). The characteristic polynomial is of degree n in A and its
roots are precisely the real nonnegative eigenvalues of .
We now present a theorem concerning the coefficients of a polynomial whose roots are real and
nonnegative.
Theorem 2.1 Let f(x) be a polynomial of degree n with real roots. The roots are all nonnegative
if and only if f(x) can be written, up to a constant multiplicative factor, in the form
f(x) = xZ - axn + a2 x - 2 - -... + (-1)na, (ai 0 V i)
In other words, the coefficients of f(x) alternate in sign if and only if its roots are all real and
nonnegative. In order to prove the theorem, we need a very simple lemma.
Lemma 2.1 Let f(x) be a polynomial of degree n with real roots (r,... ,rn). Its roots are all
nonpositive if and only if its coefficients all have the same sign.
Proof First we prove the if direction. If the coefficients of f(x) all have the same sign, then f(x)
cannot have any positive roots since sums of products of nonzero numbers all having the same
sign can never be zero. Now we prove the only if direction. If its roots are all negative or zero,
then the coefficients of f(x) = nl 1 (x - ri) are clearly all nonegative, since ri < 0 V i. Hence
the coefficients all have the same sign. O
Now we give a proof of theorem 2.1 using our lemma.
Proof First we prove the if direction by contradiction. We are given f(x) in the form above.
Suppose f(x) has a root r < 0. Then f(-x) has a positive root, namely -r > 0. Furthermore,
f(-x) = (-1)(x n + alz n - 1+ a2x n - 2 - -- -+ an)
has coefficients all of the same sign. However this contradicts our lemma, so f(x) must have
all nonnegative roots. Now we prove the only if direction. Suppose all the roots of f(x)
are nonnegative. Then f(-x) has all nonpositive roots, and so by our lemma f(-x) has all
positive coefficients. But if f(-x) has all positive coefficients, then the coefficients of f(x)
must alternate. O
Now we apply theorem 2.1 to the characteristic polynomial f(A) = det(AI - f). If f satisfies the
conditions for a density matrix, theorem 2.1 says we can write f(A) in the form
f(A) = An - a~n-1 + a2 An- 2 - ... (-1)nan (ai 0 V i) (2.9)
Each coefficient of the characteristic polynomial is some function of the entries Pij. We list the
formulas for the first 4 coefficients:
a = (2.10)
a2 = E PmmPnn - PmnPnm (2.11)
m,n
a 3 = 1 Z Z PLcPmfPn-Y (2.12)
l,m,n a f Perm[lmn]=acp/
a4 Z= e PkcaPLPmyPn, (2.13)
k,l,m,n a e Perm[klmn]=a3-y6
The inner summations over a in (2.12) and (2.13) are summations over all permutations of a set,
and e is the sign of the permutation. These formulas can be obtained by inspecting the matrix
AI - , computing its determinant, and collecting terms in powers of A. Upon further inspection, it
becomes clear that the general formula for an is
1 ( EPilPi 2 2  Pinc) (2.14)
i1 i2 in a(ili2...in )=aC2a2...a n
where e, is the sign of the permutation a.
Now we see how the characteristic equation gives us constraints on the entries of 0 when 0 is
a finite matrix. These restrictions all come from the condition that ai > 0 for all i. We now have
the task of translating this sequence of constraints into the Wigner domain. It is not clear how to
do this though just by looking at (2.14), which expresses each an as some complicated function of
the entries pij of the density matrix 0. It is possible however, to express each an instead as some
function of the trace of powers of 0 by rearranging terms in (2.14). In order to do this we need to
first review a few results from the theory of permutation groups.
It is a general result of group theory that any permutation a that acts on a set of N indices
can be written as a product of cyclic permutations that act on disjoint sets of indices. A cyclic
permutation is one that sends each index to its successor, and sends the last index to the first. For
example the permutation - given by
7(12345) = 23451
is a cyclic permutation of five elements. It sends 1 to 2, 2 to 3, 3 to 4, 4 to 5, and 5 back to 1. Now
consider the particular permutation a given by
a(12345) = 24513. (2.15)
Note that a sends 1 to 2, 2 to 4, and 4 back to 1. So it permutes the indices 1,2 and 4 in a cyclic
fashion. a also sends 3 to 5 and 5 back to 3. Thus it also permutes the indices 3 and 5 in a cyclic
fashion. Thus a consists of two independent cylic permutations, with one cycle of size 3 and the
other cycle of size 2. We can write a in cycle notation as follows:
a = (124)(35)
The above notation highlights the cylic structure of the permutation, and contains all the information
needed to reconstruct the original notation. Each index is sent to the index to its right, within each
cycle, or else if it is the rightmost index within a cycle, it is sent to the first index in the cycle.
Each such decomposition with a given cyclic structure is called a permutation class. Thus a
belongs to the class of permutations of 5 indices that can be written as one 3-cycle composed with
one 2-cycle. For example let the permutation -r be given by -(12345) = 53214. 7 and a belong to
the same class, since r = (154)(23) in cycle notation, and has the same cyclic structure as a.
Now expression (2.14) for an contains a sum over all permutations of indices il ... in. We can use
the above information to rewrite (2.14) as a sum over all classes of permutations. As an example,
let us compute a5 . In the course of computing a5 we must compute a sum over all permutations of 5
indices. Consider the term in the sum over permutations that arises from a particular permutation
a given by (2.15). This term is:
n Pi1 i2Pi2i4 PisisPi4il Pisis (2.16)
i1 i2 i5
E0 : : Pili2 Pi2i4 Pi4 il] [ z pi5PiSi5Pi (2.17)
1 ii i2 4 i3 i5
= -1 eTr( 3)Tr( 2 ) (2.18)
It can be readily seen that if we use any permutation which falls into the same class as a, the sum
over all indices will yield exactly the same answer.
The general idea is to decompose a permutation into a product of cyclic permutations acting
on disjoint indices. Then we can turn an iterated sum over all indices into a product of sums over
the disjoint indices. In general lets say a permutation r of n indices can be broken into k cycles
C1 ... Ck. Lets us group together the cycles by size, so that the permutation consists of ri cycles
each of size si. The set of numbers {ri, si} determines the class of the permutation. Note that
Ei ri = k and that Ei risi = n. It can be easily seen that a given permutation 7 consisting of ri
cycles each of size si will contribute the term
E1 l[Tr ( ) r'  (2.19)
to the sum over all permutations which yields an. Furthermore, any permutation which has the same
cyclic structure as r will give the same term. In fact even the sign of the term will be the same since
all permutations in a given class have the same sign, as we shall soon see. Thus as promised, we can
write an in terms of a sum over classes of permutations, instead of over all possible permutations as
follows:
an = - exN x N, [Tr('xi )] (2.20)
XE{classes of n perms} i
where Ex is the sign of all permutations in the class X, Nx is the number of permutations in X, and
{ri, sxi} describes the cyclic structure of all permutations in X.
Now all that remains is to explicitly determine e. and N x for a particular class X with cyclic
structure {ri , sxi }. Determining the sign of all permutations in X is relatively simple. We note that
the sign of any cyclic permutation acting on s indices is (-1)8 + 1. We also note that the map which
sends a permutation to its sign is a homomorphism. This means that for any two permutations a
and 7, e, = e e . Thus multiplying the signs of each of the cycles whose composition equals a
permutation in X, we obtain
eC = I(-1)rxi(sx+) (2.21)
One way to determine N x is to count the number of ways we can write down a set of indices in cycle
notation, counting only those ways that correspond to distinct permutations. There are n! ways to
write down the indices in a particular order. However within each cycle of size s, there are s ways
to reorder the indices without changing the particular permutation. So now we have overcounted
by a factor i s rr ' . Furthermore, we can write down the cycles of a particular size sxi in any order
without changing the particular permutation. There are rxi! ways to write down each of the cycles
of size sxi in any order, so we must divide by 1l2 rXi!. We thus obtain
n
Nx = n! (2.22)
Substituting (2.21) and (2.22) into (2.20), we finally obtain an alternative formula for an given by
S(-1 )rx- (sxi+1)
an= srx ., [Tr(08xi)]xT' (2.23)
Xe{classes of n perms} i X&
Expression (2.23) is the starting point for the derivation of a set of necessary conditions on any
admissible Wigner function. Again theorem 2.1 tells us that the set of conditions an 2 0 for all n
form a set of necessary conditions on our density matrix. All that remains to be done is to translate
each condition into the Wigner domain and express it in terms of the Wigner transform of the
density matrix. Thus we have to find formulas for Tr( i ) in terms of P,(q,p). We will do exactly
this in the next few sections. The results will be a set of geometrical constraints on the Wigner
function.
One small note of concern however is that in nature density matrices may be infinite matrices
with continuous indices. How do we apply the above results to these cases? In practice, these infinite
density matrices with continuous indices must be represented as finite matrices inside a computer.
In order to test that this finite matrix be positive semidefinite, we can still use all of the above
results. Thus all the conditions we will derive on admissible Wigner functions will be applicable,
even though the Wigner functions may be Wigner transforms of infinite density matrices. We just
have to remember that in practical implementations, these infinite matrices will be represented as
finite matrices with discrete indices inside a computer.
2.3 The Exponential Form of the Characteristic Polynomial
Before actually deriving a set of geometrical constraints on the Wigner function from the set of
constraints on the coefficients an of the characteristic polynomial, we would like to point out a very
simple exponential form for the characteristic polynomial when the density matrix becomes infinite.
Again let
f(A) = det(AI - ) = An - a -1 + a 2 An - 2  ... + (-1)nan
be the characteristic polynomial for a finite density matrix . Consider the polynomial
p(x) = xnf(= ) = 1 -ax + a 2 2  ... + (-l)nanxn . (2.24)
As n -+ oo we can view the polynomial p(x) as a Taylor expansion of some function of x, where the
nth coefficient of the Taylor expansion is an. Writing p(x) out explicitly, we obtain
00 z(-1)rxi(sxi+1) 1p() = _(-x) r Sx ) xi (2.25)
k=0 xf{all classes of k perms i i
Here we have introduced the notation Pri -= [Tr( Sxi)]rx, and for our purposes we define the
internal sum in (2.25) over all permutations of size 0 to be 1, so that the constant term of the Taylor
expansion becomes 1 as well.
In (2.25) we first sum over all permutations of a particular size k, and we then sum over all sizes
k. We can rewrite (2.25) in such a way that we directly sum over all classes of permutations of any
size. Any class of permutations can be represented by a set of integers (ni, n2 , n3 ... ) where each
integer ni represents the number of cycles of size i in that particular class. We can use this indexing
scheme to rewrite the sum in (2.25) as follows:
p( 00 00 00 (-)n(i+1)ni (X (2.26)
nl= n2=0 i=1 2.26)
We can then interchange the product and summation operations to obtain
p(x) = (- n (2.27)
= 00exp(- )x (2.28)ll--1 
---
i.=1
00 / 2 2  3 x 3
=exp(- E xi) = exp(-,l3x 2 3 .). (2.29)
We have thus arrived at a very elegant formula for p(x), for the case of an infinite density matrix,
in terms of the trace of its powers. The value of p(x) lies in the fact that each of its zeros is the
reciprocal of an eigenvalue of the density matrix .
As a simple check on our work, consider the case when the density matrix is pure. Then fi =
Tr(oi ) = 1 for all values of i. In this case, we have
X2  x 3
p(x) = exp(-x - - -- .. ) = exp(ln(1 - x)) = 1 - x.2 3
This is exactly the answer we would have expected, modulo sign, by directly computing p(x) from
the characteristic polynomial f(A). For a pure density matrix of size n, the characteristic polynomial
is f(A) = (1 - A)(-A)n. Thus p(x) = Xnf(L) = (-_l)n(1 - x). Also, consider the case of a density
matrix 0 of size n consisting of a mixture of n orthogonal quantum states, each with equal probability
. Then we have Pi = . We can compute p(x) from (2.29) to obtain
x
2  x
3  x
4
p(x) = exp(-x - ) (2.30)2n 3n2  4n3
For the case when x < n we can approximate p(x) as p(x) ; exp(-x). We may also compute p(x)
directly. The characteristic polynomial for 0 is now f (A) = (1 - A)n. Thus p(x) E Xnf() = ( -1)n
Equating the two possible results for p(x), modulo sign, we obtain the well known approximation,
(1 - )z exp(-x). (2.31)
n
Thus we see another value of the function p(x), namely that we may use it to obtain approximations
for the characteristic polynomial of a finite density matrix. We need only compute the first few
powers of and take their traces.
2.4 From the Characteristic Polynomial to Polygons in Phase
Space
We now finally turn our attention to the task of translating the series of necessary conditions on the
density matrix given by an > 0 for all n, where an is defined by (2.23), into a series of constraints on
the Wigner function associated with the density matrix. Let 3 be a density matrix, and let P, (q, p)
be the associated Wigner function defined by (1.30). We have already seen that translating each an
into the Wigner domain can be reduced to computing 3i / Tr(i ) in terms of P,,(q,p).
We know that 31 = ff dq dp P,(q,p). Since al = P1, our first condition in the series amounts to
ffdqdpPw(q, p) 0. (2.32)
Thus our first condition is trivial and tells us nothing new. All properly normalized Wigner functions
automatically satisfy inequality (2.32). Indeed a stronger necessary condition that we already knew
is that al = 1 for an admissible Wigner function.
The condition a2 = .2 _ 32) > 0 is our first nontrivial condition. In order to see what this
means for Wigner functions, we must first compute 32. We have done most of the work for this task
already though. From (1.26), and using the fact that the Wigner function Pw,(q, p) is Z times the
Wigner transform of the density operator 0, we obtain 32 = h ff dq dp P2(q, p). Thus our condition
a2 > 0 becomes
[ff dqdp Pw(q, p)]2
2 h. (2.33)ff dq dp P(q,p) -
If we know our Wigner function is normalized, then (2.33) reduces to ff dq dp P2 (q,p) . This
is a nontrivial condition on Pw,(q, p), however it is not a new condition. We could have derived
this condition easily from property (iv) of Wigner distributions stated in Chapter 1. Namely this
property states that if P (q,p) and PO(q,p) are Wigner distributions corresponding to the quantum
states IV) and Iq) then
27rh dqdpPp(q, p)PO(q, p) = I(V1b)1 2 < 1. (2.34)
By setting |') = I) we obtain the result that the Wigner distribution P,(q,p) for any pure state
satisfies
dq pP.(q, p) = h
It is easy to see that for a more general mixed state described by the density matrix = ai  ) (i)(V¢il,
we obtain the condition
dqdpP2(q,p) = < .(2.35)
This constraint is analogous to the uncertainty principle, since it rules out sharply peaked phase
space distributions such as 6(q - qo)(p - Po). We can see this by considering the following candidate
for a phase space distribution:
f 1/V for some region of phase space occupying volume V (2.36)
0 for all other points in phase space
For this particular distribution, we have ff dq dp P (q,p) = 1/V, and so condition (2.35) yields the
inequality
V > h.
Although the above distribution is by no means a valid Wigner function, we see that it will still
pass the test a2s 0 as long as V > h. This fact emphasizes that all the conditions we are working
with are necessary but not sufficient conditions. Extrapolating from this example, we can intuitively
think of the expression ff dq dp P2 (q, p) as a measure of the reciprocal of the volume of phase space
occupied by the distribution P,(q, p). Thus the condition a2 > 0 merely says that the volume
occupied by any quantum state is larger than or equal to h, or the volume of a single phase space
cell in statistical mechanics. Equality is achieved only for pure states, and mixed states take up
more volume in phase space.
The story however is far from over. The general picture behind the series of conditions an > 0
for all n begins to emerge for the cases n = 3 and n = 4. From (2.23) we compute a3 = 3(!1 -
331132 + 2P33). As expected, in order to obtain an expression for a 3 in terms of Pw,(q,p), we must
first compute 33. In terms of density matrices, we have
3 - Tr(53 ) = J dq' dq( dq  (q', q')(q , q3)P(q', q) (2.37)
We can express each density matrix in terms of the Wigner function using (2.5) to obtain
3 = dq dp dq dp2 dq' dP3 3 Pw ,l )Pw ( q3  )Pw ,3)
e-[Pj(q' -- )+p2(q9-q')+P3(q;-q3) 1 (2.38)
(q 3, P3)
(q1,p) (q2, P2)
Figure 2-1: Geometric interpretation of the integrand in 33. The phase 4 is proportional to the area
of the circumscribed triangle.
In order to simplify (2.38), we make the following change of variables
q' + q'
Sq2 + q322 2
q3 + q (2.39)
= 2
to obtain
3 = 4 dql dpi dq2 dp2 dq3 d3 Pw q, l) Pw (q2 , 2 )Pw (q3 , P3 )
e-' [l(q2-q3)+P2(q 3-ql)+P(ql-2) (2.40)
This may seem like a very unwieldy mathematical expression but it has a simple geometrical inter-
pretation. We can rewrite the phase 0 of the integrand as
2i
2 = [(qiP3 - q3p 1 ) + (q2pl - q1p 2) + (q3P 2 - q2P3)] (2.41)
Each term in (2.41) is the symplectic dot product between two vectors in phase space, and so can
be thought of as the oriented area of a parallelogram in phase space. After summing these areas
we find that (2.41) is 4 times the area of a triangle with corners situated at the evaluation points
of the integral. Alternatively, we could think of this area as the area of a circumbscribed triangle
whose midpoints lie at the evaluation points. It turns out that this is the viewpoint that generalizes
nicely for cases when n > 3. Thus our geometric interpretation of P3 is an integral over all possible
triangles in phase space where the integrand is evaluated at the midpoints of the triangle, and the
phase is proportional to the area of the triangle.
Now the simplification of 34 given by
4 dq d dq4 dp4Pw 2 i) 2 P2)P(w 2 3)PW(2 4) X
e- [Pl(q -q)+P2(qa -q2)+P(q4-q)+P 4 (q-q4)] (2.42)
is slightly more problematic. At a first glance it may seem that we can use the following coordinate
transformation to simplify 34:
Sq + q2
q 2
Sq + q32
Sq + q4
q3 2
q4 + (2.43)2
The above transformation is a simple extension of the one used to simplify /3. But this time the
transformation is singular, and so is useless. One possiblity is to introduce a fifth variable in order
to obtain a nonsingular transformation. We can rewrite (2.42) as
4 = dq dq' dpi .. dq4 dP46 ) Pw ( , pl)Pw ( ,P2)Pw( ,P3) w( ,p4) X
/3" d ( q 2 2 2pP))(W'
e,-[pl-) ( q-q-)+p2(q- -q)+ (qq--)+4(q' 1 - (2.44)
Here we have introduced the new variable q0. Now the following modification of (2.43) gives us the
desired nonsingular transformation:
qo = (q - q2 + q3 - q)
q = 2 + q
q + q q
q2 = 2 -o
q3 = 2 +o
q4 2 - q (2.45)
P(q 4' P4 )
q 3' P3)
(qj, pl)
(q2 , P2 )
Figure 2-2: Geometric interpretation of the integrand in 34. The phase q is proportional to the area
of the circumscribed quadrilateral.
After inverting the above transform, we obtain the following relations:
q2 - q2 - q4 - qo
q - q2 = q3 - q1 + qo
q4 3 = q4- q2 -9qo
q' - q4 = q1 - q3 + qo (2.46)
Substituting (2.46) into (2.44) and completing the transform yields
S= fdqo dqi dpi ... dq4 dp4 (l(q 1 - q2 + 3 - q4))Pw(q1,pl)Pw(q2 ,p 2 )Pw(q 3 ,p 3 )Pw (q4 , 4) X
e-k[(2-94)+P2(q3Q1)+ P3(q4-q2)+P4(ql-q3)+qo( P1P2+P3-P4) (2.47)
Having isolated qo in the exponential, we can integrate over qo to finally obtain
4
34 =4h dql dp ... dq4 dp4 6(q -q2 + q3 -q4)6( 1 -P2 + P3 - 4 ) Pw(qi,Pi) X
i=1
e- '[1(q2-q4)+P2(q3-ql)+Ps(q4-q2)+p4(q-q 3 )] (2.48)
Although the above expression may seem complicated, it again has a simple geometric interpretation.
The integrand evaluates the Wigner function at four points, which form a quadrilateral in phase
space. However, these points are not independent; the delta functions in position and momentum
restrict the quadrilateral to be a parallelogram. Furthermore the phase of the integrand is twice the
area of this parallelogram, or alternatively, the area of a circumscribed quadrilateral that has as its
midpoints the corners of the parallelogram.
We can see all this algebraically as follows. Let xi = (qj, pi) denote a general phase space point.
We define the symplectic dot product xi A xj as
ax A xj - qipj - qjPi (2.49)
Also let vi = X4 - xl and v2 = X2 - xl be two sides of our parallelogram. Using this notation, we
can rewrite the phase 4 in (2.48):
= [(q2 - q4)(P - P3) + (q, - q3)(P4 -P2)]
[(x4 - x 2) A (X3 - X1)1
= [(v2 -vl) A (2 + V1)
= [v2 A vl - v A v2]
= 2-v 1 A v 2
The last line is clearly twice the oriented area of the inscribed parallelogram, which is equal to the
area of any circumscribed quadrilateral having the corners of the parallelogram as its midpoints.
Thus we conclude that the integral needed to compute 34 is an integral over all possible parallelo-
grams in phase space. The Wigner function is evaluated at the corners, which form the midpoints
of a circumscribed polygon, and the phase is the area of the circumscribed polygon.
These last two examples set up the basic pattern for the computation of n,. In all cases we
will find that the computation of 3,, is equivalent to integrating over a set of n-sided polygons in
phase space. The phase of the integrand will always be the area of a circumscribed polygon. When
n is odd, we can use a transformation similar to that of (2.39) to simplify the integral and see it
from this geometric point of view. But when n is even, this transformation becomes singular and
we must resort to a transformation similar to that of (2.45). The basic reason for this disparity lies
in the geometry of polygons. Every odd sided polygon has a unique circumscribed polygon. Thus
the mapping between the midpoints of the inscribed polygon and the corners of the circumscribed
polygons is nonsingular. On the contrary, the existence of a circumscribed polygon is not guaranteed
for every even sided polygon, and even when such a circumscribed polygon exists, it is not unique.
We now consider the even and odd cases seperately.
2.5 Odd Sided Phase Space Polygons
In this section we derive in general for odd n the simplified form of the integral for ,n. We then show
that the integrand is equivalent to an evaluation of the Wigner function at the midpoints of some
circumscribed polygon, and the phase is proportional to the area of the circumscribed polygon. We
Figure 2-3: An n sided polygon, specified by n - 1 sides, 1,-... , , 1. Each point xi is the midpoint
of side (i. Furthermore 6 = 61 + - + 6-+ 1
first give a formula for the area of an n sided polygon in terms of its sides. As shown in figure 2-3,
an n sided polygon can be specified by n - 1 sides, 61,... ,n-1. Its area An can be decomposed
into a sum of areas of triangles, yielding the formula
1
An = 21 A 2 + (1 + 2) A 3 + " + (1 +" + 6n-2) A 6n-1]2 (2.50)
As a block matrix equation, An can be written as,
O
-J
-J
-J
J
0
-J
-J
(2.51)An = 1 ( 
-1
where J = ( 1) is the symplectic matrix.
We now compute fn = Tr( n ) in terms of
tation of the result. We start with
P,(q,p) for odd n and prove our geometric interpre-
Tr(pn ) = dq' - --dqn & , q2)0(ql, q3) • • (q'_l, q n)(q, q')
Using (2.5), we express each density matrix in terms of the Wigner function to obtain
Tr( n) =/ dq'i dp" .dq' dpn Pw q 2 q-- ,p Pw ,Pn) X
- i[pl (q - ql)T P2 (qa- q2)  ""+Pn(q -q' )]2 2 1
e-[ 14-;+p('K ;+ p(;q~ (2.53)
(2.52)
G
52
We then perform the following coordinate transform
q, + q2
2
q + q
q2 = 2
qn + q1
qn 22
to obtain
n
Tr(n) = 2n-1/ dl ... dxn Pw(ZXk) ei
k=1
where the phase / in the integrand is given by
= 2 E (-1)i+j+lxiAxj.
l<i<j<n
(2.54)
(2.55)
(2.56)
(2.57)
Again, xi - (qi,pi) is a general phase space point, and xi A xj - qipj - qjpi is the symplectic dot
product.
The conjecture that needs to be proved is that 0 in (2.57) represents the area of a polygon in
terms of its n midpoints, xl,...xn. We first note that the quantity 0 is invariant with respect to
rigid translations of the phase space points x1,... , xn. Thus we are always free to use a coordinate
system in which xn = 0. In block matrix notation, q can then be written as
0
-J
An (= - 2 .." Xn-1) J
-J
-J
J
0
-J
J
-J
J
0
Xl
x2
S Xn-1"2.
(2.58)
We now attempt to express the phase space points xl,... , n-1 as the midpoints of a polygon with
sides 1, . . . , -1. Inspecting figure 2-3, we can express the midpoints in terms of the sides:
1 1
Xi = + -
2 21 1
1 1
X3 +61+ 2 + 32 2
Using the relation = 61 + - - - + 6n-1, we can express
and its midpoints in block matrix form as
X1
X2
\Xn -1)
the mapping between the sides of a polygon
-I
-I
-I
0
1
2
LI
(2.59)
where I = (1 0) is the identity matrix. As an aside, the above matrix can be inverted if and only if
n is odd, which emphasizes that only odd sided phase space polygons have a nonsingular mapping
between its midpoints and its sides. By inverting (2.59) for odd n we obtain the sides of a polygon
in terms of its midpoints:
(2 = 2
(n-1;l
I.
X1
-I
X2
I0 ...
S Xn-11
(2.60)
In order to complete our proof, we substitute (2.59) into (2.58) to obtain an expression for € in
1 1
Xn-1 =- -2 " 1 - 2 " 1 n-12 2
1(6 .. G 1)
4=
0
0(i
-I
-J
-J
! 0
... I::J I
II1
(2.61)
J
0
-J 3 for odd n2 = An\ n-_l
Thus when the phase 4 is expressed in terms of the sides, we recover the formula for the area of a
polygon. This concludes our proof for odd n that the integral for on is really an integral over all
possible n sided polygons in phase space, where the Wigner function is evaluated at the midpoints
and the phase is given by the area.
2.6 Even Sided Phase Space Polygons
In this section we derive the same geometric result for fn as in the last section for the case when n
is even. Our starting point is again expression (2.53). However the coordinate transformation (2.55)
used in the last section is singular. To circumvent this problem we introduce an extra coordinate qo
to obtain
Tr(on ) = dq'odq dp - --dqn dPn (q'o)P (!I 2 ,pl) "" " P (q + q ,Pn) X
e
- [p (q' - ql ) + P 2 ( q 3 - q 2 ) + '+ P n (q - q' (2.62)
e-' 2 1p) 2 (-2
terms of G1,... ,n- :
1 (6 ... n-)4
0
.. J
We then use the following transform
q = q + q
2
_ + 'q2 -+ q '2
2
n-1 = "  + 
'
q' + q
n 2 q6
qo = 12(qo - q' + q2' - + q'-1 - q)2 1 n (2.63)
After inverting (2.63), substituting into (2.62), and integrating over the new variable qgo, we obtain
2nh dx ... dxndpPn6(Xi - x 2 + + xn- 1 - Xn) Pw(k)ete
k=1
(2.64)
where the phase 0 is given by
(2.65)4 n
S i<jn 2
The phase 4 can also be expressed in matrix form. For example, in the case when n = 8 we have:
0
-3J
2J
-J
0
J
-2J
3J
3J
0
-3J
2J
-J
0
J
-2J
-2J
3J
0
-3J
2J
-J
0
J
J
-2J
3J
0
-3J
2J
-J
0
0
J
-2J
3J
0
-3J
2J
-J
-J
0
J
-2J
3J
0
-3J
2J
2J
-J
0
J
-2J
3J
0
-3J
-3J
-2J
-J
0
J
-2J
3J
0
01
Vn/
(2.66)
From expression (2.65) for ¢ we can recover the expression for the area of a polygon in terms of its
sides just as we did for the odd case. We again note that the quantity ¢ is invariant under rigid
translations of the coordinates x1 ,... , x, so we are free to use a coordinate system in which xn = 0.
1 / 14 = 1 ... Xn
We then apply the coordinate transform (2.59) to (2.65) to obtain
1 -I 0 I ... I 0 -I ..
1(= _- I -aJ 0 ...
2n 1 -I -I 0 .. I I 0
(2.67)
0 J J • ..
= 0 1 I ... C3 2: = An for even n4 1 "-J 
-J 0 ...
Thus we see for even n as well, that the expression for on - Tr(pn ) is an integral over all n sided
polygons in the plane, with the Wigner function evaluated at the midpoints and the phase being
the area of the circumscribed polygon. The geometric fact that the midpoints of an even sided
polygon are not independent of each other is reflected in the delta function that appears in (2.64).
Interestingly enough we note that the expression for the area of a polygon in midpoint coordinates
appears very different for the even and odd cases, whereas when expressed as a function of the sides,
it looks the same.
We would like to end this section by noting that much of this work was inspired by Alfredo
Ozorio [8]. In his work, Ozorio derived an expression for the Wigner transform of the nth power of
an operator using an inductive proof. Almeida also realized the geometric nature of the resulting
integrals and clarified the nature of the mapping between the midpoints and sides of odd and even
sided polygons.
2.7 Generalization to N Degrees of Freedom
Up till now we have only discussed systems with exactly one degree of freedom, whose phase spaces
are two dimensional. However the generalization of the preceding results to higher dimensions is
relatively straightforward. The definition of the Wigner function for a multidimensional wavefunction
is given by
P (', p) = (27rh)- n f df * (q+ y-)0(- y)e 2A. (2.68)
where q, p, yE Rn. Starting from this definition, all the results derived above go through with the
modification that products of real variables p and q are replaced with the dot product f- q. Indeed
our final expressions for #n (equations (2.56), (2.57), (2.64), (2.65)) are identical except for the
fact that the coordinates xi = (qil, , qin,Pil,"". ,Pin) are now 2n dimensional vectors and the
symplectic dot product A is given by
xi A j - x i - - E= qikPjk - QjkPik (2.69)
-I 0 k=1
where I is the n by n identity matrix.
Furthermore, the geometric interpretation of these expressions is relatively straightforward as
well, due to the nature of the symplectic dot product. The product of two vectors in 2n dimensional
phase space can be viewed as a sum of 2 dimensional symplectic dot products in each of the coordinate
planes (qk,Pk). Thus the notion of the area of a high dimensional polygon, which we have defined
in terms of symplectic dot products, reduces to the sum of the areas of its projections onto each of
the coordinate planes. With this notion of area in mind, the interpretation of n as an integral over
all polygons in phase space with the Wigner function evaluated at the midpoints of the sides, and
the phase given by the area remains valid in more than one dimenstion.
Chapter 3
Practical Recognition of Wigner
Functions
3.1 Proposed Monte Carlo Integration Algorithms
The analytic results described in chapter 2 suggest a new algorithm to test the admissiblity of a
given Wigner function. In this section, we describe this algorithm. In later sections we will describe
an implementation of one of these algorithms and present numerical results.
The algorithm depends on computing an, the nth coefficient of the characteristic polynomial of
the density matrix fi, and checking that it is nonnegative. In chapter 2 we gave two ways to calculate
an from the density matrix: either expression (2.14) or (2.23). In (2.14) an is computed via a sum
over n coordinates and over all permutations of n indices. When this equation is directly translated
into the Wigner domain, we obtain the following geometric algorithm for computing an:
* Compute an as an integral over all possible n-tuples of phase space points.
- For a given n-tuple of points x1 ,..., Xn, the integrand is given as follows:
* For each permutation a of these n points
Connect each point xi to its successor a(xi). This operation will result in a set
of polygons that reveal the cyclic structure of the permutation.
Inspect each polygon with an even number of points (call them xl,..., x2j). If
there is any even polygon which does not satisfy the constraint Z2 =l(-1)k k = 0
then set the integrand to zero.
Otherwise, for each polygon compute a complex number whose magnitude is the
product of the Wigner function evaluated at each point, and whose phase is the
area of a circumscribed polygon, having those points as the midpoints of its sides.
x2
0 X3
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x
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Figure 3-1: A graphical representation of the integrand for the case n = 9 and the permutation
a(123456789) = (283645728)
Then compute the product of these complex numbers over all polygons in the
permutation.
* Finally, the integrand is a sum of such products over all permutations.
* Divide the final integral by n! to correct for the multiple counting of each permutation as the
points x1 ,..., Xn move around in phase space.
Figure 3-1 illustrates the graphical computation of the integrand for a particular permutation for
the case n = 9.
The above algorithm, which reflects the structure of (2.14), highlights the geometric nature of
the admissibility conditions derived in chapter 2. However, for computational purposes, it is easier
to implement an algorithm that reflects the structure of (2.23), which computes an as a sum over all
classes of permutations. In the above algorithm, if we fix a particular permutation and integrate over
all coordinates, it is easy to see that another permutation of the same class will give the same result.
Thus all we must do to compute an in the Wigner domain is to compute /1,... , fn as described
in chapter 2, and then use (2.23). The coefficient NX appearing in (2.22) now has the geometric
interpretation of the number of ways to group n points into a given set of directed polygons with a
prescribed number of sides. This is the method we will use to compute an in the next section.
3.2 Application to a Specific Case: The Smoothed Box Func-
tion
We now compute /n and subsequently an for the two phase space distributions shown in figure 3-2.
The distribution on the right is merely a box function that takes on a uniform value 1/V in a square
region of volume V in phase space. The distribution on the left is a smoothed version of the box,
obtained by convolving the box with a gaussian kernel that satisfies the uncertainty principle. The
box function is not a valid Wigner function, as we shall see in the next section. The smoothed box
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Figure 3-2: Smoothed versus unsmoothed box functions. The graph on the left is obtained from the
graph on the right through convolution with a gaussian kernel.
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Figure 3-3: 5,...,O for both the smoothed and unsmoothed box functions. The horizontal axis
represents the phase space volume of the box.
function is however a valid Wigner function, since it is a superposition of gaussians, each of which
are valid.
Working in units where h = 1, we vary the phase space volume V of the box function from 0.001
to 4. For each value of V we compute fi and ai for i = 1... 5 for both the smoothed and unsmoothed
versions of the box. We thus obtain 3i and ai as a function of the volume V. The integral over
polygons required in the computation of 3i is evaluated through a Monte Carlo technique. Basically
polygons are chosen randomly in phase space and the integral is taken to be the average value of
the integrand over all the polygons.
Figure 3-3 presents the numerical results for Oi as a function of V. Note that in the limit as
V - 0 for the smoothed box function, Oi = 1 for all i. The reason for this is that as V -+ 0, the-* t /3i + 0
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Figure 3-4: al,..., a 5 for both the smoothed and unsmoothed box functions. The horizontal axis
represents the phase space volume of the box.
smoothed box function approaches a gaussian pure state Wigner function, and /i = 1 for all i in
the case of a pure state, as discussed in section 2.3. As V increases, the smoothed box function
represents more of a mixed state, and the pi should decrease monotonically (except for 01 which is
always 1 for any normalized phase space distribution.)
In the case of the unsmoothed box function, as V - 0, /i approaches 2 i-1 for odd i, and increases
without bound for even i. For the odd case, 2i-1 is just the coefficient in front of the integral for
/i in (2.56). Because V is so small, there is no room for polygons of different sizes to interfere,
and the integral just assumes a value close to the value of this coefficient. As V increases however,
there appears to be destructive interference between the various polygons of various sizes, and the
fi decrease.
From the /i we can easily calculate ai, and the numerical results are shown in figure 3-4. The
smoothed box function passes the first 4 tests (ai > Ofori = 1... 5 and for all V). However the
results for a5 display erratic behavior, which implies non-convergence of the Monte Carlo integration
scheme. However, a2 and a 3 do converge, and as expected, they both approach zero as V -+ 0 and
increase monotonically as V increases. (Recall that for all pure states ai = 0 for all i > 1). The
unsmoothed box function however, does not pass all the tests. It will only pass the test for a2 if
V > h = 1. We have already derived this result analytically in section 2.4. The test for a3 is
even more stringent than a2 ; it will only allow the box function to pass if V > 2h. We cannot
draw definite conclusions from a4 or a5 , since in these cases convergence is not guaranteed in our
integration attempt.
3.3 Local Admissibility Conditions
In the last section we considered testing the admissibility of a Wigner function using global infor-
mation about the Wigner function. In this section we describe a method to test Wigner functions
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Figure 3-5: Wigner function of the first excited state of the harmonic oscillator. h = 1, hw = 1,
1
that depends only on local information about the Wigner function in the neighborhood of a given
phase space point. We can use this method to prove that sharp walls in phase space are not allowed,
hence proving that the unsmoothed box function of the previous section is invalid.
Recall from chapter 2, relation (2.7) that the overlap of any Wigner function with the Wigner
function of a pure state is nonnegative. Our local admissiblity condition depends on computing
the overlap of a possible Wigner function with the Wigner function of the first excited state of a
harmonic oscillator, and checking that it is indeed nonnegative. This particular choice of a pure
state Wigner function is especially useful because it has a large central region where it is negative.
We can in a sense use this negative region to detect inadmissible local features.
Before describing the application of this method, we compute the Wigner function of the first
excited state of the harmonic oscillator. Consider the harmonic oscillator hamiltonian H = +2m
mw x2 . Its first excited eigenstate is given by
4 mw 3 mw/4 X2
(x)= (( )3)14xe-
After inserting (3.3) into the Wigner transform (1.32), performing the gaussian integrals, and sim-
plifying, we obtain the desired Wigner function Pf:
S 2_2H,p) H(qp)P (q,p) = e (4 1). (3.1)h hw
This expression is plotted in figure 3-5. In this figure we clearly see the large central region that we
mentioned earlier.
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Figure 3-6: The overlap of a box function with the squeezed first excited state of the harmonic
oscillator. All parameters of the first excited state are the same as in figure 3-5 except now w = 0.2
instead of w = 27r. To better visualize the squeezed Wigner function we represent it using an
intensity plot where red indicates positive density while green indicates negative density.
One might imagine a possible candidate for a Wigner function consisting of a small spike of area
much smaller than Plank's constant h. This function would then fit neatly inside the domain of
phase space where the Wigner function in figure 3-5 is negative, and hence its overlap with that
Wigner function would also be negative. Since a negative overlap is not allowed, this hypothetical
scenario implies the impossibility of any isolated sharp spikes in an admissible Wigner function,
which constitutes quite a stringent local admissiblity condition.
It is also possible using P:(q,p) in (3.1) to disprove the existence of sharp walls in a Wigner
function. This is best illustrated via an example. In figure 3-6 the shaded area in blue represents
a candidate Wigner function that is basically just a box with sharp walls. In order to disprove its
admissibility, we consider its overlap with a squeezed version of the first excited state of the harmonic
oscillator. In order to make this overlap negative, we squeeze it enough (by reducing w) so that the
negative region fits snugly against one particular edge of the box. Using the positioning of the box
function in figure 3-6 we numerically compute the overlap and find it to be -0.0159 which implies
this particular box function is indamissible as a Wigner function.
It is clear that the above method can be used to disprove the existence of any sharp vertical
or horizontal edges in a Wigner function, as long as the edge has some finite extent. Indeed this
argument won't work for an infinite edge, since infinite edges are admissible; just consider the
function 3 (p - po) which is the Wigner transform of the wavefunction V(x) = eip-x. This argument
will not work for edges that are not sufficiently sharp either, since a smoother edge will pick up more
of a positive contribution from the Wigner function of the harmonic oscillator. Such a smoother
edge may be admissible as long as there is little variation in the conjugate direction.
Thus intuitively speaking, admissible Wigner functions do not contain any isolated sharp features.
When a relatively sharp feature exists in one dimension, this feature must be compensated for by
very little variation in the conjugate dimension. This rule of thumb is analogous in a sense to the
uncertainty principle. The finiteness of h essentially renders sharp positive features meaningless in
phase space.
Chapter 4
Dynamics of the Wigner Function
In the course of studying the differences between quantum and classical mechanics through the
Wigner formalism, we have up till now limited ourselves to studying the differences in initial condi-
tions available to both theories. We now turn our attention to the differences in dynamics between
the two theories. In this chapter we derive the equation of motion of the Wigner function and point
out possible numerical algorithms to propagate such an equation. We then describe our method of
propagating Wigner functions that is exact for quartic potentials, where the first differences between
quantum and classical mechanics arise. Finally we compare simulations of the classical and quantum
mechanical evolution for three different one dimensional potentials.
4.1 The Equation of Motion
The Wigner function inherits its time dependence through the time dependence of the wavefunction,
as governed by the Schrodinger equation. We now derive this time dependence in the case of a pure
state, following the method of [5]. The derivation in the case of a more general mixed state yields
the same results since the definition of the Wigner function is linear in the density matrix. Using
the definition of the Wigner function, we obtain
o = 1 dy- (q + Y)(q - y) +  *(q - y) (q + y) i2py/ (4.1)
a [ i9t a1t/)]
Inserting the expression for 22t in the Schrodinger equation (1.3) into (4.1), we obtain
aP, i f a 2 2* (q +y) , 2 0(q - y)] 2 /
t+ 2rYm 8q qy)(+ )d  / . (4.2)
+ hfdy [V(q + y) - V(q - y)] *(q + y)'(q - y)ei2 py/h. (4.2)
In (4.2) we see two contributions to the time dependence of the Wigner function, the first from
the free particle portion -- of the Hamiltonian, and the second from the potential V(q). We now
simplify the first contribution. Assuming V(q) is zero, we obtain the free particle time evolution of
P. as
-at i2 ?-rm + Y)2(q - yd 2d0 (q -+ ) ei2py/ (4.3)
Pt 2 m d y y 02 + 8
rhm * (q + (q - y) - i * (V)* y ) 92 (q - Y) e i2py/a (4.4)
p mPT (4.5)
m aq
In (4.3), we replaced -- with with the appropriate changes of sign. Then in (4.4) we performed
one partial integration with respect to y. Finally in (4.5) we replaced - with - and simplified.
We note that this result is exactly the same as the free particle portion of the classical Liouville
equation that governs the dynamics of phase space distributions in classical statistical mechanics.
Recall that the classical Liouville equation for a phase space distribution Pc is given by
DPc p dPc dV dPcP -p + D P (4.6)at m aq -q 8p
We now simplify the second contribution to au- in (4.2), the contribution stemming from the
potential. Assuming the potential can be expanded as a Taylor series, we can write
V(q + y) = y .V (4.7)
X=o A! Oq
Inserting (4.7) into the second term in (4.2) we obtain
= D dy *(q + y))(q - y)ei2Py/A. (4.8)
Here the sum over A is now restricted to all odd postive integers. We can then replace y in the
integrand with -- and simplify to obtain
1 Pw 1 i x-1 XV aX P
P = )A (4.9)
at A! 2i q p
Again A is restricted to odd integers. Putting the two contributions together, we obtain the so called
quantum Liouville equation:
DP,(q,p,t) p dP, DV OP h2 D3V a3pw
at m Dq + q ap 24 dq3 dp3
Note that the quantum Liouville equation is simply the classical Liouville equation with extra terms
that depend on successively higher powers of h and on higher order derivatives in the potential.
Thus the classical dynamics in phase space is exact for potentials whose third and higher derivatives
vanish. The most notable system with such a potential is the harmonic oscillator. Furthermore, the
quantum Liouville equation clearly shows quantum-classical correspondence; as h -+ 0, the higher
order corrections vanish and we are left with the classical Liouville equation. Our goal in the next
few sections will be to understand the effects of the first quantum correction to the classical Liouville
equation.
Before doing so, we highlight an alternative form for the equation of motion of the Wigner
function. This form is often found in the literature and has been the basis of several attempts at
numerically simulating the dynamics of the Wigner function. We again compute the contribution to
the time dependence of %p from the potential using the second term in (4.2). This time, instead
of expanding V(q + y) in a Taylor series in y, we write V(q + y) - V(q - y) in terms of its Fourier
expansion in y:
V(q+ - (q y) V qy) = dj V(q,j)e2ij y/h (4.11)
where V(q, j) is given by
V(q,j) = - dy [V(q + y) - V(q - y) e- 2i y /h. (4.12)
Insterting (4.11) into the second term of (4.2) we obtain
=Pt - dy dj V(q, j)*(q + y)(q - y)ei 2(Pj)y/ (4.13)
SdjPw(q,p + j)J(q,j) (4.14)
where
J(q,j) = -V(q,j) = dy [V(q+ y) -V(q - y)]e2i/h. (4.15)
Again putting together the free particle contribution and the potential contribution we obtain the
alternate version of the quantum Liouville equation:
P(q,p,t)t - m OP + J dj P(q,p + j)J(q,j). (4.16)
at m aq
The standard interpretation of this result is that at each time instant of evolution, probability is
shuffling around along each vertical slice of momentum in phase space. J(q, j) can then be loosely
interpreted as the probability that a jump of momentum will occur in phase space from p + j to
p at a particular position coordinate q. This interpretation is not however rigorous, since J(q,j),
although real, may be negative and hence is not a valid probability distribution in j. Nevertheless,
numerical simulations based directly on this interpretation have been implemented with reasonable
results [9, 10]. We will not however be following this approach for several reasons. One reason is that
this approach is stochastic and so cannot give exact results. However the main objection is that it
does not allow us to view quantum dynamics as a slight modification of classical dynamics. Instead,
the notion of momentum jumps is in general hard to visualize and hence obscures the correspondence
between quantum and classical dynamics.
In the literature there have been several other notable efforts to understand the dynamics of the
Wigner function [11, 12, 13, 14]. The study of Wigner function dynamics has even lead to the new
notion of Wigner trajectories, which are families of inherently "quantum mechanical trajectories" in
phase space associated with each energy eigenvalue of the Hamiltonian [15, 16, 17]. However in the
literature, we have not yet seen an explanation of exactly how the first order correction to quantum
dynamics in phase space gives rise to uniquely quantum mechanical behavior, such as interference
and tunneling. We now turn our attention towards this task in the next few sections.
4.2 The First Quantum Correction to Classical Dynamics
In equation (4.10) of the previous section we showed how to express quantum dynamics in terms of
the classical dynamics plus extra quantum correction terms. Our goal in the rest of this chapter will
be to understand the behavior of the first quantum correction term, - that appears in
(4.10). Since this term involves a third derivative of the Wigner function itself, we will first look at
the following partial differential equation in one dimension:
= -a (4.17)
The motivation behind first looking at (4.17) is two fold. Firstly, studying the behavior of solutions
to the above partial differential equation will lend insight into understanding the role that the
third derivative plays in the quantum mechanical propagation of Wigner functions. Secondly, the
numerical method we use to integrate (4.17) will form the basis of the numerical method we use to
integrate the quantum Liouville equation.
Towards solving (4.17), we can guess a plane wave solution
(x, t) = ei(k~+wt). (4.18)
Substituting (4.18) into (4.17) we obtain the dispersion relation
w = ak 3. (4.19)
We thus see that (4.17) is a dispersive wave equation. Each fourier mode of the solution travels at
a different phase velocity v = = ak 2 . Since (4.17) is a linear equation, the general solution can
be written as a superposition of such fourier modes:
O(x, t) = f dk(x, O)ei(k+ak3 t )  (4.20)
where (x, 0) is the fourier transform 0(x, 0).
The above analysis immediately suggests a numerical method to simulate the time evolution of
O(x, t). In our method, we discretize space into a one-dimensional lattice where the space between
lattice points is some small number Ax. Let Ot be the value of 0 on lattice point m at a particular
time t. Here m takes on integer values from 0..N - 1 where N is the number of lattice points we
have. In addition to discretizing space, we discretize time into multiples of At. To obtain the values
of 0 on lattice points at the next time step (namely mt+At), we first compute the discrete fourier
transform of Om given by
N-1
S- P tme- m. (4.21)
m=0
Here the new discrete wavenumber p takes values in the range 0, 1, ..., N - 1. In the computer
implementation, this step can be optimized by using the fast fourier transform (FFT). We then
multiply each discrete wavenumber component by the appropriate phase factor to obtain
t+At N= eio(-;')At (4.22)
where
I' = = o..[-JS..[N 2 (4.23)
-(N-1) =, J..N-1
Here the mapping p -+ p' in (4.23) is crucial because discrete wavenumbers larger than [L jJ are
really analogous to negative continuous wavenumbers. We see that the continuous case and the
discretized case are exactly analogous if we identify the continuous wavenumber k with the discrete
quantity . This is also equivalent to identifying the wavelength A of a discretized plane wave
with the quantity A -= A which is a bit more intuitive. Finally, after performing this phase
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Figure 4-1: The time evolution of i(x, t) under equation (4.17) for the case a = -1.
modification, we can perform the inverse discrete fourier transform to obtain
N-1
pt+At t+At (4.24)
pA=1
Figure 4-1 shows the evolution of an initially gaussian wavepacket using this numerical scheme.
For this particular case we have chosen a lattice spacing of Ax = 0.1 The predominant feature of
this simulation is that as the gaussian wavepacket disperses, it generates a wave disturbance that
propagates in the direction of increasing x when a < 0 (as shown in figure 4-1). When a > 0 the
disturbance will propagate in the direction of decreasing x. The magnitude of a controls the speed at
which the wave-like disturbance propagates. Furthermore, looking at the dispersion relation (4.19),
it is clear that negating the value of a is analogous to reversing the flow of time. Thus if we start
with the third frame of figure 4-1 and let it propagate with the opposite sign of a, we will see the
wave disturbance recede backwards and will be left with the original gaussian at t = 0. It turns out
that these effects of the third derivative operator over time on a gaussian wavepacket will be very
important in understanding the dynamics of the Wigner function in later sections.
4.3 Numerical Implementation of Phase Space Dynamics
We now discuss a numerical implementation of the quantum Liouville equation (4.10). The imple-
mentation is based on the fourier transform technique used in the previous section to implement
equation (4.17). Since we are interested in the first order correction of quantum mechanics, we will
ignore all terms in the quantum Liouville equation beyond the three shown in (4.10). Thus our
t = 80t=O
method is exact only up to quartic potentials.
In our method, we discretize phase space into a lattice of cells of size Aq by Ap. The Wigner
function is approximated by its value on these lattice sites. Now consider the quantum Liouville
equation when the potential is zero. Then we have
OP,(q,p, t) p OPw
m q(4.25)at m aq
We note that in this scenario, each horizontal phase space slice of constant momentum evolves
on its own, independently of any other slice of constant momentum. We assume that the Wigner
function on any particular slice with constant momentum equal to po takes on a plane wave form
P,(q, Po) = ei(k+wt). Substituting this form into (4.25) we see that this plane wave obeys the
dispersion relation w = -Po k. Thus waves of all frequencies move at the same velocity, namely Po
As expected, the velocity at which waves move depends on which momentum slice of phase space
we are looking at; waves move faster at higher momenta. These observations suggest a method of
integrating (4.25). Namely, we perform an FFT along each slice of constant momentum po of the
Wigner function at time t. Then for each slice, labelled by po, we multiply each discrete frequency
component p by the phase factor
e m NAq
And finally we inverse FFT each momentum slice to obtain the Wigner function at time t + At.
This scheme is presented graphically on the left hand side of figure 4-2.
Now consider the alternate scenario, where the free particle portion of the quantum Liouville
equation is turned off, and we are left with only the contribution from the potential. Then we have
OP,(q,p, t) _ V OP h 3V w3 P2
=t (4.26)Ot =q Op 24 aq3 ap 3 "
This time, we note that each vertical phase space slice of constant position evolves on its own,
independently of any other slice of constant position. Again, we assume that the Wigner function on
any particular slice with constant position equal to qgo takes a plane wave form Pw (qo, p) = ei(kp+wt)
Substituting this form into (4.26), we obtain the dispersion relation w = k + A-! k. Here the
partial derivatives are evaluated at qgo and are just constant numbers on each position slice. We see
the the dispersion relation has a classical term and a quantum mechanical term. We see that the
quantum mechanical term is proportional to k3 just like the dispersion relation of (4.17). Thus we
shall see wave disturbances similar to the one shown in figure 4-1 along each position slice as we
evolve our Wigner functions. The role of a in (4.17) is now taken on by the quantity V. To
integrate (4.26), we perform an FFT along each slice of constant position qgo of the Wigner function
at time t. Then for each slice, labelled by qgo, we multiply each discrete freqency component p by
The Momentum Step The Position Step
FFT each momentum slice FFT each position slice
p
times phase A axes times phase B
IFFT each momentum slice IFFIT each position slice
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Figure 4-2: One time step of the algorithm for propagating Wigner functions consists of the alternate
application of the position step and the momentum step.
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Here the derivatives of V are evaluated at q = qgo. Finally, we inverse FFT each position slice to
obtain the Wigner function at time t + At. This scheme is presented graphically on the right hand
side of figure 4-2.
In order to propagate the quantum Liouville equation, which contains both free particle and
potential energy contributions to the time dependence, we alternate the application of the previous
two steps. For example, one time step in our evolution scheme consists of the application of the
momentum step, followed by the postition step.
We can check the accuracy of this scheme by checking that the projection of the Wigner function
onto position matches the squared magnitude of the wavefunction at all times, where the wavefunc-
tion is propagated via the Schrodinger equation. To this end, we have also implemented a standard
algorithm to propagate the Schrodinger equation. It is similar in spirit to the algorithm for propa-
gating the Wigner function. Again, the time dependence of 0 comes from two contributions:
80 ih 829 vO- = 2 +  i0 (4.27)
at 2m aq2 ih
We can propagate the first contribution by one time step At by first Fourier transforming V)(q), to
obtain 4(k). Then we multiply 4(k) by the phase factor e -i At and invert the fourier transform.
We can propagate the second contribution by directly multiplying V'(q) by the phase factor e - i i t .
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Figure 4-3: The left graph shows the quartic wall potential which is V(q) = 0.1(q - 7)4 for q > 7
and 0 otherwise. The right graph shows a set of classical phase space trajectories for this potential.
The total propagation of 0 is achieved by alternating these two steps. In the next few sections we
present actual numerical results of the above scheme for propagating Wigner functions, and we use
the propagation of the Schrodinger equation as a check on our work.
4.4 The Quartic Wall
In this section we numerically study the scattering of a gaussian wavepacket off a potential wall.
We limit ourselves to a wall that rises quartically as a function of position so that our propagation
scheme in the previous section yields exact results (except at q = 7 where there is a delta function
in the fifth derivative of the potential). Our potential, as well as a phase portrait for the potential,
are shown in figure 4-3. The phase portrait was obtained by integrating Hamilton's equations via
the standard second order runge-kutta method for different sets of initial conditions. As expected,
the classical trajectories approach the wall with positive momentum and bounce back with negative
momentum.
To study the quartic wall quantum mechanically, we start off with a gaussian wavepacket centered
at q = 0 and centered in momentum at p = 8. The subsequent evolution is shown in figure 4-4. The
first frame at t = 0 shows the Wigner transform of the gaussian wavepacket, as well as its position
space projection beneath it. As the wavepacket moves towards the wall it spreads as shown in the
second frame at t = 1.8. This spreading is a purely classical phenomenon due to the spread in
momenta in our initial state. However as the wavepacket hits the wall at time t = 3.5 and begins to
turn around, we see our first evidence of quantum mechanical behavior - the Wigner function turns
negative and ceases to be a valid probability density in phase space.
The mechanism by which the Wigner function turns negative is exactly the mechanism which
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Figure 4-4: The time evolution of the Wigner function in the quartic wall potential. Rows 1 and 3
are a plot of the Wigner function in phase space at various times. Regions of red show where the
Wigner function is positive, whereas regions of green show where the Wigner function is negative.
The plots below these show the projection of the Wigner function onto position. Plank's constant
is equal to the area of a 2 by 2 square in phase space.
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leads to the wave disturbances pictured in 4-1. In this case, the coefficient a is given by - -
which is positive in regions of phase space to the right of the line q = 7. Since the coefficient is
positive, we will see a wave disturbance propagating along each momentum slice in the direction of
decreasing momentum. The classical portion of the flow then carries these waves around and rotates
them. Thus at time t = 5.5 the waves seem to be propagating along the postition direction, even
though they were initially generated along the momentum direction. This rotation of the generated
waves is crucial, and gives rise to interference nulls in the projection of the Wigner function onto
position. These interference nulls are more familiarly described in quantum mechanics as arising
from the interference between the incoming wavepacket, and the reflected wavepacket. In Wigner's
phase space formalism, we see how these nulls arise as a result of the extra term in the Liouville
equation.
At time t = 5.5, we have reached maximum interference, and after that the wavepacket continues
to turn around. The generated waves rotate along with the wavepacket until they are facing upwards
in momentum. Now that they are facing the opposite direction, the waves recede instead of advance,
since the generation of waves always proceeds in the downward momentum direction in regions of
phase space where 3> 0. At time t = 11.2, the wavepacket has almost left the wall and is
travelling in the opposite direction. The only traces left of the interaction with the wall is the
spreading of the wavepacket.
4.5 Schrodinger Cats in The Quartic Oscillator
We now turn our attention to a slightly different Hamiltonian, namely the quartic oscillator. A plot
of the potential and a phase portrait for the Hamiltonian are shown in figure 4-5. The classical flow
is almost a rotation in phase space. To make things interesting, the initial condition we study this
time is that of a "Schrodinger cat state," which consists of a coherent superposition of two gaussian
wavepackets, each with a different mean value for both position and momentum.
The unnormalized general wavefunction for a Schrodinger cat state composed of two gaussians
with mean positions qo and ql and mean momenta po and pi is given by
VP(q) = exp(i q) exp(- (q - qo)2) + exp(ipq)exp(- (q - q) 2 )  (4.28)
After inserting (4.28) into (1.32) and performing a series of gaussian integrals, we obtain the Wigner
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Figure 4-5: The left graph shows the quartic oscillator potential which is V(q) = 0.1q 4 . The right
graph shows a set of classical phase space trajectories for this potential.
function for such a state:
P(q,p) = exp(- (q - qo) 2  po)2) + exp(- (q - q)2 p ) a2
4 exp(- 2 - + 2 Po +P1 ) 2) Cs(ql1Po - qoP + P(qo - ql) q(Po - pl)
W22+ -)
rh a2 2 2h2  2h h h
(4.29)
We see that the Wigner function partially consists of two peaks centered at the points (qo, Po) and
(ql, pi) in phase space. However there is a third, rapidly oscillating interference term localized at the
midpoint of the line joining the two original peaks. The lines of constant phase in the interference
term are always parallel to the line connecting the center of the two original gaussian peaks. This
interference term, as we shall see in our simulations, is crucial in yielding the correct projections of
the Wigner function onto both position and momentum.
We begin our simulation with a coherent superposition of two gaussian wavepackets, both located
at the center of the quartic potential well. One wavepacket will move to the right with expected
momentum po = 9, while the other will move to the left with expected momentum pl = -9. This
scenario is shown in the first row of figure 4-6, along with both the position space and momentum
space projections of the Wigner function.
We see that when the two packets occupy the same position at t = 0, they interfere with each
other. This interference in position space is directly brought about by the central interference term
in the Wigner function domain. As time goes on, the classical terms in the evolution equation are
responsible for rotating the phase space distribution along the classical trajectories. At t = 1.9, the
two packets have both different mean positions and mean momenta and so there is no interference.
In the Wigner domain this corresponds to a rotation of the interference term so that the lines of
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Figure 4-6: The time evolution of a Schrodinger cat state in the quartic oscillator. Each row contains
information about a particular time. The left column is a plot of the intensity of the Wigner function,
where red indicates positive regions and green indicates negative regions. The middle column is the
position space projection, and the rightmost column is the momentum space projection. Plank's
constant is equal to the area of a 2 by 2 square in phase space.
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constant phase are at 450 and its projections onto position and momentum are both zero.
At the same time we see interference developing as the wavepackets both turn around at the
walls and interfere with themselves. This is again due to the first quantum mechanical term in
the quantum Liouville equation, which is governed by the third derivative of the potential. On
the righthand side of phase space, - > 0 and so the interference phenomenon consists of waves
similar to those in figure 4-1 advancing in the direction of decreasing momentum. On the lefthand
side of phase space we have = < 0 and so these waves will advance in the direction of increasing
momentum.
Again as time moves on, the whole distribution continues to rotate along classical trajectories.
At t = 3.3, the two wavepackets are turning around at either end of the well and hence occupy
the same position in momentum space. Thus interference effects are prominent in the momentum
space projection. This interference is again due to the rotated interference term whose lines of
constant phase are now horizontal. This example shows us how the complicated phenomenon of
interference between the two gaussian wavepackets in both position space and momentum space is
handled beautifully in the phase space picture simply by the rotation of an interference term.
In addition to the interference between wavepackets we see that at time t = 3.3 the interference of
the incoming part of each wavepacket with the outgoing part of itself is maximized. Notice however
that in this overall simulation, waves were never generated so as to advance to a region of higher
energy in phase space. In fact, no such generation will happen in the quartic oscillator potential.
In the next section, we shall see such a scenario, where the generation of waves creates activity in
higher energy regions of phase space. This activity, it turns out, is crucial for the uniquely quantum
mechanical phenomenon of tunnelling.
4.6 Tunnelling in the Double Well Potential
In this section, we discuss the quantum mechanical phenomenon of tunnelling and how it manifests
itself in phase space. We have chosen for our potential a quartic double well as shown in figure 4-7.
In the phase portrait of the double well, there exist families of classical trajectories that are confined
to only one of the wells. They do not have enough energy to penetrate the central barrier and reach
the other well.
Quantum mechanically however, it is possible for a particle to penetrate the barrier and reach the
other side. To observe this phenomenon, we place a gaussian wavepacket, with a mean momentum
po = 1, at the center of the left potential well. The Wigner function for this state is shown in the
upper left corner of figure 4-8. If this Wigner function were to be treated as a classical probability
distribution on phase space and evolved using the classical Liouville equation, we would see very
little activity occuring in the potential well on the righthand side. However when we evolve the
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Figure 4-7: The left graph shows the double well potential which is V(q) = 0.001q4 - 0.12q2 + 4.
The right graph shows a set of classical phase space trajectories for this potential.
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Figure 4-8: The time evolution of the Wigner function in the double well potential. Rows 1 and 3
are a plot of the Wigner function in phase space at various times. Regions of red show where the
Wigner function is positive, whereas regions of green show where the Wigner function is negative.
The plots below these show the projection of the Wigner function onto position. Plank's constant
is equal to the area of a 2 by 2 square in phase space.
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Wigner function quantum mechanically the picture is very different. In figure 4-8, at time t = 12,
we see the quantum mechanical generation of waves that advance to fill up higher energy regions of
phase space. These "high energy" waves so to speak, spill over the potential barrier, and eventually
enable the particle to have a finite probability of tunnelling through the barrier.
The generation of these waves can again be directly traced to the third term in the quantum
Liouville equation (4.10). In the region of phase space where the waves are being generated (namely
-5 < q _ 0), the particle is in the process of bouncing off the right wall of the left potential well.
But in this region, we also have < 0, and so we will have waves of the type shown in figure
4-1 generated along each position slice in the direction of increasing momentum. This is in stark
contrast to the case of a particle bouncing off a quartic wall as shown figure 4-4, where we had
3 > 0 and hence had the generation of waves in the direction of decreasing momentum. Thus the
right hand wall of the left potential well in figure 4-7, and the quartic wall in figure 4-4, look the
same to classical particles in the sense that they will both stop a classical particle equally as well.
However, there is one crucial difference between them, namely the sign of their third derivative,
which allows quantum particles to tunnel through the former and not through the latter.
After the "high energy" waves tip over the potential barrier to the other side, they see a region
of phase space where is again positive, which means a generation of waves back in the direction
of decreasing momentum. This explains the new waves we see in figure 4-8 at time t = 15.6. As
expected they are travelling downwards in phase space just to the right of q = 0. In the next
few frames we see the effects of the initial "high energy" waves as they eventually give rise to a
complicated region of positive and negative density in the right hand potential well. However the
projection of the Wigner function onto position does not seem to show appreciable probability in
the right hand potential well. This is because tunnelling is a very sensitive phenomenon. According
to a well known law that can be derived from the WKB approximation, the probability of tunnelling
is roughly proportional to e- A E, where AE is the difference between the height of the potential
barrier and the mean energy of the quantum state.
In order to observe the tunnelling phenomenon, we therefore have to focus more closely on the
righthand potential well, as is done in figure 4-9. Here we show both the Wigner function and its
projection onto position in the region q > -4 at time t = 27.6. In the position projection we clearly
see small packets of probability that have already escaped to the other side of the barrier. In the
picture of the Wigner function on the left of figure 4-9, we use a colormap that enhances the lower
intensity features which give rise to such a position space projection. Such low intensity features are
the phase space signature of quantum mechanical tunnelling.
To check for accuracy, we evolved an identical gaussian wavepacket directly via the Schrodinger
equation. In figure 4-10 we show the squared magnitude of the wavefunction at time t = 27.6.
Figure 4-10 shows qualitatively the same behavior shown in the right hand frame of figure 4-9. In
0. 0.04
0.03
0.02
0.01
-10
00 5 10 -5 0 5 10 15
Position Position
Figure 4-9: A plot of the right hand side of phase space at time t = 27.6 is shown in the left frame.
The colormap is changed to focus on the lower intensity tunnelling phenomenon. The righthand
frame shows the projection of the Wigner function onto position, again focusing on the region
occupied by the right hand well. These frames are merely a blown up version of the last two frames
in figure 4-8 in which the fine details cannot be distinguished.
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both figures we see a certain amount of probability that has made it across the barrier. Thus we
have qualitatively explained how the extra term in the quantum Liouville equation essentially makes
tunnelling possible.
Chapter 5
Conclusion
The overarching goal of this thesis has been to elucidate the nature of physics in the so called
semiclassical regime, that shadowy realm where the laws of the quantum world must give way to
those of the classical world. As noted in the introduction, one of the major obstacles in achieving this
goal is the stark contrast in mathematical structure between the quantum and classical descriptions
of the world. For this reason we have chosen to pursue a study of the Wigner function, which enables
us to formulate quantum mechanics in a phase space setting and thereby allow an easier comparison
of quantum mechanics to classical (statistical) mechanics.
Now any physical theory must specify two objects of ultimate importance. The first is a de-
scription of the physical states of the world. In classical mechanics, this consists of probability
distributions on phase space. In the Wigner formulation of quantum mechanics this consists of the
set of functions on phase space that are admissible Wigner functions. The second object is a de-
scription of how these states evolve over time. In classical mechanics, the classical Liouville equation
(4.6) does the job, whereas in quantum mechanics we must resort to the quantum Liouville equation
(4.10). In this thesis we have analyzed both objects for both classical and quantum theories.
In the first part of this thesis we analyzed the set of physical states available to quantum theory
in the Wigner formulation. In doing so we derived new necessary conditions that these states must
satisfy. These conditions take the form of integrals over all polygons in phase space. However, we
noted that there is a fundamental asymmetry in the way even and odd sided polygons are treated.
This asymmetry can be explained by invoking the geometry of polygons themselves, but in some
sense a deeper reason is still desired to explain why this asymmetry persists. Beyond these global
conditions, we have also pointed out some local admissibility conditions, and have therby disproved
the existence of sharp spikes and walls in admissible Wigner functions. As we have noted, an
intuitive explanation for the inadmissiblity of these features is that the uncertaintly principle renders
information that exists only in tiny patches of phase space (tiny compared to Plank's constant h)
virtually meaningless. This is the origin of the most blatant difference between quantum mechanics
and classical mechanics in terms of available physical states. Since tiny patches of phase space have
no meaning, the Wigner function can even go negative as long as it stays negative only within a tiny
patch!
In the second part of the thesis, we turned from the description of the physical states of the
Wigner formalism to the question of dynamical evolution. One of the most interesting aspects of
the Wigner function is that its equation of motion very closely resembles the classical equation
of motion for phase space probability distributions. In keeping with our goal of understanding
physics in the semiclassical realm, we chose to focus only on the first quantum correction to classical
dynamics. To achieve this goal, we designed and implemented a numerical method to take into
account this quantum correction, and we saw that the addition of this term very simply accounted
for the interference phenomena we observe in the usual Schrodinger picture of wave mechanics. In
the cases we looked at, this term was basically responsible for the generation of waves in phase space
in such a way that the projections of these waves onto position or momentum beautifully account
for all quantum mechanical interference phenomena. Furthermore, the semiclassical h -+ 0 limit is
relatively straightforward to understand. As h -+ 0, the source term that generates these waves
(which is proportional to h2 ), becomes weaker and weaker until its interference effects are no longer
observable in the projections of the Wigner function. Then the evolution matches that of a classical
probability distribution.
Thus we see that the Wigner function represents a formulation of quantum mechanics that is
as similar as possible to that of classical mechanics. The crucial differences are now isolated in the
restrictions on the initial conditions available in phase, and in the higher order terms in the quantum
Liouville equation.
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