Design informatics, which is the efficient design methodology, has three points of view. The first is the efficient exploration in design space using evolutionary-based optimization methods. The second is the structuring and visualizing of design space using data mining techniques. The third is the application to practical problems. In the present study, the influence of the difference among the seven pure and hybrid optimization methods for design information has been investigated in order to explain the selection manner of optimization methods for data mining. The practical problem of a singlestage hybrid rocket is picked up as the present design object. A functional analysis of variance and a self-organizing map are employed as data mining techniques in order to acquire the global information in design space. As a result, mining result depends on not the number of generation (i.e. convergence) but the optimization methods (i.e. diversity). Consequently, the optimization method with diversity performance is the beneficial selection in order to obtain the global design information in design space.
Introduction
Although solving design optimization problems is important for many disciplines of engineering [1] , the most significant part of the process is the extraction of useful knowledge of the design space from results of optimization runs. The results produced by multiobjective optimization (MOO) are not an individual optimal solution but rather an entire set of optimal solutions. That is, the result of a MOO is not sufficient from the practical point of view as designers need a conclusive shape and not the entire selection of possible optimal shapes. On the other hand, this set of optimal solutions produced by an evolutionary MOO algorithm can be considered a hypothetical design database. Then, data mining techniques can be applied to this hypothetical database in order to acquire not only useful design knowledge but also the structuring and visualizing of design space. This approach was suggested as the design informatics [2] . The goal of this approach is the conception support for designers in order to materialize innovation. This methodology is constructed by the three essences as 1) problem definition and implementation, 2) efficient optimization, and 3) structuring and visualizing of design space by data mining. A design problem including objective function, design variable, and constraint, is strictly defined in view of the background physics, then optimization is implemented in order to acquire nondominated solutions as hypothetical database. Data mining is performed for database in order to obtain design information. Mining has the role of a postprocess for optimization. Mining result is the significant observations for next design phase and also becomes the material to redefine a design problem. On the other hand, optimization is the role to generate hypothetical database for data-mining operation. The indicators of diversity and convergence for the performance evaluation of optimization method are generally employed. However, there is no observations regarding the influence of the difference of optimization methods for data-mining results.
In the present study, data mining has been implemented for the results of practical problem optimized by using seven evolutionary-based methodologies in order to observe the influence of the difference among optimizers for the data-mining results. The prerequisite conditions will be explained.
( 1 ) Evolutionary-based optimizers are used. Although a surrogate model like as the Kriging model can be employed, it will be not selected because it is difficult to deal with a large number of design variables. In addition, since the designers require to present many exact optimum solutions for the decision of a compromise one, an evolutionary-based Pareto approach as an efficient multi-thread algorithm is employed instead of gradient-based methods. The present optimizers are three pure evolutionary algorithms (as the differential evolution (DE) [3] , the genetic algorithm (GA), and the particle swarm optimization (PSO) [4] ) and four hybrid methodologies using three pure them.
( 2 ) Application object is large-scale practical problems. The term as large-scale has two means as the necessity of huge evaluation time (day, week, or month for an individual) and the use of many objective functions and many design variables. Hence, the optimization is implemented under the condition of a small number of population and generation. The conceptual design problem of single-stage hybrid rocket is picked up.
( 3 ) Global design information is primarily essential. Therefore, a functional analysis of variance (ANOVA) [5, 6] and a self-organizing map (SOM) [7] are used as data mining techniques because these extract the global information in design space.
Moreover, the present seven optimizers has been qualitatively evaluated on the standard mathematical test functions with/without noise in view of the above observations. The optimization method which is efficiently reach the crux in design space under the condition of a small number of population and generation will be observed.
Optimizers
The view of hybridization is inspired by the evolutionary developmental biology (what is called evo/devo) [8] . When there is the evolution which the Darwinism cannot explain in the identical species, each individual might have a different evolutionary methodology. When the practical evolution is imitated for the evolutionary computation, the different evolutionary algorithms might ultimately be applied to each individual in population. In the present study, three optimizers, as GA, DE, and PSO, will be coupled [9] . First, multiple individuals are generated randomly as an initial population. Then, objective functions are evaluated for each individual. After the evaluation, the populations is equally divided into sub-populations for the operations in each optimizer (as this sub-population size can be decided in every generation, pure GA can be single performed when the sub-populations of DE and PSO are zero for example). New individuals generated by each operation are combined in the next generation. Nondominated solutions in the combined population are archived in common. Note that only the archive data are in common among the each optimizer. The respective optimizers are independently performed in the present hybrid methodology. Therefore, the total number of seven optimizers are evaluated as pure GA, pure DE, pure PSO, hybrid GA/PSO, hybrid DE/PSO, hybrid GA/DE, and hybrid GA/DE/PSO. The present GA [10] is based on NSGA-II [11] . Fonseca's Pareto ranking [12] and the crowding distance [11] were used as the fitness value of each solution. The present optimizers have the function of range adaptation for all design variables [10] . In the present study, the range adaptation was implemented at every 20th generations for all design variables. As crossover operators, the blended crossover (BLX-α) [13] and the unimodal normal distribution crossover (UNDX) [14] were used, which equally bore sub-population.
Applied Practical Problem
The conceptual design for a single-stage simple hybrid rocket [15] , which is composed of a payload chamber, an oxidizer tank, a combustion chamber, a nozzle shown in Fig. 1 , is considered in the present study. Single-stage rockets are for observations and the experiments of high-altitude zero-gravity condition, whereas multi-stage rockets are also investigated for the orbit injection, including three-stage hybrid rocket [16] . Since multi-stage rockets simply increase design variables compared with single-stage rockets, the evaluation time and the design information obtained by data mining is also augmented. In the present study, a singlestage hybrid rocket which has a small number of objective functions and design variables will be selected in order to simply apply seven optimization methods and mining. In addition, a single-stage hybrid rocket problem fit to the resolution of the fundamental physics regarding hybrid rocket and to the improvement of the present design problem.
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Objective Functions
Two objective functions are defined in this study. One is the maximization of maximum altitude H max [km] (obj1) and the other is the minimization of gross vehicle weight M tot (0) [kg] (obj2). In the present study, only the minimum design objectives of single-stage rocket for scientific observation are considered, the problem becomes simple in order to easily compare mining results.
Design Variables
Six design variables are used as initial mass flow of oxidizerṁ
, and aperture ratio of nozzle [-] (dv6). Note that there is no constraint except the limitations of lower/upper values of each design variable summarized in Table 1 .
Evaluation Method
An analysis of chemical equilibrium is performed by using NASA-CEA (chemical equilibrium with applications; available at http://www.grc.nasa.gov/www/ceaweb/ceahome.htm [retrieved 8 November 2012]) [17, 18] , then trajectory, thrust, aerodynamics, structural dynamics, analyses are implemented. It takes roughly 10sec for the evaluation of an individual using a popular desktop computer. The contents of each analysis is briefly summarized as follows.
Trajectory/Thrust Analysis
The following equation of motion, which ignores the influence of atmosphere, described by using T ( Vol.7, No.2, 2013 motion.
t) [N] and drag D(t) [N] is computed for rocket
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T (t) is evaluated by using the following equation.
where, η T is total thrust loss coefficient, λ is momentum loss coefficient at nozzle exit by friction,ṁ prop (t) is mass flow of propellant, u e is velocity at nozzle exit, P e is pressure at nozzle exit, P a is pressure of atmosphere at flight altitude, and A e describes area of nozzle exit.ṁ
A combustion chamber filled with solid fuel with a single port to supply oxidizer. As the regression rate to the radial direction of the fuelṙ port (t) [m/sec] generally governs the thrust power of hybrid rocket engine, it is a significant parameter. 
Structural Analysis
Body is divided into the components as combustion chamber, oxidizer tank, and nozzle in order to decide weight and shape. First, total length L tot is defined by using the length of combustion chamber L ch , the length of oxidizer tank L res , and the length of nozzle L noz as follows;
It is assumed that the outside radius of fuel r fuel is equal to the inside radius of combustion chamber. The outside radius of rocket R tot is also defined as the outside radius of oxidizer tank.
R tot = r fuel + t res (6) where, oxidizer tank and combustion chamber are assumed as thin cylindrical/spherical structure. The thickness of oxidizer tank t res is defined as the following equation.
f s is safety factor (in the present study, the constant value of 1.25 is set), P res is the internal pressure of oxidizer tank, σ res is the allowable stress for oxidizer tank. It is notable that there is no constraint regarding the structural requirements for strength and vibration due to the simplification of the present problem. Initial gross weight is evaluated by the following equation.
M pay describes mass of payload. Constant value of 0.65 represents that mass of propellant assumes 65% of gross weight. Total weight is defined as the summation of all components. The weight of each component is calculated by the product of volume and density.
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Aerodynamic Analysis
D(t) is described by using pressure drag D p (t) and friction drag D f (t) and is respectively estimated by using the flight data of S-520 as the solid-fuel rocket in the Institute of Space and Astronautical Science.
where, S ref is reference area and S tot is total surface area. 
Kinematic viscosity coefficient ν and atmospheric temperature T are variables for altitude, referred by International Standard Atmosphere.
Optimization Results
Evolutions were performed until 100th generation by using 18 population per generation for all of the optimizers. The nondominated solutions obtained at 100th generation already converged shown in Fig. 2 . As this problem is practical, there is no Pareto solutions. However, since nondominated solutions at between 100th and 3,000th generations is roughly accorded, this surface can be accounted quasi-Pareto surface. Although this figure shows that there is a severe tradeoff, it indicates that the present design problem is simple because of the mildness between the objective function and the design variable. In fact, the nondominated solutions generates nondominated surface at a small number of generation. Therefore, severe design variable should be added and redefined the present design problem not only for the severeness of evaluation tool but also for the growth of conceptual design of hybrid rocket. The mass flow of oxidizer should be a design variable as one of idea. The influence of gust at flight should also considered as a perturbation. Figure 3 shows the histories of the hypervolume and the number of nondominated solutions. Note that these values are the 10-rum average of random initial populations. This figure shows that PSO has a large number of nondominated solutions, but it has low hypervolume indicator. On the other hand, the hybrid method between DE and GA does not have a large number of nondominated solutions compared with PSO results, but it has high hypervolume indicator. That is, the hybrid method between DE and GA implements the global exploration in design space and maintains the diversity of nondominated solutions, whereas PSO carries out the local search and it has poor diversity. Therefore, the results indicate the high diversity performance of DE and hybrid methods using DE.
Data Mining
Techniques
In the present study, ANOVA and SOM are selected as data-mining techniques because the primary objective of data mining is the acquisition of the global design information in order to implement the structuring of design space. The past study [19] indicated that they extracted the global design information for whole design space. The distinguishing feature
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Vol.7, No. 2, 2013 of SOM is the generation of a qualitative description. The advantage of this method includes the intuitive visualization of two-dimensional colored maps of design space using bird's-eyeviews. As a result, SOM reveals the tradeoffs among objective functions. Moreover, SOM roughly address the effective design variables and also reveal how a specific design variable Fig. 2 Comparison of nondominated solutions among several generations as 5th, 10th, 20th, 30th, 50th, 100th, and 3,000th. 
Vol.7, No.2, 2013 Fig. 4 Proportion of design-variable influence for obj1 using ANOVA. The row means the kind of optimizers as DE, GA, PSO, hDE/GA, hDE/PSO, hGA/PSO, hDE/GA/PSO from upper, and the column means the generation number as 5th, 10th, 20th, 30th, 50th, 100th from the left. 
Vol. 7, No.2, 2013 affects objective functions and other design characteristics. However, SOM is subjective due to color cognizance. There is also a possibility of oversight because of a large number of objective functions and design variables. On the other hand, the distinguishing property of ANOVA is the quantitative description. The advantage of this method is the fact that it directly finds globally effective design variables. That is , ANOVA explicitly addresses the effective design variables. However, ANOVA cannot directly identify the effects of design variables on objective functions. Therefore, ANOVA firstly is performed to address the important design variables, and then SOM is carried out. When these methods are combined together, the results obtained can compensate the disadvantages of the individual methods.
In the present study, SOMs are generated by using commercial software Viscovery R SOMine 4.0 plus produced by Eudaptics, GmbH. The uniqueness of the map generated by SOMine is assured due to Kohonen's Batch SOM algorithm and search of the best-matching unit for all input data and adjustment of weight vector near the best-matching unit. On the other hand, Kriging model is used as the surrogate model on ANOVA. Therefore, the result of ANOVA is represented by the decomposed variance of the surrogate model. The decomposition is accomplished by integrating variables out of the surrogate model. The integration is the definite integral driven between lower and upper values of each design variable in the input database.
Data-Mining Results
The nondominated solutions obtained by using each optimizer are used for data mining.
Information Acquired by Using ANOVA
The proportions of design variable for the maximum altitude (obj1) are shown in Fig. 4 , that for the initial gross weight (obj2) are also shown in Fig. 5 . The database as nondominated solutions generated by using seven optimization methods at six generations is used on ANOVA. The proportion of variance is defined as the influence of design variable on objective function. In the present study, the total number of 21 (pure six design variables and 15 ( 6 C 2 ) combinations of two design variables) has 100% proportion.
Since PSO and hybrid method using PSO do not thoroughly explore the design space, the resulting proportions do not become stable. The proportion shown in the third row of Fig. 4 is the result of ANOVA with the nondominated solution by PSO. These pie graphs indicate that red(dv1), blue(dv3), and light blue(dv4) affect on obj1 at the early generations. However, after 30th generation, the influence of light blue(dv4) becomes weak, and also the influence of green(dv2) becomes strong. At 100th generation, the result of ANOVA shows the influence of green(dv2) and orange(dv6).
On the other hand, as DE and GA has diversity, the resulting proportions become stable at the higher number of generation. The proportion shown in the top row of Fig. 4 is the result of ANOVA with the nondominated solutions by DE. These pie graphs indicate that red(dv1) and green(dv2) strongly affect on obj1 regardless of the number of generation (because dv1 and dv2 unfortunately control obj1 due to the unpolished problem definition). Blue(dv3) is addressed at 20th generation for the first time, and after 50th generation, dv1, dv2, and dv3 are unchangeably addressed. The pie graphs shown in the second row of Fig. 4 are the results of ANOVA with the nondominated solutions by GA. These also show that the influence of blue(dv3) becomes strong in accordance with the increasing number of generation, and the influence regarding dv1, dv2, and dv3 are stable after 20th generation. Although Fig. 5 shows the similar tendency, red(dv1) strongly controls obj2. Therefore, the tendency regarding the influence of the design variable on obj2 is not clearly confirmed.
These results indicate that the diversity for nondominated solutions in database is essential in order to obtain global design information. It is notable that every optimization methods do not acquire the similar nondominated solutions whenever they sufficiently evolve. The procured information depends on not the number of generation (i.e. sufficient convergence)
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Fig. 6 SOM from the nondominated solutions at 5th generation. The row means the kind of optimizers as DE, GA, PSO, hDE/GA, hDE/PSO, hGA/PSO, hDE/GA/PSO from upper side, and the column means obj1, obj2, dv1, dv2, dv3, dv4, dv5, and dv6 from the left. Fig. 7 SOM from the nondominated solutions at 100th generation. The row means the kind of optimizers as DE, GA, PSO, hDE/GA, hDE/PSO, hGA/PSO, hDE/GA/PSO from upper side, and the column means obj1, obj2, dv1, dv2, dv3, dv4, dv5, and dv6 from the left.
Vol. 7, No.2, 2013 but the optimization methods (i.e. exploration region).
The proportions using ANOVA shown in Figs. 4 and 5 indicate that dv1 and dv2 strongly dominate obj1 on the nondominated surface while dv4 and dv6 locally affect obj1. On the other hand, dv1 strongly dominates obj2, whose influence is not at all affected by the number of generation and the kind of optimization methods. When the design problem on the single-stage hybrid rocket is redesigned, the unique influence of dv1 for both of the objective functions should be avoided. Moreover, since the dv1 as the initial mass flow of oxidizer is one of the essential design variables for rocket design problem, the objective function which dv1 does not control (the maximization of crossrange in the lower thermosphere is practical objective) should be defined.
Note that ANOVA cannot directly identify the effects of design variables on objective functions. In the first place as the reason, the total mean and variance are defined by the integration for design-variable space. As the integration range is determined by using the upper/lower values of each design variables in the obtained nondominated solutions in the present study, the knowledge by ANOVA for nondominated solutions might be not for the entire space of design variable but for the range-adapted partial space. Therefore, the redefinition of integration range and manner should be investigated. In the second place as the reason, these integrations depend on the accuracy of the Kriging surrogate model generated to be continuously integrated. However, the accuracy of the Kriging model is generally sufficient when it is generated by using the sampling points of 10-times number of design variables. As the present optimization results at 50th and 100th generations have sufficient number of the sampling points to generate Kriging model shown in Fig. 3 , the first reason is primary point to improve ANOVA.
Information Acquired by Using SOM
The resulting SOMs are shown in Figs. 6 and 7. Since the amount of SOMs for all generations is huge, the results generated from 5th and 100th generations are merely presented. Note that the other results generated from 10th, 20th, 30th, and 50th generations have similar tendency to that from 5th and 100th generations, therefore Figs. 6 and 7 are sufficient for the presentation. In addition, SOM is generated by using the values of two objective function, and the lower/upper values for coloring of the design variables are set to be the minimum/maximum values shown in Table 1 .
The two columns of left side in Fig. 6 are the SOMs colored by two objective functions. Since the comparison among them indicates that the coloring pattern among the optimization methods is similar, the correlation between objective functions does not depend on the optimization method. As this coloring pattern can be found in Fig. 7 , this tendency does not depend on the number of generation because the distinguishing feature of SOM is the generation of a qualitative description.
The six columns of right side in Fig. 6 are the SOMs colored by six design variables. The comparison between SOMs colored by the objective functions and the design variables, which shows the correlation between them, indicates that the influence of dv4, dv5, and dv6 for the objective functions depends on the different exploration region of optimizers. This fact shows that the correlation between the objective functions and the design variables depends on the optimization methods, which is similar to the indication from ANOVA. In addition, when the difference of the SOM's coloring regarding dv4, dv5, and dv6 is compared among the optimization methods, DE can compensate with the leaning of PSO regarding the exploration of the design space. Moreover, the leaning of PSO prevails the exploration performance of GA. There is no leaning between DE and GA due to the similarity regarding the exploration capability. That is, DE is stronger than PSO, and PSO is stronger than GA regarding the influence of the kind of optimization methods for the exploration of design space. On the other hand, as there is no difference of the influence regarding dv1, dv2, and dv3 among the optimization methods, these have strong or no effects on the objective functions. Since SOMs colored by dv1 are extremely similar to SOMs colored by obj1, dv1 uniquely dominates obj1. As SOMs colored by dv2 is similar to those by dv1, dv1 and dv2 do not function as independent variables. As SOMs colored by dv3 is roughly constant, dv3 can be uniquely determined in order to be nondominated solutions. These features can be found more clear in Fig. 7 . When optimization is evolved, since the number of nondominated solutions generally increases, the information acquired by using SOM is more clear. As a result, when the design problem on the single-stage hybrid rocket is redesigned, the following three points should be improved as, the unique influence of dv1 for the objective functions, anti-independence of dv1 and dv2 for the objective functions, and the uniqueness of dv3 for nondominated solutions.
When the generation is a small number within 10 0 order shown in Fig. 3 , the number of obtained nondominated solutions is also small. Although the information acquired by using SOM becomes roughly, the feature information can be presented because the nondominated solutions at 5th generation roughly generates nondominated surface shown in Fig. 2 . That is, when the database whose nondominated solutions roughly generate nondominated surface is used, the sufficient design information can be obtained. This suggestion is useful for a largescale practical problem due to the time limitation. Consequently, the diversity performance on the optimization methods is essential in order to acquire the global design information for whole design space.
Conclusions
The influence of the difference among the seven evolutionary-based optimization methods as the differential evolution, the genetic algorithm, the particle swarm optimization, and their hybridization for the global design information generated by the data mining has been investigated on the single-stage hybrid rocket design problem. A functional analysis of variance and a self-organizing map were employed as data-mining technique. The result acquired by using a functional analysis of variance indicated that the mining results depended on not the number of generation but the optimization methods. On the other hand, the results acquired by using a self-organizing map indicated that there was no difference regarding tradeoff on the number of generation and the optimization methods, the correlations between the objective functions and the design variables depended on not the convergence but the diversity. Consequently, the diversity on optimizer is essential in order to acquire the global design information for whole design space.
