This article provides the estimation method for multivariate polychoric and polyserial correlation coefficients by using the simulation-based Bayesian method. It also shows that the partial version of the polychoric and polyserial correlation coefficients can be estimated using the corresponding estimates of the simple version. A simulation study illustrates the proposed method. Further, an application of the method to subjective well-being data is provided.
Introduction
In the social sciences, we often encounter a situation where correlations between ordinal discrete variables or between an ordinal discrete variable and a continuous variable need to investigated. For instance, in the happiness study field, it is important to investigate the relationships between happiness and other kinds of satisfaction or between happiness and income. The polychoric and the polyserial correlation coefficients are used for considering the relationships between two ordinal variables and between an ordinal discrete variable and a continuous variable, respectively.
To consider more than two ordinal discrete and/or continuous variables, we have to employ multivariate models. Poon and Lee (1987) estimate the multivariate polychoric and polyserial correlation coefficients by using the maximum likelihood method. This article employs a Bayesian method to estimate these two correlation coefficients. In a seminal work, Albert (1992) uses a latent bivariate normal distribution to estimate a polychoric correlation coefficient from the Bayesian point of view by using the Gibbs sampler. In this article, we extend his idea to the problem of estimating the multivariate polychoric and polyserial correlation coefficients using the Markov chain Monte Carlo (MCMC) method. This article employs the Bayesian method proposed by Chen and Dey (2000) that is used to estimate a multivariate ordered probit model.
1
In a situation where more than two variables exist, it is important to consider the relationship between the two variables after excluding the other variables' effects. Therefore, we also estimate the partial version of the polychoric and polyserial correlation coefficients. In the estimation process of the multivariate ordinal data model described in the following sections, we can easily obtain the simple and partial versions of the polychoric and polyserial correlation coefficients and their standard deviations. This is one merit of using the MCMC method.
The article proceeds as follows. In Section 2, we describe the Bayesian model and its estimation procedure by using the Chen and Dey (2000) algorithm. Further, we provide an estimation procedure for the correlation coefficients. In Section 3, a simulation study illustrates the proposed method. In Section 4, we provide an application of the method to subjective well-being data. In Section 6 we provide the concluding remarks.
Bayesian Model

Estimated Model
For i = 1, · · · , n, let y 1ij (j = 1, · · · , m) and y 2il (l = 1, · · · , q) denote the ordinal discrete and the continuous variables, respectively. The discrete variable y 1ij makes ordinal choices, that is, y 1ij = c for c = 1, · · · , C j . We assume the following model for the ordinal discrete variable y 1ij :
where z ij denotes the latent variable and γ jc is a cutoff point for the jth ordinal response. Following Chen and Dey (2000) , we specify that
where the conditions γ j1 = 0 and γ j(C−1) = 1 are required to establish the identifiability of the cutoff parameters.
The latent variable z ij is assumed to be determined by the following model:
Defining
is rewritten as
For the continuous variable y 2il , we consider the following model:
Now, defining (4) and (6) can be rewritten as
) .
Assuming that u i ∼ N(0, Σ), we have
where Σ is an (m + q) × (m + q) positive definite covariance matrix. Further, we collect up
, n as follows:
To complete the Bayesian model, we introduce the prior distributions of the parameters p(β, γ, Σ). On the basis of Bayes' theorem, the joint posterior distribution can be written as
where 1 (·) is an indicator function.
3 Now, we specify the prior distributions as follows: 0 . Further, we introduce the prior distribution of γ j , p(γ j ) = p(δ j (γ j )), based on the following transformation for the cutoff points (Chen and Dey, 2000, p.140 ):
. 4 We specify p(δ j (γ j )) as follows:
Thus, the joint posterior distribution can be written as
Using the sampling scheme of MCMC, we can sample the parameters (β, γ, Σ, z) from the joint posterior distribution (8). Appendix A provides the sampling algorithms' details.
Correlation Matrices
Using the sample of Σ, we can calculate the simple version of the polychoric and polyserial correlation matrix at each iteration of MCMC:
where
) and σ jj is the jth diagonal element of Σ. Further, we can calculate the partial version of the polychoric and polyserial correlation coefficients defined as the lower triangular part without the diagonal elements of the following matrix:
where 
Numerical Example with Simulated Data
This section provides a numerical example with simulated data for investigating the performances of our approach. In the numerical example, we set n = 100, m = 3 and q = 1, and assumed that the ordered response variables y 1ij (i = 1, · · · , 100, j = 1, 2, 3) take four values, that is, y 1ij = 1, 2, 3, 4. We also assume that w i ∼ N(β, Σ) in (7) are specified as follows:
where σ = (0.5, 0.5, 0.5, 1.0) ′ . Following Zhang et al. (2006, p.887) , we use the correlation matrix R = (r ij ) with four parameters ρ = (ρ 1 , ρ 2 , ρ 3 , ρ 4 ) ′ and
In the numerical example, we set ρ = (0.7, 0.8, 0.4, 0.6) ′ . After specifying these data generating structures, we obtain the values of w i (i = 1, · · · , 100). Further, specifying γ j2 = 0.6 for j = 1, 2, 3, we obtain the values y 1ij (i = 1, · · · , 100, j = 1, 2, 3). The summary statistics of the data are provided in Table 1 .
The MCMC simulation was run for 20,000 iterations with the thinning interval being 10; the first 5,000 samples were discarded as the burn-in period.
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The posterior results were generated thereafter using Ox version 6.30 (Doornik, 2009) , and the output analysis and convergence diagnosis of the MCMC samples were implemented by the R package coda. We set the prior distributions as follows:
where Q 0 = 0.02I 4 . Table 2 presents the posterior results. In Table 2 , "Mean," "SD," and "Median" denote the posterior mean, posterior standard deviation, and posterior median, respectively. The " * " in Median denotes that zero is not included in the 95% credible interval. "Geweke" and "HW" denote the pvalues for the convergence diagnostic statistics proposed by Geweke (1992) and Heidelberger and Welch (1983) , respectively. "GR" denotes the convergence diagnostic statistic proposed by Gelman and Rubin (1992) and modified by Brooks and Gelman (1998) . 6 According to the convergence diagnostic statistics, we verify that the MCMC samples converge.
The prior distributions specified in (11) are less informative specifications. However, in particular, the specification of prior distribution of Σ might be explained in more detail. The full conditional distribution (FCD) of Σ −1 is
where "| · · · " denotes the conditioning of the other unspecified variables in the model,κ = κ 0 + n, and
In (11), we set Q 0 = 0.02I. Thus, Q 0 does not have a significant effect on the calculation ofQ in (12). Table 3 provides the posterior results of the model for the different values of Q 0 . The case of Q 0 = I is often used in the existing literature. 7 The case of Q 0 = 10I is more informative than the others. From Table 3 , the cases of Q 0 = 0.02 and Q 0 = I provide similar posterior results. The cases of Q 0 = 5I and Q 0 = 10I provide slightly different results from those of Q 0 = 0.02 and Q 0 = I.
Application to the Analysis of Well-Being Data
Data
Our empirical application example uses the micro-level survey data extracted from the Japanese Panel Survey of Consumers (JPSC), which is conducted by the Institute for Research on Household Economics. The JPSC data provide several measures of satisfaction pertaining to young women in Japan. This article employs the 14th wave (2006) of JPSC data. In this example, we select the data on single women who responded to all the questions on satisfaction. Our selection contains 515 recorded responses.
We use the following variables:
• Ordinal variables (m = 6):
• Continuous variable (q = 1): Log Inc (y 21 ).
Here Happiness denotes the degree of happiness; Life Sat, life satisfaction; Liv Std, the subjective standard of living; Inc Sat, satisfaction regarding revenue; Cons Sat, satisfaction regarding consumption; and Health Cond, the health condition of the respondent. In the literature of happiness, these variables are called the subjective well-being data. The responses numbers for the ordinal variables are C 1 = C 2 = C 6 = 5 and C 3 = C 4 = C 5 = 4. Furthermore, Log Inc implies the logarithm of the annual earnings (in 10, 000 yen). The summary statistics of these variables are provided in Table 4 .
Posterior results
The MCMC simulation was run for 20,000 iterations with the thinning interval being 10; the first 5,000 samples were discarded as the burn-in period. We set the prior distributions as follows:
Table 5 presents the parameters' posterior results. Tables 6 and 7 provide the posterior results of the polyserial and polychoric (simple) correlation and the partial correlation coefficients, respectively. According to the convergence diagnostic statistics in these tables, we verify that the MCMC samples converge. From these tables, the following observations can be made:
• From Table 5 , we observe that the Bayesian model is well estimated.
• All ordinal discrete variables are correlated in Table 6 . However, from Table 7, after excluding other variables' effects, some ordinal discrete variables appear to be uncorrelated, e.g., r p 31 (correlation between Liv Std and Happiness).
• Health Cond and Inc Sat are positively correlated in Table 6 (r s 64 ), but negatively in Table 7 (r p 64 ).
• The continuous variable Log Inc is positively correlated with Life Sat, Liv Std, and Health Con in Table 6 . However, in Table 7 , after excluding other variables' effects, Log Inc is correlated only with Health Con. 
Concluding Remarks
In this article, we presented the estimation method for multivariate polychoric and polyserial correlation coefficients by using the simulation-based Bayesian method. Further, using the estimates of the simple version of polychoric and polyserial correlation coefficients, we provided the estimation procedure of the corresponding partial version.
The Bayesian model used in this article can be extended to a model with regressors, that is, a model including a multivariate ordered probit model and a multivariate linear regression model. Adding the vectors of regressors, the linear model for the latent variables (3) and the continuous variables (5) can be extended to
. . .
and (6) can be extended to
Therefore, assuming that u i ∼ N(0, Σ), (7) can be replaced by
Combining a prior distribution of β, δ, and Σ with (13), we can obtain the posterior distribution of the parameters, and apply a similar algorithm for generating the parameters used in Section 2 to the posterior distribution. Further, the simple and partial versions of the polychoric and polyserial correlation coefficients can be estimated from the posterior result of Σ as described in Section 2.2.
A Sampling Algorithms
A.1 Sampling of β and Σ
−1
We have the following full conditional distributions (FCDs) of β and Σ −1 .
• The FCD of β is
where "| · · · " denotes the conditioning of the other unspecified variables in the model, and
• The FCD of Σ −1 is
Applying Gibbs sampling to the FCDs of (14) and (15), we can generate β and Σ −1 .
A.2 Sampling of z and γ
Let z (j) = (z 1j , z 2j , · · · , z nj ) ′ denote the vector of the jth element z ij from z i (i = 1, · · · , n). Further, let z (−j) and w (−j) denote the vector obtained by removing z (j) from z and w, respectively, and let z i(−j) and w i(−j) denote the vector obtained by removing z ij from z i and w i , respectively, where
We generate γ j and z (j) from the joint conditional distribution p(γ j , z (j) |β, Σ, w (−j) , y 1 ) (j = 1, · · · , m). The joint conditional distribution p(γ j , z (j) |β, Σ, w (−j) , y 1 ) can be written as
For convenience of expression, we replace the jth factor of w i , β, Σ and Σ −1 as the first factor, that is,
Since w i |β, Σ, γ ∼ N(β, Σ), from the property of the multivariate normal distribution we have
(−1j) σ (−1j) . The distribution of z ij is a truncated normal distribution. We can utilize the method for sampling truncated normal variables proposed by Damien and Walker (2001) .
Since z 1j , z 2j , · · · , z nj are independent given γ j , β, Σ, we have
where Φ(·) is the distribution function of the standard normal distribution. Thus, the conditional distribution of δ j is
We use a multivariate t distribution, Mt(δ j |δ j ,Σ δj , ν), as a proposal distribution for generating δ j , whereδ j is the mode of (17),
and ν is the degrees of freedom. The Metropolis-Hastings (M-H) algorithm for generating δ j is as follows:
j denote the value of δ j at the tth iteration.
2. At the (t + 1)th iteration, sample δ p j from Mt(δ j |δ j ,Σ δj , ν).
3. The transition probability from δ
4. Generate u ∼ U(0, 1), the uniform distribution on (0, 1), and take
We can obtain γ j from δ j by using the equation
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