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Abstract
In the phase retrieval problem one seeks to recover an unknown n dimensional signal vector x from
m measurements of the form yi = |(Ax)i| where A denotes the sensing matrix. A popular class of
algorithms for this problem are based on approximate message passing. For these algorithms, it is known
that if the sensing matrix A is generated by sub-sampling n columns of a uniformly random (i.e. Haar
distributed) orthogonal matrix, in the high dimensional asymptotic regime (m,n → ∞, n/m → κ), the
dynamics of the algorithm are given by a deterministic recursion known as the state evolution. For the
special class of linearized message passing algorithms, we show that the state evolution is universal: it
continues to hold even when A is generated by randomly sub-sampling columns of certain deterministic
orthogonal matrices such as the Hadamard-Walsh matrix, provided the signal is drawn from a Gaussian
prior.
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2
1 Introduction
In the phase retrieval one observes magnitudes of m linear measurements (denoted by y1:m) of an unknown
n dimensional signal vector x:
yi = |(Ax)i|,
where A is a m×n sensing matrix. The phase retrieval problem is a mathematical model of imaging systems
which are unable to measure the phase of the measurements. Such imaging systems arise in a variety of
applications such as electron microscopy, crystallography, astronomy and optical imaging [63].
Theoretical analyses of the phase retrieval problem seek to design algorithms to recover x (up to a global
phase) with the minimum number of measurements. The earliest theoretical analysis modelled the sensing as
a random matrix with i.i.d. Gaussian entries and design computationally efficient estimators which recover
x with information theoretically rate-optimal O(n) (or nearly optimal m = O(npolylog(n))) measurements.
A representative, but necessarily incomplete list of such works includes the analysis of convex relaxations
like PhaseLift due to Candès et al. [22], Candès and Li [21] and PhaseMax due to Bahmani and Romberg
[6], Goldstein and Studer [36] and analysis of non-convex optimization based methods due to Netrapalli et al.
[55], Candès et al. [25] and Sun et al. [65]. The number of measurements required if the underlying signal
has a low dimensional structure has also been investigated [16, 7, 42].
Unfortunately, i.i.d. Gaussian is not realizable in practice; instead, the sensing matrix is usually a variant
of the Discrete Fourier Transform (DFT) matrix [13]. Hence, there have been efforts to extend the theory
to structured sensing matrices [3, 9, 23, 24, 40, 41]. A popular structured sensing ensemble is the Coded
Diffraction Pattern (CDP) ensemble introduced by Candès et al. [23] which is intended to model applications
where it is possible to randomize the image acquisition by introducing random masks in front of the object.
In this setup, the sensing matrix is given by:
ACDP =

FnD1
FnD2
...
FnDL
 ,
where Fn denotes the n× n DFT matrix and D1:L are random diagonal matrices representing masks:
D` = Diag
(
eiθ1,` , eiθ2,` · · · eiθn,`
)
,
and eiθj,` are random phases. For the CDP ensemble convex relaxation methods like PhaseLift [24] and
non-convex optimization based methods [25] are known to recover the signal x with the near optimal
m = O(n polylog(n)) measurements. Another common structured sensing model is the sub-sampled Fourier
sensing model where the sensing matrix is generated as:
ADFT = FmPS,
where F is the m×m Fourier matrix, P is a uniformly random m×m permutation matrix and S the matrix
that selects the first n columns of an m×m matrix:
S =
[
In
0m−n,n
]
. (1)
This models a common oversampling strategy to ensure injectivity [33]. We also refer the reader to the recent
review articles [45, 13, 32, 33] for more discussion regarding good models of practical sensing matrices.
The aforementioned finite sample analyses show that a variety of different methods succeed in solving the
phase retrieval problem with the optimal or nearly optimal order of magnitude of measurements. However,
in practice, these methods can have a vast difference in performance, which is not captured by the non-
asymptotic analyses. Consequently, efforts have been made to complement these results with sharp high
dimensional asymptotic analyses which shed light on the performance of different estimators and information
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theoretic lower bounds in the high dimensional limit m,n→∞, n/m→ κ. This provides a high resolution
framework to compare different estimators based on the critical value of κ at which they achieve non-trivial
performance ( i.e. better than a random guess) or exact recovery of x. Comparing this to the critical value
of κ required information theoretically allows us to reason about the optimality of known estimators. This
research program has been executed, to varying extents, for the following unstructured sensing ensembles:
1. Gaussian Ensemble: In this ensemble the entries of the sensing matrix are assumed to be i.i.d. Gaussian
(real or complex). This is the most well studied ensemble in the high dimensional asymptotic limit. For
this ensemble, precise performance curves for spectral methods [46, 54, 47], convex relaxation methods
like PhaseLift [2] and PhaseMax [27] and a class of iterative algorithms called Approximate Message
Passing [12] are now well understood. The precise asymptotic limit of the Bayes risk [11] for Bayesian
phase retrieval is also known.
2. Sub-sampled Haar Ensemble: In the sub-sampled Haar sensing model, the sensing matrix is generated
by picking n columns of a uniformly random orthogonal (or unitary) matrix at random:
AHaar = OPS,
where O ∼ Unif (U(m)) (or O ∼ Unif (O(m)) in the real case) and P is a uniformly random m ×m
permutation matrix and S is the matrix defined in (1). The sub-sampled Haar model captures a crucial
aspect of sensing matrices that arise in practice: namely they have orthogonal columns (note that for
both the CDP and the sub-sampled Fourier ensembles we have AHDFTADFT = A
H
CDPACDP = In). For
the sub-sampled Haar sensing model it has been shown that when κ > 0.5 no estimator performs better
than a random guess [30]. The performance of spectral estimators have been analyzed [48, 31] and it
is known that the optimal spectral estimator achieves non-trivial performance when κ < 0.5 [48].
3. Rotationally Invariant Ensemble: This is a broad class of unstructured sensing ensembles that include
the Gaussian Ensemble and the sub-sampled Haar ensemble as special cases. Here, it is assumed that
the SVD of the sensing matrix is given by:
A = USV T,
where U ,V are independent and uniformly random orthogonal matrices (or unitary in the complex
case): U ∼ Unif (O(m)) , V ∼ Unif (O(n)) and S is a deterministic matrix such that the empirical
spectral distribution of STS converges to a limiting measure µS . The analysis of Approximate Message
Passing algorithms has been extended to this ensemble [62, 59]. For this ensemble, the non-rigorous
replica method from statistical physics can be used to derive conjectures regarding the Bayes risk,
performance of convex relaxations as well as spectral methods [66, 67, 43]. Some of these conjectures
have been proven rigorously in some special cases [10, 49].
It is difficult to extend the techniques used for obtaining the above results to structured sensing matrices.
However, numerical simulations reveal an intriguing universality phenomena: It has been observed that the
performance curves derived theoretically for sub-sampled Haar sensing provide a nearly perfect fit to the
empirical performance on practical sensing ensembles like ACDP,ADFT. This has been observed by a number
of authors in the context of various signal processing problems. It was first pointed out by Donoho and Tanner
[28] in the context of `1 norm minimization for noiseless compressed sensing and then again by Monajemi et al.
[53] for the same setup but for many more structured sensing ensembles. For noiseless compressed sensing
both the Gaussian ensemble as well as the Sub-sampled Haar ensemble lead to identical predictions (and
hence the simulations with structured sensing matrices match both of them). However in noisy compressed
sensing, the predictions from the sub-sampled Haar model and the Gaussian model are different. Oymak
and Hassibi [57] pointed out that structured ensembles generated by sub-sampling deterministic orthogonal
matrices empirically behave like Sub-sampled Haar sensing matrices. More recently Abbara et al. [1] have
observed this universality phenomena in the context of approximate message passing algorithms for noiseless
compressed sensing. In the context of phase retrieval this phenomena was reported by Ma et al. [48] for the
performance of spectral method.
Our Contribution: In this paper we study the real phase retrieval problem where the sensing matrix
is generated by sub-sampling n columns of the m × m Hadamard-Walsh matrix. Under an average case
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assumption on the signal vector, our main result (Theorem 1) shows that the dynamics of a class of lin-
earized Approximate message passing schemes for this structured ensemble are asymptotically identical to
the dynamics of the same algorithm in the sub-sampled Haar sensing model in the high dimensional limit
where m,n diverge to infinity such that ratio κ = n/m ∈ (0, 1) is held fixed. This provides a theoretical
justification for the observed empirical universality in this particular setup. In the following section we define
the setup we study in more detail.
1.1 Setup
1.1.1 Sensing Model
As mentioned in the Introduction, we study the phase retrieval problem where the measurements y1, y2, . . . ym
are given by:
yi = (|Ax|)i.
The matrix A is called the sensing matrix. We also define z def= Ax which we refer to as the signed
measurements (which are not observed). We need to introduce the following 3 models for the sensing matrix
A:
Sub-sampled Hadamard Sensing Model: Assume that m = 2` for some ` ∈ N. In the sub-sampled
Hadamard1 sensing model the sensing matrix is generated by sub-sampling n columns of a m×m Hadamard-
Walsh matrix H uniformly at random:
A = HPS, (2)
where P is a uniformly random m×m permutation matrix and S is the selection matrix as defined in (1).
Recall that the Hadamard-Walsh matrix as a closed form formula: For any i, j ∈ [m] let i, j denote the
binary representations of i− 1, j − 1. Hence, i, j ∈ {0, 1}`. Then the (i, j)-th entry of H is given by:
Hij =
(−1)〈i,j〉√
m
, (3)
where 〈i, j〉 = ∑`k=1 ikjk. It is well known that H is orthogonal HTH = Im. This sensing model can be
thought of as a real analogue of the sub-sampled Fourier sensing model. Our primary goal is to develop
theory for this sensing model which is not covered by existing results. We believe that our analysis can be
extended to the Fourier case without much effort as well as some other deterministic orthogonal matrices
like the discrete cosine transform matrix.
Sub-sampled Haar Sensing Model: In this model the sensing matrix is generated by sub-sampling n
columns chosen uniformly at random of a m×m uniformly random orthogonal matrix:
A = OPS, (4)
where O ∼ Unif (O(m)), P is a uniformly random m×m permutation matrix and S is the selection matrix
as defined in (1). Existing theory applies to this sensing model and our goal will be to transfer these results
to the sub-sampled Hadamard model.
Sub-sampled Orthogonal Model: This model includes both sub-sampled Hadamard and Haar models
as special cases. In this model the sensing matrix is generated by sub-sampling n columns chosen uniformly
at random of a m×m orthogonal matrix U :
A = UPS, (5)
1Some authors refer to any orthogonal matrix with ±1 entries as a Hadamard matrix. We emphasize that we claim results
only about the Hadamard-Walsh construction given in (3) and not arbitrary Hadamard matrices.
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where U is a fixed or random orthogonal matrix, P is a uniformly random m×m permutation matrix and
S is the selection matrix as defined in (1). Setting U = O gives the sub-sampled Haar model and setting
U = H gives the sub-sampled Hadamard model. Our primary purpose for introducing this general model is
that it allows us to handle both the sub-sampled Haar and Hadamard models in a unified way. Additionally
some of our intermediate results hold for any orthogonal matrix U whose entries are delocalized and we wish
to record that when possible.
In addition, we introduce the following matrices which will play an important role in our analysis:
1. We define B def= PSSTP T. Observe that B is a random diagonal matrix with {0, 1} entries. It is easy
to check that the distribution of B is described as follows: pick a uniformly random subset S ⊂ [m]
with |S| = n and set:
Bii =
{
1 : i ∈ S
0 : i /∈ S .
2. Note that EB = κIm. We define the zero mean random diagonal matrix B
def
= B − κIm.
3. We define the matrix Ψ def= UBUT = AAT − κIm.
Finally note that all the sensing ensembles introduced in this section make sense only when n ≤ m or
equivalently κ ∈ [0, 1]. We will additionally assume that κ lies in the open interval (0, 1).
1.1.2 Algorithm
We study a class of linearized message passing algorithms. This is a class of iterative schemes which execute
the following updates:
zˆ(t+1) :=
(
1
κ
AAT − I
)
·
(
ηt(Y )− ETr(ηt(Y ))
m
I
)
· zˆ(t), (6a)
xˆ(t+1) := ATzˆ(t+1) (6b)
where,
Y = Diag (y1, y2 . . . ym) ,
and ηt : R→ R are bounded Lipchitz functions that act entry-wise on the diagonal matrix Y . The iterates
(zˆ(t))t≥0 should be thought as estimates of the signed measurements z = Ax. We now provide further
context regarding the iteration in (6).
Interpretation as Linearized AMP: The iteration (6) can be thought of as a linearization of a broad
class of non-linear approximate message passing algorithms. These algorithms execute the iteration:
zˆ(t+1) :=
(
1
κ
AAT − I
)
·Ht(y, zˆ(t)), (7a)
xˆ(t+1) := ATzˆ(t+1). (7b)
where Ht : R2 → R is a bounded Lipchitz function which satisfies the divergence-free property:
1
m
m∑
i=1
E∂zHt(yi, zˆ(t)i ) = 0.
Indeed if Ht was linear in the second (z) argument (or was approximated by its linearization) one obtains
the iteration in (6). By choosing the function Ht in the iteration appropriately, one can obtain the state of
the art performance for phase retrieval with sub-sampled Haar sensing. This algorithm achieves non-trivial
(better than random) performance when κ < 2/3 and exact recovery when κ < 0.63 [49]. While our analysis
currently doesn’t cover the non-linear iteration (7), we hope our techniques can be extended to analyze (7).
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Connection to Spectral Methods: Given that the algorithm we analyze (6) doesn’t cover the state
of the art algorithm one can reasonably ask what performance can one achieve with the linearized iteration
(6). It turns out that the iteration in (6) can implement a popular class of spectral methods which estimates
the signal vector x as proportional to the leading eigenvector of the matrix:
M =
1
m
m∑
i=1
T (yi)aiaTi ,
where a1:m denote the columns of A and T : R≥0 → (−∞, 1) is a trimming function. The performance
of these spectral estimators have been analyzed in the high dimensional limit [48, 31] for the sub-sampled
Haar model and they are known to have a non-trivial (better than random) performance when κ < 2/3.
Furthermore, simulations show that the same result holds for sub-sampled Hadamard sensing. In order to
connect the iteration (6) to the spectral estimator, Ma et al. [48] proposed setting the functions ηt in the
following way:
ηt(y) =
(
1
µ
− T (y)
)−1
, (8)
where µ ∈ (0, 1) is a tuning parameter. Ma et al. show that with this choice of ηt, every fixed point of the
iteration (6) denoted by z∞, ATz∞ is an eigenvector of the matrixM . Furthermore, suppose µ is set to be
the solution to the equation:
ψ1(µ) =
1
1− κ, ψ1(µ)
def
=
E|Z|2G
EG
, (9)
where the joint distribution of (Z,G) is given by:
Z ∼ N (0, 1) , G =
(
1
µ
− T (|Z|)
)−1
.
Then Ma et al. have shown that the linearized message passing iterations (6) achieve the same performance
as the spectral method for the sub-sampled Haar model as t→∞.
The State Evolution Formalism: An important property of the AMP algorithms of (6) and (7) is that
for the sub-sampled Haar model, the dynamics of the algorithm can be tracked by a deterministic scalar
recursion known as the state evolution. This was first shown for Gaussian sensing matrices by Bayati and
Montanari [12] and subsequently for rotationally invariant ensembles by Rangan et al. [59]. We instantiate
their result for our problem in the following proposition.
Proposition 1 (State Evolution [59]). Suppose that the sensing matrix is generated from the sub-sampled
Haar model and the signal vector is normalized such that ‖x‖22/m P→ 1 and the iteration (6) is initialized as:
zˆ(0) = α0z + σ0w,
where α0 ∈ R, σ0 ∈ R+ are fixed and w ∼ N (0, Im). Then for any fixed t ∈ N, as m,n→∞, n/m→ κ, we
have,
〈zˆ(t), z〉
m
P→ αt, ‖zˆ
(t)‖22
m
P→ α2t + σ2t ,
〈xˆ(t),x〉
m
P→ αt, ‖xˆ
(t)‖22
m
P→ α2t + (1− κ)σ2t ,
where (αt, σ2t ) are given by the recursion:
αt+1 = (δ − 1) · αt · EZ2ηt(|Z|), (10a)
σ2t+1 =
(
1
κ
− 1
)
·
(
α2t ·
{
EZ2η2t (|Z|)− (EZ2ηt(|Z|))2
}
+ σ2tEη2t (|Z|)
)
, (10b)
in the above display Z ∼ N (0, 1) and ηt(z) = ηt(z)− Eηt(|Z|).
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The above proposition lets us track the evolution of some performance metrics like the mean square error
(MSE) and the cosine similarity of the iterates. The proof of Proposition 1 crucially relies on the rotational
invariance of the sub-sampled Haar ensemble via Bolthausen’s conditioning technique [15] and does not
extend to structured sensing ensembles.
A Demonstration of the Universality Phenomena: For the sake of completeness, we provide a self
contained demonstration of the universality phenomena that we seek to study in Figure 1.
Figure 1: Solid Lines: Predicted Dynamics derived using State Evolution (Prop. 1 developed for sub-sampled
Haar sensing, + markers: Dynamics of Linearized Message Passing averaged over 10 repetitions with sub-
sampled Hadamard sensing and a real image (shown in inset) used as the signal vector. The error bars
represent the standard error across repetitions.
In order to generate this figure:
1. We used a 1024×256 image (after vectorization, shown as inset in Figure 1) as the signal vector. Each
of the red, blue, green channels were centered so that that their mean was zero and standard deviation
was 1.
2. We set m = 1024× 256.
3. In order to generate problems with different κ we down-sampled the original image to obtain a new
signal with n ≈ mκ (upto rounding errors).
4. We used a randomly sub-sampled Hadamard matrix for sensing. This was used to construct a phase
retrieval problem for each of the red, blue and green channels.
5. We used the linearized message passing configured to implement the spectral estimator (c.f. (8) and
(9)) with the optimal trimming function [47, 48]:
T?(y) = 1− 1
y2
.
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We ran the algorithm for 20 iterations and tracked the squared cosine similarity:
cos2(∠(xˆ(t),x)) def= |〈xˆ
(t),x〉|2
‖xˆ(t)‖22‖x‖22
.
We averaged the squared cosine similarity across the RGB channels.
6. We repeated this for 10 different random sensing matrices. The average cosine similarity is represented
by + markers in Figure 1 and the error bars represent the standard error across 10 repetitions. The
solid curves represent the predictions derived from State Evolution (see Proposition 1). We can observe
that the State Evolution closely tracks the empirical dynamics.
Assumption on the signal: It is easy to see that, unlike in the sub-sampled Haar case, the state evolution
cannot hold for arbitrary worst case signal vectors for the sub-sampled Hadamard sensing models since the
orthogonal signal vectors
√
me1 and
√
me2 generate the same measurement vector y = (1, 1 · · · , 1)T. This
is a folklore argument for non-indentifiability of the phase retrieval problem for ±1 sensing matrices [45].
Hence we study the universality phenomena under the simplest average case assumption on the signal namely
x ∼ N (0, In/κ).
1.2 Notation
Important Sets: N,N0,R,C denote the sets of natural numbers, non-negative integers, real numbers
and complex numbers respectively. [k] denotes the set {1, 2, · · · , k} and [i : j] denotes the set {i, i + 1, i +
2 · · · , j − 1, j}. O(m) refers to the set of all m ×m orthogonal matrices and U(m) refers to the set of all
m×m unitary matrices.
Stochastic Convergence: P→ denotes convergence in probability. If for a sequence of random variables
we have Xn
P→ c for a deterministic c, we say p-limXn = c.
Linear Algebraic Aspects: We will use bold face letters to refer to vectors and matrices. For a matrix
V ∈ Rm×n, we adopt the convention of referring to the columns of V by V1,V2 · · ·Vn ∈ Rm and to the
rows by v1,v2 · · ·vm ∈ Rn. For a vector v, ‖v‖1, ‖v‖2, ‖v‖∞ denote the `1, `2, `∞ norms respectively.
By default, ‖v‖ denotes the `2 norm. For a matrix V , ‖V ‖op, ‖V ‖Fr, ‖V ‖∞ denote the operator norm,
Frobenius norm and the entry-wise ∞-norm respectively. For vectors v1,v2 ∈ Rn, 〈v1,v2〉 denotes the inner
product 〈v1,v2〉 =
∑n
i=1 v1iv2i. For matrices V1,V2 ∈ Rm×n 〈V1,V2〉 denotes the matrix inner product∑m
i=1
∑n
j=1(V1)ij(V2)ij .
Important distributions: N (µ, σ2) denotes the scalar Gaussian distribution with mean µ and variance
σ2. N (µ,Σ) denotes the multivariate Gaussian distribution with mean vector µ and covariance matrix Σ.
Bern(p) denotes Bernoulli distribution with bias p. Binom(n, p) denotes the Binomial distribution with n
trials and bias p. For an arbitrary set S, Unif (S) denotes the uniform distribution on the elements of S. For
example, Unif
(
O(m)
)
denotes the Haar measure on the orthogonal group.
Order Notation and Constants: We use the standard O(·) notation. C will be used to refer to a
universal constant independent of all parameters. When the constant C depends on a parameter k we will
make this explicit by using the notation Ck or C(k). We say a sequence an = O(polylog(n)) if there exists
a fixed, finite constant K such that an ≤ O(logK(n))
2 Main Result
We now state our main result.
Theorem 1. Consider the linear message passing iterations (6). Suppose that:
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1. The functions ηt are bounded and Lipchitz.
2. The signal is generated from the Gaussian prior: x ∼ N (0, 1κIn).
3. The sensing matrix is generated from the sub-sampled Hadamard ensemble.
4. the iteration (6) is initialized as:
zˆ(0) = α0z + σ0w,
where α0 ∈ R, σ0 ∈ R+ are fixed and w ∼ N (0, Im).
Then for any fixed t ∈ N, as m,n→∞, n = κm, we have,
〈zˆ(t), z〉
m
P→ αt, ‖zˆ
(t)‖22
m
P→ α2t + σ2t ,
〈xˆ(t),x〉
m
P→ αt, ‖xˆ
(t)‖22
m
P→ α2t + (1− κ)σ2t ,
where (αt, σ2t ) are given by the recursion in (10).
Theorem 1 simply states that the dynamics of linearized message passing in the sub-sampled Hadamard
model are asymptotically indistinguishable from the dynamics in the sub-sampled Haar model. This provides
a theoretical justification for the universality depicted in Figure 1.
3 Related Work
Gaussian Universality: A number of papers have tried to explain the observations of Donoho and
Tanner [28] regarding the universality in performance of `1 minimization for noiseless linear sensing. For
noiseless linear sensing, the Gaussian sensing ensemble, sub-sampled Haar sensing ensemble and structured
sensing ensembles like sub-sampled Fourier sensing ensemble behave identically. Consequently, a number of
papers have tried to identify the class of sensing matrices which behave like Gaussian sensing matrices. It has
been shown that sensing matrices with i.i.d. entries under mild moment assumptions behave like Gaussian
sensing matrices in the context of performance of general (non-linear) Approximate Message Passing schemes
[12, 26], the limiting Bayes risk [10] and the performance of estimators based on convex optimization [44, 58].
The assumption that the sensing matrix has i.i.d. entries has been relaxed to the assumption that it has
i.i.d. rows (with possible dependence within a row) [2]. Finally we emphasize that in the presence of noise or
when the measurements are non-linear, the structured ensembles that we consider here which are obtained
by sub-sampling a deterministic orthogonal matrix like the Hadamard-Walsh matrix no longer behave like
Gaussian matrices, but rather like sub-sampled Haar matrices.
A result for highly structured ensembles: While the results mentioned above move beyond i.i.d.
Gaussian sensing, the sensing matrices they consider are still largely unstructured and highly random. In
particular, they don’t apply to the sub-sampled Hadamard ensemble considered here. A notable exception
is the work of Donoho and Tanner [29] which considers a random undetermined system of linear equations
(in x) of the form Ax = Ax0 for a random matrix A ∈ Rm×n and a k-sparse non-negative vector x0 ∈ Rn≥0.
Donoho and Tanner show that as m,n, k → ∞ such that n/m → κ1, k/m → κ2, the probability that x0
is the unique non-negative solution to the system sharply transitions from 0 to 1 depending on the values
κ1, κ2. Moreover, this transition is universal across a wide range of random A including Gaussian ensembles,
random matrices with i.i.d. entries sampled from a symmetric distribution and highly structured ensembles
whose null space is given by a random matrix B ∈ Rn−m×n generated by multiplying the columns of a fixed
matrix B0 whose columns are in general position by i.i.d. random signs. The proof technique of Donoho
and Tanner uses results from the theory of random polytopes and it is not obvious how to extend their
techniques beyond the case of solving under-determined linear equations.
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Universality Results in Random Matrix Theory: The phenomena that structured orthogonal ma-
trices like Hadamard matrices and Fourier matrices behave like random Haar matrices in some aspects has
been studied in the context of random matrix theory [5] and in particular free probability [52]. A well
known result in free probability (see the book of Mingo and Speicher [52] for a textbook treatment) is that
if U ∼ Unif (U(m)) and D1,D2 are deterministic m × m diagonal matrices then UD1UH and D2 are
asymptotically free and consequently the limiting spectral distribution of matrix polynomials in D2 and
UD1U
H can be described in terms of the limiting spectral distribution of D1,D2. Tulino et al. [68], Farrell
[34] have obtained an extension of this result where a Haar unitary matrix is replaced by m × m Fourier
matrix: If D1,D2 are independent diagonal matrices then FmD1F Hm is asymptotically free from D2. The
result of these authors has been extended to other deterministic orthogonal/unitary matrices (such as the
Hadamard-Walsh matrix) conjugated by random signed permutation matrices by Anderson and Farrell [4].
In order to see how the result of Tulino et al. connects with our results note that the linearized AMP it-
erations (6) involve 2 random matrices: HBHT and q(Y ). Note that if B and the diagonal matrix q(Y )
were independent, then the result of Tulino et al. would imply that HBHT, q(Y ) are asymptotically free
and this could potentially be used to analyze the linearized AMP algorithm. However, the key difficulty is
that the measurements y depend on which columns of the Hadamard-Walsh matrix were selected (specified
by B). Infact, this dependence is precisely what allows the linearized AMP algorithm to recover the signal.
However, we still find some of the techniques introduced by Tulino et al. useful in our analysis.
Non-rigorous Results from Statistical Physics: In the statistical physics literature Cakmak, Op-
per, Winther and Fleury [20, 17, 18, 19, 56] have developed an analysis of message passing algorithms for
rotationally invariant ensembles via a non-rigorous technique called the dynamical functional theory. These
works are interesting because they don’t heavily rely on rotational invariance, but instead rely on results from
Free probability. Since some of the free probability results have been extended to Fourier and Hadamard
matrices [68, 34, 4], there is hope to generalize their analysis beyond rotationally invariant ensembles. How-
ever currently, their results are non-rigorous due to two reasons: 1) due to the use of dynamical field theory
and 2) their application of Free probability results neglects dependence between matrices. In our work, we
avoid the use of dynamical functional theory since we analyze linearized AMP algorithms and furthermore,
we properly account for dependence that is heuristically neglected in their work.
The Hidden Manifold Model: Lastly, we discuss the recent work of Goldt et al. [37], Gerace et al.
[35], Goldt et al. [38] where they study statistical learning problems where the feature matrix A ∈ Rm×n
(the analogue of the sensing matrix in statistical learning) is generated as:
A = σ(ZF ),
where F ∈ Rd×n is a generic (possibly structured) deterministic weight matrix and Z ∈ Rm×d is an i.i.d.
Gaussian matrix. The function σ : R → R acts entry-wise on the matrix ZF . For this model, the authors
have analyzed the dynamics of online (one-pass) stochastic gradient descent (first non-rigorously [37] and
then rigorously [38]) and the performance of regularized empirical risk minimization with convex losses (non-
rigorously) via the replica method [35] in the high dimensional asymptotic m,n, d→∞, n/m→ κ1, d/m→
κ2. Their results show that in this case the feature matrix behaves like a certain correlated Gaussian feature
matrix. We note that the feature matrix A here is quite different from the sub-sampled Hadamard ensemble
since it uses O(m2) i.i.d. random variables (Z) where as the sub-sampled Hadamard ensemble only uses
m i.i.d. random variables (to specify the permutation matrix P ). However, a technical result proved by
the authors (Lemma A.2 of [37]) appears to be a special case of a classical result of Mehler [51], Slepian
[64] which we find useful to account for the dependence between the matrices qt(Y ),A appearing in the
linearized AMP iterations (6).
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4 Proof Overview
Our basic strategy to prove Theorem 1 will be as follows: Throughout the paper we will assume that
Assumptions 1, 2 and 4 of Theorem 1 hold. We will seek to only show that the observables:
〈zˆ(t), z〉
m
,
‖zˆ(t)‖22
m
,
〈xˆ(t),x〉
m
,
‖xˆ(t)‖22
m
, (11)
have the same limit in probability under both the sub-sampled Haar and the sub-sampled Hadamard sensing
models. We will not need to explicitly identify their limits since Proposition 1 already identifies the limit for
us and hence Theorem 1 will follow.
It turns out the limits of the observables (11) depends only on normalized traces and quadratic forms of
certain alternating products of the matrices Ψ and Z. Hence we introduce the following definition.
Definition 1 (Alternating Product). A matrix A is said to be a alternating product of matrices Ψ,Z if
there exist polynomials pi : R→ R, i ∈ 1, 2 . . . , k and bounded, Lipchitz functions qi : R→ R, i ∈ {1, 2 . . . k}
such that:
1. If B ∼ Bern(κ), Epi(B − κ) = 0.
2. qi are even functions i.e. qi(ξ) = qi(−ξ) and if ξ ∼ N (0, 1), then, Eqi(ξ) = 0,
and, A is one of the following:
1. Type 1: A = p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ)
2. Type 2: A = p1(Ψ)q1(Z)p2(Ψ)q2(Z) · · · pk(Ψ)qk(Z)
3. Type 3: A = q1(Z)p2(Ψ)q2(Z) · · · pk(Ψ)qk(Z).
4. Type 4: A = q1(Z)p2(Ψ)q2(Z)p3(Ψ) · · · qk−1(Z)pk(Ψ).
In the above definitions:
1. The scalar polynomial pi is evaluated at the matrix Ψ in the usual sense, for example if p(ψ) = ψ2,
then, p(Ψ) = Ψ2.
2. The functions qi are evaluated entry-wise on the diagonal matrix Z, i.e.
qi(Z) = Diag
(
qi(z1), qi(z2) . . . qi(zm)
)
.
We note that alternating products are a central notion in free probability [52]. The difference here is that
we have additionally constrained the functions pi, qi in Definition 1.
Theorem 1 is a consequence of two properties of alternating products which may be of independent
interest. These are stated in the following propositions.
Proposition 2. Let A(Ψ,Z) be an alternating product of matrices Ψ,Z. Suppose the sensing matrix A
is generated from the sub-sampled Haar sensing model or the sub-sampled Hadamard sensing model or by
sub-sampling a deterministic orthogonal matrix U with the property:
‖U‖∞ ≤
√
K1 log
K2(m)
m
, ∀m ≥ K3,
for some fixed constants K1,K2,K3. Then,
Tr(A(Ψ,Z))/m P→ 0.
Proposition 3. Let A(Ψ,Z) be an alternating product of matrices Ψ,Z. Then for the sub-sampled Haar
sensing model and for sub-sampled Hadamard (U = H) sensing model, we have,
p-lim
〈z,Az〉
m
exists and is identical for the two models.
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Outline of the Remaining Paper: The remainder of the paper is organized as follows:
1. In Section 4.1 we provide a proof of Theorem 1 assuming Propositions 2 and 3.
2. In Section 4.2 we introduce some key tools required for the proof of Propositions 2 and 3.
3. The proof of Proposition 2 can be found in Appendix A.
4. The proof of Proposition 3 can be found in Appendix B.
4.1 Proof of Theorem 1
In this section we will show the analysis of the observables (11) reduces to the analysis of the normalized
traces and quadratic forms of alternating products. In particular, we will prove Theorem 1 using Propositions
2 and 3.
Proof of Theorem 1. For simplicity, we will assume the functions ηt don’t change with t i.e. ηt = η ∀ t ≥ 0.
This is just to simplify notations and the proof of time varying ηt is exactly the same. Define the function:
q(z) = η(|z|)− EZ∼N (0,1)[η(|Z|)].
Note that the PCA-EP iterations can be expressed as:
zˆ(t+1) =
1
κ
·Ψ · q(Z) · zˆ(t).
Unrolling the iterations we obtain:
zˆ(t) =
1
κt
· (Ψ · q(Z))t · zˆ(0).
Note that the initialization is assumed to be of the form: zˆ(0) = α0z + σ0w, where w ∼ N (0, I). Hence:
zˆ(t) = α0
1
κt
· (Ψ · q(Z))t · z + σ0 · 1
κt
· (Ψ · q(Z))t ·w
xˆ(t) = ATzˆ(t).
We will focus on showing that the limits:
p-lim
〈x, xˆ(t)〉
m
, p-lim
‖xˆ(t)‖22
m
, (12)
exist and are identical for the two models. The claim for the limits corresponding to zˆ(t) are exactly analogous
and omitted. Hence the remainder of the proof is devoted to analyzing the above limits.
Analysis of 〈x, xˆ(t)〉: Observe that:
〈x, xˆ(t)〉 = 〈ATz,ATzˆ(t)〉
= α0
1
κt
· 〈ATz,AT(Ψ · q(Z))t · z〉︸ ︷︷ ︸
(T1)
+σ0 · 1
κt
· 〈ATz,AT · (Ψ · q(Z))t ·w〉︸ ︷︷ ︸
(T2)
.
We first analyze term (T1). Observe that:
(T1) = z
TAAT(Ψ · q(Z))tz
= zTΨ(Ψ · q(Z))tz + κzT(Ψ · q(Z))tz
= zTΨ2(q(Z)Ψ)t−1q(Z)z + κzT(Ψ · q(Z))tz
(a)
= zTp(Ψ)(q(Z)Ψ)t−1q(Z)z + κ(1− κ)zT(q(Z)Ψ)t−1q(Z)z + κzT(Ψ · q(Z))tz.
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In the step marked (a) we defined the polynomial p(ψ) = ψ2 − κ(1 − κ) which has the property
Ep(B − κ) = 0 when B ∼ Bern(κ). One can check that Z ∼ N (0, 1), Eq(Z) = 0 and q is a bounded,
Lipchitz, even function. Hence each of the terms appearing in step (a) are of the form zTAz for some
alternating product A (Definition 1) of matrices Ψ,Z. Consequently by Proposition 3 we obtain that
term (1) divided by m converges to the same limit in probability under both the sub-sampled Haar
sensing and the sub-sampled Hadamard sensing model. Next we analyze (T2). Note that:
〈ATz,AT · (Ψ · q(Z))t ·w〉
m
= zTAAT(Ψ · q(Z))tw/m
d
=
‖(q(Z)Ψ)tAATz‖2
m
·W, W ∼ N (0, 1) .
Observe that:
‖(q(Z)Ψ)tAATz‖2
m
=
‖(q(Z)Ψ)tAx‖2
m
≤ ‖(q(Z)Ψ)tA‖op · ‖x‖2
m
≤ ‖q(Z)‖top‖Ψ‖top‖A‖op ·
‖x‖2
m
.
It is easy to check that: ‖q(Z)‖op ≤ 2‖η‖∞ <∞. Similarly ‖Ψ‖op ≤ 1, ‖A‖op = 1. Hence,
‖(q(Z)Ψ)tAATz‖2
m
≤ 2t‖η‖t∞ ·
√
‖x‖2
m
· 1√
m
Observing that ‖x‖2/m P→ 1 we obtain:∣∣∣∣∣ 〈ATz,AT · (Ψ · q(Z))t ·w〉m
∣∣∣∣∣ ≤ 2t‖η‖t∞ ·
√
‖x‖2
m
· |W |√
m
P→ 0.
Note the above result holds for both subsampled Haar sensing and subsampled Hadamard sensing.
This proves that the limit:
p-lim
〈x, xˆ(t)〉
m
exists and is identical for the two models.
Analysis of ‖xˆ(t)‖2: Recalling that:
zˆ(t) = α0
1
κt
· (Ψ · q(Z))t · z + σ0 1
κt
· (Ψ · q(Z))t ·w
xˆ(t) = ATzˆ(t),
we can compute:
1
m
‖xˆ(t)‖22 =
1
κ2t
·
(
α20 · (T3) + 2α0σ0(T4) + σ20 · (T5)
)
where the terms (T3 − T5) are defined as:
(T3) =
zT(q(Z)Ψ)tAAT(Ψ · q(Z))t · z
m
,
(T4) =
zT(q(Z)Ψ)tAAT(Ψ · q(Z))t ·w
m
,
(T5) =
wT(q(Z)Ψ)tAAT(Ψ · q(Z))t ·w
m
.
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We analyze each of these terms separately. First consider (T3). Our goal will be to decompose the
matrix (q(Z)Ψ)tAAT(Ψ · q(Z))t as:
(q(Z)Ψ)tAAT(Ψ · q(Z))t = c0I +
Nt∑
i=1
ciAi,
where Ai are alternating products of the matrices Ψ,Z (see Definition 1) and ci are some scalar
constants. This decomposition has the following properties: 1) It is independent of the choice of the
orthogonal matrix U used to generate the sensing matrix. 2) The number of terms in the decomposition
Nt depends only on t and not on m,n. In order to see why such a decomposition exists: first recall
that AAT = Ψ + κIm. Hence, we can write:
(q(Z)Ψ)tAAT(Ψ · q(Z))t = (q(Z)Ψ)tΨ(Ψ · q(Z))t + κzT(q(Z)Ψ)t(Ψ · q(Z))t
= (q(Z)Ψ)t−1q(Z)Ψ3q(Z)(Ψ · q(Z))t−1 + κzT(q(Z)Ψ)t−1q(Z)Ψ2q(Z)(Ψ · q(Z))t−1.
For any i ∈ N we write Ψi = pi(Ψ) + µiI where µi = E(B − κ)i, B ∼ Bern(κ), and pi(ψ) = ψi − µi.
This polynomial satisfies the Epi(B − κ) = 0. This gives us:
(q(Z)Ψ)tAAT(Ψ · q(Z))t =
= (q(Z)Ψ)t−1q(Z)p3(Ψ)q(Z)(Ψ · q(Z))t−1 + κzT(q(Z)Ψ)t−1q(Z)p2(Ψ)q(Z)(Ψ · q(Z))t−1
+ (µ3 + κµ2) · (q(Z)Ψ)t−1q(Z)2(Ψ · q(Z))t−1.
In the above display, the first two terms on the RHS are in the desired alternating product form. We
center the last term. For any i ∈ N we define qi(z) = qi(z) − νi, νi = Eq(ξ)i, ξ ∼ N (0, 1). Hence
qi(Z) = qi(Z) + νiIm. Hence:
(q(Z)Ψ)tAAT(Ψ · q(Z))t =
= (q(Z)Ψ)t−1q(Z)p3(Ψ)q(Z)(Ψ · q(Z))t−1 + κzT(q(Z)Ψ)t−1q(Z)p2(Ψ)q(Z)(Ψ · q(Z))t−1
+ (µ3 + κµ2) · (q(Z)Ψ)t−1q2(Z)(Ψ · q(Z))t−1 + ν2 · (µ3 + κµ2) · (q(Z)Ψ)t−1(Ψ · q(Z))t−1.
In the above display, each of the terms in the right hand side are an alternating product except
(µ3 + κµ2) · (q(Z)Ψ)t−1(Ψ · q(Z))t−1. We inductively center this term. Note that this centering
procedure does not depend on the choice of the orthogonal matrix U used to generate the sensing
matrix. Furthermore, the number of terms is bounded by Nt ≤ Nt−1 + 3 =⇒ Nt ≤ 1 + 3t. Hence we
have obtained the desired decomposition:
(q(Z)Ψ)tAAT(Ψ · q(Z))t = c0I +
Nt∑
i=1
ciAi. (13)
Hence we can write (T3) as:
(T3) = c0
‖z‖2
m
+
1
m
Nt∑
i=1
ci z
TAiz = c0 ‖x‖
2
m
+
1
m
Nt∑
i=1
ci z
TAiz.
Observe that ‖x‖2/m P→ 1 and Proposition 3 guarantees zTAiz/m converges in probability to the
same limit irrespective of whether U = O or U = H. Hence term (T3) converges in probability to the
same limit for both the subsampled Haar sensing and the subsampled Hadamard sensing model.
Next we analyze term (T4). Repeating the arguments we made for the analysis of the term (T2) we
find:
(T4) =
zT(q(Z)Ψ)tAAT(Ψ · q(Z))t ·w
m
d
=
‖(q(Z)Ψ)tAAT(Ψ · q(Z))tz‖2
m
· W︸︷︷︸
W∼N (0,1)
P→ 0.
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Finally we analyze the term (T5). Using the decomposition (13) we have,
(T5) = c0
‖w‖22
m
+
1
m
Nt∑
i=1
ci w
TAiw.
We know that ‖w‖22/m P→ 1. Hence we focus on analyzing wTAiw/m. We decompose this as:
wTAiw
m
=
wTAiw − E[wTAiw|Ai]
m
+
E[wTAiw|Ai]
m
.
Observe that:
E[wTAiw|Ai]
m
=
κ · Tr(Ai)
m
P→ 0 (By Proposition 2).
On the other hand using the Hanson-Wright Inequality (Fact 1) together with the estimates
‖Ai‖op ≤ C(Ai), ‖Ai‖Fr ≤
√
m · C(Ai),
for a fixed constant C(Ai) (independent of m,n) depending only on the formula for Ai, we obtain:
P
(∣∣∣wTAiw − E[wTAiw|Ai]∣∣∣ > mt ∣∣∣∣ Ai
)
≤ 2 exp
(
− c
C(Ai) ·m ·min(t, t
2)
)
→ 0.
Hence,
wTAiw − E[wTAiw|Ai]
m
P→ 0.
This implies (T5)
P→ c0 for both the models. This proves the limit :
p-lim
‖xˆ(t)‖22
m
exists and is identical for the two sensing models. This concludes the proof of Theorem 1.
4.2 Key Ideas for the Proof of Propositions 2 and 3
In this section we introduce some key ideas that are important in the proof of Propositions 2 and 3. Recall
that we wish to analyze the limit in probability of the normalized trace and quadratic form. A natural
candidate for this limit is the limiting value of their expectation:
p-lim
1
m
TrA(Ψ,Z) ?= lim
m→∞
1
m
ETrA(Ψ,Z),
p-lim
〈z,Az〉
m
?
= lim
m→∞
E〈z,Az〉
m
.
In order to show this, one needs to show that the variance of the normalized trace and the normalized
quadratic form converges to 0 which involves analyzing the second moment of these quantities. However
since the analysis of the second moment uses very similar ideas as the analysis of the expectation we focus
on outlining the main ideas in the context of the analysis of expectation.
First we observe that alternating products can be simplified significantly due to the following property
of polynomials of centered Bernoulli random variables.
Lemma 1. For any polynomial p such that if B ∼ Bern(κ), E p(B − κ) = 0 we have,
p(Ψ) = (p(1− κ)− p(−κ)) ·Ψ.
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Proof. Observe that since Ψ = UBUT and U is orthogonal, we have, p(Ψ) = Up(B)UT. Next observe
that:
p(Bii) = p(1− κ)Bii + p(−κ)(1−Bii)
= (p(1− κ)− p(−κ)) ·Bii + κp(1− κ) + (1− κ)p(−κ)︸ ︷︷ ︸
=0
,
where the last step follows from the assumption E p(B − κ) = 0. Hence, p(B) = (p(1 − κ) − p(−κ))B and
p(Ψ) = (p(1− κ)− p(−κ))Ψ.
Hence without loss of generality we can assume that each of the pi in an alternating product satisfy
pi(ξ) = ξ.
4.2.1 Partitions
Observe that the expected normalized trace and expected quadratic form in Propositions 2 and 3 can be
expanded as follows:
1
m
ETrA(Ψ,Z) = 1
m
m∑
a1,a2,...ak=1
E[(Ψ)a1,a2q1(za2) · · · qk−1(zak)(Ψ)ak,a1 ],
E〈z,Az〉
m
=
1
m
∑
a1:k+1∈[m]
E[za1(Ψ)a1,a2q1(za2)(Ψ)a2,a3 · · · qk−1(zak)(Ψ)ak,ak+1zak+1 ].
Some Notation: Let P([k]) denotes the set of all partitions of a discrete set [k]. We use |pi| denotes
the number of blocks in pi. Recall that a partition pi ∈ P([k]) is simply a collection of disjoint subsets of [k]
whose union is [k] i.e.
pi = {V1,V2 . . .V|pi|}, unionsq|pi|t=1Vt = [k].
The symbol unionsq is exclusively reserved for representing a set as a union of disjoint sets. For any element
s ∈ [k], we use the notation pi(s) to refer to the block that s lies in. That is, pi(s) = Vi iff s ∈ Vi. For any
pi ∈ P([k]), define the set C(pi) the set of all vectors a ∈ [m]k which are constant exactly on the blocks of pi:
C(pi) def= {a ∈ [m]k : as = at ⇔ pi(s) = pi(t)}.
Consider any a ∈ C(pi). If Vi is a block in pi, we use aVi to denote the unique value the vector a assigns to
the all the elements of Vi.
The rationale for introducing this notation is the observation that:
[m]k =
⊔
pi∈P([k])
C(pi),
and hence we can write the normalized trace and quadratic forms as:
1
m
ETrA(Ψ,Z) = 1
m
∑
pi∈P([k])
∑
a∈C(pi)
E[(Ψ)a1,a2q1(za2) · · · qk−1(zak)(Ψ)ak,a1 ], (14a)
E〈z,Az〉
m
=
1
m
∑
pi∈P([k+1])
∑
a∈C(pi)
E[za1(Ψ)a1,a2q1(za2)(Ψ)a2,a3 · · · qk−1(zak)(Ψ)ak,ak+1zak+1 ]. (14b)
This idea of organizing the combinatorial calculations is due to Tulino et al. [69] and the rationale for doing
so will be clear in a moment.
17
4.2.2 Concentration
Lemma 2. Let the sensing matrix A be generated by sub-sampling a orthogonal matrix U . We have, for
any a, b ∈ [m]:
P
(|Ψab| ≥ |U) ≤ 4 exp(− 2
8m‖U‖4∞
)
.
Proof. Recall that Ψ = U(B − κIm)UT where the distribution of the diagonal matrix
B = Diag (B11, B22 . . . Bmm)
is described as follows: First draw a uniformly random subset S ⊂ [m] with |S| = n and set:
Bii =
{
0 : i 6∈ S
1 : i ∈ S .
Due to the constraint that
∑m
i=1Bii = n, these random variables are not independent. In order to address
this issue we couple B with another random diagonal matrix B˜ generated as follows:
1. First sample N ∼ Binom(m,κ).
2. Sample a subset S˜ ⊂ [m] with |S˜| = N as follows:
• If N ≤ n, then set S˜ to be a uniformly random subset of S of size N .
• If N > n first sample a uniformly random subset A of Sc of size N − n and set S˜ = S ∪A
3. Set B˜ as follows:
B˜ii =
{
0 : i 6∈ S˜
1 : i ∈ S˜. .
It easy to check that conditional on N , S˜ is a uniformly random subset of [m] with cardinality N . Since
N ∼ Binom(m,κ) this means: B˜ii i.i.d.∼ Bern(κ). Define:
T
def
= Ψab = u
T
a (B − κIm)ub =
m∑
i=1
uaiubi(Bii − EBii),
T˜
def
= uTa (B˜ − κIm)ub =
m∑
i=1
uaiubi(B˜ii − EB˜ii).
Observe that |T − T˜ | ≤ |N − n|‖U‖2∞. Hence,
P
(|T | ≥ ) ≤ P(|T˜ | ≥ 
2
)
+ P
(
|T − T˜ | ≥ 
2
)
= P
(
|T˜ | ≥ 
2
)
+ P
(
|N − EN | ≥ 
2‖U‖2∞
)
(a)
≤ 4 exp
(
− 
2
8m‖U‖4∞
)
.
In the step marked (a), we used Hoeffding’s Inequality.
Hence the above lemma shows that,
‖Ψ‖∞ ≤ O
(√
m‖U‖2∞ polylog(m)
)
,
with high probability. Recall that in the subsampled Hadamard model U = H and ‖H‖∞ = 1/
√
m.
Similarly in the subsampled Haar model U = O and ‖O‖∞ ≤ O(polylog(m)/
√
m). Hence, we expect:
‖Ψ‖∞ ≤ O
(
polylog(m)√
m
)
, with high probability. (15)
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4.2.3 Mehler’s Formula
Note that in order to compute the expected normalized trace and quadratic form as given in (14), we need
to compute:
E[(Ψ)a1,a2q1(za2) · · · qk−1(zak)(Ψ)ak,a1 ], E[za1(Ψ)a1,a2q1(za2)(Ψ)a2,a3 · · · qk−1(zak)(Ψ)ak,ak+1zak+1 ].
Note that by the Tower property:
E[(Ψ)a1,a2q1(za2) · · · qk−1(zak)(Ψ)ak,a1 ] = E
[
(Ψ)a1,a2 · · · (Ψ)ak,a1E[q1(za2) · · · qk−1(zak)|A]
]
,
and analogously for E[za1(Ψ)a1,a2q1(za2)(Ψ)a2,a3 · · · qk−1(zak)(Ψ)ak,ak+1zak+1 ]. Suppose that a ∈ C(pi) for
some pi ∈ P([k]). Let pi = V1 unionsq V2 · · · unionsq V|pi| Define:
FVi(ξ) =
∏
j∈Vi
j 6=1
qj−1(ξ).
Then we have,
E[q1(za2) · · · qk−1(zak)|A] = E
 |pi|∏
i=1
FVi(zaVi )
∣∣∣∣A

In order to compute the conditional expectation we observe that conditional on A, z is a zero mean Gaussian
vector with covariance:
E[zzT|A] = 1
κ
AAT =
1
κ
UBUT = I +
Ψ
κ
.
Note that since aVi 6= aVj for i 6= j, we have as a consequence of (15), {zaVi}
|pi|
i=1 are weakly correlated
Gaussians. Hence we expect,
E[q1(za2) · · · qk−1(zak)|A] =
|pi|∏
i=1
EZ∼N (0,1)FVi(Z) + A small error term,
where the error term is a term that goes to zero as m→∞. Mehler’s formula given in the proposition below
provides an explicit formula for the error term. Observe that in (14):
1. the sum over pi ∈ P([k]) cannot cause the error terms to add up since |P([k])| is a constant depending
on k but independent of m.
2. On the other hand the sum over a ∈ C(pi) can cause the errors to add up since:
|C(pi)| = m · (m− 1) · · · (m− |pi|+ 1).
It is not obvious right away how accurately the error must be estimated, but it turns out that for the proof
Proposition 2 it suffices to estimate the order of magnitude of the error term. For the proof of Proposition
3 we need to be more accurate and the leading order term in the error needs to be tracked precisely.
Before we state Mehler’s formula we recall some preliminaries regarding Fourier analysis on the Gaussian
space. Let Z ∼ N (0, 1). Let f : R → R be such that Ef2(Z) < ∞ i.e. f ∈ L2(N (0, 1)). The Hermite
polynomials {Hj : j ∈ N0} form an orthogonal polynomial basis for L2(N (0, 1)). The polynomial Hj is a
degree j polynomial. They satisfy the orthogonality property:
EHi(Z)Hj(Z) = i! · δij .
The first few Hermite polynomials are given by:
H0(z) = 1, H1(z) = z, H2(z) = z
2 − 1.
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Proposition 4 (Mehler [51], Slepian [64]). Consider a k dimensional Gaussian vector z ∼ N (0,Σ) such
that Σii = 1 for all i ∈ [k]. Let f1, f2 . . . fk : R → R be k arbitrary functions whose absolute value can be
upper bounded by a polynomial. Then,∣∣∣∣∣∣∣∣∣E
 k∏
i=1
fi(zi)
− ∑
w∈G(k)
‖w‖≤t
 k∏
i=1
fˆi(di(w))
 · Σw
w!
∣∣∣∣∣∣∣∣∣ ≤ Ct,k,f1:k
(
1 +
1
λ4t+4min (Σ)
)
·
(
max
i 6=j
|Σij |
)t+1
,
where:
1. G(k) denotes the set of undirected weighted graphs with non-negative integer weights on k nodes with
no self loops
2. An element w ∈ G(k) is represented by a k × k symmetric matrix w with wij = wji ∈ N ∪ {0} and
wii = 0.
3. di(w) denotes the degree of node i: di(w) =
∑k
j=1 wij.
4. ‖w‖ denotes the total weight of the graph defined as:
‖w‖ def=
∑
i<j
wij =
1
2
k∑
i=1
di(w).
5. The coefficients fˆi(j) are defined as: fˆi(j) = Efi(Z)Hj(Z) where Z ∼ N (0, 1).
6. Σw,w! denote the entry-wise powering and factorial:
Σw =
∏
i<j
Σ
wij
ij , w! =
∏
i<j
wij !
7. Ct,k,f1:k is a finite constant depending only on the t, k and the functions f1:k but is independent of Σ.
This result is essentially due to Mehler [51] in the case when k = 2 and the result for general k was
obtained by Slepian [64]. Actually the results of these authors show that the pdf of N (0,Σ) denoted by
ψ(z; Σ) has the following Taylor expansion around Σ = Ik:
ψ(z; Σ) = ψ(z; Ik) ·
 ∑
w∈G(k)
Σw
w!
·
k∏
i=1
Hdi(w)(zi)
 .
In Appendix E we check that this Taylor’s expansion can be integrated and estimate the truncation error to
obtain Proposition 4.
At this point, we have introduced all the tools used in the proof of Proposition 2 and we refer the reader
to Appendix A for the proof of Proposition 2.
4.2.4 Central Limit Theorem
We introduce the following definition.
Definition 2 (Matrix Moment). Let M be a symmetric matrix. Given a:
1. Partition pi ∈ P([k]) with blocks pi = {V1,V2, · · · ,V|pi|}.
2. A k × k symmetric weight matrix w ∈ G(k) with non-negative valued entries with wii = 0 ∀ i ∈ [k].
3. A vector a ∈ C(pi).
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Define the (w, pi,a) - matrix moment of the matrix M as:
M(M ,w, pi,a) def=
∏
i,j∈[k],i<j
Mwijai,aj .
By defining:
Wst(w, pi)
def
=
∑
i,j∈[k],i<j
{pi(i),pi(j)}={Vs,Vt}
wij ,
we can writeM(M ,w, pi,a) in the form:
M(M ,w, pi,a) =
∏
s,t∈[|pi|]
s≤t
MWst(w,pi)aVs ,aVt .
Remark 1 (Graph Interpretation). It is often useful to interpret the matrix M(M ,w, pi,a) in terms of
graphs:
1. w represents the adjacency matrix of an undirected weighted graph on the vertex set [k] with no self-
edges (wii = 0). We say an edge exists between nodes i, j ∈ [k] if wij ≥ 1 and the weight of the edge is
given by wij.
2. The partition pi of the vertex set [k] represents a community structure on the graph. Two vertices
i, j ∈ [k] are in the same community iff pi(i) = pi(j).
3. a represents a labelling of the vertices [k] with labels in the set [m] which respects the community
structure.
4. The weights Wst(w, pi) simply denote the total weight of edges between communities s, t.
The rationale for introducing this definition is as follows: When we Use Mehler’s formula to compute
E[q1(za2) · · · qk−1(zak)|A] and E[za1q1(za2) · · · qk−1(zak)zak+1 |A] and substitute the resulting expression in
(14), it expresses:
TrA(Ψ,Z)
m
,
E〈z,Az〉
m
,
in terms of the matrix momentsM(Ψ,w, pi,a).
For the proof of Proposition 2 it suffices to upper bound |M(Ψ,w, pi,a)| and we do so in the following
lemma.
Lemma 3. Consider an arbitrary matrix moment M(Ψ,w, pi,a) of Ψ. There exists a universal constant
C (independent of m,a, pi,w) such that,
E|M(Ψ,w, pi,a)| ≤

√
C‖w‖ log2(m)
m

‖w‖
,
for both the sub-sampled Haar and the sub-sampled Hadamard sensing model.
The claim of the lemma is not surprising in light of (15). The proof follows from the concentration
inequality in Lemma 2 and can be found in Appendix C.1.
On the other hand, to prove Proposition 3 we need a more refined analysis and we need to estimate the
leading order term in EM(Ψ,w, pi,a). In order to do so, we first consider any fixed entry of √mΨ:
√
mΨab =
√
m(UBUT)ab =
m∑
i=1
√
m · uai · ubi(Bii − κ).
Observe that:
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1. Bii − κ are centered and weakly dependent.
2.
√
muaiubi = O(m
− 12 ) under both the sub-sampled Haar model and the sub-sampled Hadamard model.
Consequently we expect
√
mΨab to converge to a Gaussian random variable and hence, we expect that:
EM(√mΨ,w, pi,a)
to converge to a suitable Gaussian moment. In order to show that the normalized quadratic form E〈z,Az〉/m
converges to the same limit under both the sensing models, we need to understand when is the limiting value
of EM(√mΨ,w, pi,a) under both the models. Understanding this uses the following simple but important
property of Hadamard matrices.
Lemma 4. For any i, j ∈ [m] we have,
√
mhi  hj = hi⊕j
Where  denotes the entry-wise multiplication of vectors and i⊕ j ∈ [m] denotes the result of the following
computation:
Step 1: Compute i, j ∈ {0, 1}m which are the binary representations of (i− 1) and (j − 1) respectively.
Step 2: Compute i+ j by adding i, j bit-wise (modulo 2).
Step 3: Compute the number in [0 : m− 1] whose binary representation is given by i+ j.
Step 4: Add one to the number obtained in Step 3 to obtain i⊕ j ∈ [m].
Proof. Recall by the definition of the Hadamard matrix, we have,
hik =
1√
m
(−1)〈i,k〉, hjk = 1√
m
(−1)〈j,k〉.
Hence,
√
m(hi  hj)k = (−1)
〈i+j,k〉
√
m
= (hi⊕j)k,
as claimed.
Due to the structure in Hadamard matrices EM(√mΨ,w, pi,a) might not always converge to the same
limit under the subsampled Haar and the Hadamard models. There are two kinds of exceptions:
Exception 1: Note that for the subsampled Hadamard Model,
√
mΨaa =
√
m
m∑
i=1
Bii|hai|2 = 1√
m
m∑
i=1
Bii = 0.
In contrast, under the subsampled Haar model, it can be shown that
√
mΨaa converges to a non-
degenerate Gaussian. These exceptions are ruled out by requiring the weight matrix w to be dissas-
sortative with respect to pi (See definition below).
Exception 2: Define b ∈ Rm to be the vector formed by the diagonal entries of B. Observe that for the
subsampled Hadamard model:
√
mΨab = 〈b,
√
mha  hb〉 = 〈b,ha⊕b〉.
Consequently if two distinct pairs (a1, b1) and (a2, b2) are such that a1⊕b1 = a2⊕b2 then
√
mΨa1,b1 and√
mΨa2,b2 are perfectly correlated in the subsampled Hadamard model. In contrast unless (a1, b1) =
(a2, b2), it can be shown they are asymptotically uncorrelated in the subsampled Haar model. This
exception is ruled out by requiring the labelling a to be conflict free with respect to (w, pi) (defined
below).
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Definition 3 (Disassortative Graphs). We say the weight matrix w is disassortative with respect to the
partition pi if: ∀ i, j ∈ [k], i < j such that pi(i) = pi(j) we have wij = 0. This is equivalent to Wss(w, pi) = 0
for all s ∈ [|pi|]. In terms of the graph interpretation, this means that there are no intra-community edges in
the graph. For any pi ∈ P([k]) we denote the set of all weight matrices dissortive with respect to pi by GDA(pi):
GDA(pi) def= {w ∈ G(k) : Wss(w, pi) = 0 ∀ s ∈ [|pi|]}.
Definition 4 (Conflict Freeness). Let pi ∈ P([k]) be a partition and let w ∈ GDA(pi) be a weight matrix
disassortative with respect to pi. Let s1 < t1 and s2 < t2 be distinct pairs of communities: s1, s2, t1, t2 ∈ [|pi|],
(s1, t1) 6= (s2, t2). We say a labelling a ∈ C(pi) has a conflict between distinct community pairs (s1, t1) and
(s2, t2) if:
1. Ws1,t1(w, pi) ≥ 1, Ws2,t2(w, pi) ≥ 1.
2. aVs1 ⊕ aVt1 = aVs2 ⊕ aVt2 .
We say a labelling a is conflict-free if it has no conflicting community pairs. The set of all conflict free
labellings of (w, pi) is denoted by LCF(w, pi).
The following two propositions show that if Exception 1 and Exception 2 are ruled out, then indeed
EM(√mΨ,w, pi,a) converges to the same Gaussian moment under both the subsampled Haar and the
Hadamard models.
Proposition 5. Consider the sub-sampled Haar model (Ψ = OBOT). Fix a partition pi ∈ P(k) and a
weight matrix w ∈ G(k). Then, there exists a constants K1,K2,K3 > 0 depending only on ‖w‖ (independent
of m) such that for any a ∈ C(pi) we have,∣∣∣∣∣∣∣∣∣EM(
√
mΨ,w, pi,a)−
∏
s,t∈[|pi|]
s≤t
E
[
Z
Wst(w,pi)
st
]∣∣∣∣∣∣∣∣∣ ≤
K1 log
K2(m)
m
1
4
, ∀ m ≥ K3.
In the above display Zst, s ≤ t, s, t ∈ [|pi|] are independent Gaussian random variables with the distribution:
Zst ∼
{
s < t : N (0, κ(1− κ))
s = t : N (0, 2κ(1− κ)) .
Proposition 6. Consider the sub-sampled Hadamard model (Ψ = HBHT). Fix a partition pi ∈ P(k) and
a weight matrix w ∈ Nk×k0 Then,
1. Suppose that w 6∈ GDA(pi), then,
M(√mΨ,w, pi,a) = 0.
2. Suppose that w ∈ GDA(pi). Then there exists a constants K1,K2,K3 > 0 depending only on ‖w‖
(independent of m) such that for any conflict free labelling a ∈ LCF(w, pi) we have,∣∣∣∣∣∣∣∣EM(
√
mΨ,w, pi,a)−
∏
s,t∈[|pi|]
s<t
E
[
ZWst(w,pi)κ
]∣∣∣∣∣∣∣∣ ≤
K1 log
K2(m)
m
1
4
, ∀ m ≥ K3.
In the above display Zκ ∼ N
(
0, κ(1− κ)).
The proof of these Propositions can be found in Appendix C.2. The proofs use a coupling argument to
replace the weakly dependent diagonal matrix B with a i.i.d. diagonal entries (as in the proof of Lemma 2)
along with a classical Berry Eseen inequality due to Bhattacharya [14].
Finally, in order to finish the proof of Proposition 3 regarding the universality of the normalized quadratic
form we need to argue the number exceptional labellings under which EM(√mΨ,w, pi,a) doesn’t converge
to the same Gaussian moment under the sub-sampled Hadamard and Haar models are an asymptotically
negligible fraction of the total number of labellings.
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Lemma 5. Let pi ∈ P([k]) be a partition and let w ∈ GDA(pi) be a weight matrix disassortative with respect
to pi. We have, |C(pi)\LCF(w, pi)| ≤ |pi|4 ·m|pi|−1 and,
lim
m→∞
LCF(w, pi)
m|pi|
= 1.
Proof. Let (s1, t1) 6= (s2, t2) be two distinct community pairs such that:
Ws1,t1(w, pi) ≥ 1, Ws2,t2(w, pi) ≥ 1.
Let L(s1,t1;s2,t2)(w, pi) denote the set of all labellings a ∈ C(pi) that have a conflict between distinct community
pairs (s1, t1) and (s2, t2):
L(s1,t1;s2,t2)(w, pi) def= {a ∈ C(pi) : aVs1 ⊕ aVt1 = aVs2 ⊕ aVt2 }.
Then we note that,
C(pi)\LCF(w, pi) =
⋃
s1,t1,s2,t2
L(s1,t1;s2,t2)(w, pi),
where the union ranges over s1, t1, s2, t2 such that 1 ≤ s1 < t1 ≤ |pi|, 1 ≤ s2 < t2 ≤ |pi| and (s1, t1) 6= (s2, t2)
and Ws1,t1(w, pi) ≥ 1,Ws2,t2(w, pi) ≥ 1. Next we bound |L(s1,t1;s2,t2)(w, pi)|. Since we know that (s1, t1) 6=
(s2, t2) and s1 < t1 and s2 < t2 out of the 4 indices s1, t1, s2, t2 there must be one index which is different
from all the others. Let us assume that this index is t2 (the remaining cases are analogous). To count
|L(s1,t1;s2,t2)(w, pi)| we assign labels to all blocks of pi except t2. The number of ways of doing so is at most
m|pi|−1. After we do so, we note that aVt2 is uniquely determined by the constraint:
aVs1 ⊕ aVt1 = aVs2 ⊕ aVt2 .
Hence |L(s1,t1;s2,t2)(w, pi)| ≤ m|pi|−1. And hence,
|C(pi)\LCF(w, pi)| =
∑
s1,t1,s2,t2
|L(s1,t1;s2,t2)(w, pi)| ≤ |pi|4m|pi|−1.
Finally we note that,
|C(pi)| − |C(pi)\LCF(w, pi)| = |LCF(w, pi)| ≤ |C(pi)|.
|C(pi)| is given by:
|C(pi)| = m(m− 1) · · · (m− |pi|+ 1) = m|pi| · (1 + om(1)).
Combining this with the already obtained upper bound |C(pi)\LCF(w, pi)| ≤ |pi|4 ·m|pi|−1 we obtain the second
claim of the lemma.
We now have all the tools required to finish the proof of Proposition 3 and we refer the reader to Appendix
B for the proof of this result.
5 Conclusion and Future Work
In this work we analyzed the dynamics of linearized Approximate message passing algorithms for phase
retrieval when the sensing matrix is generated by sub-sampling n columns of am×m Hadamard-Walsh matrix
under an average-case Gaussian prior assumption on the signal. We showed that the dynamics of linearized
AMP algorithms for these sensing matrices are asymptotically indistinguishable from the dynamics in the
case when the sensing matrix is generated by sampling n columns of a uniformly random m×m orthogonal
matrix. This provides a theoretical justification for an empirically observed universality phenomena in a
particular case. It would be interesting to extend our results in the following ways:
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Other structured ensembles: In this paper, while we focused on the sub-sampled Hadamard sensing
model, we believe our results should extend to other popular structured matrices with orthogonal columns
such as randomly sub-sampled Fourier and Discrete Cosine Transform matrices and CDP matrices. For
these ensembles, there exist analogues of Lemma 4 which would make it possible to prove counterparts of
Proposition 6 for these matrices.
Non-linear AMP Algorithms: Our results hold for linearized AMP algorithms which are not the
state-of-the-art message passing algorithms for phase retrieval. It would be interesting to extend our results
to include general non-linear AMP algorithms.
Non-Gaussian Priors: Simulations show that the universality of the dynamics of linearized AMP
algorithms continues to hold even if the signal is not drawn from a Gaussian prior, but is an actual image.
Hence it would be interesting to extend our results to general i.i.d. priors and more realistic models for
signals.
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A Proof of Proposition 2
Let us consider a fixed alternating product A(Ψ,Z) of one of the following forms:
1. Type 1: A = p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ)
2. Type 2: A = p1(Ψ)q1(Z)p2(Ψ)q2(Z) · · · pk(Ψ)qk(Z)
3. Type 3: A = q1(Z)p2(Ψ)q2(Z) · · · pk(Ψ)qk(Z).
4. Type 4: A = q1(Z)p2(Ψ)q2(Z)p3(Ψ) · · · qk−1(Z)pk(Ψ).
As a consequence of Lemma 1 we can assume that all the polynomials pi(ξ) = ξ. We begin by stating a few
intermediate lemmas which will be used to prove Proposition 2.
Lemma 6 (A high probability event). Let U denote the m × m orthogonal matrix used to generate the
sensing matrix . Define the event:
E =
{
max
i 6=j
|(AAT|)ij ≤
√
32 ·m · ‖U‖4∞ · log(m), max
i∈[m]
|(AAT)ii − κ| ≤
√
32 ·m · ‖U‖4∞ · log(m)
}
,
Then,
P(E|U) ≥ 1− 4/m2.
Furthermore for the subsampled Haar model (when U = O ∼ Unif (O(m))), we have,
P
{‖O‖∞ ≤√8 log(m)
m
}
∩ E
 ≥ 1− 6/m2.
Lemma 7 (A Continuity Estimate). Let A(Ψ,Z) be an alternating product of the matrices Ψ,Z (see
Definition 1). Then the map Z 7→ TrA(Ψ,Z)/m is Lipchitz in Z: i.e. for any two diagonal matrices
Z = Diag (z1, z2 . . . , zm) , Z ′ = Diag
(
z′1, z
′
2 . . . , z
′
m
)
we have,∣∣∣∣TrA(Ψ,Z)m − TrA(Ψ,Z ′)m
∣∣∣∣ ≤ C(A)√m · ‖Z −Z ′‖Fr,
where C(A) denotes a constant depending only on the formula for the alternating product A (independent of
m,n).
Lemma 8 (Analysis of Expectation). Let the sensing matrix A be drawn either from the subsampled Haar
model or be generated using a deterministic orthogonal matrix U with the property:
‖U‖∞ ≤
√
K1 log
K2(m)
m
,
for some universal constant K1,K2 ≥ 0, then, we have,
1
m
E[Tr(A(Ψ,Z))|A] P→ 0.
Lemma 9 (Analysis of Variance). Let A(Ψ,Z) be any alternating product of the matrices Ψ,Z. Then,
Var
(
TrA(Ψ,Z)
m
∣∣∣∣A
)
≤ C(A)
n
,
where C(A) denotes a constant depending only on the formula for the alternating product A (independent of
m,n).
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Before proving the above lemmas, we provide a proof of Proposition 2 using these results.
Proof of Proposition 2. We write Tr(A(Ψ,Z))/m as:
Tr(A(Ψ,Z))
m
= E
[
Tr(A(Ψ,Z))
m
∣∣∣∣A
]
+
Tr(A(Ψ,Z))
m
− E
[
Tr(A(Ψ,Z))
m
∣∣∣∣A
] .
We will show each of the two terms on the right hand side converge to zero in probability. Lemma 8 already
gives:
E
[
Tr(A(Ψ,Z))
m
∣∣∣∣A
]
P→ 0.
On the other hand, by Chebychev’s Inequality and Lemma 9 we have:
P
[∣∣∣∣Tr(A(Ψ,Z))− E[Tr(A(Ψ,Z))|A]m
∣∣∣∣ > ∣∣∣∣A
]
≤ 1
2
·Var
(
TrA(Ψ,Z)
m
∣∣∣∣A
)
≤ C(A)
n2
.
Hence,
P
[∣∣∣∣Tr(A(Ψ,Z))− E[Tr(A(Ψ,Z))|A]m
∣∣∣∣ > 
]
→ 0.
This concludes the proof of the proposition.
A.1 Proof of Lemma 6
Proof of Lemma 6. Recall that, AAT = UBUT, Ψ = AAT − E[AAT|U ] = U(B − κIm)UT where B is a
uniformly random m×m diagonal matrix with exactly n entries set to 1 and the remaining entries set to 0.
Using the concentration inequality of Lemma 2:
P
(
|(AAT)ij − E(AAT)ij | > 
∣∣ U) ≤ 4 exp(− 2
8m‖U‖4∞
)
, . (16)
Setting  =
√
32 ·m · ‖U‖4∞ · log(m) in (16) we obtain,
P
(
|(AAT)ij − E(AAT)ij | >
√
32 ·m · ‖U‖4∞ · log(m)
∣∣ U) ≤ 4
m4
.
By a union bound, P(Ec|U) ≤ 4/m2 → 0. In order to prove the claim of the lemma for the subsampled Haar
model, we first note that by Fact 4 we have,
P
(
|Oij | >
√
8 log(m)
m
)
≤ 2
m4
.
By a union bound P(‖O‖∞ >
√
8 log(m)/m) ≤ 2m−2. This gives us:
P
{‖O‖∞ ≤√8 log(m)
m
}
∩ E
 ≥ 1− P(‖O‖∞ >√8 log(m)
m
)
− P(Ec)
≥ 1− 2
m2
− EP(Ec|U)
≥ 1− 6
m2
.
This concludes the proof of the lemma.
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A.2 Proof of Lemma 7
Proof of Lemma 7. Consider any alternating product A (see Definition 1):
A(Ψ,Z) = (Ψ)q1(Z)(Ψ) · · · qk(Z).
Note that in the above expression, we have assumed the alternating product is of Type 2 but the following
argument applies to all the other types too. We define:
Ai = (Ψ)q1(Z)(Ψ)q2(Z) · · · (Ψ)qi(Z)(Ψ)qi+1(Z ′)(Ψ)qi+2(Z ′) · · · (Ψ)qk(Z ′).
Then we can express A(Ψ,Z ′)−A(Ψ,Z) as a telescoping sum:
A(Ψ,Z)−A(Ψ,Z ′) =
k∑
i=1
(Ai −Ai−1).
Hence, ∣∣∣∣TrA(Ψ,Z)m − TrA(Ψ,Z ′)m
∣∣∣∣ ≤ 1m
k∑
i=1
|Tr(Ai −Ai−1)|.
Next we observe that:
|Tr(Ai −Ai−1)| = |Tr((Ψ)q1(Z) · · · (Ψ)qi−1(Z) · (qi(Z)− qi(Z ′)) · (Ψ)qi+1(Z ′) · · · (Ψ)qk(Z ′))|
≤ ∥∥(Ψ)q1(Z) · · · (Ψ)qi−1(Z) · (Ψ)qi+1(Z ′) · · · (Ψ)qk(Z ′)∥∥op ·
 m∑
j=1
|qi(zj)− qi(z′j)|

≤ ‖(Ψ)‖op‖q1(Z)‖op · · · ‖(Ψ)‖op‖qk(Z ′)‖op ·
 m∑
j=1
|qi(zj)− qi(z′j)|

(a)
≤
 k∏
j=1
‖qj‖∞
 · ‖qi‖Lip ·
 m∑
j=1
|zj − z′j |

≤ √m · C(A) · ‖Z −Z ′‖Fr.
In the step marked (a), we observed that: ‖(Ψ)‖op = ‖U(B)UT‖op ≤ max(|κ)|, |1 − κ|) ≤ 1. Similarly,
‖qj(Z)‖op ≤ ‖qj‖∞ def= supξ∈R |qj(ξ)|. We also recalled the functions qi are assumed to be Lipchitz and
denoted the Lipchitz constant of qi by ‖qi‖Lip. Hence we obtain:∣∣∣∣TrA(Ψ,Z)m − TrA(Ψ,Z ′)m
∣∣∣∣ ≤ k · C(A)√m · ‖Z −Z ′‖Fr.
This concludes the proof of the lemma.
A.3 Proof of Lemma 8
Recall the notation regarding partitions introduced in Section 4.2.1.
Proof of Lemma 8. We will organize the proof into various steps.
Step 1: Restricting to a Good Event We first observe that Tr(A(Ψ,Z))/m is uniformly bounded:
TrA(Ψ,Z)
m
≤ ‖A(Ψ,Z)‖op ≤
k∏
i=1
‖qi‖∞ = C(A) <∞,
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where ‖qi‖∞ = supξ∈R |qi(ξ)| and C(A) denotes a finite constant independent of m,n. Define the
event:
E =
maxi6=j |(AAT|)ij ≤
√
32 ·K21 · log2K2+1(m)
m
, max
i∈[m]
|(AAT)ii − κ| ≤
√
32 ·K21 · log2K2+1(m)
m
 .
(17)
If the sensing matrix A was generated by subsampling a deterministic orthogonal matrix U with the
property:
‖U‖∞ ≤
√
K1 log
K2(m)
m
,
then Lemma 6 gives P(Ec) ≤ 4/m2. On the other hand if A was generated by subsampling a uniformly
random column orthogonal matrix O then we set K1 = 8,K2 = 1 and Lemma 6 gives P(Ec) ≤ 6/m2.
Using this event, we decompose E[Tr(A(Ψ,Z)|A]/m as:
E[TrA(Ψ,Z)|A]
m
=
E[TrA(Ψ,Z)|A]
m
· IE + E[TrA(Ψ,Z)|A]
m
· IEc .
Since P(Ec) → 0 and E[Tr(A(Ψ,Z)|A]/m < C(A) < ∞ is uniformly bounded we immediately obtain
E[Tr(A(Ψ,Z)|A] · IEc/m P→ 0. Hence we simply need to show:
E[TrA(Ψ,Z)|A]
m
· IE P→ 0.
Step 2: Variance Normalization Recall that Z = Diag (z) , z = Ax ∼ N (0,AAT/κ). We define the
normalized random vector z˜ as:
z˜i =
zi
σi
, σ2i =
(AAT)ii
κ
(18)
Note that conditional on A, z˜ is a zero mean Gaussian vector with:
E[z˜i2|A] = 1, E[z˜iz˜j |A] = (AA
T)ij/κ
σiσj
.
We define the diagonal matrix Z˜ = Diag (z˜). Using the continuity estimate from Lemma 7 we have,∣∣∣∣∣TrA(Ψ,Z)m − TrA(Ψ, Z˜)m
∣∣∣∣∣ ≤ C(A)√m ‖z − z˜‖2
≤ C(A) ·
 1
m
m∑
i=1
z2i
 12 ·(max
i∈[m]
∣∣∣∣ 1σi − 1
∣∣∣∣
)
≤ C(A) ·
 1
m
m∑
i=1
x2i
 12 ·(max
i∈[m]
∣∣∣∣ 1σi − 1
∣∣∣∣
)
.
We observe that ‖x‖2/m P→ κ−1 and on the event E ,
max
i∈[m]
∣∣∣∣ 1σi − 1
∣∣∣∣→ 0.
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Hence, ∣∣∣∣∣E[TrA(Ψ,Z)|A]m − E[TrA(Ψ, Z˜)|A]m
∣∣∣∣∣ · IE P→ 0,
and hence to conclude the proof of the lemma we simply need to show:
E[TrA(Ψ, Z˜)|A]
m
· IE P→ 0
Step 3: Mehler’s Formula Supposing tha alternating product is of the Type 2 form (recall Definition 1):
A(Ψ, Z˜) = (Ψ)q1(Z˜)(Ψ)q2(Z˜) · · · (Ψ)qk(Z˜).
The argument for the other types is very similar and we will sketch it in the end. We expand TrA(Ψ, Z˜)
as follows:
1
m
TrA(Ψ, Z˜) = 1
m
m∑
a1,a2,...ak=1
(Ψ)a1,a2q1(Z˜)a2,a2 · · · (Ψ)ak,a1qk(Z˜)a1,a1 .
Next we observe that:
[m]k =
⊔
pi∈P([k])
C(pi).
Hence we can decompose the above sum as:
E[TrA(Ψ, Z˜) |A]
m
=
∑
pi∈P([k])
1
m
∑
a∈C(pi)
(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,a1E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜ak+1)|A].
By the triangle inequality,∣∣∣∣∣E[TrA(Ψ, Z˜) |A]m
∣∣∣∣∣ ≤ ∑
pi∈P([k])
1
m
∑
a∈C(pi)
|(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,a1 ||E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]|.
(19)
We first bound |E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]|. Observe that if the blocks of pi = {V1,V2 . . .V|pi|} we
can write:
∣∣E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]∣∣ =
∣∣∣∣∣∣E
 |pi|∏
i=1
∏
j∈Vi
qj−1(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣ .
In the above display, we have defined q0
def
= qk. Define the functions q1, q2 . . . q|pi| as:
qi(ξ) =
∏
j∈Vi
qj−1(ξ)− νi, νi = Eξ∼N (0,1)
∏
j∈Vi
qj−1(ξ)
 .
Hence we obtain:
∣∣E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]∣∣ =
∣∣∣∣∣∣E
 |pi|∏
i=1
(qi(zaVi ) + νi)
∣∣∣∣A
∣∣∣∣∣∣
≤
∑
V⊂[|pi|]
∏
i 6∈V
|νi|
 ·
∣∣∣∣∣∣E
∏
i∈V
qi(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣ . (20)
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Let S (pi) denote the singleton blocks of the partition pi: S (pi) = {i ∈ [|pi|] : |Vi| = 1}. Note that for
any i ∈ S (pi), νi = 0 since the functions qi satisfy Eqi(ξ) = 0 when ξ ∼ N (0, 1) (Definition 1). Hence:
∣∣E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]∣∣ ≤ ∑
V⊂[|pi|]:S (pi)⊂V
∏
i 6∈V
|νi|
 ·
∣∣∣∣∣∣E
∏
i∈V
qi(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣ .
Next we apply Mehler’s Formula (Proposition 4) to bound:∣∣∣∣∣∣E
∏
i∈V
qi(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣ IE .
We make the following observations:
1. Recall the distribution of z˜ given in (18) and the definition of the event E in (17) we obtain:
max
i 6=j
|E[z˜iz˜j |A]| ≤
max
i 6=j
1
κσiσj
√
32 ·K21 · log2K2+1(m)
m

Note that for large enough m, event E guarantees mini σi ≥ 1/2. Hence,
max
i6=j
|E[z˜iz˜j |A]| ≤
 4
κ
√
32 ·K21 · log2K2+1(m)
m
 .
For any S ⊂ [m] with |S| ≤ k let E[z˜z˜T|A]S,S be the principal submatrix of the covariance matrix
E[z˜z˜T|A]. By Gershgorin’s Circle Theorem we have.
λmin
(
E[z˜z˜T|A]S,S
)
≥ 1− kmax
i 6=j
|E[z˜iz˜j |A]| ≥ 1
2
(for m large enough).
2. We note that qi satisfy Eqi(ξ) = 0 and Eξqi(ξ) = 0 (since qi are even functions) when ξ ∼ N (0, 1).
Hence the first order term in Mehler’s expansion is:
di(w) ≥ 2 ∀ i ∈ V =⇒ ‖w‖ ≥ |V |.
Hence by Mehler’s Formula (Proposition 4), we obtain,∣∣∣∣∣∣E
∏
i∈V
qi(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣ IE ≤ C ·
(
max
i 6=j
E[z˜iz˜j |A]
)|V |
≤ C ·
 4
κ
√
32 ·K21 · log2K2+1(m)
m

|V |
.
for some finite constant C depending only on k and the functions q1:k. Substituting this bound in (20)
we obtain:
∣∣E[ q1(z˜a2)q2(z˜a3) · · · qk(z˜a1)|A]∣∣ · IE ≤ ∑
V⊂[|pi|]
∏
i 6∈V
|νi|
 ·
∣∣∣∣∣∣E
∏
i∈V
qi(z˜aVi )
∣∣∣∣A
∣∣∣∣∣∣
≤ C
∑
V⊂[|pi|]
∏
i 6∈V
|νi|
 ·
 4
κ
√
32 ·K21 · log2K2+1(m)
m

|V |
≤ C(A) ·
 4
κ
√
32 ·K21 · log2K2+1(m)
m

|S (pi)|
.
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In the above display C(A) denotes a finite constant depending only on k and the functions appearing
in the definition of A. Substituting this in (19):∣∣∣∣∣E[TrA(Ψ, Z˜) |A]m
∣∣∣∣∣ IE
≤
∑
pi∈P([k])
C(A)
m
∑
a∈C(pi)
|(Ψ)a1,a2 · · · (Ψ)ak,a1 |
 4
κ
√
32 ·K21 · log2K2+1(m)
m

|S (pi)|
Again recalling the definition of E in (17) we can upper bound |(Ψ)a1,a2 · · · (Ψ)ak,a1 |:∣∣∣∣∣E[TrA(Ψ, Z˜) |A]m
∣∣∣∣∣ · IE ≤ ∑
pi∈P([k])
C(A)
m
∑
a∈C(pi)
·

√
·K21 · log2K2+1(m)
m

|S (pi)|+k
=
C(A)
m
∑
pi∈P([k])
|C(pi)| ·

√
·K21 · log2K2+1(m)
m

|S (pi)|+k
. (21)
Step 4: Conclusion Observe that: |C(pi)| ≤ m|pi|. Recall that pi has |S (pi)| singleton blocks. All remaining
blocks of pi have atleast 2 elements. Hence we can upper bound |pi| as follows:
|pi| ≤ k − |S (pi)|
2
+ |S (pi)| = k + |S (pi)|
2
.
Substituting this in (21) along with the trivial bounds |S (pi)| ≤ k, |P([k]) ≤ kk, we obtain:∣∣∣∣∣E[TrA(Ψ, Z˜) |A]m
∣∣∣∣∣ · IE ≤ C(A) · kk · (K21 log2K2+1(m))km → 0,
as desired.
Step 5: Other Cases Recall that we had assumed that the alternating product was of Type 2:
A(Ψ, Z˜) = (Ψ)q1(Z˜)(Ψ)q2(Z˜) · · · (Ψ)qk(Z˜).
The analysis for the other Types in analogous and we briefly sketch these cases:
Type 1: A(Ψ, Z˜) = (Ψ)q1(Z˜)(Ψ)q2(Z˜) · · · (Ψ)qk(Z˜)(Ψ). In this case the normalized trace is ex-
panded as:
E[TrA(Ψ, Z˜) |A]
m
=
1
m
m∑
a0,a1,...ak=1
E[(Ψ)a0,a1q1(Z˜)a1,a1 · · · qk(Z˜)ak,ak(Ψ)ak,a0 |A]
=
1
m
m∑
a0=1
∑
pi∈P([k])
∑
a∈C(pi)
(Ψ)a0,a1(Ψ)a1,a2 · · · (Ψ)ak,a0E[q1(z˜a1) · · · qk(z˜ak)|A].
As before we can argue on the event E , for any a0:k,
|E[q1(z˜a1) · · · qk(z˜ak)|A]| ≤ O
(polylog(m)
m
) |S (pi)|
2
 ,
|(Ψ)a0,a1(Ψ)a1,a2 · · · (Ψ)ak,a0 | ≤ O
(polylog(m)
m
) k+1
2
 ,
|C(pi)| ≤ m k+|S (pi)|2 ,
|P([k])| ≤ kk.
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This gives us:∣∣∣∣∣E[TrA(Ψ, Z˜) |A]m
∣∣∣∣∣ IE ≤ 1m ·
choices for a0︷︸︸︷
m ·
choices for pi︷ ︸︸ ︷
|P([k])| ·
choices for a1:k︷ ︸︸ ︷
|C(k)| ·O
(
polylog(m)
m
k+|S (pi)|+1
2
)
= O
(
polylog(m)√
m
)
→ 0.
Type 3: A = q0(Z)(Ψ)q1(Z) · · · (Ψ)qk(Z) This case can be reduced to Type 1 and Type 2. Define
q˜k(ξ) = q0(ξ)qk(ξ)− ν, ν = Eξ∼N (0,1) q0(ξ)qk(ξ). Then:
E[TrA(Ψ,Z)|A]
m
=
E[Tr(q0(Z)(Ψ)q1(Z) · · · (Ψ)qk(Z))|A]
m
=
E[Tr((Ψ)q1(Z) · · · (Ψ)qk(Z)q0(Z))|A]
m
=
E[Tr((Ψ)q1(Z) · · · (Ψ)q˜k(Z))|A]
m︸ ︷︷ ︸
Type 2
+ν
E[Tr((Ψ)q1(Z) · · · (Ψ))|A]
m︸ ︷︷ ︸
Type 1
.
Type 4: A(Ψ,Z) = q1(Z)(Ψ)q2(Z)(Ψ) · · · qk(Z)(Ψ) This case is exactly the same as Type 2, and
exactly the same bounds hold.
This concludes the proof of Lemma 8.
A.4 Proof of Lemma 9
Proof of Lemma 9. We observe that since Ψ = AAT − κIm, conditioning on A fixes Ψ. Hence the only
source of randomness in A(Ψ,Z) is the randomness induced by Z = Diag (z) , z = Ax,x ∼ N (0, 1/κ).
Define the map f(x) def= Tr(A(Ψ,Diag (Ax))/m. By Lemma 7, we have,
|f(x)− f(x′)| ≤ C(A)√
m
· ‖A(x− x′)‖2 ≤ C(A)‖A‖op√
m
· ‖x− x′‖2 = C(A)√
m
· ‖x− x′‖2.
Hence f is C(A)/√n-Lipchitz. The claim of the lemma follows from the Gaussian Poincare Inequality (see
Fact 2).
B Proof of Proposition 3
In this section we provide a proof of Proposition 3. Consider any fixed alternating product of the matrices
Ψ,Z: A(Ψ,Z). This is of one of the four types:
1. Type 1: A = p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ)
2. Type 2: A = p1(Ψ)q1(Z)p2(Ψ)q2(Z) · · · pk(Ψ)qk(Z)
3. Type 3: A = q0(Z)p1(Ψ)q2(Z) · · · pk−1(Ψ)qk(Z).
4. Type 4: A = q0(Z)p1(Ψ)q2(Z)p2(Ψ) · · · qk(Z)pk(Ψ).
The proof of Proposition 3 follows from the following three results.
Lemma 10 (Continuity Estimates). We have,
1. Continuity with respect to z:∣∣∣∣∣zTA(UBUT,Diag (z))zm − z˜TA(UBUT,Diag (z˜))z˜m
∣∣∣∣∣
≤ C(A)
m
·
(
‖z‖22 · ‖z − z˜‖∞ + ‖z − z˜‖2 · (‖z‖2 + ‖z˜‖2)
)
,
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where C(A) depends only on k and the ‖‖∞-norms and Lipchitz constants of the functions appearing
in A.
2. Continuity with respect to U :
1
m
∣∣∣zTA(UBUT,Diag (z))z − zTA(U˜BU˜T,Diag (z))z∣∣∣ ≤ C(A) · ‖z‖2
m
· ‖U − U˜‖Fr,
where C(A) denotes a finite constant depending only on the ‖ · ‖∞ norms and Lipchitz constants of the
functions appearing in A.
Since the proof of this lemma is not very interesting, we have relegated it to Appendix D.1.
Proposition 7 (Universality of the first moment of the quadratic form). For both the subsampled Haar
sensing model and the subsampled Hadamard sensing model, we have:
lim
m→∞
EzTAz
m
= (1− κ)k ·
∏
i
qˆi(2)
 ·
∏
i
(pi(1− κ)− pi(−κ))
 ,
where the index i in the product ranges over all the pi, qi functions appearing in A.
Proposition 8 (Universality of the second moment of the quadratic form). For both the subsampled Haar
sensing model and the subsampled Hadamard sensing model, the limit:
lim
m→∞
E(zTAz)2
m2
= (1− κ)2k ·
∏
i
qˆ2i (2)
 ·
∏
i
(pi(1− κ)− pi(−κ))2

exists and is the same for both the models.
We now provide a proof of Proposition 3 using the above lemmas.
Proof of Proposition 3. Note that Propositions 7, 8 together imply that,
Var
(
zTAz
m
)
→ 0,
for both the sensing models. Hence, by Chebychev’s inequality and Proposition 7, we have, for both the
sensing models,
p-lim
zTAz
m
= (1− κ)k ·
∏
i
qˆi(2)
 ·
∏
i
(pi(1− κ)− pi(−κ))
 .
This proves the claim of Proposition 3.
The remainder of the section is dedicated to the proofs of Propositions 7 and 8
B.1 Proof of Proposition 7
We provide a proof of Proposition 7 assuming that alternating form is of Type 1.
A(Ψ,Z) = p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ).
We will outline how to handle the other types at the end of the proof (see Remark 2). Furthermore, in light
of Lemma 1 we can further assume that all polynomials pi(ψ) = ψ. Hence we assume that A is of the form:
A(Ψ,Z) = Ψq1(Z)Ψ · · · qk−1(Z)Ψ.
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The proof of Proposition 7 consists of various steps which will be organized as separate lemmas. We
begin by recall that
z ∼ N
(
0,
AAT
κ
)
.
Define the event:
E =
maxi 6=j |(AAT|)ij ≤
√
2048 · log3(m)
m
, max
i∈[m]
|(AAT)ii − κ| ≤
√
2048 · log3(m)
m
 (22)
By Lemma 6 we know that P(Ec)→ 0 for both the subsampled Haar sensing and the subsampled Hadamard
model. We define the normalized random vector z˜ as:
z˜i =
zi
σi
, σ2i =
(AAT)ii
κ
Note that conditional on A, z˜ is a zero mean Gaussian vector with:
E[z˜i2|A] = 1, E[z˜iz˜j |A] = (AA
T)ij/κ
σiσj
.
We define the diagonal matrix Z˜ = Diag (z˜).
Lemma 11. We have,
lim
m→∞
EzTA(Ψ,Z)z
m
= lim
m→∞
Ez˜TA(Ψ, Z˜)z˜
m
IE ,
provided the latter limit exists.
The proof of the Lemma is provided in Appendix D.2. It uses the fact that P(Ec) → 0 and that on the
event E since σ2i ≈ 1, we have z ≈ z˜ and hence, the continuity estimates of Lemma 10 give the claim of this
lemma.
The advantage of Lemma 11 is that z˜i ∼ N (0, 1) and on the event E the coordinates of z˜ have weak
correlations. Consequently, Mehler’s Formula (Proposition 4) can be used to analyze the leading order term
in E[z˜TA(Ψ, Z˜)z˜ IE ]. Before we do so, we do one additional preprocessing step.
Lemma 12. We have,
lim
m→∞
Ez˜TA(Ψ, Z˜)z˜
m
IE = lim
m→∞
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉.IE
m
,
provided the latter limit exists.
Proof Sketch. Observe that we can write:
z˜TAz˜ = 〈A(Ψ, Z˜), z˜z˜T〉
(a)
= 〈A(Ψ, Z˜), z˜z˜T − Z˜2〉+ Tr(A(Ψ, Z˜) · q(Z˜)) + Tr(A(Ψ, Z˜)).
In the step marked (a) we defined q(ξ) = ξ2 − 1 which is an even function. Note that we know that
|Tr(A)|/m ≤ ‖A‖op ≤ C(A) < ∞. Furthermore by Proposition 2 we know Tr(A)/m P→ 0 and hence by
Dominated Convergence ETr(A)IE/m→ 0. Further note that Tr(Aq(Z˜)) is also an alternating form except
for minor issue that q(ξ) is not uniformly bounded and Lipchitz. However the combinatorial calculations in
Proposition 2 can be repeated to show that ETr(A · q(Z˜))/m → 0. Since we will see a more complicated
version of these arguments in the remainder of the proof, we omit the details of this step.
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Note that, so far, Lemmas 11 and 12 show that:
lim
m→∞
EzTA(Ψ,Z)z
m
= lim
m→∞
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉.IE
m
,
provided the latter limit exists. We now focus on analyzing the RHS. We expand
〈A(Ψ, Z˜), z˜z˜T − Z˜2〉
m
=
1
m
∑
a1:k+1∈[m]
a1 6=ak+1
z˜a1(Ψ)a1,a2q1(z˜a2)(Ψ)a2,a3 · · · qk−1(z˜ak)(Ψ)ak,ak+1 z˜ak+1 .
Recall the notation for partitions introduced in Section 4.2.1. Observe that:
{(a1 . . . ak+1) ∈ [m]k+1 : a1 6= ak+1} =
⊔
pi∈P([k+1])
pi(1) 6=pi(k+1)
C(pi).
Hence,
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉 · IE
m
=
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
E z˜a1(Ψ)a1,a2q1(z˜a2)(Ψ)a2,a3 · · · qk−1(z˜ak)(Ψ)ak,ak+1 z˜ak+1 · IE .
Fix a pi ∈ P([k + 1]) such that pi(1) 6= pi(k + 1) and consider a a ∈ C(pi). By the tower property,
Ez˜a1(Ψ)a1,a2q1(z˜a2)(Ψ)a2,a3 · · · qk−1(z˜ak)(Ψ)ak,ak+1 z˜ak+1IE =
E
[
(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,ak+1 · E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A]IE
]
.
We will now use Mehler’s formula (Proposition 4) to evaluate E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A] upto
leading order. Note that some of the random variables z˜a1:k+1 are equal (as given by the partition pi. Hence
we group them together and recenter the resulting functions. The blocks corresponding to a1, ak+1 need to
be treated specially due to the presence of z˜a1 , z˜ak+1 in the above expectations. Hence, we introduce the
following notations: We introduce the following notations:
F (pi) = pi(1), L (pi) = pi(k + 1), S (pi) = {i ∈ [2 : k] : |pi(i)| = 1}.
We label all the remaining blocks of pi as V1,V2 . . .V|pi|−|S (pi)|−2. Hence the partition pi is given by:
pi = F (pi) unionsqL (pi) unionsq
 ⊔
i∈S (pi)
{i}
 unionsq
|pi|−|S (pi)|−2⊔
t=1
Vi
 .
Note that:
z˜a1 z˜ak+1
k∏
i=2
qi−1(z˜ai) = QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 · |pi|−|S (pi)|−2∏
i=1
(QVi(zaVi ) + µVi),
where,
QF (ξ) = ξ ·
∏
i∈F(pi),i6=1
qi−1(ξ), (23)
QL (ξ) = ξ ·
∏
i∈L (pi),i6=k+1
qi−1(ξ), (24)
µVi = Eξ∼N (0,1)
∏
j∈Vi
qj−1(ξ)
 , (25)
QVi(ξ) =
∏
j∈Vi
qj−1(ξ)− µVi . (26)
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With this notation in place we can apply Mehler’s formula. The result is summarized in the following lemma.
Lemma 13. For any pi ∈ P([k + 1]) such that pi(1) 6= pi(k + 1) and any a ∈ C(pi) we have,
IE ·
∣∣∣∣∣∣E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A]−
∑
w∈G1(pi)
g(w, pi) · M(Ψ,w, pi,a)
∣∣∣∣∣∣
≤ C(A) ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
, (27a)
where,M(Ψ,w, pi,a) is the matrix moment as defined in Definition 2,
g(w, pi) =
1
κ‖w‖w!
·
QˆF (1)QˆL (1) ∏
i∈S (pi)
qˆi−1(2)
 ·
 ∏
i∈[|pi|−|S (pi)|−2]
µVi
 (27b)
G1(pi) def=
{
w ∈ G(k + 1) : d1(w) = 1, dk+1(w) = 1, di(w) = 2 ∀ i ∈ S (pi),
di(w) = 0 ∀ i /∈ {1, k + 1} ∪S (pi)
}
, (27c)
The proof of the lemma is provided in Appendix D.3 and involves instantiating Mehler’s formula for this
situation and identifying the leading order term.
With this we return to our analysis of:
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉 · IE
m
=
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
E z˜a1(Ψ)a1,a2q1(z˜a2)(Ψ)a2,a3 · · · qk−1(z˜ak)(Ψ)ak,ak+1 z˜ak+1 · IE .
We define the following subsets of P(k + 1) as:
P1([k + 1]) def= {pi ∈ P(k + 1) : pi(1) 6= pi(k + 1), |pi(1)| = 1, |pi(k + 1)| = 1, |pi(j)| ≤ 2 ∀ j ∈ [k + 1]},
(28a)
P2([k + 1]) def= {pi ∈ P(k + 1) : pi(1) 6= pi(k + 1)}\P1([k + 1]), (28b)
and the error term which was controlled in Lemma 13:
(Ψ,a)
def
= IE ·
E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A]− ∑
w∈G1(pi)
g(w, pi) · M(Ψ,w, pi,a)

With these definitions we consider the decomposition:
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉 · IE
m
=
1
m
∑
pi∈P1([1:k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,ak+1M(Ψ,w, pi,a)]− I + II + III,
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where,
I
def
=
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,ak+1M(Ψ,w, pi,a)IEc] ,
II
def
=
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
E
[
(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,ak+1(Ψ,a)IE
]
,
III
def
=
1
m
∑
pi∈P2([1:k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [(Ψ)a1,a2(Ψ)a2,a3 · · · (Ψ)ak,ak+1M(Ψ,w, pi,a)] .
Defining `k+1 ∈ G(k + 1) to be the weight matrix of a simple line graph i.e.
(`k+1)ij =
{
1 : |j − i| = 1
0 : otherwise
,
This decomposition can be written compactly as:
E〈A(Ψ, Z˜), z˜z˜T − Z˜2〉 · IE
m
=
1
m
∑
pi∈P1([1:k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)]− I + II + III,
I =
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)IEc] ,
II =
1
m
∑
pi∈P([1:k+1])
pi(1) 6=pi(k+1)
∑
a∈C(pi)
E
[M(Ψ, `k+1, pi,a)(Ψ,a)IE] ,
III =
1
m
∑
pi∈P2([1:k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] .
We will show that I, II, III→ 0. Showing this involves the following components:
1. Bounds on matrix moments E
[M(Ψ,w + `k+1, pi,a)] which have been developed in Lemma 3.
2. Controlling the size of the set |C(pi)| (since we sum over a ∈ C(pi) in the above terms). Since,
|C(pi)| = m(m− 1) · · · (m− |pi|+ 1)  m|pi|,
we need to develop bounds on |pi|. This is done in the following lemma. In contrast, the sums over
pi ∈ P([k + 1]) and w ∈ G1(pi) are not a cause of concern since |P([k + 1])|, |G1(pi)| depend only on k
(which is held fixed) and not on m.
Lemma 14. For any pi ∈ P1([k + 1]) we have,
|pi| = k + 3 + |S (pi)|
2
=⇒ |C(pi)| ≤ m k+3+|S (pi)|2 .
For any pi ∈ P2([k + 1]), we have,
|pi| ≤ k + 2 + |S (pi)|
2
=⇒ |C(pi)| ≤ m k+2+|S (pi)|2 .
Proof. Consider any pi ∈ P([k + 1]) such that pi(1) 6= pi(k + 1). Recall that the disjoint blocks of |pi| were
given by:
pi = F (pi) unionsqL (pi) unionsq
 ⊔
i∈S (pi)
{i}
 unionsq
|pi|−|S (pi)|−2⊔
t=1
Vi
 .
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Hence,
k + 1 = |F (pi)|+ |L (pi)|+ |S (pi)|+
|pi|−|S (pi)|−2∑
t=1
|Vi|.
Note that:
|F (pi)| ≥ 1 (Since 1 ∈ F (pi)) (29a)
|L (pi)| ≥ 1 (Since k + 1 ∈ L (pi)) (29b)
|Vi| ≥ 2 (Since Vi are not singletons). (29c)
Hence,
k + 1 ≥ |F (pi)|+ |L (pi)|+ |S (pi)|+ 2|pi| − 2|S (pi)| − 4,
which implies,
|pi| ≤ k + 5 + |S (pi)| − |F (pi)| − |L (pi)|
2
≤ k + 3 + |S (pi)|
2
, (30)
and hence,
|C(pi)| ≤ m|pi| ≤ m k+3+|S (pi)|2 .
Finally observe that:
1. For any pi ∈ P1([k+ 1]) each of the inequalities in (29) are exactly tight by the definition of P1([k+ 1])
in (28), and hence,
|pi| = k + 3 + |S (pi)|
2
.
2. For any pi ∈ P2([k + 1]), one of the inequalities in (29) must be strict (see (28)). Hence, when
pi ∈ P2([k + 1]) we have the improved bound:
|pi| ≤ k + 2 + |S (pi)|
2
.
This proves the claims of the lemma.
We will now show that I, II, III→ 0.
Lemma 15. We have,
I→ 0, II→ 0, III→ 0 as m→∞,
and hence,
lim
m→∞
EzTA(Ψ,Z)z
m
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] ,
provided the latter limit exists.
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Proof. First note that for any w ∈ G1(pi), we have,
‖w‖ = 1
2
k+1∑
i=1
di(w) =
1 + 1 + 2|S (pi)|
2
= 1 + |S (pi)| (See (27)).
Furthermore recalling that `k+1 is the weight matrix of a simple line graph, ‖`k+1‖ = k. Now we apply
Lemma 3 to obtain:
|E [M(Ψ,w + `k+1, pi,a)IEc] | ≤√E [M(Ψ, 2w + 2`k+1, pi,a)]√P(Ec)
(a)
≤
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
·
√
P(Ec),
≤
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
· Ck
m
.
E|M(Ψ, `k+1, pi,a)| ≤
(
Ck log
2(m)
m
) k
2
,
E
[M(Ψ,w + `k+1, pi,a)] ≤ (Ck log2(m)
m
) |S (pi)|+1+k
2
Further recall that by Lemma 13 we have,
|(Ψ,a)| ≤ C(A) ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
.
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Using these estimates, we obtain,
|I| ≤ C(A)·
m
·
∑
pi:P([k+1])
pi(0) 6=pi(k+1)
|C(pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
· Ck
m
≤ C(A)·
m
·
∑
pi:P([k+1])
pi(0) 6=pi(k+1)
m
k+3+|S (pi)|
2 ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
· Ck
m
= O
(
polylog(m)
m
)
|II| ≤ C(A)
m
·
(
Ck log
2(m)
m
) k
2
·
∑
pi:P([k+1])
pi(0) 6=pi(k+1)
|C(pi)| ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
≤ C(A)
m
·
(
Ck log
2(m)
m
) k
2
·
∑
pi:P([k+1])
pi(0) 6=pi(k+1)
m
k+3+|S (pi)|
2 ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
= O
(
polylog(m)√
m
)
|III| ≤ C(A)·
m
·
∑
pi:P2([k+1])
|C(pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
≤ C(A)·
m
·
∑
pi:P2([k+1])
m
k+2+|C(pi)|
2 ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
= O
(
polylog(m)√
m
)
.
In the above display, in the steps marked (a), we used the bounds on |C(pi)| from Lemma 14. In the above
display Ck denotes a constant depending only on k and C(A) denotes a constant depending only on k and
the functions appearing in A. This concludes the proof of this lemma.
So far we have shown that:
lim
m→∞
EzTA(Ψ,Z)z
m
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] ,
provided the latter limit exists. Our goal is to show that the limit on the LHS exists and is universal across
the subsampled Haar and Hadamard models. In order to do so we will leverage the fact that the first order
term in the expansion of E
[M(Ψ,w + `k+1, pi,a)] is the same for the two models if w + `k+1 is dissortive
with respect to pi and if a is a conflict-free labelling (Propositions 5 and 6). Hence we need to argue that
the contribution of terms corresponding to w : w + `k+1 6∈ GDA(pi) and a 6∈ LCF(w + `k+1, pi) are negligible.
Towards this end, we consider the decomposition:
1
m
∑
pi∈P1([k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] =
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)]+ IV + V,
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where,
IV
def
=
1
m
∑
pi∈P1([k+1])
∑
a∈C(pi)
∑
w∈G1(pi)
w+`k+1 /∈GDA(pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] ,
V
def
=
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈C(pi)\LCF(w+`k+1,pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] .
Lemma 16. We have, IV→ 0,V→ 0 as m→∞, and hence,
lim
m→∞
EzTAz
m
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] ,
provided the latter limit exists.
Proof. We will prove this in two steps.
Step 1: IV→ 0. We consider the two sensing models separately:
1. Subsampled Hadamard Sensing: In this case, Proposition 6 tells us that if w + `k+1 6∈ GDA(pi),
then,
E
[M(Ψ,w + `k+1, pi,a)] = 0
and hence IV = 0.
2. Subsampled Haar Sensing: Observe that, since ‖w‖+ ‖`k+1‖ = 1 + |S (pi)|+ k, we have,
E
[M(Ψ,w + `k+1, pi,a)] = E [M(√mΨ,w + `k+1, pi,a)]
m
1+|S (pi)|+k
2
.
By Proposition 5 we know that,∣∣∣∣∣∣∣∣∣E
[M(√mΨ,w + `k+1, pi,a)]− ∏
s,t∈[|pi|]
s≤t
E
[
Z
Wst(w+`k+1,pi)
st
]∣∣∣∣∣∣∣∣∣ ≤
K1 log
K2(m)
m
1
4
, ∀ m ≥ K3,
whereK1,K2,K3 are universal constants depending only on k. Note that sincew+`k+1 /∈ GDA(pi),
must have some s ∈ [|pi|] such that:
Wss(w + `k+1, pi) ≥ 1.
Recall that, di(w) = 0 for any i 6∈ {1, k + 1} ∪ S (pi) (since w ∈ G1(pi)) and furthermore,
|pi(i)| = 1∀ i ∈ {1, k + 1} ∪ S (pi) (since pi ∈ P1(k + 1)). Hence, we have w ∈ GDA(pi) and in
particular, Wss(w, pi) = 0. Consequently, we must have Wss(`k+1, pi) ≥ 1. Recall that, `k+1 is
the weight matrix of a line graph:
(`k+1)ij =
{
1 : |i− j| = 1
0 : otherwise
.
Consequently, since Wss(`k+1, pi) ≥ 1 we must have that for some i ∈ [k], we have, pi(i) =
pi(i+ 1) = Vs. However, since pi ∈ P1(k+ 1), |Vs| ≤ 2, and hence Vs = {i, i+ 1}. This means that
Wss(`k+1, pi) = 1 = Wss(w + `k+1, pi). Consequently since EZss = 0, we have,∏
s,t∈[|pi|]
s≤t
E
[
Z
Wst(w+`k+1,pi)
st
]
= 0,
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or,
|E [M(Ψ,w + `k+1, pi,a)] | = Ck logK(m)
m
1+|S (pi)|+k
2 +
1
4
,
where Ck,K are constants that depend only on k. Recalling Lemma 14,
|C(pi)| ≤ m|pi| ≤ m k+3+|S (pi)|2 ,
we obtain,
|IV| ≤ C(A)
m
∑
pi∈P1([k+1])
|C(pi)| · Ck log
K(m)
m
1+|S (pi)|+k
2 +
1
4
= O
(
polylog(m)
m
1
4
)
→ 0.
Step 2: V→ 0. Using Lemma 5, we know that
|C(pi)\LCF(w + `k+1, pi)| ≤ (k + 1)4m|pi|−1
In Lemma 14, we showed that for any pi ∈ P1([k + 1]),
|pi| = k + 3 + |S (pi)|
2
.
Hence,
|C(pi)\LCF(w + `k+1, pi)| ≤ (k + 1)4 ·m
k+1+|S (pi)|
2 .
We already know from Lemma 3 that,
|E [M(Ψ,w + `k+1, pi,a)] | ≤ (Ck log2(m)
m
) ‖w‖+‖`k+1‖
2
≤
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
,
This gives us:
|V| ≤ C(A)
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
|C(pi)\LCF(w + `k+1, pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
= O
(
polylog(m)
m
)
which goes to zero as claimed.
To conclude, we have shown that,
lim
m→∞
EzTAz
m
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] ,
provided the limit on the RHS exists. In the following lemma we explicitly evaluate the limit on the RHS
and hence, in particular show it exists and is identical for the two sensing models.
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Lemma 17. For both the subsampled Haar sensing and Hadamard sensing model, we have,
lim
m→∞
EzTAz
m
=
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
g(w, pi) · µ(w + `k+1, pi),
where,
µ(w + `k+1, pi)
def
=
∏
s,t∈[|pi|]
s<t
E
[
ZWst(w+`k+1,pi)
]
, Z ∼ N (0, κ(1− κ)) .
In particular, Proposition 7 holds.
Proof. By Propositions 6 (for the subsampled Hadamard model) and 5 (for the subsampled Haar model) we
know that, if w + `k+1 ∈ GDA(pi), a ∈ LCF(w + `k+1, pi), we have,
M(√mΨ,w + `k+1, pi,a) = µ(w + `k+1, pi) + (w, pi,a),
where
|(w, pi,a)| ≤ K1 log
K2(m)
m
1
4
, ∀ m ≥ K3,
for some constants K1,K2,K3 depending only on k. Hence, Hence we can consider the decomposition:
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · E [M(Ψ,w + `k+1, pi,a)] = VI + VII,
where,
VI
def
=
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · µ(w + `k+1, pi)
m
1+S (pi)+k
2
,
VII
def
=
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · (w, pi,a)
m
1+S (pi)+k
2
We can upper bound |VII| as follows:
|LCF(w + `k+1, pi)| ≤ |C(pi)| ≤ m
k+3+|S (pi)|
2 ,
|VII| ≤ C(A)
m
· Ck · |LCF(w + `k+1, pi)| · 1
m
1+|S (pi)|+k
2
· K1 log
K2(m)
m
1
4
= O
(
polylog(m)
m
1
4
)
→ 0.
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We can compute:
lim
m→∞(VI) = limm→∞
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
∑
a∈LCF(w+`k+1,pi)
g(w, pi) · µ(w + `k+1, pi)
m
1+S (pi)+k
2
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
g(w, pi) · µ(w + `k+1, pi)
m
1+|S (pi)|+k
2
· |LCF(w + `k+1, pi)|
= lim
m→∞
1
m
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
g(w, pi) · µ(w + `k+1, pi) · m
|pi|
m
1+|S (pi)|+k
2
· |LCF(w + `k+1, pi)|
m|pi|
(a)
= lim
m→∞
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
g(w, pi) · µ(w + `k+1, pi) · |LCF(w + `k+1, pi)|
m|pi|
(b)
=
∑
pi∈P1([k+1])
∑
w∈G1(pi)
w+`k+1∈GDA(pi)
g(w, pi) · µ(w + `k+1, pi).
In the step marked (a) we used the fact that |pi| = (3 + |S (pi)|+ k)/2 for any pi ∈ P1([k + 1]) (Lemma 14)
and in step (b) we used Lemma 5 (|LCF(w + `k+1, pi)|/m|pi| → 1). This proves the claim of the lemma and
Proposition 7.
We can actually significantly simply the combinatorial sum obtained in Lemma 17 which we do so in the
following lemma.
Lemma 18. For both the subsampled Haar sensing and Hadamard sensing models, we have,
lim
m→∞
EzTAz
m
= (1− κ)k ·
k−1∏
i=1
qˆi(2).
Proof. We claim that the only partition with a non-zero contribution is:
pi =
k+1⊔
i=1
{i}.
In order to see this suppose pi is not entirely composed of singleton blocks. Define:
i?
def
= min{i ∈ [k + 1] : |pi(i)| > 1}.
Note i? > 1 since we know that |pi(1)| = |F (pi)| = 1 for any pi ∈ P1(k + 1). Since pi ∈ P1([k + 1]) we must
have |pi(i?)| = 2, hence denote:
pi(i?) = {i?, j?}.
for some j? > i? + 1 (i? ≤ j? since it is the first index which is not in a singleton block, and j? 6= i? + 1 since
otherwise w + `k+1 will not be disassortative. Let us label the first few blocks of pi as:
V1 = {1}, V2 = {2}, . . .Vi?−1 = {i? − 1}, Vi? = {i?, j?}.
Next we compute:
Wi?−1,i?(w + `k+1, pi) = Wi?−1,i?(`k+1, pi) +Wi?−1,i?(w, pi)
(a)
= Wi?−1,i?(`k+1, pi)
(b)
= 1i?−1∈Vi?−1 + 1i?+1∈Vi?−1 + 1j?−1∈Vi?−1 + 1j?+1∈Vi?−1
(c)
= 1i?−1=i?−1 + 1i?+1=i?−1 + 1j?−1=i?−1 + 1j?+1=i?−1
(d)
= 1.
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In the step marked (a), we used the fact that since w ∈ G1(pi) and |pi(i?)| = |pi(j?)| = 2, we must have
di?(w) = dj?(w) = 0 and Wi?−1,i?(w, pi) = 0. In the step marked (b) we used the definition of `k+1 (that it
is the line graph). In the step marked (c) we used the fact that Vi?−1 = {i?−1}. In the step marked (d) we
used the fact that j? > i? + 1.
Hence we have shown that for any pi 6= unionsqk+1i=1 {i}, we have
µ(w, pi) = 0 ∀ w such that w ∈ G1(pi), w + `k+1 ∈ GDA(pi).
Next, let pi = unionsqk+1i=1 {i}. We observe for any w such that w ∈ G1(pi), w + `k+1 ∈ GDA(pi), we have,
µ(w + `k+1, pi) =
∏
s,t∈[|pi|]
s<t
E
[
ZWst(w+`k+1,pi)
]
, Z ∼ N (0, κ(1− κ))
=
∏
i,j∈[k+1]
i<j
E
[
Zwij+(`k+1)ij ,pi)
]
, Z ∼ N (0, κ(1− κ))
Note that since EZ = 0, for µ(w + `k+1, pi) 6= 0 we must have:
wij ≥ (`k+1)ij , ∀ i, j ∈ [k].
However since w ∈ G1(pi) we have,
d1(w) = dk+1(w) = 1, di(w) = 2 ∀ i ∈ [2 : k],
hence w = `k+1. Hence, recalling the formula for g(w, pi) from Lemma 13 we obtain:
lim
m→∞
EzTAz
m
= (1− κ)k ·
k−1∏
i=1
qˆi(2).
This proves the statement of the lemma and also Proposition 7 (see Remark 2 regarding how the analysis
extends to other types).
Throughout this section, we assumed that the alternating product A was of Type I. The following remark
outlines how the analysis of this section extends to other types.
Remark 2. The analysis of the other cases can be reduced to Type 1 as follows: Consider an alternating
form A(Ψ,Z) of Type 1:
A = p1(Ψ)q1(Z)p1(Ψ) · · · qk−1(Z)pk(Ψ),
but the more general quadratic form:
1
m
Eα(z)TA(Ψ,Z)β(z), (31)
where α, β : R→ R are odd functions whose absolute values can be upper bounded by a polynomial. They act
on the vector z entry-wise. This covers all the types in a unified way:
1. For Type 1 case: We take α(z) = β(z) = z.
2. For the Type 2 case we write:
zTp1(Ψ)q1(Z)p1(Ψ) · · · qk(Z)pk(Ψ)qk(Z)z = α(z)TA(Ψ,Z)β(z),
where α(z) = z, β(z) = zqk(z).
3. For the Type 3 case:
zTq0(Z)p1(Ψ)q1(Z)p1(Ψ) · · · qk−1(Z)pk(Ψ)qk(Z)z = α(z)TA(Ψ,Z)β(z),
where α(z) = zq0(z), β(z) = zqk(z).
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4. For the Type 4 case:
zTq0(Z)p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ)z = α(z)TA(Ψ,Z)β(z),
where α(z) = zq0(z), β(z) = z.
The analysis of the more general quadratic form in (31) is analogous to the analysis outlined in this section.
Lemmas 11 and 12 extend straightforwardly. Inspecting the proof of Lemma 13 shows that the same error
bound continues to hold (after suitably redefining c(w, pi)) since α, β are odd (as in the case α(z) = β(z) = z).
The subsequent lemmas after that hold verbatim for the more general quadratic form (31).
B.2 Proof of Proposition 8
The proof of Proposition 8 is very similar to the proof of Proposition 7 and hence we will be brief in our
arguments.
As discussed in the proof of Proposition 7, we will assume that alternating form is of Type 1. The other
types are handled as outlined in Remark 2. Furthermore, in light of Lemma 1 we can further assume that
all polynomials pi(ψ) = ψ. Hence we assume that A is of the form:
A(Ψ,Z) = Ψq1(Z)Ψ · · · qk−1(Z)Ψ.
The proof of Proposition 8 consists of various steps which will be organized as separate lemmas. We
begin by recall that
z ∼ N
(
0,
AAT
κ
)
.
Define the event:
E =
maxi 6=j |(AAT|)ij ≤
√
2048 · log3(m)
m
, max
i∈[m]
|(AAT)ii − κ| ≤
√
2048 · log3(m)
m
 (32)
By Lemma 6 we know that P(Ec)→ 0 for both the subsampled Haar sensing and the subsampled Hadamard
model. We define the normalized random vector z˜ as:
z˜i =
zi
σi
, σ2i =
(AAT)ii
κ
Note that conditional on A, z˜ is a zero mean Gaussian vector with:
E[z˜i2|A] = 1, E[z˜iz˜j |A] = (AA
T)ij/κ
σiσj
.
We define the diagonal matrix Z˜ = Diag (z˜).
Lemma 19. We have,
lim
m→∞
E(zTA(Ψ,Z)z)2
m2
= lim
m→∞
E(z˜TA(Ψ, Z˜)z˜)2
m2
IE ,
provided the latter limit exists.
The proof of this lemma is analogous the proof of Lemma 11 and is omitted. The advantage of Lemma 19
is that z˜i ∼ N (0, 1) and on the event E the coordinates of z˜ have weak correlations. Consequently, Mehler’s
Formula (Proposition 4) can be used to analyze the leading order term in E[z˜TA(Ψ, Z˜)z˜ IE ]. Before we do
so, we do one additional preprocessing step.
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Lemma 20. We have,
lim
m→∞
E(z˜TA(Ψ, Z˜)z˜)2
m2
IE = lim
m→∞
E Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2))IE
m2
,
provided the latter limit exists.
Proof Sketch. Observe that we can write:
(z˜TAz˜)2 = Tr(A · z˜z˜T · A · z˜z˜T)
= Tr(A · (z˜z˜T − Z˜2 + Z˜2) · A · (z˜z˜T − Z˜2 + Z˜2))
= Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2)) + Tr(A · Z˜2 · A · z˜z˜T) + Tr(A · z˜z˜T · Z˜2 · A)− Tr(A · Z˜2 · A · Z˜2)
= Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2)) + 2z˜TA · Z˜2 · A · z˜ − Tr(A · Z˜2 · A · Z˜2).
Next we note that:
|z˜TA · Z˜2 · A · z˜| ≤ ‖z˜‖2 · ‖A‖2op ·
(
max
i∈[m]
|z˜i|2
)
≤ OP (m) ·O(1) ·OP (polylog(m)),
Hence it can be shown that,
E|z˜TA · Z˜2 · A · z˜|
m2
→ 0.
Similarly,
|Tr(A · Z˜2 · A · Z˜2)| ≤ m‖A · Z˜2 · A · Z˜2‖op ≤ m‖A‖2op ·
(
max
i∈[m]
|z˜i|4
)
≤ O(m) ·O(1) ·OP (polylog(m)),
and hence one expects that,
E|Tr(A · Z˜2 · A · Z˜2)|
m2
→ 0.
We omit the detailed arguments. This concludes the proof of the lemma.
Note that, so far, we have shown that:
lim
m→∞
E(zTA(Ψ,Z)z)2
m2
= lim
m→∞
E Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2))IE
m2
,
provided the latter limit exists. We now focus on analyzing the RHS. We expand
Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2)) =∑
a1:2k+2∈[m]
a1 6=a2k+2
ak+1 6=ak+2
(Ψ)a1,a2q1(z˜a2) · · · qk−1(z˜ak)(Ψ)ak,ak+1 z˜ak+1 z˜ak+2(Ψ)ak+2,ak+3q1(z˜ak+3) · · · qk−1(z˜a2k+1)(Ψ)a2k+1,a2k+2 z˜a2k+2 z˜a1 .
This can be written compactly in terms of matrix moments (Definition 2) as follows: Let `⊗2k+1 ∈ G(2k + 2)
denote the graph formed by combining two disconnected copies of the simple line graph on vertices [1 : k+1]
and [k + 2 : 2k + 2]:
(`⊗2k+1)ij =
{
1 : |i− j| = 1, {i, j} 6= {k + 1, k + 2},
0 : otherwise
.
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Recall the notation for partitions introduced in Section 4.2.1. Observe that:
{(a1 . . . a2k+2) ∈ [m]2k+2 : a1 6= a2k+2, ak+1 6= ak+2} =
⊔
pi∈P0([2k+2])
C(pi),
where,
P0([2k + 2]) def= {pi ∈ P(2k + 2) : pi(1) 6= pi(2k + 2), pi(k + 1) 6= pi(k + 2)}.
Recalling Definition 2, we have,
(Ψ)a1,a2 · · · (Ψ)ak,ak+1(Ψ)ak+2,ak+3 · · · (Ψ)a2k+1,a2k+2 =M(Ψ, `⊗2k+1, pi,a)
Hence,
E Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2))IE
m2
=
1
m2
∑
pi∈P0(2k+2)
a∈C(pi)
EM(Ψ, `⊗2k+1, pi,a) · (z˜a1q1(z˜a2) · · · qk−1(z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · qk−1(z˜a2k+1)z˜a2k+2) · IE .
By the tower property,
EM(Ψ, `⊗2k+1, pi,a) · (z˜a1q1(z˜a2) · · · qk−1(z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · qk−1(z˜a2k+1)z˜a2k+2) · IE =
E
[
M(Ψ, `⊗2k+1, pi,a) · E[z˜a1q1(z˜a2) · · · qk−1(z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · qk−1(z˜a2k+1)z˜a2k+2 |A]IE
]
.
We will now use Mehler’s formula (Proposition 4) to evaluate E[· · · |A] upto leading order. Note that some
of the random variables z˜a1:2k+2 are equal (as given by the partition pi). Hence we group them together
and recenter the resulting functions. The blocks corresponding to a1, ak+1, ak+2, a2k+2 need to be treated
specially due to the presence of z˜a1 , z˜ak+1 , z˜ak+2 , z˜a2k+2 in the above expectations. Hence, we introduce the
following notations: We introduce the following notations:
F1(pi) = pi(1), L1(pi) = pi(k + 1), F2(pi) = pi(k + 2), L2(pi) = pi(2k + 2)
S (pi) = {i ∈ [1 : 2k + 2]\{1, k + 1, k + 2, 2k + 2} : |pi(i)| = 1}.
We label all the remaining blocks of pi as V1,V2 . . .V|pi|−|S (pi)|−4. Hence the partition pi is given by:
pi = F1(pi) unionsqL1(pi) unionsqF2(pi) unionsqL2(pi) unionsq
 ⊔
i∈S (pi)
{i}
 unionsq
|pi|−|S (pi)|−4⊔
t=1
Vi
 .
To simplify notation, we additionally define:
qk+1+i(ξ)
def
= qi(ξ), i = 1, 2 . . . k − 1.
Note that:
z˜a1 z˜ak+1 z˜ak+2 z˜a2k+2
2k∏
i=1
i6=k,k+1
qi(z˜ai+1) =
QF1(z˜a1) ·QL1(z˜ak+1) ·QF2(z˜ak+2) ·QL2(z˜a2k+2) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 · |pi|−|S (pi)|−4∏
i=1
(QVi(zaVi ) + µVi),
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where,
QF1(ξ) = ξ ·
∏
i∈F1(pi),i6=1
qi−1(ξ),
QL1(ξ) = ξ ·
∏
i∈L1(pi),i6=k+1
qi−1(ξ),
QF2(ξ) = ξ ·
∏
i∈F2(pi),i6=k+2
qi−1(ξ),
QL2(ξ) = ξ ·
∏
i∈L2(pi),i6=2k+2
qi−1(ξ),
µVi = Eξ∼N (0,1)
∏
j∈Vi
qj−1(ξ)
 ,
QVi(ξ) =
∏
j∈Vi
qj−1(ξ)− µVi ,
With this notation in place we can apply Mehler’s formula. The result is summarized in the following lemma.
Lemma 21. For any pi ∈ P0([2k + 2]) and any a ∈ C(pi) we have,
IE
∣∣∣∣∣∣E[z˜a1q1(z˜a2) · · · qk−1(z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · qk−1(z˜a2k+1)z˜a2k+2 |A]−
∑
w∈G2(pi)
G(w, pi) · M(Ψ,w, pi,a)
∣∣∣∣∣∣
≤ C(A) ·
(
log3(m)
mκ2
) 3+|S (pi)|
2
,
where,M(Ψ,w, pi,a) is the matrix moment as defined in Definition 2,
G(w, pi) =
1
κ‖w‖w!
·
QˆF1(1)QˆL1(1)QˆF2(1)QˆL2(1) ∏
i∈S (pi)
qˆi−1(2)
 ·
 ∏
i∈[|pi|−|S (pi)|−4]
µVi

G2(pi) def=
{
w ∈ G(2k + 2) : di(w) = 1 ∀ i ∈ {1, k + 1, k + 2, 2k + 2}, di(w) = 2 ∀ i ∈ S (pi),
di(w) = 0 ∀ i /∈ {1, k + 1, k + 2, 2k + 2} ∪S (pi)
}
,
The proof of the lemma involves instantiating Mehler’s formula for this situation and identifying the
leading order term. Since the proof is analogous to the proof of Lemma 13 provided in Appendix D.3, we
omit it.
We return to our analysis of:
E Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2))IE
m2
=
1
m2
∑
pi∈P0(2k+2)
a∈C(pi)
EM(Ψ, `⊗2k+1, pi,a) · (z˜a1q1(z˜a2) · · · qk−1(z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · qk−1(z˜a2k+1)z˜a2k+2) · IE .
We define the following subsets of P0(2k + 2) as:
P1([2k + 2]) def= {pi ∈ P0(2k + 2) : |pi(i)| = 1, ∀ i ∈ {1, k + 1, k + 2, 2k + 2}, |pi(j)| ≤ 2 ∀ j ∈ [k + 1]},
(34a)
P2([2k + 2]) def= P0([2k + 2])\P1([2k + 2]), (34b)
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and the error term which was controlled in Lemma 13:
(Ψ,a)
def
=
IE
E[z˜a1q1(z˜a2) · · · (z˜ak)z˜ak+1 z˜ak+2q1(z˜ak+3) · · · (z˜a2k+1)z˜a2k+2 |A]− ∑
w∈G2(pi)
G(w, pi) · M(Ψ,w, pi,a)

.
With these definitions we consider the decomposition:
E Tr(A · (z˜z˜T − Z˜2) · A · (z˜z˜T − Z˜2))IE
m2
=
1
m2
∑
pi∈P1([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
− I + II + III,
where,
I =
1
m2
∑
pi∈P0([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)IEc
]
,
II =
1
m2
∑
pi∈P0(2k+2])
∑
a∈C(pi)
E
[
M(Ψ, `⊗2k+1, pi,a)(Ψ,a)IE
]
,
III =
1
m2
∑
pi∈P2([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
.
We will show that I, II, III→ 0. Showing this involves the following components:
1. Bounds on matrix moments E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
which have been developed in Lemma 3.
2. Controlling the size of the set |C(pi)| (since we sum over a ∈ C(pi) in the above terms). Since,
|C(pi)| = m(m− 1) · · · (m− |pi|+ 1)  m|pi|,
we need to develop bounds on |pi|. This is done in the following lemma. In contrast, the sums over
pi ∈ P0([2k + 2]) and w ∈ G1(pi) are not a cause of concern since |P0([2k + 2])|, |G1(pi)| depend only on
k (which is held fixed) and not on m.
Lemma 22. For any pi ∈ P1([2k + 2]) we have,
|pi| = 2k + 6 + |S (pi)|
2
=⇒ |C(pi)| ≤ m 2k+6+|S (pi)|2 .
For any pi ∈ P2([2k + 2]), we have,
|pi| ≤ 2k + 5 + |S (pi)|
2
=⇒ |C(pi)| ≤ m 2k+5+|S (pi)|2 .
Proof. Consider any pi ∈ P0([2k + 2]). Recall that the disjoint blocks of |pi| were given by:
pi = F1(pi) unionsqL1(pi) unionsqF2(pi) unionsqL2(pi) unionsq
 ⊔
i∈S (pi)
{i}
 unionsq
|pi|−|S (pi)|−4⊔
t=1
Vi
 .
Hence,
2k + 2 = |F1(pi)|+ |F2(pi)|+ |L1(pi)|+ |L2(pi)|+ |S (pi)|+
|pi|−|S (pi)|−4∑
t=1
|Vi|.
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Note that:
|F1(pi)| ≥ 1 (Since 1 ∈ F1(pi)) (35a)
|F2(pi)| ≥ 1 (Since k + 2 ∈ F2(pi)) (35b)
|L1(pi)| ≥ 1 (Since k + 1 ∈ L1(pi)) (35c)
|L2(pi)| ≥ 1 (Since 2k + 2 ∈ L1(pi)) (35d)
|Vi| ≥ 2 (Since Vi are not singletons). (35e)
Hence,
2k + 2 ≥ 4 + 2|pi| − |S (pi)| − 8,
which implies,
|pi| ≤ 2k + 6 + |S (pi)|
2
, (36)
and hence,
|C(pi)| ≤ m|pi| ≤ m 2k+6+|S (pi)|2 .
Finally observe that:
1. For any pi ∈ P2([2k+2]) each of the inequalities in (35) are exactly tight by the definition of P1([k+1])
in (34), and hence,
|pi| = 2k + 6 + |S (pi)|
2
.
2. For any pi ∈ P2([2k + 2]), one of the inequalities in (35) must be strict (see (34)). Hence, when
pi ∈ P2([k + 1]) we have the improved bound:
|pi| ≤ 2k + 5 + |S (pi)|
2
.
This proves the claims of the lemma.
We will now show that I, II, III→ 0.
Lemma 23. We have,
I→ 0, II→ 0, III→ 0 as m→∞,
and hence,
lim
m→∞
E(zTA(Ψ,Z)z)2
m2
= lim
m→∞
1
m2
∑
pi∈P1([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
,
provided the latter limit exists.
Proof. First note that for any w ∈ G1(pi), we have,
‖w‖ = 1
2
2k+2∑
i=1
di(w) =
1 + 1 + 1 + 1 + 2|S (pi)|
2
= 2 + |S (pi)| (See Lemma 21).
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Furthermore recalling the definition of `⊗2k+1, ‖`⊗2k+1‖ = 2k. Now we apply Lemma 3 to obtain:
|E
[
M(Ψ,w + `⊗2k+1, pi,a)IEc
]
| ≤
√
E
[
M(Ψ, 2w + 2`⊗2k+1, pi,a)
]√
P(Ec)
≤
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
·
√
P(Ec),
(a)
≤
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
· Ck
m
.
E|M(Ψ, `⊗2k+1, pi,a)| ≤
(
Ck log
2(m)
m
)k
,
E
[|M(Ψ,w + `k+1, pi,a)|] ≤ (Ck log2(m)
m
) |S (pi)|+2+2k
2
In the step marked (a) we used Lemma 6. Further recall that by Lemma 13 we have,
|(Ψ,a)| ≤ C(A) ·
(
log3(m)
mκ2
) 3+|S (pi)|
2
.
Using these estimates, we obtain,
|I| ≤ C(A)·
m2
·
∑
pi:P0([2k+2])
|C(pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
· Ck
m
≤ C(A)·
m2
·
∑
pi:P0([2k+2])
m
2k+6+|S (pi)|
2 ·
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
· Ck
m
= O
(
polylog(m)
m
)
|II| ≤ C(A)
m2
·
(
Ck log
2(m)
m
)k
·
∑
pi:P0([2k+2])
|C(pi)| ·
(
log3(m)
mκ2
) 3+|S (pi)|
2
≤ C(A)
m2
·
(
Ck log
2(m)
m
)k
·
∑
pi:P0([2k+2])
m
2k+6+|S (pi)|
2 ·
(
log3(m)
mκ2
) 3+|S (pi)|
2
= O
(
polylog(m)√
m
)
|III| ≤ C(A)·
m2
·
∑
pi:P2([2k+2])
|C(pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+1+k
2
≤ C(A)·
m2
·
∑
pi:P2([2k+2])
m
2k+5+|S (pi)|
2 ·
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
= O
(
polylog(m)√
m
)
.
This concludes the proof of this lemma.
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Next, we consider the decomposition:
1
m2
∑
pi∈P1([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
=
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
+ IV + V,
where,
IV
def
=
1
m2
∑
pi∈P1([2k+2])
∑
a∈C(pi)
∑
w∈G2(pi)
w+`⊗2k+1 /∈GDA(pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
,
V
def
=
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈C(pi)\LCF(w+`⊗2k+1,pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
.
Lemma 24. We have, IV→ 0,V→ 0 as m→∞, and hence,
lim
m→∞
E(zTAz)2
m2
= lim
m→∞
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
,
provided the latter limit exists.
Proof. We will prove this in two steps.
Step 1: IV→ 0. We consider the two sensing models separately:
1. Subsampled Hadamard Sensing: In this case, Proposition 6 tells us that if w + `⊗2k+1 6∈ GDA(pi),
then,
E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
= 0
and hence IV = 0.
2. Subsampled Haar Sensing: Observe that, since ‖w‖+ ‖`⊗2k+1‖ = 2 + |S (pi)|+ 2k, we have,
E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
=
E
[
M(√mΨ,w + `⊗2k+1, pi,a)
]
m
2+|S (pi)|+2k
2
.
By Proposition 5 we know that,∣∣∣∣∣∣∣∣∣E
[
M(√mΨ,w + `⊗2k+1, pi,a)
]
−
∏
s,t∈[|pi|]
s≤t
E
[
Z
Wst(w+`
⊗2
k+1,pi)
st
]∣∣∣∣∣∣∣∣∣ ≤
K1 log
K2(m)
m
1
4
, ∀ m ≥ K3,
whereK1,K2,K3 are universal constants depending only on k. Note that sincew+`⊗2k+1 /∈ GDA(pi),
must have some s ∈ [|pi|] such that:
Wss(w + `
⊗2
k+1, pi) ≥ 1.
Recall that, di(w) = 0 for any i 6∈ {1, k + 1, k + 2, 2k + 2} ∪ S (pi) (since w ∈ G2(pi)) and
furthermore, |pi(i)| = 1∀ i ∈ {1, k + 1, k + 2, 2k + 2} ∪S (pi) (since pi ∈ P1(2k + 2)). Hence, we
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havew ∈ GDA(pi) and in particular,Wss(w, pi) = 0. Consequently, we must haveWss(`⊗2k+1, pi) ≥ 1.
Recall the definition of `⊗2k+1, since Wss(`k+1, pi) ≥ 1 we must have that for some i ∈ [2k + 2], we
have, pi(i) = pi(i + 1) = Vs. However, since pi ∈ P1(2k + 2), |Vs| ≤ 2, and hence Vs = {i, i + 1}.
This means that Wss(`⊗2k+1, pi) = 1 = Wss(w + `
⊗2
k+1, pi). Consequently since EZss = 0, we have,∏
s,t∈[|pi|]
s≤t
E
[
Z
Wst(w+`
⊗2
k+1,pi)
st
]
= 0,
or, ∣∣∣∣E [M(Ψ,w + `⊗2k+1, pi,a)]∣∣∣∣ = polylog(m)
m
2+|S (pi)|+2k
2 +
1
4
.
Recalling Lemma 22,
|C(pi)| ≤ m|pi| ≤ m 2k+6+|S (pi)|2 ,
we obtain,
|IV| ≤ C(A)
m2
∑
pi∈P1([2k+2])
|C(pi)| · polylog(m)
m
2+|S (pi)|+2k
2 +
1
4
= O
(
polylog(m)
m
1
4
)
→ 0.
Step 2: V→ 0. Using Lemma 5, we know that
|C(pi)\LCF(w + `⊗2k+1, pi)| ≤ O(m|pi|−1)
In Lemma 22, we showed that for any pi ∈ P1([k + 1]),
|pi| = 2k + 6 + |S (pi)|
2
.
Hence,
|C(pi)\LCF(w + `⊗2k+1, pi)| ≤ O(m
2k+4+|S (pi)|
2 ).
We already know from Lemma 3 that,
|E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
| ≤
(
Ck log
2(m)
m
) ‖w‖+‖`⊗2k+1‖
2
≤
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
,
This gives us:
|V| ≤ C(A)
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
|C(pi)\LCF(w + `⊗2k+1, pi)| ·
(
Ck log
2(m)
m
) |S (pi)|+2+2k
2
= O
(
polylog(m)
m
)
which goes to zero as claimed.
This concludes the proof of the lemma.
So far we have shown that:
lim
m→∞
E(zTAz)2
m2
= lim
m→∞
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
.
provided the latter limit exists. In the following lemma we explicitly calculate the limit on the RHS and
hence show that it exists and is same for the subsampled Haar and subsampled Hadamard sensing models.
58
Lemma 25. For both the subsampled Haar sensing and Hadamard sensing model, we have,
lim
m→∞
E(zTAz)2
m2
=
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
G(w, pi) · µ(w + `⊗2k+1, pi),
where,
µ(w + `⊗2k+1, pi)
def
=
∏
s,t∈[|pi|]
s<t
E
[
ZWst(w+`
⊗2
k+1,pi)
]
, Z ∼ N (0, κ(1− κ)) .
Proof. By Propositions 6 (for the subsampled Hadamard model) and 5 (for the subsampled Haar model) we
know that, if w + `⊗2k+1 ∈ GDA(pi), a ∈ LCF(w + `⊗2k+1, pi), we have,
M(√mΨ,w + `⊗2k+1, pi,a) = µ(w + `⊗2k+1, pi) + (w, pi,a),
where
|(w, pi,a)| ≤ K1 log
K2(m)
m
1
4
, ∀ m ≥ K3,
for some constants K1,K2,K3 depending only on k. Hence, we can consider the decomposition:
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · E
[
M(Ψ,w + `⊗2k+1, pi,a)
]
= VI + VII,
where,
VI
def
=
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · µ(w + `
⊗2
k+1, pi)
m
2+S (pi)+2k
2
,
VII
def
=
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · (w, pi,a)
m
2+S (pi)+2k
2
We can upper bound |VII| as follows:
|LCF(w + `⊗2k+1, pi)| ≤ |C(pi)| ≤ m
2k+6+|S (pi)|
2 ,
|VII| ≤ C(A)
m2
· Ck · |LCF(w + `⊗2k+1, pi)| ·
1
m
2+|S (pi)|+2k
2
· K1 log
K2(m)
m
1
4
= O
(
polylog(m)
m
1
4
)
→ 0.
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We can compute:
lim
m→∞(VI) = limm→∞
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
∑
a∈LCF(w+`⊗2k+1,pi)
G(w, pi) · µ(w + `
⊗2
k+1, pi)
m
2+S (pi)+2k
2
= lim
m→∞
1
m2
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
G(w, pi) · µ(w + `
⊗2
k+1, pi)
m
2+S (pi)+2k
2
· |LCF(w + `⊗2k+1, pi)|
=
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
G(w, pi) · µ(w + `⊗2k+1, pi) ·
m|pi|
m
6+S (pi)+2k
2
· |LCF(w + `
⊗2
k+1, pi)|
m|pi|
(a)
=
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
G(w, pi) · µ(w + `⊗2k+1, pi) ·
|LCF(w + `⊗2k+1, pi)|
m|pi|
(b)
=
∑
pi∈P1([2k+2])
∑
w∈G2(pi)
w+`⊗2k+1∈GDA(pi)
G(w, pi) · µ(w + `⊗2k+1, pi).
In the step marked (a) we used the fact that |pi| = (6 + |S (pi)|+ 2k)/2 for any pi ∈ P1([2k+ 2]) (Lemma 22)
and in step (b) we used Lemma 5 (|LCF(w + `⊗2k+1, pi)|/m|pi| → 1). This proves the claim of the lemma and
Proposition 8.
We can actually significantly simply the combinatorial sum obtained in Lemma 25 which we do so in the
following lemma.
Lemma 26. For both the subsampled Haar sensing and Hadamard sensing models, we have,
lim
m→∞
E(zTAz)2
m2
= (1− κ)2k ·
k−1∏
i=1
qˆ2i (2).
In particular, Proposition 8 holds.
Proof. We claim that the only partition with a non-zero contribution is:
pi =
2k+2⊔
i=1
{i}.
In order to see this suppose pi is not entirely composed of singleton blocks. Define:
i?
def
= min{i ∈ [2k + 2] : |pi(i)| > 1}.
Note i? > 1 since we know that |pi(1)| = |F1(pi)| = 1 for any pi ∈ P1(2k+ 2). Since pi ∈ P1([2k+ 2]) we must
have |pi(i?)| = 2, hence denote:
pi(i?) = {i?, j?}.
for some j? > i? + 1 (i? ≤ j? since it is the first index which is not in a singleton block, and j? 6= i? + 1 since
otherwise w + `⊗2k+1 will not be disassortative. Similarly we know that i?, j? 6= k + 1, k + 2, 2k + 2 because
|pi(k + 1)| = |pi(k + 2)| = |pi(2k + 2)| = 1 since pi ∈ P1([2k + 2]). Let us label the first few blocks of pi as:
V1 = {1}, V2 = {2}, . . .Vi?−1 = {i? − 1}, Vi? = {i?, j?}.
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Next we compute:
Wi?−1,i?(w + `
⊗2
k+1, pi) = Wi?−1,i?(`
⊗2
k+1, pi) +Wi?−1,i?(w, pi)
(a)
= Wi?−1,i?(`
⊗2
k+1, pi)
(b)
= 1i?−1∈Vi?−1 + 1i?+1∈Vi?−1 + 1j?−1∈Vi?−1 + 1j?+1∈Vi?−1
(c)
= 1i?−1=i?−1 + 1i?+1=i?−1 + 1j?−1=i?−1 + 1j?+1=i?−1
(d)
= 1.
In the step marked (a), we used the fact that since w ∈ G2(pi) and |pi(i?)| = |pi(j?)| = 2, we must have
di?(w) = dj?(w) = 0 and Wi?−1,i?(w, pi) = 0. In the step marked (b) we used the definition of `
⊗2
k+1. In
the step marked (c) we used the fact that Vi?−1 = {i?−1}. In the step marked (d) we used the fact that
j? > i? + 1.
Hence we have shown that for any pi 6= unionsq2k+2i=1 {i}, we have
µ(w, pi) = 0 ∀ w such that w ∈ G2(pi), w + `⊗2k+1 ∈ GDA(pi).
Next, let pi = unionsq2k+2i=1 {i}. We observe for any w such that w ∈ G2(pi), w + `⊗2k+1 ∈ GDA(pi), we have,
µ(w + `⊗2k+1, pi) =
∏
s,t∈[|pi|]
s<t
E
[
ZWst(w+`
⊗2
k+1,pi)
]
, Z ∼ N (0, κ(1− κ))
=
∏
i,j∈[2k+2]
i<j
E
[
Zwij+(`k+1)ij ,pi)
]
, Z ∼ N (0, κ(1− κ))
Note that since EZ = 0, for µ(w + `⊗2k+1, pi) 6= 0 we must have:
wij ≥ (`⊗2k+1)ij , ∀ i, j ∈ [2k + 2].
However since w ∈ G2(pi) we have,
d1(w) = dk+1(w) = dk+2(w) = d2k+2(w) = 1, di(w) = 2 ∀ i ∈ [2k + 2]\{1, k + 1, k + 2, 2k + 2},
hence w = `⊗2k+1. Hence, recalling the formula for g(w, pi) from Lemma 13 we obtain:
lim
m→∞
E(zTAz)2
m2
= (1− κ)2k ·
k−1∏
i=1
qˆ2i (2).
This proves the statement of the lemma and also Proposition 7 (see Remark 2 regarding how the analysis
extends to other types).
C Proofs from Section 4.2.4
C.1 Proof of Lemma 3
Proof of Lemma 3. Recall that,
E|M(Ψ,w, pi,a)| = E
∏
i,j∈[k]
i<j
|Ψwijai,aj |
(a)
≤
∑
i,j∈[k]
i<j
wij
‖w‖E|Ψ
‖w‖1
ai,aj |
≤ max
i,j∈[m]
E|Ψij |‖w‖,
where step (a) follows from the AM-GM inequality. We now consider the subsampled Haar and Hadamard
cases separately.
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Hadamard Case: By Lemma 2, Ψij is subgaussian with with variance proxy bounded by C/m for some
universal constant C. Hence,
E|M(Ψ,w, pi,a)| ≤
(
C‖w‖
m
) ‖w‖
2
.
Haar Case: By Lemma 2, conditional on O, Ψij is subgaussian with variance proxy Cm‖oi‖2∞‖oj‖2∞.
Hence,
E|M(Ψ,w, pi,a)| ≤ max
i,j∈[m]
E|Ψij |‖w‖
= max
i,j∈[m]
E[E[|Ψij |‖w‖|O]]
≤ max
i,j∈[m]
(C‖w‖m) ‖w‖2 E
[
‖oi‖‖w‖∞ ‖oj‖‖w‖∞
]
≤ max
i,j∈[m]
(C‖w‖m) ‖w‖2
(
E‖oi‖2‖w‖∞ + E‖oj‖2‖w‖∞
)
.
Note that oi
d
= oj
d
= u ∼ Unif (Sm−1). Applying Fact 5 gives us,
E|M(Ψ,w, pi,a)| ≤

√
C‖w‖ log2(m)
m

‖w‖
.
C.2 Proofs of Propositions 5 and 6
This section is dedicated to the proof of Propositions 5 and 6. We consider the following general setup. Let
v1,v2 · · · ,vm be fixed vectors in Rd for a fixed d ∈ N. Define the statistic:
T =
√
m
m∑
i=1
Biivi,
where B denotes a diagonal matrix whose n diagonal entries are set to 1− κ uniformly at random and the
remaining m− n are set to −κ.
Analogously, we define the statistic:
Tˆ =
√
m
m∑
i=1
Bˆiivi,
where,
Bˆii
i.i.d.∼
{
1− κ : with prob. κ
−κ : with prob. 1− κ .
As in the proof of Lemma 2 we B and Bˆ in the same probability space as follows:
1. We first sample B. Let S = {i ∈ [m] : Bii = 1− κ}
2. Next sample N ∼ Binom(m,κ).
3. Sample a subset Sˆ ⊂ [m] with |Sˆ| = N as follows:
• If N ≤ n, then set Sˆ to be a uniformly random subset of S of size N .
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• If N > n first sample a uniformly random subset A of Sc of size N − n and set Sˆ = S ∪A
4. Set Bˆ as follows:
Bˆii =
{
−κ : i 6∈ Sˆ
1− κ : i ∈ Sˆ. .
We stack the vectors v1:m along the rows of a matrix V ∈ Rm×d and refer to the columns of V as V1,V2 · · ·Vd:
V = [V1,V2 · · ·Vd] =

vT1
vT2
...
vTm
 .
Lastly we introduce the matrix Σˆ ∈ Rd×d:
Σˆ
def
= E[Tˆ Tˆ T|V ] = mκ(1− κ)V TV .
These definitions are intended to capture the matrix moments M(Ψ,w, pi,a) as follows: Consider any
k ∈ N, pi ∈ P([k]),w ∈ G(k) and any a ∈ C(pi). Let the disjoint blocks of pi be given by pi = V1 unionsqV2 · · · unionsqV|pi|.
In order to captureM(Ψ,w, pi,a) in the subsampled Hadamard case Ψ = HBHT and the subsampled
Haar case Ψ = OBOT we will set V1:d as follows:
1. In the subsampled Haar case, we set:
{V1,V2, · · ·Vd} = {(oaVs  oaVt )− δ(s, t)eˆ : s, t ∈ [|pi|], s ≤ t, Wst(w, pi) > 0},
where,
eT =
(
1
m
,
1
m
· · · 1
m
)
, δ(s, t) =
{
1 : s = t
0 : s 6= t .
If for some i ∈ [d] and some s, t ∈ [|pi|] we have Vi = oaVs  oaVt − δ(s, t)eˆ, we will abuse notation and
often refer to Vi as Vst. Likewise the corresponding entries of T , Tˆ , Ti, Tˆi will be referred to as Tst, Tˆst.
2. In the subsampled Hadamard case, we set:
{V1,V2, · · ·Vd} = {haVs  haVt − δ(s, t)eˆ : s, t ∈ [|pi|], s ≤ t, Wst(w, pi) > 0}.
If for some i ∈ [d] and some s, t ∈ [|pi|] we have Vi = haVs  haVt − δ(s, t)eˆ, we will abuse notation
and often refer to Vi as Vst. Likewise the corresponding entries of T , Tˆ : Ti, Tˆi will be referred to as
Tst, Tˆst.
With the above conventions and the observation that
∑m
i=1Bii = 0 we have:
M(√mΨ,w, pi,a) =
∏
s,t∈[|pi|]
s≤t
Wst(w,pi)>0
T
Wst(w,pi)
st .
The remainder of this section is organized as follows:
1. First, in Lemma 27 we show that Σˆ converges to a fixed deterministic matrix Σ and bound the rate
of convergence in terms of E‖Σˆ−Σ‖2Fr.
2. In Lemma 28 we upper bound E‖Tˆ −T ‖22. Consequently a Gaussian approximation result for Tˆ implies
a Gaussian approximation result for T .
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3. In Lemma 29, we use a standard Berry Eseen bound of Bhattacharya [14] to derive a Gaussian ap-
proximation result for Tˆ since it is a weighted sum of i.i.d. centered random variables.
4. Finally we conclude by using the above lemmas to provide a proof for Propositions 6 and 5.
Lemma 27. 1. For the Hadamard case suppose w is disassortative with respect to pi and a is a conflict
free labelling of (w, pi). Then,
Σˆ = κ(1− κ)Id.
2. For the Haar case there exists a universal constant C <∞ such that for any partition pi ∈ P([k]), any
weight matrix w ∈ G(k) and any labelling a ∈ C(pi) we have,
E‖Σˆ−Σ‖2Fr ≤
C · k4 · (κ2(1− κ)2)
m
.
where the matrix Σ is a diagonal matrix whose diagonal entries are given by:
Σst,st =
{
κ(1− κ) : s 6= t
2κ(1− κ) : s = t .
Proof. Recall that,
Σˆ = mκ(1− κ)V TV .
We consider the Hadamard and the Haar case separately.
Hadamard Case: Consider two pairs (s, t) and (s′, t′) such that:
s ≤ t, Wst(w, pi) > 0, s, t ∈ [|pi|].
and the analogous assumptions on the pair (s′, t′). Then the entry Σˆst,s′t′ is given by:
Σˆst,s′t′ = mκ(1− κ)〈Vst,Vs′t′〉
= mκ(1− κ)〈haVs  haVt − δ(s, t)eˆ,haV′s  haV′t − δ(s
′, t′)eˆ〉
(a)
= κ(1− κ)〈haVs⊕aVt −
√
mδ(s, t)eˆ,haV′s⊕aV′t −
√
mδ(s′, t′)eˆ〉
(b)
= κ(1− κ)〈haVs⊕aVt ,haV′s⊕aV′t 〉
(c)
= κ(1− κ)δ(s, s′)δ(t, t′).
In the step marked (a) we appealed to Lemma 4. In the step marked (b), we noted that eˆ = h1/
√
m
and eˆ ⊥ haVs⊕aVt unless s = t which is ruled out by the fact that w is disassortative with respect
to pi i.e. Wss(w, pi) = 0. In the step marked (c) we used the fact that a is a conflict free labelling.
Consequently, we have shown that Σˆ = κ(1− κ)Id.
Haar case: By the bias-variance decomposition:
E‖Σˆ−Σ‖2Fr = E‖Σˆ− EΣˆ‖2Fr + ‖EΣˆ−Σ‖2Fr.
We will first compute EΣˆ. Consider the (st, s′t′) entry of Σˆ:
Σˆst,s′t′ = mκ(1− κ)〈Vst,Vs′t′〉
= mκ(1− κ)〈oaVs  oaVt − δ(s, t)eˆ,oaV′s  oaV′t − δ(s
′, t′)eˆ〉
= mκ(1− κ)
 m∑
i=1
(
(oaVs )i(oaVt )i −
δ(s, t)
m
)(
(oaV′s
)i(oaV′t
)i − δ(s
′, t′)
m
) .
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Note that Oi is a uniformly random unit vector. Hence we can compute EΣˆ using Fact 3. We obtain:
EΣˆst,s′t′
κ(1− κ) =

2− 6m+2 : s = s′ = t = t′
2
(m−1)(m+2) : s = t, s
′ = t′, s 6= s′
1 + 2(m−1)(m+2) : s = s
′, t = t′, s 6= t
0 : otherwise
.
Hence, the bias term can be bounded by:
‖EΣˆ−Σ‖2Fr ≤
36 · k4 · κ2(1− κ)2
(m+ 2)2
.
On the other hand, applying the Poincare Inequality (Fact 6) and a tedious calculation involving 6th
moments of a random unit vector (see for example Proposition 2.5 of Meckes [50]) shows that,
Var(Σˆst,s′t′) ≤ C · κ
2(1− κ)2
m
,
for some universal constant C. Hence,
E‖Σˆ− EΣˆ‖2Fr ≤
C · k4 · κ2(1− κ)2
m
,
for some universal constant C, and consequently the claim of the lemma holds.
Lemma 28. We have,
E
[
‖T − Tˆ ‖22
]
≤ Ck
3
√
m
,
for a universal constant C.
Proof. Let b, bˆ ∈ Rm be the vectors formed by the diagonals of B, Bˆ, respectively. Define:
p1 = P(b1 6= bˆ1), p2 = P(b1 6= bˆ1, b2 6= bˆ2).
We have,
E
[
‖T − Tˆ ‖22 | V
]
= mE
[
(b− bˆ)TV V T(b− bˆ)
]
= mTr
(
V V TE
[
(b− bˆ)(b− bˆ)T
])
= mTr
(
V V T(1− 2κ)2
(
p211
T + (p1 − p2)Im
))
= m(1− 2κ)2
(
p2
∥∥∥V T1∥∥∥2
2
+ (p1 − p2)Tr
(
V V T
))
.
Now, since V T has centered coordinate-wise product of columns of an orthogonal matrix we have V T1 = 0.
Hence,
E
[
‖T − Tˆ ‖22 | V
]
= (p1 − p2)Tr
(
V V T
)
.
Next we compute p1 = P(b1 6= bˆ1). Observe that conditional on N , the symmetric difference S4Sˆ is a
uniformly random set of size |N − n|. Hence,
P(b1 6= bˆ1|N) = P(1 ∈ S4Sˆ|N) = |n−N |
m
.
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Therefore
p1 =
E [N − n]
m
≤
√
Var(N))
m
=
√
κ(1− κ)√
m
.
Hence, we obtain
E
[
‖T − Tˆ ‖22|V
]
≤ (1− 2κ)
2√
m · κ(1− κ) · Tr(Σˆ). (37)
By Lemma 27 we have,
ETr(Σˆ) ≤ ETr(Σ) +
√
d · E‖Σˆ−Σ‖2Fr
≤ Cκ(1− κ)k3.
where constant Cκ,d depends only on κ, d. And hence,
E
[
‖T − Tˆ ‖22
]
≤ Ck
3
√
m
,
for a universal constant C.
Lemma 29. Under the assumptions and notations of Lemma 27 for both the subsampled Haar sensing and
the subsampled Hadamard sensing models, we have, for any bounded Lipschitz function f : Rd → R:
E
∣∣∣E[f(Tˆ )|V ]− Ef(Σˆ1/2Z)∣∣∣ ≤ Ck · (‖f‖∞ + ‖f‖Lip)√
m
. (38)
where Z ∼ N (0, Id), Ck is a constant depending only on k.
Proof. Note that Tˆ =
√
mV Tbˆ and
√
mΣˆ
−1
2 V Tbˆ has the identity covariance matrix. Hence, by the Berry
Eseen bound of Bhattacharya [14] for any bounded and Lipschitz function g we have∣∣∣∣∣E
[
g
(
Σˆ
−1
2 Tˆ
)]
− E [Z]
∣∣∣∣∣ ≤ Cd · ρ
′
3 ·
(
‖g‖∞ +‖g‖Lip
)
√
m
, (39)
where Cd is a constant only dependent on d and
ρ′3 = m
2
m∑
i=1
E
[
bˆi‖Σˆ
−1
2 vi‖32|V
]
= m2
(
κ(1− κ)3 + (1− κ)κ3
) m∑
i=1
‖Σˆ−12 vi‖32
≤ m2 ·
√
d · ‖Σˆ− 12 ‖3op · (κ(1− κ)) ·
m∑
i=1
‖vi‖33
.
Define g(X) , f
(
Σˆ
1
2X
)
, hence, g
(
Σˆ
−1
2 V Tbˆ
)
= f
(
Tˆ
)
. Moreover, ‖g‖∞ ≤ ‖f‖∞ and ‖g‖Lip ≤
‖Σ‖ 12op‖f‖Lip. Hence we obtain:∣∣∣E[f(Tˆ )|V ]− Ef(Σˆ1/2Z)∣∣∣ ≤ Cd · (κ(1− κ)) ·m 32 ·(‖f‖∞ +∥∥∥Σˆ∥∥∥ 12
op
‖f‖Lip
)
· ‖Σˆ− 12 ‖3op ·
m∑
i=1
‖vi‖33. (40)
We define the event:
E def=
{
V : ‖Σˆ−Σ‖2Fr ≤
κ2(1− κ)2
4
}
.
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By Markov Inequality and Lemma 27, we know that, P(Ec) ≤ Ck4/m for some universal constant C. Hence,
E
∣∣∣E[f(Tˆ )|V ]− Ef(Σˆ1/2Z)∣∣∣ ≤ 2C · ‖f‖∞ · k4
m
+ E
∣∣∣E[f(Tˆ )|V ]− Ef(Σˆ1/2Z)∣∣∣ IE .
On the event E we have,
‖Σˆ‖op ≤ ‖Σ‖op + κ(1− κ)
2
≤ 5κ(1− κ)
2
,
‖Σˆ− 12 ‖op ≤ ‖Σ− 12 ‖op + ‖Σˆ− 12 −Σ− 12 ‖op
(a)
≤ 1
κ(1− κ) +
1
2
≤ 9
8(κ(1− κ)) ,
E‖vi‖3 =
d∑
j=1
E|vij |3
(b)
≤ Cd
m3
.
In the step marked (a) we used the continuity estimate for matrix square root in Fact 7. In the step marked
(b), we recalled the definition of vi and used the moment bounds for a coordinate of a random unit vector
from Fact 3. Substituting these estimates in (40) we obtain:
E
∣∣∣E[f(Tˆ )|V ]− Ef(Σˆ1/2Z)∣∣∣ ≤ 2C · ‖f‖∞ · k4
m
+
Ck · (‖f‖∞ + ‖f‖Lip)√
m
.
Using the above lemmas, we can now provide a proof of Propositions 6 and 5.
Proof of Propositions 6 and 5. Define the polynomial p(z) as:
p(z)
def
=
∏
s,t∈[|pi|]
s≤t
Wst(w,pi)>0
z
Wst(w,pi)
st ,
and the indicator function:
IE(z)
def
=
{
1 : z ∈ E
0 : z 6∈ E ,
where:
E def=
{
max
s,t
|zst| ≤
(
2048 log3(m)
) 1
2
}
.
Recall that we had,
M(√mΨ,w, pi,a) =
∏
s,t∈[|pi|]
s≤t
Wst(w,pi)>0
T
Wst(w,pi)
st = p(T ),
and in Lemma 6 we showed that,
P(T /∈ E) ≤ C
m2
.
We additionally define the function p˜(z) def= p(z)IE(z). observe that:
‖p˜‖∞ ≤
(
2048 log3(m)
) ‖w‖
2
, ‖p˜‖Lip ≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2
.
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Let Z ∼ N (0, Id). Then, we can write:∣∣∣Ep(T )− Ep(Σ 12Z)∣∣∣ ≤ ∣∣∣Ep˜(T )− Ep˜(Σ 12Z)∣∣∣+ |Ep(T )IEc(T )|+ |Ep(T )IEc(Σ 12Z)|
≤
∣∣∣Ep˜(T )− Ep˜(Tˆ )∣∣∣︸ ︷︷ ︸
(I)
+
∣∣∣Ep˜(T )− Ep˜(Σˆ 12Z)∣∣∣︸ ︷︷ ︸
(II)
+
∣∣∣∣Ep˜(Σ 12Z)− Ep˜( ˆΣ 12Z)∣∣∣∣︸ ︷︷ ︸
(III)
+ |Ep(T )IEc(T )|︸ ︷︷ ︸
(IV)
+ |Ep(Σ 12Z)IEc(Σ 12Z)|︸ ︷︷ ︸
(V)
.
We control each of these terms separately.
Analysis of (I): In order to control I observe that:
(I) ≤ ‖p˜‖LipE‖T − Tˆ ‖2
≤ ‖p˜‖Lip · (E‖T − Tˆ ‖22)
1
2
≤ C · ‖w‖ ·
(
2048 log3(m)
) ‖w‖
2 ·
√
k3
m
1
4
.
In the last step, we appealed to Lemma 28.
Analysis of (II): In order to control I, recall that:
‖p˜‖∞ ≤
(
2048 log3(m)
) ‖w‖
2
, ‖p˜‖Lip ≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2
.
Hence, by Lemma 29 we have,
(II) ≤ Ck · (2048 log
3(m))
‖w‖
2 (1 + ‖w‖)√
m
.
Analysis of (III): Again using the Lipchitz bound on p˜ we have,
(III) ≤ E|p˜(Σ 12Z)− p˜( ˆΣ 12Z)|
≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2 · E‖(Σˆ 12 −Σ 12 )Z‖2
≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2 ·
√
E‖(Σˆ 12 −Σ 12 )Z‖22
≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2 ·
√
E‖Σˆ 12 −Σ 12 ‖2Fr
(a)
≤ ‖w‖
(
2048 log3(m)
) ‖w‖
2 · k
2
λmax(Σ)
· E‖Σˆ−Σ‖2Fr
(b)
≤ C · k
6 · ‖w‖(2048 log3(m)) ‖w‖2
m
.
In the step marked (a) we used the fact that the continuity estimate for matrix square roots given in
Fact 7. In the step marked (b) we recalled the definition of Σ and observed that λmax(Σ) ≥ κ(1− κ)
for the subsampled Haar and the Hadamard sensing model. We also used the bound on E‖Σˆ −Σ‖2Fr
obtained in Lemma 27.
Analysis of (IV): We can control (III) as follows:
(IV) ≤
√
Ep2(T ) ·
√
P(T 6∈ E)
(c)
≤ C
√
EM(√mΨ, 2w, pi,a)
m
(d)
≤ (C‖w‖ log
2(m))
‖w‖
2
m
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In the step marked (c) we recalled that P(T /∈ E) ≤ C/m2 and expressed p2(T ) as a matrix moment.
In the step marked (d) we used the bounds on matrix moments obtained in Lemma 3.
Analysis of (IV): We recall that Σ was a diagonal matrix with |Σii| ≤ 2κ(1− κ) ≤ 1. Hence,
(V) ≤
√
Ep2(Σ 12 ) ·
√
P(Σ 12Z /∈ E)
(e)
≤ k‖w‖
‖w‖
2
m
.
In the step marked (e) we used standard moment and tail bounds on Gaussian random variables.
Combining the bounds on I− V immediately yields the claims of Proposition 6 and 5.
D Missing Proofs from Appendix B
D.1 Proof of Lemma 10
Proof of Lemma 10. We will assume that A is of Type 1 (the proof of the other types is analogous):
A(Ψ,Z) = p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ).
1. (Continuity with respect to z) Define for any i ∈ [k]:
A0 def= p1(Ψ)q1(Diag (z))p2(Ψ) · · · qk−1(Diag (z))pk(Ψ),
Ai def= p1(Ψ)q1(Diag (z˜))p2(Ψ) · · · qi(Diag (z˜))pi+1(Ψ)qi+1(Diag (z)) · · · qk−1(Diag (z))pk(Ψ).
where Ψ = UBUT. Observe that we can write:
zTA(UBUT,Diag (z))z − z˜TA(UBUT,Diag (z˜))z˜ = zTA0z − z˜TAk−1z˜
= zTA0z − zTAk−1z + zTAk−1z + z˜TAk−1z˜
=
k−2∑
i=0
zT(Ai −Ai+1)z
+ 〈Ak−1, zzT − z˜z˜T〉.
We bound each of these terms separately. First observe that:
|zT(Ai −Ai+1)z| ≤ ‖z‖22 · ‖Ai −Ai+1‖op
≤ C(A) · ‖z‖22 · ‖z − z˜‖∞.
Next we note that,
|〈Ak−1, zzT − z˜z˜T〉| ≤ 2‖Ak−1‖op · ‖zzT − z˜z˜T‖op
= C(A) · ‖z − z˜‖2 · (‖z‖2 + ‖z˜‖2).
This gives is the estimate:∣∣∣∣∣zTA(UBUT,Diag (z))zm − z˜TA(UBUT,Diag (z˜))z˜m
∣∣∣∣∣ ≤
C(A)
m
·
(
‖z‖22 · ‖z − z˜‖∞ + ‖z − z˜‖2 · (‖z‖2 + ‖z˜‖2)
)
,
where C(A) denotes a finite constant depending only on the ‖‖∞ norms and Lipchitz constants of the
functions appearing in A.
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2. (Continuity with respect to U) Let Ψ = UBUT, Ψ˜ = U˜BU˜T,Z = Diag (z). In analogy with the
previous part, we define:
A0 def= p1(Ψ)q1(Z)p2(Ψ) · · · qk−1(Z)pk(Ψ),
Ai def= p1(Ψ˜)q1(Z) · · · pi(Ψ˜)qi(Z)pi+1(Ψ) · · · qk−1(Z)pk(Ψ), ∀ i ∈ [k + 1].
With this notation, we can write,
zTA(UBUT,Diag (z))z − zTA(U˜BU˜T,Diag (z))z =
k−1∑
i=0
zT(Ai −Ai+1)z.
We will bound each term individually. First observe that:
Ai−1 −Ai = Li · (pi(Ψ)− pi(Ψ˜)) · Ri,
Li def= p1(Ψ˜)q1(Z) · · · pi−1(Ψ˜)qi−1(Z),
Ri def= qi(Z)pi+1(Ψ) · · · qk−1(Z)pk(Ψ).
Hence,
|zT(Ai−1 −Ai)z| = |zTLi · (pi(Ψ)− pi(Ψ˜)) · Riz|
≤ ‖pi(Ψ)− pi(Ψ˜)‖op‖Li‖op‖Ri‖op‖z‖2
≤ C(A) · ‖z‖2 · ‖pi(Ψ)− pi(Ψ˜)‖op
≤ C(A) · ‖z‖2 · ‖pi(Ψ)− pi(Ψ˜)‖Fr
= C(A) · ‖z‖2 ·
(
‖Upi(B) · (UT − U˜T)‖Fr + ‖(U − U˜) · pi(B)U˜T‖Fr
)
≤ C(A) · ‖z‖2 · ‖U − U˜‖Fr.
Hence we obtain the estimate:
1
m
∣∣∣zTA(UBUT,Diag (z))z − zTA(U˜BU˜T,Diag (z))z∣∣∣ ≤ C(A) · ‖z‖2
m
· ‖U − U˜‖Fr,
where C(A) denotes a finite constant depending only on the ‖ · ‖∞ norms and Lipchitz constants of
the functions appearing in A.
D.2 Proof of Lemma 11
Proof of Lemma 11. Using the continuity estimate from Lemma 10 we know that on the event E ,∣∣∣∣∣zTA(Ψ,Z)zm − z˜TA(Ψ, Z˜)z˜m
∣∣∣∣∣ ≤ C(A)m · (‖z‖22 · ‖z − z˜‖∞ + ‖z − z˜‖2 · (‖z‖2 + ‖z˜‖2))
≤ C(A)
m
·
(
‖z‖22 · ‖z‖∞ + ‖z‖2 · (‖z‖2 + ‖z˜‖2)
)
·
(
max
i∈[m]
∣∣∣∣ 1σi − 1
∣∣∣∣
)
≤ C(A)
mκ
·
(
‖z‖22 · ‖z‖∞ + ‖z‖2 · (‖z‖2 + ‖z˜‖2)
)
·
√
log3(m)
m
Hence,∣∣∣∣∣EzTA(Ψ,Z)zm − E z˜TA(Ψ, Z˜)z˜m IE
∣∣∣∣∣ ≤
∣∣∣∣∣EzTA(Ψ,Z)zm IEc
∣∣∣∣∣
+
C(A) log 32 (m)
m
√
mκ
·
(
E‖z‖22 · ‖z‖∞ + E‖z‖2 · (‖z‖2 + ‖z˜‖2)
)
.
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Observe that zTAz ≤ ‖A‖op‖z‖2 ≤ C(A)‖z‖22 ≤ C(A)‖x‖22. Hence,∣∣∣∣∣EzTA(Ψ,Z)zm IEc
∣∣∣∣∣ ≤ C(A)
√
E‖x‖42 · P(Ec)
m
≤ C(A)
√
P(Ec)
κ2
→ 0,
E‖z‖22 + E‖z‖2‖z˜‖2 ≤ 2E‖z‖22 + E‖z˜‖22 ≤ 2E‖x‖22 + E‖z˜‖22 =
2m
κ
+m,
E‖z‖22 · ‖z‖∞ ≤ mE‖z‖3∞ ≤ m
(
E‖z‖99
) 1
3 ≤ Cm 43 .
This gives us, ∣∣∣∣∣EzTA(Ψ,Z)zm − E z˜TA(Ψ, Z˜)z˜m IE
∣∣∣∣∣→ 0,
and hence we have shown,
lim
m→∞
EzTA(Ψ,Z)z
m
= lim
m→∞E
z˜TA(Ψ, Z˜)z˜
m
IE ,
provided the latter limit exists.
D.3 Proof of Lemma 13
Proof of Lemma 13. Recall that:
z˜a1 z˜ak+1
k∏
i=1
qi(z˜ai) = QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 · |pi|−|S (pi)|−2∏
i=1
(QVi(zaVi ) + µVi),
Hence,
E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A] =
∑
V⊂[|pi|−|S (pi)|−2]
E
QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 ·∏
i∈V
(QVi(z˜aVi ))
∣∣∣∣A
 ·
∏
i/∈V
µVi
 . (41)
We now apply Mehler’s formula to estimate the above conditional expectations. We first check the conditions
for Mehler’s formula:
1. The random variables z˜ are marginally N (0, 1). Define Σ = E[z˜z˜T|A]. z˜ and are weakly correlated
on the event E since:
max
i 6=j
|Σij | =
∣∣∣∣∣ (AAT)ij/κσiσj
∣∣∣∣∣
=
∣∣∣∣∣ (Ψ)ij/κσiσj
∣∣∣∣∣
≤ C
√
log3(m)
mκ2
, for m large enough,
where C denotes a universal constant.
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2. Let S ⊂ [m] with |S| ≤ k + 2. Let ΣS,S denote the principal submatrix of Σ formed by picking rows
and columns in S. Then by Gershgorin’s Circle theorem, on the event E ,
λmin(Σ) ≥ 1− (k + 1) max
i6=j
|Σij |
≥ 1− C(k + 1)
√
log3(m)
mκ2
≥ 1
2
, for m large enough.
3. Note that for ξ ∼ N (0, 1), we have,
EQF (ξ) = 0, EQL (ξ) = 0 (Since they are odd functions, see (23), (24)),
Eqi−1(ξ) = Eξqi−1(ξ) = 0 ∀ i ∈ S (pi) (Since they are centered, even functions, see Definition 1),
EQVi(ξ) = EξQVi(ξ) = 0 ∀ i ∈ [|pi| − |S (pi)| − 2] (See (26))
Hence applying the first non-zero term in Mehler’s Expansion (Proposition 4) of the conditional ex-
pectation:
E
QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 ·∏
i∈V
(QVi(z˜aVi ))
∣∣∣∣A

has total weight ‖w‖ given by:
‖w‖ ≥ 1 + 1 + 2|S (pi)|+ 2|V |
2
= 1 + |S (pi)|+ |V |.
Hence, by Proposition 4 we have,
IE ·
∣∣∣∣∣∣∣E
QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
 ·∏
i∈V
(QVi(z˜aVi ))
∣∣∣∣A

∣∣∣∣∣∣∣ ≤ C(A)(maxi 6=j |Σi,j |)1+|S (pi)|+|V |
≤ C(A) ·
(
log2(m)
mκ2
) 1+|S (pi)|+|V |
2
,
(42)
where C(A) denotes a finite constant depending only on the functions q1:k. When V = ∅ we will also need
to estimate the leading order term more accurately. Define,
G1(pi) def=
{
w ∈ G(k + 1) : d1(w) = 1, dk+1(w) = 1, di(w) = 2 ∀ i ∈ S (pi),
di(w) = 0 ∀ i /∈ {1, k + 1} ∪S (pi)
}
.
By Mehler’s formula,
IE ·
∣∣∣∣∣∣∣E
QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
∣∣∣∣A
− ∑
w∈G1(pi)
gˆ(w,Ψ) · M(Ψ,w, pi,a)
∣∣∣∣∣∣∣
≤ C(A) ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
,
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where,
gˆ(w,Ψ) =
1
w!
·
k+1∏
i=1
1
σ
di(w)
ai
 ·
QˆF (1)QˆL (1) ∏
i∈S (pi)
qˆi−1(2)
 1
κ‖w‖
,
andM(Ψ,w, pi,a) are matrix moments as defined in Definition 2. Note that the coefficients gˆ(w,Ψ) depend
on Ψ since,
σ2i = 1 +
Ψii
κ
,
but we can remove this dependence. On the event E , note that,
max
i∈[m]
|σ2ii − 1| ≤ C
√
log3(m)
mκ2
.
Hence defining:
gˆ(w, pi) =
1
w!
·
QˆF (1)QˆL (1) ∏
i∈S (pi)
qˆi−1(2)
 1
κ‖w‖
,
we have, for m large enough and on the event E ,
|gˆ(w, pi)− gˆ(w,Ψ)| ≤ Ck
√
log3(m)
mκ2
.
Furthermore, we have the estimate,
|M(Ψ,w, pi,a)| ≤ (max
i,j
|Ψij |)‖w‖1
(a)
≤ C
(
log3(m)
mκ2
) 1+|S (pi)|
2
,
where in the step (a), we used the definition of the event E in (22) and the fact that ‖w‖ = 1 + |S (pi)| for
any w ∈ G1(pi). Hence we obtain,
IE ·
∣∣∣∣∣∣∣E
QF (z˜a1) ·QL (z˜ak+1) ·
 ∏
i∈S (pi)
qi−1(z˜ai)
∣∣∣∣A
− ∑
w∈G1(pi)
gˆ(w, pi) · M(Ψ,w, pi,a)
∣∣∣∣∣∣∣
≤ C(A) ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
,
Combining this estimate with (41) and (42) gives us:
IE ·
∣∣∣∣∣∣E[z˜a1q1(z˜a2)q2(z˜a3) · · · qk−1(z˜ak)z˜ak+1 |A]−
∑
w∈G1(pi)
g(w, pi) · M(Ψ,w, pi,a)
∣∣∣∣∣∣
≤ C(A) ·
(
log3(m)
mκ2
) 2+|S (pi)|
2
,
where,
g(w, pi) =
1
κ‖w‖w!
·
QˆF (1)QˆL (1) ∏
i∈S (pi)
qˆi−1(2)
 ·
 ∏
i∈[|pi|−|S (pi)|−2]
µVi

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G1(pi) def=
{
w ∈ G(k + 1) : d1(w) = 1, dk+1(w) = 1, di(w) = 2 ∀ i ∈ S (pi),
di(w) = 0 ∀ i /∈ {1, k + 1} ∪S (pi)
}
,
and C(A) denotes a constant depending only on the functions appearing in A and k. This was precisely the
claim of Lemma 13.
E Proof of Proposition 4
Proof of Proposition 4. Let ψ(z; Σ) denote the density of a k dimensional zero mean Gaussian vector with
positive definite covariance matrix Σ i.e. z ∼ N (0,Σ). Suppose that Σii = 1 ∀ i ∈ [k]. In this situation
Slepian [64] has found an explicit expression for the Taylor series expansion of ψ(z; Σ) around Σ = Ik given
by:
ψ(z; Σ) =
∑
w∈G(k)
DwΣ ψ(z; Ik)
w!
·
∏
i<j
Σ
wij
ij
 ,
where DwΣ ψ(z; Ik) denotes the derivative:
DwΣ ψ(z; Ik)
def
=
∂‖w‖
∂Σw1212 ∂Σ
w13
13 · · · ∂Σw2323 ∂Σw2424 · · · ∂Σwk−1,kk−1,k
ψ(z; Σ)
∣∣∣∣
Σ=Ik
=
 k∏
i=1
Hdi(w)(zi)
 · ψ(z; Ik).
We intend to integrate the Taylor series for ψ(z; Σ) to obtain the expansion for the expectation in Proposition
4. In order to do so we need to understand the truncation error in the Taylor Series. By Taylors Theorem,
we know that:
ψ(z; Σ)−
∑
w∈G(k):‖w‖≤t
DwΣ ψ(z; Ik)
w!
·
∏
i<j
Σ
wij
ij
 = ∑
w∈G(k):‖w‖=t+1
DwΣ ψ(z; Σγ)
w!
·Σw, (44)
where Σγ = γΣ+(1−γ)Ik for some γ ∈ (0, 1). Slepian has further showed the following remarkable identity:
DwΣ ψ(z; Σ) =
∂2‖w‖
∂z
d1(w)
1 ∂z
d2(w)
2 · · · ∂zdk(w)k
ψ(z; Σ).
An inductive calculation shows that the ratio:
1
ψ(z; Σ)
∂2‖w‖
∂z
d1(w)
1 ∂z
d2(w)
2 · · · ∂zdk(w)k
ψ(z; Σ),
is a polynomial of degree 4‖w‖ in the variables z1, z2 . . . zk, {(Σ−1)ij}i<j . Hence:∣∣∣∣∣ 1ψ(z; Σ) ∂2‖w‖∂zd1(w)1 ∂zd2(w)2 · · · ∂zdk(w)k ψ(z; Σ)
∣∣∣∣∣ ≤ C‖w‖ · (1 +∑
i<j
|(Σ−1)ij |4‖w‖ +
k∑
i=1
|zi|4‖w‖),
where C‖w‖ denotes a constant depending only on ‖w‖. Observing that:
(Σ−1)ij ≤ ‖Σ−1‖op = 1
λmin(Σ)
<∞.
This gives us:∣∣∣∣∣ 1ψ(z; Σ) ∂2‖w‖∂zd1(w)1 ∂zd2(w)2 · · · ∂zdk(w)k ψ(z; Σ)
∣∣∣∣∣ ≤ C‖w‖ ·
1 + k2
λ
4‖w‖
min (Σ)
+
k∑
i=1
|zi|4‖w‖
 .
74
Substituting this estimate in (44) gives us:∣∣∣∣∣∣ψ(z; Σ)−
∑
w∈G(k):‖w‖≤t
DwΣ ψ(z; Ik)
w!
·Σw
∣∣∣∣∣∣
≤ Ct,k ·
1 + k2
λ4t+4min (Σγ)
+
k∑
i=1
|zi|4t+4
 · (max
i 6=j
|Σij |
)t+1
· ψ(z; Σγ).
Note that λmin(Σγ) = γ + (1− γ)λmin(Σ) ≥ min(1, λmin(Σ)). Hence,∣∣∣∣∣∣ψ(z; Σ)−
∑
w∈G(k):‖w‖≤t
DwΣ ψ(z; Ik)
w!
·Σw
∣∣∣∣∣∣
≤ Ct,k ·
1 + k2
min(λ4t+4min (Σ), 1)
+
k∑
i=1
|zi|4t+4
 · (max
i 6=j
|Σij |
)t+1
· ψ(z; Σγ).
Using this expansion to compute the expectation of
∏k
i=1 fi(zi) we obtain:∣∣∣∣∣∣E
 k∏
i=1
fi(zi)
− ∑
w∈G(k)
 k∏
i=1
fˆi(di(w))
 · Σw
w!
∣∣∣∣∣∣ ≤ Ct,k,f1:k
(
1 +
1
λ4t+4min (Σ)
)
·
(
max
i 6=j
|Σij |
)t+1
,
where Ct,k,f1:k denotes a constant depending only on t, k and the functions f1:k. In obtaining the above
estimate we use the fact that since the functions fi have polynomial growth and marginally zi ∼ N (0, 1)
under the measure N (0,Σγ) (since (Σγ)ii = 1) we have,
Ez∼N(0,Σγ)
|zi|4t+4 k∏
j=1
|fj(zj)|
 ≤ k∑
j=1
Ez∼N(0,Σγ)
[
|zi|4t+4|fj(zj)|k
]
= Ct,k,f1:k <∞.
F Some Miscellaneous Facts
Fact 1 (Hanson-Wright Inequality [60]). Let x = (x1, x2 . . . , xn) ∈ Rn be a random vector with independent
1-subgaussian, zero mean components. Let A be an n× n matrix. Then, for every t ≥ 0,
P
(
|xTAx− ExTAx| > t
)
≤ 2 exp
−cmin( t2‖A‖2Fr , t‖A‖op
) .
Fact 2 (Gaussian Poincare Inequality). Let x ∼ N (0, In). Then, for any L-Lipchitz function f : Rn → R
we have,
Var(f(x)) ≤ L2.
Fact 3 (Moments of a Random Unit vector, Lemma 2.22 & Proposition 2.5 of [50]). Let x ∼ Unif (Sn−1).
Let i, j, k, ` be distinct indices. Then:
Ex4i =
3
n(n+ 2)
, Ex2ix2j =
n+ 1
n(n− 1)(n+ 2) Ex
3
ixj = 0 Exixjx2k = 0, Exixjxkxl = 0.
Furthermore, there exists a universal constant C such that, for any t ∈ N:
E|xi|t ≤
(
Ct
m
) t
2
.
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Fact 4 (Concentration on the Sphere, Ball et al. [8]). Let x ∼ Unif (Sn−1). Then
P
(|x1| ≥ ) ≤ 2e−n2/2.
Fact 5 (`∞ norm of a random unit vector). x ∼ Unif (Sn−1). Then
E‖x‖t∞ ≤
(
C log(n)
n
) t
2
,
for a universal constant C.
Proof. For a random unit vector we can control E‖x‖t∞ as follows. Let q ∈ N be a parameter to be set
suitably. Then,
E‖x‖t∞ =
(
E‖x‖qt∞
) 1
q
≤
 n∑
i=1
E|xi|qt
 1q
(a)
=
(
nE|x1|qt
) 1
q
(b)
= n
1
q · q t2 ·
(
Ct
n
) t
2
(c)
≤ et · (2 log(n)) t2 ·
(
C
n
) t
2
.
In the step marked (a) we used the fact that the coordinates of a random unit vector are exchangeable, in
(b) we used the fact that u1 is C/m-subgaussian (see Fact 4) and in (c) we set q = b 2 log(n)t c.
Fact 6 (Poincare Inequality for Haar Measure, Gromov and Milman [39]). Consider the following setups:
1. Let O ∼ Unif (O(m)) and f : Rm×m → R be a function such that:
f(O) = f(OD), D = Diag
(
1, 1, 1, . . . , 1, sign(det(O))
)
, (45)
then,
Var(f(O)) ≤ 8
m
· E‖∇f(O)‖2Fr.
for any m ≥ 4.
2. Let O ∼ Unif (U(m)) and f : Cm×m → R. Then,
Var(f(O)) ≤ 8
m
· E‖∇f(O)‖2Fr.
Proof. This result is due to Gromov and Milman [39]. Our reference for these inequalities was the book
of Meckes [50]. Theorem 5.16 of Meckes shows that Haar measures on SO(m),U(m) satisfy Log-sobolev
inequality with constant 8/m. It is well known that Log-Sobolev Inequality implies the Poincare Inequality
(see for e.g. Lemma 8.12 in van Handel [70]). Note that, in the real case we only obtain the Poincare inequality
for the Haar measure on SO(m), condition (45) ensures the result still holds for O ∼ Unif (O(m)).
Fact 7 (Continuity of Matrix Square Root [61, Lemma 2.2]). For any two symmetric positive semi-definite
matrices M1,M2 we have,
‖M 121 −M
1
2
2 ‖op ≤
‖M1 −M2‖op√
λmin(M1)
.
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