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Abstract. For every 2n × 2n positive definite matrix A there
are n positive numbers d1(A) ≤ . . . ≤ dn(A) associated with A
called the symplectic eigenvalues of A. It is known that dm are
continuous functions of A but are not differentiable in general. In
this paper, we show that the directional derivative of dm exists
and derive its expression. We also discuss various subdifferential
properties of dm such as Clarke and Michel-Penot subdifferentials.
1. Introduction
Let S(n) be the space of n × n real symmetric matrices with the
usual inner product defined by 〈A,B〉 = trAB, for all A,B in S(n).
Let P(2n) be the subset of S(2n) consisting of the positive definite
matrices. Denote by J the 2n× 2n matrix
J =
(
O In
−In O
)
,
where In is the n × n identity matrix. A 2n × 2n real matrix M is
called a symplectic matrix if
MTJM = J.
Williamson’s theorem [4, 27] states that for every element A in P(2n)
there exists a symplectic matrix M such that
MTAM =
(
D O
O D
)
, (1.1)
where D is an n× n positive diagonal matrix with diagonal elements
d1(A) ≤ · · · ≤ dn(A). The diagonal entries ofD are known as symplec-
tic eigenvalues (Williamson parameters) of A. Symplectic eigenvalues
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2occur in various fields of mathematics and physics. In quantum infor-
mation theory, von Neumann entropy is determined by the symplectic
eigenvalues of a generic covariance matrix [2, 10, 22, 25]. See also
[11, 19, 24]. Much more interest is shown in symplectic eigenvalues
by mathematicians and physicists in the past few years due to their
importance in many areas such as symplectic topology [16], quantum
mechanics [9] and Hamiltonian mechanics [1, 21]. Some interesting
work has been done on symplectic eigenvalues recently. Various in-
equalities about these numbers, some variational principles, a pertur-
bation theorem, and some inequalities between symplectic eigenvalues
and ordinary eigenvalues are obtained in [7]. In a more recent work
[18], many results on differentiability and analyticity of symplectic
eigenvalues, some inequalities about these numbers involving two ma-
trices are obtained. It is known that the ordered symplectic eigenvalue
maps d1, . . . , dn are continuous but not differentiable in general. This
is illustrated in [18, Example 1]. Our goal is to further investigate
these maps. In this paper, we show that the first order directional
derivatives of these maps exist, and compute the expression of their
directional derivatives. We also discuss some subdifferential properties
of d1, . . . , dn, namely, Fenchel subdifferential, Clarke subdifferential,
and Michel-Penot subdifferential. Subdifferentials are useful in the
field of optimization and non-smooth analysis. They provide various
characterisations of optimality conditions such as local minimizer, lo-
cal sharp minimizer, local blunt minimizer [3, 8, 23, 28]. In numerical
methods, subdifferentials are useful in minimizing local Lipschitzian
functions [5]. The class of convex functions enjoys many useful and
interesting differential properties and they are widely studied [8].
A positive number d is a symplectic eigenvalue of A if and only if
±d are eigenvalues of the Hermitian matrix ιA1/2JA1/2 [18, Lemma
2.2]. Eigenvalues of Hermitian matrices have rich theory, and have
been studied for a long time. Therefore it seems natural to study the
properties of symplectic eigenvalues by applying the well developed
theory of eigenvalues. But it is difficult to obtain results on symplectic
eigenvalues by the direct approach due to the complicated form of
ιA1/2JA1/2. For instance, the map A 7→ ιA1/2JA1/2 from P(2n) to the
space of 2n × 2n Hermitian matrices is neither convex nor concave
(see Example 1). Therefore it is not apparent whether the sums of
eigenvalues of ιA1/2JA1/2 are convex or concave functions of A. Our
3methods make use of independent theory for symplectic eigenvalues
developed in [7, 18].
Eigenvalue maps of Hermitian matrices can be written as difference
of convex functions using Ky Fan’s extremal characterisation [12, The-
orem 1] of sum of eigenvalues of Hermitian matrices. It is this property
of eigenvalues that plays a key role in the study of their various subdif-
ferentials and directional derivatives properties [13, 15, 26]. Theorem 5
of [7] gives an extremal characterisation of sum of symplectic eigen-
values, and this enables us to write symplectic eigenvalue maps as
difference of convex maps. This characterisation plays a key role in
our paper. The work by Hiriart-Urruty et al. [13, 15] for eigenvalues
was motivation for our present work.
Example 1. Let Φ(A) = ιA1/2JA1/2 for all A in P(2n). Let I be the
2× 2 identity matrix and
A =
(
1 0
0 4
)
.
We have Φ(I) = ιJ,
Φ(A) = ι
(
0 2
−2 0
)
,
and
Φ
(
I + A
2
)
=
ι
2
(
0
√
10
−√10 0
)
.
This gives
Φ
(
I + A
2
)
− 1
2
(Φ(I) + Φ(A)) =
ι
2
(
0
√
10− 3
−(√10− 3) 0
)
.
Here Φ
(
I+A
2
) − 1
2
(Φ(I) + Φ(A)) is neither negative semidefinite nor
positive semidefinite. Therefore, Φ is neither convex nor concave.
The paper is organized as follows: In Section 2, we recall the defini-
tions of Fenchel (2.1), Clarke (2.2) and Michel-Penot (2.4) subdiffer-
entials and derivatives, and some of their properties. We also discuss
some basic properties of symplectic eigenvalues that are useful later in
the paper. In Section 3, for every positive integer m ≤ n, we introduce
a map σm : S(2n) → (−∞,∞] such that σm(A) = −2
∑m
j=1 dj(A)
for all A ∈ P(2n). We calculate the Fenchel subdifferential of σm
(Theorem 3.2). We also derive the expressions for the directional
derivatives of σm (Theorem 3.3) and dm (Theorem 3.6). In Section 4,
we find the Clarke and Michel-Penot subdifferentials of −dm.We show
4that these subdifferentials coincide at A, and are independent of the
choices ofm corresponding to equal symplectic eigenvalues of A. As an
application of the Clarke and Michel-Penot subdifferentials, we give an
alternate proof of the monotonicity property of symplectic eigenvalues
(Corollary 4.4).
2. Preliminaries
In this section, we recall the definitions and some properties of three
kinds of subdifferentials, and discuss some simple properties of sym-
plectic eigenvalues.
The notion of various subdifferentials and directional derivatives
exist for more general spaces. For our present work we will only be
discussing subdifferentials of maps on the space of symmetric matrices.
Let O be an open subset of S(n) and A be an element of O. Let
f : S(n) → (−∞,∞] be a function such that f(O) ⊆ R. For H in
S(n), if the limit
lim
t→0+
f(A+ tH)− f(A)
t
,
exists in R, we say that f ′(A;H) is defined and is equal to the limit.
We say that f is directionally differentiable at A if f ′(A;H) exists for
all H in S(n). In this case, we call the map f ′(A; ·) : S(n) → R the
directional derivative of f at A.
The Fenchel subdifferential of f at A is defined by
∂f(A) = {X ∈ S(n) : 〈X,H − A〉 ≤ f(H)− f(A) ∀H ∈ S(n)}.
(2.1)
If f is a convex map then ∂f(A) is a non-empty, convex and compact
set [3, 28].
The Clarke directional derivative of f at A is defined as the function
H ∈ S(n) 7→ f ◦(A;H) = lim sup
X→A,t→0+
f(X + tH)− f(X)
t
,
and the Clarke subdifferential of f at A is given by
∂◦f(A) = {X ∈ S(n) : 〈X,H〉 ≤ f ◦(A;H) ∀H ∈ S(n)}. (2.2)
If the function f is directionally differentiable at every point in O,
then
f ◦(A;H) = lim sup
X→A
f ′(X ;H). (2.3)
5The Michel-Penot directional derivative of f at A is defined by the
function
H ∈ S(n) 7→ f ⋄(A;H) = sup
X∈S(n)
lim sup
t→0+
f(A+ tX + tH)− f(A+ tX)
t
,
and the Michel-Penot subdifferential of f at A is defined as
∂⋄f(A) = {X ∈ S(n) : 〈X,H〉 ≤ f ⋄(A;H) ∀H ∈ S(n)}. (2.4)
If the function f is directionally differentiable at A, then we have
f ⋄(A;H) = sup
X∈S(n)
{f ′(A;H +X)− f ′(A;H)}′ (2.5)
for all H in S(n).
Let A be an element of P(2n) and m ≤ n be a positive integer. Let
u1, . . . , un, v1, . . . , vn represent the 2n columns of M in Williamson’s
theorem. The equation (1.1) is equivalent to the following conditions
Auj = dj(A)Jvj , Avj = −dj(A)Juj, (2.6)
〈uj, Juk〉 = 〈vj , Jvk〉 = 0, (2.7)
〈uj, Jvk〉 = δjk (2.8)
for all 1 ≤ j, k ≤ n. Here δjk = 1 if j = k, and 0 otherwise. A pair
of vectors (uj, vj) satisfying (2.6) is called a pair of symplectic eigen-
vectors of A corresponding to the symplectic eigenvalue dj(A), and is
called a normalised pair of symplectic eigenvectors of A correspond-
ing to the symplectic eigenvalue dj(A) if it also satisfies 〈uj, Jvj〉 = 1.
We call a set {uj, vj ∈ R2n : 1 ≤ j ≤ m} symplectically orthogo-
nal if it satisfies (2.7), and we call it symplectically orthonormal if it
also satisfies (2.8) for 1 ≤ j, k ≤ m. A symplectically orthonormal
set with 2n vectors is called a symplectic basis of R2n. We denote by
Sp(2n) the set of 2n × 2n symplectic matrices. Let Sp(2n, 2m) de-
note the set of real 2n×2m matrices S = [u1, . . . , um, v1, . . . , vm] such
that its columns form a symplectically orthonormal set, and denote by
Sp(2n, 2m,A) the subset of Sp(2n, 2m) with the extra condition (2.6)
for all j = 1, 2, . . . , m. We call a symplectic and orthogonal matrix
orthosymplectic matrix. One can find more on symplectic matrices
and symplectic eigenvalues in [4, 9, 18].
Definition 2.1. Let S be a real matrix with 2m columns and
α1, . . . , αk be positive integers with α1 + . . .+ αk = m. Let I1, . . . , Ik
6be the partition of {1, . . . , 2m} given by
I1 = {1, . . . , α1, m+ 1, . . . , m+ α1},
I2 = {α1 + 1, . . . , α1 + α2, m+ α1 + 1, . . . , m+ α1 + α2},
...
Ik = {(α1 + . . .+ αk−1) + 1, . . . , (α1 + . . .+ αk−1) + αk,
m+ (α1 + . . .+ αk−1) + 1, . . . , m+ (α1 + . . .+ αk−1) + αk}.
By the expression
S = SI1 ⋄ . . . ⋄ SIk
we mean that the submatrix of S consisting of the columns of S in-
dexed by Ij is SIj , j = 1, . . . , k.We call it symplectic column partition
of S of order (α1, . . . , αk).
For example, let m = 6 and α1 = 2, α2 = 3, α3 = 1. Then we have
I1 = {1, 2, 7, 8},
I2 = {3, 4, 5, 9, 10, 11},
I3 = {6, 12}.
We observe that if I is the 2m× 2m identity matrix then
SI1 = SII1 , . . . , SIk = SIIk .
So the symplectic column partition of S of order (α1, . . . , αk) is given
by
S = SII1 ⋄ . . . ⋄ SIIk .
The following proposition gives a property of symplectic column
partition. The proof is straightforward, so we omit it.
Proposition 2.2. Let S be a real matrix with 2m columns and
α1, . . . , αk be positive integers whose sum is m. Let S = SI1 ⋄ . . . ⋄ SIk
be the symplectic column partition of S of order (α1, . . . , αk). We have
TS = TSI1 ⋄ . . . ⋄ TSIk ,
where T is a matrix of appropriate size.
Proposition 2.3. Let A ∈ P(2n) and m ≤ n be any positive integer.
Every symplectically orthogonal set consisting of m symplectic eigen-
vector pairs of A can be extended to a symplectically orthogonal set
consisting of n symplectic eigenvector pairs of A.
7Proof. We know that any orthogonal subset of C2n consisting of eigen-
vectors of a Hermitian matrix can be extended to an orthogonal ba-
sis of C2n. Therefore, the result easily follows from [18, Proposition
2.3]. 
Corollary 2.4. Let A ∈ P(2n) and m ≤ n be any positive integer.
Every symplectically orthonormal set consisting of m symplectic eigen-
vector pairs of A can be extended to a symplectic basis of R2n consisting
of symplectic eigenvector pairs of A.
Proof. Let {uj, vj ∈ R2n : j = 1, . . . , m} be a symplectically or-
thonormal set consisting of m symplectic eigenvector pairs of A. By
Proposition 2.3 we can extend the above set to a symplectically or-
thogonal set
{uj, vj ∈ R2n : j = 1, . . . , m} ∪ {u˜j, v˜j ∈ R2n : j = m+ 1, . . . , n}
consisting of n pairs of symplectic eigenvectors of A. Let d˜j be the
symplectic eigenvalue of A corresponding to the symplectic eigenvector
pair (u˜j, v˜j) for j = m+ 1, . . . , n. Therefore we have
〈u˜j, Jv˜j〉 = 1
d˜j
〈u˜j, Au˜j〉 > 0.
Define
uj = 〈u˜j, Jv˜j〉−1/2u˜j,
vj = 〈u˜j, Jv˜j〉−1/2v˜j
for all j = m + 1, . . . , n. This implies 〈uj, Jvj〉 = 1 for all j = m +
1, . . . , n. The set {uj, vj ∈ R2n : j = 1, . . . , n} is the desired symplectic
basis of R2n consisting of symplectic eigenvector pairs of A which is
an extension of the given symplectically orthonormal set. 
3. Fenchel subdifferential and directional derivatives
In this section we show that the directional derivative of dm exists,
and derive its expression. For every positive integer m ≤ n define a
map σm : P(2n)→ R by
σm(P ) = −2
m∑
j=1
dj(P )
for all P in P(2n). By Theorem 5 of [7] we have
σm(P ) = max
{−trSTPS : S ∈ Sp(2n, 2m)} .
8Therefore σm is a convex function on P(2n). Extend the function σm
to the whole space S(2n) by setting σm(P ) =∞ if P is not in P(2n).
Thus σm : S(2n)→ (−∞,∞] is a convex function. For any subset Ω of
symmetric matrices, its closed convex hull will be denoted by conv Ω.
Proposition 3.1. Let A be an element of P(2n) and M be an element
of Sp(2n, 2n,A). The Fenchel subdifferential of σm at A is given by
∂σm(A) = conv
{−SST : S ∈ Sp(2n, 2m,A)} .
Proof. Let Q = conv{−SST : S ∈ Sp(2n, 2m,A)}. For any S ∈
Sp(2n, 2m,A) and B ∈ S(2n) we have
〈−SST , B − A〉 = −trSSTB + trSSTA
= −trSTBS + trSTAS
= −trSTBS − σm(A)
≤ σm(B)− σm(A).
The last equality follows from the fact that S ∈ Sp(2n, 2m,A) and
the last inequality follows by the definition by σm. This implies that
−SST ∈ ∂σm(A). We know that ∂σm(A) is a closed convex set. Thus
we have Q ⊆ ∂σm(A).
For the other side inclusion, we assume ∂σm(A)\Q 6= ∅ and derive
a contradiction. Let B ∈ ∂σm(A)\Q. By Theorem 1.1.5 in [28] we get
a δ > 0 and C0 ∈ S(2n) such that for all S ∈ Sp(2n, 2m,A),
〈B,C0〉 ≥ 〈−SST , C0〉+ δ. (3.1)
Let (a, b) be an open interval containing 0 such that A(t) = A + tC0
is in P(2n) for all t ∈ (a, b). By Theorem 4.7 of [18] we get an ε > 0
and continuous maps dj , uj, vj on [0, ε) ⊂ (a, b) for j = 1, 2, . . . , n such
that dj(t) = dj(A(t)) and {uj(t), vj(t) : j = 1, . . . , n} is a symplectic
basis of R2n consisting of symplectic eigenvector pairs of A(t) for all
t ∈ [0, ε). Therefore the matrix
S(t) = [u1(t), u2(t), . . . , un(t), v1(t), v2(t), . . . , vn(t)]
9is an element of Sp(2n, 2n,A(t)) for all t ∈ [0, ε). For any t in (0, ε)
we have
〈−S(t)S(t)T , C0〉 = −trS(t)TC0S(t)
=
−trS(t)T (A + tC0)S(t) + trS(t)TAS(t)
t
=
−trS(t)TA(t)S(t) + trS(t)TAS(t)
t
=
σm(A(t)) + trS(t)
TAS(t)
t
≥ σm(A(t))− σm(A)
t
≥ 〈C0, B〉.
The second last inequality follows because S(t) is an element of
Sp(2n, 2m) for all t ∈ (0, ε), and the last inequality follows from the
fact that B ∈ ∂σm(A). By continuity we get
〈−S(0)S(0)T , C0〉 ≥ 〈B,C0〉.
But S(0) ∈ Sp(2n, 2m,A) and hence we get a contradiction by (3.1).
Therefore our assumption ∂σm(A)\Q 6= ∅ is wrong. This completes
the proof. 
We will now provide a more transparent expression of the Fenchel
subdifferential of σm. A symplectic eigenvalue d of A has multiplicity
m if the set {i : di(A) = d} has exactly m elements. For A ∈ P(2n), let
us define non-negative integers im, jm, rm as follows. Let rm = im+ jm
be the multiplicity of dm(A) and im ≥ 1. Further,
dm−im(A) < dm−im+1(A) = . . . = dm+jm(A) < dm+jm+1(A).
In particular, i1 = 1, j1 = r1− 1 and in = rn, jn = 0. Define ∆m(A) to
be the set of 2n× 2m real matrices of the form

I 0
0 U
0 0
0 0
0 V
0 0
0 0
0 −V
0 0
I 0
0 U
0 0


, (3.2)
where I is the (m−im)×(m−im) identity matrix, and U, V are rm×im
real matrices such that the columns of U + ιV are orthonormal.
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Theorem 3.2. Let A be an element of P(2n) and M be an element
of Sp(2n, 2n,A). The Fenchel subdifferential of σm at A is given by
∂σm(A) = conv
{−MHHTMT : H ∈ ∆m(A)} .
Proof. We first show that
∂σm(A) ⊆ conv
{−MHHTMT : H ∈ ∆m(A)} .
By Proposition 3.1 it suffices to show that for every S ∈ Sp(2n, 2m,A)
there exists some H ∈ ∆m(A) such that SST = MHHTMT . Let I
denote the 2n × 2n identity matrix and I = I ⋄ I˜ ⋄ Î be the sym-
plectic column partition of I of order (m − im, rm, n − m − jm). Let
M = MI, M˜ = MI˜ and M̂ =MÎ. The columns of M˜ consist of sym-
plectic eigenvector pairs of A corresponding to the symplectic eigen-
value dm(A). Let S ∈ Sp(2n, 2m,A) be arbitrary and S = S ⋄ S˜1
be the symplectic column partition of S of order (m − im, im). Ex-
tend S to a matrix S ⋄ S˜2 in Sp(2n, 2(m + jm), A) by Corollary 2.4.
The columns of S consist of symplectic eigenvector pairs of A cor-
responding to d1(A), . . . , dm−im(A), and the columns of S˜1 ⋄ S˜2 con-
sist of symplectic eigenvector pairs of A corresponding to dm(A). By
Corollary 5.3 of [18] we can find orthosymplectic matrices Q and R
of orders 2(m − im) × 2(m − im) and 2rm × 2rm respectively such
that S = MQ and S˜1 ⋄ S˜2 = M˜R. Let R = R ⋄ R˜ be the symplectic
column partition of R of order (im, jm). By Proposition 2.2 we have
S˜1 ⋄ S˜2 = M˜R ⋄ M˜R˜. This implies S˜1 = M˜R. Therefore
S = S ⋄ S˜1 =MQ ⋄ M˜R.
So we have
S = M(IQ ⋄ I˜R).
There exist [4] rm×rm real matrices X, Y such that X+ ιY is unitary
and
R =
(
X Y
−Y X
)
.
Let U, V be the rm × im matrices consisting of the first im columns of
X, Y respectively. Therefore
R =
(
U V
−V U
)
. (3.3)
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We have
SST = M(IQ ⋄ I˜R)(IQ ⋄ I˜R)TMT
= M
(
(IQ)(IQ)T + (I˜R)(I˜R)T
)
MT
= M
(
IQQT I
T
+ (I˜R)(I˜R)T
)
MT
= M
(
II
T
+ (I˜R)(I˜R)T
)
MT
= M(I ⋄ I˜R)(I ⋄ I˜R)TMT .
The second and the last equalities follow from Proposition 2.2. The
fourth equality follows from the fact that Q is an orthogonal matrix.
Let H = I ⋄ I˜R. By the definition of ∆m(A) and (3.3) we have H ∈
∆m(A). Therefore SS
T = MHHTMT , where H ∈ ∆m(A).
Now we prove the reverse inclusion. By definition, observe that any
H ∈ ∆m(A) is of the form
H = I ⋄ I˜
(
U V
−V U
)
.
By Proposition 2.2 we thus have
MH =M ⋄ M˜
(
U V
−V U
)
.
We know that the columns of M correspond to the symplectic eigen-
values d1(A), . . . , dm−im(A). By using the fact that the columns of M˜
correspond to the symplectic eigenvalue dm(A) we get(
U V
−V U
)T
M˜TAM˜
(
U V
−V U
)
= dm(A)
(
U V
−V U
)T (
U V
−V U
)
= dm(A)I2im ,
where I2im is the 2im × 2im identity matrix. Here we used the fact
that the columns of
(
U V
−V U
)
are orthonormal. The above relation im-
plies that the columns of M˜
(
U V
−V U
)
also correspond to the symplectic
eigenvalue dm(A). Therefore we have MH ∈ Sp(2n, 2m,A) for all
H ∈ ∆m(A), and hence
∂σm(A) ⊇ conv
{−MHHTMT : H ∈ ∆m(A)} .
This completes the proof. 
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In the next theorem we derive the directional derivative of σm using
the convexity and the Fenchel subdifferential of σm.
Theorem 3.3. Let A be an element of P(2n) and M be an element of
Sp(2n, 2n,A). Let I denote the 2n×2n identity matrix and I = I⋄ I˜ ⋄ Î
be the symplectic column partition of I of order (m−im, rm, n−m−jm).
Let M = MI, M˜ = MI˜ and M̂ = MÎ. Define B = −MTBM and
B˜ = −M˜TBM˜ for every B in S(2n). Let us consider the block matrix
form of B˜,
B˜ =
(
B˜11 B˜12
B˜T12 B˜22
)
,
where each block has order rm×rm. Denote by ˜˜B the Hermitian matrix
B˜11+B˜22+ι(B˜12−B˜T12). The directional derivative of σm at A is given
by
σ′m(A;B) = trB +
im∑
j=1
λ
↓
j(
˜˜
B)
for all B ∈ S(2n). Here λ↓j( ˜˜B) denotes the jth largest eigenvalue of
the Hermitian matrix
˜˜
B.
Proof. By the max formula [8, Theorem 3.1.8] we have
σ′m(A;B) = max{〈C,B〉 : C ∈ ∂σm(A)}
for all B ∈ S(2n). By Theorem 3.2 we have
σ′m(A;B) = max{〈−MHHTMT , B〉 : H ∈ ∆m(A)}. (3.4)
Every element of ∆m(A) is of the form I ⋄ I˜R where R is given by
(3.3). Let H = I ⋄ I˜R be an arbitrary element of ∆m(A). This gives
MHHTMT = (M(I ⋄ I˜R))(M(I ⋄ I˜R))T
= (MI ⋄MI˜R)(MI ⋄MI˜R)T
= (M ⋄ M˜R)(M ⋄ M˜R)T
=MM
T
+ M˜RR
T
M˜T . (3.5)
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The second and the last equalities follow from Proposition 2.2. This
implies
〈−MHHTMT , B〉 = tr(−MHHTMTB)
= tr(−MMTB) + tr(−M˜RRTM˜TB)
= tr(−MMTB) + tr(−RTM˜TBM˜R)
= tr(−MTBM) + tr(RT B˜R)
= trB + tr(UT B˜11U + V
T B˜22V − 2UT B˜12V )
+ tr(V T B˜11V + U
T B˜22U + 2U
T B˜T12V )
= trB + tr(U + ιV )∗(B˜11 + B˜22 + ι(B˜12 − B˜T12))(U + ιV )
= trB + tr(U + ιV )∗
˜˜
B(U + ιV ). (3.6)
Therefore by (3.4) and (3.6) we get
σ′m(A;B) = trB + max
U+ιV
tr(U + ιV )∗
˜˜
B(U + ιV ),
where the maximum is taken over rm × im unitary matrices U + ιV.
By Ky Fan’s extremal characterisation [12, Theorem 1] we have
max
U+ιV
tr(U + ιV )∗
˜˜
B(U + ιV ) =
im∑
j=1
λ
↓
j(
˜˜
B).
This completes the proof. 
Definition 3.4. Let O be an open subset of S(n). A function f : O →
R is said to be Gaˆteaux differentiable at A ∈ O if f is directionally
differentiable at A and the directional derivative is a linear map from
S(n) to R. The linear map is denoted by∇f(A) and called the gradient
of f at A.
The following is an easy corollary of the above theorem.
Corollary 3.5. Let A be an element of P(2n) and M be an element of
Sp(2n, 2n,A). If dm(A) < dm+1(A) then σm is Gaˆteaux differentiable
at A with the gradient
∇σm(A) = −(M ⋄ M˜)(M ⋄ M˜)T .
Here we assume dm+1(A) =∞ for m = n.
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Proof. If dm(A) < dm+1(A) then jm = 0 and im = rm. Therefore R is
a 2rm × 2rm orthosymplectic matrix in the proof of Theorem 3.3. By
(3.5) we have
MHHTMT =MM
T
+ M˜M˜T
for all H ∈ ∆m(A). By Theorem 3.2 we get
σ′m(A;B) = 〈−MMT − M˜M˜T , B〉.
By Proposition 2.2 we have
−MMT − M˜M˜T = −(M ⋄ M˜)(M ⋄ M˜)T .
Therefore σm is Gaˆteaux differentiable with ∇σm(A) = −(M ⋄M˜)(M ⋄
M˜)T . 
We have the relation 2dm = σm−1−σm whenever m ≥ 2, and 2d1 =
−σ1. Denote by σ0 : S(2n) → R the zero map so that 2d1 = σ0 − σ1.
Therefore we have
2dm = σm−1 − σm,
for all positive integers m ≤ n. By the definition of directional deriv-
ative we have
2d′m(A;B) = σ
′
m−1(A;B)− σ′m(A;B)
for all B ∈ S(2n). By this relation we know that dm is directionally
differentiable and find the expression of its directional derivative. The
following is the main theorem of this section.
Theorem 3.6. Let A be an element of P(2n) and M be an element of
Sp(2n, 2n,A). Let I denote the 2n×2n identity matrix and I = I⋄ I˜ ⋄ Î
be the symplectic column partition of I of order (m−im, rm, n−m−jm).
Let M = MI, M˜ = MI˜ and M̂ = MÎ. Define B = −MTBM and
B˜ = −M˜TBM˜ for every B in S(2n). Let us consider the block matrix
form of B˜,
B˜ =
(
B˜11 B˜12
B˜T12 B˜22
)
,
where each block has order rm×rm. Denote by ˜˜B the Hermitian matrix
B˜11+ B˜22+ ι(B˜12−B˜T12). The directional derivative of dm at A is given
by
d′m(A;B) = −
1
2
λ
↓
im
(
˜˜
B), (3.7)
for all B ∈ S(2n).
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Proof. By definition we have im ≥ 1. We deal with the following two
possible cases separately.
Case: im ≥ 2
This is the case when dm(A) = dm−1(A). This implies
im−1 = im − 1, jm−1 = jm + 1, rm−1 = rm.
Therefore we have m − im = (m − 1) − im−1. From Theorem 3.3 we
get,
d′m(A;B) =
1
2
σ′m−1(A;B)−
1
2
σ′m(A;B)
=
1
2
(trB +
im−1∑
j=1
λ
↓
j (
˜˜
B))− 1
2
(trB +
im∑
j=1
λ
↓
j(
˜˜
B))
= −1
2
λ
↓
im
(
˜˜
B).
Case: im = 1
In this case we have dm−1(A) < dm(A). By Corollary 3.5 the map
σm−1 is Gaˆteaux differentiable at A and we have
∇σm−1(A) = −SST ,
where S is the submatrix consisting of columns with indices
1, . . . , (m− 1) + jm−1 of M. But here we have jm−1 = 0 which means
that (m− 1) + jm−1 = m− im. In other words, we have S =M. This
gives
σ′m−1(A;B) = ∇σm−1(A)(B)
= 〈−MMT , B〉
= tr(−MMTB)
= tr(−MTBM)
= trB
Therefore by Theorem 3.3 we have
σ′m(A;B) = σ
′
m−1(A;B) + λ
↓
1(
˜˜
B).
This gives
2d′m(A;B) = −λ↓1( ˜˜B)
which is the same as (3.7) for im = 1. 
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4. Clarke and Michel-Penot subdifferentials
Let us denote by Sm(A) the set of normalised symplectic eigenvector
pairs (u, v) of A corresponding to the symplectic eigenvalue dm(A).
Let m̂ be the index of the smallest symplectic eigenvalue of A equal
to dm(A). In other words, dj(A) = dm(A) implies j ≥ m̂.
Proposition 4.1. Let A be an element of P(2n) and M in
Sp(2n, 2n,A) be fixed. The function −d′m̂(A; ·) is sublinear and its
Fenchel subdifferential at zero is given by
∂(−d′m̂(A; ·))(0) = conv{−
1
2
(xxT + yyT ) : (x, y) ∈ Sm(A)}.
Proof. By definition we have im̂ = 1. Therefore by Theorem 3.6 we
have
−d′m̂(A;B) =
1
2
λ
↓
1(
˜˜
B)
for all B ∈ S(2n). The map B 7→ ˜˜B is a linear map from S(2n) to the
space of rm × rm Hermitian matrices, and the largest eigenvalue map
λ
↓
1 on the space of rm× rm Hermitian matrices is sublinear. Therefore
−d′m̂(A; ·) is a sublinear map. It suffices [14, Remark 1.2.3, p.168] to
show that
−d′m̂(A;B) = max{−
1
2
〈xxT + yyT , B〉 : (x, y) ∈ Sm(A)}
for all B ∈ S(2n). Let (x, y) ∈ Sm(A) be arbitrary. By Corollary 2.4
extend [x, y] to S in Sp(2n, 2rm) with columns consisting of symplectic
eigenvector pairs of A corresponding to dm(A). By Corollary 5.3 of [18]
we get a 2rm×2rm orthosymplectic matrix Q such that S = M˜Q. We
know that Q is of the form (
U V
−V U
)
,
where U, V are rm× rm real matrices such that U + ιV is unitary. Let
u, v be the first columns of U and V respectively. This implies
[x, y] = M˜
(
u v
−v u
)
. (4.1)
Conversely, if u+ ιv is a unit vector in Crm and x, y ∈ R2n satisfy the
above relation (4.1), then (x, y) ∈ Sm(A). Therefore (4.1) gives a one
to one correspondence (x, y) 7→ u + ιv between Sm(A) and the set of
unit vectors in Crm. We consider Crm equipped with the usual inner
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product 〈z, w〉 = z∗w for all z, w ∈ Crm . For simplicity, we use the
same notation for the different inner products discussed here. Their
use will be clear from the context. We have
−1
2
〈xxT + yyT , B〉 = −1
2
〈[x, y][x, y]T , B〉
= −1
2
tr[x, y]TB[x, y]
= −1
2
tr
(
u v
−v u
)T
M˜TBM˜
(
u v
−v u
)
=
1
2
tr
(
u v
−v u
)T
B˜
(
u v
−v u
)
=
1
2
(u+ ιv)∗
˜˜
B(u+ ιv)
=
1
2
〈u+ ιv, ˜˜B(u+ ιv)〉
Therefore we get
−d′m̂(A;B) =
1
2
λ
↓
1(
˜˜
B)
=
1
2
max{〈u+ ιv, ˜˜B(u+ ιv)〉 : ‖u+ ιv‖ = 1}
= max{−1
2
〈xxT + yyT , B〉 : (x, y) ∈ Sm(A)}.
The last equality follows from the above observation that (4.1) is a
one to one correspondence between Sm(A) and the set of unit vectors
in Crm . This completes the proof. 
Theorem 4.2. Let A be an element of P(2n). The Michel-Penot subd-
ifferentials of −dm coincide at A for all the choices of m corresponding
to the equal symplectic eigenvalues of A and are given by
∂⋄(−dm)(A) = ∂(−d′m̂(A; ·))(0).
Proof. We saw that −d′m̂(A; ·) is convex and takes value zero at zero.
By Proposition 3.1.6 of [8] we have
∂(−d′m̂(A; ·))(0) = conv{B ∈ S(2n) : 〈B,H〉 ≤ −d′m̂(A;H) ∀H ∈ S(2n)}.
By the definition of Michel-Penot subdifferential it therefore suffices
to show that (−dm)⋄(A;B) = −d′m̂(A;B) for all B in S(2n). By (2.5)
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it is equivalent to showing
sup
H∈S(2n)
{−d′m(A;B +H) + d′m(A;H)} = −d′m̂(A;B). (4.2)
LetM ∈ Sp(2n, 2n,A) be fixed andM =M ⋄M˜ ⋄M̂ be the symplectic
column partition of M of order (m− im, rm, n−m− jm). Let B,H be
elements of S(2n). We recall the meaning of
˜˜
B. Let us write the block
matrix form of B˜ = −M˜TBM˜ as
B˜ =
(
B˜11 B˜12
B˜T12 B˜22
)
,
where each block is of order rm × rm. The matrix ˜˜B is the rm × rm
Hermitian matrix given by B˜11+ B˜22+ ι(B˜12− B˜T12). Similarly we have˜˜
H. It is easy to see that
˜
B +H =
˜˜
B +
˜˜
H.
By Theorem 3.6 we get
−d′m(A;B +H) + d′m(A;H) =
1
2
λ
↓
im
(
˜
B +H)− 1
2
λ
↓
im
(
˜˜
H)
=
1
2
λ
↓
im(
˜˜
B +
˜˜
H)− 1
2
λ
↓
im(
˜˜
H).
It is clear that H 7→ ˜˜H is an onto map from S(2n) to the space of
rm× rm Hermitian matrices. Therefore by (4.2) we need to show that
1
2
sup
C
{λ↓im(
˜˜
B + C)− λ↓im(C)} = −d′m̂(A;B), (4.3)
where C varies over the space of rm × rm Hermitian matrices. By an
inequality due to Weyl [6, Corollary III.2.2], we have
λ
↓
im(
˜˜
B + C) ≤ λ↓im(C) + λ↓1(
˜˜
B) (4.4)
for all Hermitian matrices C. We can construct a Hermitian matrix C
for which equality holds in (4.4). See the proof of Theorem 4.2 in [13].
This gives
sup
C
{λ↓im(
˜˜
B + C)− λ↓im(C)} = λ↓1(
˜˜
B),
where C varies over the space of rm× rm Hermitian matrices. But we
know by Theorem 3.6 that −d′m̂(A;B) = 12λ↓1(
˜˜
B). This implies that
(4.3) holds. This completes the proof. 
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We now give the main result of this section which states that the
Clarke and Michel-Penot subdifferentials of −dm are equal.
Theorem 4.3. Let A be an element of P(2n). The Clarke and Michel-
Penot subdifferentials of −dm are equal at A and they are given by
∂◦(−dm)(A) = ∂⋄(−dm)(A) = conv{−1
2
(xxT+yyT ) : (x, y) ∈ Sm(A)}.
In particular, the subdifferentials are independent of the choice of m
corresponding to equal symplectic eigenvalues of A.
Proof. By Proposition 4.1 and Theorem 4.2 we have
∂⋄(−dm)(A) = conv{−1
2
(xxT + yyT ) : (x, y) ∈ Sm(A)}.
By Corollary 6.1.2 of [8] we have ∂⋄(−dm)(A) ⊆ ∂◦(−dm)(A). There-
fore it only remains to prove is that ∂◦(−dm)(A) ⊆ ∂⋄(−dm)(A).
Let B in S(2n) be arbitrary. By the relation (2.3) we get a sequence
A(p) ∈ P(2n) for p ∈ N such that limp→∞A(p) = A and
(−dm)◦(A;B) = − lim
p→∞
d′m(A(p);B). (4.5)
Let Ip = {i : di(A(p)) = dm(A(p))} for every p ∈ N. There are only
finitely many choices for Ip for each p. Therefore we can get a sub-
sequence of (A(p))p∈N such that Ip is independent of p. Let us denote
the subsequence by the same sequence (A(p))p∈N for convenience and
let I denote the common index set Ip. Let M(p) be an element of
Sp(2n, 2n,A(p)) for all p ∈ N. If (u, v) is a pair of normalized symplec-
tic eigenvectors of A(p) corresponding to a symplectic eigenvalue d, we
get
‖u‖2 + ‖v‖2 ≤ ‖A−1(p)‖(‖(A(p)1/2u‖2 + ‖A1/2(p) v‖2)
= ‖A−1(p)‖ · ‖A1/2(p) u− ιA1/2(p) v‖2
= 2d〈u, Jv〉‖A−1(p)‖
= 2d‖A−1(p)‖
≤ 2‖A(p)‖ · ‖A−1(p)‖
= 2κ(A(p)),
where ‖A(p)‖ and ‖A−1(p)‖ represent the operator norms of A(p) and
A−1(p), and κ(A(p)) is the condition number of A(p). The second equality
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follows from Proposition 2.3 of [18], and the second inequality follows
from the fact that d ≤ ‖A(p)‖. Therefore we have
‖M(p)‖2F ≤ 2nκ(A(p)), (4.6)
where ‖M(p)‖F represents the Frobenius norm of M(p) for all p ∈ N.
We know that κ is a continuous function and the sequence (A(p))p∈N
is convergent. Therefore the sequence (κ(A(p)))p∈N is also convergent,
and hence bounded. By (4.6) the sequence (M(p))p∈N of 2n× 2n real
matrices is bounded as well. By taking a subsequence we can assume
that (M(p))p∈N converges to some 2n × 2n real matrix M. We know
that Sp(2n) is a closed set and therefore M ∈ Sp(2n). By continuity
of the symplectic eigenvalue maps we also have M ∈ Sp(2n, 2n,A).
Let m1 = min I and m2 = max I. Let M(p) = M (p) ⋄ M˜(p) ⋄ M̂(p) be
the symplectic column partition of M(p) of order (m1 − 1, m2 −m1 +
1, n−m2). Let
B˜(p) = −M˜T(p)BM˜(p),
M˜(0) = lim
p→∞
M˜(p)
and
B˜(0) = lim
p→∞
B˜(p) = −M˜T(0)BM˜(0). (4.7)
Consider the block matrix form of B˜(p) given by
B˜(p) =
(
(B˜(p))11 (B˜(p))12
(B˜(p))
T
12 (B˜(p))22
)
,
where each block has size m2 −m1 + 1. Let˜˜
B(p) = (B˜(p))11 + (B˜(p))22 + ι((B˜(p))12 − (B˜(p))T12) (4.8)
be the Hermitian matrix associated with B˜(p). Let
˜˜
B(0) = lim
p→∞
˜˜
B(p).
LetM = M ⋄M˜ ⋄M̂ be the symplectic column partition ofM of order
(m− im, rm, n−m− jm). Let B˜ = −M˜TBM˜ and write B˜ in the block
matrix form
B˜ =
(
B˜11 B˜12
B˜T12 B˜22
)
,
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where each block has order rm × rm. Denote by ˜˜B the Hermitian
matrix B˜11 + B˜22 + ι(B˜12 − B˜T12). The matrix M˜(0) is the submatrix
of M consisting of the ith and (n + i)th columns of M for all i ∈
I. By continuity of the symplectic eigenvalues we have I ⊆ {m −
im + 1, . . . , m+ jm}. Therefore M˜(0) is also a submatrix of M˜. It thus
follows by relation (4.7) that each block of B˜(0) is obtained by removing
ith row and ith column of B˜ for all i not in I. Therefore ˜˜B(0) is a
compression of
˜˜
B. By Cauchy interlacing principle we have
λ
↓
1(
˜˜
B(p)) ≤ λ↓1( ˜˜B).
Using equation (4.5) we get
(−dm)◦(A;B) = − lim
p→∞
d′m(A(p);B)
≤ 1
2
lim
p→∞
λ
↓
1(
˜˜
B(p))
=
1
2
λ
↓
1( lim
p→∞
˜˜
B(p))
=
1
2
λ
↓
1(
˜˜
B(0))
≤ 1
2
λ
↓
1(
˜˜
B)
= −d′m̂(A;B).
Thus we have proved that (−dm)◦(A;B) ≤ −d′m̂(A;B) for all B in
S(2n). This implies ∂◦(−dm)(A) ⊆ ∂(−d′m̂(A; ·))(0) by definition. By
Theorem 4.2 we know that ∂⋄(−dm)(A) = ∂(−d′m̂(A; ·))(0). We have
thus proved that ∂◦(−dm)(A) ⊆ ∂⋄(−dm)(A). 
The following is a well known result. A proof of this result us-
ing matrix inequalities can be found in [9, Theorem 8.15]. We give
an alternate proof of this result using the Michel-Penot and Clarke
subdifferential of −dm.
Corollary 4.4. For every A,B in P(2n), we have dj(A) ≤ dj(B) for
all j = 1, . . . , n, whenever A ≤ B.
Proof. By Theorem 3.1 of [17] we know that −dm is a locally Lipschitz
function. Let A,B be elements of P(2n). By Lebourg mean value the-
orem [20, Theorem 1.7], there exist P in P(2n) and C in ∂◦(−dm)(P )
22
such that
(−dm)(A)−(−dm)(B) = 〈C,A−B〉
But we know by Theorem 4.3 that
∂◦(−dm)(P ) = conv{−1
2
(xxT + yyT ) : (x, y) ∈ Sm(P )}.
Therefore we have
dm(B)−dm(A) ∈ conv{1
2
〈xxT +yyT , B−A〉 : (x, y) ∈ Sm(P )}. (4.9)
Thus, A ≤ B implies
conv{1
2
〈xxT + yyT , B −A〉 : (x, y) ∈ Sm(P )} ⊆ [0,∞).
By (4.9) we conclude dm(B) ≥ dm(A).

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