Abstract. We present a new method for the solution of partial dierential equations. In contrast to the usual approach which needs in the 2-D case O(h 02 n
n )) grid points, where h n denotes the employed grid size. The accuracy of the obtained solution deteriorates only slightly from O(h 2 n ) to O(h 2 n ld(h 01 n )) for a suciently smooth solution. Additionally, the new method is perfectly suited for parallelization. On a machine with ld(h 01 n ) processors we get in practice an overall parallel complexity of only O(h 01 n ). The method can be generalized to higher dimensions. Then, the gain is expected to be even more dramatic. For the 2-dimensional case, we report the results of numerical experiments obtained on a Transputer system and on the CRAY Y-MP. 1 . The combination technique. We consider a partial dierential equation Lu The usual approach is to discretize the problem by a nite element, nite dierence, or nite volume method on an equidistant grid n;n with grid size h n = 2 0n in x-and y-direction and to solve the arising linear system of equations L n;n u n;n = f n;n : Then, we get a solution u n;n with error e n;n = u 0 u n;n = O(h 2 n ) , if u is suciently smooth. Here, we assume that u n;n represents an appropriate interpolant dened by the values of the discrete solutions on grid n;n .
For the solution of the discrete system, one of the most eective techniques is the multigrid method. Roughly speaking, the number of operations is of the order O(h 02 n ) and is therefore proportional to the number of grid points.
Extending this standard approach, we now study linear combinations of discrete solutions of the problem on dierent rectangular grids. Let i;j be the uniform grid on with mesh sizes h 1 = 2 0i and h 2 = 2 0j in x-and y-direction, respectively. To this end, we consider the so-called combination solution 
that has been introduced in [5] . Here, i ranges from 1 to n. This method is illustrated in Fig. 1 . Note that this extends the approach in [6] substantially. Thus, we have to solve n dierent problems L i;j u i;j = f i;j ; i + j = n + 1, each with about 2 n unknowns, and n 0 1 dierent problems L i;j u i;j = f i;j ; i + j = n, each with about 2 n01 unknowns, and combine their bilinearly interpolated solutions. This gives a solution dened on the so-called sparse grid s n;n , see Fig. 2 . The sparse grid s n;n is a subset of the associated full grid n;n . 3 Institut f ur Informatik, Technische Universit at M unchen, Arcisstrae 21, D-8000 M unchen 2 1 r r r r r r r r r r r r r r r r r r r r r r r r r r r r r r r r r r 2. Properties of the combination technique. Altogether, the combination technique involves O(h 01 n ld(h 01 n )) unknowns in contrast to O(h 02 n ) unknowns for the conventional full grid approach. Additionally, the combination solution u c n;n is nearly as accurate as the standard solution u n;n . It can be proved (see [5] ) that the error satises e c n;n = u 0 u c n;n = O(h 2 n ld(h 01 n )): This is only slightly worse than for the associated full grid, where the error is of the order O(h 2 n ). For the proof, we assume that u is suciently smooth, so that for u i;j (interpolated from grid i;j to the domain ) an error splitting of the form
holds for any xed point (x;y) 2 with ! 1 , ! 2 , ! 3 bounded by a constant C. If we insert the error splitting formula (2) into equation (1), we see that the leading error terms cancel. We get the estimation ju 0 u c n;n j C 1 h 2 n 1 (1 + 5=4 ld(h 01 n )) = O(h 2 n ld(h 01 n )): Related sparse grid techniques have been studied in [1] , where it is shown that the energy-norm of the sparse grid error is of the order O(h 01 n ), which is the same as for the full grid approach. 2 The combination technique can be extended to the three-dimensional case. We get u c n;n;n = X i+j+k=n+2 u i;j;k 0 2 X i+j+k=n+1 u i;j;k + X i+j+k=n u i;j;k : (3) This means that all problems in total only have O(h 01 n (ld(h 01 n )) 2 ) instead of O(h 03 n ) unknowns. Analogous to the two-dimensional case, the accuracy deteriorates slightly both pointwise and with respect to the L 2 -and L 1 -norm from O(h 2 n ) to O(h 2 n (ld(h 01 n )) 2 ). For details of the proof see [5] . Now, we have to solve O((ld(h 01 n ) 2 ) dierent problems, where the size of each problem is of the order O(h 01 n ). The generalization to higher dimensions is straightforward.
The combination technique is not restricted to the unit square. We have successfully treated problems on distorted quadrilaterals, triangles, and more general domains with polygonal boundaries. Additionally, problems with a non-linear operator and PDEsystems like the Stokes and Navier-Stokes equations have been solved (see [2] ).
To some extent, the combination technique even works in the case of non-smooth solutions. Now, h 2 i and h 2 j in (2) have to be replaced by h i , h j with appropriate and , but, because of the properties of the combination technique, the leading error terms still cancel. However, for problems with severe singularities, the appropriate combination of adaptively rened grids is recommended.
At last, we remark that all the dierent discrete problems whose solutions have to be combined are totally independent of each other and can be solved fully in parallel. This will be exploited in the following. 3 . Parallel implementation on a multiprocessor system. We implemented the combination algorithm on a Transputer system with one T800 processor with 8 MB storage and 14 T800 processors with 1 MB storage. All Transputers run with 20 MH and need three wait states. We have chosen a high level approach using HELIOS 1.2A, its TFM 2.04 and the CDL (see [7] ). The dierent tasks have been written in C. The read-and write-routines are on posix-level. As topology of the Transputer network we selected a trinary tree. We experimented with other topologies (chain, ring, grid, binary tree), but we got nearly the same results. This might be due to the limited number of processors used.
The implementation of the combination technique is straight forward. Each problem can be assigned to one task. Therefore, a farm structure with one master and P workers was used. The master task was allocated to the Transputer with 8 MB. The whole algorithm reads as follows:
Additionally we implemented the combination technique on a dedicated CRAY Y-MP/8128 in Fortran using the autotasking facility cft77 with compiler version 4.0 (see [?] ). Here, the solution of each problem is computed by a vectorized version of the multigrid algorithm. The parallel treatment of the dierent problems is indicated explicitly by the compiler directive CFPP$ CNCALL.
In contrast to the previous implementation in C and HELIOS we now solve the problems on the grids i;j ,i+j = n +1 in one rst loop which is marked as concurrent. Then, we sum up the obtained solutions. The problems on the grids i;j ,i + j = n 3 cdl-script: master (, P
= 0; k < anz + (rest > 0) for i = 0; i < ((k 6 = anz) 3 P + (k == anz) 3 rest) prb = i + 1 + k 3 P ; write to worker(i): problem data ((prb 0 (prb > n) 3 n); (n 0 prb + (prb n) + (prb > n) 3 n)); for i = 0; i < ((k 6 = anz) 3 P + (k == anz) 3 rest) read from worker(i): solution computed by worker(i); accumulate it to the sparse grid solution u c n;n ; worker: read from master: number nrp of problems to be solved by worker; for k = 0; k < nrp read from master: problem data (i; j); solve the problem L i;j u i;j = f i;j by a multigrid algorithm; write to master: solution u i;j ; First, we demonstrate that the accuracy of the solution that was obtained by the combination approach is nearly the same as for the full grid solution.
We see in gure 4 that the error of the solution u n;n that was computed on the full grid n;n and the error that was obtained by the new combination technique are of dierent types. In the rst case the error is smooth while in the second case it is oscillating. Note that the errors in gure 4 are not equally scaled. The error of the combined solution is about a factor 2-3 worse. Table 1 shows the pointwise behavior of the error of the solution that was achieved on the full grid and by the new combination technique. Here, we only consider the points P1=(0.5,0.5) and P2=(0.25,0.25). The same behavior results for other points and for the L 2 -and L 1 -norms of the error.
For a smooth solution on a regular full grid we know from theory that the convergence rate of the discretization error is of the order O(h 2 n ). This is reected in the left part of table 1. For the solution that was obtained by the combination technique we expect a discretization error of the order O(h 2 n ld(h 01 n )). The inuence of the ld-term can be seen in the right part of table 1. Despite of that, the error is of nearly the same size as the error on the associated full grid. But remember that the number of grid points and thus the number of oating point operations that are necessary to solve the dierent problems e.g. by a multigrid method is of order O(h 02 n ) for the full grid and only of order O(h 01 n ld(h 01 n )) for the combination technique.
Now we turn to the results of our parallel algorithm which was implemented on the Transputer system. Note that we use a multigrid method (10 V-cycles with one pre-and one post-smoothing Gauss-Seidel step) for the solution of each single problem. Thus, the computational cost of the parallel tasks is of the same order as the cost of the communication of each computed solution to the master task. Therefore, the simple Laplace problem is a quite hard test example for the parallel performance of our algorithm. Further experiments with more dicult PDE's and PDE-systems like Stokes equations gave analogous results.
In the rst row of table 2 (P = 1), we see that our algorithm shows in the sequential Table 1 Pointwise error, full grid on the left, combined solution on the right. Times (in sec.) for combination algorithm on s n;n on P Transputers version a O(h 01 n ld(h 01 n ))-behavior. For P = 2n 0 1 we get the best overall times, as every problem runs on one single processor. However, as the problems on i;j have for i +j = n +1 about twice as many unknowns as for i + j = n, nearly half of the processors are partly wasted. From the point of view of eciency, the best choice is P = n. Figure 5 shows the achieved speed up and the eciency. Note that for our high level approach using HELIOS an eciency of 50-61 percent is a quite good result. This reduction of eciency is mainly due to the overhead caused by the operating system. A distribution of one problem on i;j , i + j = n + 1, to one processor and two of the problems on i;j , i + j = n, to one processor gave similar results. For a direct implementation in Occam a still higher eciency can be expected.
Additionally, it can be seen from the diagonal entries of table 2 that our combination algorithm has, at least in practice, a parallel complexity of only O(h 01 n ) if we use ld(h 01 n ) processors.
These results have to be compared to the standard approach on the full grid. Table  3 shows the measured times for the solution by a multigrid algorithm on the full O(h 02 n )-grid which was run sequentially on one single T800 with 8 MB memory. We used 10 V-cycles with one pre-and one post-smoothing step. Table 3 Times (in sec.) for standard multigrid algorithm on n;n in sequential mode on one processor. The numbers of table 3 clearly show the O(h 02 n )-behavior of the conventional approach. If we compare this to the results in table 2, we see directly the superiority of the combination technique. For example, the solution of the problem on grid 10;10 with the sequential multigrid algorithm needs 2125.41 seconds. Using the combination technique we obtain at least for n = 11 the same accuracy. (The value n = 11 instead of n = 10 copes with the additional ld-term of the accuracy.) However, the solution with 11 processors (plus one processor for the master task) only needs 23.62 seconds, which is about 90 times faster. In general, the results for the parallel combination are a factor of the order O(h 01 n ) better than for the standard approach in its sequential version. Of course, the standard multigrid algorithm on n;n can be accelerated somewhat by a parallel implementation, but the good results of table 2 can never be reached.
Now we turn to the results that were obtained on the CRAY Y-MP/8128. For the parallel version of the combination algorithm (parallel treatment of the dierent problems by explicit compiler directives) which was run on a dedicated CRAY Y-MP/8128 with 8 processors we measured the elapsed times as shown in table 4. Here, Table 4 Times (in sec.) for parallel combination algorithm on s n;n on CRAY using P processors. P nn 1 2 3 4 5 6 7 8 9 10 11 12 13 14 2 For the parallel version of our algorithm we get the best times and Mops rates on the CRAY in the case n 8 (mostly) for P n. In the case n 8 we get the best times and Mops rates of course for P = 8.
Furthermore, the speed up is good for P n. Then, the eciency is optimal for P = n. In table 6 we see the speed up and the eciency for P = n with n < 8 and for P = 8 with n 8. We achieve on the CRAY fast execution times with fairly good speed up (e.g. with 8 processors 5.43 for n = 8 and 6.35 for n = 14) and eciency (e.g. with 8 processors 7   Table 5 Mop per second for parallel combination algorithm on s n;n on CRAY using P processors. Table 6 Speed up and eciency for parallel combination algorithm on s n;n with P=n processors. P = n P = 8 n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 speed up 1 1.52 2. 67.9 for n = 8 and 79.4 for n = 14). Thus, for the CRAY there is not such a large reduction of speed up and eciency caused by the operation system as for the HELIOS implementation. Additionally, we obtain for large n really high Mops rates.
The gain which is possible by parallelization behaves in principle analogous to the results of the Transputer implementation, but on a much better level. This, of course, is due to the superior processors of the CRAY and their vectorization ability. For large values of n, however, the quite small number of available processors on the CRAY in contrast to a Transputer system is a certain drawback. 5 . Concluding remarks. In this paper, we presented the combination technique as a method to solve partal dierential equations on sparse grids. In contrast to the usual approach which needs O(h 2 n ) grid points in the 2D case, our combination technique works with only O(h 01 n ld(h n )) grid points, where h n denotes the employed grid size. The accuracy of the solution is nearly the same as for the full grid solution, provided that the solution is suciently smooth.
We discussed the parallelization aspects of our method and presented performance gures for implementations on a Transputer system and on the CRAY Y-MP. There, excellent parallelization properties of the combination technique have been demonstrated. Furthermore, we showed that the combination technique performs on a machine with ld(h 01 n ) processors in practice with an overall parallel complexity of only O(h 01 n ).
Recently, the combination technique has been implemented and tested for a threedimensional model problem on a workstation network (see [3] ) and on dierent MIMDcomputers (see [4] ).
