There has been a growing interest in the applications of wireless sensor networks in unattended environments. In such applications, sensor nodes are usually deployed randotidy in an area of interest. howledge of accurate node location is essential in order to correlate the gathered data to the origin of the sensed phenomena and assure rhe relevance of the repofled information. In this paper, we present an eflcient anchor$-ee protocol for localization in wireless sensor networks. Each node discovers its neighbors that are within its tl-ansntission range and estimates their ranges. Our algorithm fuses local range iiteasurenienrs in order to form a network wide un@ed coordinate systems while ininintizing the overhead incurred at the deployed sensors. Scalability is achieved through grouping sensors info clusters. Sintudation results show that tlje proposed protocol achieves precise localization of seitsors and maintains consistent error maJ-gins.
Introduction
In recent years there has been a growing interest in the appkations of wireless sensor networks in unattended environments. In such applications, nodes are usually thrown or randomly spread in cheer numbers over the area that is to be probed [ 11. Without node localization, such a non-deterministic placement of nodes can hinder the effectiveness of sensors networks and can risk the reliability of the reported infomation and potentially diminish its value. For example in target tracking applications the sensor readings have to be correlated to the sensor position in order to locate the target [2].
In this paper, we propose an anchor-free locallycentralized localization protocol that can determine the position of sensor nodes consistently with low error margins. We assume that there is no anchor nodes with know position. The network is divided into clusters each with its own gateway node. Each gateway is responsible for building a local relative map corresponding to its cluster using intra-duster nodes' range measurements. We formulate an optimization model to minimize the cumulative errors that may affect the accuracy of the established relative coordinate system. The gateways collaboratively combine their local maps to obtain the global relative topology of the network. A major motivation for our approach is that we believe that Iocally centralized algorithms scale well with increased network size and are robust to network partitioning and node failure. Yet, they can achieve acceptable accuracy compared to a centralized approach. A locally centralized algorithm should be a good compromise between accuracy, communication overhead, depending on the size of the cluster and the location of the cluster head. While we give an overview of the entire protocol, the focus of this paper is on the accuracy of the intra-cluster location discovery.
The remainder of this paper is organized as follows. In the balance of this section we describe the considered system model and discuss related work. Section 2 describes our localization approach. Validation and performance evaluation of our approach can be found in Section 3.
Finally, the paper concludes in Section 4 with a summary and an outline of our hture research plan. 
Related Work
Node localization has been the topic of active research and a number of systems have been proposed over the past few years. Many of those systems fall into one of three classes or a combination of them. As an example of range-based anchor-free methods, the Self-Positioning Algorithm (SPA) [lo] find relative positions in the network using distance measurements between the nodes. Each node builds its own local coordinate system, estimates the positions of one-hop neighbors using triangulation and broadcasts this information to a11 the nodes in the network to build a global network coordinate system. In addition to the large communication overhead needed to build the gIobal network topology, the achievable accuracy is still limited.
Instead of forming a local coordinate system at each node like SPA, we build a cluster-wide coordinate system only at each gateway node. In this case we gain the following benefits: (1) since the gateway node is assumed to be less-resource constrained, we can use non-linear optimization techniques to estimate the nodes' position more accurately; (2) the communication overhead to build global network topology is reduced since only gateway nodes communicate with each other. While other anchorfree mechanisms consider nodes that 1 or 2 hops away, we estimate the position of nodes that are within k-hops from the gateway node since the gateway serves the entire cluster. We refer to k as the cluster radius and it is a parameter in our algorithm. A problem that occurs here is the error accumulated in the node position as it becomes multihop 'away from the gateway node. Clearly, as k increases the number of nodes in the cluster (Cluster Size) increases and the total number of clusters in the network decreases. One of the contributions of this paper is to show how the error accumulates, as the node becomes k-hop away fiom the gateway node, and what factors affect this error accumulation.
Anchor-free Localization Protocol
In this section we present a novel protocol for efficiently and accurately determining node's position and forming a relative coordinate system. The proposed location discovery protocol consists of three phases: network-bootstrapping (NB), local position discovery (LPD), and global localization (GL). This paper is mainly dedicated to report on the LPR phase. In other words, we focus an the intracluster part of our localization scheme. In this section we briefly describe all phases and elaborate on the LPD phase in the next subsection.
Protocol Overview
The Network Boofstrupping N E ) Phase: The main tasks performed in the bootstrapping phase are: node discovery, range estimation, and cluster formation. At the end of this phase, all gateway and sensor nodes within k-hops, where k is the cluster radius defmed in more derails in section 3, are made aware of the presence of each other. We .buiId a breadth first spanning tree rooted at the gateway node such that there is at least one route fiom each sensor node to a gateway. Recall that each sensor node is capable of estimating the distance to neighboring nodes that are within its transmission range using Time of Arrival (TOA) technology [SI. After building the spanning tree, each sesnor node reports its distance estimates to the gateway. All distance reports received or generated by a node are forwarded to its parent until they reach the gateway node. It should be noted that some nodes may receive node discovery messages from more than one gateway, we wiIl refer to those nodes as boundmy nodes. Boundary nodes are essential for the global localization phase as we will discuss later. A boundary node should store the gateway ID and the ID of the neighbor sensor (parent) on the path with least number of hops to this gateway, for all the gateways it hears from. Boundary nodes will be affiliated with more than one cluster for the purpose of localization.
The Local Position Discoverv /LPD) Phase: The goal of the LPD phase is to build a local map at each gateway using the range measurements made by the nodes of the cluster in the NB phase. The idea is somewhat similar to the GPS-free localization of [IO] , which forms a local coordinate system at each node using distances to its next-hop neighbors.
However, in our approach we build the coordinate system only at the gateways nodes using distances between nodes that are k-hop away from the gateway node, where k is an input parameter to the algorithm. Not only our approach will alleviate the overhead at the sensor node but also enhance the accuracy of the estimated position. As we will show in subsection 2.2 and validate in section 3, we perform optimization to counter the cumulative errors in range measurements at the node level. The details of the LPD phase are presented in section 2.2.
The Global Localization (GLJ Phase: In the GL phase, the gateways collaborate to obtain a global map of the network. This phase can be optional if a global view of the network is not needed. After forming a cluster-level map during the LPD phase, the axes of these maps usually have different directions. Two local maps have the same direction if their x-axes are pointing in the same direction and similarly for the y-axes (and z-axes in case of 3-D). A global coordinate system can be built from the local maps available at each gateway using simple matrix rotations, translations, and mirroring. To be able to perform such transformation, there must be at least three boundary nodes that belong to both clusters (i.e. within k-hops from both gateways). Since range measurements are typically inaccurate, we do not expect to find a transformation that maps the node coordinates of one cluster exactly into the measured coordinates of these nodes in the other cluster. Instead we formuIate and solve another optimization problem by minimizing the sum of the squares of the residual errors.
Positioning Estimation Algorithm
As indicated earlier we focus in this paper on the LPD phase of the localization protocol. In this section we present a novel algorithm for establishing a local coordinate system for each cluster. The algorithm can achieve fairly high accuracy through mitigating the effect of implicit errors in the node's range estimate via minimizing the cumulative error and involving nodes that can reach the gateway over multi-hop. Recall that at the end of the NB phase the gateway, receives node-to-node range measurements for each node within k-hops from the gateway. In the PLD phase the gateway builds a IocaI coordinate system as follows:
Let 
I
Assume that D is an (n x n) matrix representing the inter-node distance measurements. These measurements could have an error. Let LIP = D(P) be a vector function that returns an (n x n) matrix representing the inter-node distances given a node position estimate P, where The objective is to find the value of P that minimizes this error function. The proposed algorithm consists of two stages: initialization and processing. In the initialization stage, an initial relative position PO is estimated. Then in the processing stage, we iteratively improve the initial position estimate.
In the initialization phase, we use triangulation techniques as discussed in [lo] , however we extend it to work for nodes that are k hops away from the gateway node. The initialization phase works as follows:
1 -Selecting a local coordinate system: The gateway node (G) assumes itself at the origin. Then another node RI, that is within the transmission range of G, is selected to form the positive x-axis. Finally, a third node that is within the transmission range of both G and RI, but not co-linear with them, will be positioned in the upper halfplane. Thus, the placement of RI has the effect of fixing a particular rotational orientation, while the placement of RI locks in a particular reflective orientation. Hence, the position of the nodes G and RI. is given as folIows:
The coordinates of R2 = (11, y2) can be computed with
PdG) = (090) and Po(Rr) = (D(G, RI) I 01
respect to the x-axis formed by GR, using the law of cosines as follows ( Fig. 1): and y2 = , / -
2-In a similar way, we can compute the initial position estimates for all the nodes i that are within the transmission range from both G and R I . 3-After step 2, all the nodes that are adjacent to both G and RI, have an initial position estimate. We will call those nodes with known position estimate covered nodes.
4-Now for nodes that are not adjacent to G and RI (i.e.
not covered yet), we iteratively estimate their position using the newly covered nodes. If an uncovered node has three or. more adjacent covered neighbors, we use multilateration to estimate the uncovered node position and add it to the set of covered nodes.
5-
We repeat step 4 till all nodes are covered or we have no more nodes with three or more know distances to covered nodes.
Of course, as the node moves away from G, the error in estimating its initial position in step 4 will increase because of error accumulation. However, the non-linear optimization in the processing phase should limit this error. It worth mentioning here that selecting the focal coordinate system (G, R I , R2) has a major effect on the accuracy of the estimated nodes' positions. In section 3.2.2, we discuss three different methods for selecting the nodes (G, R I , R2) and the accuracy achieved by each method.
After finding an initial position estimate Po, the processing phase iteratively uses gradient descent method to refine this initial position estimate Po. The new value of P at iterationj is calculated as follows:
Where Po is provided by the initialization phase. At each iteration, E(P,) < E(Pj.,) as long as the parameter hj is small enough. The non-linear error function given by Eq. 1 has many local minima; SO selecting the initial position estimate
Po affects the accuracy of the estimated position significantly. We will discuss this in more details in the results section.
Performance Evaluation
We have validated our intra-cluster position estimation algorithm using simulation. There are five parameters used in our simulation: 1-Cluster size (N): the number of nodes in the cluster including the gateway node.
2-Cluster radius (k): the maximum number of hops between any node in the cluster and the gateway node. Increasing the clust er radius will automatically increase the cluster size. 3-Node connectivifv: the average node degree in the cluster.
4-Tmnsmission range (R): all the non-gateway nodes
have the same transmission range. Two nodes are neighbors to each other if they are within the transmission range of each other. Increasing the transmission range of the node will increase node connectivity. 5-Range error: this is the measurement error associated with each distance between any two nodes. This is dependent on the technology used for distance estimation (TOA, AOA, RSSI). In this paper, we assume that the TOA method is used; hence we assume Gaussian range error with zero mean and variance a2.
We also consider the accuracy of the estimated positions as a performance metric. The accuracy is measured in terms of the median error between the estimated positions and the true node positions. The error is scaled as a percentage of transmission range R. The overall goal of the following experiments is to quantify these metrics and qualify the impact of the various parameters. Mainly, we are interested in answering the following questions:
el: What are the factors (cluster size, cluster radius, connectivity, etc.) that affect accuracy, as the node becomes k-hops away from the gateway node? Our goal here is to find different parameters that we can tune to obtain different levels of accuracy.
Q2: Does selecting the local coordinate system (G, RI, R?), as described in section 2.2.1, affect the accuracy of the estimated position? If so, how to select the local coordinate system?
Experiments Setup
The LDP algorithm was implemented using MATALB 6.1 release 12.1. All experiments were performed over 200 different topologies representing different cluster sizes (N) ranging from 20 to 60 nodes. For each topology, the transmission range of each node (R) was varied in order to achieve different node connectivity levels ranging from 6 to 14. The cluster radius (k) ranges from 2 to 5 depending on the cluster size and node COMCCtiVity. The nodes were randomly placed according to a uniform distribution on a i 00x1 00 area. The inter-node distance measurements were perturbed with a Gaussian random noise with zero mean and variance d, where n2 ranges from 0 to 2.
As discussed in section 2.2, the local coordinate system is determined by assuming the gateway node G at the origin and selecting two reference nodes R I , R2 that are adjacent to each other and to G and the three nodes are not collinear with each other. The three nodes together form a triangle as shown in Fig. 1 . We will refer to this triangle by A(G, RI, R2) which in hrm refers to the local coordinate system. It turns out that the selection ofthis triangle affects the overall accuracy of the estimated node positions. Notice that if there are n nodes in the cluster including the gateway node G, then there is a maximum ofCY-' different possible triangles that can be formed, i.e. different coordinate systems with origin at gateway node. Of course, the actual number is less than this since not all nodes can be selected as RI and R2. We have tried three different methods to select one coordinate system as follows:
Lowest AsDect Ratio (LAlU: Select RI, R2, such that the triangle A(G, R I , R2) has the lowest aspect ratio among all different candidate triangles. This method usually selects nicely shaped triangles and avoids skinny triangles. The aspect ratio is calculated as the ratio between the circum radius and inner radius of the triangle. In each of those methods, we compare between the accuracy of the initially estimated node positions and the one obtained after performing non-linear optimization. Our objective is to find whether and when the non-linear Optimization is justified. This can be useful to trade-off complexity and accuracy.
Simulation Results

I Achievable accuracy
Figures 2 and 3 show how the accuracy of the estimated position is affected by the node connectivity and the cluster radius (k). The effect of the range error is also captured in both charts. The median error is scaled as a percentage of the transmission range (R). From Fig. 2 , it can be concluded that increased node degree has a very positive impact on the overall accuracy so much that range errors become very insignificant. These results confirm the effectiveness of our approach since we take advantage of the measures about the different neighbors in minimizing the cumulative range errors. It is also clear from the figures that increasing the connectivity over IO, will lead to an accuracy of less than 10% of transmission range. Fig. 3 shows that an increased value of the cluster radius worsens the accuracy. This is very much expected since the hrther the node is, the higher the accumulative range error becomes. Combing the findings of figures 2 and 3, it can be concluded that increasing the radius of the cluster is not advisable unless the network connectivity is high in order to maintain high accuracy. This conclusion is actually consistent with the intuition that increasing the number of clusters is advisable for largely partitioned networks to ensure high level of connectivity.
Selection of a local coordinate system
The effect of the selection of a local (intra-cluster) coordinate system on achieved accuracy is captured in figures 4 and 5. In general, the experiments clearly indicate that selecting the local coordinate system is one of the most important factors affecting the accuracy of the estimated final nodes' positions. The accuracy obtained if we use M E is almost double the accuracy obtained using LAR. The gap actually increases as the cluster size increases. From both figures, one can c o n f m that the M E approach, which corresponds to minimum initial error E(Po), performs very well. It is also interesting to note that the closeness to the performance of the LAR and MET methods, which is mainly due to the high similarity between the two methods.
In the most part MET leads to slightly better accuracy because it considers triangles with large side length.
Increasing the side length of the triangIe reduces the effect of the error introduced by the range-estimation technology used (TOA). Fig. 4 indicates that the effect of range error is mostly symmetric on all methods of picking the local coordinate system, with an order of magnitude increase of error variance approximately worsening the accuracy by factor of 2. It is worth noting that the effect of the cluster size is little for small networks size and becomes very noticeable when the network grows in size.
Conclusion and Future Work
In this paper, we have proposed a scalable GPS-free location discovery protocol that can perform precise localization of sensor nodes. The proposed approach is cluster based and does not require extensive infrastructure support. We pursue an anchor-free methodology to generate a relative network topology at the cluster level and combines local cluster-based maps into a global networkwide coordinate system. We have mainly focused on the intra-cluster node's localization and presented and an effective algorithm for achieving high accuracy yhile minimizing the involvement of sensor nodes. Simulation results have confirmed the quality of the estimated positions and qualified the impact of the different parameters on accuracy. Our experiments have concluded that the network connectivity, measured in terms of node's degree, have a very dominant effect on the estimation accuracy. We have also analyzed the efTect of selectkg the initial local coordinate system and how it significantly affects the accuracy of the results and the convergence latency of the optimization process.
We are currently working out and validating the detailed clustering and global localization algorithms. In the future, we aim to analyze the error accumulation and how to limit it. There are two types of error accumulation: intracluster error accumulation during the LPD phase as k increases; and inter-cluster error accumulation during the GL phase. In this paper we have focused on the first type of errors. We intend to extend the scope to cover inter-cluster error accumulation. A5 another extension, we also plan to consider the case of homogeneous network where all nodes are equal (i.e. there are no gateway nodes). In this case, a clustering algorithm is needed in order to select a set of cluster heads, which cover the entire network such that each sensor node belongs to at least one cluster. 
