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Abstrakt
Segmentace obrazu patrˇı´ k za´kladnı´m pilı´rˇu˚m pocˇı´tacˇove´ho videˇnı´ a zpracova´nı´ obrazu.
Clusterovacı´ metoda Mean-Shift patrˇı´ k teˇm vy´pocˇetneˇ na´rocˇny´m, poskytujı´cı´ prostor
pro na´vrh paralelnı´ho zpracova´nı´. Cı´lem te´to pra´ce je sezna´mit se se soucˇasny´mi seg-
mentacˇnı´mi metodami a technologiı´ NVIDIA CUDA. Prakticka´ cˇa´st pra´ce je zameˇrˇena na
na´vrh a efektivnı´ implementaci algoritmu Gaussian Blurring Mean-Shift pro zpracova´nı´
standardnı´m procesorem i graficky´m adapte´rem za pouzˇitı´ technologie CUDA. Soucˇa´stı´
pra´ce je porovna´nı´ jednotlivy´ch implementacı´ z pohledu jak dosazˇene´ho vy´konu, tak
na´rocˇnosti jejich vy´voje.
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Abstract
Image segmentation is one of the basic pillars of computer vision and image processing.
Mean-Shift clustering method is the computationally challenging one, providing space
for parallel algorithm design. The goal of this bachelor thesis is to become familiar with
the state of the art segmentation methods and NVIDIA CUDA technology. The practical
part of this thesis is focused on design and efective implemetation of Gaussian Blurring
Mean-Shift algorithm for processing both the CPU and GPU using CUDA technology.
Thesis contains a comparison of the various implementations both in terms of achieved
performance and difficulty of their development.
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Seznam pouzˇity´ch zkratek a symbolu˚
CPU – Central Processing Unit
CUDA – Compute Unified Device Architecture
DRAM – Dynamic Random Access Memory
GPGPU – General-Purpose computing on Graphic Processing Unit
GPU – Graphic Processing Unit
GBMS – Gaussian Blurring Mean-Shift
HT – Hyper-threading
RAM – Random Access Memory
TDR – Timeout Detection and Recovery
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51 U´vod
Segmentace jako takova´ je velmi obecnou u´lohou, kdy ze vstupnı´ mnozˇiny dat zı´ska´va´me
neˇjaky´m zpu˚sobem rozcˇleneˇnou mnozˇinu dat vy´stupnı´ch. Soucˇasne´ digita´lnı´ obrazy jsou
reprezentova´ny milio´ny diskre´tnı´ch pixelu˚, ktere´ jsou jednotliveˇ nicnerˇı´kajı´cı´ o objektech
vyskytujı´cı´ch se na nich. Segmentace obrazu si klade za cı´l prˇedzpracovat obraz tak, aby
bylo jednodusˇsˇı´ ho strojoveˇ zpracovat. U´lohy tohoto typu jsou snadny´mi pro lidi, cˇi jine´
zˇive´ bytosti se smyslovy´m vnı´ma´nı´m, ale i u nich mu˚zˇe docha´zet k urcˇity´m individua´lnı´m
odchylka´m ve vnı´ma´nı´ jednotlivy´ch celku˚. Strojove´ zpracova´nı´ obrazu a jeho segmen-
tace je tedy vy´pocˇetnı´ vy´zvou, jejı´zˇ vy´sledek je silneˇ za´visly´ na spra´vne´ parametrizaci.
Pouzˇitı´ popsany´ch clusterovacı´ch metod se uplatnˇuje mimo zpracova´nı´ obrazu i na mno-
hem obecneˇjsˇı´ u´lohy segmentace mnozˇin dat ve statistice nebo v oblasti dolova´nı´ z dat.
Vy´sledkem jsou segmenty sdruzˇujı´cı´ prvky s podobny´mi vlastnostmi. Da´le se jizˇ nemu-
sı´me zaby´vat kazˇdy´m prvkem mnozˇiny, stacˇı´ zpracovat segmentovane´ oblasti a dosazˇene´
vy´sledky aplikovat na jejich jednotlive´ prvky.
Fyzika´lnı´ limity zpu˚sobujı´, zˇe nelze zvysˇovat vy´kon soucˇasny´ch procesoru˚ pouze
zvysˇova´nı´m jejich taktu. Velka´ spousta noveˇ vznikajicı´ch algoritmu˚ zakla´da´ svu˚j vy´kon
na paralelnı´m zpracova´nı´. Tomu nahra´va´ i pomeˇrneˇ nı´zka´ cena zarˇı´zenı´ umozˇnˇujı´cı´ch
vy´pocˇty tohoto typu.
Cı´lem te´to pra´ce je sezna´mit se s prˇehledem soucˇasneˇ pouzˇı´vany´ch metod segmen-
tace obrazu se zameˇrˇenı´m na clusterovacı´ metodu Blurring Mean-Shift s Gaussovy´m
kernelem. Da´le se pak veˇnuji popisu technologie NVIDIA CUDA a jejı´mu uplatneˇnı´ prˇi
paralelnı´ch vy´pocˇtech. Implementacˇnı´ cˇa´st te´to pra´ce se zaby´va´ efektivnı´ implementacı´
GBMS algoritmu urcˇene´ho ke zpracova´nı´ jak na procesoru CPU, tak jeho prˇepracova´-
nı´m pro vy´pocˇet pomocı´ GPU. Da´le jsou porovna´ny vy´kony jednotlivy´ch technologiı´ a
prˇı´slusˇny´ch vy´pocˇetnı´ch jader.
Segmentace obrazu se v soucˇasne´ dobeˇ sˇiroce uplatnˇuje v oblasti zpracova´nı´ le´-
ka´rˇsky´ch a veˇdecky´ch snı´mku˚, pocˇı´tacˇove´ho videˇnı´, automatizace vy´roby v pru˚myslu,
nebo rozpozna´va´nı´ oblicˇeju˚. Tato disciplı´na pocˇı´tacˇove´ grafiky se stala nedı´lnou soucˇa´stı´
soucˇasne´ho zˇivota protkane´ho technologiemi. Vyuzˇitı´ v detekci a rozpozna´va´nı´ oblicˇeju˚
je zvla´sˇt’kontroverznı´. Napoma´ha´ ke zvy´sˇenı´ bezpecˇnosti, ale ruku v ruce s tı´mto faktem
docha´zı´ ke snizˇova´nı´ obecne´ho soukromı´.
62 Segmentace obrazu
Cı´lem u´lohy segmentace obrazu je zjednodusˇenı´ vstupnı´ho obrazu tak, aby bylo snazˇsˇı´
a rychlejsˇı´ ho strojoveˇ zpracovat. Segmentacı´ obrazu v oblasti pocˇı´tacˇove´ grafiky ro-
zumı´me proces rozdeˇlenı´ obrazu na neˇkolik segmentu˚ (mnozˇin pixelu˚) se spolecˇny´mi
vlastnostmi a urcˇity´m vy´znamem. Sledovany´mi vlastnostmi pixelu˚ by´vajı´ hodnoty jasu a
jejich vza´jemne´ vzda´lenosti. Segmentace je prova´deˇna skupinou metod (metody segmen-
tace obrazu), ktere´ se lisˇı´ vy´sledky, rychlostı´ a prˇedevsˇı´m stylem vy´pocˇtu. Je nutne´ zvolit
vhodnou metodu segmentace obrazu pro pozˇadovane´ parametry vy´sledne´ho obrazu.
Hlavnı´ mysˇlenkou je zjednodusˇit obraz tak, aby z neˇj byly patrne´ jednotlive´ celky, ktere´
cˇloveˇk vnı´ma´ automaticky a za´rovenˇ zanechat pu˚vodnı´ smysl obrazu.
Mezi za´kladnı´ typy metod pro segmentaci obrazu˚ patrˇı´ algoritmy prahova´nı´, cluste-
rovacı´ metody a metody zalozˇene´ na teorii grafu˚. Hlavnı´m cı´lem te´to pra´ce je sezna´menı´
se s algoritmy z rodiny clusterovacı´ch algoritmu˚, zvla´sˇteˇ pak s algoritmy Mean-Shift a
Blurring Mean-Shift. Pro porovna´nı´ uva´dı´m i strucˇny´ prˇehled a popis osta´tnı´ch za´klad-
nı´ch metod segmentace obrazu.
2.1 Prahova´nı´
Prahova´nı´ je jednou ze za´kladnı´ch metod zpracova´nı´ obrazu. Obraz ve stupnı´ch sˇedi prˇe-
vedeme na bina´rnı´ dle zvolene´ho prahu (tresholdu). u barevny´ch obrazu˚ volı´me treshold
pro kazˇdou slozˇku samostatneˇ. Hodnoty jasu vsˇech pixelu˚ obrazu se porovna´vajı´ se zvo-
leny´m prahem. Na´sledneˇ se pixel prˇirˇadı´ do jedne´ ze dvou skupin a tı´m naprˇı´klad oddeˇlı´
pozadı´ obrazu od poprˇedı´. Tato metoda ma´ linea´rnı´ slozˇitost v za´vislosti na pocˇtu pixelu˚.
Je rychla´ a cˇasto pouzˇı´vana´. Proble´mem vsˇak by´va´ zvolenı´ spra´vne´ hodnoty prahu.
2.2 Metody detekce hran
Hrany v obraze lze definovat jako velke´ zmeˇny jasove´ funkce. Jako hrany tedy oznacˇujeme
mı´sta s velkou hodnotou derivace te´to funkce. Pro zjednodusˇenı´ se vsˇak cˇasto pouzˇı´va´
metoda konvoluce s vhodny´m ja´drem, ktera´ tuto derivaci aproximuje.
Pro prˇedstavu uvazˇujeme diskre´tnı´ dvourozmeˇrnou konvoluci, tedy pouzˇitı´ konvo-
lucˇnı´ masky nad sˇedoto´novy´m obrazem. Kazˇdy´ bod obrazu je postupneˇ prˇekryt strˇedem
konvolucˇnı´ mrˇı´zˇky a vy´sledna´ hodnota nove´ho pixelu je rovna soucˇtu vsˇech soucˇinu˚ prˇe-
kry´vajı´cı´ch se pixelu˚ mezi obrazem a maskou. Vhodneˇ zvolena´ konvolucˇnı´ maska pak
zvy´raznı´ oblasti s velkou zmeˇnou jasu, hrany.
2.3 Clusterovacı´ metody
Spadajı´ do kategorie algoritmu˚ ucˇenı´ bez ucˇitele. Nenı´ tedy doprˇedu zna´m tvar segmentu˚
(clusteru˚) ani zˇa´dna´ jina´ mnozˇina dat, ze ktere´ tyto algoritmy mohou vycha´zet. Slouzˇı´
k shlukovanı´ prvku˚ do skupin, kde prvky jedne´ skupiny jsou si neˇjaky´m zpu˚sobem
nebo vlastnostı´ podobne´ a za´rovenˇ jsou odlisˇne´ od ostatnı´ch vznikly´ch skupin. Vy´pocˇet
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probı´ha´ v jednotlivy´ch krocı´ch, iteracı´ch. Mezi metody tohoto typu rˇadı´me naprˇı´klad
algoritmy K-Means nebo Mean-Shift, ktery´m se tato pra´ce zaby´va´ podrobneˇ.
2.3.1 K-Means
Clusterovacı´ metoda K-Means prˇirˇazuje kazˇdy´ z prvku˚ vstupnı´ mnozˇiny jednomu z k cen-
ter (atraktoru) v na´sledujı´cı´ch krocı´ch:
1. Do vstupnı´ mnozˇiny se na´hodneˇ umı´stı´ vsˇechna centra.
2. Kazˇdy´ z prvku˚ mnozˇiny vstupnı´ch dat se prˇirˇadı´ k centru, ktere´ je nejblı´zˇe.
3. Centra se pohnou do strˇedu prvku˚ jim na´lezˇejı´cı´ch.
4. Body 2 a 3 se opakujı´ dokud centra meˇnı´ svou pozici.
Metoda K-Means s sebou prˇina´sˇı´ neˇkolik proble´mu˚. v prvnı´ rˇadeˇ je potrˇeba zna´t pocˇet
vy´sledny´ch segmentu˚ doprˇedu. Tato informace nenı´ ve vsˇech segmentacˇnı´ch u´loha´ch pa-
trna´ na prvnı´ pohled. Dalsˇı´m proble´mem jsou situace, kdy algoritmus nevybere optima´lnı´
rˇesˇenı´. Naprˇı´klad 4 body tvorˇı´cı´ obdelnı´k o hrana´ch a, b a 2 centra lezˇı´cı´ na strˇedech pro-
tilehly´ch stran tohoto obdelnı´ku. Vy´pocˇet je ukoncˇen nehledeˇ na rozdı´ly velikostı´ de´lek
stran a a b. s mnohorozmeˇrny´mi daty roste dimenzionalita proble´mu a jeho vy´pocˇetnı´
na´rocˇnost.
83 Mean-Shift
3.1 Definice
Mean-Shift je bezparametricka´, clusterovacı´ metoda pro nalezenı´ mı´sta s nejveˇtsˇı´ hustotou
vzorku˚. Nenı´ za´visla´ na pocˇtu ani tvaru segmentu˚. Probı´ha´ iteracˇneˇ, v kazˇde´m kroku po-
souva´ datovy´ bod do va´zˇene´ho pru˚meˇru bodu˚ v okolı´ na za´kladeˇ funkce odhadu hustoty.
Postupny´m posunem za strˇedem vzorku˚ se tento vektor posunu m(x) zmensˇuje azˇ do
chvı´le, kdy je posun nulovy´ nebo natolik maly´, zˇe se neprojevı´ na vy´sledku segmentace
a vy´pocˇet ukoncˇı´me. Prvky vstupnı´ mnozˇiny takto konvergujı´ k bodu˚m (atraktoru˚m),
ktere´ tvorˇı´ centra vznikly´ch shluku˚. [4]
Metoda Mean-Shift pocˇı´ta´ gradient hustoty bodu˚ v oblasti vy´pocˇetnı´ho okna kazˇde´ho
prvku. Relevantnost bodu˚ ve vy´pocˇetnı´m okneˇ je da´na radika´lneˇ symetrickou funkcı´
(kernelem). v praxi tedy pouzˇity´ kernel definuje va´hu, s jakou budou prvky vy´pocˇetnı´ho
okna zapocˇı´ta´ny do vy´pocˇtu a jak ovlivnı´ vy´sledny´ posun. Vektor posunutı´m(x) je zada´n
vztahem
m(x) =
∑
xi∈N(x)K(xi − x)xi∑
xi∈N(x)K(xi − x)
− x, (1)
kde N(x) je mnozˇina prvku˚ okolı´ tj. prvky vy´pocˇetnı´ho okna a K(xi − x) je kernel,
kde uvnitrˇ vy´pocˇetnı´ho okna platı´ K(x) 6= 0.[1] Kernely by´vajı´ v praxi definovane´ na
omezene´m intervalu < −1, 1 >. Je proto vhodne´ pouzˇı´vat normovane´ sourˇadnice bodu˚.
Pro jednoduchost pracujeme s obrazy ve stupnı´ch sˇedi, kde je kazˇdy´ pixel urcˇen vek-
torem [x, y, i]. Slozˇky x, y reprezentujı´ polohu pixelu ve 2D obrazu a prvek i hodnotu jasu
na prˇı´slusˇne´ pozici. Proto lze proble´m segmentace sˇedoto´nove´ho obrazu rˇesˇit clusterovacı´
metodou Mean-Shift pro 3-dimenziona´lnı´ prostor. Blı´zke´ pixely v nasˇem prostoru [x, y, i]
budou vytva´rˇet shluky a je pravdeˇpodobne´, zˇe tyto shluky reprezentujı´ souvisle´ objekty
z obrazu. v barevny´ch RGB obrazech je Mean-Shift 5-dimenziona´lnı´ proble´m, prostor se
rozsˇı´rˇı´ o barevne´ informace. Vektor kazˇde´ho pixelu tedy bude [x, y, r, g, b].
3.2 Blurring Mean-Shift
Blurring verze algoritmu Mean-Shift lehce upravuje mysˇlenku pu˚vodnı´ho algoritmu. Na
rozdı´l od standardnı´ho Mean-Shift algoritmu, kde se po celou dobu vy´pocˇtu pracuje nad
stejnou mnozˇinou, v kazˇde´ iteraci pracujeme nad vy´slednou mnozˇinou iterace prˇedcha´ze-
jı´cı´. k vy´sledne´ mnozˇineˇ se dopracujeme v jednotlivy´ch iteracı´ch prova´deˇny´ch postupneˇ
nad celou mnozˇinou prvku˚. Vektor posunutı´ m(x) u Blurring Mean-Shift algoritmu po-
pisuje rovnice
m(xτ+1) =
∑
xi∈N(xτ )K(xi − x)xi∑
xi∈N(xτ )K(xi − x)
− xτ , (2)
kde N(xτ ) je mnozˇina prvku˚ okolı´ tj. prvky vy´pocˇetnı´ho okna v dane´ iteraci τ a K(xi−x)
je kernel, kde uvnitrˇ vy´pocˇetnı´ho okna platı´K(x) 6= 0.[1] Stejneˇ jako v prˇı´padeˇ klasicke´ho
MS pracujeme s normovany´mi hodnotami sourˇadnic.
V kazˇde´ iteraci dojde pouze k jednomu posunutı´ v ra´mci kazˇde´ho prvku cele´ mnozˇiny.
Tato vy´sledna´ mnozˇina se stane vstupnı´ a postup se opakuje.
9(a) (b)
Obra´zek 2: Uka´zka obrazu a jeho zna´zorneˇnı´ v prostoru. 2a) Sˇedoto´novy´ obraz 128×128.
2b) Jeho odpovı´dajı´cı´ zna´zorneˇnı´ v 3D prostoru.
3.2.1 Krite´rium zastavenı´ vy´pocˇtu GBMS
Vzhledem k faktu, zˇe v kazˇde´ iteraci pracujeme nad zmeˇneˇnou vstupnı´ mnozˇinou,
nemu˚zˇeme vy´pocˇet zastavovat postupneˇ pro jednotlive´ prvky jako v prˇı´padeˇ pu˚vod-
nı´ho Mean-Shift algoritmu.[3] Zastavenı´ vy´pocˇtu pouze na za´kladeˇ dostatecˇneˇ male´ho
pru˚meˇrne´ho posunu prvku˚ tedy u GBMS nelze aplikovat, protozˇe k te´to situaci nemusı´
vzˇdy dojı´t. Mnohem robustneˇjsˇı´ podmı´nkou zastavenı´ vy´pocˇtu GBMS je porovna´vat ent-
ropii histogramu˚ pozic bodu˚ mezi dveˇma na´sledujı´cı´mi iteracemi. Pru˚beˇh vy´pocˇtu GBMS
se typicky skla´da´ ze 2 fa´zı´. v prvnı´ docha´zı´ k vytva´rˇenı´ jednotlivy´ch clusteru˚, tedy k na´mi
potrˇebne´ segmentaci. v druhe´ fa´zi se vsˇak pocˇet prvku˚ na´lezˇejı´cı´ch jednomu atraktoru
nemeˇnı´ a docha´zı´ pouze k postupne´mu pohybu atraktoru˚ smeˇrem k sobeˇ. Rozdı´l entropiı´
histogramu˚ mezi na´sledujı´cı´mi iteracemi v druhe´ fa´zi vy´pocˇtu GBMS je proto nulovy´ a
vy´pocˇet mu˚zˇeme ukoncˇit. Pozdnı´ zastavenı´ vy´pocˇtu GBMS tedy mu˚zˇe ve´st azˇ k situaci,
kdy vsˇechny body na´lezˇı´ jedine´mu atraktoru a tvorˇı´ tak jeden nicnerˇı´kajı´cı´ segment. Toto
platı´ prˇedevsˇı´m pro kernely pokry´vajı´cı´ celou datovou mnozˇinu. Podmı´nka zastavenı´
vy´pocˇtu GBMS je tedy definova´na na´sledovneˇ:
(|H(eτ+1)−H(eτ )| < 10−8) nebo (
1
N
N∑
n=1
eτ+1n < 10
−3), (3)
kde H(e) je entropie histogramu dat v iteraci τ zadana´ vztahem
H(e) = −
N∑
i=1
fi log fi. (4)
fi je relativnı´ frekvence vy´skytu jednotlivy´ch bodu˚, pro kterou platı´
∑
N
i=1 fi = 1. Kontrola
podmı´nky zastavenı´ vy´pocˇtu ma´ linea´rnı´ slozˇitost O(n), ktera´ je v porovna´nı´ se slozˇitostı´
vy´pocˇtu zanedbatelna´.[1]
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3.3 Kernel
Radika´lneˇ symetricka´ funkce kernelu K(u) urcˇuje va´hu, s jakou budou prvky vy´pocˇet-
nı´ho okna zapocˇı´ta´ny do vy´pocˇtu na za´kladeˇ jejich vzda´lenosti v prostoru. Rozdı´lne´ typy
pouzˇity´ch kernelu˚ mohou prˇı´mo ovlivnit vy´slednou mnozˇinu i rychlost vy´sledku sou-
visejı´cı´ se sˇı´rˇkou, jakou oblast kernel pokry´va´. Uva´dı´m neˇkolik cˇasto pouzˇı´vany´ch typu˚
kernelu˚. Jejich pru˚beˇhy jsou zna´zorneˇny na obra´zku 3.
Uniformnı´ kernel K(u) = 121{|u|≤1}
Troju´helnı´kovy´ kernel K(u) = (1− |u|)1{|u|≤1}
Epanecˇniku˚v kernel K(u) = 34(1− u
2)1{|u|≤1}
Gaussu˚v kernel K(u) = 1√
2pi
e−
1
2
u
2
Tabulka 1: Typy pouzˇı´vany´ch kernelu˚.
(a) Uniformnı´ (b) Troju´helnı´kovy´
(c) Epanecˇniku˚v (d) Gaussu˚v
Obra´zek 3: Pru˚beˇhy kernelu˚. [5]
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4 CUDA
4.1 Popis
Compute Unified Device Architecture je technologiı´ spolecˇnosti NVIDIA cˇasto v litera-
turˇe uva´deˇna pod zkratkou CUDA. Jedna´ se o rozhranı´ pro pra´ci s graficky´m adapte´rem,
rozsˇirˇujı´cı´ sta´vajı´cı´ programovacı´ jazyky C/C++, Fortran o mozˇnost vyuzˇitı´ GPU k na´rocˇ-
ny´m vy´pocˇtu˚m dosud probı´hajı´cı´ch na CPU. Do uvedenı´ technologie CUDA bylo progra-
mova´nı´ pro GPU prˇeva´zˇneˇ za´lezˇitostı´ specificky´ch u´loh vyuzˇı´vajı´cı´ grafiku, jaky´mi jsou
naprˇı´klad CAD programy a 3D hry. Uka´zalo se, zˇe spoustu teˇchto u´loh lze transformovat
na obecneˇjsˇı´ vy´pocˇty a dosˇlo ke vzniku GPGPU (General-purpose computing on graphics
processing units).
Velky´ pocˇet neza´visly´ch vy´pocˇetnı´ch jednotek soucˇasny´ch graficky´ch adapteru˚ po-
skytuje rˇa´dove´ zlepsˇenı´ vy´konu aplikace vyuzˇı´tı´m masivnı´ho paralelismu, soucˇasne´ho
beˇhu stovek tisı´c neza´visly´ch vla´ken. Programova´nı´ s vyuzˇitı´m vla´ken vyuzˇı´vajı´ proce-
sory CPU jizˇ rˇadu let. Nicme´neˇ vy´kony takovy´chto vy´pocˇtu˚ jsou omezene´ maly´m pocˇtem
vy´pocˇetnı´ch jader a sˇiroke´ sˇka´le funkcı´ klasicke´ho CPU, na rozdı´l od GPU orientovany´ch
na rychle´ zpracova´nı´ neˇkolika typu˚ u´loh. Vla´kna tedy cˇasto vyuzˇı´vala spı´sˇe pseudopara-
lelismu, program sice rozdeˇlı´ do vı´ce veˇtvı´, cozˇ se prˇı´zniveˇ projevı´ na cˇitelnosti a logice
ko´du, ale zpracova´nı´ by´va´ sekvencˇnı´. Zatı´mco CPU je prˇedevsˇı´m optimalizova´no pro
nı´zke´ latence jednoho vla´kna se sˇiroky´mi mozˇnostmi uplatneˇnı´, GPU je zameˇrˇeno na co
nejveˇtsˇı´ propustnost mnoha vla´ken.
Fakt, zˇe se jedna´ o pouhe´ rozsˇı´rˇenı´ sta´vajı´cı´ch programovacı´ch jazyku˚, napoma´ha´ k sˇi-
rsˇı´mu pouzˇitı´ te´to technologie. Nejveˇtsˇı´m limitacˇnı´m faktorem technologie CUDA je jejı´
pouzˇitelnost pouze na zarˇı´zenı´ch spolecˇnosti NVIDIA. Soucˇasneˇ jsou tedy vyvı´jeny i jine´
technologie pro pouzˇitı´ paralelismu v aplikacı´ch, mezi ktere´ patrˇı´ naprˇı´klad technologie
OpenCL. OpenCL definuje standard abstraktnı´ho hardwarove´ho zarˇı´zenı´, ktery´ splnˇuje
veˇtsˇina soucˇasny´ch klasicky´ch procesoru˚, graficky´ch procesoru˚ ale i signa´lnı´ a neˇktere´
mobilnı´ cˇipy. Za´rovenˇ je definova´no softwarove´ rozhranı´ prˇı´stupu k teˇmto zarˇı´zenı´m.
OpenCL tedy ma´ sˇı´rsˇı´ mozˇnosti nasazenı´, roztrousˇenostı´ pouzˇitelne´ho HW vsˇak mu˚zˇe
docha´zet ke kompromisu˚m ve vy´konu aplikace. Konkurencˇnı´ platformu pro GPGPU
prˇina´sˇı´ i firma AMD (ATI) drˇı´ve zna´mou pod na´zvem ”ATI Stream Technology”. v sou-
cˇasne´ dobeˇ nese tato technologie na´zev ”AMD App Acceleration”a funguje, podobneˇ
jako technologie CUDA, pouze na adapte´rech materˇske´ firmy, kterou je v tomto prˇı´padeˇ
AMD.
Je pomeˇrneˇ snadne´ napsat fungujı´cı´ program pro architekturu CUDA, ale je nutne´ mı´t
hluboke´ znalosti o GPU, aby byl vy´sledny´ ko´d efektivnı´. Na´sledujı´cı´ rˇa´dky tedy popı´sˇı´
CUDA architekturu jak z pohledu hardware, tak vy´voje pro ni urcˇene´ho software.
Za´kladnı´ vlastnosti CUDA technologie:
• Vysoky´ vy´kon a propustnost u paralelnı´ch algoritmu˚.
• Sˇka´lovatelny´ model paralelnı´ho programova´nı´.
• Mozˇnost heterogennı´ho se´rio-paralelnı´ho programova´nı´.
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• Minima´lnı´ rozsˇı´rˇenı´ jazyka, prˇida´vajı´cı´ mnoho vy´hod.
• Omezenı´ pouze na GPU firmy NVIDIA.
4.2 Architektura CUDA
Hardwarova´ architekura veˇtsˇiny GPU kompatibilnı´ch s CUDA technologiı´ vyuzˇı´va´ po-
dobne´ho modelu rozlozˇenı´ vy´pocˇetnı´ch jader, ktery´ zrcadlı´ pozˇadavky na programa´tora.
Veˇtsˇı´ vy´kon soucˇasny´ch GPU od prˇedchozı´ch, takte´zˇ kompatibilnı´ch karet, je docı´len
prˇedevsˇı´m zvysˇova´nı´m pocˇtu multiprocesoru˚, optimalizacı´ pra´ce s pameˇt’mi a jejich hie-
rarchiı´. Za´kladnı´ vy´pocˇetnı´ jednotkou soucˇasny´ch graficky´ch adapte´ru˚ firmy NVIDIA je
multiprocesor. Pro lepsˇı´ na´zornost si popı´sˇeme architekturu konkre´tnı´ho cˇipu NVIDIA
GF 100 s 16 multiprocesory.
Multiprocesor (NVIDIA GF 100):
• 32 vy´pocˇetnı´ch jader, procesoru˚.
• 64KB RAM rychle´ sdı´lene´ pameˇti mezi ja´dry.
• Registry s prˇı´my´m prˇı´stupem vy´pocˇetnı´ch jader dosahujı´cı´ propustnosti v rˇa´dech
GB/s.
Hardwarovove´ architekturˇe se podmanˇuje zpu˚sob pra´ce s vla´kny. Jednotliva´ vla´kna
programu jsou spousˇteˇna na vy´pocˇetnı´ch ja´drech. z prˇedchozı´ho popisu fyzicke´ho roz-
lozˇenı´ vy´pocˇetnı´ch jader je zˇa´doucı´ seskupovat vla´kna tak, aby meˇla spolecˇny´ prˇı´stup k co
mozˇna´ nejrychlejsˇı´ pameˇti, pokud se potrˇebujı´ deˇlit o informace, ktery´mi jsou naprˇı´klad
mezivy´sledky vy´pocˇtu. Hierarchie pameˇtı´ je popsa´na nı´zˇe v samostane´ kapitole.
Vla´kna jsou v programu seskupova´na do bloku˚ a kazˇdy´ blok je zpracova´n na pra´veˇ
jednom multiprocesoru. Vla´kna v tomto bloku sdı´lejı´ pameˇt’s velmi kra´tkou prˇı´stupovou
dobou oznacˇovanou jako “sdı´lena´ pameˇt’”, “shared memory”. Pocˇet vla´ken v bloku je
omezen na 1024. Tato vla´kna mohou by´t mezi sebou synchronizova´na. Bloky vla´ken jsou
usporˇa´da´ny do gridu a navza´jem mezi sebou mohou vyuzˇı´t pouze globa´lnı´ pameˇt’, ktera´
je rˇa´doveˇ pomalejsˇı´. [8]
Funkce a procedury CUDA programu jsou rozsˇı´rˇeny o oznacˇenı´, jestli se budou vy-
kona´vat na CPU nebo GPU. Zavedena jsou 3 oznacˇenı´:
• host
Jedna´ se o vy´chozı´ nastavenı´ jazyka C/C++. Ko´d je vola´n z CPU a na neˇm taky
vykona´n.
• device
Urcˇuje funkce urcˇene´ pro beˇh pouze na GPU. Takto oznacˇene´ segmenty lze volat
jen z globa´lnı´ch cˇa´stı´ ko´du˚, kernelu˚. Na rozdı´l od nich vsˇak mohou vracet hodnotu.
• global
Slouzˇı´ vy´hradneˇ pro oznacˇenı´ procedury kernelu. Takto oznacˇena´ procedura je
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vola´na z CPU, tedy pouze z cˇa´stı´ ko´du oznacˇene´ho jako host . Vola´nı´ globa´lnı´ch
procedur je rozsˇı´rˇeno o konfiguraci pocˇtu a rozmı´steˇnı´ vla´ken. Ko´d je pak proveden
na GPU neza´visle pro kazˇde´ z vla´ken. v ra´mci kernelu lze volat pouze funkce a
procedury oznacˇene´ jako device .
CPU i GPU majı´ samostatne´ pameˇt’ove´ prostory s vlastnı´ hierarchiı´. CPU cˇa´st ko´du
mu˚zˇe spravovat globa´lnı´ cˇa´st pameˇti specia´lnı´mi funkcemi pro alokaci/dealokaci pa-
meˇt’ove´ho prostoru, kopı´rova´nı´ dat z RAM do DRAM a naopak. Hierarchie pameˇtı´
v CUDA zarˇı´zenı´ je popsana´ v dalsˇı´ kapitole.
Pro alokaci pameˇti na zarˇı´zenı´ a jejı´ uvolnˇenı´ poskytuje tato technologie sadu funkcı´.
Stejneˇ tak je k dispozici funkce, slouzˇı´cı´ ke kopı´rova´nı´ dat mezi jednotlivy´mi pameˇt’ovy´mi
prostory. Pro usnadneˇnı´ parametrizace teˇchto funkcı´ je definova´no neˇkolik vy´cˇtovy´ch
typu˚, ktere´ reprezentujı´ cˇasto pouzˇı´vane´ vlastnosti.
Principia´lneˇ lze beˇh programu vyuzˇı´vajı´cı´ CUDA popsat v neˇkolika za´kladnı´ch kro-
cı´ch:
1. Spusˇteˇnı´ aplikace.
2. Alokace a kopı´rova´nı´ dat do globa´lnı´ pameˇti GPU.
3. Spusˇteˇnı´ CUDA kernelu nad vstupnı´mi daty.
4. Kopı´rova´nı´ vy´stupnı´ch dat zpeˇt z GPU
5. Zpracova´nı´ vy´sledku˚, ukoncˇenı´ aplikace.
4.3 CUDA kernel
Kernel je funkcˇnı´ ko´d programu pro technologii CUDA, k jehozˇ zpracova´nı´ dojde v ka-
zˇde´m paralelneˇ spusˇteˇne´m vla´knu. Jedna´ se o funkce oznacˇene´ klı´cˇovy´m oznacˇenı´m
global prˇed definicı´ samotne´ procedury. Jednotliva´ beˇzˇı´cı´ vla´kna lze identifikovat, nelze
vsˇak urcˇit porˇadı´ jejich ukoncˇenı´. Oznacˇenı´ global prˇed definicı´ urcˇuje, zˇe procedura
je volana´ na CPU, jejı´ vykona´nı´ je vsˇak prˇeda´no GPU. v takto oznacˇeny´ch procedura´ch
nelze volat jine´ funkce a procedury, nezˇ ty oznacˇene´ k beˇhu na GPU a nelze pouzˇı´t rekurzi.
Na´vratovy´ typ CUDA kernelu musı´ by´t void.
V kernelech lze vyuzˇı´t standardnı´ch programovacı´ch technik jako naprˇı´klad cyklu˚ a
veˇtvenı´. Pro efektivnı´ vykona´nı´ je nanejvy´sˇ vhodne´ se veˇtvenı´ vyhnout a snazˇit se ko´d
kernelu navrhnout co nejprˇı´mocˇarˇeji. Vola´nı´ kernelu je od vola´nı´ standardnı´ch metod
odlisˇne´. Musı´me prˇedem specifikovat v kolika vla´knech se kernel spustı´ a specifikovat
jejich rozlozˇenı´ mezi veˇtsˇı´ celky (gridy a bloky). Kernel se vola´ pomocı´ notace <<<
griddimension, block dimension >>> mezi na´zvem kernelu a jeho parametry.
Promeˇnne´ grid dimension i block dimension jsou promeˇnne´ typu dim3. v soucˇas-
ny´ch zarˇı´zenı´ch majı´ 3 rozmeˇry(x, y, z). v prˇı´padeˇ grid dimension se jedna´ o pocˇet bloku˚
v gridu, kde maxima´lnı´ hodnota jednotlivy´ch sourˇadnic x, y, z je omezena na 65535 bloku˚
v kazˇde´m smeˇru. Dimenze z v mrˇı´zˇce bloku˚ je podporova´na azˇ od GPU odpovı´dajı´cı´ch
specifikaci vy´pocˇetnı´ch mozˇnostı´ 2.0.
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Promeˇnna´ block dimension specifikuje pocˇet vla´ken spusˇteˇny´ch v kazˇde´m z teˇchto
bloku˚. v za´vislosti na vy´pocˇetnı´ch mozˇnostech karty je pocˇet vla´ken v bloku omezen bud’
hodnotou 512, nebo 1024. Vy´sledny´ pocˇet paralelneˇ spousˇteˇny´ch kernelu˚ (vla´ken) pak lze
odvodit ze vztahu: number of threads = grid dimension× block dimension.
// Definice CUDA kernelu
global void kernel(){ \\... }
int main()
{
// ...
dim3 grid dimension(10,10);
dim3 block dimension(256);
kernel<<<grid dimension, block dimension>>>();
// ...
}
Vy´pis 1: Uka´zka definice a spusˇteˇnı´ CUDA karnelu.
4.4 Hierarchie pameˇti
Vla´kna spusˇteˇna´ na GPU majı´ prˇı´stup k neˇkolika typu˚m pameˇti. Ty se lisˇı´ latencı´ – prˇı´stu-
povou dobou, velikostı´ a mnozˇstvı´m vla´ken, ktera´ k nim majı´ prˇı´stup. Obecneˇ platı´, cˇı´m
je pameˇt’veˇtsˇı´, tı´m je pomalejsˇı´ a dostupna´ vı´ce vla´knu˚m.
Typy pameˇtı´ rˇazeny podle prˇı´stupovy´ch dob od nejrychlejsˇı´:
• Registry
• Sdı´lena´ pameˇt’
• Texturovacı´ pameˇt’
• Loka´lnı´ pameˇt’
• Globa´lnı´ pameˇt’
• Konstantnı´ pameˇt’
4.4.1 Registr
Nejrychlejsˇı´ a nejmensˇı´ pameˇt’ umı´steˇna´ na samotne´m cˇipu. Skala´rnı´ promeˇnne´ dekla-
rovane´ v ko´du pro GPU bez specia´lnı´ho identifika´toru bude ulozˇeny pra´veˇ do teˇchto
registru˚, ktere´ jsou navı´c pro vysˇsˇı´ rychlost kesˇova´ny. Promeˇnna´ v registru je dostupna´
pro prˇı´stup i psanı´ pouze vla´knu, ve ktere´m byla vytvorˇena a to pouze po dobu jeho
beˇhu.
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4.4.2 Loka´lnı´ pameˇt’
Vyuzˇı´va´ se pro pole promeˇnny´ch v ra´mci vla´kna. Je to nekesˇovana´ pameˇt’nacha´zejı´cı´ se
mimo cˇip. Promeˇnne´ v te´to pameˇti jsou azˇ 100x pomalejsˇı´ nezˇ promeˇnne´ v registrech nebo
sdı´lene´ pameˇti. Rozsah viditelnosti a de´lka zˇivotnosti promeˇnne´ v loka´lnı´ pameˇti je stejna´
jako v registru, promeˇnna´ je dosazˇitelna´ pouze jednı´m vla´knem po dobu jeho beˇhu.
4.4.3 Sdı´lena´ pameˇt’
Rychla´, kesˇovana´ pameˇt’umı´steˇna na cˇipu. Slouzˇı´ pro ukla´da´nı´ sdı´leny´ch promeˇnny´ch,
ale i polı´ promeˇnny´ch. Sdı´lene´ promeˇnne´ jsou dostupne´ vsˇem vla´knu˚m bloku, cozˇ sebou
prˇina´sˇı´ mozˇnost potencia´lnı´ kooperace vla´ken prˇi vy´pocˇtech. Zˇivotnost koncˇı´ se skoncˇe-
nı´m beˇhu vsˇech vla´ken bloku. Vzhledem k jejı´ latenci mu˚zˇe by´t sdı´lena´ pameˇt’ pouzˇita
pro kesˇova´nı´ zpracova´vany´ch dat z Globa´lnı´ pameˇti. Je tedy obeˇtova´na cena operace ko-
pı´rova´nı´ dat ve prospeˇch vy´razneˇ veˇtsˇı´ propustnosti, cozˇ se vyplatı´ prˇedevsˇı´m u cˇetny´ch
operacı´ s promeˇnny´mi ulozˇeny´mi v Globa´lnı´ pameˇti.
4.4.4 Globa´lnı´ pameˇt’
Stejneˇ jako loka´lnı´ pameˇt’ je nekesˇovana´ a rˇa´doveˇ pomalejsˇı´ nezˇ registry nebo sdı´lena´
pameˇt’. Je mnohona´sobneˇ veˇtsˇı´, dosahuje velikostı´ neˇkolika GB. Jedna´ se o hlavnı´ pameˇt’
graficke´ho adapte´ru, do ktere´ jsou pomocı´ rozsˇirˇujı´cı´ch funkcı´ nakopı´rova´na vstupnı´ data
pro dalsˇı´ zpracova´nı´. Promeˇnne´ v te´to pameˇti setrvajı´ po celou dobu beˇhu programu a
jsou dostupne´ vsˇem beˇzˇı´cı´m vla´knu˚m.
4.4.5 Konstantnı´ pameˇt’
Je kesˇovana´ pameˇt’, urcˇena pouze ke cˇtenı´ po celou dobu beˇhu aplikace a to za mozˇnosti
prˇı´stupu vsˇech vla´ken.
4.4.6 Texturovacı´ pameˇt’
Stejneˇ jako konstantnı´ pameˇt’ je kesˇovana´ a urcˇena pouze ke cˇtenı´ po celou dobu beˇhu
aplikace a to za mozˇnosti prˇı´stupu vsˇech vla´ken. Je optimalizovana´ pro zpracova´nı´ dvou-
rozmeˇrny´ch dat, u ktery´ch prˇi cˇtenı´ blı´zky´ch texturovacı´ch sourˇadnic poskytuje lepsˇı´
vy´kon, nezˇ v prˇı´padeˇ ulozˇenı´ teˇchto dat v konstantnı´ pameˇti.
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Typ pameˇti Deklarace promeˇnne´ Viditelnost Zˇivotnost
Registr int var Vla´kno Vla´kno
Loka´lnı´ pameˇt’ int array var[10] Vla´kno Vla´kno
Sdı´lena´ pameˇt’ shared int shared var Blok Blok
Globa´lnı´ pameˇt’ global int global var Grid Aplikace
Konstantnı´ pameˇt’ constant int constant var Grid Aplikace
Texturovacı´ pameˇt’ Grid Aplikace
Tabulka 2: Hierarchie pameˇti.
Obra´zek 4: Hierarchie pameˇti. [7]
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5 Implementace
Prakticka´ cˇa´st te´to pra´ce se zaby´va´ efektivnı´ implementacı´ segmentacˇnı´ metody Blurring
Mean-Shift s Gaussovy´m kernelem (GBMS) a jejı´m pouzˇitı´m k segmentaci obrazu. Al-
goritmus je implementova´n ve 2 verzı´ch. Verze pro CPU vyuzˇı´va´ paralelizace pomocı´
technologie OpenMP. GPU implementace pracuje s masivnı´m paralelismem vyuzˇitı´m
technologie CUDA.
5.1 Pouzˇite´ technologie
• Visual Studio 2010
• CUDA VS Wizard
• OpenCV 2.1
• OpenMP
5.1.1 CUDA VS Wizard
Microsoft Visual Studio nema´ nativnı´ podporu tvorby CUDA aplikacı´. Tuto funkcio-
nalitu prˇina´sˇı´ CUDA VS Wizard, ktera´ VS nakonfiguruje tak, aby bylo mozˇne´ vytvorˇit
kompilovatelny´ projekt se vsˇemi vy´hodami CUDY. Samozrˇejmeˇ lze vy´vojove´ prostrˇedı´
nakonfigurovat rucˇneˇ, nicme´neˇ za podstatneˇ delsˇı´ cˇas.
5.1.2 Open MP
V dnesˇnı´ dobeˇ jsou beˇzˇne´ dvou i vı´ceja´drove´ procesory CPU, nicme´neˇ prˇi beˇzˇne´m na´vrhu
program pracuje pouze s ja´drem jednı´m, cˇı´mzˇ se ochuzuje o potenciona´lnı´ vy´konovy´
na´ru˚st. Open MP je multiplatformnı´ aplikacˇnı´ rozhranı´ pro paralelnı´ zpracova´nı´. Steˇzˇejnı´
cˇa´st OpenMP jsou direktivy preprocesoru, urcˇujı´cı´ naprˇı´klad paralelizaci cyklu nebo
rozveˇtvenı´ programu do vı´ce vla´ken. Toto rozhranı´ je k dispozici jazyku˚m C/C++ a
Fortran.
5.2 O aplikaci
Program gbms.exe je konzolova´ aplikace poskytujı´cı´ funkcionalitu segmentace obrazu
metodou Gaussian Blurring Mean-Shift se zadany´mi parametry. Podporovana´ je prˇede-
vsˇı´m platforma Microsoft Windows 7.
Pro pra´ci s obrazy, jejich nacˇı´ta´nı´, ukla´da´nı´ i zobrazova´nı´ je pouzˇita knihovna OpenCV.
Forma´t vstupnı´ho obrazu je proto omezen vy´cˇtem podporovany´ch forma´tu˚ funkce cvLo-
adImage z te´to knihovny. Mezi podporovany´mi forma´ty nechybı´ zˇa´dny´ z beˇzˇneˇ pod-
porovany´ch forma´tu˚, proto je pro pouzˇitı´ v te´to aplikaci vı´ce nezˇ dostatecˇna´. Testova´nı´
probı´ha´lo prˇedevsˇı´m na souborech typu .JPEG a .PNG. Vsˇechny obrazy jsou prostrˇednic-
tvı´m funkcionality OpenCV prˇi nacˇtenı´ do aplikace prˇevedeny na sˇedoto´nove´.
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Sta´vajı´cı´ verze syste´mu Windows disponujı´ mechanismem ”Timeout Detection a Re-
covery”(TDR), ktery´ zajisˇt’uje restart ovladacˇe graficke´ho ovladacˇe prˇi proble´mech. Tato
vlastnost mu˚zˇe mı´t neblahy´ vliv na aplikace, u ktery´ch vy´pocˇetnı´ doba prˇekracˇuje sta-
noveny´ limit. Syste´m takove´ vy´pocˇty automaticky ukoncˇı´ a obnovı´ ovladacˇ GPU. Pro
spra´vny´ beˇh aplikace GBMS je vhodne´ upravit syste´move´ registry a TDR vypnout, po-
prˇı´padeˇ nastavit cˇas, po ktere´m se ovladacˇ automaticky obnovı´, na vysˇsˇı´ hodnotu.
Syntaxe:
gbms.exe -f source image path -i number of iteration [-c]
-f Povinny´ parametr na´sledovany´ syste´movou cestou ke zdrojove´mu obrazu.
-s Povinny´ parametr urcˇujı´cı´ hodnotu parametru σ.
-i Povinny´ parametr urcˇujı´cı´ maxima´lnı´ pocˇet iteracı´.
-c Volitelny´ parametr. Indikuje spusˇteˇnı´ algoritmu pomocı´ CUDA technologie.
Vstupy aplikace:
• Obraz urcˇeny´ k segmentaci.
• Pocˇet iteracı´ algoritmu.
• Parametr SIGMA uprˇesnˇujı´cı´ tvar Gaussova kernelu.
Vy´stupy aplikace:
• Obraz zpracovany´ metodou GBMS.
5.3 Popis beˇhu aplikace
Beˇh aplikace gbms.exe se da´ rozdeˇlit do neˇkolika logicky´ch celku˚:
1. Zpracova´nı´ vstupnı´ch parametru˚.
2. Vykona´nı´ vy´pocˇetnı´ho ja´dra GBMS.
3. Iteracˇnı´ smycˇka.
4. Rekonstrukce obrazu.
5.3.1 Zpracova´nı´ vstupnı´ch parametru˚
Prˇi startu aplikace se oveˇrˇı´ spra´vnost rozsahu vstupnı´ch parametru˚, oveˇrˇı´ se spra´vnost
cesty ke vstupnı´mu souboru. Dojde k nacˇtenı´ obrazu. Obraz je pro rychle´ zpracova´nı´
du˚lezˇite´ reprezentovat co nejjednodusˇeji. GBMS algoritmus pro sˇedoto´novy´ obraz potrˇe-
buje k ztva´rneˇnı´ jednoho pixelu 3 promeˇnne´, [x, y, i]. Je tedy jednoznacˇneˇ urcˇena´ poloha
pixelu x, y i jeho jas i. v aplikaci je zavedena nova´ struktura Point, ktera´ prˇesneˇ takto
pixel zobrazuje.
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Struct Point{
Float x; // Sourˇadnice x normovana´ sˇı´rˇkou obrazu.
Float y; // Sourˇadnice y normovana´ vy´sˇkou obrazu.
Float z; // Hodnota jasu normovana´ 256, tedy maxima´lnı´m rozsahem hodnot.
}
Vy´pis 2: Definice struktury Point.
Vsˇechny z vnitrˇnı´ch promeˇnny´ch te´to struktury jsou prˇizpu˚sobeny pro co nejrychlejsˇı´
vy´pocˇet. Proto jsou normova´ny a jejich hodnoty naby´vajı´ hodnot z intervalu < 0, 1 >. Pro
vy´pocˇet GBMS je obraz reprezentovany´ jako pole strukturPointo rozmeˇrech sˇı´rˇka×vy´sˇka
obrazu.
5.3.2 Vykona´nı´ vy´pocˇetnı´ho ja´dra GBMS
Obecneˇ lze mean-shift algoritmy oznacˇit za velmi vy´pocˇetneˇ na´rocˇne´. Celkovou dobu
beˇhu ovlivnˇuje velikost segmentovany´ch dat, v nasˇem prˇı´padeˇ rozmeˇry vstupnı´ho ob-
razu, ale velmi vy´razneˇ ji ovlivnˇuje velikost vy´pocˇetnı´ho okna, v ra´mci neˇhozˇ je kazˇdy´
bod zpracova´n. Kernely s omezeny´m definicˇnı´m oborem hodnot D(f) lze velikosti okna
prˇizpu˚sobit tak, aby krajnı´ hodnoty intervalu definicˇnı´ho oboru odpovı´daly krajnı´m hod-
nota´m vy´pocˇetnı´ho okna. Tento fakt vsˇak nelze aplikovat na Gaussu˚v kernel, ktery´ ma´
D(f) = R. Velikost vy´pocˇetnı´ho okna je proto v prˇı´padeˇ pouzˇitı´ Gaussova kernelu rovna
rozmeˇru˚m cele´ho obrazu. Toto samozrˇejmeˇ platı´ i pro nasˇe pouzˇı´tı´ v algoritmu GBMS,
kde je Gaussu˚v kernel K(x) definova´n rovnicı´ 5.
K(x) = e−
1
2
x
2
σ2 (5)
Kde x je euklidovska´ vzda´lenost bodu˚ v dane´m prostoru [x, y, z] a σ je parametr urcˇujı´cı´
prˇesny´ tvar kernelu.
Je tedy zrˇejme´, zˇe zmeˇnou parametru sigma vy´pocˇet neurychlı´me, pouze zmeˇnı´me
podobu vy´sledku˚ tı´m, zˇe se budou pixely do vy´pocˇtu zapocˇı´ta´vat jinou vahou. Cˇı´m mensˇı´
sigma je voleno, tı´m “prˇı´sneˇjsˇı´” tato funkce je a vy´sledne´ segmenty mensˇı´. Velke´ mnozˇstvı´
maly´ch segmentu˚ nenı´ pro segmentaci zˇa´doucı´, proto je nutne´ volit vhodnou hodnotu
tohoto parametru. z definice Gausova kernelu lze urcˇit, zˇe od urcˇity´ch vzda´lenostı´ x
na´m tato funkce vracı´ hodnoty velmi blı´zke´ nule, takove´ body pak obraz ovlivnˇujı´ velmi
malou vahou v pomeˇru k cˇasove´ na´rocˇnosti jejich zpracova´nı´. Pro korektnost a porovna´nı´
vy´sledku˚ je pocˇı´ta´no i s teˇmito hodnotami. Pro vy´razne´ urychlenı´ aplikace by bylo vhodne´
tyto hodnoty zanedbat. v aplikaci je Gaussu˚v kernel reprezentova´n funkcı´ gaussianF .
Funkce gaussianF vracı´ hodnotu reprezentujı´cı´ va´hu pixelu ve vy´pocˇtu v za´vislosti na
vstupnı´ch parametrech distanceSqr, tedy druhe´ mocnineˇ vzda´lenosti pixelu a parametru
sigma zmı´neˇne´ho vy´sˇe.
Dalsˇı´ cˇasto pouzˇı´vanou promeˇnnou je vzda´lenost dvou bodu˚ v prostoru. Je nutna´
jako vstupnı´ parametr pro vy´pocˇet va´hy pomocı´ Gaussova kernelu. Obecneˇ je vzda´lenost
bodu˚ A a B, cˇasto take´ oznacˇova´na jako velikost u´secˇky |AB| definova´na vztahem 6.
|AB| =
√
(b1 − a1)2 + (b2 − a2)2 + (b3 − a3)2 (6)
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Tento vzorec lze snadno aplikovat na dva body nasˇeho typu Point. Pro nasˇe u´cˇely, kdy ve
veˇtsˇineˇ prˇı´padu˚ nepotrˇebujeme vzda´lenost, ale jejı´ druhou mocninu (viz. definice Gaus-
sova kernelu), odpada´ nutnost odmocneˇnı´, cozˇ prˇı´zniveˇ ovlivnı´ cˇas vy´pocˇtu. v aplikaci je
tedy definovana´ funkce distanceSqr vracejı´cı´ tuto hodnotu.
Pomineme-li smycˇku iteracˇnı´, samotne´ ja´dro GBMS algoritmu se skla´da´ ze 2 vnorˇe-
ny´ch cyklu˚. Prvnı´, vneˇjsˇı´, procha´zı´ jednotlive´ body vstupnı´ch dat. v druhe´m, vnitrˇnı´m,
probı´ha´ samotny´ vy´pocˇet nove´ pozice odpovı´dajı´cı´ho bodu. Tento cyklus tedy procha´zı´
body odpovı´dajı´cı´ho vy´pocˇetnı´ho okna a pocˇı´ta´ jejich va´zˇeny´ pru˚meˇr na za´kladeˇ jejich
euklidovske´ vzda´lenosti od prvku, ktere´mu pocˇı´ta´ novou pozici. Tato vzda´lenost je pak
vahou s jakou jednotlive´ prvky vy´pocˇetnı´ho okna ovlivnı´ jednotlive´ posuny. Na obra´zku
5 je algoritmus GBMS zapsa´n v pseudoko´du.
Obra´zek 5: GBMS algoritmus zapsa´n v pseodoko´du. [1]
Smycˇka repeat − until ve vy´sˇe zmı´neˇne´m za´pisu 5 prˇedstavuje jednotlive´ iterace
vy´pocˇtu. Vneˇjsˇı´ cyklus for m ∈ {1, . . . , N}procha´zı´ vsˇechny datove´ body, vnitrˇnı´ smycˇka
zpracova´va´ jejich odpovı´dajı´cı´ vy´pocˇetnı´ okna a postupneˇ urcˇuje jejich novou pozici.
Vzhledem k faktu, zˇe vy´pocˇetnı´ ja´dro se skla´da´ ze dvou vnorˇeny´ch cyklu˚, z nichzˇ
kazˇdy´ se pro obraz s n pixely provede n kra´t. Vy´pocˇetnı´ slozˇitost GBMS nad obrazem s n
pixely je O(n2).
5.3.3 Iteracˇnı´ smycˇka
Po dobu cele´ho vy´pocˇtu se pracuje nad dveˇma poli, reprezentujı´cı´ vstupnı´ a vy´stupnı´
datovou mnozˇinu v dane´ iteraci. Po skoncˇenı´ iterace se vsˇechny body vy´stupnı´ho pole
zkopı´rujı´ do pole vstupnı´ho a pokud nenı´ splneˇna podmı´nka ukoncˇenı´ vy´pocˇtu, algo-
ritmus probeˇhne znovu nad touto novou mnozˇinou. Kernely pracujı´cı´ s CPU majı´ data
reprezentujı´cı´ obraz ulozˇena klasicky v pameˇti RAM. Jejich kopı´rova´nı´ mezi iteracemi
zprostrˇedkova´va´ metoda void copyArr(...). CUDA verze algoritmu ma´ tato data ulozˇena
v globa´lnı´ pameˇti graficke´ho adapte´ru. Vyuzˇı´va´me tedy metod ke kopı´rova´nı´ dat na GPU.
5.3.4 Rekonstrukce obrazu
Po skoncˇenı´ cele´ho vy´pocˇtu je potrˇeba prˇeve´st cely´ obraz zpeˇt do datove´ho typu zobra-
zitelne´ho na obrazovce pomocı´ standardnı´ch funkcı´ knihovny OpenCV.
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6 Vy´pocˇetnı´ ja´dra
Vy´pocˇetnı´m ja´drem aplikace rozumı´me cˇa´st ko´du vykona´vajı´cı´ jednu iteraci GBMS nad
cely´m obrazem. Ve vsˇech prˇı´padech je vy´pocˇetnı´m ja´drem funkce typu void s parametry
ukazatel na zdrojove´ a cı´love´ pole typu Point, sˇı´rˇka a vy´sˇka obrazu. v prˇı´padeˇ CUDA
implementace vy´pocˇetnı´m ja´drem rozumı´me samotny´ CUDA kernel.
Prˇi vy´voji bylo implementova´no neˇkolik verzı´ takovy´chto jader. v dalsˇı´ kapitole jsou
pak porovna´ny jejich vy´kony a na´rocˇnosti implementace.
6.1 CPU
Pu˚vodnı´ implementovana´ verze GBMS algoritmu nevyuzˇı´va´ zˇa´dnou z vy´hod paralelnı´ho
zpracova´nı´. Vy´pocˇetnı´ okna vsˇech bodu˚ vstupnı´ho obrazu jsou zpracova´va´na se´rioveˇ jed-
nı´m procesorovy´m ja´drem. Toto vy´pocˇetnı´ ja´dro je da´le v textu a vy´sledcı´ch oznacˇova´no
jako CPUkernel. Pomeˇrnou snadnost implementace takove´ho ja´dra pak prˇevysˇujı´ nevy´-
hody, prˇedevsˇı´m vysoky´ vy´pocˇetnı´ cˇas.
void CPUkernel1(Point∗ srcArr, Point∗ dstArr,int IMG HEIGHT,int IMG WIDTH, float sigma)
{
float sw, sx, sy, sz, w;
for( int i=0;i<IMG HEIGHT∗IMG WIDTH;i++)
{
sw = sx = sy = sz = w = 0;
for( int j=0;j<IMG HEIGHT∗IMG WIDTH;j++)
{
w = gaussianF(distanceSqr(srcArr[i],srcArr [ j ]) ,sigma);
sx += w∗srcArr[j ]. x;
sy += w∗srcArr[j ]. y;
sz += w∗srcArr[j ]. z;
sw += w;
}
dstArr [ i ]. x = sx/sw;
dstArr [ i ]. y = sy/sw;
dstArr [ i ]. z = sz/sw;
}
}
Vy´pis 3: CPU kernel 1.
6.1.1 Paralelizace vyuzˇitı´m OpenMP
I prˇes to, zˇe soucˇasne´ procesory CPU nedisponujı´ takovy´m vy´pocˇetnı´m vy´konem jako
GPU, da´ se vy´sledna´ efektivita a rychlost programu pro CPU znacˇneˇ urychlit vyuzˇitı´m
vı´ceja´drovy´ch procesoru˚. Neza´visle´ vy´pocˇty se vykona´vajı´ v oddeˇleny´ch vla´knech na jed-
notlivy´ch ja´drech procesoru. Algoritmus je nakonfigurova´n tak, zˇe se automaticky spousˇtı´
na vsˇech dostupny´ch procesorovy´ch ja´drech vcˇetneˇ virtua´lnı´ch v prˇı´padeˇ technologie Hy-
perThreading. Vy´sledky vy´pocˇetnı´ho ja´dra CPUkernel jsou tedy doplneˇny o informaci
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na kolika procesorovy´ch ja´drech byl spusˇteˇn. Nameˇrˇene´ cˇasy beˇhu pak ukazujı´ jak prˇı´nos
dalsˇı´ch vy´pocˇetnı´ch jader, tak prˇı´nos technologie HyperThreading. Paralelizace smycˇek
pomocı´ OpenMP sebou prˇina´sˇı´ nutnost spra´vneˇ specifikovat viditelnost jednotlivy´ch pro-
meˇnny´ch v ra´mci paralelnı´ch veˇtvı´ tak, aby nedocha´zelo ke konfliktu˚m a nekonzistenci
dı´lcˇı´ch vy´sledku˚. Vy´pis ko´du 4 demonstruje konkre´tnı´ pouzˇitı´ direktivy OpenMP pro
implementovany´ GBMS algoritmus.
void CPUkernel1(Point∗ srcArr, Point∗ dstArr,int IMG HEIGHT,int IMG WIDTH, float sigma)
{
float sw, sx, sy, sz, w;
int i , j ;
#pragma omp parallel for private(i, j ,w,sx,sy,sz,sw) shared(dstArr,srcArr,IMG HEIGHT,
IMG WIDTH,sigma)
for( i=0;i<IMG HEIGHT∗IMG WIDTH;i++)
{
// ...
}
}
Vy´pis 4: Pouzˇitı´ direktivy OMP.
6.2 GPU
V ra´mci vy´voje bylo implementova´no neˇkolik GPU kernelu˚, ktere´ vyuzˇı´vajı´ ru˚znou sˇı´rˇi
paralelizace jak v celkove´m pocˇtu paralelneˇ spusˇteˇny´ch vla´ken, tak v jejich virtua´lnı´m
rozdeˇlenı´ do bloku˚. Ru˚zny´mi prˇı´stupy k pouzˇitı´ sdı´lene´ pameˇti byla optimalizova´na rych-
lost prˇı´stupu k potrˇebny´m datu˚m a pra´ce s nimi. Na´sledujı´cı´ kapitoly popisujı´ rozdı´lneˇ
implementovane´ GPU kernely.
6.2.1 GPU Kernel 1
Toto vy´pocˇetnı´ ja´dro paralelizuje pouze vneˇjsˇı´ cyklus procha´zejı´cı´ jednotlive´ body ob-
razu tı´m, zˇe spustı´ pro vy´pocˇet nove´ pozice bodu jedno vla´kno. Celkoveˇ je tedy tento
kernel pro obraz o n bodech spusˇteˇn v n paralelnı´ch vla´knech. Idea´lnı´ rozmı´steˇnı´ vla´ken
z pohledu univerza´lnı´ho nasazenı´ tohoto kernelu je pouzˇı´t sˇı´rˇku a vy´sˇku obrazu jako jed-
notlive´ pocˇty bloku˚ v gridu. v takove´m prˇı´padeˇ je velikost vstupnı´ho obrazu v pixelech
limitova´na maxima´lnı´mi rozmeˇry gridu, tedy 65000x65000, cozˇ je pro veˇtsˇinu soucˇasny´ch
obrazu˚ dostacˇujı´cı´. v kapitole zaby´vajı´cı´ se vy´konem je zna´zorneˇn vliv ru˚zny´ch rozlozˇenı´
vla´ken do bloku˚ na celkovy´ cˇas vy´pocˇtu. Cyklus zaby´vajı´cı´ se vy´pocˇtem nove´ pozice
bodu v ra´mci vy´pocˇetnı´ho okna zu˚sta´va´ se´riovy´. Kazˇde´ spusˇteˇne´ vla´kno zpracuje cele´
vy´pocˇetnı´ okno, vsˇechny promeˇnne´ potrˇebne´ pro vy´pocˇet nove´ pozice bodu jsou ulozˇeny
v rychly´ch registrech.
global void GPUkernel1(Point∗ srcArr, Point∗ dstArr, int width, int height, float sigma)
{
int i ˜= blockIdx.x∗blockDim.x+threadIdx.x;
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float sw, sx, sy, sz, w;
sw = sx = sy = sz = w = 0;
for( int j=0;j<width∗height;j++)
{
w = gaussianF(distanceSqr(srcArr[i],srcArr [ j ]) ,sigma);
sx += w ∗ srcArr[ j ]. x;
sy += w ∗ srcArr[ j ]. y;
sz += w ∗ srcArr[ j ]. z;
sw += w;
}
dstArr [ i ]. x = sx/sw;
dstArr [ i ]. y = sy/sw;
dstArr [ i ]. z = sz/sw;
}
Vy´pis 5: GPU kernel 1.
6.2.2 GPU Kernel 2
Druhe´ implementovane´ a testovane´ vy´pocˇetnı´ ja´dro pro GPU je v aplikaci reprezento-
va´no pod na´zvemGPUkernel2. Tento kernel nevyuzˇı´va´ o nic veˇtsˇı´ paralelizace nezˇ kernel
GPUkernel1. Kazˇde´ vy´pocˇetnı´ okno je zpracova´no pouze jednı´m vla´knem, s tı´m rozdı´-
lem, zˇe v ra´mci jednoho bloku je spusˇteˇno 256 vla´ken, aby mohla prˇistupovat k jedne´
sdı´lene´ pameˇti. Body aktua´lneˇ se podı´lejı´cı´ na vy´pocˇtu jsou naprˇed nacˇteny z globa´lnı´ do
sdı´lene´ pameˇti a azˇ pak jsou zpracova´ny. Pole ve sdı´lene´ pameˇti tedy tvorˇı´ kesˇ aktua´lneˇ
zpracova´vany´ch bodu˚ v ra´mci bloku. Z du˚vodu omezenı´ konfliktu˚ prˇi kopı´rova´nı´ dat
ze sdı´lene´ pameˇti, vla´kna kazˇde´ho bloku zacˇı´najı´ zpracova´vat vy´pocˇetnı´ okno z jine´ho
mı´sta. Rˇesˇit kolize v ra´mci cˇtenı´ vsˇech vla´ken jednoho bloku nemusı´me, jelikozˇ CUDA
doka´zˇe uzamknout cˇa´st pameˇti do tzv. broadcast rezˇimu, ve ktere´m je takove´to cˇtenı´ do-
konce rychlejsˇı´.
global void GPUkernel2(Point∗ srcArr, Point∗ dstArr, int width, int height, float sigma)
{
int index = blockIdx.x∗blockDim.x+threadIdx.x;
// ...
Point currentPoint = srcArr [ index];
shared Point sharedArr[BLOCK DIMENSION];
for( int k˜= 0; k˜< gridDim.x ;k++)
{
sharedArr[threadIdx.x].x = srcArr [( threadIdx.x+blockDim.x∗k)%(width∗height)].x;
// ...
syncthreads();
for( int i ˜= 0; i<blockDim.x; i++)
{
w = gaussianF(distanceSqr(currentPoint,sharedArr[i]),sigma);
sx += sharedArr[i ]. x ∗ w;
// ...
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sw+=w;
}
}
dstArr [ index].x = sx/sw;
// ...
}
Vy´pis 6: GPU kernel 2.
6.2.3 GPU Kernel 3
V obou prˇedchozı´ch kernelech byl paralelizova´n pouze cyklus procha´zejı´cı´ jednotlive´
body obrazu. Kernel GPUkernel3 paralelizuje i cyklus procha´zejı´cı´ jednotlive´ body vy´-
pocˇetnı´ho okna. Vzhledem k potrˇebeˇ dat z cele´ho vy´pocˇetnı´ho okna pro vy´pocˇet nove´ po-
zice bodu je mı´ra paralelizace tohoto cyklu omezena maxima´lnı´m pocˇtem vla´ken v bloku.
Dodrzˇenı´ podmı´nky, zˇe jedno vy´pocˇetnı´ okno je zpracova´no v ra´mci bloku, na´m umozˇnˇuje
efektivneˇ vyuzˇı´t sdı´lenou pameˇt’pro ulozˇenı´ mezivy´sledku˚ zpracovany´ch jednotlivy´mi
vla´kny bloku. z pohledu maxima´lnı´ sˇı´rˇe paralelizace by bylo idea´lnı´ zpracovat kazˇdy´
bod vy´pocˇetnı´ho okna samostatny´m vla´knem. Gaussu˚v kernel takovou mı´ru paraleli-
zace v praxi neumozˇnˇuje, nebot’ se jeho vy´pocˇetnı´ okno zveˇtsˇuje spolecˇneˇ s velikostı´
vstupnı´ho obrazu. Pocˇet bodu˚ vy´pocˇetnı´ho okna v prakticke´m pouzˇitı´ GBMS ve veˇtsˇineˇ
prˇı´padu˚ prˇesahuje maxima´lnı´ mozˇny´ pocˇet vla´ken spusˇteˇny´ch v bloku. v konecˇne´ verzi
programu je kazˇde´ vy´pocˇetnı´ okno zpracova´no konstantnı´m pocˇtem vla´ken 256. Tento
kernel je tedy v praxi pro obraz s n pixely spusˇt’eˇn v n blocı´ch, reprezentujı´cı´ vsˇechny
vy´pocˇetnı´ okna, z nichzˇ kazˇde´ je zpracova´no 256 vla´kny.
global void GPUkernel3(Point∗ srcArr, Point∗ dstArr, int width, int height, float sigma)
{
int index = blockIdx.x+blockIdx.y∗gridDim.x;
// ...
Point currentPoint=srcArr[index];
shared Point sharedArr[BLOCK DIMENSION];
shared float swSharedArr[BLOCK DIMENSION];
for( int k˜= 0;k<width∗height/BLOCK DIMENSION;k++ )
{
w = gaussianF(distanceSqr(currentPoint,srcArr[threadIdx.x+BLOCK DIMENSION∗k]),
sigma);
sw+=w;
sx+=srcArr[threadIdx.x+BLOCK DIMENSION∗k].x∗w;
// ...
}
swSharedArr[threadIdx.x] = sw;
sharedArr[threadIdx.x].x = sx;
// ...
// Paralelizovany soucet hodnot pole SharedArr.x, .y, .z a swSharedArr
// ...
}
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Vy´pis 7: GPU kernel 3.
Rozdeˇlenı´ zpracova´nı´ vy´pocˇetnı´ho okna mezi vı´ce vla´ken s sebou prˇı´na´sˇı´ nutnost
zpracova´nı´ jednotlivy´ch mezivy´sledku˚ ulozˇeny´ch v poli ve sdı´lene´ pameˇti. Obecneˇ je
velikost tohoto pole stejna´ jako pocˇet vla´ken v bloku, aby kazˇde´ vla´kno meˇlo mı´sto,
kde mu˚zˇe ulozˇit svu˚j mezivy´sledek. Prˇi standardnı´m zpracova´nı´ pole o velikosti 256
potrˇebujeme ke zpracova´nı´ 256 pru˚chodu˚ cyklem. i tento cyklus lze v CUDA aplikaci
efektivneˇ paralizovat.
Paralizace zpracova´nı´ hodnot sdı´lene´ho pole: Meˇjme pole cˇı´sel o velikosti n. v prvnı´m
kroku paralelneˇ prˇicˇteme k prvku˚m na sudy´ch pozicı´ch prvky na pozici o vzda´lenost 1
veˇtsˇı´. v dalsˇı´ch krocı´ch se tato vzda´lenost zveˇtsˇuje a opeˇt docha´zı´ k secˇtenı´. Tı´mto syste´-
mem jsme schopni secˇı´st pole o velikosti n v log2(n) krocı´ch. Potrˇebny´ch 256 prvku˚ tedy
zpracujeme v 8 krocı´ch, cozˇ je vy´razne´ urychlenı´ oproti pu˚vodnı´m 256 kroku˚m.
Obra´zek 6: Princip paralelnı´ho soucˇtu hodnot pole.
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7 Dosazˇene´ vy´sledky
Vsˇechna vy´pocˇetnı´ ja´dra dosahujı´ prˇi shodne´ parametrizaci totozˇny´ch vy´sledku˚. Na prˇi-
lozˇene´m obra´zku 7 lze videˇt vy´sledky segmentace algoritmem GBMS pro ru˚zny´ pocˇet
probeˇhly´ch iteracı´. Referencˇnı´ obra´zek je o velikosti 128x128 pixelu˚ a parametr σ = 0.05.
Na prvnı´ pohled je patrny´ u´bytek segmentu˚ se zvysˇujı´cı´m se cˇı´slem iterace.
Obra´zek 7: Pru˚beˇh GBMS v jednotlivy´ch iteracı´ch.
Pocˇet segmentu˚ je meˇrˇen jako pocˇet rozdı´lny´ch atraktoru˚, ke ktery´m jednotlive´ body
obrazu postupny´m posunem doputovaly. Za´vislost pocˇtu vy´sledny´ch segmentu˚ na pocˇtu
probeˇhly´ch iteracı´ na´m dokazuje graf na obra´zku 8, ktery´ vycha´zı´ z hodnot nameˇrˇeny´ch
v tabulce 3. z teˇchto meˇrˇenı´ je take´ jasneˇ patrna´ konvergence vy´pocˇtu nasta´vajı´cı´ po 15
iteracı´ch.
Pocˇet iteracı´ 0 1 2 3 4 5 6 7
Pocˇet segmentu˚ 16384 13949 8973 5177 2811 1505 832 471
Pocˇet iteracı´ 8 9 10 11 12 13 14 15
Pocˇet segmentu˚ 250 150 109 78 62 47 38 37
Tabulka 3: Za´vislost pocˇtu segmentu˚ na pocˇtu iteracı´.
Dalsˇı´m zajı´mavy´m meˇrˇenı´m je vztah parametru σ a pocˇtu segmentu˚ prˇi stejne´m pocˇtu
iteracı´ vy´pocˇtu. Tabulka 4 a z nı´ vycha´zejı´cı´ graf na obra´zku 9 potvrzujı´, zˇe s rostoucı´
hodnotou σ pocˇet segmentu˚ klesa´.
Z teˇchto poznatku˚ mu˚zˇeme usoudit, zˇe vhodnou volbou σ parametru mu˚zˇeme dojı´t
k znacˇneˇ podobny´m vy´sledku˚m v podstatneˇ odlisˇny´ch cˇasech tı´m, zˇe algoritmus provede
ru˚zny´ pocˇet iteracı´. Nelze vsˇak volit velke´ hodnoty σ bez ohledu na to, jak velky´ detail
jednotlivy´ch segmentu˚ potrˇebujeme zachovat. Prˇehnaneˇ velke´ hodnoty tohoto parametru
pak zpu˚sobı´, zˇe vy´sledny´ obraz se ”slije”do male´ho pocˇtu segmentu˚ v kra´tke´m cˇase,
nicme´neˇ tyto segmenty jsou nicnerˇı´kajı´cı´ vzhledem k pu˚vodnı´mu obrazu.
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Obra´zek 8: Za´vislost pocˇtu segmentu˚ na pocˇtu iteracı´.
Parametr σ 0.02 0.03 0.04 0.05 0.07 0.08 0.09 0.1
Pocˇet segmentu˚ 631 255 155 109 67 54 32 20
Tabulka 4: Za´vislost pocˇtu segmentu˚ na parametru σ.
Obra´zek 9: Za´vislost pocˇtu segmentu˚ na parametru σ.
Krite´rium zastavenı´ vy´pocˇtu na za´kladeˇ porovna´nı´ hodnot entropiı´ histogramu se
uka´zalo jako funkcˇnı´ a zastavilo vy´pocˇet ve chvı´li, kdy uzˇ se vzhled vy´sledny´ch segmentu˚
nemeˇnı´ a obraz je dostatecˇneˇ segmentova´n.
Vsˇechna tato meˇrˇenı´ potvrzujı´ teoreticky´ za´klad GBMS algoritmu a prˇesveˇdcˇujı´ na´s
o spra´vnosti implementovany´ch rˇesˇenı´.
7.1 Vy´kon
Klı´cˇovou hodnotou pro porovna´nı´ vy´konu jednotlivy´ch kernelu˚ je doba jejich beˇhu. Meˇrˇila
se vy´hradneˇ doba vykona´va´nı´ samotne´ho vy´pocˇetnı´ho ja´dra vcˇetneˇ operacı´ kopı´rova´nı´
dat z RAM do DRAM a naopak. Do cˇasu tak nejsou zapocˇı´ta´ny operace inicializace, prˇevod
a zobrazenı´ obrazu. v konecˇne´m du˚sledku by tyto cˇasy byly zanedbatelne´ a zbytecˇneˇ
zkreslovaly celkovou dobu vy´pocˇtu samotne´ho GBMS algoritmu. Vsˇechna vy´pocˇetnı´
ja´dra dosahujı´ stejne´ho vy´sledku ve stejne´m pocˇtu vykonany´ch operacı´, sˇiroce se vsˇak lisˇı´
v dosazˇeny´ch vy´konech.
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Meˇrˇenı´ byla provedena na procesorech Intel C2D T8300 @2.4GHz, Intel Core i5
@2.3GHz a graficky´ adapte´rech NVIDIA GeForce 8600GT a GeForce GT525M. Meˇrˇenı´
na´s jednoznacˇneˇ prˇesveˇdcˇila o vy´konnostnı´ prˇevaze masivnı´ho paralelnı´ho zpracova´nı´
pomocı´ GPU.
Obra´zek 10: Vy´sledne´ doby beˇhu jedne´ iterace GBMS na CPU pro obraz 128x128 pixelu˚.
1 ja´dro 2 ja´dra 2 ja´dra + HT
Intel C2D @2.4GHz 54.87 31.96 -
Intel Core i5 @2.3GHz 37.79 22.8 16.08
Tabulka 5: Doba beˇhu CPU kernelu˚.
Obra´zek 11: Vy´sledne´ doby beˇhu GPU kernelu˚ pro obraz 128x128 pixelu˚.
GPU kernel 1 GPU kernel 2 GPU kernel 3
NVIDIA GeForce 8600GT 2.02 1.62 1.68
NVIDIA GeForce GT525M 0.50 0.42 0.49
Tabulka 6: Doba beˇhu GPU kernelu˚ [s].
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Urychlenı´ GBMS algoritmu pomocı´ zpracova´nı´ graficky´m adapte´rem je v rˇa´dech
desı´tek procent. Prˇesneˇ nameˇrˇene´ vy´sledky jsou zna´zorneˇny grafy na obra´zku 10 a 11.
Nemu˚zˇeme opomenout prˇı´nos technologie OpenMP, ktera´ u obou dvouja´drovy´ch
procesoru˚ prˇina´sˇı´ te´meˇrˇ polovicˇnı´ cˇas vy´pocˇtu zapojenı´m druhe´ho ja´dra. Procesor Intel
Core i5 podporuje technologii Hyper-threading, ktera´ z jednoho fyzicke´ho procesoru vy-
tva´rˇı´ 2 virtua´lnı´. v syste´mu se tedy tento procesor chova´ jako cˇtyrˇja´drovy´. OpenMP na
tomto procesoru tedy doka´zˇe algoritmus GBMS paralelizovat jako pro procesor cˇtyrˇja´d-
rovy´. Vy´konovy´ na´ru˚st s pouzˇitı´m Hyper-threadingu je opeˇt velice patrny´, nicme´neˇ uzˇ ne
tak vy´razny´, jako bylo prˇida´nı´ fyzicke´ho procesorove´ho ja´dra.
Jak je patrne´ z grafu na obra´zku 11, jednotlive´ implemetace GPU kernelu˚ se mezi
sebou vy´konoveˇ lisˇı´ take´ a to u´sporou cˇasu azˇ 20% prˇi vykona´nı´ jedne´ iterace GBMS.
GPUkernel1 jednı´m vla´knem zpracova´va´ cele´ vy´pocˇetnı´ okno, obsahuje tedy cykly
o de´lce velikosti vy´pocˇetnı´ho okna. Nicme´neˇ toto jedno vla´kno ma´ k dispozici mezi-
vy´sledky ulozˇene´ v rychly´ch registrech a odpada´ nutnost rezˇie vı´ce vla´ken podı´lejı´cı´ch se
na zpracova´nı´ jednoho vy´pocˇetnı´ho okna. Paralelizace u tohoto kernelu dosahuje hodnot,
ve ktery´ch je schopen efektivneˇ vyuzˇı´t potencia´l graficke´ho cˇipu. Obecneˇ vsˇak tuto im-
plementaci mu˚zˇeme odsoudit za jejı´ sˇpatny´ potencia´l sˇka´lovatelnosti a celkoveˇ nejhorsˇı´
nameˇrˇene´ vy´kony mezi GPU kernely.
GPUkernel2 se naopak ve veˇtsˇineˇ testu˚ projevil nejle´pe. Paralelizace proble´mu je
v naprosto stejne´ mı´rˇe jako u kernelu prˇedcha´zejı´cı´ho. Vylepsˇenı´ spocˇı´va´ v ”cacho-
va´nı´”mnozˇin aktua´lnı´ch bodu˚ vy´pocˇetnı´ho okna do sdı´lene´ pameˇti. Prˇi operacı´ch meˇrˇı´cı´
vzda´lenost bodu˚ a jejich va´hy tedy pracujeme s takto bufferovany´mi hodnotami. Da´le
jsou pak minimalizova´ny vznikle´ konflikty prˇi samotne´m bufferova´nı´ z globa´lnı´ pameˇti.
Vla´kna kazˇde´ho bloku zacˇı´najı´ zpracova´vat vy´pocˇetnı´ okno v jine´ cˇasti vzˇdy posunute´
o velikost bloku.
Poslednı´m implementovany´m kernelem je GPUkernel3. Vyuzˇı´va´ nejveˇtsˇı´ sˇı´rˇe parale-
lizace, kde kazˇde´ vy´pocˇetnı´ okno je zpracova´no 256 vla´kny ukla´dajı´cı´ sve´ dı´lcˇı´ vy´sledky
do sdı´lene´ pameˇti, jejı´zˇ prvky jsou secˇteny technikou paralelnı´ch soucˇtu˚. De´lka vykona´nı´
kernelu je tedy zkra´cena o nema´lo pru˚chodu˚ vnitrˇnı´ch cyklu˚.
Analy´za kernelu˚ programem CUDA Visual Profiler uka´zala u´zke´ hrdlo implemen-
tace v podobeˇ nı´zke´ho pocˇtu registru˚ adapte´ru NVIDIA GeForce 8600GT souvisejı´cı´
s podporou pouze ”CUDA Capabilities 1.2”. i prˇes snı´zˇenı´ pocˇtu promeˇnny´ch ulozˇeny´ch
v registrech na minimum, jsou pra´veˇ ony du˚vodem k neu´plne´mu vytı´zˇenı´ jednotlivy´ch
multiprocesoru˚. Lze ocˇeka´vat, zˇe na moderneˇjsˇı´ch graficky´ch adapte´rech podporujı´cı´ spe-
cifikaci vy´pocˇetnı´ mozˇnosti 2.0 a vysˇsˇı´, bude vytı´zˇenı´ graficke´ho cˇipu jesˇteˇ efektivneˇjsˇı´.
Ve vsˇech dosavadnı´ch testech jednotlivy´ch implementovany´ch kernelu˚ byl prˇı´nos
technologie CUDA v rˇa´dech desı´tek procent v za´vislosti na tom, s jaky´m procesorem byly
cˇasy porovna´ny. Neznamena´ to vsˇak, zˇe jakkoliv implementovany´ a parametrizovany´
CUDA kernel prˇinese takove´to zrychlenı´ vy´pocˇtu. Nevhodnou parametrizacı´ spousˇteˇnı´
kernelu a tı´m nedostacˇne´ho vytı´zˇenı´ GPU mu˚zˇe nastat situace, kdy CPU dosa´hne lepsˇı´ch
vy´sledku˚. Tento fakt se nejle´pe demonstruje na vy´pocˇetnı´m ja´drˇe GPU 1, ktere´ je vzˇdy
spusˇteˇno stejny´m pocˇtem vla´ken odpovı´dajı´cı´ pocˇtu pixelu˚ v obraze a vy´pocˇetnı´ okno
je vzˇdy zpracova´no pouze jednı´m vla´knem sekvencˇneˇ v cyklu. Lisˇı´ se vsˇak rozmı´steˇnı´m
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vla´ken v blocı´ch. v extre´mnı´ch prˇı´padech tedy mu˚zˇeme vy´pocˇet tı´mto kernelem spustit
tak, zˇe kazˇde´mu pixelu odpovı´da´ jeden blok o jednom vla´knu nebo ho spustit v x-kra´t
me´neˇ, x-kra´t veˇtsˇı´ch blocı´ch.
Obra´zek 12: Vliv dimenze bloku˚ na celkovy´ cˇas vykona´nı´ jedne´ iterace GBMS nad obrazem
128x128. Pocˇet spusˇteˇny´ch bloku˚ je pak da´n vztahem 128 ∗ 128/dimenze.
Linea´rnı´ cˇasovy´ na´ru˚st mu˚zˇeme pozorovat azˇ po prˇekrocˇenı´ pra´hu 64 vla´ken / blok.
Tato hodnota zrˇejmeˇ souvisı´ s HW architekturou GPU, pokud tedy snı´zˇı´me dimenzi bloku
pod tuto mez, nebude vyuzˇit vy´pocˇetnı´ potencia´l multiprocesoru˚ a dojde k na´rustu cˇasu
potrˇebne´ho k vykona´nı´ iterace. v nejhorsˇı´m prˇı´padeˇ byl vy´kon dokonce horsˇı´, nezˇ prˇi
zpracova´nı´ jednı´m CPU ja´drem.
Jednı´m z podstatny´ch cı´lu˚ te´to pra´ce bylo demonstrovat prˇı´nos technologie CUDA ve
srovna´nı´ s klasicky´mi procesory. Graf na obra´zku 13, vycha´zejı´cı´ z tabulek 5 a 6, linea´rnı´m
meˇrˇı´tkem porovna´va´ cˇasy potrˇebne´ k vykona´nı´ jedne´ iterace GBMS nad vstupem o veli-
kosti 128×128 pixelu˚. Linea´rnı´ meˇrˇı´tko je pouzˇito pro jasnou prˇedstavu o vy´konnostnı´ch
rozdı´lech jednotlivy´ch implementacı´.
Meˇrˇenı´ jasneˇ proka´zalo, zˇe v nejlepsˇı´m prˇı´padeˇ je urychlenı´ algoritmu vı´ce nezˇ 100
na´sobne´. Cˇas potrˇebny´ k vykona´nı´ algoritmu na GPU Nvidia GeForce GT525M je dokonce
azˇ 130× nizˇsˇı´ nezˇ na CPU Intel C2D (bez pouzˇitı´ OMP).
Srovna´nı´ cˇasu˚ na soucˇasne´m procesoru Intel Core i5 s cˇasy neˇkolik let stare´ GeForce
8600GT opeˇt vyzneˇlo ve prospeˇch CUDA GPU. v prˇı´padeˇ pouzˇitı´ 1 procesorove´ho ja´dra
Core i5 je CUDA implementace 23× rychlejsˇı´. Dokonce ani prˇi vyuzˇitı´ vsˇech vy´pocˇet-
nı´ch jader vcˇetneˇ technologie HT neprˇedstihl tento procesor zastaralou GeForce 8600GT.
v tomto prˇı´padeˇ byl algoritmus na GPU rychlejsˇı´ 10×.
Nejobjektivneˇjsˇı´ pohled na zrychlenı´ CUDA implementace poskytuje srovna´nı´ do-
sazˇeny´ch cˇasu˚ na HW vyrobene´m ve stejne´ ”technologicke´ generaci”.V nasˇem prˇı´padeˇ
takto mu˚zˇeme srovnat GPU GeForce 8600GT s procesorem Intel C2D a GeForce GT525M
s Intel Core i5. v prvnı´m jmenovane´m prˇı´padeˇ je algoritmus na GPU rychlejsˇı´ 33×, v dru-
he´m 90×, rovneˇzˇ ve prospeˇch graficke´ho adapte´ru. Veˇtsˇı´ urychlenı´ algoritmu v druhe´m
prˇı´padeˇ souvisı´ s podporou specifikace ”CUDA Compute Capabilities”ve verzi 2.1, cozˇ
s sebou prˇina´sˇı´ mimojine´ 4× veˇtsˇı´ pocˇet registru˚ v kazˇde´m multiprocesoru te´to graficke´
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Obra´zek 13: Porovna´nı´ vsˇech implementacı´ na jednotlivy´ch zarˇı´zenı´ch.
karty. Pra´veˇ jejich maly´ pocˇet byl hlavnı´ prˇeka´zˇkou pro spusˇteˇnı´ veˇtsˇı´ho pocˇtu vla´ken na
jednotlivy´ch multiprocesorech adapte´ru GeForce 8600GT.
Je patrne´, zˇe vy´konovy´ na´ru˚st je silneˇ za´visly´ na generaci a typu pouzˇite´ho HW.
i prˇesto, zˇe se vy´robci procesoru˚ sta´le cˇasteˇji uchylujı´ k vy´robeˇ vı´ceja´drovy´ch procesoru˚,
ktere´ na trhu urcˇiteˇ majı´ sve´ mı´sto, jejich vy´kon v paralelelnı´ch u´loha´ch znacˇneˇ pokulha´va´
za sta´vajı´cı´mi GPU. Cozˇ jsme take´ doka´zali ve vy´sˇe uvedeny´ch testech.
Obra´zek 14: Za´vislost vy´pocˇetnı´ho cˇasu na velikosti vstupnı´ho obrazu. Vy´pocˇet 10 iteracı´
GBMS pomocı´ NVIDIA GeForce 8600GT a Intel C2D T8300 (2 ja´dra).
Meˇrˇenı´ zna´zorneˇno grafem na obra´zku 14 ukazuje za´vislost cˇasu potrˇebne´ho k vy´-
pocˇtu 10 iteracı´ GBMS nad ru˚zneˇ velky´mi vstupnı´mi obrazy. Tento graf opeˇt pouzˇı´va´ line-
a´rnı´ meˇrˇı´tko z du˚vodu veˇtsˇı´ na´zornosti demonstrovany´ch vy´sledku˚. Uzˇ prˇi pomeˇrneˇ ma-
ly´ch vstupnı´ch obrazech je rozdı´l vy´sledny´ch cˇasu˚ nezanedbatelny´ a prˇi jejich zveˇtsˇova´nı´
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tato hodnota propastneˇ naru˚sta´. Dokonce i s pouzˇitı´m OpenMP roste vy´razneˇ rychleji, nezˇ
vy´sledny´ cˇas hodnocene´ CUDA implementace. Cˇas veˇnovany´ do na´vrhu a implementace
CUDA kernelu se nepochybneˇ vyplatı´, zvla´sˇteˇ prˇi zpracova´nı´ velky´ch vstupnı´ch dat.
V soucˇasne´ dobeˇ firma NVIDIA prˇedstavila novou architekturu GPU pod na´zvem
”Kepler”jako prˇı´me´ho na´stupce architekury ”Fermi”. GPU zalozˇene´ na nove´ architekturˇe
podporujı´ ”CUDA Compute Capabilities 3.0”. Jednotlive´ multiprocesory teˇchto GPU cˇı´tajı´
192 fyzicky´ch vy´pocˇetnı´ch jader, cozˇ sebou prˇina´sˇı´ velky´ potencia´l k dalsˇı´mu vy´konove´mu
ru˚stu.
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8 Za´veˇr
Tato pra´ce na´s seznamuje se za´kladnı´mi metodami zpracova´nı´ a segmentace obrazu.
Konkre´tneˇ se pak zaby´va´ clusterovacı´m algoritmem Mean-Shift a jeho modifikacı´ Gaus-
sian Blurring Mean-Shift. Algoritmus GBMS je implementova´n za pomocı´ technologiı´
CUDA a OpenMP, ktere´ na neˇm demonstrujı´ svu˚j prˇı´nos v oblasti rozsa´hly´ch vy´pocˇtu˚.
V jednotlivy´ch kapitola´ch se pak veˇnuji teoreticke´mu za´kladu teˇchto algoritmu˚ a popisu
CUDA technologie. Prakticka´ cˇa´st pra´ce se zaby´va´ implementacı´ algoritmu GBMS vcˇetneˇ
na´vrhu˚ neˇkolika vy´pocˇetnı´ch jader na za´kladeˇ zı´skany´ch teoreticky´ch zkusˇenostı´.
Dalsˇı´ kapitola te´to bakala´rˇske´ pra´ce se veˇnuje vy´sledku˚m implementovany´ch kernelu˚
a jejich porovna´nı´. Prˇesveˇdcˇili jsme se o vy´razne´m na´ru˚stu vy´konu pouzˇitı´m technologiı´
OpenMP a CUDA, u ktere´ byl vy´konovy´ na´ru˚st nejpatrneˇjsˇı´. Testy proka´zaly, zˇe vyuzˇitı´m
vı´ce procesorovy´ch jader vcˇetneˇ teˇch virtua´lnı´ch, mu˚zˇeme vy´razneˇ akcelerovat aplikaci
i prˇi beˇhu na CPU.
Pra´ce take´ ukazuje, zˇe sˇpatnou parametrizacı´ vola´nı´ CUDA kernelu mu˚zˇeme docı´-
lit dokonce horsˇı´ch vy´konu˚, nezˇ u zpracova´nı´ obrazu klasicky´m procesorem. Cozˇ na´s
utvrdilo o nutnosti nejen navrhnout funkcˇnı´ kernel, ale take´ ho vy´razneˇ optimalizovat.
Ve vsˇech uskutecˇneˇny´ch vy´konovy´ch testech zvı´teˇzila navrhnuta´ CUDA implemen-
tace nad CPU implementacı´ a to dokonce i v prˇı´padeˇ porovna´nı´ soucˇasne´ho CPU s neˇkolik
generacı´ starsˇı´m graficky´m adapte´rem. v nejlepsˇı´m prˇı´padeˇ pak masivnı´ paralelismus prˇi-
nesl vı´ce nezˇ 100× rychlejsˇı´ vykona´nı´ GBMS algoritmu. Vzhledem k vy´sledny´m cˇasu˚m
beˇhu GBMS nad ru˚zny´mi vstupy je kazˇde´ urychlenı´ algoritmu velky´m prˇı´nosem, zvla´sˇteˇ
pak, kdyzˇ je vy´konovy´ na´ru˚st takto markantnı´.
V pru˚beˇhu implementace se vyskytlo neˇkolik proble´mu souvisejı´cı´ch s vy´vojem
CUDA aplikace. Jednı´m z nich byla nutnost omezit funkci TDR v syste´mu Windows 7
pro spra´vny´ beˇh aplikace. Je pravdeˇpodobne´, zˇe takove´to nastavenı´ registru˚ bude nutne´
prove´st na vsˇech cı´lovy´ch stanicı´ch.
Samotny´ GBMS algoritmus v praxi proka´zal vy´borne´ segmentacˇnı´ vlastnosti v za´vis-
losti na nastaveny´ch parametrech. z me´ho pohledu nejveˇtsˇı´ sı´la te´to segmentacˇnı´ metody
tkvı´ v mozˇnosti zpracova´vat i obecna´ mnohorozmeˇrna´ data s neprˇı´lisˇ velky´m ru˚stem
slozˇitosti vy´pocˇtu v za´vislosti na dimenzi dat. Na druhou stranu je to pra´veˇ vy´pocˇetnı´
slozˇitost GBMS algoritmu, ktera´ zabranˇuje jeho sˇirsˇı´mu pouzˇitı´ naprˇı´klad u u´loh urcˇeny´ch
ke zpracova´nı´ v rea´lne´m cˇase. Pouzˇity´ ”neorˇezany´”Gaussu˚v kernel sice obecneˇ prˇina´sˇı´
vy´borne´ vy´sledky segmentace, avsˇak s ohledem na velikosti vstupnı´ch dat by v praktic-
ke´m nasazenı´ algoritmu bylo vhodne´ obeˇtovat malou cˇa´st prˇesnosti vy´sledku ve prospeˇch
rychlosti jeho dosazˇenı´ a body od urcˇite´ vzda´lenosti do vy´pocˇtu vu˚bec nezahrnout.
Implementace poskytuje dalsˇı´ prostor k na´vrhu˚ novy´ch vy´pocˇetnı´ch kernelu˚ i testo-
va´nı´ a optimalizaci teˇch sta´vajı´cı´ch. v soucˇasne´ dobeˇ se s prˇı´chodem novy´ch graficky´ch
adapte´ru˚ NVIDIA, zalozˇeny´ch na architekturˇe ”Kepler”, prˇı´mo nabı´zı´ prove´st optimali-
zaci a testy pra´veˇ na teˇchto GPU.
Tato bakala´rˇska´ pra´ce je my´m prvnı´m projektem zaby´vajı´cı´ se technologiı´ CUDA.
Vzhledem k zajı´mavy´m dosazˇeny´m vy´sledku˚m a potenciona´lnı´mu vy´konove´mu ru˚stu
v budoucnu veˇrˇı´m, zˇe zdaleka ne projektem poslednı´m.
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