This paper presents a voltammetric segmented voltage sweep mode that can be used to identify and measure heavy metals' concentrations. The proposed sweep mode covers a set of voltage ranges that are centered around the redox potentials of the metals that are under analysis. The heavy metal measurement system can take advantage of the historical database of measurements to identify the metals with higher concentrations in a given geographical area, and perform a segmented sweep around predefined voltage ranges or, alternatively, the system can perform a fast linear voltage sweep to identify the voltammetric current peaks and then perform a segmented voltage sweep around the set of voltages that are associated with the voltammetric current peaks. The paper also includes the presentation of two auto-calibration modes that can be used to improve system's reliability and proposes the usage of a Gaussian curve fitting of voltammetric data to identify heavy metals and to evaluate their concentrations. Several simulation and experimental results, that validate the theoretical expectations, are also presented in the paper.
Introduction
Historically, the voltammetry was developed from the holographic [1, 2] chemical method. This method was discovered by Jaroslav Heyrovsky in the beginning of the 1920s. During the end of the 1950s, the importance of voltammetric methods decreased as they were replaced by spectroscopic methods [3, 4] . After the 1970s, with the advent of low cost and accurate electronic components, namely operational amplifiers, the importance of voltammetric methods became strongly improved because the price of the instruments based on this measuring method got cheaper and their metrological characteristics improved substantially [5] [6] [7] [8] . The working principle of voltammetry measurement methods (MM) is based on current measurements when a voltage sweep is applied between two electrodes, namely, the reference electrode (RE) and the working electrode (WE) placed in a cell filled with a water sample. The main advantages of this MM include its large dynamic range, its capability to differentiate between different chemical forms, its high sensitivity, and its suitability to easy integration in automated measuring systems and, above all, its capability to measure several heavy metals (HM) in a single measurement cycle. Beyond the high sensitivity and selectivity of the differential pulse voltammetry (DPV) method, this MM almost cancels measurement errors caused by capacitive effects, namely, double layer effects [1, [9] [10] [11] [12] that always exist between the electrodes and the electrolyte. This advantage results from the alternating nature of the voltages used in DPV, particularly in square wave voltammetry (SWV), where the contribution of the electrical current caused by the capacitive double layer effect is negligible, as long as the current measurement is performed at a suitable time after the voltage pulse occurrence [1] .
This paper is organized in five sections. Section 1 includes papers' introduction. Section 2 presents the measurement principle and the measurement system description, namely its hardware and software parts. Section 3 is dedicated to calibration issues, namely, measurement circuits' and measurement system calibrations, Section 4 that includes several simulation and experimental results. Finally, Section 5 includes paper's conclusions.
Measurement System
This section is divided in four parts. It includes a brief description of the measurement principle, the description of the hardware and software parts of the measurement system, and the description of the voltage sweep modes that are used for voltammetry measurements. Fig. 1 represents the three electrodes of a voltammetric cell [13] [14] [15] , namely, working electrode (WE), counter electrode (CE) and reference electrode (RE). The measurement procedure can be divided in two steps. In the first step, the metals present in the solution are electrochemically reduced in the working electrode (WE) by applying a DC voltage between RE and WE. Then, in the second step, a variable linear voltage or a square wave voltage superimposed to a linear voltage variation are applied between RE and WE, and the current between CW and WE is measured during the voltammetric. After removing voltammogram base line that contains information about the metals residuals in the initial solution (before adding metals' electrolyte), the identification and the concentration of each metal are directly related with the amplitude of the voltammetric voltage and the associated current peaks' amplitudes, respectively. It is important to refer that the square wave voltammetry method assures an excellent low limit of metals' detection (some parts per billion, p.p.b.) [13, [16] [17] [18] . Fig. 2 represents the schematic diagram of the electrical circuit that was developed to implement the heavy metal measurement (HMM) system. The circuit includes the following main elements: a three electrodes measuring cell (MC), a DAQu, and an inverter sum amplifier (OA1), whose input voltage signals come from the DAQu (V DAC ) and from the voltage follower circuit (V 02 ). It is important to underline that the linear working condition of OA1 is assured by the negative feedback loop that is closed through the electrolyte solution contained in the MC.
Measurement principle

Measurement system hardware
The main characteristics of the A/D converter include a 16 bit conversion resolution, a data acquisition rate equal to 1.25 MS/s and voltage accuracy equal to 52 µV. The main characteristics of the DAC include two 16 bit analog outputs (2.8 MS/s), voltage accuracy equal to 1045 µV and a maximum current drive of the digital outputs equal to 5 mA. These characteristics fulfill all the requirements of the HMM system in terms of accuracy, measurement range, resolution and capability to control several relays [19] that are particularly important for calibration purposes. It must be underlined that the measuring currents are usually very low [20] , some tens of nA or even lower, a particular attention must be dedicated to the operational amplifiers characteristics, namely to their input bias and offset currents. Operational amplifiers with input FETs were used because it is essential to obtain an reference electrode current amplitude (I RE ) as low as possible relatively to the working electrode current amplitude (I WE ). If this condition is not verified, measurements' accuracy is strongly affected because some of the current that comes from the counter electrode (CE) is diverted to the RE and the working electrode current amplitude is lower than the current generated by ions dissolved in the solution. Four LM356 operational amplifiers (OAs) were used to implement the SCu. The main characteristics of these OAs include typical values of bias and offset currents equal to 3 pA and 30 pA, respectively. These current amplitudes assure HMM concentration errors much lower than 1 p.p.b.. Moreover, taking as an example for an I CW current amplitude equal to 100 nA, the relative measurement error caused bias and offset currents is lower than 0.03 % of I CW . Operational amplifiers' voltage offsets are not so critical because they only affect the voltage amplitude that is associated with each voltammetric current peak. These errors are very small and easily compensated by the measuring system's calibration. In what regards the SCu part that is associated with the current to voltage converter (CVC), it is important to neutralize the effects of the parasitic capacitance (C PF ). This requirement is particularly important because the working electrode current (I WE ) is very low and the transimpedance gain of the CVC must be, usually, very high. Hence, the parasitic capacitance effects (C PF ) must be compensated to minimize current to voltage conversion errors. From the transfer function of the CVC circuit it is possible to conclude that a zero-pole compensation of the CVC circuit can be achieved if the time constants are equal R 4 C and R 3 C PF [21] . The time constant (R 4 C) of the CVC is adjusted by the digital potentiometer R 4 that is controlled through a digital output line of the DAQu. Similarly, digital potentiometer R 5 is used to control the ADC input voltage amplitude according to the ADC full-scale amplitude range. The MC that was used for testing purposes includes 3 electrodes with the following characteristics: a mercury film milli-electrode (2 mm), used as a working electrode [22] , a platinum milli-electrode, used as counting electrode, and a glassy carbone milli-electrode, used as a reference electrode [23] .
Measurement system software
The software of the measurement system was developed with a graphical programming language (LabVIEW). There are several software routines that implement mainly the following tasks: configuration of the measurement system, data acquisition, heavy metals identification and evaluation of their concentrations, auto-calibration, fault detection and data processing.
The software of the measurement system includes a configuration routine that is used to define measurement set-up parameters, namely: electrodes' cleaning time; electro deposition time; wait time; initial voltage scan range; final voltage scan range; voltage step amplitude between adjacent sweep points; square wave pulse duration; current sample mode; pulse amplitude; wait time after each potential jump; segmented voltage sweep ranges; SM (linear, continuous square wave or segmented square wave); selection of heavy metals to measure and the limit of detection (LOD) of the HM concentrations.
The measurement system software also includes a set of routines to implement the Gaussian curve fitting algorithm using a number of Gaussian functions (n) that is equal to the number of current peaks that are contained in the voltammogram. The number of current peaks, obtained from the voltammogram data, are obtained by using a MATLAB function that detects zero-crossings in a smoothed first derivative that exceed a given threshold slope with peaks' amplitudes over a predefined threshold.
Each primary Gaussian function (GFi) is defined by the following relationship:
where k i represents the amplitude,  i the mean and  i the standard deviation of each primary Gaussian function (GF i ). The Gaussian interpolated curve parameters associated with the mean and amplitude of each primary Gaussian function is used to evaluate heavy metals' redox potentials and associated concentrations, respectively. The standard deviations are also important to evaluate the overlapping degree between Gaussian curves and to validate the interpolation results.
There is a friendly user interface to get voltages and currents from the voltammogram using a set of horizontal and vertical markers. Moreover, there are some software routines that are associated with errors' compensation caused by influencing parameters, particularly, oxygen concentration, temperature and pH whenever the system is integrated in a multi-parameter WQAS. Fig. 3 represents the front panel of the LabVIEW program. The lower part is used to define measurement configuration parameters and the upper part to display measurement results. 
Voltage sweep modes
After detecting the current peaks that are associated with dissolved HM with higher concentrations a segmented voltage sweep mode around those current peaks is performed. It can be used two different methods to select the set of voltage ranges that are used for voltammetry purposes. One of this methods requires a previous fast linear SM that identifies the dissolved HM with higher concentrations or, alternatively, a set of predefined voltages, associated with the metals with higher concentration in a given geographical area or associated with the HM that are under assessment, are used. In the first case, the voltage sweep time and resolution of LVS mode are given by [21] ,
where (V CW ) max and (V CW ) min represent the maximum and minimum values of the voltage sweep range, and S.R. and V represent the sweep rate and the voltage increment between adjacent sweep points, respectively. This SM is characterized by a linear and continuous voltage variation (V RW ) over time and is used before the final HMM phase. For a typical voltage scan range equal to 1 V and for a sweep rate equal to 0.05 V/s, the T LSW value is equal to 20 s.
In the second case, that is used usually for monitoring purposes, the HM that are under observation are well-known and are obtained from the historical measurement data for a given geographical area. Instead of using a continuous square wave SM, that increment the voltages between V CW ) max and (V CW ) min , a segmented square wave SM is performed around specific voltage ranges that are associated with the redox potential of the HM under observation. So, a much lower measurement time is achieved, when identical values of the voltage sweep parameters are used, or a much higher measurement resolution and accuracy can be achieved if a slower voltage sweep rate or a lower voltage increment between adjacent sweep points is used. Obviously there is a compromise between these two advantages, since if a much lower voltage increment between sweep points is used, for the same voltage sweep rate, the measurement time increases. Considering relationship (2), it can be obtained the ratio between segmented square wave (SSW) and continuous square wave (CSW) measurement time durations, T SSW and T CSW that is given by As it is clearly shown, there is a substantial measuring time reduction associated with SSW SM. For example for a S.R. equal to 2 mV/s the measurement time for SSW and CSW SM are equal to 50 s and 500 ms, respectively. Moreover, it must be underlined that the measuring time ratio, obtained from (3), can be even lower when there is a few numbers of heavy metals under analysis, which is the usual case that is found in WQAS applications.
Calibration
Two different auto-calibration modes can be used to improve measurement system reliability. One calibration mode performs the calibration of the HMM circuits and data acquisition devices, excluding the MC, and the second mode performs a complete calibration of the HMM system, including its MC
Measurement circuit calibration
A dummy cell is used for HMM circuits' auto-calibration purposes. A set of four dip-switches are used to select four different load types, namely, a Randle's [24] circuit (RC Cell ), a pure resistive load (R Cell ), a pure capacitive load (C Cell ), and a parallel association of two signal diodes with opposite forward current directions (D Cell ), being each cell type selected by analog switches SW4, SW5, SW6 and SW7, respectively. The analog switch SW3 is used to test the reference sub-circuits of the HMM. Fig. 5 represents the dummy cell and its connection to the potentiostat unit (PT U ). [21] . It must be underlined that the Randle's circuit mimics the load presented by a real electrochemical cell. Resistance R P models the cell polarization resistance, C P models the interfacial double-layer capacitance and R S models the solution resistance. Figure 6 represents the voltage-to-current characteristic of the RC Cell for the following set of parameters: R S =2 MΩ (upper curve), R S =4 MΩ (lower curve), R P =20 MΩ and C P =30 pF. Both tests were performed using a linear voltage SM, a voltage step amplitude equal to 100 mV and a sweep rate equal to 1 mV/s. It can be easily verified that the experimental values of the maximum and minimum current amplitudes and the current time constant, that were experimentally obtained, confirm the theoretical expectations expressed by relationships (4), with a maximum error, relatively to maximum amplitude of the measuring variable, lower that 5%. It is important to underline that this maximum error is, afterwards, compensated using data processing algorithms.
where I max and I min represent the maximum and minimum RC Cell current amplitudes, respectively, V 0 represents the voltage step amplitude and the time constant () represents the time required for current reducing of 63.2% of initial value (I max ). Regarding signal-to-noise ratio, Fig. 7 represents the histogram of measurement errors when RC Cell is set up with the following set of parameters: R P =20 MΩ, C P =30 pF and R S =2 MΩ. From the measurement data it can be obtained a mean measurement error equal to -0.03 nA, a standard deviation measurement error equal to 0.28 nA and a signal-to-noise ratio almost equal to 41.8 dB. 
Measurement system calibration
The MSC is based on a set of standard solutions with well-known values of heavy metals concentrations [25] . Fig. 8 represents the calibration diagram that is used for MSC. The implementation of this calibration mode requires not only a set of standard solutions (SS), but also a nitrogen gas cylinder and two containers, one for deionized water (DW) and another for the support electrolyte, potassium chloride (KCl), in this case. A set of water peristaltic pumps (WPPi) are used to control fluids' flow rate. The number of standard solutions depends on the required measurement accuracy and on the heavy metals that are under measurement. A single standard solution with well-known concentrations of different heavy metals can be used for calibration purposes. The nitrogen gas, contained in a small volume cylinder (5 l), is used to remove oxygen from the solution, being this procedure essential to measure very low concentration levels of heavy metals. Chemical reactions of oxygen contained in water interfere with the measurement of most metal ions. The support electrolyte minimizes solution's ionic activity, reduces to a negligible level the transport of the analytical due to electrostatic field, and assures a minimal value of solution's conductivity. Measurement accuracy is strongly affected by the ionic activity of the metals' ions that are present in the measuring solution. Since the redox potential of each metal also depends on temperature according to the Nernst equation, a temperature sensor (TS) is used to compensate errors caused by temperature variations. Fig. 9 depicts the measurement apparatus used for calibration purposes. 
Results
This section includes several simulation and experimental results. In what regards the simulation results, different curve fitting methods of voltammetric data are tested and the relative performance is evaluated. Measuring system performance is evaluated using the proposed HMM method for a set of water samples taken from a river estuary.
It is important to underline that, in terms of HMM celerity, it is essential to minimize the number of measurement points that are required to obtain a predefined measurement accuracy. If an excessive number of measurement points are used, the computational load for curve fitting purposes is increased and data interpolation errors can be substantially increased due to over fitting [26] . 
Simulation Results
There are a large number of methods that can be used for curve fitting of voltammetric data [27] [28] [29] [30] [31] [32] In this simulation, the curve fitting function is defined by
The coefficients of the three Gaussian functions that minimize the LMS error, between voltammetric and Gaussian curve fitting data, are given by: In this case, Fig. 11 shows clearly that the Gaussian curve fitting errors, around voltammogram current peaks, are lower than 1% relatively to measurement data. Additionally, if the Gaussian curve fitting is based on a SSW voltage sweep, around the redox potential of each metal, the curve fitting errors are even lower. However, it is important to refer that if a very narrow voltage sweep interval around the metals' redox potentials is used for curve fitting purposes, the interpolation errors can increase substantially, particularly if the measured data contains outlier measurement values [26] .
Experimental results
A set of three water samples were used for testing purposes. The solutions were collected at the same place of a river estuary but with different tidal conditions, namely, tide levels and tidal current directions and intensities. Fig. 12 represents the voltammograms obtained for each water sample. Dotted curves are obtained by using a CSW SM for a metals' pre-concentration time of 30 s. The voltage sweep range that was used for voltammetric measurements varies between -800 mV and 50 mV, and the voltage increment between adjacent sweep points is equal to 1 mV. This means that a complete voltage sweep produces 851 measurement points. Using the proposed SSW SM around metals' redox potentials (graph shaded area), the number of measurement points is reduced to 24 and the maximum relative error, around current peaks after Gaussian curve fitting, is lower than 4% relatively to measurement data. The experimental results show clearly that each water sample has its own HM concentrations but the main metals that are contained in every sample are the same (Cd, Pb and Cu). It is important to underline that the results that were obtained confirm the ones already obtained by other researchers [33, 34] in the same river estuary by using different HMM methods.
Regarding to measurement time, as long as equal values of CWS and SSW sweep rates and voltage increments between adjacent sweep points are used, there is a substantial reduction of measuring time. For a S.R.=1 mV/s, the measurement time is reduced from 850 s to 24 s, which means a 35 reduction coefficient with a negligible measurement error increment.
Conclusion
This paper presents a segmented voltage sweep mode and a Gaussian curve fitting method that can be used successfully for heavy metals measurements based on voltammetry techniques. A particular attention is dedicated to the measurement system accuracy, celerity and reliability that are essential in water quality assessment systems. The measurement system includes two auto-calibration modes. One mode performs the measurement circuit's calibration, excluding the MC, and the other performs a complete calibration of the HMM, including the MC. From the combined results of both calibrations it is possible to identify and diagnose some measurement system faults. Concerning data processing, a Gaussian curve fitting of measurement data is proposed and its performance evaluated. The experimental results that were obtained, for a sample solution with three different heavy metals, show that the number of measurement points can be substantialy reduced with a negligible measurement error increment around voltammetric current peaks.
